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HESAPLAMALI AKIŞKANLAR DİNAMİĞİ PROBLEMLERİ İÇİN BİR YÜKSEK BAŞARIMLI 
HESAPLAMA YAKLAŞIMI 
Bu çalışmada, Hesaplamalı Akışkanlar Dinamiği problemlerine bir yüksek başarımlı 
hesaplama (YBH) yaklaşımı getirmek amaçlanmıştır. Tam boyutlu veya deneysel 
yöntemlerle akışkanlar dinamiği problemlerinin çözümü genelde çok zor bir konudur. Bunun 
yanında bu pahallı yöntemler model hakkında sadece global bilgiler vermektedirler. 
Hesaplamalı akışkanlar dinamiği teknikleri, düşük maliyetli, az zaman harcayan, kolay 
uygulanabilen, ve model üzerinde her noktada detaylı yerel bilgi sağlayabilen bir modelleme 
tekniği olarak ortaya çıkmıştır.  Hesaplamalı akışkanlar dinamiği çözümlerinde, kısmi 
diferansiyel bünye denklemleri doğrusal denklem sistemleri haline dönüştürülürler. Ancak, bu 
çözümler her zaman adımında güncellendiklerinden, büyük sistemlerin çözümü oldukça 
zaman almaktadır. Bu yüzden, bu yöntemin uygulanabilirliği, yüksek başarımlı hesaplama 
tekniklerinin sunduğu imkanlara bağlıdır. 
 
Bu yaklaşım en kötü durum olan, hesaplamalı akışkanlar dinamiği kodunun mevcut olması 
ancak bu kodun çok hantal ve karışık olması durumunu göz önüne alır. Bu tür kodların 
analizinden paralelleştirilmesine kadar tüm adımlar incelenmiştir. Doğrusal denklem 
sistemleri çözümlerinin optimize edilmiş ve son derece iyi performans sağlayan 
kütüphanelerle çözülmesi tavsiye edilmiş, ve bu kütüphanelere uygulanabilecek daha farklı 
optimizasyonlara da değinilmiştir. 
 
Bu yaklaşımda ayrıca, otomatik paralelleştirme ve talimat bazlı paralelleştirmelerin (OpenMP 
gibi) uygulanması da tavsiye edilmiştir. Ancak farklı yapıda olan bu paralelleştirmelerin 
paralel kütüphanelerle beraber çalıştırılması sırasında sorunlarla karşılaşılmaktadır. Bu 
sorunların üstesinden, fiziksel işlemcilerin uygun kullanımlarıyla gelinebileceği gösterilmiştir. 
 
Bu sayede, farklı paralelleştirme modellerini bir arada kullanarak  bunların avantajlarını 
kendinde toplayan bir melez modele ulaşılmıştır. Ayrıca bu modelin uygulanması da oldukça 













A HIGH PERFORMANCE COMPUTING APPROACH TO COMPUTATIONAL FLUID 
DYNAMICS PROBLEMS 
 
This study introduces a high performance computing (HPC) approach to computational fluid 
dynamics (CFD) problems. It is generally a very difficult task to solve fluid dynamics 
problems using full scaled or experimental techniques. Besides, these expensive techniques 
provide only global information about the model. The CFD techniques had emerged as a low-
cost, less time consuming and easy-to-implement modeling technique, which provides 
detailed information on every location of the model. In CFD solutions, the governing partial 
differential equations (PDE) are converted into linear equation systems. However, the 
solutions of these huge systems require an extensive computation time, as the solutions 
have to be updated at each time step. Hence, high performance computing becomes crucial 
for the applicability of CFD solutions. 
This approach considers the worst case. That is, the CFD code exists, but it is a very 
cumbersome and confusing one.  All the steps from analyzing to parallelization of such kind 
of a code are covered. The solution of linear equations systems are suggested to be handled 
by highly optimized parallel libraries, which provide a considerable performance. The further 
optimizations for these library routines are also considered in detail. 
This approach also recommends implementing automatic parallelization and directive based 
parallelizations (such as OpenMP). However, it is problematic to use these parallelizations 
along with parallel libraries, because they require different environments to operate. It has 
been demonstrated that with an adequate usage of physical processors, it is possible to 
overcome this problem.  
A hybrid parallelization model, which includes the advantages of various powerful 
parallelization models, has been achieved. Besides, this model is very practical to 
implement. A numerical wavetank problem has been provided as the case study, and the 







With this study, it is intended to introduce a high performance computing (HPC) 
approach to computational fluid dynamics (CFD) problems. By definition, high 
performance computing encompasses advanced computing, communications, and 
information technologies, including scientific workstations, supercomputer systems, 
high speed networks, special purpose and experimental systems, the new 
generation of large scale parallel systems, and applications and systems software 
with all components well integrated and linked over a high speed network. This wide 
definition indicates that HPC is achieved by integrating various architectures, 
software and systems. Thus, it is crucial to prove a flexible approach, depending on 
the type of the problem and computing resources available.  
There is a huge demand for great computing speeds for science and engineering 
problems, in order to deal with massive calculations and data processing that they 
require. Computational fluid dynamics problems are excellent examples for this 
demand. They have to include huge amount of data for an adequate definition of the 
mathematical model. Besides, the governing partial differential equations are 
converted into large and dense systems of linear equations, and for the problems 
with a transient nature, these systems have to be solved at each time step.  
A numerical wavetank problem (Çelebi, 1997) is selected as the case study, which 
contains most of the common properties of CFD problems and seriously in need of a 
high performance computing. A numerical wavetank can be considered to be 
symmetric, if the generated waves are one-dimensional with a zero degree. This 
symmetry enables us to eliminate the half of the problem size, and reduce the 
computation time significantly. But, for the simulation of the mixed open sea 
conditions using multi-directional waves (Belgin, 2002) it is impossible to use a 
symmetric model, as the generated waves will have different properties at each 
location of the wavetank. Besides, the model has to be discretized using a finer 
mesh to acquire accurate results, which enlarges the dimension of linear equation 
systems that are solved at each step. In this case, the applicability of the wavetank 
simulation is highly dependent on what HPC can provide. 
In chapter 2, a literature review has been introduced. The related studies about both 
fluid dynamics and high performance computing are summarized.  
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In chapter 3, a definition of the computational fluid dynamics problems has been 
provided, and the reasons for the demand for a computational solution are 
discussed. The numerical wavetank case study is introduced together with the 
mathematical model, basic assumptions and numerical solutions. It was intended to 
provide as much detail as possible, since the understanding of the problem is one of 
the most crucial steps of high performance computing. 
The chapter 4 includes all steps to obtain a high performance program, from editing 
stage to performance optimization. The related tools had been introduced, some 
with practical applications. With this section, one can obtain a satisfactory idea 
about how to acquire a clear view of a confusing and long code, how to find out the 
most time consuming code segments (in other words hot spots), and how to deal 
with bugs and unsatisfactory performance. The fundamentals of program timing and 
performance measuring are also mentioned in this chapter. 
The chapter 5 is the practical application for the sequential optimization methods, 
which are mentioned in chapter 4. These methods have been applied to the 
numerical wavetank code, and all of the optimization steps are presented in 
sequence. The reasons for some implementations, which had resulted in bad 
performances, have been discussed. At the end of the chapter, a satisfactory 
sequential optimization for the wavetank code is achieved. 
The aim of chapter 6 is to provide detailed information about parallelization of a 
code. Thus, information about parallel models, architectures and programming 
models are introduced. The fundamentals of observing parallel performance are 
also examined. The automatic parallelization option is introduced, and data 
dependency analysis is described accompanied with related examples. The basic 
information about sequential and numerical libraries is also provided. This chapter is 
a basis for the following chapters 7 and 8, in which an HPC approach to CFD 
problems and solution of system of linear equations had been studied. 
Chapter 7 introduces a high performance approach for computational fluid dynamics 
problems. This approach intends to combine various parallel programming models 
to benefit from their advantages in uppermost level. The message passing paradigm 
and directive based languages are used in combination, in a shared memory 
multiprocessor architecture. The methodology of this approach is presented, 
including some solutions for possible problems. 
The analysis of the numerical wavetank code in chapter 4 indicates the importance 
of solution of linear equation systems, which is the most time consuming segment of 
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the program in overall. An efficient parallel implementation on this segment will 
provide a considerable improvement to the performance of the whole computation. 
Chapter 8 is dedicated to the solution of linear equation systems using the parallel 
LU factorization method. The block LU factorization, which is especially very 
effective in distributed memory systems, is examined. The algorithms that are used 
by the numerical libraries for this method are discussed. Possible improvements 
using the communication/computation overlap are also presented.  
In chapter 9, a brief summary and the conclusion of this study are presented. Some 










2.  LITERATURE REVIEW 
The numerical wavetank, in which the monochromatic one directional waves are 
generated using a piston type wavemaker is described by Çelebi (1997). In the 
same year, the comparisons of various wave simulations are examined in this 
wavetank by Kim, Çelebi, and Park (1997). Çelebi, Kim and Beck (1998) has 
compared the theoretical results with experimental results and validated their 
agreement. This wavetank uses the extended two dimensional Mixed Eulerian-
Lagranian Method (MEL) defined by Dommermuth and Yue (1987). The governing 
equations are obtained using the Desingularized Boundary Integral Method 
(DBIEM), which is first introduced by Cao, Schultz and Beck (1991). The formal 
equivalence of direct and indirect boundary integral equation methods is provided by 
Brebbia and Butterfield (1978).  
The time integration is done by using a robust 4th-5th order Runge-Kutta-Fehlberg 
scheme which allows one or multiple tine step integrations within the specified time 
interval (Fehlberg 1969; Shampine, Watts and Davenport, 1975) Parallel 
implementations for 4th order explicit Runge-Kutta method are also provided by Katti 
and Srivastava (2003). 
This wavetank is modified by Belgin (2002) in order to obtain a mixed sea condition 
by using multidirectional waves. These modifications removed the symmetric 
properties of the wavetank, which doubled the number of required computations, 
thus the implementation of high performance computing became crucial.  
A parallelization approach that presents the strong points and limitations of semi-
automatic parallelization, data parallel programming and message passing 
programming with their applications on Fourier transform and conjugate gradient is 
provided by Berthou and Colombet (1997). Program analysis techniques, 
compilation techniques for instuction level parallelism (ILP), compilation techniques 
for exploiting loop and task level parallelism on SMP platforms, and overview of 
distributed memory compilation techniques are examined in detail by Gupta, Pande, 
Psarris and Sarkar (1999). This paper also includes detailed information about data 
dependency analysis. Psarris (2001) also provided program analysis techniques for 
transforming programs for parallel execution. The loop parallelization algorithms are 
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also described from parallelism extraction to code generation by Boulet, Darte, 
Silber and Vivien(1998). 
Solution of linear equation systems in parallel has been a popular research topic, as 
it is crucial to obtain a fast and robust method. The design and implementation of LU 
factorization routines used in ScaLAPACK (Blackford, Choi and others, 1997) are 
presented by Choi, Dongarra and others (1994). These library routines are 
contributed by communication/computation overlap optimizations by Desprez, 
Domas and Tourancheau (1997).  
Different researchers had also provided other approaches to LU factorization. Key 
concepts for parallel out-of-core LU factorization is presented by Dongarra, 
Hammarling and Walker(1997). Klimkowski and Geijn (1995)  have described the 
design and implementation of a platform independent parallel solver (PIPSolver) 
package for the out-of core solution of complex dense linear systems. Efficient use 
of pipelining on LU decomposition with pivoting and a column-scattered data 
decomposition is examined by Deprez, Tourancheau and Dongarra(1995). Another 
efficient parallel algorithm for dense matrix LU decomposition with pivoting on 










3. COMPUTATIONAL FLUID DYNAMICS 
3.1 Overview of Computational Fluid Dynamics 
The establishment of the fluid dynamics and the practical applications has been 
under way since the time of Newton. The theoretical development of fluid dynamics 
focuses on the construction and solution of the governing equations for the different 
categories of fluid dynamics and the study of various approximations to those 
equations. The governing equations have been known for 150 years or more. 
However, the development of reduced forms of these equations is still an active 
area of research.  
Experimental fluid dynamics has proven to be a cost-effective alternative to full-
scale measurements. But, it has been known that experimental techniques can not 
easily solve complicated nonlinear hydrodynamic problems. For example, in trying to 
generate actual sea spectrum, the usual experimental wave tank technique can only 
produce Stokes-like symmetric nonlinear waves. A few wave basins can generate 
transient wave groups, which contain asymmetric nonlinear waves. Transient wave 
techniques are somewhat restricted because they should be contained in a steep 
irregular wave train, which represents the actual sea spectrum. Therefore simulation 
of the fully nonlinear free surface problems in an experimental wave tank is a difficult 
task not only because of generating target sea spectrum, but also inherent problems 
of reflection. A large discrepancy is sometimes found in nonlinear model test data 
from different basins.  
Traditionally, large lead-times have been caused by the necessary sequence of 
design, model construction, testing and redesign. For example, it takes 
approximately 2-3 days to prepare a ship model for towing tank, thus consecutive 
modifications becomes impractical. On the other hand, it takes only a few minutes to 
modify the model in computational domain, which provides the opportunity to make 
an optimization by using all reasonable designs.  
Experimental facilities, such as wind tunnels or towing tanks are very effective for 
obtaining global information, such as the complete lift and drag on a body and the 
surface pressure distributions at key locations. However, to obtain detailed velocity 
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and pressure distribution throughout the region surrounding a body would be 
prohibitively expensive and very time consuming. CFD provides this detailed 
information at no additional cost and consequently permits a more precise 
understanding of the flow processes to be obtained. 
The steady improvement in the speed and capacities of the computers since 1950s 
has led to the emergence of computational fluid dynamics (CFD). This branch of 
fluid dynamics complements experimental and theoretical fluid dynamics, by 
providing an alternative cost-effective means of simulating real flows. The 
development of more efficient computers has generated the interest in CFD and in 
turn, this has produced a dramatic improvement in the efficiency of the 
computational techniques. Consequently CFD is now the preferred means of testing 
alternative designs in many branches such as aerospace and naval engineering. 
CFD provides five major advantages compared with experimental fluid dynamics:                             
(i) Lead-time in design and development is significantly reduced. 
(ii) CFD can simulate flow conditions not reproducible in experimental model 
tests. 
(iii) CFD provides more detailed and comprehensive information 
(iv) CFD is increasingly more cost-effective than experimental techniques 
(v) CFD produces a lower energy consumption 
 The improvements in the computer hardware with the decreasing costs make the 
CFD more popular and available. The ratio of Mflops (millions of operations per 
second) per cost is increasing very rapidly, and shows no obvious sign of reaching a 
limit. Besides, the recent developments in computational algorithms and parallel 
implementations permit us to benefit from these computing platforms at the 
uppermost level.    
The fluid can be interpreted as a continuous medium. The behavior of the fluid can 
be described in terms of time and space. The physical aspects of any fluid flow are 
governed by some fundamental principles. Mass, momentum and energy is 
conserved, and Newton’s second law is satisfied. Applications of the principles of 
conservation of mass, momentum and energy produce systems of partial differential 
equations (PDE) for the velocity and thermodynamic variables as functions of time 
and position. With boundary and initial conditions given for the flow and type of PDE, 
the mathematical description of the problem is established. But the governing 
equations are usually so complicated that an exact solution may be unavailable and 
 8
it is necessary to seek a computational solution. This fact was one of the motivations 
John Von Neumann provided for the development of electronic computers. 
Computational techniques replace the governing PDE with systems of algebraic 
equations, so that a computer can be used to obtain the solution. 
To convert the governing PDE to a system of algebraic equations, a number of 
methods are available. The most common are finite difference, finite element, finite 
volume and boundary integral methods. 
Solving a particular problem generally involves first discretising the physical domain 
that the flow occurs in, such as a wavetank or a wind tunnel. This discretising is 
considerably easy and straightforward for simplest geometries, but it is much more 
difficult for more complex geometries. Some mesh generators are currently 
available, but they require an extensive investment of time to use.  
The fluid dynamics problem defined on the discretised domain requires the solution 
of large systems of equations at each time step. Either using direct methods, which 
depend on factoring the matrices, or using iterative methods can be used for this. 
The iterative methods have lower time complexity (O(N2)) and they are usually 
faster. But they may fail to converge, even if the most appropriate preconditioners 
are used. On the other hand, despite having a higher complexity (O(N3)),  direct 
methods are always robust and dependable. The rest of this study will demonstrate 
that, solving the set of linear equations, which is repeated at each time step, is the 
most time consuming part of the solution of a CFD problem. Therefore, the choice of 
the most adequate method becomes crucial.   
3.2  Definition of the Numerical Wavetank Problem 
To demonstrate the HPC approach to the solution of CFD problems, it will be 
appropriate to focus on an example case, which involves most of the common CFD 
properties mentioned hitherto. Therefore, a numerical wavetank (Çelebi, 1997)  is 
selected as the case study.   
The cost of tank testing is usually high, besides experimental set-up and calibration 
for testing require a substantial human effort and time. Current and foregoing 
problems with the experimental wave tank have been the motivation for establishing 
a robust, reliable and fully nonlinear numerical wavetank, which combines the state-
of-art computational techniques available in the numerical hydrodynamics. However, 
there are some major difficulties such as: 
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(i) The complicated free surface boundary conditions that have to be satisfied 
on the instantaneous free surface not known a priori. 
(ii) Various types of numerical instabilities. 
(iii) Appropriate numerical open-boundary conditions, which can simulate open-
sea conditions. 
Besides, it is concluded in previous studies (Belgin, 2002) that the numerical 
wavetank requires a considerable computation time, which makes the optimization 
and the parallelization of the code vital.  
The existing numerical wavetank produces monochromatic nonlinear waves using a 
piston type wavemaker. The initial and boundary conditions are defined on all of the 
surfaces, which can either be Dirichlet or Neumann boundary conditions, depending 
on the structure of the surface. These will be discussed in detail in subsequent 
chapters. The free surface and interior of the fluid domain is fully discretised, and an 
Indirect Desingularized Boundary Integral Equation Method (IDBIEM) is used to 
solve transient fully nonlinear free surface waves.  The time integration is carried out 
by using a robust fourth order Runge-Kutta-Fehlberg scheme, which allows one or 
multiple time step integrations within the specified time interval. The time marching 
of both fully nonlinear kinematic and dynamic free surface boundary conditions are 
performed by Mixed Eulerian-Lagrangian (MEL) method. The MEL method basically 
allows two types of node point definition. First, material-node approach and second, 
horizontal-movement-of-node approach. Depending on the problem, each technique 
has an advantage over the other. 
The waves created by the piston type wavemaker are one directional. Their 
characteristics are identical through the horizontal axis, so only the half of the 
wavetank can be taken into computations. This will not be an appropriate approach 
for a wavetank that generates multi-directional waves (mixed open sea condition), 
because the fluid will have different characteristics at each location of distinct 
discretization points.  Consequently, the computation time doubles.  
The wavetank has damping regions both on the side-walls and on the end-wall. 
Artificial pressure is generated to impose a damping on the fluid surface, in order to 
vanish the wave elevation before it reaches to the walls. Therefore the possible 





Figure 3.1 Half-Section of the symmetric wavemaker 
 
 
Figure 3.2 Monochromatic one directional waves created by the piston type wavemaker 
3.3  Mathematical Formulation and Numerical Methods 
In this section, the definition of the mathematical model for the numerical wavetank 
will be given. The corresponding numerical methods and their implementations will 
be discussed. The Initial conditions and boundary conditions must be defined 
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throughout the surfaces. But first of all, the basic assumptions necessary for the 
solution of the velocity potential φ must be presented.  
3.3.1 Basic Assumptions 
The solutions of fluid dynamics problems are possible only under some 
assumptions, which play a critical role in the design of the numerical wavetank. They 
have an explicit influence on the accuracy of the results and the computation time.  
The viscosity is neglected, while the fluid is assumed to be incompressible. The total 
velocity potential Φ  is equal to the velocity potential φ: 
),,,( tzyxφ=Φ         (3.1) 












φφφφ        (3.2) 
By using the velocity potential, the velocity vector can be defined. At the instant t 










∂≡∇= φφφφ        (3.3) 
Here, i, j, k are the unit vectors in x, y, z directions. The flow is defined to be 
irrotational, if the vorticity vector is zero at any location of the domain. The definition 
is as follows: 
×∇=ω? V =0         (3.4) 
And due to the assumption that the fluid is incompressible, 
∇ . V = 0         (3.5) 
3.3.2 Boundary Conditions 
The physical conditions must be satisfied on both stationary surfaces such as 
wavetank bottom, side and end walls, and moving surfaces such as the wavemaker.  
The conditions, which have to be satisfied by the fluid velocity, are called ‘kinematic 
boundary conditions’. Kinematic boundary condition is actually is an expression of 
the fluid velocities mentioned above.   
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Another boundary condition that has to be satisfied is the ‘dynamic boundary 
condition’. This condition is an expression of the normal pressures of the fluid 
particles on the surfaces. 
If the bottom surface is shown as SB, the kinematic boundary condition on this 





    (on the bottom surface, SB )    (3.6) 
Where BV
?
 stands for the velocity on the surface. When the depth goes to infinity, 
this condition converges to zero: 
0→∇φ           (z → - ∞)   (3.7) 
In the case of a limited depth, such as this wavetank example, the computation time 
will increase, as the depth will take part in the computation as a new unknown 
variable. 
On the free surface, both kinematic and dynamic boundary condition has to be 
satisfied. Kinematic boundary condition represents the equality between the normal 
velocity of the fluid and the normal velocity of the free surface: 
zt ∂
∂+∇−∇=∂
∂ φηφη    (on the free surface, SF)  (3.8) 
Here, z=η(x, y, t) is the free surface displacement, and will take part in the numerical 
calculations of wave amplitudes with respect to time. 
The dynamic boundary condition on the free surface indicates that the pressure on 





∂ 221   (on the free surface, SF)  (3.9) 
Where ρ is the fluid density and g is the gravity. 
The conditions on the open boundaries requires that the influence at the infinity is 
zero: 
0→∇φ      (at infinity, S∞)   (3.10) 
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It is assumed that there is no initial disturbance at t=0, which means the location and 
the velocity potential on the free surface is zero at the beginning: 
0=φ  (in the fluid domain,      @ t=0) 
and           
0=η  (SF on the free surface,  @ t=0)     (3.11) 
3.3.3  Mixed Eulerian-Lagrangian Method (MEL) 
In the Eulerian-Lagrangian method, a simple time stepping procedure is used in 
which a mixed boundary value problem is solved at each step. The value of the 
potential, at each step is given on the free surface (Dirichlet boundary condition) and 
the value of the normal derivative of the potential (Neumann boundary condition) is 
known on the bottom surface. At the end of each time step the free surface potential 
and its normal derivative are updated. The free surface potential and the surface 
elevation are determined by integrating the free surface boundary conditions 
(kinematic and dynamic) with respect to time. For the time stepping, a Runge-Kutta-
Fehlberg (4th – 5th order) method was used and proven to be stable and accurate. 
The most common approach to time march free surface boundary conditions is the 
material–node approach in which the nodes or collocation points follow the 
individual fluid particles. Another alternative technique is to prescribe the horizontal-
movement-of-node but allow the node to follow the vertical displacement of the free 
surface. The prescribed movement of the nodes may be zero such that the node 
techniques may be easier.   
For numerical implementation, it is convenient to rearrange the kinematic and 
dynamic free surface boundary conditions in terms of the time derivative of a point 
moving with a prescribed velocity v?  relative to the Oxyz coordinate system. Then, 
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is the time derivative following the moving node. 





] the node follows a prescribed path with 
velocity [U( x? ,t), V( x? ,t)] in the x-y plane and moves vertically with the free surface. 





) results in the x-y locations of the nodes remaining fixed in 
















∂+∇∇−−= .21   (on the free surface SF) (3.16) 
The material node approach dictates that the velocity is: 













       (3.19) 
where ))(),(),(()( tztytxtX FFFF =
?
 is the position vector of a fluid particle on the 






        (3.20) 
is the usual material derivative. 
The last form of the kinematic and dynamic boundary conditions allows the value of 
the free surface elevation and potential to be stepped forward in time. The left hand 
sides of equations (3.12)-(3.19) are the derivatives with respect to time of the 
potential and wave elevation moving with the node. On the other hand, the 
quantities on the right hand side are all known at each time step, then φ∇  can be 
determined analytically after solving the boundary value problem for φ. One difficulty 
is the evaluation of the gradient of the free surface elevation, ∆η, in equations (3.12) 
and (3.15). Therefore it must be evaluated numerically but this leads to increase 
computer time and sometime numerical inaccuracies.  
3.3.4    Indirect Desingularized Boundary Integral Equation Method 
The mixed boundary value problem must be solved at each time step for the 
unknown velocity potential φ. With the given potential on the free surface and the 
known normal velocity on the body, wall, and bottom surfaces, the potential at any 





−= ∫∫Ω∂ dxxxx ss ??
?? 1)()( σφ        (3.21) 
where ∂Ω is the integration surface outside the fluid domain and σ is the source 
strength to be determined. Applying the relevant boundary conditions, the desin-
gularized indirect boundary integral equations that must be solved to determine the 


























 = a point on the integration surface Ω 
cx
?
 = a field point on the real boundary 
0φ  = the given potential value at cx?   
dΓ = the surface on which 0φ is given 
χ = the given normal velocity at cx?   
nΓ = surface on which χ is given. 
The integration domain includes the free surface, the bottom surface, the 
wavemaker, the side walls, and the truncation surfaces. The discretized version of 
the above integral equation is solved for a by an iterative solver for linear 
simultaneous equations. Subsequently, φ can be evaluated by (3.21). Its spatial 
derivative ∆φ can be obtained from the derivative of (3.21), where the differentiation 
of the Rankine source can be done analytically. In case of the numerical wave tank 
simulation with two vertical side walls, an infinite array of image sources can 
alternatively be used to simulate the side-wall effects. 
In the desingularized method, the source distribution is outside the fluid domain so 
that the source points never correspond to the field (or collocation) points, and the 
resulting integrals are nonsingular and can be straightforwardly integrated by 
numerical quadratures. The isolated sources are distributed a small distance above 
each of the nodes. The desingularized distance is in general given by 
ν)( mdd DlL =         (3.24) 
Where Dm represents the local mesh size and ld and ν are the constant parameters 
to be optimized. 
3.3.5     Disretization of Boundary Integral Equations 
A weighted residual method called collocation method is used to solve the integral 
equations for unknown )( sr
?σ . The direct method requires that the Green’s second 
identity be used along the boundaries where φ and ∂φ/∂n are defined, on the other 
hand, in the indirect method, only sources are used and the boundary conditions are 
satisfied at the collocation points where the real boundaries are defined. In the 
present DBIEM, field points were chosen along the real boundary and sources were 
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distributed outside the computational domain (above the real boundary). Some of 
the previous works (Cao, Schultz and Beck, 1991) suggested the use of the indirect 
method for the nonlinear free surface simulations in view of accuracy and 
computational time. Additionally, the indirect version of the method showed no 
difficulty in handling irregular meshes. Basically it allows using both regular and 
irregular type of meshes along the domain. This gives the flexibility to use fewer 
node points over the outer computation domains (or truncation boundaries). 
Considering these advantages, the indirect method of the desingularized boundary 
integral equations was used in the present computation. Despite the apparent 
difference, it can also be shown that the direct and indirect boundary integral 
equation methods are theoretically equivalent (Brebbia, C.A. and Butterfield, R., 
1978).  
Simple isolated (Rankine) sources rather than a distribution was used to discretize 
the resultant boundary integral equation into a system of linear equations. 
A desired number of field and corresponding source points were chosen along the 
contours of SF, SWM, SWS, and SWO. Here, F represents the free surface, WS 
represents the wall sides (but only one of them, as the problem is symmetric) and 
WO represents the end wall. The singularities, on the free surface, were distributed 
above the field points in the +z direction, on the body surface, were placed along the 
normal direction from the field points. There may be two extreme cases: one is the 
discontinuity in the flux along the body surface, the second is that the source 
distribution may cross over the bisector of two body surfaces or even the other side 
of the body surface. These difficulties can be eliminated by carefully choosing the 
discretization location and the desingularization distance (depends on the problem 
type). Especially, the desingularization distance near a sharp corner should be 
modified so that the source points are distributed on the bisector of the two body 
surfaces to eliminate the possibility of the cross over of the source points beyond the 
center line or the body surface. 
At each time step the mixed boundary value problem that must be solved is defined 
by equations (3.22) and (3.23). Using an array of isolated simple sources above the 
free surface, on the wavemaker (or input boundary), side wall, and end wall (or open 































σσσσφ  (3.25) 
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Where, 




 : is the location of the j th source on the free surface 














SjWO xN σ,, ? : are the number, location and strength of the sources near the end 
wall. 
The integral equations (3.22) and (3.23) are satisfied at the nodes on the free 
surface, wavemaker, side wall and end wall surface such that : 









































)(????????? φσσσσ  (3.26) 
(i=1 … NF)  

























































































































































































Here, N=NF+NWM+NWS+Nws are the total number of unknowns; equations (3-26...29) 
can be defined as a linear set of equations: 
BA =⋅∑          (3.30) 
The wavetank code analysis shows that the most of the computation time is 
consumed to solve this set of equations. Therefore, parallelization of the solver 
algorithm will provide a considerable performance gain on overall process. 
3.3.6 The Green Function 




1),,;,,( ==        (3.31) 
and 
( ) ( ) ( )222 iii zzyyxxR −+−+−=       (3.32) 
where (x, y, z) and ),,( iii zyx  give the locations of collocation (or field) and source 
points respectively. One of the advantages of this Green function, compared to the 
other complicated Green functions, is the simplicity in evaluation and capability of 
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extension to a general problem. The Green function which satisfies the free surface 
and open boundary condition is complicated to evaluate, but it has the advantage 
that singularities can only be distributed on the body surface. But on the other hand, 
the unsteady part of the Green function does not satisfy the radiation boundary 
condition and is very difficult to evaluate in time domain. When Rankine sources are 
used, they should be distributed on the entire boundary surface. Using this basic 
singularity over the entire boundary surface, the Green function method has a 
flexibility to extend computations to any bottom topography or lateral boundaries.  
For convenience, we assume that the water depth is constant and the body is 
symmetric with respect to the xz plane. Then we can discretize the half of the 
computation domain by using both collocation points and Rankine sources in 
conjunction with the desingularization distance. For a typical numerical wave tank 




G +++=        (3.33) 
where 
( ) ( ) ( )2221 iii zzyyxxR −+−+−=  
( ) ( ) ( )2222 iii zzyyxxR −+−+−=       
( ) ( ) ( )2223 2hzzyyxxR iii +++−+−=  
( ) ( ) ( )2224 2hzzyyxxR iii +++−+−=      (3.34) 
3.3.7 Time Integration of Free Surface Boundary Conditions 
The proper choice of a time integration method is crucial for the free surface compu-
tations, because it will directly affect the integration step size (i.e. CPU time) and 
stability. 
It is known that the application of Runge-Kutta methods to the ordinary differential 
equations reduced from parabolic partial differential equations is often quite time 
consuming. Due to the stability considerations, higher-order Runge-Kutta formulas 
do not offer advantages in this respect except the possibility to increase the 
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integration step size. One of the important points in the Runge-Kutta formulas is that 
the truncation errors must be kept as small as possible because of the dependence 
of the permissible integration step size to the magnitude of these errors. 
Fehlberg (Fehlberg,1969) showed that the numerical-error factors in the Runge-
Kutta formulas can be written as functions of a coefficient. Two choices of this 
coefficient that are reasonably close to 0.355 may lead to minimum truncation error 
and relatively simple coefficients for fourth-order formula. Then we can find and 
minimize the leading (5th order) truncation error of fourth-order Runge-Kutta formula 
to set up a reliable step size control procedure. 
We know that the low-order formulas require a very small step size therefore they 
need considerable amount of CPU time. On the other hand, the high-order formulas 
have stability considerations resulting from the exponential character of the solution. 
Therefore, we used the Runge-Kutta-Fehlberg 4(5) formula in our computations 
which is a 4th order Runge-Kutta-Fehlberg method embedded in a 5th order solution. 
This approach combines the advantages of both low and high-order formulas in the 
content of minimum truncation error and reliable step size control procedure. The 
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The above formula gives a fifth-order estimates zj+1 with a minimum number of 
function calls for a fourth-order rule yi+1. This method involves one of the most 
difficult algorithms in means of parallelization, because of the dependencies among 
the consecutive expressions. However, with some modifications to the 4th order 
Runge-Kutta, it is possible to provide an amenable parallelization (Katti and 
Srvastava, 2003). But the wavetank code analysis indicates that only a very small 
computation time is spent for this method in overall, so it will not be profitable to 
























4. PROGRAMMING STAGE 
The mathematical model of the wavetank and its numerical applications were 
described in the previous chapter.  However, the main concern of this study is to 
provide an approach to the High Performance Computing of the related computer 
code. The first step for the parallelization must be to understand the problem clearly; 
and in as much detail as possible. When it comes to the selection of the appropriate 
numerical methods, one has to determine the major objective first. Either high 
sequential performance or availability for parallelization can be the major objective. 
In some cases, it is possible that both of these objectives can be achieved at the 
same time.  
Some of the numerical methods are modified for performance gain or faster 
convergence. However, these modifications can make detrimental effects to the 
parallelization. For example, Jacobi method is the most primitive one among the 
iterative methods such as Gauss-Seidel, SOR or SORR. Therefore, it is not 
preferred for the sequential computations. But when it comes to the parallelization, 
difficulties occur in the implementation of the modified methods, where Jacobi works 
perfectly.  
It is not always possible to make this decision from scratch, as the CFD code can be 
an existing legacy or old one. It is also intended in this study to present an approach 
to the optimization and tuning of this kind of codes, where the sequential 
performance and parallelization are not considered as objectives in the creation 
process. Such codes can be so complicated and unavailable to parallelization that, 
one can prefer to rewrite it completely. But before giving such a   decision, the code 
must be analyzed in detail. In the following sections, all the steps from choosing an 






4.1 The Code Creation and Optimization Process 
This stage mostly varies due to the different available tools and operating systems 
on different platforms. As an operating system, Linux provides a favorable 
environment, being powerful, POSIX compatible, free and with publicity available 
source code. NASA has been instrumental in developing so-called Beowolf-class 
systems that use mass-market commodity off-the-shelf PC components. Recently, 
Red Hat has worked with NASA to produce Extreme Linux, a package containing 
the necessary drivers and additional software required to set up a Beowolf machine. 
While Linux provides a flexible, public domain OS on which commodity 
supercomputing systems can be built, there is a large demand to Microsoft Windows 
NT as an enterprise-wide strategy in many sectors. But when we speak about high 
performance multiprocessor platforms, UNIX is the most preferred OS, being robust 
and flexible. Companies such as SUN, SGI IBM or HP provide their own UNIX 
versions, which are mostly machine-specific. These systems are much more 
expensive than the others, both in software and hardware, but they guarantee the 
maximum performance accompanied with optimized compilers and high 
performance libraries. In the last few years, there is an undergoing competition 
between the cheaper cluster systems and expensive multiprocessor systems, and 
both sides have various superiorities against the other one. These Linux clusters are 
different from Beowolf systems, as they are built for reliability instead of speed. 
The platform used in this study is a SunFire 12K high-end server, which is a shared 
memory environment. It has 16 -900 Mhz UltraSPARC III Cu- CPU with 32 GB 
memory. However, it supports dynamic domains technology. The available tools on 
this platform can be summarized as follows: 
? ForteTM Compilers: F77, F90, F95, C, C++ & Java Technology 
? F77, F90 & C (auto-parallelizing) 
? Developer Tools: 
? Debuggers, data visualizer, threads analyzer, performance analyzer 
? Libraries: Optimized Scientific and Math Routines 
? Message Passing Libraries: MPI 
? SUN Performance LibraryTM (libsunperf) 
? SUN Scalable Scientific Subroutine LibraryTM 
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Some of these tools are commercial, while some of them are public domain. It is 
very important to be familiar with the developing environment, and to benefit from 
these tools as much as possible.  
The process for code creation and optimization process can be summarized with the 
following steps: 
(1) Choosing an algorithm:  
 - The most crucial step 
(2) Creating a program:  
 - Program Development Environment 
 - Compiler flags and Optimizations 
(3) Profiling and Optimization: 
 - Analyze and optimize for a single CPU 
(4) Parallelizing: 
 - Distribute the Computation 
 - Divide the problem 
 - Distribute data and/or computation 
(5) Tuning for performance: 
 - Minimize MPI Communication 
 - Load balance: Keep each CPU busy 
4.1.1 Choosing an Algorithm: 
This is the most crucial step. Before jumping to the optimization process, we must 
be sure that the most appropriate algorithm is chosen. This doesn't mean to select 
the 'fastest' or 'most accurate' algorithms, as the further steps must be taken into 
consideration. As mentioned before, if we plan to parallelize the code later, despite 
being worse than 'Gauss- Seidel' iteration, the 'Jacobi' Iteration, which is more 
suitable to parallelization, should be preferred. It is always recommended to use the 
appropriate library routines, but the ones, which are proven to be robust and fast. If 
an adequate algorithm is not present, and the programmer will design it from 
scratch, it will be vital to avoid unnecessary Do-Loops (especially the nested ones), 
doubled operations and useless I/O operations.  The results must be checked 
carefully, and all of the possible cases must be tested and approved. It has been 
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experienced that the inappropriate algorithms are mostly the main reason for an 
unacceptable long computing time. Thus it will be waste of time to try to optimize 
this kind of a cumbersome algorithm. 
4.1.2  Programming Process 
With the assumption that the most appropriate algorithms are selected and the 
scratch for the code is ready, the programmer must proceed with programming 
process. This process involves: 
a) Creating and editing the code 
b) Compiling 
c) Debugging 
d) Optimization  
e) Measuring Performance 
4.1.2.a   Creating and Editing the Code 
The most basic way to create a program is to: 
? Edit the program using one of the available editors (vi, vim, emacs, pico, nedit...) 
? Compile the program using an available compiler (GNU compilers such as f77, 
gcc or SUN ForteTM Developer IDE compilers) 
The 'vim' editor is the most powerful and available editor among all. The 'nedit' editor 
is also a good alternative but it will require a graphical interface and it can't be used 
through a terminal window. The highlighting options and editing tools of nedit are 
very suitable for editing or monitoring a code in any programming language. 
4.1.2.b Compiling The Program 
If the machine-specific compilers are available, it is recommended to use these 
compilers. The reason is, they are specifically designed for the used hardware, and 
it is possible to achieve a faster and more accurate results. Besides, there are a lot 
of compiling options to gain performance, which are specific to these compilers only. 
The basic compiling, without optimization options or using external sources (such as 















Example: f77 wavetank.f - o wtexe 
In some cases, the executable code doesn't have the permission to execute. The 
chmod command under UNIX and Linux systems can be used for providing this 
permission: 
Example: chmod +x wtexe 
4.1.2.c Debugging 
According to Grace Murray Hopper, one of the computer science pioneers, the 
origin of the term ‘debugging’ is as follows: In the early 1950s, the programmers at 
Harvard University spent weeks in an unsuccessful attempt to find the error in one of 
their programs. Finally, an investigation of the computer's insides revealed that an 
insect had died there, and its remains kept a relay from closing. Once this bug was 
removed, the program worked perfectly. Since then, the process of removing errors 
from programs has been known as "debugging".  
The ‘debuggers’ are the tools, which are used to find the bugs inside the code. The 
most popular public-domain debugger is the GDB, the GNU Project debugger. This 
tool allows one to see what is going on `inside' another program while it executes, or 
what another program was doing at the moment it crashed.  
GDB can do four main kinds of work (plus other things in support of these) to help to 
catch bugs in the act:  
? Start the program, specifying anything that might affect its behavior.  
? Make the program stop on specified conditions.  
? Examine what has happened, when the program has stopped.  
? Make changes in the program, so one can experiment with correcting the effects 
of one bug and go on to learn about another.  
Meanwhile, these are the common properties of most of the debugging tools. The 
program being debugged can be written in C, C++, Pascal, Fortran (and many other 
languages). Those programs might be executing on the same machine as GDB 
(native) or on another machine (remote). GDB can run on most popular UNIX and 
Microsoft Windows variants. 
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The platform that is used in this study involves Forte Developer IDE of SUN 
company, which is an integrated developing environment with a user friendly GUI 
and powerful compilers. The debugger tool of this environment is a good alternative 
to GDB. It is also integrated with the source editor and browser, which provides a 
clear aspect of the code. It is possible to obtain a function caller-callee map (figure 
4.1) and data visualization (figure 4.2), which are very useful for examining a 
confusing legacy code. 








     Figure 4.2 The ‘Data Visualizer’ of Forte Developer IDE  
These debuggers are used for sequential programs. For parallel applications, the 
appropriate parallel debuggers must be used. SUN provides the ‘Prism’, which is a 
parallel debugger with data visualization and array statistics are available. It is also 
easy with prism to display data distributions on the processors. Some other parallel 
debuggers are as follows: 
‘pdbx / Xpdbx’, which is a front end for the UNIX debugger dbx. GUARD, which is 
the Griffith University Relative Debugger, HPDF, MQM, PDT, P2D2, which is a part 
of the work of NAS (the Numerical Aerospace Simulation facility) at NASA Ames 
Research Center. TotalView 3.7, which is the industry leader in MPI debugging and 
finally xldb. 
4.1.2.d Profiling and Optimization 
There are various parameters affecting the program performance. These can be 
hardware restrictions, the implemented coding techniques, or compiler specific 
issues. By applying an adequate optimization, which will be specific to the code and 
the platform, the programmer can obtain considerably better performance from the 
computer. One of the most basic objectives of optimization is to obtain the maximum 
Mflops, while using the same hardware. But this ratio cannot be a sufficient indicator 
in some cases. The calculation of Mflops will be introduced in section (4.1.2.e). 
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Optimization is a step-wise process: 
? Baseline (zero or minimum optimization) 
? Profile using various levels of optimization 
? For each routine, choose the fastest optimization level (difficult for the large 
codes with a large number of routines) 
? This is the only way to get the fastest possible code with a given compiler 
New releases of compilers might require a new profile and analysis. 
But before proceeding with the performance optimization, the programmer has to 
know how to evaluate the existing code.  This is possible with the profiler and 
analyzer tools. 
The most common public-domain profile tool is the ‘gprof’. This tool provides 
detailed function-level information about the code. The explicit and implicit time 
consumed by each of the functions and their percent in overall is monitored clearly. 
Besides, the caller-calee relation is given in sequence. The figure below shows the 
details of gprof tool output: 
Figure 4.3 Details of the ‘gprof’ tool output. 
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The usage of gprof in bash shell is as follows (these steps are for Forte Developer 
IDE, and may vary in different operating systems and compliers): 
1) Compile and link with '-xpg'. 
 
 bash-2.03$ f77 -xpg wavetank.f -o wtexe 
 
2) Run the program, which produces 'gmon.out'. 
 
bash-2.03$ ./wtexe (the file 'gmon.out' is being generated) 
 
     3) Use the 'gprof' command to produce the out file. 
 
 bash-2.03$ gprof wtexe > gprof.out 
 
4) Open the gprof.out file with any desired text editor. 
 
Another profiler tool available in this system is the ‘Collector and Analyzer’ of Forte 
Developer IDE. The collector collects the data by executing the program, and the 
Analyzer converts these data into a human readable form using statistical graphs 
and tables. The results obtained by both gprof and Collector&Analyzer has to match 
closely. Below, an example is given to use the Collector and Analyzer (in bash shell) 
to explore the executable named wtexe: 
bash-2.03$ collect wtexe (the test file is being generated, e.g.  test.1.er) 
bash-2.03$ analyzer test.1.er  &    (Analyzer is launched) 
Figure 4.4 Analyzer Window 
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The following step is the optimization process. The profiling tools can be used for 
evaluating the results of each optimization step. A satisfactory sequential 
performance must be obtained before parallelization. The sequential optimization 
can result in a considerably better performance, but the programmer must be alerted 
that the results can be inaccurate due to the modifications in the code. That’s why 
the first step must be zero optimization, where the code is executed without any 
specific compiler options. At each optimization step, the results must be compared 
to the zero optimization results and be validated, which is called the ‘sanity check’. 
The optimization can be implemented using serial coding techniques, compiler-
specific options or optimized libraries. The selection of proper algorithms is very 
crucial, as mentioned before. 
The optimization is handled mostly by selecting the most adequate compiler flags. A 
programmer has to know the properties of these flags properly, because it is 
possible to obtain inaccurate results while trying to use them. The compiler flags 
are: 
? Are not standards conforming (IEEE 754)  
? Some optimizations can result in slower code for some cases  
? Compile time is often an issue and thus some people would prefer to skip low 
benefit optimizations  
? Sometimes the resultant binary size is an important factor 
? A few flags are really macros or expand to a set of flags:  - fast,  - xtarget  
? Flags have left to right precedence, so last flag "wins" Forte Developer 6 
compiler flags:   
   -fast includes  -xO5 , thus " -xO3  -fast" is same as  -fast , so use " -fast -xO3 "  
? A number of flags require/depend on each other and will cause those flags to be 
included:  -depend and -autopar require  - xO3  
? Some flags should be consistent on all compile and link lines:  - dalign,  - r8  
The Forte developer Environment currently provides 5 levels of optimizations, which 
have different effects on the performance. But they can be inappropriate in some 
cases, by producing inaccurate results. Below, some important properties of these 
levels are listed: 
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? 5 levels n= 1,2,3,4, 5  
? Each optimization level is cumulative e. g. -xO2 = - xO1 + more   
? - xO3 is a good default choice for all but the most compute intensive sections of 
code 
? - g debug flag will affect some optimizations 
? Very high optimization greatly increases compile time and is more likely to 
increase size of binaries 
? - xO1  :   Basic local optimization, assembly postpass   
? - xO2 :  Basic global and local, register allocation, dead code elimination, and 
constant propagation, usually produces minimum code size   
? - xO3 :   Global optimizations at function level, loop unrolling, fusion, software 
pipelining   
? - xO4 :   Inlining of functions within same file, aggressive global optimization  
? - xO5 :   Aggressive optimizations might not always improve performance 
Forte Developer IDE provides a macro named ‘fast’, which is a collection of widely 
used and effective complier options. This performance gain provided by using this 
macro can usually be satisfactory. The properties of this macro is listed below: 
? This is a macro that expands to set of options to optimize code  
? Compiler release version and language dependent 
? May be a good choice for optimizing time critical code  
? Includes  -native and is not the most portable  
? Should specify both on compile and link lines 
? If there are problems with results then try disabling some of the options  
? Due to left to right compiler flag precedence, it is best to use this as the first 
option 
? The options that ‘-fast’ includes for different programming languages are as 
follows: 
cc  -fast = cc  -xO5  -single  -xmemalign= 8s  -fns -fsimple=2  -ftrap=%none   
-xalias_ level= basic -xbuiltin=%all  -xlibmil  -native -xprefetch=no  -xvector=no  
 
 f77  -fast = f77  -xO5  -dalign  -xprefetch  -xpad=local -fns  -fsimple=2   
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-ftrap=%none  -libmil  -native  -xlibmopt -xvector=yes  
 
f90  -fast = f90  -xO5  -dalign  -xprefetch  -xpad=local  -fns  -fsimple=2   
-ftrap=common  -f  -libmil   -native  -xlibmopt  -xvector=yes  
Using optimized libraries is another effective kind of sequential optimizations. These 
libraries are optimized and specifically compiled for the hardware, thus they make a 
considerably good contribution to the performance. There are a large number of  
public-domain and commercial mathematical libraries available. But if there is an 
optimized library in the system, it must be preferred. The sequential LAPACK and 
parallel ScaLAPACK (Blacksford, Choi and others, 1997) libraries have proven to be 
robust and fast. Besides, their source codes are freely distributed and can be 
compiled on most of the platforms. The Sun Performance Library is the optimized 
version of LAPACK (Anderson, Bai and others, 1995), which is one to one 
compatible. The performance difference between these two libraries will be 
demonstrated in chapter 5, using the wavetank code. The detailed information about 
LAPACK will be given in chapter 6. 
4.1.2.e Measuring Performance 
At this point, the programmer has to know the concept of ‘computation time’. The 
total computation time is a combination of different compounds: 
Total Execution Time (Wall Time) = CPU Time + SYS Time + I/O Time + Wait Time 
Where the CPU time is the time consumed in CPU only, which is also called the 
‘user time’; SYS time is the time spent for system operations; I/O time is the 
input/output operation time and wait time is the time spent for other actions such as 
the waiting for the user input or a response from a device. 
Despite the timing information is being provided by previously mentioned profiling 
tools, they are not sufficiently accurate. They extend the actual execution time while 
performing tests, so that the time information that they provide may be misleading. 
Besides, they are not practical for frequent repetitions.  Their aim is roughly helping 
the programmer to explore the code and acquire details about the time consuming 
segments of the code. But in the optimization process, the code is revised and 
tested continuously. There are some other precise and practical tools to perform 
these timing tests. These tools can be classified into two:  
1) Whole executable timers 
2) Code level timers 
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The first kind is used for timing the whole execution time. It is not needed to have 
the source code available, where the executable is enough. They simply execute the 
given executable and display the timing info. The ‘time’, ‘etime’ and ‘ptime’ tools are 
examples for the whole executable timers. The most precise one among them is the 
‘ptime’, which is used for the timing tests of wavetank code. It is used as follows: 
 bash-2.03$ ptime wtexe 
 ... 
 .. program output .... 
 ... 
 real 1:10.143 
 user 1:09.365 
 sys       0.523 
The second kind, code level timers are used for obtaining information about some 
specific segments of the code. They are functions, which are embedded inside the 
code. Hence, the source file has to be available and a recompilation is required. The 
functions ‘gethrtime’ and ‘etime’ can be given as examples to code level timers. 
Note that, these functions and the related variables have to be declared adequately 
inside the code structure. The figure below demonstrates the usage of the ‘etime’ 
function in F90 programming language: 
! 
! etime.f90: Demonstrate measurement of elapsed time 
! 
      program etimetest 
      real function etime                  ! Declare the type of etime() 
      real elapsed(2)            ! For receiving user and system time 
      real total                ! For receiving total time 
      integer i, j 
 
      print *, 'Start' 
 
      do i = 1, 20000000    
         j = j + 1  
      end do 
 
      total = etime(elapsed) 
      print *, 'End: total=', total, ' user=', elapsed(1), 
     &         ' system=', elapsed(2) 
      stop 
      end 
Figure 4.5 Example Usage of ‘etime’ function 
While running the program, a CPU performs two basic operations: Addition and 
multiplication. Remember that, subtraction is a kind of addition, and division is a kind 
of multiplication. So, it will be appropriate to measure the performance in means of 
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Floating Point additions and multiplications, and the sum of these two operations. 
The 'speed' of the computer can therefore defined as 'Million of Floating Point 
Operations per Second', which is, 'Mflop/s'. But first, we have to know the limits of 
our system, which is the peak point for the performance. The maximum Mflop/s is 
roughly twice the speed (in Mhz) of CPU. For example, a 900 MHz processor has a 
peak of 1800 Mflop/s. 
The 'collector' tool can be used to find the total number of Floating Point operations 
that a program performs. The arguments below tell the collector to collect 
information of the total floating point additions and multiplications performed by the 
executable wtexe. 
 bash-2.03$ collect -h fpmul,0,fpadd wtexe -o wtexe.er 
To monitor the result, the er_print command can be used. Here, the screen output is 
transferred to a text file named  'wtexeMflop.txt' : 
 bash-2.03$ er_print -functions wtexe.er > wtexeMflop.txt 
Generally, what we are interested is the first 10 lines of the output file: 
 
Functions sorted by metric: Exclusive FP Adds 
 
Excl. FP Adds  Incl. FP Adds  Excl. FP Muls  Incl. FP Muls   Name   
                                                               
14565805000    14565805000    15504677000    15504677000     <Total>  
 8904000000     8904000000     8682000000     8682000000     sgemm_  
 1950000000     1950000000     1618000000     1618000000     r_  
 1195000000     1195000000     2549000000     2549000000     rr_  
  748000000      748000000      767000000      767000000     sger_ 
  573000000      965000000      629000000      967000000     solu_  
Figure 4.6 Floating number operations of the wavetank code, ‘er_print’ output. 
The 'Analyzer' tool can also be used to monitor the results: 
 bash-2.03$ analyzer wtexe.er 
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 Figure 4.7 Floating number operations of the wavetank code, Analyzer output. 
The total number of Floating Point Operations performed is (FP Adds + FP Muls): 
 14565805000 + 15504677000 = 30070482000  
The wallclock time for this program was calculated to be 67.859 sec. Then, the 
approximate performance is calculated as: 
  1.0E-06*30070482000/67.859 =  443.132 Mflop/s. 
The one thing to keep in mind is that the precise values of the counters will fluctuate 
somewhat. This is a statistical sampling technique. Therefore, the programmer could 
consider repeating the runs for a couple of times and then take the average to count 
the floating point operations. 
The nice thing about the collector is that one can also use this to calculate Mflop/s 







5. THE WAVETANK SEQUENTIAL PERFORMANCE OPTIMIZATION 
In this section of the study, some optimizations are implemented on the sequential 
wavetank code, by using tools described hitherto. The platform used for this case is 
a 4 CPU (900 Mhz UltraSparc Cu Superscalar) SUN Server with 8 GB Shared 
Memory. It has a theoretical peak speed of 900x2=1800 Mflops 
5.1   1st Step: Minimum or Zero Optimization: 
This step is one of the most important steps, which is useful for obtaining the 
accurate results from the program for the comparison to the further optimized 
results.  
 bash-2.03$ f90 -O0 wavetank.f90 -o wt1 
Performance:  
real    32m59.077s = 1979.077 seconds 
user   32m58.170s 
sys     0m0.480s 
The Total Number of Floating Point Operations for this code was calculated to be 
30,070,482,000. So,  
Mflop/s = 1.0E-06 * 30070482000 / 1979.077 = 15.1942 Mflop/s, 
Which is extremely bad when compared to the peak value of 1800 Mflop/s. We are 
seriously in need of a performance optimization process. At least, the accurate 
results of this program are obtained. 
5.2     2nd Step: Compilation using '-fast' 
This step will demonstrate the effect of '-fast' macro, which is designed to provide an 
optimum performance in an easy manner: 
 bash-2.03$ f90 -fast wavetank.f90 -o wt2 
Performance:  
real    1m34.674s = 94.674 seconds  
user   1m34.150s 
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sys     0m0.450s 
An obvious performance gain has been obtained. 
Mflop/s = 1.0E-06 * 30070482000 / 94.674 = 317.621 Mflop/s, 
Here, some differences after the forth digit are observed in the results, when 
compared to the 1st step. But they are assumed to be negligible. 
5.3    3th Step: Trying '-O3' 
We know that, '-fast' macro involves aggressive optimization '-O5'. But in some 
cases, '-O3' can give better results. Thus, it would better be tried. Note that '-O3' 
must appear after '-fast' in the compile line. 
 bash-2.03$ f90 -fast -O3 wavetank.f90 -o wt3 
Performance:  
real    1m34.671s = 94.671 seconds 
user    1m34.230s 
sys     0m0.380s 
In this program, nothing seems to be changed in means of performance. But it is 
always recommended to try this option too. 
5.4    4th Step: Using the SUN Performance Library 
This code uses routines from LAPACK to perform LU factorization and solution of 
matrix systems. These routines are the most time consuming segments in the 
program. To see their percent, we can use the analyzer tool (figure 5.1): 
 bash-2.03$ collect -h fpmul,0,fpadd wt3 -o wt3.er 
 bash-2.03$ analyzer wt3.er & 
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Figure 5.1   The number of floating point operations of the wavetank code functions 
sgemm, strsm, and sger are the routines called from LAPACK. They cover 
approximately 70% of the floating-point operations. The analyzer also gives us a 
clue that we also have to focus on routines 'r' and 'rr'. We don't have to change 
anything in the code to use the SUN Performance Library. When we compile with 
'xlic_lib=sunperf' the corresponding routines will be used. If the routines from the 
LAPACK had been used by including them inside the code body, they must be 
removed, as they have the priority in the process of compiling. 
bash-2.03$ f90 -fast -xlic_lib=sunperf wavetank.f90 -o wt4 
Performance:  
real     1m9.980s = 69.98 seconds 
user    1m9.420s 
sys     0m0.480s 
A considerable performance gain is achieved. 
Mflop/s = 1.0E-06 * 30070482000 / 69.98 = 429.7 Mflop/s 
5.5    5th Step: Inserting Padding for Variables in COMMON Blocks 
The '-xpad=...' option is used for inserting padding (unused memory spacing) 
between arrays or character strings to more efficiently use CPU cache. The '-fast' 
macro involves 'xpad=local'. This means to apply this option to the local variables 
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only. But our test code involves lots of variables defined in COMMON blocks, and 
using this option with these blocks can result in a better performance. To implement 
this, the '-xpad=local, common' option is used. Note that, to overwrite the default, 
this must appear after the '-fast' macro. 
bash-2.03$ f90 -fast -xpad=local,common -xlic_lib=sunperf \      
wavetank.f90 -o wt5 
Performance:  
real    1m8.322s = 68.322 seconds 
user   1m7.810s 
sys     0m0.350s 
The performance gain is not noteworthy. Besides, a variation of 1 - 2 seconds can 
sometimes be deceiving, as the running time also depends on the user activity of 
the multi-user computer.  
Mflop/s = 1.0E-06 * 30070482000 / 69.98 = 440.13 Mflop/s 
5.6    6th Step: Loop Fusioning 
The last steps show that optimizations using the compiling options are not providing 
more improvement anymore. But the analyzer told us that, a large segment of the 
operations are performed in subroutines 'r' and 'rr', which calculates the Green 
functions. So, it's time to work on the code and make some changes. 'Do Loop 
Fusion' is a serial coding technique, which is simply to collect all independent loops 
with same number of counters under one loop. 
For example: 
do i=1,m 
  icount=icount+1 
enddo 
 
do j=1, m 
  sum=sum+r(j) 
enddo 
 
           
 
   Fusioned ⇒ 
 
do i=1, m 
  icount=icount+1 
  sum=sum+r(i) 
end do 
 
The 'r' and 'rr' subroutines are very adequate to Do Loop fusion. Below, fusioning of 
the Do-Loops in subroutine 'r' is shown: 
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do 30011 j=1,n 
         dx(j)=x-xo(j) 
         dy1(j)=y-yo(j) 
         dy2(j)=y+yo(j) 
         dz1(j)=z-zo(j) 
         dz2(j)=z+(2.*hw+zo(j)) 
30011   continue 
 
do 30012 j=1,n  
   r11(j)=sqrt(dx(j)*dx(j)+dy1(j)*dy1(j)+dz1(j)*dz1(j))
   r21(j)=sqrt(dx(j)*dx(j)+dy2(j)*dy2(j)+dz1(j)*dz1(j))
   r12(j)=sqrt(dx(j)*dx(j)+dy1(j)*dy1(j)+dz2(j)*dz2(j))
   r22(j)=sqrt(dx(j)*dx(j)+dy2(j)*dy2(j)+dz2(j)*dz2(j))










do 30011 j=1,n 
  dx(j)=x-xo(j) 
  dy1(j)=y-yo(j) 
  dy2(j)=y+yo(j) 
  dz1(j)=z-zo(j) 
  dz2(j)=z+(2.*hw+zo(j)) 








30011   continue 
Performance:  
real    1m8.813s = 68.813 seconds 
user   1m8.340s 
sys     0m0.400s 
Mflop/s = 1.0E-06 * 30070482000 / 69.98 = 436.988 Mflop/s 
It's even worse than the previous step. This surprising and disappointing result is 
actually an expected one, as the function of the compiler options is to optimize the 
code using these kinds of coding techniques. This means, while compiling with '-fast' 
macro, the compiler does this fusioning and similar jobs for us. It is now impossible 
to view the revised code, but the future compilers will have an option for this. We 
have to be contented with the revisions that the compiler has done for now, without 
knowing what they are. 
5.7    7th Step: Continuing with Loop Fusioning  
Another segment of the code also looked as if very adequate to loop fusioning. In 
the subroutine 'fct', there is a huge segment, which is adequate to collect some 
loops under one loop five by five. As the code segment is very long, it will not be 
given here. But there is nothing different from the example in the previous step. The 
performance of the implemented loop fusion is given below: 
Performance:  
real    1m24.258s = 84.258 seconds 
user   1m23.650s 
sys     0m0.480s 
 
Mflop/s = 1.0E-06 * 30070482000 / 84.258 = 356.885 Mflop/s 
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The result is again disappointing, even worse than the previous step. The previous 
step at least didn't change the performance, but this step caused performance loss.  
This means there must be some differences between these two implementations. 
The explanation is: 
In the previous step, the manual modifications in the 'r' and 'rr' were the same with 
what the compiler implements. But in the current step, the modifications also 
inhibited the compiler to implement optimization techniques by changing the 
structure of the loops. During the attempt of fusioning, a function call (once in a 
small loop) is placed into the main loop structure, which inhibited the compiler to 
perform optimizations to the whole loop. 
The results obtained during the optimization process are given in figure 5.2 and 
figure 5.3. The value for the first step is ignored in figure 5.2, as it is too big 
compared to the other values (1979.077), and avoids the other values to be viewed 
clearly. 

























 Figure 5.2   Wavetank Optimization Steps (Real Time) First step is too big, and not included. 
1979,077 
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 Figure 5.3   Wavetank Optimization Steps (Mflops)  
It can be concluded that, if the compiler optimization is used, implementing serial 
coding techniques explicitly may lead to an even worse performance. There is the 
possibility of changing the structure of the code in a way that inhibiting the compiler 
implement any optimization.  
Two main increments are observed, which are at the second and forth steps. First 
step is a good indicator what the compiler optimization options (here -fast) can do, 
and fourth step is a good example to the performance gain that can be obtained 
from the optimized libraries. 
More optimizations are available, but it is a low possibility to achieve any other 
considerable increment. The fifth point can be assumed to be the peak point for the 
sequential computation, but not for the code, as it can be expected that 
parallelization of the code will provide better results. The next chapter concerns 










6. PARALLELIZATION OF THE CODE 
6.1 Shared and Distributed Parallel Models 
A conventional computer system is composed of a processor and a main memory 
(von Neumann computer).  These computers can be used to execute a program 
sequentially, or they can be combined together to form a cluster for parallel 
programming. We use the term ‘parallel’ when the platform used involves more then 





Figure 6.1 Conventional Von Neumann Computer 
The parallel systems can be basically classified into two, based on their memory 
sharing paradigms. The shared memory model has multiprocessors sharing the 
same memory location. All the processors have the access to any address on the 
shared memory. All of the nodes in this system hold the executable code, and the 




















Figure 6.2 Shared Memory Multiprocessor Model 
There are some parallel languages specially designed for this model, but the most 
common programming style is using the parallel programs based on existing 
sequential programming languages such as Fortran or C++. Parallelization is 
attained by planting some special directives, which are ignored by the sequential 
compilers, inside the code. This model is attractive for the programmers, as the data 
sharing is very easy and flexible. However, difficulties do exist, such as data 
dependencies and memory-sharing conflicts.  
An alternative to this model is the distributed memory model. This model is created 
by connecting conventional one-processor computers each with local memories 
through an interconnection network. None of the nodes have access to the local 
memories of other nodes. The communication is undertaken among processors 
using the interconnection network. Data are not shared; they are copied. This may 
cause problems when dealing with large amounts of data. This model is not as 
attractive as the shared memory models from the programmer’s point of view, 
because all of the data communication must be handled manually, which is very 















        Interconnection Network 
 Messages Processor 
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It is also possible to combine these two models, which is called distributed shared 
memory model. It is provided with this model that each processor has access to the 
whole memory using a single memory address space.  This model can be defined 
as the shared memory model, where the processors are replaced with individual 
computers including local memories. The motivation for creating this hybrid model is 








Figure 6.4 Distributed Shared Memory Multiprocessor Model 
 
6.2 Parallel Computer Architectures 
The Von Neumann’s conventional computer model elegantly encapsulated 
computer architecture in a simple machine model that allowed development of 
algorithms, programming languages, and software applications to proceed largely 
independent of the low-level details of the underlying computer architecture. 
Motivated by its success, a similar effort was devoted to developing simple and 
realistic parallel machine models. This classification known as Flynn’s taxonomy, 
which divides all computers into four categories: 
? Single Instruction Single Data (SISD) : Single-processor system with one 
instruction stream and one data stream. All PCs and single-processor 
workstations fall into this category. 
? Multiple Instruction Single Data (MISD) : Same data is processed by multiple 
processors running multiple instruction streams. There do not appear to be any 
commercial systems built using this model. 
? Single Instruction Multiple Data (SIMD) : Multiple processors execute the same 
instruction stream, but operate on different data. Numerous such computers 
have been built. 
        Interconnection Network 
 Messages Processor 
Shared Memory 
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? Multiple Instruction Multiple Data (MIMD) : Different processors execute 
independent instruction streams on different data. These are the most flexible 
and commonly available parallel computers.  
6.3  Observing Parallel Performance 
Some fundamental ratios and definitions are used to understand and evaluate the 
parallel performance. The ratio of the communication time to the computation time is 
an important indicator; especially if the massage passing paradigm is being used. 
As the problem is divided into parallel parts, at some point, the communication time 
will dominate the overall execution time. The equation (6.1) can be used as the 







TimeComp.ratioComm./Comp.      (6.1) 
A measure of relative performance between a multiprocessor system and a single 









     (6.2) 
The parallelized version of the sequential code is usually different from the original 
one. The programmer has two options: to execute the parallelized version using a 
single processor, or to execute the sequential version of the code to determine ts. 
The suitable choice will be to use the fastest sequential code available, but not the 
parallelized version. 
It is possible to predict the speed up for any number of processors with using only 
the sequential time (ts) and parallel time for 2 processors (t2). But first, the parallel 
fraction must be known. This fraction is one of the most important parameters used 
to measure the level of parallelization. It must be as high as possible, as even little 
percentage of serial fraction remained in the code puts a top limit to the 







F pp         (6.3) 
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Where P is the number of processors. Using the speed up and parallel fraction, the 
speed up for P processors can be predicted: 
( )PPp FPFSpredicted −+= 1
1)(       (6.4) 
A fortran code to predict the speed up is provided in Appendix A. The efficiency of 







sP        (6.5) 
The cost of a computation is simply the total time consumed in a parallel operation. 
A parallel algorithm is said to be cost-optimal if the cost to solve a problem on a 






s ==Cost         (6.6) 
While working on parallelization, it is important to have an idea about the maximum 
possible speed up. As mentioned before, the serial fraction of the code puts a limit 
to the speed up. In any system having two or more processing nodes of differing 
speeds, the slowest node will dominate the performance of the system. This is 
known as the Amdahl’s rule (Amdahl, 1967) Even with an infinite number of 
processors, the maximum speed up will be: 
s
p F
S 1max =          (6.7) 
Where Fs is the serial fraction of the code. 
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Figure 6.5 Illustration of Amdahl’s law 
Gustafson contributed this rule by showing the Amdahl’s law was not as significant 
as first supposed in limiting the potential speed up (Gustafson, 1988). He makes the 
observation that in practice, a larger multiprocessor usually allows a larger size of 
the problem to be undertaken in a reasonable execution time. Hence the problem 
size is not independent of the number of processors. Rather than assume that the 
problem size is fixed, we should assume that parallel execution size is fixed. In 
increasing the problem size, the serial section of the code does not increase as the 
problem size. The speed up factor defined here is called scaled speedup factor, and 
is numerically different from the Amdahl’s rule. By normalizing the total execution 
time, for P processors, 
SpPscaled FPFS +=         (6.8) 
Where Fp is the parallel fraction and FS is the serial fraction of the code. 
6.4  Parallel Programming Models 
In section 6.2, the parallel architectures were described. Now, information about 
parallel programming models will be given. In developing parallel programs on any 
of the different hardware architectures, the issues to be considered include mapping 
 51
the software model on the hardware model, portability, and partitioning the problem 
to expose parallelism. Partitioning the problem is the first step in designing parallel 
algorithms and, performance and scalability are closely dependent to how the 
problem decomposition scheme is chosen. The two main approaches are data (or 
domain) decomposition and functional decomposition. In data decomposition, 
partitioning is performed based on the data associated with the computational 
problem. This approach is more often used in applications involving a solution of 
partial differential equations on a physical domain of interest. The functional 
partitioning approach seeks to expose the inherent parallelism in the tasks 
associated with the problem. This approach is also referred to as task-level 
parallelism. 
The programming models that encapsulate many of the parallel programs for HPC 
applications (irrespective of the partitioning technique or the underlying hardware 
model on which they are implemented) are: 
? Single Program Multiple Data (SPMD) abstraction : As the name suggests, the 
different processors execute the same program, but operate on different data. 
Typically, data on which different tasks execute are controlled with the use of 
conditional statements in the program. In case of most SPMD programs, a fixed 
number of tasks are created at program startup. Usually, the tasks are neither 
created nor destroyed during program execution. The SPMD model is the most 
commonly used programming approach for HPC applications. 
? Multiple Program Multiple Data (MPMD) abstraction : This is the most general 
model in that the problem is solved using different programs each operating on 
completely independent data or on data that have been decomposed among 
different processors. This model also includes the case where tasks are 
dynamically created and destroyed. 
A third model (which might be considered a special case of SPMD model) is the 
data-parallel model. This model, which maps naturally to the SIMD-based machines 
exploits the parallelism in the problem by applying the same operation on the 
different elements of a data structure. High Performance Fortran (HPF) is a data-
parallel language that provides features for the programmer to specify the data 
distribution and task division in the problem. The compilers for data-parallel 
languages typically translate the data-parallel program in an SPMD formulation and 
generate the necessary code for achieving the communication, synchronization, and 
data sharing required between parallel tasks. Another example of a data-parallel 
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model is loop-level parallelism using compiler directives (for example, OpenMP 
directives). 
On distributed memory machines, the coordination between the different parallel 
tasks is accomplished by message passing. Tasks send and receive messages to 
and from each other in order to exchange the information required to perform the 
calculation. This is needed as each task has access only to data residing in its 
address space. Message passing is more commonly used in conjunction with the 
domain decomposition approach in the form of an SPMD program. The SPMD 
message-passing program can be implemented either as a node-only program or as 
a master-slave program. In the node-only program, all of the tasks in the program 
participate in the computation equally. In the master-slave model, a “master” task 
performs the problem allocation amongst “slave” tasks and orchestrates the task 
scheduling for the problem. The most popular message-passing facility used in 
parallel HPC programs is that implemented as the Message Passing Interface (MPI) 
specification. Parallel Virtual Machine (PVM) is another message-passing 
specification, but it has largely been superseded by MPI. 
In the case of shared-memory machines, tasks share a common address space. 
While this simplifies programming because explicit knowledge of data “ownership” 
and communication is not needed, tasks need to be synchronized when modifying 
shared data. The functional decomposition approach and algorithms where tasks 
are dynamically created (and destroyed) are better suited to shared-memory 
machines as compared to message-passing programming. Shared-memory parallel 
programs are often implemented as multithreaded programs. Two common 
interfaces for multithreaded programs are POSIX threads and compiler directives 
such as OpenMP directives. It should be noted that message-passing programs can 
also be implemented on shared-memory machines in a straightforward fashion. In 
fact, on such machines, the message-passing library can take advantage of the 
shared memory to improve communication performance. The implementation of the 
parallel tasks from an operating system perspective is achieved mainly by two 
means : 
? Multiple Processes or Heavyweight Process model : This model relies on the 
traditional process model used by UNIX to execute a program on the computer. 
The parallel program is run as a set of multiple UNIX processes. The 
communication between the processes can be accomplished by any of several 
techniques for inter-process communication supported in the OS (shared 
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memory, sockets, file input/output, memory map. Message passing programs 
are usually based on a multiple process model. 
? Multiple Threads or Lightweight Process (LWP) model :  This model is based on 
the concept of a thread, which is defined as an independent flow of control within 
the program with its own context: stack and a set of registers. The different 
threads in the program share its address space but execute a different sequence 
of instructions. This approach is, thus, restricted to the shared address space 
abstraction. 
Both approaches have their advantages and disadvantages. The multithreaded 
model conserves system resources as the threads share process data and opened 
files. It also has lower overhead since thread creation and destruction can be 
substantially faster than process creation. With an increasing number of threads, 
however, the overhead due to contention for access to shared resources (protected 
by locks) can dramatically increase, thereby limiting the attained speedup of the 
parallel system. Multithreaded programs can also be limited by the global address 
space limitation for the process (4 GB for a 32-bit process). The multiprocess model 
has higher overhead associated with process creation and destruction but is not 
limited by process memory size because each process can grow up to 4 GB in 32-
bit addressing. By requiring the user to explicitly partition the data and prescribe 
interactions between the processors, the multiprocess paradigm can lead to more 
efficient parallel programs. Finally, one can combine the two approaches to create a 
hybrid parallelism model. This has recently become particularly attractive with the 
emergence of SMP clusters and the popularity of MPI and OpenMP interfaces. In 
such a model, MPI (or multiple processes) is used for the parallelism between the 
cluster nodes, and OpenMP (or multithreading) is used to expose the concurrency 
within the SMP node.  
6.5 Automatic Parallelization  
Some compilers include an option for parallelizing the code automatically.  These 
tools haven’t sufficiently improved yet to produce satisfactory results, but they can 
work quite well for some cases. When automatic parallelization is invoked, the 
compiler attempts to parallelize only DO loops in Fortran and for loops in C. For both 
Fortran and C, only loops with integer indexes and whose iteration count is known at 
runtime are targets for automatic parallelization. Further, the compiler usually 
parallelizes only the loops whose order of iterations does not affect the result of the 
computation. If exists, it is recommended to use the adequate option to increase the 
 54
level of dependency analysis for parallelized programs. For a loop nest, the compiler 
attempts to parallelize only the outermost loop. Any loop that is contained within a 
parallel loop is not parallelized. Parallelization is not applied when loop iterations 
change a variable aliased through a pointer or an EQUIVALENCE statement. Also, 
automatic parallelization does not apply to the loops that allow the flow control to 
jump from the loop body. That situation includes loops with function calls (including 
I/O statements). Generally, loops whose iterations update the same scalar variable 
do not get parallelized. There can be exceptions to this rule, such as ‘reduction’ of 
for SUN Forte compilers, which is a computation that transforms a vector into a 
scalar. The types of reductions recognized by Sun compilers include sums and 
products of vector elements, dot products of two vectors, and operations of finding a 
maximum or a minimum of a vector of values. Loops that perform reductions may 
get parallelized if the option -xreduction is specified in addition to -xautopar or -
xparallel. The compiler option -xloopinfo displays which loops get parallelized. This 
information is very valuable as it saves time by finding the problematic data 
dependencies, and allows the programmer to explicitly work on them using other 
parallelization techniques, such as OpenMP. 
The implementation of the automatic parallelization in SUN Forte compilers is as 
follows: 
1- Compile and link the source code using the '-autopar' option: 
      bash-2.03$ f90 -fast -xautopar wavetank.f90 -o wtapexe 
2- Then, set the PARALLEL environment variable to the number of CPUs. For 
example in a 8 CPU system,  
      csh$ setenv PARALLEL 8  (for csh) 
      bash-2.03$ export PARALLEL=8  (for sh,ksh,or bash) 
3- And simply run the executable. 
 bash-2.03$ ./wtapexe  
6.6 Data Dependency Analysis 
One of the most common problems in parallelization is the problematic data 
dependencies. If the computation of a variable is dependent on other variables, they 
must be kept in same memory locations and in a correct sequence. In this case, the 
programmer has to detect, classify and remove these kind of dependencies to 
implement parallelization. As mentioned in the previous section, automatic 
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parallelization is a handy way to detect these dependencies, but for an efficient 
parallelization, further information is needed. Below, these three stages of dealing 
with dependencies are summarized: 
6.6.1 Detection  
Because dependencies are always associated with a particular memory location, 
they can be detected by analyzing how each variable is used within the loop as 
follows 
? Is the variable only read and never assigned within the loop body? If so, there 
are no dependencies involving it. 
? Otherwise, for each memory location, is there only one iteration that accesses 
the location? If not, there is dependency. 
A loop meets all the following criteria has no dependencies, and can always be 
parallelized: 
? All assignments are to arrays 
? Each element is assigned by at most one iteration 
? No iteration reads elements assigned by any other iteration 
6.6.2 Classification  
Dependencies may be classified based on whether or not they are loop-carried, that 
is, whether or not the two statements involved in the dependence occur in different 
iterations of the parallel loop. 
  x=0 
  do i=1, n 
10 if (switch_val(i)) x = new_val(i) 
20 a(i) 
 end do 
Figure 6.6 Data dependency classification example 1 
In figure 6.6, if the conditional at line 10 didn't exist, there would be a loop-carried 
dependence, which can be ignored. But, this conditional causes a non-loop 
dependence that inhibits parallelization. 
There is another scheme for classifying dependences, which is based on the 
dataflow relation between the two dependent statements, say S1 and S2 :  
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? flow dependence: S1 writes to the same memory location that S2 reads. 
These two operations can not be executed in parallel  
? anti dependence: S1 reads the location, then S2 writes it. We can parallelize 
by giving each iteration a private copy of the location and initializing the copy 
belonging to S1 with what S1 would have read during a serial execution.  
? output dependence : Both S1 and S2 write the location. We can parallelize 
by privatizing the memory location and copying the value, which would have 
been last written to the location if executed serially, back. 
 do i=2, N-1 
     10    x=d(i)+i 
     20    a(i)=a(i+1)+x 
     30   b(i)=b(i)+b(i-1)+d(i-1) 
     40    c(2)=2*1 
 end do 
Figure 6.7 Data dependency classification example 2 
The code given in example 2 (figure 6.7) very well demonstrates the types of data 
dependencies. These dependencies can be summarized in table 6.1 below 
(Chandra, R., Dagum, L., et al, 2001): 
 
Table 6.1 Data dependencies in example 2 
Memory  Earlier Statement Later Statement Loop Kind of
Location Line Iteration Access Line Iteration Access Carried? Dataflow
X 10 i Write 20 i Read No Flow 
X 10 i Write 10 i + 1 Write Yes Output
X 20 i Read 10 i + 1 Write Yes Anti 
a (i+1) 20 i Read 20 i + 1 Write Yes Anti 
b (1) 30 i Write 30 i + 1 Read Yes Flow 
c (2) 40 i Write 40 i + 1 Write Yes Output
 
6.6.3  Removal 
With a few exceptions, it is necessary to remove each loop-carried dependence 
within a loop that we wish to parallelize. Many dependencies can be removed either 
by changing the scope of the variable involved in the dependency, or by 
transforming the program's source code in a simple manner, or doing both.   
In principal, the anti and output  dependencies can always be removed, although 
this may sometimes be inefficient. There are special cases of flow dependence that 
we are able to remove, while there are many instances in which removal of 
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dependencies is either impossible or requires extensive algorithmic changes. Below, 
some examples are given (figure 6.8, 6.9 and 6.10) to demonstrate some of the 
removal techniques. 
 




Figure 6.9 Removal of anti dependence 




idx = N/2 +1 
i_sum = 1    
pow2 = 2 
 do i=1, N/2 
 a(i)=a(i)+a(idx)   
 b(i) = i_sum 
 c(i) = pow2  
 idx = idx + 1 
 i_sum = i_sum + 1 
 pow2 = pow2 * 2 
   end do 
 
!$OMP parallel do shared (a,b,c) 
   do i=1, N/2 
  a(i) = a(i + N/2) 
    b(i) = i * (i + 1) / 2 
  c(i) = 2 ** i 
 end do  
 
Removal 
   do i=1, N-1 
  x=(b(i)+c(i))/2 
10  a(i)=a(i+1)+x 
   end do 
 
!$OMP parallel do shared (a, a2) 
   do i=1, N-1 
  a2=a(i+1) 
   end do 
!$OMP parallel do shared (a, a2) private x
   do i=1, N-1 
  x=(b(i)+c(i))/2 
10  a(i)=a2(i)+x 
   end do 
 
Removal
   do i=1, N-1 
  x=(b(i)+c(i))/2  
  a(i) = a(i) + x 
        d(1) = 2 * x  
   end do 
   y=x + d(1) + d(2) 
 
!$OMP parallel do shared (a) 
lastprivate(x, d1) 
   do i=1, N 
  x=(b(i)+c(i))/2 
  a(i)=a(i)+x 
 d1 = 2 * x 
   end do 
 d(1) = d1 
 y=x + d(1) + d(2) 
Removal 
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6.7 Numerical Libraries 
6.7.1 LAPACK and SUN Performance Library  
LAPACK is a sequential library of Fortran 77 subroutines for solving the most 
commonly occurring problems in numerical linear algebra. It has been designed to 
be efficient on a wide range of modern high-performance computers. The name 
LAPACK is an acronym for Linear Algebra PACKage. 
LAPACK can solve systems of linear equations, linear least squares problems, 
eigenvalue problems and singular value problems. LAPACK can also handle many 
associated computations such as matrix factorizations or estimating condition 
numbers.  
LAPACK contains driver routines for solving standard types of problems, 
computational routines to perform a distinct computational task, and auxiliary 
routines to perform a certain subtask or common low-level computation. Each driver 
routine typically calls a sequence of computational routines. Taken as a whole, the 
computational routines can perform a wider range of tasks than are covered by the 
driver routines.  
Dense and band matrices are provided for, but not general sparse matrices. In all 
areas, similar functionality is provided for real and complex matrices.  
LAPACK is designed to give high efficiency on vector processors, high-performance 
``super-scalar'' workstations, and shared memory multiprocessors. It can also be 
used satisfactorily on all types of scalar machines (PC's, workstations, mainframes). 
A distributed-memory version of LAPACK, ScaLAPACK, has been developed for 
other types of parallel architectures (for example, massively parallel SIMD 
machines, or distributed memory machines). 
LAPACK routines are written so that as much as possible of the computation is 
performed by calls to the Basic Linear Algebra Subprograms (BLAS). Highly efficient 
machine-specific implementations of the BLAS are available for many modern high-
performance computers. The BLAS enable LAPACK routines to achieve high 
performance with portable code. The model implementation is not expected to 
perform as well as a specially tuned implementation on most high-performance 
computers, besides on some machines it may give much worse performance, but it 
allows users to run LAPACK codes on machines that do not offer any other 
implementation of the BLAS.  
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The Sun Performance Library is based on a collection of public domain applications 
available such as BLAS and LAPACK. Sun has enhanced these public domain 
routines and bundled them as the Sun Performance Library 7, which uses 
optimizations specific to the SPARC[r] architecture that are not present in the base 
public domain libraries. The Sun Performance Library is a set of optimized, high-
speed mathematical subroutines for solving linear algebra and other numerically 
intensive problems. These routines can increase the execution speed of Fortran, C, 
and C++ applications for both serial and multiprocessing systems. In addition, many 
of the Sun routines have been parallelized to take advantage of systems with 
multiple processors.  
6.7.2 ScaLAPACK and S3L 
ScaLAPACK is a library of high-performance linear algebra routines for distributed-
memory message-passing MIMD    computers and networks of workstations 
supporting   PVM and/or MPI. It is a continuation of the LAPACK project. Both 
libraries contain routines for solving systems of linear equations, least squares 
problems, and eigenvalue problems. The goals of both projects are efficiency (to run 
as fast as possible), scalability  (as the problem size and number of processors 
grow), reliability  (including error bounds), portability  (across all important parallel 
machines), flexibility (so users can construct new routines from well-designed parts), 
and ease of use (by making the interface to LAPACK and ScaLAPACK look as 
similar as possible). Many of these goals, particularly portability, are aided by 
developing and promoting standards , especially for low-level communication and 
computation routines. These goals had been attained, by limiting most machine 
dependencies to two standard libraries called the BLAS, or Basic Linear Algebra 
Subprograms and BLACS, or Basic Linear Algebra Communication Subprograms. 
LAPACK will run on any machine where the BLAS are available, and ScaLAPACK 
will run on any machine where both the BLAS and the BLACS are available.  
The library is currently written in Fortran 77 (with the exception of a few symmetric 
eigenproblem auxiliary routines written in C to exploit IEEE arithmetic) in a Single 
Program Multiple Data (SPMD)  style using explicit message passing  for 
interprocessor communication. The name ScaLAPACK is an acronym for Scalable 
Linear Algebra PACKage, or Scalable LAPACK.  
ScaLAPACK can solve systems of linear equations, linear least squares problems, 
eigenvalue problems, and singular value problems. ScaLAPACK can also handle 
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many associated computations such as matrix factorizations  or estimating condition 
numbers.  
Like LAPACK, the ScaLAPACK routines are based on block-partitioned algorithms   
in order to minimize the frequency of data movement between different levels of the 
memory hierarchy. The fundamental building blocks of the ScaLAPACK library are 
distributed-memory  versions of the Level 1, Level 2, and Level 3 BLAS, called the 
Parallel BLAS or PBLAS, and a set of Basic Linear Algebra Communication 
Subprograms (BLACS) for communication tasks that arise frequently in parallel 
linear algebra computations. In the ScaLAPACK routines, the majority of 
interprocessor communication occurs within the PBLAS, so the source code of the 
top software layer of ScaLAPACK looks similar to that of LAPACK.  
ScaLAPACK contains driver routines  for solving standard types of problems, 
computational routines  to perform a distinct computational task, and auxiliary 
routines  to perform a certain subtask or common low-level computation. Each driver 
routine typically calls a sequence of computational routines. Taken as a whole, the 
computational routines can perform a wider range of tasks than are covered by the 
driver routines.  
Dense and band matrices are provided for, but not general sparse matrices. Similar 
functionality is provided for real and complex matrices. Figure 6.11 describes the 
ScaLAPACK software hierarchy . The components below the line, labeled Local , 
are called on a single processor, with arguments stored on single processors only. 
The components above the line, labeled Global , are synchronous parallel routines, 










Figure 6.11 ScaLAPACK Software Hierarchy 
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Sun S3L is  a set of parallel and scalable functions and tools widely used in scientific 
and engineering computing. It can be used on all Sun HPC Systems, from a single 
processor on an SMP, through multiple processors on a stand-alone SMP, to a 
cluster of SMPs.  
Sun S3L uses array handles to provide array syntax support to message-passing 
programs. Array handles, which are closely analogous to the array descriptors found 
in the public domain packages ScaLAPACK and PETSc, facilitate argument passing 
by encapsulating information about distributed arrays.  
Sun S3L operates on multidimensional arrays of up to 32 dimensions. This means it 
implements the multiple-instance paradigm, where the same function is applied to 
multiple, disjoint data sets concurrently. 
The Sun S3L user interface includes a communicator setup routine that allows Sun 
S3L functions to be used in multithreaded applications. This routine causes Sun S3L 
to establish an independent Sun MPI communicator and thread-safe data for each 
thread from which the routine is called.  
Sun S3L routines implement the Sun Performance Library for nodal operations. This 
is a collection of libraries for dense linear algebra and Fourier transforms based on 
the standard libraries BLAS, LINPACK, LAPACK, FFTPACK, and VFFTPACK. 
Besides providing appropriate nodal support to Sun S3L, routines from the Sun 
Performance Library can be called independently from any user codes running 
locally on a Sun Ultra HPC Server node. 
6.7.3 Data Distribution 
The way in which a matrix is distributed over the processes has a major impact on 
the load balance and communication characteristics of the concurrent algorithm, and 
hence largely determines its performance and scalability. The block cyclic 
distribution provides a simple, yet general-purpose way of distributing a block-
partitioned matrix on distributed memory concurrent computers. The block cyclic 
data distribution is parameterized by the four numbers P, Q, mb, and nb, where PxQ 
is the process grid and mbxnb is the block size. Blocks separated by a fixed stride in 
the column and row directions are assigned to the same process.  
Suppose we have M objects indexed by the integers 0, 1, …,M -1. In the block cyclic 
data distribution the mapping of the global index, m, can be expressed as  
ibpm ,,?          (6.9) 
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where p is the logical process number, b is the block number in process p, and i is 
the index within block b to which m is mapped. Thus, if the number of data objects in 




?       (6.10) 
where  bmms =  and P is the number of processes. The distribution of a block-
partitioned matrix can be regarded as the tensor product of two such mappings: one 
that distributes the rows of the matrix over P processes, and another that distributes 
the columns over Q processes. That is, the matrix element indexed globally by (m, 
n) can be written as : 
),(),,(),,( jidbqpm?        (6.11) 
Figure 6.12.a Block distribution on 2x3 grid        Figure 6.12.b data distribution on processors 
Figure 6.12.a shows an example of the block cyclic data distribution, where a matrix 
with 12x12 blocks is distributed over a 2x3 grid. The numbered squares represent 
blocks of elements, and the number indicates at which location in the process grid 
the block is stored; all blocks labeled with the same number are stored in the same 
process. The slanted numbers, on the left and on the top of the matrix, represent 
indices of a row of blocks and of a column of blocks, respectively. Figure 6.12.b 
reflects the distribution from a process point-of-view. Each process has 6x4 blocks. 
The block cyclic data distribution is the only distribution supported by the 
ScaLAPACK routines, thus this data distribution can reproduce most data 
distributions used in linear algebra computations. For example, one-dimensional 
distributions over rows or columns are obtained by choosing P or Q to be 1.  
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The non-scattered decomposition (or pure block distribution) is just a special case of 
the cyclic distribution in which the block size is given by  PMmb /= and nb = 















?    (6.12) 
Similarly a purely scattered decomposition (or two dimensional wrapped distribution) 




































7. HPC APROACH TO CFD PROBLEMS 
In the second chapter, the definition, mathematical model and the numerical 
solutions for the wavetank CFD problem had been examined. It was intended to give 
as much as detail, because the clear understanding of the problem is crucial while 
dealing with any kind of computation. The subsequent chapters had summarized the 
components of high performance computing techniques and models, where all steps 
of high performance computing had been examined from basic compiling to the 
parallelization stages. In this chapter, it is intended to introduce an approach to the 
high performance computing, using all these presented information with the 
motivation of achieving the fastest computational model possible.  
It is assumed that the CFD code does exist, but the programmer doesn’t know much 
about it. The CFD code may be very long and confusing, besides performance may 
not have been not one of the main objectives in the creating process.  
To handle this kind of a legacy code, the programmer has to know: 
? How to get a clear view of the code  
? How to determine hot (most time consuming) spots 
? How to spot and get rid of unnecessary operations 
? How to obtain an optimized sequential executable code 
? How to decide whether it is profitable to parallelize or not 
? If profitable, how to parallelize the code 
All these issues are tried to be covered in this study. But the main concern is the 
parallelization of the code. There are various different architectures and models 
available for parallel computations, as described in chapter 6. It is possible to select 
one of them and try to parallelize the ‘whole’ code, if it is considered to be profitable.  
Actually this is possible, besides good results can be obtained depending on the 
quality of implementation. However, all the techniques have advantages and 
disadvantages.   
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Autoparallelization is also a powerful tool, which is available on most of the 
computing platforms. It doesn’t perform well in general, but it is very easy to 
implement it on a multiprocessor system. It is mostly preferred to execute the 
sequential codes using at least the automatic parallelizing option, rather than using 
a single processor.  
If a system has all these options available, a practical approach will be to combine 
them in a suitable way, and to benefit from their advantages, while trying to keep 
away from their disadvantages. The architecture of the computing platform must be 
available for this; as it is not possible to use OpenMP on a distributed memory 
architecture (not talking about the Distributed OpenMP version). This hybrid 
approach mustn’t be confused with mixed systems where MPI is used to coarsely 
distribute work among several SMP machines, and then OpenMP is used to 
parallelize at a finer level. These parallelizing models will be used under the same 
platform, which is a shared memory multiprocessor computer for our case.  
To demonstrate this approach, we will start with the analysis of the code. Using the 
tools that had been introduced in chapter 4, a clear understanding of the code will 
be provided. It is crucial to determine the most time consuming blocks, in order to 
focus on them rather than the whole code. With using this information, the serial 
optimization will be implemented using several techniques. After the serial 
optimization hits the performance peak point, autoparallelization will be used. This 
tool not only undertakes the parallelization of available segments, but it provides 
valuable information of the locations and reasons of unparallelized segments. 
Hence, the programmer saves time by not hunting the blocks inside the code that 
are unavailable to parallelization. Using dependency analysis & removal techniques, 
these segments can be parallelized manually. The steps up to this point are 
applicable using one of the directive based models such as OpenMP. 
The sequential analysis implemented on the wavetank code in chapter 5 indicates 
that, the time consumed in the solution of system of linear equations is considerable. 
These operations are carried out by libraries such as LAPACAK or Sun performance 
Library, which are highly optimized and provide a remarkable performance. Besides 
they have parallel versions, which are also high-performance and easy to use.  
These parallel library versions had been created using message passing paradigms 
such as MPI or PVM, thus they need a synchronous multiprocess environment. The 
problem appears at this point. If the programmer wishes to use autoparallelization 
and OpenMP to achieve a relatively easy and effective parallelization, it won’t be 
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possible to benefit from highly optimized parallel libraries, because of the reasons 
that will be described later. Neither parallelizing by using OpenMP nor using MPI  
(parallel libraries) are solely sufficient enough, as the analysis shows that there are 
equally significant time-consuming segments both inside and outside the library 
routines. If we choose the message-passing paradigm to be able to use the parallel 
libraries, it will be difficult to deal with the remaining code, even with the most 
primitive loops. If we choose to use OpenMP and take care of those loops easily, 
the only possibility to parallelize the library routines will be to include their source 
codes inside the main code body, and work on them individually. This will be a 
waste of time, and the possibility of reaching a comparable performance is very low. 
Besides, it is not always possible to find the source codes of these libraries; 
especially if they are specially optimized routines provided by the manufacturer 
companies, such as S3L library of SUN.  
The incompatible environments and behaviors of these parallel models cause the 
problem of using them together. One can easily suggest to link parallelize libraries to 
the code obtained by autoparallelization and OpenMP. Our aim is also to make this 
work, but first let’s see how this kind of a system behaves: 
The OpenMP uses threads to undertake parallel jobs. The master thread starts the 
computation, and then by spawning more threads dynamically, the parallelism is 
achieved. The parallelism can either be loop level or parallel regions level, but note 
that it is the master thread, which is in charge of the control of parallelism (figure 
7.1) 
  Figure 7.1 OpenMP parallelization models 
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However MPI uses processes, providing that all of them are created and operated 
synchronously. This means, all the processes will start at the same time, and they 
will follow the instructions that the code tells them to do. There is the concept of 
‘master’ process, but it is relatively different from that of OpenMP. It is only one of 
the identical processes, which just undertakes jobs specific to it.  
The solution lies beneath the ability of processes spawning, which is provided by the 
MPI2 versions. With this option, processes can be created such as the threads of 
OpenMP. At the beginning of the program that is compiled with using all the 
compilation options of autoparallelization, OpenMP, parallel libraries and MPI, a 
conditional tells all the processes to wait, except for the master process. The 
remaining master process will be perceived as the master thread of the code, which 
is parallelized by autoparallelization and OpenMP directives. This master thread will 
dynamically spawn and kill threads of OpenMP, but not the processes of MPI. While 
the MPI processes, which are ordered to wait by the conditional inside the code will 
do nothing, but the physical processors will be used by dynamically created 
OpenMP threads. 
When a parallel library call is encountered, the OpenMP threads will be terminated, 
and the master process of MPI will dynamically spawn processes, which are needed 
for the parallel libraries.  After the parallel libraries finish their jobs, the processes 
will be terminated and the master process (and thread for this case) will dynamically 
spawn threads for OpenMP to continue its job, the physical processors will again be 
on duty. 
Thus, an efficient parallelization is possible by using this model. The model benefits 
from autoparallelization, OpenMP and MPI at the same time. But it should be noted 
that the creation and termination of threads and processes might cause significant 
overhead. So, the distinct library calls would better be gathered into one place and 
handled at once. If this is not possible, the segments between the library calls can 
be parallelized using MPI directives, for not to waste time by spawning and 
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8. SOLUTION OF LINEAR EQUATION SYSTEMS 
As mentioned in chapter 3, the governing partial differential equations are converted 
into the systems of linear equations using various methods. These methods (finite 
difference, finite element, finite volume or boundary integral methods) can change 
due to the structure of the program, but the common part of all CFD problems is, 
they mostly include the solution of linear equation systems. 
It was also mentioned that the most time consuming stage of the wavetank 
computation was the solution of the system of linear equations. Both the iterative 
methods and the LU factorization can be used for this solution. Despite having a 
higher complexity (O(N3)),  LU factorization was selected being robust and accurate. 
This chapter is dedicated to introduce various approaches for sequential and parallel 
LU factorization. The solution using block LU factorization and its implementation in 
numerical libraries (LAPACK, ScaLAPACK) will be examined in detail. Possible 
modifications for providing a better parallelization will be also introduced and 
discussed. 
8.1 Solving The Linear Equation Systems by Using LU Factorization 
The solution of the linear equation systems can be achieved by factoring the 
nonsingular nxn coefficient matrix A to the L and U matrices, where L is a lower 
triangular matrix, provided that the diagonal values are all 1, and U is an upper 
triangular matrix.  
ULA =          (8.1) 
If this is possible, then the solution of the matrix system of 
bxA =          (8.2) 
is straightforward using forward and back substitutions. Assuming that the matrix is 
factorized to L and U, the matrix system can be redefined as: 
bLUxbLUx 1−=⇒=         (8.3) 
If an intermediate vector y is defined such as: 
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bLy 1−=          (8.4) 
rather than inverting L, the vector y is found by solving the lower triangular system : 
byL =          (8.5) 








jijii ylby         (8.6) 
This operation is called forward substitution. After we obtain the vector y, we can 
find the unknown vector x by solving the upper triangular system in a same manner: 
yxU =          (8.7) 
which is called the backward substitution. But first, the factorization of the matrix A 
has to be provided. 
8.2 LU Factorization 
We begin by showing that forward elimination (without pivoting) is equivalent to 
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where 1)1(1 =l  and 0~ )1( =ija  for i=1 or j=1, that is, the first row and column of 
)1(~A have zero elements. Provided that 011 ≠a , the unique solution to (8.8) is: 
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A similar procedure can be used to eliminate the second row and column of )1(
~A , 
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and the kth stage is described by  
)()()()1( ~~ kTkkk AulA +=−         (8.13) 
where ;1;1,0 )()()( =−≤== kkkiki lkiul  and 0~ )( =kija  for ki ≤ or kj ≤ . Provided that 
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    (8.16) 
where, for i, j=k+1, k+2,…,n : 
)1()1()1()1( ~/~~~~ −−−− −= kkkkkjkikkijkij aaaaa       (8.17) 
After n stages of this elimination procedure, we find that: 
)1()1()1( ~AulA T +=  
    )2()2()2()1()1(
~Aulul TT ++=        
    ?   
    )()()()2()2()1()1(
~... nTnnTT Aululul ++++=      (8.18) 
Where )(








)()(         (8.19) 
Where ),...,,( )()2()1( nlllL = is a unit diagonal lower triangular matrix, and 
TnuuuU ),...,,( )()2()1(=  is upper triangular. 
Partial pivoting can be introduced at each stage of the above elimination procedure 
by interchanging rows. The row interchange information is kept by a permutation 
matrix P, which is an identity matrix (In) with the rows reordered according to the 
pivoting operation. After n stages of the elimination, we have matrices L and U such 
that LU=PA. Once the factoring is accomplished, the system of linear equations can 
be solved as described in section 6.1. 
8.3 Block LU Factorization 
The factorization of the matrix A can also be applied to its submatrices, in other 
words blocks, instead of its individual elements. This factoring is very suitable to the 
parallelization of the code, especially for distributed systems. By using this method, 
the communication overhead can be reduced noticeably. 
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       (8.20) 
Where each Aij is a bxb matrix and n=bm. For simplicity we assume that the matrix 
A has a uniform blocksize b and that n is divisible by b. We aim to decompose A in 
the form A=LU, where L is a block unit lower triangular matrix and U is a block 
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Where each block is bxb and Ib is the bxb identity matrix. Under the assumption that 































)1( == −        (8.23) 





mUUUU =        (8.24) 
where Uj(1)=A1j  is a bxb matrix. Then: 
)1()1()1( ~AULA +=         (8.25) 
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and for i,j=2,3,...,m 
)1()1()1(~




−−=         (8.27) 
 
is also bxb. This steps can now be repeated on the zero blocks of )1(
~A and so on. 
















































    (8.28) 
and at the kth stage, which eliminates the next block of b rows and columns, is 
described by: 
)()()()1( ~~ kkkk AULA +=−        (8.29) 
where L(k) and U(k) are nxb and bxn  matrices respectively, with blocks Li(k) and Ui(k). 
Now, for 1−≤ ki we let Li(k)= Ui(k)=0, and also choose Lk(k)=Ib. The aim is then to 
choose the remaining blocks of L(k) and U(k) so that 0~ )( =kijA  for ki ≤ or kj ≤ . 
Assuming that  )1(
~ −k













































    (8.30) 
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where for i=k+1, k+2, …, m 
( ) 1)1()1()( ~~ −−−= kkkkikki AAL         (8.31) 
and for i=k, k+1, …, m 
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ij ULAA −= −         
        ( ) )1(1)1()1()1( ~~~~ −−−−− −= kkjkkkkikkij AAAA       (8.34)           
After m stages of this elimination procedure it is found that : 
)1()1()1( ~AULA +=  
   )2()2()2()1()1(
~AULUL ++=        
    ?   
   )()()()2()2()1()1( ~... mmm AULULUL ++++=      (8.35) 
where )(








)()(         (8.36) 


















U ?          (8.37) 
is block upper triangular. In terms of our initial notation, Lij=Li(j) and Uij=Uj(i) 
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8.4 LU Factorization with LAPACK and ScaLAPACK 
The LU factorization applies a sequence of Gaussian eliminations to form A = PLU, 
where A and L are M X N matrices, and U is an N X N matrix. L is unit lower 
triangular, U is upper triangular, and P is a permutation matrix, which is stored in a 
min (M,N) vector. 
At the kth step of the computation (k = 1,2,… ), it is assumed that the m X n 
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P      (8.39) 
where the block A11 is nb X nb, A12 is nb X (n - nb), A21 is (m - nb) X nb, and A22 is 
(m-nb) X (n-nb). L11 is a unit lower triangular matrix, and U11 is an upper triangular 
matrix. 
At first, a sequence of Gaussian eliminations is performed on the first mXnb panel of 
A(k) (i.e., A11 and A21). Once this is completed, the matrices L11, L21, and U11 are 




−←         (8.40) 
222212212222
~ ULULAA =−←        (8.41) 
The LU factorization can be done by recursively applying the steps outlined above to 
the (m-nb) X (n-nb) matrix 22
~A . Figure 8.1 shows a snapshot of the block LU 
factorization. It shows how the column panel, L11 and L21, and the row panel, U11 
and U12, are computed, and how the trailing submatrix A22 is updated. In the figure, 
the shaded areas represent data for which the corresponding computations are 
completed. Later, row interchanges will be applied to L0 and L21. 
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Figure 8.1 Block LU factorization 
 
The computation of the above steps in the LAPACK routine, DGETRF, involves the 
following operations: 
1. DGETF2: Apply the LU factorization on an m x nb column panel of A (i.e., A11 and A21). 
    • [ Repeat nb times (i = 1, …, nb) ] 
IDAMAX: Find the (absolute) maximum element of the ith column and its location 
DSWAP: Interchange the ith row with the row, which holds the maximum 
DSCAL : Scale the ith column of the matrix 
DGER   : Update the trailing submatrix 
2. DLASWP: Apply row interchanges to the left and the right of the panel. 




−←     
4. DGEMM : Update the rest of the matrix, A22, 
         222212212222
~ ULULAA =−←   
 
The corresponding parallel implementation of the ScaLAPACK routine, PDGETRF, 
proceeds as follows: 
1. PDGETF2: The current column of processes performs the LU factorization on an m X nb 
panel of A (i.e., A11 and A21). 
    • [ Repeat nb times (i = 1, …, nb) ] 
PDAMAX : Find the (absolute) maximum value of the ith column and its location  
(pivot information will be stored on the column of processes) 
PDLASWP: Interchange the ith row with the row, which holds the maximum 
PDSCAL   : Scale the ith column of the matrix 
PDGER     : Broadcast the ith row columnwise ((nb - i) elements) in the current 
column of processes and update the trailing submatrix 
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• Every process in the current process column broadcasts the same pivot information    
rowwise to all columns of processes. 
2. PDLASWP: All processes apply row interchanges to the left and the right of the current  
panel. 
3. PDTRSM: L11 is broadcast along the current row of processes, which converts the row 
panel A12 to U12. 
4. PDGEMM: The column panel L21 is broadcast rowwise across all columns of processes. 
The row panel U12 is broadcast columnwise down all rows of processes. Then, all processes 
update their local portions of the matrix, A22. 
8.5 Optimizations on ScaLAPACK Version of LU Factorization  
The ScaLAPACK version of LU has been implemented in order to be scalable: each 
subroutine call is a BLAS or BLACS call. These two libraries are already fully 
optimized for a wide range of computers. Furthermore, the minimal number of 
operations to achieve a LU factorization is well-known (2/3n3 + 2n2). Thus, only 
communication phases can be optimized since the computation time is fixed. 
Asynchronous messages are used to overlap communications with computations. 
8.5.1 Broadcast Overlap 
By looking closely at the algorithm, we can see that processors are often waiting 
results from other processors. During the block column decomposition, only a 
processor column is working. And only one processor row is working during the 
triangular solve. This brings us to the first optimization solution: 
“Instead of broadcasting (L00, L10) panel before the triangular solve (_TRSM), do it at 
the same time." 
This means that general synchronous BLACS broadcast routines (_GEBS2D and 
_GEBR2D) are used on processors that do not compute _TRSM, and asynchronous 
communications are used to send (L00, L10) during _TRSM on processors that 
compute it. 
Therefore, the single block L00 must be broadcast on the current processor row to 
perform _TRSM. But it takes less time than broadcasting (L00, L10). 
This solution seems interesting since we gain at each step i of factorization the 
broadcast time of (Pb-i-1) blocks, compared to the original version. But, 
unfortunately, due to the number of times this broadcast is done only Pb-1 times, 
that gain represents only 1 to 2 percents of total factorization time. Moreover, this 
deceiving result can be predicted by the complexity analysis. The sum of 
broadcasting time for all steps never exceeds 2 percents of total execution time. 
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8.5.2 Rows Pivoting Overlap 
It appears that a good speed-up cannot be obtained unless a communication phase 
is overlapped most of the time. Thus, it is interesting to overlap the pivoting time 
since it is executed for each row of the matrix.  
“Instead of broadcasting pivot information and then exchanging rows after the 
(A00,A10) decomposition (PDGETF2), do it at the same time." 
This means that we can use the DSCAL time of the processors column which 
decompose (A00,A10) to exchange current and real pivot rows using asynchronous 
communications. Then we use the DGER time to send asynchronously the pivot 
information to the next processor in the processors row. Thus, as soon as this 
processor receives pivot information, it can exchange the rows for pivoting and send 
the information to the next processor in the row. And so on, until the last processor 
on the pseudo-ring receives its data. During this step, the block column 
decomposition continues on the processor column. Figure 8.2 represents the 
different steps of these operations for an 64X64 matrix distributed on a 4X4 grid 
using a 8X8 block size. The steps are explained as follows: 
Step 1: This is the kth iteration of PDGETF2. The real pivot row has been found on 
processor 11. Then, processor 15, that owns the current pivot row k, divides the 
current pivot by the real pivot and asynchronously send the whole kth row to 
processor 11. After, it proceeds with DSCAL and after, waits for the completion of 
the asynchronous send and receives the real pivot row. Identically, processor 11 
asynchronously sends the whole pivot row to processor 15 and computes the 
DSCAL at the same time. After completion, it receives the current pivot row. 
In the best case, processors 15 and 11 do not need to wait for send completion 
since the communication is already over when DSCAL ends. In fact, a wait state 
appears with a very large matrix, when their size reaches memory size limits. In this 
case, the DSCAL time does not completely overlap the communication time, since 
DSCAL domain size decreases each step. 
Other processors in the pivot processor column just execute the DSCAL routine. 
Step 2: DSCAL and pivoting is done. Now, the local sub-matrix must be updated 
with DGER. Processors 15 and 11 use this time to send the pivot information to their 
right neighbor on a pseudo-ring made from the processors row. In the Figure 8.2, a 
pseudo-ring is (12, 13, 14, 15) and the right neighbor of 15 is 12. 
Processors 12 and 8 are just waiting for pivot information using a blocking receive. 
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Step 3: processors 12 and 8 have just received the pivot information. They can now 
exchange the kth row and the pivot row, and send the pivot, information to their right 
neighbor. Meanwhile, processors in the pivot column continue the decomposition, 
finding the pivot and its position, broadcasting the local pivot row, . . . 
Step 4: as in step 1, DSCAL is overlapped by an asynchronous exchange of current 
and real pivot row. But now, processors 13 and 9 are working, exchanging rows, 
instead of waiting for the completion of PDGETF2 to work. 
Step 5: as in step 2, but with two more processors working. 
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Numerical methods can sometimes be the only way to solve computational fluid 
dynamics problems. Unfortunately these computations are mostly transient, where 
all the solutions have to be updated at each step. These operations result in 
massive computations and great computation times. This is the reason for the 
demand for greater computer speeds. The concept of high performance computing 
(HPC) had been emerged with this motivation. But the HPC concept covers a wide 
area, which requires flexible approaches to specific problems. This study has 
provided an approach to CFD problems, by using a sequential numerical wavetank 
code as the case study. 
The various stages for high performance computing process are examined in detail. 
The most crucial steps are determined to be the understanding of the problem and 
selection of adequate algorithms. If the code exists, it is shown that a clear view can 
be obtained by an adequate analysis. The caller-calee relations among the functions 
and the computation time they do consume are the key factors, which provide ideas 
about what has to be implemented to the code in order to achieve an efficient 
parallelization. 
After the analysis of the code, the optimizations are implemented to the numerical 
wavetank code. It is experienced that the most efficient improvements are attained 
by implementing compiler optimizations and by using optimized library routines. 
Some of these optimization attempts had resulted in a performance loss. It has been 
concluded that the problem about these attempts are originated from the explicit 
modifications to the code, which inhibits the compiler optimizations.  
This approach suggests to continue with automatic parallelization after the peak 
point of the sequential optimizations is reached. This operation is considered not 
only as a parallelization step, but also a good indicator by providing valuable 
information about the code blocks, which are problematic in means of parallelization. 
It is seen that the most common reason for unsuccessful parallelizing attempts is the 
data dependencies. It is possible to remove these dependencies explicitly by using 
directive based parallel languages, where OpenMP is used in this case. In chapter 
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6, methods for detection, classification and removal of the data dependencies are 
provided.  
One of the most time consuming operations has appeared to be the solution of 
linear equation systems. It is preferred to solve these systems using LU 
factorization, being robust and fast. Actually, highly optimized parallel libraries can 
handle these solutions, but they require a multiprocess environment to operate. This 
point is problematic, as it conflicts with the structure of OpenMP and automatic 
parallelization, which use threads to implement parallelization. The solution will be a 
hybrid system, where processes and threads use the physical processors in a 
reasonable way. With this model, it is possible to combine the advantages of two 
powerful parallelization models.  
Despite being highly optimized, it is still possible to gain more performance by some 
modifications to parallel libraries by using communication/computation overlaps. 
These libraries had been designed by some highly optimized block functions, which 
undertake the detailed operations automatically and enables an easy 
implementation. The programmer even doesn’t have to know how to use MPI.    
Thus, it is possible to implement overlapping techniques easily by using these basic 
blocks in a different manner. 
This study demonstrates that a considerable performance gain can be attained form 
even the most complex and cumbersome codes. It is intended to reduce the time 
invested to parallelize a code by introducing a practical and efficient approach. 
However, this study doesn’t contain comparable results obtained by this approach. 
The suggestions for a future study are to study the behavior of this approach on 
larger multiprocessor, platforms, especially clusters and with different linear 
equation system solvers such as GMRES and iterative methods. The approach can 
basically be summarized as the process of separating the problem into segments, 
and using adequate specific parallelization models for the parallelization of each 
segments. In this manner, this approach is applicable not only to CFD problems, but 
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THE FORTRAN PROGRAM TO PREDICT SPEED-UP 
 
! speedup.f95 
! Author     : Mehmet Belgin, mehmetb@myrealbox.com 
! Last Update: 14/04/2003 21:19:13 
! 
!     This program finds the Parallel Fraction of a code 




real :: t1, t2, sp, fp, psp 
integer :: i 
 
print *  
print *, 'This program finds the Parallel Fraction of a code' 
print *, 'and estimates the Speed Up for up to 128 CPUs' 
11 print * 
print *, 'Please enter the single CPU (T1) time (in secods):' 
read *, t1 
print *, 'Please enter the 2 CPU (T2) time (in secods):' 
read *, t2 
 if (t2>t1) then 
  print *, 'Wrong input, (T2 > T1) Possible cause:' 
  print *, '"user" time is entered instead of "real time"' 
  print *, 'Please try again...' 
  goto 11 
 end if  
 if (t1>2*t2) then 
  print *, 'Wrong input, ' 
  print *, 'T2 can not be smaller than T1/2' 
  print *, 'Please try again...' 
  goto 11 




print *,  '-----------------------------------------' 
print *, 'Observed Speed Up for 2 CPUS   = ', sp, 'x' 
print *, 'Parallel Fraction (Fp)   = ', fp*100, '%' 
if (fp == 1) then 
     print *, 'Maximum Speed Up (Amdahls rule) = Linear Speed Up, Congratulations!' 
else 
    print *, 'Maximum Speed Up (Amdahls rule) = ', (1./(1.-fp)), 'x' 
end if 
print * 
print *, 'Predicted Speed Up:' 
print *, '===================' 
do i=2, 7 
    psp=1.0/((fp/(2**i))+(1.0-fp)) 
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