Abstract-The effective call admission control (CAC) scheme provides preferential treatments on call requests to achieve efficient utilization of system resources. The Markov Decision Process (MDP) is one of the optimization schemes used to derive the optimal CAC policy for pre-determined goals. However, the MDP-based approaches suffer from the Curse of Dimensionality problem, where the size of state space grows exponentially with the increase of the number of call types and the number of channels. The Curse of Dimensionality problem makes the MDP-based approach difficult to be implemented in practice. In this paper, we consider a heterogeneous telecommunication system with multiple service priority classes. We propose a suboptimal MDP-based CAC scheme, designed based on a twophase reduced dimension structure to substantially reduce the overall computational complexity from the order of O(C 12 ) to the order of O(C 4 ), where C denotes number of system capacity. Our proposed MDP-based CAC scheme is evaluated via an event driven simulator and the results are compared with the conventional complete sharing scheme and different guard channel schemes under various traffic loads.
I. INTRODUCTION
T HE next-generation telecommunication system is expected to be capable of operating in the highly integrated heterogeneous communication environments, including legacy systems and newly developed systems [1] . The International Mobile Telecommunications -Advanced (IMTAdvanced) Model [2] proposed by ITU will be developed and deployed in the years of 2010 to 2015. The next-generation telecommunication system is expected to accommodate huge amount of users and data transmissions. One of the major challenges is to support services with different quality of service (QoS) requirements in such a heterogeneous system [1] , [3] .
In the current telecommunication environment, there exists radio access networks adopting various technologies, e.g., WLAN [3] , WiMax [4] , and the LTE [5] . In such a heterogeneous radio systems, the handoffs occurring among the same types of radio networks are referred to as horizontal handoffs, while the handoffs occurring among different types of radio networks are referred to as vertical handoff [1] . Therefore, the calls can be categorized into three types, i.e., horizontal
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handoff, vertical handoff, and new call, in the heterogeneous systems.
To provide the radio access among systems, the call admission control (CAC) plays an important role; the call admission control scheme has huge impacts in maintaining the system resource efficiency [3] and the QoS requirements [3] , [6] . One of the major challenges in the design of CAC policies is to provide differentiated treatment [7] among users while efficiently utilizing the system resource to fulfill handoff requirements and subscriber satisfactions. Many CAC schemes in mobile networks have been proposed for conventional cellular networks in the literature [4] , [8] .
While prioritizing different types of handoff calls is commonly practiced in conventional cellular systems, a static priority treatment imposes starvations on the low-priority calls in a heavily loaded access network. The Markov Decision Process (MDP) is a stochastic technique that determine the optimal call admission policy for priority treatments. In cases where the traffic conditions do not change rapidly, the MDPbased call admission policy provides a better trade-off between optimality and complexity. A number of MDP-based schemes have been proposed in literature to resolve the CAC problems [9] , [10] . In [8] , the authors propose a threshold-based CAC scheme based on the Markov decision process (MDP) and sensitivity analysis (SA) techniques. Nevertheless, the above quoted MDP-based techniques suffer from a severe problem, known as the problem of the Curse of Dimensionality [11] , [12] . In the settings of applying the MDP to the CAC scheme, the curse of dimensionality refers to the property that the size of state space grows exponentially with the increase of the number of call types and the number of channels in the system. To address this issue, we proposed the Reduced Dimension MDP-based (RD-MDP) sub-optimal CAC scheme, which is designed based on a two-stage MDP structure with the reduced dimension structure. At the first stage, the aggregated system capacity is used as the MDP state to determine the coarse resolution of the CAC policy (with Dimensionality = 1). Then the finer resolution of the CAC policy (with Dimensionality = 3) is determined only at those critical range of the aggregated system capacity, i.e., the coarse resolution of the CAC policy. By using this technique, the overall MDP dimension can be greatly reduced, at the cost of slight sub-optimality. The performance is evaluated via an event driven simulator written in C language extended from [13] and the results are compared with conventional complete sharing scheme and guard channel schemes under various traffic loads.
The remainder of this paper is organized as follows. Section II describes the system model and design rationales. In this section, we also elaborate the modelling of the CAC problem as a MDP problem. Section III presents the proposed RD-MDP scheme to solve the MDP-based CAC problem. In Section IV, simulations are conducted to evaluate the performance in terms of system reward under the dropping probability constraints. Section V concludes this paper with a summary of research contributions.
II. PROBLEM FORMULATION A. System Model and Design Consideration
We consider a heterogeneous network architecture, as shown in Fig. 1 , which comprises a core network and multiple heterogeneous access networks such as 3G cellular networks, LTE, WLAN and WiMax networks. The BS in each cell admits or rejects calls according to the same call admission control policy. The QoS mapper residing between the radio access networks and the core network is responsible for the service classes mapping. The detail design of the QoS mapper can be found in [8] .
We consider the service model including three types of calls for heterogeneous systems, i.e., the horizontal handoff, vertical handoff, and new calls. When a mobile station (MS) moves from one BS to another BS, the handoff call occurs. The handoffs occurring due to the MSs movements between BS in the same radio system are called horizontal handoffs. If the MSs are moving across different radio systems, vertical handoff calls occur. The CAC mechanisms that reside in the BSs are designed to accept or reject the call requests based on their priorities and traffic loads. Following the same notions and notations described in [8] , let w hh , w vh and w n denote the weighting factors (on pricing or penalty) for the horizontal handoff, vertical handoff and new calls, respectively. We denote P * hh , P * vh and P * n as the QoS constraints in terms of the maximum allowed blocking (or dropping) probabilities for each type of the above handoff calls, respectively. These QoS metrics reflect the importance of the types of handoff calls. We assume P * hh ≤ P * vh ≤ P * n and w hh ≥ w vh ≥ w n to reflect the priority orders among the three types of calls. We also use the following general assumptions: (1) Call arrivals for the horizontal handoff, vertical handoff and new calls are assumed to follow the Poisson process with a rate λ hh , λ vh and λ n , respectively. (2) The cell dwelling time for the horizontal handoff, vertical handoff and new calls are assumed to follow an exponential distribution with mean 1/µ hh , 1/µ vh and 1/µ n , respectively.
For each cell, a maximum system capacity C is assumed. The system capacity C is an integer, which stands for the available resource for the specific system. The system capacity is defined as the maximum number of available channels for "hard capacity" systems. For soft capacity systems the effective capacity C ≡ C eff should be used, which is expressed as C eff = ⌊ (W/R)(1−η) ε ⌋ for CDMA systems and
for MIMO systems. Detail discussions on system capacity for different systems can be found in [14] , [15] .
B. Characterizing MDP
The CAC mechanisms for heterogeneous systems are modeled as a three-dimensional MDP. The proposed MDP model can be uniquely identified by the following five components: Decision Epochs, State Space, Action Space, Reward function and Transition Probabilities. The MDP model is detailed in the following.
• Decision Epochs: The CAC decisions are made at the occurrence of call arrival events.
• State Space: Denote x n , x vh and x hh as the number of calls for new call, vertical handoff, and horizontal handoff calls, respectively. Each state x ≡ (x n , x vh , x hh ) in the state space X stands for one possible combination of the occupied channels for the new, horizontal handoff, and vertical handoff calls in the system, where x ∈ X, x n , x vh , x hh ≥ 0, and x n + x vh + x hh ≤ C.
• Action Space: We denote a n , a vh and a hh as the actions for new call, vertical handoff and horizontal calls, respectively. The actions take the binary values with 0 for rejecting and 1 for accepting that type of calls. The action a x ≡ (a n , a vh , a hh ) x , where x ∈ X and a x ∈ A x . • Reward Function: The reward function r(x, a x ) for a specific state x ∈ X and a specific action a x ∈ A x is defined as the weighted reward on pricing. The reward for each state can be expressed as r(x, a x ) = w n · a n + w vh · a vh + w hh · a hh , where w n , w vh and w hh are weighting factors on pricing for new call, vertical handoff, and horizontal handoff call types.
• Transition probabilities: The transition probability is defined as the probability for the system to change from one state to another after a period of time. Denote the sojourn time as the expected time elapsed for the system to stay in a specific state x ∈ X when the action a x ∈ A x is taken. The value of sojourn time can be expressed [16] as
With the introduction of the sojourn time, the transition probability from state x to state y can thus be expressed as
C. Linear Programming Model and the Objective Function
The MDP problem can be formulated as a linear programming (LP) problem, in which the objective is to maximize the system reward on pricing with QoS constraints on handoff blocking probabilities. We can formulate this pricing problem as an LP problem shown as below. 
Subject to
where the variables π(x, a x ) satisfying (2)- (4) can be viewed as the steady-state probabilities of being in state x and choosing action a x . In addition, in the Eq. (5)- (6), P * vh and P * hh denote the upper-bound of the new call and handoff dropping probability, and A Bvh and A Bhh denote the set of all actions that reject vertical handoff and horizontal handoff calls, respectively. Notice that if we set P * vh = 1 and P * hh = 1, the above LP problem is degenerated to an objective function without any QoS constraints.
III. PROPOSED REDUCED DIMENSION MDP FRAMEWORK

A. Reduced Dimension Model
The design discipline of the proposed reduced dimension MDP (RD-MDP) scheme is illustrated in Fig. 2 . RD-MDP is a two stage framework with a reduced dimension MDP model at stage I and a simulation-based policy tuner at stage II. The aim of the first stage (stage I) of the RD-MDP model is to determine a coarse resolution of the CAC policy (one action on each state s = x n + x vh + x hh ) using the aggregated system capacity as the system state, while the aim of the second stage (stage II) of the RD-MDP model is to determine the finer resolution of the CAC policy only for the states (x n , x vh , x hh ) on the threshold decision planes. To illustrate RD-MDP framework and its properties clearly, the notations used in RD-MDP framework are defined in Table I .
B. The Stage I of the RD-MDP Model
At the stage I, the dimension of MDP model is reduced to one dimension MDP model (Dimensionality = 1). Two thresholds T h 1 and T h 2 will be determined in this stage (0 < T h 1 ≤ T h 2 < C), which define the CAC policy as below: (1) a s =(1,1,1 
• Decision Epochs: The CAC decisions are made only at the occurrence of call arrival events of all three call types.
s ) = {(λ n a n + λ vh a vh + λ hh a hh ) + sµ s } −1 and the transition probability from state s to state t is expressed as
The sub-optimal CAC policy can be derived by solving linear program problem (OBJ). Consequently, one action a 
C. The Stage II of the RD-MDP Model
At the second stage, a simulation-based policy tuner is used to determine a finer resolution of the CAC policy on the threshold planes of s = T h 1 and T h 2 with the predetermined CAC policy obtained at the first stage. We denote a II x ≡ (a n , a vh , a hh ) II x as the action for a state x at the stage II. Figure 3 shows the pseudo code of the simulationbased policy tuner. Depending on the values of T h 1 and T h 2 , the operation of the simulation-based policy tuner is divided into four cases: (CASE1) T h 1 = T h 2 = C − 1, (CASE2) T h 1 = T h 2 < C −1, (CASE3) T h 1 = T h 2 and T h 2 = C −1, and (CASE4) T h 1 = T h 2 and T h 2 = C − 1. Figure 4 -5 show the subroutines of the POLICY-TUNER(). The subroutines achieve the objective in the following three steps: (1) tuning the actions a II x for the states x on the threshold decision planes of (x n + x vh + x hh ) ∈ S = {T h 1 , T h 2 }; (2) feeding the adjusted actions to an Event Driven Simulator written in C program (extended from [13] ) to see if the adjusted actions improve the rewards; and (3) updating the CAC policy when the adjusted actions can be used to make improvements on the rewards; otherwise the CAC policy remains unchanged.
By executing the above steps iteratively, the simulationbased policy tuner can eventually obtain a sub-optimal CAC policy while pursuing the maximization of system rewards. In addition, to further reduce computational complexity, the simulation-based policy tuner only considers the actions for the states a 
Simulation-based Policy Tuner 1 POLICY-TUNER()
Input: C, λn, λ vh , λ hh , µn, µ vh , µ hh , T h 1 , and T h 2 Output: Sub-optimal CAC policy a II x , ∀x than those of new calls w n . The output of the simulation-based policy tuner is a set of the actions for the state x at the stage II, i.e., a II x , ∀x. It is noted that the CAC policy for maximizing objective function can be improved by increasing the range of threshold decision planes. For example, we can determine the finer resolution of the CAC policy on the threshold planes of s = T h 1 − 1, T h 1 , T h 1 + 1, T h 2 − 1, T h 2 and T h 2 + 1 to improve the objective function. The stopping criteria of the extension to increase the threshold decision plane thickness is our future work. In this paper, we only focus on computation complexity of RD-MDP, which is discussed in the following section.
D. Computation Complexity for the Proposed RD-MDP
The MDP problem is a LP problem expressed as
where the coefficient matrix A ∈ M lr×lc (R), x be a feasible solution for Eq. (8). According to [17] , the overall cost of the simplex method to derive a CAC policy is O(l r 4 + l c · l r 2 ) arithmetic. As the system capacity = C and the dimensionality of MDP model = 3, the number of columns of coefficient . From the above two equations we can obtain that l c = O(C 3 ), l r = O(C 3 ). Hence, the overall cost of MDP is derived as O(C 12 ). In the RD-MDP model, the overall cost is the sum of the computation complexities of the stage 1 and the stage 2 of the RD-MDP model. Similarly, to calculate the numbers of the columns l c and the rows l r of coefficient matrix at the stage 1 of the RD-MDP model, we obtain l c =2
3 · (C − 1) + 2 and l r =C + 2 (for objective 1)/C + 4 (for objective 2), respectively. As such, the final deduced results are l c = O(C) and l r = O(C), and the computational complexity of the stage 1 of the RD-MDP model is O(C 4 ). Moreover, at the stage 2 of the RD- MDP model we only have to tune the actions for the states on the threshold decision planes, i.e., (0,
. Hence, the cost of the stage 2 of RD-MDP is O(C 2 ), and the overall cost of the RD-MDP is O(C 4 ). The overall cost of the RD-MDP (O(CIV. SIMULATION In this paper, we consider three priority classes in heterogeneous systems: new calls, vertical handoff calls and horizontal handoff calls. We assumed that call arrivals follow the Poisson distribution and the call holding time is exponentially distributed for them. The values for traffic parameters used in the simulations are listed as follows: The call departure rates are µ n = 1, µ vh = 1.5, µ hh = 2, C=64 and w n = 1, w vh = 5, w hh = 10. The call arrival rates, λ n =λ vh =λ hh =λ (calls/min), range from 8 to 40 for each call type in this simulation. Two upper bounds on the vertical and horizontal handoff dropping rates, P * vh = 5% and P * hh = 7%, are set for the QoS constraints defined in Eq. (5)- (6) .
In the simulations, the system reward defined in Eq. (1) can be approximated by the following value ofR for a simulation that elapsed for a duration of T [13] .
The RD-MDP CAC policy was first derived by Matlab. The derived RD-MDP policy is then used in the Event Driven Simulator written in C program (extended from [13] ) to enforce the admission control policy for the RD-MDP scheme. The performances are compared with other CAC schemes including complete sharing (CS) scheme and various guard channel (GC) schemes for heterogeneous systems under various traffic loads. Since three types of calls are serviced in the heterogeneous system, GC schemes have two thresholds T h 1 and T h 2 . Denote GC(T h 2 , T h 1 ) as a GC scheme whose CAC policy is defined as below: (1) a new call can be admitted into a system if the number of the current occupied channels is less than T h 1 ; (2) a vertical handoff call can be admitted into a system if the number of the current occupied channels is less than T h 2 ; (3) a horizontal handoff call can be admitted as long as there are available channels. Figure 7 (a)-(d) show the performances of the system reward function (OBJ2) for heterogeneous systems. Due to the problem of curse of dimensionality, the state is extremely large; hence, the MDP model cannot be solved within reasonable time. The performance of the RD-MDP scheme is compared with those of the CS and GC schemes. Simulation results illustrate that the proposed RD-MDP scheme performs best among all schemes that satisfy the QoS constraints. The performance gains are up to 3% and 3% in the best case for the RD-MDP scheme compared to GC(62,48) and GC(63,59) schemes respectively. The thresholds of GC(62,48) and GC(63,59) are obtained at the stage I of RD-MDP scheme under heavy and light traffic conditions respectively, because CS scheme and most of GC schemes with randomly selected thresholds perform poorly and do not satisfy the QoS constraints (in terms of call dropping rates), as shown in Fig. 7 (b)-(d) . As the summary, simulation results show that RD-MDP scheme satisfy the required QoS constraints while maximizing the target objective functions.
V. CONCLUSION The MDP-based schemes suffer the "Curse of Dimensionality" problem. To address this problem, a computationally efficient sub-optimal MDP-based CAC scheme, called RD-MDP, has been proposed in this paper to deal with the CAC problem for the heterogeneous telecommunication system with multiple service priority classes. The proposed RD-MDP scheme is designed based on a two-stage MDP framework, each with a reduced dimension structure to substantially reduce the overall complexities. In the first stage (stage I) of the RD-MDP model, a 1-D MDP model is used to determine a coarse resolution of the CAC policy using the aggregated system capacity as the system state. In the second stage of the RD-MDP, a simulationbased policy tuner discovers finer resolution of the CAC policy using comprehensive system information (for all three call types) as system states. Since in stage II the comprehensive system states are defined only on the critical threshold decision planes (such as the s=T h 1 , T h 2 ) found in stage I, the number of overall computation complexity can be greatly reduced. The simulation results show that the proposed RD-MDP method surpasses other techniques (including CS Scheme and various GC schemes) in terms of the system reward under the QoS constraints. In addition, RD-MDP can greatly reduce the overall computation complexity from the order of O(C 12 ) to the order of O(C 4 ). This study has confirmed that the proposed RD-MDP scheme can provide a practical MDPbased CAC solution, which is efficiently and cost-effectively operable to the heterogeneous telecommunication systems.
