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An entropy-based image segmentation approah is introdued and applied to olor images obtained
from Google Earth. Segmentation refers to the proess of partitioning a digital image in order to
loate dierent objets and regions of interest. The appliation to satellite images paves the way
to automated monitoring of eologial atastrophes, urban growth, agriultural ativity, maritime
pollution, limate hanging and general surveillane. Regions representing aquati, rural and urban
areas are identied and the auray of the proposed segmentation methodology is evaluated. The
omparison with gray level images revealed that the olor information is fundamental to obtain an
aurate segmentation.
PACS numbers: 89.75.Fb, 02.10.Ox, 89.75.Da, 87.80.Tq
INTRODUCTION
Medial, biologial and astronomial experiments, as
well as satellite prospetion, have generated terabytes of
image data, making automati analysis a fundamental re-
soure for knowledge disovery. Image analysis is based
on the extration of meaningful information and an in-
volve many steps, suh as pre-proessing (e.g. noise re-
moving), segmentation and haraterization of the iden-
tied objets [1℄. Partiularly, the identiation of the
types of objets  a task alled segmentation  on-
stitutes an essential issue in pattern reognition [1℄ due
to its pratial importane, suh as in the treatment of
images obtained from satellite prospetion. In fat, im-
age segmentation an be understood as the proess of
assigning a label to every pixel in an image, suh that
pixels with the same label represent the same objet, or
its parts
In the urrent work, we propose an entropy-based seg-
mentation of images. The methodology is evaluated with
respet to satellite images obtained from Google Earth,
in order to identify aquati, urban and rural regions.
The importane of using Google Earth images an be ob-
served in a growing number of investigations, suh as the
analysis of magneti alignment of attle and deer during
grazing and resting [2℄ or mapping of disaster zones for
identifying priorities, planning logistis and denition of
aess routes for relief operations [3℄. In fat, satellite
images are ritially important for the monitoring of eo-
logial atastrophes, urban growth, agriultural ativity,
maritime pollution, limate hanging as well as general
surveillane. Moreover, the segmentation ofGoogle Earth
images is partiularly important for automati mapping
of urban and rural areas while monitoring dynamial hu-
man ativities, suh as ity growth that an aet regions
of environmental preservation. Another appliation in-
volves monitoring of rural ativities, whih an also lead
to dierent textures, suh as those observed in ultiva-
tion of sugarane or wheat. The identiation of aquati
areas allows the monitoring of pollution, whih an be
potentially inferred from hanges in the water texture,
as well as the formation of deserts or marshes, i.e. it pro-
vides an indiation about possible limate hanges. In
addition, analysis of satellite images an help in moni-
toring of deforestation and in nding fouses of res in
forests.
Images are omposed by a set of pixels whose values
enode dierent olors or gray levels. Image segmenta-
tion methods have been used to nd regions of interest
(e.g. objets) in images. The importane of image seg-
mentation an be illustrated in diverse pratial appli-
ations, suh as in medial imaging (e.g. diagnosis [4℄),
satellite images [5℄, fae reognition [6℄, tra ontrol
system [7℄ and mahine vision [8℄. Dierent algorithms
have been proposed for image segmentation suh as those
founded on image thresholding (e.g. by means of his-
tograms of gray levels [9℄); lustering methods (e.g neural
networks [10℄); region growing methods (e.g. [11℄); graph
partitioning methods (e.g. [12℄); multi-sale segmentation
(e.g. [13℄), and semi-automated segmentation (e.g. [14℄).
Methods related to physis onepts have also been more
and more applied for image segmentation, suh as those
based on Markov random elds [15℄ and entropy [16℄. The
segmentation approah proposed in the urrent work is
based on the onept of entropy.
In next setions, the onepts of information entropy,
dimensionality redution and supervised lassiation are
presented. Afterwards, the proposed image segmentation
methodology is applied to images of theGoogle Earth and
the lassiation results are evaluated. The inuene of
the parameters involved in the segmentation is disussed.
Venues for future researh and onlusions are identied.
METHODOLOGY
In information theory, the onept of entropy is used to
quantify the amount of information neessary to desribe
2the marostate state of a system [17℄. Therefore, the en-
tropy is related to the onept of omplexity [18℄. Then,
if a system presents a high value of entropy, it means that
muh information is neessary to desribe its states. De-
pending of the spei appliation, the entropy an be
dened in dierent ways. For instane, while in quantum
mehanis, the entropy is related to the von Neumann
entropy [19℄; in omplexity theory, it is assoiated to the
Kolmogorov entropy [20℄. Here we take the onept of
entropy in the sense of information theory (Shannon en-
tropy), where entropy is used to quantify the minimum
desriptive omplexity of a random variable [17℄. The
Shannon entropy of a disrete random distribution p(x)
is dened as
H(p) = −
∑
x
p(x) log p(x), (1)
where the logarithm is taken on the base 2.
In image analysis, p(x) an refer to the distribution
of gray levels or to the intensity of dierent olor om-
ponents of an image. The histograms p(x) of a olor
image are obtained by ounting the number of pixels
with a given olor intensity (red (R), green (G) or blue
(B)), whih an vary from 0 to 255. In this way, this
proedure generates a set of three dierent histograms
{hc(x)}, where c = {R,G,B}. Due to its partiular na-
ture, as disussed above, the entropy an provide a good
level of information to desribe a given image. In this
ase, if all pixels in an image have the same gray level or
the same intensity of olor omponents, this image will
present the minimal entropy value. On the other hand,
when eah pixel of an image presents a spei gray level
or a olor intensity, it this image will exhibit maximum
entropy. Thus, sine the pixel intensities are related to
texture, beause dierent textures tend to result in dif-
ferent distribution of gray level or olor intensity, the
Shannon entropy an be used for texture harateriza-
tion [1℄. Our texture approah is based on this assump-
tion about texture analysis. The appliation to satellite
images is justied beause these images are formed by
objets presenting dierent textures. In fat, dierent
regions in these images, suh as aquati and urban areas,
tend to present spei textures whih are possibly har-
aterized by dierent entropy values. For instane, while
urban areas tend to exhibit high olor variations (higher
entropy), aquati regions tend to be more homogeneous
(lower entropy).
Our proposed methodology for segmentation of satel-
lite images is performed as follows. Images are divided
into square windows with a xed size L, the entropy
is alulated for eah window, and then a lassiation
methodology is applied for the identiation of the at-
egory of the respetive windows (e.g. aquati, rural,
urban, et.). The lassiation approah an be super-
vised or non-supervised. Supervised lassiation needs
a training set omposed by windows whose lasses are
previously known (prototypes), suh as rural and urban
areas. Here, we fous on a segmentation methodology
based on supervised lassiation. Initially, the training
is done by seleting samples (windows) of the three types
of regions (i.e. aquati, rural and urban areas). Observe
that eah of these sample windows should be seleted in
order to present pixels of only one lass. Next, the en-
tropy is alulated for eah olor omponent (R,G and
B) of these windows. Therefore, these windows are rep-
resented in a three-dimensional spae dened by the en-
tropy of the olors omponents, i.e. eah window is rep-
resented by a vetor with three elements. Then, due to
the high orrelation between the entropy of olor ompo-
nents, these windows are projeted into a one dimensional
spae by onsidering prinipal omponent analysis [21℄.
Note that the projetion into one dimension by prinipal
omponent analysis allows to optimally remove the re-
dundany present in the data. Finally, the lassiation
of the training set is performed.
The lassiation is done by maximum likelihood de-
ision theory, whih onsiders the density funtions es-
timated for eah lass [22℄. This estimation is obtained
by the Parzen windows approah [22℄, whih adds a nor-
malized Gaussian funtion at eah observation point, so
that the interpolated densities orrespond to the sum of
these funtions, performed separately for eah lass (see
Figure 2). These densities are used in the maximum like-
lihood approah. If the probability density is known, it
an be showed that this lassiation approah is optimal
in the sense of minimizing mislassiation [22℄. The se-
ond step in the supervised lassiation is performed by
lassifying unknown windows. In this way, it is possible
to evaluate the auray of the lassier by omparing
the resulting lassiation and the original regions. In
fat, the evaluation of the preision of the lassiation
approah is given by the onfusion matrix C, whose ele-
ments cij provide the number of windows of lass j whih
were lassied as being of lass i [1℄. The perentage of
orret lassiation is obtained by the sum of the on-
fusion matrix diagonal divided by the total sum of the
matrix.
RESULTS AND DISCUSSION
In order to segment images of the Google Earth, we
took into aount square windows of dimensions 16× 16,
30 × 30 and 46 × 46 pixels. We obtained 100 windows
of eah lass and alulated the entropy distribution for
eah olor omponent from the respetive histograms.
Figure 1 presents the windows in the spae dened by the
entropy of the three olor omponents. Note that the ur-
ban and rural regions present a small interseting region,
beause urban areas an exhibit trees and parks, whih
present textures similar to those present in rural areas.
Sine these windows are approximately organized as a
3(a) (b) ()
FIG. 1: The satterplot of the entropies of the windows with sizes (a) 16 × 16, (b) 30 × 30 and () 46 × 46. Eah point
orresponds to a window, represented by the three oordinates assoiated to the entropies of eah of the three olor omponents
(R, G and B). Windows orresponding to water, rural and urban regions are represented by blue triangle, green irles and red
squares, respetively. These windows orrespond to the training step of the supervised lassiation.
straight line in the three-dimensional satterplot, whih
indiates a strong orrelation between the entropies of
olor omponents, we projeted the entropies into a one-
dimensional spae by applying prinipal omponent anal-
ysis [21℄. The varianes of this type of projetion orrob-
orate the one-dimensional organization of the points, i.e.
the rst eigenvalue divided by all eigenvalues is equal to
λ1/
∑
3
i=1 λi = 0.99 for all windows sizes. In other words,
the projeted data aounts for 99% of the variane of the
original observations. To obtain the density funtion, we
onsidered the Parzen windows approah, as desribed
before.
Figure 2 illustrates the obtained probability densities.
After estimation, we performed the lassiation by max-
imum likelihood deision theory, whih uses the Bayes
rule, assoiating eah image window to the lass that re-
sults in the largest probability [22℄. Figure 2 shows that
the larger the windows sizes, the larger are the interse-
tions between the urves. In addition, urban and rural ar-
eas present the largest interseting region, beause some
urban areas are omposed by trees, woods and parks.
In order to evaluate the preision of our methodology,
we segmented 10 images manually and ompared these
original segmentations with those obtained from our las-
siation methodology. The regions were extrated from
ities from dierent worldwide zones, suh as Berlin,
Hong Kong, New York, Buenos Aires, Washington, War-
saw, Madrid, and Baghdad. The images were obtained
at the same altitude (2, 000 meters), in order to inorpo-
rate the same level of details in eah sample. Tables I,
II and III present the onfusion matries. Notie that
these matries were alulated by taking into aount
eah pixel on the image, and not eah window, beause
some windows are omposed by more than one lass of
pixels. The adoption of small windows, i.e. 16 × 16 and
30× 30, aounted to a more aurate lassiation than
the larger one (46 × 46). This happens beause small
windows tend to inlude regions with more homogeneous
lasses, while more heterogeneous regions tend to be in-
luded within larger windows. Nevertheless, the prei-
sion obtained with smaller windows is ahieved at the
expense of higher omputational ost, due to the larger
number of required windows to be proessed. Compar-
ing the perentage of orret lassiation given in eah
onfusion matrix, we onlude that the highest errors o-
urs for the aquati and rural regions with respet to
windows of size 46 × 46, where 24% of aquati regions
were lassied as rural regions, and 24% of rural regions
were lassied as urban. In the former ase, the error
has been veried to be a onsequene of texture simi-
larities between some rivers that present a high level of
green algae and some types of plantations, whih are pre-
dominantly based on green vegetables. In the latter ase,
urban and rural regions tend to share similar green areas.
The highest sore (90%) was obtained by aquati regions
taking into aount windows of size 16×16. The auray
of our lassiation methodology an be summarized in
terms of the sum of the onfusion matrix diagonal di-
vided by the total sum of the matrix. We indiate this
ratio by αL, where L is the window size. The obtained
values are equal to α46 = 0.79± 0.07 for windows of size
46×46, α30 = 0.85±0.03 for windows of size 30×30 and
α16 = 0.85± 0.04 for windows of size 16× 16. Therefore,
the smallest windows provide the most preise segmen-
tation.
An additional analysis of our lassiation methodol-
ogy was performed with respet to the segmentations of
a region of London (obtained at 2, 000 meters of alti-
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FIG. 2: Probability densities estimated for windows of size (a) 16, (b) 30 and (b) 46. The projetions were obtained from the
satterplots of Figure 1. The windows orrespond to water, rural and urban regions are represented by blue triangle, green
irles and red squares, respetively.
TABLE I: Confusion matrix for 10 segmented images taking
into aount windows of size 16× 16. The overall auray in
this ase is equal to α16 = 0.85± 0.04.
Confusion urban rural aquati
urban 0.83±0.07 0.17±0.07 0.00±0.00
rural 0.17±0.09 0.82±0.09 0.01±0.03
aquati 0.00±0.00 0.10±0.06 0.90±0.06
TABLE II: Confusion matrix for 10 segmented images taking
into aount windows of size 30× 30. The overall auray in
this ase is equal to α30 = 0.85± 0.03.
Confusion urban rural aquati
urban 0.87±0.05 0.13±0.05 0.00±0.00
rural 0.13±0.07 0.86±0.06 0.01±0.02
aquati 0.01±0.01 0.17±0.10 0.82±0.11
TABLE III: Confusion matrix for 10 segmented images taking
into aount windows of size 46× 46. The overall auray in
this ase is equal to α46 = 0.79± 0.07
Confusion urban rural aquati
urban 0.88±0.06 0.11±0.06 0.01±0.01
rural 0.24±0.12 0.75±0.11 0.01±0.02
aquati 0.02±0.02 0.24±0.16 0.74±0.17
tude), as presented in Figures 3 for windows of dimen-
sions 16× 16, 30× 30 and 46× 46. The smallest windows
(16×16) provide the most aurate segmentation, mainly
with respet to the boundaries of the rural, aquati and
urban regions. Nevertheless, at the same time, due to
the small size of the windows, some parts of urban areas
are lassied as rural as a onsequene of the presene of
trees, woods and parks. In fat, due to the level of details
of the image, some windows orresponding to urban areas
an be ompletely formed by trees  windows omposed
by green areas typially orrespond to rural regions. As
we inrease the size of the windows, the observed mislas-
siation is redued, but the boundaries of eah region
tend to beome less dened. This eet an be observed
along the boundary of the aquati area. Indeed, the ef-
fet of the green regions in urban area segmentation an
be veried by the omparison of the onfusion matries
obtained for windows of size 16×16 and 30×30, Tables I
and II. These tables show that the former ase results
in a larger error in lassiation of urban regions, mainly
due to the lassiation of urban trees as rural areas.
These mislassiations implied in similar sores for win-
dows of dimensions 16×16 and 30×30. Indeed, the more
aurate segmentation of the boundary of the regions are
ompensated by the wrong lassiation of urban green
areas. Despite the wrong segmentation of these areas,
we an observe that more aurate lassiations an be
obtained for smaller windows. Larger windows tend to
provide worse lassiation beause many of these win-
dows in the segmented image an be ompose by more
than one lass of regions. In fat, most of the mislassi-
ations our with respet to these windows.
In order to ompare our obtained results with a more
traditional approah, we took into aount gray level ver-
sions of the onsidered images. We adopted the same
methodology used for olor images to obtain the segmen-
tation, but eah image was now represented by a ve-
tor with only one element (the entropy of gray level his-
tograms). Note that for olor images, three olor om-
ponents were used and the images were represented by
a vetor omposed by three elements. Tables IV, V and
VI show the obtained onfusion matries for windows of
dimensions 16 × 16, 30 × 30 and 46 × 46, respetively.
In these ases, the sum of the onfusion matrix diago-
nal divided by the total sum of the matrix are equal to
α16 = 0.74± 0.10, α30 = 0.75± 10 and α46 = 0.73± 0.10.
It is nteresting to observe that the dierent windows sizes
resulted in similar lassiation performanes. Compar-
ing with the results obtained for olor images, the gray
level resulted in worse lassiation. Therefore, the spe-
tral olor information is ritially important for ahieving
5(a)
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FIG. 3: A region of London and its respetive segmentation
by taking into aount windows of size (a) 16, (b) 30 and ()
46.
aurate segmentation.
CONCLUSION
Despite its simpliity, the desribed methodology re-
vealed to be partiularly aurate and eetive for the
lassiation of geographial regions. Indeed, we have
shown that the entropy of the olor distribution in im-
TABLE IV: Confusion matrix for 10 segmented gray images
taking into aount windows of size 16 × 16. The overall
auray in this ase is equal to α16 = 0.74± 0.10
Confusion urban rural aquati
urban 0.74±0.20 0.26±0.20 0.00±0.00
rural 0.11±0.09 0.89±0.09 0.00±0.01
aquati 0.02±0.05 0.38±0.28 0.60±0.27
TABLE V: Confusion matrix for 10 segmented gray images
taking into aount windows of size 30 × 30. The overall
auray in this ase is equal to α30 = 0.75± 0.10
Confusion urban rural aquati
urban 0.74±0.22 0.26±0.22 0.00±0.00
rural 0.09±0.09 0.91±0.08 0.01±0.01
aquati 0.01±0.02 0.39±0.26 0.59±0.26
TABLE VI: Confusion matrix for 10 segmented gray images
taking into aount windows of size 46 × 46. The overall
auray in this ase is equal to α46 = 0.73± 0.10
Confusion urban rural aquati
urban 0.75±0.22 0.24±0.22 0.01±0.01
rural 0.10±0.10 0.89±0.10 0.01±0.01
aquati 0.02±0.04 0.39±0.26 0.59±0.25
ages of geographial regions onveys enough information
about the respetive type of terrain so as to ensure a par-
tiularly high number of orret lassiations, making
of the proposed methodology an operational approah
to be used in several related problems. Although the
best lassiation rate obtained was equal to 0.90, more
aurate lassiation ould be obtained by taking into
aount windows of smaller sizes than those we used
here. Other statistial measurements, suh as statisti-
al moments, an also be used to omplement the har-
aterization of the texture of geographial regions. The
extension of the urrent methodology to other types of
regions, suh as dierent types of forest or agriultural
ativities, is straightforward. In addition, the lassia-
tion methodology an be improved by onsidering smaller
windows ombined with image pre-proessing tehniques,
suh as olor equalization or noise removal. Other types
of lassiers, suh as support vetor mahine or neural
networks [23℄ an also be used.
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