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Abstract
Ship drivers have long understood that powerful interaction forces exist when ships
operate in close proximity to rigid boundaries or other vessels. Controlling the effects
of these forces has been traditionally handled by experienced helmsmen. The pur-
pose of this research is to apply modern optimal control theory to these maneuvering
scenarios in order to show that helmsman may some day be replaced by modern
controllers. The maneuvering equations of motion are cast in a linear state space
framework, permitting the design of a linear quadratic (LQ) controller. In addition,
the hydrodynamic effects are modeled using potential flow theory in order to simulate
the interaction forces and test the efficacy of the controller. This research demon-
strates that the linear quadratic regulator effectively controls ship motions due to the
presence of a boundary or other vessel over a broad range of speeds and separation
distances. Furthermore, the method proposed provides stable control in the presence
of additional stochastic disturbances.
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Chapter 1
Background
The problem of controlling ships during their passages at sea has a history as old as
human maritime endeavors. The past century saw great advances in control theory.
The age old marine problems were among the first applications to benefit from these
innovations. Notably marine autopilots were a primary test bed as feedback control
systems were beginning to be formalized in a mathematical sense during the early
1900s. In today's age of ever faster paced, higher efficiency operations, a strong fo-
cus on optimal routing and collision avoidance has emerged. Current control theory
literature has numerous examples of the sophisticated work going on in this area.
Zwierzewicz presents an application of linear quadratic controllers to the coupled col-
lision avoidance and track keeping problems [20]. In a completely different approach
to similar problems, Lisowski discusses the application of game theory to collision
avoidance [10]. One aspect of the current research which appears to be less prolific
is the analysis of inter-vessel interaction forces and their effects on controller perfor-
mance.
1.1 The Hydrodynamic Problem
The interaction forces that develop between ships and boundaries to the fluid media
in which they operate have been understood on a practical level by mariners for
centuries. Masters of large vessels take pains to keep prudent distances between
9
vessels in order to moderate these forces. When close proximity cannot be avoided,
as in the case of refuelling at sea, the utmost care is taken to avoid unintended ship
motions. Crenshaw's Naval Shiphandling [4] treats the subject of shiphandling in
these scenarios in detail. The interactions between ships and canal banks are also
of great concern when very large modern ships pass through comparatively narrow
canals. Knight's Modern Seamanship [13], devotes a number of sections to practical
advice for mitigating bank suction effect for both straight-line and turning maneuvers.
In contrast to the wealth of practical knowledge of these phenomena and how
best to control them, quantitative approaches are still relatively scarce. Model tests
and full scale analyses have been conducted on a limited basis, and Principles of
Naval Architecture [9], treats the subject in some detail. More recently model tests
have been reported on by Vantorre et al [18] for a variety of overtaking scenarios
by ships of differing geometries. This work was primarily intended for improving
the accuracy of training simulators, however its application to the control problem
could be significant. Analytically, the most general work on this subject was provided
by Tuck and Newman in 1974.[17] Using slender body theory they propose a set of
equations to evaluate the forces and moments between two slender bodies on parallel
courses but with arbitrary speed, separation, and stagger. This model although only
in moderate agreement with empirical results, may be useful for formulating and
simulating the control problem.
One significant problem with quantifying these effects is that they are in general
unsteady and involve time varying geometric constraints. For this reason panel meth-
ods have seen only occasional application to the interaction problem. Miao et al [11]
employ a panel method to calculate the force and moment on a generic ship form
travelling in a channel of finite depth.
Some observations about the particular problem we are attempting to address
will help to clarify the approach to modelling. First, since we may assume when
ships are operating in close proximity to each other or boundaries, that vessel speeds
will be moderate to slow. As a result, the generation of free surface waves will be
mild and have minimal significance for our problem. Second, looking at the existing
10
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Figure 1-1: Classical Feedback System
model test data, for almost all configurations, the attraction force is greatest when
the ship's are abeam of each other. From this information we may safely assume that
in analyzing the case where ships are directly abeam, the greatest attraction force is
being accommodated. Finally, the purpose of the current work is to demonstrate the
effectiveness of the controller in overcoming the effects of these potentially hazardous
interaction forces. To that end a simple hydrodynamic model which captures the
worst case scenarios will be sufficient.
1.2 The Control Problem
Classical control theory is based on using frequency domain techniques to evaluate
the stability and response of a single-input single-output (SISO) system [5]. The
canonical form of a classical feedback system is displayed in figure 1-1. This system is
made up three basic linear processes. In the frequency domain these three equations
are:
C(s) = G(s)E(s)
B(s) = H(s)C(s) (1.1)
E(s) = R(s) - B(s)
11
Combining these equations, the closed loop transfer function is expressed as:
C(s) G(s)
R(s) 1+ G(s)H(s)
It is clear that if the denominator of this transfer function goes to zero, the system
output C will be infinite regardless of the the reference input R. In this condition
the system is said to be unstable. For this simple example the denominator (1 +
G(s)H(s)) is termed the characteristic equation for the system. The complex roots of
this expression are analogous to the eigenvalues of a dynamic system. The location of
these roots or poles describe the behavior of the controlled system. Classical control
theory attempts to design the controller in such a way that the location of these poles
indicates stable control with the desired dynamic response.
Unfortunately, as we will show in Chapter 3, the ship maneuvering problem con-
tain strongly coupled dynamics. This coupling requires a multiple-input multiple-
output (MIMO) approach to the control problem. Modern state-spaced methods
provide such a method. These state space methods minimize some cost, typically
deviation from a desired state and control usage, while subject to the constraints of
the dynamics of the system. The popular linear quadratic (LQ) set of controllers,
take their name from the linearity of their state equation and the quadratic form of
their cost function. One particular advantage of the LQ optimal control framework
used here is that the existence of a solution to the problem guarantees both optimal-
ity and stable control. Moreover, the LQ formulation can easily be extended to a
stochastic environment leading to the widely popular LQG controllers. Finally, since
there exists no perfect model of a dynamic system the controller should be able to
accommodate some variation in model parameters, this is called robustness and will
be discussed later. The robustness properties of LQ controllers are favorable enough
to make them popular in a variety of applications notably including aircraft control.
A more detailed examination of robustness will be provided in Chapter 6.
In this work we will address the specific maneuvering problem of a ship travelling
next to a bank or its image. It will be shown that this problem generates a sway force
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and yaw moment in general, which which make the system unstable. Ships typically
control their motions by altering speed and rudder angle. For the bank suction
problem it will be shown in Chapter 2 that the magnitudes of the the interaction
forces are dependent on forward speed. Completely eliminating the effect of the bank
through speed change means stopping completely which is clearly not reasonable.
Alternatively, applying a rudder angle generates both a sway force and yaw moment.
For a ship proceeding parallel to a wall, a heuristic argument can be made that steady
motion with constant separation requires that the force and moment generated by
a constant rudder must exactly balance the interaction force and moment. This is
not possible in the general case and so LQ controller design has been applied. The
benefit of the using optimal control theory in this case is that the system's dynamical
properties are central to the controller design process. The controller's 'knowledge' of
these dynamics allows it to find an equilibrium between control, hydrodynamic and
interaction forces. This equilibrium is demonstrated in Chapter 5. In addition it will
be shown that the controller is capable of accommodating an additional stochastic
disturbance. Finally, viscous damping forces will be briefly investigated to determine
their relative importance.
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Chapter 2
The Hydrodynamic Model
2.1 Overview
In order to understand and simulate the forces and moments that affect ships in
close quarters, a suitable hydrodynamic model is required. Our primary goal is to
determine first the forces and moments exerted on a vessel due to the presence of
another vessel. Second, any changes in the hydrodynamic model of the maneuvering
equations should also be captured. Since the presence of the second vessel is well
outside the boundary layer it can be presumed that the properties of interest are
primarily the result of potential flow phenomena. The technique used to simulate the
presence of the second vessel is called the method of images, and involves ensuring
a central plane of symmetry. In potential flow the vessel travelling next to a plane
wall is analogous to a vessel moving in tandem with its mirror image, so enforcing
symmetry will produce the desired effect.
Having decided to concern ourselves with purely potential flow, a panel method is
the logical choice for determining the values of interest. In this analysis a 3D rankine
panel method developed at MIT's Laboratory for Ship and Platform Flows called
SWAN was used to evaluate the appropriate hydrodynamic quantities.
14
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2.2 The Mathematical Model
The 3D potential flow problem is commonly expressed as a boundary value problem
for the velocity potential 0. For this analysis we shall consider a rigid free surface.
This approximation is creates the classic "double body" flow situation which in our
case will facilitate the verification of the numerical results. Now the boundary value
problem may be expressed as follows.
in fluid domain(V)
on B
z = 0
y = -d
(2.1)
(2.2)
(2.3)
(2.4)
Here q is the perturbation potential. The total potential would be:
<D = -U(x + )
15
=q -- U f
= 0(z
0Y
(2.5)
There exists no closed form analytic solution to this boundary value problem.
Fortunately efficient numerical solutions are possible through an elegant application of
Green's Theorem. Katz and Plotkin [7] provide a detailed derivation of this procedure.
Briefly, we begin by stating the common extension of Green's Theorem where the
point (x, y, z) is considered to be on the surface S, with a Green Function G which
satisfies Laplace's equation, V2 G = 0 :
JG G #dS = -27r#(x, y, z) (2.6)
an anS
We select G to be the velocity potential of a unit source at the point (, r,)
1G =- where r (2.7)
r
The singularity at r=0 is avoided by enclosing that point in an infinitesimal hemi-
sphere, and there by excluding it from the fluid domain V in which we are enforcing
continuity. Having specified the boundary conditions in equations 2.2 and 2.3, the
expression now becomes an integral equation for the unknown velocity potential dis-
tribution on the body, where the right hand side is completely known. For example
on the surface of the body, SB we have:
JJ( 1 dS+2ir= J U n) dS (2.8)
SB SB
SWAN discretizes the free surface and body with N quadrilateral panels. Equation
2.8 is then expanded into a set of N linear equations which result in an evaluation of
the potential distribution #i for i = 1... N on the boundaries.
In order to find the pressure distribution and thus forces and moments on the
body we use Bernoulli's equation.
1
p = p (V# - Vq) + pUO$ (2.9)2
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Now the force and moment are easily computed.
F= JJPdS (2.10)
SB
M = jp (P x -n-) dS (2.11)
SB
In a discrete form more applicable to the current problem these become:
NB
F = Zpiti Ai (2.12)
i=1
NB
M = pi(Yi x tn-f)Aj (2.13)
i=1
Where pi is the total pressure, ni is the normal vector expressed in global coordinates,
and A2 is the area of the ith panel. NB is the total number of panels on the body of
interest. Finally the added mass may also be calculated from the potentials provided
by SWAN.
mij= pJJ#injdS (2.14)
SB
2.3 Numerical Validation for a Sphere
2.3.1 Attraction Force
First convergence tests were conducted to ensure that the suction force converged
with an increasing number of panels on the body. Newman [12] provides a formula to
approximate the force felt by a sphere of radius 'r' placed a distance 'd' from a fixed
planar wall in a steady flow of velocity 'U'. This derivation stems from an analysis of
two point dipoles at a distance 2d apart in a steady inflow perpendicular to the line
connecting the centers.
F = pU2d (2.15)
16 d4
It is important to note that the equation above treats the sphere and its image
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Figure 2-2: Sphere Attraction Force Comparison
as simple dipoles with no correction for the near field effects of the image singularity
on the original. As a result, as 'd' becomes small the accuracy of this approximation
decreases significantly.
The test was run at two separation distances representing the ends of the range
of interest. SWAN shows clear convergence over the range of separation distances
tested. In addition, as expected, the agreement between Newman's approximation
and SWAN's simulation begins to break down as the sphere gets closer to the wall.
Overall, the results are encouragingly close and provide strong validation of SWAN
as a computational tool to evaluate attraction forces.
2.3.2 Sway Added Mass
Convergence tests were were also run for the sway added mass. Lamb [8] treats the
theoretical problem and provides an approximation for the sway added mass of a
sphere next to a wall. Unlike the attraction force approximation, here the the local
effects of the image dipole have been accounted for to leading order.
a22 = -7rr (1+ +... (2.16)3 8 d3
Here again the agreement with SWAN is acceptable. Convergence is clear and
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SWAN under-predicts Lamb's approximation by nearly 3 %. One point of interest
however, is that SWAN's results approach a value just under 0.5 as d becomes large.
In fact when the test was run in an infinite domain, SWAN predicted a value 1.7 %
less than the theoretically exact value of 0.5.
2.4 Numerical Results for Ship-Like Bodies
2.4.1 A Fore and Aft Symmetric Body
Having validated the accuracy of SWAN as a computational tool for the hydrodynamic
interaction problem we will evaluate the forces, moments, and appropriate added mass
coefficients for more ship-like geometries speed so that they may be incorporated in
a maneuvering simulation.
The first geometry considered is a body with forward speed, semi-circular sections,
a parabolic section area distribution, and a beam to length ration of 0.15. Figure 2-
4 displays the geometry and SWAN's panel distribution for this body. Once again
the suction force will be evaluated for convergence and dependence on separation
distance. The fore and aft symmetry of the body ensures that there is no yawing
moment generated by the flow. It is also worth noting that because the free surface
is considered rigid, each of the values calculated is relevant for the double body.
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Figure 2-6: SWAN Results for the Sway Added Mass Dependence on Separation
Figure 2-5 displays convergence trials run over a variety of panel densities and
separation distances. The relative change in attraction force coefficient is small for
most separation distances as the number of panels increase, demonstrating convergent
results. The possible exception is when the body is half its length (far) from the wall.
In this case the attraction force is quite small and varies by 8 % between successive
panel densities. Because the pressure differences on the two sides of the hull are very
small the variation of force coefficient are due most likely to numerical errors.
In addition to the suction force, the M 22 and n66 were calculated. Unlike the case
of the suction force, here we have the advantage of comparing SWAN's results to those
generated by strip theory. Strip Theory, while less exact than SWAN's fully three
dimensional solution, provides a good check to ensure SWAN's results are reasonable
in the limit of infinite separation. A variety of panel densities, were run in order, once
again to show that the results were convergent.
In figure 2-6, a22 is shown to be relatively insensitive to panel density. Of note
however, is the deviation from strip theory. Since the sections of the body are all
circular we know that the strip theory sway added mass in an infinite fluid is 1.0 on
this plot. As the separation gets large, SWAN approaches a value 12.3% less than
the strip theory approximation.
Figure 2-7 shows that for a66 again the added moment is consistent over a range
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Figure 2-7: SWAN Results for A66 Dependence on Separation
of panel densities. In this case SWAN's results approach a value 12.5% less than the
less exact strip theory value. These differences from the classical strip theory approx-
imations are explained by the fact that the SWAN results are fully three dimensional;
end effects are captured in SWAN's calculation. In particular, the rounded nose and
tail of the body may contribute significantly to lowering the body's added mass and
moment.
2.4.2 An Asymmetric Body
In this case a more general body geometry is chosen. Figure 2-8 displays the asym-
metric hull geometry. For convenience all the section remain semi-circular, but now
there is no fore and aft symmetry. For this body a yawing moment will be developed
by the longitudinal asymmetry of the flow. In addition, a26 will be non-zero.
There are some points of interest in the results. First, since the sections of the
asymmetric body are semi-circular and the body is slender, comparisons to strip
theory are again possible. For a22 the deviation is still visible and as separation gets
large, strip theory over predicts SWAN's results by 14%. For the cases of a26 and a6 6
the deviations are similar at 17% and 14% respectively. Also for both the symmetric
and the asymmetric bodies the relative dependence of the added mass coefficients on
separation is modest when compared with the attraction force. Finally, the yawing
22
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Figure 2-9: SWAN Results for the Attraction Force and Moment for an Asymmetric
Body
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moment should approach zero as separation gets large. It is clear from figure 2-9 that
this is not born out in SWAN's results. More runs were conducted with increasing
separation and it was found that while the attraction force shrinks to zero, there is
a small negative moment. This is attributed to the problem that as the pressures
are integrated over the entire body, small differences resulting from numerical errors,
become magnified.
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Chapter 3
Maneuvering Equations
3.1 Ship Maneuvering Fundamentals
3.1.1 Equations of Motion
In order to study the special hydrodynamic situations of interest and apply the control
theory by which we intend to mitigate them, a model for the maneuvering motions
of ships must be developed. Principles of Naval Architecture Volume 3 [9] guides the
reader through a detailed derivation of the linear maneuvering equations for ships.
The ship fixed moving coordinates for this analysis are displayed in figure 3-1 with
the x-axis collocated with the long axis of the vessel, and the origin located at the
center of gravity. (The longitudinal centers of buoyancy and flotation are assumed
to be located at the center of gravity as well.) The y-axis extends to starboard.
In this sense a turn to starboard represents positive yaw motion. Components of
velocity U are measured along the moving x and y axis and are designated U1 and U2
respectively. The yaw angle 0 is measured from an arbitrary earth-fixed coordinate
system to the moving coordinate system's x-axis. Finally, the ship will be considered
to be fixed vertically, so no heave, roll, or pitch motions are considered. A remains
the classic naval architectural symbol for the vessel's displacement.
Beginning with the purely inertial properties of the ship, the formulae for the
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Figure 3-1: Coordinate System
surge force (F1 ), sway force (F2) and the yaw moment (M3) follow.
F1 = A(01 - U2b)
F2 =A(2 - U1 ) (3.1)
M3 = z
In order to apply the hydrodynamics of the maneuvering problem it is assumed
that the surge force, sway force and yaw moment are functions of the vessel's velocities
and accelerations.
F1 = F1 (U1, 1, U2 , 0 2 , , )
F2 = F2 (U1, U 1, U2, 02 , , ) (3.2)
M3 = M3(U1, #1, U2, 02 )
Using a Taylor expansion the above equations are expanded to linear expressions.
The yaw rate (4) is denoted more consistently as Q3 . The initial condition is assumed
to be straight-line steady motion with no sway or yaw. Thus initial surge sway and
yaw forces are assumed to be zero. The resulting expansion yields:
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U2 Q3 U6
x,1
y, 2  U
YO
OF1 OF1 OF1 OF1 OF1 OF1F1 =(U 1-U 10) +U 2  +3 a +01 u+2 +0
aU1 09U2 aQ3 a8 a682 Ad
OF2  OF2  OF2  F2  F2  OF2F2 = (U - Ui) + U2  + Q3 + 1 . +0 2  . + . (3.3)
aU1 OU2 aQ3 1  u 2  OA
0M3  0M3  0M3  0M3  aM3  0M3M3=(U-Uli) +U2(U +Q30 Q3 +0 1  +0 2 W +3BU1 U2 0 01  80 2
Assuming port/starboard symmetry and a rudder kept midships the derivatives of
sway force and yaw motion with respect to surge motion and surge accelerations are
zero. In addition, with substantial forward velocity it can be assumed that the effects
of sway yaw motions on the surge forces are negligible. Using these simplifications
and combining with the inertial equations (3.1) the following is derived.
A(U 1 - U2Q 3) = (U 1 - U1i) + 01
OF2  OF2  OF2  OF2A( 3 - U1 Q3) = U3  +U2  + Q 3  +Q 3  (3.4)0U 2  au 2  9Q3 A
0M3  . M3  0M3  . M3IA = U3  +O2 +0 3 + 30U 2  aO2  0Q3  AQ 3
The primary means of altering the path of a ship is the rudder. Inserting the
rudder into these equations requires that the effect of the rudder be similarly lin-
earized. The derivatives present in these linear approximations of the rudder force
must necessarily depend on the speed of the ship. Since ships are not able to change
speed rapidly, the surge equation will be removed from consideration and small per-
turbations around an initial speed will be considered. Assuming a rudder angle 6 R is
applied, the sway and yaw forces generated are given by the equations
FR = 6RF3
MR = 6 R (3.5)(96R
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Now the equations for sway and yaw can be expressed in matrix form.[ F2 +A OF2  1[~
oU 2  I0 ~2
. U2  a 3, . 3
___ iFF 
__ I[R](36S ( -AU) U2WU2 49Q3 1 2 + a6R [R] (3.6)
I eM3  aM3  Q3 M3
. aU2  0Q 3  J L 3 L _6J .
In the present context, we assume small deviations of the ship from its mean
course. Therefore, the linear equations of 3.6 are acceptably accurate for our purposes.
Principles of Naval Architecture (PNA) covers the estimation of the hydrodynamic
derivatives present in equation 3.6. Since the motion of the ship is governed by both
viscous and inertial effects, the level of accuracy in the estimation of the derivatives
depends on the method of estimation. The best way to take both viscous and inertial
properties into account is model testing. Unfortunately although model test results
are covered in PNA they have limited usefulness in a general sense since the data
collected applies only to a given model geometry.
3.1.2 Hydrodynamic Derivatives
One method of estimating the hydrodynamic derivatives present in equation 3.6 is to
turn to classic potential flow theory. In the equations for the force and moment on a
moving body in an infinite and inviscid fluid with irrotational flow are presented by
Newman [12].
F = -&imi - Ejk1UiQkmli
Mi = -mij+ 3,i - EjklUiQkm+3,i - EjklUiUkmi (3.7)
In these equations the index i goes from 1.. .6, while j, k, 1 can only take values 1,2,3.
Uj is the velocity in all six modes, while 0k is the purely rotational components of
velocity, and finally, Ejk1 is the alternating tensor. For our case, we have said that
only sway (U2), yaw (U6 , Q3) and surge (U1) are of interest, as all the other velocity
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modes have been prescribed to be zero. In addition, the forces in surge (F) are
considered negligible when compared with the thrust required to maintain a steady
velocity. With these conditions we may now solve for F2 and M3 .
F 2 = -&2m22 - Q3m2H - U1Q3m11
M3 = -&2mn2 - Q 3m66 + U1U2 (mii - M 22 ) - Q3 U1m 26  (3.8)
If the dependence of the force or moment is considered only for a single mode of mo-
tion, then these two equations provide a linear approximation of all the hydrodynamic
derivatives required in the maneuvering equations.
OF2  0
(U 2
OF2 _(92= 
-U~mu
aQ3 -
OF2
&2 = -22
OF2
Ad 3 -
OM3
= U1(mu - M 2 2 )OU2
OM3
= -Uin 26OQ3
OM3
a62
OM3
M66= -m
0Q 3 (3.9)
Now, with the derivatives so defined, equation 3.6 may be rewritten in terms of the
known added mass coefficients.
M22 +A
Mi6 2
M 26  U2
mn6 + 1z 03 I
0
-U1(mn22 - M11)
3.1.3 An Alternate Approach to the Equations of Motion
Newman [12]covers an alternate derivation of the sway and yaw equations of motion.
Following a Slender Body Theory approach these equations result in alternate approx-
imations for the hydrodynamic derivatives of the equation 3.6. In order to conform
with the traditional ship maneuvering coordinate system as shown in figure 1.1 the
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-UITnl +A) U2 + FR [6R] (3. 10)
-UIm26 _Q3 MR
final steps of the derivation will be repeated in this altered system. If the differential
lateral hydrodynamic force is represented by the following:
F' = - U, (V(x, t)m2 2 (x)) (3.11)
Where V(x, t) is the lateral velocity and M 2 2 (x) is the sectional 2D added mass of
the body along its length. V(x, t) may also be written as follows.
V(x, t) = U2 (t) + XQ 3(t) (3.12)
Substituting, this force may be integrated along the length of the body, noting that
the added mass at the pointed leading edge will be zero but the added mass at the
tail may in general be finite and non zero. XT denotes the x coordinate corresponding
to the vessel's transom or tail. Now the total force is:
F2 = -$2m22 - Q3m 2M - U1U2 m 22 (XT) + U1Q3xTm22(XT) (3.13)
Similarly by integrating with a moment arm (x), M3 may also be derived.
M3 = -U 2m26 - Q3 m6 6 - UIU2 (m 22 -xTm22(XT))- U1Q3 (m 26 -(XT) 2iM22(XT)) (3.14)
These two coupled differential equations may now be placed in matrix form to match
the form of equation 3.10. It should be noted that the m 22 , M 26 , and in6 6 present
in these equations are derived as the strip theory approximations for the total added
mass in the appropriate modes. In order to develop complete equations of motion,
we must also add the inertial properties of the vessel itself. This may be done simply
by adding the body mass coefficients Mij, as defined by Newman, to the added mass
coefficients nij. Finally we will assume for now that there are no external forces
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acting on the vessel.
['A + in 22 Ml26 + Mn26 1U21M26 + M 26  Iz + 6 6  Q 3
1-UM 2 2 (XT) U1(XTin22(XT) - A) U2  (3.15)
L -U 1 (m2 2 + XTM22(XT)) -U1(M26l +min 2 6 -T-M22(XT)) J L Q3 j
The equation above matches equation 3.10 with the hydrodynamic derivative
terms altered to include stern shapes with non-zero added mass and also to include
the lifting effects of the body as a low aspect ratio lifting surface. Unlike equation
3.10, equation 3.15 is valid only for slender bodies. However, for slender vessels where
ml, may be considered small and pointed sterns so that M22(XT) goes to zero, the
equations are equivalent. The ideal flow caveat for both equations provides perhaps
the greatest potential shortcoming of this particular maneuvering model. The irrota-
tional, inviscid flow assumption is valid if U2 and Q3 are kept small. However large
sway and yaw motions will cause significant flow separation and non-linear effects
which are not captured here.
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Chapter 4
Control
4.1 Optimal Control Problem
4.1.1 Control Problem Statement
Stengel [14] covers the derivation of the Linear Quadratic Regulator (LQR) in depth
and that derivation will not be repeated here. However, the basic problem is to
minimize some quadratic cost function J while constrained by the dynamics of the
system. Those system dynamics are contained in the state equation:
x = Ax+ Bu+ D (4.1)
In this equation x is the state vector, u is the control vector, and D is a matrix
containing the disturbances to the system. A is the plant matrix and it contains the
dynamical constraints provided by the equations of motion. B is the input matrix,
containing the effect of the control parameters contained in u on the state vector x.
The quadratic cost function takes the form:
J= (xTQx + UT Ru) dt (4.2)
Here Q is a positive semi-definite matrix containing the costs associated with devi-
ations from the desired state. R is a positive definite matrix containing the costs
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associated with control usage.
With the problem defined as above, the linear quadratic regulator now assures
that u(t) is the optimal control trajectory provided that:
u(t) = -R 1 BPx(t) (4.3)
Where P is the solution to the algebraic Riccati equation.
0 = PA + ATP - PBR-BTP+Q (4.4)
Conventionally the control law is shortened to the following:
u(t) = -Kx(t) (4.5)
where
R-1 BP = K (4.6)
K is known as the gain matrix, and is typically constant for steady A and B matrices.
Therefore, K may be calculated a priori and used throughout the system's operation.
4.1.2 The State Equation for the Steady Case
Now the equations of motion from the previous section (equation 1.11) may be rewrit-
ten for the steady case where U1 is considered to be not a function of time. The
unsteady case where forward speed is allowed to vary slowly in time as a control will
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be treated later.
U2[A + in2 2  Al 26 + in26  -Ulin 2 2(xT) U1(xrm22(XT) - A)
M26 + M 26  Iz + M6 6  -U(n 22 + XTn22(XT)) U1 (M 26 + n 26 - XTm22(XT))
A~~~~~~ U12 inS M2  i2  OUCL
U2 A 6 + M22 M26 + M2 6  -1 L [6 R] + D (4.7)
3 M26 + M26 z + M61 PUSaLXT
The state equation above contains the only state variable U2 and Q3, however, in the
physical realities of ship maneuvering it is not the sway velocity and yaw rate which
are most important. In general the quantity of greatest concern is the deviation from
the intended path. To that end an additional state variable should be added to x.
If we consider the cross track error (y) to be a measurable quantity which can be
mathematically quantified by:
y = (U2(r) + Uijb(T)) dT = U2(t) + U14(t) (4.8)
where b is the heading angle which has been assumed small.
0 (t) = jU 6 (T)dT /(t) = U6 (t) (4.9)
This approach is for minimizing a integrated error is an application of the classical
proportional integral (PI) controller.
Now the new state variables (4) and (y) may be inserted into the state vector.
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For compactness we will define some terms:[ A + M 22 M26 + M 26
M26 + m26 Iz + M6 6
bij = - 1M2(T
-U1 (M22 + xTM22 (XT))
FR = E pU?
~PUS9CL XTJ
U1(xTn22(xT) - A)
U1 (M26 + M 2 6 - x4M22(xT))
(4.10)
(4.11)
(4.12)
Now the state equation may be re-written to include the new state variables:
U2
3
1 *b
m-1 -bij 0
0
0 1 0
1 0 U1
0
0
0
0 I
U2
Q3
V'
y
(4.13)
4.1.3 Forward Speed as a Control
Having pursued the steady case where the only control present is the rudder, we
will now examine the more realistic scenario where speed is also considered. For
large vessels, speed changes occur very slowly due to their large inertia. With this
in mind, it is unreasonable to expect large speed changes during a brief maneuvering
scenario. However small changes in speed may have significant effects on the forces
and moments at play and shouldn't be neglected. As has been shown in Chapter 2,
there is an attraction force and moment generated by the presence of another vessel
or boundary. Both are dependent on separation distance and forward speed. If we
express these forces and moments as follows:
1
F2 = -C(d)pBTU 22
1
M -3 = Cm(d)pBTLU2  (4.14)2
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Here L, B, and T are the length, beam and draft of the subject vessel respectively.
Now if U is considered to be the sum of the initial forward velocity and a small
perturbation (U1 + 6,) then the equations become:
1
F2 = -Cs(d)pBT(U, + 2U1 6u + 6u2)2
1
M3 = Cm(d)pBTL(U, + 2U1 6u + 6u2) (4.15)2
The final term in this expressing is second order and can be neglected, however, the
second term directly shows the effect of the perturbation velocity (6u) on the the
suction force and moment. Keeping only the terms affected by the perturbation:
F2 = Cs(d)pBTU1 6u
M3 = Cm(d)pBTLU16, (4.16)
The effects captured in these equations are solely the effect of forward speed on the
side forces of interest.
Looking now at the effect of the perturbation velocity on rudder forces and mo-
ments, we see that the same method of analysis may be performed.
1 aCLFR= -pS 6 R(U1 + 2U1 6u + 6u)2 a6R
1 _CL
MR = PSXT 6R(Ul + 2U1 6u + 6u) (4.17)
Unlike the last case, since both 6R and 6u are small, there are no first order terms
containing 6u and so in to leading order, small speed changes will not effect the
performance of the rudder.
With all of the above taken into account, the state equation may be stated in its
complete form.
k = Ax + Bu + D (4.18)
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Where,
0 0
A= m0 0 
_mT1 F pUS C,(d)pBTU1
A = IB= m- 2 J
0 1 0 0 i2PUSaCLXT Cm (d)pBTLU1
1 0 U1  0
(4.19)
with mij and bij as defined in equations 4.10 and 4.11. The state and control vectors
respectively are:
U2
x u=6R (4.20)
y
This set of state equations does not contain the body's forward speed, U1, as a
state variable. In order to remove this state variable we have made some important
assumptions. First we have assumed that surge not coupled to sway and yaw. Second
we have assumed that because the body is slender, (B/L 0.15), m 1 is small
compared to the ship's total mass. Finally, the main propulsive force is significantly
greater than external hydrodynamic effects.
4.1.4 The Cost Matrices
The terms in Q and R are decided by the designer of the control system and may
be "tuned" in order to achieve the desired system response. For simplicity we begin
by defining Q and R as diagonal matrices of the same magnitude as the state and
control vectors. Expanding the quadratic terms in cost function J with the current
state vectors we yield the following expressions.
XTQX = q1U22 + q2 Q + q3 4 2  q4 y 2
uTRu = r 162 + r262 (4.21)
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It is now clear that qi is the cost associated with a quadratic deviation from a zero
sway velocity. Similarly q2 , q3 and q4 have the same meaning for yaw rate, heading
angle, and cross track error respectively. In the case of R we see that r1 and r2 are
the cost of a deviation from zero control usage. In general these terms will be used
to keep rudder angles and speed changes in a linear regime. The qj's will be varied
in order optimize performance.
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Chapter 5
Control System Simulation
5.1 Overview
In order to test the viability of the control system designed in Chapter 4, a numer-
ical simulation of the maneuvering situation was carried out. Namely, a vessel was
modelled travelling next to a solid boundary in infinite depth. Utilizing the linear
equations of motion derived previously and the hydrodynamic properties calculated
in Chapter 2, the motion of the body was calculated for a variety of scenarios.
5.2 Simulation Method
The simulation program, written with MATLAB, uses the state equation and the
hydrodynamic properties generated by the hydrodynamic model to calculate the gain
matrix K. Through the control law the controller dictates the control vector u. The
force model sums the control, attraction and disturbance forces and applies them
to the right hand side of the maneuvering equations of motion. A schematic of the
general control system is provided in figure 5-1.
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Figure 5-1: Control System Model
5.2.1 Rudder Modelling
Principles of Naval Architecture [9] gives basic guidelines for rudder sizing. While
rudder sizes and shapes vary greatly with the purpose of the vessel, a rudder planform
area (S) equal to 2.5% of the area of a rectangle formed by the vessel's length and
draft is a good baseline. If the rudder is modelled as a fiat plate with a maximum
span equal to the draft, in three dimensions the lift coefficient as a function of rudder
angle (6 R) is given by the classical formula:
(5.1)
Here iRe is the effective ratio. Because we have modelled the free surface as a rigid, it
acts as a plane of symmetry. Thus the aspect ratio of the rudder is effectively doubled
to twice conventional definition. The fundamental dimensions and rudder properties
for the symmetric body are listed in table 5.1
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Table 5.1: Symmetric Body Characteristics
Length(L) loom
Beam(B) 15m
Draft(T) 7.5m
Cb 0.52
Rudder Area (S) 18.75 m 2
aCL 4.71
5.2.2 Knowledge of State
The simulation is a numerical experiment and hence the state vector x is knowable
without error at all times. In reality this is never the case, all measurements contain
some uncertainty. These errors are then transmitted through the control law, resulting
in a potentially sub-optimal control trajectory. In fact, in the case of ship maneu-
vering, some state variables are inherently more knowable than others. Heading (0)
and yaw rate (Q3 ) are commonly measured quantities and reasonably accurate with
modern gyro-compass technology. More difficult to measure however are the sway
velocity (U2) and cross track error (y). On conventional ships these quantities would
be measured using a global positioning system (GPS) which has significant inherent
errors. Alternatively, these two state variables could be estimated using the outputs
of an inertial navigation system of the type used on modern submarines. While this
would improve accuracy, the cost might be prohibitive for most applications.
Ultimately measurement errors are unavoidable and should be dealt with in an
appropriate manner to optimize the performance of the controller. The Kalman Filter
is the natural choice for dealing with this problem. Briefly, we begin by restating the
state equation to include both the state x and our observation of the state y.
x = Ax + Bu+ w
y = Cx + Du+ v (5.2)
Assuming that any excitation to the system, w, and noise in the observation,v, are
Gaussian, then the Separation Theorem tells us that the problems may be separated
into two distinct parts and still provide optimal control. First, the Kalman filter pro-
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vides an optimal estimate for the state based on our observations and our knowledge
of the system's dynamics. Second, the deterministic control law is applied to our op-
timal estimation of the state. Thus, our work so far has not been in vain. In practice,
coupling the deterministic controller we have developed with an optimal estimation
of state will provide the optimal state and control trajectories we seek.
5.3 Inherent System Instability
Prior to applying the control system, it is important to understand its behavior in
the absence of controls. Without the application of any controls the state equation
simply becomes:
x = Ax (5.3)
If the solution to this equation is considered to be of the form
x(t) = cieAt (5.4)
now the basic differential equation becomes,
A cieAt = AcieAt (5.5)
where by cancelling the cieAt it can be seen that A are the eigenvalues of A. From
equation 5.4 we can see that in order for the solution to decay so that it returns to
its initial x the real parts of all A must be negative.
For both the symmetric and asymmetric vessel geometries, there exists an eigen-
value of A which has a positive real part. As a result, we can conclude that any
perturbation will lead to unbounded deviation from the initial state.
Because we may consider the presence of the wall to be a constant disturbance, it
is important to determine whether a steady control may be applied to eliminate the
effect of the wall. Since a change in speed only affects the magnitude of the distur-
bance, we will consider the rudder alone. For the case of the fore and aft symmetric
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U2 = 0.1 M/s
Q3= 0.57 0/s
xi max 4 = 5.70
y =0.1 m
yi= 0.5 m-s
R= 2.50
ui max 6u 0.25 m/s
Table 5.2: Maximum State and Control Values
body, the wall creates an attraction force but no moment. The rudder alone creates
both a yawing moment and sway force, so no single rudder angle may counteract the
attraction force without also inducing a moment, in this case bow towards the wall.
With the asymmetric body, the wall induces both a force and a moment, but in order
for the a single rudder angle to counter act this, the effects of the rudder on both yaw
and sway for a single rudder angle would need to coincide with the effects of the wall
exactly. This is not possible in general and so again we see that a steady control will
not effectively eliminate the effect of the wall. Experiments utilizing the simulation
bear out this conclusion. When the body begins the simulation oriented parallel with
the wall, no constant rudder angle achieves a steady state.
5.4 The Cost Matrices Q and R
Prior to using the simulation suitable values for the state cost and control cost ma-
trices must be determined. Bryson [2] gives a general rule of thumb for diagonal cost
matrices. If each state and control variable has a maximum desired value of xi max
and ui max respectively, then:
1 1Qii = 2  Ri = 1 2  (5.6)
Initial values for ximax and uimax are displayed in Table 5.2
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Figure 5-2: Integral Feedback Control History Comparison (En = 0.16, d = 15 m)
5.5 Integral Feedback
Initial runs of the simulation indicate that the model achieves a stable steady state
result with a constant rudder angle and speed offsetting the constant attraction force
from the presence of the wall. At steady state however the vessel has an offset from the
initial separation distance. In order to minimize this steady state error an additional
state variable is added. Stengel [14] discusses the addition of an integral feedback
state in order to overcome steady state errors.
If y is the cross track error in the state equation as displayed in equation number
4.18, we can add an additional state variable.
yi =j y()dT i(t) = y(t) (5.7)
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With the addition of this state variable the state equation now becomes:
0 U2
0 Q3
0 V)
0 y
0 yi
1&CL pSU2
1 acpSU2x
2 '9 R 1 X
+
0 0
0 0
0 0
U1  0
0 1
0
0
0
-bij
1
0
0
E :5R 1 (5.8)
L u
Implementing this new state equation effectively eliminates the steady state error
visible in figure 5-2. Another application of this technique would be track following
for a non-straightline path. Adding time-varying scalars to the terms in the last
three rows of the A matrix would allow the control system to guide the vessel along
a general trackline.
5.6 Viscous Damping
5.6.1 Equivalent Linear Damping
It would be naive to entirely discount viscous effects in a maneuvering model. Fre-
quently viscous drag is estimated by the quadratic expression.
1D =- p CDA U|U|
2
(5.9)
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Since ships are long slender bodies, we may treat the transverse flow past them as
locally two dimensional. As a result, the drag force in sway is
F2 = U2 |U2 | j -pCD 2jdx (5.10)
The effective width of each section is the beam (B), however, in this case we desire
to capture only the lower half of the double body, introducing a factor of two. For
yaw we have the similar expression:
/L 1 2B(x)
F6 = U6|U6| -PCDx dx (5.11)
JO 2 2
For convenience we define the profile area and moment:
/L B(x)d
Ap = L ~)dx
JO 2/L 2B(x)
MP = jxfo 2 dx (5.12)
In order to incorporate the quadratic force expressions into our linear model we
must find a way to linearize the drag. We begin by assuming that the sway and yaw
motions ( 2 and 6 respectively) may be expressed as oscillations about the mean
path.
2 = IE2 cos(wt + y9)
6 = 1761 cos(wt + p) (5.13)
It is our goal to develop an equivalent linear expression B22yj'c,2 which dissipates
the same amount of energy over a single period as the quadratic expression 5.9. The
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linear energy:
E = IEB22yc 2d2
T
=
4  2<2 dt
Jo dt
4B22 ysc 22 j dt
= 4B22 yj J 2 |2|2 cos2 (wt + <p)dt
= 1B22VScWl 22 2  (5.14)
must be equivalent to the quadratic version over the same cycle:
E= j1=21 1pCDA 2 <2
0 2
2pCDAP j 2 &t
= 2pCDAP w3 2 3 COs3 (Wt + o)dt
4
3-pCDAPW 2 2 3  (5.15)
equating terms
= 4pCDAP (5.16)
and similarly for yaw:
B 6 6yisc = 4 pCDMpW-6 (5.17)
3wr
5.6.2 Significance of Viscous Contributions
Having developed linear expressions for viscous damping in both sway and yaw, the
relative importance of these effects may be determined. B22v,,c and B66vi,, may be
added to the state equation (5.8) by including them in b22 and b66 respectively. This
yields a new controller which has an A matrix and gain affected by the presence of
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the equivalent linear viscous terms.
x = [A - BK]viscx (5.18)
If the controlled system is thought of as a classical mechanical oscillator, the controller
provides both a damping effect when acting on the U2 and Q3 state variables, as well
as restoring effect when acting on the integral state variables like y and 4'. The
damping and restoring effects, with or without viscous effects, may be seen though
the classical analysis of such systems. The general solution to equation 5.18 is:
x(t) = cieAlt + c 2 eA2t (5.19)
In general the eigenvalues (A) may be complex of the form (a + bi) so that the general
solution becomes
x(t) = dieat cos bt + d2eat cos bt (5.20)
x is considered to be a vector of oscillations about the nominal state, with frequency
b and amplitude eat. The eigenvalue of [A - BK]visc with the greatest real part, a,
will control the damping or stability of the entire system. The viscous terms must
always take energy from the system, so viscous effects increase damping and decrease
a. In order to determine the significance of this increase, the real parts of the largest
(least negative) eigenvalue of [A - BK] and [A - BK]visc are compared.
Quantifying the damping terms in equations 5.16 and 5.17 requires a suitable
selection of 122, 1-6 1,w and CD. A CD of 1 is reasonable as the body cross sections
are circular. For w, looking at the imaginary parts of the eigenvalues of [A - BK]
gives a reasonable value of 0.15 rad/sec, see figure 5-5. The magnitudes of 1 2 , 1z 61
and forward speed are varied. Figure 5-3 shows that as the assumed sway and yaw
amplitudes are increased, there is a linear increase in the damping of the controlled
system. The figure also indicates that sway amplitude has a far greater effect on
damping than yaw.
Since forward speed plays a vital role in the effectiveness of the controls, the
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relative effect of viscous damping at a variety of speeds was also calculated. Figure
5-4 shows the increase in controlled system damping when viscous effects are added
over a range of speeds for two different assumed sway amplitudes. As we will see in
later sections the lower assumed amplitude (represented by the solid line) is the more
realistic based on controller performance. Even when less realistic sway amplitudes
are considered at quite low speed, the viscous effects only contribute a 5% increase
in total system damping. At more relevant amplitudes and speeds, viscous effects
contribute only 1% to the total damping. These results demonstrate that control
forces dominate the system performance, while viscous effects are small in comparison.
5.7 Controlled System Stability
Experiments with the simulation indicate stable behavior over a range of separation
distances and speeds. Speeds ranged from Froude numbers of 0.064 to 0.255, in
general this range represents speeds at which the assumption of a rigid free surface
remains valid. We define the non-dimensional Froude number based on ship length
L in the traditional way.
Fn U1  (5.21)
Centerline to wall separation distances ranged from 10 to 60 meters. With the con-
troller, the stability of the system may be determined by examining the eigenvalues
of [A - BK]. For the entire range of scenarios tested, the real parts of the eigenval-
ues for the state equation are all negative, indicating stable control behavior. Figure
5-5 is a plot of the eigenvalues for the controlled system operating at two different
speeds. Figure 5-6 displays a sample control and track history in reaching a steady
state response for the same conditions as displayed in Figure 5-5. As these figures
show, changes to the initial simulation parameters of speed and separation alter the
position of eigenvalues on the complex plane and thus the response of the controller.
The general trend is that reducing the initial forward speed and increasing the sep-
aration distance both bring the eigenvalues closer to the imaginary axis, reducing
stability, and increasing the time required to reach steady state.
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Figure 5-7 displays the stable steady state control positions over the range of
speeds and separations simulated. These plots verify that as the separation distance
gets large, the interaction disturbance shrinks to zero requiring zero control usage.
5.7.1 The Controller's Use of Speed
The left hand plot in Figure 5-7 shows that in every case the control system chooses
to reduce speed at steady state. Some limitations of the controller simulation and
design become clear when looking at the speed changes called for by the controller.
For the minimum separation, the speed reduction is greater than 10% at all initial
speeds and should not be considered small. In order to be safely within the linear
assumptions of our model, the centerline separation to the wall should be at least 30
meters.
The fact that the controller attempts to reduce speed for all separations is contrary
to the instincts of ship drivers. The system dynamics contained in the state equation
contain only first order terms which indicate that a reduction in speed will result
in a reduction of the disturbance force or moment. To first order, a small speed
change makes doesn't affect the rudder forces. Conversely, the intuition of ship-
drivers says that increasing shaft rpm would increase the propeller wash over the
rudder, improving its efficacy, even if the actual change in forward speed is negligible.
5.7.2 The Controller's Use of Rudder
For every scenario simulated, the controller achieves a steady state rudder angle. The
right hand plot in Figure 5-7 displays these steady state rudder angle. In the majority
of scenarios, in particular those with higher speeds and those with larger separations,
the steady state rudder angle is negative. A rudder angle which should turn the vessel
towards the wall is perhaps counter intuitive at first.
Looking back to equation 3.7, we see that there is a term in the moment equation
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Figure 5-7: Steady State Control Positions
that when taken alone becomes:
M 3 = U1U2 (mii - M 2 2 ) (5.22)
If we consider the heading angle V) the equation converts to:
M 3 = -U 2 sin(')cos(4')(m1 - in2 2 ) (5.23)
For long slender bodies (m1 - m2 2 ) < 0 so the moment is positive in sign and
destabilizing in general. This effect is known as the "Munk Moment".
In order to overcome the suction due to the wall on the starboard side, the control
system turns the ship to port a small amount, known generally as a crab angle. With
the small but steady negative heading angle, a negative Munk moment is present and
so the controller must counteract this with a negative rudder angle. Here again, as
separation grows large the required rudder angle diminishes.
5.7.3 Comparison to Underway Replenishment
When the naval services transfer fuel and supplies from one ship to another while
at sea the scenario is similar to that of the simulation. In general, the ships are
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finer than those considered here with beam to length ratios closer to 0.1 than 0.15.
The minimum beam to beam separation distance is usually 120 feet at a standard
speed of 12 kts. If typical destroyer dimension are used, this separation equates to a
d/L of approximately 0.18 and Froude number of approximately 0.15. Running the
simulation for these particular parameters, the steady state control positions are -3.3
of rudder and a 3.3 % speed reduction with a permanent heading angle of -0.65' (bow
out).
5.8 Controlling Stochastic Disturbances
In a real ocean environment, there exist a range of stochastic disturbances due to the
presence of wind, waves, currents, etc. A general but unknown disturbance is modeled
as a random force and moment applied to the right hand side of the equations of
motion.
(Mi + Aij) Uy + BjjUj = Flnteraction + FControi + FDisturbance (5.24)
for ij E 2,6
Where Finteraction is the vector of hydrodynamic interaction forces, FControl is the vector
of forces due to applied rudder angle and speed change, and FDisturbance is a vector
containing a normally distributed, zero mean, uncorrelated force and moment with
standard deviation o-. Forces due to wind and currents may in general have non-zero
mean values, but we may decompose these forces as the sum a constant mean offset
and a zero mean random disturbance. The controller has been shown effective under
a constant disturbance so only the random, zero mean contribution need be added
here. Figure 5-8 displays the control and track history for a sample run with and
without an external disturbance.
Initially these experiments were performed with a d/L of 0.3 and a Froude number
of 0.16 to be well inside the effective range of the model without random excitation.
The standard deviation (o-) of the disturbance is varied from 0, or no disturbance,
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to 500 where the max rudder angle is far too great to remain within the bounds of
our linear assumptions. For the runs displayed in Figure 5-9 the gain matrix K is
displayed below:
K = -10.52
6.99
-232.91
96.71
-73.95
41.66
-1.65
1.18
-0.086
0.079
(5.25)
Since only the rudder angle is beyond the bounds of the model, the control system may
be tuned in order to reduce the rudder applied and increase the range of acceptable
performance, within the simulation. The diagonal R matrix contains the penalties
for deviation from zero control usage.
R = [525
0
06
16
100 0 0 0
0 10000 0 0
0 0 100 0
0 0 0 100
0 0 0 0
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Figure 5-9: Response Due to a Stochastic Disturbance
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a 100 200 300 400 500
RMS y +10% +11% +11% +18% +16%
6R Max -15% -26% -24% -10% -14%
6u Max +70% +63% +52% +78% +88%
Table 5.3: Modified Gain Performance
Increasing r1 would increase the penalty for using the rudder. In addition reducing
the requirements on the state variables in Q particularly q2 and q3 will reduce the
terms k12 and k13 which call for larger rudder angles for deviations from zero in the
state variable Q 3 and 0 respectively.
Increasing r1 from 525.25 to 1459 and decreasing q2 and q3 by a factor of four
yields a new gain K'.
100 0 0 0 0
0 2500 0 0 01459 0
R1 = 0 0 25 0 0 (5.27)
0 16
-0 0 0 100 0
0 0 0 0 4
K' [ -7.08 -184.87 -53.14 -1.075 -0.051 (5.28)
11.07 161.06 66.20 1.69 0.102
With the new gain the simulation was run for a range of a's. Table 5.3 displays the
benefits of tuning the control system for a desired response behavior.
5.9 Control Application Rate
In general, ships are not able to make instantaneous changes of arbitrary magnitude in
rudder angle or speed. Until now, the simulation has been allowed to change control
settings freely at each time step of 0.1 seconds. This is not a practical representation
of reality. For instance, in the presence of a stochastic disturbance with - = 200,
when controls are applied as dictated by the controller, the maximum rudder angle
rate is 16'/s, and the speed change is 0.4 m/s2 . Clearly these values are far too large
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to be reasonable for any conventional ship. Any model used to prove a successful
application of optimal control theory to this problem must include the issue of limited
control rates.
The most general solution to this modelling problem would be to alter the dynamic
formulation of the problem. If the control variables (uj) shift to the rudder actuator
force and the propeller thrust, then the rudder angle and speed perturbation become
state variables whose rates of change may be controlled through the normal action
of the controller. This approach has the advantage that it truly takes the rudder
and ship dynamics into account. Unfortunately, while the linear surge equations of
motion are well understood and readily applicable to this situation, the flow around
the rudder in the wake of the ship is not. Uncertainties in modelling the motions of
a rudder in its complicated flow regime make this approach less practical.
5.9.1 Proportional Filter Compensation
An alternate solution, discussed by Stengel [14], involves assigning a cost to the rate
of control application. Reviewing the initial control problem, the state equation is
stated as:
i = Ax + Bu (5.29)
with a cost function defined:
J = (x(t)TQX(t) + u(t)T Ru(t)) dt (5.30)
0
If both the state equation and cost are augmented to contain the control rate u then
in block form they become:
+ n f(5.31)
nT([ J TL 0 0 xU t I(3
jT xT UT Q 0 x + fT R2ni dt (5.32)0 ( 0 R, U
59
Equation 5.31 requires that an augmented state variable vector be defined:
X(t) = x(t) (5.33)
u(t) J
with the new control law.
=- -KX (5.34)
In this new formulation, R1 remains the same as the control cost matrix R from
previous derivations. However, a new control rate cost matrix R 2 is now used to limit
control rates.
PNA [9] indicates that the basic guideline for the minimum rudder rate on ships
is approximately 2.5'/s. Assuming that any ship of interest is long and slender we
gain an order of magnitude approximation for the maximum acceleration by dividing
the propeller thrust by the ship's mass. For large warships, this number is roughly
0.003 m/s2 . Using these estimates and Bryson's rule we obtain:
R2= [ . 0 (5.35)
L0 1.1 . 105
Applying the augmented state is immediately successful at reducing the rate of
control application while still providing adequate control for both the constant dis-
turbance and a range of stochastic disturbances. The first iteration in tuning the new
R2, as defined in equation 5.35, is less than ideal. The speed change is over penalized
and the simulation makes almost no speed changes, in addition the rudder rates are
still too great with disturbances greater than a = 100. The greatest acceleration
called for is an order of magnitude less than the 0.003 estimate we allowed, while the
rudder rates are double what was prescribed. In order to improve this performance
the R222 values is reduced by an order of magnitude, while R2,, is increased by a
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Figure 5-10: Comparisons of Response for Limited and Unlimited Control Rates
factor of five. The second iteration, R'2 is now:
[ E2590 0 1(5.36)
101-0
Figure 5-10 displays a comparison of results from the simulation with unlimited
control rates with those having control rates limited by the updated R'2. It should be
noted that in the rate of speed change plot, the controlled values have been normalized
by a factor 100 for display purposes. The reduction of the R and 6 are significant
and bring the simulation into a more realistic realm where control rates are concerned.
In addition, the RMS cross track error y and maximum rudder angle remain virtually
unchanged. For the larger range of disturbances (a-> 200), the rudder rates are still
larger than we stipulated. Fortunately, we have shown again that the control system
may be tuned to achieve desirable performance. In this case increasing R211 would
result in a desirable decrease in the rate of rudder application.
Figure 5-11 displays the track and control history for this controller. When com-
pared to Figure 5-8, the intended effect of the control rate limitation is visible.
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5.10 Bounds of Efficacy
While we have demonstrated the efficacy of the controller under a variety of conditions
and disturbances, we have yet to quantify the bounds of its realistic use. Since we
know that the eigenvalues of the controlled system indicate stability, these bounds
must be due to modelling assumptions.
The most important modelling assumptions come from treatment of the control
forces. The rudder model assumes a linear relationship between angle of attack, oR,
and CL. In general this assumption is valid for angles of attack up to approximately
100, so rudder saturation can be considered to occur at that point. In addition we will
consider the maximum rudder rate to be 30/s Speed changes were considered to be
small when we created the model for effect of speed changes, so a reasonable maximum
speed change would be 10% of the initial speed U1 . The maximum acceleration , either
positive or negative, we consider to be 0.003m/s 2
The hydrodynamic model also contains some important restrictions. Since the
computational model assumes a rigid free surface, there are no waves generated by
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the movement of the vessel. This assumption is only valid for Froude numbers up to
approximately 0.25. Finally, suction force and moment data were run with centerline
separation distances, d, down to 10m. The maximum half beam of the body is 7.5m
which leaves only 2.5m clearance. On a 100m vessel, this is extremely close and well
beyond the proximity one would find in practice. As a result, the minimum separation
considered for the bounds of the model is 10m.
Figure 5-12 displays the regions of effective model performance for a range of
disturbances. The area lying to the right of the curve indicates permissible model
behavior. One point of interest is that there is clearly a minimum speed for every
disturbance level where the controller can no longer provide adequate control. Con-
versely as speed increases the rudder becomes increasingly effective and the controller
is able to overcome greater external excitations. It is interesting that as speed be-
comes in excess of Fn = 0.2, that the magnitude of the external disturbance becomes
a lesser concern. This phenomena is perhaps attributable to the fact that with in-
creasing speed smaller rudder angles are required to counteract the steady state dis-
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turbance. Finally, it should be noted that these curves represent the performance of
the controller as currently designed. Further tuning, i.e. alteration of Q, R1 and R2
matrices, would change the shape these boundary curves.
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Chapter 6
Discussion
6.1 Model Shortcomings
The model we have developed to asses the effectiveness of the linear quadratic (LQ)
controller has some distinct limitations which should be addressed.
1. In the derivation of the state equation we assumed small sway and yaw motions
relative the nominal forward velocity. In addition, the rudder angles and speed
perturbations were also considered small. We have specified limits to the simu-
lation's effectiveness based partially on these constraints. One possible problem
however, is the steady state crab angle that was discussed in the previous chap-
ter. In that case, there is some transverse component to the flow past the body
and significant flow separation and associated nonlinear effects are likely.
2. Large scale motions like major course changes cannot be considered small and
may be beyond the capabilities of the current model. This point may be par-
ticularly significant because large course changes may be integral to collision
avoidance scenarios.
3. The hull geometry chosen for this study was simple and not akin to any modern
ships. A hull with a fuller midbody would presumably create a larger suction
force and so any more practical application of this work would need to involve
more precise hull geometry.
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4. The hydrodynamic model was run with an infinite fluid depth. This would be
perfectly valid for the underway replenishment scenario. However, for ships
travelling in channels or harbors, the presence of a bottom significantly alters
the hydrodynamic interactions. In general both the suction forces and added
mass increase in finite depth.
5. It is well understood from both experience and model tests that ships travelling
in a direction other than parallel to a canal bank develop destabilizing yaw
moments. [9] This effect is not included in our model where the interaction
forces and moments were based on the nominal straight-line trajectory. Here
again the steady state crab angle, however small, may be in reality inducing an
moment not captured in the current method.
6.2 Parameter Robustness
One of the most important issues that has yet to be addressed in this work is robust-
ness. The modelling shortcomings of the previous section all imply that in order to
guarantee "real world stability" that the topic of robustness must be addressed in the
controller design process.
Friedland [5] provides a method to evaluate the robustness of a given deterministic
controller. If we say that the equation for the nominal state x is given by:
X = Ai + Bu (6.1)
We will assume there is some deviation from the nominal plant matrix, A. (This
method could be expanded for deviations in the control matrix B without significant
alteration.)
A = A + 6A (6.2)
We would like to know the values of 6A for which the system becomes unstable. The
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plant state equation is now expressed as:
5 = (A + 6A) + fu (6.3)
If we define an error term, e = x - k then the control law is expressed:
u = -Kx = -K(x - e) (6.4)
Now we have obtained a coupled system of equations for x and e.
5 = (A - BK) x + BKe
e = Ae + 6Ax (6.5)
The characteristic equation for this system is:
sI - (A - BK) -BK
= 0 (6.6)
-6A sI- A
A singular value analysis of this system will provide the information we seek. Namely,
we desire to know the values of 6A which correspond to zeros of this equation, indi-
cating instability. This method is useful for determining the level of robustness of a
controller, but has limited usefulness in designing a robust controller from the outset.
Alternatively, Bryson [1] proposes a method for designing parameter robust con-
trollers. He begins by defining a vector, p of uncertain plant parameters, each normal-
ized to equivalent unit deviations. A deviation space P(-) is defined as a hypercube
with its center at Pnom and side lengths 2a-. This space represents the domain of
possible plants. In the general case, the designer chooses a closed loop feedback gain
K, as we have in Chapter 4 and filter gain L. These two gains are lumped together
in the vector k. The cost function J, is a function of these gains and our location in
the deviation space P. In order to design an optimal robust controller we seek the
best gains k, for the worst combination of parameter deviations p. The minimization
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and maximization this implies,
min max J(k, p) (6.7)
k p
must must be carried out simultaneously, and is possible with a variety of numerical
optimization software packages including Matlab.
Implementing this method, Bryson demonstrates an increase in robustness of upto
60% in some cases. There is a price to be paid for robustness however. As the
controller is made more parameter robust its nominal performance decreases. The
designer's task is then to balance the needs for robustness against controller perfor-
mance. In the case of ship maneuvering this question might be dominated by the
uncertainty over the role of viscosity in the hydrodynamic derivatives during large
motions such as major course changes.
6.3 Conclusion and Future Work
Applying modern optimal control theory we have shown that the hydrodynamic in-
teraction effects of a wall or similar vessel on a parallel course may be mitigated.
The controller strikes a careful balance between interaction, control and maneuver-
ing forces in order to reach a stable steady state. Additionally, the controller has
been shown to effectively control lateral ship motions under a combined stochastic
and steady state disturbance. Interestingly, viscous damping in sway and yaw have
been shown to be of negligible importance when the controller is applied. Limits to
the efficacy of the current controller and hydrodynamic model have been defined and
discussed.
One particularly interesting area for further work is in the development of a more
sophisticated hydrodynamic model. Developing a model for the forces and moments
between differing hull geometries travelling with arbitrary speed would greatly im-
prove the generality of this work. Approaching this problem with panel methods
would provide some significant challenges for bodies travelling with arbitrary speeds.
68
Expanding Tuck and Newman's analytical work with slender-body theory [17] has
strong potential, and might provide a solid foundation for a more general model.
Assessing the robustness of the current design is also a vital direction for future
work. Robust design is at the leading edge of modern control theory and there are
a variety of approaches that would be interesting for further pursuit. The method
proposed by Bryson and discussed in the previous section holds particular promise as
it is simply an extension of a proven control design. Alternatively, H, methods which
are a frequency domain approach to optimal control could be pursued. This technique
involves optimizing about a cost function based on the peak frequency response to the
closed loop transfer function. H, controller are being used in the applications where
the plant models are known to differ significantly from the actual system dynamics
and so strong robustness properties are required. H, methods have been successfully
applied to a number maritime control problems including sailing yacht course keeping
[19].
Finally, a natural next step would be to extend the current model for a partially
observable state equation. As has been discussed in Chapter 5 combining the Kalman
Filter and LQ controller is a promising and necessary avenue for future research.
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