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Abstract
C. Thomassen (Proc. London Math. Soc. (3) 42 (1981), 231-251) gave a character-
ization of strongly connected non-Hamiltonian digraphs of order p ≥ 3 with minimum
degree p − 1. In this paper we give an analogous characterization of strongly connected
non-Hamiltonian digraphs with Meyniel-type condition (the sum of degrees of every pair
of non-adjacent vertices x and y at least 2p−2). Moreover, we prove that such digraphs D
contain cycles of all lengths k, for 2 ≤ k ≤ m, wherem is the length of a longest cycle inD.
Keywords: Digraph, Cycle, Hamiltonian cycle, Pancyclic digraph, Longest non-
Hamiltonian cycle.
1 Introduction
In this paper we consider finite digraphs (directed graphs) without loops and multiple
arcs. Every cycle and path is assumed simple and directed.
A digraph D is called Hamiltonian if it contains a Hamiltonian cycle , i.e., a cycle
that includes all the vertices of D, and is pancyclic if it contains cycles of every length m,
3 ≤ m ≤ p, where p is the number of the vertices of D. We recall the following well-known
degree conditions (Theorems A and B), which guarantee that a digraph is Hamiltonian.
Theorem A (Ghouila-Houri [6]). Let D be a strongly connected digraph of order p ≥ 2.
If d(x) ≥ p for all vertices of D, then D is Hamiltonian.
For the next theorem we need the following definition.
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Definition. Let D be a digraph of order p, and let k be an integer. We will say that D
satisfies condition Mk when
d(x) + d(y) ≥ 2p− 2 + k
for all pairs of non-adjacent vertices x and y .
Theorem B (Meyniel [9]). Let D be a strongly connected digraph of order p ≥ 2 satisfy-
ing condition M1. Then D is Hamiltonian.
Using Meyniel’s theorem it is not difficult to show the following corollary.
Corollary. Let D be a digraph of order p ≥ 2. If d(x) + d(y) ≥ 2p− 3 for every pair of
non-adjacent vertices x, y in D, then D contains a Hamiltonian path.
Theorems A and B are best possible. Nash-Williams [10] raised the following problem.
Problem 1: (Nash-Williams [10]). Describe all the extreme digraphs for Theorem A,
i.e., describe all the strongly connected non-Hamiltonian digraphs of order p with mini-
mum degree p− 1.
As a partial solution to the above problem of Nash-Williams, Thomassen [13] proved
the following theorem.
Theorem C (Thomassen [13]). Let D be a strongly connected non-Hamiltonian digraph
of order p with minimum degree at least p− 1. Let S be a longest cycle in D. Then any
two vertices of V (D)\V (S) are adjacent, every vertex of V (D)\V (S) has degree p−1 (in
D), and every component of D〈V (D)\V (S)〉 is complete. Furthermore, if D is 2-strongly
connected, then S can be chosen such that D〈V (D) \ V (S)〉 is a transitive tournament.
In [3], [4], [8], [11] and [12] are shown that: if a strongly connected digraph D satisfies
the condition of Theorem A or the condition Mi, 1 ≤ i ≤ 3, then D also is pancyclic
unless D is isomorphic to one of some exceptional digraphs which are characterized. In
[5], the author and Mosesyan proved that if an orgraph G (i.e., a digraph without cycles
of length two) of order 2n + 1 ≥ 17 is (n− 1)-biregular, then G is pancyclic. The reader
can find more information on the Hamiltonian and pancyclic digraphs in the survey paper
[1] by Bermond and Thomassen.
Motivated of Meyniel’s and Thomassen’s theorems it is natural to consider the anal-
ogous problem for the Meyniel’s theorem:
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Problem 2: Characterize those strongly connected digraphs which satisfy condition M0
but are not-Hamiltonian. Whether such digraphs D contains cycles of lengths r for all
2 ≤ r ≤ m, where m is the length of the longest cycles of D?
We here prove a result analogous to the abovementioned theorem due to Thomassen
for the Meyniel-like condition.
Theorem D. Let D be a strongly connected non-Hamiltonian digraph of order p ≥ 3
satisfying condition M0. Let Cm = x1x2 . . . xmx1 be a longest cycle in D, and let D1,
D2, . . . , Dh be the strong components of D〈V (D) \ V (Cm)〉 labelled in such a way that no
vertex of Di dominates a vertex of Dj whenever i > j. Then the following statements
hold:
I. Any two distinct vertices of A := V (D) \V (Cm) are adjacent; every vertex of A has
degree at most p− 1 in D; every component Di (1 ≤ i ≤ h) is complete.
II. If G 6∼= [(Kp−m∪Km−1)+K1]
∗, then for every l ∈ [1, h] there are two distinct vertices
xa, xb on Cm and some vertices u, v in V (Dl) (possibly u = v) such that xau, vxb ∈ E(D)
and
E(Bl → V (D1) ∪ V (D2) ∪ . . . ∪ V (Dl)) = E(V (Dl) ∪ V (Dl+1) ∪ . . . ∪ V (Dh)→ Bl) = ∅,
in particular, E(V (Dl), Bl) = ∅, where Bl := {xa+1, xa+2, . . . , xb−1} 6= ∅. Moreover,
D〈Bl〉 is complete;
V (D1) ∪ V (D2) ∪ . . . ∪ V (Dl−1)→ Bl ∪ V (Dl) → V (Dl+1) ∪ . . . ∪ V (Dh);
for all vertices z ∈ V (Dl) and y ∈ Bl, d(z, Cm) = m − |Bl| + 1; d(y, Cm) = m + |Bl| −
1; |Bl| ≥ |V (Dl)| and any vertex of V (Dl) ∪ Bl cannot be inserted into Cm[xb, xa] (in
particular, xa → Bl ∪ V (Dl)→ xb).
III. If D is 2-strongly connected, then the induced subdigraph D〈A〉 is a transitive
tournament.
IV. D contains cycles of every length r, r ∈ [2, m], unless when p odd and D is iso-
morphic to the complete bipartite digraph K∗⌊p/2⌋,⌊p/2⌋+1.
It is worth remaking that in the proofs of the first and second statements of Theorem
D we use some ideas appeared in [13]. The aim of this paper is to present a detailed proof
of Theorem D.
2 Terminology and notation
In this paper we consider finite digraphs without loops and multiple arcs. We refer the
reader to [1] and [7]. for terminology not discussed here. For a digraph D, we denote by
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V (D) the vertex set of D and by E(D) the set of arcs in D. The order of D is the number
of its vertices.
The arc of a digraph D directed from x to y is denoted by xy (we say that x dominates
y). For disjoint subsets A and B of V (D) we define E(A → B) as the set {xy ∈ E(D)|x ∈
A, y ∈ B} and E(A,B) = A(A → B) ∪ A(B → A). If x ∈ V (D) and A = {x} we write
x instead of {x}. If A and B are two disjoint subsets of V (D) such that every vertex of
A dominates every vertex of B, then we say that A dominates B, denoted by A → B.
The out-neighborhood of a vertex x is the set O(x) = {y ∈ V (D)|xy ∈ E(D)} and
I(x) = {y ∈ V (D)|yx ∈ E(D)} is the in-neighborhood of x. Similarly, if A ⊆ V (D), then
O(x,A) = {y ∈ A|xy ∈ E(D)} and I(x,A) = {y ∈ A|yx ∈ E(D)}. The degree of the
vertex x inD is defined as d(x) = |O(x)|+|I(x)| (similarly, d(x,A) = |O(x,A)|+|I(x,A)|).
For integers a and b, a ≤ b, let [a, b] denote the set of all integers which are not less
than a and are not greater than b. We denote left[a, b] = a and right[a, b] = b.
The path (respectively, the cycle) consisting of the distinct vertices x1, x2, . . . , xm
(m ≥ 2) and the arcs xixi+1, i ∈ [1, m− 1] (respectively, xixi+1, i ∈ [1, m− 1], and xmx1),
is denoted by x1x2 · · ·xm (respectively, x1x2 · · ·xmx1). We say that x1x2 · · ·xm is a path
from x1 to xm or is an (x1, xm)-path. The length of a cycle (of a path) is the number of
its arcs. Ck (k ≥ 2) will denote the cycle of length k. A cycle (respectively, a path) that
contains all the vertices of D is a Hamiltonian cycle (respectively, a Hamiltonian path).
A digraph D is Hamiltonian if it contains a Hamiltonian cycle.
If P is a path containing a subpath from x to y, then P [x, y] denotes the subpath of
P from x to y. Similarly, if C is a cycle containing vertices x and y, then C[x, y] denotes
the subpath of C from x to y. For convenience, we also use P [x, y] (C[x, y]) to denote the
vertex set of the corresponding subpath.
Given a vertex x of a directed path P or a directed cycle C, we use the notation
x+ and x− for the successor and the predecessor of x (on P or on C) according to the
orientation.
The subdigraph of D induced by a subset A of V (D) is denoted by D〈A〉. A digraph
D is strongly connected (or, just, strong) if there exists a path from x to y and a path
from y to x for every pair of distinct vertices x, y. A digraph D is k-strongly connected
(or k-strong, k ≥ 1) if |V (D)| ≥ k + 1 and D〈V (D) \ A〉 is strong for any set A of at
most k− 1 vertices. By Menger’s theorem, this is equivalent to the property that for any
ordered pair of distinct vertices x, y there are k internally disjoint paths from x to y.
A strong component of a digraph D is a maximal induced strong subdigraph of D.
Two distinct vertices x and y in D are adjacent if xy ∈ A(D) or yx ∈ A(D) (or both).
For an undirected graph G, we denote by G∗ the symmetric digraph obtained from G by
replacing every edge xy with the pair xy, yx of arcs.
We will denote the complete bipartite digraph with partite sets of cardinalities p, q by
K∗p,q.
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3 Preliminaries
Let us recall some well-known lemmas used in this paper.
Lemma 1 ([8]). Let D be a digraph of order p ≥ 3 containing a cycle Cm, m ∈ [2, p− 1].
Let x be a vertex not contained in this cycle. If d(x, V (Cm)) ≥ m + 1, then for every k,
k ∈ [2, m+ 1], D contains a cycle Ck including x.
The following lemma is a modification of a lemma by Bondy and Thomassen [2].
Lemma 2. Let D be a digraph of order p ≥ 3 containing a path P := x1x2 . . . xm,
m ∈ [2, p − 1]. Let x be a vertex not contained in this path. If one of the following
statements holds:
(i) d(x, V (P )) ≥ m+ 2;
(ii) d(x, V (P )) ≥ m+ 1 and xx1 /∈ E(D) or xmx /∈ E(D);
(iii) d(x, V (P )) ≥ m, xx1 /∈ E(D) and xmx /∈ E(D);
then there is an i ∈ [1, m − 1] such that xix, xxi+1 ∈ E(D), i.e., D contains a path
x1x2 . . . xixxi+1 . . . xm of length m (we say that x can be inserted into P or the path
x1x2 . . . xixxi+1 . . . xm is an extended path obtained from P with x).
As a consequence of Lemma 2, we get the following Lemma 3 (we give the proof of
Lemma 3 here for completeness).
Lemma 3. Let D be a digraph of order p ≥ 4. Suppose that P := x1x2 . . . xm, m ∈
[2, p−2], is a longest path from x1 to xm in D. If the induced subdigraph D〈V (D)\V (P )〉
is strongly connected and for all vertices x of V (D) \ V (P ), d(x, V (P )) = m + 1, then
there is an integer l ∈ [1, m] such that
O(x, V (P )) = {x1, x2, . . . , xl} and I(x, V (P )) = {xl, xl+1, . . . , xm}.
Proof. Let x be an arbitrary vertex of A := V (D) \V (P ). Since d(x, V (P )) = m+1 and
x cannot be inserted into P , by Lemma 2(ii) we have xx1 and xmx ∈ E(D). We claim
that x is adjacent to every vertex of P . Assume that this is not the case. Let x and xk,
where 2 ≤ k ≤ m−1, are not adjacent. Put P1 := x1x2 . . . xk−1 and P2 := xk+1xk+2 . . . xm
(possibly, k = 2 or k = m − 1). Since x cannot be inserted neither into P1 nor in P2, by
Lemma 2(i) we have that d(x, V (P1)) ≤ |V (P1)| + 1 and d(x, V (P2)) ≤ |V (P2)| + 1. On
the other hand,
m+ 1 = d(x, V (P )) = d(x, V (P1)) + d(x, V (P2)) ≤ k +m− k + 1 = m+ 1.
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This implies that d(x, V (P1)) = |V (P1)|+1 and d(x, V (P2)) = |V (P2)|+1. Again applying
Lemma 2(ii) to P1 and to P2, we obtain xk−1x and xxk+1 ∈ E(D). Since D〈A〉 is strong
and P is a longest (x1, xm)-path, it follows that xk and every vertex z of A \ {x} are
not adjacent. Now using Lemma 2, by similar arguments, we conclude that xk−1z and
zxk+1 ∈ E(D) since d(z, V (P )) = m+1. Hence, it is not difficult to describe an (x1, xm)-
path of length greater than m− 1, which is a contradiction.
Thus we have proved that every vertex of A is adjacent to every vertex of V (P ).
Then, since D〈A〉 is strong and d(x, V (P )) = m+ 1 for all x ∈ A, there exists an integer
l ∈ [1, m] such that O(x, V (P )) = {x1, x2, . . . , xl} and I(x, V (P )) = {xl, xl+1, . . . , xm}.
Lemma 3 is proved.
4 Proof of Theorem D
For any integers i and k (1 ≤ i ≤ k ≤ h) put Ai := V (Di), Ai,k := ∪
k
j=iAj , ai := |Ai| and
ai,k := |Ai,k|. We use Cm also for V (Cm). Since Cm is a longest cycle in D, using Lemma
1, we obtain that for every vertex y of A, d(y, Cm) ≤ m. This together with condition M0
implies that for any two non-adjacent distinct vertices y and z of A the following holds
2p− 2 ≤ d(y) + d(z) = d(y, Cm) + d(z, Cm) + d(y, A) + d(z, A) ≤ 2m+ d(y, A) + d(z, A).
Hence, d(y, A)+ d(z, A) ≥ 2(p−m)− 2, i.e., the subdigraph D〈A〉 satisfies condition M0.
Therefore, by corollary of Meyniel’s theorem, the subdigraph D〈A〉 has a Hamiltonian
path. In particular, for each i ∈ [1, h−1] there is an arc from a vertex of Ai to a vertex of
Ai+1, i.e., E(Ai → Ai+1) 6= ∅. From this and strongly connectedness of D it follows that
E(Cm → A1) 6= ∅ and E(Ah → Cm) 6= ∅. (1)
We consider two cases.
Case 1. Exactly one vertex, say x, of the cycle Cm is adjacent to some vertices of A.
Then E(A,Cm \ {x}) = ∅. By condition M0, for every pair of vertices y ∈ Cm \ {x}
and z ∈ A we have
2p− 2 ≤ d(y) + d(z) = d(y, Cm) + d(z, A) + d(z, {x}). (2)
Since
d(z, {x}) ≤ 2, d(y, Cm) ≤ 2m− 2 and d(z, A) ≤ 2(p−m− 1), (3)
from (2) it follows that all the inequalities of (3), in fact, are equalities. Therefore,
the subdigraphs D〈Cm〉 and D〈A ∪ {x}〉 are complete digraphs. This means that D ∼=
[(Kp−m ∪ Km−1) + K1]
∗. In particular, D is not 2-strongly connected. It is easy to see
that m ≥ p − m + 1 since Cm is a longest cycle in D. From this and d(z) = 2p − 2m,
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where z ∈ A, we have d(z) = 2p − 2m ≤ p − 1. Thus, we have proved that in this case
the theorem is true.
Case 2. There are at least two distinct vertices on Cm which are adjacent to some vertices
of A.
We first prove Claim 1 and Claim 2.
Claim 1. Let 1 ≤ l ≤ q ≤ h. Suppose that there are vertices xa, xb with xa 6= xb on
Cm, and vertices u ∈ Al, v ∈ Aq (possibly, u = v) such that xau, vxb ∈ E(D). Moreover,
assume that for some integer k ∈ [l, q] and Bk := {xa+1, xa+2, . . . , xb−1},
E(Bk → A1,k) = E(Ak,h → Bk) = ∅. (4)
Then the following statements hold:
a. |Bk| ≥ 1, l = k = q, the subdigraphs Dk and D〈Bk〉 are complete digraphs;
b. For all vertices y ∈ Bk and z ∈ Ak, d(y, Cm) = m+|Bk|−1, d(z, Cm) = m−|Bk|+1
and d(z) ≤ p− 1;
c. The path Cm[xb, xa] cannot be extended with any vertex of Ak ∪ Bk (in particular,
xa → Ak ∪Bk → xb) and A1,k−1 → Ak ∪ Bk → Ak+1,h.
Proof of Claim 1. From (4) it follows that E(Ak, Bk) = ∅. Since Cm is a longest cycle
in D and since in D〈A〉 there is an (u, v)-path, whose existence (if l 6= q) follows from
the fact that D〈A〉 has a Hamiltonian path, we have |Bk| ≥ 1. Now we extend the path
Cm[xb, xa] with the vertices of Bk as much as possible. We obtain an (xb, xa)-extended
path, say Q. Because of the maximality of Cm, the presence of the arcs xau, vxb and an
(u, v)-path in D〈A〉, some vertices y1, y2, . . . , yd of Bk, where 1 ≤ d ≤ |Bk|, are not on the
obtained extended path Q. Now using Lemma 2, we obtain
d(yi, Cm) = d(yi, V (Q)) + d(yi, {y1, y2, . . . , yd}) ≤ m+ d− 1. (5)
Let z be an arbitrary vertex of Ak. It is easy to see that the vertex z cannot be
inserted into C[xb, xa]. Now using the fact that E(Ak, Bk) = ∅ and Lemma 2, we obtain
d(z, Cm) ≤ m− |Bk|+ 1. (6)
On the other hand, by (4), we have
d(yi) + d(z) = d(yi, Cm) + d(z, Cm) + |E(A1,k−1 → yi)|+ |E(yi → Ak+1,h)|
+|E(A1,k \ {z} → z)|+ |E(z → Ak,h \ {z})|.
Now using (5), (6) and condition M0, we get
2p− 2 ≤ d(yi) + d(z) ≤ m+ d− 1 +m− |Bk|+ 1 + a1,k−1 + ak+1,h
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+a1,k + ak,h − 2 = 2p+ d− |Bk| − 2 (7)
because of a1,k+ak+1,h = a1,k−1+ak,h = p−m. Since d ≤ |Bk|, we have that d = |Bk|, i.e.,
the path Cm[xb, xa] cannot be extended with any vertex of Bk. Moreover, it follows that
there must be equalities in all estimates that led to (7) as well, i.e., the subdigraphs Dk
and D〈Bk〉 are complete digraphs, d(z, Cm) = m− |Bk|+ 1 and d(y, Cm) = m+ |Bk| − 1
and
A1,k−1 → Ak ∪ Bk → Ak+1,h.
From the last expression it follows that u, v ∈ Ak, i.e., l = q = k. Since d(z, Cm) =
m− |Bk|+ 1 and d(z, Bk) = 0, using Lemma 2 we obtain that xa → Ak → xb. Similarly,
xa → Bk → xb. From this, the arbitrariness of z and the fact that Dk is complete it
follows that |Bk| ≥ ak, which in turn implies that
d(z) = d(z, Cm) + d(z, Ak) + d(z, A \Ak) = m− |Bk|+ 1+ 2ak − 2 + p−m− ak ≤ p− 1.
This completes the proof of Claim 1.
Claim 2. Suppose that l ∈ [1, h]. Then there exist two distinct vertices xa, xb on Cm and
some vertices u, v in Al (possibly u = v) such that xau, vxb ∈ E(D) and
E(Bl → A1,l) = E(Al,h → Bl) = ∅,
where Bl := {xa+1, xa+2, . . . , xb−1} and |Bl| ≥ 1 (i.e., for every l ∈ [1, h] the suppositions
of Claim 1 hold when l = q = k ).
Proof of Claim 2. In order to prove Claim 2, we first prove that Claim 2 is true for
l = 1 or l = h.
Since Cm is a longest cycle in D and since D〈A〉 contains a Hamiltonian path, from (1)
it follows that there exists a vertex xi ∈ Cm such that E(xi → A1) 6= ∅, E(xi+1 → A1) = ∅
and E(A → xi+1) = ∅.
From E(Ah → Cm) 6= ∅ (by (1)) and E(A → xi+1) = ∅ it follows that there is a vertex
xb ∈ Cm \ {xi+1} such that
E(A → xb) 6= ∅ and E(A → {xi+1, . . . , xb−1}) = ∅. (8)
To be definite, assume that zxb ∈ E(D), where z ∈ Aq and q ∈ [1, h].
Assume first that the vertices xi and xb are distinct. It is easy to see that E(xb−1 →
A1,q) = ∅ since Cm is a longest cycle in D. This together with (8) implies that
E(xb−1, A1,q) = ∅. Now from E(xi → A1) 6= ∅ it follows that there is a vertex xa ∈
{xi, xi+1, . . . , xb−2} and an integer k ∈ [1, q] such that
E(xa → Ak) 6= ∅ and E({xa+1, . . . , xb−1} → A1,q) = ∅. (9)
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By (8) and (9), for Bl := {xa+1, . . . , xb−1} we have that
E(Bl → A1,q) = E(A → Bl) = ∅,
in particular, E(Ak,q, Bl) = ∅. Thus, the suppositions of Claim 1 hold, which in turn
implies that k = q and A1,k−1 → Bl ∪ Ak → Ak+1,h. Therefore, A1,k−1 = ∅, i.e., k = 1,
since E(A→ Bl) = ∅ by (8). Thus in this case (xi 6= xb) for l = 1 Claim 2 is true.
Assume next that there is no xj other than xi such that E(A → xj) 6= ∅. We have
E(Ah → Cm) 6= ∅ (by (1)) and E(A → Cm \ {xi}) = ∅, in particular, E(Ah → xi) 6= ∅.
Under the condition of Case 2, there exists a vertex xg ∈ Cm other than xi such that
E(xg → A) 6= ∅. It is not difficult to check that in the converse digraph of D the
considered case xi 6= xb holds. In this case Claim 2 is true for l = h. So, Claim 2 is true
for l = 1 or l = h. This means that if h = 1, then Claim 2 is proved. Assume that h ≥ 2.
Without loss of generality we may assume that Claim 2 is true for l = h (if Claim 2 is
true for l = 1, then we will consider the converse digraph of D).
Now we assume that Claim 2 is true for t + 1, where 2 ≤ t + 1 ≤ h, and prove it for
t. Then there are vertices u′, v′ ∈ At+1 and two distinct vertices xd, xs on Cm such that
xdu
′, v′xs ∈ E(D) and
E({xd+1, xd+2, . . . , xs−1} → A1,t+1) = E(At+1,h → {xd+1, xd+2, . . . , xs−1}) = ∅.
Then, by Claim 1, A1,t → {xd+1, xd+2, . . . , xs−1} ∪ At+1 → At+2,h in particular, A1,t →
{xd+1} which in turn implies that At → {xd+1}. This implies that E(xd → A1,t) = ∅,
since Cm is a longest cycle in D. This together with E(Cm → A1) 6= ∅ implies that there
exists a vertex xi /∈ {xd, xd+1, . . . , xs−1} such that
E(xi → A1,t) 6= ∅ and E({xi+1, xi+2, . . . , xd} → A1,t) = ∅. (10)
To be definite, assume that xiy ∈ E(D), where y ∈ Ar and r ∈ [1, t]. Since Cm is a
longest cycle in D, it follows that E(Ar,h → xi+1) = ∅, in particular E(xi+1, Ar,t) =
∅ by (10). This together with At → xd+1 implies that there exists a vertex xj ∈
{xi+2, xi+3, . . . , xd+1} such that
E(Ar,h → xj) 6= ∅ and E(Ar,h → {xi+1, xi+2, . . . , xj−1}) = ∅. (11)
To be definite, assume that E(Aq → xj) 6= ∅, where r ≤ q ≤ h.
Assume that q ≥ t, then by (10) and (11) we have
E({xi+1, xi+2, . . . , xj−1} → A1,t) = E(Ar,h → {xi+1, xi+2, . . . , xj−1} = ∅.
Therefore, if q ≥ t, then from r ≤ t and Claim 1 it follows that l = t = q, which in turn
implies that for t Claim 2 is true.
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We may therefore assume that q ≤ t − 1. Let Bk := {xi+1, xi+2, . . . , xj−1} and let z
be an arbitrary vertex of Ak, where k ∈ [r, q]. (10) and (11), in particular, mean that
E(z, Bk) = ∅. Since Cm is a longest cycle in D, the vertex z cannot be inserted into Cm.
Using Lemma 2, and E(z, Bk) = ∅ we obtain that d(z, Cm) ≤ m − |Bk| + 1. It is clear
that d(z, A) ≤ p−m+ ak − 2. Thus, d(z) ≤ p− |Bk|+ ak − 1.
Since xiy, wxj ∈ E(D), where y ∈ Ar, w ∈ Aq and 1 ≤ r ≤ q ≤ t− 1, and since D〈A〉
has a Hamiltonian path (in particular, in D〈A〉 there is a (y, w)-path), it follows that the
path Cm[xj , xi] cannot be extended with all vertices of Bk. This means that for some
vertices y1, y2, . . . , yd of Bk (d ≥ 1) the following holds d(yi, Cm) ≤ m+ d− 1. Using (10)
and (11), we obtain that E(yi → A1,t) = E(Ar,h → yi) = ∅. Therefore, A(yi, Ar,t) = ∅
and
d(yi, A) = d(yi, A1,r−1) + d(yi, At+1,h) ≤ a1,r−1 + at+1,h
(if r = 1, then A1,r−1 = ∅). Now, since the vertices z and yi are not adjacent, condition
M0 implies that
2p− 2 ≤ d(yi) + d(z) ≤ p− |Bk|+ ak − 1 + a1,r−1 + ar,t + at+1,h − ar,t
+m+ d− 1 ≤ 2p− |Bk|+ d− 2 + ak − ar,t,
since p − m = a1,r−1 + ar,t + ar+1,h. Using the facts that ak ≤ ar,t and d ≤ |Bk|, we
obtain that d = |Bk| and ak = ar,t. The last equality is possible if k = r = t = q, which
contradicts the assumption that q ≤ t− 1. This completes the proof of Claim 2.
The first and second statements of the theorem in Case 2 follows immediately from
Claims 1 and 2.
Now we will prove the third statement of the theorem. Suppose in addition that D is
2-strongly connected. We want to prove that the induced subdigraph D〈A〉 is a transitive
tournament. By the first statement of the theorem, it suffices to prove that ai = 1 for all
i ∈ [1, h]. Assume that this is not the case. Then for some k ∈ [1, h], ak ≥ 2. By the
first and second statements of the theorem, the subdigraphs Dk and D〈Bk〉 are complete
digraphs, where Bk = {xa+1, . . . , xb−1} and xa → Dk → xb. Therefore, s := bk ≥ ak ≥ 2
(recall that bk = |Bk| and ak = |Ak|). Put P := Cm[xb, xa] = x1x2 . . . xm−s. Let y
(respectively, z) be an arbitrary vertex of Bk (respectively, Ak). By the second statement
of the theorem, any vertex of Ak ∪ Bk cannot be inserted into P and d(y, V (P )) =
d(z, V (P )) = m− s+ 1. Therefore, by Lemma 3, there exist l, l′ ∈ [1, m− s] such that
O(z, V (P )) = {x1, x2, . . . , xl}, I(z, V (P )) = {xl, xl+1, . . . , xm−s} (12)
O(y, V (P )) = {x1, x2, . . . , xl′}, I(y, V (P )) = {xl′ , xl′+1, . . . , xm−s}. (13)
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Without loss of generality, we may assume that l ≤ l′ (for otherwise we will consider the
converse digraph of D). Since Cm is a longest cycle in D, it is easy to see that
E({x1, x2, . . . , xl−1} → A1,k) = E(Ak,h → {xl+1, xl+2, . . . , xm−s}) = ∅. (14)
If xixj ∈ E(D with i ∈ [1, l − 1] and j ∈ [l + 1, m − s], then, by (12) and (13), the
cycle x1x2 . . . xixj . . . xm xi+1 . . . xj−1zx1, where z ∈ Ak, is a cycle of length m+ 1, which
contradicts that Cm is a longest cycle in D. We may therefore assume that
E({x1, x2, . . . , xl−1} → {xl+1, , xl+2, . . . , xm−s}) = ∅. (15)
By the second statement of the theorem we have
E(Bk → A1,k) = E(Ak,h → Bk) = ∅. (16)
This together with (12)-(15) implies that if 2 ≤ l ≤ m− s, then
E({x1, x2, . . . , xl−1} ∪ Ak+1,h → Bk ∪A1,k ∪ {xl+1, . . . , xm−s}) = ∅.
This means that D − {xl} is not strong, which contradicts the assumption that D is
2-strongly connected.
Thus, we may assume that l = 1. Let l′ ≥ 2, then using (13) it is not difficult to see
that
E(x1 → {x3, x4, . . . , xm−s}) = E({x1 → A1,k−1) = ∅. (17)
Indeed, if x1xi ∈ E(D) with i ∈ [3, m−s], then the cycle x1xi . . . xm−s . . . xmx2 . . . xi−1zx1
is a cycle of length m+1, and if x1u ∈ E(D), where u ∈ A1,k−1, then, by the second state-
ment of the theorem, A1,k−1 → Bk (if k ≥ 2) and the cycle x1uxm−s+1 . . . xmx2 . . . xm−szx1
is a cycle of length m+ 1, a contradiction.
Now using (14), (16) and (17), we obtain
E({x1} ∪Ak,h → Bk ∪ A1,k−1 ∪ {x3, x4, . . . , xm−s}) = ∅.
This means that the subdigraph D−{x2} is not 2-strongly connected, which is a contra-
diction.
Let finally l = l′ = 1. Then we have E(Ak,h → Bk ∪ A1,k−1 ∪ {x2, x3, . . . , xm−s}) = ∅.
Therefore, G − {x1} is not strongly connected, which contradicts that D is 2-strongly
connected. This completes the proof of the third statement of the theorem.
Finally we will prove the fourth statement of the theorem that for every r ∈ [2, m],
D contains a cycle of length r unless p odd and D isomorphic to the complete bipartite
digraph K∗⌊p/2⌋,⌊p/2⌋+1.
Assume first that there exists an integer k ∈ [1, h] for which |Bk| ≥ 2 (Claim 2). Put
Pk := Cm[xb, xa] := x1x2 . . . xm−s, where s = |Bk|. By Claims 1 and 2 we have, D〈Bk〉
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is a complete digraph, any vertex y of Bk cannot be inserted into Pk and d(y, V (Pk)) =
m− s+ 1. Therefore, by Lemma 3, there exists an integer l ∈ [1, m− s] such that
{xl, xl+1, . . . , xm−s} → Bk → {x1, x2, . . . , xl}.
Hence it is not difficult to check that D contains a cycle of length r for every r ∈ [2, m].
In what follows we assume that |Bi| = 1 for all i ∈ [1, h]. From the second statement
of the theorem it follows that ai = 1 for every i ∈ [1, h]. Then, by the first statement of
the theorem, in D〈A〉 any two vertices are adjacent, which in turn implies that D〈A〉 is
a transitive tournament.
Put A1 := {x}. By Claim 1, we have that d(x, Cm) = m− |B1|+1, i.e., d(x, Cm) = m
since |B1| = 1. Now for the cycle Cm and the vertex x it is not difficult to show the
following proposition.
Proposition 1. Let xi be an arbitrary vertex on Cm. Then the following holds:
(i) if xix /∈ E(D), then xx
+
i ∈ E(D);
(ii) if xxi /∈ E(D), then x
−
i x ∈ E(D);
(iii) if E(x, xi) = ∅, then x
−
i x and xx
+
i ∈ E(D).
Proof of Proposition 1. Indeed, if xix /∈ E(D) and xx
+
i /∈ E(D), then, since d(x, Cm) =
m and Cm is a longest cycle in D, using Lemma 2(iii), we obtain
m = d(x, Cm) = d(x, Cm[x
+
i , xi]) ≤ |Cm[x
+
i , xi]| − 1 = m− 1,
a contradiction. In the same way, one can show that (ii) also is true. (iii) is an immediate
consequence of (i) and (ii).
Let xt1 , xt2 , . . . , xtn be the vertices of Cm that are not adjacent to x numbered along
the orientation of the cycle Cm. By Proposition 1(iii) we have
x−tix ∈ E(D) and xx
+
ti
∈ E(D). (18)
Observe that any path Qi := xti+1xti+2 . . . xti+1−1 (in other words, Qi = Cm[x
+
ti , x
−
ti+1 ])
cannot be extended with the vertex x (here, tn+i = ti for all i ∈ [1, n]). Then, since the
vertex x is adjacent to any vertex of V (Qi), using Lemma 2 and the fact that d(x, Cm) =
m, we obtain that d(x, V (Qi)) = |V (Qi)|+ 1 and there exists an integer li ≥ 1 such that
O(x, V (Qi)) = {xti+1, xti+2, . . . , xti+li}, I(x, V (Qi)) = {xti+li, xti+li+1, . . . , xti+1−1}.
(19)
From (18) and the second statement of the theorem it follows that
d(xti , Cm) = m, d(xti) = p− 1, xti → A \ {x} and E(A → xti) = ∅. (20)
From (19) it follows that if n = 1, then for every r ∈ [2, m], D contains a cycle of length
r. In the sequel, we assume that n ≥ 2, i.e., the number of vertices on Cm which are not
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adjacent to x is more than or equal to two.
We need to prove the following Claims 3-6.
Claim 3. Suppose that two distinct vertices xa, xb of {xt1 , xt2 , . . . , xtn} are not adjacent,
then the arcs xb−1xa, xaxb+1, xbxa+1, xa−1xb are in E(D).
Proof of Claim 3. By the first equality of (20), we have d(xa, Cm) = d(xb, Cm) = m. By
(18), xb−1x and xxb+1 ∈ E(D). This implies that xb cannot be inserted into Cm[xb+1, xb−1]
since Cm is a longest cycle in D. Hence, using Lemma 2, we obtain
m = d(xb, Cm) = d(xb, Cm[xa+1, xb−1]) + d(xb, Cm[xb+1, xa−1])
≤ |Cm[xa+1, xb−1]|+ |Cm[xb+1, xa−1]|+ 2 = m.
Therefore
d(xb, Cm[xa+1, xb−1]) = |Cm[xa+1, xb−1]|+1 and d(xb, Cm[xb+1, xa−1]) = |Cm[xb+1, xa−1]|+1.
Since xb cannot be inserted into Cm[xb+1, xb−1], the last two equalities together with
Lemma 2(ii) imply that xbxa+1 and xa−1xb ∈ E(D).
Similarly, one can show that xb−1xa and xaxb+1 ∈ E(D). Claim 3 is proved.
Claim 4. Suppose that two distinct vertices, say xm and xq, of {xt1 , xt2 , . . . , xtn} are
not adjacent. Then {xt1 , xt2 , . . . , xtn} is an independent set and for every vertex y ∈
{xt1 , xt2 , . . . , xtn} the following holds
O(x, Cm) = O(y, Cm) and I(x, Cm) = I(y, Cm).
Proof of Claim 4. Then 2 ≤ q ≤ m− 2. By Claim 3 and (18), the arcs
xq−1x, xxq+1, xm−1x, xx1, xqx1, xm−1xq, xq−1xm and xmxq+1 are in E(D). (21)
First we prove the following two statements:
(i) if xjx ∈ E(D) with j ∈ [1, m− 2], then xmxj+1 /∈ E(D);
(ii) if xxj ∈ E(D) with j ∈ [2, m− 1], then xj−1xm /∈ E(D).
Proof of (i) and (ii). The proof is by contradiction. (i). Assume the opposite that
xjx ∈ E(D) with j ∈ [1, m− 2] and xmxj+1 ∈ E(D). Now using (21), we obtain that:
if j ∈ [1, q − 1], then Cm+1 = x1x2 . . . xjxxq+1 . . . xmxj+1 . . . xqx1; and
if j ∈ [q + 1, m− 2], then Cm+1 = x1x2 . . . xq−1xmxj+1 . . . xm−1xq . . . xjxx1.
(ii). Assume the opposite that xxj ∈ E(D) with j ∈ [2, m − 1] and xj−1xm ∈ E(D).
Again using (21), we obtain that:
if j ∈ [2, q − 1], then Cm+1 = x1x2 . . . xj−1xmxq+1 . . . xm−1xxj . . . xqx1; and
if j ∈ [q + 1, m− 1], then Cm+1 = x1x2 . . . xq−1xxj . . . xm−1xq . . . xj−1xmx1.
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Thus, in each case we have a contradiction since Cm is a longest cycle in D. Therefore,
(i) and (ii) both are true.
Now we return to proof of Claim 4.
Let xj be an arbitrary vertex of {xt1 , xt2 , . . . , xtn} other than xm and xq (here we
assume that n ≥ 3). Notice that j ∈ [2, m − 2]. By (18), xj−1x and xxj+1 ∈ E(D).
Therefore from (i) and (ii) it follows that xmxj /∈ E(D) and xjxm /∈ E(D), i.e., xm and
xj are non-adjacent. Since xm and xj are two arbitrary vertices of {xt1 , xt2 , . . . , xtn}, we
can conclude that any two distinct vertices of {xt1 , xt2 , . . . , xtn} are not adjacent. Thus
the first part of Claim 4 is proved, i.e., {xt1 , xt2 , . . . , xtn} is an independent set.
To complete the proof of Claim 4, it remains to show that
O(x, Cm) = O(y, Cm) and I(x, Cm) = I(y, Cm) for all y ∈ {xt1 , xt2 , . . . , xtn}.
Let xa and xb be two arbitrary distinct vertices of {xt1 , xt2 , . . . , xtn} such that
{xa+l, xa+l+1, . . . , xb−1} → x → {xa+1, xa+2, . . . , xa+l},
in other words, if for some i ∈ [1, n], xa = xti , then xb = xti+1 . Choose an arbitrary vertex
of {xt1 , xt2 , . . . ,
xtn}, say xm (possibly, xm = xa). Then using Lemma 2 and the fact that d(xm, Cm) = m
it is not difficult to show that
d(xm, Cm[xa+1, xb−1]) = |Cm[xa+1, xb−1]|+ 1 and xmxa+1, xb−1xm ∈ E(D). (22)
We claim that xm and every vertex of {xa+1, xa+2, . . . , xb−1} are adjacent. Assume that
this is not the case. Let xm and xi are not adjacent, where xi ∈ {xa+2, xa+3, . . . , xb−2}.
If xi ∈ {xa+2, xa+3, . . . , xa+l}, then xxi ∈ E(D) and , by statement (ii), xi−1xm /∈ E(D).
Now using Lemma 2, we obtain
d(xm, Cm[xa+1, xb−1]) = d(xm, Cm[xa+1, xi−1]) + d(xm, Cm[xi+1, xb−1])
≤ |Cm[xa+1, xi−1]|+ |Cm[xi+1, xb−1]|+ 1 = |Cm[xa+1, xb−1]|,
which contradict the equality of (22). Similarly, using statement (i), one can show that
xm and every vertex of {xa+l+1, xa+l+2, . . . , xb−2} are adjacent.
Thus the vertex xm and every vertex of Cm[xa+1, xb−1] are adjacent. This together with
statement (i) (respectively, statement (ii)) implies that {xa+l+1, xa+l+2, . . . , xb−1} → xm
and xmxi /∈ E(D) for all xi ∈ {xa+l+1, xa+l+2, . . . , xb−1} (respectively, xm → {xa+1, xa+2,
. . . , xa+l−1} and xixm /∈ E(G) for all xi ∈ {xa+1, xa+2, . . . , xa+l−1}). Since
d(xm, Cm[xa+1, xb−1]) = |Cm[xa+1, xb−1]|+ 1,
we also have xm → xa+l → xm. Thus we have proved that O(xm, Cm[x
+
a , x
−
b ]) =
O(x, Cm[x
+
a , x
−
b ]) and I(xm, Cm[x
+
a , x
−
b ]) = I(x, Cm[x
+
a , x
−
b ]). Therefore, O(xm, Cm) =
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O(x, Cm) and I(xm, Cm) = I(x, Cm). Since xm is an arbitrary vertex of {xt1 , xt2 , . . . , xtn},
we have O(x, Cm) = O(y, Cm) and I(x, Cm) = I(y, Cm) for all y ∈ {xt1 , xt2 , . . . , xtn},
which completes the proof of Claim 4.
We now assume that the fourth statement of the theorem is not true. Then for some
r ∈ [2, m − 1], D contains no cycle of length r. Since d(x, V (Cm)) = m (recall that
{x} = A1), it follows that for every i ∈ [1, m] the following holds
|E(x→ xi)|+ |E(xi+r−2 → x)| = 1 (23)
(for otherwise if xxi and xi+r−2x ∈ E(D), then xxixi+1 . . . xi+r−2x is a cycle of length r,
a contradiction).
For any i ∈ [1, n], put
F2i+1 := {xti+1, xti+2, . . . , xti+li−1}, F2i+2 := {xti+li+1, xti+li+2, . . . , xti+l−1},
fj := |Fj |, yi := xti and zi+1 := xti+li (all subscripts of Fj are taken modulo 2n and all
subscripts of yi and zi are taken modulo n, in particular, F2n+1 = F1, yn+1 = y1 and
zn+1 = z1).
Claim 5. If |Cm[xti , xtj ]| = r, where i, j ∈ [1, n] and i 6= j, then f2i+1 = f2j+1 and
f2i+2 = f2j+2.
Proof of Claim 5. We can adjust the notation such that xti = xt1 = x1, xti+li = xa
and xt2 = xb (possibly, xt2 = xtj ). Then xtj = xr, F2i+1 = F3 = {x2, x3, . . . , xa−1},
F2i+2 = F4 = {xa+1, xa+2, . . . , xb−1} and E(x, {x1, xb, xr}) = ∅. In particular, f3 = a − 2
and f4 = b− a− 1. From the definitions of F3, F4 and (19) it follows that
{xa, . . . , xb−1} → x → {x2, . . . , xa} and
E({x2, . . . , xa−1} → x) = E(x → {xa+1, . . . , xb−1}) = ∅.
Using this and (23), we obtain that xr−1x ∈ E(D),
{xa+r−1, . . . , xb+r−2} → x and E({xr, xr+1, . . . , xa+r−2} → x) = ∅.
The last equality together with Proposition 1(i) implies that x → {xr+1, . . . , xa+r−1}.
Since xa+r−1x ∈ E(D), we have that |E(x, xa+r−1)| = 2. So, F2j+1 = {xr+1, . . . , xa+r−2}.
Therefore, f2j+1 = a− 2 = f3.
Since xxb+1 ∈ E(D) (by (18)), from (23) it follows that xb+r−1x /∈ E(D). On the
other hand, from xb+r−2x ∈ E(D) and the maximality of Cm it follows that xxb+r−1 /∈
E(D). Therefore, E(x, xb+r−1) = ∅. This together with {xa+r−1, . . . , xb+r−2} → x and
|E(x, xa+r−1)| = 2 implies that F2j+2 = {xa+r, . . . , xb+r−2}. Hence, f2j+2 = b−a−1 = f4.
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This completes the proof of Claim 5.
We are now ready to prove the fourth statement of the theorem.
Without loss of generality, we may assume that f1 = max{fj |1 ≤ j ≤ 2n}. For every
l ∈ [1, n] we will consider the following intervals of integers
I1 := [2, f1 + f2 + 2] and Il :=
[
2l−1∑
i=2
fi + 2l,
2l∑
i=1
fi + 2l
]
, if l ∈ [2, n].
Note that
2l−1∑
i=2
fi + 2l = |Cm[z1, zl]|+ 1,
2l∑
i=1
fi + 2l = |Cm[y
+
n , y
−
l ]|+ 1 = |Cm[y
+
n , yl]|
and m = right{In}. From the definition of Fi and (23) it follows that r /∈ ∪
n
i=1Ii. It is
easy to see that for every j ∈ [2, n] the following holds
right{Ij−1}+ 1 ≥ left{Ij} − 1 and right{Ij} ≥ right{Ij−1}+ 2, (24)
since f1 is maximal. Now, since r /∈ ∪
n
i=1Ii, from (24) it follows that there exists an integer
q ∈ [1, n− 1] such that
right{Iq}+ 1 ≤ r ≤ left{Iq+1} − 1.
This together with maximality of f1 gives f1 = f2q+1 and the last inequalities, in fact, are
equalities, i.e.,
r = right{Iq}+ 1 =
2q∑
j=1
fj + 2q + 1 = left{Iq+1} − 1 =
2q+1∑
j=2
fj + 2q + 1. (25)
Therefore,
r − 1 = |Cm[y
+
n , yq]| = |Cm[z1, z
−
q+1]|, i.e, r = |Cm[yn, yq]|. (26)
From (26) and Claim 5 it follows that f1 = f2q+1 and f2 = f2q+2. Therefore, |Cm[y1, yq+1]|
= r. Again applying Claim 5, we obtain that f3 = f2q+3 and f4 = f2q+4. Proceeding in
this manner, one can prove that fi = fi+2q for all i ∈ [1, 2n]. This and (25) imply that
for every l ∈ [1, n] the following holds
r =
2q+2l−2∑
j=2l−1
fj + 2q + 1. (27)
The remainder of the proof is divided into two cases.
Case. For some i and j (1 ≤ i < j ≤ n) the vertices yi and yj are not adjacent.
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Then, by Claim 4, we have that {x, y1, y2, . . . , , yn} is an independent set and
O(x, Cm) = O(ya, Cm) and I(x, Cm) = I(ya, Cm) (28)
for all a ∈ [1, n]. In particular, y−q yn and ynzn ∈ E(D) since y
−
q x ∈ E(D) and xzn ∈ E(D).
Recall that r−1 = |Cm[y
+
n , yq]| by (26). Therefore, if f1 ≥ 1 (i.e., xx2 ∈ E(D), we assumed
that yn = xm), then the cycle xCm[x2, y
−
q ]yn znx is a cycle of length r, which contradicts
the assumption that D contains no cycle of length r. Assume therefore that f1 = 0. From
the maximality of f1 it follows that fi = 0 for all i ∈ [1, 2n]. This means that
O(x, Cm) = I(x, Cm) = {x1, x3, . . . , xm−1} and {y1, y2, . . . , yn} = {x2, x4, . . . , xm}.
(29)
Since D is strong and Cm is a longest cycle in D, from (29) it follows that A2,h = ∅, i.e.,
m = p−1 and V (D) = {x, x1, x2, . . . , xm} (for otherwise, if A2,h 6= ∅, then using (29) and
E(Ah → Cm) 6= ∅, it is easy to describe a cycle of length greater thanm). Therefore, p odd
and n = ⌊p/2⌋. Now from (28), (29) and condition M0 it follows that d(x) = d(xi) = p−1
and d(xi, {xj}) = 2 for all i ∈ {x2, x4, . . . , xm} and j ∈ {x1, x3, . . . , xm−1}. Now, since
{x, x2, x4, . . . , xp−1} is an independent set and since D contains no cycle of length r,
it is not difficult to show that {x1, x3, . . . , xp−2} also is an independent set. Therefore,
D ∼= K∗⌊p/2⌋,⌊p/2⌋+1. The proof of the fourth statement of the theorem in this case is com-
plete.
Case. Any pair of vertices {y1, y2, . . . , yn} are adjacent.
For this case we need to prove the following claim.
Claim 6. (i). If yjyi /∈ E(D), where 1 ≤ i 6= j ≤ n, then yiyj ∈ E(D) and yiy
+
j ∈ E(D).
(ii). For every integer l ≥ 1, ynylq ∈ E(D) and yny
+
lq ∈ E(D) (recall that r =
|Cm[yn, yq]| by (26)).
Proof. (i). Assume that yjyi /∈ E(D). Then yiyj ∈ E(D) since the vertices yi and yj
are adjacent. Since y−i x ∈ E(D), xy
+
i ∈ E(D) (by (18)) and Cm is a longest cycle in D,
it follows that the vertex yi cannot be inserted into Cm[y
+
i , y
−
i ]. Now using Lemma 2 and
the assumption that yjyi /∈ E(D), we obtain
d(yi, Cm[y
+
i , yj]) ≤ |Cm[y
+
i , yj]| and d(yi, Cm[y
+
j , y
−
i ]) ≤ |Cm[y
+
j , y
−
i ]|+ 1
This together with d(yi, Cm) = m (by (20)) implies that
d(yi, Cm[y
+
j , y
−
i ]) = |Cm[y
+
j , y
−
i ]|+ 1.
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Hence, by Lemma 2 we have, yiy
+
j ∈ E(D) since yi cannot be inserted into Cm[y
+
j , y
−
i ].
(ii). We proceed by induction on l. Let l = 1. If yqyn ∈ E(D), then, since r =
|Cm[yn, yq]| (by (26), the cycle yqynCm[y
+
n , y
−
q ]yq has length equal to r, which contradicts
our assumption that D contains no cycle of length r. Assume therefore that yqyn /∈ E(D).
Then, by Claim 6(i), ynyq ∈ E(D) and yny
+
q ∈ E(D). Therefore for l = 1 Claim 6(ii) is
true.
Assume now that yny(l−1)q ∈ E(D) and yny
+
(l−1)q ∈ E(D), where l ≥ 2, and prove
that ynylq and yny
+
lq ∈ E(D). Assume that ylqyn ∈ E(D). If in (27) instead of l replace
q(l − 1) + 1, then we get
r − 1 =
2ql∑
j=2q(l−1)+1
fj + 2q.
This means that |Cm[y
+
q(l−1), ylq]| = r−1, i.e., |Cm[yq(l−1), ylq]| = r. Since yny
+
(l−1)q ∈ E(D),
we have that
if y+lq ∈ Cm[y
+
(l−1)q, y
−
n ], then ynCm[y
+
(l−1)q, ylq]yn is a cycle of length r; and
if ylq ∈ Cm[y
+
n , y
−
(l−1)q], then xCm[y
+
n , ylq]ynCm[y
+
(l−1)q, y
−
n ]x is a cycle of length r. In
both cases we have a contradiction.
We may therefore assume that ylqyn /∈ E(D). Then from Claim 6(i) it follows that
ynylq ∈ E(D) and yny
+
lq ∈ E(D). This completes the proof of Claim 6.
It is not difficult to see that there exists an integer l ≥ 2 such that yn = ylq. To see this
it suffice to notice that ynq = yn since the subscripts of yi are considered modulo n. There-
fore, by Claim 6(ii) we have that yny(l−1)q ∈ E(D) and hence, the cycle ynCm[y(l−1)q, y
−
n ]yn
has length equal to r, which is a contradiction. Thus the fourth statement of the theorem
also is proved. This completes the proof of the theorem.
Note that the Thomassen theorem is a consequence of Theorem D. From Theorem D
also it follows the following corollary.
Corollary. Let D be a strongly connected non-Hamiltonian digraph of order p and with
minimum degree at least p− 1 and let m be the length of a longest cycle in D. Then
(i) D contains a cycle of length r for all r ∈ [2, m] unless when p is odd and D is
isomorphic to the complete bipartite digraph K∗⌊p/2⌋,⌊p/2⌋+1.
(ii) If D is strongly 2-connected, then the induced subdigraph D〈V (D) \ V (Cm)〉 is a
transitive tournament, where Cm is an arbitrary longest cycle in D.
Note added in proof. In view of fourth statement of Theorem D it is natural to pose
the following problems.
Problem 3. Let D be a Hamiltonian digraph satisfying condition M0. Whether D is
18
pancyclic?
Problem 4. Find sufficient conditions for Hamiltonian digraphs with condition M0 to
be pancyclic.
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