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Colonies of rod-shaped bacteria constitute a system of colloidal active matter with nematic prop-
erties. As a single initial bacterium multiplies through repeated divisions, the resulting colony
quickly loses long-range orientational order, but retains locally ordered domains. At the boundaries
of these domains, topological defects emerge, that themselves move around randomly as the colony
grows. In both experiments and simulations, we find that these defects are created at a rate that
corresponds to the exponential growth of the colony, resulting in a stable defect density. We also
characterize the geometric and topological properties of bacterial colonies, from which we find that
the aspect ratio of the rod-shaped particles is the main regulator of both the correlation length and
the defect density. Moreover, we find that the defect dynamics are well described by a Gamma
distribution, which is due to repeated divisions and subsequent re-orientations of the bacteria.
I. INTRODUCTION
Large collections of active particles can show organized motion on length scales much greater than their individual
sizes. These non-equilibrium systems can be found throughout nature, ranging from microtubule organization and
tissue development to schools of fish and flocks of birds [1–11]. In this paper, we study growing bacterial colonies,
which consist of active elongating particles that are symmetric around their center of mass. As in passive liquid
crystals, these systems show orientational alignment and defect formation. Defects play a fundamental role in liquid
crystals by determining essential system properties, such as their optical and electrical properties. In active materials,
these defects are actively created resulting in a completely different organizational structure than found in passive
systems [10–13]. These defects may play a key role in biological systems. For example, a recent study on topological
defects within epithelia suggest that they might govern cell death and extrusions [14]. Two other studies show that
these defects are important in the control of collective dynamics in neural progenitor cell cultures [15] and, very
recently, layer formation in bacterial colonies [16].
Over the past decades, bacterial colonies have been studied extensively. However, most of these studies are focused
on biological and chemical processes within colonies. These processes are especially relevant in low-density systems [17].
For colony organization in denser colonies, it turns out that mechanical interactions are of great importance [8, 18, 19].
Despite being hardly explored for years, the interest in the influence of mechanical interactions on colony structure has
strongly increased [7, 11, 16, 20–25]. By using the framework of liquid crystals, the underlying physical mechanisms
of bacterial colony growth, and how characteristics of an individual bacterium affect the colony as a whole, can be
studied. These have become essential questions in a variety of fields, including theoretical biology, non-equilibrium
physics, engineering of micro-devices and the prevention of bacterial colony formation in the first place.
When a motile bacterium attaches to a surface, it can start growing and dividing, and by doing so quickly develops
into a large two-dimensional surface-attached colony. Most bacteria live in such surface-attached colonies and derived
biofilms [26], in places ranging from teeth and catheters to pipelines and stones in riverbeds. As the colony grows,
pressure builds up within the system. At some point, the pressure will become too high, which will initiate the next
phase of colony growth: buckling into the third dimension. Very recently, several groups have started analyzing this
next step in colony growth by looking at the buckling mechanism and the emerging three-dimensional structures [16,
27, 28]. Even before buckling, surface-attached two-dimensional growing bacterial colonies show orientational order
over a finite length. As the colony grows over time, the orientational order within the system changes. Starting
from a highly aligned structure, domains of local order develop. The emergence of these domains, just as in passive
liquid crystals, indicates the existence of topological defects in the system. As opposed to their passive counterparts
however, in active systems these defects are actively created by local energy input in the bulk of the system [10, 11].
Several studies considered two-dimensional bacterial colony growth by describing the system as a liquid crystal
mostly by using continuous hydrodynamic models [10, 24]. In this paper, we complement these studies with a
bottom-up approach consisting of an agent-based model for two-dimensional bacterial colony growth. In doing so,
we are able to capture the local mechanical interactions between active agents which result in complex behavior on a
much larger scale. Moreover, it helps us to easily track defects and their dynamics, since they naturally emerge from
local interactions. We find, in experiments and simulations, that these defects are created at a rate that corresponds
to the exponential growth of the colony, resulting in a stable defect density. In addition to advective motion due
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2to colony growth, the defects moreover exhibit super-diffusive behavior with Gamma-distributed step sizes. Both of
these observations directly result from the discrete nature of the particles in the colony, which both change shape and
multiply by dividing over time. While continuum models can qualitatively predict some properties of these colonies
like their pressure profile, we show that quantitiative agreement requires corrections depending on the average aspect
ratio of the particles. Furthermore, this aspect ratio is also the main regulator of various other geometric and toplogical
properties of the system, including the local order and correlation length.
II. MODEL
We model our rod-shaped bacteria as spherocylinders: cylinders with spherical caps, where the caps are connected
by a spring with finite rest length. We make our bacteria slightly soft, with overlaps resulting in a repulsive force,
which we implement in the same way as done by Storck et al. [29] (details given in appendix A). We let the bacteria
grow over time by extending the rest length of their central spring. Once this rest length has reached a maximum,
the bacterium divides into two identical daughter particles. To prevent the daughters from perfectly aligning, we give
their orientation a small deviation. To prevent all bacteria from dividing at the same time, we assign each daughter a
growth rate and maximum length drawn from a narrow distribution around the values of their parent. The dynamics
of the bacteria are overdamped, with all the forces originating from the overlaps and the growth.
As a measure of orientational order, we use the scalar order parameter S from liquid crystal theory. For a nematic
liquid crystal with director n, the scalar order parameter is given by S = 〈2(wi ·n)− 1〉 = 〈cos(2θi)〉, where wi is the
orientation of particle i, θi the angle between wi and n, and the brackets indicate an ensemble average.
III. EXPERIMENTAL SYSTEM
For the experiments, E. coli microcolonies were grown in a microfluidic device or on a gel pad on M9 medium
supplemented with 0.1% lactose and 0.2 mM uracil and analyzed as previously described (see [30] and Table II). We
used both wild type and genetically modified E. coli from strain MG1655; modified strains had either fluorescent
reporter constructs and/or were engineered to express titratable amounts of metabolic enzymes (see Table III for
details). The microfluidic device or gel pad was placed under the microscope and images were taken at regular
intervals. Example snapshots from a movie are shown in Fig. 5. Experiments were stopped when colonies displayed
multi-layered growth (due to overcrowding). Images from the experiments were segmented and analyzed with the
same method as the simulation data to calculate the orientational order parameters (last frame only) and defect
dynamics (whole movies).
IV. RESULTS
In both experiments and simulations, we find that over time, a colony that is initiated from a single bacterium
becomes round, with distinct regions of aligned particles, as shown in Figs. 1a, 2a, 2d, and 5. In our simulations, we
find that as the colony grows, the pressure inside builds up (Figs. 1a and b), even as the particles exhibit a net outward
flow (Fig. 1c). This effect is especially pronounced at higher aspect ratios, because the outward flow is too slow (due
to larger drag forces on the longer bacteria) to compensate for the growth. We find a quadratically decaying pressure
profile when moving from the center to the edge of the colony. The normalized pressure versus normalized distance
to colony center squared collapses to a single line for different times (Fig. 1b inset). Qualitatively, this quadratically
decaying profile can be understood by looking at a simple hydrodynamic model (detailed in appendix D). We also
find a radially symmetric linear velocity profile, v = α 12γr, which only depends on the growth rate, γ, of individual
bacteria, and an aspect ratio correction factor α (Fig. 10). Once the colony has become circular, its radius grows
exponentially in time as R = R0e
β 12γt, in which β is also a correction factor (Fig. 10). The hydrodynamic model can
predict the linear dependence of the velocity on the position, and the exponential dependence of the radius on time,
but not the correction factors α and β. We plot the values of these correction factors as a function of aspect ratio φ
in Fig. 1d, together with a fit to an exponential functional form e(φ−φ0)/b + c.
We can easily calculate the scalar order parameter S for an entire colony (Scol) in both the experimental and
simulated datasets. Unsurprisingly, we find that it decreases to zero as the number of particles increases (Fig. 6a).
The rate at which S decreases depends on the average aspect ratio of the particles. More interestingly, we can calculate
the value of the scalar order parameter for each individual particle in the colony (Sp), taking the director n to lie
along the particle, and the average over the particle’s neighbors. We then average the value of Sp over all particles in
the colony. This order parameter quickly reaches an equilibrium value as the colony grows (Fig. 6b). In Fig. 2a, we
3FIG. 1. Pressure and velocity profile of simulated colonies. (a) Visualization of the pressure distribution in the colony, ranging
from high pressure (red) in the center to zero pressure (green) at the edge. (b) Snapshots of the radial pressure profile at
different points in time, showing a quadratic decay. Inset: the profiles collapse on a single line for different times as function
of distance to center squared. (c) Visualization of the velocity profile in the colony, ranging from low (yellow) in the center to
high (purple) at the edge. (d) Correction factors α (velocity) and β (radius) that indicate deviation from naive hydrodynamic
model. Continuous lines are fitted functional forms e(φ−φ0)/b + c, with φ the aspect ratio.
color the bacteria by their value of Sp, and in Fig. 2b we plot the equilibrium value of Seq as a function of the aspect
ratio for both our simulated and experimental colonies. The functional form of the relation between the equilibrium
order parameter and the aspect ratio follows an exponential:
Seq = a
[
1− exp
(
−φ− φ0
b
)]
, (1)
for which we obtain a = 0.90, b = 2.0, and φ0 = 0.74 from a fit to the simulation data.
As can be seen in Fig. 2a, the colony contains domains (light blue) of bacteria that are aligned, separated by disor-
dered (dark blue) regions. To characterize the size of the domains, we measure the correlation between orientations
as a function of distance. This correlation drops off exponentially (Fig. 8), which allows us to extract a correlation
length, Fig. 2c, both for our simulated and experimental data. The correlation length again depends on the aspect
ratio φ. Their relation follows a simple power law:
ξS = aφ
b, (2)
for which we obtain a = 0.50 and b = 2.0 from a fit to the simulation data.
In addition to a loss of long-range alignment, colony growth also results in the emergence of orientational defects,
places where the director field is not defined. To detect the defects, we use the algorithm of Zapotocky et al. [31]. We
can characterize these defects by counting how many rotations the particles surrounding them make if we go around
a defect counter-clockwise. Again in analogy with liquid crystals, we find both +1/2 and −1/2 defects (meaning
that the particles make half a turn when going around the defect), and no ±1 defects (Fig. 2d). Unsurprisingly, as
the colony grows, so does the number of defects. Similar to the orientational order parameter, the defect density ρ
reaches a steady state over time, which also depends strongly on the aspect ratio, following a very simple exponential
relationship (Fig. 2e):
ρ = e−φ. (3)
Not only are new defects created (and occasionally destroyed) over time, the position of the defects also changes,
due to the motion of the growing bacteria. Fig. 3 shows the step size distribution and mean-squared displacements
of the defects in our simulated and experimental systems, after subtraction of the uniform radial velocity as shown in
Fig. 1c. In both systems, we find that the step sizes follow a Gamma distribution (Figs. 3a and c). For experiments and
simulations, we find a shape parameter of the Gamma distributions of 2.0 and 2.4 respectively. The rate parameter,
on the other hand, is rather different. However, this parameter is just a scaling of the actual distribution and can
4FIG. 2. Order and defects in bacterial colonies. (a) Visualization of the scalar order parameter Sp of individual particles for
a simulated colony. Light blue equals a high value and dark blue a low value of Sp. (b) Equilibrium value Seq of the mean of
Sp versus the aspect ratio, for simulation (blue circles) and experimental (red crosses) data. The continuous yellow line is an
exponential fit to the simulation data, with fit parameters a = 0.90, b = 2.0, and φ0 = 0.74. (c) Correlation length of Sp versus
aspect ratio, for simulation and experimental data. The continuous yellow line is a power law fit to the simulation data, with
fit parameters a = 0.50 and b = 2.0. (d) Visualization of + 1
2
(red) and − 1
2
(green) defects in a snapshot of a simulated colony.
(e) Defect density versus aspect ratio for simulation (blue circles) and experimental (red crosses) data. The continuous yellow
line is the exponential relationship ρ = exp(−φ).
easily be modified by changing observation frequency. We find that the mean-squared displacement of the two types
of defects is identical, and that they exhibit the same super-diffusive behavior as the bacteria themselves (Figs. 3b
and d).
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FIG. 3. Defect dynamics in (a&b) simulations and (c&d) experiments. (a&c) Distribution of defect step sizes, which has a
heavy tail and is well described by a Gamma distribution (red lines). Step sizes are measured in units of particle diameters (D).
(b&d) Mean-squared displacements (MSDs) of the two types of defects and all particles over time. The slopes of all lines are
approximately 1.4.
5V. DISCUSSION
Bacterial colonies are an example of an active liquid-crystal-like colloidal system. Any system with rod-shaped
particles has both positional and orientational degrees of freedom, and can therefore exhibit nematic-like phases. For
a passive system, orientational domains may emerge when transitioning from an isotropic into a nematic phase, but
as the system equilibrates, these domains will coarsen and eventually cover the whole system. In active liquid crystals
however, defect pairs may spontaneously be created [2, 32, 33].
In our case, the system is active only because the bacteria grow and divide. Moreover, instead of transitioning from
an isotropic state, the colonies are built due to the repeated division of cells. The orientational order is initially very
high, as daughters start their life aligned with each other along the direction of their mother. However, like in the
active liquid crystal case, defects and domain boundaries soon emerge as the (grand)daughter cells grow and push
each other aside. The overall orientational order therefore quickly drops to zero, but local order remains. Although
this latter observation has also been made by others recently [34], our analysis in terms of the scalar order parameter,
correlation length, and defect density allows us to quantify these concepts for the first time. The trends we observe
for these quantities as a function of the aspect ratio are described by simple exponential and power law relations. We
find that these relations are good fits for both the experimental and simulation data. Our results therefore give us
new measures for characterizing the properties of a bacterial colony, and at the same time validate the simulation
model used. Moreover, they allow us to compare our results to those of other systems with active particles. In
particular, self-propelling particles are known to be able to move at densities well above jamming if they combine
their self-propulsion with orientational noise [35, 36]. In their simulations of large systems of these particles, McCusker
et al. found that the orientation of the particles globally orders below a critical noise, and exhibits local order above
that noise, allowing for local rearrangements [36]. In our system, the effective orientational noise is high due to the
frequent divisions and subsequent rearrangement of daughter cells, but decreases with increasing aspect ratio, leading
to a power-law scaling in the correlation length, similar to the dependence of the correlation length on the orientational
noise in the self-propelling particle system.
From both our experimental and simulated systems, we find that, on top of the convective motion with the colony,
defects exhibit super-diffusive dynamics with Gamma-distributed step sizes. This distribution commonly emerges
from diffusive-like behavior with uniform directional changes at exponentially distributed times. These particular
random flights are called Pearson-Gamma random walks [37] and are often used to model biological systems, such
as planar random flights of micro-organisms [37–43]. Here we show that they can also emerge from an exponential
growth and division process, in combination with mechanical interactions between the daughter cells. The growth of
the bacteria leads to the uniform velocity field shown in Fig. 1c, which is already subtracted from the defect dynamics.
Division events on the other hand frequently lead to changes in orientation of the daughter cells, thus making them a
likely candidate for causing changes in the direction of a nearby defect. As the distribution of the intervals between
these division events is exponential, the observed Gamma distribution of the step sizes of the defects then emerges
naturally.
Finally, we note that the aspect ratio in living bacteria can both be controlled by genetic engineering, or change
naturally over time by evolution. Hence, we could use our results to design colonies with specific ordering properties,
and to predict how effects at the colony scale could influence the evolutionary development of individuals.
VI. CONCLUSION
We find that, both in experiment and simulations, the average aspect ratio within a freely growing two-dimensional
colony governs several essential system properties. First, unsurprisingly, we find that larger aspect ratios push the
system away from a continuum description which tacitly assumes isotropic particles. The functional form of the
pressure and velocity profiles remains preserved however, with the only change a correction to the growth factor.
Second, the equilibrium order parameter increases exponentially with aspect ratio. Third, we find a simple quadratic
relation between correlation length and aspect ratio. An increasing equilibrium order parameter and correlation length
for larger aspect ratios would imply a decrease in topological defects. Indeed, the steady state defect density decreases
exponentially with increasing aspect ratio. Interestingly, we find that these defects show super-diffusive behavior with
Gamma-distributed step sizes, which we can understand based on the division dynamics of the bacteria.
6Appendix A: Model details
1. Individual-based modeling of sphero-cylindrical particles
Several agent-based models to simulate the formation of microbial aggregates already exist [21, 22, 44–47]. Our
model is based on the particle-spring model developed by Storck et al. [29], since it is able to control the geometrical
properties of the individual cells. Bacteria are modeled by soft, sphero-cylindrical particles that mimic bacilli.
a. Single particles
Following the method of Storck et al. [29], we define our basic element as a disk i with diameter D and we consider
the movement of each disk individually. By connecting two disks with an internal spring that has a length Lint and a
spring constant kint we construct the desired sphero-cylindrical shape of our particles (Fig. 4a). To simulate growth,
the rest length of the spring Lrestint is increased every growth step with a constant amount, which is determined by the
growth rate µint. The disks i and j that make up the particle are then driven apart due to the force applied by the
spring, following Hooke’s law:
Fi,int = −kint Li,int
Li,int
(Lresti,int − Li,int), (A1)
where Li,int is the vector from disk i to disk j and is given by
Li,int = −Lj,int = rj − ri, (A2)
where rj and ri are the positions of the centers of the disks.
Lint
D
kint1 2
F1,ov F2,ov
F3,ov
F3,int
F4,int
δD
kint1 2 3 4
Lint Lint
kint
a
c
b
FIG. 4. Particle model. (a) One particle consists of two disks connected by a spring. (b) When two particles overlap they feel
a repulsive force also modeled as a spring. Forces on individual disks are indicated by red force vectors. The width of the force
vectors corresponds to the magnitude of the force. (c) When a particle reaches its division length, Lmaxint , it divides into two
daughter particles, each with a length of Ld = (L
max
int −D)/2.
b. Collision between particles
When two particles collide/overlap they need to push each other away. This collision response is also modeled by a
spring with spring constant kov and is only active when particles overlap, thus when the distance between particles is
smaller than their diameter D. A particle needs to interact with other particles as a sphero-cylinder and not as two
individual disks. Hence, if two particles overlap, we use a function to compute the shortest distance from line-segment
7(first particle) to line-segment (second particle) and it returns the size, position and direction of the overlap vector d
([48, Chapter 5]). The resulting overlap force is distributed over the two disks i and j of each particle, according to
the ratio φov given by:
φi,ov = 1− φj,ov = |ri − d|
Lint
. (A3)
Summing over the overlapping particles Nov gives the total overlap force for disk i:
Fi,ov =
∑
p∈Nov
−kov dp|dp| (D − |dp|) φip,ov =
∑
p∈Nov
−kov δp φip,ov d < D, δ > 0. (A4)
An example of two overlapping particles and the corresponding forces is illustrated in Fig. 4b.
For the scope of this project no further interactions were considered. We tried to keep the parameter space as small
as possible and we assumed that the repulsive interactions would dominate the effect on structural order. However,
for future studies the model can be extended with other interactions, e.g. adhesion between cells or cell-substrate
interactions, which can be done by introducing other springs (as described by Storck et al. [29]).
c. Division of particles
During the development of a biofilm, bacteria are constantly growing and dividing. When a cell reaches its maximal
length, it splits into two daughter cells. In the model, the division step is simulated by substituting a particle with
two daughter particles, as illustrated in Fig. 4c. The maximal length of a particle is set by the maximum length of its
internal spring Lmaxint . In order to fill the same space after the division, the length of the daughter particles Ld is equal
to Ld = (L
max
int −D)/2, where Lmaxint is the maximum length of the mother particle. The daughter particles retain a
similar growth rate and orientation as the mother particle (see section A 1 d). After division, the internal springs of
the daughter cells are at rest.
d. Noise
To prevent the system from growing in one line, we introduce orientational noise. After division, the orientation of
both daughter cells is changed with a value drawn from a normal distribution with mean zero and a standard deviation
of σθ = 0.1. We also implement noise in the growth rate and maximum length to prevent the cells from dividing at the
same time. The mean of the maximum length corresponds to experimental data [49, 50] and its standard deviation
is set to σL = 0.1L
max
int . Furthermore, daughter cells inherit the growth rate of their mother plus a deviation drawn
from a normal distribution with mean zero and standard deviation of σµ = 0.1µint. The noise parameters are kept at
the same value for all our simulations.
2. Mechanical relaxation
Our model is based on the actual motion of a growing bacterial colony. On this scale, inertial forces are negligible
relative to viscous forces due to the small size of the cells. We therefore expect the system to be in the regime of low
Reynolds number, i.e., we consider overdamped dynamics. Thus we neglect inertia and only regard drag to counter
applied forces which leads to the following equation of motion for each disk i in our model [5]:
Fi,tot =
32
6
ηDvi = ζvi (A5)
where Fi,tot is the total force acting on the disk, D its diameter, vi its velocity and η the viscosity of the surrounding
material. Here ζ represents a numerical factor which only depends on the surrounding material since the diameter of
the particles is kept constant in our simulations.
During the simulation, growth, division and collision result in a net force acting on each particle. To compute the
movement of the particle, this force needs to be converted to a velocity and a displacement over time. Combining the
spring forces and the equation of motion results in a force balance. The force balance for disk i is given by:
Fi,int + Fi,ov = Fi,tot (A6)
8and filling in the forces than gives
− kint Li,int
Li,int
(Lresti,int − Li,int) +
∑
p∈Nov
−kov δp φip,ov = ζvi (A7)
where p represents each collision that affects disk i. At each time step ∆t the position r of disk i is updated according
to ri = ri + vi∆t.
a. Characteristic scaling
To reduce the parameter space of the model we define a characteristic time scale and a unit of length. The only
spatial parameter that does not change and has only one value for all elements is their diameter D. Therefore we
select the diameter as our unit of length such that all other spatial parameters and measures are scaled with D and we
set D to be unity, D = 1. As a result, all length scales are normalized to dimensionless parameters that can easily be
compared between different systems (simulations and experiments). To find the characteristic time scale we impose
the requirement that for colonies with up to 104 particles no significant overlap (particles cannot cross each other) is
possible between particles. This requirement specifies the value of the overlap spring constant kov.
To derive this value we consider the example with only two disks that overlap. The remaining non-zero elements
of Eq. A7 for one of the two disks i gives
− kovδ = ζvi (A8)
where δ is the distance between the centers of the two disks. Since δ is equal to two times the displacement of the
disk δ = 2ri (both disks are moving away from each other in the opposite direction) and the velocity is the time
derivative of the position vi = r˙i, we can rewrite Eq. A8 as
− 2kovri = ζr˙i (A9)
and the solution of this homogeneous first order differential equation is
ri = ce
− tτ where τ =
ζ
2kov
. (A10)
We set τ as our characteristic time scale and fix the unit of time by setting this time scale to unity, τ = 1. Now we
can find the force scale by setting the viscosity term to unity ζ = 1, which leads to the value of the overlap spring
constant, kov = 1/2τ .
Furthermore, kint should be in the order of kov to keep the particles soft but stiff enough such that even for large
colony sizes (N > 4000) all particles can still be growing. We therefore set kint to kint = 0.5 kov.
Growth is an active process and the growth rate does therefore not have a specific dependence on τ . However, the
growth rate plays a major role in determining the simulation time and a larger growth rate means a faster simulation.
Hence, we prefer the growth rate to be large, but it also needs to meet the requirement of minimal overlap. A large
growth rate results in a large amount of overlap since the particles can grow faster than the system is able to relax.
To avoid this, the growth rate is related to kov and is found empirically. We found the optimal value of the growth
rate to be µint = kov · 10−4.
Appendix B: Experimental methods
E. coli microcolonies were grown in a microfluidic device or on a gel pad on M9 medium supplemented with 0.1%
lactose and 0.2 mM uracil and analyzed as previously described (see [30]). The growth conditions for the experiments
are listed in Table II. We used both wild type and genetically modified E. coli from strain MG1655; modified strains
had either fluorescent reporter constructs and/or were engineered to express titratable amounts of metabolic enzymes
(all used strains listed in Table III). The microfluidic device or gel pad was placed under the microscope and images
were taken at regular intervals. Experiments were stopped when colonies displayed multi-layered growth (due to
overcrowding). Images from the experiments were segmented and analyzed with the same method as the simulation
data to calculate the orientational order parameters (last frame only) and defect dynamics (whole movies). Snapshots
from the wild-type movie are shown in Fig. 5.
9Parameter Symbol Value
Constants
Time scale τ 1
Diameter D 1
Viscosity term ζ 1
Variables
Overlap spring constant kov 0.5 τ
Internal spring constant kint 0.5 kov
Growth rate µint 1 · 10−4 kov
Division length Lmaxint 2 − 8 D
Noise
Growth rate σµ 0.1 µ
Division length σL 0.1 L
max
int
Orientation σθ 0.1
Observable
Mean aspect ratio φ 〈Lint/D〉
TABLE I. List of parameters used for the simulations.
Data point # Bacterial strain Additional compounds Fluorescence reporter,
exposure, and interval∗∗∗
Device
1 ASC555 1 µM tetracycline∗ GFP (150 ms), RFP (20 ms)
Interval: 36 min
Microfluidic device 1
2,3 ASC976 0.5 µM tetracycline∗ CFP (500 ms), YFP (100 ms)
Interval: 19.5 min
Microfluidic device 1
4,5,6 ASC1004 800 µM cAMP∗∗ YFP (150 ms), CFP (150 ms)
Interval: 16.5 min
Acrylamide pad∗∗∗∗
7 ASC1004 80 µM cAMP∗∗ YFP (150 ms), CFP (150 ms)
Interval: 30 min
Acrylamide pad∗∗∗∗
8 ASC1004 5000 µM cAMP∗∗ YFP (150 ms), CFP (150 ms)
Interval: 26 min
Acrylamide pad∗∗∗∗
9 ASC990 none YFP (150 ms), CFP (150 ms)
Interval: 16.5 min
Acrylamide pad∗∗∗∗
10 SC990 5 mM aKG YFP (150 ms), CFP (150 ms)
Interval: 16.5 min
Acrylamide pad∗∗∗∗
TABLE II. Strains and conditions per experimental data point.
(*) During a defined initial period, bacteria were exposed to a sub-lethal dose of tetracycline, an antibiotic.
(**) cAMP activates CRP, which is a master regulator of metabolic enzyme concentrations.
(***) Cells were exposed to light of wavelengths that excite listed fluorescent reporters (not used in this study).
(****) Gel pads were pre-soaked in culture media, supplemented with 0.01% Tween-20.
Bacterial strain Phenotype Source
ASC555 E. coli, wild type MG1655 (ilvG- rfb-50 rph-1) AMOLF
ASC976 ∆php::pn25-mVenus-cmR, ∆che::Prrsa-mCerulean-kanR. (Kanamycin
and chloramphenicol resistance.)
AMOLF
ASC990 Wild type strain, except for ∆(galk)::s70-mCerulean-kanR and
∆(intc)::rcrp-mVenuscmR. (Kanamycin and chloramphenicol resistant.)
AMOLF
ASC1004 Based on cyaA, cpda null mutant (∆cyaA ∆cpda) obtained from
Benjamin Towbin, Alon lab (also known as strain bBT80). In-
troduced ∆(galk)::s70-mCerulean-kanR and ∆(intc)::rcrp-mVenus-cmR.
(Kanamycin and chloramphenicol resistant.)
AMOLF / Alon lab [51]
TABLE III. Bacterial strains used in the experiments
10
FIG. 5. Snapshots from the movie of a developing E. coli bacterial colony (wild-type).
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Appendix C: Additional observations
1. Scalar order parameter for an entire colony
As defined in the main text, the scalar order parameter for a nematic liquid crystal with director n is given by
S = 〈2(wi · n)− 1〉 = 〈cos(2θi)〉, (C1)
where wi is the orientation of particle i, θi the angle between wi and n, and the brackets indicate an ensemble average.
In Fig. 6a we plot the scalar order parameter with the average taken over the entire colony, as a function of colony
size. As expected, we find that the value of the order parameter decreases as the number of particles increases, with
a rate that depends on the aspect ratio of the particles. In Fig. 6b, we plot the same order parameter where the
ensemble consists of the neighbors of a particle, which we subsequently average over all particles. We find that this
value approaches a steady-state as the colony grows. These steady-state values are shown in Fig. 2b of the main text.
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FIG. 6. Scalar order parameter S for (a) the entire colony and (b) a particle, as a function of colony size. Colors indicate
different particle aspect ratios.
In Fig. 2a of the main text, we visualized the alignment of the particles by relating the color of the particle to its
Sp value (darker blue means a lower value of Sp). In this way, domains with a certain orientation are clearly visible.
In Fig. 7 similar images are shown for different aspect ratios.
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FIG. 7. Visualization of the scalar order parameter Sp of individual particles for simulated colonies with different aspect
ratios φ. Light blue equals a high value and dark blue a low value of Sp. Each snapshot is taken at approximately the same
simulation step. (a) φ = 1.2. (b) φ = 2.6. (c) φ = 4.0. (d) φ = 5.5.
2. Orientational correlation as a function of distance
As Fig. 7 and Fig. 2a in the main text show, we find orientational domains inside the colony. One way to quantify
the size of these domains is by setting a certain maximum threshold value for the difference in orientation between
neighbouring particles to distinguish different domains [34]. However, as shown in Fig. 8, there is also an intrinsic
length scale associated with the domains, given by the correlation length between the particle orientations. To
calculate the correlation as a function of distance, we take a thin ring (with radius R and width dR) around a particle
and compute the scalar order parameter of all particles lying in this annulus, again with taking the orientation of
the chosen particle as the director. A log-linear plot of this scalar order parameter as a function of distance, Fig. 8b,
clearly shows an exponential decay, which gives us a well-defined correlation length. These correlation lengths are
plotted in Fig. 2c of the main text, for both the simulated and the experimental data.
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FIG. 8. Correlation between particle orientation as a function of distance for three simulated aspect ratios and an experimental
dataset, plotted (a) linearly and (b) log-linearly, showing that the correlation decays exponentially. The characteristic correlation
lengths of the colonies with different aspect ratios are plotted in Fig. 2c of the main text.
Appendix D: Particle density and pressure profile
A well-established characteristic of bacterial colonies is their particle density, which we describe with two parameters:
1. The packing fraction, φA, which corresponds to the fraction of the area of the particles inside the colony with
respect to the total area of the colony;
2. The pressure that particles feel inside the colony.
To compute the packing fraction, we divide the sum of the area of all particles by the total area of the colony, φA =
Ap
Ac
.
We compute the diameter of each particle as the mean of the distances to its neighbors to avoid overcounting the
area due to overlap. The total area Ac is given by the area of the polygon made up by the boundary particles of the
colony for N > 32. Fig. 9 shows the packing fraction for the simulations and that of a typical experiment, both with
aspect ratio φ = 3.3. In both cases, we find a packing fraction of approximately 0.88.
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FIG. 9. The packing fraction of simulations and an experiment with the same aspect ratio (φ = 3.3).
The particle density is also related to the amount of overlap between particles. We translate this overlap to the
pressure that particle i feels due to the surrounding particles, by taking the sum of the magnitude of the overlap
forces |Fov| and scaling with the particle’s circumference Ci:
Pi =
|Fi,ov|
Ci
, where Ci = 2Li,int +
1
4
piD. (D1)
The analytic pressure profile in freely growing two-dimensional bacterial colonies will now be derived. To derive
this profile, we start from the Stokes equation
−∇p+ η∇2v + kv = f ext, (D2)
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with a boundary condition p(R) = 0 indicating that the pressure at the edge of the colony is set to zero. Just as in
Dell’Arciprete et al., we find a radially symmetric velocity profile in our colonies [24]. To solve equation D2, one needs
to find an expression for the external force and the velocity. To determine the velocity we start with the continuity
equation with a source term often used for growing bacterial colonies [24],
δρ
δt
+∇ · (ρv) = γρ, (D3)
in which γ is the growth rate. Assuming that density ρ is constant in both time and space and by assuming a radially
dependent velocity profile, v = vr rˆ, we obtain
∇ · v ≡ 1
r
d
dr
(vrr) = γ. (D4)
The solution to this differential equation is
vr(r) =
c1
r
+
γr
2
. (D5)
Because the boundary condition vr(r = 0) = 0 needs to hold, c1 = 0. Thus, for the velocity we obtain
vr(r) =
γr
2
. (D6)
An interesting result emerges already. It turns out that the radial velocity should only depend on the growth rate
and its position to the center of the colony. Using the fact that our problem is radially symmetric the second term in
equation D2 can be written as
η∇2v ≡ η
(
1
r
∂
∂r
(
r
∂vr
∂r
)
− vr
r2
)
rˆ. (D7)
Equation D6 can be substituted in equation D7 to obtain
η∇2v = η
( γ
2r
− γ
2r
)
rˆ = 0. (D8)
The next step is to find a proper description for the force. The only force present in the system emerges from particle
growth. To compensate for the fact that an increase in radius results in more particles being present, we scale this
active force with r/R. In this way, the force of growing is the largest when all particles are included. By doing so and
using the result obtained in equation D8, equation D2 simplifies to
∂p
∂r
=
(
fact
R
+
kγ
2
)
r. (D9)
Using the boundary condition p(R) = 0, the differential equation is easily solved as
p(r) =
(
fact
2R
+
kγ
4
)(
R2 − r2) . (D10)
The analytic result indeed shows a quadratic pressure profile, which is also observed in our simulations (cf. Fig. 1b
of the main text).
The simulated data shows that normalized pressure versus normalized distance squared to colony center collapses
to a single line for different times. This relation is described by
P (r, t)
P (r = 0, t)
= 1− r
2
R2(t)
. (D11)
From equation D10, P (r = 0, t) can be obtained. By doing so, equation D11 can be rewritten as
P (r, t) =
(
1
2
factR(t) +
kγ
4
R2(t)
)(
1− r
2
R2(t)
)
. (D12)
Using equation D6, a relation for R(t+ ∆t) can be obtained
R(t+ ∆t)−R(t) = 1
2
γR(t)∆t. (D13)
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By taking the limit ∆t→ 0 and solving the differential equation, we obtain
R(t) = R0e
1
2γt. (D14)
Substituting this result into equation D10, results in the pressure profile
P (r, t) =
(
fact
2R0
e−
1
2γt +
kγ
4
)(
R20e
γt − r2) . (D15)
From this, we see that the pressure in the center blows up exponentially when time evolves. As can be seen in Fig. 10,
we indeed find a linear radial velocity and an exponentially increasing colony radius in our simulations. However, a
deviation from the simple hydrodynamic model is observed in both cases. To capture these deviations, two correction
factors, α and β, can be introduced. Since the velocity stays linear, it will only affect the magnitude of the pressure.
The correction factor for radius growth does affect the behavior of the pressure in time, but not in space. Therefore,
we still find a quadratically decaying spatial pressure profile in simulations. The correction factors can be included
to obtain the in simulations observed pressure profile
P (r, t) =
(
fact
2R0
e−
1
2βγt +
αkγ
4
)(
R20e
βγt − r2) . (D16)
Appendix E: Author contributions
D. v. H. developed and performed simulations, analyzed data, wrote the manuscript.
G. N. performed simulations, analyzed data, wrote the manuscript.
M. W. performed experiments, analyzed data.
S. T. designed research, supervised experiments.
T. I. designed research, supervised simulations, wrote the manuscript.
[1] J. Toner and Y. Tu, Phys. Rev. E 58, 4828 (1998).
[2] T. Sanchez, D. T. N. Chen, S. J. DeCamp, M. Heymann, and Z. Dogic, Nature 491, 431 (2012), arXiv:1301.1122.
[3] H. H. Wensink, J. Dunkel, S. Heidenreich, K. Drescher, R. E. Goldstein, H. Lowen, and J. M. Yeomans, Proc. Natl. Acad.
Sci. USA 109, 14308 (2012).
[4] E. Me´hes and T. Vicsek, Integr. Biol. 6, 831 (2014), arXiv:1403.1127.
[5] R. van Drongelen, A. Pal, C. P. Goodrich, and T. Idema, Phys. Rev. E 91, 032706 (2015), arXiv:1411.4821.
[6] C. Bechinger, R. Di Leonardo, H. Lo¨wen, C. Reichhardt, G. Volpe, and G. Volpe, Rev. Mod. Phys. 88, 045006 (2016).
[7] A. Doostmohammadi, S. P. Thampi, and J. M. Yeomans, Phys. Rev. Lett. 117, 048102 (2016), arXiv:1601.04489.
[8] B. Ladoux and R.-M. Me`ge, Nat. Rev. Mol. Cell Biol. 18, 743 (2017).
[9] J. Stenhammar, C. Nardini, R. W. Nash, D. Marenduzzo, and A. Morozov, Phys. Rev. Lett. 119, 028005 (2017),
arXiv:1703.01892.
[10] A. Doostmohammadi, J. Igne´s-Mullol, J. M. Yeomans, and F. Sague´s, Nat. Commun. 9, 3246 (2018).
[11] X. Tang and J. V. Selinger, Soft Matter 15, 587 (2019), arXiv:1809.06448v2.
[12] S. Henkes, M. C. Marchetti, and R. Sknepnek, Phys. Rev. E 97, 042605 (2018), arXiv:1705.05166.
[13] A. Joshi, E. Putzig, A. Baskaran, and M. F. Hagan, Soft Matter 15, 94 (2019), arXiv:1711.05714.
[14] T. B. Saw, A. Doostmohammadi, V. Nier, L. Kocgozlu, S. Thampi, Y. Toyama, P. Marcq, C. T. Lim, J. M. Yeomans, and
B. Ladoux, Nature 544, 212 (2017).
[15] K. Kawaguchi, R. Kageyama, and M. Sano, Nature 545, 327 (2017).
[16] K. Copenhagen, R. Alert, N. S. Wingreen, and J. W. Shaevitz, (2020), arXiv:2001.03804.
[17] C. M. Waters and B. L. Bassler, Annu. Rev. Cell Dev. Biol. 21, 319 (2005).
[18] H. Cho, H. Jo¨nsson, K. Campbell, P. Melke, J. W. Williams, B. Jedynak, A. M. Stevens, A. Groisman, and A. Levchenko,
PLoS Biol. 5, 2614 (2007), arXiv:0611087 [q-bio].
[19] D. Boyer, W. Mather, O. Mondrago´n-Palomino, S. Orozco-Fuentes, T. Danino, J. Hasty, and L. S. Tsimring, Phys. Biol.
8, 026008 (2011).
[20] J. A. Bonachela, C. D. Nadell, J. B. Xavier, and S. A. Levin, J. Stat. Phys. 144, 303 (2011).
[21] T. J. Rudge, P. J. Steiner, A. Phillips, and J. Haseloff, ACS Synth. Biol. 1, 345 (2012).
[22] F. D. C. Farrell, O. Hallatschek, D. Marenduzzo, and B. Waclaw, Phys. Rev. Lett. 111, 168101 (2013), arXiv:1303.6101.
16
a)
b)
0.6
2.4
3.3
FIG. 10. (a) The velocity is a linear function of the distance to the center. The slope is given by 1
2
αγ, where γ is the growth
rate and α a correction factor for particle aspect ratios larger than zero. The slope is constant in time. (b) The logarithm of
radius grows linear in time once the colony has become roughly circular for different aspect ratios. The slope is given by 1
2
βγ,
with γ again the growth rate and β another correction factor.
[23] W. P. J. Smith, Y. Davit, J. M. Osborne, W. Kim, K. R. Foster, and J. M. Pitt-Francis, Proc. Natl. Acad. Sci. USA 114,
E280 (2017).
[24] D. Dell’Arciprete, M. L. Blow, A. T. Brown, F. D. C. Farrell, J. S. Lintuvuori, A. F. McVey, D. Marenduzzo, and W. C. K.
Poon, Nat. Commun. 9, 4190 (2018).
[25] H. Jeckel, E. Jelli, R. Hartmann, P. K. Singh, R. Mok, J. F. Totz, L. Vidakovic, B. Eckhardt, J. Dunkel, and K. Drescher,
Proc. Natl. Acad. Sci. USA 116, 1489 (2019), arXiv:1808.05031.
[26] T. R. Garrett, M. Bhakoo, and Z. Zhang, Prog. Nat. Sci. 18, 1049 (2008).
[27] F. Beroz, J. Yan, Y. Meir, B. Sabass, H. A. Stone, B. L. Bassler, and N. S. Wingreen, Nat. Phys. 14, 954 (2018).
[28] M. R. Warren, H. Sun, Y. Yan, J. Cremer, B. Li, and T. Hwa, eLife 8, 41093 (2019).
[29] T. Storck, C. Picioreanu, B. Virdis, and D. J. Batstone, Biophys. J. 106, 2037 (2014).
[30] M. Wehrens, D. Ershov, R. Rozendaal, N. Walker, D. Schultz, R. Kishony, P. A. Levin, and S. J. Tans, Curr. Biol. 28,
972 (2018).
[31] M. Zapotocky, P. M. Goldbart, and N. Goldenfeld, Phys. Rev. E 51, 1216 (1995).
[32] L. Giomi, M. J. Bowick, X. Ma, and M. C. Marchetti, Phys. Rev. Lett. 110, 228101 (2013), arXiv:1303.4720.
[33] F. C. Keber, E. Loiseau, T. Sanchez, S. J. DeCamp, L. Giomi, M. J. Bowick, M. C. Marchetti, Z. Dogic, and A. R.
Bausch, Science 345, 1135 (2014), arXiv:1409.1836.
[34] Z. You, D. J. G. Pearce, A. Sengupta, and L. Giomi, Phys. Rev. X 8, 031065 (2018), arXiv:1703.04504.
17
[35] S. Henkes, Y. Fily, and M. C. Marchetti, Phys. Rev. E 84, 040301(R) (2011), arXiv:1107.4072.
[36] D. R. McCusker, R. van Drongelen, and T. Idema, EPL 125, 36001 (2019), arXiv:1611.09125.
[37] G. Le Cae¨r, J. Stat. Phys. 144, 23 (2011).
[38] B. Conolly and D. Roberts, Eur. J. Oper. Res. 28, 308 (1987).
[39] W. Stadje, J. Stat. Phys. 46, 207 (1987).
[40] E. Orsingher and A. De Gregorio, J. Theor. Probab. 20, 769 (2007).
[41] E. A. Codling, M. J. Plank, and S. Benhamou, J. R. Soc. Interface 5, 813 (2008).
[42] A. D. Kolesnik, J. Stat. Phys. 131, 1039 (2008).
[43] L. Beghin and E. Orsingher, Stochastics 82, 201 (2010).
[44] D. Volfson, S. Cookson, J. Hasty, and L. S. Tsimring, Proc. Natl. Acad. Sci. USA 105, 15346 (2008).
[45] R. Balagam and O. A. Igoshin, PLOS Comput. Biol. 11, e1004474 (2015), arXiv:1506.00681.
[46] J. U. Kreft, C. Picioreanu, J. W. Wimpenny, and M. C. Van Loosdrecht, Microbiology 147, 2897 (2001).
[47] P. Ghosh, J. Mondal, E. Ben-Jacob, and H. Levine, Proc. Natl. Acad. Sci. USA 112, E2166 (2015).
[48] C. Ericson, Real-Time Collision Detection (Taylor and Francis, 2004).
[49] C. Pin and J. Baranyi, Applied and Environmental Microbiology 72, 2163 (2006).
[50] D. J. Kiviet, P. Nghe, N. Walker, S. Boulineau, V. Sunderlikova, and S. J. Tans, Nature 514, 376 (2014).
[51] B. D. Towbin, Y. Korem, A. Bren, S. Doron, R. Sorek, and U. Alon, Nat. Commun. 8 (2017), 10.1038/ncomms14123.
