We describe how a single-particle tracking experiment should be designed in order for its recorded trajectories to contain the most information about a tracked particle's diffusion coefficient. The precision of estimators for the diffusion coefficient is affected by motion blur, limited photon statistics, and the length of recorded time-series. We demonstrate that precision is negligibly affected by motion blur in typical experiments, while optimizing photon counts and the number of recorded frames is the key to precision. Building on these results, we describe for a wide range of experimental scenarios how to choose experimental parameters in order to optimize the precision. Generally, one should choose quantity over quality: experiments should be designed to maximize the number of frames recorded in a time-series, even if this means lower information content in individual frames.
I. INTRODUCTION
Single-particle tracking using time-lapse photography [1, 2] enables investigation of diffusion of single molecules, e.g., proteins on cellular structures such as DNA [3] and microtubules [4] , on cell membranes [1, 5] , and inside cells [6, 7] . Diffusion is ubiquitous at the microscopic level and precise determination of diffusion coefficients is paramount for understanding many chemical and biological processes. Typical single-particletracking experiments consist in recording the photons emitted by a fluorescent particle (a fluorophore) using time-lapse photography, and determining the particle's positions from recorded images using a super-resolution technique [1, 2, 8, 9] . The number of photons emitted by a fluorophore is limited, and traditionally, tracked particles have been recorded by leaving the camera shutter open continuously to maximize the number of photons recorded by the camera. The time the camera's shutter stays open to take a single image, its exposure time, is then equal to the time elapsed between consecutive images, the time-lapse of recordings. The motion of the tracked particle during the time-lapse results in motion blur in the pictures (also referred to as dynamic error), while diffraction and limited photon statistics result in localization error (also referred to as static error) [9] [10] [11] . Additionally, the length of a time-series, i.e., the number of recorded positions, is usually limited, either due to bleaching of the fluorophore or to the tracked particle diffusing out of the field-of-view. All of the above adversely affect the precision of estimates of diffusion coefficients and make it important to get the most out of experimental data.
A typical experiment for tracking single diffusing particles can be divided into multiple steps ( Fig. 1 ): (i) designing the experiment, e.g., choosing reagents, setting the video rate of the camera and the intensity of the illumination laser; (ii) carrying out the experiment, i.e., * cvestergaard@gmail.com recording images of the fluorescent particles; (iii) treating images, localizing particles, and creating time-series of positions; (iv) estimating diffusion coefficients from the time-series. Optimal estimates of the particles' diffusion coefficients is obtained by optimizing each individual step. Recently, the questions of how to best localize and track single particles [2, 8, 9] and of how to optimally estimate diffusion coefficients from the resulting timelapse-recorded trajectories has been addressed [11] [12] [13] [14] .
With (near) optimal localization methods and estimators of diffusion coefficients at hand, we can now address the first step in the workflow: how should experiments be designed in order for recorded trajectories to contain the most information about diffusion coefficients? One may turn several dials to influence the amount of information available for estimation of diffusion coefficients: One may adjust both the video rate of the camera and the photon emission rate of the tracked fluorophores. Furthermore, the motion blur in recorded images can be controlled by leaving the shutter open for only part of the time-lapse, following a given shutter sequence. The advent of stroboscopic tracking techniques [6] , which synchronize illumination and recording of the sample, makes it possible to control the motion blur without sacrificing photon economy.
Recent studies have partly addressed the question, but a systematic investigation is lacking. It has namely been suggested that one may increase the precision of estimated diffusion coefficients by maximizing the motion blur using a double-pulse illumination sequence, i.e., short pulse-like illumination and recording of the sample at the very start and end of each time-lapse [11] . Another study has investigated the effect of adjusting several experimental parameters in more detail [13] , though without explicitly considering the trade-off between the number of frames recorded (the time-series length) and the signal in each frame. It suggested that for timeindependent illumination, the shutter should be left open during the whole time-lapse to maximize photon economy, and the number of photons recorded in an image [14] FIG. 1. Workflow for estimating diffusion coefficients from single-particle-tracking experiments. We are here concerned with optimizing the first step: how to choose experimental parameters (motion blur, video rate, and photon emission rate of the tracked fluorophore) for optimal precision of estimates of the diffusion coefficient of a tracked particle. The motion blur is characterized by a motion blur coefficient, R ∈ (0, 1/4) [Eq. (8) ] [11] . The motion blur coefficient, R, and video rate, 1/∆t, may normally be controlled directly, while photon emission rate of the fluorophore, r, may be controlled indirectly, e.g., by varying the laser intensity or adding chemical reagents to the solution. Optimization of other steps in the workflow is addressed in the references given in the legends.
should be just enough to practically maximize the information content in individual recorded frames. These results relied on assumptions that neglected subtle but important details of localization of diffusing particles. The former study [11] neglected that motion blur increases the width of the measured photon distribution at the camera [the point-spread function (PSF)] increasing the localization error. The latter [13] took this effect into account, but neglected background noise, which is inevitable in experiment and leads to a non-linear dependence of the localization error on motion blur; this effect is especially important when motion blur or background noise is high.
We here perform a systematic analytical and numerical study of how to choose experimental parameters for tracking of diffusing particles in order to maximize the information in recorded time-series. We consider two different scenarios which cover the experimental situations usually encountered in single-particle tracking: (i) where the time that a particle can be followed, the recording time, t tot , is the limiting factor; (ii) where the photostability of the fluorophore, and thus the total number of signal photons, P tot , that can be recorded is the limiting factor. We show for both cases how to optimize experimental parameters.
In order to answer the question of how to optimally choose experimental parameters for tracking of diffusing particles, we first need to study how motion blur and limited photon statistics influence the precision of optimal estimators of the diffusion coefficient. This is done in Secs. II and III, while Sec. IV applies these results to optimize experimental design.
Specifically, we investigate in Sec. II how limited photon statistics and motion blur affect the precision of commonly used localization methods. We review analytical results for the localization error that results from localizing a stationary particle. We then derive an expression for the average measured width of the PSF of a diffusing particle. Using this, we give an approximate expression for the localization error for a diffusing particle, valid when the mean diffusion length of the tracked particle is smaller than the width of the PSF of a stationary fluorophore.
In Sec. III, we next review the statistics of time-lapse recorded data of a diffusing particle and use the results of the previous section to investigate how motion blur affects the precision of estimates of diffusion coefficients. We show that recording using the double pulse illumination sequence suggested in [11] tends to increase the error on diffusion coefficient estimates. However, when recording with time-independent illumination and leaving the shutter open continuously, the effect of motion blur is negligible for relevant values of experimental parameters, and focus should be on photon economy.
Building on these results, we finally show in Sec. IV how experiments should be optimized for maximum precision in the different experimental scenarios. In general, experiments should be designed to maximize the number of frames recorded, not the number of photons recorded per frame-only enough photons should be recorded such that localization does not fail. This maximizes the information content in the time-series and, in turn, the precision of estimated diffusion coefficients. The reason for this is that the precision of estimated diffusion coefficient increases as the square root of the number of recorded positions, while the decrease in the signal in individual frames does not influence the precision as much, except for very low signal where the two effects balance and the precision approaches its maximum.
A short appendix details how the precision of the various localization methods was characterized on Monte Carlo generated data.
II. LOCALIZING A DIFFUSING PARTICLE
In this section results for localization in single-particle tracking are reviewed and the influence of motion blur and limited photon statistics is investigated. We consider in the following only diffusion in the image plane. However, for typical particle tracking experiments, where the focal plane is kept the same throughout the experiment (i.e., focus is not changed to follow an individual particle), we show that diffusion along the optical axis effectively contributes to the localization error simply by a constant additive term and a slight change of the motion blur coefficient [9] . This means that conclusions drawn here for 2D diffusion in the image plane also hold for 3D diffusion.
In Subsec. A we review localization of stationary particles and give expressions for the localization error associated with different methods. In Subsec. B we then derive an expression for the average width of the PSF of a diffusing particle for a general time-dependent shutter/illumination sequence. Finally, in Subsec. C, following the approach of [9] , we use this result to extend the expressions for localization error to tracking of a diffusing particle. We compare the analytical results to Monte Carlo simulations and discuss the limits of the analytical approach.
A. Localization error for a fixed particle
The diffraction-limited PSF emitted by a freely rotating fluorescent molecule or a fluorescent bead recorded by a CMOS, CCD, or EMCCD camera is well approximated by a two-dimensional (2D) Gaussian function plus a constant background term [8] . For an isolated fluorophore of this kind with fixed position, fitting a 2D Gaussian plus a constant to the measured PSF allows us to estimate the position of the molecule more precisely than the width of the PSF. This is done optimally using the maximum likelihood estimator with Gaussian PSF (MLEwG) [8] .
When the fluorescent particle's position is estimated using MLEwG it leads to a white-noise localization error with variance
for camera pixel width a, background photon count b 2 , total number of signal photons P , and effective PSF width s 2 a = s 2 0 + a 2 /12, where s 0 is the width of the PSF of a stationary fluorophore (typically s 0 ≈ 100-150 nm [8, 9] ). Here F is a factor describing excess noise in the camera: for a CCD or CMOS camera there is no excess noise and F = 1, while for an EMCCD camera electron multiplication leads to excess noise and F = 2.
The particle's position is often estimated by a least squares fit to the PSF-the Gaussian Mask Estimator (GME) [8] -or by determining the centroid of an area containing the PSF [9] . This results in a localization error with variance of the form [8, 9] 
where for GME α = 16/9 and β = 4 [8] , and for the centroid method α = 1 and β = 81/8 when all pixels contributing to the PSF, and only these, have been included [9] .
In the following we assume a linear relation between the amplitude of the background photon noise and the amplitude of the peak signal, i.e, b 2 = qP a 2 /(2πs 2 a ). Here q is the proportionality factor, which we shall refer to as the background-to-signal ratio. This accounts for both the background noise from autofluorescence and other fluorophores, as well as the contribution from the powerlaw tails of the true PSF [8] . The second can normally be absorbed in the background, but is seen when the background noise is low. The background-to-signal ratio q is typically of the order of one [8] . Using this definition of q, Eqs. (1) and (2) can be simplified: for MLEwG,
and for GME or the centroid method,
In practice, when localizing a particle, one must first define a general region of interest (ROI) containing only the particle one wants to track. The choice of the ROI naturally affects the localization precision. The centroid method is particularly sensitive to this as including pixels which only contain background noise increases its errorthe error continues to increase as more background pixels are included, diverging with the size of the ROI. GME and MLEwG, which fit the background noise as a constant offset, are less sensitive to background noise and thus to the size of the ROI. However, errors in correctly defining the ROI will adversely affect the performance of any localization method. Common procedures for defining the ROI involve a thresholding procedure [15] , which only retains pixels with a photon count over a certain threshold and selects the largest cluster of such pixels as the ROI (Appendix). Correctly determining the ROI notably becomes difficult when signal photons are few.
We investigate in Fig. 2 how limited photon statistics affects the precision of the various localization methods in practice. The localization error is approximately proportional to 1/ √ P as predicted theoretically; for low P , it is somewhat higher in practice than theoretical results, which can be expected due to difficulties in defining the ROI and since Eqs. (3) and (4) are only strictly valid in the limit of large P .
We also see that the localization procedures sometimes simply fail to localize the particle (defined as when the error between estimated and true average positions is larger than three times the PSF width, 3s a ) [16] . This fraction, , is zero for large P and increases abruptly for P < P min ≈ 100. Here P min then defines the minimal number of photons needed for reliable localization, which in general depends on the localization procedure used. More advanced methods, notably methods using the preceding and following positions of a tracked particle to localize it [2] , may decrease P min . Conversely, excess noise, which is not present in the simulations of Fraction of cases where the localization procedure fails to localize the particle (defined as when the error between estimated and true average positions is larger than 3sa) [16] .
Fig. 2, will tend to make ROI determination harder since it increases the variance of the background noise by a factor two. The overall shape of as function of P does not change, however: it is practically zero for large P and approaches one for small P . (See [2] for a thorough review of single-particle-tracking algorithms and comparison of their performance.)
B. Motion blur increases the width of the point-spread function
Now consider a fluorescent particle diffusing in the image plane. A fluorescent molecule emits photons with a fixed rate in a Poisson process. The photons are collected by the camera during a time-lapse ∆t to create an image.
The diffusion length during a time-lapse, √ 2D∆t, is in general much smaller than the microscope's field-ofview. So we can assume that the dispersion of photons in the microscope is independent of the particle's position during the time-lapse ∆t. This means that we can for the moment neglect diffraction and finite photon statistics. The effect of these are added later by convoluting the PSF of a stationary particle with the distribution of positions of the diffusing particle during the time-lapse. Furthermore, since the motion in the x-and y-directions of a particle diffusing in a homogeneous medium are independent, the motion along the two axes are identical and can be treated separately as one-dimensional (1D) problems. The result derived here is thus valid for both one-and two-dimensional diffusion, and in the following derivation we consider 1D diffusion only. Finally, since the photon emission process is independent of the particle's position, we do not need to take fluctuations in photon emission into account to derive the average width of the measured PSF.
We can thus split the time-lapse ∆t into M points in time, τ 0 , τ 1 , . . . , τ M . At each time-point τ i the generic illumination function I i determines whether the particle's position is recorded. (It can be considered as an indicator function, which is equal to 1 for time-points when the particle's position is recorded and is equal to zero otherwise.) We then get a razor-sharp image of the tracked particle's trajectory. The width δx of the distribution of recorded positions around the center of mass of such a trajectory is given by
where P = i I i is the total number of photons recorded and x is the average position. Since P is large (typically of the order of 100 or more) the sum is well approximated by an integral, and the expected value of (δx) 2 is
where x = ∆t 0 I(t)x(t)dt, and I is the continuous illumination function, which satisfies ∆t 0 I(t)dt = 1. We insert the expected value x(t)x(t ) = 2D min(t, t ) into Eq. (6) and perform partial integration to get
where R is the motion blur coefficient, defined by
and S(t) = t 0 I(t )dt [11] . Important special cases are: (i) Constant (time-independent) illumination, used in experiments without stroboscopic setup to maximize photon count-here R = 1/6; (ii) an instantaneous illumination pulse, which minimizes motion blur-here R = 0; (iii) the double pulse illumination suggested in [11] , which maximizes the motion blur-here R = 1/4.
Since the photon emission process is independent of the particle's position, the average width of the Gaussian part of the measured PSF (the measured distribution minus the constant background) is
For a constant illumination function (i.e. timeindependent illumination and continuously open shutter) Eq. (9) simplifies to the result found in [9] . This differs from the result found in [12, 17] since the initial positions of the particle at the start of each time-frame in those studies were implicitly assumed to be known, which is not the case in actual particle-tracking experiments.
When tracking particles undergoing 3D diffusion, e.g., using confocal microscopy, particles diffuse in and out of focus, increasing the width of the measured PSF. Following the approach of Deschout et al. [9, Supporting Material] , we may use Eq. (8) to extend their result for the average width of the measured PSF emitted by a fluorescent particle undergoing both in-plane and out-of-plane diffusion,
Here z 0 = 4πns 2 0 /λ ≈ 4s 0 , with numerical aperture of the objective n and photon wavelength λ, and z lim is the distance from the focal plane where the particle becomes undetectable. Diffusion along the optical axis simply changes the effective stationary PSF width and slightly changes the motion blur coefficient, i.e., by approximately 1/16 ≈ 6%. Thus, it does not qualitatively alter the results derived below. We thus consider only diffusion in the image plane in the following, but note that conclusions found here also apply to 3D diffusion.
Examples of measured PSFs of a particle diffusing in the image place obtained from Monte Carlo simulations are shown in Fig. 3 .
C. Localization error for a diffusing particle
Finally, we use the result derived above to extend expressions for the localization error presented in Sec. II A to localization of diffusing particles.
Following the same mean-field approximation used in [9, 13] , we assume that the effect of motion blur on localization error is found simply replacing by s (1)- (4) [ Fig. 4(a)-(c) ], e.g., for GME or centroid localization,
Equation (11) shows that background noise leads to a faster-than-linear increase in the localization error as function of the motion blur. The above result assumes a symmetrical PSF. However, since diffusion is not a stationary process, the contribution to the measured photon distribution from the diffusive movement is only symmetrical on average, not in a single image. This means that we can expect the analytical result to break down when motion blur becomes large enough to make the individual PSF significantly asymmetrical. In practice, for continuously open shutter, the theoretical result agrees well with numerical simulations when the diffusion length during a timelapse is smaller than s . In all plots, the total number of photons emitted by the particle is P = 10 000, the background-to-signal ratio is q = 0.1, the pixel size is a = 100 nm, and the width of the stationary PSF is sa = 150 nm. Note that the amplitude of the background noise is the same in the four panels, the difference in scale makes it appear higher in panels (c) and (d).
illumination sequence to maximize motion blur, the measured PSF is more asymmetrical, and the localization error is in practice higher than theoretically predicted even for modest motion blur. For low motion blur, the MLEwg and GME estimators are slightly more precise than the centroid estimator. For high motion blur, errors in ROI determination dominates the localization error, and all three estimators perform equivalently. Furthermore, high motion blur, especially when photon count is low, significantly increases the fraction of particles that are not correctly localized [ Fig. 4(d)-(f) ].
III. PRECISION OF ESTIMATORS OF THE DIFFUSION COEFFICIENT FROM A SINGLE TRAJECTORY
In this section we build on the results of the previous section to investigate how the precision of estimators of diffusion coefficients depend on experimental parameters. In Subsec. A we review the statistics of timelapse recorded time-series of diffusing particles and define the parameters that determine the precision of estimators of diffusion coefficients. In Subsec. B we introduce the Cramér-Rao lower bound (CRB) which limits the precision of any unbiased estimator of the diffusion coefficient-it thus defines the precision of optimal estimators. In Subsec. C we investigate how the CRB depends on experimental parameters.
A. Statistics of recorded trajectories
In a single-particle-tracking experiment a time-series of N + 1 positions (r 0 , r 1 , . . . , r N ) of a particle diffusing in d dimensions is determined with localization errors of amplitude σ from images recorded with time-lapse ∆t. We define the set of N single-time-lapse displacements (∆r 1 , . . . , ∆r N ), given by ∆r n = r n − r n−1 . These displacements are Gaussian distributed with mean zero and covariance [11] 
We define the signal-to-noise ratio (SNR) as the mean diffusion length √ 2dD∆t of a particle during one timelapse divided by the mean contribution √ 2dσ of the localization error to the measured displacement,
This SNR, along with the motion blur coefficient R, the time-series length N , and the dimension d, determines the precision of any estimator of D. Since the SNR itself depends on F , q, P , the ratio √ 2D∆t/s a , and R, the precision of estimates of D is completely determined by seven parameters: (i) the ratio of the diffusion length to the PSF width, √ 2D∆t/s a , (ii) the excess noise factor, F , (iii) the number of signal photons recorded per image, P , (iv) the background-to-signal ratio in images, q, (v) the motion blur coefficient, R, (vi) the number N + 1 of frames in the recorded time-series or, equivalently, the time-series length, N , and (vii) the dimension of the recorded time-series, d.
For diffusion in an isotropic medium, the influence of d is trivial, the variance of estimates of diffusion coefficients simply scales as ∝ 1/d; we thus consider here only d = 2, but note that conclusions do not depend on d. Excess and background noise, quantified here by F and q, influence the precision of particle localization and thus the precision of estimated diffusion coefficients. However, since they do not change with ∆t, P , R, and N , changing their values does not qualitatively change the results, and thus neither the conclusions presented in this manuscript. We fix in the following F = 1, corresponding to CDD or CMOS cameras, and q = 1, corresponding to typical background noise in experiment (other values of q are considered in Supplemental Fig. 2 ) [18] . The parameters we can control in an experiment are typically: √ 2D∆t/s a (through ∆t, where √ 2D∆t/s a ∝ √ ∆t), P (through both ∆t and the photon emission rate, r, where P ∝ ∆t and P ∝ r), R (by engineering the shutter/illumination sequence), and N (through ∆t, where N ∝ 1/∆t).
B. Precision of optimal estimators for the diffusion coefficient
One can construct estimators of the diffusion coefficient D and the variance σ 2 of the localization error based on a measured time-series (see e.g. [11, 13, 14] ). We want such an estimator to be as accurate as possible, preferably unbiased. That is, an estimator of D should on average give the true value of D. Furthermore, we want the estimator to be as precise as possible. The precision of any unbiased estimator of D is bounded by the information limit, the Cramér-Rao bound (CRB).
An estimator which is unbiased and obtains the CRB is considered optimal-the MLE [11, 13, 14] does this asymptotically (for N → ∞), and a simple covariancebased estimator (CVE) does this for SNR > 1 and all N [14] . The commonly used least-squares fitting to measured mean-squared displacements (e.g., as described in [19] ) is suboptimal and its use should be avoided (for a complete discussion see [14] ).
Technically, the CRB is a lower bound on the variance of any unbiased estimator of the set (D,
with [13] 
where ψ k is the second moment of the normalized discrete sine transform of (∆r 1 , . . . , ∆r N ). It is usually possible to determine σ 2 independently, e.g., directly from the localization procedure as described in [8] when the motion blur is sufficiently small ( √ 2D∆t ≤ s a ), or by averaging over estimates of σ 2 obtained from multiple time-series recorded under the same experimental conditions as described in [14] . (Note that the first method relies on an approximately symmetric PSF and, if the shutter is held open continuously, thus that √ 2D∆t < s a ; the second method assumes that the time-series used in the average are recorded with the same localization error, and thus approximately the same motion blur.) With σ determined beforehand, all the information in the time-series is used to estimate D alone. This increases the precision of the estimate [14] . If σ 2 has been determined independently with high precision, and this information is used to estimate D from a time-series, the CRB on the variance of this estimate is
Increasing N naturally decreases the CRB (CRB ∼ 1/ √ N for N 1). Increasing the SNR also decreases the CRB: for low SNR the CRB approximately scales with the SNR as CRB ∼ 1/ √ SNR [11] , while for high SNR the CRB approaches a constant value (Fig. 5) ; For R = 0, this asymptotic value for the CRB is equal to 6/(dN ) when both D and σ 2 are estimated from the time-series [13] , and it is equal to 2/(dN ) when σ 2 has been determined independently [14] . More surprisingly, when both D and σ 2 are estimated from a time-series, higher motion blur leads to a lower error [11] -if the SNR is kept the same. Conversely, if σ 2 has been determined independently, the CRB is lowest for minimal motion blur (R = 0).
C. Influence of motion blur
The surprising point that increasing the motion blur may decrease the error on estimated diffusion coefficients hinges on the implicit, yet crucial, assumption that changing the motion blur does not change the SNR. However, as we have seen in Sec. II, increasing the motion blur increases the localization error and consequently decreases the SNR; especially if one uses the double pulse illumination sequence to maximize R (Fig. 4) . So, one should compare estimator precision, not for fixed SNR, but for fixed √ 2D∆t/s a (below, the time-series' length N , the signal photon count P , and the background noise b 2 are assumed to be unchanged when changing R). This reveals that while motion blur may theoretically increase precision of estimated diffusion coefficients, in practice, increasing R decreases the precision (Figs. 6 and 7) .
For all R > 0, the CRB depends non-monotonously on √ 2D∆t/s a (Figs. 6 and 7): as √ 2D∆t/s a is increased, the CRB first decreases as the SNR increases; for intermediate √ 2D∆t/s a , the CRB stays constant at its minimal value since further increase in the SNR does not in- ,(e) 1 000, and (c),(f) 5 000. The motion blur coefficient slightly affects estimator precision, though in general the effect is negligible. For low √ 2D∆t/sa and P , and thus low SNR, the higher localization error of the centroid method leads to a somewhat higher CRB compared to MLEwG. In all plots results are shown for 2D diffusion, the background-to-signal ratio for photon count is q = 1, and the time-series length is N = 100. Note that D, ∆t , and sa do not need to be set to specific values to produce the plots as their ratio √ 2D∆t/sa fully determines precision.
fluence the CRB when the SNR is much larger than one; for high √ 2D∆t/s a , the SNR decreases again since the localization error increases faster than linearly with the motion blur [Eq.(11)], eventually leading to an increase in the CRB. If one also considers that motion blur may induce failure of the localization procedure [ Fig. 4(d) -(f)], which effectively reduces N , the increase in the CRB due to high motion blur is more dramatic [Supplemental Fig. 3] [18] . This result is in contrast to the result of [13] , In all plots the tracked particle undergoes 2D diffusion, the background-to-signal ratio is q = 1, and the length of the time-series is N = 100.
where the omission of background noise led to the prediction that the SNR asymptotically approaches maximum as √ 2D∆t/s a is increased. For moderate values of the motion blur, however, the CRB depends little on the motion blur coefficient. In particular, the difference between recording with instantaneous shutter (R = 0) and continuously open shutter (R = 1/6) is not significant as long as √ 2D∆t/s a < 1. (For a typical value of the diffusion coefficient of D ≈ 1 µm 2 s −1 , this means that ∆t should be smaller than s 2 a /(2D) ≈ 10 ms; for different values of D, this bound changes as ∝ 1/D, e.g., for D = 0.1 µm 2 s −1 : ∆t < 100 ms, or for D = 10 µm 2 s −1 : ∆t < 1 ms.) We have above assumed that P is not affected by engineering camera shutter and sample illumination in order to either increase or decrease motion blur (i.e. changing R from the value R = 1/6). In general, even if stroboscopic techniques are employed, this typically decreases P , and consequently increases the CRB.
In summary: as long as √ 2D∆t/s a < 1, which is the relevant parameter range for optimizing the experiment (we shall see below), leaving the shutter open continuously gives the highest precision of estimated diffusion coefficients.
IV. OPTIMIZING EXPERIMENTAL DESIGN
Using the results derived in the preceding sections, we show how one should adjust the rate at which the tracked fluorescent particle emits photons, r, the time-lapse of recordings, ∆t, and the motion blur coefficient, R, in order to maximize the information about the diffusion coefficient contained in a recorded time-series. We consider two different experimental scenarios, which together cover the experimental situations usually encountered in single-particle tracking. In Subsection A we consider the situation where the time that a particle can be followed, t tot , is limited, e.g., since it diffuses out of the field of view of the microscope. In Subsection B we consider the situation where the photostability of the fluorescent particle limits the total number of photons that can be collected for a single trajectory, P tot .
A. Limited experimental recording time
The total time a particle can be recorded t tot = (N +1)∆t may be limited by factors beyond experimental control. The particle may, e.g., detach from the substratum on which it diffuses, e.g. a cellular structure [20] . Or the particle may diffuse out of the microscope's fieldof-view. The latter is typical for particles diffusing in three dimensions. If this happens on a time-scale which is shorter than the time-scale of bleaching, it is clear that one should maximize photon count by maximizing the rate r of photons collected from the fluorescent particle. This rate is limited in practice either by the photochemistry of the fluorescent particle or by the power of the available laser.
For a particle, which can be tracked for a time t tot , the number of recorded signal photons per image is P = r∆t and the length of the recorded time-series is N = t tot /∆t − 1, assuming that one is able to determine the particle's position in all recorded images. Figure 8(b),(c) shows that the information content in a time-series is maximized by choosing ∆t as small as possible, even though this leads to a smaller SNR in individual frames [ Fig. 8(a) ]. The reason for this is that as long as SNR > 1, changing it does not change the CRB much [13] , while the CRB always decreases with N as CRB ∼ 1/ √ N (Fig. 5) ; when SNR 1, the CRB behaves as CRB ∼ 1/ √ SNR [Figs. 5(a),(b)], and since SNR ∼ 1/N [ Fig. 8(a) ], the CRB asymptotically approaches minimum as ∆t is decreased towards zero.
In practice, since the number of signal photons recorded per time-lapse, P , decreases with ∆t, the fraction of images for which the localization procedure fails, , increases as ∆t is decreased [ Fig. 8(d) ]. (More performant tracking methods, which e.g. use the particle's estimated position in preceding and following images, may need fewer photons per image for correct localization; nonetheless, all localization methods, no matter how performant, eventually fail as P decreases.) Thus, the number of recorded positions is not (N + 1) when ∆t is small, but rather (1 − )(N + 1). If the density of fluorescent particles is not too high, one is usually able to identify the full trajectory of a particle, even if some positions are missing. One may then fit the resulting time-series with an estimator that accounts correctly for missing positions [21] . In this case, Eqs. (14) and (16) with N replaced by (1 − )N give lower bounds on the CRB, i.e., optimal estimators using this approach are at least this precise [grey symbols in Figs. 8(e),(f)]. If one is unable to identify the tracked particle again after a position is missing, one is then left with multiple shorter time-series. In this case, the CRB is given by ( Figs. 8(e),(f) ], where I m is the Fisher information for the mth individual contiguous time-series and M is the number of such time-series.
In both cases, the CRB initially decreases as ∆t is decreased, following the theoretical prediction. When P becomes too small, the localization procedure starts to fail, and the CRB rapidly increases as ∆t is decreased further since a smaller and smaller fraction of positions of the particle are found. The sweet spot, where the CRB is minimal-and precision is thus maximal-is found right before localization fails for a substantial fraction of the recorded images. Here the optimal choice of ∆t is around ∆t = 10 ms, corresponding to P ≈ P min ≈ 100.
This result differs from the recommendation of [13] , which suggested recording enough photons in each single image to ensure that SNR > 1, and then maximizing the number of frames recorded under this constraint.
Note finally, that a stroboscopic setup is of no practical use in this case, since the camera shutter must be kept open during the entire experiment to maximize photon count. Furthermore, since ∆t should be chosen as short as possible, motion blur is usually not an issue and need not be taken explicitly into account in the localization procedure.
B. Limited photostability
Conversely, experiments may be limited by the photostability of the fluorescent particle, typical for proteins (ii) where the particle cannot be reidentified after a position is missing and the trajectory is split into smaller time-series (Split); (e) for unknown σ, (f) for known σ. In all plots, the total recording time is ttot = 10 s, the rate of photon emission of the fluorescent particle is r = 10 kHz, the width of the stationary PSF is sa = 150 nm, the background-to-signal ratio in images is q = 1, the shutter is held continuously open (R = 1/6), and the particle undergoes 2D diffusion with dif-
tagged with, e.g., GFP or an organic dye and bound in a lipid membrane [22] . In this case photon economy is paramount. Let P tot be the total number of photons emitted by the fluorescent particle before bleaching. Then N = P tot /P − 1, with P = r∆t. From Fig. 5 we know that the SNR needs only be slightly higher than one (or two if σ 2 is determined independently) for estimates of the diffusion coefficient from a given time-series to be maximally precise. We may thus simply choose ∆t large enough that the SNR is always larger than one, i.e., ∆t > σ 2 /(2D). In practice, we have σ < s a -higher error is indicative of failure of the localization procedure (Figs. 2 and 4 In general, as above, maximizing the number of images recorded is more important than the information in each image. The photon emission rate, r, should thus be adjusted to be as low as possible without the localization procedure failing (Fig. 9 ). This means choosing r such that the number of recorded signal photons per image is P ≈ P min for optimal precision of estimates of the diffusion coefficients. Here r ≈ 10 kHz is optimal, corresponding again to P min ≈ 100.
Note that, as above, a stroboscopic setup is typically of no practical relevance for optimizing the experiment. For fast diffusion proteins (e.g., D ∼ 10 µm 2 s −1 ) one may not be able to choose ∆t small enough (∆t ≈ 1 ms), e.g., if the camera cannot record fast enough. Here a stroboscopic setup may be used. One should then simply maximize r and only let the shutter stay open for the short time-interval P min /r max to minimize motion blur, while the time-lapse between measurements should be chosen to maximize the information content per image, i.e., letting ∆t > 4σ 2 /(2D) (Fig. 5 ).
V. CONCLUSION
We have shown that one should choose quantity over quality when it comes to tracking diffusing particles. In general, experiments should be designed with focus on maximizing the number of frames recorded-the timeseries length-even if this means a low SNR in individual frames. In particular, if the time a particle can be recorded is limited, e.g., by the particle diffusing out of the field-of-view, one should record the particle with a photon emission rate and a video rate that are as high as possible. If the experiment is limited by the fluorescent particle's photostability, one should minimize the photon emission rate and record with a video rate that is slow enough to maximize the information content in each recorded frame yet fast enough to avoid the deleterious effects of motion blur-this is achieved by choosing the video rate such that the mean diffusion length per time lapse is equal to or slightly smaller than the PSF width of a stationary particle. In both cases, the fundamental where a contiguous trajectory can be constructed from the found positions (Contiguous), or (ii) where the particle cannot be reidentified and the trajectory is split into smaller timeseries (Split). (e) for unknown σ, (f) for known σ. In all plots, the total number of recorded photons is Ptot = 10 5 , the timelapse of recordings is ∆t = 10 ms, the width of the stationary PSF is sa = 150 nm, the background-to-signal ratio in images is q = 1, the shutter is held continuously open (R = 1/6), and the particle undergoes 2D diffusion with diffusion coefficient
limit on the precision is set by the minimal number, P min , of signal photons needed in a single image for reliable localization.
The exact values of optimal ∆t and r depend on experimental and physical parameters of the system under study. However, the results presented in this paper may be used in one of two following ways in practice. (i) The quick and dirty way: according to whether recording time or photostability limits time-series length, fix either r or ∆t and adjust the other to determine experimentally P min as the point where localization starts to fail a substantial number of times (e.g. ≈ 0.1); the parameters giving this P min are then approximately the optimal choice. (ii) The thorough way: if one wants to squeeze out every last drop of information from the experiment, one may follow the procedure described in the present paper to numerically find optimal experimental parameters for a given setup and localization method. This may even be done iteratively as D is estimated from experiments.
Similar procedures to the one presented here may be used to study how to optimize experimental parameters for tracking particles undergoing more complicated forms of motion, such as persistent random motion, active transport, or anomalous diffusion. Note that optimization in the definitive sense requires that an optimal estimator exists for the motion studied. While this often is not the case, at least not yet, one may still optimize experiments for a given (suboptimal) estimator of the motility parameters of the motion under study.
for selecting the ROI and fitting the PSF recorded inside this ROI in order to determine the precision of localization methods in practice.
Images were simulated using a continuous variant of the exact Gillespie algorithm [23] , which uses that since photon emission is a Poisson process, the times elapsed between a particle emits two consecutive photons are exponentially distributed. The particle was started out at (x true , y true ) = (0, 0). An exponentially distributed waiting time until emission of the first photon was then drawn, τ 1 ∼ Exp(r). [Here τ 1 ∼ Exp(r) is short for τ 1 is exponentially distributed with mean 1/r.] The displacement undergone by the particle in each perpendicular direction during the time-interval τ 1 was then drawn as dx true , dy true ∼ N (0, 2Dτ 1 ), i.e., both normally distributed with mean zero and variance 2Dτ 1 . The position of the particle at time t = τ 1 was then (x true , y true ) = (dx true , dy true ); from this position the particle emitted a photon whose apparent position, as recorded by the camera, was equal to the particle's true position plus a photon noise term due to diffraction in the microscope, ξ x , ξ y ∼ N (0, 2s 2 a ). A new waiting time τ 2 ∼ Exp(r) was drawn; the particle's position was updated by adding dx true , dy true ∼ N (0, 2Dτ 2 ) to (x true , y true ); the particle emitted a photon from its new position which was recorded with a photon noise term, ξ x , ξ y ∼ N (0, 2s 2 a ). The procedure was repeated until P +1 i=1 τ i > ∆t, where the last photon (corresponding to P + 1) was not recorded. The recorded photon positions were then compared to a 64×64 pixel grid of individual dimensions a × a = 100 nm × 100 nm (the grid was large enough that the particles did not diffuse out of the "camera" during the time-lapse); each position falling inside a given pixel added one to its count. Finally, Poisson distributed background noise was added to each pixel with mean b 2 = qP a 2 /(2πs 2 a ).
The resulting image, I, was then treated as follows to estimate the particle's average position. A thresholding procedure was performed which removed all pixels under a certain threshold equal to n thres b 2 , yielding a binary matrix A, with ones in pixels where the photon count was above the threshold and zeros where it was below. To remove single background pixels that were over the threshold due to random fluctuations, binary erosion of A by a 3 × 3 matrix was performed. The ROI was then expanded by a number n dilate of successive binary dilations of A by a 3 × 3 matrix. The thresholds n thres and n dilate were chosen for the highest localization precision, and depended on P ; for GME and MLEwG, n dilate needed only be large enough to include a substantial part of the PSF, while for the centroid method, n dilate needed to be chosen as function of n thres and P to maximize precision. The particle was then localized [8, 9] using only pixels of I that corresponded to non-zero entries of A. For the centroid method, fitting involved first subtracting the average background amplitude from all pixels [9] ; the average background was estimated from pixels in a perimeter of three pixels around the ROI.
The above procedure was repeated 1 000 times for each set of parameter values in order to estimate the localization error of the various methods. Increasing q, i.e., the background noise, adversely affects the precision of the centroid method and thus of diffusion coefficients estimated using it, though only for low √ 2D∆t/sa; for low background the precision of the centroid method approaches that of MLEwG for all √ 2D∆t/sa. Changing q does however not change the qualitative results presented in the Figs. 6-9. In all plots, the number of photons recorded per image is P = 100, the time-series length is N = 100, the stationary PSF width is sa = 150 nm, and the particle diffuses in 2D. 
