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ABSTRACT
COGNITIVE ECOLOGICAL MODEL OF SEXUAL ASSAULT: COGNITIVE
APPRAISALS OF THE SOCIAL ENVIRONMENT
AND RISK RECOGNITION
Mary Catherine Mercer, PhD
Department of Psychology
Northern Illinois University, 2018
Michelle M. Lilly, Director
This dissertation examined risk recognition of sexual assault within the Cognitive
Ecological Model, with a focus on how the social environment impacted background factors and
cognitive appraisals of a sexually risky situation. Participants completed the Marx and Gross
audiotaped date-rape vignette and indicated if and when the man should refrain from making
further sexual advances. In order to examine the impact of the social environment, participants
completed the task alone, or with a same- or opposite- sex confederate. Cognitive appraisals of
the task were taken at 4 time-points and examined self- and other- perceptions of the interaction.
Hypotheses that cognitive appraisals would mediate the relationship between (a) sexual scripts
and risk recognition, (b) gender and risk recognition, and (c) social environment and risk
recognition were not supported. Gender and social environment did not independently risk
recognition or cognitive appraisals; however, there was a marginally significant interaction.
Research questions explored gendered effects of the social environment and found that female
participants completing the task with a female confederate had longer response latencies than
other conditions. Limitations and future directions are discussed.
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CHAPTER 1

INTRODUCTION

Sexual assault on college campuses is pervasive, with up to 75% of women being
assaulted (Abbey, Parkhill, & Koss, 2005) and nearly 1 in 5 women experiencing rape or
attempted rape while in college (Black et al., 2011). Sexual assault is defined as nonconsensual
sexual contact, ranging from sexual touching to sexual penetration. The public health outcomes
of sexual assault are damaging. Victims of sexual assault are more likely to experience mental
health problems, including depression, anxiety, substance abuse, and posttraumatic stress
disorder (Kilpatrick, Resnick, Ruggiero, Conoscenti, & McClauley, 2007; Zinzow et al., 2012).
The economic costs of sexual assault are significant. While methodologies have differed, it is
estimated that costs associated with rape range between $87,000 and $240,000 (Cohen &
Piquero, 2009; Delisi, 2010; French, McCollister, & Reznik, 2010; Miller, Cohen, & Wiersema,
1996). Due to the nature, prevalence, and public health consequences of sexual assault, it is
important to implement evidence-based prevention and intervention programs that target sexual
assault on college campuses. There is an inherently social nature to sexual assault; it does not
occur in solitude, and, by definition, requires the presence of two or more people. Because of
this, it is important to understand how the social environment may impact sexual assault.
However, the impact of the social environment has been understudied. As such, the current study
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seeks to further understand the role of the social environment in understanding how men and
women detect and respond to risk for potential sexual assault.
As previously mentioned, college women are at a particularly high risk for sexual assault
victimization. College women are the most common victims of sexual assault (e.g., Belknap &
Erez, 2007) with victimization rates three times higher than the general population and the same
age group not in college (Koss, Gidycz, & Wisniewski, 1987). Most sexual assaults are
perpetrated by someone the victim knows (i.e., acquaintance rape), especially in cases of
incapacitated sexual assault (Krebs, Lindquist, Warner, Fisher, & Martin, 2009). Despite the high
prevalence of sexual assault, public safety reporting rates are very low. On average, only about
12% of victims report cases of sexual assault to law enforcement (Kilpatrick et al., 2007). One
factor that may discourage reporting is stigma, and it is important to clarify that, despite
widespread beliefs to the contrary, only 2-10% of reported rapes are false (Lisak, Gardinier,
Nicksa, & Cote, 2010). In sum, despite the high prevalence of sexual assault, few women make
official reports.
Conversely, approximately 58% of men report perpetrating some form of sexual assault
(Zawacki, Abbey, Buck, McAuslan, & Clinton-Sherrod, 2003) and between 8-10% of men report
perpetrating completed rape (Fisher, Cullen, & Turner, 2000; Zawacki et al., 2003). Recent
studies have found that a small percentage of college men account for the many completed rapes.
One study found 7% of men admitted to perpetrating attempted or completed rape. Of these men,
63% reported committing multiple rapes with an average of 6 rapes each (Lisak & Miller, 2002).
In fact, prior perpetration of sexual violence is one of the best predictors for future sexual assault
perpetration (Loh, Gidycz, Lobo, & Luthra, 2005; Loh, Orchowski, Gidycz, & Elizaga, 2007).
Because such a high number of men report committing some form of sexual assault and a small
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percentage report committing multiple rapes, it is important to determine what factors are
associated with rape proclivity.
Before discussing the current state of sexual assault prevention and intervention programs
on college campuses, it is important to recognize that, while both men and women are victims of
sexual assault, men perpetrate 98% of all completed rapes and women experience victimization
at a much higher rate than men (Black et al., 2011). Furthermore, it is likely that the etiology is
different for female-perpetrated sexual assault. As such, the current paper focuses on male
perpetration of sexual assault against women.
Degue and colleagues (2014) recently reviewed the current state of sexual assault
prevention programs. They found three interventions [i.e., Safe Dates (Foshee et al., 2004;
2005); Shifting Boundaries, building-level intervention (Taylor, Stein, Mumford, & Woods,
2013; Taylor, Stein, Woods, Mumford, & Forum, 2011); and funding associated with the 1994
U.S. Violence Against Women Act (Boba & Lilley, 2008)] to be effective in sexual violence
outcomes. These interventions had several notable similarities. First, there was some component
of the interventions that involved the larger community, suggesting that it is helpful to target not
only individual attitudes but community resources and awareness. Furthermore, the Safe Dates
(Foshee et al., 2004; 2005) and Shifting Boundaries, building-level intervention (Taylor et al.,
2011; 2013) interventions targeted grades six through nine, suggesting that earlier intervention
might yield better results. However, as discussed in further detail below, early intervention was
not always effective when it lacked broader community intervention, further providing support
for the importance of the larger social context.
Five interventions were found to be ineffective and three interventions to be potentially
harmful (DeGue et al., 2014). Notably, each of these interventions used components of the
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aforementioned effective interventions. DeGue and colleagues offer potential explanations for
these inconsistencies, including the possibility that increased awareness results in higher reports
of victimization and perpetration and adverse reactions to the content. These findings may also
be due to the way in which the intervention was implemented and studied. DeGue et al. noted
that many of the studies found to be ineffective were very brief, one session interventions,
suggesting that interventions need to be delivered at an appropriate “dose” to result in behavioral
and attitudinal changes. Furthermore, the majority of the studies found to be ineffective or
potentially harmful did not include rigorous designs and behavioral outcome measures, thus
limiting the generalizability and conclusions drawn from the studies. Relatedly, ten interventions
needed more research, and the remainder had insufficient evidence available to evaluate the
effectiveness of the study. As suggested by Nation et al. (2003) and further implored by DeGue
et al. (2014), these interventions failed the standards of a rigorous study, thus significantly
limiting the impact and generalizability of the findings. While some studies demonstrated
promising initial results, such as Coaching Boys into Men (Miller et al., 2012) and Bringing in
the Bystander (Banyard, Moynihan, & Plante, 2007), they failed to implement studies rigorous
enough to draw firm conclusions.
Because of the current state of sexual assault prevention programs and their relative
failure to produce meaningful, lasting results, it is important to consider what constitutes an
effective prevention program. Nation et al. (2003) identified nine principles of effective
prevention programs: (a) comprehensive in strategies and components, addressing individual,
contextual, and social factors; (b) appropriately timed delivery so that interventions are delivered
prior to the etiology of sexual violence, (c) utilization of teaching methods that incorporate
interactive instruction and skills-based learning, (d) sufficient dose or exposure to the
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intervention, as determined by needs and risk levels of the targeted population, (e) administered
by well-trained staff, (f) provided opportunities for developing positive peer, community, and
institutional relationships, (g) socio-culturally relevant to reflect the norms and cultural beliefs of
the targeted population, (h) theory-driven to ensure that identified factors are targeted and tested,
and (i) inclusion of outcome evaluation for testing and bettering interventions. Upon considering
these guidelines, DeGue et al. (2014) argue that current prevention programs fail to meet the
majority of these principles. Specifically, there tends to be a failure to target sexual violence
prior to attending college and to consider the larger context in which sexual violence occurs.
Furthermore, both DeGue et al. (2014) and Paul and Gray (2011) concluded that sexual violence
prevention programming frequently lacks a theoretical framework, and Paul and Gray (2011)
admonish the failure to include social psychological and behavior change research to guide
development of interventions. The most common risk factors addressed in prevention
programming were knowledge and attitudes about rape, women, and sex. There is limited
empirical evidence linking legal or sexual knowledge to sexual violence perpetration (Tharp,
DeGue, et al., 2011) and virtually no theoretical reason to believe that rape is caused by a lack of
awareness about laws prohibiting it. However, education about rape laws and statistics remains a
frequent component of sexual violence prevention strategies. Attitudes are similarly attractive
targets for intervention because they are relatively easy to measure and assess for change in the
short-term. However, more empirical and theoretical work is needed to establish these factors as
functional pieces in violence development rather than merely correlates or indicators and to
provide well-developed, integrative theories to explain the role of attitudes and their potential
value as primary prevention targets. On the other hand, cognitive factors, including hostility
toward women, traditional gender role adherence, and hypermasculinity, have shown consistent
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links to sexual violence perpetration (Tharp et al., 2013) but are rarely addressed directly in
prevention programs.
The ultimate goal of sexual assault prevention programming is to reduce sexual violence.
However, there is an underlying assumption that the programming will result in an increase in an
individual’s ability to identify and behaviorally respond to risk for potential sexual assault in any
given situation (Rozee & Koss, 2001; Rozee, Bateman, & Gilmore, 1991). More specifically,
there is an assumption that potential victim, potential perpetrator, and/or any persons (i.e.,
“bystanders”) present will be able to acknowledge and respond to risk for sexual assault. This
construct is known as risk recognition, or an individual’s ability to recognize the risk for sexual
assault across contexts. Risk recognition captures the behavioral expression that results from a
confluence of historical, attitudinal, perceptual, and situational factors. In other words, an
individual’s ability to detect risk is imperative in preventing sexual assault; without adequate
ability to determine that a situation is risky, other strategies (e.g., self-defense, bystander
intervention) become much more difficult and potentially obsolete. Due to the inherently social
nature of sexual assault, risk recognition must occur in a social environment. Mercer
(unpublished thesis; 2014) demonstrated the importance of the social environment in detecting
and responding to risk for sexual assault, adding evidence to support Paul and Gray's (2011)
argument that social psychological research needs to be integrated into prevention programming.
One potential reason that current prevention programs have failed to demonstrate lasting
attitudinal change and no consistent positive behavioral change [see (DeGue et al., 2014) for a
review] is the failure to incorporate consideration of the social environment in developing a
theoretically-grounded intervention. For example, typically-targeted factors (e.g., hostility
toward women, traditional gender role adherence, hypermasculinity, sexual scripts, etc.) may
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interact with the social environment to either enhance or diminish an individual’s ability to
recognize the risk for potential sexual assault in the moment and, as a result, behaviorally adapt
to the situation. Bringing in the Bystander (Banyard et al., 2007), for example, seeks to reduce
sexual violence by providing psychoeducation and behavioral skills to encourage bystanders to
intervene in potentially risky situations. While this intervention targets attitudes and provides
behavioral skills, factors identified as important in effective interventions, it fails to consider
research and include outcome measures from the social psychological field. As such, it is unclear
how the social environment impacts individuals and active bystander participation in the moment
of potential risk. While Mercer (unpublished thesis; 2014) provided initial support for the
importance of the social environment in risk recognition, the current study seeks to further
explicate how the social environment impacts risk recognition within an existing theoretical
framework. As a result, the current study can directly inform the principles behind the use of
current and future prevention and intervention programs.

Statement of the Problem

There is a dearth of research examining how the social environment impacts an
individual’s ability to detect and respond to risk for sexual assault. Mercer (unpublished thesis,
2014) demonstrated that risk recognition is significantly hindered in a social environment,
providing evidence that the social environment is, in fact, an important aspect of how individuals
make decisions about risk. Furthermore, most research assesses attitudes, beliefs, and norms
prior to the situation in which a decision about sexual assault risk is made. It is currently
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unknown how these factors work in the inherently social environment associated with sexual
assault. The primary goal of the current study is to replicate and extend upon the findings of
Mercer (unpublished thesis; 2014) by examining how men and women responded in a social
environment with different genders. Furthermore, the current study seeks to further understand
how individuals cognitively process and integrate attitudes, beliefs, and norms that result in the
ultimate detection of sexual risk. Given the failure of current sexual assault intervention
programming, and the continued prevalence of sexual assault on college campuses, examination
of the impact of the social environment may provide valuable information for the future
development of effective interventions.

Cognitive Ecological Model of Risk Recognition

Risk recognition captures the confluence of risk factors associated with sexual
assault perpetration and victimization. Nurius and Norris (1995) proposed the Cognitive
Ecological Model (CEM) of risk recognition, an ecological conceptual model to help understand
women’s interpretation of, and responses to, sexual assault threat by male acquaintances. The
model is ecological in nature because it organizes the influences of intrapersonal, interpersonal,
and sociocultural factors (Bronfenbrenner, 1979) into nested levels. Ecological models assert that
there are different levels of influence in which smaller units are embedded within and influenced
by larger ones; these levels of influence consist of: (a) the macrosystem of broader cultural
values, (b) the ontogeny, or individual differences, (c) the exosystem, which includes social units
and interpersonal goals, and (d) the microsystem, which is defined by situational factors and
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cognitive appraisals. Nurius and Norris (1995) assert that the macrosystem, ontogeny, and
exosystem “set the stage” as antecedents of the interaction and the microsystem most directly
influences how risk is individually recognized and responded to. Please refer to Figure 1 for a
depiction of this model. Each aspect of the model and associated empirical evidence will be
discussed in further detail below. However, the influences of macrosystem variables “should be
sufficiently captured through more proximal variables” (Nurius & Norris, 1995, p. 120) and will
not be discussed further.

Figure 1. Cognitive ecological model of risk recognition.

.
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A central component of the CEM is the outcome: risk recognition of potential sexual
assault. As such, it is important to clearly operationalize risk recognition before introducing the
rest of the model. The construct of risk recognition has been defined as an individual’s ability to
recognize the potential risk for sexual assault in any given situation. A variety of measures have
been utilized to examine risk recognition, including written vignettes (Brown, Messman-Moore,
Miller, & Stasser, 2005; Cue, George, & Norris, 1996; Hoyt & Yeater, 2011; Messman-Moore &
Brown, 2006; Nason & Yeater, 2012; Norris, Nurius, & Graham, 1999; Testa, Livingston, &
Collins, 2000; Vanzile-Tamsen, Testa, & Livingston, 2005; Yeater, McFall, & Viken, 2011;
Yeater, Treat, Viken, & McFall, 2010) and audiotaped vignettes (Bernat, Calhoun, & Adams,
1999; Bernat, Stolp, Calhoun, & Adams, 1997; Faulkner, Kolts, & Hicks, 2008; Geier, 2013;
Gross, Bennett, Sloan, Marx, & Juergens, 2001; Gross, Weed, & Lawson, 1998; Loiselle &
Fuqua, 2007; Marx & Gross, 1995; Marx & Soler-Baillo, 2005; Marx, Calhoun, Wilson, &
Meyerson, 2001; Marx, Gross, & Adams, 1999; Marx, Gross, & Juergens, 1997; PumphreyGordon & Gross, 2007; Soler-Baillo, Marx, & Sloan, 2005; Van Wie, Gross, & Marx, 1995;
Wilson, Calhoun, & Bernat, 1999; Winslett & Gross, 2008). Both written and audiotaped
vignettes depict a scenario that systematically increases in behaviors that indicate risk for sexual
assault. Risk recognition is defined as the point in the vignette in which the individual indicates
awareness of risk for sexual assault. Since the proposal of the current study, exciting
developments have been made in the measurement of risk recognition, including the integration
of virtual reality simulations in which a female agent adapts to a male participant’s responses in
an interaction (Abbey, Pegram, Woerner, & Wegner, 2018).
While it is possible to capture a wider range of situational and relational variables in
written vignettes, such as alcohol consumption and previous intimacy, it is more difficult to
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determine the behavioral expression of risk recognition. For example, participants may scan the
vignette, discover it concludes in completed rape, and make their indication earlier in the
vignette. Furthermore, scoring methods are inconsistent across studies and include summation of
responses to risk recognition questions (e.g., Yeater et al., 2010) and word count before
identification (e.g., Messman-Moore & Brown, 2006). As such, written vignettes have not
clearly or consistently operationalized risk recognition. Furthermore, the psychometric properties
of written vignettes are unknown and there has been little replication of written vignettes [with
the exception of the Risk Perception Survey; (Messman-Moore, personal communication)]. As
such, the current review will address findings from studies that have utilized the (Marx & Gross,
1995) audiotaped vignette.
The Marx and Gross (1995) audiotaped vignette is a recording of an interaction between
a man and a woman engaged in sexual activity; it begins with consensual sexual activity and
systematically escalates to completed rape. Participants are asked to stop the interaction if and
when the man should refrain from making further sexual advances. The vignette consists of six
segments: consensual interaction; polite refusals by the woman; verbal refusals by the woman
and apologies by the man; verbal pressure by the man and refusals by the woman; verbal threats
by the man and adamant refusals by the woman; and forced sexual intercourse (see Table 1;
Marx et al., 1999). Risk recognition is operationalized as response latency, or the length of time
taken to indicate that the man should refrain from making further sexual advances. Longer
response latencies are considered to be representative of poorer risk recognition. Consistent with
the CEM, empirical evidence reveals that response latency is impacted by ontogenic, exosystem,
and microsystem variables and situational factors.
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Table 1
Stimulus Segments
Segment
I. Mutual interaction

Time (s)
0-82
67
77

II. Polite refusals

III. Verbal refusals
and apologies by the
man

83-97
87
90
97
98-121
100
108
111

IV. Verbal pressure
and refusals

122-182
103
142
149
163

V. Verbal threats
and adamant refusals

183-246
186
195
208
229

VI. Forced sex

236
247-296
253
256

Tape content
Entrance and conversation about apartment
Discussion of movie
Mutual kissing
F: “You really know how to show a girl a good time…Kiss
me.”
M: “When I’m close to you like this, it drives me wild.”
M: “I like to touch your breasts.”
F: “Oh…Don’t do that.”
M: “You really turn me on.”
Mutual kissing
F: “I like it when you touch my chest, but not right now.”
M: “I’m sorry but you know that when I get close to you I
just about lose control. I apologize – it won’t happen
again.”
F: “Now come here and kiss me.”
Mutual kissing
F: “Haven’t you been listening to me? I just got through
telling you that I didn’t want you touching my chest and
now you go and touch my butt.”
F: “Don’t you are what’s important to me?”
M: “I just want you so much.”
F: “No, not tonight. I don’t want our relationship to be
based only on sex.”
F: “No…Get your hands out of my pants.”
M: “I might have to stop seeing you.”
F: “Please don’t do this…I don’t think you understand, but
I don’t want sex right now.”
F: “Don’t be upset with me…I just think we should slow
down.”
F: “Hold me and kiss me like this.”
M: “I’ll have to hurt you.”
F: “Just stay away from me. Don’t you dare touch me!”
(Continued on following page)
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Table 1 (continued)
267
VII. Rape ensues

271-296

M: “One way or the other, you are going to give it to
me!...You are going to have sex with me!”
Rape ensues

Ontogenic Variables

Ontogenic variables are the individual differences and historical factors through which
the macrosystem (i.e., cultural beliefs) exerts an effect. That is, throughout development,
information is received, processed, and organized into a framework of how the world works. As
a result, people develop a set of beliefs, attitudes, and tendencies that guide behaviors and daily
interactions. These beliefs, attitudes, and tendencies indirectly influence an individual’s ability to
detect and respond to threat of sexual assault. Sexual assault history, sexual scripts, and beliefs
about sexual gatekeeping are three ontogenic factors implicated in risk recognition that have
received the most empirical investigation to date.

History of Sexual Violence

One ontogenic variable that has been examined is an individual’s experience with sexual
violence. Experience with sexual assault perpetration or victimization likely influences and/or
reinforces the development of beliefs, attitudes, and behavioral tendencies. As a result, the
capacity to identify and respond to risk is impacted.
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Perpetration. Research has shown that, in general, men require clear, unambiguous
messages that sexual advances are unwanted before stopping an interaction. Using the Marx and
Gross (1995) paradigm, Marx et al. (1999), for example, found that men on average tolerated
polite, adamant, and forceful refusals by the woman before indicating that the man should refrain
from further sexual advances using the audiotaped vignette. These findings indicate that
pronounced inhibitory cues are necessary for men to discriminate what is sexually appropriate
from what is inappropriate.
More specifically, one background factor that has been consistently associated with poor
risk recognition is a man’s history with sexual aggression. Findings have consistently suggested
that sexually aggressive men take longer to recognize and respond to risk for sexual assault
perpetration (Bernat et al., 1997; Bernat, Calhoun, & Stolp, 1998; Geier, 2013; Gross et al.,
2001; Marx et al., 1997; 1999; Mercer, unpublished thesis, 2014). Sexual aggression is typically
defined as a self-reported history of engaging in sexually aggressive and/or coercive acts, and
men are usually dichotomized into two groups: sexually violent with a history of perpetrating
any form of sexual violence or sexually nonviolent with no history of any form of perpetration.
When presented with the Marx and Gross (1995) risk recognition task, Bernat and colleagues
(1998) found that sexually aggressive men, in comparison to nonaggressive men, were nearly six
times more likely to allow the date rape interaction to escalate to the point when the man is
attempting to remove the woman’s pants, verbally threatening to hurt her, and she has begun
yelling and crying for him to stop. In sum, sexually aggressive men are typically more accepting
of the representation of force and sexual coercion presented in the audiotaped vignette. This
acceptance may lead to longer response latency during the task, indicating that men with a
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history of sexual aggression may have a relative deficit in risk recognition for perpetration of
sexual assault.
Victimization. While there is a conceptual link between sexual assault victimization and
poor risk recognition, the findings have been inconclusive. Multiple studies have demonstrated a
clear link between victimization and risk recognition deficits (Marx et al., 2001; Norris et al.,
1999; Soler-Baillo et al., 2005; Winslett & Gross, 2008). For example, Marx et al.'s (2001)
prospective study of risk recognition consisted of a baseline and a two-month follow-up period;
the audiotaped vignette risk recognition task was completed at baseline and measures of sexual
assault were administered at both time points. Their findings revealed that women who were
raped during the two months between baseline and follow-up displayed longer response latencies
at baseline, indicative of poorer risk recognition. Similarly, Soler-Baillo et al. (2005) found that
victims of any kind of sexual assault displayed significantly longer response latencies than did
nonvictims when completing the Marx and Gross (1995) audiotaped vignette task. These
findings are consistent with the Norris and colleagues (1999) finding that women who had
previously experienced sexual victimization needed a higher level of both clear and ambiguous
factors to make a judgment that they were at risk for sexual assault. Clear risk factors include
sexual comments, verbal persuasion, physical pressure while fondling, and male persistence.
Ambiguous risk factors include the consumption of alcohol by the man and/or the woman and
the degree of isolation during the encounter (Norris et al., 1999). In other words, these findings
indicate that, regardless of the situational components and threat cues exhibited, formerly
victimized women tend to display a relative deficit in the ability to identify their risk for sexual
assault.
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Not all evidence, however, is supportive of this trend. Multiple studies have found no
significant difference in response latencies for sexually victimized and nonvictimized women
(Faulkner et al., 2008; Loiselle & Fuqua, 2007; Marx, Heidt, & Gold, 2005; Pumphrey-Gordon
& Gross, 2007; Mercer, unpublished thesis, 2014). Wilson et al. (1999) found that multipleincident victimized women exhibited significantly longer response latencies than did singleincident or nonvictims; single-incident and nonvictims did not differ in response latencies.
Additionally, Marx and Soler-Baillo (2005) examined risk recognition in acknowledged victims,
unacknowledged victims, and nonvictims, with unacknowledged victims endorsing questions
that met the legal definition of rape but failing to label their experience as rape. The researchers
found that unacknowledged victims showed significantly longer response latencies than
acknowledged victims and nonvictims.
Despite these findings, it is important to consider potential reasons for the inconsistencies
in findings; some studies have found that risk recognition is related to having a history of sexual
assault, but other studies have failed to establish this relation. Numerous methodological
differences make it difficult to generalize across studies (Gidycz, McNamara, & Edwards, 2006).
First, as Messman-Moore and Brown (2006) discuss, the definition of sexual assault history has
varied across studies, and using a broad definition of victimization history has failed to find an
association between victimization history and risk recognition deficits (e.g., Cue et al., 1996;
Mercer, unpublished thesis, 2014). This suggests that the relationship may only exist for victims
of more severe sexual assault, such as completed or attempted rape. Furthermore, the method
varied between audiotaped and written vignettes, and the operational definition of risk
recognition was largely inconsistent.

17

The CEM (Nurius & Norris, 1995) offers an alternative explanation. Experiencing a
sexual assault may challenge previously held beliefs about the world, the self, and others. As a
result, victims may develop or amend previously held beliefs about safety (e.g., I’m not safe
anywhere), trust (e.g., no one can be trusted), and control (e.g., I’m powerless/have no control in
influencing events). These beliefs likely influence the cognitive appraisals that are made during a
risky sexual situation. For example, if a woman develops the belief that she is not safe anywhere
and that no one can be trusted, she may be very alert to risk cues. On the other hand, if a woman
believes that she has no control in a situation or that she is to blame for the prior assault, she may
not be alert to risk cues. In other words, the model hypothesizes that beliefs influence the in-themoment cognitive appraisals of risk, thus impacting risk recognition abilities. Further, consistent
with male sexual violence perpetration, women with a history of sexual assault are differentially
impacted by other situational and individual factors (discussed below).

Sexual Scripts

An additional factor of particular relevance to sexual assault risk recognition is an
individual’s sexual scripts. Gagnon and Simon's (2005) sexual scripts theory argues that
sexuality is influenced by societal norms, social learning, personal experiences, values, and
preexisting attitudes. In other words, sexual scripts help individuals know what roles to play and
how sexual scenarios should proceed. Sexual scripts can be impacted by numerous beliefs,
including perceived token resistance and sexual gatekeeping.
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Perceived Token Resistance. One aspect of sexual scripts that many individuals are
socialized to hold is the belief that women offer token resistance to sex; in other words, the belief
that women “say no to sex when they mean yes and that their protests are not to be taken
seriously” (Muehlenhard & Hollabaugh, 1988, p. 872). This belief is founded on the traditional
sexual script that outlines women’s role as resisting sex and men’s role as persisting in their
sexual advances despite women’s resistance efforts (Check & Malamuth, 1983). Some men
might expect women to resist sexual advances in an effort to comply with social expectations
(i.e., to be chaste and virtuous) instead of expressing her true wishes (Loh et al., 2005).
Furthermore, men may view token resistance as an invitation to intensify efforts of sexual
persuasion, seduction, and coercion (Polaschek & Ward, 2002).
If a person’s sexual scripts contain beliefs about token resistance, refusals may be ignored
and risk recognition abilities may be hindered. There is evidence to support this notion. Marx
and Gross (1995) found that 58% of the college men in their sample experienced what they
perceived to be token resistance from a woman, and these men took significantly longer to make
a risk recognition identification while completing the task. While Marx et al. (1997) failed to
replicate this finding, another pattern emerged; the relationship between token resistance and
delayed risk recognition was only present for men who had previously ignored the token
resistance and continued to make sexual advances. This may be interpreted by the behavioral
principle of intermittent reinforcement; if continued sexual advances result in the desired
outcome (i.e., sexual contact) a proportion of the time, there is an increased likelihood that the
tactic will be used in future sexual interactions.
Van Wie and colleagues (1995) demonstrated a similar pattern in women; when female
participants were told that the woman in the vignette had initially refused sexual contact but
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eventually permitted it on a previous date, it took the participants significantly longer to make a
risk recognition identification. In addition, risk recognition significantly worsened if the female
participant reported a history of engaging in token resistance. These findings demonstrate that
token resistance is a factor in the sexual scripts of both genders and has a negative impact on the
ability to recognize risk for sexual assault.
Sexual Gatekeeping. Sexual scripts frequently contain a formulaic idea of the gendered
roles people should take in a sexual interaction. The masculine role, for example, often entails
never refusing sexual opportunities and always being “interested in and ready for sex”
(Zilbergeld, 1999, p. 23). The male sex role has stereotypically been that of the initiator or
aggressor, and the traditional sex role for women has been more passive and restrictive of men’s
sexual advances (Allgeier & Royster, 1991; Kiefer & Sanchez, 2007; McCormick, 1979).
Mercer (unpublished thesis, 2014) presented findings to support the impact of sexual
gatekeeping on risk recognition. When men completed the Marx and Gross (1995) task with a
female confederate, response latencies were significantly longer than when women completed
the task with a male confederate, ΔR2 = .04, F(1, 120) = 5.39, p = .02. One interpretation of this
finding is that men relied on the confederate as the sexual gatekeeper; they waited for her to
make an indication on the appropriateness of the situation, and when she did not, the male
participants allowed the audiotaped vignette to continue. Replication of these findings is
warranted.
Within the ecological framework, prior experiences with sexual violence, beliefs about
token resistance, and attitudes about sexual gatekeeping have been implicated in risk recognition.
It is likely that these variables indirectly impact an individual’s in-the-moment ability to
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recognize and respond to the threat of sexual violence. The following section discusses the
impact of the exosystem on risk recognition.

Exosystem

While still a part of what an individual brings to a situation, exosystem variables are more
proximally related to risk recognition and consist of key person and environmental factors that
influence the interpretation of and response to a situation. Specifically, peer and romantic partner
influences can impact the development of an individual’s expectations of the situation and goals
within the situation. The type of norms transmitted about the context of appropriate dating roles
and rituals can play a role in an individual’s response to them. As such, consideration of the
characteristics of the relationship and interpersonal goals and expectations are important in
discussing risk recognition of sexual assault.

Relationship Characteristics

Sexual scripts are internalized beliefs about roles and behaviors, and these often occur in
a social environment. While this has not been directly examined before, there is evidence to
suggest that beliefs about social relationships impact risk recognition. Women, for instance, tend
to recognize the occurrence of acquaintance and stranger sexual assault as a whole, but typically
struggle to recognize and label personal experiences as sexual assault in an acquaintance
situation (Hickman & Muehlenhard, 1997; Messman-Moore & Brown, 2006). This is important
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because certain environmental contexts may “activate” particular cognitive filters. For example,
women may have a “danger” schema activated when walking alone at night and therefore more
readily assess and respond to potential risk; however, women may not have that schema
activated when in a group of acquaintances (Nurius & Norris, 1995). Evidence to support this
has been previously demonstrated; Vanzile-Tamsen et al. (2005) ask participants to rate their
likelihood of using potential physical, verbal, or passive responses in a sexual assault written
vignette. The perpetrator was portrayed as someone they just met, a friend, a date, or a boyfriend;
as prior intimacy with the perpetrator increased, women’s reported use of verbal and physical
resistance decreased. Consistent with this, Faulkner et al. (2008) asked participants to complete
the Marx and Gross (1995) audiotaped date-rape vignette, and found that response latencies were
longest when the man was depicted as a boyfriend of six months, versus a peer or teaching
assistant. This indicates that women may have decreased risk recognition abilities when the
perpetrator is a dating or intimate partner. Given that cognitive appraisals are goal-driven (e.g., to
maintain a relationship), these findings may demonstrate how appraisals mediate the relationship
between existing beliefs and sexual scripts and risk recognition.
Nurius and Norris’ (1995) proposal of social and safety role conflict applies in this
situation as well. In order to maintain relationships, pursue future potential romantic
relationships, and meet social desirability demands, women may hesitate to identify risk with
someone to whom they feel intimately attached. In other words, the social threat to identifying
risk in a stranger rape situation is much less than the social threat involved in identifying risk in
an acquaintance rape situation. Incorrectly identifying risk in an acquaintance rape situation may
result in peer rejection and/or the loss of a potential romantic relationship. In other words,
accusing a date of sexual assault intent is likely to create tension between the two individuals and
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possibly between peer groups. This may be especially concerning for young adults attempting to
develop their social identity within the college environment.
The impact of characteristics of a relationship on risk recognition are not limited to
women. As previously discussed, experiences of perceived token resistance can function as
intermittent reinforcement for men by reinforcing and encouraging future use of sexual pressure
(Marx & Gross, 1995). As such, if there has been previous sexual contact in the relationship,
men may be more likely to continue to pursue, persuade, or coerce women to engage in
unwanted sexual activity in the future. It is interesting to note that the impact of relationship
characteristics, such as sexual precedence or perceived token resistance, has not been examined
as thoroughly in samples of men. However, findings from Marx and Gross (1995) seem to imply
that these characteristics are important for men in making a risk recognition identification.

Peer Influences

Peers can provide normative information about what is acceptable and what social roles
are expected in certain situations. Perceptions of what constitutes appropriate sexual behavior,
how to respond to advances and unwanted advances, are likely influenced by the normative
information provided by peers. For example, Bohner, Siebler, and Schmelcher (2006) provided
spurious feedback about peers’ “typical” responses to a scale measuring acceptance of rape
myths; as a result, men adapted their own responses, as well as their own rape proclivity, to
match their peers. In other words, men reported they were more likely to respond in a sexually
aggressive manner when told their peers were accepting of rape myths. This has important
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implications for how men identify and respond to in vivo risky sexual scenarios. If men engage
with a peer group that verbalizes or displays rape-supportive attitudes, such as a fraternity or
sporting team, he may be more likely to adapt his beliefs and behaviors to be more consistent
with his peers.
Furthermore, knowledge of friends’ experiences with sexual victimization has an impact
on women’s responses. Women tend to be positively impacted by having discussions about
healthy sexual behaviors. For example, Norris (1989, 1991) demonstrated that women’s
perceptions of what constitutes appropriate male sexual behavior and how to respond to men’s
sexual and non-sexual advances were improved after participation in a focus group. Mandoki and
Burkhart (1989) argued that knowing someone who has been raped by an acquaintance or a
dating partner might make a woman more aware of this possibility and thus more prepared to
respond defensively. In sum, by discussing dating behaviors and sexual violence, women may be
better able to identify risky situations and behaviors.

Interpersonal Goals and Expectations

Dating-related constructs are influenced, although distantly, by microsystem variables
such as cultural and media messages, personal experiences (i.e., ontogenic variables), and
personally significant social units (i.e., peers and partners). These dating-related constructs, in
turn, form the basis of women’s social perceptual processes relative to dating and to dating
coercion (see Nurius & Norris, 1995 for a review of cognitive mechanisms through which goals
and expectations are formed).
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Cognitive constructs, both as social products and forces, can be thought of as both
exosystem and microsystem variables. At the exosystem level, women present with goals,
assumptions, and expectations about what constitutes a prototypical date and dating partner. For
example, a woman may present with the goal of developing a romantic relationship, assumptions
about who pays on the date, and expectancies for a kiss at the end of the date. The microsystem
level is a subset of cognitive constructs that are more delimited and situationally-based. This may
include setting, emotional state, and effects of alcohol, among other things. These constructs are
likely to be activated in information processing when women encounter sexual coercion. It is
important to consider men’s and women’s interpersonal goals and expectations because it may
serve as a cognitive “starting point” through which information is filtered.
Furthermore, there are goals relatively specific to college-aged men and women. Collegeaged men and women are in a developmental period that reinforces and encourages the
development of friendships and romantic relationships. As such, men’s and women’s goals and
expectations related to affiliation and intimacy (e.g., Ambrose & Gross, 2016) are likely to be
prominent and substantial in influencing initial assessments of, and transactions in, social
situations; conversely goals and expectations of safety are likely not activated. This may have a
negative impact on risk recognition.
An individual’s expectations and goals are important for subsequent microsystem
variables. Specifically, how peer influences, relationships factors, and individual goals and
expectations merge can significantly contribute to a person’s operational assumptions and
“perceptual set” as they enter a situation they believe to be normative and affiliative in nature,
but turns out to be threatening.
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Microsystem

Microsystem variables include the most immediate situational influences as well as the
cognitive interpretation of the situation. In other words, the microsystem encompasses the
context in which the risk recognition decision is made and the interpretation of that context.
Nurius and Norris (1995) argue that microsystem variables have the “strongest impact on [a
woman’s] behavioral and emotional responses” to sexual aggression (p. 127). Situational
influences include the type of relationship between the man and the woman, alcohol
consumption, and the physical environment. Cognitive appraisals take the form of primary
appraisals, which involves evaluation of the meaningfulness of the situation and the degree of
risk present, and secondary appraisals, which involves factors directly impacting a person’s
ability to appropriately respond to the risk. Several microsystem variables have been identified,
including alcohol consumption and social influence.

Alcohol Consumption

Alcohol consumption, and the expectation of consuming alcohol has been a frequently
examined component in the detection of sexual assault risk. The physical consumption of
alcohol, versus vignette portrayal of alcohol consumption, appears to influence risk recognition
abilities. Researchers have demonstrated that risk recognition is hindered for men who consume
alcohol or expect to consume alcohol (Gross et al., 2001; Marx et al., 1999, 1997). This effect is
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magnified for sexually aggressive men and provides additional evidence that regardless of
environment, sexually aggressive men may respond inappropriately or forcefully in certain
situations because of a failure to recognize or attend to inhibitory cues. Loiselle and Fuqua
(2007) found that women who expected to consume alcohol or actually consumed alcohol had
longer response latencies than women who did not expect to consume alcohol or did not
consume alcohol; women that consumed alcohol had the longest response latencies. These
findings indicate that women’s ability to recognize risk for sexual assault is hindered when
alcohol is consumed. Conversely, Pumphrey-Gordon and Gross (2007) found no significant
differences in response latencies for women who consumed or expected to consume alcohol.
Therefore, while the findings clearly show a relationship between male alcohol consumption and
risk recognition abilities, the association is less clear for women and in need of future research.
As is the case with the discrepant findings regarding sexual assault victimization and risk
recognition, it may be that alcohol consumption differentially impacts women’s cognitive
appraisals of situational risk. Though alcohol consumption has been shown to be an important
factor, it remains outside the scope of the present study.

Social Influence

Most research has assessed the impact of attitudes, beliefs, and norms prior to the
situation in which the risk recognition identification is made. As such, it is difficult to fully
understand the function and importance of these processes without considering the social,
emotional, and cognitive factors immediate to the context. Nurius and Norris (1995) propose that
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women face conflict within their social and safety roles, such that women must interact
appropriately with potential partners while maintaining awareness to potential threats from the
partner and the social environment. In fact, women’s concerns over being rejected by a man have
been found to negatively impact active resistance strategies (Norris, Nurius, & Dimeff, 1996).
Conversely, men’s self-reported rape proclivity has been found to be influenced by peer reports
of rape myth acceptance, with higher reports of peer acceptance associated with higher selfreported rape proclivity (Bohner et al., 2006). Furthermore, Norris (1991) demonstrated that
men’s and women’s sexual and affective responses to both violent and nonviolent sexual
material is influenced by feedback about how arousing peers found the vignette. Given this, there
is evidence that the immediate social environment impacts risk recognition.
Social influence, or “changes in physiological states and subjective feelings, motives and
emotions, cognitions and beliefs, values and behavior, that occur in an individual, human or
animal, as a result of the real, implied, or imagined presence or actions of other individuals”
(Latané, 1981, p. 343), has been shown to have tremendous effects on an individual. For
example, Asch's (1955) seminal studies on social influence demonstrated the effects of group
pressure on individual behavior. In his research, one participant was present in a room with six to
eight confederates. They were shown two cards, one bearing one line and the other bearing three
lines. The task of the participants was to identify which of the three lines was the same length as
the line on the other card. Without the presence of others, participants made incorrect
identifications less than one percent of the time. However, after several trials of confederates
unanimously choosing the incorrect answer, the rate of participants’ incorrect identifications rose
to 36.8%. These findings demonstrated that social influence can sway individuals to pick a
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clearly incorrect answer. Furthermore, Asch pointed out all participants underestimated the
extent to which they were influenced by the confederates’ answers.
These findings have been extended to support the role of the social environment in risk
recognition. Although not examined within the Marx and Gross (1995) paradigm, it is important
to review additional evidence supporting the impact of the social environment on risk for sexual
assault. Hoyt and Yeater (2011), for example, manipulated environmental context and
relationship intimacy in a written vignette. Men were asked to respond to four vignettes
depicting a relationship that was either intimate or nonintimate in a dating situation that was
isolated or public. Results indicated that both variables independently predicted sexually
aggressive responses such that isolated environments and intimate relationships were associated
with more sexually aggressive hypothetical responses.
In a similar study using women, Yeater and colleagues (2010) had women read several
vignettes and judge how risky (high or low risk) the situation was for sexual assault and its
potential impact to popularity. Popularity impact was manipulated by adding a phrase to the
vignette containing information about “possible threats to the woman’s popularity or social
acceptance” (Yeater et al., 2010, p. 378). They found that, in general, threats to popularity
resulted in lower risk ratings. Furthermore, women with more severe victimization histories
relied more heavily on popularity impact information than did nonvictims when making ratings
of how risky the hypothetical situation was. In an extension, Rinehart, Yeater, Treat, and Viken
(2017) replicated the previous findings and further demonstrated that women who endorse rape
myths were more sensitive to popularity impact information.
As Gidycz and colleagues (2006) point out, “…these vignettes, which are purported to
measure risk recognition, may not be capturing the true essence and complexities of real life
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social interactions” (p. 448). The studies by Hoyt and Yeater (2011), Yeater and colleagues
(2010), and Rinehart and colleagues (2017) have addressed an important aspect of sexual assault
perpetration and victimization that other studies have neglected to include. However, the
manipulation of environment, intimacy, and popularity impact within a written vignette fail to
capture the extent of social influence. In vivo social interactions are complex, making it very
difficult to fully capture social influences in vignettes, particularly written vignettes. In fact,
individuals tend to underestimate the extent to which they are influenced by the presence of
others (i.e., social influence; Nolan, Schultz, Cialdini, Goldstein, & Griskevicius, 2008).
Consequently, imagining interacting with a person and actually interacting with a person can
result in very different behaviors. Thus, vignettes that attempt to capture social influence by
manipulating environment and intimacy within the vignette are not likely encompassing the
extent to which individuals are impacted in vivo by social influence.
To date, only one known study has examined the impact of the social environment on risk
recognition. Mercer (unpublished thesis, 2014) demonstrated that the presence of a
nonresponsive person had a significant impact on risk recognition. Participants in the study
completed the Marx and Gross (1995) task alone or with an opposite-sex confederate; the
nonresponsive confederate did not indicate risk until after the participant had done so. Both men
and women took significantly longer to make a risk recognition indication when in the presence
of a nonresponsive individual (M = 165.30 seconds, SD = 72.63 seconds) than when completing
the task alone (M = 112.63 seconds, SD = 57.79 seconds; t(1, 122) = -4.38, p < .001; Cohen’s d =
.8). One limitation of Mercer (2014, unpublished thesis) is the failure to examine potential
gendered effects of the social environment; the current study seeks to extend upon these findings
by including same- and opposite-sex confederate participants. Interestingly, women’s history of
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sexual victimization was not related to risk recognition, and it did not impact how women
responded in a social environment. Women responded in a pattern consistent with social
influence such that risk recognition was impaired in the presence of a nonresponsive oppositesex confederate, but this was not moderated by attitudinal or historical variables.
On the other hand, men were significantly more impacted by the presence of a nonresponding woman than women were impacted by the presence of a non-responding man; ΔR2 =
.04, F(1, 120) = 5.39, p = .02. Nearly 30% of men waited until the rape began (i.e., the man is
using verbal threats and physical force to obtain sexual penetration) to indicate that the man
should refrain from further sexual advances. It is possible that men’s sexual scripts and beliefs
about sexual gatekeeping hindered risk recognition. In addition, the impact of social environment
was even more pronounced when examined by sexual violence history. Perpetrators (M =
166.59, SD = 77.36) of sexual assault responded differently when alone than when in a social
environment; ΔR2 = .04, F(1, 120) = 5.27, p = .02. Nonperpetrators (M = 135.09, SD = 68.28)
followed the typical pattern of social influence; risk recognition was significantly better alone (M
= 100.88, SD = 36.34) than when with a non-responding female confederate (M = 165.95, SD =
75.59). However, perpetrators demonstrated poorer risk recognition when alone (M = 172.69, SD
= 101.35) than when with a non-responding female confederate (M = 163.48, SD = 65.50). This
finding was unexpected because it appears that perpetrators of sexual assault were aware that the
interaction in the task was inappropriate, but only indicated this when in the presence of a nonresponding person of the opposite sex. In other words, there appears to be a motivation to placate
the nonresponsive confederate participant by making a false risk recognition indication. This
could be due to many factors, such as a desire to present oneself in a favorable light when
accompanied by others. In sum, these findings shed light on both the failure of college students
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to recognize the risk for sexual assault and the importance of gender and social influence in
making this recognition.

Cognitive Mediation

The findings from Mercer (2014; unpublished thesis) provide insight into the impact of
the social environment, but fail to examine potential underlying processes that may help explain
why the social environment is important. The presence of a non-responding peer does not
physically hinder making a risk recognition indication. However, an individual’s interpretation
of the situation and the confederate’s failure to indicate risk might result in behavioral change. In
other words, the cognitive processes and appraisals that occur are likely different when in a
social environment. Individuals may no longer be appraising the risk of the situation, but also
appraising, reflecting up, and comparing the actions or inactions of others around them.
Recognition of sexual risk cues within a social context requires complex psychological
processing. To date, the cognitive appraisals of risky sexual situations has not been examined.
However, there is reason to believe that the ways in which men and women examine, interpret,
and respond to sexually risky situations is influenced by cognition. Furthermore, evidence from
the risk recognition literature supports the examination of cognitive appraisals. The ambiguous
results regarding sexual assault victimization and alcohol consumption in making a risk
recognition identification indicate that there may be additional processes involved in responding
to sexual risk. For example, a woman who has been victimized may have a set of schemas that
are readily activated, thus enhancing her risk recognition; on the other hand, a different cognitive
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set may reduce risk recognition. Nurius and Norris (1995) proposed that two kinds of cognitive
appraisals, primary and secondary appraisals, mediate the relationship between ontogenic,
exosystem, and microsystem variables and risk recognition.
Primary Appraisals. Primary appraisals are the initial form of event evaluation and
consist of a search for meaning within the event. Per Lazarus (1991), primary appraisals consider
whether an event is relevant and if it poses threat, benefit, or neither. Recognition that some
aspect of the setting, man’s behavior, or woman’s behavior is incongruent with his and her
affiliation and safety goals is essential in sexual assault prevention. Women face a pronounced
cognitive challenge at this early stage of threat detection. Women are expected to engage in a
safety-related assessment and appraisal task that is likely discrepant with the social scenario she
is engaged in and is further discrepant with her affiliation-oriented goals, expectancies, mood,
and situational interpretations.
Secondary Appraisals. Secondary appraisals are an assessment of potential responses, and
include coping resources, options, and potential outcomes. The goal of this appraisal is to choose
a response that is consistent with the individual’s goals and an appropriate response to the threat.
Secondary appraisals include an assessment of accountability, the nature of the threat, coping
options or resources, self-efficacy in enacting the response, potential barriers, and possible ways
in which the response could change the situation (Smith & Lazarus, 1990, 1993; Smith, Haynes,
Lazarus, & Pope, 1993). As such, women are attempting to balance their personal safety needs
related to sexual victimization, personal safety needs related to resistance efforts, social costs,
and concerns related to damaging the relationship (Nurius & Norris, 1995).
Because the majority of sexual assaults occur within an acquaintance setting (Krebs et al.,
2016), the impact of the social environment becomes important in cognitive appraisals of risk.
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As a result, there might be a psychological barrier to recognizing and responding to risk. Nurius,
Norris, and Dimeff (1995) asked women to discuss feelings and concerns they might have in
encountering sexual coercion during dating, and how these feelings and concerns would
influence their behavioral responses. The most frequently discussed barrier to effectively
responding to sexual coercion related to navigating the social environment; the women reported
concerns about being viewed as “loose,” getting a reputation as a “tease,” and fear of
embarrassment as barriers to responding to sexual coercion. These concerns, while untested, may
also apply in situations where individuals are asked to be active bystanders (i.e., Bringing in the
Bystander; Banyard et al., 2007). Men and women may hesitate to intervene, despite awareness
of risk, because of concerns related to peer reactions, impact on popularity, and incorrectly
identifying the presence of risk when there is none. However, it is currently unclear if and how
cognitive appraisals impact the behavioral expression of risk recognition in the context of sexual
assault.

Summary

The CEM (Nurius & Norris, 1995) provides a theoretical framework for understanding
risk recognition of sexual assault. The CEM outlines different levels of influence, each
embedded within and impacted by larger levels, in order to capture the confluence of risk factors
associated with sexual assault perpetration and victimization. Empirical support has been
established for factors associated with (a) ontogenic variables, such as prior experiences with
sexual assault and sex role socialization; (b) exosystem variables, including peer influences,
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relationship characteristics, and interpersonal goals and expectations; and (c) the microsystem,
such as alcohol consumption. There are two areas in which the cognitive ecological model does
not have established empirical support: the role of the social environment and cognitive
appraisals. Mercer (2014, unpublished thesis) provided preliminary support for the importance of
the social environment in risk recognition; individuals, especially men, tend to exhibit poorer
risk recognition when in a social environment. However, it is currently unclear the ways in
which the social environment exerts influence in making a risk recognition identification. One
possible explanation is that the ways in which people cognitively appraise and respond to risky
sexual situations is altered in a social environment. Within the CEM, this suggests that cognitive
appraisals mediate the relationship microsystem variables (i.e., the social environment) and risk
recognition. More distally, ontogenic variables, such as beliefs about sexual gatekeeping or prior
experiences with sexual violence, may influence the way in which the interaction is appraised by
impacting the availability of certain beliefs, assessment of ambiguity, and interpretation of other
people’s actions or inactions.
Because the social environment, and the cognitive appraisals made within that
environment, have potentially profound implications for risk recognition, it is important to
further understand these mechanisms in order to improve sexual assault prevention
programming. As such, there are two primary goals of the current study. First, the current study
seeks to replicate and extend upon the findings of Mercer (2014, unpublished thesis). Mercer
examined the impact of the social environment by having participants complete the Marx and
Gross (1995) task with an opposite sex confederate. However, it is currently unclear if the gender
of the confederate impacts risk recognition. The current study seeks to examine how risk
recognition abilities of men and women are impacted when completing the task with a same- or
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opposite- sex confederate. Given that men and women are required to recognize risk for sexual
assault in social situations, it is important to better understand ways in which the social
environment impacts risk recognition as a function of gender. If risk recognition is impacted by
the gender of individuals in the social environment, this could have important implications for
interventions such as Bringing in the Bystander (Banyard et al., 2007). Second, the current study
seeks to better understand the cognitive processes underlying risk recognition. Cognitive
appraisals have not been examined within the Marx and Gross (1995) paradigm. Appraisals of
the woman’s sexual arousal and overall enjoyment will function as primary appraisals; gauging
arousal and enjoyment may be important in the initial detection of threat.
Hypotheses for the current study are as follows:
1. Based on the CEM (Nurius & Norris, 1995), ontogenic variables are predicted to
influence risk recognition, and this relationship is expected to be mediated by cognitive
appraisals (see Figure 2).
a. Consistent with the CEM (Nurius & Norris, 1995), sexual scripts are expected to
influence risk recognition, such that increased beliefs in female sexual
deceptiveness, decreased ability to communicate about sexual consent, and
increased beliefs about token resistance will result in poorer risk recognition (i.e.,
longer response latency). The dependent variable will be risk recognition,
measured by response latency, and the independent variable will be sexual scripts.
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Figure 2. Hypothesized path model of cognitive appraisals mediating the relationship between
sexual scripts and risk recognition.

b. The CEM (Nurius & Norris, 1995) hypothesizes that ontogenic variables will
influence cognitive appraisals of sexual risk. As such, it is expected that sexual
scripts will influence cognitive appraisals of arousal and enjoyment, such that
increased beliefs in female sexual deceptiveness, decreased ability to
communicate about sexual consent, and increased beliefs about token resistance
will result in higher ratings of arousal and enjoyment.
c. Average cognitive appraisal ratings of arousal and enjoyment are expected to
predict response latency, such that lower average ratings will be associated with
shorter response latencies.
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d. Cognitive appraisals of arousal and enjoyment are expected to mediate the
relationship between exosystem variables (i.e., beliefs about female sexual
deceptiveness, ability to communicate consent, and beliefs about token resistance)
and response latency, such that average cognitive appraisals of arousal and
enjoyment explain a significant portion of the variance in the relationship between
exosystem variables and response latency.
2. In replication of Mercer (2014, unpublished thesis), microsystem and ontogenic variables
are expected to predict risk recognition (see Figure 3).

Figure 3. Hypothesized path model of cognitive appraisals mediating the relationship
between gender and risk recognition.

a. Consistent with previous research (e.g., Mercer, 2014 unpublished thesis), men
and women are expected to differ in their ability to recognize risk, such that
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women will display faster response latencies than men. The dependent variable
will be risk recognition, measured by response latency, and the independent
variable will be gender.
b. Consistent with the findings of Mercer (2014, unpublished thesis), social
environment is hypothesized to predict risk recognition, such that individuals
completing the task alone are expected to exhibit faster response latencies than
individuals completing the task with a male or female confederate. The dependent
variable will be risk recognition, measured by response latency, and the
independent variable will be the social environment. Social environment will have
three conditions: alone, opposite-sex confederate, and same-sex confederate.
c. An interaction is expected between gender and social condition, such that men
and women are expected to respond differently to the social environment during
the risk recognition task. Men are expected to be most influenced by the presence
of a nonresponsive same- or opposite-sex confederate, thus taking longer to
complete the task than women or men completing the task alone. The dependent
variable will be risk recognition, and the independent variables will be gender and
social environment. Social environment will have three conditions: alone,
opposite-sex confederate, and same-sex confederate.
3. The CEM (Nurius & Norris, 1995) states cognitive appraisals mediate the relationship
between other predictors (i.e., ontogenic, exosystem, and microsystem variables) and risk
recognition. As such, cognitive appraisals are expected to mediate this relationship (see
Figure 4).
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Figure 4. Hypothesized path model of cognitive appraisals mediating the relationship between
social condition and risk recognition.

a.

Cognitive appraisals of arousal and enjoyment are expected to differ for men and
women. Men are expected to report higher levels of perceived arousal and
enjoyment and display less of a decrease as the task progresses. The withinsubjects factor will be measurement point and the between-subjects factor will be
gender. The dependent variable will be cognitive appraisal rating.

b. Social environment is expected to predict cognitive appraisals of arousal and
enjoyment, such that individuals within a social environment will report higher
ratings of arousal and enjoyment in comparison to those completing the task
alone. The within-subjects factor will be measurement point and the betweensubjects factor will be social environment. Social environment will have three
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condition: alone, opposite-sex confederate, and same-sex confederate. The
dependent variable will be cognitive appraisal rating.
c. The relationship between gender and risk recognition is expected to be mediated
by cognitive appraisals, such that men will endorse higher ratings of arousal and
enjoyment, resulting in poorer risk recognition. The dependent variable will be
risk recognition, measured by response latency, the independent variable will be
gender, and the mediator will be appraisal ratings.
d. The relationship between social environment and risk recognition is expected to
be mediated by cognitive appraisals, such that individuals in the social
environment will endorse higher ratings of arousal and enjoyment, resulting in
poorer risk recognition. The dependent variable will be risk recognition, measured
by response latency, the independent variable will be social condition, and the
mediator will be appraisal ratings.
In addition, the current study has two exploratory aims. First, the current study will
examine what gendered effects are present within the social environment. Mercer (2014,
unpublished thesis) demonstrated that having an opposite-sex confederate present during the risk
recognition task significantly delayed participants’ risk recognition. However, it is unclear if men
and women respond differently when in the presence of someone of the same sex. As such, the
impact of gender manipulations of the social environment on men’s and women’s risk
recognition will be examined.
Secondly, the current study will examine perceptions of the social environment while
completing the task. Cognitive appraisals likely reflect an interpretation of the risk recognition
task as well as an interpretation of the social environment. In other words, participants may
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process their own perceptions of arousal and enjoyment while also detecting and responding to
cues provided within the social environment. As such, perceptions of the confederate’s appraisals
during the task will be assessed and examined within the model.

CHAPTER 2

METHOD

Participants

Sample size was estimated using two sources of information: G*Power 3.1 (Faul,
Erdfelder, Buchner, & Lang, 2009) and Fritz and MacKinnon’s (2007) sample size
recommendations for mediated effects. This was done to accommodate G*Power’s inability to
estimate sample sizes in indirect effects models. Furthermore, effect sizes had not been
previously published in studies using the Marx and Gross (1995) risk recognition paradigm.
Mercer (2014, unpublished thesis) found medium to large effect sizes in examining the impact of
social environment on risk recognition. Because the impact of confederate gender on risk
recognition was unknown, the current study conservatively anticipated obtaining small to
medium effect sizes.
G*Power 3.1 software was used to determine the sample size needed for analyses using
ANOVA (Faul et al., 2009). Desired effect sizes of ƒ2 = .25 and ƒ2 = .40 were examined to
determine the magnitude of fixed effects, main effects, and interactions. Given 95% power and
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an alpha level of .05, the estimated sample size of 251 and 100 participants, respectively, was
identified as necessary to reach adequate power. In addition, Fritz and MacKinnon’s (2007)
sample size recommendations for mediated effects using bias-corrected bootstrapping was
examined. In order to obtain medium effect sizes for direct and indirect effects, with α = .26 and
β = .26, a sample size of 148 was necessary to achieve adequate power. Given the
recommendations of Fritz and MacKinnon (2007) and the G*Power 3.1 power analyses, a
sample size of 168 was identified as the targeted sample size.
Participants were undergraduate students from a large Midwestern university. There were
261 participants (105 males, 156 females) distributed across conditions; 107 participants (39
males, 73 females) in the alone condition, 75 participants (36 males, 43 females) in the same-sex
confederate condition, and 73 participants (31 males, 44 females) in the opposite-sex confederate
condition. Participants were recruited through undergraduate introductory psychology courses
and were offered research participation credit. Because the current study focused on the male
perpetration of female victims of sexual assault, participants were screened for heterosexuality.
Screening and scheduling was completed via the SONA system, and screening was confirmed at
the time of participation. The mean age was 19.39 (SD = 1.77). Most participants were freshmen
or sophomores (82.40%). Most participants identified as Caucasian (45.20%), African American
(23.40%), or Latino/a (17.20%).
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Measures

Risk Recognition

The dependent variable of primary interest was risk recognition and was operationalized
as response latency, or the length of time taken to indicate that the male in the vignette should
refrain from making further sexual advances (Marx & Gross, 1995).
The psychometric properties of the Marx and Gross (1995) DRDT has been
previously examined (Bernat et al., 1997). Construct validity was established by demonstrating
that the task is significantly correlated with attitudinal and behavioral constructs that are
consistently predictive of sexual aggression, including a history of sexually aggressive behavior
(r = .39), calloused sexual beliefs (r = .38), acceptance of interpersonal violence (r = .20), and
sexual promiscuity (r = .23). In addition, the DRDT yields stable responses over time; a testretest reliability of .87 was demonstrated over a 2-week interval. The DRDT was used in Mercer
(2014, unpublished thesis), which was the foundation for the current replication and extension
study.

Sexual Scripts

Sexual scripts were measured using the Belief in Female Sexual Deceptiveness Scale
(BFSD; Rogers, Cervantes, & Espinosa, 2015), the Consent to Sex Scale (CSS; Jozkowski &
Peterson, 2014), and the Token Resistant to Sex Scale (TRSS; Osman, 1995). The BFSD is a 14
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item self-report measure designed to measure cognitions and beliefs about female sexual
deceptiveness. Participants indicate the degree to which they believe women engage in a certain
behavior, where “0” means never, and “6” means almost always. Items were summed to create a
total score, with higher scores indicating a stronger belief that women are sexually deceptive.
Example items include “women ‘guilt’ men into taking their side or giving them what they
want,” “women in committed relationships keep contact with male friends to keep their options
open, in case the relationship goes wrong,” and “women flirt with many men at the same time, in
order to start a fight.”
Rogers et al. (2015) used a sample of undergraduate men to demonstrate the
internal consistency of the BFSD. The alpha coefficient was acceptable (α = .93) suggesting
strong internal consistency between items. Furthermore, the BFSD was significantly correlated
with attitudinal constructs that are consistently predictive of sexual aggression, including hostile
masculinity (r = .56), adversarial sexual beliefs (r = .64), need for sexual dominance (r = .43),
ambivalent hostile sexism (r = .58), and rape myth acceptance (r = .42). For the current study,
the alpha coefficient was acceptable (α = .91) indicating strong internal consistency between
items.
The CSS (Jozkowski & Peterson, 2014) is a 14 item self-report measure designed
to measure college students’ cues for indicating sexual consent, including nonverbal signals (e.g.,
I would move closer to my partner), passive behaviors (e.g., I would not resist my partner’s
attempts for sexual activity), initiator behaviors (e.g., I would make a move), verbal cues (e.g., I
would tell my partner what types of sexual behavior I want to engage in), and removal behaviors
(e.g., I would shut or close the door). Participants indicated the degree to which they would use
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specific cues to indicate sex, with “1” meaning strongly disagree and “4” meaning strongly
agree.
Jozkowski and Peterson (2014) demonstrated excellent internal consistency for
the CSS total score (Cronbach’s alpha = .96) and its subscales (all alpha scores >.80) using a
sample of undergraduate students. The CSS’s subscales also significantly correlated with
constructs theoretically linked to sexual consent, although the correlations differed by gender.
With regard to women, token resistance and rape myth acceptance was significantly related to
passive behaviors and to verbal cues. Men’s endorsement of initiator behaviors and removal
behaviors were significantly related to token resistance and rape myth acceptance. This was
conceptually meaningful as it indicated that men and women communicate sexual consent
differently. For the current study, the alpha coefficient was acceptable for the CSS total score (α
= .96) and its subscales (all alpha scores > .86), demonstrating excellent internal consistency.
The TRSS (Osman, 1995) was developed to assess the belief that women use
token resistance in sexual encounters (i.e., that women say no to sex when they actually mean
yes and intend to eventually consent (Muehlenhard & Hollabaugh, 1988; Muehlenhard &
Rodgers, 1998). It was an eight item self-report scale in which participants indicated the degree
to which they agree or disagree with a statement on a 7-point scale from 1 (strongly disagree) to
7 (strongly agree). Items were summed to create a total TRSS composite score, with higher
scores indicating a stronger belief in token resistance.
Osman (1995) demonstrated good internal consistency for the TRSS total score
(Cronbach’s alpha = .86), indicating that the items were internally consistent. Osman and Davis
(1999) demonstrated construct validity by establishing that the TRSS significantly correlated
with beliefs about sex roles (r = .38), calloused sexual beliefs (r = .60), danger as exciting (r =

47

.28), and violence as manly (r = .28). For the current study, the alpha coefficient was acceptable
(α = .91) indicating strong internal consistency between items.

Cognitive Appraisals

Cognitive appraisals of arousal were measured with six items. Participants were provided
with the statement “I think Jenny…” followed by three cue statements: is aroused, is turned on,
and wants Dan. Participants indicated their level of agreement for each word on a 5-point bipolar
scale, and then indicated the ratings they believed the confederate participant was making.
Confederate ratings were prompted by the following statement: “I guess the other participant is
thinks Jenny…”, followed by the same three cue statements. Cognitive appraisals of enjoyment
were measured with six items. Participants were provided with the statement “I think Jenny…”
followed by three cue statements: is enjoying herself, is happy, and is having a good time.
Participants indicated their level of agreement for each word, and then indicated the ratings they
believed the confederate participant was making. Confederate ratings were prompted by the
following statement: “I guess the other participant thinks Jenny…”, followed by the same three
cue statements. These questions were intended to assess the participant’s risk appraisal as well
as their perception of the social environment while completing the risk recognition task.
Participants completed four cognitive appraisal ratings at approximately 60-second intervals, and
each rating occurred during a segment of the audiotape reflecting a distinct set of risk cues. The
first rating occurred at 60 seconds, during the segment reflecting mutual sexual interaction. The
second rating occurred at 110 seconds, during the segment containing verbal refusals by the

48

woman and apologies by the man. The third rating occurred at 170 seconds and occurred during
the segment containing verbal pressure by the man and refusals from the woman. The fourth and
final rating occurred at 230 seconds, during the segment containing verbal threats by the man and
adamant refusals from the woman.
Cognitive appraisals were scored in two ways. For analyses examining change in
appraisals over time, the average of the three self-focused items for each measurement point
were used. For analyses using cognitive appraisals as an independent variable, the total average
across all measurement points of the three self-focused items were used.

Stimulus

The stimulus material for the current study consisted of the Marx and Gross
(1995) DRDT. The DRDT is an audiotaped recording of an interaction between a man and a
woman engaging in sexual activity that systematically escalates from consensual sexual activity
to completed rape. Physical intimacy was demonstrated through kissing and breathing sounds
and illustrated through the dialogue. The interaction consists of consensual interaction (0-82
seconds); polite refusals (83-97 seconds); verbal refusals and apologies by the man (98-121
seconds); verbal pressure and refusals (122-182 seconds); verbal threats and adamant refusals
(183-246 seconds); and forced sex (247-296 seconds) (Marx et al., 1999). The total running time
of the audiotape was 296 seconds.
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Manipulation

Social environment was measured by the presence or absence of a nonresponsive sameor opposite-sex confederate participant. Confederates were five undergraduate students (four
female, one male) trained using scaffolding; confederates were first trained by the principle
investigator, practiced in the presence of the principle investigator, participated as a confederate
in the presence of the principle investigator, and then participated as a confederate in the
presence of experienced research assistants. Confederate participants were treated as if they were
participating in the study. The confederate participant sat next to the participant, faced a
computer, and listened to the DRDT over computer speakers (Marx & Gross, 1995). Oral and
printed instructions taped to the computer screen asked the participants to indicate if/when the
man should refrain from making further sexual advances. However, the confederate participant
only made an indication after the participant.

CHAPTER 3

PROCEDURE

Participants were run one at a time. Upon arrival for the experimental session, the
participant was invited to read and sign the informed consent document and was given the
opportunity to discuss questions and/or concerns (see Appendix A). The participant was then
escorted to the experiment room, where the participant was alone or a same- or opposite-sex
confederate participant was waiting. Both individuals were seated side-by-side, faced a desk with
one computer, one mouse, and one keyboard. The participant and confederate participant were
read the following instructions aloud (see Marx & Gross, 1995; Marx et al., 1999; Winslett &
Gross, 2008):
“You will be listening to an audio recording of a sexual interaction between two college
students who have just returned to the man’s apartment after a date. They have just
returned from the movies. This is their second date. Your task is to listen to the recording
and signal, by pressing the spacebar on the computer in front of you, if and when the man
should refrain from making further sexual advances. Regardless of whether and/or when
you decide to press the button or not, you will continue to listen to the entire interaction
until the recording is finished. If you decide that you do not wish to listen to the entire
recording, you may press the keyboard’s spacebar and signal the experimenter. This task
is to be done silently, please do not talk to one another once it begins. You will also be
asked to think about how Jenny may be feeling. You will be asked to do this four times
throughout the task. Please make your ratings when you hear a buzz. You will have 20
seconds before the task resumes.”
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To ensure clarity, condensed instructions were taped to the computer screen. After the
participant indicated understanding of the instructions, the experimenter started the recording and
left the room. The recording stopped four times for participants to make cognitive appraisal
ratings (see Appendix B). To ensure the participant’s comfort with the confederate, the
confederate participant pressed the space bar after the participant had done so.
Upon completion of the DRDT, the participant and confederate participant were escorted
to separate rooms. Participants were then asked to complete the following questionnaires: a
demographics measure (see Appendix C); the BFSD (Rogers et al., 2015; see Appendix D); the
CSS (Jozkowski & Peterson, 2014; see Appendix E); and the TRSS (Osman, 1995; see Appendix
F). In order to probe for suspicion about the manipulation, the experimenter debriefed the
participant per Aronson, Ellsworth, Carlsmith, & Gonzales' (1993) suggested protocol. The
experimenter asked about the experiment and the manipulation in an increasingly suggestive
manner, giving the participant every opportunity to express suspicion about the presence of a
confederate. The experimenter concluded the manipulation check by explaining the need for
such deception and discussed any concerns the participant had. In other words, participants were
fully debriefed about the use of deception and the true nature of the confederate participants and
the purpose of the study. The participants were informed that they may withdraw their data at
any time. Participants were then provided with a modified copy of the Check and Malamuth
(1984) debriefing statement (see Appendix G). This statement discussed the definition and
prevalence of sexual assault on college campuses and provided evidence about common rape
myths. Information was included about local Title IX, counseling, and sexual assault resources
within the community (see Appendix H). After reviewing this information, participants were
thanked and dismissed.
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The current study was a 2X3 design with participant gender (male, female) and social
condition (alone, male confederate, female confederate) as the independent variables. The
dependent variable was risk recognition, measured as response latency in seconds in completing
the DRDT.

CHAPTER 4

RESULTS

The data were first cleaned and prepared for analysis, and variables were scored. Because
all participants completed the risk recognition task, none were removed due to lack of task
completion. Six individuals were removed from further analysis due to computer software
malfunction resulting in failure to record response latency. No participants reported suspecting
the confederate’s role in the study, as evidenced by responses during suspicion probing during
debriefing. The resulting sample consisted of a total of 255 individuals (101 males, 154 female),
with 107 participants (39 males, 73 females) in the alone condition, 75 participants (33 males, 42
females) in the same-sex confederate condition, and 73 participants (31 males, 43 females) in the
opposite-sex confederate condition.
A histogram of the response latency data was examined to determine if it was normally
distributed. The data (M = 148.46, SD = 75.44) were within the acceptable range to be
considered normally distributed (skewness = 0.87, kurtosis = -0.60). As such, the data were not
transformed. See Figure 5 for a histogram of response latency.
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Figure 5. Histogram of response latency.

One-way analysis of variance (ANOVA) and chi-square tests were run to determine if
experimental groups differed in demographic composition or assault history. There was a
significant difference for gender [Χ " (5) = 261.00, p < .001]. The most notable difference was in
the alone condition where there were more women than men. There were no differences for race
[Χ " (5) = 1.89, p = .86], prior sexual victimization [F (1, 260) = .24, p = .78], and prior sexual
perpetration history [F (1, 259) = .93, p = .39]. Refer to Table 2 for descriptive statistics and
frequencies for the study variables, and Table 3 for a correlation matrix between primary
variables of interest. Cognitive appraisals of arousal were correlated with gender, such that
women reported higher ratings of arousal. Similarly, the significant correlation between gender
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and beliefs in female sexual deceptiveness indicated that women reported higher endorsement of
these beliefs. Cognitive appraisals of arousal were positively related to appraisals of enjoyment.
Increased beliefs in female sexual deceptiveness were positively correlated with increased
endorsement of perceived token resistance. Response latency was not associated with any of the
variables at the bivariate level.

Table 2
Descriptive Statistics of Ratings of Arousal by Gender of Participant
Total
Female
Male
Variable
M
SD
M
SD
M
SD
RL
148.45
75.44
148.49
78.51
148.39
70.84
Arousal
3.24
0.57
3.24
0.58
3.22
0.54
Enjoyment
3.57
0.56
3.58
0.52
3.54
0.61
TRSS
14.98
7.82
13.79
7.38
16.82
8.17
CSS
130.87
22.38
130.28
23.37
131.84
20.77
BFSD
28.32
12.79
26.20
11.72
31.40
13.69
Note. RL = Response Latency. CA: Arousal = Cognitive Appraisals of Arousal, CA:
Enjoyment = Cognitive Appraisals of Enjoyment, TRSS = Token Resistance to Sex Scale,
CSS = Consent to Sex Scale, BFSD = Beliefs in Female Sexual Deceptiveness.
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Table 3
Correlation Matrix of Variables of Interest
Gender
Gender
RL
Enjoy
Arousal
BFSD
CSS
TRSS

RL

Enjoy

Arousal

BFSD

CSS

TRSS

1
.001
.08
.12*
.20**
-.08
.09

1
-.03
-.05
-.02
-.06
.08

1
.77**
-.03
-.01
-.03

1
-.03
.01
-.03

1
.07
.18**

1
-.09

1

Note. *p < .05. **p < .01. RL = response latency. CA: Arousal = Cognitive Appraisals of
Arousal. CA: Enjoyment = Cognitive Appraisals of Enjoyment. TRSS = Token Resistance to
Sex Scale. CSS = Consent to Sex Scale. BFSD = Beliefs in Female Sexual Deceptiveness.

Hypothesis 1

It was hypothesized that ontogenic variables would influence risk recognition, and this
relationship was hypothesized to be mediated by cognitive appraisals. Specifically, sexual scripts
(i.e., increased beliefs in female sexual deceptiveness, decreased ability to communicate sexual
consent, and increased beliefs about token resistance) were predicted to negatively impact risk
recognition (i.e., longer response latency; Hypothesis 1a). Sexual scripts were further
hypothesized to influence cognitive appraisals of arousal and enjoyment (Hypothesis 1b), and
cognitive appraisal ratings of arousal and enjoyment were expected to predict response latency
(Hypothesis 1c. Cognitive appraisals of arousal and enjoyment were hypothesized to mediate the
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relationship between sexual scripts and risk recognition (Hypothesis 1d). These hypotheses were
tested utilizing path analysis.
In order to determine the overall model fit and to examine direct and indirect effects of
sexual scripts and cognitive appraisals on risk recognition, a path analysis was run using Mplus
(Muthén & Muthén, 2013; see Figure 6). Average scores for cognitive appraisals of arousal and
enjoyment and total scores for beliefs in female sexual deceptiveness, ability to communicate
consent, and beliefs about token resistance were imported into Mplus (Muthen & Muthen, 2012).
Total and average scores were used for primary analyses to determine model fit. The maximum
likelihood method for analysis of variance/covariance matrix was used in Mplus. Direct effects
were examined to test hypotheses 1a, 1b, and 1c. Bias-corrected bootstrapping with 95%
confidence intervals was used to test for a significant indirect effect (Hypothesis 1d). An indirect
effect was considered to be present when the effect was significantly different than zero and the
confidence interval did not span zero. The hypothesized model did not adequately fit the data [c2
(1, N = 225) = 98.99, p < .001; RMSEA = 0.65; 90% CI (0.55, 0.76); CFI = 0.13; SRMR = 0.11].
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Figure 6. Effect of sexual scripts and cognitive appraisals on risk recognition.
Note. RL = response latency. TRSS = Token Resistance to Sex Scale. CSS = Consent to Sex
Scale. BFSD = Beliefs in Female Sexual Deceptiveness.

Direct Effects

As a whole, and contrary to hypotheses, results indicated that sexual scripts did not
consistently predict response latency (Hypothesis 1a). Beliefs in female sexual deceptiveness did
not significantly predict response latency (𝑏 = 0.11, 𝑧 = 0.25, 𝑝 = .80). Ability to
communicate consent did not significantly predict response latency (𝑏 = −0.38, 𝑧 =
−1.56, 𝑝 = .12). However, beliefs about token resistance did significantly predict response
latency such that increased beliefs about token resistance was associated with longer response
latency (𝑏 = 1.87, 𝑧 = 2.26, 𝑝 = .02). For every one unit increase in beliefs about token
resistance, the expected increase in response latency was 1.87, controlling for other predictors.
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It was hypothesized that sexual scripts would predict ratings of arousal and enjoyment;
this was partially supported (Hypothesis 1b). Beliefs in female sexual deceptiveness significantly
predicted ratings of arousal (𝑏 = 0.008, 𝑧 = 2.13, 𝑝 = .03). For every one unit increase in
beliefs about female sexual deceptiveness, the expected increase in ratings of arousal was 0.008,
controlling for other predictors. Increased beliefs in female sexual deceptiveness did significantly
predict ratings of enjoyment (𝑏 = 0.007, 𝑧 = 2.13, 𝑝 = .03). For every one unit increase in
beliefs about female sexual deceptiveness, the expected increase in ratings of enjoyment was
0.007, controlling for other predictors. Ability to communicate consent did not significantly
predict ratings of arousal (𝑏 = 0.001, 𝑧 = 0.60, 𝑝 = .55) or enjoyment (𝑏 = 0.002, 𝑧 =
1.11, 𝑝 = .27). Beliefs about token resistance did not predict ratings of arousal (𝑏 =
−0.003, 𝑧 = −0.53, 𝑝 = .59) or enjoyment (𝑏 = −0.007, 𝑧 = −1.22 , 𝑝 = .22).
Contrary to predictions, ratings of arousal and enjoyment were not predictive of response
latency (Hypothesis 1c). Neither ratings of arousal (𝑏 = −1.78, 𝑧 = −0.17, 𝑝 = .87) nor ratings
of enjoyment (𝑏 = −3.29, 𝑧 = −0.30, 𝑝 = .76) significantly predicted response latency. Within
the present model, approximately 6% of the variance in response latency was explained by the
predictors (𝑅7 " = 0.06, 𝑝 = .13), approximately 3.1% of the variance in ratings of enjoyment
was explained by the predictors (𝑅7" = 0.03, 𝑝 = .22), and approximately 2.8% of the variance
in ratings of arousal was explained by the predictors (𝑅7" = 0.02, 𝑝 = .25). See Table 4 for a full
delineation of results.
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Table 4
Effect of Sexual Scripts and Cognitive Appraisals on Risk Recognition
Predictors

B
S.E.
β
p
2
Outcome variable: Response Latency; R = .06
BFSD
0.11
0.45
0.25
.80
CSS
-0.38
0.25
-1.56
.12
TRSS
1.87
0.83
2.25
.02
Arousal
-1.78
10.78
-0.17
.87
Enjoy
-3.29
10.86
-0.30
.76
2
Outcome variable: Arousal; R = .03
BFSD
0.008
0.004
2.13
.03
CSS
0.001
0.002
0.60
.55
TRSS
-0.003
0.006
-0.53
.59
2
Outcome variable: Enjoyment; R = .03
BFSD
0.007
0.003
2.13
.03
CSS
0.002
0.002
1.11
.27
TRSS
-0.007
0.006
-1.22
.22
Note. CA: Arousal = Cognitive Appraisals of Arousal, CA: Enjoyment =
Cognitive Appraisals of Enjoyment, TRSS = Token Resistance to Sex Scale,
CSS = Consent to Sex Scale, BFSD = Beliefs in Female Sexual
Deceptiveness.

Indirect Effects

The indirect effects were calculated using bias-corrected bootstrapping (MacKinnon,
Lockwood, & Williams, 2004). For the current study, 10,000 samples were drawn from the data
with replacement and the effects were estimated from each of those samples. Table 5 reports the
indirect effects of arousal and enjoyment on the relationship between sexual scripts and response
latency. The indirect effects tested using bootstrapped standard errors were nonsignificant for all
hypothesized pathways. These findings did not support the hypothesized indirect effects
(Hypothesis 1d).
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Table 5
Indirect Effect of Cognitive Appraisals on the Relationship between Sexual Scripts and
Risk Recognition
Predictor

Mediator

BFSD

Outcome
RL

Direct
Effect

Total
Effect

0.11

0.08

Specific
Indirect
Effect

95% CI

Enjoy

-0.02

[-0.22, 0.16]

Arousal

-0.01

[-0.22, 0.16]

Enjoy

-0.01

[-0.08, 0.05]

Arousal

-0.002

[-0.06, 0.05]

Enjoy

0.02

[-0.17, 0.28]

Arousal

0.006

[-0.13, 0.21]

CSS

RL

TRSS

RL

-0.38

1.87

-0.39

1.90

Note. CA: Arousal = Cognitive Appraisals of Arousal, CA: Enjoyment = Cognitive
Appraisals of Enjoyment, TRSS = Token Resistance to Sex Scale, CSS = Consent to Sex
Scale, BFSD = Beliefs in Female Sexual Deceptiveness.

Hypothesis 2

In replication of Mercer (2014, unpublished thesis), microsystem (i.e., gender) and
ontogenic (i.e., social environment) variables were hypothesized to predict risk recognition.
Specifically, men and women were expected to differ in their ability to recognize risk
(Hypothesis 2a), with men demonstrating longer response latencies than women. The social
environment was hypothesized to predict risk recognition (Hypothesis 2b), with individuals
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completing the task alone demonstrating better risk recognition (i.e., shorter response latencies)
than the groups containing a confederate. An interaction was anticipated between gender and
social condition (Hypothesis 2c). It was hypothesized that men would be most influenced by the
presence of a nonresponsive same- or opposite- sex confederate, thus taking longer to complete
the task than women or men completing the task alone.
In order to examine the impact of social condition and gender on risk recognition, a
factorial ANOVA was run. The independent variables were gender (male, female) and social
condition (alone, same-sex confederate present, opposite-sex confederate present). The
dependent variable was risk recognition, operationalized as response latency; it was a continuous
variable measured in seconds. Main effects were examined to test hypotheses 2a and 2b. The
interaction between gender and social condition was examined to test hypothesis 2c. There was
no significant effect for participant gender, F(1, 254) = 0.24, p = .63. There was a significant
main effect for social condition, F(2, 249) = 7.62, p = .001. Individuals completing the task alone
took the least amount of time to indicate that the man should refrain from making further sexual
advances (M = 125.65, SD = 66.48). Individuals completing the task with an opposite-sex
confederate (M = 164.16, SD = 76.78) took slightly less time to make a risk recognition
indication than individuals completing the task with a same-sex confederate (M = 165.40, SD =
78.56). These main effects were qualified by a marginally significant interaction between
participant gender and social condition, F(2, 249) = 2.35, p = .08. While not significant, this
indicates that men and women may respond differently to the social environment. Women
completing the task with another woman (i.e., a same-sex confederate) took the longest to
indicate that the man should refrain from making further sexual advances (M = 180.41, SD =
84.65), followed by men completing the task with an opposite-sex confederate (M = 171.95, SD
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= 68.03). Women completing the task alone took the least amount of time make a risk
recognition identification (M = 123.39, SD = 63.24), followed by men completing the task alone
(M = 130.04, SD = 73.12). See Table 6 and Figure 7 for additional detail.

Table 6
Descriptive Statistics of Response Latency for Gender by Social Condition
Participant
Female

Male

Social
Total
Alone
Same-sex
Opposite-sex
Total
Alone
Same-sex
Opposite-sex

M
148.49
123.39
180.42
158.40
148.39
130.73
146.29
171.95

SD
78.51
63.24
84.65
82.98
70.84
73.12
66.47
68.03

Figure 7. Marginally significant interaction effect of social condition and gender on response
latency.
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Hypothesis 3

Consistent with the CEM (Nurius & Norris, 1995), it was hypothesized that cognitive
appraisals would mediate the relationship between other predictors (i.e., ontogenic, exosystem,
and microsystem variables) and risk recognition. Cognitive appraisals of arousal and enjoyment
were hypothesized to differ for men and women (Hypothesis 3a), with men reporting higher
levels of perceived arousal and enjoyment throughout the task. The social condition was
expected to predict cognitive appraisals of arousal and enjoyment (Hypothesis 3b), such that
individuals in the social condition were expected to report higher ratings of arousal and
enjoyment when compared to individuals completing the task alone. Two mediation models were
hypothesized. First, the relationship between gender and risk recognition was expected to be
mediated by cognitive appraisals (Hypothesis 3c), and men were expected to endorse higher
ratings of arousal and enjoyment, resulting in poorer risk recognition. Secondly, the relationship
between social condition and risk recognition was hypothesized to be mediated by cognitive
appraisals of arousal and enjoyment (Hypothesis 3d). Individuals completing the task with a
confederate were expected to endorse higher ratings of arousal and enjoyment, thus resulting in
poorer risk recognition.
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Hypothesis 3a

In order to examine if men and women differed in cognitive appraisal ratings, two mixed
factorial ANOVAs were run. To examine cognitive appraisals of arousal, the within-subjects
variable was measurement point, and the between-subjects variable was gender (male, female).
The dependent variable was cognitive appraisal ratings of arousal. The main effect for gender
was not significant, F(1, 251) = 0.15, p = .70. There was a significant main effect for cognitive
appraisals, F(3, 753) = 639.97, p < .001, indicating that cognitive appraisal ratings of arousal
changed over time. Specifically, cognitive appraisal ratings of arousal decreased over the task.
This main effect was not qualified by an interaction between gender and measurement time
point, F(3, 753) = 1.23, p = .30. That is, men and women did not differ in their ratings of
cognitive appraisals of arousal over time. See Table 7 and Figure 8 for descriptive statistics and
additional detail.

Table 7
Descriptive Statistics of Ratings of Arousal by Gender of Participant
Rating of
Arousal
Rating 1
Rating 2
Rating 3
Rating 4

Female
M
3.98
3.29
2.45
1.64

SD
0.95
0.67
0.70
0.61

Male
M
3.97
3.24
2.45
1.79

SD
0.80
0.67
0.72
0.61
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Figure 8. Cognitive appraisal ratings of arousal for men and women over time.

To examine cognitive appraisals of enjoyment, the within-subjects variable was
measurement point, and the between-subjects variable was gender (male, female). The dependent
variable was cognitive appraisal ratings of enjoyment. The main effect for gender was not
significant, F(1, 252) = 0.002, p = .97. There was a significant main effect for cognitive
appraisals, F(3, 756) = 1100.48, p <.001, indicating that cognitive appraisal ratings of enjoyment
changed over time. Specifically, cognitive appraisal ratings of enjoyment decreased over the
task. This main effect was not qualified by an interaction between gender and measurement time
point, F(3, 756) = 2.14, p = .09. Men and women did not significantly differ in their ratings of
cognitive appraisals of enjoyment over time. Please see Table 8 and Figure 9 for descriptive
statistics and additional detail.
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Table 8
Descriptive Statistics of Ratings of Enjoyment by Gender of Participant
Rating of
Enjoyment
Rating 1
Rating 2
Rating 3
Rating 4

Female
M
4.55
3.50
2.70
1.46

SD
0.66
0.72
0.72
0.56

Male
M
4.42
3.49
2.73
1.59

SD
0.79
0.72
0.82
0.66

Figure 9. Cognitive appraisal ratings of enjoyment for men and women over time.
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Hypothesis 3b

In order to examine if the social condition impacted cognitive appraisals, two mixed
factorial ANOVAs were run. To examine cognitive appraisals of arousal, the within-subjects
variable was measurement point, and the between subjects variable was social condition (alone,
opposite-sex confederate, same-sex confederate). The dependent variable was cognitive appraisal
of arousal. The main effect of social condition was not significant, F(2, 250) = 0.48, p = .62.
There was a main effect of measurement point, F(3, 750) = 639.86, p < .001, demonstrating that
cognitive appraisals of arousal changed over time. Specifically, cognitive appraisal ratings of
arousal decreased over the task. This main effect was not qualified by an interaction between
social conditions and measurement time point, F(6, 750) = 0.71, p = .64. Participants in different
social conditions did not significantly differ in their ratings of arousal over time. Please see Table
9 and Figure 10 for descriptive statistics and additional detail.

Table 9
Descriptive Statistics of Ratings of Arousal by Social Condition
Rating of
Arousal
Rating 1
Rating 2
Rating 3
Rating 4

Alone
M
4.07
3.27
2.51
1.69

SD
0.85
0.59
0.69
0.62

Same-Sex
M
3.93
3.27
2.37
1.74

SD
0.93
0.74
0.75
0.62

OppositeSex
M
3.90
3.26
2.43
1.68

SD
0.92
0.70
0.69
0.62
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Figure 10. Cognitive appraisal ratings of arousal over time by social condition.

To examine cognitive appraisals of enjoyment, the within-subjects variable was
measurement point, and the between subjects variable was social condition (alone, opposite-sex
confederate, same-sex confederate). The dependent variable was cognitive appraisal of
enjoyment. The main effect of social condition was not significant, F(2, 251) = 0.99, p = .37.
There was a main effect of cognitive appraisal measurement point, F(3, 753) = 1108.39, p <
.001, demonstrating that cognitive appraisals of enjoyment changed over time. Specifically,
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cognitive appraisal ratings of enjoyment decreased over the task. This main effect was not
qualified by an interaction between social condition and measurement time point, F(6, 753) =
0.66, p = .68. Participants in different social conditions did not significantly differ in their ratings
of arousal over time. Please see Table 10 and Figure 11 for descriptive statistics and additional
detail.

Table 10
Descriptive Statistics of Ratings of Enjoyment by Social Condition

Rating of
Enjoyment
Rating 1
Rating 2
Rating 3
Rating 4

Alone
M
4.53
3.52
2.70
1.47

SD
0.66
0.73
0.73
0.58

Same-Sex
M
4.51
3.59
2.78
1.56

SD
0.81
0.72
0.72
0.62

OppositeSex
M
4.44
3.37
2.65
1.53

SD
0.72
0.70
0.84
0.63
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Figure 11. Cognitive appraisal ratings of enjoyment over time by social condition.

Hypothesis 3c

A path analysis tested the overall model fit and examined direct and indirect effects of
gender and cognitive appraisals on risk recognition (see Figure 12) to test the hypothesis that the
relationship between gender and risk recognition was mediated by cognitive appraisals. Gender
was scored dichotomously, with male scored as 0 and female scored as 1. Gender and average
scores for cognitive appraisals of arousal and enjoyment were imported into Mplus (Muthen &
Muthen, 2012). The maximum likelihood method for analysis of variance/covariance matrix was
used. A significant indirect effect was considered present if the confidence interval did not span
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zero. The hypothesized model did not adequately fit the data [c2 (1, N = 225) = 119.62, p < .001;
RMSEA = 0.67; 90% CI (0.57, 0.78); CFI < 0.001; SRMR = 0.16].

Figure 12. Model depicting the relationship between gender and cognitive appraisals on risk
recognition.

Direct Effects

Contrary to hypotheses, gender (𝑏 = 0.18, 𝑧 = 0.02, 𝑝 = .98), cognitive appraisals of
arousal (𝑏 = 6.89, 𝑧 = 0.63, 𝑝 = .53), and cognitive appraisals of enjoyment (𝑏 = −7.38, 𝑧 =
−0.67, 𝑝 = .51) did not significantly predict response latency. In addition, and in contrast to
hypotheses, gender did not significantly predict cognitive appraisals of arousal (𝑏 = 0.02, 𝑧 =
0.31, 𝑝 = .76) or cognitive appraisals of enjoyment (𝑏 = 0.04, 𝑧 = 0.55, 𝑝 = .59). Within the
present model, approximately 0.6% of the variance in response latency was explained by the
predictors 9𝑅7" = 0.006, 𝑝. = 78:, less than 0.1% of the variance in cognitive appraisals of
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arousal was explained by the predictors (𝑅7" < 0.001, 𝑝 = .95), and 0.1% of the variance in
cognitive appraisals of enjoyment was explained by the predictors (𝑅7" = 0.001, 𝑝 = .87). See
Table 11 for a full delineation of results.

Table 11
Effect of Gender and Cognitive Appraisals on Response Latency
Predictors
Gender
Arousal
Enjoy
Gender
Gender

b
S.E.
β
Outcome variable: Response Latency; R2 = .01
0.18
9.50
0.02
6.89
11.01
0.63
-7.38
11.09
-0.67
Outcome variable: Arousal; R2 < .001
0.02
0.07
0.31
2
Outcome variable: Enjoyment; R = .001
0.04
0.07
0.55

p
.98
.53
.51
.76
.59

Indirect Effects

Table 12 reports the indirect effects of arousal and enjoyment on the relationship between
gender and response latency. The indirect effects were tested using bootstrapping standard errors
using 10,000 replaced samples. All indirect effects were nonsignificant. These findings did not
support the hypothesized mediational model.
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Table 12
Indirect Effect of Cognitive Appraisals on the Relationship Between Gender and Risk
Recognition
Predictor

Mediator

Gender

Outcome

Direct
Effect

RL

0.18

Total
Effect

Specific
Indirect
Effect

95% CI

0.03

Arousal
Enjoy

0.15

[-0.12, 0.16]

-0.30

[-0.11, 0.19]

Hypothesis 3d

A path analysis tested the overall model fit and examined direct and indirect effects of
social condition and cognitive appraisals on risk recognition (see Figure 13). Social condition
was scored dichotomously, with individuals completing the task alone scored as 0 and
individuals completing the task with a confederate scored as 1. Social condition and average
scores for cognitive appraisals of arousal and enjoyment were imported into Mplus (Muthen &
Muthen, 2012). The maximum likelihood method for analysis of variance/covariance matrix was
used in Mplus. A significant indirect effect was considered present if the confidence interval did
not span zero. The hypothesized model did not adequately fit the data [c2 (1, N = 225) = 119.81,
p < .001; RMSEA = 0.68; 90% CI (0.58, 0.78); CFI = 0.11; SRMR = 0.16].
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Figure 13. Model depicting the relationship between social condition and cognitive appraisals on
risk recognition.

Direct Effects

The hypotheses were partially supported. Cognitive appraisals of enjoyment did not
significantly predict response latency (𝑏 = −8.34, 𝑧 = −0.78, 𝑝 = .43). Cognitive appraisals of
arousal did not significantly predict response latency (𝑏 = 9.25, 𝑧 = 0.88, 𝑝 = .38). However,
the social condition did significantly predict response latency (𝑏 = 39.56, 𝑧 = 4.38, 𝑝 < .001).
For every one unit increase in social condition (i.e., alone, social condition), the expected
increase in response latency was 39.56, controlling for other predictors. Within the present
model, approximately 0.1% of the variance in cognitive appraisal ratings of enjoyment was
explained by predictors 9𝑅7" = 0.001, 𝑝 = .92:, 0.6% of the variance in cognitive appraisal
ratings of arousal was explained by predictors 9𝑅7" = 0.006, 𝑝 = .59:, and 7.4% of the variance
in response latency was explained by predictors 9𝑅7" = 0.074, 𝑝 = .03:. See Table 13 for a full
delineation of results.
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Table 13
Effect of Cognitive Appraisals and Social Condition on Risk Recognition
Predictors

b
S.E.
β
Outcome variable: Response Latency; R2 = .07
Social Condition
39.56
9.03
4.38
Arousal
9.25
10.57
0.88
Enjoy
-8.34
10.67
-0.78
Outcome variable: Arousal; R2 = .006
Social Condition
-0.09
0.07
-1.20
2
Outcome variable: Enjoyment; R = .001
Social Condition
-0.03
0.07
-0.40

p
<.001
.38
.43
.23
.69

Indirect Effects

Table 14 reports the indirect effects of arousal and enjoyment on the relationship between
social condition and response latency. The indirect effects were tested using bootstrapping
standard errors using 10,000 replaced samples. As expected from the above results, the total
effect of social condition significantly predicted response latency. However, all indirect effect
effects were nonsignificant. These findings did not support the hypothesized model.
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Table 14
Indirect Effect of Cognitive Appraisals on the Relationship between Social Condition and
Risk Recognition
Predictor

Mediator

Social

Outcome

Direct
Effect

Total
Effect

RL

39.56

39.00

Arousal
Enjoy

Specific
Indirect
Effect

95% CI

-0.79

[-12.24, 29.57]

0.23

[-28.39, 13.86]

Exploratory Analyses

The current study had two exploratory aims. First, the gendered effects within the social
conditions were examined. Mercer (2014, unpublished thesis) demonstrated having an oppositesex confederate present during the risk recognition task significantly delayed participants’
response latencies on the risk recognition task. The current study sought to further explore the
impact of the gender manipulation of the social condition(s) on men’s and women’s risk
recognition.
In order to examine the impact of the gender manipulation of the social condition(s) on
risk recognition, a 2 (gender: male, female) X 2 (social condition: same-sex confederate,
opposite-sex confederate) ANOVA was run. The dependent variable was risk recognition,
operationalized as response latenvy; it was a continuous variable measured in seconds. There
was no significant main effect for gender, F(1, 144) = 0.88, p = .35. There was no significnat
main effect for social condition, F(1, 144) = 0.003, p = .96. There was a marginally significant
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interaction between gender and social condition, F(1, 144) = 3.45, p = .06. Women completing
the task with a female confederate took the longest to indicate that the man should refrain from
making further sexual advances (M = 180.41, SD = 84.65), followed by men completing the task
with a female confederate (M = 171.95, SD = 68.03). Men completing the task with a male
confederate took the least amount of time to indicate that the man should refrain from making
further sexual advances (M = 146.29, SD = 66.47), followed by women completing the task with
a male confederate (M = 158.40, SD = 82.98). See Figure 14.

Figure 14. Marginally Significant Interaction between Social Condition and Gender.

Secondly, perceptions of the social condition while completing the risk recognition task
were examined. Participants were expected to process their own perceptions of arousal and
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enjoyment while also detecting and responding to cues provided within the social condition. The
current study sought to examine perceptions of the confederate’s appraisals during the risk
recognition task.
A path analysis tested the overall model fit and examined direct and indirect effects of
social condition and perceptions of other’s cognitive appraisals on risk recognition. Social
condition had two levels, with individuals completing the task with a same-sex confederate
scored as 1 and individuals completing the task with an opposite-sex confederate scored as 2.
Social condition and average scores for perceptions of other’s cognitive appraisals of arousal and
enjoyment were imported into Mplus (Muthen & Muthen, 2012). The maximum likelihood
method for analysis of variance/covariance matrix was used in Mplus. A significant indirect
effect was considered present in the confidence interval did not span zero. The exploratory
model did not adequately fit the data [c2 (1, N = 149) = 132.93, p < .001; RMSEA = 0.94; 90%
CI (0.81, 1.08); CFI < 0.001; SRMR = 0.21]. However, the model was already fully specified; no
additional paths could be identified to improve the fit of the model.

Direct Effects

Perceptions of the confederate’s cognitive appraisals of enjoyment did not significantly
predict response latency (𝑏 = −5.81, 𝑧 = −0.36, 𝑝 = .72). Perceptions of the confederate’s
cognitive appraisals of arousal did not significantly predict response latency (𝑏 = −4.97, 𝑧 =
−0.34, 𝑝 = .74). The social condition did not significantly predict response latency (𝑏 =
−2.24, 𝑧 = −0.17, 𝑝 = 0.86).
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Within the present model, approximately 1% of the variance in perceptions of the
confederate’s cognitive appraisals of enjoyment was explained by predictors 9𝑅7" = 0.01, 𝑝 =
.61:, 0.1% of the variance in perceptions of the confederate’s cognitive appraisals of arousal was
explained by predictors 9𝑅7" = 0.001, 𝑝 = .96:, and 0.05% of the variance in response latency
was explained by predictors 9𝑅7" = 0.005, 𝑝 = .92:. See Table 15 for a full delineation of
results.

Table 15
Effect of Perceived Cognitive Appraisals and Social Condition on Risk
Recognition
Predictors

b
S.E.
β
p
2
Outcome variable: Response Latency; R = 0.005
Social Condition
-2.24
13.01
-0.17
.86
Arousal: Other rating
-4.97
14.71
-0.34
.74
Enjoy: Other rating
-5.81
16.04
-0.36
.72
2
Outcome variable: Arousal: Other rating; R = 0.001
Social Condition
-0.04
0.13
-0.29
.77
2
Outcome variable: Enjoyment: Other rating; R = 0.01
Social Condition
-0.14
0.12
-1.17
.24

Indirect Effects

Table 16 reports the indirect effects of perceptions of the confederate’s cognitive
appraisals of arousal and enjoyment on the relationship between social condition and response
latency. The indirect effects were tested using bootstrapping standard errors using 10,000
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replaced samples. As expected from the above results, all indirect effects were nonsignificant.
These findings did not support the exploratory model.

Table 16
Indirect Effect of Perceived Cognitive Appraisals on the Relationship between Social
Condition and Risk Recognition
Predictor

Mediator

Social

Outcome

Direct
Effect

Total
Effect

RL

-2.24

-1.24

Specific
Indirect
Effect

95% CI

Arousal

0.19

[-0.29, 0.22]

Enjoy

0.81

[-0.38, 0.09]

CHAPTER 5

DISCUSSION

The current study sought to (a) replicate and extend upon the findings of Mercer (2014,
unpublished thesis) and (b) better understand the cognitive processes underlying risk recognition.
Mercer first demonstrated the impact of the social environment by having participants complete
an audio-taped risk recognition task (Marx & Gross, 1995) with a nonresponsive opposite-sex
confederate present. However, it was unclear if the gender of the confederate impacted risk
recognition. As such, the current study sought to examine the potential gendered effects of the
social environment on risk recognition. In addition, the current study sought to better understand
the cognitive processes underlying risk recognition; the CEM asserts that cognitive appraisals are
a proximal influence that holds great weight in determining risk recognition. However, cognitive
appraisals had not been examined in the Marx and Gross paradigm. Exploratory analyses
examined (a) the impact of the gender manipulation of the social conditions on risk recognition
and (b) the impact of social condition and perceptions of other’s cognitive appraisals on risk
recognition. Participants in the current study completed the Marx and Gross risk recognition task
in one of three social conditions: alone, with a same-sex confederate, or with an opposite-sex
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confederate. Confederates were nonresponsive; in other words, confederates only made a risk
recognition identification if the participant did so. In addition, participants provided cognitive
appraisals of the woman’s perceived level of arousal and enjoyment at four points throughout the
task. Perception of arousal and enjoyment were two constructs pulled from previous literature
that demonstrated relationships with risk recognition.
The primary outcome variable of the present study was risk recognition, as measured by
response latency. In examining the response latency data, several interesting patterns emerged.
Regardless of gender or social condition, a quarter of participants (24.4%) indicated that the man
should refrain from making further sexual advances immediately or shortly after the woman’s
first refusal; close to half of participants (48.0%) made this indication after the woman’s refusals
became more forceful. This is important because it indicates that, regardless of gender, the
majority of college students in this sample recognized that this was inappropriate behavior.
However, there were patterns within the data that were concerning. A notable subset of
participants (13.8%, N = 35) made no risk recognition identification at all. During the debriefing
interview, participants were asked about their decision to press or not press the space bar.
Participants that did not make a risk recognition identification were queried about their
understanding of the instructions. A frequent response to the open-ended questions referred to
the nonresponsive confederate. This finding was consistent with the findings of Mercer (2014,
unpublished thesis) and provided further evidence for the importance of the social condition on
risk recognition.
Examination of the response latency data in other conditions provided similar insight.
Fewer participants completing the task with a nonresponsive same-sex confederate (12.0%)
indicated that the man should refrain from making further sexual advances after the woman’s
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first refusal; after her refusals became more forceful, 33.3% of participants made this indication.
Of participants in this condition, 17.3% made no risk recognition identification at all. On the
other hand, 21.9% of participants completing the task with a nonresponsive opposite-sex
confederate indicated that the man should refrain from making further sexual advances after the
woman’s first refusal; 39.7% made the risk recognition identification after the woman’s refusals
became more forceful. In this condition, 15.1% of participants made no risk recognition
identification at all. Broadly, examination of the response latency data provided information
about how the social condition impacts college student’s risk recognition. This was further
supported by the hypotheses outlined below.
The present study hypothesized an interaction between gender and social condition in
predicting risk recognition. There was a marginally significant interaction between gender and
social condition. The findings from Mercer (2014, unpublished thesis) were replicated insofar
that (a) when alone, men tended to take longer than women to make a risk recognition
identification; (b) both genders had significantly longer response latencies when with an
opposite-sex confederate; and (c) men appeared to be most impacted by the presence of an
opposite-sex confederate. These findings were expected and provided further support for
women’s role as sexual gatekeeper. Men may have relied on the female confederate to indicate
how appropriate the sexual interaction was, and when she did not, the male participants allowed
the interaction to continue. In other words, women may be expected to function as a sexual
gatekeeper; they are expected to define and express verbally and physically a “line in the sand”
of how far they are willing to go. If a woman does not, it may be interpreted that she wants the
situation to continue or that the interaction is appropriate. This is problematic for several reasons.
First, it relies on women to be the only active participant in affirmative consent or nonconsent.
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Secondly, it perpetuates the rape myth that men should always be ready for sex and should
always want sex. Both of these fallacies are not supportive of a healthy sexual interaction and
may benefit from further intervention both in trainings targeting sexual assault prevention and in
classes promoting healthy relationships.
Furthermore, the trending interaction observed in the present study provided an additional
important extension to Mercer’s findings: examination of the gendered effect of the social
condition. Surprisingly, men completing the task with a male confederate tended to take the least
amount of time to indicate that the man should refrain from making further sexual advances
when compared to other social conditions. Men in this condition, on average, indicated that the
man should refrain from further advances after the woman’s second refusal. Conversely, women
completing the task with a female confederate took longer than any other condition to indicate
that the man should refrain from further sexual advances. These were unexpected findings, and
some information can be gleaned from participants’ responses during the debriefing interviews.
When queried about their experience with a confederate participant and/or when the participant
decided to make a risk recognition identification, women reported content thematically related to
shame and judgment. For example, one participant reported, “I felt like there was going to be a
lot of judgment because she hadn’t pressed [the spacebar] yet.” Another participant reflected, “I
just didn’t [press the space bar] because, I guess, she didn’t and I was waiting ‘cause I didn’t
know what she’d think of me.” A similar response came from a participant who noted, “I was
thinking, ‘when is she going to press it? Who will press it first?’ There was the added pressure,
and I was wondering what they think about what’s going on.” Women are often thought to be
allies, advocates, and sources of empowerment for other women. While these examples are
anecdotal, they provide some insight into interpretation of the observed trending interaction.
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The implications of these findings, while trending, is worth further exploration. When
alone or with an opposite-sex confederate, women tended to function as a sexual gatekeeper. The
shorter response latencies in these conditions may indicate that women feel more confident, or
potentially empowered, to adopt and behaviorally fulfill this role’s functions. At first glance, this
may appear encouraging as clear communication of one’s sexual wants and limitations is
imperative to a healthy sexual relationship. However, women appeared paralyzed by social
judgment when faced with indicating risk in the presence of another woman. The apparent
confidence in embodying the role of sexual gatekeeper diminished when in the presence of
another woman. By having another woman present, another sexual gatekeeper was added to the
risk recognition equation, and women reported hesitating and second guessing their instincts or
initial internal risk recognition. The findings of Yeater and colleagues (2010) and Rinehart and
colleagues (2017) seem particularly relevant; women attend to the potential impact of risk
recognition identifications on their social status. The findings of the present study demonstrated
how magnified those concerns are for college women. Due to the potential implications of these
findings, and given the marginal significance found in the present study, it is imperative that they
are replicated.
In considering the replicability of the present findings, one important variable for future
studies to account for is conformity or obedience to authority; the above findings could
potentially be explained by participant compliance. Furthermore, as demonstrated by Mercer
(unpublished thesis, 2014), heightened physiological arousal at the point of risk identification
may account for some of the variance; men and women may have made the risk recognition
identification not because of gendered effects but in order to alleviate physical discomfort. Upon
accounting for these uncontrolled factors, future studies may also look to further explicate the
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underlying themes of shame and judgment and explore how these factors may impact current
interventions that encourage women to be allies.
Despite the above findings, the majority of hypotheses were not supported. Briefly,
sexual scripts were hypothesized to predict cognitive appraisals and response latency, and with
two minor exceptions of (a) beliefs about female sexual deceptiveness significantly predicting
cognitive appraisals of arousal and (b) endorsement of token resistance predicting longer
response latency, this was not supported. Gender did not significantly predict risk recognition.
Cognitive appraisals of arousal and enjoyment were not significant predictors or mediators in
any of the hypothesized models. Given the theory-driven nature of the hypotheses, this was
unexpected. As outlined in Cronbach and Meehl (1955), there are three important interpretations
of null findings or negative evidence: “(a) the test does not measure the construct variable; (b)
the theoretical network which generated the hypothesis is incorrect; or (c) the experimental
design failed to test the hypothesis properly” (p. 295). Each of these will be addressed below.
It is worth noting that there are significant concerns regarding the construct and
measurement of risk recognition. It is unclear if risk recognition, as measured by response
latency, is representing the participant’s actual recognition of that risk or, more likely, the
participant’s behavioral expression of risk recognition. One argument is that the behavioral
expression of risk recognition is of most importance given that mere identification or recognition
of risk does not prevent sexual assault from occurring; some behavioral representation of the risk
recognition is needed. If this is the case, the construct needs to be redefined and renamed to more
accurately reflect the content it is alleging to capture.
Additional concerns are present within the test proposed to measure risk recognition: the
Marx and Gross (1995) audiotaped vignette. Most notably, there are concerns about the focus of
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attention held by the participant. In other words, it is unclear what perspective the participant is
holding when completing the task. Specifically, it is unclear, and instructions did not clarify,
what role the participant took while completing the task. Differing perspectives may result in
drastically different responses during the task. For example, it is unclear if participants listened
to the task as if they were an observer of strangers, at a party with friends, listening through the
walls on a roommate’s date, or perceived the actors in the audio as portrayals of themselves.
Each perspective is measuring something different and likely impacts a person’s ability to
recognize risk. Furthermore, not specifying perspective may have allowed participants to
potentially distance themselves from the emotional content of the audio. There is evidence to
support the differential role of perspective taking and degree of intimacy with the individuals in
the vignette. Vanzile-Tamsen et al. (2005) asked participants to rate their likelihood of using
physical, verbal, or passive responses in a sexual assault written vignette. The perpetrator was
portrayed as someone they just met, a friend, a date, or a boyfriend; as prior intimacy with the
perpetrator increased, women’s reported use of verbal and physical resistance decreased.
Consistent with this, Faulkner et al. (2008) asked participants to complete the Marx and Gross
(1995) audiotaped date-rape vignette, and found that response latencies were longest when the
man was depicted as a boyfriend of six months, versus a peer or teaching assistant. In sum, the
present study did not specify perspective, and thus cannot draw firm conclusions about the nature
of the task and its outcome.
An additional limitation of the Marx and Gross (1995) date rape vignette is that it implies
the necessity of risk recognition. Despite the pervasiveness of sexual assault, especially on
college campuses, most sexual encounters do not result in a sexual assault. When participants are
faced with the task within a laboratory setting, they may be cued that something nefarious is
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going to happen in the task. It is unclear if participants’ risk recognition would be altered if there
were a series of vignettes, with some vignettes ending in rape but the majority not. Future
research could counterbalance vignettes ending in rape (i.e., the Marx & Gross vignette) with
vignettes ending in consensual sexual interactions or the male appropriately responding to the
female’s stated refusals and ceasing attempts to gain sexual contact. Furthermore, the task allows
participants to continue to listen to the entire interaction even after indicating that the man should
refrain from making further sexual advances. This negates participant curiosity about the
outcome; they are informed that they will be able to listen to the interaction regardless of when
they make a risk recognition identification. However, ideally, if a person indicates that a man
should refrain from making further sexual advances either as a bystander or an individual in the
dyad, the interaction ceases. People may inhibit their in vivo responses (a) out of curiosity, (b)
out of hope that the situation will naturally deescalate, or (c) out of fear of a “false positive”
identification. None of these variables are accounted for in the Marx and Gross (1995) vignette,
and future research could examine the impact of allowing the vignette to continue versus stop
playing on risk recognition.
One potential confounding variable is the performance of the confederate. The
confederates were trained to not engage with the participants and to remain passive. While
confederates were largely observed by this writer, no specific performance measures were
utilized to examine confederate behavior. Additionally, it is possible that characteristics of the
confederate had unintended consequences. Specifically, the sample of the current study is
relatively diverse, with 23.40% of participants identifying as African American and 17.20%
identifying as Latino/a. On the other hand, all confederates for the present study were Caucasian.
Given the systemic and institutional racism present in the United States and elsewhere, it is
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possible that Caucasian confederates unintentionally conveyed threat, power, and/or authority to
minority participants, thus impacting participants’ willingness to engage in the task or risk
recognition. It is also important to note that only one male confederate was used in this study,
while four female confederates were used. The extent to which the use of multiple female
confederates, each with their own stimulus value, may have impacted results cannot be
determined. Future measurement of confederate factors that may impact risk recognition is
warranted.
Another reason for the negative findings is potential fault within the CEM of risk
recognition (Nurius & Norris, 1995). The CEM asserts that a confluence of variables, ranging
from macrosystem (i.e., cultural) variables to more proximal microsystem (i.e., situational
variables, cognitive appraisals) variables, determine a person’s ability to recognize risk for
sexual assault. There are several strengths to the model, most notably the inclusive and
comprehensive accumulation of factors previously demonstrated to be related to risk recognition.
However, there are limitations to the model. Most broadly, the inclusive and comprehensive
nature of the theory may limit its predictive power; by including most factors associated with a
person’s life, from culture to psychosocial history to social network to thoughts, it becomes
increasingly difficult to measure and intervene. Interacting influences between potentially
hundreds of factors make the theory unwieldy to operationalize and study. Furthermore, there
have been no published updates to the model since its publication over two decades ago. This
again may reflect the vast possibilities of interacting influences and associated difficulty in
research operationalization. One of the CEM’s authors has continued work with cognitive
appraisals. Although limited, most of research utilizing cognitive appraisals and risk
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management has worked to narrow the scope of the model to a specific behavior (i.e., condom
use; e.g., Norris, Masters, & Zawacki).
Additionally, support for the model’s central components has been inconsistent or
lacking. Research has found inconsistent support for a relationship between previous
victimization and risk recognition, with some studies demonstrating a significant relationship
(e.g., Marx et al., 2001; Norris et al., 1999; Soler-Baillo et al., 2005; Winslett & Gross, 2008),
and others failing to do so (Faulkner et al., 2008; Loiselle & Fuqua, 2007; Marx, Heidt, & Gold,
2005; Pumphrey-Gordon & Gross, 2007; Mercer, unpublished thesis, 2014). Similarly, perceived
token resistance has been an inconsistent predictor of response latency; Marx and Gross (1995)
found initial support for a relationship between risk recognition and perceived token resistance
but later failed to replicate this finding (Marx et al., 1997). Alcohol consumption, or the
expectation of alcohol consumption has also demonstrated inconsistent results, with some studies
finding support for a relationship between alcohol consumption and risk recognition (e.g.,
Loiselle & Fuqua, 2007) and others failing to demonstrate a relationship (Pumphrey-Gordon &
Gross, 2007). Cognitive appraisals may explain these findings insofar that the interpretations of
one’s experience with sexual victimization, for example, may impact in-the-moment appraisals
of risk. However, prior to the current study, there are no known studies that have examined risk
recognition and cognitive appraisals.
With these considerations in mind, it is the opinion of this author that the most
parsimonious explanation for the null findings is failure in experimental design. Nurius and
Norris (1995) claim that the most proximal and influential component of the CEM is the
cognitive appraisal of risk. Cognitive appraisals may explain some of the previously discussed
inconsistencies in the available literature. However, operationalization and measurement of
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cognitive appraisals in the current study may have failed to adequately capture the underlying
construct. There are several factors contributing to this observation. First, two theoretically
related constructs, perceptions of arousal and enjoyment, were used as cognitive appraisals.
However, no pilot studies were conducted to explore the nature in which these variables are
expressed over time or to explore participant’s understanding of, or experience with, the
variables. As such, it is unclear if the questions asked were measuring the constructs intended to
measure; it is unknown if the questionnaires were able to measure perceptions of arousal and
enjoyment. Similarly, data from the current study demonstrated limited spread and variance of
these variables. People tended to answer consistently across conditions and ratings of arousal and
enjoyment tended to decrease as the task continued. The questions may have been too similar
and not accurately assessing the complex nature of arousal and enjoyment. This may indicate
poor psychometric properties of the variables.
Finally, the implementation of cognitive appraisal measurement may have been flawed.
Cognitive appraisals are ongoing and fluid; they are not limited to concrete moments in time.
The current study paused the audio recording at four points and asked participants to make
cognitive appraisal ratings. This is problematic for several reasons. First, it is drastically different
from the likely continuous evolution of cognitions over time. It imposed an artificial “break” in
time in which people were asked to think about two variables, arousal and enjoyment, that may
or may not have been proximally related to determining risk. Secondly, it may have alerted
participants to factors occurring within the vignette to which they should attend; it is possible
that participants were not attuned to if the woman was aroused or enjoying herself, but by
alerting participants to those variables it may have triggered them to consider the pending
outcome of the interaction. The artificial “break” in the audio file may have also given
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participants the time necessary to reflect on the increasingly risky nature of the task; while this
may have been helpful for participants to consolidate the information presented, it is not
something that individuals are afforded outside of the laboratory.
Another possible methodological explanation could be failure to accurately measure the
most proximal cognitive appraisals in determining risk recognition. Specifically, perceptions of
the woman’s arousal and enjoyment may not have been the most relevant cognitions in
determining risk. In other words, these constructs were chosen without first exploring potential
thematic content of cognitive appraisals. Participants may have been most attuned to and
thinking about factors related to the social environment, the number of refusals that the woman
made, the perceived intentions of the man or woman, or any number of other factors. Interesting,
but anecdotal, information was gleaned from participants during the debriefing interview.
Women commented on themes of judgment and shame, and this was particularly pronounced
when female participants completed the task with a female confederate. While there are
important limitations in the use of anecdotal information, the information provided by women
during debriefing generated interesting avenues for future research. Specifically, inclusion of
expanded interviews and exploration of more proximally central cognitive appraisals in
determining risk recognition may be viable next steps in research. In doing so, future
measurement of cognitive appraisals may more accurately reflect the most relevant and
predictive cognitive processes associated with risk recognition. This anecdotal information also
provides support for the likely situationally-dependent nature of cognitive appraisals. The
valence and predictive value of cognitive appraisals may differ across situations and individuals.
For example, while female participants reflected on content related to shame and judgment, male
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participants did not; as such, the relevance of such cognitive appraisals likely affected men and
women differently in determining risk recognition.
In sum, additional research is needed to better understand the function and measurement
of cognitive appraisals of risk. Given the methodological limitations identified (i.e., limited
spread, similar ratings across time, limited variance), it may be beneficial to take a step back and
reframe how the cognitive appraisals are developed and formatted. One such way to accomplish
this is through the implementation of open-ended questions about cognitions during and after the
risk recognition task. This would provide researchers insight into how college students are
thinking about, and therefore determining risk for, sexual encounters. Collection of such data
could be coded, and a factor analysis could be run to better explicate the thematic underpinnings
associated with cognitive appraisals. Approaching measurement of cognitive appraisals in this
manner could address the validity concerns identified in the present study.
Relatedly, most of the hypothesized relationships between sexual scripts (i.e., beliefs
about female sexual deceptiveness, ability to communicate consent, and beliefs about token
resistance) and other variables were not supported. Given the sexual assault prevention trainings
and interventions, it is possible that college students are better able to respond in a more socially
desirable way; they are more aware of the “correct” answer when answering questions about
consent and female sexuality. Another potential explanation could be that college students are
more aware of the importance of affirmative consent and are more aware of common myths that
exist about female sexuality and are thus not internalizing these beliefs or are better able to
challenge them. Unfortunately, the continued high prevalence of sexual assault on college
campuses likely does not support this explanation and provides evidence for college students as
better able to respond in a socially desirable manner. As such, the measures used to examine
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sexual scripts may not accurately capture students’ beliefs about the underlying constructs.
Exploration of novel ways to capture the expression of sexual scripts, including through the use
of open ended questions exploring cognitive appraisals during the task, may allow researchers to
discern the subtler ways in which sexual scripts are expressed. Furthermore, acquisition of
knowledge does not necessarily equate to behavioral change. Men and women may be aware of
the “should” of communicating consent, but given the complexity and fluidity of consent, find it
difficult to apply these skills in complex and potentially novel sexual interactions.
In light of the methodological shortcomings of the present study, there are potential
implications to consider. In replication of Mercer (unpublished thesis, 2014), the social
environment continued to demonstrate an impact on people’s willingness to indicate risk for
sexual assault. In particular, women, in the presence of female peers, took the longest to indicate
that the man should refrain from making further sexual advances. Women are often encouraged
to “have a buddy” when going out at night; they are encouraged to identify a female friend to
keep an eye on them. If women are burdened with fears of judgment and shame about their own
perception of risk, they may be less likely to intervene on their friend’s behalf. This has
important implications for current prevention programs. Bringing in the Bystander (Banyard et
al., 2007), for example, purports to reduce sexual assault by providing education and skills
training to encourage bystanders to intervene in potentially risky situations. Incorporation of
female empowerment and addressing the potentially inhibiting cognitive appraisals of shame and
judgment may strengthen the intervention.
Alternatively, adaptations may be useful to address the differential impact of the social
environment for men. If, as the current findings suggest, men rely on women as sexual
gatekeepers, they may defer to women in social settings to be the active bystander and
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behaviorally respond or prevent sexual assault. Psychoeducation can be targeted to promote
men’s active engagement in communication about consent and decrease endorsement of sexual
gatekeeping. One unexpected finding was men completing the task with a male confederate took
less time to make a risk recognition identification than women completing the task with a female
confederate. Encouraging men to hold their peers accountable for their actions could have
important implications for trainings in fraternities and sports teams.
As a whole, however, the current study provides additional evidence that interventions
like Bringing in the Bystander (Banyard et al., 2007) asks students to engage in a behavior that is
very difficult, especially in a social environment. Utilizing additional information from social
psychology to counteract conformity and social influence may help promote bystander behavior.
For example, utilizing authority (i.e., older classmen such as juniors and seniors) to promote and
behaviorally demonstrate active bystander behavior may lessen the effect of peer judgment and
encourage engagement.
The present study lends to exciting future directions. Given that manipulation of the
social environment consistently predicted risk recognition, despite the failure of many other
predicted variables to do so, it is important to better understand the ways in which the social
environment exhibits this impact, the conditions in which it is enhanced or diminished, and the
practical translation of the effect into prevention and intervention of sexual violence. Several
future directions have already been outlined as potential ways to address methodological
shortcomings of the present study. Additional manipulations of the social environment were
identified as an important future direction. In the present study, and in Mercer (2014,
unpublished thesis), the confederate was nonresponsive insofar that the confederate did not
engage with the other participant verbally or otherwise and did not make a risk recognition
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identification until after the participant had done so. Manipulations to the confederate’s
engagement may provide additional information about the impact of the social environment on
risk recognition. For example, the confederate could be instructed to press the space bar at
predetermined times (e.g., early, middle, late) in the audio. Additionally, some studies have
demonstrated that alcohol intoxication, or the perception of alcohol intoxication through the
administration of a placebo, significantly impairs risk recognition. It is not currently understood
how these effects function in a social environment. Adaptation of the Marx and Gross (1995)
audiotape to include additional diversity factors, such as LBGTQ dyads, could expand
applications of the current study to different populations. Further creation of vignettes that do
not result in completed rape can provide information about reactions in more normative sexual
encounters, especially when countered with the Marx and Gross vignette that does result in
completed rape. Finally, exciting advances in virtual reality technology, such as the virtual
reality methodology introduced by Abbey and colleagues (2018) in which the female agent’s
responses depend on the male participant, could be paired with risk recognition methodology to
produce paradigms that more closely resemble environments in which college students are
making risk recognition identifications and behavioral responses.
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I,
, agree to participate in the research project titled Gender
Differences in Relationships being conducted by Mary C. Mercer, MA, and Michelle Lilly, PhD,
at Northern Illinois University. I have been informed that the purpose of the study is to better
understand how college men and women think about and process sexual information.
I understand that if I agree to participate in the study, I will be asked to do the following:
complete a relationship task with another participate and complete questionnaires that have
questions regarding my relationship history, sexual history, and beliefs about relationships. I
understand that the total time this study will take is approximately one hour.
I am aware that my participation is voluntary and may be withdrawn at any time without
penalty or prejudice, and that if I have any additional questions concerning this study, I may
contact Dr. Michelle Lilly at (815) 753-4602. I understand that if I want more information
regarding my rights as a research participant, I may contact the Office of Research Compliance
at Northern Illinois University at (815) 753-8588.
I understand that the intended benefits of this study include a better understanding of how
men and women view and react to certain relationship interactions. I also understand that my
participation in this study is adding to society’s understanding of how men and women interact
within relationships to produce certain outcomes; the action of one partner may influence the
action of the other partner. By participating in this study, I am helping researchers and society
better understand how this works.
I have been informed that potential risks and/or discomforts I could experience during
this study include discomfort and distress. As with most human interactions, relationships
include both positive and negative experiences. I understand that the researcher hopes to better
understand both of these types of experiences. Consequently, some of the questions and activities
I will be asked to do may remind me of negative things I have experienced. Remembering these
experiences may be upsetting or distressing to me. Additionally, discussing some of these events
may be uncomfortable. I understand that if I feel distressed, I can stop at any point. I am also free
to skip any questions that I do not wish to answer. Withdrawal from the present study will not
affect my relationship with the researchers, psychology 102 instructors, or NIU in any way.
I understand that all information gathered during this experiment will be kept
confidential. My name will not be kept with my responses to questionnaires or tasks. In other
words, I understand that the data I give will be kept anonymous. Furthermore, I understand that
any information I provide will be stored in a locked filing cabinet. Also, I understand that the
data I provide will never be reported individually; all information will be presented in groups.
These steps are all taken to protect my identity and anonymity in the research process.
I understand that my consent to participate in this project does not constitute a waiver of
any legal rights or redress I might have as a result of my participation, and I acknowledge that I
have received a copy of this consent form.
Signature

Date
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1.

2.

1.

2.

I think Jenny…
1
2
3
is not enjoying
herself
1
2
3
is unhappy
1
2
3
is not having a
good time
I guess the other participant thinks Jenny…
1
2
3
is not enjoying
herself
1
2
3
is unhappy
1
2
3
is not having a
good time
I think Jenny…
1
2
3
is very
unaroused
1
2
3
is turned off
1
2
3
doesn’t want
Dan at all
I guess the other participant thinks Jenny…
1
2
3
is very
unaroused
1
2
3
is turned off
1
doesn’t want
Dan at all

4

4
4

4

4
4

5
is enjoying
herself
5
is happy
5
is having a
good time
5
is enjoying
herself
5
is happy
5
is having a
good time

4

5
is very aroused

4

5
is turned on
5
really wants
Dan

4

4

5
is very aroused

4

5
is turned on
5
really wants
Dan
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What is your gender?
[ ]
Male
[ ]
Female
[ ]
Transexual
[ ]
Transgender
What is your sexual orientation?
[ ]
Heterosexual
[ ]
Homosexual
[ ]
Bisexual
[ ]
Asexual
How old are you?

.

Your current relationship status (check one):
[ ]
Single
[ ] Separated
[ ]
Dating
[ ] Widowed
[ ]
Living with partner [ ] Divorced
[ ]
Married
[ ] Remarried
What category best describes your race or ethnicity?
[ ]
Native American
[ ]
Asian
[ ]
Black, African-American
[ ]
Latino, Hispanic-American
[ ]
Caucasian, European American
[ ]
Biracial (mixed): specify
[ ]
Other: specify
What is your current level of education?
[ ]
Freshman
[ ]
Sophomore
[ ]
Junior
[ ]
Senior
[ ]
Other
Are you working at this time?
[ ] Yes
Hours per week?
[ ] No

.

.
.
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0
Never

1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.

1
Very
rarely

2
Only
sometimes

3
4
About half
More
the time often than
not

5
Very
often

6
Almost
always

Women “guilt” men into taking their side of giving them
what they want.
Women “play the victim” to get what they want from men.

0 1 2 3 4 5 6

A woman might make up a story so she can end a date
early, if she is not enjoying herself
Women enjoy toying with men’s feelings.

0 1 2 3 4 5 7

0 1 2 3 4 5 7

0 1 2 3 4 5 7

Women are capable of crying to get what they want from
0 1 2 3 4 5 7
men.
Women often use half-truths to keep men “at arm’s length” 0 1 2 3 4 5 7
When a woman dances suggestively with a man, it is
because she wants to feel desirable, not because she is
interested in the man
Women in a committed relationship keep contact with
male friends to keep their options open, in case the
relationship goes wrong
Women only show interest in men when they want
something from them
Women flirt with many men at the same time, in order to
start fights
Women’s relationships with men are mostly about
competing with other women
Women marry wealthy husbands, but cheat with younger,
better-looking men
Women criticize men who are interested in them, to hide
their own insecurities
Women date men simply for the material benefits they can
get

0 1 2 3 4 5 7
0 1 2 3 4 5 7
0 1 2 3 4 5 7
0 1 2 3 4 5 7
0 1 2 3 4 5 7
0 1 2 3 4 5 7
0 1 2 3 4 5 7
0 1 2 3 4 5 7
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People communicate their WILILNGNESS or CONSENT to engage in sexual activity in a
variety of ways. To what extent do you agree or disagree with the following statements to answer
the question: “In general, how would you let your potential sexual partner(s) know if you
were going to CONSENT or AGREE to engage in vaginal-penile intercourse with them?”
1
Never

2
Very rarely

3
Only sometimes

4
About half the time

Factor 1: Nonverbal signals of interest
1.

There would be physical contact between myself and my partner

1

2

3

4

2.

I would move closer to my partner

1

2

3

4

3.

I would appear interested in sexual activity with my partner

1

2

3

4

4.

I would engage in foreplay with my partner

1

2

3

4

5.

I would kiss my partner

1

2

3

4

6.

1

2

3

4

7.

I would let my partner know through my actions to show comfort
with the behavior
I would use body language or signals

1

2

3

4

8.

I would fool around with my partner

1

2

3

4

9.

I would flirt

1

2

3

4

10. I would touch my partner’s body such as their legs and/or arms

1

2

3

4

11. I would actively participate in sexual activity

1

2

3

4

12. I would smile

1

2

3

4

13. I would use nonverbal cues or gestures

1

2

3

4

1

2

3

4

1

2

3

4

Factor 2: Passive behaviors
14. I would let my partner start sexual behavior and not tell him/her
to stop
15. I would not resist my partner’s attempts for sexual activity
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16. I would let my partner have sex with me

1

2

3

4

17. I would not stop my partner’s advances

1

2

3

4

18. I would let the sexual activity progress to the point of intercourse

1

2

3

4

19. I would not push my partner away

1

2

3

4

20. I would continue with sexual activity

1

2

3

4

21. I would let my partner go as far as he/she wanted

1

2

3

4

22. I would not say no

1

2

3

4

23. I would let my partner touch wherever he/she wanted on my body

1

2

3

4

1

2

3

4

25. I would make a move

1

2

3

4

26. I would unzip my pants

1

2

3

4

27. I would move my partner’s hands to my pants or lower body

1

2

3

4

28. I would initiate sexual behavior and see if it is reciprocated

1

2

3

4

29. I would make a move and check my partner’s reaction

1

2

3

4

30. I would just keep moving forward in sexual behaviors or actions
unless my partner stopped me

1

2

3

4

1

2

3

4

32. I would give permission to engage in sexual intercourse

1

2

3

4

33. I would tell my partner what types of sexual behavior I want to
engage in
34. I would suggest having sex to my partner

1

2

3

4

1

2

3

4

35. I would verbally communicate my interest in sexual behavior

1

2

3

4

36. I would tell my partner I am interested in engaging in sexual
intercourse
37. I would ask my partner if he/she has a condom

1

2

3

4

1

2

3

4

38. I would ask my partner if they are interested in engaging in sexual
intercourse
39. I would say it is okay to engage in sexual activity

1

2

3

4

1

2

3

4

Factor 3: Initiator behavior
24. I would initiate sexual behavior

Factor 4: Verbal cues
31. I would talk about it with my partner
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Factor 5: Removal behaviors
40. I would take my partner somewhere private

1

2

3

4

41. I would take my partner on a date

1

2

3

4

42. I would shut or close the door

1

2

3

4

43. I would ask my partner if he/she wants to go back to my place

1

2

3

4
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1
Strongly
disagree

2
Disagree

3
Slightly
disagree

4
Undecided,
neither
agree nor
disagree

5
Slightly
agree

1.

Women usually say “no” to sex when they really mean “yes”

2.

When a man only has to use a minimal amount of force on a
woman to get her to have sex, it probably means she
wanted him to force her
When a woman waits until the very last minute to object to
sex in a sexual interaction, she probably really wants to
have sex
A woman who initiates a date with a man probably wants
to have sex
Many times a woman will pretend she doesn’t want to have
intercourse because she doesn’t want to seem too loose, but
she’s really hoping the man will force her
A woman who allows a man to pick her up for a date
probably hopes to have sex that night
When a woman allows a man to treat her to an expensive
dinner on a date, it usually indicates that she is willing to
have sex with him
Going home with a man at the end of a date is a woman’s
way of communicating to him that she wants to have sex

3.
4.
5.
6.
7.
8.

6
Agree

7
Strongly
agree

1 2 3 4 5 6 7
1 2 3 4 5 6 7
1 2 3 4 5 6 7
1 2 3 4 5 6 7
1 2 3 4 5 6 7
1 2 3 4 5 6 7
1 2 3 4 5 6 7
1 2 3 4 5 6 7
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Social Impact and Gender in Risk Recognition of Sexual Assault
Thank you for participating in the current study. The purpose of this research is to better
understand how men and women recognize risk for sexual assault perpetration and victimization.
Several factors have already been identified as being important in this process, but this is the first
study to examine how social influence impacts risk recognition abilities, or how risk recognition
is affected by the presence of another person. You may have completed the study with another
person or alone. If you completed the study with another person, the individual was actually
assisting in the research project. This person knew the purpose of the study and was instructed to
not hit the space bar to indicate that the man had “gone too far”.
In research, the use of another person is called a “confederate” and is known as a form of
deception. While it may be uncomfortable, it is sometimes a necessary part of research. If you
had known the person participating with you was never going to hit the space bar, you might
have behaved differently. If you are uncomfortable with having been deceived, you are welcome
to withdraw your data from the sample. However, we urge you to remember that your results are
completely confidential and anonymous. The information that you provided to us is also very
helpful in learning more about risk recognition, and moving toward more effective prevention
and intervention of sexual assault.
In addition to listening to the audio recording, you filled out several questionnaires.
These questionnaires were designed to examine how certain variables, such as alcohol use or
believing certain things about rape, may influence risk recognition. Some of these questions may
have been difficult to answer or made you think about things that made you uncomfortable or
were potentially distressing. Attached is a list of free or low-cost counseling resources in the
DeKalb area. We encourage you to look into these resources if you would like to talk to someone
about how you may be feeling.
If you would like to learn more about this experiment and its results, please feel free to
contact Dr. Michelle Lilly. You may reach her at (815) 753-4602 or at mlilly1@niu.edu.
Additionally, if you are interested in reading more about this area of research, you may want to
read the following articles:
Social influence: Asch, S. E. (1955). Opinions and social pressure. Scientific American, 193, 3135.
Women and risk recognition of sexual assault victimization: Gidycz, C. A., McNamara, J. R., &
Edwards, K. M. (2006). Risk perception and sexual victimization: A review of the
literature. Aggression and Violent Behavior, 11, 441-456.
Men and risk recognition of sexual assault perpetration: Marx, B. & Gross, A. (1995). Date rape:
An analysis of two contextual factors. Behavior Modification, 19, 451-463.
Cognitions and risk recognition of sexual assault: Nurius, P. & Norris, J. (1995). A cognitive
ecological model of women’s response to male sexual coercion in dating. Journal of
Psychology & Human Sexuality, 8, 117-139.

123
We ask that you please refrain from discussing the purpose of this study with your peers.
Knowing the purpose of the study beforehand can bias that person’s behavior, and consequently,
alter the results. Because prevention programs are founded on research, this could impact how
effective such programs are.
If you have any complaints, concerns, or questions about this study, please feel free to
contact the Office of Research Compliance at (815) 753-8588.

APPENDIX H
COMMUNITY RESOURCES

125

COUNSELING RESOURCES IN DEKALB
DeKalb and Northern Illinois University are fortunate in having several free or low-cost counseling
services available to the community.
This list is intended to help you find timely and appropriate assistance. Sometimes one agency will have a
high demand for services that necessitates a waiting period for new clients, or you may have personal
reasons for choosing one agency over another. Counselors at any of these agencies will gladly assist you
in making a final decision about where to seek help.

CAMPUS SERVICES
COUNSELING AND STUDENT DEVELOPMENT CENTER, NIU (STUDENTS ONLY) Phone:
815-753-1206
Address: Campus Life Building – 200
Fees: None for counseling, modest testing fees.
Hours: 8:00am – 4:30pm Monday-Friday. Open whenever NIU is open, including breaks After Hours:
Assistance after hours available by calling – 815-753-1212
Description of Services: This service provides students with short-term, individual and group counseling
for a broad range of personal concerns. Career counseling services include interest assessment,
workshops, and use of computerized career counseling programs. Educational counseling services include
assistance with test anxiety and study skills. Assessments of drug and alcohol abuse are also provided.
First appointment scheduled within 3-7 days. (Handicapped Accessible)

COUNSELING LABORATORY, NIU Phone: 815-753-9312
Address: 416 Graham Hall
Fees: None for students, faculty, or staff. Hours: Call for available counseling hours.
Description of Services: A wide range of services are offered by the counselors including both personal
and vocational counseling. In general, the approach used is one that promotes growth and focuses on
increasing emotional well-being and self-awareness. All counselors are either doctoral or masters level
students who are being supervised by members of the counseling faculty. First appointments scheduled
within 3-5 days.

FAMILY CENTER, NIU Phone: 815-753-1684
Address: 429 Garden Road
Fees: $5.00 per session fee for students. Faculty, staff, and community members charged on a sliding
scale. No one will be denied services due to inability to pay.
Hours: Wednesday – 2:00 pm – 10:00pm
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Thursday – 10:00 am – 10:00 pm
By appointment Monday through Friday. Open whenever NIU is open, including breaks.
Description of Services: Individual, couple, and family counseling. Services provided by graduate
students under the supervision of Marriage and Family Therapy faculty. First appointment scheduled
within 4 days.

PSYCHOLOGICAL SERVICES CENTER, NIU Phone: 815-753-0591
Address Normal Road and Lincoln Hwy.
Fees: No fee for students. Faculty, staff, and community members charged on a sliding scale.
Hours: Monday – 12:00 noon – 8:00 pm
Tuesday – 11:00 a.m. – 7:00 p.m.
Wednesday–Friday 9:00am to 5:00 pm. Open whenever NIU is open, including breaks
Description of Services: Individual, couples, family, and group psychotherapy, Intellectual, personality,
and academic assessments. Clients are generally seen by advanced level graduate student staff under
faculty supervision. Services tailored to meet a client’s specific needs. (Handicapped accessible.)

UNIVERSITY RESOURCES FOR WOMEN Phone: 815-753-0320
Address: 105 Normal Road
Fee: No fee for students, faculty or staff Hours: Monday – Friday 8:00am – 4:30pm
Evening hours by appointment. Open whenever NIU is open, including breaks.
Description of Services: Short-term counseling to individuals about their academic progress, careers,
personal development, and other special concerns. Offered also are support groups, information and
referral, issues regarding workplace disputes, and issues involving sexual harassment. (This facility is
handicapped accessible.)

COMMUNITY RESOURCES
BEN GORDON COMMUNITY MENTAL HEALTH CENTER Phone: 815-756-4875
Address: 12 Health Services Drive – DeKalb
Fees: Sliding fee scale based on income. Insurance accepted. Hours: Monday-Thursday: 8:00am
– 8:30pm
Friday: 8:00am–5:00pm
After Hours: 1-866-242-0111 Crisis Line
Description of Services: Comprehensive counseling services to all residents of DeKalb County. Services
to all persons affected by mental health problems, substance abuse, family/child welfare concerns. 24hour sexual assault/abuse services can be accessed through the Crisis Line. First appointment scheduled
within 30 days. (Handicapped accessible and on Campus Bus Route).
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FAMILY SERVICE AGENCY, CENTER FOR COUNSELING Phone: 815-758-8636
Address: 14 Health Services Drive – DeKalb
Fees: $75.00 per visit. Insurance accepted, including NIU Student Insurance. Payment plans and
scholarship funds available.
Hours: Monday–Wednesday: 9:00am–8:00 pm
Thursday–Friday: 8:00am–4:00pm Additional hours available by appointment.
Description of Services: Individual, couple, group counseling for children, adults, senior citizens, and
families. First appointment scheduled within1-7 days. (Handicapped accessible and on Campus Bus
Route).
Private counselors, clinical social workers, and psychologists are available in the yellow pages of the
phone book under “Psychologist” or “Mental Health Services” or “Social Services”.

