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1 Introduction
In this paper we prove the existence of a generalized eigenvalue and a cor-
responding eigenfunction for fully nonlinear operators singular or degenerate,
homogeneous of degree 1 + α, α > −1 in non bounded domains of RN . One
key argument will be the Harnack inequality.
Very recently Davila, Felmer and Quaas [14, 15] proved Harnack inequality
in all dimensions N but in the singular case i.e. α < 0. We extend their result
to the degenerate elliptic case i.e. α > 0 but only in dimension two. The proof
we give uses in an essential way this dimensional restriction. It follows the lines
of the original proof of Serrin [25] in the linear case. For Harnack inequalities
in quasi-linear cases see [26] and [27]. Very recently C. Imbert [17] has proved
an Harnack inequality for fully-nonlinear degenerate elliptic operators; let us
mention that the class of operators he considers does not include those treated
in this paper (see also [16] for degenerate elliptic equations in divergence form).
It is well known that Harnack’s inequality is important to control the oscil-
lations of the solutions and hence to prove uniform Ho¨lder’s estimates. It has
been generalized to many ’weak’ and nonlinear context, we are in particular
thinking of those due to Krylov and Safonov for ”strong solutions” [21], or the
result of Caffarelli, Cabre´ [12] for fully non linear equations that are uniformly
elliptic. Let us mention that in previous works on singular or degenerate ful-
lynonlinear operators [4, 5] we proved Ho¨lder’s regularity of the solutions of
Dirichlet problems in bounded domains. There the proof relied on the regular-
ity of the solution on the boundary and the supremum of the solution. Hence
in unbounded domains that tool cannot be used.
In the case treated here of fully nonlinear operators homogenous of degree
1 + α, the Harnack inequality, due to Davila, Felmer and Quaas [14], is the
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following
Suppose that F does not depend on x and satisfies
(H1) and (H2) as defined later and that −1 < α ≤ 0. Suppose that b, c and
f are continuous and that u is a nonnegative solution of
F (∇u,D2u) + b(x) · ∇u|∇u|α + cu1+α = f
in Ω. Then for all Ω′ ⊂⊂ Ω there exists some constant C which depends on a,
A, α, b, c, N , Ω′, Ω, such that
sup
Ω′
u ≤ C(inf
Ω′
u+ ||f ||
1
1+α
LN (Ω′)).
Among all the consequences of Harnack’s inequality, Berestycki, Nirenberg
and Varadhan in their acclaimed paper [1] proved the existence of an eigenfunc-
tion for a linear, uniformly elliptic operator when no regularity of the boundary
of the domain is known. The idea being that, close to the boundary, the solu-
tions are controlled by the maximum principle in ”small” domains, and, in the
interior, one can use Harnack’s inequality.
As it is well known, inspired by [1], the concept of eigenvalue in the case of
bounded regular domains has lately been extended to fully-non linear operators
(see [7], [24], [4, 5], [18]). Two ”principal eigenvalues” can be defined as the
extremum of the values for which the maximum principle or respectively the
minimum principle holds.
In this article we want to use the Harnack’s inequality obtained here and
in [14, 15] to study the eigenvalue problem in unbounded domains. Let us
recall that in general, even for the Laplacian operator, the maximum principle
does not hold in unbounded domain, hence we cannot define the ”principal”
eigenvalue in the same way as in the case of bounded domains. In [10] and [11]
Capuzzo Dolcetta, Leoni and Vitolo study the conditions on the domain Ω in
order for the Maximum principle to hold for fullynonlinear operators, extending
the result of Cabre´ [9].
Furthermore let us mention that in unbounded domains there are several
definitions that allow to construct different ”eigenvalues” as the reader can see
in Berestycki and Rossi [2] for the Laplacian case. Here we define the first
eigenvalue as the infimum of the first eigenvalues for bounded smooth domains
included in Ω. We prove the existence of a positive eigenfunction for this so
called eigenvalue, using Harnack’s inequality.
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We shall also prove the existence of solutions for equations below the eigen-
values. Observe that differently from the case of bounded domain, we can’t use
the maximum principle since in general it won’t hold, hence again the Harnack
inequality will play a key role.
2 Assumptions on F
The following hypothesis will be considered, for α > −1:
(H1) F is continuous on Ω × IRN \ {0} × S → IR, and ∀t ∈ IR?, µ ≥ 0,
F (x, tp, µX) = |t|αµF (x, p,X).
(H2) For p ∈ IRN\{0}, M ∈ S, N ∈ S, N ≥ 0
a|p|αtr(N) ≤ F (x, p,M +N)− F (x, p,M) ≤ A|p|αtr(N). (2.1)
(H3) There exists a continuous function ω˜, ω˜(0) = 0 such that for all (x, y) ∈
Ω2, ∀p 6= 0, ∀X ∈ S
|F (x, p,X)− F (y, p,X)| ≤ ω˜(|x− y|)|p|α|X|.
(H4) There exists a continuous function ω with ω(0) = 0, such that if (X, Y ) ∈
S2 and ζ ∈ IR+ satisfy
−ζ
(
I 0
0 I
)
≤
(
X 0
0 Y
)
≤ 4ζ
(
I −I
−I I
)
and I is the identity matrix in IRN , then for all (x, y) ∈ IRN , x 6= y
F (x, ζ(x− y), X)− F (y, ζ(x− y),−Y ) ≤ ω(ζ|x− y|2).
Observe that when F is independent of x, conditions (H3) and (H4) are not
needed.
Remark 2.1 When no ambiguity arises we shall sometimes write F [u] to sig-
nify F (x,∇u,D2u).
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Recall that examples of operators satisfying these conditions include the
p-Laplacian with α = p− 2 and
F (∇u,D2u) = |∇u|αM±a,A(D2u)
where M+a,A is the Pucci operator M+a,A(M) = ATr(M+) − aTr(M−). and
M−a,A(M) = aTr(M+)− ATr(M−).
We assume that h and V are some continuous bounded functions on Ω¯ and
(H5) - Either α ≤ 0 and h is Ho¨lder continuous of exponent 1 + α,
- or α > 0 and
[(h(x)− h(y)) · (x− y)] ≤ 0
The solutions that we consider will be taken in the sense of viscosity, see
e.g. [3] for precise definitions, let us recall that in particular we do not test
when the gradient of the test function is null .
3 Main results
3.1 The Harnack’s inequality in the two dimensional case.
In this subsection we state the Harnack’s inequalities that will be proved in
section 5 and used in section 4, together with some important corollary.
Theorem 3.1 (Harnack’s inequality) Suppose that Ω is a bounded domain
in IR2, and that F satisfies (H1) to (H4), h satisfies (H5).
Let u be a positive solution of
F (x,∇u,D2u) + h(x).∇u|∇u|α + V (x)u1+α = 0 in Ω. (3.1)
Let Ω′ ⊂⊂ Ω. Then there exists K = K(Ω,Ω′, A, a, |h|∞, |V |∞) such that
sup
Ω′
u ≤ K inf
Ω′
u. (3.2)
Theorem 3.2 (Harnack’s inequality) Under the same hypothesis of Theo-
rem 3.1, for f a bounded continuous function on Ω, let u be a positive solution
of
F (x,∇u,D2u) + h(x).∇u|∇u|α = f(x) in Ω. (3.3)
Let Ω′ ⊂⊂ Ω. Then there exists K = K(Ω,Ω′, A, a, |h|∞) such that
sup
Ω′
u ≤ K
(
inf
Ω′
u+ |f |
1
1+α
L∞(Ω)
)
. (3.4)
4
Remark 3.3 The result in theorem 3.2 still holds for u a positive solution of
F (x,∇u,D2u) + h(x).∇u|∇u|α + V (x)u1+α = f(x) in Ω.
with V continuous, bounded and V ≤ 0. In that case the constant K depends
also on |V |∞.
Corollary 3.4 Let u be a solution of (3.3). Let Ro be such that B(0, Ro) ⊂ Ω.
Then there exists K which depend only on A, a, |h|∞ and Ro, such that for any
R < Ro:
sup
B(0,R)
u ≤ K( inf
B(0,R)
u+R
2+α
1+α |f |
1
1+α
L∞(B(0,Ro)). (3.5)
As a consequence, for any solution u of (3.3), for any Ω′ ⊂⊂ Ω there exists
β ∈ (0, 1) depending on the Harnack’s constant in (3.5) such that u ∈ Co,β(Ω′).
An immediate consequence of Harnack’s inequality is the following Liouville
type result :
Corollary 3.5 (Liouville) Let u be a solution of F (x,∇u,D2u) = 0 in IR2,
if u is bounded from below, then u ≡ cte.
See [13] for other Liouville results.
3.2 Existence’s results in unbounded domains.
Before stating the results in unbounded domains we recall what we mean by
first eigenvalue and the property of these eigenvalues in the bounded case.
When Ω is a bounded domain we define
λ(Ω) = sup{λ,∃ ϕ > 0 in Ω, F [ϕ] + h(x) · ∇ϕ|∇ϕ|α + (V (x) + λ)ϕ1+α ≤ 0}
and
λ(Ω) = sup{λ,∃ ϕ < 0 in Ω, F [ϕ] + h(x) · ∇ϕ|∇ϕ|α + (V (x) + λ)ϕ|ϕ|α ≥ 0}.
When Ω is a bounded regular domain, we proved in [3] that there exists ϕ > 0
and ψ < 0 in Ω which are respectively a solution of{
F (x,∇ϕ(x), D2ϕ(x)) + h(x) · ∇ϕ|∇ϕ|α + (V (x) + λ(Ω))ϕ1+α = 0 in Ω
ϕ = 0 on ∂Ω
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and{
F (x,∇ψ(x), D2ψ(x)) + h(x) · ∇ψ|∇ψ|α + (V (x) + λ(Ω))|ψ|αψ = 0 in Ω
ψ = 0 on ∂Ω.
Moreover ϕ and ψ are Ho¨lder continuous.
We assume that Ω ⊂ IRN is a C2 possibly unbounded domain. Define
λ(Ω) = inf{λ(A), for all smooth bounded domain A,A ⊂ Ω},
and
λ(Ω) = inf{λ(A), for all smooth bounded domain A,A ⊂ Ω}.
When no ambiguity arises we shall omit to write the dependence of the
eigenvalues with respect to the set Ω.
We wish first to give some bounds on λ(Ω). For simplicity this will be done
for h ≡ 0, V ≡ 0. If Ω is bounded it is easy to see that λ(Ω) > 0, while it is
obvious that for Ω = IRN , λ(Ω) = 0. We wish to prove that this is not the case
for all unbounded domains, in fact we shall see that, as long as Ω is bounded
in one direction, then λ(Ω) > 0.
Proposition 3.6 Suppose that Ω is contained in a strip of width M i.e. up to
translation and rotation
Ω ⊂ [0,M ]× IRN−1
then there exists C = C(α, a, A) > 0 such that
λ(Ω) ≥ C
M2+α
. (3.6)
Proof: Fixe γ ∈ (0, 1) and observe that u(x) = sinγ(x1 pi4M + pi8 ) ≥ 0 in Ω and
F [u] ≤ γα+1
( pi
4M
)α+2
sinγ(α+1)−(α+2)(x1
pi
4M
+
pi
8
)
(
cos(x1
pi
4M
) +
pi
8
)α
·
a[γ − 1− γ sin2(x1 pi
4M
+
pi
8
)].
Hence, using
pi
2
>
3pi
8
≥ x1 pi
4M
+
pi
8
>
pi
8
> 0,
we get that there exists C = C(γ, a, α)
6
F [u] +
C
M2+α
uα+1 ≤ 0.
Clearly this implies that λ(A) ≥ C
M2+α
for any A ⊂ Ω. This gives (3.6) and it
ends the proof.
In the next theorem we want to be in the same hypothesis for which Har-
nack’s inequality holds, hence we consider the following condition:
(C) F satisfies (H1), (H2); if N ≥ 3 F is independent of x and −1 < α ≤ 0; if
N = 2, α > −1, F may depend on x and it satisfies (H3) and (H4) .
Theorem 3.7 Suppose that Ω is some smooth domain possibly non bounded,
of IRN . Suppose that F satisfies (C), that h satisfies (H5), and that V is
continuous, and bounded. Then there exist some functions φ > 0 and ψ < 0
which are continuous and satisfy, respectively
F [φ] + h(x) · ∇φ|∇φ|α + (λ(Ω) + V (x))φ1+α = 0 in Ω,
F [ψ] + h(x) · ∇ψ|∇ψ|α + (λ(Ω) + V (x))|ψ|αψ = 0 in Ω.
Furthermore φ and ψ are Ho¨lder continuous.
In the next proposition we treat existence of solutions below the eigenvalues.
Proposition 3.8 For any λ < λ(Ω), for any f ∈ Cc(Ω) non positive, there
exists v > 0 solution of
F [v] + h(x) · ∇v|∇v|α + (λ+ V (x))v1+α = f in Ω.
Furthermore, for f 6≡ 0 there exists C, which depends on the support of f ,
such that
|v|∞ ≤ C|f |
1
1+α∞ .
Similarly if λ < λ(Ω), for any f ∈ Cc(Ω) ≥ 0, there exists v < 0 solution of
F [v] + h(x) · ∇v|∇v|α + (λ+ V (x))|v|αv = f in Ω.
Remark 3.9 As mentioned in the introduction, in [4] we proved some Ho¨lder’s
regularity result for all β ∈ [0, 1[ in bounded regular domains, see Proposition
4.3, but for homogeneous or regular boundary conditions. More precisely the
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Ho¨lder’s constants depend on the L∞ norm of u and u is zero on the bound-
ary. From this we derive some Ho¨lder’s uniform estimates for sequences of
solutions and this allows to prove that a sequence of such solutions converges
for a subsequence towards a solution. This cannot be used in the proof of the
results above, indeed we shall need compactness results inside bounded sets Ωn
whose size increases, for sequence of functions which have uniform L∞ bounds
on bounded fixed sets, but for which L∞(Ωn) norm may go to infinity.
4 Known results.
We now recall the following weak comparison principle which will be used for
the proof of Theorem 3.2.
Theorem 4.1 Suppose that F , h and V are as above and that V ≤ 0.
Suppose that f and g are continuous and bounded and that u and v satisfy
F (x,∇u,D2u) + h(x) · ∇u|∇u|α + V (x)|u|αu ≥ g in Ω
F (x,∇v,D2v) + h(x) · ∇v|∇v|α + V (x)|v|αv ≤ f in Ω
u ≤ v on ∂Ω.
Suppose that f < g, then u ≤ v in Ω. Moreover if V < 0 and f ≤ g the result
still holds.
We shall also need for the proof of Theorem 3.1 another comparison principle
:
Theorem 4.2 Suppose that τ < λ(Ω), f ≤ 0, f is upper semi-continuous and
g is lower semi-continuous with f ≤ g.
Suppose that there exist u continuous and v ≥ 0 and continuous, satisfying
F (x,∇u,D2u) + h(x) · ∇u|∇u|α + (V (x) + τ)|u|αu ≥ g in Ω
F (x,∇v,D2v) + h(x) · ∇v|∇v|α + (V (x) + τ)v1+α ≤ f in Ω
u ≤ v on ∂Ω.
Then u ≤ v in Ω in each of these two cases:
1) If v > 0 on Ω and either f < 0 in Ω, or g(x¯) > 0 on every point x¯ such that
f(x¯) = 0.
2) If v > 0 in Ω, f < 0 in Ω and f < g on Ω.
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The proof can be found in [3]. We also recall some regularity results
Proposition 4.3 Suppose that F satisfies (H1),(H2), (H3). Let f be some
continuous function in Ω. Let u be a viscosity non-negative bounded solution of{
F (x,∇u,D2u) + h(x) · ∇u|∇u|α = f in Ω
u = 0 on ∂Ω.
(4.1)
Then, if h is continuous and bounded, for any γ < 1 there exists some constant
C which depends only on |f |∞, |h|∞ and |u|∞ such that :
|u(x)− u(y)| ≤ C|x− y|γ
for any (x, y) ∈ Ω2.
Under slightly stronger condition on F we also prove the Lipschitz regularity
of the solutions.
5 Proofs of the Main results
5.1 Proof of existence
We start by proving the existence results:
Proof of Theorem 3.7. We shall only explicitly write the proof of the exis-
tence of φ > 0, the case of ψ < 0 being analogous. Let Ωn be a sequence of
bounded subsets such that
Ωn ⊂⊂ Ωn+1 ⊂⊂ Ω, λ(Ωn)→ λ(Ω) and ∪n Ωn = Ω.
Let fn be a sequence of functions in Cc(Ωn \ Ωn−1), fn ≤ 0 and not identically
zero. Since λ(Ωn) > λ(Ω), for all n there exists un ≥ 0 which solves{
F [un] + h(x) · ∇un|∇un|α + (λ(Ω) + V (x))u1+αn = fn in Ωn
un = 0 on ∂Ωn.
Let x0 ∈ Ω1, then un(x0) > 0 for all n by the strict maximum principle. Define
vn(x) =
un(x)
un(x0)
that we extend by zero outside Ωn, obtaining in such a way a continuous func-
tion. Let O be a bounded regular domain in Ω. We prove that vn converges
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uniformly on K = O . Indeed there exists N0 such that Ωn contains K for all
n ≥ N0. As a consequence on O , for n ≥ N0
F [vn] + h(x) · ∇vn|∇vn|α + (λ(Ω) + V (x))v1+αn = 0 in O.
Moreover vn(x0) = 1. Using Harnack’s inequality of Theorem 3.1 we know that
there exists some constant CK such that
sup vn ≤ CK(inf vn) ≤ CK .
This implies in particular that vn is bounded independently of n in K.
By taking fn = −V (x)v1+αn in Corollary 3.4 on the open set O, one gets
that (vn)n is relatively compact in O. A subsequence of vn will converge to a
solution φ of
F [φ] + h(x) · ∇φ|∇φ|α + (λ(Ω) + V (x))φ1+α = 0 in O.
φ(x0) = lim vn(x0) = 1 implies that φ cannot be identically zero. By strict
maximum principle on compacts sets of Ω, φ > 0 inside Ω. This ends the proof.
Proof of Proposition 3.8. We consider only the case f ≤ 0 and λ < λ(Ω).
We first treat the case f 6≡ 0. Let K be the compact support of f ≤ 0. As in
the previous proof let Ωn be a sequence of bounded sets such that
Ωn ⊂ Ωn+1 and ∪n Ωn = Ω.
Let un be a (positive ) solution of{
F [un] + h(x) · ∇un|∇un|α + (V (x) + λ)u1+αn = f in Ωn
un = 0 on ∂Ωn.
Let ϕ+ be given in Theorem 3.7 such that
F [ϕ+] + h(x) · ∇ϕ+|∇ϕ+|α + (λ(Ω) + V (x))ϕ+1+α = 0
with L∞ norm 1 in K.
Rescaling ϕ+,
ϕ1 =
ϕ+ sup |f | 11+α
(λ− λ) 11+α infK ϕ+
,
by homogeneity is a solution of
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F [ϕ1] +h(x) ·∇ϕ1|∇ϕ1|α + (λ+V (x))ϕ1+α1 = (λ−λ)
(ϕ+)1+α sup(−f)
(λ− λ)(infK ϕ+)1+α
≤ f.
We can apply the comparison principle Theorem 4.2 in Ωn, since ϕ1 > 0 on
∂Ωn, to derive that
0 ≤ un ≤ ϕ1
for any n. Using the same argument as in the proof of Theorem 3.7, on every
compact subset of Ω there is a subsequence of (un)n converging to u, a solution
of
F [u] + h(x) · ∇u|∇u|α + (V (x) + λ)u1+α = f in Ω.
By the strict maximum principle applied on bounded sets of Ω we get that
u > 0.
We now prove the case f ≡ 0. Without loss of generality we only treat the
case λ < λ(Ω).
Let Ωn be a sequence of bounded sets such that
Ωn ⊂ Ωn+1 and ∪n Ωn = Ω.
Let un be a solution of{
F [un] + h(x) · ∇un|∇un|α + (V (x) + λ)un|un|α = 0 in Ωn
un = 1 on ∂Ωn.
Since λ < inf{λ(Ωn)}, un exists, is well defined and un > 0 in Ωn. Let
P0 ∈ Ω1 .
Rescaling un we get that vn =
un
un(P0)
is a solution of
F [vn] + h(x) · ∇vn|∇vn|α + (V (x) + λ)v1+αn = 0.
By Harnack’s inequality, for every relatively compact domain O, vn is bounded
on K = O .
Using the compactness results on O there exists a subsequence vn which
converges uniformly to some v solution of
F [v] + h(x) · ∇v|∇v|α + (V (x) + λ)v1+α = 0.
Moreover, since vn(P0) = 1, and the convergence is uniform one gets that
v(P0) = 1, hence v is not identically zero and by the strict maximum principle
v > 0 in Ω.
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5.2 Proofs of Harnack’s inequality in the two dimen-
sional case.
The proofs that we propose follow the lines in Gilbarg Trudinger [19] and Serrin
[25], with some new arguments that make explicite use of the eigenfunction in
bounded domains. This extends the result of [14] to the case α > 0, but only
in the two dimensional case.
In the proof of Theorem 3.1 and 3.2 we shall use the following lemma
Lemma 5.1 Suppose that F , h and V are as above. Let b and c, be some
positive parameters, xo = (xo1, xo2) ∈ IR2. Let
E = {x = (x1, x2), σ2(x) := (x1 − xo1)
2
b2
+
(x2 − xo2)2
c2
≤ 1, x1 − xo1 > b
2
}.
Then there exists a constant γ > 0 such that
v =
e−γσ
2 − e−γ
e−γ/4 − e−γ ,
satisfies in E
F (x,∇v,D2v)− |h|∞|∇v|1+α − |V |∞v1+α > 0. (5.1)
(Note that v is strictly positive inside E and is zero on the elliptic part of the
boundary).
Remark 5.2 The same result holds for the symmetric part of ellipsis : E =
{x = (x1, x2), σ2(x) ≤ 1, x1 − xo1 < −b2 }.
Proof of Lemma 5.1.
Without loss of generality one can assume that xo = 0.
Let v˜ = e
−γσ2
e−γ/4−e−γ and let B be the diagonal 2×2 matrix such that B11 = 1b2
and B22 =
1
c2
. Then ∇v = −2γBxv˜ and
D2v = (2γ)(2γBx⊗Bx−B)v˜.
Since B and Bx⊗Bx are both nonnegative,
a(tr(D2v)+)− A(tr(D2v)−) ≥
(
aγ24(
x21
b4
+
x22
c4
)− 2(A+ a)γ( 1
b2
+
1
c2
)
)
v˜.
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We define
m = inf
(
b−α, 2α(
1
b2
+
1
c2
)α/2
)
and M = 21+α( 1
b2
+ 1
c2
)
1+α
2 . We choose
γ = sup
(
4(A+ a)
a
(1 +
b2
c2
),
4|h|∞Mb2
ma
,
(
4|V |∞b2
am
) 1
2+α
)
. (5.2)
Using (H1):
F (x,∇v,D2v) + h(x) · ∇v|∇v|α + V (x)v1+α ≥
≥ |∇v|α(a(tr(D2v)+)− A(tr(D2v)−))− |h|∞|∇v|1+α − |V |∞v1+α > 0.
This ends the proof of Lemma 5.1.
Remark 5.3 The proof in the case f 6≡ 0 follows the lines of the case f ≡ 0
but the ellipsis are rescaled. Hence we shall use, for ρo to be defined, σ(
x
ρo
)
instead of σ. It will be important to observe that γ does not depend on bounded
ρo. This is immediate from the definition of γ in (5.2) and the constants m,
M , b and c involved.
Proof of Theorem 3.1:
Let us remark that the existence of a positive solution u implies in particular
that λ(Ω) ≥ 0. Moreover without loss of generality we can suppose that λ(Ω) >
0. Indeed, by the properties of the eigenvalue there exists Ω1 ⊂ Ω such that
Ω′ ⊂⊂ Ω1 and λ(Ω1) > λ(Ω) ≥ 0. Then we consider the proof in Ω1 instead of
Ω.
We shall prove the following claims :
Claim 1: Suppose that Ω = B(0, 1). For any P ∈ B(0, 1
3
) there exists K which
depends only on a, A, and bounds on h and V such that
u(P ) ≥ Ku(0).
Claim 2: For any P ∈ B 1
4
(0), there exist K1 and K2 such that
K1u(0) ≤ u(P ) ≤ K2u(0).
Claim 3: Suppose that Ω = B(0, R). For any P ∈ B(0, R
4
) such that
K1u(0) ≤ u(P ) ≤ K2u(0),
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where K1 and K2 depend on R only when h and V are not identically 0.
Claim 4: The inequality holds true for Ω bounded and Ω′ ⊂⊂ Ω.
Proof of Claim 1 :
So we are in the case Ω = B(0, 1) with λ(B(0, 1)) > 0. Hence there exists
δ > 0 sufficiently small such that λ(B(0, 1 + δ)) > 0 as well.
Let uδ be the corresponding positive eigenfunction such that uδ has the L
∞
norm equals to 1
2
, i.e. uδ satisfies{
F [uδ] + h(x) · ∇uδ|∇uδ|α +
(
V (x) + λ(B(0, 1 + δ))
)
u1+αδ = 0 in B(0, 1 + δ)
uδ = 0 on ∂B(0, 1 + δ).
Let χ = u(0)uδ.
Let G1 = {x ∈ B(0, 1), u(x) > χ(x)}. The connected component of G1,
denoted G, which contains 0, contains at least one point on ∂B(0, 1). Indeed, if
not, on the boundary of G one would have u(x) ≤ χ and since 0 < λ(B(0, 1+δ)),
χ is a supersolution of F [χ] + h(x).∇χ|∇χ|α + (V (x))χ1+α < 0, then applying
the comparison Theorem 4.2 in the set G, one would get u(x) ≤ χ inside G,
but this does not hold at the point 0 since supuδ =
1
2
, so we have reached a
contradiction. Without loss of generality we will suppose that the boundary
point has coordinates (0, 1). We denote by κ the positive constant inf
B(0,1)
uδ, and
χ1 = κu(0)
We now introduce the part of ellipsis Ei i = 1, 2, 3 given by:
E1 = {(x1, x2),
(x1 +
5
2
)2
9
+ 4(x2 −
√
3
4
)2 ≤ 1, x1 ≥ −1}
E2 = {(x1, x2),
(x1 − 52)2
9
+ 4(x2 −
√
3
4
)2 ≤ 1, x1 ≤ 1}.
Observe that the segment [−1/2, 1/2] × {
√
3
4
} is contained in E1 ∩ E2. while
(0, 0) 6∈ E1 ∩ E2 ⊂ B(0, 1).
The third part of ellipse E3 has its straight part in E1 ∩ E2 and vertex at
(0,−1):
E3 = {(x1, x2), 4x21 +
(
x2 − 1−
√
3
2
2 +
√
3
2
)2
≤ 1, x2 ≤
√
3/4}.
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Let vi be given by Lemma 5.1, such that 0 ≤ vi ≤ 1, vi = 0 on the elliptic
boundary of Ei and vi satisfies F [vi] + h(x) · ∇vi|∇vi|α + (V (x))vα+1i > 0.
There exists Γ some simple and regular curve which is included in G and
links (0, 0) to (0, 1).
Let E = E1 ∪ E2. We denote by ∂E+ and ∂E− the superior and inferior
boundary of E. Necessarily Γ cuts ∂E+ and ∂E−. Let ϕ be a parametrisation
of Γ with ϕ in C2, ϕ(0) = (0, 0) and ϕ(1) = (0, 1). Let t− = sup{t, ϕ(t) ∈ ∂E−}
and t+ = inf{t, ϕ(t) ∈ ∂E+}, and let p− = ϕ(t−), p+ = ϕ(t+). The portion of
curve (p−, p+) in Γ is such that for all t ∈]t−, t+[, ϕ(t) is in the interior of E.
Using the orientation of the portion of curve between p− and p+ one gets that
this portion of curve separates E in two parts, the left El and the right Er.
Let z ∈ E1 ∩ E2; if z ∈ El, we choose D = E2 ∩ El, otherwise z ∈ Er and
D = E1 ∩Er. In the first case D has a boundary made of parts of ∂E2 and the
arc p̂−, p+ ∩E2. In the second one the boundary of D has a boundary made of
parts of E1 and p̂−p+ ∩ E1.
For example in the second case
u− χ1v1 > χ1(1− v1) > 0 on p̂−, p+ ∩ E1
u− χ1v1 = u > 0 on ∂E1
and analogous inequalities in the first case.
Using the comparison principle in Theorem 4.2, we have obtained that
u(P ) ≥ χ1 min{v1(P ), v2(P )} for all P ∈ E1 ∩ E2.
Now we will use this to prove a similar inequality in E3.
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One has :
u ≥ inf
{P∈∂E3,x2=
√
3/4}
min(v1(P ), v2(P ))χ1v3.
Indeed, this inequality holds on ∂E3, because on the elliptic part of E3, v3 = 0
and the straight part is included in E1 ∩ E2, where the inequality holds. Now
by the comparison principle (Theorem 4.2) the inequality holds true in E3.
We apply this in the ball B(0, 1/3) which is strictly included in the interior
of E3; defining
m3 = inf
B(0,1/3)
v3,
we have obtained that
u ≥ χ1 inf
{P∈∂E3,x2=
√
3/4}
(min(v1(P ), v2(P )))m3
≥ u(0)κ inf
{P∈∂E3,x2=
√
3/4}
(min(v1(P ), v2(P )))m3.
Proof of Claim 2. Fix any point P in B 1
4
(0). Then
B 3
4
(P ) ⊂ B1(0), and 0 ∈ B 1
4
(P ).
Hence by Claim 1 we have that
u(P ) ≤ Ku(0)
but always by Claim 1, u(0) ≤ Ku(P ). This ends the proof of Claim 2, by
choosing K1 =
1
K
and K2 = K.
Proof of Claim 3. Now Ω = B(0, R) and u is a positive solution of (3.1). Using
the homogeneity of F , let v(p) := u(Rp) satisfies
F (x,∇v,D2v) +Rh(Rx) · ∇v|∇v|α +Rα+2(V (Rx))vα+1 ≤ 0, in B1(0).
Hence we are in the conditions of the previous case with h replaced by Rh(Rx)
and V (x) replaced by Rα+2V (Rx). We have obtained that v satisfies, for any
P ∈ BR
3
(0):
v(0) ≤ Kv(P ) i.e. u(0) ≤ Ku(Q) for Q ∈ BR
3
(0).
Observe that K depends on γ (see (5.2)), but when R ≤ Ro it can be chosen
independently on R. (Moreover let us note that in Liouville’s result we shall
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consider arbitrary large values of R, but since we shall assume that h = V = 0,
γ is independent of R and this will allow to get the result. )
Proof of Claim 4. This is standard potential theory procedure. Let K be a
compact connected subset of Ω. And let R = inf{r, d(P, ∂Ω) ≤ r, for any P ∈
K}. Suppose that P and Q are any two points of K. Then there exists a
continuous curve Γ ⊂ K joining P and Q. We can find a finite number of
points P = P1, P2, . . . , Pk = Q such that
Pi ∈ Γ, |PiPi+1| ≤ R
4
, BR(Pi) ⊂ Ω.
Hence applying the previous results, observing that
λ(Ω) < λ(BR(Pi))
we get
u(P ) ≤ K2u(P2) ≤ K22u(P3) ≤ Kk2u(Q).
This ends the proof of Theorem 3.1.
Proof of Theorem 3.2
We recall that V = 0 and f 6= 0 and we shall give shortly the changes in the
case V ≤ 0 to prove the result in remark 3.3. The proof proceeds with the same
steps as in the case f ≡ 0, the difference being that instead of comparing u with
the functions vi defined in Lemma 5.1 we will need to compare it with Cvi +w
where w is a subsolution of (3.3), and since the operator is fully-nonlinear we
need to prove that Cvi + w is a subsolution.
We begin with the case α ≤ 0. We define q = α+2
α+1
.
Let ρo and C1 such that
ρo = inf(1,
1
8|h|∞aq2 ), and C1 = (
2|f |∞
aq2+α
)
1
1+α .
Later we shall also impose to C1 to be greater than some given constants. As in
the case f = 0, we need to prove that there exists some point on the boundary
of B(0, ρo) where u >
u(0)
2
− C1ρq. This is a consequence of the fact that with
this choice of C1 and ρo,
u(0)
2
− C1ρq is a supersolution in the set ρ < ρo. We
can assume that this point is (0, ρo), and we define the curve Γ as in the case
where f ≡ 0
17
We introduce the functions vi for i = 1, 2, 3 related to the ellipsis Ei defined
as
E1 = {(x1, x2), σ21 :=
(x1 +
5ρo
2
)2
9ρ2o
+ 4
(x2 − ρo
√
3
4
)2
ρ2o
≤ 1, x1 ≥ −ρo}
E2 = {(x1, x2), σ22 :=
(x1 − ρo 52)2
9ρ2o
+ 4
(x2 − ρo
√
3
4
)2
ρ2o
≤ 1, x1 ≤ ρo}
E3 = {(x1, x2), σ23 :=
4x21
ρ2o
+
(
x2 − ρo(1 +
√
3
2
)
)2
ρ2o(2 +
√
3
2
)2
≤ 1, x2 ≤
√
3ρo
4
}.
Recall that
vi =
e−γiσ
2
i − e−γi
e
−γi
4 − e−γi
where e.g.
γ1 = sup
(
4(A+ a)
a
(1 + 36),
4|h|∞M19
m1a
)
for
m1 = 3
−α, and M1 = 21+α(
1
9
+ 4)
1+α
2 .
For the following we shall replace the constant γi by γ ≡ sup γi which is
also convenient to our goal.
We need to observe that
|∇vi| ≤ 4γ
ρo
v˜
where v˜ = e
−γσ2
e
−γ
4 −e−γ
. Note that vo =
e
−γ
4
e
−γ
4 −e−γ
≥ v˜ ≥ e−3γ4 vo. With all these
choices of constants, the computation in Lemma 5.1 gives for i = 1, 2, 3
|∇vi|α(M−(D2v)− h(x) · ∇vi) ≥ 2
2α−1γ2+αav˜1+α
9ρ2+αo
≥ 2
2α−1γ2+αa(e
−3γ
4 vo)
1+α
9ρ2+αo
:=
c2
ρα+2o
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We now consider two cases :
- Either
u(0)1+αc2
21+αρα+2o
> |f |∞ and then for i = 1, 2, 3 u(0)vi2 is a subsolution of
the equation, while u+2C1ρ
q
o is a supersolution of the same equation. Moreover
in E1 ∩E2, using the fact that the boundary is made of arcs of Γ or of parts of
the boundary of Ei one gets that
u+ 2C1ρ
q
o ≥ u(0)2 inf(v1, v2) in E1 ∩ E2.
And the final step is as in the case where f = 0, i.e. proving that u+ 2C1ρ
q
o ≥
u(0)
2
inf
x2=
√
3
4
,x∈∂E3(v1, v2)v3
- Or
u(0)1+αc2
21+αρα+2o
≤ |f |∞
In that case let ρ˜ = (x21 + (x2 + 3ρo)
2)
1
2 . Let us note that ρ ≤ ρo ≤ ρ˜2 ≤ ρ˜ ≤
4ρo. In particular on the curve Γ, u ≥ u(0)2 − C1ρq ≥ u(0)2 − C1ρ˜q.
We choose C1 = sup
(
e
3γ
4 9
1
1+α
(aγ)
1
1+α
,
(
21−α
aq2+α
) 1
1+α
)
|f |
1
1+α∞
w = C1ρ˜
q,
We shall prove that for i = 1, 2
(|u(0)
2
∇vi|+ |∇w|)α
(M−(D2w)− |h|∞|∇w|)) ≥ |f |∞ (5.3)
in E1 ∩ E2 and
(|u(0)
2
∇v3|+ |∇w|)α
(M−(D2w)− |h|∞|∇w|) ≥ |f |∞ (5.4)
in E3.
For that aim we observe that |u(0)
2
∇vi| ≤ |∇w| by the choice of C1. For
simplicity we shall do the computation only for v1. Observe first that
|u(0)
2
∇v1| ≤ 2u(0)γv˜
ρo
≤ 2(u(0)voγ
ρo
)
≤ e 3γ4
( |f |∞ρo9
aγ2α−2
) 1
1+α
≤ C1q(2ρo)q−1 ≤ qC1ρ˜q−1.
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From this and similar calculations, we derive that, for i = 1, 2, 3,
(|∇
(
u(0)
2
vi
)
|+ |∇w|)α (M−(D2w)− |h|∞|∇w|) ≥ (2qC1ρ˜q−1)αaq2
2
C1ρ˜
q−2
≥ 2αC1+α1 qα
aq2
2
≥ |f |∞. (5.5)
Moreover from the choice of γi, one has
M−(D2vi)− |h|∞|∇vi| ≥ 0,
and, using the simple inequality |X + Y |α ≥ |X|α + |Y |α, this implies that
u(0)vi
2
+ w is a subsolution for i = 1, 2 of the equation
F [
u(0)vi
2
+ w]− h · ∇(u(0)vi
2
+ w)|∇(u(0)vi
2
+ w)|α ≥ f in E1 ∩ E2.
We have obtained that
u+ 2(4ρo)
qC1 ≥ u(0) infi=1,2 vi
2
+ w in E1 ∩ E2 (5.6)
if it is true on the boundary of E1 ∩ E2. On the elliptic boundary of E1 since
u > 0 it is immediate, while on the part of the boundary made of portions of Γ
u ≥ u(0)
2
− C1ρq ≥ u(0)
2
− C1ρ˜q ≥ u(0)
2
− (4ρo)qC1
and then (5.6) holds true.
Finally we remark that χ = inf{x∈∂E3, x2=
√
3
4
,i=1,2} inf(vi) ≤ 1 and then from
the equation (5.5)
F [
u(0)
2
χv3 + w]− h · ∇(u(0)χv3
2
+ w)|∇(u(0)χv3
2
+ w)|α ≥ f.
u(0)
2
χv3 + w is then a sub-solution, which satisfies on the boundary of E3 the
inequality u+ 2(4ρo)
qC1 ≥ u(0)χ2 v3 +w, since this is true on the straight part of
E3 which is included in {x2 =
√
3
4
, x ∈ ∂E3} and it is true on the elliptic part of
E3 because v3 = 0 on this part and u > 0. We have obtained that there exist
some constant K and K ′ such that
u ≥ Ku(0)−K ′|f |
1
1+α∞ .
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This ends the proof of the case α ≤ 0 and V = 0.
We now consider the case α > 0 and V = 0. The first part of the proof
proceeds as for the case f = 0 : For a fixed δ ∈ (0, 1) that will be introduced
later, we define :
ρo = inf(
2−
|α−2|
2 −α−1δαaq
|h|∞ , 1), C1 =
(
2
|α−2|
2 +2|f |∞
aq2+αδα
) 1
1+α
, and the function w1 =
C1ρ
q, it is clear that w1 satisfies
F [−w1] + h · ∇(−w1)|∇w1|α ≤ −|f |∞,
then so does u(0)
2
− w1.
Let G1 = {x ∈ B(0, ρo), u(x) > u(0)2 − C1ρq}. G1 is an open set which
contains 0. Let G be the connected component of G1 which contains 0. By the
comparison principle the boundary of G contains at least one point of ∂B(0, ρo).
One can assume that this point is (0, ρo).
Let ρ˜2 = x21 +(x2 +3ρo)
2 and w = C1ρ˜
q. Let Γ be a regular curve which links
0 to (0, ρo) and is included in G, then since ρ˜ > ρ, one always has u >
u(0)
2
−C1ρ˜q
on Γ.
We now proceed to the second step. From Lemma 5.1, with σ := σi associ-
ated to the ellipsis Ei we know that the function vi =
e−γiσ
2
i −e−γi
e
−γi
4 −eγi
is a subsolution
of:
δα2
−|α−2|
2 |∇vi|αM−a,A(D2vi)− 2α|h|∞|∇vi|α+1 ≥ 0
in Ei, with an appropriate choice of γi e.g.
γ1 = sup
(
4(A+ a)
a
(1 + 9/4),
2
|α−2|
2
+α+29|h|∞M1
δαm1a
)
for some obvious definitions of m1 and M1.
For i = 1 and i = 2, we need to show that in E1 ∩ E2, u(0)2 vi + w is a
subsolution of (3.1). To do so we need to evaluate ∇vi · ∇w; this is done in
Lemma 5.5 below. Applying it, there exists some 1 > δ > 0 such that for
i = 1, 2 one has in E1 ∩ E2,
|∇
(
u(0)
2
vi
)
+∇w|2 ≥ |∇
(
u(0)
2
vi
)
|2 + |∇w|2 + 2(−1 + δ2)|∇
(
u(0)
2
vi
)
||∇w|
≥ δ2|∇
(
u(0)
2
vi
)
|2 + δ2|∇w|2
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and in E3 denoting as χ the constant χ = inf{P∈∂E3,x2=
√
3/4}min(v1(P ), v2(P ))
|∇
(
u(0)
2
χv3
)
+∇w|2 ≥ δ2|∇
(
u(0)χ
2
v3
)
|2 + δ2|∇w|2.
Let us note that with the choice of C1 made in the first step, one has
2
−|α−2|
2 δα|∇w|αM−(D2w)−2α|h|∞|∇w|1+α ≥ aq2+α2−|α−2|2 −2δαC1+α1 ≥ |f |∞.
This implies that for i = 1, 2, in Ei
|u(0)
2
∇vi +∇w|αM−(u(0)
2
D2vi +D
2w)− |u(0)
2
∇vi +∇w|α+1|h|∞
≥ 2−|α−2|2 δα(|u(0)
2
∇vi|α + |∇w|α)M−(u(0)
2
D2vi +D
2w)
−2α|u(0)
2
(∇vi|α+1 + |∇w|1+α)
≥ 2− |α−2|2 δα|u(0)
2
∇vi|αM−(u(0)
2
D2vi)
−|h|∞2α|u(0)
2
∇vi|1+α + 2
−|α−2|
2 δα|∇w|αM−(D2w)− |h|∞2α|∇w|1+α ≥ |f |∞
and also
|u(0)
2
χ∇v3 +∇w|αM−(u(0)
2
χD2v3 +D
2w)− |u(0)
2
χ∇v3 +∇w|α+1|h|∞
≥ 2−|α−2|2 δα(|u(0)
2
χ∇v3|αM−(u(0)
2
χD2v3)
−|h|∞2α|u(0)
2
χ∇v3|1+α + 2
−|α−2|
2 δα|∇w|αM−(D2w)− |h|∞2α|∇w|1+α ≥ |f |∞.
Let ρ˜o = 4ρo in order that in ρ < ρo, ρ˜ < ρ˜o. We check that u + 2C1ρ˜
q
o ≥
u(0)
2
infi=1,2(vi)+w in E1∩E2. Indeed, u+2C1ρ˜qo is a supersolution and u(0)2 vi+w
is a sub-solution of the same equation in Ei, i = 1, 2. Moreover if x ∈ D which
is made of some part of ∂E1 and some part of Γ one gets that u+2C1ρ˜
q
o > w on
the boundary of ∂E1 since u is positive. On Γ it is true since u ≥ u(0)2 − C1ρ˜q.
We now proceed to the last part of the proof :
We have on the straight part of E3 u+ 2C1ρ˜
q
o ≥ u(0)χv32 + C1ρ˜q. Indeed one
has on that part u ≥ inf{P∈∂E3,x2=√3/4}min(v1(P ), v2(P ))u(0)v32 − C1ρ˜q .
On the elliptic part of E3 the result is true since v3 = 0 . Since
u(0)χv3
2
+C1ρ˜
q
is a sub-solution and u+ 2C1ρ˜
q
o is a supersolution we have obtained the result,
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as in the case f = 0 that on B(0, ρo/3) there exists some constant K and K
′
which do not depend on ρo < 1, such that
u ≥ Ku(0)−K ′|f |
1
1+α∞
The rest of the proof is the same.
Lemma 5.4 Let ρ < 1. Let w1 = C1ρ˜
q. Then for C1 =
(
|f |∞2
|α−2|
2 +1
δαaq2+α
) 1
1+α
,
δ2
−|α−2|
2 |∇w|αM−(D2w)− |h|∞2α|∇w|1+α ≥ |f |∞
in the set E3.
Proof:
One has for Cx = (x1, x2+3ρo),∇w1 = C1qρ˜q−2Cx and∇∇w = C1qρ˜q−4((q−
2)Cx⊗ Cx+ ρ˜2I). The matrix (q − 2)Cx⊗ Cx+ ρ˜2I has eigenvalue (q − 1)ρ˜2
and ρ˜2, as a consequence
δα2
−|α−2|
2 |∇w|αM−(D2w)−|h|∞|∇w|α+12α ≥ δα2
−|α−2|
2 aq2+αρ˜(q−1)α+q−2−|h|∞ρ˜2α ≥ |f |∞.
Lemma 5.5 There exists δ ∈ [0, 1[ such that in E1 ∩ E2 for i = 1 and i = 2
〈∇vi,∇w〉 ≥ (−1 + δ2)|∇vi||∇w|
and in E3
〈∇v3,∇w〉 ≥ (−1 + δ2)|∇v3| |∇w|.
Proof For homogeneity reasons, we can assume that ρo = 1. Then ∇vi =
γiBixv˜, with B1x := −(x1+
5
2
9
, 4(x2 −
√
3
4
)), B2x := −(x1−
5
2
9
, 4(x2 −
√
3
4
)), and
B3x = −(4x1, x2−1−
√
3
2
(2+
√
3
2
)2
). While ∇w = C1ρ˜q−2(Cx) with Cx = (x1, x2 + 3).
It is an elementary but tedious calculation to see that for x ∈ E1 ∩ E2
the vectors B1x, B2x lie in the circular sector S defined by
6
√
11
5
|x1| ≥ x2 ≥
−6√11
5
|x1|, while Cx lies in a sector So defined by
√
3+12
2
|x1| ≤ x2. Hence if θ1 is
the angle between the sectors then the first equality is satisfied with −1 + δ =
cos θ1. Similarly for the second case.
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The circles of smaller radius indicate the sectors spanned by Bix and the
circle of larger radius indicates the sector spanned by Cx, as can be seen the
angle between Bix and Cx is never pi.
The case V ≤ 0, f 6= 0
As in the previous proof we begin with the case α < 0.
We now consider the case V ≤ 0. We choose ρo = inf
(
aq
4|h|∞ ,
(
aq2+α
|V |∞8
) 1
α+2
)
and C1 =
(
21−α
aq2+α
) 1
1+α
and we choose the constant γi as in Lemma 5.1 with
V ≤ 0, in order that |∇vi|αM−(D2vi)− |h|∞|∇vi|1+α − |V |∞v1+αi ) ≥ 0.
Let us note that since V ≤ 0, u is also a subsolution of
|∇u|α (M−(D2u)− h(x) · ∇u) ≥ f
and then the first step is still valid. We obtain that there exists some point on
the boundary of ∂B(0, ρo) such that u ≥ u(0)2 −C1ρqo. We can assume that this
point is (0, ρo).
We now consider as previously two cases:
-Either
u(0)1+αc2
21+αρα+2o
> |f |∞ and then for i = 1, 2 u(0)vi2 is a subsolution of the
equation in E1 ∩E2 and so is u(0)χv32 in E3 , while u+ 2C1ρqo is a supersolution
of the same equation. Moreover in E1∩E2, using the fact that the boundary is
made of arcs of Γ or of parts of the boundary of Ei one gets that u+2C1(4ρo)
q ≥
u(0)
2
inf(v1, v2) in E1 ∩ E2. And now we do the final step as in the case where
f = 0, i.e. we prove that u+ 2C1(4ρo)
q ≥ u(0)
2
inf
x2=
√
3
4
,x∈∂E3(v1, v2)v3.
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- Or
u(0)1+αc2
21+αρα+2o
≤ |f |∞.
In that case we define C1 = sup
(
e
3γ
4
(
9
aγ
) 1
1+α
,
(
21−α
aq2+α
) 1
1+α
, 2
1
1+α c
−1
1+α
2
)
|f |
1
1+α∞
and ρ˜ as in the case V = 0 and we observe that |∇vi|u(0)2 ≤ |∇w|. Let us note
that, with the choice of C1 above,
viu(0)
2
≤ w
and
2α|∇w|α (M−(D2w)− |h|∞|∇w|)− 2α+1|V |∞w1+α ≥ |f |∞.
We now write for i = 1, 2
(|∇u(0)vi
2
|+ |∇w|)α
(
M−(D2(u(0)vi
2
+ w)− h(x) · (∇u(0)vi
2
+∇w)
)
− |V |∞(u(0)vi
2
+ w)1+α
≥ (|∇u(0)vi
2
|+ |∇w|)α
(
M−(D2(u(0)vi
2
))− h(x) · (∇u(0)vi
2
)
)
+ (2|∇w|)α (M−(D2(w)− h(x) · ∇w)− 2α+1|V |∞w1+α
≥ 0 + |f |∞
and for i = 3 and χ = inf{x2=
√
3
4
,x∈∂E3} inf(v1, v2)
(|∇u(0)χv3
2
|+ |∇w|)α
(
M−
(
(D2(
u(0)χv3
2
+ w)
)
− h(x) · (∇u(0)χv3
2
+∇w)
)
− |V |∞(u(0)χv3
2
+ w)1+α
≥ (|∇u(0)χv3
2
|+ |∇w|)α
(
M−(D2(u(0)χv3
2
))− h(x) · (∇u(0)χv3
2
)
)
+ (2|∇w|)α (M−(D2(w))− h(x) · ∇w)− 2α+1|V |∞w1+α
≥ |f |∞.
The rest of the proof is analogous to the one done in the previous cases,
observing that, since V ≤ 0, u+2C1(4ρo)q is also a supersolution of the equation.
We now treat the case α > 0. The notations Bi, C, δ are the same as in the
case V = 0.
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Since V ≤ 0, u is also a subsolution of F [u]+h(x) ·∇u|∇u|α ≥ f so the first
step is the same, more precisely if we choose ρo < inf
((
|h|∞
4|V |∞
)1+α
, δ
α2
−|α−2|
2 −α−2aq2
|h|∞
)
,
and C1 =
(
2
|α−2|
2 +3|f |∞
aq2+αδα
) 1
1+α
, where δ is as in the proof of V = 0, α > 0 and
f 6= 0, w1 = −C1ρq is a supersolution of F [w1] + h(x) · ∇w1|∇w1|α ≤ −|f |∞,
then so is u(0)
2
+w1. We obtain always by the some reasoning that there exists
some point on the boundary ρ = ρo on which u >
u(0)
2
− C1ρq.
For the second step we must prove that one can chose vi such that in Ei
δα2
−|α−2|
2 M−(D2vi)|∇vi|α − 2α|h|∞|∇vi|α+1 − 2α|V |∞v1+αi > 0.
This can be done by choosing γi such that
γi = sup
4(A+ a)
a
(1 +
b2i
c2i
),
2
|α−2|
2
+α+3|h|∞Mib2i
δαmia
,
(
2
|α−2|
2
+α+2|V |∞b2i
amiδα
) 1
2+α

(with obvious definitions of bi, ci, Mi,mi, on the model of the proof of lemma
5.1).
Let ρ˜ be defined as in the previous proof, then w = C1ρ˜
q is a solution of
2
−|α−2|
2 δαM−(D2w) − 2α|h(x)|∞|∇w|α+1 − 2α|V |∞w1+α ≥ |f |∞, and then
u(0)
2
vi + w is for i = 1, 2 a sub-solution of
F [
u(0)
2
vi+w]+h(x)·∇(u(0)
2
vi+w)|∇(u(0)
2
vi+w)|α+V (x)(u(0)
2
vi+w)
α+1 ≥ |f |∞
in E1 ∩ E2 and
F [
u(0)
2
χv3 + w] + h(x) · ∇(u(0)
2
χv3 + w)|∇(u(0)
2
χv3 + w)|α +
+ V (x)
(
u(0)
2
χv3 + w
)1+α
≥ |f |∞
in E3, with χ = inf{P∈∂E3,x2=
√
3/4}min(v1(P ), v2(P )).
We observe now that since V ≤ 0, u+ 2C1ρ˜qo satisfies
F [u+ 2C1ρ˜
q
o] + h(x) · ∇(u+ 2C1ρ˜qo)|∇(u+ 2C1ρ˜qo)|α + V (x)(u+ 2C1ρ˜qo)1+α ≤ f.
The rest of the proof is the same.
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Proof of Corollary 3.4. Suppose that u is a solution in Ω which contains
B(0, Ro). Let v be defined as v(x) =: u(Rx) . Then v satisfies in B(0,
Ro
R
),
F (x,∇v,D2v)(x) +Rh(Rx) · ∇v|∇v|α +R2+αV (Rx)v1+α = R2+αf(Rx)
Applying Harnack’s inequality for v we get the desired result for u.
Let Ro > 0 such that B(xo, 4Ro) ⊂ Ω′ ⊂⊂ Ω. We define for any R < Ro
Mi = max
B(xo,iR)
u, mi = min
B(xo,iR)
u
for i = 1 and i = 4. Then u−mi is a solution of
F [u−mi] + h(x)∇(u−mi)|∇(u−mi)|α = −V (x)u1+α
in B(xo, iR) and hence u satisfies
sup
B(xo,R)
(u(x)−m4) ≤ K inf
B(xo,R)
(u(x)−m4) +KR
2+α
α+1M4|V |
1
1+α∞
In the same way, using the operator G(x, p,M) = −F (x, p,−M), and the
function Mi − u, we get
G(x,∇u,D2(Mi − u)) + h(x) · |∇(Mi − u)|α∇(Mi − u) = V (x)u1+α
in B(0, iR). We get with some constant K which can be taken equal to the
previous one
sup
B(xo,R)
(M4 − u(x)) ≤ K inf
B(xo,R)
(M4 − u(x)) +KR
2+α
α+1M4|V |
1
1+α∞ .
Summing the inequalities we obtain for some constant K ′ independant of R ≤
Ro
M1 −m1 ≤ K − 1
K + 1
(M4 −m4) +K ′R
2+α
α+1 .
The rest of the proof is classical, just apply Lemma 8.23 in [19].
Proof of Corollary 3.5. Let c0 = infIR2 u and let w = u − c0. Clearly w
satisfies in IR2:
F [w] = 0, w ≥ 0, inf w = 0.
Suppose by contradiction that w > 0 somewhere, then applying the strong
maximum principle one gets that w > 0 in the whole of IR2.
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By definition of the infimum, for any ε > 0 there exists P ∈ IR2 such that
w(P ) ≤ ε. Now for any Q ∈ IR2 consider the ball centered at P and of radius
4|PQ|, by Harnack’s inequality and more precisely using Claim 4 in the proof,
we get that
w(Q) ≤ K2w(P ) ≤ K2ε.
Observe that K2 doesn’t depend on the distance |PQ| because h = V ≡ 0,
hence it doesn’t depend on the choice of Q. Since this holds for any ε we get
w ≡ 0.
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