Although the generation of large points clouds from geomatic techniques allows us to realize the topography and appearance of the terrain and its infrastructures (e.g., roads, bridges, buildings, etc.), all these 3D point clouds require an unavoidable step to be conveniently treated: the definition of the surface that connects these points in space through digital surface models (DSM). In addition, these point clouds sometimes have associated attributes and geometric constraints such as breaklines and/or exclusion areas, which require the implementation of efficient triangulation techniques that can cope with a high volume of information. This article aims to make a comparative analysis of different Delaunay triangulation libraries, open or with academic versions available for the scientific community, so that we can assess their suitability for the modeling of the territory and its infrastructures. The comparison was carried out from a two-fold perspective: (i) to analyze and compare the computational cost of the triangulation; (ii) to assess the geometric quality of the resulting meshes. The different techniques and libraries have been tested based on three different study cases and the corresponding large points clouds generated. The study has been useful to identify the limitations of the existing large point clouds triangulation libraries and to propose statistical variables that assess the geometric quality of the resulting DSM.
Introduction
The beginning of this century has been characterized by the advancement of geomatics techniques, from remote data collection to processing and visualization of geoinformation [1] . Technologies such as Light Detection and Ranging (LiDAR) [2] and the emergence of new sensors in photogrammetry (e.g., multispectral and hyperspectral cameras) [3] and remote sensing (e.g., Sentinel) [4] have led to a remarkable growth in the quality of geomatic products, in particular (i) the generation of 2D cartographic products in the form of maps and orthoimages [5] ; (ii) the generation of 3D cartographic products in the form of digital surface models (DSM) [6] , canopy height models (CHM) [7] and even digital city models (DCM) [8] ; and (iii) monitoring and simulation based on the temporal analysis of these products [9] . Overall, the fundamental role of these geomatics technologies along with their products is to extract useful information, offering efficient support tools for problem-solving and decision-making at different scales. All land-related disciplines have benefited, to a greater or lesser extent, from these developments, but especially civil and surveying engineering, since they allow for land characterization along with their associated infrastructures. However, one of the biggest challenges that this new trend of geoinformation faces is to obtain efficient processing and analysis of so much information, called big data analytics, so that heterogeneous data can be integrated, yielding useful and relevant information [10] .
Although LiDAR technology is being widely used [11] to capture 3D information in the form of dense point clouds in a quick and easy way, its spatial resolution is limited to 6-10 points/m 2 . In addition, LiDAR technology encloses a number of significant technical limitations such as the effective measurement acquisition range, acquisition rate (density), precision, and high cost. On the contrary, modern photogrammetry and dense matching techniques [12] provide better resolution than LiDAR (one depth or one elevation is generated per pixel), although they require a high photogrammetric computational cost. In any case, both LiDAR and photogrammetric point clouds require the extraction of relevant and useful information beyond their own point cloud. So, the reconstruction and analysis of the surface defined by these points is desirable. This surface defines the geometric and topological relationships among 3D points in space. The most common methods to represent surfaces from vector data are triangular irregular network (TIN) [13] structures, which have to face difficulties of triangulating millions of points, incorporating geometric constraints such as breaklines and/or exclusion areas. Therefore, the triangulation of point clouds in the TIN format becomes an unavoidable step that requires a large computational cost, especially with large point clouds [14] .
Several strategies have been developed for the triangulation of large point clouds: (i) Divide-andconquer strategies, which allow us to divide the problem into smaller sub-problems that can be solved independently [15] . More specifically, this strategy splits the original point cloud into small datasets, then recursively merges their triangulations to complete the Delaunay triangulation. The merge of subsets and the modification of overlap areas is the most crucial step in the process [16] ; (ii) Cache-efficient strategies, which act directly in the hardware memory (caches and virtual memory) [17] . These strategies can respond to optimized software for a particular cache architecture or software designed to cooperate well with any cache or virtual memory, regardless of the details of its architecture [18] ; (iii) External memory strategies, which outsource the calculation through data structures stored on a disk [19] . These strategies explicitly manage the contents of each level of the memory hierarchy directly in the triangulation algorithm, passing through the virtual memory system [20] ; (iv) Streaming strategies, which sequentially read a stream of data and retain only a small portion of the information in the memory [21] . The common basic idea of streaming geometric algorithms is to exploit the spatial coherence of the data stream, which is the proximity of the points in the space in relation with their proximity in the stream [22] . There are also several authors who have developed techniques for optimizing the Delaunay triangulation of large point clouds: Blandford et al. [14] developed structures of compressed data to dynamically maintain triangulations in two and three dimensions. Isenburg et al. [18] developed algorithms to accelerate large Delaunay triangulations in 2D and 3D. Agarwal et al. [23] designed and implemented an external memory algorithm to build Delaunay triangulations constrained in a plane.
Looking for efficient and open solutions to address this challenge, in this paper a comparative analysis in terms of computational cost (machine time) and geometric quality (accuracy assessment), using different strategies and libraries for Delaunay triangulations, has been carried out. Delaunay triangulation (or tetrahedralization) of a set of points has the property that the circle which circumscribes each triangle or the sphere which circumscribes each tetrahedron does not enclose any point; also, each one of the edges or sides of the triangles generated does not cut any breakline or geometric constraint that clearly defines a change in the terrain or associated infrastructures.
The paper has been structured as follows: after this introduction, Section 2 describes the employed libraries and the developed tool. Section 3 analyzes and compares the results of the three study cases in terms of computational cost and geometric quality. Finally, the most significant conclusions of the article are outlined.
Materials and Methods
In this section, the five triangulation libraries used and the in-house software developed for the comparative analysis are described. The triangulation libraries were chosen on the basis of being open or, at least, having an accessible licensing for the scientific community, so that the study can be replicated by anyone interested in the triangulation of large points clouds.
Evaluated Libraries

LASTools
LASTools is a collection of command line tools that allow multi-core and batch processing of points clouds [24] . The distribution includes tools for classification, conversion, filtering, rasterize and triangulating point clouds among many other utilities. LASTools is a solution to process LiDAR or photogrammetric points clouds (in .las, .laz. or ascii format) supporting up billions of points datasets with the BLAST extension. The triangulation approach used is based on streaming strategy [21] . The input stream for the sequential Delaunay triangulation is the point, as well as the information about regions of space for which the stream is free of future points [18] . This modification allows to retain in memory only the active parts of the triangulations under generation. Although LASTools has the option of a commercial licensing, focused on working with billions of points (BLAST), its open licensing for the Scientific Community allows to integrate available versions with a limitation in the number of points.
Fade2.5D
Fade2.5D is a library developed in C ++ and focused on a 2.5D Delaunay triangulation [25] . The 2.5D term implies that the terrain models are monotonic in X and Y, namely, there is only one possible Z for each XY location. This does not hinder its use for 3D dataset (e.g., urban models), although just one Z value, of all the points with common planar coordinates, is used for the computation of the DSM. The library allows the inclusion of breaklines and the option to force the Delaunay triangulation vertices to be interpolated. Fade2.5D is a tool open for scientific research and students.
Triangle
Triangle is a C library implemented to generate high quality two-dimensional meshes of Delaunay triangulations [26] [27] [28] . The software allows the generation of strict Delaunay triangulations, constrained Delaunay triangulations by conditional elements as breaklines, Voronoi diagrams and high quality triangular meshes using geometric constraints (angular and edge distance). Thus, the result is suitable for finite element analysis. Two-dimensional mesh generation and construction of Delaunay triangulation is carried out by means of a Ruppert's Delaunay refinement algorithm [29] plus a refinement algorithm for concavities and holes removal. When they are removed, the algorithm refines the mesh inserting additional vertices into it according to Lawson's algorithm [30] to maintain the Delaunay property, until two constraints (minimum angle and maximum triangle area) are accomplished. Triangle library is open and can be used freely for scientific purposes [28] .
CGAL
Computational Geometry Algorithm Library (CGAL) is a library for geometric calculations that provides easy access to efficient and reliable geometric algorithms written in C++ [31, 32] . The library allows the triangulations of point clouds in three dimensions, supporting different triangulations options: basic Delaunay, generalized Delaunay and the Constrained Delaunay, which was used in this paper. Please note that a constrained Delaunay is a triangulation whose faces do not necessarily fulfill the empty circle property but any triangle satisfies the constrained empty circle propriety: its circumscribing circle does not enclose vertex visible from the interior of the triangle [33] . In the process, the 3D points are projected onto a reference plane (XY in the terrain case), adding the vertices incrementally and iteratively while performing successive refinements [34] . Optionally, algorithms and regular triangulation support "multi-core" and "shared-memory" architectures to benefit from available parallelization strategies. CGAL library allows an open use for scientific research, but incorporates a part of commercial licensing.
gDel3D
gDel3D algorithm is a hybrid GPU-CPU algorithm to perform a Delaunay triangulation carrying out an incremental strategy for point insertion followed by a parallelization algorithm [35] [36] [37] . The first step is carried out in the GPU to obtain a triangulation with very few locally non-Delaunay facets. More detail, at each iteration, each tetrahedron with points inside picks one of them to insert. After all the point insertions, the facets in the triangulation are checked and locally non-Delaunay facets are flipped to create facets that are locally Delaunay by a bilateral flip in 3D [30] . Then, the algorithm refines the result using a conservative star splaying strategy [38] sequentially applied on the CPU for the final 3D Delaunay triangulation. The use of heterogeneous parallel programming by gDel3D provides a run times optimization up to 10 times compared with 3D Delaunay triangulation implemented by CGAL [36] . gDel3D algorithm is licensed for commercial use, while allowing its use in demo mode for scientific purposes.
In-House Software
In order to carry out a comparative analysis in an optimal way, an in-house software, "DE-Delaunay Evaluation", has been developed in C++/QT as a framework to test the different large point clouds triangulations libraries and to perform their statistical analysis ( Figure 1 ). The software allows loading any point cloud in LAS or ASCII format, displaying the point cloud or resulting mesh in a 3D viewer. However, in the executed tests, the LAS format was chosen due to the considerable reduction of reading times compared to ASCII format. Whereas, the output format chosen was the wavefront (.obj) for its simplicity of writing, interpretation and analysis by the geometric quality module of the software. Besides, the software allows the triangulation through any of the triangulation libraries described above and the incorporation of geometric constraints (e.g., breaklines, exclusion areas), which are a key factor to model land and their infrastructures. Last but not least, the software includes a clustering strategy to provide a greater flexibility in point clouds viewing and management. Finally, the software incorporates two assessment modules: (i) one related to the computation time along its different phases (reading, triangulation and writing) and (ii) other regarding the geometric quality (accuracy assessment) of the obtained results. For this last check, a comparison with a "ground truth" was performed using a certified and contrasted commercial software for DSM generation "INPHO-DTMaster" [39] . process, the 3D points are projected onto a reference plane (XY in the terrain case), adding the vertices incrementally and iteratively while performing successive refinements [34] . Optionally, algorithms and regular triangulation support "multi-core" and "shared-memory" architectures to benefit from available parallelization strategies. CGAL library allows an open use for scientific research, but incorporates a part of commercial licensing.
gDel3D
In-House Software
In order to carry out a comparative analysis in an optimal way, an in-house software, "DE-Delaunay Evaluation", has been developed in C++/QT as a framework to test the different large point clouds triangulations libraries and to perform their statistical analysis (Figure 1 ). The software allows loading any point cloud in LAS or ASCII format, displaying the point cloud or resulting mesh in a 3D viewer. However, in the executed tests, the LAS format was chosen due to the considerable reduction of reading times compared to ASCII format. Whereas, the output format chosen was the wavefront (.obj) for its simplicity of writing, interpretation and analysis by the geometric quality module of the software. Besides, the software allows the triangulation through any of the triangulation libraries described above and the incorporation of geometric constraints (e.g., breaklines, exclusion areas), which are a key factor to model land and their infrastructures. Last but not least, the software includes a clustering strategy to provide a greater flexibility in point clouds viewing and management. Finally, the software incorporates two assessment modules: (i) one related to the computation time along its different phases (reading, triangulation and writing) and (ii) other regarding the geometric quality (accuracy assessment) of the obtained results. For this last check, a comparison with a "ground truth" was performed using a certified and contrasted commercial software for DSM generation "INPHO-DTMaster" [39] . 
Results
Study Cases Description
The comparative analysis of triangulation libraries has been performed using three study cases which represent different needs for terrain modeling and its infrastructures ( 
Results
Study Cases Description
The comparative analysis of triangulation libraries has been performed using three study cases which represent different needs for terrain modeling and its infrastructures ( Each study case tries to highlight the need for a high quality DSM generation that allows us to model the topography and its infrastructures.
In the case of Zone 1-Archaeology, a steep part of the archaeological site of Tolmo de Minateda (Albacete, Spain) was chosen with the aim of generating the true orthoimage of the existing archaeological remains. Generating an orthoimage requires the prior and mandatory DSM calculation of the area and hence the need to undertake an efficient and high quality triangulation of the resulting point cloud.
In the case of Zone 2-Quarry, an existing open-pit gravel quarry was chosen to highlight the applicability of DSM through time to monitor mining operations. More specifically, there was an interest for the monitoring of quarries (monthly cubage processes of the extracted material) in difficult-to-access areas. Providing an accurate and reliable volumetric certification of the extracted material in the quarry will depend on generating a high quality DSM that can be compared over time.
Finally, in the case of Zone 3-Road, the aim was to generate a DSM that allows us to extract the road alignment, both the plan and elevation, as well as the topography of parcels and adjacent buildings. Therefore, generating a high quality DSM was desirable.
The resulting point clouds were obtained from the photogrammetric processing based on dense matching and using GRAPHOS software [12] . The results are outlined in Figure 3. 
Computational Performance Analysis
Algorithms have been tested on a Mountain computer equipped 32 GB of RAM DDR3-1600, a dedicated Nvidia Quadro 2000 graphics card and an Intel Core i5-3570K processor at 3.40 GHz. In order to limit hardware dependencies that could affect execution times due to the resource needs of each tool, hardware usage was monitored during execution, ensuring that no volatile memory overflows occurred. This control ensured that no persistent memory was used as an exchange area, affecting the execution time due to differences in reading/writing processes. The different performance tests were performed using different DSMs with different resolutions. Thus, tests were Each study case tries to highlight the need for a high quality DSM generation that allows us to model the topography and its infrastructures.
Algorithms have been tested on a Mountain computer equipped 32 GB of RAM DDR3-1600, a dedicated Nvidia Quadro 2000 graphics card and an Intel Core i5-3570K processor at 3.40 GHz. In order to limit hardware dependencies that could affect execution times due to the resource needs of each tool, hardware usage was monitored during execution, ensuring that no volatile memory overflows occurred. This control ensured that no persistent memory was used as an exchange area, affecting the execution time due to differences in reading/writing processes. The different performance tests were performed using different DSMs with different resolutions. Thus, tests were carried out for subsets of 10,000, 25,000, 50,000, 100,000, 500,000, one million, two million, five million, 10 million, 25 million, 50 million, 100 million and 250 million points. The purpose of analyzing different subsets of points was two-fold: on one hand, to analyze the computational efficiency of the libraries with different sets of points, observing the trend (i.e., lineal, logarithmic); on the other hand, to adapt those libraries which, in spite of being open to the scientific community, restrict the maximum number of points for triangulation. In order to make a more thorough comparison, the computational performance tests were assessed as much as possible, analyzing the reading, triangulation, and writing times. In those libraries that did not allow for this detailed analysis (e.g., LASTools), an analysis of the total computation time was carried out.
Next, (Figure 4 ) the graph corresponding to the computation times (in ms) (Y axis) for each of the libraries analyzed is shown, considering the different subsets of points previously indicated (X axis).
Please note that the obtained computation times come from the average computation time obtained for the three study cases using each subset of points. In order to analyze the computation time in the most homogeneous way, the definition of breaklines or geometrical constraints was not considered in this analysis.
In Figure 4 it is shown that some of the studied libraries impose a limit in the number of points to triangulate when they are used with a non-commercial license for scientific purposes (e.g., 500,000 points for Fade2.5D). Others, however, such as CGAL, do not impose any limits for triangulating point clouds in their original resolution. Regarding the efficiency analysis, the Fade2.5D library was the fastest of all analyzed. In contrast, the gDel3D and LasTools triangulation libraries appeared to be less rapid. In order to make a more thorough comparison, the computational performance tests were assessed as much as possible, analyzing the reading, triangulation, and writing times. In those libraries that did not allow for this detailed analysis (e.g., LASTools), an analysis of the total computation time was carried out.
In Figure 4 it is shown that some of the studied libraries impose a limit in the number of points to triangulate when they are used with a non-commercial license for scientific purposes (e.g., 500,000 points for Fade2.5D). Others, however, such as CGAL, do not impose any limits for triangulating point clouds in their original resolution. Regarding the efficiency analysis, the Fade2.5D library was the fastest of all analyzed. In contrast, the gDel3D and LasTools triangulation libraries appeared to be less rapid. 
Geometry Quality Analysis
Each triangulation library's results were geometrically assessed in relation to the results obtained by accredited commercial software, "INPHO-DTMaster", which performed as the ground truth. In order to obtain a significant comparison, the comparison process was carried out by selecting three different samples (100 m × 100 m) of the different study cases: Besides the computation efficiency, there are no significant differences between libraries when dealing with different samples. Nevertheless, the problems that exist are clear, confirmed in the statistical analysis (Table 1) , when buildings or trees are triangulated automatically ( Figure 5 ). 
Each triangulation library's results were geometrically assessed in relation to the results obtained by accredited commercial software, "INPHO-DTMaster", which performed as the ground truth. In order to obtain a significant comparison, the comparison process was carried out by selecting three different samples (100 m × 100 m) of the different study cases:
• Plain sample. Involves two areas of flat terrain with small natural obstacles corresponding to the study cases Zone 3 -Road and Zone 2 -Quarry.
•
Buildings/walls sample. Encompasses two areas of buildings or the presence of vertical walls, which were drawn from the study cases Zone 3 -Road and Zone 1 -Archaeology, respectively. • Slope sample. Involves two areas of steep terrain with considerable slope that were extracted from the study cases Zone 1 -Archaeology and Zone 2 -Quarry.
The next figure ( Figure 5 ) outlines the complexity of the triangulation results in these three samples, especially when buildings or trees exist and there are no breaklines or exclusion areas. 
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• Buildings/walls sample. Encompasses two areas of buildings or the presence of vertical walls, which were drawn from the study cases Zone 3 -Road and Zone 1 -Archaeology, respectively. • Slope sample. Involves two areas of steep terrain with considerable slope that were extracted from the study cases Zone 1 -Archaeology and Zone 2 -Quarry.
The next figure ( Figure 5 ) outlines the complexity of the triangulation results in these three samples, especially when buildings or trees exist and there are no breaklines or exclusion areas. Besides the computation efficiency, there are no significant differences between libraries when dealing with different samples. Nevertheless, the problems that exist are clear, confirmed in the statistical analysis (Table 1) , when buildings or trees are triangulated automatically ( Figure 5 ). Besides the computation efficiency, there are no significant differences between libraries when dealing with different samples. Nevertheless, the problems that exist are clear, confirmed in the statistical analysis (Table 1) , when buildings or trees are triangulated automatically ( Figure 5 ). To facilitate the statistical analysis (Table 1) , average values resulting from the two study cases involved in each sample were calculated.
In an initial evaluation of the discrepancies, the central tendency and dispersion, estimated on the basis of a Gaussian hypothesis (mean and standard deviation), yielded a bias of 3 cm and an error dispersion of 55 cm. To check the reliability of these values, a graphical analysis based on qq-plots ( Figure 6 ) was carried out, which allowed us to confirm the non-normality of the data. Thus, to provide a statistical analysis that ensures a better geometric quality assessment of the resulting triangulation, robust estimators of central tendency and dispersion [40] were used. The median was chosen as the robust estimator of the central tendency error. Regarding the dispersion error, since more than 50% of the points errors are less than 0.0001 m (i.e., all the triangulation strategies are based on the same vertices), the median absolute deviation (MAD) estimator is not able to produce significant results for the a priori precision; instead, an interpercentile range between the 2.5th and 97.5th percentiles was chosen, as well as the range between the 10th and 90th percentiles, which yielded the upper and lower error dispersion values for 95% and 80% of the sample points, respectively. These values correspond to 1.96 and 1.282 times the standard deviation for a Gaussian distribution, respectively. This robust approach allows us to exclude from the calculation the selection of statistics under a population hypothesis incompatible with the nature of the sample. However, Table 1 keeps the Gaussian values, so they can be compared with those resulting from the robust estimators, especially in the case of the error dispersion. To facilitate the statistical analysis (Table 1) , average values resulting from the two study cases involved in each sample were calculated.
In an initial evaluation of the discrepancies, the central tendency and dispersion, estimated on the basis of a Gaussian hypothesis (mean and standard deviation), yielded a bias of 3 cm and an error dispersion of 55 cm. To check the reliability of these values, a graphical analysis based on qq-plots ( Figure 6 ) was carried out, which allowed us to confirm the non-normality of the data. Thus, to provide a statistical analysis that ensures a better geometric quality assessment of the resulting triangulation, robust estimators of central tendency and dispersion [40] were used. The median was chosen as the robust estimator of the central tendency error. Regarding the dispersion error, since more than 50% of the points errors are less than 0.0001 m (i.e., all the triangulation strategies are based on the same vertices), the median absolute deviation (MAD) estimator is not able to produce significant results for the a priori precision; instead, an interpercentile range between the 2.5th and 97.5th percentiles was chosen, as well as the range between the 10th and 90th percentiles, which yielded the upper and lower error dispersion values for 95% and 80% of the sample points, respectively. These values correspond to 1.96 and 1.282 times the standard deviation for a Gaussian distribution, respectively. This robust approach allows us to exclude from the calculation the selection of statistics under a population hypothesis incompatible with the nature of the sample. However, Table 1 keeps the Gaussian values, so they can be compared with those resulting from the robust estimators, especially in the case of the error dispersion. With respect to the central tendency value, the robust measure provided by the median in all cases is zero, implying that no significant bias exists between the different algorithms and the study cases. Regarding the dispersion values, due to the non-normality of the samples, the values coming from the robust analysis should be taken into account for the analysis. It is worth noting that in all cases, there is a correlation between the interpercentile range and the standard deviation. However, Figure 6 . Example of the qq-plots for the CGAL library and the three samples: "Buildings/walls" (left); "Plain" (center); "Slope" (right).
With respect to the central tendency value, the robust measure provided by the median in all cases is zero, implying that no significant bias exists between the different algorithms and the study cases. Regarding the dispersion values, due to the non-normality of the samples, the values coming from the robust analysis should be taken into account for the analysis. It is worth noting that in all cases, there is a correlation between the interpercentile range and the standard deviation. However, the Gaussian relationship is not fulfilled between them, namely the 80% interpercentile range where all the samples are lower than 1.282 times the standard deviation. This is especially relevant for the plain sample, in which the robust dispersion range is more than 13 times better than the Gaussian prediction. In the other cases, it is around 3-4.3 times better when it comes to corroborating the stability and consistency of the methodologies. For the higher triangulation discrepancies, this tendency is minimized, since the Gaussian values fluctuate approximately by a factor of 0.7-1.1, as is shown in Table 1 for the 95% error interval.
Conclusions
In this paper, a comparative analysis of different open libraries or libraries which integrate available versions for the scientific community for the triangulation of large point clouds was performed. To carry out this study, an in-house tool, "DE-Delaunay Evaluation", was developed which compasses all the analyzed libraries, also including two modules for the comparative analysis in terms of computational time and geometric quality.
Given the current importance and proliferation of point clouds, which come from different sensors, this paper was designed to provide a comparative view, in terms of the computational efficiency and geometric quality of the final results of the different triangulation libraries. The study cases were chosen selecting representative samples for terrain and infrastructure modeling.
In regard to the geometric quality analysis, there no significant change between libraries, which is logical considering that all of them were executed automatically, without the definition of breaklines, and based on Delaunay principle. The most important difference was found in the computation time as well as the flexibility and ease of implementation of some libraries.
In regard to the volume of information (number of points) and memory management, bearing in mind that the study goal is the triangulation of very-high-spatial-resolution point clouds, it should be noted that the gDel, LASTools and Triangle libraries are not suitable nowadays to work directly with massive volumes of points. On the contrary, the Fade2.5D and CGAL libraries allow more efficient memory management, handling large and massive point clouds. In this regard, it is necessary to clarify that CGAL also suffers from memory management problems, since it does not work efficiently with memory paging. Conversely, Fade2.5D provides greater robustness in this respect, since it allows us to work in memory paging, which affects the algorithm's efficiency.
Regarding the ease of implementation, Fade2.5D stands at a superior level of abstraction compared to CGAL for the developer, allowing the use of its full functionality in a few lines of code. In contrast, the implementation of algorithms in CGAL is more complex, as consultation of the tool documentation and the interpretation and evaluation of complex terminology is necessary.
In relation to scalability with the possible inclusion of other triangulation algorithms, it should be noted that CGAL is presented as a complete library of computational geometry, encompassing powerful triangulation algorithms. Conversely, Fade2.5D incorporates only a variant of 2.5D triangulation, valid for terrain modeling and most civil engineering applications, but it could be limited for modeling complex objects.
Regarding the geometric quality (Table 1) , it seems clear, based on the results obtained, that more complex objects such as buildings or walls, especially those that require the definition of breaklines, may entail greater geometric errors. This is caused by the differences between the resulting triangles and the presence of possible gaps within the mesh. The non-normality of the data in the case of large point clouds resulting from automatic processes is also clear, coming from passive or active sensors, and addressing an analysis of the data quality through non-parametric statistics and robust estimators versus classical Gaussian statistics is necessary. Therefore, it is recommended that large point clouds' quality control and their resulting DSM should be carried out initially by graphical procedures (e.g., qq-plots) which account for normal or non-normal data, and then by applying robust estimators (median and interpercentile range) which more reliably assess the geometric data quality.
This study was focused on libraries that can be used freely by any researcher, or at least under academic licenses. For this reason, some limitations in the number of points existed. In the future, these results could be analyzed using commercial licenses in order to deal with bigger point clouds.
