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Abstract 
Stochastic weather models facilitate the simulation of long weather 
sequences, statistically similar to the observed series, from summary 
statistics or short sequences of recorded meteorological data. Long weather 
records are often required for the design and management of agricultural 
systems, water resources, solar energy conversion systems and other 
environmental resources. Stochastic weather models are also useful for 
assessing the impact of global warming on agriculture, ecology and 
hydrology on a regional scale. 
Four inter-related topics in stochastic modelling of the weather were 
chosen for research: 
0 the development of a daily weather data set for Australia suitable 
for calibrating and testing stochastic weather models, 
0 the development of a new conceptual framework for the stochastic 
modelling of daily weather sequences at a single site, 
0 the development of a stochastic model of daily cloud duration, and 
0 the conversion of daily cloud duration to daily solar radiation 
using the Angstrom-Prescott equation. 
Daily cloud duration is defined as the period of daylight duration not 
receiving bright sunshine. 
The first objective is to collate a daily weather data set, representing 
the major tropical and temperate climatic zones in Australia, for the 
development and testing of stochastic weather models. The database 
developed, named AUSSET, comprises daily records of rainfall, minimum 
temperature, maximum temperature, sunshine duration, and solar 
radiation from eleven major weather stations operated by the Australian 
Bureau of Meteorology. The records were edited for errors, inconsistencies, 
missing values, and data homogeneity. The data were shown to be of high 
quality. 
The second objective is the development of a new conceptual 
framework for the stochastic modelling of daily weather sequences at a 
single site. The author proposed a new class of stochastic weather models 
based on daily cloud duration. The key advantage of this approach is that it 
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addresses directly the pertinent interactions between the weather variables. 
The first step in the development of such models is to construct a stochastic 
model of daily cloud duration, which is also useful on its own. 
The stochastic model of daily cloud duration developed, named 
ANUCloud, is a beta autoregressive model of order 2. It was tested using 
the AUSSET database and performed well for all months for all climatic 
zones. The mean, variance, probability distribution and serial correlation of 
the observed cloud duration data are accurately preserved. 
ANUCloud has also been designed for locations without historical 
daily data. The five parameters of the model may be reliably estimated for 
each month of the year from the latitude of the station and the mean daily 
cloud duration. Mean daily cloud duration is tabulated for each month of 
the year for many locations around the world. 
The last objective of this research is to investigate the conversion of 
simulated daily cloud duration to daily solar radiation using the Angstrom-
Prescott equation. Although widely used, the equation has not been tested 
to date on how well it preserves the probability distribution and the serial 
correlation of the observed daily solar radiation time series. The AUSSET 
database was employed for this analysis. 
The study found that the Angstrom-Prescott equation adequately 
preserves the serial correlation of the observed daily solar radiation time 
series but not its probability distribution. This shortcoming was addressed 
by the use of identically distributed normal variates to model the residuals 
of the clearness index values about the Angstrom-Prescott regression line. 
For locations without recorded daily data, an empirical relationship was 
developed for reliably estimating the standard deviations of the residuals 
for each month of the year from the the mean daily sunshine duration. 
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1 OVERVIEW 
This chapter begins by providing background information on stochastic 
modelling of the weather. The aims and scope of this dissertation are then 
presented. 
Stochastic models are placed in the context of other types of weather 
and climate models in Section 2. This is followed by a description of the 
types and uses of stochastic weather models in Section 3. A brief description 
of the climate-weather system is included in Section 4. In Section 5, the 
rationale and purpose of this research project are presented. The 
organization of this dissertation is explained in Section 6. Finally, the 
definitions of commonly used terms are given in Section 7. 
For the convenience of readers familiar with stochastic weather 
modelling, this chapter has been structured so that they may proceed 
directly to Section 5 without loss of continuity. 
2 CATEGORIES OF WEATHER AND CLIMATE MODELS 
Weather and climate modelling may be categorized into four main types : 
deterministic weather models , deterministic climate models , stochastic 
weather models , and stochastic climate models . 
Deterministic weather models are used for conventional weather 
forecasting (Battan, 1984; Lutgens and Tarbuck, 1986). These are complex 
numerical models based on the laws of atmospheric physics. Present-day 
weather forecasting also relies on other methods such as statistical methods 
(Miller and Leslie, 1984). 
Deterministic climate models are used to generate scenarios of long-
term climatic change . For example, physics-based models simulating the 
general circulation, called GCMs (General Circulation Models), have been 
used to predict the climate in the next century due to CO2-induced warming. 
Examples include the Princeton Geophysical Fluid Dynamics Laboratory 
model, the Goddard Institute for Space Studies model, the National Center 
for Atmospheric Research Community Climate model, and the models 
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developed at the Oregon State University and the United Kingdom 
Meteorological Office (Gleick, 1987; Brecque, 1989). 
Stochastic weather models have received comparatively less 
attention. These models do not aim to predict the weather from day to day, 
nor to foresee long-term changes in the climate. Their chief concern is to 
model the apparently random fluctuations exhibited by the weather. In the 
design and management of agricultural systems, water resources, solar 
energy conversion systems and other environmental resources, long 
sequences of weather records are often required. However, at many sites, 
actual data are often not available or only of limited duration. Stochastic 
weather models enable a long synthetic weather sequence to be simulated 
from statistical descriptors or a short sequence of recorded meteorological 
data. Stochastic weather models are also used for assessing the impact of 
global warming on regional hydrology and agriculture. Lastly, they 
summarize the data in an efficient parametric form. 
Stochastic climate models describe climatic fluctuations as a random 
process . They differ from stochastic weather models as they simulate 
changes in the climate on a long time scale as opposed to stochastic weather 
models which simulate daily weather fluctuations for a given unchanging 
climate . An example of a stochastic climate model is that developed by 
Hasselman (1976). It draws the analogy between Brownian motion and 
climatic variability, and describes the evolution of the climate probability 
distribution by a Fokker-Planck equation. Dalfes et al. (1983) gave a brief 
review of other stochastic climate models. Land and Schneider (1987) 
pointed out that thus far, attempts at the stochastic parameterization of the 
climate system have not been very encouraging. 
It may be noted that in contrast to the other three types of models , 
stochastic weather models largely do not emphasize the physics of the 
atmospheric processes. The primary purpose is to preserve the statistical 
properties of the weather sequences rather than to advance understanding 
of the underlying physical mechanism. 
2.1 A formal definition of stochastic models 
A formal definition of stochastic models will now be given. 
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A stochastic process can be defined as 'any collection of random 
variables X(t), teT, defined on a common probability space, where Tis a 
subset of (oo,-00 )' (Hoel et al., 1972, p. vii). 'The index t is often interpreted 
as time and as a result, we often refer to X(t) as the state of the process at 
time t ' (Ross, 1985, p. 72). 
It shoi.+ld be noted that this definition applies to stochastic models and 
not necessarily the real system that is being modelled. As succinctly 
explained by Bras and Rodriguez-Iturbe (1985, p. 1), 'randomness and the 
applicability of random-process theory may be inherent in the structure of 
the process or may result from lack of knowledge or from the scale of 
observation.' Deterministic systems can exhibit irregular behaviour, which 
for all practical purposes, can be treated as being random. Using 
algorithmic complexity theory, Jensen (1987, p. 178) has shown that the 
chaotic behaviour of deterministic systems may be indistinguishable from a 
random process. 
3 TYPES AND USES OF STOCHASTIC WEATHER MODELS 
The main uses of stochastic weather models are in hydrology, agriculture 
and energy studies. There are of course many other potential applications, 
since weather and climate impact on a broad spectrum of human activities, 
either as a resource or hazard. 
As to the types of models, one may distinguish between single 
variable and integrated stochastic weather models. There is a long history 
of and continuing active research in the stochastic modelling of rainfall and 
solar radiation as single variables. However, the development of integrated 
weather models that simulate various weather elements, such as rainfall, 
temperature and cloudiness, concurrently has received far less attention. 
These models are reviewed in Chapter 2. 
Current integrated stochastic weather models usually simulate 
weather at the daily time step. This time step meets the most essential 
needs in hydrology, agriculture, and solar energy studies (Chang et al., 
1984; Williams et al., 1984; Amato et al., 1986; Leduc and Holt, 1987) but 
other time scales, notably the hourly and monthly time scales, are also 
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important. Most stochastic weather models also simulate weather 
sequences at a single site. 
Frequently, there is a need to simulate weather sequences for sites 
without recorded daily weather data . Geng (1986) and Geng and Auburn 
(1987) has shown that it is possible to estimate model parameters from more 
widely available climatic summaries. 
The main applications of stochastic weather models will now be 
discussed. 
3.1 Agriculture 
Weather is one of the key factors determining agricultural 
productivity. In computer simulation studies of agricultural systems, 
stochastic weather models are frequently coupled to crop growth models and 
used for simulating weather sequences at a particular location. 
Soil conservation is also an important issue in agriculture, and 
stochastic weather models form an essential element in models of soil 
erosion and productivity. For example, both the EPIC (Erosion-Productivity 
Impact Calculator) model (Williams et al., 1984) and the USDA-WEPP 
(United States Department of Agriculture - Water Erosion Prediction 
Project) model (Lane and Nearing, 1989) incorporate stochastic weather 
simulation for generating synthetic weather sequences. Due to the synergy 
between vegetation and soils, it is desirable to consider the soil component 
in any crop growth modelling. For example, Oppenheimer (1989, p. 248) 
noted that temperature increases due to climate change can lead to forest 
decline indirectly through soil acidification. 
Stochastic weather models are also useful in plant disease 
management models (Bruhn et al., 1980). Weather is an important variable 
in pest outbreak models and 'substantial evidence indicates that drought 
stress promotes outbreaks of plant-eating (phytophagus) fungi and insects' 
(Mattson and Haack, 1987, p. 110). 
Precipitation, minimum temperature, maximum temperature, and 
solar radiation (or sunshine duration as a surrogate) are amongst the most 
important variables of interest in agricultural modelling (Nix, 1987). 
Croxall and Smith (1984) provided a detailed discussion of the influence of 
climate on agricultural production. 
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An example of the lack of agroclimatological analysis is the case of a 
groundnut project in Tanzania. The planners used mean rainfall data and 
did not take adequate account of the probability of contiguous dry years 
which killed the peanut plants (Weiss, 1986, p.116). This is just one among 
many examples of weather-driven processes in the geosphere-biosphere 
which are non-linear so that the time average of the process is not well 
correlated with the time average of the weather input (Osleth and Skartveit, 
1984). 
3.2 Hydrology 
For the construction of hydrologic facilities such as reservoirs and storm 
sewers, information on streamflow is required. Frequently, streamflow 
records are non-existent or far too short for design purposes. Hence, many 
hydrological models have been developed to simulate streamflow. 
Long sequences of weather records are required as input to these 
models. Where the actual data are not available or only of limited duration, 
stochastic weather models enable a long synthetic weather sequence to be 
generated. For example, in the SWRRB (Simulator for Water Resources in 
Rural Basins) model (Williams et al., 1985), a stochastic weather model is 
incorporated for simulating precipitation, minimum temperature, maximum 
temperature , and solar radiation on a daily basis. 
Precipitation is generally the minimum and most important input 
required by hydrological models . Air temperature, evaporation and solar 
radiation are other variables commonly required (Fleming, 1975). It is 
interesting to note, as pointed out by Chapman (1990), that although 
precipitation is a hydrological process, most hydrological models merely 
regard it as an input. 
3.3 Energy studies 
Stochastic weather models are also used in studies of energy production, 
distribution and use. Jager (1983) provided a discussion of the effect of 
climate on energy supply and demand. 
The stochastic modelling of solar radiation has attracted considerable 
effort. This is understandable in view of the important role solar energy 
could play in the coming decades (Hubbard, 1989). Stochastic models of 
solar radiation are very useful in the design of PV (photovoltaic) and other 
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solar energy conversion systems. For applications in this area , the 
stochastic models that have been developed are those that simulate only 
solar radiation. 
3.4 Global climate change 
Global change research is an emerging paradigm m the environmental 
sciences . It focusses on the study of global environmental changes, 
especially climate and climate-related changes. 
Stochastic weather models, as will be explained in Chapter 3, can be 
used for assessing the impact of global warming on regional hydrology and 
agriculture. This is an important area of research in the study of global 
change, and one of the proposed core projects of the IGBP (International 
Geosphere-Biosphere Programme) is 'Climate change impacts on agriculture 
and forestry' (Office for Interdisciplinary Earth Studies, 1990a). 
3.5 Why generic and parsimonious models are needed 
For any of the applications just described, it is often necessary to generate 
weather sequences for sites without any recorded daily weather data. This 
may be done either by interpolating model parameters spatially or by 
estimating model parameters from widely available climatic indices . Either 
method is more easily accomplished with a model that is generic and 
parsimonious. 
A generic model (discussed further in Chapter 3) is defined as one 
which is applicable across a wide range of climatic conditions . A 
parsimonious model (also discussed in Chapter 3) is one with the minimum 
number of parameters required to adequately fit the data (Cryer, 1986, p. 4). 
It is desirable to achieve parsimony in modelling. Parameters of 
parsimonious models are generally more stable , and often have more 
straightforward physical interpretation (Katz and Skaggs , 1981). Both 
characteristics make it easier to interpolate parameters spatially, or to 
estimate parameters from climatic indices and spatially varying causal 
factors such as latitude and air mass . 
The emphasis in this project is on the development of parsimonious 
and generic models . 
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4 THE CLIMATE AND WEATHER SYSTEM 
Stochastic weather models largely do not emphasize the atmospheric 
processes, but are primarily concerned with preserving the formal statistical 
properties of the weather data. Nevertheless, an awareness of atmospheric 
processes is useful, as shown in the attempt by some recent research, 
notably in rainfall modelling, to adopt a more event-oriented or 
process-oriented approach to improve model performance (see for example 
Rodriguez-Iturbe et al., 1987; Entekhabi et al., 1989; Hutchinson, 1990; 
Islam et al. , 1990). Hence, a brief description of the climate and weather 
system is included here. 
Weather phenomena can be very elegantly summarized and explained 
in terms of energy flows. Solar radiation is the primary forcing variable as 
almost all the energy that drives the climate system comes from the sun. In 
essence, atmospheric processes can be conceptualized within this framework 
by considering the first law of thermodynamics, expressed by the following 
climate identity (Land and Schneider, 1987, p. 10): 
Q(l-a)=F (1.1) 
where Q is the total solar radiant energy reaching the earth (solar constant 
or solar irradiance), a is the reflected fraction of solar radiant energy 
(albedo) and F is the outgoing energy emitted by the atmosphere and the 
earth's surface. This then is the universal law of energy for the climate 
system. 
In more concrete terms, the dissipation of input solar energy results 
in weather phenomena at various spatial-temporal scales. This is shown in 
Table 1-1. 
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TABLE 1-1. Time and space scales for atmospheric motions and weather 
phenomena. Modified from Lutgens and Tarbuck (1986, p. 184). 
Name of scale Time scale Length scale Examples 
Macroscale, Weeks to Years 1000 to 40 000 km Waves in the 
Planetary scale, Westerlies 
G€neral circulation 
Macroscale, Days to Weeks 100 to 5 000 km Cyclones, 
Synoptic scale, Anticyclones, 
Secondary Heat lows, 
circulation Tropical cyclones, 
Monsoons 
Mesoscale, Minutes to Days 1 to 100 km Land-sea breezes, 
Tertiary Thunderstorms, 
circulation Tornadoes 
Microscale Seconds to Minutes < 1 km Turbulence 
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5 RATIONALE, OBJECTIVES AND SCOPE OF THIS RESEARCH 
PROJECT 
The stochastic modelling of the weather is an immense area of research . On 
the basis of unresolved issues and unanswered questions as shown by a 
survey of the. literature, four inter-related topics were chosen for study: 
• the development of a daily weather data set for Australia suitable 
for calibrating and testing stochastic weather models, 
the development of a new conceptual framework for the stochastic 
modelling of daily weather sequences at a single site, 
the development of a stochastic model of daily cloud duration, and 
the conversion of daily cloud duration to daily solar radiation 
using the Angstrom-Prescott equation. 
(Daily cloud duration is defined in this dissertation as the period of daylight 
duration not receiving bright sunshine. ) 
5.1 A daily weather data set for Australia 
It is desirable, as mentioned earlier in Section 3.5, to develop generic models 
which are applicable across a wide range of climatic conditions. However, 
many stochastic weather models are validated using data from a limited 
climatic region. One reason for this is the lack of ready-to-use databases, 
especially for tropical areas and the Southern Hemisphere . Weather data 
are of course routinely archived and easily obtainable from meteorological 
organizations in most countries. However, such data need to be validated, 
checked and edited for errors, inconsistencies, missing values, as well as 
data homogeneity. There is also the need for clear documentation of 
instrumentation and other pertinent details . Data should also be available 
on computer media with consistent and convenient formats . 
The objective here is to assemble a weather data set for use in this 
study specifically and for stochastic weather modelling generally, with data 
representing different tropical and temperate locations in Australia. The 
result is AUSSET, an integrated data set comprising daily records of 
rainfall, minimum temperature, maximum temperature , sunshine duration, 
and solar radiation from eleven major weather stations operated by the 
Australian Bureau of Meteorology. 
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The AUSSET data set falls short of representing all climatic types 
found globally. Three major global climatic zones are absent in AUSSET: 
the wet equatorial and tropical climates, the snow climates, and the ice 
climates . Nevertheless, the methodology that has been developed to collate 
and edit this data set can be readily applied to data from these regions. 
5.2 A new conceptual framework for stochastic modelling of daily 
weather at a single site 
The second component of this project is the development of a new conceptual 
framework for the stochastic modelling of daily weather sequences at a 
single site. The focus is on the concurrent modelling of four main weather 
variables: rainfall, minimum temperature, maximum temperature, and 
solar radiation or sunshine duration as a surrogate. The modelling of these 
four variables at the daily time step meets the most pressing needs in 
hydrological and agricultural applications (Chang et al., 1984; Leduc and 
Holt, 1987; Nix, 1987). The study also explicitly considers the use of 
stochastic weather models for assessing the impact of global warming on 
regional hydrology and agriculture. 
Some fundamental questions m the stochastic modelling of daily 
weather sequences at a single site. This theoretical study led the author to 
propose a new class of stochastic weather models based on daily cloud 
duration. An important advantage of this approach is that it directly 
addresses the pertinent interactions between the weather variables. The 
need for a cloud-based approach has also been presented by Hutchinson 
( 1988). The first step in developing such stochastic weather models is the 
construction of a viable stochastic model of daily cloud duration. Such a 
model is also useful on its own. This model is discussed further in Section 
5.3 below. 
A complete cloud-based stochastic weather model needs three other 
sub-components: firstly, a solar radiation sub-component which simulates 
solar radiation using cloud duration values, secondly, a temperature sub-
model that simulates minimum and maximum daily air temperature 
conditioned on cloud duration, and thirdly, a rainfall sub-model that 
simulates rainfall occurrence and amount conditioned on cloud duration. 
The first is treated in this research. The second sub-component is the focus 
of a concurrent Ph.D. research undertaken at Griffith University, Australia 
(Guenni et al., 1990a and 1990b). The third sub-component is not treated in 
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this study as it is a major research task in its own right, there being a 
number of past doctoral dissertation on stochastic rainfall modelling alone 
(see for example, Buishand, 1977; Foufoula-Georgiou, 1985). 
5.3 A stochastic model of daily cloud duration 
As far as the author has ascertained, no stochastic model of daily 
cloud duration has been reported in the literature. The stochastic model of 
daily cloud duration developed in this study, named ANUCloud, is a beta 
autoregressive model of order 2. 
ANUCloud is a generic model and performed well for all climatic 
zones represented by the AUSSET data. The beta distribution component 
accurately models the probability distribution of the observed cloud duration 
data, as well as preserving the mean and variance exactly. The 
autoregressive component accurately preserves the serial correlation of the 
observed cloud duration time series. 
5.4 The conversion of cloud duration to solar radiation using the 
Angstrom-Prescott equation 
Sunshine duration measurements are available for many more locations 
worldwide than are solar radiation measurements. The Angstrom-Prescott 
equation is widely used to convert sunshine duration values (and hence 
cloud duration values) to solar radiation values . The equation can also be 
employed to convert simulated daily cloud duration to solar radiation values. 
However, there has been no study to date on how well the Angstrom-
Prescott equation preserves the probability distribution and the serial 
correlation of the observed daily solar radiation tirrie series. 
This study found that the Angstrom-Prescott equation adequately 
preserves the serial correlation of the observed daily solar duration time 
series but not its probability distribution. The use of residual simulation 
was proposed to enhance the performance of the Angstrom-Prescott 
equation. It was found that with the use of independent and identically 
distributed normal residuals, the Angstrom-Prescott equation satisfactorily 
models the probability distribution of observed daily solar radiation. 
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6 ORGANIZATION OF THE DISSERTATION 
The chapters of this dissertation follow the four main objectives outlined 
above. Each chapter has been written to be as self-contained as possible 
without undue repetition . 
The style convention in the dissertation follows the guidelines given 
by A Manual for Writers of Term Papers, Theses, and Dissertations 
(Turabian, 1987), The McGraw-Hill Style Manual (Longyear, 1989) and A 
Guide to Scientific Writing (Lindsay, 1988). 
Whenever practical, especially in the analysis chapters, data and 
results presented in the tables are also illustrated by graphs and charts. 
They enhance communication, but more importantly, also serve as 
visualization tools for detecting patterns in the data or results. When the 
graphs and charts are not derived directly from data given in the tables, 
they also serve as valuable checks against inadvertent programming errors, 
especially considering that this research is computationally intensive, using 
hundreds of commercial computer programs as well as those written by the 
author. 
Finally , a word about the numbering convention used in this 
dissertation. Tables, figures and equations are numbered sequentially 
within each chapter. For example, Equation 2.1 refers to the first equation 
in Chapter 2. For ease of reference, appendices are placed at the end of the 
relevant chapters. Equations are numbered sequentially within each 
appendix. Hence, Equation A5-l.3 refers to the third equation in Appendix 
5-1. All equations are numbered regardless of whether they are referred to 
in the text because of the advantages of this practice (Mermin, 1989). 
Finally, it may be noted that punctuation is consistently omitted after a 
displayed equation. 
7 DEFINITIONS AND NOTATIONS 
Fractional sunshine , also referred to as relative sunshine, is 
conventionally defined as n/N, where n is the recorded sunshine duration for 
a particular day and N is the maximum astronomically possible day length 
for that day. In this dissertation, N is computed as the time period when the 
sun is at least 50 above the horizon. This correction factor, introduced by 
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Hay ( 1979), takes into account the fact that the Campbell-Stokes sunshine 
recorder generally does not record bright sunshine if the sun is less than 5o 
above the horizon (Brooks and Brooks, 1947). (All sunshine duration data 
used in this research were recorded with the Campbell-Stokes sunshine 
recorder). Fractional sunshine is denoted here as S. 
Related to fractional sunshine is 'fractional cloud duration', a term 
frequently used in this dissertation. Fractional cloud duration is defined 
as the fraction of daylight duration not receiving bright sunshine. Hence, 
fractional cloud duration (Cd) is computed as 
1- n/N (1.2) 
where n is the recorded sunshine duration for a particular day, and N is the 
period of daylight when the sun is at least 50 above the horizon. 
In this dissertation, whenever 'solar radiation' is used, it refers to 
'global solar radiation'. Global solar radiation is the 'the downward direct 
and diffuse solar radiation received on a horizontal surface' (Riches, 1985, p. 
911). In the literature, global solar radiation is also referred to as total solar 
radiation , global solar irradiation or insolation. 
The clearness index (C) is the ratio of daily total radiation on a 
horizontal surface (Q) to daily extraterrestrial solar radiation on a 
horizontal surface (QA): 
C = QIQA (1.3) 
The term 'extraterrestrial' is used to refer to solar radiation received at the 
upper limit of the earth '.s atmosphere . The clearness index is sometimes 
also referred to as relative solar radiation or atmospheric transmittance. 
In the computation of daily extraterrestrial solar radiation, the value 
of the solar constant used in this study is the WRC (World Radiation Center) 
solar constant, which is 1367 W m·2. This is the value adopted by the WMO 
(World Meteorological Organization) in 1981 for meteorological purposes, 
and differs by 1 % from the NASA design standard adopted in 1971 (Iqbal, 
1983, pp. 50-53). The solar constant is 'the rate at which solar radiation is 
received outside the earth's atmosphere on a surface perpendicular to the 
incident radiation at the earth's average distance from the sun' (Battan, 
1984, p. 292). 
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The next word to be defined is dependence structure. The weather 
is persistent in time, and weather sequences are not completely random, but 
each observation may depend on earlier observations. This memory of 
weather time series is referred to in this dissertation as dependence 
structure, a term also employed by Richardson (1982). The terms serial 
correlation and autocorrelation, although widely used in time series 
studies, are more narrow in scope and are used specifically with reference to 
the autocorrelation function (Chatfield, 1984, p.37). In the literature, 
dependence structure has also been referred to as serial dependence 
(Anderson, 1988) and persistence effects (Gordon and Reddy, 1988). 
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1 OVERVIEW 
This chapter presents a review of current stochastic models of daily weather 
at a single site . In line with the stated objectives of the dissertation, the 
focus is on how the models concurrently simulate rainfall, minimum 
temperature, maximum temperature , and solar radiation. 
The existing stochastic weather models are first presented briefly in 
chronological order in Section 2. This largely descriptive account is then 
followed by a critical discussion which is organized thematically into the 
following sequence: 
• some general comments on existing models in relation to the 
objectives of this dissertation (Section 3) 
the use of data (Section 3.1) 
model structure (Section 3.2) 
model validation (Section 3.3) 
accounting for seasonal variations (Section 3.4) 
• modelling rainfall (Section 4) 
• modelling minimum and maximum air temperature (Section 
5), and 
• modelling solar radiation (Section 6). 
The concluding section (Section 7) briefly relates this literature 
review to the objectives of this dissertation. 
2 REVIEW OF STOCHASTIC WEATHER MODELS 
A summary of current stochastic models is presented in Table 2-1. 
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TABLE 2-1. Overview of current stochastic models of daily weather at a 
single site. 
Author(s) of Variables simulated Model use intended 
model and by author(s) 
enhancements 
Jones et al. Daily rainfall , mean Agriculture 
(1972) temperature, evaporation, and 
soil moisture 
Edelsten ( 1976) Daily rainfall , sunshine Agriculture 
duration, solar radiation, 
minimum temperature , 
maximum temperature, vapour 
pressure, and wind speed 
Bruhn et al. Daily rainfall, solar radiation, Agriculture 
(1980) minimum temperature, 
maximum temperature, and 
minimum relative humidity 
Larsen and Pense Daily rainfall, solar radiation, Agriculture 
(1982) minimum temperature,and 
maximum temperature 
WGEN Daily rainfall , solar radiation, Agriculture and 
Richardson minimum temperature,and hydrology 
(1981) maximum temperature 
Richardson and 
Wright (1984) 
Geng et al. (1986) 
Geng and Auburn 
(1987) 
Srikanthan Daily rainfall, solar radiation, Agriculture and 
(1985) minimum temperature, hydrology 
maximum temperature , and 
evaporation 
CLIGEN Daily rainfall , solar radiation, Agriculture , 
Williams et al. minimum temperature , hydrology and soil 
(1984, 1985) maximum temperature, dew conservation 
Nicks and Lane point temperature, wind speed 
(1989) and direction, duration of 
precipitation events, maximum 
precipitation intensity, and 
time to peak storm intensity 
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O The model of Jones et al. (1972) 
An early attempt at developing stochastic weather models was undertaken 
by Jones et al. (1972). 
They developed a model of the weather to generate daily values of 
rainfall, evaporation and average temperature. Rainfall was modelled 
independently of the other variables. Temperature was assumed dependent 
on whether a day is wet or dry. Evaporation was modelled as dependent on 
the wet or dry status of both the current and preceding day. 
Rainfall occurrence was simulated by a two-state first-order Markov 
chain model. Rainfall amount was described by a gamma distribution, with 
parameters conditioned on the wet or dry status of the previous day. 
Seasonal variation was accounted for by fitting polynomial equations to the 
seasonal trend of rainfall occurrence probability. The fitted polynomial 
equations were then used to compute the transition probabilities for each 
week of the year. No seasonal adjustments were made in computing the 
parameters of the gamma distribuion. 
In the case of temperature, a normal distribution was employed. The 
parameters were computed by fitting polynomial functions relating time of 
year, in terms of week number, to the means and standard deviations of 
average daily temperature for wet and dry days respectively. 
Validation tests were carried out only for a single station (State 
College, Mississippi) with 10 years of data. 
The model simulated mean conditions quite well but as pointed out 
by Hutchinson (1987, p. 152), it failed to satisfactorily account for 
autocorrelations within and cross correlations between the variables. 
0 The model of Edelsten (1976) 
Edelsten (1976) developed a model simulating daily rainfall , sunshine 
hours, minimum temperature, maximum temperature, solar radiation, 
vapour pressure and wind speed . For some of the variables, cross 
correlations and autocorrelations were taken into account. 
A second-order four-state Markov chain was used to model day states 
defined by rainfall occurrence and temperature . Separate transition 
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matrices were used for each quarter of the year, corresponding to the four 
seasons . For modelling rainfall amount, a gamma distribution was used, 
with parameters computed separately for each month of the year. 
Solar radiation was modelled by relating it deterministically to day 
length and sunshine duration, with a normally distributed error term. 
Minimum and maximum temperatures were modelled by 
autocorrelations and cross correlations . Minimum daily temperature was 
generated by regression equations relating it to the previous day's 
minimum temperature, maximum temperature and windspeed, and present 
and previous day's relative sunshine. Maximum daily temperature was 
generated by a regression equation relating it to the previous day's 
maximum temperature and the current day's solar radiation, relative 
sunshine and wind speed. Normally distributed error terms were employed 
for all equations . All parameters in the regression equations were 
seasonally adjusted for each quarter. 
The model was tested using data from only a single station (Hurley, 
south-east England). A hundred years of synthetic data were compared 
with 16 years of recorded data (9 years for solar radiation ). The model 
reproduced the means and standard deviations fairly well but the first lag 
autocorrelations for rainfall, sunshine duration and solar radiation were too 
low compared with the actual data. Cross correlations between rainfall and 
sunshine duration, and sunshine duration and minimum temperature were 
also not well preserved. Another major problem with this model is the lack 
of parsimony. As pointed out by Hutchinson (1987, p. 152), the second-
order four-state Markov chain model is not satisfactory because of the large 
number of parameters to be estimated. 
0 The model of Bruhn et al. (1980) 
Bruhn et al. (1980) developed a model to simulate daily weather sequences 
of rainfall , minimum temperature, maximum temperature, minimum 
relative humidity, and solar radiation. As the model was intended for 
agricultural applications, the study was restricted only to simulating 
weather variables during the northern hemisphere growing season, from 
May to August. 
_ 1 
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Rainfall occurrence was described by a first-order Markov chain and 
rainfall amount by a gamma distribution. 
For temperature, a trivariate normal probability distribution 
describing maximum temperature on the current day, maximum 
temperature on the preceding day, and the minimum temperature on the 
current day was used. The parameters for this distribution were 
conditioned on rainfall occurrence for the preceding day. In the case of solar 
radiation, a normal distribution was employed with parameters conditioned 
on the occurrence of rainfall on the current day. This model takes into 
account only those cross correlations and first lag autocorrelations that 
were found to be significant. 
For all variables , the parameters were computed for each month to 
account for seasonal changes in the weather. 
The model was tested using data from only 2 locations (Geneva, New 
York and Fort Collins, Colorado) with 5 years data for each location. 
Overall , the model performed adequately with regard to mean response , 
variability, cross correlations and first lag autocorrelations. However, the 
distribution of solar radiation was found to be positively skewed for dry 
days . The authors surmised that this is the cause of differences m 
variability between observed and simulated solar radiation values . 
0 The model of Larsen and Pense (1982) 
Larsen and Pense (1982) presented another approach to simulating weather 
variables . Daily rainfall, solar radiation, minimum temperature and 
maximum temperature were modelled. 
For rainfall, a first -order two-state Markov chain was used to 
simulate occurrence. The amount was modelled by a gamma distribution 
with parameters conditioned on the wet or dry status of the preceding day. 
Parameters were estimated for each month . 
For temperature, a three-parameter sine curve was used to fit the 
annual cycle of mean daily minimum and maximum temperatures . The 
residuals about the mean were then modelled by two bivariate normal 
distributions, with parameters conditioned on the current day precipitation 
status. 
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For solar radiation, residuals of solar radiation about the theoretical 
clear day values were modelled by a gamma distribution for dry days and a 
beta distribution for wet days . 
All parameters were computed monthly. 
Validation tests were carried out for four locations in the United 
States (Albuquerque, New Mexico; Caribou, Maine; Medford, Oregon and 
Miami, Florida), using data ranging from 16 to 80 years. An important 
shortfall of this model , as in the case of some of the previous models 
discussed , is that cross correlations between variables are not preserved. 
0 WGEN 
Richardson (1981) proposed a model simulating daily precipitation, 
minimum temperature, maximum temperature and solar radiation. 
Rainfall occurrence was described by a first-order two-state Markov 
chain. The exponential distribution is used to generate the rainfall amount. 
Seasonal variations in the rainfall occurrence transition probabilities and 
the exponential distribution parameter were described using a finite 
Fourier series . 
Maximum temperature , minimum temperature, and solar radiation 
were simulated jointly using a multivariate first order autoregressive 
model. This model is frequently abbreviated as multivariate AR(l ), and 
better known in hydrology as the weakly stationary multivariate model 
(Matalas, 1967). This structure explicitly preserves the lag O and lag 1 
cross correlations between variables and he lag 1 autocorrelation within 
each variable . The lag O and lag 1 covariance matrices form the parameters 
of the model. The multivariate AR(l ) model is described in detail in Bras 
and Rodriguez-Iturbe (1985). 
To describe seasonal variation of the weather, single harmonic 
Fourier series (i.e . single sine functions ) were fitted to the annual cycle of 
daily means and standard deviations for minimum temperature, maximum 
temperature and solar radiation, with wet and dry days considered 
separately. The smoothed means and standard deviations were then used 
to standardize the daily recorded series (i.e. the appropriate mean was 
subtracted from the daily recorded value and the result was divided by the 
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appropriate standard deviation). The standardization was carried out 
because the Matalas (1967) model assumes second-order stationarity. 
Richardson and Wright (1984) modified the above model for use in 
any location in the 48 contiguous states of the United States . For 
precipitation amounts, the two-parameter gamma distribution was adopted 
in place of the one-parameter exponential distribution. For modelling 
rainfall occurrence, the use of a first-order two-state Markov chain was 
retained, but a two-parameter gamma distribution was used to generate the 
rainfall ammount. For generating minimum temperature, maximum 
temperature and solar radiation, the Matalas model was also employed . 
The slightly modified version was named WGEN (Weather Generator). 
The parameters of the rainfall sub-model were computed for 139 
locations in the 48 contiguous states of the United States. 
For temperature and radiation, the lag 0 and lag 1 cross correlation 
and autocorrelation parameters of the temperature and radiation sub-
models were assumed to be constant for all locations on the basis of a 
previous study by Richardson (1982). 
The study by Richardson and Wright (1984) is significant since for 
the first time , an attempt is made to develop a model with general 
applicability to a large area with different climates . They also tested the 
WGEN model with data from five locations in different climatic zones 
(Columbia, Missouri; Boise, Idaho; Miami, Florida; Phoenix, Arizona and 
Boston, Massachusetts). At each site, 30 years of synthetic data were 
generated and compared with the recorded data . The following cogent 
summary of model performance was given by Richardson (1985, pp. 1602-
1603): 'The statistics that reflect extremes such as frequency of days with 
excessive rain , annual maximum and minimum extremes, and number of 
days with temperatures above or below threshold values did not compare as 
well with observed data as did the statistics that reflected cumulative 
amounts . In general, weather data generated with WGEN for a site using 
parameters from the tables and maps given in Richardson and Wright 
(1984 ) will be representative of the weather at the site . The primary 
exception occurs at locations where topographical or coastal features have 
major influences on weather that are not reflected in the mapping of the 
parameters.' 
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Daily weather sequences generated by the model were also used as 
input to a wheat crop-growth model, the CERES-Wheat model (Richardson, 
1985). Using 20 years of synthetic data for Oklahoma City, 19 years of 
wheat growth characteristics and annual wheat yields were generated . It 
was found that these simulation runs did not differ significantly from those 
runs using recorded meteorological data as input. 
Geng (1986) and Geng and Auburn (1987) provided an important 
enhancement to the WGEN model. They developed empirical equations for 
estimating the parameters of the WGEN model using monthly summaries 
of rainfall , maximum temperature , minimum temperature, and solar 
radiation. The simulated data for three locations (Los Banos, Philippines; 
Davis, California ; and Wageningen , The Netherlands) employing this 
method were shown to compare favourably with the actual data (Geng and 
Auburn, 1987). 
O The model of Srikanthan (1985) 
Srikanthan (1985) developed a model similar to the WGEN model and 
applied it to Australia. Daily sequences of rainfall, evaporation, minimum 
temperature , maximum temperature and solar radiation were modelled. 
A six-state first-order Markov chain was used to model rainfall 
occurrence . The first state represents a dry day and the other states 
represent wet days with increasing amounts of rainfall. The use of a large 
number of states was aimed at preserving the persistence between rainfall 
depths within wet spells. For modelling rainfall amount, the largest state 
was simulated employing normal distribution with the Box-Cox 
transformation (Box and Cox, 1964) while for the intermediate states, linear 
distributions were used . The rainfall component of the model is also 
reported in Srikanthan and McMahon (1983 ) and Srikanthan and 
McMahon (1985). 
For the other variables, as in the Richardson model (1981) and the 
WGEN model (Richardson and Wright, 1984), the weakly stationary 
multivariate model proposed by Matalas (1967) was used. However, these 
variables were conditioned on the wet or dry status of both the current and 
preceding days. In addition, the Wilson-Hilferty transformation was used 
to preserve the skewness of the observed distributions. 
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All parameters of the model were estimated for each month of the 
year to account for seasonal change . 
The model was tested only with data from Melbourne, Australia . 
Thirty years of rainfall data and 10 years of data for the other variables 
were used . The number of wet days and mean monthly rainfall compared 
well while for the other variables , the first three moments and the cross 
correlations between the variables were satisfactorily preserved. 
While this model incorporates more features than the WGEN model, 
there is always a tradeoff between parsimony and complexity. The aim of 
parsimony does not merely reflect a concern for mathematical elegance, but 
is also of practical significance. As Matalas (1967) has pointed out in the 
context of complex models with many parameters, 'parameters that are 
defined in terms of high order moments or large time lags are subject to 
large standard errors and consequently large operational biases' even when 
the estimated parameters are statistically unbiased. Further discussions 
on parsimony are presented in the next chapter. 
0 CLIGEN 
This model , called CLIGEN (Climate Generator), is the weather component 
of the WEPP (Water Erosion Prediction Project) model developed at the 
United States Department of Agriculture (Nicks and Lane, 1989). It is 
based on the earlier models developed by Williams et al. (1984, 1985) and 
Nicks and Harp (1980). 
The model is more comprehensive than the other models , and 
simulates a broad spectrum of weather elements , including daily rainfall , 
solar radiation, minimum temperature , maximum temperature, dew point 
temperature, wind speed and direction, duration of precipitation events , 
maximum precipitation intensity, and time to peak storm intensity. In line 
with the objectives of this dissertation, this review focu sses on the 
modelling of precipitation occurrence and amount, maximum and minimum 
temperature, and solar radiation. 
Rainfall occurrence was simulated by a two-state first-order Markov 
chain model. Precipitation amount was simulated using a skewed normal 
distribution, and assumed to be snow if the average daily air temperature is 
at or below 0 oc. 
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Daily maximum and minimum air temperatures, and daily solar 
radiation were modelled based on the normal distribution, with a weighting 
function conditioned on the wet or dry status of the preceding and current 
day. 
The simulated solar radiation values were constrained between the 
maximum value ·possible for the day of the year and a minimum value set at 
5% of the maximum value. The authors also developed an equation for 
estimating the standard deviation of solar radiation values using only the 
mean value. Since mean solar radiation is tabulated for a number of 
locations around the world , this makes it possible to simulate solar 
radiation for sites without readily accessible daily recorded data . 
All model parameters were computed for each month of the year to 
account for seasonality. 
Nicks and Lane (1989) reported the possible linking of a Geographic 
Information System (GIS) with a climatic database in the near future. This 
will allow the user more flexibility in parameter selection such as employing 
interpolation for areas with a sparse network of weather stations . This may 
also overcome the problem of poor performance of stochastic weather 
simulation for mountainous areas, seen for example in the test results of 
the WGEN. 
The model was tested using observed data from 134 locations across 
the United States (Nicks, 1985). Only comparisons of the simulated and 
observed monthly means of the variables were reported. The simulated 
rainfall data generated by this model were also used as input to the SWRRB 
hydrological model (Williams et al., 1985). Simulations performed for a 538 
km2 river basin near Chickasha, Oklahoma, showed that the mean values 
of rainfall, runoff and sediment are not significantly different from the 
observed values at the 5% level. 
A major limitation of the model is the assumption of normality for 
solar radiation since solar radiation has been shown to be generally non-
normally distributed (Graham et al., 1988; Amato et al., 1989). Overall, the 
model provides a parsimonious method of accounting for the means and 
standard deviations of daily precipitation amount, air temperature, and 
solar radiation explicitly . In addition, the proposed link between a 
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Geographic Information System (GIS) and a climatic database represents 
an innovative concept for stochastic weather modelling. 
3 SOME GENERAL COMMENTS ON EXISTING MODELS IN 
RELATION TO THE OBJECTIVES OF TlllS DISSERTATION 
3.1 The use of data 
A common feature that has emerged from the above review is that models 
are invariably developed and tested using only data from a single or a few 
stations , with the exception of WGEN and CLIGEN. Even in the latter 
cases, most of the stations were chosen from temperate locations . 
The importance of generic models has been mentioned in Chapter 1. 
In order to develop widely applicable generic weather models, it is desirable 
to develop a database which incorporates data from stations representing 
different climates zones . Hence, one of the objectives of this study is to 
assemble a weather dataset from different tropical and temperate locations 
in Australia (Chapter 4). 
3.2 Model structure 
With regard to model structure , the above survey has shown that the 
stochastic simulation of weather sequences is characterized by a 
multiplicity of approaches , each with differing problems and degree of 
success . Nevertheless, a common characteristic of the models is that 
precipitation is always simulated independently, and temperature and solar 
radiation are then conditioned on whether rainfall has occurred . 
In order to simulate the weather realistically , a stochastic model 
must preserve ( 1) the distributional characteristics (i.e . the probability 
function ) of each weather variable, (2) the dependence structure of each 
variable , and finally (3) the interrelationships amongst the different 
variables . 
The foregoing review has shown that preserving all three properties 
of the observed series is difficult, and remains to be solved satisfactorily 
without compromising on parsimony. One reason for this difficulty is that 
current techniques of preserving the autocorrelation and cross correlation 
... 
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structures commonly assume normality. On the other hand, as has been 
pointed out in the review, some weather variables (such as rainfall, cloud 
cover and solar radiation) are frequently non-normal , and the use of non-
normal marginal distributions are tractable only under restrictive 
·conditions (Lawrance, 1981). 
In Chapter 3, a new class of stochastic model is proposed which 
configures the various variables to better reflect their physical linkages. 
Such a configuration should make it easier to describe cross correlations 
and autocorrelations more directly and parsimoniously. 
The first step in developing this new class of stochastic weather 
models is to construct a viable stochastic model of daily cloud duration. The 
daily cloud duration model developed in this study (Chapter 6) preserves 
both the probability distribution and the dependence structure in a 
parsimonious manner. 
3.3 Model validation 
Various methods have been used to test the adequacy of stochastic weather 
models. For most models, the statistics of the observed and simulated data 
are compared. The statistics used include the mean, variance, skewness, 
and range. This approach has a few disadvantages. 
Firstly, important statistics such as the mean and variance are 
usually incorporated into the model either directly as model parameter, or 
they are used to calculate the model parameters . Hence, the differences 
between the observed and simulated statistics arise from sampling 
variations due to simulation rather than model inadequacy. Due to this 
circularity of argument, good performance of the model is actually a 
foregone conclusion. 
Secondly, if only the lower moments (the mean and variance) of the 
observed and simulated data are compared and found to be in good 
agreement, their frequency distributions may still differ considerably. This 
difference may have important consequences depending on the target 
application. For example, the simulation of the growth of a particular food 
crop may be sensitive to the skewness and kurtosis of solar radiation. Of 
course, frequently the higher order moments (such as the skewness and 
kurtosis) are also compared but these higher order moments are less robust 
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with large sampling variations , making comparison is less meaningful 
(Buishand, 1977, p. 6). Indeed, Press et al. (1986, p. 457) recommended that 
the skewness and kurtosis (the third and fourth moments respectively) be 
used with caution or, better yet, not at all. 
For these reasons , the validation results of current stochastic 
weather models were not reviewed in detail. This study adopted a different 
approach to model validation. Statistical goodness of fit tests were 
employed to assess the differences between the frequency distribution of the 
observed and simulated data . (The details are given in later chapters. ) If 
the two distributions are in close agreement, it follows that the moments of 
the respective distributions (such as the mean, variance and skewness) will 
also be similar. 
Besides preserving the frequency distribution of a weather variable, a 
stochastic weather model must also preserve the dependence structure of 
each variable in order to simulate the weather realistically. This is 
important since weather variables are ordered in time and their dependence 
structure may have important implications for certain applications . For 
example, in hydrological modelling, for a given amount of total rainfall, 
other things being equal , the magnitude of flooding is significantly 
influenced by the timing of the storms. In some of the stochastic weather 
models reviewed, no comparisons were made between the autocorrelation 
coefficients of the observed time series and those of the simulated data . 
(The use of autocorrelation analysis in stochastic weather simulation is 
discussed in detail in Chapter 6.) 
3.4 Accounting for seasonal variations 
Most stochastic models assume that the statistics of the process are time 
invariant. However, weather statistics are periodic, showing a strong 
dependence on the phase of the annual cycle. To account for this 
seasonality, model parameters, as the above review has shown, are typically 
computed for each short time interval of the year, such as a month or a 
quarter. 
In the models reviewed, parameters are commonly computed on a 
monthly basis. The choice of the length of interval is influenced by two 
considerations. On the one hand, there is the need for each time period to 
be sufficiently short so that the process for each time period can be assumed 
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to be approximately stationary. On the other hand, the period should be 
sufficiently long to include enough data points for model calibration. The 
use of monthly time intervals appears to be a reasonable compromise 
between these two conflicting goals. 
An alternative approach is to employ fixed length periods, such as 
using thirteen 28-day periods, for each year. The use of monthly intervals 
is however highly recommended for one important reason. Frequently in 
environmental management, there is a need to simulate weather sequences 
for sites without historical daily data . As Geng (1986) and Geng and 
Auburn (1987) has shown, it is possible to estimate model parameters from 
more widely available climatic summaries . Such statistics are frequently 
tabulated on a monthly basis (see for example Muller, 1982). 
In some models , periodic functions such as Fourier series are also 
employed to smooth the seasonal variation in the observed statistics or 
model parameters. This is however not always helpful. In the case of the 
WGEN model (Richardson, 1981), as previously noted , the deviations 
between the simulated and recorded values were thought to arise from the 
use of a single sine curve fit to the temperature and solar radiation means 
and standard deviations. This problem has since been overcome by the use 
of Fourier series with additional higher harmonics (Balas , 1989). 
Hutchinson (1990a) argues for the use of periodic smoothing splines using 
objective methods. This method can be particularly helpful for calibrating 
ill-posed models, or when highly variable sample statistics are used. 
This study emphasizes tbe use of stable statistics and well-posed 
models . (The concept of well-posedness is discussed further in Chapter 3. ) 
The parameters in the models presented here are computed on a monthly 
basis straightforwardly without the use of any smoothing procedure. In 
addition, some statistics were computed for the entire data as they were 
found to be effectively constant throughout the year. 
4 MODELLING RAINFALL 
It may be noted, from the review in Section 2, that the techniques adopted 
to simulate rainfall in the integrated weather models have lagged behind 
those employed in models which simulate rainfall solely. As explained in 
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Chapter 1, rainfall modelling is beyond the scope of this research. Hence, 
only a brief description is given here . Excellent if somewhat dated reviews 
on rainfall modelling may be found in Suzuki (1980), Waymire and Gupta 
(1981), and Stern and Coe (1984). 
All existing stochastic weather models employ the use of Markov 
chains to model rainfall occurrence. There are inadequacies in this 
approach, the lack of parsimony being an important shortcoming (see for 
example Katz , 1979). Furthermore , as shown in Hutchinson (1990a), the 
transition probabilites of a wet day following a wet day may have large 
standard errors for some locations . Overall, it should be pointed out that 
rainfall modelling has progressed considerably beyond the Markov chain 
approach . The details on progress in rainfall modelling can be found in the 
special section on rainfall fields in the Journal of Geophysical Research , 
Volume 92 (D8), 1987, and also in Hutchinson (1990b). 
5 MODELLING MINIMUM AND MAXIMUM AIR 
TEMPERATURE 
Modelling minimum and maximum daily temperatures , and the 
relationship beween them is easier than modelling rainfall or solar 
radiation. 
With regard to the probability distribution , minimum and maximum 
temperatures are generally well approximated by the normal distribution 
(Jones, 1972; Bruhn et al. , 1980; Mearns, 1984; Amato, 1989). This allows 
the use of standard techniques in stochastic modelling which frequently 
assume that variables are distributed normally. 
With reference to the dependence structure of air temperature, 
Richardson (1982), using data from 31 stations in the United States, has 
found a number of characteristics which should make modelling relatively 
simple . He found that for both minimum and maximum air temperature 
that: 
• the dependence structure is accurately modelled by a first-order 
autoregressive process, 
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• the seasonal variation of dependence characteristics is relatively 
small, and hence autocorrelation coefficients can be simply computed for the 
year as whole, 
• the dependence characteristics do not vary very much spatially, 
:making it possible to use spatially averaged values in the absence of site 
specific data, as in the model of Richardson and Wright (1984), 
• the lag zero cross correlation between the two variables is strong 
throughout the year, but does not vary significantly from season to season 
so that it is reasonable to compute the coefficients for the year as a whole, 
and 
• the lag zero cross correlation between the two variables exhibits a 
regional trend that is related to latitude, making it possible to interpolate 
values spatially in the absence of site specific data. 
Modelling the cross correlation between air temperature and the 
other weather variables such as rainfall, cloudiness and solar radiation is 
however not so straightforward. Existing stochastic weather models 
condition temperature on rainfall occurrence . The inadequacy of this 
approach has been raised by Hutchinson (1988) and Chia (1990). This issue 
is explored in detail in Chapter 3. The chapter also presents a new 
structure for stochastic models proposed by the author which is aimed at 
addressing this inadequacy. 
6 MODELLING SOLAR RADIATION 
As in the case of rainfall modelling, the methods adopted to simulate solar 
radiation in the integratecl weather models have lagged behind new ones 
employed in models which simulates solar radiation as a single variable . 
The autoregressive process in the models of Nicks and Harp (1980) 
and Richardson (1981) provides a parsimonious and elegant method of 
accounting for the first lag autocorrelation explicitly. This scheme is quite 
adequate in accounting for the dependence properties of daily solar 
radiation since studies have indicated that usually only the first lag partial 
autocorrelation coefficient is significant. These studies include those of 
Richardson (1982) for 31 stations in the United States, Graham et al. (1988) 
for 3 high latitude locations in Canada, Aguiar et al. (1988) for Lisbon, a 
mid-latitude station, and Amato et al. (1989) for 5 stations in Italy. Gordon 
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and Reddy (1988), using data from 13 locations spanning both tropical and 
temperate climates, did find that the second lag partial autocorrelation 
coefficients are statistically significant in some cases but none exceeds ±0.2 
in magnitude . 
The use of an autoregressive process to model the dependence 
structure of solar radiation however distorts the probability distribution 
because it assumes a normal distribution which has been found to be 
inapplicable to daily solar radiation (Graham et al. , 1988; Amato et al. , 
1989). This problem has not been addressed by existing integrated weather 
models, but there has been attempts to solve this problem in models which 
simulate daily solar radiation only. In the models of Graham et al. (1988) 
and Gordon and Reddy (1988), solar radiation values are first normalized 
using a Gaussian mapping, and then modelled by an autoregressive process . 
The use of Gaussian mapping requires an appropriate probability 
distribution model for daily solar radiation. A brief review of the research 
on the probability distribution of daily solar radiation , as well as the 
problems encountered, is given below. 
One of the early attempts to characterize the probability distribution 
of daily solar radiation is that of Liu and Jordan (1960) who produced a set 
of nomograms for estimating the cumulative distribution of the clearness 
index. Bendt et al. (1981) and Hollands and Huget (1983) subsequently 
developed analytical expressions for these empirical distribution functions . 
The Liu and Jordan (1960) study was based on data from 27 stations 
m North America , with latitudes ranging from 190N to 55°N . The 
applicability of their distributions to other areas has been disputed in 
subsequent studies. Using data from six Australian locations, Kalma (1970) 
found the distributions provide a poor fit to observed data in some cases and 
he derived another set of nomograms for the Australian locations. Saunier 
et al. (1987) found that the Liu-Jordan distributions are inapplicable to 
tropical locations . Data from four locations with latitudes ranging from 
130N to 230N were used . They developed a distribution function for the 
clearness index which were found to provide fairly good fit to both tropical 
and temperate locations, but no formal statistical tests were employed to 
evaluate the goodness of fit. 
The distribution functions developed by Bendt et al. (1981), Hollands 
and Huget (1983 ), and Saunier et al. (1987) are beset with a common 
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problem. All three methods require the maximum value of the clearness 
index as an input parameter, and as pointed out by Gordon and Reddy 
(1988), this parameter is either somewhat arbitrarily estimated or assumed 
erroneously to be an universal constant. To circumvent this problem, 
Gordon and Reddy (1988) developed another probability distribution for the 
clearness index that can be fitted given only the mean and variance. They 
used data from 13 stations in both tropical and temperate locations to test 
the goodness of fit. The chi-square goodness of fit tests indicated that at the 
5% level, 80% of the empirical distribution functions are statistically 
indistinguishable from the theoretical. 
The distribution developed by Gordon and Reddy (1988), however, 
like the others reviewed earlier, is not a standard distribution . In 
comparison with standard distributions (such as the normal distribution), 
methods for computing percentage points, evaluating the inverse 
distribution function , or generating random variates need to be specially 
developed . Furthermore , while the one of the parameters of the 
distribution, the mean of the clearness index, can be readily obtained from 
climatic tables, the variance of the clearness index is rarely if ever tabulated 
and so needs to be calculated from the recorded data. Lastly, Gordon and 
Reddy (1988) showed that the variance of the clearness index cannot be 
easily estimated from the mean of the clearness index. 
There is another major problem with existing approaches to 
modelling solar radiation. To calibrate such models , recorded solar 
radiation data are required . However, in comparison with other variables 
such as rainfall, solar radiation valuen are not so widely available. This 
research project provid~s an alternative method of simulating solar 
radiation values by using sunshine duration data as a surrogate. Sunshine 
duration measurements are available for many more locations worldwide 
than are solar radiation data. In this approach, cloud duration values 
(easily computed from sunshine duration values) are first generated using a 
cloud duration model. The simulated sunshine duration values are then 
converted into solar radiation values through the widely used Angstrom-
Prescott equation. 
Using this approach, as will be shown in Chapter 5, it possible to 
model the probability distribution of cloud duration given only the mean 
cloud duration, a statistic widely tabulated for many locations around the 
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world. In contrast, as has been pointed out earlier, an adequate description 
of the probability distribution of solar radiation requires knowledge of both 
the mean and variance (Gordon and Reddy, 1988). It may also be noted 
that the distribution of cloud duration is analytically more tractable as the 
upper and lower bounds of the distribution for any location are known, since 
all observed values must lie in the closed interval [O, 1). 
7 CONCLUSION 
This review has shown that there are unresolved issues and unanswered 
questions requiring further investigation. In particular, there is a need to 
• develop a database comprising daily data from both temperate and 
tropical locations in Australia, 
• explore different configurations of model structure and other 
methodological issues, 
• develop a stochastic model of cloud duration, and 
• investigate the conversion of cloud duration. to solar radiation using 
the Angstrom-Prescott equation. 
The above research topics form the objectives of this dissertation 
project, and are reported in the following chapters. 
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1 OVERVIEW 
This chapter examines some fundamental questions in the stochastic 
modelling of daily weather sequences at a single site. As noted in the last 
chapter, these questions have not been previously raised in the literature. 
This theoretical investigation led the author to propose a new class of 
stochastic daily weather models based on cloud duration (Section 4.2). The 
first step in developing such models is the construction of a viable stochastic 
model of daily cloud duration. This is the subject of Chapters 5 and 6. 
This chapter also describes the methodological guidelines used in the 
development of the models in this research. Five major questions are raised 
in this chapter. They are: 
• What are the desirable features of a stochastic weather model? 
(Section 3) 
• Should the potential global warming influence model formulation? A 
related question raised is: How can stochastic models be used for CIS 
(Climate Impact Studies) of global warming? (Section 3) 
• How should the various sub-components of a weather model (that is 
the rainfall, minimum temperature, maximum temperature , solar radiation 
and other sub-components) be configured? This issue is discussed in the 
context of the salient features of the structure of current stochastic models . 
Related to this question is: Should exogenous weather variables be included 
in stochastic weather models? (Section 4) 
• Are continuous time models compatible with discrete time data? 
(Section 5) 
2 DESIRABLE FEATURES OF A STOCHASTIC WEATHER 
MODEL 
Desirable properties of a 'good' model include: 
a. goodness of fit 
b. mathematical tractability 
c. computational support 
d. parsimony of parameters 
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e. well-posedness 
f. transparency 
g. modularity 
h , physically meaningful parameters 
1. genericity 
J. calibratiorr using widely available climatic indices. 
The first three items are fairly self-evident and will not be elaborated 
upon. The other items are explained below. 
Parsimony refers to the principle of developing a model with the 
minimum number of parameters to adequately fit the data (Cryer, 1986, p. 
4 ). 
Parsimony is especially relevant to stochastic weather modelling. It 
is often necessary to generate weather sequences for sites without any 
recorded data. This may be done either by interpolating model parameters 
spatially or by estimating model parameters from widely available climatic 
indices and spatially causal factors such as latitude. Both methods are more 
easily accomplished with a parsimonious model as parameters of 
parsimonious models are generally more stable, and often have more 
straightforward physical interpretation (Katz and Skaggs, 1981). 
The importance of parsimony may be illustrated with examples from 
rainfall modelling. With reference to the use of Markov chain, Katz (1979) 
noted that nearly any stationary time series can be adequately fitted with a 
Markov chain given a high enough order and a high number of states. In a 
similar vein, Revfeim (1982, p. 1942) pointed out poignantly that 'the search 
for ever more generalized and complex pdf s [probability density functions] 
which seem to fit better is as endless as it is unenlightening. The 
alternative approach is to derive a pdf generated by some plausible (if 
idealized) mechanism underlying a phenomena. This should be applicable 
in all locations where the assumed mechanism is approximately obeyed.' 
The attribute of well-posedness will now be discussed . In 
formulating a stochastic weather model, one is interested in making 
inferences about the weather system based on incomplete knowledge . Such 
inverse problems can often be ill-posed (O'Sullivan, 1986). Ill-posedness, a 
concept usually attributed to Hadamard (1923, cited in Tikhonov and 
Arsenin, 1977) refers mainly to the unacceptably high sensitivity of the 
Some Fundamental Questions in the Stochastic Modelling of Daily Weather Sequences 39 
model solution to small perturbations in the data. Such instability is all the 
more serious here as archival meteorological data are typically noisy. 
Hence, a well-posed model that is error tolerant is highly desirable . If an ill-
posed model is used, robust calibration procedures are of some assistance. 
Transparency is a term introduced by this author to describe the 
ease of testing the assumptions of a model using only daily data (or monthly 
data in the case of a monthly model). An important paradigm of stochastic 
rainfall modelling in recent years is the continuous time approach (see for 
example, Rodriguez-Iturbe et al., 1987; Foufoula-Georgiou and Guttorp, 
1987; Entekhabi et al. , 1989; Islam et a.l., 1990; Hutchinson, 1990). These 
models impose assumptions on the probability distribution of the duration of 
weather states that can only be verified using data considerably shorter 
than a day. These assumptions can of course be tested using short time 
interval data . However, this is a serious drawback in simulations involving 
global warming since if only daily data are available from a GCM (General 
Circulation Model), and these are used to calibrate the stochastic model , 
then one has to assume that the probability distribution applicable to 
weather variables over short time intervals for the present climate have not 
changed with global warming. This is not very satisfactory for , as argued by 
Mearns et al. (1984), the evidence presented by Bryson (1966) suggests that 
the probability distribution of weather variables change with changing 
climate. On the other hand, Hutchinson (personal communication, 1990) 
argues that since the shorter time duration properties are more closely 
related to basic processes, such as the formation of precipitation from 
clouds, these basic processes may not change greatly with climate change. 
Modularity refers to the ease with which a sub-component of the 
weather model may be used as a stand-alone unit. For example, in a 
number of applications , simulation of solar radiation only is required. 
Particular mention is made of solar radiation because solar energy 
technology, and hence the potential use of stochastic solar radiation models 
in the design of PV (photovoltaic) systems, is likely to become increasingly 
important. A recent assessment pointed out that 'advances in the next two 
decades should make it possible for photovoltaics to become one of the 
world's preferred technologies for generating electrical energy' (Hubbard, 
1989). 
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A model should also preferably have physically meaningful 
parameters, or parameters which can be related to the physical 
characteristics of a particular climatic region. When stochastic weather 
rpodels are used to evaluate the impact of global warming on regional 
hydrology, ecology or agriculture, various scenarios associated with climate 
change are usually to be explored. This may be carried out by perturbing 
the physically related parameters to reflect long term climatic variation. 
This is discussed further in Section 3.1. 
Genericity refers to the applicability of a model across a wide range 
of climatic zones . A generic model is especially useful in the context of 
evaluating the impact of global warming since zonal shifts in the climate 
belts are clearly expected. 
Finally, a model that can be calibrated using widely available 
climatic indices , such as monthly means, is very useful. There are many 
locations without site-specific daily data for which a synthetic weather time 
series is needed for hydrological or ecological studies. 
3 GLOBAL WARMING AND STOCHASTIC WEATHER 
MODELLING 
Existing stochastic weather models were not designed explicitly for the 
purpose of evaluating the impact of global warming on regional hydrology, 
ecology and agriculture. This section explains how stochastic weather 
models can be used for assessing the impact of global warming on regional 
hydrology and agriculture . . 
With the increasing concentrations of some trace gases in the 
troposphere (notably CO2, CH4 ,N2O, CFCs and 03), the first half of the 
next century may see a rise of global mean temperature which exceeds that 
ever experienced in human history (Table 3-1). The magnitude of warming 
is estimated at between 1.5 to 4.5 °C by the 2030's (Bolin, et al. , 1986; 
Schneider, 1990). 
Global warming has sometimes been referred to as the Greenhouse 
Effect. However, this term is not used here for the following reason . The 
Greenhouse Effect refers to 'the heating of the atmosphere by virtue of the 
fact that short wavelength radiation is transmitted rather freely through 
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the atmosphere and infrared radiation from the earth is more readily 
absorbed ' (Battan, p. 286). It is actually a misnomer since it has now been 
shown that greenhouses are warm for different reasons. The enclosed 
greenhouse is warm principally because the glass restricts convection of the 
air inside (Lutgens and Tarbuck, 1986, p . 45 ) and hence the analogy is 
misleading. Nevertheless, the term is now ubiquitous. 
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TABLE 3-1. Atmospheric trace gases that contribute to global warming. 
(Adapted from Graedel and Crutzen, 1989, p . 32 and Office for 
Interdisciplinary Earth Studies, 1990b, pp. 10-11.) 
Gas Major anthropogenic Present Relative 
sources annual rate contribution to 
of increase global warming 
Carbon dioxide Fossil fuel 0.5% 60% 
CO2 . combustion; 
deforestation 
Methane Rice fields ; 0.9% 15% 
CH4 cattle; 
fossil fuel 
combustion; 
biomass burning 
Nitrous oxide Fertilizer; 0.3% 5% 
N2O deforestation; 
biomass burning 
Chloroflurocarbons Refrigerants; 4% 12% 
CFCs aerosol sprays; 
foams 
Tropospheric ozone Hydrocarbons; 0.5-2.0% 8% 
03 biomass burning (Northern 
Hemisphere 
data) 
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There is now fairly widespread consensus of opinion among 
atmospheric scientists concerning global warming. For example, the AMS 
(American Meteorological Society) Council and the UCAR (University 
Corporation for Atmospheric Research) Board of Trustees has stated that 
'there is widespread agreement among atmospheric scientists that over the 
next 50 years - easily within the lifetime of today's schoolchildren - we will 
witness an accelerating change in climate of a magnitude greater than ever 
experienced since the beginning of human civilization' (AMS Council and 
the UCAR Board of Trustees, 1988, p. 1436). 
Furthermore, as Pittock (1987, p. 42) has poignantly emphasized, 'in 
general , a shift in the average value toward one extreme would lead to a 
disproportionate increase in the frequency of occurence of what were classed 
as extremes in that direction, and to a large decrease in the frequency of 
extremes at the other end of the distribution. Thus the recurrence interval 
for various extreme events might change markedly for relatively small 
changes in the mean.' In a similar vein, Gleick (1987, p. 139), summarizing 
pioneering research into the effect of climatic change on regional hydrology, 
notes that 'these early works provided the first tentative evidence that 
relatively small chages in regional precipitation and evapotranspiration 
patterns might result in large changes in regional water availability.' 
For effective policy recommendations, there is an urgent need for 
climate predictions at the regional level. However, the prediction of weather 
sequences at the local and regional level from state-of-the-art GCMs are not 
yet reliable (Schneider, 1989). Although progress is being made (see for 
example, Wilson and Mitchell, 1987; Hunt and Gordon, 1989), it could well 
take at least a decade (Schneider, 1990). In the meantime, stochastic 
weather models can be used to provide the more detailed input 
requirements of regional hydrological and agro-ecological simulation models . 
Furthermore, when more reliable daily weather sequences at the local and 
regional resolution can be obtained from GCMs in the future , the 
deterministic sequence can be used to calibrate stochastic models for 
characterization of predictive uncertainty, as well as the evaluation of 
extreme events. 
3.1 Examples 
Two studies have been carried out. Mearns et al. (1984) used a stochastic 
temperature model and Nathan et al. (1988) employed a stochastic rainfall 
model to examine the impact of global warming. 
Mearns et al. (1984) used a first-order autoregressive process to 
characterize daily maximum air temperature . They use the model to 
investigate changes in the probabilities of extreme high-temperature events 
arising from changes in mean air temperatures, such as those expected with 
global warming. The parameters of the temperature model were assigned 
values which reflect possible changes in the climate, and simulation is then 
carried out. This method of using stochastic weather models for CIS 
(Climate Impact Studies) will be referred to as the parameter perturbation 
method . 
Nathan et al. (1988) used what may be called the data perturbation 
method. The current daily rainfall records were altered to reflect possible 
changes with global warming. The altered data were then used to calibrate 
a stochastic daily rainfall model. The model was then used to generate daily 
rainfall data of 1000 years' duration. 
The parameter perturbation method is preferable, in the author's 
opinion, over the data perturbation method as it bypasses the need to alter 
voluminous quantity of meteorological data. The parameter perturbation 
method however requires a stochastic model with physically meaningful 
parameters, or parameters which bear some clear relationship with climatic 
factors , so that the parameters can be easily assigned values reflecting 
possible climate changes. 
The concept of a 'transparent' model was presented in an earlier 
section . It is reiterated here that because the probability distribution of 
weather variables can be expected to change with global warming, 
'transparency' is therefore an important consideration in model formulation . 
I 
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4 SALIENT FEATURES OF THE STRUCTURE OF CURRENT 
STOCHASTIC WEATHER MODELS 
In order to simulate the weather realistically , a stochastic model must 
preserve (1) the probability distribution of each weather variable, (2) the 
dependence structure of each variable , and finally (3) the interrelationships 
amongst the different variables. 
It is a difficult task to achieve all of the above. Ideally, it is useful to 
employ a general class of stochastic models which is parsimonious in 
parameters. Standard time series methodology, such as the well-known Box-
Jenkins approach (Box and Jenkins, 1976), is able to explicitly address the 
dependence structure of a stochastic process parsimoniously but entails the 
Gaussian assumption, which is frequently inapplicable for meteorological 
variables . The use of non-normal marginal distributions are tractable only 
under restrictive conditions (Lawrance , 1981). Furthermore , weather 
modelling involves multivariate series, and this is especially difficult due to 
the possible presence of feedback between series, as well as the presence of 
autocorrelation within each series. 
On theoretical grounds then, it is not surpnsmg that current 
stochastic weather models adopt a conditional distribution approach, with 
rainfall chosen as the base variable upon which the temperature and solar 
radiation series are conditioned . This approach reduces the problem of 
generating a p-dimensional random vector into a series of p univariate 
generation problems (Johnson, 1987, p. 43). 
The structure of existing models, except that developed by Edelsten 
(1976), is illustrated schematically in Figure 3-1. Rainfall amount and 
occurrence is simulated independent of the other variables. Air temperature 
and solar radiation values are then conditioned on rainfall occurrence on the 
current day or previous day, or both. 
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FIGURE 3-1. Schematic diagram illustrating the structure of current 
stochastic models . (Modified after Nicks and Harp, 1980, p. 6.) 
Generate 
cloud 
duration 
Yes Compute 
rainfall 
amount 
Compute maximum, minimum 
air temperature and solar 
radiation 
FIGURE 3-2. Schematic diagram illustrating the structure of cloud-based 
stochastic weather models as proposed by the author. 
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In the model developed by Edelsten (1976), rainfall occurrence and 
temperature states are modelled jointly using a Markov chain, but this 
approach has been found problematic (Edelsten, 1976; Hutchinson, 1987). 
4.1 Choice of base variable 
The above review leads to the formulation of an important question . Is 
rainfall the best choice for a base variable? How should the various sub-
components of the weather variable be configured? 
The choice of rainfall as a base variable is advantageous from the 
viewpoint that the stochastic modelling of rainfall alone has been the 
subject of much study (see for example, review articles by Suzuki, 1980; 
Waymire and Gupta, 1981 and Stern and Coe, 1984). Many models have 
been formulated and tested . Any one of these models can be adopted a s the 
rainfall component of a stochastic weather model. 
Conditioning air temperature and solar radiation on rainfall is 
predicated on the fact that clouds are present on rainy days , and that cloud 
cover modulate the radiation budget of the atmosphere , playing a key role in 
absorbing infrared (terrestrial) radiation, as well as reflecting and absorbing 
solar radiation. However, even in the absence of rain, clouds still modulate 
solar radiation and air temperature . Indeed, in a study covering the central 
North America region, Schulz and Samson (1 988) found that 
nonprecipitating low clouds are on average three times more frequent than 
precipitating low clouds. Thus, as pointed out by Hutchinson (1988, p. 390), 
the dependence of temperature and solar n .. diation on precipitation 
occurrence may be quite weak, and also location specific. 
4.2 A cloud-based stochastic model 
Based on the above arguments, the author proposed a new class of 
stochastic weather models in which fractional cloud duration is the base 
variable , and upon which temperature is conditioned . The approach is 
depicted in Figure 3-2. 
This is also more direct and process-oriented . Precipitation is a 
consequence and not a cause of cloud formation , and it is thus more natural 
to condition precipitation occurrence on cloudiness. Indeed, establishing a 
relationship between cloud cover and rainfall may differentiate between 
... 
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convective and stratiform precipitation. Such a distinction is highly 
desirable in a generic weather model because these are two major classes of 
precipitation, and they reflect the different weather regimes in different 
seasons and latitudes . 
A complete cloud-based stochastic weather model needs four sub-
components: 
• a cloud duration model, 
• a solar radiation sub-model which simulates solar radiation using 
cloud duration values, 
• a temperature sub-model that simulates minimum and maximum 
daily air temperature conditioned on cloud duration, and 
• a rainfall sub-model that simulates rainfall occurrence and amount 
conditioned on cloud duration. 
A stochastic model of daily cloud duration is described in Chapter 6. 
Chapter 7 documents the generation of daily solar radiation using fractional 
cloud duration. The third sub-component, that of relating daily maximum 
and minimum temperature to daily fractional cloud duration is the focus of 
a concurrent Ph.D. research undertaken at Griffith University, Australia. 
Some of the results are presented by Guenni et al. (1990a and 1990b). The 
last sub-component is not pursued further in this work because, as 
, explained in Chapter 1, it is a major research task in its own right. 
4.3 Cloud duration as a measure of cloudiness 
For a cloud-based stochastic model, fractional cloud duration or cloud cover 
can be used as a measure of cloudiness. Fractional cloud duration is chosen 
in this research as a measure of cloudiness over cloud cover because of the 
several advantages enumerated below. 
Firstly, studies have shown that solar radiation can be more reliably 
estimated from sunshine duration (and hence fractional cloud duration) 
than from cloud cover. Frequently, in plant growth modelling, it is solar 
radiation values rather than cloud duration or sunshine duration values 
that are required . However, sunshine duration measurements are available 
for many more locations worldwide than are solar radiation measurements, 
and have been used to estimate solar radiation through the Angstrom-
Prescott equation (Martinez-Lozano et al., 1984) or other methods (Davies 
and McKay, 1989). Like sunshine duration data, cloud cover observations 
I' 
Some Fundamental Questions in the Stochastic Modelling of Daily Weather Sequences 49 
are more widely available than solar radiation (Iqbal, 1983, p. 238), but the 
correlations between daily solar radiation and daily cloud cover are typically 
poor (Lund, 1968; Noris , 1968; Bennett, 1969; Iqbal, 1983). 
Secondly, summary statistics for sunshine duration data exist for 
many stations across the world (for example Muller, 1982), and may be used 
to estimate some model parameters of the cloud duration model in the 
absence of site-specific historical records. 
Thirdly, fractional cloud duration is measured on an interval scale 
while cloud cover is measured on an ordinal scale (in eighths (oktas) or 
tenths of sky cover, typically at 3 hourly intervals). The interval scale is 
generally more convenient for statistical analysis . 
Fourthly , Hoyt (1977) provided evidence that ground-based 
observations of cloud cover suffers from systematic overestimation and 
demonstrated that fractional cloud duration data are more congruent with 
satellite and aircraft observations. Fractional cloud duration data are 
generally less than the ground-based cloud cover observations by about 13%, 
but agree well with results obtained from satellite observations . He 
attributed the systematic overestimation by ground-based observers to 
projection problems where the sides of cloud are viewed and contribute to 
the perceived cloud cover. The data employed included monthly means of 
percent of possible sunshine and ground-based cloud cover observations 
from 72 stations in the United States, as well as photographic satellite 
observation and simultaneous ground-based observations at 29 locations in 
Europe and the North Atlantic. The overestimation bias of ground-based 
observations is further supported by Hay (1979) using data from five 
locations in Canada. 
Fifthly, Ingram (1989) has pointed out that although cloud cover is 
widely used, it is not physically well-defined. He suggested that the most 
meaningful quantities to compare between models or observations or both 
are the actual radiative fluxes or the net cloud radiative forcing . In this 
respect, sunshine duration (and hence fractional cloud duration) is defined 
in a more physically meaningful way than cloud cover. Sunshine duration 
has been defined since 1981 by the World Meteorological Organization as 
the period of the day during which a threshold of 120 W ms-2 is exceeded, 
using a standard pyrheliometer pointed at the solar disk (Iqbal, 1983). In 
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practice however the commonly used Cambell-Stokes Sunshine Recorder has 
a recording threshold that varies with atmospheric humidity. 
There is however that a disadvantage of using cloud duration as a 
measure of cloudiness when it comes to establishing the relationship 
between cloudiness and air temperature, and between cloudiness and 
rainfall. As defined above, fractional cloud duration pertains only to the day 
time sky. Since day time cloudiness can differ from night-time cloudiness, it 
ignores the diurnal oscillation in cloudiness . 
4.4 Exogenous variables 
Finally, it may be asked whether exogenous weather variables should be 
included in stochastic weather models . An 'exogenous variable ', in the usage 
here , refers to a variable that is not simulated by the model. Incorporating 
such a variable into the model may make it much easier to model the 
variables of direct interest (i.e. the endogenous variables ). 
Surface air pressure is an important candidate as it leads to a more 
event-oriented modelling of frontogesis and changes in air masses, which 
directly influences temperature and cloud cover (see for example, Australian 
Bureau of Meteorology, 1981, 1982; Pike, 1987). Unfortunately, surface 
pressure alone does not always correlate well with rainfall. For example, a 
low pressure system may not bring rain if there is dry warm air aloft, while 
rain can fall over a high pressure system due to warm moist air in the upper 
atmosphere . In addition, barometric tendency generally does not provide 
very much information on weather systems in the tropics and hence, surface 
air pressure will not serve well as a forcing variable in generic weather 
models. 
5 COMPATIBILITY OF CONTINUOUS TIME MODELS WITH 
DISCRETE TIME DATA 
The most important current paradigm of rainfall modelling is the 
continuous time approach. This approach is mathematically elegant 
because it addresses directly the event-based nature of weather phenomena. 
Furthermore, it is an effective method of achieving significant economy in 
the parameterization of stochastic weather models (see for example, Madsen 
et al., 1985). 
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It may then be asked whether this approach should also be adopted 
for the stochastic modelling of daily weather. The author is not in favour of 
this approach. Three major problems are elucidated below. 
Firstly, the diurnality of cloud and rainfall occurrence 1s well 
documented for different locations worldwide, and especially in the tropics 
(see for example, Brier and Simpson, 1969; Browner et al. , 1977; Ackerman 
and Cox, 1981; Minnis and Harrison, 1984). For continuous time models, 
special procedures need to be incorporated into the model structure to 
account for diurnality, such as the insertion of a cyclic structure in the rate 
of storm arrivals as suggested by Entekhabi et al. (1989 ). Such 
enhancements result in added complexity and a less parsimonious model. 
In contrast, discrete time models do not partition a day into smaller 
intervals and this problem does not arise . 
Secondly, the interarrival time of cloud and rain occurrence is in 
many locations frequently less than than a day. Hence, the temporal 
resolution of the daily weather data is of a different order of magnitude 
compared with the duration of the actual processes . This precludes a true 
process-oriented and event-based approach . Guttorp (1 986, p . 902) 
explained that 'if the interval of observation is much larger than the average 
interevent time, there will almost always be a point in each interval. Hence 
we have very little information about the underlying process .' 
Thirdly, continuous time models impose assumptions concerning the 
probability distribution of the duration of weather states in continuous time. 
These assumptions can only be verified using data considerably shorter than 
a day. Hence, they do not satisfy the criterion of transparency discussed 
earlier. 
6 CONCLUSION 
This chapter has discussed a number of questions regarding the current 
paradigm in stochastic weather modelling. Important features and 
principles of a cloud-based approach to the stochastic modelling of daily 
weather sequences are presented. In the final analysis , a balance has to be 
achieved between sometimes conflicting objectives. The most important 
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objectives are computational tractability, a process-oriented formulation, 
and the practical requirements of the model user. 
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1 OVERVIEW 
AUSSET is an integrated data set comprising daily records of rainfall, 
minimum temperature, maximum temperature, solar radiation, and 
sunshine duration for eleven major weather stations operated by the 
Australian Bureau of Meteorology. Each station has at least 10 years of 
records of the weather elements mentioned earlier. In seven of these 
stations, daily global solar radiation records are included. 
In terms of data from general-purpose meteorological stations, the 
quality of the data set is good and is therefore suitable for the analysis 
carried out in this research. A considerable amount of effort has gone into 
editing and data checking. This is worthwhile because model development 
should duly take into account the quality and characteristics of the data. 
For example, working with daily pan evaporation data from eight sites 
across eastern Australia, Robinson (1988, p. 24) has demonstrated that 'the 
data contains some significant errors associated with the design and 
operation of Class A pan equipment', making the raw data inappropriate for 
certain standard statistical analysis. 
This data set has also been examined for data homogeneity. Many 
· techniques of data analysis, including those employed in the present 
research, assume that the data for each station are homogeneous . Data 
homogeneity is a concept employed in statistical climatology. In a 
homogeneous data set, the data elements come from the same population, 
and the means and higher order moments are stationary with time. In 
practice, two common causes of data inhomogeneity are changes in the 
method of observation and climate change, including the effects of urban 
growth . 
With regard to the method of observation and changes in station 
location, no serious irregularity has occurred with the exception of 
temperature data . With respect to the temperature data, any data analysis 
and interpretation of results should duly take into account the changes in 
observation method . 
With respect to possible climate change, the annual time series of 
rainfall, sunshine duration, and solar radiation are examined for possible 
trends , with formal statistical tests performed in some cases. (The air 
I 
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temperature data were not examined as this research did not utilize these 
data. ) Arising from this analysis, the earlier records of two stations were 
excluded from the data set. In addition, the sunshine duration series for the 
Sydney station exhibits a statistically significant upward trend, and is 
therefore avoided in subsequent analysis . 
This data set should also be useful for research in applied 
climatology, agricultural meteorology, human biometeorology, ecology, 
hydrology, air quality , energy use , as well as long-range weather 
forecasting . As an example, Coakley et al. (1988) uses daily meteorological 
data of minimum temperature , maximum temperature and total 
precipitation in the United States to quantify the effect of climatic factors on 
plant disease severity. Moreover, the data editing algorithm developed here 
should serve as a useful conceptual template for editing daily weather 
records in general. 
2 PROCEDURES FOR COLLATING THE DATA SET 
The chosen stations represent the major climatic regimes found in Australia 
(Figure 4-1 ). With reference to the Koeppen Classification of climates 
applied to Australia (Dick, 1975), only the Cw group (Warm temperate 
climate with dry winter) is not represented . However, the Cw climate is 
only a variant of the Aw climate (Wet and dry tropics), the only major 
difference being that of slightly lower temperatures (Lutgens and Tarbuck, 
1986, p. 403). 
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BW 
Cl 0 
•s 
CLIMATIC TYPES IN AUSTRALIA 
(KOEPPEN CLASSIFICATION) 
1 Darwin 6 Oodnadatta Am Tropical monsoon 
2 Cairns 7 Perth Aw Tropical wet and dry 
3 Halls Creek 8 Sydney BS Semi-arid 
4 Al ice Springs 9 Adelaide BW Arid 
5 Brisbane 1 O Melbourne Ct Warm temperate humid 
11 Hobart Cs Warm temperate dry summer 
Cw Warm temperate dry winter 
0 600 km 
FIGURE 4-1. Map showing weather stations represented in AUSSET data 
set, in relation to the major climatic zones in Australia. (Adapted from The 
Macquarie Illustrated World Atlas, 1984, p. 163.) 
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In relation to the rest of the world, three major climate groups are not 
found in Australia, except possibly in small and isolated locales such as 
mountain peaks . These are the wet equatoriaVtropical climate (AD, the 
snow climates (Group D: Humid Continental and Subpolar), and the ice 
climates (Group E: Polar). (The codes in parenthesis refer to the Koeppen 
Classification.) 
Detailed descriptions of the climatology of the Australian region may 
be found in Gentilli (1971), Division of National Mapping (1986) and the 
Year Book Australia 1988 (Australian Bureau of Statistics, 1988, pp. 202-
252). A review of research on the climatology of Australia conducted in 
Australian and New Zealand universities from 1968 to 1987 is given in 
Gentilli (1988). 
Details of each station are given m Table 4-1 , which shows the 
AUSSET data base before the commencement of data validation. Arising 
from the investigation of data homogeneity, the periods of record for Alice 
Springs and Perth have been reduced, and the solar radiation data for 1986 
for all stations were excluded. These changes are reflected in Table 4-2 , 
which shows the final version of the AUSSET data set. The omission of 
data for 1986 is explained in Section 5.7. 
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TABLE 4-1. The AUSSET data base before commencement of data 
validation. 
Station Period of record for Period of record for Koeppen 
rainfall , temperature solar radiation Climate 
and sunshine (Station details given if Code 
different) 
1. Darwin AMO 1/1/52 - 31/12/86 1/1/69 - 31/12/86 Aw 
014015, 31 m (35 years) (18 years) 
12025'S,130o52'E 
2. Cairns AMO 1/1/74 - 31/12/86 No data Am 
031011, 3 m (13 years) 
15053·s , 145045'E 
3. Halls Creek AMO 1/1/71 - 31/12/80 1/1/71 - 31/12/80 BS 
002012, 410m (10 years) (10 years) 
13014·s , 121°4o'E 
4. Alice Springs AMO 1/1/54 - 31/12/86 1/1/69 - 31/12/86 BW 
015590, 545 m (33 years) (18 years) 
23049·s , 133054'E 
5. Brisbane RO 1/1/51 - 31/12/75 No data Cf 
040214, 38 m (25 years) 
21°23·s , 153oo2·E 
6. Oodnadatta AMO 1/1/52 - 31/12/84 1/1/70 - 31/12/84 BW 
017043, 113 m (33 years) (15 years) 
27034'S, 135027'E 
7. Perth RO 1/1/42 - 31/12/86 1/1/76 - 31/12/86 Cs 
009034, 19 m (45 years) (11 years) 
31057'S, 115052'E Perth AMO 
009021, 20m 
31055'S, 115053'E 
8. Sydney RO 1/1/55 - 31/12/86 1/1/84 - 31/12/86 Cf 
066062, 42 m (32 years) (3 years) 
33052·s , 151012'E Sydney AMO 
066037, 6 m 
35055·s , 151 ° 10'E 
9. Adelaide West Terrace 1/1/55 - 31/12/76 No data Cs 
(former Adelaide RO) (22 years) 
023000, 40 m 
34056'S, 133035'E 
h .... 
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10. Melbourne RO 
086071, 112 m 
37049'S, 144058'E 
11. Hobart RO 
094029, 55.2 m 
42053'S, 14702o'E 
1/1/55 - 31/12/67 
(13 years) 
1/1/50 - 31/12/86 
(37 years) 
AMO: Airport Meteorological 01:lice 
RO: Regional Office 
No data 
1/1/68 - 31/12/86 
(19 years) 
Hobart AMO 
094008, 4 m 
42o50'S, 147o3l'E 
Cf 
Cf 
The Koeppen classification code is obtained from the large-scale map 
prepared by Dick (1975). The station code, latitude, longitude and altitude 
of each station are obtained from the Bureau of Meteorology (1988). 
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TABLE 4-2. The final version of the AUSSET data base. 
Station Period of record for Period of record for solar Koeppen 
rainfall , temperature radiation Climate 
and sunshine (Station details given if Code 
different) 
1. Darwin AMO 1/1/52 - 31/12/86 1/1/69 - 31/12/85 Aw 
014015, 31 m (35 years) (17 years) 
12025'S,130o52'E 
2. Cairns AMO 1/1/74 - 31/12/86 No data Am 
031011, 3 m (13 years) 
16o53'8 , 145045'E 
3. Halls Creek AMO 1/1/71 - 31/12/80 1/1/71 - 31/12/80 BSh 
002012, 410m (10 years) (10 years) 
13o14·s , 127o4o'E 
4. Alice Springs AMO 1/1/66 - 31/12/86 1/1/69 - 31/12/85 BWh 
015590, 545 m (21 years) (17 years) 
23049'S, 133054'E 
5. Brisbane RO 1/1/51 - 31/12/75 No data Cfa 
, 040214, 38 m (25 years) 
27°28'8 , 153002'E 
6. Oodnadatta AMO 1/1/52 - 31/12/84 1/1/70 - 31/12/84 BWh 
017043, 113 m (33 years) (15 years) 
27034'8 , 135027'E 
7. Perth RO 1/1/57 - 31/12/86 1/1/76 - 31/12/85 Csa 
009034, 19 m (30 years) (10 years) 
31 o57'S, 115052'E Perth AMO 
009021, 20 m 
31056'8, 115053'E 
8. Sydney RO 1/1/55 - 31/12/86 1/1/84 - 31/12/85 Cfa 
066062,42m (32 years) (2 years) 
33052·s , 151 °12'E Sydney AMO 
066037, 6 m 
35056'S, 151 °1o'E 
9. Adelaide West Terrace 1/1/55 - 31/12/76 No data Csa 
(former Adelaide RO) (22 years) 
023000, 40 m 
34056'S, 133035'E 
I 
I 
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10. Melbourne RO 
086071, 112 m 
37049'S, 144053'E 
11. Hobart RO 
094029, 55.2 m 
42053·s , 14702o'E 
1/1/55 - 31/12/67 
(13 years) 
1/1/50 - 31/12/86 
(37 years) 
AMO: Airport Meteorological Office 
RO: Regional Office 
No data 
1/1/68 - 31/12/85 
(18 years) 
Hobart AMO 
094008, 4 m 
42050'S, 147031'E 
Cfb 
Cfb 
The Koeppen classification code is obtained from the large-scale map 
prepared by Dick (1975). The station code, latitude, longitude and altitude 
of each station are obtained from the Bureau of Meteorology ( 1988). 
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The daily data for rainfall, minimum temperature , maximum 
temperature, and sunshine duration were assembled from the 'Daily 
Surface Climate Data Transfer Record Format' files , archived on computer 
media by the Australian Bureau of Meteorology. Solar radiation is also 
recorded at or near 7 of these stations for the duration of record of the other 
variables . The data for solar radiation are presented separately by the 
Bureau of Meteorology in the 'Daily Radiation Record Transfer Format' 
files. In AUSSET, data from these two set of files were merged, with each 
station having a single file for all variables. 
In three of the locations (Perth, Sydney and Hobart), global solar 
radiation records were obtained from the AMO (Airport Meteorological 
Office) stations but data for the other variables are obtained from the RO 
(Regional Office) stations. This is because the AMO stations do not record 
sunshine duration, or because the duration of records at the RO stations are 
longer. 
It may be also be observed that the period of record for each station is 
relatively short, ranging from 10 years (Halls Creek) to 45 years (Perth). 
This, however, is an advantage insofar as homogeneity of the data is 
concerned. Pittock (1983, p. 321) has shown that 'a significant change in 
'mean precipitation occured over much of Australia between 1913-45 and 
1946-78' and that it 'appears that during this time mean surface 
temperatures in the mid southern latitude zone increased by up to 1 °C.' 
Furthermore , for the three stations (Cairns, Halls Creek and Melbourne) 
with a record of less than 20 years , there is at least another station in the 
same or similar climatic zone with at least 30 years of record. Thirty years 
has been adopted as the standard climatic averaging period (Battan, 1984, 
p. 229). 
Two stations represented in the data set have ceased operation: 
Oodnadatta, closed in 1985, and Adelaide West Terrace (former Adelaide 
Regional Office), closed in 1980 (Bureau of Meteorology, 1988). 
In many computer simulation and data analysis applications , 
including those for which this data set has been compiled, there is a 
requirement that for any one month, data should be present for all days for 
all weather elements . For example, the cross correlation between 
temperature and sunshine duration for a particular month can only be 
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meaningfully computed if there are data for each day in the month for both 
variables. Hence, the editing procedure (explained in detail in the following 
sections) fills missing rainfall , temperature , sunshine duration and global 
solar radiation data by interpolation and other methods whenever this can 
be performed reasonably. The total number of days for which interpolation 
were carried out is minimal because the records are fairly continuous. 
When too many records are missing in a month for any one of the 
variables (i.e. rainfall , temperature or sunshine), records for all variables 
were deleted. As shown in Table 4-3, the number of whole deleted months 
for each station is insignificant relative to the length of record for each of 
the stations . (These months were omitted from all computations. Once a 
working stochastic weather model is operational, these data voids can be 
closed with synthetic data so that the data set will be absolutely continuous 
in time.) 
TABLE 4-3 . AUSSET: Missing data for rainfall , temperature, 
sunshine duration and global solar radiation. 
Station Length of Number of Missing months 
record whole 
(years) months 
missing 
1. Darwin AMO 35 2 December 197 4, 
February 1975 
2. Cairns AMO 13 0 
3. Halls Creek AMO 10 7 August 1974 to 
February 1975 
4. Alice Springs AMO 33 0 
5. Brisbane RO 25 0 
6. Oodnadatta AMO 33 1 November 1974 
7. Perth RO 45 2 November 1945, 
February 1948 
8. Sydney RO 32 0 
9. Adelaide West Terrace 22 0 
10. Melbourne RO 13 1 August 1956 
11. Hobart RO 37 10 January to July 
1951, 
April 1952, 
March 1953, 
February 1965 
I 
I 
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3 GUIDELINES USED IN EDITING THE DATA SET 
As quality control measures, and also for ease of data analysis and 
computer modelling, the present data set was edited based on the following 
guidelines. 
Throughout this discussion, for economy and precision of expression, 
common and standard terminology from computer science, such as 'file ', 
'field ' and 'physical record ', will be used. Unless contra-indicated, the 
technical sense of these words is meant. Usage here conforms to British 
Computer Society (1984). 
1. For a station to be accepted as part of the data set, the entire period 
of record should not be less than 10 years. 
2. The data should be screened for possible errors. Sources of error in 
meteorological data include instrumental errors, observational 
errors and data entry errors. For example , recorded sunshine 
duration may exceed the maximum sunshine duration possible for 
the time of the year at a particular latitude. 
3. The data set should not contain too many periods of missing data 
and the total number of days with missing data should not be 
excessive. 
4. The daily weather records within any particular month should be 
continuous , with the missing data filled by interpolation or 
extrapolation whenever this can be reasonably performed . This is 
necessary for some types of analyses. 
5. The data set should be integrated in the sense that all variables for 
each day reside on a single record , with a separate file for each 
station. 
6. For each station, the physical records in the computer files should be 
chronologically sequential and continuous . In the present data set, 
each physical record contains data for a single day. Even when all 
data fields are absent for a particular day, the station number and 
date fields should still be present as this makes sequential access of 
data by the computer programs much easier. The format of the 
... 
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physical records are also designed for ease of use with common 
microcomputer graphics and spreadsheet applications. 
7. The procedures are meticulously documented in order to completely 
specify how the final data set has been derived from the original 
obtained from the Bureau of Meteorology . This documentation is 
useful when data from more stations are to be included in the 
present data set, and also allows the user to judge whether the 
present data set is appropriate for particular applications. 
8. Lastly, the algorithm has been designed so that as many of the tasks 
as possible are amenable to computer processing. 
Based on the above guidelines, detailed algorithms are designed for 
data screening and editing. The data screening procedures are carried out 
on each weather element one at a time in the following order: rainfall, 
temperature, sunshine, and finally global solar radiation. After the editing 
of each variable is completed, quality control tables were drawn up to show 
the extent of missing data and interpolation carried out. 
For the convenience of readers who may wish to omit details of the 
data editing procedures, this chapter has been structured so that they may 
skip the next section without loss of continuity, and proceed directly to 
Section 5 on the homogeneity of data. 
4 DETAILS OF DATA EDITING PROCEDURES 
4.1 Rainfall data 
The steps enumerated below were applied to rainfall data . 
1. Check for records that are not in chronological sequence. None were 
found for the data set. 
2. Check period during which all variables of interest (maximum 
temperature, minimum temperature, rainfall and sunshine) were 
recorded. Delete records prior to and after this period . 
3. Check for missing records. To make the data continuous, insert the 
missing records with the correct dates using a Gregorian calendar 
date to Julian day conversion function and its inverse. IMSL 
routines NDAYS and NDYIN are used (IMSL, 1987a, pp. 1118-
1121). 
.... 
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4. Check dates when rainfall readings were accumulated for more than 
two days. None were found for the data set. 
5. Check for accumulated ·rainfall readings. In view of Step 4, these 
readings at this stage consist of only amounts accumulated for 2 
days . Average and distribute the amounts over the 2 days. 
6. Check for missing rainfall fields . 
When data are missing for more than 6 days in a month (irrespective 
of whether the missing data occur on successive days), rainfall fields 
for that month were deleted and replaced with '-99.9'. 
For data missing for 6 days or less in a month, a value of zero was 
assigned to each of the days . 
7. Delete or insert records at the beginning or end of each file so that 
the period of record for each station is inclusive of whole months . 
Deletion was carried out if the month concerned has more than 6 
days of missing records . Otherwise, insertion is carried out. A value 
of zero was assigned to the rainfall field . 
8. Check that no rainfall value is negative . None were found for the 
data set. 
9. Check that no rainfall value exceeds the maximum recorded rainfall 
in Australia of 1,140 mm, recorded at Bell ender Ker (Top Station), 
Queensland (Bureau of Meteorology, 1986a). None were found for 
the data set. 
The results of this phase of data editing is shown in Table 4-4. As can 
be seen, the changes have been moderate and hence , the data integrity of 
the original data set has been preserved . 
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TABLE 4-4. AUSSET: the rainfall phase of data editing. 
·Station Number of Number of Number of 
months with days with days 
missing data missing containing 
rainfall data adjusted 
filled by rainfall values 
interpolation due to 
accumulation 
of falls 
1. Darwin AMO 1 4 0 
2. Cairns AMO 0 0 0 
3. Halls Creek AMO 7 0 0 
4. Alice Springs AMO 0 19 0 
5. Brisbane RO 0 7 0 
6. Oodnadatta AM 0 1 34 0 
7. Perth RO 2 0 0 
8. Sydney RO 0 0 0 
9. Adelaide West Terrace 0 0 0 
10. Melbourne RO 1 1 0 
11 . Hobart RO 10 1 2 
Note: the second column, 'Number of months with missing data ', refers to 
months with deleted fields for rainfall for all days in the month. 
..... 
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4.2 Temperature data 
For each of the steps enumerated below, the procedure was applied first to 
the daily maximum temperature field , then to the daily minimum 
temperature field . It should be noted that before 1933 and after April 1964, 
daily minimum temperatures and daily maximum temperatures apply from 
9 am. to 9 am. For the intervening period , stations operated by the 
Australian Bureau of Meteorology and a few co-operative stations recorded 
the values between midnight and midnight (Bureau of Meteorology, 1986b, 
p . 65). 
1. Check for deferred readings for maximum and mm1mum 
temperature fields . (Deferred readings are those for which the 
thermometer has not been read for more than a day .) 
2. If the deferred reading was for 4 days or more , treat all days affected 
as having missing data and hence, data editing will be carried out 
together with other missing data as in step 4. Example: if the record 
for the 4th of June shows a deferred reading indicator and the 
readings for the 1st to 3rd of June were entered as blanks (i.e . the 
reading for the 4th of June is that for the 1st to the 4th of June), it 
will be regarded that data are missing from the 1st to the 4th of 
June . 
3. If the deferred reading was for 3 days or less , each of the days 
affected by the deferred reading will have a temperature reading 
equal to the deferred reading. Example: if the reading for the 3rd of 
June is that for the 1st, 2nd and 3rd of June (i.e. the accumulation is 
for 3 days ), the deferred reading value will be assigned to the 1st, 
2nd and 3rd of June. 
For all days affected by this adjustment, check that the minimum 
temperature value is equal to or lower than the maximum 
temperature value. It has been found that this requirement has 
been met in all cases for the present data set. 
4. If the total number of days for which deferred reading was carried 
out in any one month exceeds 6 (irrespective of whether the missing 
data occurs on successive days ), the temperature fields for that 
month were deleted and replaced with '-99.9' . 
5. Check for missing temperature fields . 
6. When data are missing for more than 6 days in a month 
(irrespective of whether the missing data occurs on successive days), 
the temperature fields for that month were deleted and replaced 
with '-99.9'. 
7. If a run of missing temperature records spans 2 adjacent months, 
and this run consists of more than 6 days, the temperature fields for 
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that month were deleted and replaced with '-99.9'. No such case, 
however, has been found in the present data set. 
8.If data are missing for 1 to 6 days, missing data were substituted with 
interpola ted data . Interpolation was performed linearly using the 
following formula: 
t(i)=t1+[i/(n+l)](t2-tl) 
where t(i) is the interpolated temperature on day i in the run of 
missing records, i varying from 1 ton , 
tl is the temperature recorded on the day just prior to the run of 
missing records, 
(4.1) 
t2 is the temperature recorded on the day immediately after the run 
of missing records, 
and n is the number of missing days . 
If data are missing right at the beginning of the file, assign the value 
in the first record with a non-missing temperature value to each of 
the temperature field(s) in the earlier record(s). 
If data are missing at the end of the file, assign the value in the last 
record with a non-missing temperature value to each of the 
temperature field (s) in the subsequent record(s). 
9. For all days affected by the adjustment in Step 8, check that the 
minimum temperature value is equal to or lower than the maximum 
temperature value. It was found that this requirement has been met 
in all cases for the present data set. 
10. Check for maximum temperature values that exceed the highest 
recorded for Australia (Cloncurry, Queensland: 53.1 °C). No case of 
error was found . 
Check for minimum temperature values that is less than the lowest 
recorded for Australia (Charlotte Pass, New South Wales: -22.2 °C). 
The record temperatures for Cloncurry and Charlotte Pass are those 
documented in Bureau of Meteorology (1986). No case of error was 
found . 
Check that the maximum temperature exceeds the minimum for all 
cases. Only one exception of this was found , that of the record for 
Hobart on 11/7/1956. After examining the temperature, rainfall and 
sunshine duration data for the current, previous and following days, 
it wa s decided to interchange the maximum and minimum 
temperature values. 
The results of this phase of data editing is shown in Table 4-5. As can 
be seen, the changes made to the original data set have been minimal. 
.... 
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TABLE 4-5 . AUSSET: the temperature phase of data editing. 
Station 
1. Darwin AMO 
2. Cairns AMO 
3. Halls Creek AMO 
4 . Alice Springs AMO 
5. Brisbane RO 
6. Oodnadatta AMO 
7. Perth RO 
8. Sydney RO 
9. Adelaide West Terrace 
10. Melbourne RO 
11. Hobart RO 
Number Number of days with 
of months missing data filled by 
with interpolation 
missing 
data 
Number of days 
containing adjusted 
values due to deferred 
reading 
MAXIMUM MINIMUM MAXIMUM MINIMUM 
TEMPERATURE TEMPERATURE 
1 4 6 5 5 
0 1 2 6 0 
7 1 4 3 4 
0 20 21 3 3 
0 7 8 1 0 
1 35 39 8 10 
2 0 1 0 0 
0 2 2 0 0 
0 0 1 2 2 
1 0 0 0 0 
10 4 5 0 0 
Note : the second column, 'Number of months with missing data', refers to 
months with deleted fields for rainfall and temperature for all days in the 
month . 
4.3 Sunshine duration data, phase I 
The steps for editing the sunshine data were undertaken in two phases. 
Phase I consisted of general editing, and phase II deals with cases when the 
recorded sunshine duration exceeds the astronomically possible day length . 
The steps for phase I are enumerated below. 
1. Check for missing data in the sunshine duration field . 
2. When data are missing for more than 6 days in a month 
(irrespective of whether the missing data occurs on successive days), 
the sunshine duration fields for that month were deleted and 
replaced with '-99.9'. 
3. If a run of missing sunshine duration records spans two adjacent 
months , and this run consists of more than 6 days, the sunshine 
duration data for the two affected months were deleted and replaced 
with '-99.9'. 
4. If data are missing for 1 to 6 days, missing data were substituted 
with interpolated data . Interpolation was performed linearly using 
the following formula : 
h(i)= hl+[i/(n+ 1)](h2-hl) (4.2) 
where h(i) is the interpolated value on day i in the run of missing 
records, i varying from 1 to n, 
hl is the sunshine duration recorded on the day just prior to the run 
of missing records, 
h2 is the sunshine duration recorded on the day immediately after 
the run of missing records, 
and n is the number of missing days . 
If data are missing right at the beginning of the file , the value in the 
first record with a non-missing sunshine duration value was 
assigned to each of the sunshine duration field (s) in the earlier 
record(s). 
If data are missing at the end of the file , the value in the last record 
with a non-missing sunshine duration value was assigned to each of 
the sunshine duration field (s) in the subsequent record(s). 
All fields with interpolated or extrapolated values (i.e. all records 
affected by the above adjustments ) were tagged with 'M ' (stands for 
'Missing') in the sunshine indicator field next to the sunshine 
duration field . This tag distinguishes measured values from 
interpolated and extrapolated values, and is useful in applications 
where uncertain values are to be excluded from the data analysis. 
..... 
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5. Check that no sunshine duration value is negative . None were 
found for the data set. 
6. Delete or insert records at the beginning or end of each file so that 
the period ofrecord for each station is inclusive of whole years. 
The results of this sub-phase of data editing is shown in Table 4-6 . 
As can be seen, the changes made to the original data set have been 
minimal. 
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TABLE 4-6. AUSSET after the sunshine duration phase I of data editing. 
- Station Number of Number of days with 
months with missing sunshine 
missing data duration data filled 
by interpolation 
1. Darwin AMO 2 49 
2. Cairns AMO 0 20 
3. Halls Creek AM 0 7 3 
4. Alice Springs AMO 0 67 
5. Brisbane RO 0 39 
6. Oodnadatta AMO 1 55 
7. Perth RO 2 30 
8. Sydney RO 0 43 
9. Adelaide West Terrace 0 18 
10. Melbourne RO 1 2 
11. Hobart RO 10 33 
Note : the second column, 'Number of months with missing data', refers to 
months with deleted fields for rainfall, temperature, and sunshine duration 
for all days in the month. 
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4.4 Sunshine duration data, phase II 
In this phase, cases where the recorded sunshine duration exceeds the 
maximum possible day length were edited. 
A rather large number of records were found to exceed the maximum 
sunshine possible for the given location at the given time of year. The 
maximum sunshine is computed by the DAYLEN routine coded by the 
author. This routine, written in FORTRAN 77 and a few VAX FORTRAN 
extensions (DEC, 1984), is given in Appendix I. 
The Campbell-Stokes sunshine recorder generally does not record 
bright sunshine when the sun is less than 5 degrees above the horizon 
(Iqbal , 1983, p. 232). Therefore, the astronomically possible day length 
referred to in the procedure below is the duration when the sun is 5 or more 
degrees above the horizon, and not the duration of day light. ('Day light' is 
a technical term referring to the interval between sunrise and sunset (List, 
1968, p. 506)). 
1. For errors less than or equal to 10%, the computed maximum day 
length was replaced with the recorded value. 
2. For errors exceeding 10%, the record for the day in question, as well 
as that of the previous and following day, was noted. The maximum 
temperature, minimum temperature and rainfall fields were also 
noted as these may provide a clue as to the duration of sunshine . 
3. For records with errors exceeding 10% but less than or equal to 20%, 
the erroneous records were replaced with the computed maximum 
day length if the day in question is dry . 
If the day in question is rainy, and the last digit is zero, the actual 
figure is divided by 10 on the assumption of a data entry error 
involving the decimal point. (It has been found that for all rainy 
days , the last digit is zero.) 
4. Only a very small number of records (a total of 10 records for all 
stations for all years ) had errors exceeding 20%. 
Each of these sunshine duration values was scrutinized with care , 
together with the temperature and rainfall readings for the day. 
The corrections, considered case by case, took into account what is 
physically plausible . Three categories of corrections were made: 
(a ) the computed maximum day length was adopted , 
(b) the average of the previous and following day's values was 
employed, or 
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(c) the recorded value was divided by 10. 
All fields with errors exceeding 20% and corrected by the above 
adjustments were tagged with 'E ' (standing for 'Error ') in the 
sunshine indicator field next to the sunshine duration field . 
The results of this phase of data editing is shown in Table 4-7. As can 
be seen, the changes made to the original data set have been relatively 
modest. The rather large number of errors of less than or equal to 10% can 
be attributed to the nature of sunshine duration instrumentation. As noted 
by Iqbal (1983, p.369), the 'assessment of total daily sunshine relies on 
personnel training, and measured sunshine totals are in fact estimates 
which can vary from observer to observer. ' 
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TABLE 4-7. AUSSET: the sunshine duration phase II of data editing. 
Station 
1. Darwin AMO 
2. Cairns AMO 
3. Halls Creek AMO 
4. Alice Springs AMO 
5. Brisbane RO 
6. Oodnadatta AMO 
7. Perth RO 
8. Sydney RO 
9. Adelaide West Terrace 
10. Melbourne RO 
11. Hobart RO 
Number of days where recorded sunshine 
duration exceeded astronomical maximum 
and was corrected 
Errors~ 10% 
1907 
307 
1417 
5849 
1384 
5033 
1537 
1175 
1108 
230 
476 
Errors> 10% 
but~ 20% 
4 
0 
0 
34 
1 
9 
15 
28 
6 
1 
16 
Errors> 20% 
(Maximum error 
in parenthesis) 
3 
(416%) 
0 
0 
1 
(23%) 
0 
(21%) 
1 
(40%) 
0 
1 
(21%) 
0 
1 
(28%) 
4 
(144%) 
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4.5 Global solar radiation data 
The steps taken for editing daily global solar radiation values are 
enumerated below. 
1. Check for missing data in the daily solar radiation field. Table 4-8 
shows for eqch station the number of days with missing solar 
radiation data. 
..... 
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TABLE 4-8 . AUSSET: missing data for global solar radiation. 
Station Length of record Number of days 
(years) with missing data 
Darwin AMO 18 864 
Halls Creek AM 0 10 84 
Alice Springs AMO 18 135 
Oodnadatta AMO 15 348 
Perth AMO 11 149 
Sydney AMO 3 50 
Hobart AMO 18 453 
I , 
-
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2. Tag all such fields with '-99.9' if the date of the record falls within 
the period when solar radiation is measured. 
3. When the date of a record is outside the period when solar radiation 
is measured, assign a value of '-99.9' to the solar radiation field . 
4. For solar radiation data after the end of 1985, also assign a value of 
'-99.9' to the field. The rationale is as follows. Quality control 
correction factors were applied when instruments were changed. 
However, for the present data set, the correction factors were 
applied only up to the end of 1985 (written personal communication, 
National Climate Centre, Bureau of Meteorology, 1989). Further 
information regarding instrumentation and quality control 
measures are discussed in the next section on homogeneity of data. 
5. Check that no solar radiation value is negative. None were found for 
the data set. 
6. Check that no value of daily solar radiation exceeds the daily 
extraterrestrial radiation for the location for the time of the year. 
This is to ensure that the recorded values do not exceed the physical 
range of possible values. None were found for the data set. 
The daily extraterrestrial radiation was computed by the ET routine 
coded by the author. This routine, written in FORTRAN 77 and a 
few VAX FORTRAN extensions (DEC, 1984), is given in Appendix 
II. 
7. Interpolate missing data using the Angstrom-Prescott equation 
(Angstrom, 1924; Prescott, 1940), which is commonly used to 
estimate daily global solar radiation from sunshine data (Rao, 1985). 
The Angstrom-Prescott equation is given by 
QIQA = a + b(n/N) (4.3) 
where Q is the global solar radiation, QA is the radiation received on 
a horizontal surface at ·the top of the atmosphere, also referred to as 
extraterrestrial solar radiation on a horizontal surface, n is the 
recorded sunshine duration, N is the maximum possible duration of 
sunshine, and a and b are regression constants. In the original 
Angstrom equation, Qo, the total radiation at ground level on a 
cloudless day, is used in place of QA. In the literature, QIQA is 
commonly referred to as the clearness index and n/N as fractional 
sunshine. As noted earlier, N is computed in this analysis as the 
time period when the sun is at least 50 above the horizon . 
The a and b coefficients were computed for each month of each 
station by using all daily sunshine duration and daily solar radiation 
records, excluding those days for which the sunshine duration were 
interpolated or extrapolated, and those days for which the sunshine 
duration exceeded the maximum possible duration by more than 
20%. In addition, four extreme data points for Alice Springs and 
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three for Oodnadatta were excluded (for details see Figure 7-1 in 
Chapter 7). The values of the coefficients are given in Tables 7-3 
and 7-4 in Chapter 7. 
8. Tag all missing fields filled in by using the Angstrom-Prescott 
equation with 'C' (stands for 'Computed'). 
5 HOMOGENEITY OF DATA: OBSERVATION AND 
INSTRUMENTATION 
5.1 Introduction 
In many areas of climatological research, homogeneity of data is paramount. 
A set of homogeneous data can be defined as one in which the data elements 
come from the same parent population and has an equal probability of being 
selected (Essenwanger, 1985, p. 14). Such a sample is necessary in the 
analysis of meteorological data if valid inferences are to be drawn about the 
population. The definition of a homogeneous series applies to the whole 
probability distribution. In practice , however, only homogeneity of the 
mean is considered as non-homogeneity in higher order moments is difficult 
to detect because of large sampling variations (Buishand, 1977, p. 6). 
In this text, the terms 'homogeneous ' and 'stat ionary ' is used 
interchangeably although the former has been used with respect to 
sequences along a line in physical space (such as a vertical line in the soil) 
and the latter to time series data (Yevjevich, 1972, p. 6). 
This section focusses on data inhomogeneity arising from ch3.nges in 
observation . This include changes in instrumentation, observation 
procedures, as well as changes in location and exposure around observation 
sites. Any change in the location of a station, instrumentation, or method of 
observation should be documented . Hence, in the sub-sections below, 
instrumentation and method of observation of each of the weather elements 
present in AUSSET are described in detail , as well as information on site 
changes. 
5.2 Changes in location of stations 
Any significant change in location is indicated by a change of station 
number. No such change applies for the duration of the records for all 
stations in AUSSET. 
.......... 
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5.3 A note on daylight saving 
The following two paragraghs, taken from the Bureau of Meteorology (1988, 
p. 10), discussed the effects of Daylight Saving. 
'Daylight Saving Time (DST) is implemented in certain Australian 
States, usually between late October and early March. The introduction of 
DST has not noticeably affected the maximum and minimum temperature 
statistics or the precipitation statistics for stations in these States. 
After the implementation of DST, '9 am' and '3 pm' observations were 
normally made at 9 am and 3 pm local clock time respectively, and not at 
Local Standard Time (LST). The statistics for these hours in some States, 
therefore, are generally based on a mixure of observations which may be 
taken at 8 am or 9 am, and 2 pm or 3 pm LST respectively. Consequently, 
the representativeness of the statistics has been reduced. The '9 am' and '3 
pm' statistics may be a mix of daylight saving observations and non-
daylight saving observations, with the proportion varying from station to 
station and element to element, depending on the actual years when the 
observations were taken.' 
5.4 Rainfall observations 
Various problems relating to rainfall measurement are well known and 
widely documented (see for example, Linsley et al. , 1982, pp. 59-61; World 
Meteorological Organization, 1983, p. 7.2; Folland, 1988). 
The earliest record in the present data set dates back to 1 January 
1942. For the entire duration of the records and up to the present time, 
rainfall measurements are made using the 8-inch standard rain-gauge 
(personal communication, G. Moynihan, Senior Meteorologist, Regional 
Office, Bureau of Meteorology, Canberra). 
Rainfall measurements apply from 9 am to 9 am, and are recorded 
against the day of reading (Bureau of Meteorology, n.d., p. 10). This has 
been the practice throughout the entire period that rainfall has been 
recorded in Australia (personal communication, G. Moynihan). 
Until 31 December 1973, daily rainfall was measured in hundredths 
of an inch . After that date, measurements were made generally to the 
nearest 0.2 mm. For the computer records, the earlier values have been 
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converted to the nearest tenth of a millimeter (Bureau of Meteorology, 1977, 
p. v). 
As can be seen from the above discussion, the rainfall records are not 
seriously affected with regard to instrumentation or method of observation. 
5.5 Temperature observations 
Daily maximum temperature is measured with a Dobbie sheathed 
maximum thermometer Model No. 1001, and daily minimum temperature is 
measured with a sheathed minimum thermometer Model No. 1002 
(personal communication, G. Moynihan). 
As noted by the Bureau of Meteorology (1986b, p . 65 ), the 
measurement of temperature is uncomplicated and generally contains few 
errors. 
With regard to observation practice, however, the stationarity of the 
data has been adversely affected by the following changes in time of 
observation . Before 1933 and after April 1964, daily minimum 
temperatures and daily maximum temperatures apply from 9 am. to 9 am. 
For the intervening period, stations operated by the Australian Bureau of 
Meteorology and a few co-operative stations record the values between 
midnight and midnight (Bureau of Meteorology, 1986b, p. 65). All stations 
in the present data set are operated by the Australian Bureau of 
Meteorology, and so the above comment applies . Therefore, when using the 
temperature data, the above change in timing of observation should be 
taken into account. 
5.6 Sunshine duration observations 
For the entire duration of the record in AUSSET, the Campbell-Stokes 
instrument has been used to measure bright sunshine duration (personal 
communication, G. Moynihan). Descriptions of this instrument can be 
found in Coulson (1975, pp. 222-224) and Iqbal (1983, pp. 368-370). 
The recorder charts can be read correct to a tenth of an hour (Rao et 
al. , 1985, p . 117). For Australian data, daily sunshine duration 
measurements has been noted to be accurate to two tenths of an hour 
(Bureau of Meteorology, 1979, p. 3 and 6). 
84 Chapter4 
A special problem with the Campbell-Stokes sunshine recorder 
relates to the lower limit of direct radiation flux that will give a legible trace 
on the recorder charts varies (Coulson, 1975, p. 223). 'Under very humid 
conditions, burn may not begin until the threshold level is 280 W m-2, 
whereas in a very dry climate, it may begin at 70 W m-2' (Iqbal, 1983, p. 
369). 'There is also some uncertainty about the interpretation of the trace 
because of the finite size of the burn and the difficulty of deciding whether 
or not a trace has been made when the radiation is weak ' (Bureau of 
Meteorology, 1979, p.40). 
Hence, in using the sunshine duration records, the less-than-exact 
nature of sunshine duration measurements should be borne in mind. 
In 1981, the WMO adopted a new definition of sunshine duration . It 
is the period of the day during which a threshold of 120 W m-2 is exceeded, 
using a standard pyrheliometer pointed at the solar disk (Iqbal, 1983, p. 
370). 
5.7 Global solar radiation observations 
The following description , unless indicated otherwise, is based on 
information obtained from in 1989 from Mr. Eric E . Jesson, Supervising 
Meteorologist, and his staff at Instruments and Laboratories, Head Office, 
Bureau of Meteorology, Melbourne. 
For the Sydney Airport Meteorological Station, the CN 27 Global 
Pyranometer, manufactured by BWD Precision Instruments, has been in 
use since global radiation was measured. For the other stations in 
AUSSET, Eppley pyranometers (also called the 180° pyrheliometers) were 
used when observation commenced, but these have been replaced with 
Eppley Black-and-White pyranometers . Description of the Eppley 
pyranometer and the Eppley Black-and-White yranometer can be found in 
Coulson (1975, pp. 101-108). 
Correction factors were ·applied when instruments were changed . 
Unfortunately, for the present data set, the correction factors were applied 
only up to the end of 1985 (written personal communication, National 
Climate Centre, Bureau of Meteorology, 1989). Therefore, as explained 
earlier in the section on data screening, solar radiation records in AUSSET 
after 1985 were excluded from the data set. 
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Other quality control measures are detailed in Bureau of Meteorology 
(1979). The same procedures are currently still in use . 
Radiation measurements are noted to be accurate to a tolerance of 5% 
(Bureau of Meteorology, 1986b, p. 66). 
5.8 Summary 
The above discus sion and description shows that with regard to 
instrumentation, observation method, and changes in station location, no 
serious aberration has occurred except for temperature data . With respect 
to the temperature data , any data analysis and interpretation of results 
should take into account the changes in observation method. 
The above description has been confined to topics that directly 
impinge on data quality , and hence of significance in data analysis and 
modelling. For details regarding the whole repertoire of instrumentation 
techniques and observation methods, the interested reader is referred to 
Bureau of Meteorology ( 1984). It suffices to conclude that these practices 
conform to accepted international practice (Bureau of Meteorology, 1984). 
6 HOMOGENEITY OF DATA: ANALYSIS OF ANNUAL TIME 
SERIES 
6.1 Introduction and summary 
Another source of data inhomogeneity is climate change. In this section, the 
annual time series of rainfall , sunshine duration, and solar radiation are 
examined for possible trends , with formal statistical tests performed in 
some cases. 
Some slight non-stationarity is to be expected from urban growth . 
Climatic change due to urbanization has been known to affect temperature , 
rainfall , cloudiness, solar radiation and other variables (Lutgens and 
Tarbuck, 1986, pp . 350-362). Furthermore , due to the relatively short 
duration of records for some stations, there may be some apparent non-
stationarity arising from sample variations. Sometimes, long term 
fluctuations can also present as trends in records of short duration. 
Therefore, the purpose here is to eliminate only periods of record for which 
..... 
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non-stationarity is serious. For this reason, the analysis carried out below 
is not exhaustive and does not include, for example, the analysis of running 
means or running medians. 
Arising from this analysis , the earlier period of records for two 
stations is truncated to eliminate data inhomogeneity. 
It may be noted that the presence of data trends need not necessarily 
be the result of climate change, but could also arise from problems in 
instrumentation or the method of observation that has not been revealed in 
the earlier investigation. 
6.2 Rainfall series 
The annual rainfall series for each station are presented in Figures 4-2 to 4-
12. (The years without data points are those for which there are missing 
monthly data .) 
I 
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Darwin, 31 m, 12°25'S, u o0 53'E , 1952-1986, Aw 
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FIGURE 4-2. Time series plot of annual rainfall totals : Darwin. 
Cairns, 3 m, 160 53'S, 145 0 45'E, 1974-1986, Am 
13 years of record, inclusi v e of O year ( s ) wi thout data 
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FIGURE 4-3. Time series plot of annual rainfall totals: Cairns . 
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Halls Creek, 410 m, 18014•s, 12704o' E, 1971 - 1980, BS 
1 0 years of record, inclusive of 2 year(s) without data 
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FIGURE 4-4. Time series plot of annual rainfall totals: Halls Creek. 
Alice Springs, 545 m, 23 0 49·s, 133 0 54'E, 1954 - 1986, BW 
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FIGURE 4-5 . Time series plot of annual rainfall totals : Alice Springs. 
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Brisbane, 38 m, 27028 ' S, 153002'E, 1951-1975, Cf 
25 years of record, i nclusive of O y ear (s ) witho t data 
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FIGURE 4-6. Time series plot of annual rainfall totals: Brisbane. 
Oodnadatta, 113 m, 27 033 •s, 135 0:: 7 °E , 1952-1984, BW 
33 years of record, inclusive of 1 year(s l without data 
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FIGURE 4-7. Time series plot of annual rainfall totals : Oodnadatta. 
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Perth, 19 m, 31057·s, 115°52'E, 1942-1986, Cs 
45 years of record, inclusive of 2 year(s) without data 
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Figure 4-8. Time series plot of annual rainfall totals: Perth. 
Sydney, 42 m, 33052 ·s, 151 ° 12'E, 1955-1986, Cf 
32 years of record, incl sive of O year(s) witho t data 
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FIGURE 4-9. Time series plot of annual rainfall totals: Sydney. 
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Adelaide, 40 m, 34055•s, 138035 'E , 1955 - 1976, Cs 
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FIGURE 4-10. Time series plot of annual rainfall totals: Adelaide. 
Melbourne, 112 m, 37049·s, 144 058'E, 1955-1967, Cf 
13 years of rec ord, inclusive of 1 year(s) withou data 
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FIGURE 4-11. Time series plot of annual rainfall totals: Melbourne. 
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FIGURE 4-12. Time series plot of annual rainfall totals: Hobart. 
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The annual rainfall for Alice Springs, as shown in Figure 4-5 , 
apparently follows a different regime before 1966, with a lower mean 
annual rainfall and a smaller fluctuation from year to year. For this reason , 
data for this station before 1966 were excluded. 
In the AUSSET data base, there is only one station (Perth) with 
records earlier than 1945. Pittock (1983) has shown that there was a 
significant change in mean precipitation over much of Australia between 
1913-45 and 1946-78, and that specifically in the Perth district, rainfall was 
higher in the earlier period. From Figure 4-8, it can be seen that the annual 
rainfall for Perth before 1957 is generally higher than the following years. 
Hence, records before 1957 were excluded from the AUSSET data base . 
The plot for Brisbane also indicates some trend but as pointed out 
earlier, the purpose here is to eliminate only periods of record for which 
non-stationarity is serious. 
It may be noted in passing that the homogeneity of rainfall data can 
also be investigated using double-mass curve analysis (Gilman, 1964) or 
homogeneity tests (Alexandersson, 1986). However, these tests were not 
carried out as they require that the stations be in close proximity. 
6.3 Sunshine duration series 
The annual sunshine duration series for each station are presented in 
Figures 4-13 and 4-14. The series for Brisbane, Perth, Sydney and Adelaide 
show some trend. Regression analysis was employed to help decide whether 
some of the data should be omitted from subsequent analysis . 
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FIGURE 4-13 . Time series plot of annual sunshine duration for Darwin, 
Cairns, Halls Creek, Alice Springs, Brisbane and Oodnadatta. 
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FIGURE 4-14. Time series plot of annual sunshine duration for Perth, 
Sydney, Adelaide, Melbourne and Hobart. 
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In all four cases, least squares regression was used to fit a linear 
trend to the data: 
Sunshine duration = a + b.year (4.4) 
where a and b are coefficients. The slope coefficient of the regression line (b 
in the above equation) was then tested for statistically significant departure 
from zero. 
These computations assume normality of the data points. Hence, a 
quick check was made by plotting a histogram of the data points with the 
normal curve superimposed. For all four stations, the histogram of the data 
points are well approximated by the normal curve. Furthermore, unless the 
departures from normality are serious, the actual confidence intervals and 
risks of errors will be close to the values for exact normality (N eter et al., 
1983, p. 49). 
For Sydney, the slope coefficient of 11.694, with a standard error of 
2.206, is statistically significantly different from zero even at the 0.1 % level. 
(The t distribution, rather than the normal distribution, is used for testing 
statistical significance here as the variance is estimated rather than 
k,nown.) In daily terms, the difference between the first year and last year 
of the record, calculated by the regression equation, amounts to 1.0 hour, 
which is also quite significant. Thus, the sunshine duration data for this 
station will not used in subsequent analysis . There are techniques for 
rendering a non-stationary series approximately stationary (see for example 
Chatfield, 1984), but this additional task is not carried out as only this one 
station will be omitted from subsequent analysis . 
For Brisbane, the decreasing trend is not statistically significantly 
different from zero at the 5% level. In the case of Adelaide , the upward 
trend is not statistically significant at the 1 % level. For Perth, the upward 
trend is not statistically significant at the 0.1 % level. Hence, it was decided 
to retain the use of the sunshine duration data for all three stations. 
6.4 Global solar radiation series 
Only 7 stations have solar radiation records. The data for Sydney is not 
considered as the period of record is only 2 years. The annual solar 
I 
I 
I 
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radiation series for the remaining stations are presented in Figure 4-15 . No 
apparent trend was found for any of the stations. 
-
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FIGURE 4-15. Time series plot of annual solar radiation for each of the 
stations. The units for solar radiation are in MJ m·2 day-1. 
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7 CONCLUSION 
From the above description and discussion, it can be seen that on the whole, 
the quality of data in AUSSET is good and suitable for use in this research. 
For some other uses , it should be borne in mind that these stations 
are part of a general-purpose network, and the data set should not be 
employed in applications beyond the resolution of the data. For an example, 
air temperature data of the kind represented in AUSSET is not suitable for 
detecting secular temperature changes of say half a degree Celsius. Indeed, 
with the advent of supercomputers, there is an ever-present temptation of 
using models with 'complex structures and large numbers of 
parameters ... far beyond the carrying capacity of the information content 
of the data used' (Klemes, 1988, p.12). 
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APPENDICES 
Appendix 4-1 Routine used in computing astronomical day length 
c SUBROUTINE DAYLEN 
c Version 1.0 (June 1988, Eng-Hock Chia) 
C 
c This subroutine computes the daylength for a particular 
c day of the month, given degrees latitude o f location. 
c Minimum elevation of the sun is specified by the 
c parameter 'horizon'. Hence, for example, for solar 
c zenith angle<= 85 degrees, set HORIZON (elevation angle) 
C to 5. 0 . 
c For work relating to bright sunshine duration, note that 
c 'the Campbell-Stokes sunshine recorder generally does not 
c record bright s~nshine when the sun is less than 
c 5 degrees above the horizon' ( Iqbal, 1983, p . 232) . 
c For computation of day length, set HORIZON to - 0.83 
c (France and Thornley, 1984, p.98). 
C 
c This routine does not work for the North Pole and South 
c Pole. 
C 
c For latitudes greater than 65 degrees, 'small changes in 
c atmospheric refraction can cause relatively large changes 
c in the actual phenomena, as can small errors in latitude' 
C (List, 1968, p. 506). 
c Definition of daylength, quoted from List (1968, p. 506): 
c 'Daylight is defined as the interval between sunrise and 
c sunset . [Sunrise and sunset) are considered to occur 
c when the upper edge of the disk of the sun appears to be 
c exactly on the horizon with an unobstructed horizon and 
c normal atmospheric refraction. It is assumed that the 
c upper edge of the sun appears on the horizon when the 
c true center of the sun's disk is 50' below the horizon, 
c this corresponds to assuming a semidiameter of 16' and a 
c constant refraction of 34' .' 
C 
c Subroutines called: nil 
C 
subroutine daylen (day, month, latitude, horizon, 
$ day length) 
implicit logical (a - z ) 
c SUBROUTINE PARAMETERS 
integer day INPUT 
integer month INPUT 
real latitude in angular degrees, INPUT 
c a cautionary note on the sign convention : 
c since latitude is a due north vector, remember to 
c specify austral geographical latitudes in negative 
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C values 
real horizon 
real daylength 
in angular degress, INPUT 
in hours , OUTPUT 
integer climday climatological day number 
(1 <= climday <= 366) 
= 1 on March 1st 
real yearangle in degrees 
real y year angle, in radians 
real phi latitude, in radians 
real declination in radians 
real zenith solar zenith angle 
real pi, inside_term, radians, degrees 
integer savemonth 
C ----- -------------------- - --------------------------------
savemonth = month 
pi = acos ( - 1.0) 
radians= (p i / 180.0) 
degrees = ( 180. 0 / pi) 
degrees -t o -radians ! 
conversion factor 
radians-to-degrees 
conversi on factor 
c Compute climatological day number by formula derived by 
c Stu f f and Da 1 e ( 19 7 3 , p . 4 4 1 ) . 
C 
if (month . le. 2) month= month+ 12 
climday = int (30 . 6 * real(month) + real (day) - 91.3) 
c Compute yearang le by formula given by 
c France and Thornley (1984, p. 97). 
yea r angle 
$ 
= ( (real(climday) - 21.0) / 365 . 0 ) 
* 360 . 0 
y = yearangle * radians 
c Compute declinati on based on formula given by 
c Usher (1970, p . 141) . 
C 
c Definition of declination: 'the angular position of the 
c sun at solar noon with respect to the plane of the 
c equator, north positive, in degrees' (Iqbal, 1983, 
C p . 15) . 
declination = ( 0.380 92 
$ (0.769 96 * cos (y)) + (23.265 00 
$ * sin(y)) 
$ + (0.369 58 * cos(2 . 0 *y )) + (0 .1 08 68 
$ * sin(2 . 0 *y )) 
$ + (0.0 18 34 * cos ( 3 . 0 *y) ) (0 .1 66 50 
$ * sin(3 . 0 *y )) 
$ (0.003 92 * cos ( 4. 0 *y) ) + (0.000 72 
$ * sin(4 . 0 *y )) 
$ (0.000 51 * cos ( 5. 0 *y) ) + (0 . 002 50 
-
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$ 
$ 
$ 
+ (0 . 00 4 42 * cos(6 . 0 *y)) 
* radians 
Chapter4 
* sin ( 5. 0 *y )) 
c Compute astron omical daylength using formula gi ven by 
c Hay (1 979 , p . 303) . 
C 
c Definiti on o f zenith angle : 'the angular position of the 
c s n with -respect to the local vertical' (Iqbal, 1983, 
C p. 2 8) . 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
phi= latitude* radians 
zenith = (90 . 0 - horizon) * radians 
insi d e term ( cos (zenith ) -
$ ( sin (phi ) * sin (declination ) 
$ ) 
$ / (c o s (phi ) * cos (declination )) 
if ( inside_term .gt. 1. 0) inside_ term = 1 . 0 
if ( inside_term .lt. -1. 0) inside term= - 1. 0 
day length = (ac o s ( inside_term ) * degrees) / 7 . 5 
month = savemonth 
return 
PROGRAM TESTS 
Test 1 -
Figures in brackets c omputed by DAYLEN, unbracketed 
figures from the Smithsonian Meteorological Tables 
(List, 1968 , pp. 507 -5 08) . 
The latter is expected to be more accurate since they 
extra cted fr om the ephemeris. 
Latit ude March 21st June 21st Dec e mber 21st (Degrees ) hour minute hour minute ho ur minute 
0 degrees 12 0 7 12 07 12 07 (12 0 7) (12 07) (12 07) 
3 5 degrees N. 12 0 9 14 3 1 9 48 (12 08) (14 3 1 ) ( 9 48) 
C ------------------------------- - --------------------------
C 
c Test 2 -
c Daylight duration for Canberra on 27 / 6 / 88 
c As computed by DAYLEN : 9 hours 47 minutes 
c As repo rted in 'The Canberra Times' 9 hours 47 minutes . 
C 
c Fo r both Test 1 and Test 2 , a zenith angle o f 90 . 83 is 
c used as the computed day length should be that o f daylight 
c duration . 
C 
C 
C 
C 
C 
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Appendix 4-2 Routine used in computing daily extraterrestrial 
irradiation 
c SUBROUTI E ET 
c Versi on 1.0 (AUGUST 1988, Eng-Hock Chia) 
C 
c This subroutine computes the daily extraterrestrial 
c irradiation for a particular day of the month, given 
c degrees latitude of location. 
C 
Chapter 4 
c This routine does not work for the North Pole and South 
c Pole. 
C 
c Subroutines called : daynum (computes day number of the 
c year) 
C 
subroutine et (day, month, latitude, dayet) 
implicit logical (a - z) 
external daynum 
C SUBROUTINE PARAMETERS for ET 
integer day INPUT 
integer month INPUT 
real latitude in angular degrees, INPUT 
c a cautionary note on the sign convention: 
c since latitude is a due north vector , remember to 
c specify austral geographical latitudes in negative 
c values 
real dayet daily extraterrestrial radiation 
c incident on 
c a horizontal surface, 
c in l0's of kJ m- 2 day-1, OUTPUT 
real solar_constant ! in energy units, 
C = 3 . 6 * 13 6 7 . kJ m - 2 h - 1 
c The value of the solar constant adopted in this study is 
c the WRC (World Radiation Center) solar constant, which is 
C 1367 W m-2 . 
c This is the value adopted by the WMO in 1981 for 
c meteorological purposes, and differs by 1% from the NASA 
c design standard adopted in 1971 (Iqbal , 1983, 
C pp . 5 0 - 5 3 ) . 
C 
real enought 
real omegas 
integer climday 
real yearangle 
real y 
real phi 
eccentricity correction factor of 
the earth's orbit 
sunset hour angle for a horizontal 
surface , in degrees 
climatological day number 
(1 <= climday <= 366) 
= 1 on March 1st 
in degrees 
year angle, in radians 
latitude, in radians 
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real declination ! in radians 
rear pi, inside_term, radians, degrees 
real negtanphi, tand, dayn 
real dayangle in radians 
i n teger sav emonth 
C --------------------------------------------- - ------ - -----
sav emonth = month 
p i = ac o s ( -1. 0) 
radi a n s = (p i/ 180 . 0) 
degrees = ( 180 . 0 / pi ) 
degrees-t o - radians 
c onversi on fact o r 
radians - t o -degrees 
conversion factor 
c Comp u te climato l ogi c al day number by f o rmula derived by 
c Stu ff a nd Da 1 e ( 19 7 3 , p . 4 41 ) . 
C 
if (month .le. 2 ) mont h = month+ 12 
c limday = int (30 . 6 * real (month ) + real (day ) - 91. 3) 
c Compute y earangle by f o rmula given by 
c Fra n c e and Tho rnley (198 4, p. 97 ) . 
yea r a ngle 
$ 
= (rea l (c limda y) - 21 . 0) / 3 65 . 0 ) 
* 360 . 0 
y = y e a rangle * radians 
c Compute d e c linati on ba sed on f o rmula gi ven by 
c Usher ( 197 0 , p . 141 ) . 
C 
c Definiti on of declinati on: 'the angular po sition of the 
c s un a t solar noon with re s pec t to the plane o f the 
c equa t o r, n o rth positive, in d e g rees' ( I qbal, 19 83, 
C p . 1 5 ) . 
dec linati on = ( 0 . 380 92 
$ (0 . 7 69 96 * co s (y)) + (23 .2 6 5 00 
$ * sin (y)) 
$ + (0 . 369 58 * c o s (2 . 0 *y)) + (0 .1 08 68 
$ * sin (2. 0 *y )) 
$ + (0 . 01 8 34 * co s (3 . 0 *y )) (0 .1 66 50 
$ * sin (3 . 0 *y )) 
$ (0 . 003 92 * c o s (4 . 0 *y )) + (0 . 000 72 
$ * sin (4. 0 *y )) 
$ (0 . 000 51 * c o s (5. 0 *y)) + (0 . 00 2 50 
$ * sin (5. 0 *y )) 
$ + (0 . 00 4 42 * co s (6 . 0 *y)) 
$ * radians 
phi l at itude * r a dians 
C The foll owing c al c ulati ons are based on tho se gi v en by 
C I q bal ( 1983 ) . 
ca ll daynum (day, sav emonth, dayn ) 
C ( In daynum, February is always assumed to have 2 8 
C days . ) 
-
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dayangle = (2. 0 * pi * (dayn - 1 . 0) ) / 365. 0 
enought = 1. 000 11 0 + 0 . 03 4 22 1 * c o s (day angle ) $ 0 . 00 1 2 80 sin (day angle ) * + $ 0 . 000 719 * cos (2. 0 *dayangle ) + $ 0 . 000 077 * sin (2. 0 *dayangle) 
s o lar constant = 3 .6 * 136 7 . 0 kJ m-2 h-1 -
if ( latitude . ne. 0 . 0) then 
negtanphi = - tan (phi ) 
tand = tan (declinati on ) 
$ 
omegas= acos (negtanphi * tand ) 
insid e_term = omegas - tan (omegas ) 
d a yet = (24. 0 / pi ) * s o lar constant * enought 
* sin (phi ) 
* sin (dec lination ) * inside $ 
e ndif 
if ( latitude .eq. 0 . 0) then 
day et = (2 4 . 0 / pi ) * s o lar_constant * enought * 
$ cos (declination ) 
endif 
dayet = d a yet / 10 . 0 
month= s avemonth 
retu rn 
end 
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c DAYNUM 
C 
c Purpose : find day of the year given day & month 
C 
c Author 
C 
c Eng-Hock Chia 
C 
C •••••••••••••••••••••••.•••••..•••••••••••••..••• 
C 
subroutine daynum (day, month, dayn) 
implicit logical (a-z) 
SUBROUTINE 
integer 
integer 
real 
PARAMETERS 
day 
month 
dayn 
for daynum 
INPUT 
INPUT 
output 
integer saveday 
integer lastdayof(12) 
integer monthindex, monthtotal 
C ----------------------------------------------
C 
saveday = day 
assign lastday to each month 
lastdayof ( 1) = 31 
lastdayof (2) 28 
lastdayof (3) = 31 
lastdayof (4) = 30 
lastdayof ( 5) = 31 
lastdayof (6) 30 
lastdayof (7) 31 
lastdayof (8) 31 
lastdayof (9) = 30 
lastdayof (10) = 31 
lastdayof (11) = 30 
lastdayof (12) = 31 
if (month .eq. 1) monthtotal = 
if (month . eq. 2) monthtotal 
if (month .eq. 3) monthtotal = 
if (month .ge . 4) then 
monthtotal = 0 
do monthindex = 1, month - 1 
0 
31 
31 + 28 
monthtotal = monthtotal + lastdayof (monthindex) 
enddo 
endif 
if ( (month . eq. 2) . and. (day . eq. 29) ) day= 28 
dayn = real (monthtotal + day) 
day= saveday 
return 
end 
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1 OVERVIEW 
Daily fractional cloud duration is defined here as the fraction of daylight 
hours observable by a Campbell-Stokes sunshine recorder which do not 
receive bright sunshine. As explained in Chapter 1, it is computed as 
Cd= 1- n/N (5.1) 
where Cd is daily fractional cloud duration, n is the recorded sunshine 
duration for a particular day, and N is the number of hours that the sun is 
at least 50 above the horizon. 
In chapter 3, the case for including cloud duration as one of the 
variables in a daily stochastic weather model was presented. An adequate 
model of cloud duration must preserve both the probability distribution as 
well as the dependence structure as exhibited by the data. This chapter is 
devoted to the search for an adequate model to represent the frequency 
distribution of fractional cloud duration across the different climatic zones 
of Australia. Modelling of the dependence structure of cloud duration is the 
subject of the following chapter. 
The author investigated the per formance of two standard 
distributions supported on the (0, 1) interval which could be used to model 
the frequency distribution of fractional cloud duration. These are the beta 
and the logit normal distributions. These two distributions are described in 
detail in Sections 3 and 4. As will be described in Section 2, the beta 
distribution has been used by previous workers to represent the probability 
distribution of the proportion of cloud cover. However, in view of the 
differences between cloud cover and fractional cloud duration, previously 
described in Chapter 3, it is necessary to confirm that the beta distribution 
is also an adequate model for fractional cloud duration. Furthermore, 
although all the previous studies employed the method of moments to 
estimate the parameters of the distribution, the statistical accuracy of this 
method was not investigated. This research found that the standard errors 
of the moment estimates, computed using Monte Carlo simulation, are 
reasonably low (Section 5.1). 
The adequacy of both the beta and the logit normal distributions was 
assessed using the the AUSSET data described in Chapter 4. The data 
were used to construct 120 (ten stations by twelve months) empirical 
... 
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fractional cloud duration distributions. Statistical tests showed that the 
beta distribution fitted well and significantly better than the logit normal 
distribution (Section 5). 
It is demonstrated in Section 6 that the variance of fractional cloud 
duration may be. reasonably estimated from the mean fractional cloud 
duration using a simple empirical formula. This is of practical importance 
since the mean fractional cloud duration is tabulated for many locations 
around the world. It circumvents the need to use daily recorded data when 
a slight loss of accuracy is not crucial. 
2 REVIEW ON THE USE OF THE BETA DISTRIBUTION FOR 
MODELLING CLOUD COVER FREQUENCY 
The beta distribution is a simple and flexible two-parameter distribution 
that can be fitted reliably given only the sample mean and variance. A 
number of workers have employed the beta distribution to model the 
probability distribution of cloud cover. 
Falls (1974) studied the suitability of various theoretical frequency 
,distributions (the normal, Weibull, Fisher-Tipett types 1 and 2, log normal, 
exponential and beta distributions) for describing cloud cover. He obtained 
160 empirical cloud cover distributions based on satellite and ground-based 
cloud observations . These samples were obtained from 10 cloud regions 
(covering United States, Brazil, Central America, South America and 
Australia) for the months of January, April, July, and October. For each 
month, hours 0400, 1000 and 1600 LST (local standard time ) were 
considered. In all cases, the Kolmogorov-Smirnov (KS) test indicated that 
the beta distribution gave the best fit over the other distributions . 
Furthermore, in no case can the beta distribution be rejected at the 5% 
level. 
Henderson-Sellers (1978 ) studied 24 cloud cover frequency 
distributions from 6 stations in the northern hemisphere. These stations 
were chosen to be representative of land and ocean areas in the high 
latitudes, mid-latitudes and the subtropics. Ground-based observations for 
the months of January and July for 0400 and 1600 LST were used . The 
main aim of that study was to use the parameter values of the fitted beta 
I 
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distribution to highlight the differences in cloud cover frequency between 
land and ocean areas. 
Bean and Somerville (1980) fitted the beta distribution to satellite-
derived estimates of cloud cover integrated over 2.5 degree latitude-
longitude grid cells, and used the two parameters of the distribution to 
group the world into homogeneous cloud cover regions. 
3 THE BETA DISTRIBUTION 
The beta distribution is a flexible distribution defined over the interval (0, 
1). Its probability density function is given by 
f (x) = x0 - 1(l- xt 'r(a + b)/[r(a).r(b)] for 0 < X < 1 (5.2) 
where a>0 and b>0 (Freund and Walpole, 1987). 
The two parameters control the shape of the beta distribution as 
follows. The distribution is (1) unimodal for a > 1 and b > 1; (2) U-shaped 
for a < 1 and b < 1; (3) reverse J-shaped for a < 1 and b ~ 1; (4) J-shaped for 
b < 1 and a~ 1; and (5) symmetrical when a= b. The uniform distribution is 
a special case of the beta when a = b = 1. The Arc-Sine distribution is a 
special case of the beta when a = b = 0.5 (Rothschild and Logothetis, 1986). 
Hence, the beta distribution can be fitted to a wide variety of empirical 
distributions. 
As maximum likelihood estimates of the distribution are difficult to 
obtain, the parameters of the beta distribution are usually estimated by the 
method of moments. This equates the theoretical mean and variance with 
the corresponding sample statistics . The accuracy of the moment 
estimators, studied through Monte Carlo simulation, is reported in Section 
5.1 below. 
The mean (µ ) and variance (a 2 ) of the distribution are 
µ=a/(a+b) 
a 2 =ab/[(a+b)2(a+b+ 1)] 
(5.3) 
(5.4) 
..... 
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Solving these equations for a and b gives 
a=µ0 
b=(l-µ)0 
where 0=µ (1-µ)/a 2 -1. 
4 THE LOGIT NORMAL DISTRIBUTION 
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(5.5) 
(5.6) 
Another flexible distribution defined over the interval (0, 1) is the logit 
normal distribution. The distribution describes a variable Y which is 
related to the normal variate X by the transformation 
Y = V[l + exp(X)] (5.7) 
(Johnson, 1987, p. 31). Hence, if the frequency distribution of daily 
fractional cloud duration is well described by the logit normal distribution, 
the values can be transformed into normal variates by the transformation 
(5.8) 
where Cd is the daily fractional cloud duration and C n is the normalized 
variable. 
This distribution can fit unimodal, U-shaped, J-shaped, skewed or 
symmetrical distributions (Johnson, 1987, p. 33). 
The two parameters of the distribution are the mean and variance of 
the normalized values, and hence can easily be computed. Equating the 
theoretical mean and variance with the corresponding sample statistics in 
the case of the normal distribution yields the maximum likelihood 
estimates . 
Since many standard techniques in statistical and time series 
analysis assume normality , another important advantage of using this 
distribution is the ease with which the variates can be normalized. 
I 
I 
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5 ANALYSIS 
Sunshine duration data used in the present study come from the AUSSET 
database (Chapter 4). It may be reiterated that each station has at least 10 
years of record and that the climatic types represented range from tropical 
to temperate. The sunshine duration data for all stations are recorded with 
the Campbell-Stokes instrument. 
5.1 Accuracy of the moment estimators for the beta distribution 
The accuracy of the method of moments estimators was evaluated by the 
standard errors of the estimators computed using Monte Carlo simulation. 
Random beta variates were generated given known values of a and b, the 
two parameters of the distribution. Four typical combination of values of a 
and b were chosen . They correspond to the parameters of the beta 
distribution fitted by the method of moments to the data for Darwin (a 
tropical location) and Melbourne (a temperate location) in January 
(summer) and July (winter). 
The computation proceeded in three steps. (1) For each combination 
of parameter values, 1000 sets of 300 beta variates were generated. The 
figure of 300 corresponds approximately to the smallest sample size 
employed in the analysis below. The beta variates were generated using 
Algorithm BA of Cheng (1978) with the uniform random generator 
Algorithm AS 183 described in Wichmann and Hill (1985). (2) For each set 
of 300 beta variates, the parameters a and b were calculated. (3) The 
sample standard deviation of the 1000 values of a 's and b's was calculated to 
obtain the standard error of the (unknown) sampling distribution of these 
two parameters. 
The results are presented in Table 5-1. The standard errors of the 
moment estimators are reasonably low, and do not exceed 18% in the worst 
case. 
.... 
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TABLE 5-1. Mean and standard errors of moment estimators for the beta 
distribution for four typical combinations of parameter values . Calculated 
from 1000 simulations of 300 samples for each combination of parameter 
values. 
Value of a and b 
respectively 
a : 0.859 
b: 0.768 
(Darwin , January) 
a : 0.110 
b: 1.486 
(Darwin, July) 
a : 0.577 
b:1.179 
(Melbourne, January) 
a: 0.899 
b: 0.665 
(Melbourne, July ) 
Mean of moment 
estimators 
0.861 
0.768 
0.111 
1.512 
0.576 
1.182 
0.905 
0.671 
Standard error 
0.074 
0.066 
0.017 
0.266 
0.051 
0.109 
0.079 
0.057 
Standard error as 
% of given 
parameter value 
(column 1) 
9% 
9% 
15% 
18% 
9% 
9% 
9% 
9% 
I 
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It may be pointed out that the above method of calculating the 
standard error for a and b is very similar to the bootstrap methodology of 
computing the standard error of estimators with unknown sampling 
distributions (Efron and Tibshirani , 1986). The difference lies in the first 
step: in the bootstrap method, the different datasets are generated from the 
original data itself by repeated sampling with replacement. 
5.2 Performance of the beta and logit normal distribution 
For each station, the beta distribution was fitted using the method of 
moments to the empirical distribution of daily fractional cloud duration 
values for each month of the year across all years. Likewise, the logit 
normal distribution was fitted using the sample means and variance for 
each month of the year across all years. 
Goodness of fit was assessed by the Kolmogorov-Smirnov (KS) test. 
This is the most generally accepted test for continuous data as a function of 
a single variable (Press et al. , 1988), and as discussed by Falls (1974), is 
preferable to the chi-square test in several ways. Furthermore, it facilitates 
comparison with the study conducted by Falls (1974). Lastly, the chi-square 
test is not employed in this study since in stations with very clear months 
(see for example Figure 5-1, bottom diagram), the expected frequencies are 
small for cloudy categories. For small expected frequencies , appropriate 
inferences can be made with the chi-square test only by merging categories 
but this entails a loss of information (Siegel and Castellan, 1988). 
D'Agostino (1982, p. 318) commented further that although 'the chi-square 
test of normality is often presented in textbooks as the preferred test ... it 
is not very sensitive for this use and should not be used .' 
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FIGURE 5-1. Histogram of daily fractional cloud duration with fitted beta 
probability density function for Darwin in January and July. (The original 
plot was prepared by Dr M. F. Hutchinson and scanned at the laser printer 
resolution of 300 dots-per-inch.) 
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The KS test assumes an underlying continuous distribution (Siegel 
and Castellan, 1988). It makes use of the D statistic, which is defined as 
the maximum absolute difference between the empirical distribution 
function and the theoretical distribution function . Thus 
D = suplS(x)-F(x)I (5.9) 
% 
where S(x ) is the value of the empirical distribution evaluated at each x, and 
F (x ) is the theoretical cumulative distribution function , in this case the beta 
distribution function. 
In the study conducted by Falls (1974), the empirical distributions 
were grouped into 5 classes and hence, the differences between the 
empirical and theoretical distribution were evaluated only for these class 
intervals. This involves a loss of information but circumvents the problem 
of evaluating the difference between the empirical and theoretical 
distribution function at the end-points. Both the beta distribution and the 
logit normal distribution are purely continuous distributions with F (0)=0 
and F (l )=l. The empirical distribution, on the other hand, can possess a 
probability mass at 0 and 1. In this study, the differences were evaluated 
for 10 class intervals of equal width of 0.1. 
The KS test showed that the fitted beta distributions are statistically 
indistinguishable from the empirical distributions at the 95% confidence 
level for nearly all cases (Table 5-2). In the case of the 5 months that 
registered a statistically significant difference , the discrepancy is small, 
with none of the D statistics exceeding 0.06. The discrepancy could also be 
due to sampling variations. With a perfect model, 5% of the tests can be 
expected to be significant at the 5% level, and 5 in 120 cases (4.2%) is in 
good agreement with this . 
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TABLE 5-2. Performance of the beta distribution: value of D statistics by 
station and month. Statistical significance at the 5% level is indicated by 
underlining. 
Station 
Darwin 
Cairns 
Halls Creek 
Alice Springs 
Brisbane 
Oodnadatta 
Perth 
Adelaide 
Melbourne 
· Hobart 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
.04 .03 ~ .03 .03 .01 .02 .01 
.ilfi .03 .03 .04 
.05 .03 .05 .03 .02 .02 .02 .01 .06 .07 .04 .05 
.04 .04 .03 .0 1 .01 .01 .01 .01 .02 .02 .04 .05 
.03 .02 .03 .02 .02 .02 .01 .01 .01 .03 .02 .02 
.04 .05 .03 .03 .03 .02 .03 .02 .01 .02 .03 .03 
.02 .01 .02 .02 .01 .01 .02 .02 .01 .02 .02 .01 
.03 .02 .02 .01 .03 .03 .03 .04 .03 .01 .01 .02 
.02 .03 .02 .03 .03 .03 .03 .04 .03 .01 .03 .03 
.03 .03 .03 .02 .04 .05 .03 .03 .03 .03 .03 .03 
.01 ..ili ..ili .04 .03 .02 .03 .03 .04 .04 ..ili .04 
Note: Whether a D statistic is significant depends not just on its value but also on the 
sample size. This is the reason some D statistics may be significant even though they are 
equal or even smaller in value than those for other stations or months that are not 
significant. In addition, the values.in the above table are rounded to 2 decimal places. 
The Beta Distribution as a Probability Model tor Daily Fractional Cloud Duration 119 
Fitted beta distributions for Darwin (12°25'8 ) and Melbourne 
(37°49'8 ) in January (mid-summer) and July (mid-winter) are shown in 
Figures 5-1 and 5-2 as illustration of the beta distribution fit to clear and 
cloudy months. 
120 
>-
0 
z 
w 
:) 
0 
w 
a: 
LL 
w 
> 
i'.= 
:5 
w 
a: 
>-
0 
0.4 
0.3 
0.2 
0.1 
0.0 
0.3 
as 0.2 
:) 
0 
w 
a: 
LL 
w 
> 
i'.= 
:5 0.1 
w 
a: 
0.0 
0.0 
0.0 
Chapter 5 
MELBOURNE JANUARY 
0.2 0.4 0.6 0.8 1.0 
CLOUD DURATION 
MELBOURNE JULY 
0.2 0.4 0.6 0.8 1.0 
CLOUD DURATION 
FIGURE 5-2. Histogram of daily fractional cloud duration with fitted beta 
probability density function for Melbourne in January and July. (The 
original plot was prepared by Dr M. F. Hutchinson and scanned at the laser 
printer resolution of 300 dots-per-inch. ) 
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As shown in Table 5-3, the logit normal distribution does not fit the 
empirical distribution as well as the beta distribution . At the 95% 
confidence level , about half of the cases (48% or 57 of 120 cases) registers a 
statistically significant difference . Hence, the beta distribution is the 
preferred frequency distribution for daily fractional cloud duration. 
--
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TABLE 5-3. Performance of the logit normal distribution : value of D 
statistics by station and month. Statistical significance at the 5% level is 
indicated by underlining. 
Station Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
Darwin JIB .ill Jlli .illi .02 .02 .02 .01 Jlfi .02 .illi Jlli 
Cairns Jlli .ill ~ .06 .04 .02 .04 .03 J.il J.il .06 .ill 
Halls Creek Jlli Jlli .05 .03 .06 .05 .02 .03 .03 .03 .06 
.ll 
Alice Springs .01 .04 .05 Jlfi .ill Jlfi .ill Jlfi .04 .02 .03 .03 
Brisbane JIB J.il .illi .04 .03 .02 .03 .02 .02 .04 .05 
.ill 
Oodnadatta .02 
.illi Jlfi .04 Jlfi .ill .ill JIB Jlfi .02 .01 .02 
Perth .02 .03 .04 .02 Jlfi JIB JIB JIB .03 .03 .02 .02 
Adelaide .03 .04 .03 .05 Jlfi Jlfi Jlfi .ill Jlfi .04 Jlfi .05 
Melbourne .04 .05 .05 .04 .06 
.ill .06 JIB .06 .05 .ill .06 
Hobart Jlfi Jlli JIB JIB .illi JM Jlfi Jlfi JIB Jlli J.il Jlli 
I 
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Lastly, it may be noted that the KS test assumes that the parameters 
of the theoretical distribution are known. When the parameters are 
estimated from the sample, some bias is introduced (Lilliefors, 1967). For 
the normal distribution, Lilliefors (1967) has shown that the bias is in the 
direction of favouring the acceptance of the null hypothesis (that there is no 
difference between the observed and theoretical values ), and he modified 
the table of critical values used in the test. To the author's knowledge, no 
such modification exists for the beta or logit normal distributions. However, 
in the present investigation, since the value of the D statistics is very small 
in nearly all cases, this problem should not of great concern. 
6 AN EMPIRICAL RELATIONSIDP BETWEEN THE MEAN AND 
THE STANDARD DEVIATION 
Mean daily cloud duration values are tabulated for each month of the year 
for many locations around the world (see for example, Muller, 1982). If the 
variance of daily fractional cloud duration can be estimated from the mean 
fractional cloud duration, the parameters of the beta distribution can be 
inferred when only the mean is known, making it possible to estimate the 
empirical frequency distribution of fractional cloud duration for sites 
without readily accessible daily recorded data . 
It was found that the observed relationship between the mean and 
standard deviation of daily fractional cloud duration can be described by 
a = c[µ ( 1-µ )] vz (5.10) 
The value of the constant c is equal to 0.646, with a standard error of 0.006. 
It is determined by minimizing the residual sum of squares of the observed 
data points about the fitted curve (Figure 5-3). 
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FIGURE 5-3. Relationship between mean(µ ) and standard deviation (a) of 
daily fractional cloud duration using data from all stations. The equation of 
the curve is a= 0.646[µ(1- µ )]1 12 • 
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The form of this curve is based on the natural restriction that 
(5.11) 
for any random variable supported on the interval [O, 1] . The proof of this 
restriction, due to Dr M. F. Hutchinson, is presented in the appendix. 
A similar empirical relationship has been developed by Ogelman et 
al. (1984). However, their relationship does not make use of the natural 
restriction on a given by Equation 5.11. A quadratic function was 
employed and therefore requires three empirically determined parameters. 
They also apparently do not correct sunshine durations for the 5o above the 
horizon threshold of the Campbell-Stokes sunshine recorder. 
The empirical relationship was assessed by determining the goodness 
of fit of the beta distribution when the parameters of the distribution were 
computed using the standard deviation estimated from Equation 5.10 and 
the observed mean. 
The results are given in Table 5-4. There are quite a number of cases 
(39 out of 120 cases, or 33%) registering a statistically significant difference 
between the empirical and theoretical distribution at the 95% confidence 
level. Nevertheless, from a practical viewpoint, and especially considering 
that an entire distribution is fitted using only the mean value , the 
approximation is reasonable , with none of the D statistics exceeding 0.15. It 
may also be noted that the result is still better than that for the logit 
normal distribution where about half of the cases register a statistically 
significant difference at the 95% confidence level. 
-
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TABLE 5-4. Value of D statistics by station and month for the beta 
distribu tion fitted with estimated standard deviation . Statistical 
significance at 5% level is indicated by underlining. 
Station Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
Darwin JL2 JL2 ..Q.9 JU. .04 .02 .02 .04 
.!la .15 .la ..Q.9 
Cairns .05 .06 .06 .03 .04 .04 .02 .02 .05 J..Q 
.15 .la 
Halls Creek .07 .06 .03 .02 .07 .04 .01 .02 .05 .07 .08 
.ll 
Alice Springs .04 JU. .04 JL2 ..Q.9 JU. .!la JU. .05 .02 .02 .02 
Brisbane .04 JL2 .03 .03 ~ JU. JU. .04 .02 .03 .02 .05 
Oodnadatta .04 .04 .04 .04 
.!la .!la ~ JU. ~ .03 .01 .01 
Perth .03 .02 .02 .03 .04 .03 .04 JL2 .04 .04 ~ JU. 
Adelaide .01 .03 .01 .04 .04 .03 .03 .04 .02 .01 .04 .03 
Melbourne .05 .02 .03 .04 .03 .04 .04 .06 .04 .04 
.!la .05 
Hobart JU. ~ M .04 .03 .02 .02 M .!la JU. JU. .!la 
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7 CONCLUSION 
This study has assessed the adequacy of two standard distributions 
supported on the [O, 1] interval for modelling the freque ncy of daily 
fractional cloud duration. The beta distribution has been shown to be an 
adequate model for the ten Australia stations studied. It fitted significantly 
better than the logit normal distribution and can be reliably fitted using 
only the mean and variance. 
The study has also shown that the empirical distribution frequency of 
daily fractional cloud duration may be reasonably inferred from the mean of 
the distribution. This is of practical importance since mean fractional cloud 
duration is tabulated for many locations around the world , making it 
possible to estimate the empirical frequency distribution of fractional cloud 
duration for sites without readily accessible daily recorded data. 
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APPENDIX 
Appendix 5-1 The relationship between the mean and the 
standard deviation for [O, 1] random variables 
This appendix shows that for any [O, 1) random variable, there is a natural 
restriction between the variance a 2 and the meanµ such that 
a$[µ (1-µ ) ]1'2 (A5-1.1) 
The proof, developed by Dr M. F. Hutchinson, is presented below. 
Proposition 
Let X be a random variable supported on the interval [O, 1) with mean µ 
and variance a 2 Then 
with equality if and only if 
P{X=O or X=l}=l 
i.e . Xis a bernoulli variable b(l,p) for some probability p . 
Proof 
For O $ x $ 1, 
with equality if and only if x=O or x= 1. 
Taking expectations, 
E[X2] $ E[X] 
with equality if and only if P {O<X<l}=O. 
From (A5-1.4), 
(A5-1.2) 
(A5-1.3) 
(A5-l.4) 
(A5-1.5) 
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(J2 -5, µ-µ 2 = µ(1-µ) (A5-l.6) 
with equality if and only if P{O<X<l}=O i.e. P{X=O or X=l}=l. 
• 
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1 OVERVIEW 
This chapter is devoted to the development of a model which will adequately 
represent the dependence structure of cloud duration across the different 
climatic zones of Australia , and at the same time preserve the beta 
probability frequency discussed in the previous chapter. The result is 
ANUCloud, a beta autoregressive model of order 2. Its design also takes 
into consideration the desirable features of a stochastic weather model 
discussed in Chapter 3. In particular, it is a parsimonious and generic 
model. 
Section 2 introduces the salient features of ANUCloud. Section 3 
provides background information on the techniques used in investigating 
the dependence structure of time series in general and meteorological time 
series in particular. The sub-sections focus on: (1) the assumptions of 
autoregressive models , (2) the autocorrelation function as a measure of 
dependence structure, (3) the computation of the autocorrelation function for 
seasonally varying time series, and (4) the partial autocorrelation function 
and its use in the identification of autoregressive models . 
The investigation of dependence structure was carried out with 
normalized fractional cloud duration values. The rationale for using 
normalized values is explained in Section 2. The method of normalization is 
explained in Section 4. The procedure, based on the use of empirical 
relative frequencies , and hence termed non-parametric normalization by the 
author, delivers a series which is normal. 
Sections 5 to 7 report on the empirical investigations of the 
dependence structure of cloud duration using the stations of the AUSSET 
database. The major findings are summarized below. 
The investigation began by considering whether the autocorrelations 
should be computed for each month of the year or whether seasonal effects 
may be neglected and the coefficients computed for the entire series . The 
latter approach has been adopted by some authors modelling other weather 
variables and is preferable for two reasons . It reduces the number of model 
parameters resulting in a more parsimonious model. Equally important, the 
parameters will also be more accurate since all available data for each 
station are used. For all stations, the monthly variations of the 
132 Chapter 6 
autocorrelation coefficients are not very pronounced or distinct. It was 
therefore decided to use the entire time series for each station to compute 
the autocorrelation coefficients, instead of segmenting the data into months 
or seasons. 
Secondly, the partial autocorrelation functions (computed using the 
entire series) were examined. For all stations, the first lag coefficients 
dominate those of the other lags and are always statistically significant at 
the 5% level, ranging in value from 0.23 to 0.53. The second lag coefficients 
are also statistically significant at the 5% level for all stations with the 
exception of Melbourne. They are however much smaller in magnitude, 
with none exceeding 0.11. After the second lag, the coefficients are very 
small in magnitude, with none exceeding 0.06. Hence, the results indicate 
that fractional cloud duration can be represented by an autoregressive 
process of order 1 or 2. Both types of models were fitted to the data and 
further tests were carried to examine the goodness of fit for each type of 
model. The residual autocorrelation functions indicates that an AR(2) 
model, which requires one more parameter than an AR(l ) model, is an 
appropriate model of the dependence structure of cloud duration for all 
stations except Melbourne, where an AR(l ) model is appropriate. Since the 
AR(l ) model is a special case of the AR(2) model with one of the parameters 
·set to zero, it can still be stated that the AR(2) model is applicable to all the 
stations. 
Hence, ANUCloud, an order 2 beta autoregressive model, adequately 
represents the dependence structure of cloud duration across the different 
climatic zones of Australia and at the same time preserves the beta 
probability frequency discussed in the previous chapter. 
Three parameters of the autoregressive model may be reasonably 
estimated from the latitude of the station using the two simple empirical 
formulae presented in Section 8. The other two parameters, which are the a 
and b parameters of the beta distribution, may be inferred from the mean of 
the distribution . Hence, ANUCloud may be used for sites where only the 
mean fractional cloud duration values are known. As noted in Chapter 5, 
mean fractional cloud duration is tabulated for many locations around the 
world . 
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2 ANUCloud: MODEL STRUCTURE 
ANUCloud is a beta autoregressive model of order 2. It models a current 
observation c; of fractional cloud duration (normalized and with zero mean) 
in terms of 2 past observations and a random disturbance term: 
where </) 1 and </) 2 are the parameters of the model, and 
e" t = 1, 2, ... ,n represent white noise, assumed 
to be iid N (O, a ;). 
(6.1) 
It is a parsimonious model which accounts for both the probability 
distribution of cloud duration as well as the main features of the 
dependence structure. 
With regard to the probability distribution, it has been demonstrated 
in chapter 5 that the beta distribution adequately models the probability 
distribution of cloud duration. The actual fractional cloud duration values 
were transformed to standard normal variates using the method of non-
parametric normalization described in Section 4. The normalized values 
were then used to calibrate the order 2 autoregressive model in Equation 
6.1, which assumes normality. 
The model has 5 parameters, </J i, </) 2 , a;, and the two parameters of 
the beta distribution, a and b. The parameters of the beta distribution are 
needed for transforming the simulated normalized values to simulated 
fractional cloud duration values. (The details of this procedure is described 
below.) The a and b parameters were computed for each month of the year 
for each station to account for seasonal variations, as explained in Chapter 
5. The other three parameters were computed using the entire time series 
without segmentation into months or seasons . (Details of parameter 
estimation of the a and b parameters have been presented in the last 
chapter. Estimation of the other three parameters are treated in Section 6 
of this chapter and the parameter values for each station are given in Table 
6-2.) 
The main steps to be taken when using ANUCloud to simulate cloud 
duration are illustrated in Figure 6-1. The simulated normal variates are 
transformed into beta variates using the inverse beta distribution function . 
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This function may be evaluated using one of the published computer 
routines such as Applied Statistics Algorithm 109 (Majumder and 
Bhattacharjee, 1985) which is used in this study. 
I 
I 
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Compute the 5 parameters of 
the AR(2) model 
..... 
Generate the Gaussian 
noise variates 
Obtain the values of c;_, and 
c;_2 by random sampling from 
the beta distribution with the 
appropriate a and b parameters 
Generate the normalized 
fractional cloud duration series 
using the AR(2) scheme 
given by Equation 6.1 
Transform the normal ized 
fractional cloud duration 
series into beta variates 
Compute astronomical day 
length using routine in 
Appendix 4-1 
..... 
Obtain simulated cloud 
duration sequences 
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FIGURE 6-1. Schematic diagram outlining the main steps to be taken when 
using ANUCloud to simulate cloud duration sequences. 
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There are two major advantages of using autoregressive models to 
describe meteorological time series. Firstly, they explicitly account for the 
autocorrelation structure of the process. As noted by Nicholls (1979), time 
series analysis emphasizes model building in which the model is determined 
on the basis of t~e data rather than model fitting where data is fitted to a 
model developed on the basis of theoretical assumptions. (Of course, time 
series analysis do entail some theoretical assumptions, details of which are 
discussed later in the chapter. ) Secondly, the resulting model is 
parsimonious, unless the weather time series exhibits autocorrelation up to 
high lags. Analysis with both observed and GCM (General Circulation 
Model ) generated daily temperature series has indicated that the 
dependence structure of weather time series may be represented by low 
order processes (Katz, 1982; Mearns et al, 1984) and that more complex 
stochastic processes, such as autoregressive moving average (ARMA) 
processes, are not necessary. The adequacy of using the second order 
autoregression for fractional cloud duration is examined further in the 
section on identifying the order of the autoregressive model (Section 5.2). 
Unless otherwise cited, the equations and techniques of time series 
techniques given in this chapter are taken from Cryer (1986). The approach 
, taken here is commonly known as the time domain approach. The classic 
reference for this approach is Box and Jenkins (1970). 
3 METHODS OF INVESTIGATING DEPENDENCE STRUCTURE 
3.1 Assumptions of autoregressive models 
The first assumption, which is that of normality , has already been 
mentioned . Secondly, the process should be strictly stationary. For a 
Gaussian process, this is equivalent to second-order stationarity. Formally, 
and based on the notation of Nicholls (1979), the process Xt is second-order 
stationary if (1) the mean is constant over time: 
E( x1) = constant=µ for t = 0, ± 1., ± 2, ... (6.2) 
where µ is the population mean, and (2) the covariance is a function y of 
the distance between two points j and k in time but independent of the 
actual times} and k : 
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forj , k = 0, ±1, ±2, ... (6.3) 
The third assumption is that the dependence structure can be 
adequately described by an autocorrelation function . This is discussed 
further in the next section. 
3.2 The autocorrelation function as a measure of dependence 
structure 
The most important sample statistic used for measuring the dependence 
structure of a time series is the autocorrelation function (Anderson, 1988, p. 
411). 
The standard definition of the sample autocorrelation function is 
k = 0, 1,2, ... (6.4) 
where rk 1s the sample autocorrelation coefficient at lag k, Ck is the 
autocovariance at lag k, andc0 is the variance (Anderson, 1988, p. 412). 
The autocovariance at lag k, Ck , is defined as 
(6.5) 
where n and x are respectively the sample size and mean of the time series 
Xi , 
Finally, the variance c0 is computed as 
(6.6) 
that is, without the usual bias correction for sample variance . 
The use of the autocorrelation function as a measure of serial 
dependence entails three assumptions. Firstly, the analysis based on 
autocorrelation is meaningful only if the process is stationary. For a 
Gaussian process, second-order stationary suffices . Secondly, the 
phenomenon is sampled at equidistant points in time. Thirdly, the 
correlation coefficients always measure the strength of linear dependence 
138 Chapter 6 
amongst values of a series , regardless of whether the dependence structure 
is linear or not. 
The adequacy of the third assumption of linear dependence has been 
· addressed by Yevjevich (1972) in the context of hydrological modelling, 
which is also !elevant here . He argued that 'the simplicity of the linear 
approach , th e already developed estimation techniques and the 
distributions of estimated parameters for this approach, the lack of physical 
justification for nonlinear correlation, and the limitations of sample sizes 
give sufficient support for the use of . .. the linear autocorrelation' 
(Yevjevich, 1972, p. 32). 
3.3 Computation of the autocorrelation function for seasonally 
varying time series 
As discussed in Chapter 2, in order to account for seasonality, model 
parameters of stochastic weather models are commonly computed for each 
month of the year across all years . However, in order to calculate the 
autocorrelation coefficients for each month of the year, we have to modify 
the formulae given previously. For each month, we have N observations for 
J years. For example, if the length of the entire series is 10 years, then for 
January we have 31 observations (N = 31) over 10 years (J = 10). Two 
methods (which will be referred to as Method A and Method B) can be used . 
Two methods (which will be referred to as Method A and Method B) can be 
used. 
In Method A, the autocorrelation is computed monthly according to 
Equations 6.4 to 6.6, and the mean of these autocorrelations coefficients is 
then computed. If xu is the ith observation of the jth year, then CkJ and x
1 
are first computed: 
ck.=__!_ f (x. k . - x -)(x . . - x -) 1 N L... ,_ .1 1 , .1 1 
i=k+ I 
l N 
X1 = NLXi,j 
i=l 
(6 .7) 
(6.8) 
The autocorrelation at lag k for each individual month is next computed as 
(6.9) 
ANUCloud: A Stochastic Model of Daily Cloud Duration 
and finally the the overall autocorrelation is 
where 
In Method B, the mean of all observations is used. Hence, 
ck = ~ I(x._k .-x)(x. -x) 
1 N i=k +I I , ] 1,J 
1 J N 
i=-""x .. 
NJ L.. L.. I , ] j =I i = I 
Then, the overall autocorrelation is 
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(6.10) 
(6.11) 
(6.12) 
(6.13) 
In the analysis of weather time series, Method A, unlike Method B, 
ignores the natural interannual variability of weather processes (Trenberth, 
1984). Using artificially generated time series , Trenberth (1984) 
demonstrated that Method A, in contrast to Method B, gives estimates that 
are systematically negatively biased . In particular, for first order 
autoregressive time series, the sample autocorrelations become negative 
after just a few lags . Therefore, in this work, when autocorrelations were 
computed for each month of the year, Method B was used throughout. 
3.4 The partial autocorrelation function and its use in the 
identification of autoregressive models 
One problem with the use of autocorrelation coefficients to measure 
dependence structure is that for lags greater than 1, they also measure the 
association arising from intervening values . 
The following illustration, using the lag 2 autocorrelation coefficient 
as an example, is based on that given by Kendall et al. (1983 , p. 513). 
Assume that for given location, the cloud duration today is affected by the 
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cloud duration yesterday but not by any of the days before yesterday. In 
other words, today's cloud duration directly influences only tomorrow's. The 
autocorrelation for two days' lag will however not be zero because todays ' 
value will also affect values two days' ahead due to the influence of 
tomorrow's value on the next day 's. Therefore, we want a way to 
understand more directly the actual irrelevance of today's value on values 
two days ' ahead once tomorrow's value is known. A measure is needed of 
the dependence of a day's cloud duration on values two days' ago apart from 
the intervention of yesterday's value. Such a measure is found in the partial 
autocorrelation. 
Formally, and extending the above illustration to lags greater than 2, 
the partial autocorrelation for a process {xt: t = 0, ± 1, ±2, ... } is the 
conditional correlation between Xt and Xt-k, given all intermediate x's (i.e. 
Xt-1, ... , Xt-k+l), 
The partial autocorrelation coefficients will now be defined. The 
description given below is based on Anderson (1988). Consider the positive 
definite Toeplitz autocorrelation matrix Pk: 
1 P1 P2 Pk-I 
P1 1 P1 Pk-2 (6.14) 
Pk- I Pk-2 Pk-3 1 
where Pk is the autocorrelation coefficient at lag k. (Note: the symbol rk was 
used earlier to denote the sample autocorrelation coefficient.) 
The partial autocorrelation at lag k (denoted here as ¢H) is defined as 
(6.15) 
where P; is Pk with every (r, k)th element in the determinant replaced by 
p, . It may be noted that for the first lag, the autocorrelation and partial 
autocorrelation coefficients are by definition identical. 
Durbin (1960) provided an algorithm for solving Equation 6.15 
recursively to obtain successive ¢H · The Time Series Package routine 
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TSPACF (Chaghaghi, 1985, pp. 154-156), which implements this algorithm, 
was used in this study to compute the partial autocorrelation coefficients. 
(The Durbin algorithm is also used in the IMSL STAT/LIBRARY routine 
PACF (IMSL, 19876, p. 508-510).) As noted by Box and Jenkins (1976, p. 
65), the procedure is sensitive to rounding errors and should only be used for 
stationary data . 
For an AR(p ) model, the graph of the population partial 
autocorrelation coefficients as a function of lag cuts off (i.e. diminishes to 
zero) for lags greater than p. Hence, the partial autocorrelation coefficients 
are use as a guide in deciding the appropriate order of an autoregressive 
model. 
For empirical time series, only the sample partial autocorrelations 
are available and the 95% confidence interval is frequently employed as a 
guide to determine if a coefficient is statistically significantly different from 
zero . The standard errors of the partial autocorrelations for an 
autoregressive process of order p for lags greater than p are approximately 
1/ .fn, where n is the number of observations. In addition, for fairly large n, 
the partial autocorrelations for lags greater than p are also approximately 
normally distributed (Quenouille, 1949; Cryer, 1986). Hence, ± 196/../n 
provides a guide to statistical significance at the 5% level. 
Analysis of the partial autocorrelation function is a commonly used 
technique employed in model identification of stochastic time series . The 
process of deciding the order of autoregression to fit to the data is known as 
model identification in time series analysis . 
4 NORMALIZING FRACTIONAL CLOUD DURATION VALUES 
USING A NON-PARAMETRIC METHOD 
It was noted earlier that autoregressive models explicitly address the 
dependence structure of a stochastic process but entail the Gaussian 
assumption . In Chapter 5, it is shown that the frequency distrbution of 
fractional cloud duration is well described by the beta distribution, and 
hence, the assumption of a normal distribution is inappropriate. Therefore, 
the dependence structure of fractional cloud duration is modelled in this 
study using normalized values . 
142 
Chapter 6 
There are various methods that can be used to transform non-
normally distributed variates into approximately normal variates (see for 
example, Peizer and Pratt, 1968; Read , 1985). However, with these 
approximate methods, the transformed distribution may still depart 
s1gnificantly from normality. The procedure employed here results in a 
series which is perfectly normal as it uses the empirical relative frequencies . 
This method may be termed non-parametric normalization since it does not 
assume a theoretical distribution for the empirical distribution. The method 
was developed by the author who subsequently found that it has also been 
suggested by Amato et al. (1989) who dismissed it as too tedious. It is a 
computationally intensive method but is sufficiently fast to be practical on a 
fast microcomputer. 
The notation used in this section will first be introduced. Let F(ct ) 
denote the empirical fractional cloud duration distribution function, and 
<1>(21) the standard normal distribution function. The problem at hand is to 
normalize a fractional cloud duration value Ct to Zt, an N (O, 1) variate, by 
equating the respective distribution functions , that is 
(6.16) 
,On a computer, this can be easily done using standard library routines for 
sorting and for computing the inverse of the standard normal distribution. 
These two steps are outlined below. 
Step 1. Given Ct , find the empirical cumulative relative frequency F (ct): 
F (c t ) = r/n for r = l , 2, ... , N (6.17) 
where n is the total number of observations, and r is the rank of Ct when the 
time series is sorted in ascending numerical order. 
Step 2. Calculate 21 = <1>-1(F(ci)) = <1>-1(r In) where <1> -1 is the inverse of 
the standard normal distribution. In this study, the inverse of the standard 
normal distribution is computed using the routine PPND given by Beasley 
and Springer (1985). 
Figure 6-2 shows the histogram of normalized fractional cloud 
duration values for Darwin in January. 
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FIGURE 6-2 . Histogram of normalized fractional cloud duration values 
(Darwin, January, 35 years' data). The standard normal density function is 
superimposed . 
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Normalization of a time series will change the actual values of the 
autocorrelation coefficients but will not transform the order of the 
autoregression (Amato et al. , 1989). For example, if the untransformed 
series is an AR(2) process, then the transformed series will also be of the 
same order. 
In the present case , normalization may slightly distort the 
autoregression structure since the beta distribution is a good but not an 
exact description of the observed frequency distribution of daily fractional 
cloud duration . Furthermore, for months with many completely clear or 
cloudy days, the original series will contain many days of identical fractional 
cloud duration values (equal to either unity or zero). After normalization however there will not be any days with identical values since the normal is 
a purely continuous distribution. 
Therefore, as an assurance that normalization will not adversely 
affect the autocorrelation structure to any considerable extent, the following 
analysis was performed. 
For each station and each month, the normalized fractional cloud duration series were transformed into beta variates using the inverse beta 
. distribution function . This function was evaluated using Applied Statistics Algorithm 109 (Majumder and Bhattacharjee, 1985). The lag 1 
autocorrelation values of the beta variates were computed and then 
compared with the values calculated using the original time series. It was found that none of the differences were statistically significantly at the 5% 
significance level. The maximum difference is only 0.050 and the mean of 
the absolute value of the differences is only 0.007. 
5 ANALYSIS OF THE DEPENDENCE STRUCTURE OF CLOUD DURATION 
5.1 Seasonal variation of the autocorrelation function 
The investigation began by considering whether the autocorrelations should be computed for each month of the year or whether seasonal effects may be 
neglected and the coefficients computed for the entire series. 
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The use of a mean autocorrelation value for the entire series however 
has two requirements. First, the seasonal variation of the autocorrelation 
coefficients should not be too pronounced, or else the model will be ignoring 
an important aspect of the the weather process. Second, standard time 
series methodology requires a stationary series, and seasonal variations in 
the means and standard deviations must be removed. 
The requirement for a stationary time series will first be addressed. 
A fortuitous effect of the normalization procedure applied to daily fractional 
cloud duration values is that the normalized series is also stationary with 
zero mean and unit variance for all months. This is analogous to the 
approach adopted by Richardson (1981, 1982) and Amato et al. (1989) to 
standardize air temperature and solar radiation time series . They employed 
Fourier series to represent the variation of daily means and standard 
deviations of air temperature and solar radiation throughout the year. The 
observed values were then transformed by subtracting the mean and 
dividing by the standard deviation to obtain a series stationary in the mean 
and standard deviation. 
Turning to the issue of the seasonal variation of autocorrelation 
coefficients, the autocorrelation and partial autocorrelation coefficients were 
computed for all months for all stations from lags 1 to 10. As an illustration, 
the lag 1 to 10 partial autocorrelations for each month are plotted for one of 
the stations (Brisbane) in Figure 6-3. For all stations, the first lag partial 
autocorrelation coefficients are always statistically significant at the 5% 
level for all months . From the second lag onwards, the partial 
autocorrelation coefficients are numerically small with none exceeding 0.20 
in magnitude, and from the fourth lag onwards, most of the coefficients (88% 
or 741 cases out of 840) are statistically insignificant at the 5% level. 
Hence, the seasonal variation of only the lag 1 and 2 partial autocorrelation 
coefficients is presented below. 
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FIGURE 6-3 . Partial autocorrelation surface for normalized fractional cloud 
duration time series (Brisbane, 25 years' data). (It is apparent that the lag 
1 autocorrelation coefficients are highly significant compared to those of 
other lags, only 12 cases of which are marginally significant.) 
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Figure 6-4 shows the seasonal variation of the lag 1 autocorrelation 
values for all stations. As can be seen, the variation of the lag 1 coefficients 
is not very large. The range of these coefficients for each station varies from 
0.11 (Melbourne) to 0.26 (Darwin). The coefficient of variation of the lag 1 
coefficients varies from 10% (Brisbane) to 25% (Melbourne ). Furthermore, 
the seasonal variation is not very distinct . 
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FIGURE 6-4 . Monthly variations of the lag 1 partial autocorrelation 
coefficients for normalized fractional cloud duration time series for all 
stations. 
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Figure 6-5 presents the seasonal variation of the lag 2 partial 
autocorrelation coefficients for all stations. As in the case of the lag 1 
coefficients, there is also no distinct seasonal variation. The range of the 
values for each station varies from 0.10 (Hobart) to 0.25 (Halls Creek). 
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FIGURE 6-5. Monthly variations of the lag 2 partial autocorrelation 
coefficients for normalized fractional cloud duration time series for all 
stations. 
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In view of the above results, further analysis of the dependence 
structure of cloud duration treated the time series for each station in its 
entirety instead of computing statistics for each month . 
The confidence intervals for the autocorrelation coefficients are 
dependent on the order of the autoregressive process (Cryer, 1986, p. 104) 
and were therefore not computed . Even if the autocorrelation coefficients 
are statistically significant different from the value obtained for the entire 
series, the decision to compute the autocorrelations for the entire series is a 
practical compromise between parsimony and fidelity to the actual process 
in view of the fairly small coefficients of variation. 
The above findings on the seasonal variation of the dependence 
structure of cloud duration are similar to results obtained by Richardson 
(1982) for solar radiation in the Northern Hemisphere. He calculated the 
lag 1 autocorrelation coefficients for 31 stations in the United States for 
each of the thirteen 28-day periods of the year. He reported little discernible 
pattern in the seasonal variation of the autocorrelation coefficients. 
The similarity of the findings is not surprising as cloud duration 
exerts a major control on incoming solar radiation . On a formal basis, if the 
relationship between the two variables is perfectly described by the 
Angstrom-Prescott equation (explained in Section 4.5 of Chapter 4), then the 
autocorrelation coefficients of the clearness index (relative solar radiation) is 
identical to those of fractional cloud·duration in view of the following two 
properties of the variance and covariance: 
Var(a + bX) = b2 Var(X) 
Cov(a + bX,a + bY) = b2 Cov(X, Y) 
where X and Y are random variables, and a and b are constants . 
5.2 Identifying the order of an autoregressive model 
(6.18) 
(6.19) 
One of the first tasks of time series analysis is to identify the appropriate 
order of autoregression for a particular time series. AB explained previously, 
the partial autocorrelation function is a very useful aid in model 
identification. 
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The partial autocorrelation coefficients are shown in Figure 6-6 and 
Table 6-1. (As noted in Chapter 4, the AUSSET data for some stations 
consist of whole months with missing data. These months, together with 
that immediately following them, are omitted in the computation of 
autocorrelation and partial autocorrelation coefficients .) 
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FIGURE 6-6. Partial autocorrelation coefficients for normalized fractional 
cloud duration values for all stations. Data are plotted as spikes from the 
zero level and the dominance of the lag 1 coefficients is evident. 
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TABLE 6-1. Partial autocorrelation coefficients for normalized fractional 
cloud duration values from lag 1 to 10 days for all stations. 
Values that are significantly different from zero at the 95% confidence level 
are underlined . 'fl?.e 95% limits about zero are given in each subsequent 
line. 
STATION lag 1 2 3 4 5 6 7 8 9 10 
Darwin M2 .1.0..5. Ml Jlli2 Jl.1il .011 .009 ..o..2.a -.003 .008 
.017 
Cairns Ma Jlli .020 Jl.1il ..o..a.a -.011 -.013 .014 .019 .011 
.028 
Halls Creek 
.fi.32 ml. .022 .023 ~ .002 .015 .029 0.000 .010 
.034 
Alice Springs 
.filU JIB2 .ill .011 Jlfil ..Q..21 .011 -.007 .015 Jlli2 
.022 
Brisbane 
.12E ..Q.3Ji .il2fi .005 .002 -.004 .002 .015 .004 -.002 
.021 
Oodnadatta 
..ill J2fill ..Mfi ..(ill .Qll .ill ~ .015 .013 ..Q.21 
.018 
Perth 
..3.1.8. ..Q.2.Q .il22 ,.QM ~ .018 .0 10 Jlli2 .013 JlaQ 
.019 
Adelaide 
.aQa MU .022 .009 .022 .008 .016 -.008 .009 .020 
.022 
Melbourne 
..2.3.fi .004 .014 .009 -.004 -.001 .012 .012 ..(ill .007 
.029 
Hobart .2aQ ~ .008 .012 .011 -.004 -.002 .016 
..Q.21 .002 
.017 
I 
I: 
' 
I , 
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For all stations, the first lag coefficients dominate those of the other 
lags , and are always significant at the 5%. The second lag coefficients are 
also statistically significant at the 5% level with the exception of Melbourne. 
They are however much smaller in magnitude, with none exceeding 0.11. 
After the second lag, some of the coefficients are also statistically 
significant. However, from a practical viewpoint, and on the grounds of 
parsimony, these are very small in magnitude, with none exceeding 0.06. As 
Anderson (1976, p . 86) has pointed out, 'the time series analyst must always 
consider whether a fit, statistically inadequate, is in practical terms 
adequate . As an analogy, a draughtsman would not discard a straight edge 
just because it was shown jagged under a microscope.' Hence, the results 
indicate that fractional cloud duration can be adequately represented by an 
autoregressive process of order 1 or 2. 
The following two sections report on further tests employed to assess 
the appropriate order of autoregression. Both the AR(l ) and AR(2) models 
were fitted to the normalized fractional cloud duration time series . The 
residual autocorrelation functions were then computed and tested for 
independence. For an adequate model, there should not be significant 
autocorrelation between the residuals . This is a method of diagnostic 
checking which is commonly employed to confirm the appropriate order of 
autoregression . Simulation is not normally carried out since the theoretical 
properties (such as the mean, variance and autocorrelation coefficients) of 
the autoregressive time series are known. 
Before these tests can be performed, the parameters of the AR(l ) and 
AR(2) models need to be estimated. This is discussed in the next section. 
6 PARAMETER ESTIMATION 
The parameters for the AR(l ) and AR(2) models were estimated using the 
method of moments . In this method, the sample moments are equated to 
their theoretical values and the resulting equations are then solved to 
obtain estimates of the unknown parameters. For autoregressive models, 
parameters computed by this method are equivalent to those obtained 
through the maximum likelihood method when the sample sizes are large 
(Cryer, 1986, p. 138). 
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The AR(l ) process for a variable Ct is defined as 
(6.20) 
where ¢ is the parameter of the model, and 
t:. 11 t = 1, 2, .:.,n represent white noise, assumed 
to be iid N (O, a ;). 
The formulae given in this discussion assume that the time series is 
mean-adjusted so that it has zero mean, as is the case with the normalized 
fractional cloud duration series. 
For an AR(l) process, the parameter¢ is simply equated to the lag 1 
sample autocorrelation coefficient r1: 
(6.21) 
The other parameter to be estimated for the AR(l ) model is the 
variance of the white noise , a;. This is given by 
(6.22) 
n 
where the sample variance s2 = I, (c1 - c)2 I (n-1). (In the present case, the 
l •l 
sample variance is equal to unity since the fractional cloud duration values 
were transformed to standard normal variates .) 
For the AR(2) model (previously defined m Equation 6.1), the 
parameters ¢1 and ¢2 are computed thus: 
¢ 1 = r1(l-r2)/(1-ri2) 
¢2 = h-ri2)/(1-ri2) 
(6.23) 
(6.24) 
where r 1 and r2 are the first and second lag autocorrelation coefficients 
respectively . It may be noted that the ¢2 parameter estimated by the 
method of moments is identical in value to the lag 2 sample partial 
autocorrelation coefficient. 
The variance of the white noise a; for the AR(2) is given by 
[1 
1, 
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where s2 is the sample variance, equal to unity in the present case. 
The variance of the estimates of the parameters are 
AR(l ): Var(¢ )"' (1-¢ 2)/n 
AR(2): Var(¢ 1)"' Var(¢2)"' (1- ¢;)/n 
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(6.25) 
(6.26) 
(6.27) 
The estimates estimates of the parameters are normally distributed for 
large sample sizes. Hence, ±1.96 multiplied by the standard error provides 
a guide to statistical significance at the 5% level. 
7 DIAGNOSTIC CHECKING OF THE MODEI.B 
A frequently employed method of diagnostic checking is to examine the 
residuals for possible autocorrelation. For an adequate model, the residuals 
should not be autocorrelated. 
For an AR(l ) model, the residuals are 
fort = 2, 3, ... , n (6.28) 
and for an AR(2) model, they are 
fort = 3, 4, ... , n (6.29) 
Following the practice suggested by Anderson (1976, p. 69), the initial 
residuals (a1 in the case of an AR(l ) model , and a1 and a2 in the case of the 
AR(2) model) are set to zero. 
The autocorrelation coefficients of the residuals are approximately 
normally distributed so that ±1.96 multiplied by the standard error provides 
a guide to statistical significance at the 5% level. 
In the case of the AR(l ) model, for large sample sizes, the variance of 
the residual autocorrelation coefficients (denoted fk for lag k ) are 
¢ 2 
Var(f1)"'-
n 
(6.30) 
... 
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Var(rk) == --'-------'---
n 
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fork> l (6.31) 
In the case of the AR(2) model, for large sample sizes, the variance of 
the residual autocorrelation coefficients are 
(6.32) 
(6.33) 
(6.34) 
It can be shown that the residuals of AR(p ) models, as is the case 
with regression models, can be interpreted as the differences between the 
observed values and the model predicted values (Cryer, 1986), that is 
Residual = observed - predicted (6.35) 
This result allows us to compute the root mean square error (RMSE) which 
IS 
RMSE = [ I (observed - predicted)2/n ]1/2 (6.36) 
This measure was used in this study as a comparison of the goodness of fit 
between an AR(l ) and an AR(2) model. (The results of the comparison are 
presented later in Table 6-4.) 
The autocorrelation of residuals for an AR(l ) model is presented in 
Figure 6-7 and Table 6-2. The autocorrelation of residuals for an AR(2) 
model is given in Figure 6-8 and Table 6-3. For the AR(l ) model , the lag 1 
residual autocorrelation coefficients are consistently statistically significant 
except for one station (Melbourne). When an AR(2) model is fitted , the 
magnitude of the lag 1 residual autocorrelation coefficients decreases quite 
substantially except in the case of Melbourne. 
--
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FIGURE 6-7. Autocorrelation coefficients of the residuals for the AR( l ) 
model. Data are plotted as spikes from the zero level. 
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TABLE 6-2. Autocorrelation coefficients of the residuals for the AR(l ) 
model. Values that are statistically significantly different from zero at the 
95% confidence level are underlined . The 95% limits about zero are given in 
each subsequent line. 
STATION lag 1 2 3 4 5 6 7 8 9 10 
Darwin ~ ~ ~ ..Q.31 .ilfili ..o..2.5. .013 .ilJi .011 JW! 
.008 .016 .017 .017 .017 .017 .017 .0 17 .017 .017 
Cairns ~ ..Q.il .021 .023 ..Q.il .014 -.005 .005 .014 .0 15 
.013 .026 .028 .028 .028 .028 .028 .028 .028 .028 
Halls Creek 
.:Jl.a.a ..o..a.a .021 .011 JliQ .015 .011 .028 .011 .002 
.018 .030 .033 .033 .033 .034 .034 .034 .034 .034 
Alice Springs 
.:.ila2 ..Q.31 ..Q..2a .010 .Q2i ..Q.2.8. ..o..2.5. .004 .003 ..Q.2.8. 
.011 .020 .022 .022 .022 .022 .022 .022 .022 .022 
Brisbane 
.:..O.l.a .015 ..o..2.5. .014 .010 .001 -.002 .010 .008 .000 
.009 .019 .020 .020 .021 .021 .021 .021 .021 .021 
Oodnadatta .:..Q2l Jl2a M4 Jlafi Jl2a Jl2fi Jl2a ..Q..2.Q. .015 ..Q2.l 
.007 .017 .018 .018 .018 .018 .018 .018 .018 .018 
Perth :JlQ1 .007 .011 Jl2a ..o..a.u .Q2i .006 ..Q.31 .014 ..Q.2.8. 
.007 .018 .019 .019 .019 .019 .019 .019 .019 .019 
Adelaide :Jll2 .Q21 ..o..2.5. .010 .022 .010 .021 -.002 .004 .015 
.007 .021 .022 .022 .022 .022 .022 .022 .022 .022 
Melbourne 
-.003 .000 .012 .012 -.001 -.004 .008 .007 
..Q..2a .012 
.007 .028 .029 .029 .029 .029 .029 .029 .029 .029 
Hobart :.QQfi ..Q..2.Q. .009 .011 .014 .000 -.004 .009 ..Q2.l .006 
.004 .017 .017 .017 .017 .017 .017 .017 .017 .017 
-·--- -- ----
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FIGURE 6-8 . Autocorrelation coefficients of the residuals for the AR(2) 
model. Data are plotted as spikes from the zero level. 
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TABLE 6-3 . Autocorrelation coefficients of the residuals for the AR(2) 
model. Values that are statistically significantly different from zero at the 
95% confidence level are underlined. The 95% limits about zero are given 
in each subsequent line. 
STATION lag 1 2 3 4 5 6 7 8 9 10 
Darwin :.QQ1 
.:.JU1 .012 .Q2.l ..Q.2.a .016 .007 .Q2a .010 .014 
.002 .008 .017 .017 .017 .017 .017 .017 .017 .017 
Cairns :.QQ1 
-.009 .001 .013 .Q.afi .010 -.010 .001 .013 .016 
.002 .013 .028 .028 .028 .028 .028 .028 .028 .028 
Halls Creek ~ -.009 .000 -.001 .032 .010 .006 .024 .008 .001 
.003 .018 .034 .034 .034 .034 .034 .034 .034 .034 
Alice Springs 
.:..QQa -.009 .007 -.003 .016 J22i .021 -.001 .000 .Q2fi 
.002 .011 .022 .022 .022 .022 .022 .022 .022 .022 
Brisbane .:..il.Q2 
-.009 .016 .010 .007 -.001 
-.003 .010 .008 -.001 
.001 .009 .021 .021 .021 .021 .021 .021 .021 .021 
Oodnadatta 
.:..QQa ~ ..Q21 ..Q.2.a .018 
.il22 ..Q.2Q .017 .012 JUa 
.001 .007 .018 .018 .018 .018 .018 .018 .018 .018 
Perth 
.:.QQl .:.ilQa .005 .Q2.l .Q2a 
.il2a .005 .Q2a .013 
..Q21 
.000 .007 .019 .019 .019 .019 .019 .0 19 .019 .019 
Adelaide 
.:.QQl .:.ilQ1 .014 .006 .019 .009 .020 -.003 .002 .015 
.001 .007 .022 .022 .022 .022 .022 .022 .022 .022 
Melbourne 
.:..il.Q2 
-.004 .011 .012 -.001 
-.004 .008 .007 .Q2a .012 
.000 .007 .029 .029 .029 .029 .029 .029 .029 .029 
Hobart 
.QQil 
-.002 .004 .010 .014 
-.001 -.005 .009 .Q2.l .006 
.000 .004 .017 .017 .017 .017 .017 .017 .017 .017 
1, 
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For Melbourne, the AR( 1) model performs better a s none of the 
residual autocorrelations is significant except for the lag 9 coefficient which 
is marginally significant and may have arisen due to sampling variation . 
Hence , for all stations except Melbourne, the AR(2) model is preferable to 
the AR(l ) model. In spite of the case of Melbourne, it is still appropriate to 
state that the AR(2) model is applicable to all stations since the AR(l ) model 
is a special case of the AR(2) model with the <P 2 parameter set to zero. When 
computing the <P 1 and cr, parameters for Melbourne, however, the relevant 
formulae for the AR(l ) model (Equations 6.21 and 6.22) rather than those 
for the AR(2) model (Equations 6.23 and 6.25) should be used in order to 
obtain more accurate estimates. 
It may be noted that even with an AR(2) model , the lag 1 residual 
autocorrelation coefficients are all statistically significant. This should 
however not be of practical significance as all of them are less than 0.006 in 
magnitude. The very small 95% confidence limits arise from the large 
sample sizes (Equations 6.30 to 6.34). As Lindgren et al. (1978, p. 198) has 
noted, 'any actual departure from a specified model, however slight , and 
however practically insignificant, will be detected as "statistically 
significant" (by a good test) if the sample is large enough.' Indeed, this is 
well illustrated in the case of Hobart where both the lag 1 residual 
autocorrelation coefficient and the corresponding 95% confidence limits are 
zero at three decimal places. After the first lag, some coefficients are also 
statistically significant, but they are not confined to any particular lag and 
all are below 0.037 in magnitude. 
Finally, the root mean square errors for the AR(l ) and AR(2) models 
are computed . The results are given in Table 6-4 . As can be seen, the AR(2) 
model provides only a very slight improvement over the AR(l ) model in 
terms of the root mean square error. However, as seen earlier, in terms of 
the residual autocorrelation functions , the AR(2) model clearly provides a 
better fit except in the case of Melbourne. 
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TABLE 6-4. The root mean square error (RMSE) for the AR(l ) and AR(2) 
models fitted to the normalized fractional cloud duration series. 
Station RMSE for AR(l ) RMSE for AR(2) Difference 
model model 
Darwin 0.899 0.894 0.005 
Cairns 0.899 0.896 0.003 
Halls Creek 0.856 0.853 0.003 
Alice Springs 0.864 0.861 0.003 
Brisbane 0.905 0.904 0.001 
Oodnadatta 0.913 0.912 0.001 
Perth 0.927 0.926 0.001 
Adelaide 0.953 0.952 0.001 
Melbourne 0.979 0.979 0.000 
Hobart 0.978 0.977 0.001 
I! 
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The parameter estimates for the AR(2 ) model for each station are 
tabulated in Table 6-5 . For Melbourne, the parameters for both the AR(l ) 
and AR(2) model fit are given. 
--
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TABLE 6-5. Parameters of the AR(2) model fitted to the normalized 
fractional cloud duration series. 
Figures in parentheses are the 95% confidence interval for ¢ 1 and ¢2 . For 
Melbourne, both the parameters for both AR(l ) and AR(2) model are given. 
Station ¢1 ¢2 a£ 
Darwin 0.40 0.11 0.89 
(0.38 - 0.41) (0.09 - 0.12) 
Cairns 0.42 0.07 0.89 
(0.39 - 0.44) (0.04 - 0.10) 
Halls Creek 0.49 0.08 0.84 
(0.46 - 0.52) (0.04 - 0.11) 
Alice Springs 0.47 0.08 0.86 
(0.44 - 0.49) (0.06 - 0.10) 
Brisbane 0.41 0.03 0.90 
(0.39 - 0.43) (0.01 - 0.05) 
Oodnadatta 0.39 0.06 0.91 
(0.37 - 0.40) (0.04 - 0.08) 
Perth 0.37 0.02 0.93 
(0.35 - 0.39) (0.00* - 0.04) 
Adelaide 0.30 0.04 0.95 
(0.27 - 0,32) (0.02 - 0.06) 
Melbourne 0.234 0.004 0.972 
AR(2) model (0.205 - 0.263) (-0.025 - 0.033) 
Melbourne 0.235 0.972 
AR(l ) model (0.206 - 0.262) 
Hobart 0.22 0.02 0.97 (0.21 - 0.24) (0.01 - 0.04) 
* At 3 decimal places, this value is 0 .001. Hence, ¢2 is statistically 
significant. 
I ~ 
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8 USING ANUCloud FOR SITES WITHOUT RECORDED DATA 
The 5 parameters of the model are </J 1, ¢2 , <r;, a and b. The estimation of a 
and b, the two parameters of the beta distribution, from the mean of the 
distribution has already been discussed in Chapter 5. The other 3 
parameters, as can be seen from Equations 6.23 to 6.25, are functions of r 1 
and r2 , the lag 1 and 2 autocorrelation coefficients . Hence, the study 
investigated methods of estimating r1 and r2 without recourse to daily 
recorded data . 
It was found that r1 is related to latitude. As shown in Figure 6-9, r1 
generally decreases with increasing latitude and it was decided to employ a 
bounded monotonic function to describe the data points . A shifted logistic 
function was chosen: 
rt= 0.213 + 0.265 
1 + exp(0. 339L - 11115) (6.37) 
where L is latitude in degrees from the equator. The parameters are 
computed by minimizing the residual sum of squares of the observed data 
points about the fitted curve. The computation is carried out using the 
SYSTAT statistical package (Wilkinson, 1989) which employs a quasi-
Newton algorithm for solving the nonlinear least squares problem. 
-
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DEPENDENCE OF LAG 1 AUTOCORRELATION ON LATITUDE 
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FIGURE 6-9. The relationship between the lag 1 autocorrelation (r1 ) and 
latitude. The least squares regre s s i on curve 1s 
r1 = 0.213 + 
0
·
265 
where L is latitude in degrees from the 1 + exp(O. 339L - 11115) 
equator. 
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It should be mentioned explicitly that the above relationship is 
empirical and also tentative due to the small number of data points. It is 
intended for use only in the absence of on-site recorded data and data from 
neighbouring weather stations . Furthermore, extrapolation should of 
course be a voided in the absence of additional data for other latitudes. 
The physical basis for the dependence of r1 on latitude lies beyond the 
scope of this study. It may be mentioned in passing that Richardson (1982), 
employing data from 31 stations in the United States, found that the first 
lag autocorrelation coefficient for daily solar radiation also decreases with 
increasing latitude. The fitted linear regression model however accounted 
for only 36% of the variance. For annual totals of rainfall , Nicholls and 
Wong (1990), using 974 stations worldwide, found that the coefficient of 
variation decreases substantially with increasing latitude, after removing 
the effects of mean annual rainfall and the Southern Oscillation. 
A simple relationship between the first and second lag 
autocorrelation coefficient was found. As shown in Figure 6-10, r2 may be 
estimated from r1 by: 
r2 = 0.911 r1 - 0.152 (6.38) 
This equation, fitted by least squares regression , accounts for 96% of the 
variance in r2. 
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RELATIONSHIP BETWEEN LAG 1 & LAG 2 AUTOCORRELATION 
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FIGURE 6-10. The relationsh{p between the lag 1 and lag 2 autocorrelation 
coefficients. The equation of the curve is r2 = 0.911 r1 - 0.152. 
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The values of r1 and r2 were estimated for each station using these 
two empirical relationships and the estimated values were then used to 
calculate ¢ 1 and ¢2 • The results are shown in Table 6-6. In quite a number 
of cases, the differences between the computed and estimated values are 
statistically significant at the 95% confidence level. However, as all the 
differences are small , with none exceeding 0.05 in magnitude , the 
approximation is of practical use when a slight loss of accuracy is not 
crucial. 
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TABLE 6-6. Comparison of the computed and estimated values for ¢ 1 and 
¢2• 
Estimated values of ¢ 1 and ¢2 that are statistically significantly different at 
the 5% level from the computed values are underlined. (The computed 
values were calculated from the recorded data . The estimated values were 
calculated using values of r1 and r2 estimated from Equations 6.37 and 6.38. 
All values are rounded to 2 decimal places.) 
Station Computed ¢ 1 Estimated ¢ 1 Computed ¢2 Estimated ¢2 (95% (Estimation (95% (Estimatio 
confidence error) confidence n error) 
interval) interval) 
Darwin 0.40 0.44 0.11 Q..Q1 (0.38 - 0.41 ) (0.05) (0.09 - 0.12) (-0.03) 
Cairns 0.42 0.44 0.07 0.07 (0.39 - 0.44) (0.04 - 0.10) 
Halls Creek 0.49 Q...11 0.08 0.07 (0.46 - 0.52) (-0.05) (0.04 - 0.11) 
Alice Springs 0.47 Ma 0.08 0.07 (0.44 - 0.49) (-0.03) (0.06 - 0.10) 
Brisbane 0.41 0.41 0.03 Q..Q1 (0.39 - 0.43) (0.01 - 0.05) (0.03) 
Oodnadatta 0.39 Ml 0.06 0.07 (0.37 - 0.40) (0.02) (0.04 - 0.08) 
Perth 0.37 QM 0.02 Mli (0.35 - 0.39) (-0.03) (0.00 - 0.04) (0.03) 
Adelaide 0.30 0.29 0.04 0.03 (0.27 - 0.32) (0.02 - 0.06) 
Melbourne 0.24 0.25* AR(l) model (0.21 - 0.26) 
Hobart 0.22 0.22 0.02 Jill (0.21 - 0.24) (0.01 - 0.04) (-0.02) 
*This is simply the estimated r1 value (see Equation 6.21). 
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Figure 6-11 summarizes the main steps to be taken when using 
ANUCloud to simulate cloud duration for locations without recorded data . 
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Estimate the lag 1 and 2 Estimate the variance of 
autocorrelation coefficients ~ daily fractional cloud 
using Equations 6.37 & 6.38 duration using Equation 
5.10 
"II,' 
Compute the parameters Compute the parameters of the 
of the AR(2) model beta distribution 
"'IP' "Ii,-
Generate the Gaussian Transform the normalized 
noise variates fi'actional cloud duration 
series into beta variates 
"'IP' "'I. 
Generate the normalized Compute astronomical day 
fractional cloud duration ,--- length using routine in 
series using the AR(2) scheme Appendix 4-1 
"'I,. 
Obtain simulated cloud 
duration sequences 
FIGURE 6-11. Schematic diagram outlining the main steps to be taken 
when using ANUCloud to simulate cloud duration sequences for locations 
where only the mean fractional cloud duration values are known. 
Note: If ¢2 is zero, the variance of the noise variates is computed according 
to the AR(l ) scheme. The normalized fractional cloud duration series is also 
generated according to the AR(l ) scheme. 
' 
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9 CONCLUSION 
This chapter has shown that the order 2 beta autoregressive model 
adequately represents the dependence structure of fractional cloud duration 
for the ten stations across the different climatic zones of Australia. At the 
same time, the model preserves the probability frequency of the fractional 
cloud duration series. 
The study has also shown that the parameters of the autoregressive 
model may be reasonably inferred from the latitude of the station and the 
mean fractional cloud duration. 
7 
176 
Converting Daily Cloud Duration to Solar 
Radiation using the Angstrom-Prescott 
Equation 
1 OVERVIEW 
2 THE ANGSTROM-PRESCOTT EQUATION AND 
RESIDUAL SIMULATION 
3 SUNSHINE AND SOLAR RADIATION DATA 
4 ANALYSIS 
4.1 Regression diagnostics 
4.2 Autocorrelation analysis of the residuals 
4.3 Testing the normality of the frequency distribution of 
the residuals 
4.4 Comparison of the Angstrom-Prescott equation with and 
without residual simulation 
5 USING THE ANGSTROM-PRESCOTT EQUATION FOR SITES 
WITHOUT RECORDED SUNSHINE DURATION DATA 
5.1 The relationship between the a and b coefficients and 
other variables 
5.2 Estimation of the residual standard deviations 
5.3 Using the Angstrom-Prescott equation with ANUCloud 
6 CONCLUSION 
I 
Converting Daily Cloud Duration to Solar Radiation using the Angstrom-Prescott Equation 177 
1 OVERVIEW 
This chapter reports the investigation of the Angstrom-Prescott equation. 
This equation is commonly used for converting fractional sunshine (and 
hence cloud duration) to solar radiation. 
The Angstrom-Prescott equation relates fractional sunshine to 
relative solar radiation (the clearness index) through linear regression . 
Hence, it ignores the stochastic variation of the clearness index values about 
the trend. The present work addresses this shortcoming by simulating the 
residuals of the clearness index values about this trend. The residuals are 
simulated as independent and identically distributed normal variates . The 
details are discussed in Section 2. (In this chapter, the residuals of the 
clearness index about the Angstrom-Prescott regression line will simply be 
referred to as 'residuals', unless otherwise indicated.) 
Section 3 gives a brief description of the data used, which form part of 
the AUSSET database. 
The investigation began by checking the scatter plots of fractional 
sunshine and the clearness index. This is described in Section 4.1, which 
also explains the exclusion of some outlier data point s. The seasonal 
variation of the coefficients of the Angstrom-Prescott equation was also 
examined. It was decided to compute the coefficients on a monthly basis for 
reasons discussed in the section. 
Section 4.2 reports on the autocorrelation analysis of the residuals. 
There is some degree of autocorrelation, with the first lag partial 
autocorrelation coefficients predominating. Nonetheless , further analysis 
showed that residual autocorrelation makes only a relatively minor 
contribution to the autocorrelation of the clearness index. Much of the 
autocorrelation of the clearness index values is accounted for by the 
autocorrelation of fractional sunshine. Hence, the residuals can reasonably 
be modelled as independent random variables. 
The next section (Section 4.3) examines how well the frequency 
distribution of residuals can be approximated by the normal distribution. 
This choice simplifies the modelling of the residuals since routines 
generating random normal variables are readily available and only 
knowledge of the variance is required. The suitability of this approximation 
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was assessed by the Kolmogorov-Smirnov test. Although significant 
departures from normality were found in many cases at the 5% level, most 
of the differences are only marginally larger than the critical values and 
none of them exceeds 0.11 in absolute magnitude. Therefore, the normal 
distribution was e11:ployed for simulating the residuals . 
In Section 4.4, it was shown that residual modelling makes a critical 
difference to the goodness of fit between the frequency distribution of the 
observed clearness index and that of estimated values obtained using the 
Angstrom-Prescott equation. The Kolmogorov-Smirnov test indicated that 
at the 5% level, the distribution function of the clearness index estimated by 
the Angstrom-Prescott equation with residual simulation is statistically 
indistinguishable from the distribution function of the recorded values in 
nearly all cases . However, when residual simulation is not employed, about 
three-quarters of the cases registered a significant difference at the 5% 
level. The magnitude of the difference, as measured by the Kolmogorov-
Smirnov D statistics, is as high as 0.44. The difference is larger for months 
with high values of mean fractional sunshine. It was found for these 
months that the Angstrom-Prescott equation does not allow for the 
stochastic variation of the clearness index for days with maximum 
fyactional sunshine of unity. This results in an artificially heavy probability 
mass at the upper end point of the frequency distribution. 
Section 5 explores the use of the Angstrom-Prescott equation in the 
absence of both daily recorded solar radiation and sunshine duration data. 
It was found that the standard deviation of the residuals can be estimated 
from mean fractional sunshine using a simple empirical formula.. This is 
convenient as mean fractional sunshine is tabulated for many locations 
around the world. This empirical relationship was tested in conjunction 
with sunshine duration simulated by ANUCloud. The cumulative 
distribution function of the clearness index estimated by this procedure was 
found to provide an adequate approximation to the observed cumulative 
distribution function . 
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2 THE ANGSTROM-PRESCOTT EQUATION AND RESIDUAL 
SIMULATION 
The equation relates solar radiation to sunshine duration (or cloud 
duration) through the following relationship: 
QIQA = a + b(n/N) (7.1) 
where Q is global solar radiation, QA is the radiation received on a 
horizontal surface at the top of the atmosphere (also referred to as 
extraterrestrial solar radiation), n is the recorded sunshine duration for a 
particular day, N is the maximum astronomically possible day length for 
that day, and a and b are constants obtained from least squares linear 
regression. In the literature, Q!QA is commonly referred to as the clearness 
index (denoted as C in subsequent discussion) and n/N as fractional 
sunshine (denoted as S in subsequent discussion). As noted elsewhere, N is 
computed in this analysis as the time period when the sun is at least 50 
above the horizon. 
Fractional sunshine values are easily obtained from fractional cloud 
duration values Cd: 
(7.2) 
The relationship was first proposed by Angstrom (1924), who used 
Qo, the total radiation at ground level on a cloudless day, in place of QA in 
the equation. The modification is due to Prescott (1940). From time to 
time, other modifications have been suggested to the equation (see for 
example, Hay, 1979, and Akinoglu and Acevit, 1990). Other methods of 
estimating solar radiation have also been proposed (Davies and McKay, 
1989). However, the Angstrom-Prescott equation remains popular because 
it has been validated across different climatic zones worldwide and is a 
simple relationship requiring only sunshine duration values as input. A 
comprehensive review and bibliography can be found in Martinez-Lozano et 
al. (1984). 
The equation has been applied to both daily values, as well as mean 
weekly and mean monthly values of fractional sunshine and the clearness 
index . However, as shown by Martinez-Lozano et al. (1984, p. 118), 
coefficients obtained with monthly or weekly data are not interchangeable 
with those obtained using daily data. Previous studies of the equation using 
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Australian data (Hounam, 1963; 1969) employed monthly data and are 
therefore not reviewed in this study. 
The correlation coefficients associated with the Angstrom-Prescott 
regression line are typically around 0.8 or 0.9 for many locations worldwide. 
Nevertheless, the·re is still a considerable magnitude of scatter of data 
points about the regression line which could be principally attributed to the 
timing of cloud occurrence during the day. The purpose of this investigation 
is to model the scatter (i.e . the residuals about the Angstrom-Prescott 
regression line) stochastically so that the Angstrom-Prescott equation is 
given by: 
C =a+bS +E (7.3) 
where C is the clearness index, S is the fractional sunshine, a and b are the 
parameters of the equation, and e is white noise , modelled as iid 
(independent and identically distributed) N (O, a;) (a ; denoting the residual 
standard deviation). 
This method is referred to here as residual simulation. It is 
acknowledged that this idea originated with Dr M. F. Hutchinson . It is a 
p.ybrid modelling approach in the sense that the regression curve may be 
regarded as the deterministic component and the variability about this 
trend as the stochastic component. Such deterministic-stochastic 
approaches have been applied elsewhere, with notable success in the area of 
air pollution modelling (Jakeman et al. , 1988) and water quality modelling 
(Jakeman et al., 1990). 
3 SUNSHINE AND SOLAR RADIATION DATA 
Sunshine duration and solar radiation data used in the present study come 
from the AUSSET database (Chapter 4). Only stations with 10 or more 
years ofrecord for both variables are used (Table 7-1). 
I 
I 
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TABLE 7-1. Table showing stations from the AUSSET database used in this 
analysis . 
Station Period of record 
for rainfall, 
temperature and 
sunshine 
1. Darwin AMO 1/1/52 - 31/12/86 
014015, 31 m (35 years) 
12025'8,130052'E 
3. Halls Creek AMO 1/1/71 - 31/12/80 
002012, 410 m (10 years) 
13014·s, 12704o'E 
4. Alice Springs AMO 1/1/66 - 31/12/86 
015590, 545 m (21 years) 
23049'8, 133054'E 
6. Oodnadatta AMO 1/1/52 - 31/12/84 
017043, 113 m (33 years) 
27034'8, 135027'E 
7. Perth RO 1/1/57 - 31/12/86 
009034, 19 m (30 years) 
31057'S, 115052'E 
11. Hobart RO 1/1/50 - 31/12/86 
094029, 55.2 m (37 years) 
42053'8 , 14702o'E 
AMO: Airport Meteorological Office 
RO: Regional Office 
Period of record Missing Koeppen 
for solar radiation months Climate 
(Station details Code 
given if different) 
1/1/69 - 31/12/85 Dec 1974, Aw 
(17 years) Feb 1975 
1/1/71 - 31/12/80 Aug 1974 B8h 
(10 years) to Feb 1975 
1/1/69 - 31/12/85 BWh 
(17 years) 
1/1/70 - 31/12/84 Nov 1974 BWh 
(15 years) 
1/1/76 - 31/12/85 Csa 
(10 years) 
Perth AMO 
009021, 20 m 
31056'8 , 115053'E 
1/1/68 - 31/12/85 Cfb 
(18 years) 
Hobart AMO 
094008, 4 m 
42050 '8 , 147031'E 
182 Chapter 7 
For greater accuracy, days with the following categories data were 
excluded from the analysis: (a ) interpolated or extrapolated sunshine 
duration data, (b) interpolated or extrapolated solar radiation data, and (c) 
outlier data points (discussed in detail in Section 4-1). 
The sunshine duration data for all stations were recorded with the 
Campbell-Stokes instrument. The daily measurements have been noted to 
be accurate to two tenths of an hour (Bureau of Meteorology, 1979, pp. 3 and 
6 ). 
For solar radiation, Eppley pyranometers (also called the 180° 
pyrheliometers) were used when observation commenced, but these have 
been replaced with the Eppley Black-and-White pyranometers . Correction 
factors were applied when instruments were changed. Other quality control 
measures are detailed in Bureau of Meteorology (1979). The same 
procedures are currently still in use. Radiation measurements have been 
noted to be accurate to a tolerance of 5% (Bureau of Meteorology, 1986b, p. 
66). 
The routines listed in Appendices 4-1 and 4-2 were used to determine 
the day length and the extraterrestrial irradiation respectively. In the 
computation of daily extraterrestrial solar radiation, the value of the solar 
constant used in this study is the WRC (World Radiation Center) solar 
constant, which is 1367 W m-2 . This is the value adopted by the WMO 
(World Meteorological Organization) in 1981 for meteorological purposes, 
and differs by 1 % from the NASA design standard adopted in 1971 (Iqbal, 
1983, pp. 50-53). 
The maximum astronomically possible day length was computed for 
the solar zenith angle less than or equal to 85 degrees since 'the Campbell-
Stokes sunshine recorder generally does not record bright sunshine when 
the sun is less than 5 degrees above the horizon' (Iqbal, 1983, p. 232). This 
practice has also been adopted by other researchers working on the 
Angstrom-Prescott relationship (for example, Hay, 1979). 
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4 ANALYSIS 
4.1 Regression diagnostics 
Scatter diagrams (of the clearness index against fractional sunshine) were 
plotted for each of the stations (Figure 7-1) and examined for possible 
outliers. 
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OODNADATTA 
0 .0 0.5 1.0 
FRACTIONAL SUNSHINE 
PERTH 
0 .0 0 .5 1.0 
FRACTIONAL SUNSHINE 
HOBART 
0 .0 0.5 1.0 
FRACTIONAL SUNSHINE 
FIGURE 7-1. Scatter diagram of the clearness index against fractional 
sunshine for each of the stations. The outliers excluded from the analysis 
are enclosed by ovals . 
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For two of the stations, Oodnadatta and Alice Springs, some of the 
outliers are particularly obvious (enclosed in ovals in Figure 7-1). Rainfall 
records were checked for the days associated with these data points . For 
Alice Springs, the two days with zero and low fractional sunshine had no 
record of rain, but the two days with high fractional sunshine were rainy. 
For Oodnadatta, the three extreme points are associated with zero or low 
fractional sunshine, but no rain was registered on those days . Hence, the 
fractional sunshine data are possibly in error and these seven data points 
were excluded from the analysis. 
The correlation coefficients were computed for all months for all 
stations (Table 7-2). With the exception of Darwin in July and August, the 
correlation coefficients equal or exceed 0.80. 
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TABLE 7-2. The linear correlation coefficients (r) for all months for all 
stations. 
Station 
Darwin 
Halls Creek 
Alice Springs 
Oodnadatta 
Perth 
Hobart 
Jan Feb Mar Apr May Jun Ju] Aug Sep Oct Nov Dec Entire 
Series 
.92 .92 .92 .86 .85 .80 .75 .76 .81 .82 .87 .88 .91 
.92 .94 .93 .90 .95 .94 .91 .94 .90 .92 .91 .90 .94 
.96 .95 .96 .96 .96 .94 .96 .96 .97 .95 .94 .94 .95 
.96 .95 .95 .95 .95 .94 .94 .96 .95 .95 .95 .95 .95 
.94 .95 .91 .95 .93 .93 .93 .92 .92 .93 .92 .93 .93 
.85 .87 .90 .88 .87 .87 .87 .89 .85 .87 .88 .84 .87 
I 
Ii 
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Scatter diagrams were also plotted for Darwin (a tropical location) 
and Hobart (a temperate location) for January (mid-summer) and July (mid-
winter). These are presented in Figure 7-2. The scatter diagram for Darwin 
in August was also plotted to detect possible outliers as the month showed 
comparatively poor correlation. No outliers were found . The poor 
correlation could be due to the prevalence of high values of fractional 
sunshine. 
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FIGURE 7-2. Scatter diagrams for Darwin (a tropical location) and Perth (a 
temperate location) for January (summer) and July (winter). The scatter 
diagram for Darwin in August was also plotted to detect possible outliers as 
the month exhibits a comparatively poor correlation below 0.80. 
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It may be noted from Figures 7-1 and 7-2 that for varying values of 
fractional sunshine, the data points in each plot are distributed within a 
band of approximately equal width. This indicates that the variance of the 
residuals are reasonably homogeneous , and could thus be modelled as 
independent and identically distributed variates (Equation 7.3). 
The investigation focussed next on whether the a and b regression 
coefficients need to be computed for each month of the year or whether 
seasonal effects may be neglected and the coefficients computed for the 
entire series. The latter approach reduces the number of model parameters 
and delivers a more parsimonious model. 
The regression coefficients of the Angstrom-Prescott equation, 
computed for all months for all stations, are shown in Tables 7-3 and 7-4, 
and plotted in Figures 7-3 and 7-4. 
190 Chapter 7 
TABLE 7-3. Table showing the a regression coefficients of the Angstrom-
Prescott equation for each month for all stations. 
Values that are significantly different at the 95% confidence level from the 
value obtained fo:r the entire series are underlined . The 95% limits are 
given in each subsequent line. 
Station 
Darwin 
Halls Creek 
Alice Springs 
Oodnadatta 
Perth 
Hobart 
Note: 
Jan Feb Mar Apr May Jun Ju] Aug Sep Oct Nov Dec Entire 
Series 
..2.4 ..2..fi ..2..fi ..3.l ..a.a ..3..Q .30 ..2.4 ..2.4 .29 .28 .28 .27 
.012 .012 .013 .020 .020 .025 .034 .037 .028 .023 .017 .016 
..3.l .29 .fill ..3.l .28 .27 ..2.4 ..2.4 .22 .27 ~ .29 .28 
.015 .015 .015 .021 .015 .018 .025 .020 .028 .020 .022 .019 
:n :n .24 .25 ..2..fi :n .22 .22 .2il .22 .25 .26 .25 
.010 .012 .011 .012 .011 .014 .012 .012 .011 .014 .014 .012 
.26 .26 
.28 .26 :n .26 :n .2.a .22 .2.l .25 .26 .25 
.013 .014 .013 .013 .013 .013 .014 .012 .014 .015 .015 .015 
..2.4 .2il ~ .21 ..2.4 .22 .22 .23 .21 .20 .21 .22 .22 
.018 .017 .020 .015 .014 .014 .015 .015 .018 .019 .021 .020 
.27 .25 
.2.a .25 .25 .27 
.28 .26 .28 .25 .25 .25 .26 
.016 .016 .012 .013 .012 .011 .012 .012 .014 .014 .013 .015 
(1) The formula used for the variance of the a coefficients was taken from Ross (1987). 
As a is normally distributed , the 95% confidence interval was calculated by multiplying 
Var(a ) by ±1.96. The t-distribution was not used as the sample sizes are relatively large. (2) The figures given above are rounded to 2 decimal places, but in calculations, 4 decimal places were always employed. 
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TABLE 7-4. Table showing the b regression coefficients of the Angstrom-
Prescott equation for each month for all stations. 
Values that are significantly different at the 95% confidence level from the 
value obtained for the entire series are underlined . The 95% limits are 
given in each subsequent line. 
Station 
Darwin 
Halls Creek 
Alice Springs 
Oodnadatta 
Perth 
Hobart 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Entire 
Series 
~ .fil .fil .ia .iQ ..a.a .44 .50 .48 .44 .45 .47 .46 
.021 .022 .020 .023 .022 .027 .036 .040 .032 .028 .023 .024 
...il .ia .ia .ia .45 .1a .fil .fill ~ .46 .47 .44 .46 
.021 .020 .019 .023 .017 .019 .026 .021 .030 .024 .027 .026 
.1a .il .51 .51 .ia .il ~ M .fil ~ .50 .ia .51 
.012 .014 .012 .014 .013 .015 .013 .013 .013 .016 .016 .015 
.50 .49 .il .48 .ifi .il .ifi .fil ~ M .fil .50 .49 
.015 .016 .014 .0 14 .014 .015 .016 .013 .015 .017 .017 .017 
.49 ~ .ifi .49 M .ifi .ifi ..,4.Q .50 .50 .50 .51 .49 
.020 .020 .023 .019 .019 .021 .021 .022 .024 .023 .025 .023 
.44 .ifi .il .43 .iQ ..31 ..31 .42 .41 ..,4.Q .il .ifi .43 
.024 .023 .019 .020 .020 .019 .018 .018 .022 .022 .022 .025 
Note: 
(1) The formula used for the variance of the b coefficients was taken from Ross (1987). 
As b is normally distributed, the 95% confidence interval was calculated by multiplying 
Var(b) by ±1.96. The t-distribution was not used as the sample sizes are relatively large. 
(2) The figures given above are rounded to 2 decimal places, but in calculations, 4 
decimal places were always employed. 
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FIGURE 7-3. Monthly values of the a coefficients of the Angstrom-Prescott 
regression line for all stations. 
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FIGURE 7-4. Monthly values of the b coefficients of the Angstrom-Prescott 
regression line for all stations. 
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The variation from month to month is generally not very large, and 
does not display a systematic pattern. However, it was decided to compute 
the coefficients on a monthly basis for the following reasons. Firstly, there 
are physical reasons for the intra-annual variation of the coefficients at a 
given station, including surface albedo, mean solar altitude, water vapour 
concentration, and natural or artificial pollution concentration (Martinez et 
al., 1984). Secondly, as illustrated in Tables 7-3 and 7-4, quite a large 
number of the coefficients are statistically significant at the 95% confidence 
level from the value obtained for the entire series . Thirdly, the use of 
monthly coefficients ensure that for each month, the mean of the residuals 
about the Angstrom-Prescott regression line is exactly zero, an assumption 
employed for simulating the residuals . Lastly, it was found that the 
standard deviation of the residuals, a statistic used for residual simulation, 
varies considerably from month to month. (This variation is discussed in 
detail in Section 5.) Hence, the use of monthly coefficients will deliver a 
more accurate estimate of the residual standard deviations. 
4.2 Autocorrelation analysis of the residuals 
As discussed previously, the following categories of data points were 
·excluded from the analysis: (a ) interpolated or extrapolated sunshine 
duration data, (b) interpolated or extrapolated solar radiation data, and (c) 
outlier data points. As calculation of residual partial autocorrelations 
requires contiguous data , months containing the above data categories, 
together with months immediately following them, were omitted. In 
addition, as the AUSSET data for some stations consist of a few whole 
months with missing data (Chapter 4), these months, together with those 
immediately following them, were also omitted . After excluding these 
months, the sample size for each station remains sufficiently large, with 
none less than 2,522 (Table 7-5). 
I 
I 
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TABLE 7-5. Partial autocorrelation coefficients of the residuals about the 
Angstrom-Prescott regression line. 
Values that are statistically significant from zero at the 95% confidence 
level are underlined. The 95% limits about zero are given in each 
subsequent line. 
Station lag 1 2 3 4 5 6 7 8 9 10 
(Sample size) 
Darwin ~ .ua ..Q.1.Q. ..Q.fil ..Qfil. Jl.3.a ..Q.llii .023 ~ -.003 
(3809) .032 
Halls Creek Ml .J.fill .llii8. ..l2fr .Qll .llii8. -.004 ..Q.1fi ..(lfilt Jill 
(2951) .036 
Alice Springs ..2..8..5. .uil ..Q.18. ..!}fil. Ma .Q.fil ..Q..6..3. ..o..6.i .029 Mi 
(4167) .030 
Oodnadatta ~ .15.i .ill ..l.ll ...ill! .llQ .sm. ..QM ~ .sm. 
(3012) .036 
Perth 
..l.3.l Jill ..QM ~ .Qll ..Qfil .033 .002 ..(lfilt .020 
(2522) .039 
Hobart 
.l2a ~ .015 .014 .025 -.010 .028 .026 .008 ..Q.31 
(4257) .030 
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The method of calculating the partial autocorrelation coefficients and 
the confidence limits are given in detail in Section 3.4 of Chapter 6. The 
variance of the sample partial autocorrelation coefficients, denoted as ¢H, is 
1 Var(¢kk)=-
n 
fork= 0, 1,2, .. . (7.4) 
where k is the lag and n is the sample size. For fairly large n , ±196 / ,,/n, 
provides a guide to statistical significance at the 5% level (Cryer, 1986). 
The partial autocorrelation coefficients for the residuals about the 
Angstrom-Prescott regression line are given in Figure 7-5 and Table 7-5 . 
Generally, the first lag coefficients predominate. These coefficients are 
moderately small in magnitude, ranging from 0.128 to 0.326. 
.... 
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FIGURE 7-5 . Partial autocorrelation coefficients of the residuals for the 
Angstrom-Prescott regression line. Data are plotted as spikes from the zero 
level. 
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The next analysis explored the effect of residual autocorrelation on 
the autocorrelation of the clearness index estimated using the Angstrom-
Prescott equation with residual simulation. 
The residual values were computed as N (0, er;) variates (er; denotes 
the residual variance). The standard normal variates were obtained by 
simulation using the GASDEV routine of Press et al. (1988) with the 
uniform random generator Algorithm AS 183 described in Wichmann and 
Hill (1985). The residual standard deviations were computed from the data, 
with the a and b coefficients of the Angstrom-Prescott equation computed 
for each station for each month. For all simulations described in this 
chapter, the length of the simulated variates were equated with that of the 
observed records . 
To prevent physically unrealistic values of estimated clearness index 
values , only residuals not exceeding 2 standard deviations (of the respective 
residual distributions), as well as those falling within the range of the 
observed clearness index values from (0.021 to 0.84 7) were accepted. 
Table 7-6 compares the partial autocorrelation coefficients of the 
observed clearness index values with those for values obtained using the 
Angstrom-Prescott equation, with and without residual simulation. As 
expected, the autocorrelation of the estimated values are consistently lower 
for the first lag. The difference is however quite small, indicating that much 
of the autocorrelation of the clearness index is accounted for by the 
autocorrelation of fractional sunshine. 
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TABLE 7-6. Table comparing the partial autocorrelation coefficients of the 
observed clearness index values (first row for each station), the clearness 
index values estimated using the Angstrom-Prescott equation without 
residual simulation (second row), and the clearness index values obtained 
by the Angstrom-Prescott equation with residual simulation (third row). 
Station lag 1 2 3 4 5 6 7 8 9 10 
Darwin .606 .196 .120 .087 .091 .056 .038 .067 .063 .038 
.536 .233 .142 .094 .100 .062 .051 .066 .057 .057 
.519 .240 .142 .103 .102 .054 .060 .056 .052 .064 
Halls Creek .601 .151 .074 .056 .082 .050 .043 .060 .047 .054 
.544 .173 .084 .072 .080 .082 .062 .079 .037 .066 
.532 .170 .108 .071 .090 .089 .054 .098 .030 .053 
Alice Springs .522 .034 .037 .022 .022 .018 .019 .020 -.003 .024 
.459 .069 .035 .022 .031 .022 .019 .009 .008 .012 
.454 .072 .041 .022 .029 .018 .015 .016 .014 .014 
Oodnadatta .448 .005 .073 .037 .026 .011 .027 -.025 .005 .028 
.383 .017 .050 .037 .017 .009 .013 -.017 -.004 .009 
.393 .014 .043 .037 .019 .007 .018 -.017 .009 .016 
Perth .428 .032 .063 .080 .088 .062 .037 .053 .059 .040 
.362 .073 .075 .074 .076 .081 .021 .056 .059 .052 
.350 .055 .080 .070 .091 .084 .011 .065 .059 .057 
Hobart .216 .035 -.005 .008 .014 .017 .010 .040 .060 .014 
.175 .046 .009 .022 .025 .019 -.001 .031 .036 .009 
.187 .037 .026 .012 .029 .036 0.000 .020 .040 -.001 
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As the autocorrelation of the residuals made a relatively minor 
contribution to the autocorrelation of the clearness index, it was decided to 
model the residuals as independent random variables. 
The residual autocorrelations could also be due in part to systematic 
observer bias. Iqbal (1983 , p.369) noted that the 'assessment of total daily 
sunshine relies on personnel training, and measured sunshine totals are in 
fact estimates which can vary from observer to observer.' As illustrated in 
the time-ordered plots of the residuals for Darwin in January and July 
(Figure 7-6), there are months with predominantly positive residuals 
(January 1970 and July 1977 for example) or months with predominantly 
negative residuals (July 1972 for instance). Another possible cause may be 
the predominance of different cloud types in different years (Hutchinson, 
personal communication, 1991). 
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FIGURE 7-6. Plot of residuals about the Angstrom-Prescott regression line 
for each January and July for Darwin. (As discussed in detail in the text, 
some years were omitted from the analysis, with provisions were made to 
ensure that autocorrelation coefficients were computed for contiguous data.) 
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This systematic bias could be due to readings taken by different 
observers at different times. The persistence of the residual partial 
autocorrelation beyond the first few lags provides further evidence of this as 
there appears to be little physical basis for such long lags. (The programs 
used for computing the partial autocorrelation coefficients were carefully 
examined to exclude program error. As noted in the last chapter, the Time 
Series Package routine TSPACF (Chaghaghi, 1985, pp. 154-156) was used to 
compute the partial autocorrelation coefficients. A similar routine in the 
SYSTAT statistical package (Leland, 1989) was also used to calculate the 
coe4'.'ficients as an additional check.) 
Possible observer bias aside, the presence of residual autocorrelation 
usually indicates that the regression equation has omitted one or more 
independent variables that have time-ordered effects on the dependent 
variable (N eter et al., 1985, p. 454). Hence, the above finding is of some 
importance, suggesting that the Angstrom-Prescott equation has some 
deficiency as it omits other autocorrelated variables which also influence 
solar radiation, such as cloud cover, turbidity and relative humidity. 
Nonetheless, the appeal of the Angstrom-Prescott equation is its simplicity, 
and adding other variables to the model will be at the cost of parsimony and 
ease of use. 
4.3 Testing the normality of the frequency distribution of the 
residuals 
The distributions of the residuals for each month for each station were 
tested for departures from -normality. The use of the normal distribution 
simplifies modelling of the residuals since routines generating random 
normal variables are readily available and require only knowledge of the 
variance of the residuals. (The mean of the residuals is zero by definition.) 
The use of the normal distribution is also consonant with the usual 
assumptions of linear regression. 
The goodness of fit was assessed by the Kolmogorov-Smirnov (KS) 
test. As explained in detailed in Chapter 5, this is the most generally 
accepted test for continuous data as a function of a single variable (Press et 
al., 1988), and is preferable over the chi-square test in several ways (Falls, 
1974). 
I 
-
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The KS test makes use of the D statistic, which is defined as the 
maximum absolute difference between the empirical distribution function 
and the theoretical distribution function. Thus 
D = suplS(x)-F(x)I (7.5) 
X 
where S(x) is the value of the empirical distribution evaluated at each x , and 
F (x ) is the theoretical cumulative distribution function, in this case the 
normal distribution function. 
The results are displayed in Table 7-7. At the 95% confidence level , 
about 42% (30 out of 72 cases) of the cases are statistically significantly 
different from normal. However, in most of these cases, the D statistics are 
only marginally different from the critical values and none of the differences 
exceeds 0.11. In practical terms, therefore, it was decided to use the normal 
distribution to model the residuals. In the final analysis, there is a need to 
compare the distribution of the observed clearness index values with that of 
the estimated clearness index values obtained through the Angstrom-
Prescott equation, with and without residual simulation. This is 
investigated in the next section. 
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TABLE 7-7 . The Kolmogorov-Smirnov test for normality of the residuals 
about the Angstrom-Prescott regression line. 
The first line for each station gives the value of D statistics by month . 
Values statisticaHy significant at the 5% level are underlined. The second 
line for each station lists the 95% confidence limits. 
STATION Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
Darwin .03 .06 .fil ..u.a ..u.a .05 ..u.a .06 .04 .04 .05 .04 
.06 .07 .07 .06 .06 .06 .06 .06 .06 .06 .06 .06 
Halls Creek .05 .04 ..u.a .08 ..l.Q ..u.a ..u.a .07 ..Q.9 .08 .04 .06 
.08 .09 .08 .08 .08 .08 .08 .08 .08 .08 .09 .08 
Alice Springs .05 .05 .05 .Q2 .fil ..l.Q .Q2 ..Q.9 ..u.a ..Q.9 .fil .Q2 
.06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06 
Oodnadatta ..u.a ..u.a .06 ..u.a ..u.a .05 ..Q.9 ..u.a ..u.a ..l.Q .07 ..u.a 
.07 .07 .06 .06 .06 .06 .06 .06 .06 .07 .07 .07 
Perth .05 .06 
.ll .06 .05 .05 .03 .05 .07 .08 .08 .08 
.08 .08 .08 .08 .08 .08 .08 .08 .08 .08 .08 .08 
Hobart 
.fil .06 .05 . . 04 .04 .05 .04 .05 .05 .05 .04 .fil 
.06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06 .06 
Note: Whether a D statistic is significant depends not just on its value but also on the 
sample size. This is the reason some D statistics may be significant even though they are 
equal or even smaller in value than those for other stations or months that are not 
significant. In addition, the values in the above table are rounded to 2 decimal places. 
II 
11 
I 
I 
I 
I 
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Figures 7-7 and 7-8 illustrates the distribution of the standardized 
residuals for two months: Darwin in January, which is well fitted by a 
normal distribution, and Darwin in July, which exhibited relatively poorer 
fit . 
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FIGURE 7-7. Histogram (top) and cumulative frequency plot (bottom) of 
standardized residual values about the Angstrom-Prescott regression line 
(Darwin, January). The standard normal density is superimposed on the 
histogram, and the standard normal distribution function is superimposed 
on the cumulative frequency plot. 
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FIGURE 7-8. Histogram (top) and cumulative frequency plot (bottom) of 
standardized residual values about the Angstrom-Prescott regression line 
(Darwin, July). The standard normal density is superimposed on the 
histogram, and the standard normal distribution function is superimposed 
on the cumulative frequency plot. 
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It should be mentioned in passing that the KS test assumes that the 
parameters of the theoretical distribution are known. When the parameters 
are estimated from the sample, Lilliefors (1967) has shown for the normal 
distribution that there is some bias towards favouring the acceptance of the 
null hypothesis (that there is no difference between the observed and 
theoretical values). He modified the table of critical values used in the test 
to correct for this bias. However, the Lilliefors modification was not used 
because it assumes that both the mean and standard deviation are 
estimated wheareas in the present case, only the variance is estimated as 
the mean of the residuals is zero. In any case, as noted earlier, the values of 
the D statistics are fairly small in nearly all cases. 
4.4 Comparison of the Angstrom-Prescott equation with and 
without residual simulation 
The suitability of the normal approximation to the residuals is validated in 
this section by comparing the distribution function of the recorded clearness 
index values with that of the clearness index values estimated by the 
Angstrom-Prescott relationship with residual simulation. 
The distribution function of the recorded clearness index is also 
compared with the distribution function of the clearness index values 
estimated by the Angstrom-Prescott relationship without residual 
simulation. This is to illustrate the advantages of residual simulation. 
Furthermore, although the Angstrom-Prescott equation has been shown to 
provide a good fit to data for many locations worldwide, there has been no 
attempt to date, as ascertained from a search of the literature, to test 
whether the equation preserves the frequency distribution of the clearness 
index. 
The two-sample Kolmogorov-Smirnov test was employed to test the 
goodness of fit . This is a commonly employed test, and is more powerful in 
all cases than either the chi-square test or the median test (Siegel and 
Castellan, 1988, p. 151). The test statistic is similar to the one-sample test 
employed earlier. It is the maximum absolute difference between the two 
empirical distribution functions . Thus, 
D = sup!S1(x)-Six)I (7.6) 
;r 
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where S 1(x ) is the cumulative frequency distribution of the first data set, 
and S2(x ) is the cumulative frequency distribution of the second data set. 
The differences between the two distribution functions were evaluated for 
each class interval using the same interval for both distributions (Siegel and 
Castellan, 1988, p. 144). In this study, the differences were evaluated for 34 
class intervals of equal width of 0.025 , from 0.00 to 0.85. (The maximum 
clearness index is 0.84 7 .) 
Table 7-8 shows results of the two-sample Kolmogorov-Smirnov test 
comparing the differences between the cumulative frequency distribution of 
the observed clearness index with that of estimates obtained using the 
Angstrom-Prescott equation without residual simulation. About 76% of the 
cases registered a significant difference between the observed and estimated 
cumulative frequency distributions. 
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TABLE 7-8. The two-sample Kolmogorov-Smirnov test comparing the 
differences between the cumulative frequency distribution of the observed 
clearness index with that of estimates obtained by the Angstrom-Prescott 
equation (without residual simulation). 
The first line for each station gives the value of D statistics by month. 
Values statistically significant at the 5% level are underlined. The second 
line for each station lists the 95% confidence limits. 
STATION Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
Darwin 
.l.Q .09 .07 .22 ..l..8 ~ ..31 :.n ..2.l J..fi .07 .05 
.09 .09 .09 .09 .09 .09 .09 .09 .09 .09 .09 .09 
Halls Creek .10 .10 .10 .22 ..l.1 .a2 ..4..4. .22 ..3..6 .L2 ..1.9 .05 
.12 .12 .11 .11 .12 .11 .11 .12 .12 .12 .12 .12 
Alice Springs ~ .2.a .L2 .2.a .22 ..3..Q :.n .2Q ..a.a .2a J..fi ~ 
.08 .09 .08 .09 .08 .09 .09 .08 .09 .09 .09 .08 
Oodnadatta 
..1.9 :.n .2a .2.a ..2.l ..3..Q .2.Q ..3..Q .al ..1.9 .1.6 .L2 
.10 .10 .09 .09 .09 .09 .09 .09 .09 .09 .10 .10 
Perth J..fi ..12 ..l.1 .07 ..l..8 .06 .06 .09 ..12 ..l.1 ..l..8 .08 
.11 .11 .11 .-11 .11 .11 .11 .11 .11 .11 .12 .12 
Hobart 
.l.Q .07 JIB .06 .l.Q .l.Q Jill .08 .08 JIB .l.Q .l.Q 
.08 .09 .08 .09 .09 .09 .08 .08 .09 .08 .09 .08 
I 
I 
' 
. 
' 
I 
I 
I 
I 
I! 
I 
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Further investigations revealed that the magnitude of the difference, 
as measured by the D statistics, is largest for months with high values of 
mean fractional sunshine (Figure 7-9). It was found for these months that 
the Angstrom-Prescott equation does not allow for the stochastic variation 
of the clearness index for days with maximum fractional sunshine of unity. 
This is best illustrated for a sunny month such as Darwin in July. As 
evident in Figure 7-2, for the many days with fractional sunshine values of 
unity, the estimated clearness index is fixed at the a + b value, resulting in 
an artificially heavy probability mass at this value (Figure 7-10). 
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FIGURE 7-9. Plot showing the relationship between the D statistics and 
the mean fractional sunshine when the Kolmogorov-Smirnov test is used for 
comparing the differences between the cumulative frequency distribution of 
the observed clearness index and that of estimates obtained by the 
Angstrom-Prescott equation (without residual simulation). 
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FIGURE 7-10 . Cumulative frequency of the estimated clearness index values obtained 
using the Angstrom-Prescott equation without residual simulation (Darwin, July). The 
cumulative frequency of the observed clearness index values is superimposed on the plot as 
lighter dots . 
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FIGURE 7-11. Cumulative frequency of the estimated clearness index values obtained 
using the Angstrom-Prescott equation with residual simulation (Darwin, July). The 
cumulative frequency of the observed clearness index values is superimposed on the plot as 
lighter dots . 
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In the next test, the distribution function of the recorded clearness 
index was compared with the distribution function of the clearness index 
estimated using the Angstrom-Prescott equation with residual simulation 
(Equation 7.3). Wrocedures regarding simulation of the residuals have been 
described earlier in Section 4.2.) 
The results are given in Table 7-9. The use of residual simulation 
improves the goodness of fit considerably. Only 8 out of 72 cases (11 %) 
registered a significant difference at the 5% level. In all these cases, the D 
statistics is only marginally larger than the confidence limits, and none 
exceeds 0.11 in magnitude . The use of residual simulation overcomes the 
problem of an artificially heavy probability mass at the a + b value. This is 
evident when Figure 7-10 is compared with Figure 7-11. 
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TABLE 7-9. The two-sample Kolmogorov-Smirnov test comparing the 
differences between the cumulative frequency distribution of the observed 
clearness index with that of estimates obtained by the Angstrom-Prescott 
relationship with residual simulation. 
The first line for each station gives the value of D statistics by month. 
Values statistically significant at the 5% level are underlined. The second 
line for each station lists the 95% confidence limits. 
STATION Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
Darwin .06 .06 .03 .08 .05 .05 .08 .08 .03 .05 .04 .05 
.09 .09 .09 .09 .09 .09 .09 .09 .09 .09 .09 .09 
Halls Creek .05 .04 .06 .06 .10 .06 .04 .05 .07 .04 .04 .04 
.12 .12 .11 .11 .12 .11 .11 .12 .12 .12 .12 .12 
Alice Springs .05 .04 .04 .07 ..o.a .06 .08 .ll .06 .lQ .03 .04 
.08 .09 .08 .09 .08 .09 .09 .08 .09 .09 .09 .08 
Oodnadatta .09 .07 .06 .ll Jill .06 .ll .ll .09 .lQ .07 .08 
.10 .10 .09 .09 .09 .09 .09 .09 .09 .09 .10 .10 
Perth .07 .10 .07 .08 .07 .05 .06 .06 .08 .05 .07 .08 
.11 .11 .11 .11 .11 .11 .11 .11 .11 .11 .12 .12 
Hobart .07 .06 .04 .06 .04 .07 .06 .05 .05 .06 .04 .05 
.08 .09 .08 .09 .09 .09 .08 .08 .09 .08 .09 .08 
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5 USING THE ANGSTROM-PRESCOTT EQUATION FOR SITES 
WITHOUT RECORDED SUNSIIlNE DURATION DATA 
5.1 The relationship between the a and b coefficients and other 
variables 
The author sought to relate the a and b coefficients of the Angstrom-
Prescott regression line to latitude and to mean fractional sunshine 
individually. Both are widely available statistics which could be used to 
estimate the a and b coefficients in the absence of site-specific daily 
recorded data. Unfortunately, no apparent empirical relationships were 
found . (The a and b coefficients for each station were computed for each 
month of the year as well as for the entire time series.) 
In the case of latitude, as Martinez-Lozano et al. (1984, p. 119) has 
pointed out, many researchers have refuted the dependence of the 
coefficients on latitude which was first proposed by Glover and McCulloch 
(1958). However, Hutchinson et al. (1991) proposed a modification of the 
Angstrom-Prescott equation which incorporates latitude through its effect 
on the mean air mass (over all daylight hours for each month). Air mass 
refers to 'the path length of radiation through the atmosphere, considering 
the vertical path at sea level as unity ' (Riches , 1985, p. 910). It also 
incorporates the correction for surface albedo as proposed by Hay (1979). 
The equation was fitted to monthly mean solar radiation and sunshine 
duration data for 289 stations ranging in latitude from 5008 to 700N. A 
coefficient of determination of 0.80 was obtained. A further study of this 
equation in terms of daily ·data was not carried out in this research as the 
focus of this chapter is on the basic Angstrom-Prescott equation. 
The lack of any apparent relationship between the coefficients and 
mean fractional sunshine is shown in Figure 7-12. This result contrasts 
with the findings of Rietveld (1978). Using data from many countries 
worldwide, including temperate and tropical locations, and 2 stations from 
Australia, Rietveld (1978) found that a is related linearly, and b is related 
hyperbolically, to mean fractional sunshine. The coefficients used were 
computed for the entire time series for some stations, and for the winter and 
summer half-year for other stations. 
_ 1! 
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FIGURE 7-12. Bivariate plots showing the poor correlations between mean 
fractional sunshine, and a and b coefficients respectively. The top diagrams 
show coefficients for each station computed for each month of the year. The 
bottom diagrams show coefficients computed for the entire time series of 
each station. 
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5.2 Estimation of the residual standard deviations 
The author next investigated possible methods of estimating the residual 
standard deviations . An empirical relationship was found between the 
residual standard deviation (a ,) and the mean fractional sunshine (S ) for 
each month of each station (Figure 7-13). The relationship is well described 
by: 
a, =0.116-0.086.S (7.7) 
This equation, obtained by minimizing the residual sum of squares of the 
observed data points about the fitted line, accounts for 91 % of the variance. 
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RELATIONSHIP BETWEEN RESIDUAL STANDARD DEVIATION 
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FIGURE 7-13. Relationship between the residual standard deviation and 
mean fractional sunshine. The equation of the regression line is 
ac = 0.116-0.086.S . 
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A detailed investigation of the physical basis for the relationship 
between the residual standard deviation and mean fractional sunshine lies 
beyond the scope of this study. It may be due in part to the method of 
measuring sunshine duration (Hutchinson, personal communication, 1990). 
It seems reaso~able that on very sunny days, the trace on the recorder 
charts could be a single or a few uninterrupted burn marks, and this is 
easier to measure than a succession of smaller traces on less sunny days. 
This could contribute to greater variance (and hence standard deviation) of 
the residuals as mean fractional sunshine decreases. 
Equation 7.7 was used in conjunction with average a and b 
coefficients of the Angstrom-Prescott equation to estimate clearness index 
values from fractional sunshine. The average a and b coefficients were 
computed using data from all stations for all months . (The values are 0.24 7 
and 0.488 respectively. The correlation coefficient between the clearness 
index and fractional sunshine using the combined data is 0.93. Procedures 
regarding simulation of the residuals have been described earlier in Section 
4.2 .) 
The two-sample Kolmogorov-Smirnov test was then employed to test 
the goodness of fit between the observed and estimated cumulative 
frequency distribution of the clearness index. As in previous tests, the 
differences were evaluated for 34 class intervals of equal width of 0.025, 
from 0.00 to 0.85. 
At the 95% confidence level, as sho n in Table 7-10, quite a number 
of cases registered a significant difference (about 64%, or 46 out of 72 cases). 
This is however still less than the number of significant cases when the 
coefficients of the Angstrom-Prescott equation are calculated from actual 
data but with no residual simulation employed (see Table 7-8). The 
maximum D statistics in this case (0.32) is also smaller in magnitude . 
Nonetheless, as there are a few cases with D statistics exceeding 0.20, it is 
preferable to employ the a and b coefficients of neighbouring locations in the 
absence of recorded sunshine duration data . 
I 
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TABLE 7-10. The two-sample Kolmogorov-Smirnov test comparing the 
differences between the cumulative frequency distribution of the observed 
clearness index with that of estimates obtained by the Angstrom-Prescott 
relationship with residual simulation. 
The a and b coefficients of the Angstrom-Prescott equation were computed 
using data from all months and stations. The residual standard deviations 
were estimated for each month of each station using Equation 7.7. The first 
line for each station gives the value of D statistics by month. Values 
statistically significant at the 5% level are underlined. The second line for 
each station lists the 95% confidence limits. 
STATION Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
Darwin .ll .ll ..o.a .u .03 .07 .ll .06 .03 .05 .05 J..Q 
.08 .09 .08 .09 .08 .09 .08 .08 .09 .08 .09 .09 
Halls Creek .09 .07 .08 .05 .ll .u .l1 .04 .l£ .03 .06 .06 
.12 .12 .11 .11 .11 .11 .11 .12 .12 .12 .12 .12 
Alice Springs J..Q .07 .ll .z.a .ll .ll .l1 ..3..l ~ ..2..6 J..Q .u 
.08 .09 .08 .09 .08 .09 .08 .08 .09 .08 .09 .08 
Oodnadatta .22 .u .u .06 .ll J..Q .ll .u .u ..2..l ..la .2li 
.09 .09 .09 .09 .09 .09 .09 .09 .09 .09 .09 .09 
Perth .06 .u ..la .19 .22 .u .l£ .u .08 .u .u .10 
.11 .11 .11 .11 .11 .11 .11 .11 .11 .11 .11 .11 
Hobart .06 .08 .08 .u .ll .ll .19 .ll .05 .07 .04 .03 
.08 .09 .08 .08 .08 .08 .08 .08 .08 .08 .08 .08 
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A comparison of the cumulative frequency of the observed and 
estimated clearness index values for the month with the worst fit (Alice 
Springs in September) is given in Figure 7-14. 
Converting Daily Cloud Duration to Solar Radiation using the Angstrom-Prescott Equation 223 
ALICE SPRINGS, SEPTEMBER 
1.0 I I l 0.8 -
>-~ I w :::, 0.6 ~ 
w 
> 0.4 5 
~ 
0.2 . . 
,,,,,. 
/ 
0.0 . -'/, ' 
00 01 0 2 03 04 0.5 0.6 07 0.8 09 
CLEARNESS INDEX 
FIGURE 7-14. Cumulative frequency of the estimated clearness index 
values obtained using the combined Angstrom-Prescott equation with 
residual simulation (Alice Springs, September). The cumulative frequency 
of the observed clearness index values is superimposed on the plot as lighter 
dots. 
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When the coefficients of the Angstrom-Prescott equation can be 
accurately determined, Equation 7. 7 delivers much better results. This is 
shown by the next investigation which differed from the previous analysis 
only by the use of actual a and b coefficients of the Angstrom-Prescott 
equation computed for each month of each station. As in previous tests, the 
two-sample Kolmogorov-Smirnov test was employed to test the goodness of 
fit between the observed and estimated cumulative frequency distribution of 
the clearness index. The differences were evaluated for 34 class intervals of 
equal width of 0.025, from 0.00 to 0.85. 
As shown in Table 7-11, the goodness of fit improved considerably. At 
the 95% confidence level , only 8 out of 72 cases (11 %) registered a 
significant difference . Indeed, this is the same as the number of cases 
registering a significant difference when the actual residual standard 
deviations were used (as shown in Table 7-9). In all these instances, the 
differences are marginal and none exceeds 0.12 in magnitude. This result 
has therefore demonstrated the usefulness and accuracy of Equation 7.7. 
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TABLE 7-11. The two-sample Kolmogorov-Smirnov test comparing the 
differences between the cumulative frequency distribution of the observed 
clearness index with that of estimates obtained by the Angstrom-Prescott 
relationship with residual simulation. 
The a and b coefficients of the Angstrom-Prescott equation were computed 
for each month of each station using observed data (Tables 7-3 and Table 7-
4). The residual standard deviations were estimated for each month of each 
station using Equation 7.7. The first line for each station gives the value of 
D statistics by month. Values statistically significant at the 5% level are 
underlined. The second line for each station lists the 95% confidence limits. 
STATION Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
Darwin .05 .05 .05 .06 .06 .03 .06 .07 .05 .07 .05 .05 
.08 .09 .08 .09 .08 .09 .08 .08 .09 .08 .09 .09 
Halls Creek .04 .06 .06 .08 .11 .08 .07 .07 .10 .04 .04 .03 
.12 .12 .11 .11 .11 .11 .11 .12 .12 .12 .12 .12 
Alice Springs .05 .05 .05 .05 .08 .07 .08 .ll Jill .08 .03 .05 
.08 .09 .08 .09 .08 .09 .08 .08 .09 .08 .09 .08 
Oodnadatta Jill .07 .08 .09 .lil .04 .09 .lil .08 .l2 .07 .09 
.09 .09 .09 .09 .09 .09 .09 .09 .09 .09 .09 .09 
Perth .05 .l2 .08 .08 .05 .06 .05 .04 .05 .07 .06 .10 
.11 .11 .11 .11 .11 .11 .11 .11 .11 .11 .11 .11 
Hobart ..Q.8 .05 .04 .04 .04 .04 .04 .05 .04 .04 .05 .04 
.08 .09 .08 .08 .08 .08 .08 .08 .08 .08 .08 .08 
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5.3 Using the Angstrom-Prescott equation with ANUCloud 
For sites without recorded sunshine duration data, the data needs to be 
simulated first . The test described in this section was used to assess the 
empirical relationship shown in Equation 7.7 in conjunction with data 
simulated using ANUCloud. 
Simulation proceeded as follows. It was assumed that daily recorded 
sunshine duration data are not available but the mean values of daily 
fractional cloud duration for each month of the year are known. The 
standard deviation of the daily fractional cloud duration was estimated for 
each month of each station from the observed mean fractional cloud 
duration using Equation 5.10 (Chapter 5). The mean and standard 
deviation were employed to compute the parameters of the beta 
distribution. The beta variates were generated using Algorithm BA of 
Cheng (1978) with the uniform random generator Algorithm AS 183 
described in Wichmann and Hill (1985). The length of simulated data for 
each month of each station correspond to the length of the observed records. 
The autoregressive component of ANUCloud described in Chapter 6 
was not used as the concern here is to test only the goodness of fit of the 
simulated frequency distributions. It has already been shown in Chapter 6 
that the autoregressive component accurately preserves the serial 
correlation of the observed cloud duration time series. Also, the Angstrom-
Prescott equation introduces minimal distortion to the autocorrelation 
structure of solar radiation, as shown in Section 4.2. 
The simulated fractio.nal cloud duration series were converted to 
fractional sunshine values and then to the clearness index values using the 
Angstrom-Prescott equation with residual simulation . The residual 
standard deviations were estimated for each month of each station using 
Equation 7. 7. The a and b coefficients of the Angstrom-Prescott equation 
were computed for each month of each station using observed data (Tables 
7-3 and 7-4). (In practical applications, the values of neigbouring locations 
could be employed. The average a and b coefficients were not used here 
since, as previously discussed and shown in Table 7-10, they do not deliver 
good results in some cases.) 
The two-sample Kolmogorov-Smirnov test was employed to test the 
goodness of fit between the observed and estimated cumulative frequency 
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distribution of the clearness index. As before, the differences were 
evaluated for 34 class intervals of equal width of 0.025, from 0.00 to 0.85 . 
As shown in Table 7-12, at the 95% confidence level , a third of the 
cases (24 out of 72 cases, or 33%) registered a significant difference . From a 
practical viewpoint, however, the approximation is reasonable, with none of 
the D statistics exceeding 0.18. 
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TABLE 7-12 . The two-sample Kolmogorov-Smirnov test comparing the 
differences between the cumulative frequency distribution of the observed 
clearness index with that of estimates obtained by the Angstrom-Prescott 
relationship with residual simulation. 
Simulated fractional sunshine values were obtained using ANUCloud and 
transformed to the clearness index values using the Angstrom-Prescott 
equation with residual simulation. The standard deviation of daily 
fractional cloud duration was estimated from the observed mean using 
Equation 5.10 (Chapter 5). The residual standard deviations were 
estimated for each month of each station using Equation 7.7 (this chapter). 
The a and b coefficients of the Angstrom-Prescott equation were computed 
for each month of each station using observed data (Tables 7-3 and 7-4). 
The first line for each station gives the value of D statistics by month. 
Values statistically significant at the 5% level are underlined. The second 
line for each station lists the 95% confidence limits. 
STATION Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
Darwin Jill .07 .06 .06 .05 .05 .07 .05 .08 ..lQ .ll Jill 
.08 .09 .08 .09 .08 .09 .08 .08 .09 .08 .09 .09 
Halls Creek .06 .06 .04 .08 .09 .07 .05 .08 .06 .08 .06 .07 
.12 .12 .11 .11 .11 .11 .11 .12 .12 .12 .12 .12 
Alice Springs ..lQ .08 .07 .u .li .ll .u ,1.Q J..a .li .05 .05 
.08 .09 .08 .09 .08 .09 .08 .08 .09 .08 .09 .08 
Oodnadatta ,1.Q 
.li .08 .u .u .08 .l1 .ll .l1 J.2 .06 .ll 
.09 .09 .09 .09 .09 .09 .09 .09 .09 .09 .09 .09 
Perth .05 .08 .u .11 .11 .09 .06 .07 .10 .06 .08 .ll 
.11 .11 .11 .11 .11 .11 .11 .11 .11 .11 .11 .11 
Hobart .05 .08 .08 .08 .04 .08 .04 .05 .08 .08 Jill .08 
.08 .09 .08 .08 .08 .08 .08 .08 .08 .08 .08 .08 
: 
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6 CONCLUSION 
This study has assessed the use of residual simulation to enhance the 
Angstrom-Prescott equation. The method of residual simulation developed 
here has been found to provide a more realistic method of converting 
fractional sunshine to the clearness index series. The use of the normal 
distribution for modelling the residuals has been found to be acceptable. 
The residuals can also be modelled as independent random variables as 
residual autocorrelation makes a relatively minor contribution to the 
autocorrelation of the clearness index, and may also be due in part to 
observer bias. 
An empirical relationship was developed which reliably estimates the 
residual standard deviations from the mean fractional sunshine. When 
used in conjunction with estimated Angstrom-Prescott coefficients or 
coefficients from neighbouring locations, this relationship permits the 
Angstrom-Prescott equation with residual simulation to be used for sites 
without detailed recorded data. 
8 
Conclusion 
This research has collated a ready-to-use daily data set which is suitable 
for the development and testing of stochastic weather models. Though 
compiled specifically for Australia, the AUSSET database contains stations 
representative of both tropical and temperate climate zones. If it is 
augmented by stations from the wet equatorial climate, and the snow and 
ice climates, then all major climatic types will be represented. Possible 
choice of weather stations with high quality data for these climatic zones 
include stations in Singapore (for wet equatorial climate) and Canada (for 
snow and ice climates). Such a globally representative data set will be 
,useful for research in other areas of applied climatology as well. 
An examination of some fundamental issues in the stochastic 
modelling of daily weather sequences at a single site led the author to 
propose a cloud-based approach. In this research, only a stochastic model of 
daily cloud duration is developed. The salient features of this model are 
shown in Table 8-1. 
Measurement errors of sunshine duration impose some limitations on 
the accuracy of the model. As previously indicated, the lower limit of direct 
radiation flux which will give a legible trace on the recorder charts varies 
according to atmospheric humidity and the records are also subject to 
observer interpretation. 
230 
I 
' 
I 
I 
1, 
1, 
II 
.i 
Conclusion 
TABLE 8-1. Overview of ANUCloud. 
Features 
Model based on 
cloud duration 
instead of cloud 
cover 
Frequency 
distribution 
based on the beta 
distribution 
Autoregressive 
component based 
on the 
autoregressive 
model of order 2 
Generic design 
Parsimonious 
design 
Benefits 
• Solar radiation can be more reliably estimated 
from cloud duration than from cloud cover 
• Summary statistics for cloud duration exist for 
many stations across the world and may be used 
to estimate the variance of fractional cloud 
duration in the absence of site-specific historical 
records 
• Preserves the mean and variance of daily cloud 
duration exactly 
• Models the probability distribution of daily 
fractional cloud duration accurately 
• Easy to simulate: the beta distribution is a 
standard distribution and routines for generating 
random variates are generally available 
• Models the serial correlation of the daily 
fractional cloud distribution accurately 
• Non-parametric normalization ensures correct 
mapping between the beta and normal 
distributions 
• Easy to simulate: the AR(2) model is a standard 
time series model and routines for simulation are 
generally available 
• Applicable to all locations tested, both tropical 
and temperate 
• Parameters of parsimonious models are 
generally more stable, and often have more 
straightforward physical interpretation. Both 
characteristics make it easier to interpolate 
parameters spatially 
(Continues on next page) 
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(Continued) 
Features 
Calibration by 
analytical 
solutions 
Simulation 
support for sites 
without recorded 
data 
Some parameters 
computed on a 
monthly basis to 
account for 
seasonality 
Benefits 
• Easy to calibrate: numerical optimization 
routines not needed 
Chapter 8 
• The five parameters of the model may be 
estimated from the latitude of the station and the 
mean fractional cloud duration 
• Facilitates estimation of model parameters from 
widely available climatic summaries which are 
frequently tabulated on a monthly basis 
• Reasonable compromise between the need for a 
sufficiently short time interval to satisfy 
stationarity assumptions and a sufficiently long 
period to include enough data points for 
calibration 
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Conclusion 
A more serious limitation is the assumption that the parameters are 
assumed to be periodic with a period of one year. Inter-annual variations 
such as the effects of the El Nino are therefore neglected. Hutchinson 
(1990a) highlighted this problem as typical of current stochastic weather 
models and proposed the use of periodic smoothing splines to assess 
departures from the assumption of annual periodicity. 
Simulated sunshine duration may be converted to solar radiation 
through the use of the Angstrom-Prescott equation. This study assessed the 
equation in terms of how well the transformed relative solar radiation (the 
clearness index) values approximate the observed data in terms of the 
frequency distribution and serial correlation. The use of residual simulation 
was proposed to enhance the performance of the Angstrom-Prescott 
equation. It was found that with the use of independent and identically 
distributed normal residuals, the Angstrom-Prescott equation satisfactorily 
models the probability distribution of the observed daily solar radiation. 
An empirical relationship was also developed for reliably estimating 
the residual standard deviations from the mean fractional sunshine. This 
permits the Angstrom-Prescott equation with residual simulation to be used 
for sites without detailed recorded data given the mean fractional cloud 
duration and the Angstrom-Prescott regression coefficients. The mean 
fractional cloud duration is tabulated for many locations around the world. 
The Angstrom-Prescott coefficients may be obtained from the data of 
neighbouring stations or other stations with a similar climate. This 
research found no apparent relationship between the Angstrom-Prescott 
coefficients and latitude or between the coefficients and mean daily 
fractional sunshine. 
The major challenge ahead is to develop a rainfall model that 
simulates rainfall occurrence and amount conditioned on cloud duration. 
For practical applications, there is also a need to develop the database and 
models presented in this dissertation into a user-friendly computer software 
package. 
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