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Abstract
Using the Chiellini condition for integrability we derive explicit solutions for a gen-
eralized system of Riccati equations x¨+ αx2n+1x˙+ x4n+3 = 0 by reduction to the first-
order Abel equation assuming the parameter α ≥ 2√2(n+ 1). The technique, which
was proposed by Harko et al, involves use of an auxiliary system of first-order differential
equations sharing a common solution with the Abel equation. In the process analytical
proofs of some of the conjectures made earlier on the basis of numerical investigations
in [25] is provided.
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1 Introduction
Second-order ordinary differential equations (ODEs) with linear damping are the most com-
monly studied extensions of undamped motion, the simplest example being the case of damped
oscillations x¨ + γx˙ + ω2x = 0 which admits a closed-form solution. In the case of nonlinear
ODEs even with linear damping the construction of a closed form solution is often a nontrivial
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task and such equations often display a variety of interesting phenomena such as chaos in the
case of non-autonomous nonlinear terms, complex periodicity, limit cycles etc. An equation of
the form x˙+ f(x)x˙+ g(x) = 0 where f(x) and g(x) are arbitrary C∞(I) real-valued functions
of x defined on a real interval I ⊆ R is known as a Lie´nard equation [1]. There exists a vast
literature on this equation alone as it is the favored equation for modelling several phenomena
ranging from electrical circuits, heart beat activity, neuron activity, chemical kinetics to tur-
bulence in fluid dynamics [2, 3, 4, 5]. Mathematical techniques such as those of Lie symmetries
[6, 7] and Wierstrass integrability have been used to analyse the Lie´nard equation [8]. Its gen-
eralization the Levinson-Smith equation x¨+ f(x, x˙)x˙+ g(x) = 0 [9] has found applications in
astrophysics where for instance the time dependence of perturbations of the stationary solu-
tions of spherically symmetric accretion processes is modelled by an equation of this form [10].
From a practical point of view the assumption of linear damping is often insufficient.
Generally it is possible to divide oscillator systems into two broad categories, those with linear
damping and nonlinear elasticity and those with nonlinear damping and linear elasticity. Ex-
tensive studies of both these categories may be found in [11, 12, 13, 14]. Various quantitative
methods have been employed for their analysis depending on the context and convenience
such as the method of multiple scales, successive approximation, averaging method besides
qualitative studies [15, 16, 17].
The following generalization of the Lie´nard equation involving a quadratic dependance
on the velocity besides the usual linear damping term, viz
x¨+ g2(x)x˙
2 + g1(x)x˙+ g0(x) = 0, (1)
was studied by Bandic [18]. Special cases of this equation corresponding to g1(x) = 0 natu-
rally occur for oscillators involving a variable mass and are derivable from a Lagrangian of the
form L(x, x˙) = 1
2
m(x)x˙2 + V (x). Recently Kovacic and Rand [19] studied several examples of
a position-dependent coefficient of the kinetic energy, which stem from a position-dependent
mass or are the consequence of geometric/kinematic constraints. Some notable examples of
position-dependent mass systems include the Mathews-Lakshmanan oscillator equation [20],
which has also been studied in the quantum regime, the quadratic Loud systems [21] and the
Cherkas system [22]. In [23] Cvetic´anin analysed the case of strong quadratic damping with
a model equation given by x¨ + x + 2δx˙|x˙| = 0. The issue of isochronicity in equations of the
Lie´nard type has also been extensively studied [24].
In [25] a variant of the generalized Riccati system of equations, viz
x¨+ αx2n+1x˙+ x4n+3 = 0, (2)
was considered. It was established on the basis of numerical studies that for α much smaller
than a critical value the dynamics is periodic, the origin being a centre. Furthermore the
solution changes from being periodic to aperiodic at a critical value αc = 2
√
2(n+ 1), which
is independent of the initial conditions. This behaviour is explained by finding a scaling
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argument via which the phase trajectories corresponding to different initial conditions collapse
onto a single universal orbit. Numerical evidence for the transition is shown. Further, using
a perturbative renormalization group argument, it is conjectured that the oscillator,
x¨+ (2n+ 3)x2n+1x˙+ x4n+3 + w20x = 0, (3)
exhibits isochronous oscillations. The correctness of the conjecture is established numerically.
In this communication we provide analytical proofs for some of these assertions.
Equation (1) may be reduced to a first-order ODE by means of the transformation
x˙ = 1/v, namely
dv
dx
= g0(x)v
3 + g1(x)v
2 + g2(x)v = F (x, v). (4)
This is an Abel equation of the first-order and first kind and may be viewed as a generalization
of the Riccati equation. Such equations, which first appeared in course of Abel’s investigations
of the theory of elliptic functions, usually arise in problems involving the reduction of order
of second and higher-order equations and are frequently encountered in modelling of practical
problems, e.g., the Emden equation, the van der Pol equation etc. They are also relevant in
the study of quadratic systems in the plane [26], the centre-focus problem [27] and in certain
cosmological models [28].
1.1 Derivation of the Chiellini condition for integrability
Recently Harko et al [29, 30] have considered certain exactly integrable cases of the Lie´nard
equation by appealing to an integrability criterion known as the Chiellini condition and making
use of the first-order Abel equation. Multiplying (4) by exp(− ∫ g2(x)dx) and setting u =
v exp(− ∫ g2(x)dx) leads us to the standard form of the Abel equation of the first kind namely
[31]
du
dx
= A(x)u2 +B(x)u3, (5)
where A(x) = g1(x) exp(
∫
g2(x)dx) and B(x) = g0(x) exp(2
∫
g2(x)dx) respectively. An exact
solution of (5) can be constructed provided the Chiellini condition for integrability [32, 33] for
(5), given by
d
dx
(
B
A
)
= sA(x), (6)
is satisfied where s is a nonzero constant [29]. When g1(x) 6= 0, the above condition becomes
d
dx
(
g0
g1
)
= sg1 − g0g2
g1
. (7)
In order to derive this condition let us consider the following generalized version of the Lie´nard
equation, viz
x¨+ gn(x)x˙
n + g0(x) = 0. (8)
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Set x˙ = ξ(x), so that (8) becomes
ξξ′ + gn(x)ξn + g0(x) = 0, ξ′ =
dξ
dx
. (9)
Suppose ξ = F (x)G(u(x)), where G is a function of u. By differentiating ξ with respect to x
and substituting it back into (9) we obtain
u′ = −FF
′G2 + gn(x)F nGn + g0(x)
F 2G∂G
∂u
. (10)
In order to separate the variables and integrate equation (10), we observe that the function
F should satisfy:
F ′
F
= kgn(x)F
n−2 = l
g0(x)
F 2
,
where k and l and constants or in other words
kgn(x) =
F ′
F n−1
, lg0(x) = FF
′.
From these relations we obtain
F 2−n = (2− n)
∫
kgn(x)dx and
l
k
g0
gn
= F n
whence we have
d
dx
(
g0
gn
)
=
k2
l
(2− n)gn(x)
(
(2− n)k
∫
gn(x)dx
)2(n−1)/(2−n)
. (11)
Now suppose G = u, then (10) reduces to
u′ = −kgn(x)F n−2F n−2u− gn(x)F n−2un−1− k
lu
F n−2gn(x) = −gn(x)F n−2
(
ku+ un−1 +
k
lu
)
.
(12)
This being separable it is solvable.
Setting n = 1, (11) reduces to
d
dx
(
g0
g1
)
=
k2
l
g1(x), (13)
while from (1) it follows that when g2 = 0,
dv
dx
= g1v
2 + g0v
3
which is to be compared with (5). It is now obvious that the criterion stated in (6) is identical
to (13) with s = k2/l.
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1.2 Construction of an implicit solution
As explained in [29] an implicit solution of (5) can be accomplished by defining a new variable
w = uB/A and using the Chiellini condition such that (5) is transformed to
dw
dx
=
A2
B
w(w2 + w + s). (14)
This leads to a separation of the variables, namely
F (w, s) :=
∫
dw
w(w2 + w + s)
=
∫
A2
B
dx =
1
s
∫
d ln(B/A) (15)
where the Chiellini condition has been used once again and finally allows us to express the
solution of (14) in the implicit form ∣∣∣B
A
∣∣∣ = K−1esF (w,s) (16)
where K−1 is an arbitrary constant of integration. It follows that
x˙ =
1
v
=
1
ue
∫
g2dx
=
B
Ae
∫
g2dxw(x)
=
g0(x)
g1(x)w(x)
and hence
t− t0 =
∫
w(x)g1(x)
g0(x)
dx. (17)
The form of the right-hand-side of (16) depends on the value of the parameter s and
esF (w,s) =

w√
w2+w+s
exp
(
− 1√
4s−1 arctan
(
2w+1√
4s−1
))
s > 1
4
w
w+ 1
2
exp
(
1
2w+1
)
s = 1
4
w√
w2+w+s
∣∣∣1− 1+2w√
1−4s
∣∣∣− 12√1−4s ∣∣∣1 + 1+2w√
1−4s
∣∣∣ 12√1−4s s < 14
(18)
2 Solution of first-order ODEs via an auxiliary system
of ODEs
In [25] the behaviour of the dynamical system described by the equation
x¨+ αx2n+1x˙+ x4n+3 = 0, (19)
was analysed and it was conjectured that there exists a critical value of the parameter αc
below which the system admits closed orbits. Extensive numerical computations indicated
that the critical value was αc = 2
√
2(n+ 1). In view of the method described above one can
obtain analytically this critical value by reducing the equation to a first-order Abel equation:
dv
dx
= αx2n+1v2 + x4n+3v3. (20)
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It is observed that the Cheillini integrability condition is satisfied with the constant s =
2(n + 1)/α2. From (18) it is seen that the nature of the solution for w changes as s varies
from less than 1/4 to greater than 1/4. The critical value corresponding to s = 1/4 implies
that the parameter αc = 2
√
2(n+ 1). This provides a proof of the validity of the conjecture
made in [25].
A useful method of solving a first-order ordinary differential equation (FOODE) is by the
introduction of an auxiliary system of first-order ODEs which have a common solution with
the given equation [29, 30]. To explain how this is achieved consider a first-order ODE given
by
dv
dx
= F (x, v), (21)
and introduce an auxiliary system of first-order ODEs
dv
dx
= −F1(x, v) +G(x)f(v), (22)
dv
dx
=
1
2
F2(x, v) +
1
2
G(x)f(v), (23)
subject to the constraint F1 + F2 = F , where G(x) is a function to be determined. If a
function G(x) exists such that (22) and (23) have a common solution then it is easy to show
that this solution satisfies the equation (21). The above technique can be adapted to deal
with second-order ODEs which frequently arise in physical applications.
Consider a second-order ODE of the form (1), viz
d2x
dt2
+ g1(x)
dx
dt
+ g2(x)
(
dx
dt
)2
+ g0(x) = 0. (24)
Typically if g2 = 0 then we have an equation of the Lie´nard type, and if g1 = 0 we obtain an
equation with a quadratic dependance on the velocity which, from a Newtonian point of view,
may be interpreted as arising from the dependance of the mass of a particle on its position
coordinate. Both types of equations having either a linear or a quadratic dependance on the
velocity have been extensively studied [22, 34, 35, 24]. The transformation dx/dt = 1/v(x)
causes (24) to become
dv
dx
= g0v
3 + g1v
2 + g2v := F (x, v). (25)
Demanding F1 = F (x, v), F2 = 0 and f(v) = v
3 the analogs of (22) and (23) then have the
following forms, in terms of the transformed variables, namely:
dv
dx
= (G(x)− g0)v3 − g1v2 − g2v, (26)
dv
dx
=
1
2
G(x)v3. (27)
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The use of the Chiellini condition for (26) allows us to express G(x) as
G(x) = g0 + g1 exp(
∫
g2dx)
[
Γ + s′
∫
g1 exp
(
−
∫
g2dx
)
dx
]
, (28)
where Γ is a constant of integration with the constant s′ appearing as a result of the use of
the Chiellini condition. Notice that owing to the convenient choices made for the functions
F1 and F2, (27) is separable and its solution is given by
1
v
=
dx
dt
= ±
√
B −
∫
G(x)dy, (29)
with B being a constant of integration.
Now the existence of a common solution means that
dv
dx
=
1
2
G(x)v3 = (G(x)− g0)v3 − g1v2 − g2v,
which implies upon using (29)
G(x)− 2g0
g1
= ±2
√
B −
∫
G(x)dx+
2g2
g1
(
B −
∫
G(x)dx
)
. (30)
Eqn (30) may be used to determine the values of the parameters s′,Γ and B after substituting
the value of G(x) from (28). Knowledge of G(x) then allows us to obtain the common solution
from (29) in the form
± t− t0 =
∫
dx√
B − ∫ G(x)dx, (31)
with t0 being a parameter which defines the families of solutions. The procedure is illustrated
below.
Example 3.1: x¨+ αx2n+1x˙+ x4n+3 + w20x
2n+1 = 0
Under the transformation x˙ = 1/v this equation becomes
dv
dx
= (αx2n+1)v2 + (x4n+3 + w20x
2n+1)v3 := F (x, v)
Choose the auxiliary system of FOODEs to be the following:
dv
dx
= −F (x, v) +G(x)v3 = (G(x)− x4n+3 − w20x2n+1)v3 − αx2n+1v2
dv
dx
=
1
2
G(x)v3
Applying the Cheillini integrability condition to the first of these equations we have
d
dx
(
G(x)− x4n+3 − w20x2n+1
−αx2n+1
)
= s′(−αx2n+1)
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We solve this for G(x) to get
G(x) = x4n+3
(
s′α2
2(n+ 1)
+ 1
)
+ (αΓ + w20)x
2n+1 (32)
Upon solving the second auxiliary FOODE, which is separable, we obtain
1
v
= ±
√
B −
∫
G(x)dx (33)
where B and Γ are arbitrary constants of integration. If a common solution exists for the two
auxiliary FOODEs then we must have
1
2
G(x)v3 = (G(x)− x4n+3 − w20x2n+1)v3 + (−αx2n+1)v2
which leads
G(x) = 2x2n+1
[
(x2(n+1) + w20)± α
√
B −
∫
G(x)dx
]
(34)
Equating (32) and (34) we have upon equating coefficients of different powers of x (with
ξ = α2s′/2(n+ 1)− 1),
ξ2 = − α
2
n+ 1
(ξ + 2) (35)
ξ(αΓ− w20) = −
α2
n+ 1
(αΓ + w20), (αΓ− w20)2 = 4α2B (36)
We can solve for the constants of integration and ξ to obtain
ξ =
1
2
−( α2
n+ 1
)
±
√(
α2
n+ 1
)2
− 8
(
α2
n+ 1
) (37)
Γ =
w20
α
[
(n+ 1)ξ − α2
(n+ 1)ξ + α2
]
, B =
α2w40
[(n+ 1)ξ + α2]2
(38)
Knowing the constants of integration, the solution may be reduced to quadrature using (32)
and (33), i.e.,
± t− t0 =
∫
dx√
B − ξ+2
4(n+1)
x4(n+1) − w20ξ
[(n+1)ξ+α2]
x2(n+1)
. (39)
Case A: α = 2n+ 3 and w0 6= 0
For this choice of the parameter α we find from (37) since s′ = 2(n+ 1)(ξ + 1)/α2
(s′+, s
′
−) =
(
− 2(n+ 2)
(2n+ 3)2
,−2(n+ 1)(4n+ 5)
(2n+ 3)2
)
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(B+, B−) =
(
w40
4(n+ 1)2
, w40
)
(Γ+,Γ−) =
(
− (n+ 2)
(n+ 1)(2n+ 3)
w20,−
(4n+ 5)
(2n+ 3)
w20
)
These values lead to the following expressions for the unknown function G(x), viz,
G+(x) = − 1
n+ 1
[
x4n+3 + w20x
2n+1
]
G−(x) = −4(n+ 1)
[
x4n+3 + w20x
2n+1
]
which in turn yield the solutions
±t− t+0 = 2(n+ 1)
∫
dx
x2(n+1) + w20
,
±t− t−0 =
∫
dx
x2(n+1) + w20
respectively.
Figure 1: Graph for n = 0− 10, for n = 0 we obtain arctan and for large n curves are dense
.
It is evident from these solutions that they are equivalent up to a scaling. Indeed
setting w0 = 1 one may explicitly express the solution in terms of the hypergeometric function
2F1(a, b; c;x) because∫
dx
x2(n+1) + 1
= x2F1(1,
1
2(n+ 1)
; 1 +
1
2(n+ 1)
;−x2(n+1))
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From (37) it is evident that α2 = (2n+ 3)2 > 8(n+ 1). The critical value of α corresponding
to the vanishing of the discriminant is αc = 2
√
2(n+ 1). Thus when α > αc and n = 0
we obtain the case of periodic motion. Incidently this corresponds to isochronous motion,
in which the period function is independent of the initial condition. This is easily verified
from the corresponding criterion given by Sabatini in [24]. There it is shown that for a
Lie´nard equation x¨ + f(x)x˙ + g(x) = 0 having an isochronous center at the origin with
f, g ∈ C1(J,R), f(0) = g(0) = 0, g′(0) > 0 the forcing term g(x) must be of the form
g(x) = g′(0)x+
1
x3
(∫ x
0
sf(s)ds
)2
It is straightforward to verify that these conditions are satisfied by the equation x¨ + (2n +
3)x2n+1x˙ + x4n+3 + w20x = 0, and hence by the equation x¨ + 3xx˙ + x
3 + w20x = 0, which
corresponds to n = 0.
Case B: α = 2n+ 3 and w0 = 0
When w0 = 0 we have from (38) that Γ = B = 0 and the solutions are
x =
[
2(n+ 1)
2n+ 1
1
(t+0 ∓ t)
]1/(2n+1)
and x =
[
1
2n+ 1
1
(t−0 ∓ t)
]1/(2n+1)
respectively and are singular.
Figure 2: Graph for n = 1− 10, where t−0 and t+0 are approaching from lhs and rhs of t = 0
.
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3 Generalizations of the Chiellini condition
The Chiellini integrability condition has been used in a number of works (see [30] and references
therein). Its generalization to the case when higher powers of u appear in the right hand side
of (5) has also been studied. In view of it efficacy in deriving solutions of the first-order Abel
equation we consider below higher-order generalizations of the Lie´nard equation.
3.1 Higher-order Lie´nard equation
Consider the higher-order Lie´nard equation
x¨+ f(x)x˙n+1 + g(x)x˙n = 0. (40)
Suppose x˙ = ξ(x), so that (40) becomes
ξ′ + f(x)ξn + g(x)ξn−1 = 0. (41)
Once again we assume ξ = F (x)G(u(x)), where G is a function of u. Following the procedure
outlined in Section 4.1 we obtain
u′ = −F
′F n−3Gn + f(x)F 2n−3G2n−1 + g(x)
F n−2Gn−1 ∂G
∂u
. (42)
After separating the variables we have
F ′
F
= kf(x)F n−1 = l
g(x)
F n−2
,
and this leads to the generalized Chiellini condition [30](
g
f
)′
=
ln−1
kn−2
(
gn
fn−1
)
≡ K
(
gn
fn−1
)
, (43)
which for n = 0 reduces to the usual Chiellini condition stated in (13). Upon introducing the
transformation
ξ =
(
g(x)
f(x)
)
η(x),
(41) becomes
dη(x)
dx
=
gn−1(x)
fn−2(x)
(
ηn + ηn−1 +Kη
)
, (44)
which is clearly separable.
Acknowledgement
The authors wish to thank Professors J. K Bhattacharjee and A. Mallik for their interest and
encouragement. One of us (PG) wishes to acknowledge Professor Tudor Ratiu for his gracious
hospitality at the Bernoulli Centre, EPFL during the fall semester of 2014, where part of this
work was done.
11
References
[1] A. Lie´nard, Revue ge´ne´rale de l’e´lectricite´ 23, 901- 912, and 946-954 (1928).
[2] B. van der Pol, On relaxtion-oscillations, The London, Edinburgh and Dublin Philosoph-
ical Magazine and Journal of Science, 2: 978-992, 1927.
[3] B. van der Pol, and J. van der Mark, The heart beat considered as a relaxation oscillations
and an electrical model of the heart, The London, Edinburgh and Dublin Philosophical
Magazine and Journal of Science, 6: 763-775, 1928.
[4] F. Fitzhugh, Impulses and physiological states in theoretical models of nerve membranes.
Biophysics Journal 1: 445-466, 1961.
[5] S. H. Strogatz, Nonlinear Dynamics and Chaos, Addison-Wesley, Reading, Massachus-
sets, 1994.
[6] I. A. Garcia, J. Gine´, and J. Llibre, Lie´nard and Riccati differential equations related vis
Lie algebras. Discrete Continuous Dynamical Systems B, 10:485-494, 2008
[7] J. F. Carinena, and J. de Lucas, Lie systems: theory, generalizations, and applications.
Dissertationes Mathematicae (Rozprawy Matematyczne), 479: 1-162, 2011
[8] J. Gine´, and J. Llibre, Weierstrass integrability of differential equations. Applied Mathe-
matics Letters, 23: 523-526, 2010
[9] N. Levinson, and O. Smith, A general equation for relaxation oscillations, Duke Mathe-
matical Journal, 9: 382-403, 1942.
[10] Z. Ran, One exactly soluble model in isotropic turbulence. Advances and Applications in
Fluid Mechanics, 5: 41-47, 2009.
[11] R. E. Mickens, Analysis of non-linear oscillators having non-polynomial elastic terms, J.
Sound Vib: 255 (2002) 789-792.
[12] S. B. Waluya, W. T. van Horssen, On the periodic solutions of a generalized non-linear
Van der Pol oscillator, J. Sound Vib: 268 (2003) 209-215.
[13] V. N. Pilipchuk, Strongly nonlinear vibrations of damped oscillators with two nonsmooth
limits, J. Sound Vib: 302 (2007) 398-402.
[14] A. H. Nayfeh, and D. Mook, Nonlinear Oscillations, Wiley, New York, 1979.
[15] N. N. Bogolyubov, and J. A. Mitropolskii, Asimptoticheskie metodi v teorii nelinejnih
kolebanij, Nauka Moskva 1974.
[16] K. Magnus, Schwingungen, Teubner, Stuttgart, 1997
[17] A. A. Andronov, A. A. Vitt, and S. E. Hajkin, Teorija kolebanij, Nauka, Moskva 1981.
12
[18] I. Bandic, Sur le crite`re d’inte´grabilite´ de l’e´quation diffe´rentielle ge´ne´ralise´e de Lie´nard
Bollettino dell Unione Matematica Italiana, 16, 59-67, 1961.
[19] I. Kovacic and R. Rand, About a class of nonlinear oscillators with amplitude-independent
frequency, Nonlinear Dynam. 74 (2013), no. 1-2, 455-465.
[20] P. M. Mathews and M. Lakshmanan, On a unique nonlinear oscillator, Quart. Appl.
Math. 32 (1974), 215.
[21] W.S. Loud, The behavior of the period of solutions of certain plane autonomous systems
near centers, Contr. Differential Equations 3 (1964) 21-36.
[22] A. Ghose Choudhury and P. Guha, On isochronous cases of the Cherkas system and
Jacobi’s last multiplier, J. Phys. A: Math. Theor. 43 (2010) 125202.
[23] L. Cveticanin, Oscillator with strong quadratic damping force, Publ. Inst. Math.
(Beograd) (N.S.) 85(99) (2009), 119-130.
[24] M. Sabatini, On the period Function of Lie´nard Systems, J. Diff. Eqns. 152,467-487,
(1999).
[25] A. Sarkar, Partha Guha, A. Ghose-Choudhury, J. K. Bhattacharjee, A. K. Mallik and P.
G. L. Leach, On the properties of a variant of the Riccati system of equations J. Phys.
A: Math. Theor. 45 (2012) 415101 (9pp)
[26] M. J. Alvarez, A. Gasull, H. Giacomini, A new uniqueness criterion for the number of
periodic orbits of Abel equation, J. Diff. Eqn. 234, 161-176 (2007)
[27] M. Briskin, J. P. Francoise, Y. Yomdin, The Bautin ideal of the Abel equation, Nonlin-
earity 11 431-443 (1998)
[28] A. V. Yurov, V. A. Yurov, Friedmann versus Abel equations? A connection unraveled,
arXiv: 0809.1216v2 (2008)
[29] T. Harko , F. S. N. Lobo and M. K. Mak, A class of exact solutions of the Lie´nard type
ordinary non-linear differential equation arXiv:1302.0836v3[math-ph]
[30] T. Harko, F. S. N. Lobo, M. K. Mak, A Chiellini type integrability condition for the gen-
eralized first kind Abel differential equation, Universal Journal of Applied Mathematics,
1 (2013 101-104.
[31] J. F. Carin˜ena, M. F. Ran˜ada, and M. Santander, One-dimensional model of a quantum
nonlinear harmonic oscillator, Rep. Math. Phys. 54 (2004), 285.
[32] A. Chiellini, Sull’integrazione dell’equazione differenziale y′ + Py2 +Qy3 = 0, Bollettino
dell’Unione Matematica Italiana, 10, 301-307 (1931).
[33] E. Kamke, Differentialgleichungen, Losungsmethoden und Losungen, Nauka, Moskva
1971
13
[34] P. Guha and A. Ghose Choudhury, The Jacobi last multiplier and isochronicity of Lie´nard
type systems, Rev. Math. Phys. 25 (6) (2013) 1330009.
[35] A. Raouf Chouikha, Isochronous centers of Lienard type equations and applications, J.
Math. Anal. Appl. 331 (2007) 358376.
14
