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Abstract
Zero-shot learning (ZSL) is a popular research problem
that aims at predicting for those classes that have never
appeared in the training stage by utilizing the inter-class
relationship with some side information. In this study,
we propose to model the compositional and expressive
semantics of class labels by an OWL (Web Ontology
Language) ontology, and further develop a new ZSL
framework with ontology embedding. The effectiveness
has been verified by some primary experiments on ani-
mal image classification and visual question answering.
1 Introduction
Machine learning often relies on a large data set, especially
for training deep models. However, training and prediction
with limited data (a.k.a low-resource learning) is common
in applications such as labeling images with new concepts
(Nikolaus et al. 2019), learning embeddings of new rela-
tions in a knowledge graph (Qin et al. 2020), extracting long-
tail information from text (Wu, Hoffmann, and Weld 2008),
and Visual Question Answering (VQA) (Teney and van den
Hengel 2018) with outside knowledge (Marino et al. 2019).
In supervised classification, prediction with new classes that
have never appeared in the training data is often known as
zero-shot learning (ZSL) (Palatucci et al. 2009). Those new
classes are called unseen classes, while those classes that
have labeled training samples are called seen classes.
One popular solution for ZSL is building the classifier
of an unseen class by combining the classifiers (or learned
model parameters) of seen classes with some side informa-
tion, including (i) text (e.g., (Qin et al. 2020) learns the em-
bedding of zero-shot relations via relation text description,
(Lei Ba et al. 2015) predicts images of unseen classes via
class text description), (ii) human annotations (e.g., (Lam-
pert, Nickisch, and Harmeling 2009) classifies images of
new classes via their annotations of visual characteristics),
and (iii) graph data (e.g., (Kampffmeyer et al. 2019) aligns
image classes with WordNet nodes and predicts for unseen
classes by Graph Neural Network (GNN) while (Geng et al.
2020b) further extends the idea with explanation). However,
the semantic expressiveness of such side information is of-
ten too week to represent complex inter-class relationships,
thus limiting the performance.
Inspired by compositional learning, where learned com-
ponents are combined by symbolic operations for a new
component (e.g., the language model by (Socher et al. 2012)
represents a phrase or a sentence by recursively combing the
vectors of its words via its parse tree), we propose to for-
mally represent the semantics of each class label in ZSL by
OWL 2 (Web Ontology Language) class definitions. With
the ontology we first embed its logic axioms, textual infor-
mation and paths, and encode classes into vectors (i.e., se-
mantic encodings). We then follow a mapping-based ZSL
paradigm which learns a mapping function from the input to
the semantic encoding via the training samples, and predicts
by comparing the input’s semantic encoding with the seman-
tic encodings of class labels. For example, given an image
of a whale, we map it to a semantic encoding and compare
it to those semantic encodings of class labels (Blue Whale,
Humpback Whale and Killer Whale) – the nearest neighbour
is adopted as the image’s class label.
This paper introduces a new ontology-guided neural-
symbolic design pattern for the sample shortage problem in
machine learning. Specially it develops a framework for us-
ing OWL ontology as an expressive side information for im-
proving ZSL. Although this study is in an early stage, some
promising results have been achieved in our evaluation with
animal image classification and visual question answering.
2 Background
2.1 OWL Ontology
In this paper, we adopt OWL 2 EL (EL++ Description
Logic) ontologies (Baader, Brandt, and Lutz 2005). A sig-
nature Σ, noted (CN ,RN , IN ), consists of 3 disjoint sets
of (i) atomic concepts CN , (ii) atomic relations RN , and
(iii) individuals IN . Given a signature, the top concept >,
the bottom concept ⊥, an atomic concept A, an individual
a, an atomic relation r, EL++ concept expressions C and D
can be composed with the following constructs:
> | ⊥ | A | C uD | ∃r.C | {a}
An OWL 2 EL ontology consists of a TBox and an ABox,
where the TBox is a finite set of General Concept Inclusion
axioms (e.g. C v D), relation inclusion and composition
axioms (e.g., r v s, r1 ◦ · · · ◦ rn v s), etc. An ABox is
a set of concept assertion axioms, relation assertion axioms,
individual in/equality axioms, etc.
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2.2 The Problem of ZSL
In machine learning classification, a classifier is trained to
approximate a target function f : x → y, where x de-
notes the input data, y denotes the output i.e., class label.
ZSL is to classify data whose possible class labels have
been omitted from the training data (Palatucci et al. 2009;
Xian et al. 2018). Formally, we denote (i) the samples
for training as Dtr = {(x, y)|x ∈ Xs, y ∈ Ys}, where
Xs and Ys represent the training data and seen class la-
bels, respectively; (ii) the samples for testing (prediction)
as Dte = {(x, y)|x ∈ Xu, y ∈ Yu}1, where Xu and Yu rep-
resent the testing data and unseen class labels, respectively,
with Yu ∩ Ys = ∅; and (iii) the side information as a func-
tion h : y → z, where z represents the semantic encoding of
class label y. Our ZSL problem is to predict the class labels
of samples in Xu as correctly as possible.
3 Methodology
As shown in Figure 1, our ZSL framework includes (i) an
OWL ontology for representing complex concepts, where
each class label corresponds to a concept, (ii) ontology em-
bedding which encodes concepts into vectors with semantics
of logic axioms, text and paths, and (iii) a mapping-based
ZSL method. We mainly describe the core component of
the ZSL framework such as the semantic encoding, while
the initial architecture for feature learning does need to be
changed according to the task.
3.1 Ontology for Semantic Composition
We build an OWL 2 EL ontology (Baader, Brandt, and
Lutz 2005) to define the corresponding complex con-
cepts for class labels. Take the animal image classifica-
tion as an example, the subsumption can model the taxo-
nomic relations, e.g., Killer Whale v Toothed Whale.
The existential quantification can define the visual char-
acteristics of animals, e.g., ∃hasTexture.Patches and
∃hasHabitat.Ocean. Concept definitions can then be used
to define composed classes, such as Killer Whale .=
Toothed Whale u ∃hasTexture.Patches u · · · . We
choose OWL 2 EL due to (i) its support of the existential
quantification, (ii) polynomial time complexity for entail-
ment reasoning, and (iii) and the availability of ontology
embedding method for OWL 2 EL, rather than expressive
languages like f-SWRL (Pan et al. 2005).
In addition to logical axioms, textual information of con-
cepts in ontologies are useful for ZSL too (Qin et al. 2020;
Xian et al. 2018; Xian et al. 2016). It often contains different
but complementary semantics as the aforementioned logical
axioms. OWL 2 EL ontologies allow the use of rich anno-
tations, including the names, synonyms and descriptions of
concepts and relations by e.g., rdfs:label and rdfs:comment.
Given a specific ZSL task, the supporting ontology can
be either edited by domain experts, or (more often) semi-
automatically created and curated with expert knowledge,
third party data and ontologies. In the above examples:
1The label set of Dte is often set to Yu ∪ Ys, a.k.a generalized
ZSL. Our method can deal with both ZSL and generalized ZSL.
the taxonomyic relations can come from WordNet (Miller
1995); the textual information can be extracted from DBpe-
dia (Auer et al. 2007); the existential quantification can be
created by domain experts or via reusing existing ontologies.
3.2 Ontology Embedding
With a given ontology, we implement the label encoding
function h : y → z by (i) embedding the logical axioms
according to their geometric construction (Kulmanov et al.
2019), and (ii) fine-tuning the word vector model by textual
information and graph paths.
Embedding of Logical Axioms Ontology embedding is
to approximate the interpretation of a given ontology by
mapping logical axioms into a geometric space, based on
which numeric losses are calculated and vector representa-
tions of concepts and relations are learned by optimization.
Specially, a concept C is modeled as a ball, namely a
vector denoted as ν(C) ∈ Rn, where n is the embedding
dimension that can be configured, and a radius denoted as
γ(C) ∈ R. A relation r is modeled as a vector ν(r) ∈ Rn.
To extract samples for training, OWL 2 EL axioms are
first normalized into four normal forms: C v D,C v ∃r.D,
∃r.D v C and C u D v E. This can be implemented
by OWL ontology reasoners such as jCel (Mendez 2012),
TrOWL (Thomas, Pan, and Ren 2010) and HermiT (Glimm
et al. 2014). A loss function which separately deals with the
axioms of each normal form is defined, denoted as L. For
simplicity, we present the loss calculation of C v D and
C v ∃r.D bellow as they are the most commonly used in
defining the complex concept for a ZSL problem:
L(C v D) =
max(0, ‖ ν(C)− ν(D) ‖ +γ(C)− γ(D)− )
+ |‖ν(C)‖ − 1|+ |‖ν(D)‖ − 1| ,
(1)
L(C v ∃r.D) = max(0,
‖ ν(C) + ν(r)− ν(D) ‖ +γ(C)− γ(D)− )
+ |‖ν(C)‖ − 1|+ |‖ν(D)‖ − 1| ,
(2)
where ‖·‖ denotes L2-norm, |·| denotes the absolute value,
max(·, ·) denotes selecting the maximum value,  is a hy-
per parameter for the max margin loss. The subsumption
v is modeled by geometric inclusion of two balls (violation
will be punished by increasing the loss), while the existential
logic ∃r.C is modeled by translation (i.e., a directed move-
ment of the concept vector). The concept vectors are also
normalized. Readers are refferred to (Kulmanov et al. 2019)
for the loss functions of the remaining normal forms.
In training, axioms of the normal forms are extracted from
the ontology as samples. A stochastic gradient descent algo-
rithm is used to learn the embeddings of concepts and rela-
tions by minimizing the overall loss. The embedding vector
of the concept that corresponds to a ZSL class label y is de-
noted as ν(y).
Embedding of Text and Paths We can directly use the
word vector of a class label (or the average of vectors of its
compositional words), using a pre-trained language model
by a general corpus like Wikipedia articles; however, this
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Figure 1. The ZSL Framework with Ontology and Ontology Embedding. The framework is illustrated on an image classification task but
could be adapted to any machine learning architectures in Train and Predict. For instance we could envision applying ZSL on a VQA task
where joint features of both question text and image are used as the input.
would ignore the statistical correlation between words and
concepts in the ontology. Thus we propose to fine-tune the
pre-trained model by a corpus extracted from the ontology
which includes the semantics of text and paths, following
and extending the idea of OWL2Vec (Holter et al. 2019).
To extract the local corpus we first project the original
OWL ontology into an RDF (Resource Description Frame-
work) graph using the method in (Agibetov et al. 2018). For
example, the concept inclusion axiomC v D is transformed
into 〈C, rdfs:subClassOf, D〉, while the existential logic ax-
ioms C v ∃r.D and ∃r.D v C are both transformed into
〈C, r,D〉. As we only aim at keeping the relative position
(statistical correlation) of concepts, relations and words in
the ontology, such approximations are reasonable. We then
apply a random walk algorithm over the graph to extract
paths, and transform them into word sequences as the new
corpus by concatenating the concept and relation labels.
The corpus from the ontology is finally used to fine-tune
a pre-trained language model, and its resulting vector of a
class label y is denoted as ω(y). We merge the embedding
of logic axioms and the word vector by concatenating them;
i.e., h(y) = [ν(y), ω(y)].
3.3 Mapping-based Training and Prediction
We adopt a mapping-based ZSL paradigm (see Figure 1)
which includes (i) the training of a mapping function from
the input features (like image features) to the semantic en-
coding of seen class labels, and (ii) the prediction of unseen
class labels according to nearest neighbour.
Instead of directly learning the target function f : x →
y as in normal supervised learning, a mapping-based al-
gorithm learns a function from the input to the class la-
bel’s semantic encoding space, denoted as g : x → z.
Given the original training samples Dtr, it first calculates
the semantic encoding of the class labels and gets D′tr ={(x, z)|z = h(y), (x, y) ∈ Dtr}, and then uses D′tr to train
the function g. Some state-of-the-art mapping-based ZSL
algorithms such as DeViSe (Frome et al. 2013) and SAE
(Semantic Autoencoder) (Kodirov, Xiang, and Gong 2017)
can be adopted. Take SAE as an example, briefly it learns
a linear encoder from x to z and a decoder from z back to
x, by minimizing the loss of both the encoder (on z) and the
decoder (on x), and adopts the encoder as the function g.
In prediction, for each testing sample xu in Xu, the
learned function g maps it to a semantic encoding g(xu),
and g(xu) then is compared with the semantic encoding of
each unseen class label in Yu. The unseen class label whose
semantic encoding leads to the lowest distance to g(xu) is
determined as the label of xu:
f(xu) = arg min
yu∈Yu
dist(h(yu), g(xu)), (3)
where dist(·, ·) denotes a distance function such as L2-norm
and cosine similarity.
4 Experimental Results
Preliminary but promising results are reported on two differ-
ent ZSL tasks to demonstrate the broad potential impact of
ontology embeddings.
4.1 Settings
Animal Image Classification (AIC): We are using the
AwA22 (Xian et al. 2018) benchmark, including 50 mam-
mals that are partitioned into 40 seen classes and 10 unseen
classes. Each class on average has 746 training / testing im-
ages whose 2048-dimension features (used as the input x
in our method) have been extracted by a deep residual neu-
ral network. The corresponding ontology, constructed with
the taxonomy from WordNet and expertise of animal visual
characteristics (cf. concrete examples in Methodology), in-
cludes 1488 axioms, 180 classes and 12 relations.
Visual Question Answering (VQA): We are considering a
VQA task which is to predict an answer for a given pair of
image and question. The answer is an object (concept) in the
image or a Boolean for closed-ended questions. Features
of the image-question pair are learned from both question
text and image by a BERT-based Concept-Vision-Language
model (cf. (Lu et al. 2019) for the details of the model).
The ZSL framework here is to predict answers that have
never appeared in the training data. We adopt the Outside
Knowledge-VQA (OK-VQA) dataset (Marino et al. 2019)
2http://cvml.ist.ac.at/AwA2/
which contains 14, 031 images and 14, 055 questions (see
example in Figure 2). There are 768 seen classes and 339 un-
seen classes. The ontology is built with ConceptNet knowl-
edge graph (Speer, Chin, and Havasi 2016) and a core EL++
schema which has been operated on ConceptNet proper-
ties that connect answer concepts in OK-VQA questions.
Specifically 2.3% of ConceptNet properties are involved.
Figure 2 presents an example of VQA, where the potential
answers of Truck and Firefighter are two seen classes in our
ZSL setting while Firetruck is an unseen class.
Figure 2. OK-VQA Example. Question: What vehicle uses
this item? Answer: Firetruck. In our ontology Firetruck is re-
lated to FireHydrant by axioms e.g., Firetruck v V ehicle u
∃ hasWaterSupply.(ConnectionPoint u FireHydrant).
4.2 Evaluation
AIC: We calculate the micro accuracy of each unseen class
as the ratio of its correctly annotated images, and then av-
erage the micro accuracy of all the unseen classes as the
metric accuracy. Table 1 presents the results of using dif-
ferent semantic encodings: Label W2V denotes the average
word vector of the class label; Attribute denotes the continu-
ous attribute vector, each of whose slots denotes a real value
degree of an attribute annotation on visual characteristics
(Lampert, Nickisch, and Harmeling 2009); and EL Embed
denotes the embedding of ontology logic axioms. Note that
the Label W2V now adopts Word2Vec (Mikolov et al. 2013)
pre-trained by the Wikipedia dump in June 2018, while the
language model fine-tuned by the ontology corpus will be
implemented and evaluated in our future work.
VQA: We evaluate the performance of our ZSL framework
by comparing the predicted answer with the ground truth
answer, and calculating the metric accuracy as the ratio of
the testing image-question pairs whose answers are correct.
Image-question pairs of both seen and unseen answers are
tested. As in AIC, we compare different semantic encodings
of the answer label. The state-of-the-art result comes from
(Lu et al. 2019) where the word vector of the answer label is
adopted (cf. results on VQA in row Label W2V in Table 1).
4.3 Results and Discussion
In both cases i.e., AIC and VQA (cf. Table 1), the embed-
ding of logic axioms outperforms both label word vector and
attribute vector, both of which are widely applied and stud-
ied semantic encoding solutions in ZSL (Xian et al. 2018).
Meanwhile, we also find concatenating the embedding to
both label word vector and attribute vector significantly im-
proves the accuracy. For example adding EL Embed im-
proves the accuracy of Label W2V by respectively 47.3%
and 45.5% in AIC and VQA. These observations indicate
that the embedding of ontology logic axioms which model
the compositional semantics of class labels is an effective
and complementary side information for ZSL.
On AIC-specific Results: The best ZSL accuracy on AIC
case is now achieved by GNNs (Kampffmeyer et al. 2019;
Wang, Ye, and Gupta 2018), but they rely on a big graph
with around 21k nodes (concepts) extracted from WordNet.
Such a big graph is often unavailable or hard to be con-
structed in many real word applications. In contrast, our
ontology only contains 96 mammal concepts and uses ex-
pressive logic axioms to specify the compositional seman-
tics. With this small graph, (Kampffmeyer et al. 2019) only
achieves an accuracy of 6.2% due to sample shortage.
On VQA-specific Results: The result with ontology em-
bedding outperforms the state-of-the-art approach, specifi-
cally for unseen answers. The semantic encoding has been
crucial for encoding semantic relationships among proper-
ties and concepts, and derive out-of-knowledge answers i.e.,
answers which are not given in training data, and only avail-
able in the ontology.
Semantic Encoding AIC VQA
Label W2V 34.2% 30.5%
Attribute 47.6% 32.1%
EL Embed 48.3% 41.6%
Label W2V + EL Embed 50.4% 44.4%
Attributes + EL Embed 56.7% 48.1%
Label W2V + Attribute 54.6% 34.9%
Label W2V + Attribute + EL Embed 58.9% 50.1%
Table 1. The Accuracy of SAE with Different Semantic Encodings
(h). + denotes vector concatenation.
5 Conclusion and Future Work
In this paper we present a new ZSL framework which
utilises an OWL ontology to express the compositional se-
mantics of class labels. It first learns ontology embed-
dings that encode the semantics of logical axioms, graph
paths and text, and then incorporates the embeddings into
a mapping-based ZSL paradigm. Such a framework pro-
vides a new neural symbolic design pattern for dealing with
low-resource learning, via synergistic integration of well ex-
pressed formal semantics and neural models. Some prelim-
inary evaluation results have shown the effectiveness of in-
troducing OWL ontology in ZSL. In the future, we will (i)
develop more robust ontology embeddings, (ii) evaluate the
framework with more ZSL algorithms such as the generation
based (Geng et al. 2020a), and (iii) explain the prediction
and feature transfer with ontologies (Chen et al. 2018).
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