Abstract
Introduction
The study of fractal quantities and structures has proved to be of outstanding significance in many disciplines [Z, 9, 12, 13, 141. The fractional Brownian motion (fBm) random process, for example, has a "fractal" or highly erratic appearance that has proved useful for network traffic, turbulence, and texture modeling.
However, for many applications, fBm is too homogeneous, or monofractal. That is, its local degree of Holder continuity Ht is the same at all times t. Most real-world signals, on the other hand, exhibit multifractal structure, meaning that Ht varies erratically with time [13] .
The multifractal structure of a process is efficiently represented by the multifractal spectrum f ( a ) , the dimension of the set of times t with Ht = a: the smaller f ( a ) the smaller the chance of finding Ht = a. The multifractal formalism conveniently relates f to the rate function of a Large Deviation Principle that is very amenable to estimation in practice.
This paper deals with the estimation of the multifractal spectrum from a finite-length, discrete-time data sequence. Since we are interested in the fractal or scaling structure of the sequence, it is no surprise that the multi-scale analysis of the wavelet transform [3] proves convenient. In contrast to previous works on multifractal spectrum estimation, we derive asymptotic expressions for the bias and variance of the estimator (for the case of an fBm analysis). In this way, our work is an extension of that in [ 1, 41. The multifractal spectrum gives a description of the singularity content of a process. In this section, we will overview the 1-d multifractal spectrum theory from the standpoint of wavelet-based estimators.
Wavelets: Detecting local singularities
The wavelet decomposition conveys information on the oscillatory behavior of a process Y . Consider a 1-d orthogonal, L1 -normalized wavelet basis comprised of elements [3] . Assume that the mother wavelet $J has R vanishing moments; that
(1) 
for hny Q > 0 and any wavelet with R > H. Thus, the oscillatory/scaling behavior of a process carries over into the local scaling properties of its wavelets coefficients, provided the wavelet is more regular than the process.
Multifractal spectrum
Rather than the Holder exponent Ht, consider the following wavelet-based local singularity srrength measure 
Multifractal formalism
While the multifractal spectrum f contains valuable information on the singularity behavior of Y , it is, unfortunately, hard to calculate. A simpler approach makes use of the theory of large deviations 151. In this analysis, f is interpreted as the rate function of a Large Deviation Principle: f measures how frequently (in k) the observed (l/j) log Idj,k 1 deviate from the "expected value" a0 in scale j . In our context, this corresponds to studying the scaling behavior of the moments of the wavelet coefficients (compare also with [21) .
Define the partition function T ( q ) := , lim log, Eldj,kIq.
-i -m
The partition function measures the scaling of the moments and higher-order dependencies of the wavelet coefficients and the singularity structure of the process all in one. Note that T is always concave, since moment generating functions are log-convex.
The multifractul formalism posits that the multifractal spectrum can be calculated by taking the Legendre transform of the corresponding log moment generating function [14, 151 (6) Simple calculus shows that f~( a )
Fractional Brownian motion
A fractional Brownian motion (fl3m) B with parameter H is a non-stationary Gaussian process B(t) ,-+ N ( 0 , 021t12H) with stationary self-similar increments [6] d H
B(t -k T) -B ( t ) B(T) -B(0) = T B(1). (7) d
(Here = denotes equality in finite-dimensional distribution.) The wavelet coefficients of an fBm sport the following properties [6] Because of P2 and P3, we will assume henceforth that the fEim wavelet coefficients are exactly uncorrelated and hence independent. This is not an unreasonable assumption [6] .
Furthermore, since the moments of order q 5 -1 of a Gaussian are infinite, either P2 or P4 yields
and thus that
Multifractal Spectrum Estimation using Wavelets
We now discuss wavelet-based estimation of the multifractal spectrum. In the simple case of fSm, we will derive asymptotic results on the first and second order statistics of the estimate.
Wavelet-based estimator
To estimate the multifractal spectrum given N samples of a single realization of an fJ3m process, we take advantage The regression weights a3 must conform to the two conditions E, u3 = 0 and E, j a3 = 1 [4] . 
Statistics of the estimator for fBm
While random data is typically involved in applications of multifractal spectrum estimation, the statistics of the estimators have not previously been derived. In this section we take a first step in this direction by deriving approximate first and second order statistics for the wavelet-based multifractal spectrum of fBm. The analysis of fBm is a good starting point, since its trivial spectrum is actually nontrivial to estimate, due to (i) diverging moments for q < -1 and (ii) a linear partition function for q > -1. Testing a multifractal spectrum estimator with an fBm process is akin to testing a Fourier spectrum estimator with a sinusoidal process. In the following, recall that we assume that the fJ3m wavelet coefficients are independent. Our results should be compared with similar ones in [4] .
As defined in (1 l), 3j ( q ) is the unbiased sample mean estimator for the random variable Idj,kIq which, using P2, has, for q > -1, probability density funcand variance. Applying the Central Limit Theorem, we have More precisely, using P4, we have that 3j ( q ) is asymptotically normal ( 
Bias:
E m q i ) ) = 0, 4; > -1.
(18)
While asymptotically unbiased, the finite-sample bias in ?(q) carries over into 6 and f~( a ) ,
with the bias increasing with q (see Figure 2(a) ). This can be explained by the rate of convergence of the sample moment estimators used in (1 1). For q = 1, the Berry-EssBen theorem [ 16, p. 331 asserts an O(N-l/,) rate for the convergence of the normal approximation error. For q = 2, even though this O ( N -l l 2 ) rate (found via consideration of gj(2) as a U-statistic [16, p.
1931) continues to hold, the asymptotic constant is larger.
We now estimate the variance of G(qi) under the independence hypothesis for the fBm wavelet coefficients and the resulting asymptotic normal distributions ( N I -+ 00). A straightforward calculation yields does not vary significantly with the sampling rate qo (defined in (13)): the prefactor qr2 in (22) is balanced by the increasing correlation between log, gj (qi) and log, Sj ( q i + l ) when qo -+ 0. In contrast to the simplified estimator 8(q) = tT^(q) proposed in 141, the estimator 2(q) from (13) has a higher variance. However, 2(q) is not fit for the recovery of the multifractal spectrum from a Legendre transform for at least two strong reasons. First, when studying processes other than fBm, partition functions will generally not be linear but strictly concave, in which case the simplified estimator is not appropriate. Second, even for fBm the simplified estimations of H will depend on q due to bias (see Figure l(a) ). Using 2(q) instead of G ( q ) in (13) the Legendre transform yields x ( a ( q ) ) = 0 %(q), hence a flat spectrum. Such a spectrum could very well be mistaken for the one of a generalized Weierstrass multifractional process [SI, a process with indeed a varying Ht and a flat spectrum. Thus, the simplified estimator is unreliable for distinguishing between monofractal and multifractal behavior. In contrast, the estimator (13) shows a significant local maximum f~( a ) = 0 at &(q) = H for monofractal processes such as fBm (see Figure 3 ) and a flat spectrum for the generalized Weierstrass multifractional process (see Figure 4 ). 
Further caveats
The case q < -1:
When q < -1, our Gaussian assumptions fail. Convergence theorems on iid infinitely divisible laws state that properly normalized sums of iid Table   1 correspond to the estimation of y (using the Koutrouvelis procedure [ 111) from one scale band of fBm wavelet coefficients. The standard linear regression of (12) is optimal only for Gaussian random variables. In the finite sample, non-Gaussian case, we could conceivably compute the probability density function gJ ( q ) and adjust the regression parameters { a j } to minimize some error measure in the partition function estimate (12).
Conclusions
In this paper we have derived, in the simple case of the fBm, the first and second order asymptotic statistics of Our results indicate that because of its decorrelating power, the wavelet transform is well adapted to estimating moment generating functions. In addition to providing confidence intervals on the multifractal spectrum, the statistics could be employed to construct an approximate hypothesis test for the validity of an fBm model in a given situation.
Our ongoing research focuses on extending the statistical calculations to the general multifractal case (going beyond the work of [ l, 4] ), dealing with diverging moments using the Koutrouvelis stability test, and developing adaptive weighted linear regressions for non-Gaussian data.*
