In recent work, Launois and Lenagan have shown how to construct a cocycle twisting of the quantum Grassmannian and an isomorphism of the twisted and untwisted algebras that sends a given quantum minor to the minor whose index set is permuted according to the n-cycle c = (1 2 · · · n), up to a power of q. This twisting is needed because c does not naturally induce an automorphism of the quantum Grassmannian, as it does classically and semi-classically.
Introduction
The Grassmannian G(m, n) of m-dimensional subspaces of an n-dimensional vector space is an important geometric and algebraic object that occurs in many different contexts. It is a projective variety and its geometric structure is now well-understood, including in particular a cell decomposition. It is also well-known that the Grassmannian admits an action of the symmetric group S n . Each point in the Grassmannian may be specified by an m × n matrix of rank m and the symmetric group action is by permutation of the columns of this matrix. This action of course extends to the coordinate ring of the Grassmannian, O(G(m, n)).
Unfortunately, several other important relations of the Grassmannian do not admit a symmetric group action. Firstly, the (real) totally nonnegative Grassmannian G tnn (m, n) does not. Recall that a real m × n matrix is totally nonnegative if all of its m × m minors are nonnegative. The totally nonnegative Grassmannian is the space of all of these modulo the action of GL + (m), the group of real m×m matrices with positive determinant. Clearly the property of being a point in G tnn (m, n) is not preserved under arbitrary column permutation. Secondly, in recent work Launois and Lenagan ( [12] ) showed that the natural action of the Coxeter element c = (1 2 · · · n) on indexing sets of quantum minors does not induce an automorphism of the quantum Grassmannian O q (G(m, n)).
Not all is lost, however. Postnikov ([17, Remark 3.3] ) has observed that one may define an action of c on the totally nonnegative Grassmannian by column permutation and a suitable sign correction. Yakimov ([21, Theorem 0.1]) has shown that c induces a Poisson automorphism of the complex Grassmannian G(m, n) C , taken with its standard Poisson structure. Indeed, it has long been known that the longest element w 0 of the symmetric group induces a Poisson anti-automorphism of G(m, n) C and that G(m, n) C admits an action of the maximal torus T n of diagonal matrices. Combining these, Yakimov notes that the group I 2 (n) ⋉ T n therefore acts on G(m, n) C by Poisson automorphisms and anti-automorphisms, where I 2 (n) = <c, w 0 > ∼ = D 2n is the dihedral group of order 2n, given its Coxeter group name.
The paper [12] of Launois and Lenagan explains how one may construct a replacement for the cycling automorphism in the quantum setting by twisting the quantum Grassmannian. In this work, we show how to extend this to a quantum analogue of the above (I 2 (n) ⋉ T n )-action and deduce that one obtains a dihedral action on the set of torus-invariant prime ideals of O q (G(m, n)). We also note that one may define an I 2 (n)-action on both the totally nonnegative and totally positive Grassmannians, though these do not admit the torus action.
Further reasons for interest in a dihedral action on the quantum Grassmannian come from the study of quasi-commuting sets of quantum minors and cluster algebras. Leclerc and Zelevinsky ([14] ) have shown that two quantum minors in O q (G(m, n)) quasi-commute if and only if the column sets defining them satisfy a combinatorial condition called weak separability. As noted by Scott ([19, Proposition 4] ), the natural action of the group I 2 (n) on m-subsets of {1, . . . , n} preserves weak separability and so the question of an analogue of the dihedral action on O q (G(m, n)) naturally arises here too.
In [6] , the second author and Launois have observed the quantum cycling of [12] playing a role in a quantum cluster algebra structure on O q (G(3, m)) for m = 6, 7, 8 and also hints of a quantum dihedral action. Since quantum clusters are by definition quasi-commuting sets, this is not so surprising, although it should be noted that in the cases mentioned not all quantum cluster variables are quantum minors but the dihedral action is still evident. Also, Assem, Schiffler and Shramchenko ( [1] ) have studied automorphism groups of (unquantized) cluster algebras and shown that a cluster algebra of type A n−3 has a dihedral cluster automorphism group of order 2n. Fomin and Zelevinsky ( [3] ) showed that O(G(2, n)) is a cluster algebra of type A n−3 and hence O(G(2, n)) has cluster automorphism group isomorphic to I 2 (n). It is expected that the results presented here will aid the understanding of the quantum cluster algebra structures conjectured to exist for all quantum Grassmannians.
As noted above, in the commutative setting the Grassmannian admits a symmetric group action and we are clearly a considerable distance from having a quantum analogue of this, if indeed one exists. A direction for future work would be to try to extend our dihedral action further. It would also be interesting to know whether other related geometric results can be similarly improved, such as whether the action of c on the Lusztig strata of the Grassmannian ( [8] , [21] ) extends to a dihedral action on the strata. We do not address these questions here, though.
The main result of this paper, the quantum analogue of the dihedral action on O q (G(m, n)), can be expressed in categorical language. A groupoid is a category in which every morphism has an inverse and the natural way to regard an algebra and its automorphism group is as a groupoid with one object; the latter is usually simply called a group, of course. Then what we see is that under quantization the subgroup I 2 (n) of Aut(O(G(m, n))) is replaced by a groupoid with infinitely many objects, the twists of O q (G(m, n)), and arrows generated by the isomorphisms we establish. This groupoid is equivalent to but not equal to a group; in the quantum setting, we see many algebras isomorphic to O q (G(m, n)) but not equal to it, but under passing to the classical limit these algebras coincide once more and we recover O(G(m, n)) and this dihedral part of its automorphism group.
We also note that in the semi-classical and quantum settings, it is not enough to consider just automorphisms of algebras. We need to include anti-automorphisms, such as that which is the quantum analogue of the action of the element w 0 , as described in this work. This is natural when working with noncommutative structures having a classical limit. Thus we use the term "automorphism groupoid" to encompass automorphisms and anti-automorphisms, for example.
The organisation of this paper is as follows. In Sections 2.1 and 2.2, we recall some required definitions. We then recall the isomorphism of [12, Theorem 5.9] and show that by twisting the algebras related by that map, we can produce a family of algebras, all isomorphic to the quantum Grassmannian, together with a collection of maps between them that have the effect on quantum minors of acting on their indexing sets by the cycle c, up to a power of q. That is, in Section 2.3 we construct the part of our automorphism groupoid consisting of the quantum rotations. Then in Section 2.4 we show that there is an anti-automorphism of the quantum Grassmannian corresponding to the action of w 0 and use this to complete the construction of our dihedral automorphism groupoid. In Section 3 we discuss the consequences of these results for the torus-invariant prime ideals of O q (G(m, n)).
In fact, there is a choice involved in the construction we have given, via the isomorphism of Launois and Lenagan. Specifically, their proof of the existence of this map relies on the dehomogenisation isomorphism of [7] , linking a localisation of the quantum Grassmannian O q (G(m, n)) at a consecutive minor with a skew-Laurent extension of the quantum matrix algebra O q (M (m, n − m)). The dehomogenisation isomorphism exists for any choice of consecutive minor and Launois and Lenagan chose to work with the one with indexing set {1, . . . , m}. In Section 4 we show that the method of Launois and Lenagan, and hence also our own groupoid construction, can be carried out for any choice of consecutive minor. Hence we produce an integer-parameterized family of dihedral groupoids, where the one in Section 2.4 is associated to the parameter being equal to 1.
Finally, we conclude in Section 5 with some comments on the dihedral action on the totally nonnegative and totally positive Grassmannians.
A dihedral action on quantum Grassmannians

Definitions and other prerequisite results
Throughout we work over a base field, which we will denote by K. We set K * := K \ {0} and let q ∈ K * . Let m, n ∈ N be such that m < n and assume that there exists an element p ∈ K * such that p m = q 2 and p = 1. The major object under consideration is the so-called quantum Grassmannian, which we denote by O q (G(m, n) ). More precisely, this is the quantized coordinate ring of the space of m-dimensional linear subspaces of K n , which is constructed as follows.
We recall that the quantum matrix algebra O q (M (m, n)), the quantization of the coordinate ring of the affine variety of m × n matrices with entries in K, is the K-algebra generated by the set
where the quantum 2 × 2 matrix relations on a b c d are
The quantum Grassmannian O q (G(m, n)) is defined to be the subalgebra of the quantum matrix algebra O q (M (m, n)) generated by the quantum Plücker coordinates, these being the m × m quantum minors of O q (M (m, n)) defined as follows. The m × m quantum minor ∆ I q associated to the m-subset I = {i 1 < i 2 < · · · < i m } of {1, . . . , n} is defined to be
where S m is the symmetric group of degree m and l is the usual length function on this. (In fact we are considering the quantum minor ∆ I {1,...,m} but since we are working in O q (M (m, n)) there is no other choice for the row subset and so we omit it.) Then we denote by
the set of all quantum Plücker coordinates and this is the defining generating set of O q (G(m, n)).
Our notation mostly coincides with that of [12] , and in particular we also observe the following notational conveniences. Throughout the sequel, whenever j ∈ Z, let j denote the element of the set {1, . . . , n} which is congruent to j modulo n. Given an m-subset I of {1, . . . , n}, we denote by [I] the minor ∆ I q . We will also abbreviate operations on indexing sets of minors in the natural way, writing for example I + a (or a + I) for { fl i + a | i ∈ I}.
We say that two elements x and y of O q (G(m, n)) quasi-commute if there exists an integer r such that yx = q r xy. When calculating quasi-commutation relations between minors, we will on occasion call upon the following result, a quantum version of Muir's Law of Extensible Minors. We use the same form of this result as [12] , which was first obtained by Krob and Leclerc ([10, Theorem 3.4] ). 
A consequence of this result is that one may simplify relations by deleting common members of the index sets of the minors involved.
Twisting by a 2-cocycle
When a K-algebra A is graded by a semigroup, one can twist the multiplication in A by using a 2-cocycle to produce a new multiplication. In the situation relevant to us, that of Z n -graded algebras, a 2-cocycle with values in K * is a map χ :
for all s, t, u ∈ Z n . Then given a Z n -graded K-algebra A and 2-cocycle χ, one may form the twist T (A) of A by χ by taking T (A) to be isomorphic to A as a vector space by an isomorphism a → T (a) and defining the multiplication in T (A) by T (a)T (b) = χ(s, t)T (ab) for homogeneous elements a, b ∈ A with multi-degrees s and t, respectively. The cocycle condition above ensures the associativity of the product in the K-algebra T (A). The next lemma will be used a number of times and records the fact that twisting preserves graded isomorphisms. The quantum Grassmannian O q (G(m, n)) has a natural Z n -grading given by
where [I] is a generating quantum minor and {ǫ (1), . . . , ǫ(n)} denotes the standard basis of Z n . As shown in [12, Lemma 5.3] , the map Γ :
is a 2-cocycle. Throughout the sequel, the twist of an algebra A by Γ will be denoted T (A). Additionally, we will need the cocycle γ :
One can check that this is a cocycle in the same way as Γ. Henceforth, the twist of A by γ will be denoted τ (A). We will also write Γ(a, b) (respectively γ(a, b)) for Γ(content(a), content(b)) (resp. γ(content(a), content(b))) for homogeneous elements a and b.
On the level of elements, the notation T ( ) (respectively τ ( )) can be somewhat cumbersome, so for a ∈ A we setâ = T (a) (resp.â = τ (a)), but retain the former notation when this is clearer.
Quantum rotations
Our goal in this section is to construct algebras and maps corresponding to powers of the cycle c, that is, "quantum rotations". More precisely, using the cocycle Γ, Launois and Lenagan prove the following theorem.
Theorem 2.3 ([12, Theorem 5.9]).
There is an isomorphism
Thus, on the level of quantum minors, the map θ acts like the cycle c, up to a power of q. From this map, we will now construct a family of twists of O q (G(m, n)) and algebra isomorphisms which have the effect on minors of permuting the column indices by c ℓ for any integer ℓ.
We wish to apply Lemma 2.2 iteratively to the isomorphism θ. We have described the natural Z n -grading of O q (G(m, n)), so in order to ensure that θ preserves this grading, we are forced to assign for
where the left-hand side describes the grading on T (O q (G(m, n))) and the right-hand side is the grading on O q (G(m, n)) previously defined by equation (1).
Lemma 2.4. Let [I] and [J] be any two generating quantum minors of
that is, unless n ∈ I. So when n / ∈ I, both factors are already 1.
Note that e J is also equal to the number of entries in J + 1 which are distinct from 1, and therefore γ(
The above lemma implies that the twist of T (O q (G(m, n))) by the cocycle γ gives an equality of al-
Using this, and applying Lemma 2.2 to the isomorphism in Theorem 2.3, we have proved
defines an algebra isomorphism
Now, let r be a positive integer, and A an algebra graded by Z n . Let τ r (A) denote the algebra τ (τ · · · (τ (A)) · · · ) where τ appears r times. Similarly, for a ∈ A let τ r (a) denote the corresponding element in τ r (A). As is natural, we let τ 0 (A) = A. We obtain the following corollaries to Theorem 2.5.
Corollary 2.6. Let ℓ be a positive integer and λ I defined as above. Then there is a graded algebra isomorphism
which sends the homogeneous generator
Proof. Induct on ℓ. For ℓ = 1, we just have the map Θ 1 of Theorem 2.5. For ℓ > 1, the grading on τ ℓ−1 (O q (G(m, n))) is assigned by the isomorphism Θ ℓ−1 and thus one can twist by τ once more to obtain τ ℓ (O q (G(m, n))) so that the target of Θ ℓ is well defined. The map Θ ℓ is just given by applying Lemma 2.2 to Θ ℓ−1 . Finally, the resulting isomorphism preserves gradings subject to the assignment content(
Given a generating quantum minor [I] ∈ O q (G(m, n)), and r ∈ Z >0 define the scalar
which is evidently a power of q. Finally, we can obtain an isomorphism which, on minors, has the effect of applying c r to the column indices, up to a power of q.
Corollary 2.7. There is an isomorphism
given by the composition
All of the above results were obtained by iteratively applying Lemma 2.2 to the isomorphism θ in Theorem 2.3, twisting both sides by the cocycle γ. Of course one can play the exact same game using the cocycle Γ. Doing so, one obtains the following results.
Corollary 2.8. For every non-negative integer ℓ, there is a graded isomorphism
Above, the gradings on the source and target are assigned iteratively as in Corollary 2.6. Explicitly,
Remark 2.9. Note that when ℓ = 0 in Corollary 2.8, we have exactly the map θ of Theorem 2.3. That is, Θ 0 is the isomorphism θ of Launois and Lenagan on which the entire construction is based.
Corollary 2.10. There is a graded isomorphism
Now we have maps Θ ℓ for each ℓ ∈ Z, each of which corresponds to the action of c on minors, and the composition of r consecutive such maps corresponds to the action of c r . That is, we have produced the part of the groupoid which corresponds to the cyclic subgroup <c> of I 2 (n).
It is natural to inquire about the quantum analogue of the relation c n = 1. The answer is given by the following proposition.
Proposition 2.11. The scalar Λ I (n) is independent of I. Explicitly, Λ I (n) = q −2m for any I.
Proof. Recall that λ J takes the value q −2 if n ∈ J, otherwise it is 1. Consider an m-subset I = {i 1 , . . . , i m } ⊂ {1, . . . , n}. Thus, to compute Λ I (n) = n s=1 λ c s−1 (I) , we must count the number of times that n appears in c r (I) as r ranges from 0 to n − 1. This is easily seen to be exactly m times, independent of I, since each i k ∈ I is cycled to the value n exactly once.
Consequently, for ℓ = n the graded isomorphisms described in Corollary 2.7 and Corollary 2.10 scale every quantum minor by the same scalar. These maps are not themselves scalar multiples of the identity but their classical limits are exactly the identity map on O(G(m, n)). Indeed, it is easy to see that any composition of the form Θ n+r−1 Θ n+r−2 · · · Θ r+1 Θ r , that is n consecutive Θ i 's, also has this property, as such a composition also takes a quantum minor to itself multiplied by the scalar Λ I (n).
Quantum reflections and dihedral relations
The family of graded algebras
form the complete set of objects in the groupoid we are constructing. Together, the arrows defined by the isomorphisms {Θ ℓ : ℓ ∈ Z} should be viewed as "quantum rotations" and within the groupoid they are the quantum analogue of the action of the cyclic subgroup in I 2 (n) generated by c. It remains to construct arrows which will serve as the "quantum reflections", that is, arrows which on minors have the effect of permuting the column indices by the longest element w 0 ∈ S n .
Recall that if i ∈ {1, . . . , n} then w 0 (i) = n − i + 1. We construct the quantum analogue of the action of this element from two maps between O q (G(m, n)) and O q −1 (G(m, n)). The first comes from a well-known anti-isomorphism f : , n) ) with the same property. (We will not distinguish by notation which algebra a minor belongs to, as the context will always make this clear.)
Next, Kelly, Lenagan and Rigal remark in [7] that the element w 0 induces an isomorphism of quantum Grassmannians
(their map is called δ) sending the generating minor [I] to the minor [w 0 (I)]. Hence the composition
Our next goal is to show that w 0 also provides a correspondence between the higher twisted powers
Proposition 2.12. Let ℓ be a positive integer. There exists an anti-isomorphism
given by
Proof. Define the map Ω ℓ as the composition
Tracing T ℓ ([I]) through the sequence above with Corollaries 2.7 and 2.10 plus the dihedral group relation c ℓ w 0 c ℓ = w 0 yields the result.
We may picture our quantum dihedral groupoid as follows:
. . .
We have included in this picture only the maps described above; of course, many more maps are defined within the groupoid as compositions of these and their inverses. In particular, the identity map at each object is included. In the following section, we demonstrate the consequences of these isomorphisms for the prime spectra of quantum Grassmannians.
A dihedral action on the H-prime spectrum
Assume that q is not a root of unity. Then Launois, Lenagan and Rigal ( [13] ) have shown that the prime ideals of O q (G(m, n)) are completely prime and furthermore the prime spectrum of O q (G(m, n) ) has a stratification, in the sense of Goodearl and Letzter (see for example [2] ), parameterized by a special class of prime ideals of O q (G(m, n) ), the H-prime ideals. Letting H = (K * ) n be an algebraic torus, the Z n -grading on O q (G(m, n)) induces a rational action of H by
The homogeneous prime ideals of O q (G(m, n)) are exactly the primes invariant under this action. These distinguished primes are called H-primes and the set of all H-primes, H-Spec(O q (G(m, n))), is called the H-prime spectrum of O q (G(m, n) ). Importantly, this set has been shown in [13] to be finite: excluding the augmentation ideal, the H-primes are in bijection with a set of Cauchon diagrams on certain Young diagrams (see [13, Section 2] for definitions and examples). The number of the latter and hence the cardinality of H-Spec(O q (G(m, n) (G(m, n) ) then T (P ) is an H-prime ideal of T (O q (G(m, n)) ) and that the isomorphism Θ 0 (their θ) yields a self-bijection of the H-prime spectrum of O q (G(m, n) ). Furthermore, for P an H-prime ideal, [I] ∈ P if and only if [I + 1] ∈ Θ 0 (T (P )) so the sets of quantum minors that are in H-prime ideals are permuted by twisting and Θ 0 . By repeating this, we see immediately that if [I] ∈ P then [I + α] lies in some H-prime, for any α ∈ Z. Our Corollaries 2.7 and 2.10 provide an alternative proof of this, by identical arguments to the results of Launois and Lenagan.
Since we have a genuine anti-automorphism , n) ), it is immediate that Ω 0 induces a self-bijection of the set of H-primes of O q (G(m, n) ). Then, as Ω 0 ([I]) = [w 0 (I)] for all minors, the sets of quantum minors in H-prime ideals are permuted according to the action of w 0 on their indexing sets. Thus we see that we have an action of the group I 2 (n) on H-Spec(O q (G(m, n))) and we expect this to be useful in furthering understanding of this set.
We conclude with an example, that of O q (G (2, 4) ). In this case, it was shown by Russell ([18] ; see also [13, Section 2] ) that every H-prime ideal is generated by the quantum minors it contains. (It is still conjectural that this holds for every O q (G(m, n)).) There are 34 H-prime ideals in O q (G (2, 4) ) and as illustrated in Figures 1 and 2 (based on Figure 3 of [13] ), there are 11 <c>-orbits and 10 I 2 (n)-orbits. We believe it would be valuable to also try to understand this action as an action directly on the set of Cauchon diagrams; some combinatorial features are easily identified but we do not have a complete description of such an action.
A parameterized family of quantum dihedral groupoids
In [12] Launois and Lenagan establish the existence of the isomorphism θ of Theorem 2.3 by considering a certain localisation of O q (G(m, n)). In particular, they localise at the consecutive minor with indexing set M 1 := {1, 2, . . . , m} and consider an isomorphism of
, the latter being a skew-Laurent extension of the quantum matrix ring
However, just as in [12] , such a localisation can be carried out at any consecutive minor [M α ] with indexing set M α = { α, ‡ α + 1, . . . , Â α + m − 1} and there is an accompanying isomorphism In what follows, we establish that after twisting A α by the cocycle Γ there is an isomorphism T (A α ) ∼ = A α+1 . We show that the image under this isomorphism of the natural embedding of T (O q (G(m, n))) in T (A α ) is exactly the natural embedding of O q (G(m, n)) in A α+1 . Thus, by restriction, we obtain another isomorphism between T (O q (G(m, n))) and O q (G(m, n)), and moreover, we show that on minors it has the effect of cycling indices by c, up to a power of q. This is completely analogous to the methods of [12] , only the map obtained by this procedure acts with different powers of q for each different class of α modulo n. Figure 1 : Orbits of the dihedral group action on H-prime ideals of O q (G (2, 4) ). The H-prime ideals are labelled by their generating quantum minor labels, groupings indicated by solid lines are orbits under the cycle c = (1 2 3 4) and the grouping indicated by the dashed line is the dihedral orbit that is formed from the two contained cycle orbits. , n) ) is embedded as a subring. Define the integers w α,i , z α,j ∈ {1, . . . , n} by w α,i := ‰ α + m − i and z α,j := Â j + α + m − 1.
Localisation at consecutive minors and dehomogenisation
One useful observation is that for every α and any choice of i and j subject to the constraints 1 ≤ i ≤ m and 1 ≤ j ≤ n − m, we have w α,i ∈ M α and z α,j / ∈ M α . In particular, the two never coincide. Now, in the algebra 
. We will denote the inverse isomorphism by ρ α so that we have
Throughout the sequel, we will write
σ α ] and we note that A α ∼ = A β whenever α ≡ β mod n since in this case [M α ] = [M β ]. We shall need to understand the structure of the algebras A α and since the normal element [M α ] quasi-commutes with all of P q and hence with each x α ij , we are left only to determine relations of the type y α x α ij = q ℓ x α ij y α for some ℓ ∈ Z. This is accomplished with the next two results. 
and consequently
Similarly, when w α,i > z α,j , one obtains that σ α (x α ij ) = q −1 x α ij . To complete the proof, it is a routine calculation to show that the inequality w α,i < z α,j holds exactly when j ≤ n − m −α + 1.
, and consequently
Proof. The proof is similar to that of Lemma 4.1 and is omitted.
Twisting A α
We now wish to consider the effect of twisting the algebras A α defined in the previous section. As in Lemmas 4.1 and 4.2, the calculations fall into two cases: (i) when 1 ≤α ≤ n − m and (ii) when
and so the algebra A α also inherits a Z n -grading via the isomorphism φ α . In particular, the twist T (A α ) is well defined.
Recall that we are writing Γ(a, b) in place of Γ(content(a), content(b)) for elements a, b ∈ A α and note that for any α ∈ Z,
Given this observation, we begin the calculations of the twisted product on pairs from the set {x α ij ,ŷ α } ⊂ T (A α ). First we deal with the situation in which 1 ≤α ≤ n − m for α ∈ Z.
in particular, there is no i ∈ {1, . . . , m} such that n = w α,i , and (c) z α,j = n if and only if j = n − m −α + 1.
Proof. As an example of the type of calculations involved, we prove (c).
First note that j +α + m − 1 ≤ 2n − m − 1, so z α,j = j +α + m − 1 − ℓn where ℓ ∈ {0, 1}. If z α,j = n, then one obtains j = (1 + ℓ)n − m −α + 1. If ℓ = 1, then j ≥ n + 1, a contradiction. So we must have ℓ = 0 and the result follows. Parts (a) and (b) also follow immediately from the bounds on i, j andα.
As a consequence, we obtain the next result. Proof. Note that Γ(a, b) can only take a value other than 1 when ǫ(n) appears with a nonzero coefficient in content(a). Lemma 4.3 implies that this can only be the case when a = x α i,n−m−α+1
for some i ∈ {1, . . . , m}. Then, Γ(x α i,n−m−α+1 , y α ) = p (1)(m) = q 2 since ǫ(n) appears with coefficient 1 in content(x α i,n−m−α+1 ) but does not appear in content(y α ). The other calculations are similar and therefore omitted.
The next two lemmas provide the analogous results when n − m + 1 ≤α ≤ n.
(b) w α,i = n if and only if i =α − (n − m), and (c) there is no j ∈ {1, . . . , n − m} such that n = z α,j .
Proof. We prove (c). Since n + 1 ≤ j +α + m − 1 ≤ 2n − 1, we have that z α,j = j +α + m − 1 − n. Thus, if n = z α,j , one obtains that j = 2n − m −α + 1 ≥ n − m + 1, a contradiction. As in Lemma 4.3, parts (a) and (b) follow similarly from the bounds on i, j andα. Lemma 4.6. Let α ∈ Z such that n − m + 1 ≤α ≤ n and let a, b ∈ {x α ij , y α }. Then Γ(a, b) = 1, except for the following three special cases:
, and
where j, j 1 and j 2 are elements of the set {1, . . . , n − m}.
Proof. The proof is similar to that of Lemma 4.4, only using Lemma 4.5 to give the conditions under which ǫ(n) appears with a nonzero coefficient in content(a).
The isomorphism of T (A α ) with A α+1
We are now in a position to determine the relations in the algebra T (A α ). Since A α is generated by the homogeneous elements {x α ij , y α } then T (A α ) is generated by the homogeneous elements
Proof. The verifications are trivial in the cases for which Γ(−, −) = 1. Otherwise, there are two situations to consider: (i) when 1 ≤α ≤ n − m and (ii) when n − m + 1 ≤α ≤ n. First consider (i). Suppose that i 1 < i 2 . By Lemma 4.4 the only nontrivial computation that remains is
On the other hand,
in the "hat" notation, as desired. In case (ii), the only the interesting case is the row relation corresponding to i =α − (n − m). The calculation is similar to the one above and is omitted.
To have a complete set of relations for T (A α ), it only remains to compute commutation relations betweenŷ α and the elementsx α ij . As usual, it is helpful to consider the calculations in two cases.
Proof. We use Lemma 4.1 for commutation relations in A α . According to Lemma 4.4, the only nontrivial case (i.e. when Γ(−, −) = 1) occurs when j = n−m−α+1. We have for any i ∈ {1, . . . , m} that
Alternatively,
Thus, reverting to "hat" notation,ŷ αx α i,n−m−α+1 = q −1xα i,n−m−α+1ŷ α and the result follows.
Lemma 4.9. Let α ∈ Z such that n − m + 1 ≤α ≤ n. Then
Proof. By Lemma 4.6, the only nontrivial computation occurs when i =α − (n − m). The rest follows directly from Lemma 4.2. Consider that
On the other hand
Henceŷ αx α α−(n−m),j = qx α α−(n−m),jŷ α and the claim is proved.
These results lead to the following theorem, which relates the twist of the algebra A α to the algebra A α+1 .
Theorem 4.10. For every integer α, there exists an isomorphism
Proof. We begin by showing that the relations among the respective generating sets {x α ij ,ŷ α } and {x 
Twisting
One may regard O q (G(m, n)) as a subalgebra of A β , embedded via the map φ β , following the natural
. In the context of Theorem 4.10 there are then two relevant embeddings of O q (G(m, n)) for each α ∈ Z, a twisted version T (O q (G(m, n))) ⊂ T (A α ) and another copy O q (G(m, n)) ⊂ A α+1 . Our next goal is to show that these two algebras correspond under the isomorphism θ α . To do this, one must trace the image of a generating quantum minor in O q (G(m, n)) under the sequence of maps
Recall that as a notational convenience, for j ∈ Z we write j to mean the representative from {1, 2, . . . , n} which is congruent to j modulo n. Moreover, if J ⊂ {1, . . . , n} and k ∈ Z, we let
Given a row set K = {k 1 , . . . , k t } with 1 ≤ k 1 < · · · < k t ≤ m and a column set L = {l 1 , . . . , l t } with 1 ≤ l 1 < . . . < l t ≤ n − m, we denote the corresponding quantum minor in
We begin with the following lemma, which is a straightforward generalisation of [12, Lemma 5.6] .
We will also need to know the values taken by the cocycle Γ on general quantum minors.
Lemma 4.12. Let K and L be as above, so that
Proof. As a result of [16, Proposition 4 .3], we immediately have
Note that in the summation on the right-hand side the first argument is the integer z α,j for j = l ν , while the second is w α,i for i = k ν . Hence, we may use Lemmas 4.3 and 4.5 to determine when ǫ(n) appears with a nonzero coefficient in content
as desired. The case 1 ≤α ≤ n − m is similar.
The following proposition is then the key to obtaining the result we seek. 
and
where K and L are as above. Moreover, for any α, one has the identity of sets
We will do the computations in the case n − m + 1 ≤α ≤ n; the case 1 ≤α ≤ n − m is similar. By equation (2) and Lemma 4.11 we have
, and µ = 1 otherwise. That is, µ = pq −2 exactly whenα
where the last implication follows from Lemma 4.5(a). Applying θ α , we obtain
where the last equality is given by equation (4) . Finally, we use equation (3) to see that
Substituting the appropriate value of µ proves the claim.
The previous proposition allows us to conclude Theorem 4.14. For each α ∈ Z, there exists an isomorphism
] denote the natural embedding. Now, identify the source T (O q (G(m, n))) with the image of O q (G(m, n)) under the composition T • φ α • ι α . Similarly, identify the target O q (G(m, n)) with its image under ι α+1 . Then the isomorphism described above is given by the composition of isomorphisms ρ α+1 • θ α as per the previous proposition.
Remark 4.15. Observe that when α = 1, we obtain exactly Theorem 2.3; that is, the result of Launois and Lenagan [12, Theorem 5.9] . So, their result should be viewed as a member of a parameterized family of similar results, one for each value of α modulo n. Moreover, note that the construction of the dihedral groupoid in Section 2.3 goes through for any α, with the same maps Ω ℓ as "quantum reflections". So in fact there exists a parameterized family of groupoids, each of which has a graphical representation resembling that on page 9. The arrows, just as in Sections 2.3 and 2.4, act like the dihedral group (up to a power of q), only the power of q is different for each classα modulo n.
In fact this is indicative of something deeper. Whenever one can prove a result about the quantum Grassmannian by way of localisation at a consecutive minor and the dehomogenisation isomorphism, the result should exist in a parameterized family of similar results, one for each consecutive minor. Another example of this phenomenon may be seen in [16] , where a parameterized family of partial orders lead to different structures of a graded quantum algebra with a straightening law on O q (G(m, n)).
A dihedral action on the totally nonnegative Grassmannian
We conclude with the observation that the dihedral action we have studied above also exists on the totally nonnegative and totally positive Grassmannians. In this section, we specialise to considering K = R, so that all matrices will have real entries. We denote by M + (m, n) the space of real m × n matrices having all m × m minors nonnegative and let GL + (m) be the group of all real m × m matrices with positive determinant. The group GL + (m) acts naturally on M + (m, n) by left multiplication.
Definition 5.1. Define the totally nonnegative Grassmannian G tnn (m, n) to be the quotient space GL + (m) \ M + (m, n). The totally positive Grassmannian G tp (m, n) is the subspace of G tnn (m, n) of matrices having all m × m minors strictly positive.
Note that G tnn (m, n) is a closed subset of G(m, n) and G tp (m, n) is an open subset, both of the same dimension, k(n − k), as G(m, n). By examining which minors of an element of G tnn (m, n) are zero and which are positive, one may attribute each element to a cell, giving a cellular decomposition of G tnn (m, n) into totally nonnegative cells. The top-dimensional cell of G tnn (m, n) is G tp (m, n), for example.
Postnikov ([17] ) has shown that the totally nonnegative cells are in bijection with the so-called Le-diagrams, which have also appeared under the name Cauchon diagrams, and as noted above, by the results of Launois, Lenagan and Rigal in [13] , these are in bijection with the H-prime ideals of O q (G(m, n)) except for the augmentation ideal. This has been studied in more detail in work of Goodearl, Launois and Lenagan ( [5] , [4] ) and is described in a recent survey by Launois and Lenagan ( [11] ). Thus the totally nonnegative Grassmannian has close links with the quantum Grassmannian.
Postnikov has also observed that one may define an action of a cyclic group of order n on G tnn (m, n) ([17, Remark 3.3]). We now recall this and show how it may be extended to a dihedral group action.
As above, let c = (1 2 3 · · · n) and let w 0 be the longest element in S n , so that w 0 is the bijection sending i to n − i + 1 for all i ∈ {1, . . . , n}. Define Hence we have an action of the subgroup <c, w 0 >⊆ S n on G tnn (m, n) and G tp (m, n) and thus the desired dihedral action on the totally nonnegative and totally positive Grassmannians. As noted in the introduction, it would be interesting to know the implications of this action for the geometric structure of G tnn (m, n) and G tp (m, n), particularly their stratifications.
