








































A todas as  pessoas  que diretamente ou  indiretamente auxiliaram na realização 
deste trabalho.



































































































































































para  averiguar  o  comportamento do  modelo  utilizando diferentes  parâmetros.  Como 
resultado,   obtiveram­se   índices   de   acertos   relativamente   parecidos   utilizando   uma 
quantidade de dados de inferência menor, devido à característica de transformação das 










series   forecasting desired.  To validate   the model   is  used  the  Itajaí  Açu  river’s   flow 
history. Regarding the wavelet’s choice, twenty candidates were enrolled in order to be 
applied in the quantization of the model, as follows: haar, db3, db5, db7, db10, db15, 
db20,   coif1,   coif2,   coif3,   coif4,   coif5,   sym3,   sym5,   sym7,   sym10,   sym15,   sym20, 
chroma4 and chroma6. Repetitive tests are performed to extract error rates for selecting 
the best candidate. Based on the selected wavelet to solve the problem of forecasting 










onde  o  mecanismo é   estimulado,   fazendo  com que aprenda  e  conseqüentemente  se 
adapte   para   sobreviver.   O   desejo   do   homem   de   construir   algo   que   exibisse   um 
comportamento   inteligente   fez   com   que   nascesse   uma   linha   de   pesquisa   nomeada 
Inteligência Artificial. 
Um  dos   temas   estudados   dentro   desta   grande   área   é   o   tema   da   inteligência 
artificial   conexionista,   que   aborda   de   forma   computacional   as   redes   neurais   (redes 
neurais artificiais). Estas tiveram seu desenvolvimento iniciado com a visualização do 
neurônio (Camillo Golgi), passando por sua modelagem artificial afim de ser utilizado 
computacionalmente   (McCulloch   &   Pitts).   Melhorias   foram   incorporadas   (Frank 
Rosenblat), mas limitações quanto a separação não linear criaram um período de inércia 
no desenvolvimento acerca do tema. Descobertas incrementais possibilitaram seu uso 

















modelo   preditivo   para   séries   temporais   não   estacionárias,   onde   foi   tomado   como 
validação uma série temporal de vazão fluvial.
Para wavelets, que é caracterizado como uma ferramenta de transformação onde a 






















desempenho,  uma vez  que  se   trabalha  com as  características  do sinal  e  não com o 
próprio sinal.
O presente   trabalho  abordará  métodos  de  modelagem computacional  de  séries 
temporais, mais específicamente comportamento de recursos fluviais, o que torna esta 
pesquisa   interessante   por   apresentar   um   objeto   de   estudo   cuja   modelagem 
computacional   é  complexa em virtude do comportamento climático (KELLOGG & 
15
SCHNEIDER 1974).  Desta   forma   faz­se   uma   tradução   do  modelo   comportamental 









● Capítulo 2 ­  Referencial Teórico  ­ embasamento para realizar a pesquisa 
relacionada   aos   objetivos   definidos   no   capítulo   um.   Este   capítulo   está 
subdividido em quatro partes:
○ Climatologia / Meteorologia ­ visa oportunizar uma breve introdução 
sobre   o   problema   utilizado   como   validador   do   modelo   definido   como 
objetivo;
○ Fourier ­ apresenta um referencial para a análise de Fourier, método 
















● Capítulo 5 ­  Discussão  ­ efetua uma discussão em torno do problema de 
pesquisa junto aos resultados obtidos pelo método implementado, visando desta 
forma prover a análise das execuções documentadas junto ao capítulo quatro;




















Hemisfério   Norte.   Introduziu­se,   à   época,   a   prática   da   redução   das 




derivou   equações   para   expressar   os   ganhos   e   as   perdas   de   calor   pela 
superfície da Terra exposta à radiação solar. A teroria da convecção aplicada 
aos ciclones abriu caminho para o entendimento do calor latente como fonte 





que varia  muito  sobre a  face  da Terra”.  Enquanto  a  climatologia  é   a  configuração 
atmosférica aplicada a uma região específica, o que se pode definir a partir das citações 
de VIANELLO & ALVES (2000),  a  meteorologia é  a  caracterização  instantânea da 
atmosfera.




Atualmente,  a  Meteorologia é   reconhecida como a ciência no seu sentido 
mais   amplo.   Seus   interesses   incluem   a   física,   química   e   a   dinâmica   da 
atmosfera, bem como os efeitos dinâmicos sobre a superfície da Terra e os 




A   climatologia   é   o   estudo   científico   do   clima,   interessando­se 
particularmente   pelas   aplicaçaoes   práticas.   Utiliza­se   dos  mesmos   dados 
básicos   da  Meteorologia,   e   seus   resultados   são   largamente   usados,   pelos 
próprios   meteorologistas,   nas   previsões   do   tempo,   nas   aplicações   na 
indústria,   na   agricultura,   nos   transportes,   na   arquiteturam na  biologia,   na 








[...]   Por   exemplo:   o   acrécimo   de   calor   para   o   ambiente,   em   razão   das 
atividades humanas, leva a supor um aumento de temperatura, o que poderia 
ser   estimado  pela   comparação  da  ordem de  grandeza   da   energia   térmica 
acrescentada com o da radiação solar incidente. Por outro lado, o acrécimo de 
energia   no   sistema   produzirá   um   aumento   na   evaporação   e, 
consequentemente,   na   formação  de  nuvens.  Aumentando  a  quantidade  de 
nuvens,   ocorrerá   um   bloqueio   na   chegada   de   energia   solar   e,   em 
conseqüência,   haverá   a   tendência   de   queda   de   temperatura.   O   calor 
acrescentado à atmosfera pelo homem, atingindo as regiões cobertas de neve 
provocará   o   derretimento  parcial   da  neve,  o  que   conduzirá   a   uma  maior 
absorção   de   radiação   solar   à   superfície   (porque   a   neve   possui   elevada 






Para   ilustrar  a  complexidade  deste   sistema,  KELLOGG & SCHNEIDER 1974 
propuseram um esquema complexo de causa e efeito apresentado na Fig. 1.
As definições citadas por  VIANELLO & ALVES (2000) vão ao encontro da idéia 
















Os   modelos   empíricos   de   previsão   (isto   é,   modelos   que   não   incluem 
descrições   explícitas   dos   processos   físicos   envolvidos   na   conversão   da 
precipitação para vazão) são basicamente de duas classes.  Os modelos  da 
primeira   classe   procuram   obter   estimativas   da   vazão   futura,   a   partir   do 
comportamento   estatístico   das   séries   de   vazão   no   recém   passado;   um 
exemplo de modelos deste tipo são os modelos da família ARMA (“Auto­



















De   acordo   com  GRAPS   (1995)   Joseph  Fourier   (1807)   criou   uma   ferramenta 
importante para análise de dados, baseando­se na sua teoria de análise de freqüência. 
Hoje   a   transformada   de   Fourier   é   amplamente   aplicada   em   áreas   como:   sistemas 
lineares, teoria da probabilidade, física quântica e processamento digital de sinais, como 
pode­se constatar em REZA (1999). 
Inicialmente   a   transformada   fora   desenvolvida   para   trabalhar   com   sinais 
contínuos, mas a aplicação da mesma em tecnologia digital resultou na adequação do 

















no  domínio  do   tempo pelo  domínio  da   freqüencia  como afirma  GRAPS (1995).  A 
transformada de Fourier inicialmente tinha suas limitações, e uma delas era a aplicação 




Com a   formulação  da   transformada  breve  de  Fourier,   que  pode   ser  visto  nos 





que   compõe   um   sinal   temporal,   extraíndo   suas   freqüencias   e   amplitudes,   dando   a 
característica  de   representação da   função em domínio  de   freqüencia  como comenta 
REZA (1999).




x t e− j2 ftdt   (1)
Onde   j   vale   −1 ,   x(t)   é   a   função   contínua   no   tempo   e   X(f)   é   a   sua 






∣x t ∣2dt∞   (2)
Mas em casos contínuos a energia não é finita, o que leva a considerar somente o 
período do sinal.  Supondo que o período seja T (verificar se existe uma razão entre 
período e freqüencia) e de freqüencia f0=1/T, assim x(t) satisfaz  x t =x  tT∀ t , 
assim   se   a   energia   for   finita,   pode   então   ser   expressado   por   uma   seqüência   de 




























Avanços   na   tecnologia   digital,   como   explana   REZA   (1999),   resultaram   na 
necessidade   de   trabalho   com   sinais   discretos,   o   que   serviu   como   ponto   para 
modificações   na   transformada   de   Fourier,   possibilitando   então,   a   partir   daquele 
momento,   a   transformada   em   sinais   discretos.  A   transformada   é   apresentada   pela 
23
equação:
X ej2 f =∑n=−∞
∞



















j2n kN fork=0,1,2, ... ,N−1 (10)
Onde  x[n]  é   apresentado  como uma  seqüência  periódica  de  período  N.  Onde 

















 [n ]exp−i2knN  ,for0≤k<N  
(3.37)
requires N2 complex multiplication and additions. The fast Fourier transform 
(FFT)   algorithm   reduce   the   numerical   complexity   to   O(N   log2N)   by 
reorganizing the calculations.
When the frequency index is even, we group the terms n and n + N/2
 [ k2 ]=∑0
N






















N  [n ]− [n
N
2 ]




f *[n ]= 1N∑k=0
N−1
*[k ]exp−i2knN    (11)
Pode­se   constatar   ainda   que   existem   variações   do   algoritmo   de   transformada 
rápida de Fourier. Conforme MALLAT(1999) o mais eficiente algoritmo para FFT é o 






transladada,  são  tomados como valores  para  a   transformada de Fourier  como expõe 
MERTINS:













x t * t−e− j tdt (12)
Com a  aplicação  da   transformada  breve  de  Fourier  é   possível   a   aplicação  da 
técnica introduzida por Fourier em séries de dados onde a função f(x) não é totalmente 











gerado   pela   transformada,  mas   também quanto   ao   tempo,   possibilitando   a   análise 
tempo­freqüencia.  Esta  característica possibilitou a  aplicação da  técnica   também em 
sinais não estacionários.
Considerando   agora   a   reconstrução   do   sinal   x(t)   a   partir   de   Fx  , , 
MERTINS (1999) o faz aplicando a equação:













Fx m,e j=∑n x n






X m,kgn−mNWM−kn   (15)
Onde τ representa a função da janela e g a função da janela de forma discreta.
2.3 WAVELETS
De acordo com GOSWAMI & CHAN (1999),  a   transformada de Fourier  para 
sinais  estacionários  é  uma  ferramenta  poderosa,  mas   levando­se  em conta  que  para 
efetuar o cálculo de todas as freqüências precisa­se ter em mãos o sinal completamente 
conhecido, e que uma perturbação em um pequeno trecho de sinal provoca uma grande 
mudança em escopo global,   torna Fourier  uma ferramenta não  tão  interessante para 
trabalho com séries não estacionárias, mesmo quando utilizado a  Short Time Fourier  
























Our   objective   is   to   devise   a  method   that   can   give   good   time­frequency 
resolution at an arbitrary location in t­ѡ plane. In other words, we must have 
a window function whose radius increase in time (reduce in frequency) while 
resolving   the   low­frequency  contents,   and  decreases   in   time   (increases   in 




manipulação  de  auto­similariedade   como  comenta  WORNELLL:  “[...]  The  Wavelet  


















• progressive   transmission   algorithms   and   embedded   coding   in 
communications;




De   acordo   com   WORNELLL   (1995)   e   GOSWAMI   &   CHAN   (1999),   a 












 t=∣∣−1 /2 t− 
  (16)
Na   equação,  μ  e  ν  representam   os   parâmetros   de   dilatação   e   translação,   e 

















same   as   Fourier   Transform,   wavelet   transform   is   invertible.   The   inverse   wavelet  
transform can be viewed as the reconstruction of the original signal. [...]” (2000, p. 61), 
que  pode   ser   efetuado   sobre  uma   integração  bidimensional   sobre  os  parâmetros  de 
dilatação e translação μ e ν respectivamente.










Antes  da   formulação  da  equação  de   inversão  da   transformada  TANG, LIU & 

























proportional   to   2j.  A  multiresolution   approximation   is   thus   composed   of 
embedded grids  of  approximation.  More  formally,   the approximation of  a 
function at a resolution 2 ­j  is defined as an orthogonal projection on a space 
V j⊂L
2 ℝ .   The   sapce   Vj  regroups   all   possible   approximations   at 





Definition   7.1   (Multiresolutions)   A   sequence {V j }j∈ℤ of   closed 
subspaces of L2 ℝ is a multiresolution approximation if the following 6 
properties are satified:
∀ j,k ∈ℤ2 ,f t∈V j⇔ f t−2
jk ∈V j ,
∀ j∈ℤ, V j1⊂V j,
∀ j∈ℤ,f t∈V j⇐f 
1
2 ∈V j1
lim j∞ V j=∩j=−∞







prova   que   a   aproximação,   a   resolução  2­j,   se   tem   todos   os   dados  necessários   para 
computar   a   aproximação   a   uma   resolução   grosseira.  Dilatando   em   2,  Vj  dobra   os 
detalhes,  assim a terceira garante que é  definido uma aproximação a uma resolução 





De   acordo   com   GOSWAMI   &   CHAN   (1999),  para   atingir   a   análise   de 
multiresolução   de   uma   função   precisa­se   ter   uma   outra   função   de   energia­finita 


















The  multiscale   decomposition   uses   a   low­   and   a   band­pass   filters   [5]. 



















implementing   the   orthogonal  wavelet   transform.  The   basic   notion   is   that 
rather   than  implementing  the analysis  directly  as  a  sequence of continuos 
time filter­and­sample operation [...], the analysis can be reformulated into a 
single   continuous­to­discrete   conversion   procedure   followed   by   some 
interactive   discrete­time   processing.   Likewise,   the   synthesis   can   be 
reformulated from a series of conventional modulations [..] into an interactive 











−1k ck12xk    (24)
2.3.5 Famílias de Wavelet












uma   segunda   série   de   dados   composta   de   dois   conjuntos,   coeficientes   e   detalhes 
respectivamente, a partir dos quais é possível remontar a série inicial.






















Wavelets   are   essentially   used   in   two   ways   when   studying   geophysical 
processes   or   signals:   (1)   as   an   integration   kernel   for   analysis   to   extract 
information   about   the   process   and   (2)   as   a   basis   for   representation   or 
characterization of the process. Evidently, in any analysis or representation 



























como um pré­processamento   resultou  em uma detecção  mais  precisa  de   terremotos 
(aumento   de   63,66% da   precisão   em   relação   ao  modelo   anterior),   assim   como  na 
redução de falsos alarmes (redução de 6,91% em relação ao modelo anterior).
Análise Climática
LIN,   BIAN   &   YOU   (1996),   em   seu   trabalho   desenvolveram   a   análise   da 
temperatura dos últimos 500 anos na China. A partir de seu estudo conseguiu constatar 
a  versatilidade  do  método  Wavelet.  Segundo  LIN:  “Wavelet  analysis   is  a  powerful  
mathematical method applied widely in many fields. Because wavelet analysis has better  
local  properties   than  other  methods   such  as  Fourier   transformation,   it  may   cleary  
identificate singularities in a signal” (1996, p. 25).







diferentes   das   tradicionais   técnicas   de   Fourier   para   análise,   onde   a   informação   é 
localizada no plano tempo­freqüência, o que permite a troca de resolução é interessante 




aplicados   em   vários   problemas   comuns,   dentre   eles   cita:   eletrocardiograma   e 
ressonância magnética. Mas cada caso precisa ser tratado individualmente pelas suas 




Outro  aspecto  importante  para  a  biomedicina,   também tratado por  UNSER & 
ALDROUBI (1996), é de que a informação de interesse pode ser uma combinação de 
características localizadas temporalmente ou espacialmente como por exemplo: picos, 




A   extração   de   sinais   sonoros   cardíacos   podem   ser   efetuados   através   de   um 
estetoscópio ou microfones posicionados dentro do coração através de um cateter ou 
ainda no esôfago com a ajuda de um tubo.
UNSER   &   ALDROUBI   (1996)   expõem   uma   linha   de   desenvolvimento   da 
utilização da transformada na bio­acústica.  Baseado nisto KHADRA & DICKHAUS 
(1993), definiram Wavelet como um método eficaz para análise e caracterização dos 




Segundo   UNSER   &   ALDROUBI   (1996),   a   eletrocardiografia   representa   a 
mudança  de  potecial   elétrico  durante  o   ciclo   cardíaco  que  é   extraído  por   eletrodos 




do   complexo  QRS.  Wavelets   neste   caso,   aplicado   por   SENHADJI  &  CARRAULT 
(1995), mostrou um excelente resultado.
Eletroencefalografia
Outra   área   também   beneficiada   pela   utilização   de   Wavelets   é   a 



























constituído de unidades  de processsamento  simples,  que  têm a propensão 
natural para armazenar conhecimento experimental e torná­lo disponível para 
uso. Ela se assemelha ao cerebro em dois aspectos:
1. O   conhecimento  é   adquirido  pela   rede   a   partir   de   seu   ambiente 
através de um processo de aprendizagem;




processado  é   conhecido   como  algoritmo  de   aprendizagem,   este   por   sua  vez   faz   as 
mudanças de pesos das ligações sinápticas de um neurônio com o outro na estrutura da 
rede  neural  artificial.  Desta   forma  também é  possível  que a  própria   rede altere   sua 
topologia,  o que é  motivado pelo fato que neurônios reais   também morrem e novas 
conexões sinápticas crescem.
Alguns   benefícios   são   alcançados   com   a   utilização   de   redes   neurais,   são 
apontados por HAYKIN (2001):  não linearidade,  mapeamento de entrada/saída  o 
que   permite   efetuar   a   tarefa   de   aprendizado   baseado   sobre   exemplos   informados; 
adaptividade  capacidade   de   alterar   seus   pesos   a   adaptar­se   ao   ambiente   inscrito 
(propriedade interessante para processos não estacionários); resposta probatória o que 




















De acordo com HAYKIN (2001),  o   sistema nervoso  do  ser  humano  pode ser 
dividido em três etapas básicas como demonstrado na Fig.  8. No fluxo proveniente da 










Para   o   entendimento   de   redes   neurais   é   necessário   também   a   definição   do 
elemento   estrutural   para   tal   rede,   o   neurônio.   FREEMAN   &   SKAPURA   (1991) 
conforme a  Fig.  9  demonstrando os  principais  componentes  de  uma célula  nervosa 
(neurônio).








called   neurotransmitters,   and   of   the   subsequent   absorption   of   these 
substances by the postsynaptic cell. [...] When the action potential arrives as 






results   in   changes   in   the   permeability   of   the   postsynaptic  membrane   to 
certain ionic species. An influx of positive species into the cell will tend to 
depolarize the resting potential; this effect is excitatory. If negative ions enter, 






















que  basicamente   apresenta  o   esquema  onde  o  componente   central   (soma),   efetua  o 
processamento dos valores recebidos, para através de uma função de saída apresentar 
um resultado.
Através   da  Fig.  11  pode­se  notar   três   elementos  básicos,  que  de  acordo   com 
HAYKIN (2001) são:
1. Conjunto   de   sinapses   –   cada   uma   caracterizada   por   um   peso, 
especificamente o sinal xj, na entrada da sinapse j, conectado ao neurônio k 
que é multiplicado pelo peso wkj;

























A primeira das  três  funções expostas apresenta um limiar de corte,  resultando 











artificiais   em   dois   grupos,   o   primeiro   grupo,   de   redes   alimentadas   adiante   (feed­










camadas   distingue­se   das   de   camada   única   por   apresentar   uma   ou  mais   camadas 
intermediárias,  ou  escondidas,  que   também são  camadas  de  neurônios  que  efetuam 



















faz com  que a rede respond a de uma maneira  nova ao ambiente onde está   inscrita. 
Para efetuar esta operação tem­se os algoritmos de aprendizagem, que diferem entre si 
somente na forma como os pesos da rede são ajustados (HAYKIN 2001).





SKAPURA   (1991),   referenciando­se   à   aprendizagem   supervisionada   ou   ainda 





de   redes  que  aprendem de   forma  supervisionada,  onde   são  tomados  exemplos  para 
calibrar os pesos sinápticos e assim se adaptar ao ambiente onde a rede esteja operando. 
Para que os pesos sinápticos possam ser ajustados é preciso mensurar o erro causado por 
um   retorno   da   rede   para   que   as   ligações   sinápticas   corretas   possam   ser   ajustadas 
proporcionalmente a sua parcela de culpa no erro resultante. O objetivo, então, é efetuar 
iterações no treinamento para que o erro causado pela rede em sua resposta seja o menor 




















































Quando  um axonio  da   célula  A  está   perto  o   suficiente  para   excitar  uma 
celulaB e participa do seu disparo repetida ou persisitentemente, então algum 
processo de crescimento ou modificação metabólica acontece em uma das 






















W=c Oi∗O j   (30)
A equação c representa a taxa de aprendizagem, Oi é o retorno do neurônio i e Oj é 
o retorno do neurônio j.
Da   mesma   forma,   HAYKIN   (2001)   apresenta   a   equação   abaixo   para 
fortalecimento das conexões, e refere­se a ela como a regra do produto das atividades.




Sejnowski,   a   hipótese   da   covariância,   onde   os   valores   pré   e   pós   sinápticos   são 
substituidos pelo desvio de seus valores em relação a sua média em um certo espaço de 
tempo, ainda seguindo o princípio de Hebb do fortalecimento das conexões sinápticas. 
Abaixo é  apresentada a  equação abaixo para modelagem matemática  da hipótese de 
covariância.
wkj n=x j−x.yk−y.   (32)
2.4.4.2 Treinamento de Perceptrons
ROSENBLATT  (1958)   concebeu   um   algoritmo   para   treinamento   de   redes   de 
perceptrons de camada única. De acordo com LUGER (2004), a entrada de dados numa 











  wi=c d−sgn ∑wix i (34)
Desta forma depois de efetuar uma interação de treinamento o erro é calculado, 
baseando­se sob o resultado obtido e o resultado correto, desta forma são modificados 














O   fato   perturbante,   explorado   por   MINSKY  &   PAPERT   (1969),   é   que   os 
perceptrons efetuam separações lineares. Assim problemas não lineares como é o caso 











um dado  instante  de  tempo n  x(n),  a  saída desejada do neurônio k  dk(n)  e  a  saída 
recebida do neurônio k yk(n). Desta forma a medida do erro ek(n) é dada por:





de   saída   yk(n)   da   resposta   desejada   dk(n).   Este   objetivo   é   alcançado 








Com   isso,   o   ajuste   do   peso   sináptico  wkj  que   acontecce   em   um   neurônio  k 
estimulado por um elemento xj(n) do vetor de sinal x(n) em um tempo n a uma taxa de 
aprendizagem   éη  representado por:




















n= 12∑j∈C e j















































teorema   de   convergência   de   perceptrons.   Inicialmente,   os   pesos   sinápticos   eram 







O  perceptron  é  criado sob um neurônio linear, mas pode também ser criado a 
partir de um modelo de neurônio não linear, como fundamentado no modelo sugerido 














Confome   HAYKIN   (2001),   os   únicos   neurônios   que   efetuam   algum 
processamento   computacional   estão   presentes   nas   camada   intermediárias,   também 
denominadas de camadas ocultas, e na camada de saída. A primeira camada oculta é 







e  o   cálculo  da  estimativa  do  vetor  gradiente  que  é   necessário  para  o   algoritmo  de 
retropropagação efetuar o ajuste dos pesos das conexões sinápticas.









3. a   rede   apresenta   grande  quantidade  de   conexões   determinadas  pela   suas 
sinapses.
2.4.6 Aproximação de Funções / Reconhecimento de Padrões













O problema de aproximação descrito aqui  é  um candidato perfeito  para a 






















wavelets.  Daubechies   (DAUBECHIES,  1992),  outra  wavelet,   também já  utilizada  no 









espera­se   obter   como   resultado   características   semelhantes   ou  melhores   quanto   aos 
resultados   apresentado,   aplicando   apenas   redes   neurais   mas   com   um   custo 





Para   a   rede  neural,   serão  utilizadas  3   camadas,   sendo  que   as   duas  primeiras 
camadas utlizarão a função tagente sigmoidal para ativação e a camada de saída uma 

















de   2007   (sendo   efetuada   uma   leitura   a   cada   dia,   totalizando   1.0531   leituras).  É 
importante ressaltar que os trechos que comprometem o treinamento (trechos não lidos) 
foram removidos. A série de leituras efetuadas é exposta na Fig. 18.
Para   efetuar   a   análise   de   forma  padrão  para   todas   as  wavelets,   será   utilizado 
janelamento de dezesseis leituras e sobreposição de oito leituras. Isto significa que de 
oito em oito leituras serão lidas as próximas 16 para a extração de características e o 
décimo  sétimo   será   utilizado  para   indicar   o   resultado   esperado  da   rede.  A  Fig.  19 
exemplica   a  extração  dos  dezesseis  elementos   em um primeiro  momento   (de  um a 
dezesseis)   utilizando   o   décimo   sétimo   como   parâmetro   para   o   treinamento 
supervisionado indicando a resposta correta. Sobrepondo 8 elementos tem­se o segundo 
passo de nove até vinte e quatro com a resposta correta no vigésimo quinto elemento, 
que servirá  como outro caso para o   treinamento supervisionado.  O processo é   feito 
consecutivamente até o final da série utilizadea para treinamento ou teste.
FIGURA 19: Sobreposição de janela na série temporal












serão   efetuados   sobre   uma  máquina   que   apresenta   1024  Mb   de   RAM,   utilizando 
processador intel centrino de 1,7 Ghz e sistema operacional Windows XP.
3.1 DESCRIÇÃO DOS ALGORITMOS
Cria­se uma função de suporte nomeada  prever,  cujo uso será  feito nos outros 









































































O   mesmo   princípio   é   utilizado   para   a   execução   de   outros   dois   testes:   a 






wavelets  para   constatar  qual   a  melhor  wavelet  para   efetuar   a   tarefa  de  extração  de 
características  para o sinal  desejado;  a segunda será  abordado qual o  janelamento e 




material   e  meodo,   na  Fig.  20  pode­se   verificar   a   existência   do   pré­processamento 
wavelet dos dados, desta forma as características extraídas dos dados são passados para 



































que   seja   armazenado   em   um   vetor   todos   os   conjuntos   de   valores   resultantes   do 









A  combinação  de   janela/sobreposição  utilizada  é   definida  na  Fig.  25,   onde   J 
precede o número de elementos utilizado no processo de janelamento e S o número de 
dados sobrepostos no processo de janelamento da série.  Desta forma para cada caso 
(utilizando   somente   redes  neurais,   utilizando  chroma com uma decomposição,  duas 






A   Fig.  27  demonstra   o   comportamento   da   rede   neural   para   com   o   acerto 
percentual.
1 2 3 4 5
1 J 16 ­ S 1 J 16 ­ S 2 J 16 ­ S 4 J 16 ­ S 8 J 16 ­ S 16
2 J 32 ­ S 2 J 32 ­ S 4 J 32 ­ S 8 J 32 ­ S 16 J 32 ­ S 32
3 J 64 ­ S 4 J 64 ­ S 8 J 64 ­ S 16 J 64 ­ S 32 J 64 ­ S 64
4 J 128 ­ S 8 J 128 ­ S 16 J 128 ­ S 32 J 128 ­ S 64 J 128 ­ S 128
5 J 256 ­ S 16 J 256 ­ S 32 J 256 ­ S 64 J 256 ­ S 128 J 256 ­ S 256
FIGURA 25: Combinação Janela / Intercalação utilizada
y\x y/16 2y/16 4y/16 8y/16 y
16 22.79 24.13 30.01 36.26 36.89
32 25.81 27.97 31.56 41.85 41.60
64 29.81 34.09 42.69 59.33 57.89
128 36.26 51.90 66.58 77.14 54.89
256 52.65 64.94 62.10 60.84 58.79
FIGURA 26: Erro Quadrático Apresentado pela Rede Neural Sem Wavelets
67
Na   Fig.  28  é   apresentado   o   comportamento   em   relação   ao   tempo   médio 
despendido para cada uma das etapas (ET1, ET2, ET3 e ET4).
Na Fig. 29 é apresentada cada uma das quatro etapas isoladamente.
y\x y/16 2y/16 4y/16 8y/16 y
16 96.79 96.03 94.95 93.72 92.19
32 96.62 95.74 94.80 92.46 91.37
64 95.72 94.49 93.19 88.16 87.36
128 94.12 91.70 87.91 81.98 89.49
256 91.74 87.76 88.37 89.14 90.26
FIGURA 27: Erro Percentual Apresentado pela Rede Neural Sem Wavelets
y\x y/16 2y/16 4y/16 8y/16 y
16 46.9 20.9 12.1 7.4 5.3
32 85.7 38.2 20.6 12.8 9.3
64 183.6 83.0 46.7 30.5 23.2
128 463.6 228.3 134.0 92.8 43.6




y\x y/16 2y/16 4y/16 8y/16 y
16 15.1 3.5 1.1 0.4 0.2
32 29.5 7.6 2.0 0.5 0.2
64 54.62 13.9 3,6 0.8 0.3
128 97.6 24.5 6.2 1.5 0.4
256 167.7 41.5 10.2 2.6 0.6
(ET2)
y\x y/16 2y/16 4y/16 8y/16 y
16 30.7 16.3 9.9 6.0 3.9
32 54.6 28.9 17.1 10.7 7.6
64 126.8 66.7 40.8 27.7 20.8
128 363.0 200.8 124.9 88.9 40.3
256 1329.5 775.2 432.8 186.7 127.8
(ET3)
y\x y/16 2y/16 4y/16 8y/16 y
16 1.1 1.0 1.0 1.0 1.1
32 1.6 1.6 1.5 1.5 1.5
64 2.2 2.3 2.2 2.0 2.0
128 3 2.9 2.8 2.4 2.8
256 3.5 3.4 3.0 3.0 3.0
(ET4)
y\x y/16 2y/16 4y/16 8y/16 y
16 0.062 0.070 0.066 0.061 0.065
32 0.052 0.053 0.065 0.062 0.061
64 0.061 0.062 0.068 0.076 0.068
128 0.076 0.071 0.074 0.074 0.072








A   Fig.  31  demonstra   o   comportamento   da   rede   neural   para   com   o   acerto 
percentual.
Na   Fig.  32  é   apresentado   o   comportamento   em   relação   ao   tempo   médio 
despendido para cada uma das etapas (ET1, ET2, ET3 e ET4).
y\x y/16 2y/16 4y/16 8y/16 y
16 22.76 24.78 30.21 33.21 35.00
32 28.39 30.63 41.39 39.97 52.86
64 36.67 54.13 54.90 61.34 76.92
128 72.46 61.77 60.14 72.46 106.07
256 50.74 68.75 101.50 185.21 203.47
FIGURA 30: Erro Quadrático Médio – Redes Neurais – Wavelet Chma6 – Primeira 
Decomposição
y\x y/16 2y/16 4y/16 8y/16 y
16 96.66 96.00 94.22 94.22 92.78
32 95.79 95.22 91.49 91.49 88.98
64 93.41 89.95 88.26 86.60 81.63
128 85.26 87.00 87.46 83.69 74.51





y\x y/16 2y/16 4y/16 8y/16 y
16 78.7 43.0 26.6 18.8 14.7
32 48.5 28.9 19.8 15.3 13.4
64 36.2 24.1 18.5 15.5 13.2
128 39.5 24.7 15.8 13.3 11.7




y\x y/16 2y/16 4y/16 8y/16 y
16 45.7 20.8 9.7 4.7 2.3
32 21.7 9.9 4.7 2.3 1.2
64 10.5 4.7 2.3 1.1 0.6
128 4.9 2.2 1.0 0.5 0.3
256 2.1 1.0 0.5 0.3 0.1
(ET2)
y\x y/16 2y/16 4y/16 8y/16 y
16 23.7 13.0 7.7 4.9 3.2
32 18.0 10.4 6.4 4.4 3.6
64 17.6 11.4 8.1 6.3 4.4
128 27.8 15.8 8.0 6.1 4.6
256 26.3 20.8 20.0 19.3 19.1
(ET3)
y\x y/16 2y/16 4y/16 8y/16 y
16 9.3 9.1 9.1 9.2 9.2
32 8.7 8.5 8.6 8.5 8.6
64 7.9 7.9 8.0 8.1 8.1
128 6.7 6.7 6.7 6.6 6.8
256 5.6 5.8 5.7 5.6 5.8
(ET4)
y\x y/16 2y/16 4y/16 8y/16 y
16 0.064 0.067 0.061 0.062 0.057
32 0.065 0.065 0.059 0.059 0.065
64 0.056 0.059 0.054 0.058 0.051
128 0.065 0.056 0.060 0.062 0.061








A   Fig.  35  demonstra   o   comportamento   da   rede   neural   para   com   o   acerto 
percentual.
Na   Fig.  36  é   apresentado   o   comportamento   em   relação   ao   tempo   médio 
despendido para cada uma das etapas (ET1, ET2, ET3 e ET4).
y\x y/16 2y/16 4y/16 8y/16 y
16 22.80 23.48 25.78 29.39 30.57
32 24.75 28.33 35.28 36.88 40.67
64 34.60 43.81 49.19 56.54 73.41
128 58.80 59.62 68.73 90.33 115.65
256 65.18 80.17 103.21 133.37 193.95
FIGURA 34: Erro Quadrático Médio – Redes Neurais – Wavelet Chma6 – Segunda 
Decomposição
y\x y/16 2y/16 4y/16 8y/16 y
16 96.73 96.31 95.84 94.86 93.84
32 96.44 95.33 94.01 92.72 91.35
64 94.33 92.30 89.50 87.71 82.51
128 88.68 87.63 85.11 78.73 72.48





y\x y/16 2y/16 4y/16 8y/16 y
16 109.8 62.2 39.7 28.7 23.4
32 62.1 38.8 27.7 22.0 19.2
64 40.7 27.8 21.8 18.8 17.4
128 29.7 23.1 17.3 15.1 13.7




y\x y/16 2y/16 4y/16 8y/16 y
16 73.2 34.9 16.9 8.4 4.2
32 34.8 16.7 8.3 4.1 2.1
64 16.9 8.1 4.1 2.0 1.0
128 7.9 3.8 1.9 1.0 0.5
256 3.5 1.7 0.9 0.4 0.3
(ET2)
y\x y/16 2y/16 4y/16 8y/16 y
16 20.5 11.0 6.8 4.1 2.9
32 12.4 7.5 4.7 3.0 2.3
64 10.4 6.5 4.4 3.5 3.1
128 11.2 8.3 4.4 3.0 2.1
256 11.7 7.0 5.9 5.3 5.0
(ET3)
y\x y/16 2y/16 4y/16 8y/16 y
16 16.0 16.1 16.0 16.1 16.2
32 14.8 14.6 14.7 14.8 14.8
64 13.3 13.2 13.3 13.2 13.2
128 10.7 11.0 10.9 11.0 11.0
256 8.6 8.6 8.6 8.5 8.7
(ET4)
y\x y/16 2y/16 4y/16 8y/16 y
16 0.061 0.068 0.060 0.056 0.058
32 0.050 0.058 0.064 0.059 0.056
64 0.060 0.051 0.051 0.058 0.064
128 0.049 0.047 0.051 0.053 0.051








A   Fig.  39  demonstra   o   comportamento   da   rede   neural   para   com   o   acerto 
percentual.
Na   Fig.  40  é   apresentado   o   comportamento   em   relação   ao   tempo   médio 
despendido para cada uma das etapas (ET1, ET2, ET3 e ET4).
y\x y/16 2y/16 4y/16 8y/16 y
16 96.21 96.25 95.72 95.75 94.10
32 96.16 95.46 94.90 93.41 91.30
64 94.96 93.56 90.54 88.97 81.96
128 89.30 87.45 82.85 76.77 76.86
256 86.43 84.39 79.22 70.11 60.98
FIGURA 39: Acerto Percentual Médio – Redes Neurais – Wavelet Chma6 – Terceira  
Decomposição
y\x y/16 2y/16 4y/16 8y/16 y
16 25.88 23.94 26.44 27.29 31.17
32 24.88 27.88 31.19 33.11 41.74
64 32.48 38.40 47.13 53.05 80.85
128 55.04 60.23 71.92 92.19 100.08





y\x y/16 2y/16 4y/16 8y/16 y
16 144.9 85.9 55.8 41.2 33.9
32 83.5 54.2 39.6 30.9 27.5
64 50.9 35.1 28.9 25.2 23.3
128 33.0 26.3 23.0 19.3 17.8




y\x y/16 2y/16 4y/16 8y/16 y
16 103.1 50.9 25.2 12.9 6.4
32 50.5 25.1 12.9 6.1 3.1
64 23.9 11.7 6.1 3.0 1.6
128 11.1 5.8 2.9 1.4 0.7
256 5.0 2.6 1.3 0.7 0.4
(ET2)
y\x y/16 2y/16 4y/16 8y/16 y
16 18.6 10.7 6.6 3.8 3.1
32 11.1 7.0 4.0 3.0 2.2
64 7.9 4.7 3.3 2.6 2.3
128 6.5 4.7 3.8 2.1 1.6
256 8.2 3.5 2.5 2.1 2.1
(ET3)
y\x y/16 2y/16 4y/16 8y/16 y
16 23.1 24.2 24.0 24.5 24.4
32 21.9 22.1 22.7 21.7 22.1
64 19.0 18.7 19.5 19.6 19.4
128 15.3 15.8 16.2 15.8 15.42
256 11.8 12.0 12.0 12.1 11.9
(ET4)
y\x y/16 2y/16 4y/16 8y/16 y
16 0.068 0.061 0.058 0.060 0.064
32 0.066 0.063 0.065 0.064 0.059
64 0.059 0.064 0.059 0.059 0.059
128 0.051 0.053 0.050 0.050 0.048






Para   demonstrar   o   comportamento   generalizado   do  modelo,   foram   efetuados 
alguns   testes  considerando  tamanhos de séries   temporais  e  configurações  de épocas 

































que  pudesse  proporcionar   bons   resultados,   para   isto   fora  montado  um projeto  para 















































melhor  escolha  para  obter­se bons  resultados  devido esta  apresentar  menor  erro em 
relação as outras wavelets.
A segunda etapa da pesquisa envolve a averiguação do comportamento da wavelet 
selecionada  aplicando   combinações  de   janelamento,   sobreposições   e  decomposições 
pré­estabelecidas.
Sabendo­se   que   uma   atividade   de   pré­processamento   agrega   um   custo   de 
processamento, aferiu­se também o tempo despendido para a execução de cada etapa do 
processo.  A   primeira   é   justamente   a   criação   do   conjunto   de   treinamento   (ET1)   e 












Este   fato   é   interessante   sobre   dois   aspectos:   primeiramente   constata­se   que 
wavelet   pode   realmente   extrair   características   de   séries   temporais,   uma   vez   que   a 









Com   a   aplicação   de   uma   atividade   de   pré­processamento,   a   extração   de 
características, reduz­se o número de parâmetros necessários para o treinamento da rede, 
obtendo­se como resultado um treinamento mais rápido assim como sua inferência.
Pelos   gráficos   apresentados   no   capítulo   de   resultados,   constata­se   realmente 
mudanças pequenas na erro entre a aplicação e não aplicação do pré­processamento 


















combinação   rede   neural   com   pré­processamento  wavelet   de   uma   decomposição   se 
mostra interessante. Apresentando resultados muito parecidos mas com tempo menor ao 
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Em   uma   segunda   decomposição,   os   resultados   têm   uma   sensível   melhora. 













Analisando   a   combinação   de   janelas   pode­se   verificar   que   o   fato   percebido 
anteriormente,   onde   o   pré­processamento   aumenta   e   o   tempo   despendido   para 
treinamento diminui é caracterizado ao delongo do tempo.
Existe um certo equilíbrio entre a utilização da atividade de pré­processamento 





























apresenta   resultados,   em   alguns   casos,  média   de   erro   quadrático  melhores   que   os 
executados em uma primeira decomposição (Fig. 30).


























para   a   Análise   de   Timbres   de   Instrumentos  Acústicos,   Tese   apresentada   para 
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APÊNDICE I
O código dos algoritmos criados para a pesquisa estão apresentados a seguir:
Algoritmo Prever
function [net,correto,simulado,tempos] = 
prever(JANELA,PROGRESSAO,WAVELET,NIVELDECOMPOSICAO,DADOS,LIMITES,EPOCAS) 
    [dadosNormalizados,minP,maxP] = premnmx(DADOS); 
    
    if (strcmp(WAVELET,['semwv'])) 
    else 
        if (strcmp(WAVELET,['chma4'])) 
            passaBaixa = [0.488877 0.834893 0.218230 ­0.127786]; 
        else 
            if (strcmp(WAVELET,['chma6'])) 
                passaBaixa = [­0.01456106793730538827291720593848 
0.46211056360837471368441242702829 0.84245747811804405635882631031564 
0.24880228939824242107015095371025 ­0.12078962899419119769728325763936 
­0.00380607182006964571766016725007];    
            else 
                passaBaixa = wfilters(WAVELET); 
            end 
        end 
    end 
 
    TREINAMENTO_INICIO = LIMITES(1); 
    TREINAMENTO_FIM = LIMITES(2); 
    TESTE_INICIO = LIMITES(3); 
    TESTE_FIM = LIMITES(4); 
    
    PONTOFINAL_TREINAMENTO = (TREINAMENTO_FIM ­ TREINAMENTO_INICIO) ­ 
mod( TREINAMENTO_FIM ­ TREINAMENTO_INICIO ,JANELA); 
    PONTOFINAL_TREINAMENTO = PONTOFINAL_TREINAMENTO­
mod(PONTOFINAL_TREINAMENTO,PROGRESSAO); 
    tic; 
    k=TREINAMENTO_INICIO; 
    for i=TREINAMENTO_INICIO:PROGRESSAO:TREINAMENTO_INICIO+PONTOFINAL_TREINAMENTO­
JANELA 
         if(min([DADOS(i:i+JANELA­1),DADOS(i+JANELA)])>=0) 
             if (strcmp(WAVELET,['semwv'])) 
                 wd = dadosNormalizados(i:i+JANELA­1); 
             else 
                 wd = 
wavedec(dadosNormalizados(i:i+JANELA­1),NIVELDECOMPOSICAO,passaBaixa,[]); 
             end 
             dadosTreinamento(:,k­TREINAMENTO_INICIO+1) = wd'; 
             resultadoTreinamento(k­TREINAMENTO_INICIO+1) = 
dadosNormalizados(i+JANELA); 
             k = k + 1; 
         end 
    end 
    tempos(1) = toc; 
    tic; 
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    k = 1; 
    for i=TESTE_INICIO:1:TESTE_FIM­JANELA 
         if(min([DADOS(i:i+JANELA­1),DADOS(i+JANELA)])>=0) 
             if (strcmp(WAVELET,['semwv'])) 
                 wd = dadosNormalizados(i:i+JANELA­1); 
             else 
                 wd = 
wavedec(dadosNormalizados(i:i+JANELA­1),NIVELDECOMPOSICAO,passaBaixa,[]); 
             end 
             dadosTeste(:,k) = wd'; 
             resultadoTesteCorreto(k) = dadosNormalizados(i+JANELA); 
             k = k+1; 
         end 
    end 
    tempos(2) = toc; 
     
    net=newff(minmax(dadosTreinamento),[10,10,1],{'tansig', 'tansig', 'purelin'}, 
'TRAINLM'); 
    net.trainParam.epochs = EPOCAS; 
    net.trainParam.lr = 0.001; 
    net.trainParam.show = 2; 
    net.trainParam.goal = 0; 
    
    tic; 
    net = train(net,dadosTreinamento,resultadoTreinamento); 
    tempos(3) = toc; 
    resultadoTesteRede = sim(net,dadosTeste); 
    tempos(4) = toc­tempos(3); 
    correto = postmnmx(resultadoTesteCorreto,minP,maxP); 
    simulado = postmnmx(resultadoTesteRede,minP,maxP);
Algoritmo TaxaErro
function [percentagemVar,erroQuadratico] = taxaErro(correto,simulado) 
    INDICEACERTO=0; 
    dif = correto ­ simulado; 
    for i=1:length(dif) 
        dif(i)=sqrt(dif(i)^2); 
        if (dif(i)<=sqrt(var(cusado))) 
            INDICEACERTO = INDICEACERTO+1; 
        end 
    end 
    percentagemVar = INDICEACERTO/length(dif); 
    
    erroQuadratico = mean(dif);
