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ABSTRAK 
 
Bagan kendali multivariat digunakan untuk memantau peubah secara bersama-
sama pada suatu proses. Adapun yang dikendalikan adalah vektor mean dan 
matriks variansi kovariansi. Bagan kendali G merupakan salah satu bagan kendali 
multivariate yang diperoleh melalui statistik G dengan menggunakan dua taksiran 
matriks variansi kovariansi yaitu matriks variansi kovariansi full data set dan 
matriks variansi kovariansi Mean Squared Successive Differences (MSSD). 
Distribusi Statistik G diperoleh melalui uji kriteria rasio likelihood pada matriks 
variansi kovariansi. Hasilnya dapat diaplikasikan untuk membentuk bagan 
kendali untuk pengendalian proses variabilitas data multivariate, selanjutnya 
sebagai studi kasus diterapkan untuk data cuaca di kota Makassar pada tahun 
2003 sampai tahun 2012. 
 
Kata Kunci : Bagan kendali multivariat, bagan kendali G, distribusi Wishart, 
matriks variansi kovariansi, kriteria rasio likelihood. 
 
1. PENDAHULUAN 
 
Keputusan konsumen untuk memilih suatu produk adalah kualitas. Hal ini 
menyebabkan berbagai industri menomor satukan kualitas sebagai faktor kunci 
keberhasilan bisnis. Untuk menjaga kualitas produksi maka diperlukan monitoring 
proses secara statistik yang telah banyak dikenal dengan Statistical Proses Control 
(SPC). Menurut Chia-Ling dan Jyh-Jen (2010), Statistical Proses Control (SPC)  
merupakan metodologi mendasar yang terdiri dari beberapa teknik yang telah 
terbukti berguna dalam kualitas dan produktivitas perbaikan produk dan proses.  
Statistical Process Control (SPC) yang banyak dikenal adalah bagan kendali 
yang memberikan tampilan berbentuk grafik atau bagan dari suatu proses produksi 
sehingga dapat diketahui apakah proses tersebut dalam keadaan terkontrol atau tidak. 
Saat ini telah dikembangkan beberapa penyajian bagan yang meneliti tentang 
matriks variansi kovariansi yaitu Bagan kendali G yang diperkenalkan oleh Levinson 
et al. (2002) yang memasukkan perbedaan kuadrat rata-rata secara berturut-turut 
(Mean Squared successive diferences) serta upaya untuk meningkatkan kepekaan 
dari bagan kendali 𝑇2 pada sensitivitas pengukuran dispersi (Sindelar, 2007). 
Pada paper ini akan diteliti perbandingan antara bagan kendali 𝑇2 dengan  
bagan kendali G . Hasilnya dapat diterapkan pada studi kasus data cuaca di kota 
Makassar pada tahun 2003 sampai tahun 2012. 
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2. Bagan Kendali Hotelling 𝑻𝟐  
 
2.1 Data Subkelompok 
 
Misalkan dua karakteristik kualitas 𝑥1 dan 𝑥2 berdistribusi normal bivariat. 
𝜇1 dan 𝜇2 dinotasikan sebagai mean dan 𝜎1 dan 𝜎2 sebagai standar deviasi dari 𝑥1 
dan 𝑥2. Kovariansi antara 𝑥1 dan 𝑥2 dinotasikan dengan 𝜎12. Diasumsikan 𝜎1, 𝜎2 
dan 𝜎12 diketahui, jika 𝑥 1 dan 𝑥 2 adalah rata-rata sampel dari kedua karakteristik 
kualitas dihitung dari sampel n, maka statistiknya adalah 
𝒳0
2 =
𝑛
𝜎1
2𝜎2
2 − 𝜎12
2 [𝜎2
2 𝑥 1 − 𝜇1 
2 + 𝜎1
2 𝑥 2 − 𝜇2 
2 
                                     −2𝜎12 𝑥 1 − 𝜇1  𝑥 2 − 𝜇2 ] 
berdistribusi chi-square dengan derajat bebas 2, yang berarti persamaan ini dapat 
digunakan untuk p = 2. Montgomery (2009), diasumsikan bahwa distribusi 
peluang bersama dari karakteristik kualitas p adalah distribusi normal p-variat. 
Prosedur diharuskan menghitung mean sampel untuk masing-masing karakteristik 
kualitas p dari sampel yang berukuran n. Adapun himpunan dari mean 
karakteristik kualitas ditunjukkan dengan vektor p x 1 berikut ini 
𝒙 =  
𝑥 1
𝑥 2
⋮
𝑥 𝑝
  
uji statistik untuk bagan kendali 𝑇2 adalah 
𝑇2 = 𝑛 𝒙 − 𝒙  ′𝑺−1(𝒙 − 𝒙 ) 
Yaitu dengan mengganti 𝝁 menjadi 𝒙  dan 𝚺 menjadi 𝑺, dimana mean dan 
variansi dihitung dari masing-masing sampel menggunakan 
𝒙 𝑖𝑘 =
1
𝑛
 𝑥𝑖𝑗𝑘
𝑛
𝑗=1
 
𝒔𝑖𝑘
2 =
1
𝑛 − 1
  𝑥𝑖𝑗𝑘 − 𝒙 𝑗𝑘  
𝑇
𝑛
𝑗=1
 
dimana 
𝑖 = 1, 2,… ,𝑝 
𝑗 = 1, 2,… ,𝑛 
𝑘 = 1, 2,… , 𝑞 
Montgomery(2009), batas kontrol untuk bagan kendali 𝑇2 terbagi atas 2 
fase yaitu 
 Pada fase 1, batas kendali 𝑇2 adalah 
𝑈𝐶𝐿 =
𝑝 𝑞 − 1 (𝑛 − 1)
𝑞𝑛 − 𝑞 − 𝑝 + 1
𝐹𝛼 ,𝑝 ,𝑞𝑛−𝑞−𝑝+1 
𝐿𝐶𝐿 = 0 
 Pada fase 2, ketika bagan digunakan untuk monitoring produksi kedepannya 
𝑈𝐶𝐿 =
𝑝 𝑞 + 1 (𝑛 − 1)
𝑞𝑛 − 𝑞 − 𝑝 + 1
𝐹𝛼 ,𝑝 ,𝑞𝑛−𝑞−𝑝+1 
𝐿𝐶𝐿 = 0 
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2.2 Pengamatan Individual  
Statistik 𝑇2 Hotelling diberikan pada persamaan berikut ini 
𝑇2 =  𝒙 − 𝒙  ′𝑺−1(𝒙 − 𝒙 ) 
pada fase 2, batas kendali untuk statistik tersebut adalah 
𝑈𝐶𝐿 =
𝑝 𝑞 + 1 (𝑛 − 1)
𝑞2 − 𝑞𝑝
𝐹𝛼 ,𝑝 ,𝑞−𝑝  
𝐿𝐶𝐿 = 0 
Persoalan yang signifikan dalam keadaan pengamatan individual adalah 
mengestimasi matriks variansi kovariansi 𝚺. Satu dari estimator yang biasa 
digunakan diperoleh dari penyatuan yang sederhana dari semua pengamatan q 
𝑺1 =
1
𝑞 − 1
  𝒙𝑖 − 𝒙   𝒙𝑖 − 𝒙  
𝑇
𝑚
𝑖=1
 
Estimator kedua menggunakan diffrence between successive pairs pada 
pengamatan: 
𝑣𝑖 = 𝒙𝑖 − 𝒙𝑖−1 
𝑢𝑛𝑡𝑢𝑘 𝑖 = 2, 3,… ,𝑚 
vektor dari matriks V adalah 
𝑽 =  
𝒗𝟐
′
𝒗𝟑
′
⋮
𝒗𝒎
′
  
sehingga 
𝑺2 =
1
2
𝑽′𝑽
𝑚
 
Kemudian bandingkan matriks variansi kovariansi 𝑺1 dan 𝑺2. Selidiki Out-
of-control dari masing-masing matriks variansi kovariansi dengan menggunakan 
𝒳𝑝
2 yang mana merupakan distribusi asimtotik dari statistik 𝑇2 (Montgomery, 
2009). 
 
3. Bagan Kendali G  
 
Misalkan 𝑿1,𝑿2 ,𝑿3 ,… ,𝑿𝑛  adalah vektor acak multivariat berdimensi p, 
sehingga vektor acak ke-j adalah: 
                          𝑿𝑗 =
 
 
 
 
𝑋1𝑗
𝑋2𝑗
⋮
𝑋𝑝𝑗  
 
 
 
     𝑗 = 1, 2,… ,𝑛.                                              (3.1) 
dimana 𝑝  adalah jumlah karakteristik kualitas dan n adalah jumlah sampel,sehingga 
taksiran dari vektor mean adalah 
𝐸 𝝁  = 𝑿 =
 
 
 
 
𝑋 1
𝑋 2
⋮
𝑋 𝑝  
 
 
 
                                                         (3.2) 
dimana 𝑋 𝑖 =
1
𝑛
 𝑿𝑖𝑗
𝑛
𝑗=1  dengan 𝑖 = 1, 2,… . ,𝑝. Taksiran dari matriks kovariansi 
dihitung dari data set lengkap atau dari Mean Square Successive Difference (MSSD): 
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𝐸 𝚺 1 = 𝑺𝟏 =
1
𝑛−1
 (𝒙𝑗 − 𝒙 𝑗 )(𝒙𝑗 − 𝒙 𝑗 )
𝑇𝑛
𝑗=1                    (3.3) 
dan 
𝐸 𝚺 2 = 𝑺𝟐
∗ =
1
2(𝑛−1)
 (𝒙𝑗 − 𝒙𝑗−1)(𝒙𝑗 − 𝒙𝑗−1)
𝑇𝑛
𝑗=2            (3.4) 
dimana 𝑺𝟏 adalah Metode data set lengkap dan  𝑺𝟐
∗  adalah Metode Mean Square 
Successive Difference (MSSD). Proses dikatakan stabil jika kedua metode tersebut 
(𝑺𝟏 dan 𝑺𝟐
∗ ) seharusnya mendekati sama (Levinson, 2002). 
 
Teorema 1  
 
Misalkan X adalah sampel acak 𝑿𝟏, 𝑿𝟐, ..., 𝑿𝒏 yang berdistribusi normal 
multivariat 𝑁𝑝(𝝁,𝚺), maka vektor mean sampel 𝑿  ~ 𝑁𝑝(𝝁,𝚺 𝑛 ). 
 
Teorema 2 
 
Misalkan 𝑿  adalah vektor mean dari sampel acak 𝑿𝟏, 𝑿𝟐, ..., 𝑿𝒏 dari populasi 
dengan vektor mean 𝝁 dan matriks variansi kovariansi populasi 𝚺, maka untuk 
𝑛 ⟶ ∞ berdistribusi  𝑛(𝑿 − 𝝁) mendekati 𝑁𝑝(𝟎,𝚺) (Rencher, 2002). 
 
Teorema 3 
 
Misalkan 𝑿𝟏, 𝑿𝟐, ..., 𝑿𝒏 adalah peubah acak yang saling bebas, identik dan 
berdistribusi 𝑁𝑝(𝝁,𝚺). Jika 𝑨 =   𝑿𝑗 − 𝝁  𝑿𝑗 − 𝝁 
𝑇𝑛
𝑗=1 ~ 𝑾1 𝑛,𝜎
2 , untuk p = 1 
maka 
𝑾1 𝑛,𝜎
2 = 𝜎2𝒳 𝑛 
2                                                       (3.5) 
 
Teorema 4 
 
Jika 𝑿𝟏, 𝑿𝟐, ..., 𝑿𝒏 saling bebas dan berdistribusi 𝑁𝑝(𝝁,𝚺) dan p ≤ n dan 
misalkan S adalah mariks variansi kovariansi dari sampel acak, maka 
 𝑛 − 1 𝑺 =   𝑿𝑗 − 𝑿   𝑿𝑗 − 𝑿  
𝑇
~𝑊𝒑 𝑛 − 1,𝚺 
𝑛
𝑗=1
            (3.6) 
dengan 𝑿  dan S saling bebas. 
 
3.1  Rata-rata Matriks Variansi Kovariansi S 
 
Misalkan sampel acak  𝑿1𝑗 , 𝑿2𝑗 , ..., 𝑿𝑝𝑗 ~𝑁𝑝(𝝁,𝚺) dengan p variabel dan n 
sampel, dihitung dengan matriks variansi kovariansi sampel Full Data Set (𝑺𝟏) dan 
MSSD (𝑺𝟐
∗ ). Berdasarkan Teorema 2.4, 𝑺𝟏 berdistribusi Wishart sehingga 
𝑺𝟏 =
1
𝑛1 − 1
  𝑿𝑗 − 𝑿   𝑿𝑗 −𝑿  
𝑇
𝑛
𝑗=1
 
 𝑛1 − 1 𝑺1 =   𝑿𝑗 −𝑿   𝑿𝑗 − 𝑿  
𝑇
~𝑊𝒑(𝑛1 − 1,𝚺)
𝑛
𝑗=1
 
 
atau 
 𝑛1 − 1 𝑺1~𝑊𝒑 𝑛1 − 1,𝚺  
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dengan 𝑿  dan 𝑺 saling bebas. Dengan menggunakan metode momen normal 
multivariat dapat dibuktikan bahwa 𝑍 = 𝑿𝑖 − 𝑿𝑗~𝑁𝑝(𝟎,𝚺), untuk 𝑖 ≠ 𝑗. Oleh 
karena itu matriks variansi kovariansi MSSD dapat dikatakan berdistribusi wishart 
 𝑛2 − 1 𝑺𝟐
∗ =   𝑿𝑗 − 𝑿   𝑿𝑗 − 𝑿  
𝑇
~𝑊𝒑(𝑛2 − 1,𝚺)
𝑛
𝑗=1
 
atau 
 𝑛2 − 1 𝑺𝟐
∗~𝑊𝒑(𝑛2 − 1,𝚺) 
  
Karena (𝑛1 − 1)𝑺1 adalah estimator tak bias dari (𝑛1 − 1)𝚺 dan (𝑛2 − 1)𝑺𝟐
∗  adalah 
estimator tak bias dari (𝑛2 − 1)𝚺, maka dapat digabungkan untuk memperoleh 
estimator tak bias dari matriks variansi kovariansi populasi 𝚺 sebagai berikut: 
                                  𝑺 =
 𝑛1 − 1 𝑺1 +  𝑛2 − 1 𝑺𝟐
∗
𝑛1 + 𝑛2 − 2
                                        (3.1.1) 
karena 𝐸 𝑺 = 𝚺 memenuhi syarat estimator tak bias yaitu 𝐸 𝜃  = 𝜃, maka 𝑺 
merupakan estimator tak bias dari 𝚺 
 
3.2 Distribusi dari Statistik G 
 
Statistik G digunakan untuk membandingkan dua matriks variansi kovariansi 
Full Data Set dan MSSD. Masing-masing adalah 𝑺1 dan 𝑺2 dengan derajat bebas 
(𝑛1 − 1) dan (𝑛2 − 1). Hipotesis yang digunakan adalah 
𝐻0:𝚺1 = 𝚺2 = ⋯ = 𝚺𝑘  
𝐻1: 𝚺𝑖 ≠ 𝚺𝑗 ; 𝑖 ≠ 𝑗 
Statistik yang digunakan untuk menguji hipotesis tersebut didefinisikan 
sebagai berikut: 
𝑮 = 𝑚 (ln𝑀)                                                       (3.2.1) 
dimana 
𝑚 = 1 −  
1
𝑣𝑖
−
𝑘
𝑖=1
1
 𝑣𝑖
𝑘
𝑖=1
  
2𝑝23𝑝 − 1
6 𝑝 + 1  𝑘 − 1 
                               (3.2.2) 
dan 
ln𝑀 =  𝑣𝑖
𝑘
𝑖=1
 ln 𝑺 − 𝑣𝑖
𝑘
𝑖=1
ln 𝑺𝑖                             (3.2.3) 
dengan M adalah 
𝑀 =
 𝑺  𝑣𝑖
𝑘
𝑖=1
 𝑺1 𝑣1  𝑺2 𝑣2 …  𝑺𝑘  𝑣𝑘
                                         (3.2.4) 
untuk 𝑖 = 2 hipotesis yang akan diuji adalah 
𝐻0:𝚺1 = 𝚺2 = 𝑰 
𝐻1: 𝚺1 ≠ 𝚺2 ≠ 𝑰 
Sehingga statistik G menjadi 
𝑮 = 𝑚  ln𝑀                                                                                                        (3.2.5) 
 
𝑮 = 1 −  
1
(𝑛1 − 1)
+
1
𝑛2 − 1
−
1
𝑛1 + 𝑛2 − 2
  
2𝑝23𝑝 − 1
6 𝑝 + 1 
 × 
 𝑛1 + 𝑛2 − 2 ln 𝑺 − (𝑛1 − 1) ln 𝑺1 + (𝑛2 − 1) ln 𝑺𝟐
∗   
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Selanjutnya akan ditunjukkan bahwa statistik G berdistribusi Chi-square.  
Bukti: 
 
kriteria rasio likelihood untuk 𝑀 pada persamaan (3.2.4) adalah 
𝑀 =
𝑳12 𝝁 1 ,𝝁 2 ,𝚺 ,𝚺  
𝑳12 𝝁 1,𝝁 2 ,𝚺 1 ,𝚺 2 
                                                    (3.2.6) 
          𝑀 =
|𝑺  
−
𝑛
2
 𝑺1 
−
𝑛1
2  𝑺2 
−
𝑛2
2
 
selanjutnya 𝑀 dapat juga dinyatakan dalam bentuk sebagai berikut: 
𝑀 =
maxμ  𝑳 𝝁, 𝑰 
maxμ ,Σ  𝑳 𝛍,𝚺 
                                                (3.2.7) 
     =  
𝑒
𝑛
 
𝑛𝑝
2  𝑨 
𝑛
2𝑒−
1
2
 𝑡𝑟  𝑨
 
dimana 
𝑨 =   𝑿𝑗 − 𝑿   𝑿𝑗 −𝑿  
𝑇
𝑛
𝑗=1
. 
Untuk mengetahui distribusi dari 𝑀 akan digunakan fungsi karakteristik. 
Misalkan fungsi karakteristik dari  𝑔 = −2 ln𝑀 adalah 𝜙 𝑡 , maka 
𝜙 𝑡 = Ε 𝑒𝑖𝑡𝑔                                               (3.2.8) 
         = Ε 𝑒𝑖𝑡(−2 ln 𝑀 )  
          = Ε  𝑒ln 𝑀 
−2 it
  
         = Ε  𝑀 −2 𝑖𝑡   
momen ke-h dari 𝑀 adalah 
Ε 𝑀h =  
2𝑒
𝑛
 
1
2
𝑝ℎ𝑛  𝚺 
1
2
𝑛ℎΓ𝑝  
1
2
 𝑛 + 𝑛ℎ + 1 − 𝑗  
 𝑰+ ℎ𝚺  
1
2
 𝑛+𝑛ℎ Γ𝑝  
1
2
𝑛 
 
sehingga untuk ℎ = −2 𝑖𝑡 adalah 
Ε 𝑀−2it =  
2𝑒
𝑛
 
−𝑖 𝑝𝑛  𝑡  𝚺 −𝑖𝑛𝑡
 𝑰 − 2𝑖𝑡𝚺 
1
2
𝑛−𝑖𝑛𝑡
 . 
Γ 
1
2
 𝑛 + 1− 𝑗 − 𝑖𝑛𝑡 
Γ  
1
2
 𝑛 + 1− 𝑗  
𝑝
𝑗=1
 
ketika 𝐻0 benar, maka 𝚺 = 𝑰, dan 
Ε 𝑀−2it =  
2𝑒
𝑛
 
−𝑖  𝑝𝑛  𝑡
 1 − 2 𝑖𝑡 −
1
2
𝑝 𝑛−2𝑖𝑛𝑡  . 
Γ 
1
2
 𝑛 + 1 − 𝑗 − 𝑖𝑛𝑡 
Γ  
1
2
 𝑛 + 1 − 𝑗  
𝑝
𝑗=1
 
fungsi karakteristik ini adalah perkalian dari variabel p. Misalnya p = 1 
𝜙𝑗  𝑡 =  
2𝑒
𝑛
 
−𝑖𝑛𝑡
 1 − 2 𝑖𝑡 −
1
2
 𝑛−2𝑖𝑛𝑡  
Γ  
1
2
 𝑛 + 1 − 𝑗 − 𝑖𝑛𝑡 
Γ  
1
2
 𝑛 + 1 − 𝑗  
                          (3.2.9) 
sehingga 𝑔 = −2 ln𝑀  didistribusikan sebagai p-variate bebas, fungsi karakteristik 
ke-j yaitu pada persamaan (4.31). Dengan menggunakan Pendekatan Stirling untuk 
fungsi gamma  
Γ 𝑛 =  2𝜋𝑛 𝑛𝑛  𝑒−𝑛                                                (3.2.10) 
sehingga 
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𝜙𝑗  𝑡  ~  1− 2 𝑖𝑡 
−
1
2
𝑗
 
 
 
1−
𝑖𝑡(𝑗 − 1)
 
1
2
 𝑛 + 1− 𝑗   1− 2 𝑖𝑡 
 
 
 
 
1
2
 𝑛−𝑗   
 
 
 
1−
 𝑗 − 1 
𝑛 1− 2 𝑖𝑡  
1
2
 𝑛+ 1− 𝑗  
 
 
 
−𝑖𝑛𝑡
 
 
Karena pada bilangan euler lim𝑛→∞  1−
1
𝑛
 
𝑛
= 𝑒 dan lim𝑛→∞  1−
1
𝑛
 
−𝑛
=
𝑒−1 jika dikalikan maka hasilnya sama dengan 1, sehingga tersisa 𝜙𝑗  𝑡 →
 1− 2 𝑖𝑡 −
1
2
𝑗
 yang merupakan fungsi karakteristik dari 𝜒𝑗
2 (distribusi 𝜒2 dengan 
derajat kebebasan 𝑗). Sehingga  𝑔 = −2 ln𝑀 berdistribusi asimtotik karena  𝜒𝑗
2𝑝
𝑗=1 , 
yang merupakan 𝜒2 dengan derajat kebebasan  𝑗 =
1
2
𝑝 𝑝 + 1 𝑝𝑗=1 . jadi 𝑔 =
−2 ln𝑀~𝜒𝑝 𝑝+1 
2
2 .  
jika terdapat konstanta 𝑌 yang semakin besar maka fungsi kepadatan peluang dari 
Chi-square akan tetap berdistribusi  Chi-square namun nilainya semakin kecil. Oleh 
karena itu, jika 𝑔 = −2 ln𝑀~𝜒𝑝 𝑝+1 
2
2  dan 𝑚 merupakan konstanta, maka statistik G 
menjadi 
𝑮 = 𝑚  ln𝑀 ~𝜒𝑝 𝑝+1 
2
2 . 
Jika nilai G melebihi angka kritis dari Chi-Square dengan derajat bebas  
𝑝 𝑝+1 
2
 pada level signifikansi yang telah dipilih, diasumsikan berasal dari populasi 
dengan matriks kovariansi yang berbeda. Inilah statistik G yang selanjutnya akan 
digunakan untuk menentukan bagan kendalinya. 
 
4. Studi Kasus Pada Data cuaca di kota Makassar pada tahun 2003 
sampai tahun 2012 
 
Pada studi kasus ini digunakan data Temperatur Udara (𝑿1), Penyinaran 
matahari (𝑿2), Kelembaban udara (𝑿3) dan Kecepatan angin (𝑿4) Kota Makassar 
Pada Tahun 2003 sampai dengan 2012, diperoleh masing-masing subkelompok q, 
dimana q menunjukkan tahun yang didefinisikan dengan 𝑘 = 1, 2,… , 𝑞. Dengan 
karakteristik kualitas p = 4 yaitu Temperatur udara (celcius), Penyinaran matahari 
(persen), Kelembaban udara (persen) dan Kecepatan angin (knot) yang disimbolkan 
dengan 𝑿1 ,𝑿2 ,𝑿3 dan 𝑿4 .  
 
Tabel 1 Nilai G untuk Data Cuaca Kota Makassar  
Tahun 2003 Sampai dengan Tahun 2012 
 
Tahun ln 𝑺𝟏  ln 𝑺𝟐  ln 𝑺  𝑚 ln𝑀 𝑮 
2003 11,13619 2,597764 10,854 0,868512 59,7771 51,917 
2004 11,13619 7,562413 10,9844 0,868512 20,94543 18,191 
2005 11,13619 5,938924 10,89016 0,868512 27,4007 23,797 
2006 11,13619 7,343459 10,98091 0,868512 22,93047 19,915 
2007 11,13619 6,641784 10,91328 0,868512 22,46615 19,512 
2008 11,13619 9,407133 11,36398 0,868512 46,58199 40,457 
2009 11,13619 7,057173 10,96288 0,868512 23,89818 20,755 
2010 11,13619 6,445565 10,98705 0,868512 33,55083 29,139 
2011 11,13619 7,258551 10,9347 0,868512 18,27359 15,870 
2012 11,13619 4,498409 10,89672 0,868512 44,03984 38,249 
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Jadi, untuk p = 4 dan 𝛼 = 0,05 batas kontrol atas 𝜒
 
𝑝 𝑝+1 
2
;
𝛼
2
 
2  dan batas kontrol 
bawah 𝜒
 
𝑝 𝑝+1 
2
;1−
𝛼
2
 
2  adalah 
𝑼𝑪𝑳 = 𝜒 10;0,025 
2 = 20,48 
𝑳𝑪𝑳 = 𝜒 10;0,975 
2 = 3,25 
 
sehingga bagan kendalinya adalah sebagai berikut 
 
Gambar 1. Bagan kendali G untuk data Temperatur Udara (𝑿1), Penyinaran 
matahari (𝑿2), Kelembaban udara (𝑿3) dan Kecepatan angin (𝑿4) Kota Makassar 
Pada Tahun 2003 sampai dengan 2012. 
 
 
 
Berdasarkan bagan kendali di atas  terdapat 5 data dari 10 data yang berada di luar 
batas kendali. Hal ini dapat disebabkan karena nilai matriks variansi kovariansi dari 
setiap tahun cukup besar, sehingga untuk kasus ini statistic G tidak cocok digunakan. 
Selanjutnya dengan data yang sama akan digunakan statistik T
2
 Hotelling untuk 
mengendalikan proses variabilitas data multivariate.  
Batas kendali untuk bagan kendali 𝑇2 untuk 𝑛 = 12, 𝑝 = 4, dan 
𝑞 = 10 adalah 
𝑈𝐶𝐿 =
𝑝 𝑞 − 1 (𝑛 − 1)
𝑞𝑛 − 𝑞 − 𝑝 + 1
𝐹𝛼 ,𝑝 ,𝑞𝑛−𝑞−𝑝+1 
𝐿𝐶𝐿 = 0 
dan statistik yang digunakan untuk p > 2 adalah 
𝑇2 = 𝑛 𝒙 − 𝒙  ′𝑺−1(𝒙 − 𝒙 ) 
dimana 
𝑺 =
1
𝑛2 − 1
  𝑿𝑗 − 𝑿 𝑗   𝑿𝑗 − 𝑿 𝑗  
𝑇
   
𝑛2
𝑗=1
 
sehingga nilai 𝑇2 dapat dilihat pada tabel dibawah ini 
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Tabel 2 Nilai 𝑇2 untuk Data Cuaca Kota Makassar  
Tahun 2003 Sampai dengan Tahun 2012 
 
Tahun 𝑿 1 𝑿 2 𝑿 3 𝑿 4 𝑿 1 − 𝑿  𝑿 2 − 𝑿  𝑿 3 − 𝑿  𝑿 4 − 𝑿  𝑻
𝟐 
2003 27,558 69,417 85,417 25,000 -0,143 2,567 5,333 -1,425 335,734 
2004 27,475 75,333 81,667 25,667 -0,227 8,483 1,583 -0,758 23,715 
2005 27,808 72,667 77,750 23,667 0,107 5,817 -2,333 -2,758 2,391 
2006 27,775 73,667 78,667 24,917 0,073 6,817 -1,417 -1,508 4,333 
2007 27,708 64,500 78,417 25,917 0,007 -2,350 -1,667 -0,508 34,677 
2008 27,550 46,583 81,583 24,333 -0,152 -20,267 1,500 -2,092 13,579 
2009 27,883 70,583 77,167 26,917 0,182 3,733 -2,917 0,492 26,177 
2010 27,867 57,917 81,917 27,833 0,165 -8,933 1,833 1,408 32,780 
2011 27,617 67,833 80,083 30,333 -0,085 0,983 0,000 3,908 6,853 
2012 27,775 70,000 78,167 29,667 0,073 3,150 -1,917 3,242 170,191 
𝑿  27,702 66,850 80,083 26,425 
    
 
 
Batas kendali untuk Bagan kendali Hotelling 𝑇2 adalah sebagai berikut 
𝑈𝐶𝐿 =
𝑝 𝑞 − 1 (𝑛 − 1)
𝑞𝑛 − 𝑞 − 𝑝 + 1
𝐹𝛼 ,𝑝 ,𝑞𝑛−𝑞−𝑝+1 
𝑈𝐶𝐿 = 50,763 
 
Sehingga bagan kendali Hotelling 𝑇2 untuk data cuaca tahun 2003 sampai dengan 
tahun 2012 adalah sebagai berikut :  
 
Gambar 2  Bagan kendali 𝑇2 fase I untuk data Temperatur Udara (𝑿1), 
Penyinaran matahari (𝑿2), Kelembaban udara (𝑿3) dan Kecepatan angin (𝑿4) 
Kota Makassar Pada Tahun 2003 sampai dengan Tahun 2012. 
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Dari bagan kendali di atas terdapat 2 data 10 data yang berada di luar batas 
kendali. Hal ini menunjukkan 80% data berada dalam batas kendali. 
Dengan adanya perbedaan hasil dari data yang berada di luar batas kendali, 
berarti terdapat perbedaan keefektifan di antara statistic G dan T
2
 
hotelling,  
 
5. Kesimpulan 
 
Statistik G berdistribusi Chi-square dengan derajat bebas 
𝑝(𝑝+1)
2
. Jika 
dibandingkan dengan bagan kendali Hotelling 𝑇2 dengan data yang sama, pada 
bagan kendali G mendeteksi Out-of-control sebanyak 6 data, sedangkan pada bagan 
kendali Hotelling 𝑇2 hanya mendeteksi Out-of-control sebanyak 2 data. Jadi terdapat 
perbedaan hasil pengolahan data. Untuk mengetahui kinerja bagan kendali yang baik 
digunakan, sebaiknya pada penulisan selanjutnya membandingkan bagan kendali G 
dan bagan kendali Hotelling 𝑇2 melalui Average Run Lenght (ARL). 
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