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Abstract
The dynamical equations for a gliding Lagrange top are not integrable. They have
5 dynamical variables and admit one integral of motion. We show that all solutions
go to one of the two vertical spinning solutions and determine conditions of their
stability. This means that solutions starting close to either of the spinning solutions go
asymptotically to this solution.
Key words: Lagrange top; rigid body; nonholonomic mechanics; asymptotics of solu-
tions.
1 Equations of motion for the gliding Lagrange top
We study motion of a spinning and gliding Lagrange top (gLT) of mass m
under action of the gravitational force −mgzˆ and subjected to a constraint
allowing the bottom tip A to glide in a horizontal plane of support. The top
may spin above the plane, under the plane and may cross the plane during its
motion. Equations for the gliding Lagrange top have been studied in [4] as a
limiting case of equations for the Tippe Top.
For describing motion of the top we use three right-handed reference frames
as in Fig 1 1. Here K0 is an inertial frame, K = (1ˆ, 2ˆ, 3ˆ) is a (partialy) body
fixed frame with origin placed at the centre of mass (CM) and having the
axis 3ˆ aligned along the symmetry axis of the top. The frame K˜ = (xˆ, yˆ, zˆ) has
origin at the contact point A and with xˆ, yˆ aligned with the plane of constraint.
The xˆ-axis stays in the vertical plane of (1ˆ,3ˆ) and the axis 2ˆ is parallel to yˆ. This
means that K˜ is rotating about the vertical axis zˆ with angular velocity ϕ˙ where
(θ, ϕ,ψ) denote the standard Euler angles describing rotation of the top w.r.t.
the inertial reference frame K0. We let ω be the angular velocity vector in the
K-frame and L = Iω = I1ω11ˆ+ I1ω22ˆ+ I3ω33ˆ is the angular momentum (due
to axial symmetry, we have I1 = I2 for the moments of inertia). The equations
of motion for gLT consist of an equation for the motion of the centre of mass
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Figure 1: Diagram of the gliding Lagrange Top.
CM, an equation for rotation about CM and, due to axial symmetry, of one
kinematic equation for motion of the symmetry axis 3ˆ. They are
ms¨ = F−mgzˆ, L˙ = a× F, ˙ˆ3 = ω× 3ˆ =
1
I1
(L× 3ˆ), (1)
where the dot denotes time-derivative, s is the position of CM w.r.t. the iner-
tial frame K0, a = −l3ˆ points from CM to the point of support A, −mgzˆ is the
gravitational force acting at CM and F = Ff + FR = −µgn(t)vA + gn(t)zˆ is the
force acting at A. This last force consist of a reaction force FR = gn(t)zˆ and
a frictional force Ff = −µgn(t)vA acting against the direction of the gliding
velocity vA = s˙+ω× a. The friction coefficient µ(s, s˙, L, 3ˆ, t) > 0 may depend
on all dynamical variables and time.
For the classical Lagrange top (LT), for which A is fixed, vA = 0, s˙ = −ω× a
and equations of motion are usually given for the angular momentum w.r.t.
the point of support A. So then LA = L + mω × (ω × a) as follows from
the Steiner formula. The derivative is ddtLA = a × (mgzˆ) + m(a× v˙A) since
vA = s˙+ ω× a.
The constraint keeping the tip A in the plane means that (s(t) + a(t)) · zˆ = 0
and that the gliding velocity stays in the plane of support, i.e. 0 = (s˙+ ω ×
a) · zˆ = vA · zˆ. The second derivative of the constraint 0 = zˆ ·
d2
dt2
(s+ a) =
zˆ ·
[
s¨− 1I1
d
dt (L× 3ˆ)
]
determines the value of the vertical reaction force
gn(t) =
mgI21 + ml(L · 3ˆL · zˆ− 3ˆ · zˆL
2)
I21 + ml
2 I1(1− (3ˆ · zˆ)2) + ml2 I1µ3ˆ · zˆvA · 3ˆ
. (2)
If we denote s = (r, szˆ) then szˆ = l3ˆ · zˆ, s˙zˆ = l
˙ˆ3 · zˆ = l(ω× 3ˆ) · zˆ are determined
and the equation ms¨ = F−mgzˆ is reduced to mr¨ = −µgn(t)vA.
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The system (1) inherits from LT an integral of motion L · 3ˆ = L3 as
d
dt
(
L · 3ˆ
)
= L˙ · 3ˆ+ L · ˙ˆ3 = (a× F) · 3ˆ+
1
I1
L · (L× 3ˆ) = 0.
The total energy E = 12ms˙
2 + 12ω · L + mgs · zˆ is not conserved but it is a
monotonously decreasing function of time since
E˙ =ms˙ · s¨+ ω · L˙+ mgs˙ · zˆ = (vA −ω× a) · F−mgs˙ · zˆ + ω · (a× F) + mgs˙ · zˆ
=vA · F− F · (ω× a) + ω · (a× F) = F · vA = −µgn|vA|
2
when we consider mechanical solutions with a positive reaction force.
The projection of LA and L onto the zˆ-axis is no longer an integral of motion
as
d
dt
(LA · zˆ) = m(a× v˙A) · zˆ,
d
dt
(L · zˆ) = m(a× v˙A) · zˆ−ml
2
(
3ˆ×
d
dt
(ω× 3ˆ)
)
· zˆ.
The system (1) thus admits only one integral of motion, it dissipates energy
and it is not integrable.
2 Equations in Euler angles
As has been stated, the orientation of the gLT with respect to K is described
by the three angles (θ, ϕ,ψ), which are functions of time. The angle θ is the
inclination of the symmetry axis 3ˆ w.r.t. zˆ, ϕ is the rotation angle around the
zˆ-axis and ψ is the rotation around the 3ˆ-axis.
The angular velocity of the reference frame (1ˆ, 2ˆ, 3ˆ) with respect to K is
ωref = −ϕ˙ sin θ1ˆ+ θ˙2ˆ+ ϕ˙ cos θ3ˆ.
The total angular velocity of the gLT is found by adding the rotation around
the symmetry axis 3ˆ:
ω = ωref + ψ˙3ˆ = −ϕ˙ sin θ1ˆ+ θ˙2ˆ+ (ψ˙ + ϕ˙ cos θ)3ˆ.
We shall refer to the third component of this vector as ω3 = ψ˙ + ϕ˙ cos θ. The
kinematic equations giving the rotation of the axes (1ˆ, 2ˆ, 3ˆ) will then be
˙ˆ1 = ωref × 1ˆ = ϕ˙ cos θ2ˆ− θ˙3ˆ,
˙ˆ2 = ωref × 2ˆ = −ϕ˙ cos θ1ˆ− ϕ˙ sin θ3ˆ,
˙ˆ3 = ωref × 3ˆ = ω× 3ˆ = θ˙1ˆ+ ϕ˙ sin θ2ˆ.
In this notation we can rewrite the reduced equations of motion
(Iω)˙= a× (gnzˆ − µgnvA) ,
mr¨ = −µgnvA,
using the Euler angles. We only need to add that the vertical axis is written
as zˆ = − sin θ1ˆ + cos θ3ˆ and that the velocity of the point of support is then
3
vA = νx cos θ1ˆ+ νy2ˆ+ νx sin θ3ˆ, where νx, νy are components in the xˆ = 2ˆ× zˆ
and yˆ = 2ˆ direction (note here that zˆ · vA = 0 as expected). So substituting
ω, vA and zˆ in the equations above with their Euler angle form, differentiating
and separating for each component leads us to equations of motion expressed
in Euler angles.
We will rewrite equations of motion (1) in coordinate form in terms of Euler
angles. This formulation has the advantage of being independent of the ref-
erence point, be it the CM or the supporting point A. By solving this system
for the functions (θ¨, ϕ¨, ω˙3, ν˙x, ν˙y) we get:
θ¨ =
1
I1
(
I1 ϕ˙
2 sin θ cos θ − I3ω3 ϕ˙ sin θ + lµgnνx cos θ + lgn sin θ
)
(3)
ϕ¨ =
1
I1 sin θ
(
I3ω3θ˙ − 2I1θ˙ ϕ˙ cos θ + lµgnνy
)
, (4)
ω˙3 =0, (5)
ν˙x =
l sin θ
I1
(
I3ω3 ϕ˙ cos θ + I1(θ˙
2 + ϕ˙2 sin2 θ)− lgn cos θ
)
−
µgnνx
mI1
(
I1 + ml
2 cos2 θ
)
+ νy ϕ˙, (6)
ν˙y =−
l I3ω3θ˙
I1
−
I∗1
mI1
µgnνy − νx ϕ˙. (7)
The equation for gn (2) becomes
gn(t) =
mgI1 −ml
[
I1 cos θ(θ˙
2 + ϕ˙2 sin2 θ)− I3ω3 ϕ˙ sin
2 θ
]
I1 + ml2 sin
2 θ + ml2µνx sin θ cos θ
.
The equation ω˙3 = 0 says that L3ˆ = I3ω3 is an integral of motion, but L · zˆ =
I1 ϕ˙ sin
2 θ + I3ω3 cos θ is not as
d
dt
(L · zˆ) =
d
dt
(
I1 ϕ˙ sin
2 θ + I3ω3 cos θ
)
= I1 ϕ¨ sin
2 θ + 2I1 ϕ˙θ˙ sin θ cos θ − I3ω3θ˙ sin θ
= lµgnνy sin θ.
The energy for the gliding LT is
E =
1
2
ms˙2 +
1
2
ω · L+ mgs · zˆ
=
1
2
mv2A + mlvA · (ω× 3ˆ) +
1
2
ml2(ω× 3ˆ)2 +
1
2
ω · L+ mgs · zˆ
=
1
2
m(ν2x + ν
2
y) + ml(νxθ˙ cos θ + νy ϕ˙ sin θ) +
1
2
(I∗1 (θ˙
2 + ϕ˙2 sin2 θ) + I3ω
2
3) + mgl cos θ.
Its derivative gives E˙ = F · vA when we use equations (3)–(7) and the second
derivative
gn
m − g + l(θ¨ sin θ + θ˙
2 cos θ) = 0 of the contact criterion.
3 Asymptotic solutions to gliding Lagrange top
The dynamical system of equations (3)–(7) is nonintegrable and the only so-
lutions that can be directly seen by inspection are y0,pi = (θ = 0,pi; θ˙ = 0, ϕ˙ =
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const,ω3 = const, νx = 0, νy = 0). These solutions are, as we shall show below,
asymptotic solutions to gLT in the sense of the LaSalle theorem.
For an autonomous system in a domain D ⊂ Rn
y˙ = Y(y), (8)
where Y : D → Rn is a continuous, Lipschitz map, a set M ⊂ Rn is positively
invariant w.r.t. (8) if y(0) ∈ M implies that the solution y(t) ∈ M for all t ≥ 0.
The LaSalle theorem [2, 3] states
Theorem 3.1 (LaSalle). Suppose Ω ⊂ D is compact and positively invariant set for
(8). Let V be a scalar C1-function on D and suppose V˙(y) ≤ 0 in Ω. Let B be the
largest invariant set in M = {y ∈ Ω : V˙(y) = 0}. Then every solution starting in
Ω approaches B as t → ∞.
For the gLT the energy is a good LaSalle function since E˙ = F · vA = −µgn|vA|
2 ≤
0 whenever gn ≥ 0.
We consider then equations (1) defined as a dynamical system for y = (r˙, L, 3ˆ) ⊂
D ⊂ R2 ×R3 × S2. The required asymptotic set is then defined as M = {y =
(r˙, L, 3ˆ) : E˙ = −µgn|vA|
2 = 0}. To M belong solutions defined by the con-
dition vA = 0 and, possibly, solutions satisfying gn = 0. As we show below,
there are no solutions satisfying gn(t) = 0.
The definition of the set M = {y = (r˙, L, 3ˆ) : E˙ = −µgn|vA|
2 = 0} cor-
responds well to the usual mechanical intepretation of asymptotic solutions
understood as frictionless solutions without loss of energy.
When gn ≥ 0 the same energy function defines a positively invariant compact
set Ω ⊂ D as
Ω =
{
(r˙, L, 3ˆ) : E(r˙, L, 3ˆ) =
1
2
r˙2 +
1
2
(
1
I1
(L× 3ˆ) · zˆ
)2
+
1
2
ω · L+ mgs · zˆ ≤ E(y(0)) + 2mgl
}
.
From the constraint (s − l3ˆ) · zˆ = 0 we have −l ≤ s · zˆ ≤ l and the en-
ergy is bounded from above and from below. To ensure applicability of the
LaSalle arguments we shall need to assume that we consider solutions with
nonnegative reaction force gnzˆ ≥ 0. This is important because, for small ϕ˙,
νx, small angles θ and sufficiently large θ˙, the numerator in formula (2) for gn
can become negative gI1 − l(I1 cos θ(θ˙
2 + ϕ˙2 sin2 θ) − I3ω3 ϕ˙ sin
2 θ) < 0. The
assumption is also necessary since solutions with initially positive gn(0) ≥ 0
may, in principle, acquire negative values of gn(t) at some later time.
Lemma 1. When gn(t) > 0 the only asymptotic solutions of the gLT equations (1)
with vA = 0 are the upright and the upside-down spinning solutions
y0,pi = (θ = 0,pi; θ˙ = 0, ϕ˙ = const,ω3 = const, νx = 0, νy = 0).
Proof. Asymptotic solutions vA = 0 satisfy
(Iω)˙= gna× zˆ,
˙ˆ3 = ω× 3ˆ,
mr¨ = 0.
. (9)
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When written in Euler angles, equations (9) turns into three equations of mo-
tion (10)–(12) and two constraint equations (13), (14):
− I1 ϕ¨ sin θ − 2I1θ˙ ϕ˙ cos θ + I3θ˙ω3 = 0, (10)
I1θ¨ − I1 ϕ˙
2 sin θ cos θ + I3ω3 ϕ˙ sin θ = lgn sin θ, (11)
I3ω˙3 = 0, (12)
ml(θ¨ cos θ − sin θ(θ˙2 + ϕ˙2)) = 0, (13)
ml(−ϕ¨ sin θ − 2ϕ˙θ˙ cos θ) = 0, (14)
where gn is
gn =
mgI1 −mlI1(cos θ(θ˙
2 + ϕ˙2 sin2 θ)− I3ω3 ϕ˙ sin
2 θ)
I1 + ml2 sin
2 θ
.
We substitute the equations of motion into the constraint equations to get the
following conditions:
sin θ(I1(θ˙
2 + ϕ˙2 sin2 θ) + I3ω3 ϕ˙ cos θ − lgn cos θ) = 0, (15)
I3ω3θ˙ = 0. (16)
These conditions determine the admissible types of solutions to the system (9).
We show that the constraints imply that sin θ = 0. The equations above hold
if any factor is equal to zero. Suppose ω3 = 0 in (16). Then either sin θ = 0 in
(15) or
I1(θ˙
2 + ϕ˙2 sin2 θ) = lgn cos θ,
where
gn =
mgI1 −mlI1 cos θ(θ˙
2 + ϕ˙2 sin2 θ)
I1 + ml2 sin
2 θ
.
We can see that (θ˙2 + ϕ˙2 sin2 θ) cos2 θ is constant since its derivative is:
2(θ¨θ˙ + ϕ¨ϕ˙ sin2 θ + ϕ˙2θ˙ sin θ cos θ) cos2 θ − 2θ˙ cos θ sin θ(θ˙2 + ϕ˙2 sin2 θ)
= 2(θ˙ ϕ˙2 cos θ sin θ +
lgn
I1
θ˙ sin θ − 2ϕ˙2θ˙ cos θ sin θ + ϕ˙2θ˙ sin θ cos θ) cos2 θ
− 2θ˙ cos θ sin θ
lgn
I1
cos θ = 0.
Call this constant C. If we use this constant in the equations above we get
C =
lgn
I1
cos3 θ, gn cos θ =
mgI1 cos θ −mlI1C
I1 + ml2 sin
2 θ
.
By eliminating gn we get a polynomial equation with real coefficients for the
unknown cos θ:
cos2 θ(I1C + 2ml
2C−ml2C cos2 θ −mgl cos θ) = 0.
It has at least one real solution. Thus cos θ is constant and θ˙ = 0. If ω3 6= 0
then by (16) again θ˙ = 0. For solutions to (10)-(12) with the constraints (15) and
(16) we have found that θ is constant. We now show that the only solutions
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allowed by this system are the upright and inverted spinning gLT, solutions
such that θ = 0 or θ = pi. Suppose that θ ∈ (0,pi) (so sin θ 6= 0). The first
constraint equation (15) gives
I1 ϕ˙
2 sin2 θ + I3ω3 ϕ˙ cos θ − lgn cos θ = 0. (17)
We have from equation (10) that ϕ¨ = 0, so that ϕ˙ is constant. From equation
(11) we get
I3ω3 ϕ˙− I1 ϕ˙
2 cos θ = lgn,
and together with (17) we obtain
I1 ϕ˙
2 = 0.
So ϕ˙ = 0. But this means in equation (11) that gn sin θ = 0 which contradicts
the assumption sin θ 6= 0. We conclude that for the asymptotic solutions to
the gliding LT system we have either θ = 0 or θ = pi. For these solutions we
have gn = mg.
Lemma 2. There are no solutions of the system (1) satisfying gn(y) = 0 and M =
{y = (r˙, L, 3ˆ) : vA = 0} = {y0, ypi} is the largest invariant set in Ω.
Proof. Assume that y˜(t) is a solution of the gLT equations (1) such that gn(y˜) =
0 and derive a contradiction. If gn = 0 in this system we have that L is constant
and that the numerator in the formula (2) for gn vanishes:
gI21
l
+ L · zˆL3ˆ = 3ˆzˆL
2. (18)
If L = 0 then the equation reads
gI21
l = 0, which is clearly false. If L 6= 0 then
3ˆzˆ is constant and we can find the other components of 3ˆ from
1 = 3ˆ2,
0 = ˙ˆ3 · zˆ = 1I1 (Lxˆ 3ˆyˆ − Lyˆ 3ˆxˆ).
Either Lxˆ and Lyˆ are both zero or both nonzero. In the first case we get
L = L · zˆ3ˆzˆ, which means for (18) that
gI21
l = 0, which is a contradiction.
If Lxˆ 6= 0 and Lyˆ 6= 0 we can solve the system above, which means that 3ˆ
is constant. But then we can write L = L3ˆ 3ˆ and we find again for (18) the
contradiction
gI21
l = 0. Since we cannot find any solutions y˜(t) to the system
(1) such that gn(y˜(t)) = 0 and M is the invariant manifold of solutions to this
system such that vA = 0, the set M is the largest invariant set in Ω.
With this lemma we can give a proof of the asymptotic behaviour of trajecto-
ries of the gLT system.
Proposition 3.1. Every solution y˜(t) of the gLT equations (1) satisfying the as-
sumption gn(t) ≥ 0, t ≥ 0 goes asymptotically to exactly one of the solutions
y0,pi = (θ = 0,pi; θ = 0, ϕ˙ = const,ω3 = const, νx = 0, νy = 0) .
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Proof. We consider y˜(t) such that gn(t) ≥ 0, t ≥ 0 and let L
+
y˜ be its positive
limit set, i.e. the set of all limit points of y˜(t) for sequences {tm} such that
tm → ∞ as m → ∞. As we have already mentioned, E(y˜(t)) is a decreas-
ing function of t, so y˜(t) is contained in the compact set Ω = {y˜(t) ∈ D :
E(y˜(t)) ≤ E(y˜(0))}. We have L+y˜ ⊂ Ω since Ω is closed. The function E(y˜(t))
has a limit a as t → ∞ since E(y˜(t)) is continuous on the compact set Ω. One
can show that since y˜(t) is bounded on the compact set Ω the positive limit
set L+y˜ is nonempty, compact and invariant (see [2], appendix), so if p ∈ L
+
y˜
then there is a sequence {tm} with tm → ∞ and y˜(tm) → p as m → ∞. By the
continuity of E, we have E(p) = limm→∞ E(y˜(tm)) = a. The energy E is thus
constant on L+y˜ and since L
+
y˜ is an invariant set, E˙ = 0 on L
+
y˜ . By the previous
lemma, B is the largest invariant set in {y˜ ∈ D : E˙(y˜) = 0}, so it follows that
L+y˜ ⊂ B. By inclusion, y˜(t) approaches B as t → ∞. Since B only contains two
isolated solutions and L+y˜ is connected, we see that the positive limit set must
coincide with one of the solutions for (9).
The statement of this proposition reflects the mechanical understanding that
when t → ∞ the energy decreases the gliding velocity vA → 0 and the asymp-
totic solution is one of the stationary solutions of the classical LT.
It remains to investigate the relative stability of these asymptotic solutions.
The energy of the gliding HST can be rewritten as a sum of two terms:
E =
(
1
2
m(ν2x + ν
2
y) + ml(νxθ˙ cos θ + νy ϕ˙ sin θ) +
1
2
I∗1 θ˙
2
)
+
+
(
(L · 3ˆ)2
2I3
+
(LA · zˆ(t)− L · 3ˆ cos θ)
2
2I∗1 (1− cos
2 θ)
+ mgl cos θ
)
=E1(θ, θ˙, ϕ˙, νx, νy) + E2(θ, LA · zˆ(t), L · 3ˆ). (19)
The first function vanishes for the asymptotic solutions (since then vA → 0
and θ˙ = 0) the second function goes to
E2(θ, LA · zˆ, L · 3ˆ) = E2(θ) =
(L · 3ˆ)2
2I3
+
(LA · zˆ− L · 3ˆ cos θ)
2
2I∗1 (1− cos
2 θ)
+mgl cos θ, (20)
because LA · zˆ is an integral of motion for the HST. The problem of checking
the stability of the asymptotic solutions is reduced to examining the character
of extremal values of E2(θ) for the points θ = 0 and θ = pi. These solutions
are asymptotically stable if E′′2 (θ) > 0 for θ = 0 and θ = pi. But we have
E′′2 (θ) = − cos θE
′
2(cos θ) + (1− cos
2 θ)E′′2 (cos θ), (21)
so we see that we only have to investigate E′2(cos θ) for cos θ = ±1. We look
first at the asymptotic solution cos θ = 1. For this solution LA · zˆ = L · 3ˆ =
LA · 3ˆ, so the derivative of E2(cos θ) is equal to
E′2(cos θ) =
−(LA · 3ˆ)
2
I∗1 (1+ cos θ)
2
+ mgl. (22)
We then get
E′′2 (θ = 0) > 0⇔ E
′
2(cos θ = 1) < 0⇔ (LA · 3ˆ)
2
> 4mglI∗1 . (23)
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Thus the upright spinning solution is stable if the angular momentum about
the 3ˆ-axis satisfies |LA · 3ˆ| > 2
√
mglI∗1 . The second asymptotic solution is
cos θ = −1. For this solution LA · zˆ = −LA · 3ˆ, so the derivative of E2(cos θ) is
E′2(cos θ) =
(LA · 3ˆ)
2
I∗1 (1− cos θ)
2
+ mgl. (24)
From this we get
E′′2 (θ = pi) > 0⇔ E
′
2(cos θ = −1) > 0⇔
(LA · 3ˆ)
2
4I∗1
+ mgl > 0. (25)
Clearly this inequality is always satisfied, so the upside-down spinning posi-
tion is always stable. The conditions of stability for the asymptotic straight and
inverted spinning solutions are the same as for the classic Lagrange top [1].
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