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1. INTRODUCTION
Linking of sets plays a useful role in a wide variety of problems in the
Calculus of Variations. Schechter and Tintarev [10] have recently intro-
duced a new notion of linking according to which, if A and B are closed
bounded disjoint sets in a Banach space X such that X"A is connected,
then
(A links B) O (B links A).
Using minimax methods, they prove the following critical point theorem:
Assume that F # C 1(X, R) satisfies the PalaisSmale compactness condi-
tion (PS) and is bounded on bounded sets. Suppose that there are closed
bounded disjoint sets A and B in X such that A links B, B links A, and
a=sup
A
Finf
B
F=b.
Then F has two different critical points u1 , u2 with
F(u1)abF(u2).
In this paper we prove a similar result for homologically linking sets
via Morse theory and show, in addition, that a certain critical group of
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each critical point is nontrivial. In infinite dimensional Morse theory as
developed by Chang [5], critical groups describe the local behavior of the
function near an isolated critical point. Thus our result contains additional
information about the topological types of both critical points. Making
essential use of this extra Morse theoretic information, we prove new
multiplicity results for nonlinear PDE’s and systems of ODE’s.
In what follows we assume that the reader is somewhat familiar with
Morse theory on HilbertRiemannian manifolds. Necessary prerequisites
(and much more!) may be found in Chang [5]. In particular, we recall that
the critical groups of a real C1 function F at an isolated critical point u0 ,
F(u0)=c, are defined by
Cq(F, u0)=Hq(Fc & U, (Fc & U )"[u0]) q # Z.
Here Fc=[u: F(u)c], U is a neighborhood of u0 such that u0 is the only
critical point in Fc & U, and H*( } , } ) denote the singular relative homol-
ogy groups. We also recall the following minimax result (see Chang [5],
Chapter II, Theorem 1.5):
Suppose that [z] # Hq(Fb , Fa) is a nontrivial singular homology class
where a<b are regular values of F. Set
c := inf
z~ # [z]
sup
u # |z~ |
F(u),
where |z~ | denotes the support of the singular chain z~ . Assume that F
satisfies (PS)c and that the critical points of F at the level c are isolated.
Then F has a critical point u0 with
F(u0)=c and Cq(F, u0){0.
Let us recall the definition of homological linking (see Benci [2]): Let
Q and S be disjoint subsets of a topological space M and suppose that Q
is diffeomorphic to the (q+1)-dimensional ball. Then Q and S link if the
embedding
iq : Hq(Q)  Hq(M"S )
is nontrivial. We use the following variant: Let A and S be disjoint subsets
of M and let q0 and ;>$q0 be integers. We say that A (q, ;)-links S if
the rank of
iq : Hq(A)  Hq(M"S )
is at least ;. Several examples of linking are given in Section 2.1. Our main
result is the following:
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Let F be a real C1 function defined on an infinite dimensional Hilbert
space H satisfying (PS). Assume that F has only isolated critical values and
each critical value corresponds to a finite number of critical points. Sup-
pose that there are disjoint subsets A and S of H such that A (q, ;)-links
S and
Fa on A, F>a on S,
where a is a regular value of F. If S is bounded and F is bounded below
on bounded sets, then F has two different critical points u1 , u2 with
F(u1)<a<F(u2) and Cq(F, u1){0, Cq+1(F, u2){0.
The existence of u2 with F(u2)>a and Cq+1(F, u2){0 was first proved
in Chang [5]. If A is homeomorphic to the q-dimensional sphere (and
hence compact), then H"A is contractible and hence S does not homologi-
cally link A. Thus the proof of our result cannot proceed as in Schechter
and Tintarev [10]. In Section 2.2 we prove two abstract lemmas on which
the proofs of all our critical point theorems will be based. We give several
existence theorems for functions defined on HilbertRiemannian manifolds
before specializing to the case of a Hilbert space. When F is bounded
below, the assumption that S is bounded may be dropped and we get
at least three critical points if q1 (for the global minimizer u0 ,
rank Cj (F, u0)=$j0).
We also give some critical point theorems for functions defined on
manifolds with boundary, using Morse theory under general boundary
conditions as developed by Chang and Liu [6]. These theorems are then
applied to linking in fixed regions of Hilbert spaces and an alternative is
proved; either there is a critical point or there is a nonlinear eigenvalue, i.e.,
we obtain a higher dimensional version of Schechter’s mountain pass alter-
native [8].
Finally we give applications of our critical point theorems to nonlinear
differential equations. We begin with the elliptic boundary value problem
{&2u=* |u|
q&2 u+au+g(u)
u=0
in 0,
on 0,
where 0 is a smooth bounded domain in Rn, *>0, 1<q<2, a*1 the
first Dirichlet eigenvalue of &2, and g is a continuous function such that
g(u)=|u|p&2 u+o( |u| p&1) at u=0,  with 2<p<2nn&2 and G(u) :=
u0 g(t) dt0. Solutions of this problem correspond to critical points of the
function
F*(u)=|
0
1
2
|{u| 2&
*
q
|u|q&
1
2
au2&G(u)
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defined on the Sobolev space H 10(0). We prove the existence of at least two
nontrivial solutions for all *>0 sufficiently small.
Next we consider the system of ordinary differential equations
x +f (t) Vx(x)=0,
where x # Rn, f # C(R, R) is 2?-periodic and positive, and V # C 2(Rn, R)
satisfies 0<+ V(x)x } Vx(x) for |x| large, with +>2. Periodic solutions
of this equation with period 2? correspond to critical points of the function
F(x)=|
2?
0
[ 12 |x* |
2&f (t) V(x)]
defined on the subspace of H1([0, 2?]; Rn) consisting of 2?-periodic func-
tions. We give new sufficient conditions for the existence of at least two
nonconstant 2?-periodic solutions.
We also generalize an alternative for a superlinear problem due to
Schechter [8] using our critical point theorems for functions on manifolds
with boundary.
Notation. Throughout this paper H
*
( } , } ) denote the singular relative
homology groups with coefficients in a fixed field F and ;
*
( } ) denote the
Betti numbers.
$ij={1 if i=j0 if i{ j
is the Kronecker delta symbol. The customary notation
Fa :=[u: F(u)a] a # R
is used for the sublevel sets of F.
2. LINKING
2.1. Definition and Examples
Definition 2.1.1 (Linking). Let A and S be disjoint subsets of a
topological space M and let q0 and ;>$q0 be integers. We say that A
(q, ;)-links S if the rank of the embedding
iq : Hq(A)  Hq(M"S )
is at least ;.
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Note that q  dim M & 1 if M is a finite dimensional manifold.
Moreover, we have
Proposition 2.1.2. If M=Rn, A is a compact neighborhood retract such
that Ac is path connected, and A (q, ;)-links S, then q{n&1.
Proof. We shall show that Hn&1(A)=0. Since F is a field, Hn&1(A)
and Hn&1(A) are dual vector spaces, and Hn&1(A)$H8 n&1(A)$
H1(Rn, Ac) by the Poincare duality theorem. Since Ac is path connected, it
follows from the exact sequence of the pair (Rn, Ac) that H1(Rn, Ac)$
H 0(Ac)=0. K
Examples of Linking
Let H be a Hilbert space with an orthogonal decomposition H=
H1 H2 , j :=dim H1<.
1. Let A be the unit sphere in H1 and let S=H2 . Then A
( j&1, 1+$j1)-links S. Indeed, A is a strong deformation retract of H"S
and hence i
*
is an isomorphism.
2. Let A be the relative boundary of [u=u1+se : u1 # H1 , s0,
&u&R] where e is a unit vector in H2 and R>0 and let S=
[u # H2 : &u&=\] where 0<\<R. Then A ( j, 1+$j0)-links S. If j=0,
A=[0, Re] is a strong deformation retract of H"S=[u # H : &u&{\]; if
j1, it follows from Example 7.4 of Benci [2] that A is a generator of a
nontrivial homology class in Hj (H"S ).
3. Let M be the unit sphere in H, let A=M & H1 , and let S=
M & H2 . Then A ( j&1, 1+$j1)-links S. A strong deformation retraction
of M"S onto A is given by ’: [0, 1]_M"S  M"S, ’(t, u)=(1&t) u+
t PH1 u&(1&t) u+t PH1u& where PH1 is the orthogonal projection onto H1 .
2.2. Two Abstract Lemmas
If A (q, ;)-links S and A /i$ Y /i" M"S, then it follows from the
following commutative diagram that the ranks of the induced embeddings
i $q , i"q are at least ;.
Hq(A) ww
iq Hq(M"S )
Hq(Y )
The proofs of all our critical point theorems are based on the following two
lemmas.
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Lemma 2.2.1. Suppose that A (q, ;)-links S and B#A. If A/Y/M"S
and X#Y _ B, then dim Hq+1(X, Y );&#, where # is the rank of the
embedding Hq(A)  Hq(B).
Proof. We have A/Y/X, A/B/X and hence the following com-
mutative diagram where the bottom row is a portion of the exact sequence
of the pair (X, Y ).
Hq(A) ww Hq(B)
i$q
Hq+1(X, Y ) ww
* Hq(Y ) ww
i* Hq(X )
Since rank i $q;, it follows that dim ker i* ;&# and hence dim Hq+1(X, Y)
dim im 
*
=dim ker i
*
;&#. K
Lemma 2.2.2. Suppose that A (q, ;)-links S and C#S. If A/Y/M"S
and Z/Y & (M"C ), then dim Hq(Y, Z);&$ where $ is the rank of the
embedding Hq(M"C )  Hq(M"S ).
Proof. We have Z/Y/M"S, Z/M"C/M"S and hence the fol-
lowing commutative diagram where the left column is a portion of the
exact sequence of the pair (Y, Z).
Hq(Z) ww Hq(M"C )
i*
Hq(Y ) ww
i"q Hq(M"S )
j*
Hq(Y, Z )
Since rank i"q  ;, it follows that rank i*  dim Hq(Y ) & ; + $ and
hence dim Hq(Y, Z)dim im j*=dim Hq(Y )ker j*=dim Hq(Y )im i*=
dim Hq(Y )&dim im i*;&$. K
3. CRITICAL POINT THEOREMS
In this section we give our critical point theorems. Some of these exis-
tence results are known; see e.g., Schechter and Tintarev [10]. The novelty
here is the existence of a pair of critical points with a certain critical group
of each critical point nontrivial. We give applications of this additional
piece of Morse theoretic information in the next section.
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3.1. Functions on HilbertRiemannian Manifolds
Let F be a real C1 function defined on a HilbertRiemannian manifold
M satisfying (PS). Assume that F has only isolated critical values and each
critical value corresponds to a finite number of critical points. Suppose that
there are disjoint subsets A and S of M such that A (q, ;)-links S and
Fa on A, F>a on S,
where a is a regular value of F.
Theorem 3.1.1. Suppose that B#A and the rank of the embedding
Hq(A)  Hq(B) is less than ;. If b>a is a regular value of F and Fb on
B, then F has a critical point u with
a<F(u)<b and Cq+1(F, u){0.
Proof. Since A/Fa/M"S and Fb#Fa _ B, Hq+1(Fb , Fa){0 by
Lemma 2.2.1. K
Corollary 3.1.2. If ;q(M )<;, then F has a critical point u with
F(u)>a and Cq+1(F, u){0.
Proof. Taking B=M and replacing Fb by M in the proof of Theorem
3.1.1 gives dim Hq+1(M, Fa);&;q(M ) (the rank of the embedding
Hq(A)  Hq(M ) is at most ;q(M )). K
Theorem 3.1.3. Suppose that C#S and the rank of the embedding
Hq(M"C )  Hq(M"S ) is less than ;. If c<a is a regular value of F and
F>c on C, then F has a critical point u with
c<F(u)<a and Cq(F, u){0.
Proof. Since A/Fa/M"S and Fc/Fa & (M"C ), Hq(Fa , Fc){0 by
Lemma 2.2.2. K
Example 3.1.4. Let H, A, and S be as in Example 1 of Section 2.1 and
let C=[se+u2 : s0, u2 # H2] where e is a unit vector in H1 . Then the
rank of the embedding Hj&1(H"C)  Hj&1(H"S ) is $j1 .
Remark 3.1.5. For this particular example, Schechter [9] has given a
different proof of the existence of the critical point in Theorem 3.1.3
(without any information about the critical groups).
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Corollary 3.1.6. If F is bounded below, then F has a critical point u
with
F(u)<a and Cq(F, u){0.
In particular, u is different from the global minimizer u0 if q1 since
rank Cj (F, u0)=$j0 .
Proof. Take C=M and a regular value c<inf F in Theorem 3.1.3. K
Corollary 3.1.7. If ;q(M )<;, c<a is a regular value of F, and Fc is
contractible, then F has a critical point u with
c<F(u)<a and Cq(F, u){0.
Proof. Take C=[u # H : F(u)>c] in Theorem 3.1.3. K
3.2. Functions on Hilbert Spaces
Now we specialize to the case of a real Hilbert space H. As before, sup-
pose that there are disjoint subsets A and S of H such that A (q, ;)-links
S and
Fa on A, F>a on S,
where a is a regular value of F. From Corollary 3.1.2 follows:
Theorem 3.2.1. Then F has a critical point u with
F(u)>a and Cq+1(F, u){0.
Remark 3.2.2. Theorem 3.2.1 was first proved in Chang [5] (see also
Liu [7]).
Pairs of Critical Points Produced by Linking Subsets
Theorem 3.2.3. If ;>$q0+$q, dim H&1 , S is bounded, and F is bounded
below on bounded sets, then F has two different critical points u1 , u2 with
F(u1)<a<F(u2) and Cq(F, u1){0, Cq+1(F, u2){0.
Proof. Take a sufficiently large ball C#S and a regular value c<
min[a, infC F] in Theorem 3.1.3 (the rank of the embedding Hq(H"C ) 
Hq(H"S ) is at most ;q(H"C)=$q0+$q, dim H&1). K
The condition ;>$q0+$q, dim H&1 reduces to ;>$q0 if H is infinite
dimensional or if H=Rn and A is a compact NR such that Ac is path con-
nected (see Proposition 2.1.2).
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Remark 3.2.4. When A and S are as in Example 2 of Section 2.1, the
existence of the critical points u1 , u2 in Theorem 3.2.3 follows also from the
result of Schechter and Tintarev. The fact that Cq(F, u1){0 is new.
Triples of Critical Points for Functions Bounded Below
Combining Corollary 3.1.6 and Theorem 3.2.1 we obtain
Theorem 3.2.5. If F is bounded below, then F has two different critical
points u1 , u2 with
F(u1)<a<F(u2) and Cq(F, u1){0, Cq+1(F, u2){0.
In particular, u2 is different from the global minimizer u0 , and u1 is also
different from u0 if q1.
Note that S need not be bounded as in Theorem 3.2.3.
Remark 3.2.6. Theorem 3.2.5 should be compared with Chapter II,
Theorem 5.4 of Chang [5] and Theorem 4 of Brezis and Nirenberg [4].
Also, since F is bounded below and satisfies (PS), F(u)   as &u&  
and hence, when A and S are as in Example 1 of Section 2.1, the existence
of a pair of critical points follows also from Schechter and Tintarev’s result
applied to Example 2.
3.3. Functions on Manifolds with Boundary
Let M be a HilbertRiemannian manifold with boundary M, which is
assumed to be a smooth oriented submanifold of codimension 1; thus the
outward unit normal n of M is well-defined. Assume that F # C 1(M, R)
has only isolated critical points and satisfies the general boundary condi-
tion (GBC):
1. F has no critical points on M,
2. the restriction f :=F | M , as a function on M, has only isolated
critical points.
Assume further that F and f satisfy (PS) on M and M respectively, and
suppose that there are disjoint subsets A and S of M such that A (q, ;)-
links S and
Fa on A, F>a on S,
where a is now a regular value of F and f.
Theorem 3.3.1. Suppose that B#A and the rank of the embedding
Hq(A)  Hq(B) is less than ;. If b>a is a regular value of F and f and Fb
on B, then the following alternative holds: either
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1. F has a critical point u with
a<F(u)<b and Cq+1(F, u){0, or
2. f has a critical point u with
a<f (u)<b, Cq+1( f, u){0, and (&{F(u), n(u))>0.
Proof. As in the proof of Theorem 3.1.1, Hq+1(Fb , Fa){0. The conclu-
sion follows from Morse theory under general boundary conditions; see
Chang and Liu [6]. K
Theorem 3.3.2. Suppose that C#S and the rank of the embedding
Hq(M"C )  Hq(M"S ) is less than ;. If c<a is a regular value of F and f
and F>c on C, then the following alternative holds: either
1. F has a critical point u with
c<F(u)<a and Cq(F, u){0, or
2. f has a critical point u with
c<f (u)<a, Cq( f, u){0, and (&{F(u), n(u))>0.
Proof. As in the proof of Theorem 3.1.3, Hq(Fa , Fc){0. K
Nonlinear Eigenvalue Problems
Let H be a real Hilbert space and consider the region Mr=[u # H :
G(u)r] where r # R and G is a real C1 function on H with G${0 on
Mr=[u # H : G(u)=r]. By the implicit function theorem, Mr is a C 1
submanifold of H; the outward unit normal of Mr is given by n(u)=
G$(u)&G$(u)&. If F # C 1(Mr , R) and f :=F | Mr , then
f $(u)=F $(u)&(F $(u) n(u)) n(u)=F $(u)&
(F $(u) n(u))
&G$(u)&
G$(u)
and hence critical points of f with ( &{F(u) n(u))>0 correspond to
solutions of
F $(u)=* G$(u) *<0, G(u)=r.
Now we specialize to the case G(u)= 12 &u&
2 and work in the ball
Br=[u # H : &u&r] r>0. Assume that F # C1(Br , R) has only isolated
critical points and satisfies the GBC and that F and f :=F | Br satisfy (PS)
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on Br and Br respectively. Suppose that there are disjoint subsets A and
S of Br such that A (q, ;)-links (in Br) and supA F<infS F.
Theorem 3.3.3 (Linking Alternative). Assume that F is bounded on Br
and weakly lower semicontinuous.
1. If q=0, then for some integer 0m2, there are at least m solu-
tions of F $(u)=0 in Br and at least 2&m solutions of F $(u)=* u *<0 on
Br .
2. If q1, then for some integer 0m3, there are at least m
solutions of F $(u)=0 in Br and at least 3&m solutions of F $(u)=* u *<0
on Br .
Proof. Taking C=Br and regular values supA Fa<infS F, c<infBr F
in Theorem 3.3.2, either there is a solution of F $(u1)=0 in Br with
F(u1)<a and Cq(F, u1){0, or there is a solution of F $(u1)=*1 u1*1<0 on
Br with F(u1)<a and Cq( f, u1){0. Taking B=Br and a regular value
bsupBr F in Theorem 3.3.1, either there is a solution of F $(u2)=0 in Br
with F(u2)>a, or there is a solution of F $(u2)=*2 u2 *2<0 on Br with
F(u2)>a. Also, the global minimizer u0 is either a solution of F $(u0)=0 in
Br with rank Cj (F, u0)=$j0 , or a solution of F $(u0)=*0u0 *0<0 on Br
with rank Cj ( f, u0)=$j0 . Comparing the critical groups of u0 and u1 , we
see that they are different if q1. K
Remark 3.3.4. Theorem 3.3.3 is a higher dimensional version of the
mountain pass alternative due to Schechter [8], where q=0 (see also
Schechter and Tintarev [11]).
4. APPLICATIONS TO PDEs AND ODEs
4.1. An Elliptic Boundary Value Problem with a Concave Nonlinearity
Consider the problem
{&2u=* |u|
q&2 u+au+g(u)
u=0
in 0,
on 0,
(1)
where 0 is a bounded domain in Rn with smooth boundary 0, *>0 is a
real parameter, 1<q<2, and g is a continuous function such that
( g1) g(u)=|u|p&2 u+o( |u|p&1) at u=0,  with 2<p<
2n
n&2
.
Let 0<*1<*2*3 } } } be the eigenvalues of &2 with zero Dirichlet
boundary data.
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Theorem 4.1.1. Assume that a*1 and g satisfies ( g1) and
(g2) G(u) :=|
u
0
g(t) dt0 \u.
Then there exists **>0 such that problem (1) has at least two nontrivial
solutions for 0<*<**.
Remark 4.1.2. Ambrosetti, Azorero, and Peral [1] have considered the
case a=0 and G convex.
Proof of Theorem 4.1.1. We work in the Sobolev space H=H 10(0) and
seek critical points of the C1 function
F*(u)=|
0
1
2
|{u| 2&
*
q
|u|q&
1
2
au2&G(u).
It is well known that F* satisfies (PS).
Assume
*ja<*j+1 j1.
We use the splitting H=H1H2 with
H1=
j
i=1
ker(&2&*iI ) and H2= 

i=j+1
ker(&2&*i I )
and apply Theorem 3.2.3 with A and S as in Example 2 of Section 2.1.
By ( g2),
F*(u)
1
2 \1&
a
*j+ &u&2&|0 G(u)0 on H1 .
Since G grows superquadratically, it follows that
max
A
F*0 for R large.
By (g1), |G(u)|C |u|p and hence
F*(u)
1
2 \1&
a
*j+1+ &u&2&C(* &u&q+&u& p) on H2 ,
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where C denotes (possibly different) positive constants. It follows that _\,
**>0 such that
inf
S
F*>0 for 0<*<**.
Thus F* has two different critical points u1 , u2 with
Cj (F, u1){0 and F(u2)>0.
Since F(0)=0, u2 is a nontrivial solution of (1); so is u1 by Lemma 4.1.3
below. K
Lemma 4.1.3. If g satisfies ( g1), then for any *>0,
Cq(F* , 0)=0 \q.
Proof. Take $>0 so small that 0 is the only critical point in the ball
B=[u # H : &u&$].
Claim. For $ sufficiently small, there is a continuous map T : S 
(0, $], where S  is the unit sphere in H, such that
(F*)0 & B=[tu: u # S, t # [0, T(u)]].
Now the map ’: [0, 1]_B  B,
’({, tu)={tu(1&{) tu+{ Tu
if 0tT(u)
if T(u)t$
is a strong deformation retraction of ((F*)0 & B, ((F*)0 & B)"[0]) onto
(B, B"[0]) and hence
Cq(F* , 0)=Hq((F*)0 & B, ((F*)0 & B)"[0])$Hq(B, B"[0])=0 \q.
Proof of Claim. For u # S,
F*(tu)=
1
2
(1&a &u&2L2) t2&
*
q
&u&qLq tq&|
0
G(tu).
We have to show that _T=T(u) # (0, $] depending continuously on u such
that
F*(tu)<0 in (0, T ), F*(Tu)=0, F*(tu)>0 in (T, $] if T<$,
F*(tu)<0 in (0, $), F*($u)0 if T=$.
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Case 1. a &u&2L2
1
2 . Using the Sobolev inequality &u&L2C &u&
s &u&1&sLq
s=(1q&12)(1q&12+1n) # (0, 1),
F*(tu) 14 t
2&C* tq+O(t p).
Since q<2<p, it follows that F*(tu)<0 for t>0 small (independently of u).
Case 2. a &u&2L2 12 . Setting
#(t)=
F*(tu)
tq
=
1
2
(1&a &u&2L2) t
2&q&
*
q
&u&qLq&|
0
G(tu)
tq
,
we have
#(0)=&
*
q
&u&qLq<0,
#$(t)=
1
tq+1 {\1&
q
2+ (1&a &u&2L2) t2&|0 (tu g(tu)&qG(tu))=

1
tq+1 {
1
2 \1&
q
2+ t2+O(tp)=
>0 in (0, $] for some $>0 (independent of u).
It follows from the implicit function theorem that _! T=T(u) # (0, $]
depending continuously on u such that
#(tu)<0 in (0, T ), #(Tu)=0, #(tu)>0 in (T, $] if T<$,
#(tu)<0 in (0, $), #($u)0 if T=$. K
1.1. Nonconstant Time-Periodic Solutions of a System of ODEs
Consider the system of equations
x +f (t) Vx(x)=0, (2)
where x # Rn, f # C(R, R) is 2?-periodic and positive, and V # C2(Rn, R)
satisfies
(V1) 0<+V(x)x } Vx(x) for |x| large, with +>2.
This implies
V(x)C( |x|+&1)
and hence we may suppose
(V2) V(x)0.
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Periodic solutions of (2) with period 2? correspond to critical points of the
C2 function
F(x)=|
2?
0
[ 12 |x* |
2&f (t) V(x)]
defined on the Hilbert space
H=[x # H 1([0, 2?]; Rn) : x is 2?-periodic]
with the standard norm
&x&=_|
2?
0
|x* | 2+|x| 2&
12
.
It is well known that F satisfies (PS).
We use the splitting H=H1 H2 where H1 is the n-dimensional space
of constant functions and H2 is the space of functions in H whose integral
is zero. For x # H1 ,
|x| 2L
1
4?a |
2?
0
|x* | 2,
where a=32?2 (see Chapter 2, Section 3, Lemma 3 of Brezis and Nirenberg
[3]). Let
K(V )=[x # Rn: Vx(x)=0]
be the set of constant solutions, let *(x) and 4(x) be the smallest and the
largest eigenvalues of the matrix Vxx(x), and let *j=j 2 j=0, 1, 2, ... be the
eigenvalues of &d 2dt2 in H with periodic boundary condition.
Theorem 4.2.1. Assume that V satisfies (V1), (V2),
(V3) max
t, |x|1
f (t) V(x)<a,
(V4) K(V ) is a finite set, and for every x # K(V ), either
*(x)>0 and min
t
f (t) 4(x)>*1 , or
*(x)<0 and max
t
f (t) 4(x)<*1 .
Then equation (2) has at least two nonconstant 2?-periodic solutions.
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Remark 4.2.2. Brezis and Nirenberg [3] prove the existence of two
nonconstant 2?-periodic solutions of (2) under the stronger assumption
that K(V )=< by applying Schechter and Tintarev’s result.
Proof of Theorem 4.2.1. We apply Theorem 3.2.3 with A and S as in
Example 2 of Section 2.1 and \=- 4?a. Since (V2) implies that F0 on
H1 and V grows superquadratically,
max
A
F0 for R large.
If x # S, then |x|L1 and hence
F(x) 12\
2& max
t, |x|1
f (t) V(x)> 12 \
2&2?a=0 by (V3).
Thus F has two different critical points x1 , x2 with
Cn(F, x1){0 and F(x2)>0.
Since F0 on H1 , x2 is a nonconstant solution of (2); so is x1 by Lemma
4.2.3 below. K
Lemma 4.2.3. If F satisfies (V4), then for every x # K(V ),
Cn(F, x)=0.
Proof. By the Shifting theorem (Chapter I, Theorem 5.4 of Chang [5]),
Cn(F, x)$Cn&j (F , x),
where j is the Morse index of x and F is the restriction of F to the charac-
teristic submanifold N at x ; dimension of N is equal to the nullity of the
Hessian d 2F(x) given by
(d 2F(x) y, y)=|
2?
0
[ | y* | 2&f (t) Vxx(x) y } y] y # H.
We shall show that n&j<0 or > dim N and hence Cn&j (F , x)=0. Let !,
‘ # Rn be unit eigenvectors of Vxx(x) corresponding to *(x), 4(x) respec-
tively. If *(x)>0 and mint f (t) 4(x)>*1 , then d 2F(x) is negative on
H1 R‘ sin t and hence jn+1:
(d 2F(x) y, y)  &|
2?
0
f (t) *(x) | y| 2<0 on H1 ,
(d 2F(x) ‘ sin t, ‘ sin t) =|
2?
0
[cos 2 t&f (t) 4(x) sin2 t]<0.
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On the other hand, if *(x)<0 and maxt f (t) 4(x)<*1 , then d 2F(x) is
positive on R!H2 and hence j+dim Nn&1:
(d 2F(x) !, !)=&|
2?
0
f (t) *(x)>0,
(d 2F(x) y, y)|
2?
0
[*1&f (t) 4(x)] | y| 2>0 on H2 . K
4.3. An Alternative for a Superlinear Problem
Consider the problem
{&2u=g(u)u=0
in 0
on 0,
(3)
where 0 is a bounded domain in Rn with smooth boundary 0 and g is
a C1 function satisfying
( g1) | g(u)|C(1+|u| p&1) with p<
2n
n&2
,
( g2) G(u) :=|
u
0
g(t) dtC( |u|+&1) for |u| large, with +>2,
( g3) ug(u)>0 for u{0.
We work in H=H 10(0) and seek critical points of
F(u)=|
0
1
2 |{u|
2&G(u)
which need not satisfy (PS) since g is not assumed to satisfy the usual
+-condition. However, F does satisfy (PS) in bounded regions of H and
hence we work in a ball Br=[u # H : &u&r] r>0. By ( g3), f :=F | Br
satisfies (PS)c \c{ 12r
2. Critical points of f correspond to solutions of the
eigenvalue problem
{&2u=*g(u)u=0
in 0,
on 0
(4)
with &u&=r. Let 0<*1<*2*3 } } } be the eigenvalues of &2 with zero
Dirichlet boundary data and assume
*jg$(0)<*j+1 .
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Theorem 4.3.1. Assume that g satisfies ( g1)&( g3) and
( g4) G(u) 12*j u
2 \u if j>0.
Then for some r0>0 and an integer 0m2, there are at least m nontrivial
solutions of (3) and, for each rr0 , at least 2&m solutions of (4) with *>0
and &u&H10(0)=r.
Remark 4.3.2. Schechter [8] has considered the case j=0 using the
mountain pass alternative.
Proof of Theorem 4.3.1. Letting H1 , H2 , A, and S be as in the proof of
Theorem 4.1.1,
max
A
F0 for R large, inf
S
F>0 for \ small
as before ( g(0)=0 by ( g3)). Take r0R sufficiently large so that
(i) (3) has no solutions with &u&r0 ,
(ii) supBR F<
1
2r
2
0 ,
(iii) infBr0 F<0,
and apply Theorem 3.3.1 in Br rr0 with B=BR and regular values
0<a<infS F, supB Fb< 12r
2
0 ; either there is a solution of (3) with
F(u)>0, or there is a solution of (4) with *>0, &u&=r, and F(u)>0
( f satisfies (PS)c \c # [a, b]). The minimizer u0 of F in Br is either a solu-
tion of (3) with F(u0)<0, or a solution of (4) with *0>0, &u0&=r, and
F(u0)<0. K
ACKNOWLEDGMENTS
This paper is a part of the author’s Ph.D. thesis at the Courant Institute and the author is
greatly indebted to his thesis adviser Professor Louis Nirenberg for many useful discussions,
suggestions, and comments.
REFERENCES
1. A. Ambrosetti, J. Azorero, and I. Peral, Multiplicity results for some nonlinear elliptic
equations, J. Funct. Anal., in press.
2. V. Benci, A new approach to the MorseConley theory and some applications, Annal.
Matematica Pura Appl. CLVIII, No. IV (1991), 231305.
3. H. Brezis and L. Nirenberg, Nonlinear functional analysis, in press.
4. H. Brezis and L. Nirenberg, Remarks on finding critical points, Comm. Pure Appl. Math.
XLIV (1991), 939963.
159LINKING SUBSETS
File: DISTIL 330919 . By:DS . Date:30:09:97 . Time:11:10 LOP8M. V8.0. Page 01:01
Codes: 2447 Signs: 864 . Length: 45 pic 0 pts, 190 mm
5. K. C. Chang, ‘‘Infinite Dimensional Morse Theory and Multiple Solution Problems,’’
Birkha user, Boston, 1993.
6. K. C. Chang and J. Liu, Morse theory under general boundary conditions, Systems Sci.
Math. Sci. 4, No. 1 (1991), 7883.
7. J. Liu, The Morse index of a saddle point, Systems Sci. Math. Sci. 2, No. 1 (1989), 3239.
8. M. Schechter, The mountain pass alternative, Adv. Appl. Math. 12 (1991), 91105.
9. M. Schechter, Splitting subspaces and saddle points, Appl. Anal. 49 (1993), 3348.
10. M. Schechter and K. Tintarev, Pairs of critical points produced by linking subsets with
applications to semilinear elliptic problems, Bull. Soc. Math. Belg. 44 (1992), 249261.
11. M. Schechter and K. Tintarev, Nonlinear eigenvalues and mountain pass methods, Topol.
Methods Nonlinear Anal., J. Juliusz Schauder Center 1 (1993), 183201.
160 KANISHKA PERERA
