Multisymbol data compression using a binary arithmetic coder
Chul So0 Lee and Hyun Wook Park A multisymbol data compression method using a binary arithmetic coder (BAC) is proposed. After representing symbols into a binary format, each bit is sequentially coded by the BAC using a chain rule. The proposed method provides a slightly better compression ratio and much faster processing time than Witten's multisymbol arithmetic coder.
Introduction: Arithmetic coding is an efficient variable length coding that approaches the entropy limit. The frequently cited arithmetic coder proposed by Witten et al. [ l ] handles multisymbols with fixed or adaptive models. It requires multiplication and division to calculate the probabilities of symbols and their intervals, and these operations make Witten's method more complex in computation than the binary arithmetic coder.
If we have two symbols (bi-level symbols) to process, we can use a binary arithmetic coder such as a QM-coder [2] . It requires only subtraction and bit shift operations to calculate the probability interval. In addition, it uses a state machine based on Bayesian estimation principles to estimate the probability distribution adaptively [3] . The use of the state machine removes division in the calculation of symbol probabilities. Therefore, the QM-coder is easier to implement than the multisymbol arithmetic coder proposed by Witten et al. In this Letter, we propose a new method to compress multisymbol data using binary arithmetic coding.
Method: To encode multisymbol data using binary arithmetic coding, we have to convert them into a binary format. For example, if there are M symbols to deal with, each symbol can be represented as an N-bit binary number, where 2N-' s M <~~. Each bit can then be encoded using binary arithmetic coding with its own probability state; i.e. there are N independent contexts for probability estimation.
For example, suppose that the number of alphabets A of a random variable X is four. We can represent the random variable X as two random variables (Bo and B,), each of which has two symbols, '0' and '1'. The probability p(x) is described as p(x)=Pr{X=x} = Pr{Bo=bo,B1 =b1},bic {O, I}. When weencodexby using Witten's coder, the expected code length is equal to or slightly larger than its entropy H ( 4 given as
The probability distribution ofXcan be replaced with a joint probability distribution of two random variables, Bo and B1. The joint entropy H(Bo, B,) of a pair of discrete random variables (Bo, B I ) with a joint distribution p(bo, b l ) is defined as
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where H(B1 1 Bo) is the conditional entropy. In (4), the equality is valid when two random variables of Bo and B1 are independent of each other. However, it is difficult to guarantee the independence. Therefore, if we encode the two binary random variables (Bo and BI) independently (called binary-represented independent coding), the expected code length is longer than that of the multisymbol arithmetic coding of the random variable X.
To improve the compression ratio of the binary-represented multisymbol data, we adopt the concept of conditional entropy. First, we encode the most significant bit (MSB) using the probability with the null condition, ~( B N -I); the second significant bit uses the conditional probability considering the value of the MSB as the condition, IBNPI); the kth bit is encoded with the conditional probability,
. These situations can be represented with the binary tree shown in Fig. 1 . The MSB uses the root node that is a null condition; the condition to encode the second bit (bNP2) is one of two children of the root node according to the value of the MSB; to encode the kth bit (bN-k; 0 5 k<N) of binary representation of random variable X, the proposed method uses one of the ( k -l)th children of the root node according to the values of the previous encoded N -k -1 bits as a condition.
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Fig. 1 Conjguration of tree composed of the condition nodes
While the binary-represented independent coding manages only independent probability distributions, i.e.
, the proposed method deals with the conditional probability distributions. The proposed method uses all the nodes in the tree as conditions. According to (3), this method generates shorter code length than that from the binary-represented independent coding.
Let us analyse the number of contexts. To encode a multisymbol random variable X by using the binary-represented independent coding, we need only N contexts because we assume that N bits are independent of one another. In the case of the proposed method, we know all the values of the previous N -k -1 bits in order to code the kth bit. Thus, encoding of the kth bit has 2(N-k--1) contexts. The total number of contexts required to encode X with N-bit binary representation is If the number of alphabets is not a power of two, the total context number reduces to a certain extent. In the QM-coder, the number of contexts represents the required memory amount to store the context states.
Experimental results:
We performed experiments to compare the compression performance and the computation time of the proposed method to others. Six grey-scale images with different characteristics were used for the experiments, each of which has 512x512 pixels with eight bits per pixel. We compress and decompress them using three different methods. First, we consider each pixel value as a multisymbol and compress them with Witten's adaptive arithmetic coder. Thus, there are 256 symbols to deal with. Second, we convert each pixel value into an eight-bit binary number and compress each bit independently by using the binary-represented independent coder. Finally, after converting each pixel value into a binary number, we compress each bit by using the proposed coder that is the binary arithmetic coder with the conditional probabilities as described above.
We use the QM-coder as the binary arithmetic coder. We compare the computation times and compression ratios under
Windows 2000 in Pentium 111 (1 .O GHz) with 512 MB memory. Table 1 shows the computation times required to encode/decode by using each method. Since the QM-coder does not use multiplication and division to calculate the probability intervals and to estimate the probability distribution, it is much faster than the multisymbol arithmetic coder such as Witten's coder. In Table 2 , the binary-represented independent coding shows slightly low compression ratios. This means that eight bits are not mutually independent. When we compress images by using the proposed method, the compression ratios are higher than the others. The difference in compression ratios between Witten's coder and the proposed method is due to the difference of probability estimation and calculation of its interval. This Letter shows that the proposed method has outstanding performances in the compression ratios and computation speed for multisymbol data compression.
coding Introduction: Picosecond and subpicosecond electrical pulses are usually generated on coplanar photoconductive (PC) switches, which are produced from semiconductor thin films. These pulses are a powerful tool for the characterisation of high-speed electronics [I] . However, since the semiconductor material has to fulfil several requirements to be suitable for a PC switch, only a very limited number of semiconductors can be used for the direct generation of ultrafast electrical pulses [ 2 4 ] . Testing of electronic devices produced from other semiconductors will require transfer of the pulses from a PC switch to the device under test. In this Letter, we show that a properly designed coaxial link can be used to transfer ultra-short electrical pulses from coplanar PC switches to any electronic device with coplanar transmission line geometry without severe pulse broadening. Pulsewidths below 5 ps are obtained after this transfer, Moreover, we have analysed the electrical pulses in the coaxial line and obtained a pulse width of 3.3 ps. To our knowledge, these are the shortest electrical pulses ever reported for coaxial lines. Spectral analysis shows that these results pave the way for the testing of coplanar and coaxial electronic devices at frequencies well above 100 GHz. We note that the transfer of pulses between coplanar and coaxial lines was studied in [5] in the context of oscilloscope risetime calibration [6] , but the transferred pulses were a factor of 2 longer than in our work and a spectral analysis was not reported.
Experimental setup: A PC switch incorporated in a coplanar waveguide (CPW) has been produced from a 2 pm-thick GaAs layer, which was grown at 210°C on a semi-insulating GaAs substrate and subsequently annealed at 690°C for 20 min. Three 6 mm-long ohmic Ni-Au/Ge-Ni-Au stripes have been evaporated onto the semiconductor to form the CPW. The centre stripe with a width of 30 pm is separated by 20 pm from two 500 pm broad ground stripes, giving rise to a characteristic impedance of 5 0 Q at low frequencies. The impedance decreases at higher frequencies owing to the frequency dependence of the effective dielectric constant [7] , but this change is less than 10% in the frequency range of interest. The centre stripe contains a 10 pm-wide photoconductive gap. A microwave probe with a characteristic impedance of 50 R (Picoprohe 67A) is attached to the CPW 2 m m away from this gap. The microwave probe ends in a coaxial 1.85 mm V connector, thus realising the transition from a coplanar to a coaxial line. To construct a coaxial link between two coplanar lines, two CPW/microwave-probe arrangements can be connected via their coaxial connectors. It should be noted that a male-male adaptor has to be used for this purpose.
Experiments have been performed at room temperature with 250 fs optical pulses at 810 nm and 76 MHz repetition rate from a titanium : sapphire laser. To generate voltage pulses, excitation laser pulses with an energy of 130 pJ are focused into the photoconductive gap, which is biased at 10 V Electro-optic (EO) sampling [8] together with a lock-in technique and balanced detection are used for the characterisation of the voltage pulses. The EO sampling crystal (LiTa03, thickness 30 pm, area 200x200 pm) is placed on the CPW and sampling laser pulses with an energy of 160 pJ are focused in the EO crystal at half distance between the photoconductive gap and the microwave probe to read out the electric-field-induced refractive index changes. Fig. l a shows an EO sampling trace of a voltage pulse which has been generated on the CPW and which travels towards the microwave probe. The main peak of the voltage pulse has a full width at half maximum (FWHM) of 1.6 ps and an amplitude of 0.7 V and can be well fitted by a Gaussian function. A calibration for the amplitude measurement has been obtained by applying a known voltage to the CPW. The small DC-like signal at later times results from distortion of the electrical pulse during propagation and from reflections of the electrical and optical pulses within the EO crystal. Power spectra of the voltage pulse have been calculated from the experimental data and from the Gaussian fit. Fig. Ib shows that the spectra agree well at higher frequencies and exhibit a 20 dB drop at 0.5 THz. There is a discrepancy between the spectra at low frequencies, which is also seen in the spectral data that will be shown later. The discrepancy occurs since the small DC-like signal in the timedomain experimental data does not appear in the Gaussian fit.
Results:
Next, we characterised the coaxial link. For this purpose, we terminated the microwave probe with a short via a male-male connector. The short backreflects the voltage pulse to the CPW where it is electro-
