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We perform a detailed parameter estimation study of binary black hole merger events reported
in Zackay et al. [1] and Venumadhav et al. [2]. These are some of the faintest signals reported so
far, and hence, relative to the loud events in the GWTC-1 catalog [3], the data should have lesser
constraining power on their intrinsic parameters. Hence we examine the robustness of parameter
inference to choices made in the analysis, as well as any potential systematics. We check the impact
of different methods of estimating the noise power spectral density, different waveform models, and
different priors for the compact object spins. For most of the events, the resulting differences in
the inferred values of the parameters are much smaller than their statistical uncertainties. The
estimation of the effective spin parameter χeff , i.e. the projection of the mass-weighted total spin
along the angular momentum, can be sensitive to analysis choices for two of the sources with the
largest effective spin magnitudes, GW151216 and GW170403. The primary differences arise from
using a 3D isotropic spin prior: the tails of the posterior distributions should be interpreted with
care and due consideration of the other data analysis choices.
I. INTRODUCTION
The LIGO [4] and Virgo [5] collaborations (LVC) have
to date reported the detection of 10 binary black hole
(BBH) systems and one binary neutron star (BNS) sys-
tem in the data collected during their first two observing
runs [3]. An independent analysis of the public data
released by the LVC [6–9] has revealed 9 additional poten-
tial gravitational-wave (GW) signals [1, 2, 10] (see also
Ref. [11] for a re-analysis of LIGO–Virgo’s first observing
run and Ref. [12] for the second observing run). In this
study we focus on the 7 signals presented in Zackay et al.
[1] and Venumadhav et al. [2]. If of astrophysical origin,
then these systems are also BBHs, thus nearly doubling
the total number of BBH systems detected in the first
two observing runs.
The parameters of observed BBHs [2, 13] encode infor-
mation about the underlying BBH population and about
the evolutionary history of the black holes and their pro-
genitors. The masses and spins of the black holes in
particular can be used to infer the formation mechanism
of the observed binaries. Usually, two families of forma-
tion scenarios are considered: classical binary evolution in
the galactic field [14–28], or dynamical formation either
in the galactic field [29], or in dense environments such as
clusters [30, 31] or AGN disks [32–35].1 This latter sce-
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1 Other possibilities exist: e.g. primordial black holes [30, 31].
nario could also result in repeated mergers, which would
produce heavier black holes [36–38].
The spins of the black holes, and specifically the rel-
ative orientation of black hole spins in a binary, can be
used to discriminate between these formation channels:
formation in the field is expected to result in spins which
are nearly aligned with the orbital angular momentum (if
tides are efficient in spinning up the progenitors), while
dynamical formation should not set any such preferential
direction [39]. Unfortunately, it is often hard to measure
the individual spins of black holes in binaries with any
significant precision [40–42]. While it is still possible to
measure the relative occurrence of BBHs in the different
formation channels using the component spins and their
orientation, hundreds of detections would be required
before a firm measurement can be achieved [43–45].
While individual black hole spins (S) are difficult to
measure, a combination of the two spins called the effec-
tive spin χeff [46–49] is usually much better measured [1–
3, 13, 42, 50]. The effective spin is the mass-weighted
projection of the dimensionless spins of the components,
χi = cSi/G, along the orbital angular momentum L:
χeff =
(
m1χ1 +m2χ2
m1 +m2
)
· L|L| . (1)
Formation channels that preferentially align the spins with
the orbital angular momentum should thus have positive
values of χeff . This is not necessarily true for dynamically
formed BBHs: since for those all black hole spins orienta-
tions are equally likely, the expected distribution for χeff
is centered around zero. The effective spin can thus be
used to infer the astrophysical origin of individual sources,
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2and to reconstruct the overall population of black holes
in binaries and of their progenitors [13, 51, 52].
Remarkably, all of the BBHs reported by the LVC to
date are consistent with having small or zero χeff [3] at
90% confidence. The two sources for which the largest
χeff was measured are GW151226 (0.2
+0.2
−0.1, median and
90% credible interval) and GW170729 (0.4+0.2−0.3). Among
the BBHs reported by Ref. [1, 2, 10], four signals have
appreciable χeff : GW151216, GW170403, GW170121 and
GW170817B. Especially remarkable are the spins reported
for GW151216 and GW170403, where GW151216 was
reported as having a large and positive effective spin of
χeff = 0.8
+0.1
−0.2 [1], while χeff = −0.7+0.5−0.3 [2] was inferred
for GW170403, making it the largest negative effective
spin BBH so far.
The algorithms in Refs. [2, 53] were optimized to detect
the faintest individually observable events in the popula-
tion of merging BBHs, and hence several of the detected
signals had relatively modest values of the signal-to-noise
ratio (SNR). As the information content of observed sig-
nals scales with their SNR2, the data will have the least
constraining power on the intrinsic parameters for faint
events such as GW151216 and GW170403. In light of this
fact, it is worth carefully considering the impact on the in-
ferred parameters of the various analysis choices adopted
in parameter estimation: the Bayesian priors, GW wave-
form model, and the treatment of the instrumental noise,
in particular its power spectral density (PSD) [54]. For
example, Ref [55] has shown how the χeff measurement
of the LVC detection GW151012 [3] is sensitive to the
prior choice; while Ref. [56] has shown how the treatment
of the noise PSD can impact the source characterization
analysis.
In this paper we analyze all of the BBHs reported by
Refs. [1, 2]. We perform parameter estimation with the
procedures discussed in [1, 2, 57], as well as the ones used
by the LVC in the analysis of GWTC-1 [3]. We use three
distinctive sets of analysis choices including method of
PSD estimation, sampling algorithms, signal models, and
prior assumptions for the source parameters.
Our results underline that the specific configuration of
the analysis can have a significant impact on the astro-
physical inference of some of the BBHs detected to date,
especially if they have low SNRs. In particular, we show
that the high χeff of GW151216 and GW170403 can be
significantly reduced depending on the spin priors used
in the analysis. The tails of the distribution need to be
interpreted with care and in the context of the analysis
choices made, such as the method used to estimate the
PSD and the length of data analyzed. For studies that
build on the estimated parameter distributions for such
sources, it is important to be aware of these analysis
choices before interpreting the results.
2 Squared information, as defined in the sense of Shannon’s infor-
mation theory, is proportional to the squared SNR.
II. METHOD
We treat the detectors’ data d as composed of h, the
putative GW signal, and n, the noise,
d = h+ n . (2)
The GW signal emitted by a compact binary in a quasi-
circular orbit can be described by a model waveform,
with 15 parameters3, including masses, spins, sky posi-
tion, luminosity distance and orbital orientation. We use
Bayesian inference to measure the parameters of signals
embedded in the data [58, 59].
The end result of parameter estimation is a posterior
probability density function (PDF) for the unknown pa-
rameters θ:
p(θ|d,H) = pi(θ|H)L(d|θ, H)
Z(d|H) (3)
where pi(θ|H) is the prior probability density of θ given
the hypothesis H, Z(d|H) is a normalization factor, and
L(d|θ, H) is the likelihood that we take as describing
stationary and Gaussian noise
L(d|θ, H) ∝ exp
(
−1
2
〈d− h(θ)|d− h(θ)〉
)
, (4)
where the quantity in angle brackets represents a noise
weighted inner product
〈a(θ, f)|b(θ, f)〉 ≡ 2
∫ fhigh
flow
a(θ, f)b(θ, f)∗ + c.c.
Sn(f)
df. (5)
The PSD of the detector noise, here labeled as Sn(f),
is the Fourier transformed autocorrelation of the time-
domain detector noise [54], and must be estimated from
the data (see below for more details).
The evidence of the data, Z, is the normalization con-
stant in Eq. (3),
Z(d|H) =
∫
dθ1...dθN p(d|θ, H)p(θ|H). (6)
Given two alternative models (e.g. a waveform family that
accounts for spin-induced orbital precession, and one that
does not), the ratio of their evidences, known as the Bayes
factor, can be used to quantify the relative confidence
between different models.
The signal-to-noise ratio (SNR) reported in this work
is4
ρ =
√∑
IFO
(2〈d|h〉 − 〈h|h〉). (7)
3 We do not consider tidal deformability of the compact objects,
since in this work we assume all binary sources to contain only
black holes.
4 Note that SNRs reported by LVC [3] is defined as
∑
IFO〈d|h〉√∑
IFO〈h|h〉
instead.
3When we have a network with multiple interferometers
(IFO), we report the values of network SNR, which we
obtain by adding in quadrature the values from each
detector.
The results we present below are obtained using three
different configurations, as detailed in Table I, with dif-
ferent choices of sampler, prior, PSD estimation method,
and waveform models. Configs. A and B follow stan-
dard procedures of analysis adopted by the LVC in its
publications so far. In these configurations, we perform
the matched-filter analysis using the LALSuite software
package [71], and explore the parameter space stochasti-
cally using the nested sampling algorithm implemented in
LALInference [58, 60]. The PSDs are estimated using
the BayesWave algorithm [56, 64, 65], over 4 second
segments centered around the merger time of each can-
didate event. We use data from the same segments to
evaluate the likelihood, Eq. (4), restricting the domain of
the integrals in Eq. (5) to the frequency range [20, 512] Hz.
In Config. C, we use a matched-filtering approach to
perform the parameter estimation (akin to Configs. A and
B), but we estimate the PSD over a 4096 second segment
of data using Welch’s method, with median averaging
[1, 2, 72]. The exact data used are set by the start and
end times of the 4096 seconds long file released by the
LVC5 that contained the specific event. Since the statis-
tical properties of the noise typically vary over shorter
timescales, in Config. C, we scale the estimated PSD
by a local and time-dependent scalar correction (drift
factor) when computing the likelihood [53, 73]. We make
two other different choices in Config. C as compared
to those in A and B: (1) after obtaining the PSD and
drift correction factor using the data segment specified
above, we compute the likelihood using 128 seconds of
data, starting 60 s before the merger time (restricting to
the frequency range [20, 512] Hz, as before), and (2) we
explore the space of parameters using PyMultiNest,
a standard Python implementation of nested sampling
[67–70].
The configurations also use different waveform mod-
els, all of which describe the complete inspiral-merger-
ringdown (IMR) of a compact-object binary coalescence,
and are calibrated against Numerical Relativity simula-
tions of BBH mergers. Config. C uses the phenomenologi-
cal waveform model IMRPhenomD [61, 62] which assumes
BH spins (anti-)aligned to the orbital angular momen-
tum. The model used by Config. A, IMRPhenomPv2, is
constructed from the same aligned-spin model, but is ex-
tended to also include an effective description of the effects
from spin-precession through a rotation of the underlying
IMRPhenomD model [61–63]. Config. B uses a separately
developed aligned-spin only model, SEOBNRv4 ROM,
based on the effective-one-body framework [66].
Because the inner product, Eq. 5, depends on the noise
PSD and the waveform model, both of these factors can
5 Data made available on www.gw-openscience.org [6–9].
impact the measured SNR. Keeping everything else the
same, we would expect a precessing waveform template
to be able to recover more SNR than a spin-aligned one,
due to the extra degrees of freedom. This is indeed
what we observe comparing Configs. A and B, Sec. III.
Configs B and C instead use spin-aligned waveforms, but
different PSDs and analysis software. In particular, the
algorithms we use to estimate the PSD implement different
strategies to limit the effect of noise non-stationary and
non-Gaussianity [53, 56, 64, 65, 73]. We find that the
matched filter SNRs for configs B and C calculated at the
maximum likelihood point usually differ by a few percent
in either direction.
Configs. A and B use priors routinely used in LVC
publications [59, 74–80]. Config. A (precessing analysis)
uses a uniform prior in the dimensionless spin magnitude
for each black hole, in the range [0, 0.99], and an isotropic
prior for the spin orientation. Config. B uses a waveform
model which assumes aligned spins, and for this case we
use the prior from Config. A for the component of the
spin along the orbital angular momentum, χiz. Finally,
Config. C, spin-aligned analysis with IMRPhenomD, uses
a spin prior which is uniform in the effective inspiral spin,
χeff . These prior choices are shown in Fig. 1, where we
plot the prior distributions for χeff , the magnitude of
component spins |χ|, and the projection of the primary’s
spin along the angular momentum (χz). Note that for
the two spin-aligned analyses, |χ| = |χz| by definition.
We stress that the prior on χeff for Config. C is quite
different from that for Config. A or B, especially toward
the edges. Configs. A and B penalize a priori large χeff ,
that is systems for which spins are large in magnitude and
nearly aligned with the orbital momentum. Conversely,
Config. C achieves a prior that is flat in χeff , by a priori
preferring large individual spin magnitudes.
The three analyses all use similar priors in the other
parameters: in particular they all use priors which are
uniform over the detector-frame component masses, in a
range large enough that the posteriors are not truncated;
uniform over the sphere for sky position and orientation
of the orbit with respect to the line of sight; proportional
to the square of the luminosity distance; and uniform in
geocenter arrival time and phase.
III. RESULTS
In this section we report the results of our analyses on all
of the gravitational-wave events identified in Zackay et al.
[1] and Venumadhav et al. [2]. For all events, we report
medians and 90% credible intervals on the detector frame
chirp mass M, mass ratio q = m2/m1 ∈ [0, 1], effective
spin χeff , and luminosity distance DL. For all configura-
tions, we calculate the network SNRs using Eq. (7) and
report the values corresponding to the maximum likeli-
hood. For Configs. A and B, we also report the natural
log Bayes factor for the gravitational-wave signal model
over the Gaussian noise model (lnBS/N ) [59, 60, 81].
4Configuration PSD Sampler Prior Waveform
A BayesWave
LALInferencenest [58, 60]
3D Isotropic spin IMRPhenomPv2 [61–63]
B [56, 64, 65] Aligned-spin, χz
same as Config. A
SEOBNRv4 ROM [66]
C Welch’s method w/
drift factor [53]
pyMultiNest [67–70] Aligned-spin, flat in
χeff [1]
IMRPhenomD [61, 62]
TABLE I: Main differences between the configurations used in this work. More details are provided in the text.
−1 0 1
χeff
0 1
|χ|
Config. A
Config. B
Config. C
−1 0 1
χz
FIG. 1: Spin priors on effective spin χeff , individual spin
magnitude |χ|, and the z-component of spin χz, used in
3 configurations. Note that for aligned-spin waveforms
(Config. B & C), |χi| = |χi,z| where i = 1, 2 corresponds
to individual component of the binary.
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FIG. 2: Joint 2D posterior for χeff vs. detector frame M
for all the events analyzed in this paper, for Config. A
and C. We do not show Config. B to avoid overcrowding
the plot. For Config. A (C) the maximum likelihood
estimate is indicated with a dot (cross) and the edge of
the 90% contour by a solid (dotted) line.
We first present an overview of the results in Fig. 2,
which shows contours in the M–χeff plane that enclose
90% of the probability for the seven events discussed in
this paper. We show Config. A and C, and omit Config.
B to avoid overcrowding. Solid (dotted) lines and a dot
(cross) mark the contours and the maximum likelihood
point for Config. A (C). The posteriors on the parameters
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FIG. 3: Corner plot for posterior distributions for
GW151216, red for Config. A results, green for Config.
B and blue for Config. C. The dashed lines mark the
90% credible interval, and the dark (light) shaded area
marks the 50%(90%) contour, same for all corner plots
to follow.
are formally consistent with each other within their credi-
ble intervals, but there are points of difference between
the different configurations. The differences are relatively
minor for most of the events, but notable in the case of
GW151216 and GW170403. We will therefore first discuss
these two cases, and then, we briefly review the proper-
ties of the other events, for which results are consistent
across the analyses. To better quantify the discrepancies
between the different configurations, especially for these
two events with large spins, we additionally report the
posterior percentile of χeff values on both tails of the
distribution.
5Configuration A B C
M/M 28+7−8 29+3−12 31+2−3
q 0.4+0.5−0.2 0.5
+0.4
−0.3 0.7
+0.3
−0.3
χeff 0.5
+0.2
−0.5 0.7
+0.2
−0.9 0.8
+0.1
−0.2
DL/Gpc 1.6
+1.3
−0.8 1.5
+0.4
−0.8 2.5
+1.2
−1.1
SNR 8.6 8.4 8.5
lnBS/N 10.8 10.6 -
p(χeff ≤ 0|d) 5.2% 3.4% 0.0%
p(χeff ≥
0.8|d)
1.3% 2.6% 52.5%
TABLE II: Properties for GW151216 estimated using 3
different configurations. In the upper half, the median
values are reported for the source parameters, with error
bars marking the span of the 90% credible intervals. The
SNRs are calculated using Eq. (7), and the values here
corresponds to the maximum likelihood. lnBS/N is the
natural log Bayes factor. Tables for other events follow
the same reporting set-up. p(χeff ≤ 0|d) and
p(χeff ≥ 0.8|d) marks the probability for χeff to take
values less than or equal to 0 and greater or equal to 0.8,
respectively.
A. GW151216
GW151216 was reported by Zackay et al. [1] as having
a high and positive effective spin, χeff = 0.8
+0.1
−0.2. Our
results are shown in Fig. 3 and summarized in Table II.
Of all the events analyzed in this paper, the differences
in the inferred parameters across the configurations are
the clearest for GW151216. The chirp mass posteriors
obtained from Configs. A and B show fat tails, which are
often associated with faint signals such as the ones ana-
lyzed here [82]. Conversely in Config. C, the distribution
of the chirp mass is narrower and centered at ∼ 31 M.
All of the estimates are compatible within their credible
intervals. Similarly, the mass ratio measurements, while
having large posterior overlaps, peak at rather different
values. Configs. A and B have median values of q = 0.4
and q = 0.5 respectively, whereas Config. C has a median
value of q = 0.7. Configs. A and B give marginal, but still
non-zero, support for equal mass binaries (q = 1). The
median for the luminosity distance is above 1.5 Gpc for all
configurations, with Config. C placing the source at the
largest distance among three analyses, DL = 2.4
+1.2
−1.1 Gpc.
Finally and more importantly, we observe differences in
the estimation of χeff . Config. C finds that χeff is large
and positive, while Configs. A and B have low levels of
support at zero χeff . More specifically, Config. A finds
χeff = 0.5
+0.2
−0.5 and Config. B finds χeff = 0.7
+0.2
−0.9. Both
of these posteriors peak at positive values for χeff , but
have long tails extending towards small values. The fact
that different analyses yield χeff posteriors that peak at
different values can be at least partially explained by the
very different priors that are used, see Fig. 1. Configs.
A and B penalize a priori large values of χeff , and thus
reduce the prior support at large values.
The lnBS/N values of models A and B are similar, with
a natural log Bayes factor of 0.2 in favor of Config. A.
This suggests, as found in [1], that there is not enough
information available to either support or rule out the
presence of spin-precession in GW151216. As an addi-
tional test, we repeat the analysis of Config. A while
fixing the spins to be zero. This provides mild evidence
for non-zero spins when compared to our spinning cases,
with a natural log Bayes factor of 2.4 (2.2) in favor of
precessing (aligned) spins over zero spins.
It is worth pointing out that any differences in the
inferred values of M, q, χeff , DL across the various analy-
ses are expected to be correlated, as there are significant
degeneracies between these parameters [50, 83, 84]. In
the region of parameter space relevant for GW151216, the
tightest correlation involves M, χeff , q. Hence changing
the prior on χeff can affect the inference of the other
parameters as well.
We have verified that the choice of waveform models
does not play a significant role in the differences by per-
forming a supplementary analysis where all the other
analysis choices including the priors and PSD used are
the same as Config. B, and only the waveform is varied
from SEOBNRv4 ROM to IMRPhenomD. We find no
appreciable difference in the posteriors.
As mentioned in Section I, the other points of difference
between the configurations are (a) the length of data
used, (b) the choice of sampler, (c) the method used to
infer the PSD, and consequently, compute the likelihood,
and (d) the choice of prior. We performed a number of
tests to narrow down the reasons for the discrepancy in
the inferred parameters; we present associated details in
Appendix A.
In line with our intuition, we find that the most impor-
tant cause of the differences is the choice of prior: using
the ‘3D isotropic’ spin prior causes the mode of the poste-
rior for χeff to shift to lower values (this is consistent with
the analysis in Zackay et al. [1], in which the inference
performed using the same prior as in Config. B gives
χeff = 0.6
+0.2
−0.2). None of the other factors (method of
PSD estimation, sampler, waveform, segment length, etc.)
have as significant an impact on the results.
Apart from the shift in the posteriors for χeff , there
is an additional effect: the tails of the posteriors are
systematically broader in Configs. A and B, respectively
with 5.2% and 3.4% of the χeff posterior distributions
extending below 0 (a similar effect was also reported in
Ref. [12], with even more dramatic tails in the posteriors,)
as compared to 0.0% of Config. C. Configs. A and B
also show significantly less support at high χeff values,
1.3% and 2.6% above χeff = 0.8 compared to 52.5% for
Config. C. Deeper investigation shows that this additional
phenomenon is related to a combination of the sampler
used, and the treatment of spectral lines in the data while
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FIG. 4: Corner plot for posterior distributions for
GW170403, red for Config. A results, green for Config.
B and blue for Config. C.
calculating the likelihood. Further details can be found in
Appendix A. In light of these investigations, we conclude
that whether the χeff posterior of GW151216 is an outlier
compared to the other systems we discuss in this paper,
Fig. 2, depends strongly on the details of the analysis.
Config. A recovers SNR of 8.6, and Config. B (C)
recover a similar SNR of ∼ 8.4(8.5). The lnBS/N values
are also comparable, 10.8 and 10.6 from Configs. A and
B.
B. GW170403
In Venumadhav et al. [2], GW170403 was found to
have large and negative χeff . With Config. C we find
χeff = −0.7+0.5−0.3, which excludes χeff = 0 from the
90% credible interval, with 1.2% of the χeff posterior
distributions extending above 0, and 42.7% below -0.7.
Here we also find that Configs. A and B yield poste-
riors with larger support at χeff = 0, Tab. III. Con-
fig. A (χeff = −0.2+0.4−0.3) and Config. B (−0.2+0.3−0.4) have
14.0%(1.2%) and 9.6%(1.4%) of the χeff posterior distri-
butions extending above 0 (below -0.7), respectively.
Fig. 4 shows a difference between aligned and precessing
waveform models, most clearly seen in the joint q–χeff
posterior. The precessing degrees of freedom allowed in
Config. A to alter the well-known correlation between
χeff and mass ratio [50, 83], yielding a broader posterior
distribution for the mass ratio, whose lower end of the
90% credible interval now reaches ∼ 0.3. Again, we do
not find enough information present to confirm or rule
out the presence effects of spin-induced orbital precession.
Configuration A B C
M/M 53+11−12 54+10−10 48+10−7
q 0.7+0.3−0.4 0.7
+0.2
−0.3 0.7
+0.2
−0.3
χeff −0.2+0.4−0.3 −0.2+0.3−0.4 −0.7+0.5−0.3
DL/Gpc 2.8
+2.3
−1.5 3.2
+2.2
−1.6 2.7
+1.5
−1.2
SNR 8.4 8.1 8.2
lnBS/N 11.8 11.2 -
p(χeff ≤ −0.7|d) 1.2% 1.4% 42.7%
p(χeff ≥ 0|d) 14.0% 9.6% 1.2%
TABLE III: Properties for GW170403 estimated using 3
different configurations. p(χeff ≤ −0.7|d) and
p(χeff ≥ 0|d) marks the probability for χeff to take
values less than or equal to -0.7 and greater or equal to 0,
respectively.
However, the posteriors for q, chirp mass and luminosity
distance are more consistent across our analysis config-
urations for GW170403 than they are for GW151216.
This suggest that the small differences we observe for
GW170403 can be entirely or nearly entirely explained by
the different priors used for χeff , which “push” the posteri-
ors in Configs. A and B closer to 0. Similar to the findings
in [55], varying the prior choices has a more substantial
effect on low-SNR observations like the events analyzed in
this paper, so general caution should be exercised when
drawing astrophysical inferences using quantities that are
as strongly prior dependent as the χeff measurements
presented here. On the other hand, the comparison for
GW151216 suggests that for low-SNR events the specific
realization of the noise and the detector behavior around
the trigger time may amplify the differences introduced
by the PSD estimation, which is quite different in Configs.
A and B compared to Config. C.
We notice that Config. C has a more pronounced tail
at negative χeff , resulting in stronger support at lower
values of the chirp mass. Systems with more negative χeff
produce shorter GW signals [50]. This can be roughly
compensated for by decreasing the chirp mass [84].
C. GW170202
All the analyses yield consistent results for GW170202,
as seen in Tab. IV and Fig. 5. The detector frame
chirp mass for GW170202 is estimated to be 22+4−1 M
(23+4−2 M) with flat-in-χeff prior (or otherwise). Of all
the sources we discuss in this work, GW170202 is the one
for which we measure the lowest mass ratio, consistently
across the configurations: Config. A yields q = 0.6+0.4−0.3,
while Configs. B and C have an even lower median,
q = 0.5+0.4−0.3 and q = 0.5
+0.4
−0.2, respectively. The χeff poste-
rior is broadly consistent across the three analyses, with
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FIG. 5: Corner plot for posterior distributions for
GW170202, red for Config. A results, green for Config.
B and blue for Config. C.
Configuration A B C
M/M 23+4−2 23+4−2 22+4−1
q 0.6+0.4−0.3 0.5
+0.4
−0.3 0.5
+0.4
−0.2
χeff −0.1+0.3−0.3 −0.1+0.3−0.3 −0.2+0.4−0.3
DL/Gpc 1.5
+1.1
−0.8 1.5
+1.0
−0.8 1.5
+0.8
−0.6
SNR 8.5 8.3 8.5
lnBS/N 10.5 10.9 -
TABLE IV: Properties for GW170202 estimated using 3
different configurations.
Configs. A and B peaking closer to zero, as expected
given that their priors prefer values closer to zero.
D. GW170121, GW170304, GW170425, GW170727
GW170121 has the highest SNR among the events
discussed in the paper. The PE results are consistent
with a heavy, near equal-mass BBH with a preference
for negative values of χeff , at luminosity distance of ∼
1.3 Gpc. Our results are shown in Fig. 6 and summarized
in Table V.
GW170304 and GW170425 are similar systems, with
detector frame chirp masses of ∼ 47 M, χeff posteriors
centered near zero, luminosity distance of ∼ 3 Gpc and
a preference for nearly equal masses, as shown in Figs. 7
and 8, and Tables VI and VII.
While small differences are seen across the configura-
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FIG. 6: Corner plot for posterior distributions for
GW170121, red for Config. A results, green for Config.
B and blue for Config. C.
Set-up A B C
M/M 31+3−3 31+3−3 29+4−3
q 0.8+0.2−0.3 0.8
+0.2
−0.3 0.8
+0.2
−0.3
χeff −0.2+0.2−0.2 −0.2+0.2−0.3 −0.3+0.3−0.3
DL/Gpc 1.3
+0.9
−0.7 1.3
+0.9
−0.8 1.3
+0.9
−0.7
SNR 10.8 10.7 10.9
lnBS/N 30.9 31.1 -
TABLE V: Properties for GW170121 estimated using 3
different configurations.
tions, the posteriors obtained from the three analyses
are all broadly consistent, and depict very similar results:
GW170304 and GW170425 are broadly similar to the
majority of the BBHs discovered in LIGO–Virgo data:
massive systems with nearly equal component masses and
(apparent) χeff values consistent with zero. These heavy
BBHs may arise from a common formation scenario [3, 13].
The same is true for GW170727, as seen in Tab. VIII
and Fig. 9, which appears only slightly less massive and
closer, at a recovered median distance of ∼ 2.5 Gpc. For
all configurations, the χeff posterior is centered around
zero. It is worth stressing that even though the SNR
reported for Config. A in Table VIII is 10% higher than
that for Config. B, we do not find significant evidence in
support of the precessing model, with the two configura-
tions yielding similar Bayes factors. The reason is that
the SNRs we report are calculated at the point in param-
eter space that yields the maximum likelihood, whereas
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FIG. 7: Corner plot for posterior distributions for
GW170304, red for Config. A results, green for Config.
B and blue for Config. C.
Configuration A B C
M/M 47+7−7 46+7−6 48+8−7
q 0.8+0.2−0.4 0.8
+0.2
−0.3 0.8
+0.2
−0.3
χeff 0.1
+0.3
−0.3 0.1
+0.2
−0.2 0.2
+0.3
−0.3
DL/Gpc 2.7
+1.6
−1.4 2.6
+1.6
−1.4 3.0
+1.6
−1.3
SNR 9.0 8.7 8.7
lnBS/N 16.0 15.7 -
TABLE VI: Properties for GW170304 estimated using 3
different configurations.
the Bayesian evidence, and hence the Bayes factors, are
integrated over the whole parameter space, Eq. 6. The
median SNR is thus a better tracer for the evidence. We
indeed find that the median SNRs of Configs. A and B
only differ by a fraction of a percent.
IV. CONCLUSIONS
We report on a comparison of the source property mea-
surement of the 7 BBH sources first presented in [1, 2].
The analysis therein (corresponding to Config. C in this
paper) includes two binaries with χeff significantly de-
viating from zero. We also perform parameter estima-
tion analyses using the standard algorithms of the LVC
[3, 59, 85] where we use both waveform models allowing
for spin-precession (Config. A) and assuming spins only
(anti-)aligned to the orbital angular momentum (Config.
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FIG. 8: Corner plot for posterior distributions for
GW170425, red for Config. A results, green for Config.
B and blue for Config. C.
Configuration A B C
M/M 46+16−8 45+13−8 48+26−10
q 0.7+0.3−0.3 0.7
+0.3
−0.3 0.7
+0.3
−0.3
χeff 0.0
+0.3
−0.3 0.0
+0.3
−0.3 0.1
+0.4
−0.4
DL/Gpc 2.8
+2.0
−1.4 2.7
+1.9
−1.4 3.3
+2.9
−1.6
SNR 8.4 8.4 8.0
lnBS/N 14.2 14.3 -
TABLE VII: Properties for GW170425 estimated using 3
different configurations.
B). In the analysis for Configs. A and B, the data from the
GW detectors is assumed to be described by a stationary
and Gaussian noise process modelled on 4-second-long
data segment under analysis using the spectral model in
BayesWave, whereas Config. C assumes the noise to
be well described by a PSD estimated through Welch’s
method from a significantly longer data segment surround-
ing the GW signal times a time-dependent normalization
that is measured on a ∼ 15 second scale. The three config-
urations also differ significantly in their respective prior
assumptions on the black hole spin parameters, which
as shown by [55] could have a significant effect on the
inferred posterior distributions, especially for high-mass
BBH systems with low SNRs such as the ones presented
in this study.
Configs. A and B recover lower values for χeff , as com-
pared to [1, 2], which becomes consistent with zero or with
low component spins for all reported BBHs, Fig. 2. In par-
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FIG. 9: Corner plot for posterior distributions for
GW170727, red for Config. A results, green for Config.
B and blue for Config. C.
Configuration A B C
M/M 44+5−5 44+5−5 42+7−6
q 0.8+0.2−0.3 0.8
+0.2
−0.3 0.7
+0.2
−0.2
χeff −0.0+0.2−0.3 −0.0+0.2−0.3 −0.1+0.3−0.3
DL/Gpc 2.4
+1.3
−1.2 2.4
+1.3
−1.2 2.5
+1.3
−1.1
SNR 10.2 9.4 9.0
lnBS/N 22.6 22.5 -
TABLE VIII: Properties for GW170727 estimated using
3 different configurations.
ticular, for GW151216, Ref. [1] reported a positive χeff of
0.8+0.1−0.2, while we report χeff = 0.5
+0.2
−0.5 and χeff = 0.7
+0.2
−0.9
(corresponding to Config. C, A and B, respectively),
and similarly for GW170403, Ref. [1] reported a negative
χeff of −0.7+0.5−0.3, while we report χeff = −0.2+0.4−0.3 and
χeff = −0.2+0.3−0.4 (again corresponding to Config. C, A,
B).
Ultimately, one should choose priors that reflect the
underlying population of black holes. In order to measure
the mass and spin distributions of this population, the
prior choices applied for any individual event must be
removed, so to not double count the prior probability
impact, and the “raw” likelihood distributions used to
infer the properties of the population [3, 13]. Such an
analysis was recently carried out in [86], whose population-
informed posteriors broadly agree with those derived in
this work. Future parameter estimation analysis will ben-
efit from the use of population-informed priors, especially
as the number of detected GW events grows.
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Appendix A: Further investigation on GW151216
Among the events which are discussed in this paper,
GW151216 shows the biggest differences in its inferred
parameters between the three setups. We summarized the
differences in Section III A in the body of the paper. In
this appendix, we present the results of a deeper investiga-
tion into the possible causes. As we mentioned in Section
II, the configurations used in this study differ along five
axes: (a) the segment of data used, (b) the algorithm
used to estimate the PSD, and consequently, compute
the likelihood L(d|θ), (c) the sampler used in parameter
estimation, (d) the waveform model, and finally (e) the
prior on the spins of the black holes. It is not practical to
explore every combination of factors, and hence, we per-
form a few controlled experiments by varying the choices
that we expect to be the most important. We checked
that the different choices of the waveform model made
no difference in this case, so we omit that factor from the
rest of the discussion.
From the results in Ref. [1] as well as Section III A of
the main body for this paper, we expect that the choice
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of prior can play a significant role. The configurations in
Table I differ in both the prior and other analysis choices.
Hence it is worthwhile to fix the prior and vary the other
choices.
We first restrict to the flat-in-χeff spin prior of Config.
C. Figure 10 shows the effect of successively changing the
sampler and the method of PSD estimation from those of
Config. C to those of Configs. A and B. Firstly, Fig. 10a
shows the effect of varying the samplers, pyMultiNest
and LALInference, while keeping the rest of the con-
figuration identical to Config. C. Next, Fig. 10b shows
the impact of varying the method used to estimate the
PSD from Welch’s method to BayesWave. We see that
the posteriors are identical to those of Config. C, which
implies that under the flat-in-χeff prior, the rest of the
analysis choices do not significantly impact parameter
inference, and consequently, the only way to go to the
results of Config. B (and A) is to choose a different spin
prior.
The above tests were performed with the flat-in χeff
prior, and hence do not look for residual effects of the
analysis methods under the alternative isotropic spin prior
of Configs. A and B. To do this, we compare the results
of Config. B to those of a run with a modified version
of Config. C with the isotropic spin prior (henceforth
Config. C1), Figure 11. Similar to the comparisons in
Fig. 10, these two runs have the same prior but differ in
analysis methods (additionally, they use data segments
of different length). We observe that (a) the differences
are less pronounced than those in Sec. III A, which is
consistent with our understanding that the choice of spin
priors is the most significant driver of the differences in
Fig. 3, and (b) unlike in Fig. 10, analysis methods and the
data segments used make some difference here. The two
sets of results are formally consistent with each other, but
the posteriors of Config. B are broader and encompass
those of Config. C1. In particular, the posterior on the
effective spin has a fatter tail towards χeff = 0 in Config.
B.
The above differences should be caused by the three
remaining points of departure, i.e., the method of PSD
estimation, the length of data used, and the sampler: the
simplest one to vary in isolation is the sampler (analogous
to Fig. 10a). Toward this end, the pink contours in
Fig. 11a show the posteriors with the first two choices
fixed to those of Config. B (i.e., using the BayesWave PSD
and a 4s segment of data), and changing the sampler from
LALInference to pyMultinest (henceforth, Config.
B1). We see that contrary to the case of the ‘uniform in
χeff ’ prior (as shown in Fig. 10a), the choice of sampler
makes a small but noticeable difference here. The weight
of the samples at χeff ≤ 0 is reduced to between those of
Configs. B and C1.
In Fig. 12 we show the result of varying the segment
length while keeping other choices identical to Config. B.
Here, the effect is slightly more visible, but still cannot
account for the more prominent differences between the
posteriors for chirp mass and effective spin seen in Fig. 3
when comparing Config. B with Config. C. A secondary
mode in the spin posterior that supports zero χeff is more
visible for some segment lengths, and is most prominent
for 64s and least prominent for 128s. We attribute these
differences as arising from the PSD estimation. Different
segment lengths result in slightly different PSD estimates,
and these differences in the PSDs can have a visible impact
on parameter estimation results for low SNR events [82].
We further explore assumptions used in estimating the
PSDs below.
We next investigate the causes of the difference between
the results under B1 and C1: these configurations differ
in the method of PSD estimation, and the length of the
data segment analyzed. The Welch method with a drift
factor, used by Config. C, requires data segments much
longer than 4 seconds, thus precluding a direct head-to-
head comparison. A naive approach forward would be
to reduce the frequency resolution of a PSD computed
on longer segments (say, using the Welch method) onto a
frequency grid conjugate to the 4 second segment; let us
consider the validity of such an approach. The likelihood
estimation in Eqs. (4) and (5) works with the discrete
Fourier transform (DFT) coefficients, d˜(fm), of the data
d, where fm is conjugate to the 4s segment. Given the
PSD, Sn,w(f), computed using the Welch method on a
very fine frequency grid (over a longer segment of data),
the covariance matrix of the DFT coefficients is〈
d˜ (fm)
[
d˜ (fm′)
]∗〉
=
1
4
ei pi (fm′−fm) ∆t×∫
df Sn,w(f) W˜ (f − fm) W˜ (f − fm′) , (A1)
where ∆t is the sampling period, and W˜ is the Fourier
transform of the window function applied to the data
(typically a Tukey window). The noise PSD exhibits
spectral lines that are orders of magnitude louder than
the continuum, so the window function W in Eq. (A1)
induces covariances between distinct frequencies in the
vicinity of the lines (i.e., between fm 6= fm′). In such a
case, the fundamental assumption in Eq. (4), that the
frequencies can be separately analyzed when computing
the likelihood, breaks down.
We avoid dealing with these complications by using
a further modified version of Config. B1, in which we
(a) notch out all loud spectral lines from a long segment
of data, and then restrict to a 4s segment, and (b) use
only the continuum of the BayesWave PSD to analyze
this segment. This approach (henceforth Config. B2) is
not perfect, but a heuristic way to contrast the effects
of the data analysis choices keeping the segment length
fixed. Figure 11b contrasts the posteriors under Config.
B2 to the others: we see that the posteriors in χeff are
consistent with those of Config. C, but there are residual
differences in the distribution of mass-ratio q (and a small
bias by a fraction of a sigma in other parameters as well).
Table IX reports the posterior weight in the region
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FIG. 10: Corner plot for posterior distributions for GW151216, using flat-in-χeff spin prior, IMRPhenomD, and a 128
second long data segment. The left and right panels, respectively, show the effects of successively changing the sampler
and the method of PSD estimation from those of Config. C to those of Configs. A and B. The gray filled contours
show the posterior using the sampler in LALInference, and the PSD estimated using Welch’s method (with a drift
correction factor, used in Config. C). On the left panel, the brown contours mark the same analysis done with the
pyMultinest, and on the right, the purple contours show the effect of changing only the PSD to the one estimated
using BayesWave (also used in Configs. A& B). This figure shows that under the flat-in-χeff prior, the inference is
insensitive to other analysis choices.
Configuration Notes p(χeff ≤ 0|d) p(χeff ≥ 0.8|d)
B See Table I 3.4% 2.6%
B1 B + py-
MultiNest
2.4% 0.7%
B2 B1 − lines 0.3% 1.1%
C See Table I 0.0% 52.5%
C1 C + Isotropic
spin prior
0.5% 0.2%
TABLE IX: Posterior weight in the region χeff ≤ 0 for
various configurations.
χeff ≤ 0 as well as χeff ≥ 0.8 for the various configurations
considered in this section under the isotropic prior on
spins, as well values from Config. B and C from Sec. III A
for comparison. The weight of the posteriors varies (and
is subject to large measurement uncertainties). χeff ≤
0 contains only low-probability tails across all of the
configurations considered here, while support for high
spin magnitude χeff ≥ 0.8 is much more significant for
Config. C compared to others.
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FIG. 11: Corner plot for posterior distributions for GW151216 with the isotropic prior on spins. In the left panel,
green, pink and orange posteriors, respectively, use Config. B, and versions of Config. B with pyMultinest (B1) ,
and Config. C with the isotropic prior (C1). The blue contours in the right panel are for B2, a further modified
version of B1 (data with loud lines notched out, and using the BayesWave continuum). Under this prior, there are
residual effects of analysis choices (sampler between B and B1, treatment of lines in the data between B1 and B2, and
PSD continuum between B2 and C1).
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FIG. 12: Corner plot for posterior distributions for
GW151216, with PSD estimation method, prior and
waveform choices same as Config. B. The only difference
is length of data segment used: 4s (brown) vs. 8s
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128s (blue) where all segments end 2s after the merger
time (defined as peak of the absolute value of the strain
amplitude at the geocenter).
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