Integral transforms of Fourier convolution type
INTRODUCTION
Let F c denote the Fourier cosine transform [8, 10] g(x) = (F c f )(x) = 2 π ∞ 0 cos xy f (y) dy, x ∈ R + .
The Fourier cosine convolution is a bilinear and commutative operator of the form [7, 8] (f * g)(x) = 1 √ 2π ∞ 0 (g(x + y) + g(|x − y|)) f (y) dy,
which has the following property
The theory of integral transforms related to the Fourier and Mellin convolutions is well developed [2, 6, 10, 11, 12, 13, 19] and has many applications. Some other classes of integral transforms, that are not related to any known convolutions, are considered in [14, 15] . In this paper we investigate integral transforms of the form
related to the Fourier cosine convolution (2) . Such transforms already appeared in applications. For example, solution of the two-dimensional Laplace equation for a semi-infinite strip with the Dirichlet condition on one boundary and Neumann homogeneous conditions on the other two boundaries can be expressed through an integral transform of the form (4) (see [8] ). Conditions for transform (4) to be symmetric and unitary in L 2 (R + ), or to be bounded in L p (R + ), 1 ≤ p ≤ 2, are obtained. In the last section we derive some examples of transform (4).
THE WATSON
Proof. Let f 1 and k 1 be even extensions of f and k from R + to R. Then f 1 , k 1 ∈ L 2 (R) and the Parseval formula for the Fourier transform holds [10]
where F is the Fourier transform
Because f 1 and k 1 are even, their Fourier transforms can be expressed through the Fourier cosine transforms of f and k: F f 1 = F c f and F k 1 = F c k . Hence, the right-hand side of formula (6) has the form
On the other hand, the left-hand side of formula (6) can be transformed as
Lemma 1 is thus proved.
In particular, putting x = 0 in formula (5) we obtain the Parseval formula for the Fourier cosine transform [10] .
Then the formula
defines almost everywhere a function g ∈ L 2 (R + ) such that
Moreover, the reciprocal formula
also holds almost everywhere.
(14) Hence, condition (10) can be written in the form
From the uniqueness of the Fourier cosine transform and a table of Fourier cosine transform [8] it follows
consequently,
By Lemma 1, formula (11) can be transformed as follows
Hence, by the Plancherel theorem for the Fourier cosine transform [10] and formula (17) we obtain
Therefore, formula (12) is proved. On the other hand, formula (18) is equivalent to the following
that in combination with formula (17) yields
Consequently,
Theorem 1 is proved.
Theorem 1 is a generalization of Watson's theorem [10, 19] for integral transforms of Mellin convolution type to integral transforms of Fourier cosine convolution type. Integral transforms of Mellin convolution type in other spaces of functions are studied in [10, 11, 12, 13, 14] . Two-sided integral transforms of Mellin convolution type are considered in [17] . Watson's theorem for integral transforms of Fourier convolution type is obtained in [3, 4] . For generalization of Watson's theorem to multidimensional transforms see [5, 16, 18] .
Condition (10) is also necessary. In fact, let formulas (11), (12) and (13) hold for any f ∈ L 2 (R + ). Take f (x) = e −x . We have
Because g ∈ L 2 (R + ), so is k 1 . Put this function g into formula (13) we obtain
Let
Then u is a solution of the differential equation
The general solution of equation (26) is u(x) = C 1 e x +C 2 e −x + x+1 4 e −x . Since k 1 ∈ L 2 (R + ), by Lemma 1 we have u ∈ L 2 (R + ). Hence C 1 = 0. On the other hand,
But by putting x = 0 in formula (25) we obtain
Hence, C 2 = 0, and condition (10) follows.
A kernel satisfying condition (10), or equivalently, condition (17) , is called a symmetric Fourier cosine kernel.
Theorem 2. Let k 1 and h 1 be symmetric Fourier cosine kernels. Then
is also a symmetric Fourier cosine kernel.
Indeed, by Lemma 1 and Theorem 1 we have
Therefore,
Because k 1 and h 1 are symmetric Fourier cosine kernels, by formula (17) we have |(
), i.e. m 1 is also a symmetric Fourier cosine kernel.
For unsymmetric kernels we have the following . Let k 1 (x) and h 1 (x) be the Fourier cosine transforms ofk(x)/(x 2 + 1) andh(x)/(x 2 + 1). Then the transforms
are bounded in L 2 (R + ) and are reciprocal to each other.
The proof follows easily from the proof of Theorem 1, where k 1 is replaced by h 1 , and formula (16) is replaced by
(32)
THE PLANCHEREL THEOREM
Let k 1 be a symmetric Fourier cosine kernel and twice differentiable, and let
Reciprocally,
Proof. Let f N (x) be a function equal to f (x) on (0, N ) and 0 on [N, ∞). We have
Consequently, g N is the transform (11) of function f N . If g is the transform (11) of function f , then g − g N is the transform (11) of function f − f N , hence, the Plancherel formula (12) 
As N → ∞, f N converges in the mean to f . Hence, g N converges in the mean to g, that has the same L 2 (R + ) norm as f . Similarly, if f N is defined by formula (35), then f N converges in the mean to f . Theorem 4 is proved.
We assume additionally now that k(x) is bounded on R + . Then transform (4)
is a bounded operator from the space L 1 (R + ) into the space L ∞ (R + ). By Theorem 4 transform (4) is bounded in L 2 (R + ). Hence, Riesz's interpolation theorem [9] yields
Remark that since the Fourier cosine convolution (2) is commutative, if f is twice differentiable and both f and f are square integrable, then g is also twice differentiable, g and g are square integrable, and moreover,
. We have
The integral representations for the Airy functions Ai(x) and Gi(x) [1] Ai
yield
and therefore,
Since Ai(x) and Gi(x) are bounded [1] , kernel k(x) is bounded, therefore, by Theorem 5 transform (4) with the kernel (42) is a bounded operator from
Moreover, Theorem 4 guarantees that it is unitary on L 2 (R + ) and (43) is the kernel of the inverse operator .
Applying the integral representation for the Bessel function of the third kind H
(1)
and the equality [20] H
ν (a), we obtain
Hence,
ix (a).
The relation between the Bessel functions of the first kind J ν (a) and of the third kind H
ν (a) (see [20] ) H
and the asymptotics of the Bessel function of the first kind J ν (a) for large order ν (see [20] )
yield that k(x) = 
and the symmetric property [1] K ν (x) = K −ν (x) we obtain
and k(x) = 1 π √ 2a sinh πa x −ia−1/2 K 1/2+ia (x), x ∈ R + .
By Theorem 4, transform (4) with kernel (51) is unitary on L 2 (R + ) and its inverse has (52) as the kernel. But since kernel k(x) is unbounded at 0 (see [1] ), Theorem 5 is not applicable here.
