Abstract. The convex dimension of a k-uniform hypergraph is the smallest dimension d for which there is an injective mapping of its vertices into R d such that the set of k-barycenters of all hyperedges is in convex position.
Introduction
Motivated by problems in convex combinatorial optimization [20] , Halman, Onn and Rothblum introduced the concept of convex dimension of uniform hypergraphs [12] . A k-uniform hypergraph is a pair H = (V, E) with E ⊆ V k ; a convex embedding of H into R d is an injective map f : V → R d such that the set of k-barycenters
is in convex position (i.e. each point is a vertex of the convex hull); and the convex dimension cd(H) of H is the minimal d for which a convex embedding of H into R d exists. Their article focused on graphs, the k = 2 case. They studied the problem of determining the convex dimension for specific families of graphs: paths, cycles, complete graphs and bipartite graphs. They also investigated the extremal problem of determining the maximum number of edges that a graph on n vertices and fixed convex dimension can have. The latter problem has been studied afterwards by several authors, in particular because of its strong relation with the problem of determining large convex subsets in Minkowski sums [3, 6] . Indeed, convex embeddings of k-partite k-uniform hypergraphs correspond to subsets in convex position inside the Minkowski sum of k sets of points. Diverse variants of the case k = 2 have been considered in the plane [3, 6, 9, 15, 28] , and also in R 3 [27] . For k > 2, the only result of which we are aware of is the upper bound cd(H) ≤ 2k for any k-uniform hypergraph H, proved by Halman et al. by mapping the vertices onto points on the moment curve in R 2k [12] .
In a different context, the convex-hull of all k-barycenters of a point-set has also been studied under the name of k-set polytope [2, 5] in relation to the study of k-sets and j-facets [30] . We discuss this connection in Section 4.
Our main result is the complete determination of the convex dimension of K (k)
n := ([n],
[n] k ), the complete k-uniform hypergraph on n vertices, for any k, 1 ≤ k ≤ n − 1. Theorem 1.1. Given positive integers n and k such that 2 ≤ k ≤ n − 2, we have that
if n ≥ 2k + 2, n − 2 if n ∈ {2k − 1, 2k, 2k + 1}, 2n − 2k if n ≤ 2k − 2.
Also, cd(K (1) 2 ) = 1 and cd(K (1) n ) = cd(K (n−1) n ) = 2 for n ≥ 3.
This matches and extends the results for k = 2 in [12] , where it is proved that cd(K n ) = 4 for n ≥ 6. Table 1 shows the explicit values of cd(K Table 1 . First values of cd(K (k) n ). Green values correspond to exceptional cases with small values of n and k. Yellow values correspond to the cases n ∈ {2k − 1, 2k, 2k + 1}, when k ≥ 2. Red values correspond to the cases n ≥ 2k + 2 or n ≤ 2k − 2.
We provide a polyhedral proof of Theorem 1.1. Namely, we reformulate the existence of a convex embedding of K (k) n into R d in terms of linear projections that strictly preserve the vertices of the hypersimplex ∆ n,k , that is, the polytope whose vertices are the n k incidence vectors of ksubsets of [n] . This polyhedral formulation is closer to the original set-up of convex combinatorial optimization [20] .
While hypersimplices are a widely studied family of polytopes that arise naturally in very diverse contexts, there has been a recent interest on hypersimplex projections [13, 23] motivated by a result of Galashin [8] who showed that certain subdivisions induced by hypersimplex projections are in bijection with reduced plabic graphs [18] , used to describe the stratification of the totally nonnegative Grassmannian [22] .
As we shall see, Theorem 1.1 is a particular case of a more general result. Let d = d(n, k, i) be the smallest dimension for which we can find a projection π : ∆ n,k → R d that strictly preserves the i-dimensional skeleton of ∆ n,k . We determine the values of d(n, k, i) in Theorem 1.2, which is proved in Section 3 with the framework used by Sanyal when studying the number of vertices of Minkowski sums [25] , based on Ziegler's projection lemma [33] . Theorem 1.2. Given positive integers n, k, i such that 1 ≤ k ≤ n − 1 and 0 ≤ i ≤ n − 1, the value of d(n, k, i) is determined as follows.
For k = 1, we get d(n, 1, i) = 2i + 2 for n ≥ 2i + 4 and d(n, 1, i) = n − 1 otherwise, which is a reformulation of the classical corollary of Radon's theorem that states that the simplex is the only d-polytope that is more than [7, 29] is a topological generalization that states that the i-skeleton of the (2i + 2)-simplex cannot be embedded in R 2i . This begs the question whether an analogous result for all hypersimplices also holds: Is d(n, k, i)−1 the smallest dimension where the i-skeleton of ∆ n,k can be topologically embedded
Prodsimplicial linear van Kampen-Flores Theorems for products of simplices were proved by Matschke, Pfeifle and Pilaud [17] and Rörig and Sanyal in [24] . One of their motivations was the study of dimensional ambiguity. Grünbaum defined a polytope P to be dimensionally i-ambiguous if its i-skeleton is isomorphic to that of polytope Q of a different dimension [11, Ch. 12] . Few polytopes are known to be dimensionally ambiguous. Examples include: simplices via neighborly polytopes, cubes via neighborly cubical polytopes [14] , products of polygons via projected products of polygons [26, 33] , and the aforementioned products of simplices via prodsimplicial-neighborly polytopes [17] . Our results show that the (n, k)-hypersimplex is dimensionally i-ambiguous except, maybe, when k ∈ A n,i and 2k − 2i − 1 ≤ n ≤ 2k + 2i + 1, which happens only for small values of n and k.
In contrast with the k = 1, n − 1 case, Theorem 1.2 implies that there are three distinct behaviors depending on the relative values of n, k and i. We discuss them below. For convenience, we present the case i = 2 in Table 2 , and we invite the reader to compare it with Table 1 .
The first possibility is that there is no dimension-reducing projection of the hypersimplex that preserves all i-faces. This happens for some exceptional values captured by the restrictions k ∈ A n,i and 2k − 2i − 1 ≤ n ≤ 2k + 2i + 1. These are the green values on the table. If n is very large, or very small compared to k and i, then we can project to a space of fixed dimension, and achieve arbitrarily large codimension. These cases are shown in red in the table. Finally, there is an extra case (depicted in yellow) in which we can get a codimension 1 projection but no codimension 2 projection exists. It starts happening when k ≥ i + 1 and n is of moderate size.
Finally, in Section 5 we study the associated extremal problem of maximizing the number of hyperedges in convex position, which has been largely studied for graphs [3, 6, 9, 12, 27] . Let g k (n, d) be the maximum number of hyperedges that a k-uniform hypergraph on n vertices that has a convex embedding into R d can have. The function g k (n, d) exhibits three different regimes 1 The shift by 1 comes from the fact that in a polytopal projection we are embedding it into the boundary of the d-polytope, which is homeomorphic to a (d − 1)-sphere. Table 2 . Values of d(n, k, 2) for small values of n and k. Green values correspond to exceptional cases where k ∈ A n,i and 2k − 2i − 1 ≤ n ≤ 2k + 2i + 1. Yellow values correspond to the cases 2k −2i−1 ≤ n ≤ 2k +2i+1 with k / ∈ A n,i . Red values correspond to the cases n ≥ 2k + 2i + 2 or n ≤ 2k − 2i − 2.
according to the value of d. Our knowledge of the (asymptotic) growth of g k (n, d) for fixed d and k has different levels of precision for the three regimes:
For fixed values of k and d, the value of g k (n, d) behaves as follows:
where
The limits in the o, O, Ω and Θ notations are taken as n → ∞.
To put this result into perspective, we compare it with the known results for the case of graphs (k = 2):
• For d ≥ 4, every graph has a convex embedding into R d , and Recently, Raggi and Roldán-Pensado found a convex embedding of K 2,2,2,2 into R 3 using computational methods (personal communication). Note that for these parameters, our results recover exactly these same lower and upper bounds:
• For d = 2, Halman, Onn and Rothblum asked whether g 2 (n, 2) was linear or quadratic [12] . The answer is that g 2 (n, 2) ∈ Θ(n 4/3 ), obtained as a result of the combined effort of diverse research teams. The tight upper bound was obtained in [6] , using a generalization of the Szemerédi-Trotter Theorem for points and "well-behaved" curves in the plane [21] , and a matching lower bound was given in [3] using configurations with the extremal number of point-line incidences.
Projections that strictly preserve the vertices of the hypersimplex
In this section we reformulate Theorem 1.1 in terms of polytope projections that preserve vertices. We assume some familiarity with the basic notions on polytope theory and refer the reader to [32] for a detailed treatment of the subject. Our main concern is the study of faces strictly preserved under a projection, a notion introduced in Definition 3.1 in [33].
2
Definition 2.1. Let P be a polytope and π : P → π(P ) a linear projection. A face F ⊆ P is preserved under π if (i) π(F ) is a face of π(P ), and
If moreover (iii) π(F ) is combinatorially isomorphic to F , then we say that F is strictly preserved under π.
For the restatement of Theorem 1.1 we use the following auxiliary lemma. Recall that the (n, k)-hypersimplex is the polytope:
d is equivalent to the existence of a linear projection of the hypersimplex ∆ n,k to R d that strictly preserves its
Notice that π maps the vertices of ∆ n,k to the barycenters of k-subsets of f (V ). These are in convex position if and only if all the vertices of ∆ n,k are strictly preserved by π.
Lemma 2.1 implies that Theorem 1.1 is a corollary of Theorem 1.2 obtained by setting i = 0. Thus, from now on we focus on proving Theorem 1.2.
For a d-polytope P ⊂ R d and a linear projection π : R d → R e , the Projection Lemma [33, Prop. 3.2] gives a criterion to characterize which faces of P are strictly preserved by π in terms of an associated projection τ :
be the associated projection. Let F ⊂ P be a face of P and let {n j | j ∈ I} be the normal vectors to the facets of P that contain F . Then F is strictly preserved if and only if {τ
As final ingredients we need the dimension and hyperplane description of ∆ n,k , as well as its facial structure, which are well known (see for example [32, Ex. 0.11]). 2 We are mainly interested in strictly preserved faces, and our definition coincides with that in [24, 25, 33] .
However, our definition of (not necessarily strictly) preserved face differs from that in [24, 25] , where they require conditions (i) and (iii) to define preserved faces. We prefer this definition which provides a bijection between faces of π(P ) and preserved faces. This simplifies the notation for Section 4.
Lemma 2.3. The hypersimplex ∆ n,k is the polytope
It has n k vertices, which are the points in {0, 1}
n whose coordinate sum is k. It is a point for k ∈ {0, n}, an (n − 1)-simplex for k ∈ {1, n − 1}, and for 2 ≤ k ≤ n − 2 it is (n − 1)-dimensional and has 2n facets.
For 1 ≤ i ≤ n − 1, its i-faces are of the form
n,k is isomorphic to ∆ n−|I|−|J|,k−|I| . From here, we proceed as follows. Consider n fixed and 2 ≤ k ≤ n − 2. To work with a full (n−1)-dimensional polytope we identify ∆ n,k with its projection onto R n /(R·1) ∼ = R n−1 , where 1 represents the all ones vector. Assume that there was an i-preserving projection π :
, that is, one that strictly preserves the whole i-skeleton of ∆ n,k . Then Lemma 2.2 would ensure certain positive dependencies on the vector configuration induced by the image of the normal vectors to facets of ∆ n,k under the associated projection τ . We state explicitly these dependencies below. In Section 3 we show that if d is not large enough, then these dependencies cannot all hold simultaneously.
By the description in Lemma 2.3, for 2 ≤ k ≤ n − 2, ∆ n,k ⊂ R n /(R · 1) has 2n facets whose normal vectors we may pair up as {m j , n j } for j ∈ [n], where m j and n j correspond to the inequalities x j ≥ 0 and x j ≤ 1 after the projection onto R n /(R · 1), respectively. They satisfy
n j = 0.
Example 2.1. For convenience, before we continue, we provide a concrete example of our set-up. Consider Figure 1 . At the top of the figure we have the hypersimplex ∆ 4,2 , which is a 3-dimensional octahedron. By construction, its ambient space is R 4 , but we isomorphically project it onto R 4 /(R · (1, 1, 1, 1)). Thus, when projecting it to the plane we get a map π : R 3 → R 2 . At the left side of the figure we have the image of ∆ 4,2 under π. We also show the images of 2e 1 , 2e 2 , 2e 3 , 2e 4 . Note that, as expected by Lemma 2.1, the images of the vertices of ∆ 4,2 are precisely the midpoints of the edges π(2e i )π(2e j ), for 1 ≤ i < j ≤ 4, all of which lie in strictly convex position. Even though this is evident from the figure, we can also verify it using the Projection Lemma.
To do so, consider the normal vectors to the faces of ∆ 4,2 . These are shown at the bottom of the figure with labels m j , n j for j = 1, 2, 3, 4. Since π has codimension 1, it induces a projection τ that takes these normal vectors to R, which is shown at the right side of the figure. So, consider for example the vertex (0, 1, 0, 1). This vertex lies on faces with normal vectors m 1 , n 2 , m 3 , n 4 , and 0 is strictly contained in the interior of the convex hull of τ ({m 1 , n 2 , m 3 , n 4 }). Thus, by Lemma 2.2 we verify that (0, 1, 0, 1) is strictly preserved under π.
The Projection Lemma also determines whether higher dimensional faces are preserved or not. Consider for example the edge (0, 1, 0, 1)(1, 0, 0, 1) of ∆ 4,2 . It is contained in the faces with normal vectors m 3 and n 4 . Note that 0 does not lie in the interior of the convex hull of τ ({m 3 , n 4 }). By Lemma 2.2 we conclude that π does not preserve the edge, which can be verified by inspection. We invite the reader to check the remaining faces.
To use these tools in general, we combine Lemma 2.2 with the facial structure of the hypersimplex, to get: Figure 1 . Using the Projection Lemma on a projection for the hypersimplex ∆ 4,2 , which is an octahedron.
dimensional configuration of vectors with the following strictly positive dependencies:
Proof. The positive dependencies in a), b) and c) follow directly from the linearity of τ and (1). Note that (1) additionally states that the vector configuration is symmetric around the origin with pairing τ (m j ) ↔ τ (n j ). For d) we use that π preserves the vertices of ∆ n,k . Each vertex of ∆ n,k lies in exactly k hyperplanes of the form x j = 1 and n − k hyperplanes of the form x j = 0. From here we obtain, respectively, complementary index sets I and J of [n]. The conclusion then follows from Lemma 2.2.
The analysis for d ) is similar considering the description of the i-faces of ∆ n,k given in Lemma 2.3.
Finally, the family of positive dependencies in e) and e ) follow respectively from d) and d ) and the symmetry around the origin.
Since the configuration of vectors is symmetric around the origin, we obtain another proof of the following observation.
Corollary 2.5. An i-preserving projection π : R n−1 → R d exists for ∆ n,k if and only if it exists for ∆ n,n−k .
Of course, ∆ n,k and ∆ n,n−k are affinely equivalent, so Corollary 2.5 should not be too unexpected. However, the fact that cd(K
is not entirely obvious from the definition of cd. It has an alternative short geometric proof. Suppose f is a convex embedding of K
The barycenter a of any k-subset of f (V ), the barycenter c of the complementary (n − k)-subset and b are collinear. The segment ac is split in ratio k : n − k by b. Therefore, the set of (n − k)-barycenters is a homothetic copy of the set of k-barycenters. Since the second is in convex position, the first one is as well.
Proof of Theorem 1.2
By Corollary 2.5 we may focus only on the cases n ≥ 2k, and therefore it is enough to prove the following:
. . , n − 1} is the range of some exceptional values for k.
Here is an outline of the proof, which we will summarize at the end of the section. We introduce a lemma to deal with projections of codimension 2 to give a lower bound for the case k / ∈ A n,i . Then, we introduce another lemma to handle projections of codimension 1 and provide the lower bound in the case k ∈ A n,i . To conclude, we provide the constructions for the upper bounds.
Before starting, we note that d is monotone increasing on n and i, as an increase in either variable requires more faces to be preserved. In other words,
The following lemma helps to deal with the cases k / ∈ A n,i .
Lemma 3.2. For k ≥ i + 2 and l ∈ {0, 1, 2}, the hypersimplex ∆ 2k+2i+l,k has no i-preserving projection of codimension 2.
Proof. Suppose that such a projection exists. Set n = 2k + 2i + l. By Lemma 2.4, we must have a 2-dimensional vector configuration τ ({m j : j ∈ [n]} ∪ {n j : j ∈ [n]}) with some prescribed positive dependencies. We will show that these dependencies cannot all hold simultaneously. Let We have 2a
Moreover, since c + d = 0, one of these inequalities, say b ≤ k + i + l/2, must be strict, so b ≤ k + i even when l = 2. And hence
Both {τ (m j ) : j ∈ I} and {τ (n j ) : j ∈ J} lie in the same closed halfplane ≥0 bounded by , and their union contains vectors in the interior of ≥0 (because A cannot be empty as the configuration is full-dimensional and 0 ∈ int conv{τ (m j ) :
which is a contradiction to e ) of Lemma 2.4 in the case i > 0. Finally, if i = 0, note the argument above also shows that J may be chosen of size exactly k. This contradicts e) in Lemma 2.4.
We may now prove by induction the following lower bound for the case k / ∈ A n,i Lemma 3.3. For k ≥ i + 2, and 2k ≤ n ≤ 2k + 2i + 2 we have
i.e., the hypersimplex ∆ n,k has no i-preserving projection of codimension 2.
Proof. We proceed by induction on i. The case i = 0 is exactly the statement of Lemma 3.2 for i = 0. Suppose that the result is true for i − 1. Note that k ≥ i + 2 ≥ (i − 1) + 2, and then by inductive hypothesis, for n ∈ {2k, . . . , 2k + 2i − 1, 2k + 2i} we have that d(n, k, i − 1) ≥ n − 2. By monotonicity we have
To deal with the cases n = 2k + 2i + 1 and n = 2k + 2i + 2 we use Lemma 3.2 for l = 1, 2.
Now we handle the lower bounds for the case k ∈ A n,i .
Lemma 3.4. For 2 ≤ k ≤ i + 1 and 2k ≤ n ≤ 2k + 2i + 1, the hypersimplex ∆ n,k has no i-preserving projection of codimension 1. d(n, k, i) ≥ n − 1 for 2k − 2i − 1 ≤ n ≤ 2k + 2i + 1 and k ∈ A n,i n − 2 for 2k − 2i − 1 ≤ n ≤ 2k + 2i + 1 and k / ∈ A n,i .
Now we turn our attention to constructions that attain these bounds. Of course, ∆ n,k , being (n − 1)-dimensional, has a trivial i-preserving projection to R n−1 . So we get our first equality:
For the case k / ∈ A n,i we provide the following construction.
Lemma 3.5. For k ≥ i + 2 and 2k − 2i − 1 ≤ n ≤ 2k + 2i + 1, the hypersimplex ∆ n,k has an i-preserving projection of codimension 1.
Proof. Consider the linear projection π : R n → R n−2 that maps {e 1 , . . . , e n−1 } to vertices of a simplex ∆ in R n−2 and e n to the barycenter of this simplex. We claim that the restriction π of π to the hyperplane j∈[n] x j = k is an i-preserving projection for the hypersimplex ∆ n,k .
By a proper choice of vertices for ∆, the associated projection τ maps the normal vectors to the faces of ∆ n,k as follows:
See Figure 1 for a concrete example. We use Lemma 2.2 to verify that π is i-preserving. We pick I, J ⊂ [n] such that I ∩ J = ∅, |I| ≤ k − 1, |J| ≤ n − k − 1 and |I| + |J| = n − i − 1. Since |J| ≤ n − k − 1 ≤ n − i − 3, we have that |I| ≥ 2. Similarly, |J| ≥ 2. Therefore, we may choose j ∈ I and j ∈ J with j = n, j = n. We obtain that {1, −1} ⊂ ({τ (m j ) : j ∈ I} ∪ {τ (n j ) : j ∈ J}) , so 0 is in the desired interior of the convex hull.
From here we get our second equality:
Finally, we provide an upper bound that works for any value of n.
Lemma 3.6. The hypersimplex ∆ n,k has an i-preserving projection to R 2k+2i .
Proof. Consider the linear projection π : R n → R 2k+2i that maps {e 1 , . . . , e n } to distinct points on the moment curve (t, t 2 , . . . , t 2k+2i ) t ∈ R ⊂ R 2k+2i . The images π(e i ) are the vertices of a cyclic polytope C 2k+2i (n), which is neighborly, and hence any set of at most k + i of them form a simplex face of C 2k+2i (n).
For a subset A ⊂ [n] of size k + i, consider the faces F = ∆ n,k ∩ j / ∈A {x j = 0} and G = conv {π(e i ) | i ∈ A} of ∆ n,k and C 2k+2i (n), respectively . Then π restricted to the affine span of F is an affine isomorphism into the affine span of G. The supporting hyperplane for G in C 2k+2i (n) is also supporting for π(F ) in π(C 2k+2i (n)), and hence F is strictly preserved.
We conclude the proof by observing that any i-face of ∆ n,k belongs to one such a face F . This is the last ingredient we need to deal with the remaining case of Theorem 1.2. We summarize these results leading to the proof of Theorem 1.2.
Proof of Theorem 1.2. The case k = 1, n − 1 are well known [11, Thm. 7.1.4 ], so we concentrate in the 2 ≤ k ≤ n − 2 cases. By Lemma 3.4, if 2k −2i−1 ≤ n ≤ 2k +2i+1 and k ∈ A n,i , there is no non-trivial i-preserving projection, and hence in this case we have
If 2k − 2i − 1 ≤ n ≤ 2k + 2i + 1 and k / ∈ A n,i , there are no i-preserving projections of co-dimension 2 by Lemma 3.3, but there are of codimension 1 by Lemma 3.5. Therefore we have
Finally, for n ≥ 2k +2i+2 we get the lower bound by the monotonicity Lemma 3.1. If k ≥ i+2 then by Lemma 3.3 2k
And if k ≤ i + 1 then by Lemma 3.4
The accompanying upper bound comes from Lemma 3.6. And hence for n ≥ 2k + 2i + 2 we have d(n, k, i) = 2k + 2i.
And finally, if n ≤ 2k − 2i − 2, we get by symmetry that d(n, k, i) = 2n − 2k + 2i.
Relation with k-sets, i faces and (i, j)-partitions
Let S = {s 1 , . . . , s n } be a finite point set in R d . A subset of S of cardinality k is called a k-set of S if it is the intersection of S with an open halfspace. Studying the maximal possible number of k-sets is a central problem in combinatorial geometry, and only partial results are known. We refer to [16, Ch. 11] for an introduction to the topic, and [30] for a larger survey.
In [5] , the k-set polytope P k (S) is defined as the convex hull of all k-barycenters of S. Note that, if π : R n → R d is the linear projection with π(e i ) = 1 k s i , then P k (S) = π(∆ n,k ) (k-set polytopes are defined without the factor of 1 k in some references like [2] ). Hence, k-set polytopes are the same thing as projections of k-hypersimplices. The importance of P k (S) lies in the fact that its vertices are in bijection with the k-sets of S.
In [2] , Andrzejak and Welzl studied further the facial structure of k-set polytopes. To this end, they define an (i, j)-partition of S as a pair (A, B) of subsets of S with |A| = i and |B| = j for which there is an oriented hyperplane H such that A = S ∩ H, and B = S ∩ H >0 , where H >0 is the open halfspace defined by H. These generalize k-sets (which are (0, k)-partitions) and j-facets of point sets in general position (which are (d, j)-partitions). Denoting by D i,j (S) the number of (i, j)-partitions of S, Andrzejak and Welzl observed that
j=k−(i−1) D i,j otherwise; which allowed them to use Euler's relation on P k to derive linear relations on the numbers of (i, j)-partitions. (See also [1, Sec. 3.2] , which also considers configurations that are not in general position.)
In this section, we provide an interpretation in terms of preserved faces under hypersimplex projections.
We define the dimension of an (i, j)-partition (A, B) as the dimension of the affine hull of A. And we set D e i,j to be the number of e-dimensional (i, j)-partitions. Of course, if S is in general position, then we always have e = i − 1.
(i) the vertices of P k (S) are in bijection with the k-sets of S, and (ii) the e-faces of P k (S) with e ≥ 1 are in bijection with e-dimensional (i, j)-partitions with
More precisely, for disjoint subsets X, Y ⊆ [n] with |Y | + 1 ≤ k ≤ |X| + |Y | − 1, and A = {s i | i ∈ X} and B = {s j | j ∈ Y }, we have that (A, B) is an e-dimensional (i, j)-partition if and only if the face F = ∆ I,J n,k is preserved under π, and π(F ) is e-dimensional; where I = Y and
In particular, the strictly preserved e-faces with e ≥ 1 are in bijection with the
Proof. Faces of P k (S) are in bijection with faces of ∆ n,k preserved under π. More precisely, the face of P k (S) that maximizes the linear functional f ∈ (R d ) * is the image of the face F of ∆ n,k maximized by π * (f ), where π * denotes the adjoint of π. That is, the vertices of F are the incidence vectors of the S ∈
[n] k that maximize i∈S f (s i ), where s i = π(e i ). Fix f ∈ (R d ) * and let e ∈
[n] k be one of the subsets that maximizes i∈e f (s i ). Set c = min i∈e f (s i ),
The hyperplane f (x) = c defines an (|X|, |Y |)-partition (A, B) with A = {s i | i ∈ X} and B = {s j | j ∈ Y }. Note that every i ∈ Y belongs to e, and that for e ∈
[n] k we have i∈e f (s i ) = i∈e f (s i ) if and only if Y ⊆ e and e ⊆ Y ∪ X. Therefore, the face of ∆ n,k maximized by π * (f ) is precisely F = ∆ I,J n,k
If F is not a vertex, then we have |Y | ≤ k − 1 and |X ∪ Y | ≥ k + 1. Conversely, every (i, j)-partition with j + 1 ≤ k ≤ i + j − 1 corresponds to a linear functional that is maximized in such a face. Note that π(F ) is affinely equivalent to P k−j (A), which has the same dimension as the affine span of A provided that 1 ≤ k − j ≤ i − 1.
The same argument works for vertices. The only subtlety lies in the fact that we claim that the preimage of a vertex of P k (S) must be a vertex of ∆ n,k . Indeed, while it is true that there might be subsets e, e ∈
[n] k for which i∈e s i = i∈e s i , such a subset cannot define a vertex of P k (S). The reason is that, if all the s i 's are different, and if f is a generic functional maximized at i∈e f (s i ), then there must be some j ∈ e \ e with f (s j ) > 1 k i∈e f (s i ), and hence a subset e ∈
[n] k with i∈e f (s i ) > i∈e f (s i ), contradicting the maximality of e.
Hypergraphs with many barycenters in convex position
In this section we study the extremal function g k (n, d) that counts the maximum number of barycenters in convex position that a k-uniform hypergraph on n vertices embedded in R d may have. As explained in Theorem 1.3, we distinguish three regimes:
, which covers the first case. By Theorem 1.1, we also know that g k (n, d) < n k when d ≤ 2k − 1. By combining this result with de Caen's bound on Turán numbers for hypergraphs [4] we can get sharper upper bounds for g k when d ≤ 2k − 1, as n grows.
Fix k and 1 ≤ d ≤ 2k − 1. Using Theorem 1.1, we obtain that the maximum value n = n k,d so that
and for d = 1,
The first values of n k,d are contained in Table 5 . We recall the following bound for Turán numbers for complete hypergraphs by de Caen [4] : where
Proof. If a k-uniform hypergraph G has convex dimension d, then any induced subhypergraph must also have convex dimension d. In particular, its largest complete sub-hypergraph cannot have more than n k,d vertices. Therefore, we may apply de Caen's bound with = n k,d + 1 to obtain that G has at most EX(n, k, n k,d + 1) edges. The result follows by using that
For d ≥ k + 1, we have an accompanying lower bound for g k of the same asymptotic order. Denote by K 
k×n has a convex embedding into R d . This can be done using a particular case of a result by Matschke, Pfeifle and Pilaud [17] . Namely, Theorem 2.6 in [17] (with parameters 3 r = k, k = 0 and n i = n for each i) provides k sets of n points in R k+1 whose Minkowski sum has all the possible n k vertices. Mapping the vertices of K (k) m×n to these sets gives the desired convex embedding. For k = 2 and d = 3, this gives a lower bound of order n 2 /4 + o(n). However, for this case a better lower bound of size n 2 /3 was found by Swanepoel and Valtr in [27, Theorem 6] using a convex embedding of K n,n,n into R 3 . We close the gap by providing below an improved lower bound of size
for any d ≥ k + 1. One can easily verify that this bound is increasing with d by using Bernoulli's inequality. In particular, we have
To do so, we construct a convex embedding of K
Proof. Let e 1 , . . . , e d be the standard basis vectors of R d , and set e 0 = − d−1 i=1 e i (notice that the sum starts at 1 and ends at d − 1).
Consider a set A of n distinct positive real numbers. For any k-subset S of {0, . . . , d − 1} we define the set X S , of cardinality n k as
Let X := S X S be the union of these pointsets for all k-subsets of {0, . . . , d − 1}. Note that |X| = n d n k , as the subsets are disjoint (here we use the positivity of A). We will prove that all the points in X are in convex position. Notice that for any pair of k-subsets S and T , there is a linear automorphism of X that sends X S to X T . Hence, it suffices to show that the points of X S are vertices of conv(X) for S = {1, . . . , k}.
We do so by exhibiting a supporting hyperplane for each of these points. Fix a point p = i∈S (a i · e i + a 
which can only be an equality if S = T and a i = b i for all i ∈ S; that is, if p = q. This shows that all the points in X S are vertices of conv(X), and, by symmetry, that all the points of X are vertices of conv(X).
To conclude the proof, let
d×n , and consider a map
d×n is obtained by choosing a k-subset S of {0, . . . , d − 1} and then one vertex from each V i with i ∈ S. And hence every k-barycenter is precisely of the form
with a i ∈ A for i ∈ S. All these barycenters lie in convex position (they form
Combining Theorems 5.2 and 5.3, we get the following estimation for the coefficient of n k in the asymptotic development of γ k,d in the range k + 1 ≤ d ≤ 2k − 1.
, and n 1,1 = 2 and n k,1 = k for k ≥ 2.
For d ≤ k, we do not know the asymptotic order of g k (n, d). We will show that
. The proof of the upper bound is inspired from the analogous bound for k-sets. If a k (n, d) denotes the maximum number of k-sets that an n-point set in R d can have, then we trivially have a k (n, d) ≤ g k (n, d). However, the converse is far from being true. For example, a 2 (n, 2) = O(n) (see [16, Ch. 11] ), whereas g 2 (n, 2) ∈ Θ(n 4/3 ) [3, 6] .
Theorem 5.5.
Proof. Let H = (V, E) be a k-uniform hypergraph of convex dimension d. Let S = {s 1 , . . . , s n } ⊂ R d be the images of the vertices for some convex embedding. Set
Since the embedding is convex, for every k-subset e ∈ E we have that i∈e f (s i ) is a vertex of P H (S), and hence there is a linear functional f ∈ (R d ) * such that i∈e f (s i ) > i∈e f (s i ) for every e ∈ E \ e. Therefore, there is a closed halfspace H + such that e is the only hyperedge contained in H + ∩ S. The maximal number of different subsets cut out by halfspaces is well known to be
, Proof of Thm 2.2] for a proof).
We conclude with a construction of Weibel [31] for Minkowski sums of polytopes that will provide a lower bound of Ω(n d−1 ) for g k (n, d). (We refer to [31, Sect. 5] for the details of the construction.) and whose hyperedges correspond to the k-tuples (v 1j1 , . . . , v 1j k ) such that p 1j1 + · · · + p kj k is a vertex of P 1 + · · · + P k . Then the map that sends v ij to p ij is a convex embedding.
Discussion and open problems
More restrictive embeddings: Halman, Onn and Rothblum also study the following notion. A strong convex embedding for a hypergraph H = (V, E) is a convex embedding f : V → R d for which f (V ) is also in convex position. This induces the notion of strong convex dimenision of a hypergraph and poses an analogous extremal problem on the maximum number of hyperedges h k (n, d) that a k-uniform hypergraph on n vertices with a strong convex embedding to R d can have. The asymptotic values of g k (n, d) and h k (n, d) may largely differ: it is shown in [12] that h 2 (n, 2) is linear, while g 2 (n, 2) is in Θ(n 4/3 ) [3, 6] . What are other quantitative and qualitative differences between convex and strong convex embeddings when k > 2?
Other hypergraphs: After complete hypergraphs, it would be interesting to be able to determine the convex dimension of other families of uniform hypergraphs. A particularly interesting family of uniform hypergraphs that comes to mind are matroids. The corresponding polytopes, known as matroid polytopes, have been extensively studied and many of their properties are well understood. They are in particular a relevant family in the context of the convex combinatorial optimization problems that originally motivated the study of the convex dimension of hypergraphs [20] . The associated optimization problem is known as convex matroid optimization [19] .
Asymptotic behavior of g k (n, 
Combinatorial and topological hypersimplices:
There are plenty of polytopes that are combinatorially but not affinely isomorphic to a hypersimplex (in fact, the realization spaces of hypersimplices are far from being understood [10] ). Does Theorem 1.2 also hold for those? This would follow from a stronger topological statement, a hypersimplicial van Kampen-Flores theorem, stating that the i-skeleton of ∆ n,k cannot be embedded into the (d(n, k, i) − 1)-dimensional Euclidean space.
