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LOOKING FOR A NEW MEMBER OF GORDON’S IDENTITIES
POONEH AFSHARIJOO
Abstract. We give a commutative algebra viewpoint on Andrews recursive for-
mula for the partitions appearing in Gordon’s identities, which are a generalization
of Rogers-Ramanujan identities. Using this approach and differential ideals we
conjecture a family of partition identities which extend Gordon’s identities. This
family is indexed by r ≥ 2. We prove the conjecture for r = 2 and r = 3.
1. INTRODUCTION
A partition (of length `) of a positive integer n is a sequence Λ : (λ1 ≥ · · · ≥ λ`)
of positive integers λi, for 1 ≤ i ≤ `, such that
λ1 + · · ·+ λ` = n.
The integers λi are called the parts of the partition Λ.
The number of different partitions of n is denoted by p(n). By convention we set
p(0) = 1.
A partition identity is an equality for every n between the number of the partitions
of an integer n satisfying a certain condition A and the number of those satisfying
another condition B. This type of identity plays an important role in many areas
such as number theory, combinatorics, Lie theory, particle physics and statistical
mechanics. In general it is difficult to find partition identities and to prove them.
See [A] for a detailed exposition of partition theory. In this article we will use com-
mutative algebra to find and prove some partition identities.
Our bridge between commutative algebra and partitions is the Hilbert-Poincaré se-
ries :
Let k be a field of characteristic zero. Recall that the Hilbert-Poincaré series of
a graded k−algebra B = ⊕i∈NBi such that dimk(Bi) < ∞ is by definition the
following q−series:
HP (B) =
∑
i∈N
dimk(Bi)q
i.
The generating series for the partition function p(n) is given by
∞∑
i=0
p(n)qn =
∏
i≥1
1
1− qi .
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2 POONEH AFSHARIJOO
We can see that this is equal to the Hilbert-Poincaré series of the graded algebra
S = k[x1, x2, · · · ] where the grading is given by wt.xi = i (Note that this ring is the
algebra of the global sections of the space of arcs centered at the origin of the affine
line (see Section 2)). Indeed, to each monomial xα1 · · ·xαm of weight
∑m
j=1 αj = n,
we can associate a unique partition (α1, · · · , αm) of n where α1 ≥ · · · ≥ αm.
One important family of partitions identities is the family of Gordon’s identities
(see Theorem 1 in [G]):
Theorem 1.1. (Gordon’s identities). Given integers r ≥ 2 and 1 ≤ i ≤ r, let Br,i(n)
denote the number of partitions of n of the form (b1, . . . , bs), where bj − bj+r−1 ≥ 2
and at most i − 1 of the integers bj are equal to 1. Let Ar,i(n) denote the number
of partitions of n into parts 6≡ 0,±i (mod.2r + 1). Then Ar,i(n) = Br,i(n) for all
integers n.
This is Theorem 7.5 in [And98]. Corollary 7.9 in [And98] gives the analytic form
of this theorem, which is as follows:
Theorem 1.2. (Gordon’s identities, analytic form) For the integers 2 ≤ r, 1 ≤ i ≤
r, we have ∑
n1,n2,...nr−1≥0
qN
2
1+N
2
2+···+N2r−1+Ni+Ni+1+···+Nr−1
(q)n1(q)n2 . . . (q)nr−1
=
∏
n≥1
n 6≡0,±i(mod.2r+1)
1
1− qn .
Where q is a variable and Nj = nj + nj+1 + · · · + nr−1 for all 1 ≤ j ≤ r − 1 and
(q)n = (1− q)(1− q2) · · · (1− qn).
The left hand side of the equality above is the generating series of Br,i(n) and its
right hand side is the generating series of Ar,i(n).
A celebrated special case of this theorem, which is known in the literature as The first
Rogers-Ramanujan identity (respectively The second Rogers-Ramanujan identity),
is when we take r = i = 2 (respectively r = i+ 1 = 2).
In this paper, we study partition identities using the relation between partitions
and the graded algebras associated to an important object of algebraic geometry:
the space of arcs. We only need to consider the space of arcs the algebraic variety
defined by (xr) ⊂ k[x] for any integer r ≥ 2 (for the definition in the general case
see Section 2). This corresponds to the set X∞ = {x(t) ∈ k[[t]]| xr(t) = 0}, where
k[[t]] is the formal power series ring in one indeterminate t. Since x(t) ∈ k[[t]] we can
write it as
∑
i∈N xit
i and hence xr(t) is also a formal power series in t. We denote
the coefficients of ti in this series by Fi; note that Fi ∈ k[x0, x1, · · · ].
The space of arcs centered at the origin is obtained by setting x0 = 0 in X∞. Its
corresponding algebra is:
J0∞(X) =
S
(Fi|x0=0 |i ≥ 1)
.
We call it the focussed arc algebra of X. If we define the derivation D on S by
D(xi) = xi+1 and we denote the ideal (xr1, D1(xr1), D2(xr1), · · · ) by Ir, then we observe
that (see Section 2):
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J0∞(X) '
S
Ir
.
The ideal Ir is a differential ideal in the sense that D(Ir) ⊂ Ir.
We use the correspondence explained above for the ring S between the generating
series of the partitions and the Hilbert-Poincaré series of the graded algebras to do
the following:
1. We express the generating series of Br,i(n) as the Hilbert-Poincaré series of
the quotient of S by an ideal Ir,i = (xi1, L<revlex(Ir)) which we determine from
J0∞(X) and a result of C. Bruschek, H. Mourtada, J. Schepers (Proposition
5.2 from [BMS]).
Using the properties of Hilbert-Poincaré series we find a recursion formula
for the generating series of Br,i(n). Then we show that this recursion formula
is equal to that found empirically by J. Lepowsky and M. Zhu to prove
Gordon’s identities (see [LZ]). This is done in Section 3.
2. In the fourth section, we use the Andrews-Baxter system (see the proof of
Theorem 7.5 from [A]) to obtain a family of identities of Rogers-Ramanujan
type. A part of this family was proved in Theorem 1.6 in [AM] by the Hilbert-
Poincaré series method. But here we use the language of partitions and we
show that there is another type of partitions of n whose number satisfy an
extension of Andrews-Baxter system. This gives us the following theorem:
Theorem. (The k-th identity of Rogers-Ramanujan type ) Let n, m ≥ 0, k ≥
1 be integers and i = 1 or 2. Let us denote by ck2,i(m,n) the number of
partitions of n of the form (λ1, λ2, · · · , λm), such that λm > m+ k − i . Let
denote by bk2,i(m,n) the number of partitions of n of the form (λ1, λ2, · · · , λm)
with λm ≥ k, at most i− 1 parts equal to k and without equal or consecutive
parts. Then ck2,i(m,n) = bk2,i(m,n).
Note that when we take k = 1 in the theorem above we obtain a new
member of the Rogers-Ramanujan identities.
3. In the fifth section, we conjecture a new member of Gordon’s identities. To
do so we use the method introduced to prove Theorem 1.6 in [AM]: We
take the algebraic variety X defined by (xr) ⊂ k[x]. We know that (see
e.g., Theorem 5.2.6 in [GP]) the Hilbert-Poincaré series of a homogeneous
weighted ideal is equal to the Hilbert-Poincaré series of its leading ideal with
respect to any monomial ordering. Using this theorem twice we obtain:
HP (
S
L<revlex(Ir)
) = HP (
S
Ir
) = HP (
S
L< lex(Ir)
).
Note that the left hand side of this equality is the generating series of the
number of partitions of n which appear on one side of Gordon’s identities for
i = r (see [BMS]).
Note also that its right hand side is the generating series of the numbers of
partitions of n associated to the monomials of weight n which appear in the
graded algebra S
L< lex (Ir)
.
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Thus, by the above equality the numbers of these partitions could give a new
member of Gordon’s identities for i = r.
In order to find this new member, we tried to find a Gröbner basis of
the ideal Ir with respect to the weighted lexicographic order. Theorem 2.2
from [AM] shows that such a Gröbner basis is differentially infinite in the
case r = 2 and so is complicated to compute in the general case. We could
not find such a Gröbner basis, but the computations give us a candidate
for L< lex(Ir). Using this candidate we conjecture a new member of Gordon’s
identities for every 1 ≤ i ≤ r (see Conjecture 5.1). The theorem above proves
this conjecture for r = 2. In the last four sections we give this conjecture and
its analytic form (see Conjecture 8.4). Then we prove it also for r = 3. The
results presented here are part of my Ph.D. thesis [Af].
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2. SPACE OF ARCS
In this section we recall the definition of the space of arcs of an algebraic variety.
Note that an algebraic variety defined by an ideal I, is the zero set of all polynomials
of the ideal I.
Let k be a field of characteristic zero and m,n ≥ 1 be integers. Let X be a
algebraic variety defined by the ideal (f1, · · · , fm) ⊂ k[x1, · · · , xn]. The arc space of
X, that we denote by X∞ is the set
X∞ = {x(t) = (x1(t) · · · , xn(t)) ∈ k[[t]]n| f`(x(t)) = 0 for all 1 ≤ ` ≤ m},
where k[[t]] denotes the formal power series ring in one variable t over the field
k. It has a natural structure of a k-scheme. Since for each 1 ≤ i ≤ n we have
xi(t) ∈ k[[t]], we can write it as xi(t) =
∑∞
j=0 xi,jt
j and we have
f`(x(t)) = F`,0 + F`,1t+ F`,2t
2 + · · · ,
where F`,j ∈ k[xi,j|1 ≤ i ≤ n, 0 ≤ j] for all 1 ≤ ` ≤ m. Note that F`,0 =
f`(x1,0, x2,0 · · · , xn,0). We assume that the point (0, . . . , 0) ∈ X; hence for all 1 ≤
` ≤ m we have F`,0(0, · · · , 0) = f`(0, · · · , 0) = 0.
For each i ∈ {1, · · · , n} and j ∈ N>0, we replace xi,0 by 0 in F`,j, and we denote
the resulting polynomial by f`,j. Then we obtain a k-algebra which is called the
focussed arc algebra of X:
J0∞(X) =
k[xi,j|1 ≤ i ≤ n, 1 ≤ j]
(f`,j|1 ≤ ` ≤ m, 1 ≤ j) .
The spectrum of J0∞(X) is the space of arcs of X centered at the origin (0, · · · , 0).
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If we give xi,j the weight j, then f`,j is quasi-homogeneous of weight j. Thus,
J0∞(X) is a naturally graded algebra where the (usual) degree of each monomial
xj1i1 · · ·xjnin ∈ k[x1, x2, · · · ] is
∑n
k=1 jk, and its weight is
∑n
k=1 ikjk.
In the weighted lexicographic order, we say that xα = xα11 · · ·xαnn is less than
xβ = xβ11 · · ·xβnn if and only if wt.xα < wt.xβ or wt.xα = wt.xβ and there exists
j ≥ 1 such that α1 = β1, · · · , αj−1 = βj−1, αj < βj.
The weighted reverse lexicographic order consists also in comparing first the weights,
in case of equality of the weights, we have xα < xβ if and only if there exists j ≥ 1
such that αl = βl for all l > j and αj > βj.
We fix a monomial ordering > on k[x1, x2, · · · ]. For f ∈ k[x1, x2, · · · ] the leading
monomial of f is its largest monomial with respect to > . The leading ideal of
an ideal I ⊂ k[x1, x2, · · · ] is the ideal generated by the leading monomials of the
polynomials in I. Note that in general it is not equal to the ideal generated by
the leading monomials of generators of I. A set of nonzero polynomials of I whose
leading monomials with respect to > generate the leading ideal of I is called a
Gröbner basis of I with respect to > .
The following example of space of arcs is fundamental for our work:
Example 1. Consider the algebraic variety X defined by (f) ⊂ k[y], where f = yr
for some integer r ≥ 2 (for reasons that will appear below, we change the name of
the variable). So the arc space of this algebraic variety is the set
X∞ = {y(t) ∈ k[[t]], yr(t) = 0, y(t) =
∞∑
j=0
yjt
j}.
We have yr(t) =
(∑∞
j=0 yjt
j
)r
=
∑∞
j=0 Fjt
j.
Let xj = yjj! and let D be the derivation on k[x0, x1, · · · ] defined by D(xi) = xi+1.
We have
yr(t) = (y0 + y1t+ y2t
2 + y3t
3 + · · · )r = (x0
0!
+ x1
1!
t+ x2
2!
t2 + x3
3!
t3 + · · · )r
=
xr0
0!
+
D1(xr0)
1!
t+
D2(xr0)
2!
t2 +
D3(xr0)
3!
t3 + · · ·
Let fi = Fi |x0=0 . So we have (see Proposition 2.1 in [M1]):
k[y0, y1, · · · ]
(F0, F1, · · · ) '
k[x0, x1, · · · ]
(xr0, D
1(xr0), D
2(xr0), · · · )
,
where the i-th derivation Di is recursively defined by D1(g) = D(g) and Di(g) =
D(Di−1(g)) for all g ∈ k[x0, x1, · · · ]. We also obtain:
k[y1, y2, · · · ]
(f0, f1, · · · ) '
k[x1, x2, · · · ]
(xr1, D
1(xr1), D
2(xr1), · · · )
.
Thus, the differential ideal (xr1, D1(xr1), D2(xr1), · · · ) is the ideal defining the fo-
cussed arc algebra of X in S = k[x1, x2, . . . ]. We denote this differential ideal by
Ir = [x
r
1].
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In [BMS], C. Bruschek, H. Mourtada, J. Schepers proved that the leading ideal of
Ir with respect to the reverse lexicographical order is as follows:
L(Ir) = Ir,r = (x
r−n
i x
n
i+1| i ≥ 1 & 0 ≤ n ≤ r − 1).
From now on, we consider the focussed arc algebra after this change of variable.
For 1 ≤ i ≤ r define the ideal Ir,i = (xi1, Ir,r). Let us consider the graded algebra
S
Ir,i
. We have:
dimk
( S
Ir,i
)
j
= dimk
Sj
(Ir,i)j
≤ dimk Sj = p(j) <∞.
So the Hilbert-Poincaré series of S
Ir,i
exists and has the following form:
HP S
Ir,i
(q) =
∑
j∈N
dimk
( S
Ir,i
)
j
qj.
To each monomial xi1 · · ·xim ∈ S we can associate a partition (i1, · · · , im) where
i1 ≥ · · · ≥ im. Since Ir,i is generated by xi1, xi−11 x2, · · · , x1xr−12 and the monomials of
the form xr−nj xnj+1 where j ≥ 2 and 0 ≤ n ≤ r − 1, computing the Hilbert-Poincaré
series of the graded algebra S
Ir,i
is equivalent to counting the partitions which are
counted by Br,i(n) in Gordon’s identities (see Theorem 1.1). i.e.,
HP S
Ir,i
(q) =
∑
n≥0
Br,i(n)q
n.
Note that an important property of the Hilbert-Poincaré series is that, if E ⊂ S is
a homogeneous ideal and f ∈ S is a homogeneous polynomial of degree d then we
have the following exact sequence (see Lemma 5.2.2 in [GP])
0 −→ S
(E : f)
(−d) −→ S
E
−→ S
(E, f)
−→ 0,
where (E : f) = {g ∈ S| fg ∈ E}. So we have (see Corollary 6.2 in [BMS])
(1) HP S
E
(q) = qdHP S
(E:f)
(q) +HP S
(E,f)
(q).
We will use this equation many times in this paper.
3. ANOTHER PROOF OF GORDON’S IDENTITIES
In this section we prove a recursion formula producing formal power series which
converge to HP S
Ir,i
(q) in the q-adic topology. To do this we need some notations.
For each integer k ≥ 1 denote k[xk, xk+1, · · · ] by Sk. We shall use the following
ideals of Sk :
Jk = (x
r−n
i x
n
i+1, i ≥ k, 0 ≤ n ≤ r − 1),
J lk = (x
l
k, x
l−1
k x
r−l+1
k+1 , x
l−2
k x
r−l+2
k+1 , · · · , xkxr−1k+1, Jk+1),
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where 1 ≤ l ≤ r. In this section we will denote the Hilbert-Poincaré series HPSk
Jk
(q)
by Hk and the Hilbert-Poincaré series HPSk
Jl
k
(q) by Hkl . Note that Hk1 = Hk+1 and
Hkr = H
k. Note also that:
HP S
Ir,i
(q) = HPS1
Ji1
(q) = H1i .
To construct the recursion formula for H1i , we use the following two lemmas:
Lemma 3.1. With the notations introduced above, for 1 ≤ l ≤ r and k ≥ 1, we
have
Hkl =
l∑
j=1
q(l−j)kHk+1r−l+j.
Proof. For simplicity we omit q and we use HP (A
I
) Instead of HPA
I
(q). Using Equa-
tion (1) we have:
Hkl = q
kHP (
Sk
(J lk : xk)
) +HP (
Sk
(J lk, xk)
)
= qkHP (
Sk
(xl−1k , x
l−2
k x
r−l+1
k+1 , x
l−3
k x
r−l+2
k+1 , · · · , xkxr−2k+1, Jr−1k+1)
) +Hk+1.
We continue in this way and we use repetitively Equation (1), so we obtain
Hkl = q
k
(
qkHP (
Sk(
(xl−1k , x
l−2
k x
r−l+1
k+1 , x
l−3
k x
r−l+2
k+1 , · · · , xkxr−2k+1, Jr−1k+1) : xk
))
+HP (
Sk
(xk, x
l−1
k , x
l−2
k x
r−l+1
k+1 , x
l−3
k x
r−l+2
k+1 , · · · , xkxr−2k+1, Jr−1k+1)
)
)
+Hk+1
= q2kHP (
Sk
(xl−2k , x
l−3
k x
r−l+1
k+1 , x
l−4
k x
r−l+2
k+1 , · · · , xkxr−3k+1, Jr−2k+1)
) + qkHk+1r−1 +H
k+1
= · · · =
l∑
j=1
q(l−j)kHk+1r−l+j.

Using the previous lemma we can give a formula for Hk:
We are now ready to give the recursive formula for H1i :
Proposition 3.2. For all integers r ≥ 2, 1 ≤ i ≤ r we have the following recursion
formula:
H1i =
r∑
j=1
Bi,j,(r−1)(d−1)+jHdr−j+1.
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where d ≥ 3 and the Bi,j,k ∈ k[[q]] satisfy the following recursion formula for 1 ≤
l ≤ r
Bi,j,(r−1)(d−1)+j = q(j−1)(d−1)
r−j+1∑
k=1
Bi,k,(r−1)(d−2)+k.
With the following initial conditions:
Bi,j,2r+j−2 =
{
q2(j−1)(1 + q + · · ·+ qi−1) if 1 ≤ j ≤ r − i+ 1
q2(j−1)(1 + q + · · ·+ qr−j) if r − i+ 2 ≤ j ≤ r.
Proof. The proof is by induction on d. Assume d = 3, by Lemma 3.1 for k = 1 and
l = i, we have
H1i =
i∑
j=1
qi−jH2r−i+j.
Now, using Lemma 3.1we replace H2l , for r − i+ 1 ≤ l ≤ r, in the equation above:
H1i =
i∑
j=1
qi−j
r−i+j∑
k=1
q2(r−i+j−k)H3i−j+k.
Factoring out H3l for 1 ≤ l ≤ r proves our formula for d = 3.
Let us now assume that the formula is true for d ≤ m and prove it for d = m+ 1.
By the induction hypothesis for d = m we obtain this expression for H1i :
H1i =
r∑
j=1
Bi,j,(r−1)(m−1)+jHmr−j+1.
By Lemma 3.1 we have:
H1i =
r∑
j=1
Bi,j,(r−1)(m−1)+j
r−j+1∑
k=1
qm(r−j+1−k)Hm+1j−1+k.
We rewrite now the equation above in another way by factoring out Hm+1l for 1 ≤
l ≤ r :
H1i =
r∑
l=1
qm(r−l)
l∑
j=1
Bi,j,(r−1)(m−1)+jHm+1l ,
which by our notations and the recursion formula of Bi,j,k, this is the same as:
H1i =
r∑
l=1
Bi,r−l+1,m(r−1)+r−l+1Hm+1l =
r∑
j=1
Bi,j,m(r−1)+jHm+1r−j+1.

Now fix an integer r ≥ 2. For each l = 1, . . . , r define
Gl =
∏
n≥1
n 6≡0,±(r+1−l)(mod.2r+1)
1
1− qn .
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Note that Gl is the product side of the equation in the analytic form of Gordon’s
identities (see Theorem 1.2 ) where i = r+1−l. We want to show that for i = r+1−l,
Gl is equal to H1i , which proves Gordon’s identities. To do this, we show that Gl
and H1i are both limits for the q-adic topology of the same sequence of polynomials
in q.
We now use a recursion formula of J. Lepowsky, M. Zhu in [LZ].
For j ≥ 1 and i = 2, . . . , r, define recursively the formal power series
G(r−1)j+i =
G(r−1)(j−1)+r−i+1 −G(r−1)(j−1)+r−i+2
q(i−1)j
.
So we have
(2) G(r−1)j−i+2 = q(i−1)jG(r−1)j+i +G(r−1)j−i+3.
Proposition 3.3. (J. Lepowsky, M. Zhu in [LZ]) For all integer 1 ≤ l ≤ r, we
have the following recursion formula:
Gl =
r∑
j=1
Al,j,(r−1)d+jG(r−1)d+j,
where d ≥ 2 and Al,j,k ∈ k[[q]] satisfy the following recursion formula for 1 ≤ j ≤ r
Al,j,(r−1)d+j = q(j−1)d
r−j+1∑
k=1
Al,k,(r−1)(d−1)+k.
With the following initial condition:
Al,j,2r+j−2 =
{
q2(j−1)(1 + q + · · ·+ qr−l) if 1 ≤ j ≤ l
q2(j−1)(1 + q + · · ·+ qr−j) if l + 1 ≤ j ≤ r.
We will now show that if i = r − l + 1, the coefficients of the two formulas of
Propositions 3.2 and 3.3 are equal:
Proposition 3.4. With the notations used in this section, for all d ≥ 2 and 1 ≤
m ≤ r, we have
Al,m,(r−1)d+m = Bi,m,(r−1)d+m,
where 2 ≤ r, 1 ≤ i ≤ r and l = r − i+ 1.
Proof. The proof is by induction on d. Note that by Proposition 3.3, we have
Al,m,2(r−1)+m = Al,m,2r+m−2 =
{
q2(m−1)(1 + q + · · ·+ qr−l) if 1 ≤ m ≤ l
q2(m−1)(1 + q + · · ·+ qr−m) if l + 1 ≤ m ≤ r.
Replacing l by r − i+ 1 we obtain
Al,m,2(r−1)+m =
{
q2(m−1)(1 + q + · · ·+ qi−1) if 1 ≤ m ≤ r − i+ 1
q2(m−1)(1 + q + · · ·+ qr−m) if r − i+ 2 ≤ m ≤ r.
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This is equal to Bi,m,2(r−1)+m by Proposition 3.2. Now assume that the equation is
true for d− 1. Again by Propositions 3.2, for all 1 ≤ m ≤ r, we have
Bl,m,(r−1)d+m = q(m−1)d
r−m+1∑
k=1
Bl,k,(r−1)(d−1)+k.
By the induction hypothesis we obtain
Bl,m,(r−1)d+m = q(m−1)d
r−m+1∑
k=1
Al,k,(r−1)(d−1)+k.
By Proposition 3.3, the right hand side of the equation above is equal toAi,m,(r−1)d+m.

Now we are ready to prove the main theorem of this section, which gives another
proof for Gordon’s identities.
Theorem 3.5. With the notations used in this section, we have
Gl = H
1
i ,
where 2 ≤ r, 1 ≤ i ≤ r and l = r − i+ 1.
Proof. We denote the limit of a sequence of formal power series ai ∈ k[[q]] in
the q-adic topology (if it exists) by lim ai. By Proposition 3.3, since the power
of q in Al,m,(r−1)d+m is greater than or equal to (m − 1)d, it is immediate that
limd→+∞Al,m,(r−1)d+l exists for all 1 ≤ m ≤ r; in fact for all 2 ≤ m ≤ r we have
lim
d→+∞
Al,m,(r−1)d+m = lim
d→+∞
q(m−1)d
r−m+1∑
k=1
Al,k,(r−1)(d−1)+k = 0.
and so
Gl = lim
d→+∞
Al,1,(r−1)d+1G(r−1)d+1 = lim
d→+∞
Al,1,(r−1)d+1.
Let us denote limd→+∞Al,1,(r−1)d+1 by Al,1,∞. So we have Gl = Al,1,∞.
On the other hand, in the same way as above, by Proposition 3.2 for all 2 ≤ m ≤ r
we have:
lim
d→+∞
Bi,m,(r−1)(d−1)+m = lim
d→+∞
q(m−1)(d−1)
r−m+1∑
k=1
Bi,k,(r−1)(d−1)+k.
So we have
H1i = lim
d→+∞
Bi,1,(r−1)(d−1)+1Hd = lim
d→+∞
Bi,1,(r−1)(d−1)+1.
If we denote limd→+∞Bi,1,(r−1)(d−1)+1 by Bi,1,∞, we have
H1i = Bi,1,∞.
By Proposition 3.5 for all d ≥ 2 and 1 ≤ m ≤ r, we have Al,m,(r−1)d+m =
Bi,m,(r−1)d+m where l = r − i+ 1. Hence Al,1,∞ = Bi,1,∞. So we have
Gl = Al,1,∞ = Bi,1,∞ = H1i .
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
4. THE K-TH ROGERS-RAMANUJAN TYPE IDENTITY
If we take r = i = 2 (respectively r = i+ 1 = 2) in Gordon’s Identities we obtain
a special case which is called the first Rogers-Ramanujan identity (respectively the
second Rogers-Ramanujan identity). In [AM] by using the Hilbert-Poincaré series
properties we proved a theorem whose special case gives a new member of the first
Rogers-Ramanujan identity.
In this section we prove the following theorem, which gives us not only this member
of the first Rogers-Ramanujan identity, but also another term equal to both terms
of the second Rogers-Ramanujan identity, but this time by using the language of
partitions:
Theorem 4.1. Let n, m ≥ 0 and k ≥ 1 be integers and let ck2,i(m,n) denote
the number of partitions of n of the form (λ1, λ2, · · · , λm), such that λm > m +
k − i for i = 1, 2. Let bk2,i(m,n) denote the number of partitions of n of the form
(λ1, λ2, · · · , λm) with λm ≥ k, at most i − 1 parts equal to k and without equal or
consecutive parts. Then c2,i(m,n) = b2,i(m,n).
Proof. We prove that the ck2,i(m,n) satisfy an extention of Andrew’s system (see the
proof of Theorem 7.5 from [A]). In other words we want to prove:
ck2,i(m,n) =
{
1 if m = n = 0
0 if m ≤ 0 or n ≤ 0 but (m,n) 6= (0, 0);
ck2,2(m,n)− ck2,1(m,n) = ck2,1(m− 1, n−m− k + 1);
ck2,1(m,n) = c
k
2,2(m,n−m).
Note that 0 has only one partition whose length is zero (the empty set). A negative
number has no partition, and a positive number has no partition of non positive
length. So the first equation is true.
For the second one, note that the left hand side of this equation counts the num-
ber of partitions of n of the form (λ1, λ2, · · · , λm−1,m + k − 1). If we delete
m + k − 1 from this partition, we obtain a partition of n − m − k + 1 with ex-
actly m−1 parts (λ1, λ2, · · · , λm−1) such that the last part λm−1, is at least equal to
m+k−1. This defines a one-to-one correspondence between the partitions counted
by ck2,2(m,n)− ck2,1(m,n) and those counted by ck2,1(m− 1, n−m− k + 1).
For the last equation, we will transform each partition of n of the form (λ1, λ2, · · · , λm)
with exactly m parts such that λm > m + k − 1 by subtracting 1 from each part.
Since λm ≥ m + k, obviously λm − 1 ≥ m + k − 1. So by this transformation we
obtain the partitions of n−m with exactly m parts such that the smallest part is at
least equal to m+k−1. Thus, to each partition counted by ck2,1(m,n) we associated
a unique partition which is counted by ck2,2(m,n −m). Obviously this transforma-
tion also is a bijection between the partitions counted by each side of this equation,
which proves the last equation.
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So far we proved that ck2,i(m,n) satisfy the above system. Note that using the
same method as Andrews, one can show that bk2,i(m,n) are uniquely determined by
this system of equations (see the proof of Theorem 7.5 in [A]). Therefore ck2,i(m,n) =
bk2,i(m,n) for all m and n with i = 1, 2.

Remark 4.2. Let Ck2,i(n) =
∑
m≥0 c
k
2,i(m,n), for i = 1, 2. Note that by Theorem 4.1
we have:
Ck2,i(n) =
∑
m≥0
ck2,i(m,n) =
∑
m≥0
bk2,i(m,n).
For k = 1 the right hand side of the equality above is equal to B2,i(n). So in this
case we obtain a new member of Rogers-Ramanujan identities.
We proved also that even if we fix a length for the partitions, the number of partitions
of n counted by C12,i(n) will always be equal to the number of those partitions counted
by B2,i(n). This is not true for A2,i(n) and B2,i(n) and so it is not true in general
for Gordon’s identities.
5. A NEW CLASSIFICATION OF PARTS OF A PARTITION AND
GORDON’S IDENTITIES
In Example 1 we took the algebraic variety X defined by (xr) ⊂ k[x] for some
integer r ≥ 2, and we saw that the ideal which defines its focussed arc algebra is the
differential ideal Ir = [xr1]. As we mentioned in the introduction, in order to find a
new member of Gordon’s identities we wanted to find the Gröbner basis of the ideal
Ir with respect to the weighted lexicographic order. Since such a Gröbner basis is
differentially infinite in the case r = 2 (see Theorem 2.2 from [AM]) and so it is
complicated to compute in the general case, we could not find it in general. But the
computations suggested a candidate for L< lex(Ir), let us denote this candidate by
I ′r,r.
This candidate gives us a conjecture for a new member of Gordon’s identities (see
Conjecture 5.1). This conjecture claims that the Hilbert-Poincaré series associated
to our candidate monomial ideal is the generating series for the number of partitions
satisfying certain conditions related to the new parts of a partition defined below:
Definition 5.1. Given an integer r ≥ 2, for 1 ≤ i ≤ r we define (i, `)-new part of
Λ : (λ1, · · · , λm), as follows:
pi,`(Λ) =

λm if ` = 1
λm−∑`−1j=1 pi,j(λ) if 2 ≤ ` ≤ i
λm+`−i−∑`−1j=1 pi,j(λ) if i < ` ≤ r − 1;
where λj = 0 for j ≤ 0, and if pi,`(Λ) = 0 then pi,j(Λ) = 0 for j > `. We denote the
number of all non zero (i, `)-new parts of Λ by Ni(Λ).
In the other words we define pi,`(Λ) recursively as follows:
• pi,1(Λ) =The smallest part of Λ;
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• For 2 ≤ ` ≤ i, we define the (i, `)-new part of Λ as its (∑`−1j=1 pi,j(Λ) + 1)-th
part counting from the right;
• For i+ 1 ≤ ` ≤ r− 1 we define the (i, `)-new part of Λ as its (∑`−1j=1 pi,j(Λ) +
i− `+ 1)-th part counting from the right.
Note that 1 ≤ Ni(Λ) ≤ r − 1. Let us look at an easy example to become more
familiar with these new parts.
Example 2. Take the partition Λ : (4, 4, 3, 2, 2, 2) of 17. For r = i = 4 we have
p4,1(Λ) = 2;
p4,2(Λ) =The third part of Λ counting from the right = 2;
p4,3(Λ) = The fifth part of Λ counting from the right = 4;
So N4(Λ) = 3.
We are now ready to state our conjecture:
Conjecture 5.1. (A new member of Gordon’s identities) For an integer
n, let Cr,i(n) denote the number of partitions of n of the form Λ : (λ1, · · · , λs),
such that at most i − 1 of the parts λj are equal to 1 and either Ni(Λ) < r − 1, or
Ni(Λ) = r − 1 and s ≤
∑r−1
j=1 pi,j(Λ) − (r − i). Then Cr,i(n) = Br,i(n) = Ar,i(n),
where Br,i(n), Ar,i(n) are the same as in Gordon’s identities.
Note that Theorem 4.1 proves this conjecture for r = 2.
In order to prove our conjecture first we defined the ideal I ′r,i = (xi1, I ′r,r) and we
proved that the Hilbert-Poincaré series of the graded algebra S
I′r,i
is the generating
series of the number of partitions of an integer n ≥ 1 counted by Cr,i(n) in Conjecture
5.1 (see Proposition 5.2). The problem is that we could not prove that this Hilbert-
Poincaré series is equal to one of the formulas which appear in the analytic form of
Gordon’s identities.
Let us now to introduce I ′r,i. To do so we define r blocks of increasing positive
integers with the following property:
The first block contains only one integer. For 2 ≤ j ≤ i, the number of integers
which appear in the j−th block is equal to the last number of the previous block.
For i + 1 ≤ j ≤ r, the number of integers which appear in the j−th block is equal
to the last number of the previous block minus one. i.e.,
n1,1︸︷︷︸
The first block
≤ n2,1 ≤ · · · ≤ n2,n1,1︸ ︷︷ ︸
The second block
≤ n3,1 ≤ · · · ≤ n3,n2,n1,1︸ ︷︷ ︸
The third block
≤ · · · .
In order to simplify notations, for 1 ≤ j ≤ r we introduce:
f(j) =

1 if j = 1
nj−1,f(j−1) if 2 ≤ j ≤ i
nj−1,f(j−1) − 1 if i+ 1 ≤ j ≤ r.
So we are considering the following r blocks of positive integers:
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n1,1︸︷︷︸
The first block
≤ n2,1 ≤ · · · ≤ n2,f(2)︸ ︷︷ ︸
The second block
≤ n3,1 ≤ · · · ≤ n3,f(3)︸ ︷︷ ︸
The third block
≤ · · · ≤ nr,1 ≤ · · · ≤ nr,f(r)︸ ︷︷ ︸
The r-th block
.
Now let I ′r,i be the ideal generated by xi1 and monomials of the form:
xn1,1xn2,1 · · ·xn2,f(2)xn3,1 · · ·xn3,f(3) · · ·xnr,1 · · · xnr,f(r) .
Recall that to each monomial xα1 · · ·xαm , we can associate a partition (αm, · · · , α1),
where α1 ≤ · · · ≤ αm.
We associate the partition Λ[i] : (
i times︷ ︸︸ ︷
1, · · · , 1) to xi1. To each generator
xn1,1xn2,1 · · ·xn2,f(2) · · ·xnr,1 · · ·xnr,f(r) ,
of I ′r,i, we can associate the following partition:
(nr,f(r), · · · , nr,1, · · ·n2,f(2), · · · , n2,1, n1,1).
If, as usual, we denote this partition by Λ : (λ1, · · · , λm) then m =
∑r−1
j=0 f(j + 1).
Note that λm−∑s−1j=1 f(j) = ns,f(s) for 2 ≤ s ≤ r.
Proposition 5.2. For integers r ≥ 2 and 1 ≤ i ≤ r we have:
HP S
I′
r,i
(q) =
∑
n≥0
Cr,i(n)q
n.
Proof. Consider a generator
xn1,1xn2,1 · · ·xn2,f(2) · · ·xnr,1 · · ·xnr,f(r) ,
of I ′r,i and its associated partition:
Λ : (λ1, · · · , λm) = (nr,f(r), · · · , nr,1, · · ·n2,f(2), · · · , n2,1, n1,1).
So we have:
m =
r−1∑
j=0
f(j + 1) = f(1) +
i−1∑
j=1
f(j + 1) +
r−1∑
j=i
f(j + 1).
By induction on j one can show that:
pi,j(Λ) =
{
f(j + 1) if 1 ≤ j ≤ i− 1
f(j + 1) + 1 if i ≤ j ≤ r − 1.
So we have
m = 1 +
i−1∑
j=1
pi,j(Λ) +
r−1∑
j=i
(pi,j(Λ)− 1)
= 1 +
r−1∑
j=1
pi,j(Λ)− (r − i).
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So for each monomial xµ = xµm · · ·xµ1 ∈ S where µ1 ≥ · · · ≥ µm, we associate a
partition µ : (µ1, · · · , µm). If µ has at least i parts equal to 1, or Ni(µ) = r − 1 and
its length is at least 1+
∑r−1
j=1 pi,j(µ)− (r− i), obviously this monomial will be in I ′r,i.
If µ has at most i parts equal to 1 and either Ni(µ) < r− 1 or Ni(µ) = r− 1 and its
length is less than or equal to
∑r−1
j=1 pi,j(µ)− (r− i), then xµ /∈ I ′r,i. So in this case µ
is a partition which is counted by Cr,i(µ1 + · · · + µm). This proves that computing
the Hilbert-Poincaré series of the graded algebra S
I′r,i
is equivalent to counting the
number of partitions which are counted by Cr,i(n) for each n ≥ 0. 
In the last section of this paper we compute HP S
I′r,r
and using the following propo-
sition, we state the analytic form of Conjecture 5.1 for the case i = r.
6. A NEW MEMBER OF GORDON’S IDENTITIES FOR THE CASE r = 3
In this section we prove Conjecture 5.1 for r = 3 by using the language of parti-
tions:
Theorem 6.1. Given integers n and 1 ≤ i ≤ 3, let C3,i(n) denote the number of
partitions of n of the form Λ : (λ1, · · · , λs) such that at most i−1 of the λj are equal
to 1 and either Ni(Λ) = 1 or Ni(Λ) = 2 and s ≤ pi,1(Λ) + pi,2(Λ) − (3 − i). Then
C3,i(n) = B3,i(n) = A3,i(n), where B3,i(n), A3,i(n) are as in Gordon’s identities.
Proof. Let c3,i(m,n) denote the number of partitions which are counted by C3,i(n)
and with exactly m parts. We are going to prove that c3,i(m,n) satisfy Andrew’s
system of equations. This means that we have:
c3,i(m,n) =
{
1 if m = n = 0
0 if m ≤ 0 or n ≤ 0 but (m,n) 6= (0, 0);
c3,3(m,n)− c3,2(m,n) = c3,1(m− 2, n−m);
c3,2(m,n)− c3,1(m,n) = c3,2(m− 1, n−m);
c3,1(m,n) = c3,3(m,n−m).
For the first equation see the proof of Theorem 4.1. In order to prove the other
equations, for each one we define a bijective transformation between the partitions
which are counted by each side.
To prove the second one, note that the left hand side of this equation counts the
number of partitions of n of the form Λ : (λ1, λ2, · · · , λm) such that m > λm and
λm + λm−λm = m. We transform such a partition by removing λm and λm−λm from
this partition. We obtain a partition of n−m with exactly m− 2 parts:
• µ : (µ1, · · · , µm−2) = (λ1, · · · , λm−2), if λm = 1;
• µ : (µ1, · · · , µm−2) = (λ1, · · · , λm−λm−1, λm−λm+1, · · · , λm−1), if λm > 1.
If λm = 1 then on the one hand µm−2 = λm−2 ≥ 2 and on the other hand
µm−2 = λm−2 ≥ λm−1 = m− 1.
If λm > 1 then µm−2 = λm−1 ≥ λm > 1. So µm−2 > 1. On the one hand
µm−2 = λm−1 ≤ λm−λm = m− λm ≤ m− 2, . On the other hand we have
µm−2 + µm−1−µm−2 = λm−1 + µm−1−λm−1 ≥ λm−1 + µm−1−λm = λm−1 + λm−1−λm ≥
λm + λm−λm = m
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So µ is a partition which is by definition counted by c3,1(m− 2, n−m).
Let us now prove that the transformation from Λ to µ is bijective. To do so let
µ : (µ1, · · · , µm−2) be a partition which is counted by c3,1(m−2, n−m). By definition
µm−2 > 1 and eitherm−2 < µm−2, or 1 ≤ µm−2 ≤ m−2 and µm−2+µm−1−µm−2 ≥ m.
If µm−2 > m− 2, we take Λ : (λ1, · · · , λm) = (µ1. · · · , µm−2,m− 1, 1), which is a
partition of n with m parts and λm + λm−λm = 1 + (m− 1) = m.
If µm−2 ≤ m− 2, we will show that there exists a unique positive integer 2 ≤ k ≤
µm−2 such that Λ : (µ1, · · · , µm−k−1,m − k, µm−k, · · · , µm−2, k) is a partition of n.
Then we have λm + λm−λm = k + (m− k) = m.
In order to find such an integer k, take the set
A = {1 ≤ a ≤ µm−2|m− a > µm−a−1}.
We have 1 ∈ A and so A is not empty. Let k′ = maxA, since µm−2+µm−1−µm−2 ≥ m,
we have k′ + 1 ≤ µm−2. Since k′ = maxA, on the one hand m− k′ > µm−k′−1, and
on the other hand k′ + 1 /∈ A and we have m− k′− 1 ≤ µm−k′−2. Thus k = k′ + 1 is
the integer that we look for.
We now prove that k is uniquely determined. Suppose that there exist two
positive integers k1 < k2 such that µ transforms to Λi : (µ1, · · · , µm−ki−1,m −
ki, µm−ki , · · · , µm−2, ki) for i = 1, 2. Then we have m− k1 − 1 ≥ m− k2 and:
µm−k1−1 ≤ µm−k2 ≤ m − k2 < m − k1, which is a contradiction. So we can
transform Λ to µ which means that this transformation is also surjective and the
third equality holds.
Let us now prove that c3,2(m,n) − c3,1(m,n) = c3,2(m − 1, n − m). Note that
the left hand side of this equation counts the number of partitions of n of the form
Λ : (λ1, λ2, · · · , λm) such that:
• λm = 1, λm−1 ≥ m, or
• 1 < λm < m and λm + λm−λm+1 ≤ m+ 1 ≤ λm + λm−λm .
We divide the set of all such partitions in to three disjoint subsets. Then we send
these subsets by three different bijections to three disjoint sets whose union is the
set of all partitions which are counted by c3,2(m−1, n−m). These partitions are the
partitions of n−m of the form µ : (µ1, · · · , µm−1) with at most one part equal to 1
such that either µm−1 > m− 2, or 1 ≤ µm−1 ≤ m− 2 and µm−1 + µm−1−µm−1 ≥ m.
To do so we will define the following three bijections:
bijection 1. Sends the set of partitions Λ : (λ1, · · · , λm) with
{
λm = 1
λm−1 ≥ m;
to the set
of partitions µ : (µ1, · · · , µm−1) with
{
µm−1 > m− 2;
bijection 2. Sends the set of partitions Λ : (λ1, · · · , λm) with{
1 < λm < m
λm + λm−λm+1 = m+ 1 ≤ λm + λm−λm ;
to the set of partitions
µ : (µ1, · · · , µm−1) with
{
1 ≤ µm−1 ≤ m− 2
µm−1 + µm−µm−1 ≤ m− 1 < µm−1 + µm−1−µm−1 ;
bijection 3. Sends the set of partitions Λ : (λ1, · · · , λm) with
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1 < λm < m
λm + λm−λm+1 < m+ 1 ≤ λm + λm−λm ;
to the set of partitions µ : (µ1, · · · , µm−1) with
{
2 ≤ µm−1 ≤ m− 2
µm−1 + µm−µm−1 ≥ m.
In order to define the first bijection, we transform Λ to µ : (λ1 − 1, · · · , λm−1 − 1).
So µ is a partition of n−m of length m− 1 and we have µm−1 = λm−1− 1 ≥ m− 1.
Clearly the transformation from Λ to µ is a bijection.
In order to define the second bijection, we send Λ to:
µ : (λ1, · · · , λm−λm , λm+2−λm − 1, · · · , λm − 1),
which is a partition of n−m of length m− 1. Since λm 6= 1, λm +λm−λm+1 = m+ 1
and λm+2−λm ≤ λm−λm , on the one hand we have
1 ≤ µm−1 = λm − 1 = m− λm+1−λm ≤ m− λm ≤ m− 2.
So 1 ≤ µm−1 ≤ m− 2. On the other hand we have
• µm−1 + µm−µm−1 = λm − 1 + µm+1−λm = λm + λm+2−λm − 2
≤ λm + λm+1−λm − 2 = m− 1;
• µm−1 + µm−1−µm−1 = λm − 1 + µm−λm = λm − 1 + λm−λm ≥ m.
Let us now prove that this transformation is injective. Suppose that Λ : (λ1, · · · , λm)
and Λ′ : (λ′1, · · · , λ′m) both transform to µ : (µ1, · · · , µm−2) such that λm < λ′m. Since
λm + λm+1−λm = λ
′
m + λ
′
m+1−λ′m = m+ 1, hence λm+1−λm > λ
′
m+1−λ′m . So we have:
µm−λm = λm−λm ≥ λm+1−λm > λ′m+1−λ′m ≥ λ′m+2−λ′m = µm+1−λ′m + 1 > µm+1−λ′m .
By definition of a partition we have m− λm < m+ 1− λ′m, and so λ′m ≤ λm, which
is a contradiction.
We now prove that the transformation from Λ to µ is surjective. Let µ : (µ1, · · · , µm−1)
be a partition of n−m such that:{
1 ≤ µm−1 ≤ m− 2
µm−1 + µm−µm−1 ≤ m− 1 < µm−1 + µm−1−µm−1 .
We take Λ : (µ1, · · · , µm−1−µm−1 ,m − µm−1, µm−µm−1 + 1, · · · , µm−1 + 1) which is a
partition of n of length m and we have:
• λm = µm−1 + 1 ≥ 2;
• λm + λm−λm+1 = µm−1 + 1 + λm−µm−1 = µm−1 + 1 +m− µm−1 = m+ 1;
• λm + λm−λm = µm−1 + 1 + λm−1−µm−1 = µm−1 + µm−1−µm−1 + 1 ≥ m+ 1.
By definition of the transformation from Λ to µ, clearly Λ goes to µ. This finishes
the proof of the existence of the second bijection.
For the last one, let us take a partition Λ = (λ1, · · · , λm) of n such that{
1 6= λm < m
λm + λm−λm+1 < m+ 1 ≤ λm + λm−λm .
Send such a Λ to µ : (λ1−1, · · · , λm−λm−1, λm+1−λm , · · · , λm−1) which is a partition
of n−m of length m− 1 and we have:
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• 2 ≤ λm ≤ λm−1 = µm−1;
• µm−1 = λm−1 ≤ λm+1−λm < m− λm + 1 ≤ m− 1;
• µm−1 + µm−µm−1 = λm−1 + µm−λm−1 ≥ λm + µm−λm = λm + λm−λm − 1 ≥ m.
To prove the bijectivity of this transformation, let µ : (µ1, · · · , µm−1) be a partition
of n−m such that: {
2 ≤ µm−1 ≤ m− 2
µm−1 + µm−µm−1 ≥ m.
We prove that there exists a unique positive integer 2 ≤ k ≤ µm−1 such that
Λ : (µ1 + 1, · · · , µm−k + 1, µm−k+1, · · · , µm−1, k) is a partition of n of length m and
k + µm−k+1 < m+ 1 ≤ k + 1 + µm−k.
If m ≤ µm−2 + 2, we take k = 2. We have 2 + µm−1 ≤ m < m+ 1 ≤ µm−2 + 3.
If m > µm−2 + 2, define the set
B = {2 ≤ b ≤ µm−1|m > µm−b + b}.
Note that 2 ∈ B and so B 6= ∅. Let k′′ = max(B), since µm−1 + µm−µm−1 ≥ m we
have k′′ 6= µm−1 and so k′′ + 1 ≤ µm−1. Since k′′ = max(B), on the one hand we
have that k′′ + 1 /∈ B and m + 1 ≤ µm−k′′−1 + (k′′ + 1) + 1. On the other hand
µm−k′′ + k′′ + 1 < m+ 1. So k = k′′ + 1 is the integer we seek.
To prove that this integer is unique, let us assume there exist two positive integers
2 ≤ k1 < k2 ≤ µm−1 such that µ transforms to:
Λi : (µ1 + 1, · · · , µm−ki + 1, µm−ki+1, · · · , µm−1, ki),
such that ki + µm−ki+1 < m + 1 ≤ ki + 1 + µm−ki , for i = 1, 2. Since k1 < k2, we
have m − k1 ≥ m − k2 + 1 and so µm−k1 ≤ µm−k2+1. So we have k1 + µm−k1 + 1 ≤
k2 + µm−k2+1 < m+ 1, which is a contradiction and proves the last bijection.
These three bijections give us a one-to-one correspondence between the partitions
counted by c3,2(m,n)− c3,1(m,n) and those counted by c3,2(m− 1, n−m).
In order to prove the last equation of our system let Λ : (λ1, · · · , λm) be a partition
of n such that λm 6= 1 and either λm ≥ m+1 or λm ≤ m and λm+λm+1−λm ≥ m+2.
We transform this partition to another partition µ, by subtracting 1 from each part.
So µm = λm − 1 ≥ 1. If λm ≥ m+ 1 then we have µm = λm − 1 ≥ m. So if µm = 1
then µ : (1).
If λm < m+ 1 we have:
µm + µm−µm = λm − 1 + λm−λm+1 − 1 ≥ (m+ 2)− 2 = m.
So we have defined a transformation from Λ to µ which is clearly a bijection.
Now let b3,i(m,n) denote the number of partitions of n with exactly m parts and
which are counted by B3,i(n).Then the b3,i(m,n) are uniquely determined by An-
drew’s system of equations (see the proof of Theorem 1.1). Therefore, c3,i(m,n) =
b3,i(m,n) for all m and n with 0 ≤ i ≤ 3.
Since
∑
m≥0 c3,i(m,n) = C3,i(n) and
∑
m≥0 b3,i(m,n) = B3,i(n), we have
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C3,i(n) =
∑
m≥0
c3,i(m,n) =
∑
m≥0
b3,i(m,n) = B3,i(n) = A3,i(n).

7. ANALYTIC FORM OF A NEW MEMBER OF GORDON’S
IDENTITIES FOR THE CASE r = 3
In this section we give an analytic form of Theorem 6.1 for r = i = 3. Letm, c ≥ 1
and r ≥ 2.
We define r blocks of positive integers as follows: The first block contains only
c integers. The number of integers which appear in each block is equal to the last
number of the previous block. i.e.,
n1,1 ≤ · · · ≤ n1,c︸ ︷︷ ︸
The first block
≤ n2,1 ≤ · · · ≤ n2,n1,c︸ ︷︷ ︸
The second block
≤ n3,1 ≤ · · · ≤ n3,n2,n1,c︸ ︷︷ ︸
The third block
≤ · · · .
In order to simplify notations, for 1 ≤ j ≤ r we introduce:
f(j) =
{
c if j = 1
nj−1,f(j−1) if j ≥ 2.
So we are considering the following r blocks of positive integers:
n1,1 ≤ · · · ≤ n1,f(1)︸ ︷︷ ︸
The first block
≤ n2,1 ≤ · · · ≤ n2,f(2)︸ ︷︷ ︸
The second block
≤ n3,1 ≤ · · · ≤ n3,f(3)︸ ︷︷ ︸
The third block
≤ · · · ≤ nr,1 ≤ · · · ≤ nr,f(r)︸ ︷︷ ︸
The r-th block
.
We denote by Hmr,c the Hilbert-Poincaré series of the following algebra:
k[xm, xm+1, · · · ]
(xn1,1 · · · , xn1,f(1)xn2,1 · · · xn2,f(2) · · ·xnr,1 · · · xnr,f(r))
.
Lemma 7.1. We have:
Hm2,c = 1 +
m−1∑
n=1
qnm
(q)n
+
∑
n≥m
qn
2
(q)n
+
c−1∑
j=1
∑
m≤`j≤···≤`1≤n
qn
2+`j+···+`1
(q)n
.
Proof. The proof is by induction on c. The proof for the case c = 1 obtain by the
same computation as we used to proof Theorem 1.5 from [AM], considering Hm2,1
instead of H12,1. Suppose that the equality holds for H l2,c for l ≥ 1. For c+1 we have:
Hm2,c+1 = 1 +
∑
l≥m
qlH l2,c,
which, by the induction hypothesis is equal to:
20 POONEH AFSHARIJOO
1 +
∑
l≥m
ql
(
1 +
l−1∑
n=1
qnl
(q)n
+
∑
n≥l
qn
2
(q)n
+
c−1∑
j=1
∑
l≤`j≤···≤`1≤n
qn
2+`j+···+`1
(q)n
)
= 1 +
∑
l≥m
ql +
∑
l≥m
l−1∑
n=1
q(n+1)l
(q)n
+
∑
l≥m
∑
n≥l
qn
2+l
(q)n
+
∑
l≥m
c−1∑
j=1
∑
l≤`j≤···≤`1≤n
qn
2+`j+···+`1+l
(q)n
.
Obviously the first term is equal to q
m
1−q .
By inverting the summation in the second term we obtain:
∑
l≥m
l−1∑
n=1
q(n+1)l
(q)n
=
m−1∑
n=2
qnm
(q)n
+
∑
n≥m
qn
2
(q)n
.
Changing l by `j+1 and then j + 1 by j in the last term we obtain:
∑
l≥m
c−1∑
j=1
∑
l≤`j≤···≤`1≤n
qn
2+`j+···+`1+l
(q)n
=
c−1∑
j=1
∑
m≤`j+1≤`j≤···≤`1≤n
qn
2+`1+···+`j+1
(q)n
=
c∑
j=2
∑
m≤`j≤···≤`1≤n
qn
2+`1+···+`j
(q)n
.
So Hm2,c+1 is equal to:
1 + (
qm
1− q ) +
(m−1∑
n=2
qnm
(q)n
+
∑
n≥m
qn
2
(q)n
)
+ (
∑
m≤`≤n
qn
2+`
(q)n
) +
( c∑
j=2
∑
m≤`j≤···≤`1≤n
qn
2+`1+···+`j
(q)n
)
= 1 +
m−1∑
n=1
qnm
(q)n
+
∑
n≥m
qn
2
(q)n
+
c∑
j=1
∑
m≤`j≤···≤`1≤n
qn
2+`1+···+`j
(q)n
.

Proposition 7.2. We have:
HP S
I′3,3
(q) = 1 +
∑
n≥1
qn
2
(q)n
+
∑
1≤j≤`j≤···≤`1≤n
qn
2+`1+···+`j
(q)n
,
where
I ′3,3 = (xcxk1 · · ·xkcxi1 · · ·xikc |1 ≤ c ≤ k1 ≤ · · · ≤ kc ≤ ikc ≤ · · · ≤ i1).
Proof. We denote as usual HP S
I′3,3
(q) by H13,1. Using repetitively Equation (1) we
obtain:
H13,1 = 1 +
∑
l≥1
qlH l2,l,
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which gives by Lemma 7.1, inverting summations, shifting indices and easy compu-
tations:
H13,1 = 1 + (
q
1− q ) + (
∑
n≥2
qn
2
(q)n
) +
( ∑
1≤`≤n
qn
2+`
(q)n
+
∑
2≤j≤`j≤···≤`1≤n
qn
2+`1+···+`j
(q)n
)
= 1 +
∑
n≥1
qn
2
(q)n
+
∑
1≤j≤`j≤···≤`1≤n
qn
2+`1+···+`j
(q)n
.

Theorem 7.3. We have∑
0≤n1,n2
q(n1+n2)
2+n22
(q)n1(q)n2
= 1 +
∑
n≥1
qn
2
(q)n
+
∑
1≤j≤`j≤···≤`1≤n
qn
2+`1+···+`j
(q)n
.
Proof. By Proposition 7.2 the right hand side of this equation is equal to H13,1 which
is the Hilbert-Poincaré series of the graded algebra k[x1,x2,··· ]
I′3,3
. By Proposition 5.2,
this Hilbert-Poincaré series is the generating series for the partitions counted by
C3,3(n).
Note also that the left hand side of the above equality is the generating series of the
partitions counted by B3,3(n) in Gordon’s identities (see Theorem 1.2).
But by Theorem 6.1 we know that B3,3(n) = C3,3(n). So we have:∑
0≤n1,n2
q(n1+n2)
2+n22
(q)n1(q)n2
=
∑
n≥0
B3,3(n)q
n
=
∑
n≥0
C3,3(n)q
n
= 1 +
∑
n≥1
qn
2
(q)n
+
∑
1≤j≤`j≤···≤`1≤n
qn
2+`1+···+`j
(q)n
.

Remark 7.4. By this theorem and the analytic form of Gordon’s identities (see
Theorem 1.2) we obtain that the series which appear in this theorem are also equal to∏
n≥1
n6≡0,±3(mod.7)
1
1−qn , which is the generating series of the partitions counted by A3,3(n)
in Gordon’s identities.
Recall that the q-binomial numbers
(
N+m
m
)
q
are defined as the generating series of
the integer partitions with length ≤ m and each part ≤ N, which is equal to:(
N +m
m
)
q
=
(q)N+m
(q)m(q)N
,
where (q)j = (1− q) · · · (1− qj). We now give a direct proof of Theorem 7.3. To do
so we need the following lemma:
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Lemma 7.5. For all integers n ≥ 1 and 1 ≤ j ≤ n we have:∑
j≤`j≤···≤`1≤n
q`1+···+`j−j
2
=
(
n
j
)
q
.
Proof. Shifting all the indices `i to `i− j on the left-hand side of the above equation
gives: ∑
0≤`j≤···≤`1≤n−j
q`1+···+`j ;
which is the generating series of integer partitions of length ≤ j and each part ≤ n−j
and so by definition it is equal to
(
n
j
)
q
.

Theorem 7.6. We have:
∑
n1,n2≥0
q(n1+n2)
2+n22
(q)n1(q)n2
= 1 +
∑
n≥1
qn
2
(q)n
+
∑
1≤j≤`j≤···≤`1≤n
qn
2+`1+···+`j
(q)n
.
Proof. Changing n2 by j and n1+n2 by n in the left hand side of the equation above
we obtain: ∑
n1,n2≥0
q(n1+n2)
2+n22
(q)n1(q)n2
=
∑
n≥j≥0
qn
2+j2
(q)n−j(q)j
=
∑
n≥j≥0
qn
2+j2
(q)n
(
n
j
)
q
= 1 +
∑
n≥1
qn
2
(q)n
+
∑
n≥j≥1
qn
2+j2
(q)n
(
n
j
)
q
.
By Lemma 7.5 this is equal to:
1 +
∑
n≥1
qn
2
(q)n
+
∑
n≥j≥1
qn
2+j2
(q)n
∑
j≤`j≤···≤`1≤n
q`1+···+`j−j
2
= 1 +
∑
n≥1
qn
2
(q)n
+
∑
1≤j≤`j≤···≤`1≤n
qn
2+`1+···+`j
(q)n
.

8. ANALYTIC FORM OF THE CONJECTURE
In this section we keep the same notations. We take i = r all along this section.
In order to give an analytic form of Conjecture 5.1 in this case, we need the following
lemma:
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Lemma 8.1. We have:
Hm3,c = 1 +
m−1∑
n=1
qnm
(q)n
+
∑
n≥m
qn
2
(q)n
+
∑
m≤`j≤···≤`1≤n
1≤j≤`j−c+1+c−1
qn
2+`1+···+`j
(q)n
.
Proof. The proof is by induction on c. In Proposition 7.2 we proved the case c = 1
of this induction. Suppose that the equality holds for H l3,c for all l ≥ 1 and we prove
it for Hm3,c+1. Using repetitively Equation (1) we have:
Hm3,c+1 = 1 +
∑
l≥m
qlH l3,c,
which by the induction hypothesis is equal to:
1 +
∑
l≥m
ql
(
1 +
l−1∑
n=1
qnl
(q)n
+
∑
n≥l
qn
2
(q)n
+
∑
l≤`j≤···≤`1≤n
1≤j≤`j−c+1+c−1
qn
2+`1+···+`j
(q)n
)
= 1 +
∑
l≥m
ql +
∑
l≥m
l−1∑
n=1
q(n+1)l
(q)n
+
∑
l≥m
∑
n≥l
qn
2+l
(q)n
+
∑
l≤`j≤···≤`1≤n
1≤j≤`j−c+1+c−1
qn
2+`1+···+`j+l
(q)n
.
Doing similar computations as we did in the proof of Lemma 7.1 we obtain that
Hm3,c is equal to:
1 + (
qm
(q)1
) +
(m−1∑
n=2
qnm
(q)n
+
∑
n≥m
qn
2
(q)n
)
+ (
∑
m≤`≤n
qn
2+`
(q)n
) +
( ∑
m≤`j≤···≤`1≤n
2≤j≤`j−c+c
qn
2+`1+···+`j
(q)n
)
= 1 +
m−1∑
n=1
qnm
(q)n
+
∑
n≥m
qn
2
(q)n
+
∑
m≤`j≤···≤`1≤n
1≤j≤`j−c+1+c−1
qn
2+`1+···+`j
(q)n
.

Proposition 8.2. Given integers m, c ≥ 1 and r ≥ 3 we have:
Hmr,c = 1 +
m−1∑
n=1
qnm
(q)n
+
∑
n≥m
qn
2
(q)n
+
∑
m≤`j≤···≤`1≤n
µ=`1+···+`j−c+1
1≤j≤∑r−2
i=1
pr,i(µ)+c−1
qn
2+`1+···+`j
(q)n
,
where pr,i(µ) is the (r, i)-new part of µ (see Definition 5.1).
Proof. The proof is by induction on r. By Lemma 8.1 the case r = 3 of the induc-
tion is true. Assume that the equality holds for Hmr,c. We prove it for Hmr+1,c using
induction on c. Using repetitively Equation (1) for c = 1 we have:
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Hmr+1,1 = 1 +
∑
l≥m
qlH lr,l.
By the induction hypothesis on r it is equal to:
(3)
1 +
∑
l≥m
ql
(
1 +
l−1∑
n=1
qnl
(q)n
+
∑
n≥l
qn
2
(q)n
+
∑
l≤`j≤···≤`1≤n
µ=`1+···+`j−l+1
1≤j≤∑r−2
i=1
pr,i(µ)+l−1
qn
2+`1+···+`j
(q)n
)
= 1 +
∑
l≥m
ql +
∑
l≥m
l−1∑
n=1
q(n+1)l
(q)n
+
∑
l≥m
∑
n≥l
qn
2+l
(q)n
+
∑
l≤`j≤···≤`1≤n
µ=`1+···+`j−l+1
1≤j≤∑r−2
i=1
pr,i(µ)+l−1
qn
2+`1+···+`j+l
(q)n
.
By the proof of Lemma 7.1 we know that the sum of the first four terms of
Equation 3 is equal to:
qm
1− q +
m−1∑
n=2
qnm
(q)n
+
∑
n≥m
qn
2
(q)n
+
∑
m≤`≤n
qn
2+`
(q)n
.
Changing l by `j+1 and then j + 1 by s in the last term of this equation gives us:
∑
l≤`j≤···≤`1≤n
µ=`1+···+`j−l+1
1≤j≤∑r−2
i=1
pr,i(µ)+l−1
qn
2+`1+···+`j+l
(q)n
=
∑
m≤`j+1≤`j≤···≤`1≤n
µ=`1+···+`j−`j+1+1
1≤j≤∑r−2
i=1
pr,i(µ)+`j+1−1
qn
2+`1+···+`j+`j+1
(q)n
=
∑
m≤`s≤···≤`1≤n
µ=`1+···+`s−`s
2≤s≤∑r−2
i=1
pr,i(µ)+`s
qn
2+`1+···+`s
(q)n
.
For each s > `s we have µ = `1+· · ·+`s−`s . Let us denote the partition `1+· · ·+`s
by Λ. By the definition of the (r, i)−new part of a partition we have:
pr+1,l(Λ) = pr,l−1(µ),
where 1 ≤ l ≤ r − 1.
So we can replace the last term of Equation 3 by:
∑
m≤`s≤···≤`1≤n
Λ=`1+···+`s
2≤s≤∑r−1
i=1
pr+1,i(Λ)
qn
2+`1+···+`s
(q)n
.
So Hmr+1,1 is equal to:
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1 + (
qm
(q)1
) +
(m−1∑
n=2
qnm
(q)n
+
∑
n≥m
qn
2
(q)n
)
+ (
∑
m≤`≤n
qn
2+`
(q)n
) +
( ∑
m≤`s≤···≤`1≤n
Λ=`1+···+`s
2≤s≤∑r−1
i=1
pr+1,i(Λ)
qn
2+`1+···+`s
(q)n
)
.
This proves the basic case of the induction on r. Assume now that the formula is
true for Hmr+1,c−1 and we prove it for Hmr+1,c. We have:
Hmr+1,c = 1 +
∑
l≥m
H lr+1,c−1.
By the induction hypothesis on c it is equal to:
(4)
Hmr+1,c = 1+
∑
l≥m
ql+
∑
l≥m
l−1∑
n=1
q(n+1)l
(q)n
+
∑
l≥m
∑
n≥l
qn
2+l
(q)n
+
∑
l≥m
∑
l≤`j≤···≤`1≤n
µ=`1+···+`j−c+2
1≤j≤∑r−1
i=1
pr+1,i(µ)+c−2
qn
2+`1+···+`j+l
(q)n
.
Note that the first three terms of Equation 4 are the same as the first three terms
of Equation 3. By a similar computations for its last term we obtain:
∑
l≥m
∑
l≤`j≤···≤`1≤n
µ=`1+···+`j−c+2
1≤j≤∑r−1
i=1
pr+1,i(µ)+c−2
qn
2+`1+···+`j+l
(q)n
=
∑
m≤`s≤···≤`1≤n
µ=`1+···+`s−c+1
2≤s≤∑r−1
i=1
pr+1,i(µ)+c−1
qn
2+`1+···+`j+`s
(q)n
.
So we have Hmr+1,c is equal to:
1 + (
qm
(q)1
) +
(m−1∑
n=2
qnm
(q)n
+
∑
n≥m
qn
2
(q)n
)
+ (
∑
m≤`≤n
qn
2+`
(q)n
)
+
( ∑
m≤`s≤···≤`1≤n
µ=`1+···+`s−c+1
2≤s≤∑r−1
i=1
pr+1,i(µ)+c−1
qn
2+`1+···+`j+`s
(q)n
)
= 1 +
m−1∑
n=1
qnm
(q)n
+
∑
n≥m
qn
2
(q)n
+
∑
m≤`j≤···≤`1≤n
µ=`1+···+`j−c+1
1≤j≤∑r−1
i=1
pr+1,i(µ)+c−1
qn
2+`1+···+`j
(q)n
.

Remark 8.3. On the one hand, in the second section we mentioned that:
HP S
Ir,r
(q) =
∑
n≥0
Br,r(n)q
n.
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On the other hand, in Example 1 we saw that Ir,r is the leading ideal of the ideal
Ir with respect to the weighted reverse lexicographic order. So as we mentioned in
the sixth section, we have HP S
Ir
(q) = HP S
Ir,r
(q), and we guess that I ′r,i is the leading
ideal of Ir with respect to the weighted lexicographic order. If we confirm this guess
we will have:∑
n≥0
Cr,r(n)q
n =
By Proposition 5.2
HP S
I′r,r
(q) = HP S
Ir
(q) = HP S
Ir,r
(q) =
∑
n≥0
Br,r(n)q
n.
This would prove Conjecture 5.1 for i = r :
Conjecture 8.4. For r ≥ 3 we have:
H1r,1 = 1 +
∑
n≥1
qn
2
(q)n
+
∑
1≤`j≤···≤`1≤n
µ=`1+···+`j
1≤j≤∑r−2
i=1
pr,i(µ)
qn
2+`1+···+`j
(q)n
=
∑
n1,n2,...nr−1≥0
qN
2
1+N
2
2+···+N2r−1
(q)n1(q)n2 . . . (q)nr−1
=
∏
n≥1
n6≡0,±r(mod.2r+1)
1
1− qn ,
where q is a variable, Nj = nj + nj+1 + · · · + nr−1 for all 1 ≤ j ≤ r − 1 and
(q)n = (1− q)(1− q2) · · · (1− qn).
References
[Af] P. Afsharijoo, Looking for a new member of Gordon’s identities, from algebraic geometry to
combinatorics through partitions, Ph.D thesis, Université Paris Diderot, defended in May 2019.
[A] G.E. Andrews. The theory of partitions. Cambridge Mathematical Library. Cambridge Univer-
sity Press, Cambridge, 1998. Reprint of the 1976 original.
[AB] G. E. Andrews and R. J. Baxter, A motivated proof of the Rogers-Ramanujan identities,
American Math. Monthly 96 (1989), 401-409.
[AM] P. Afsharijoo, H. Mourtada, Partition identities and application to finite dimensional Gröb-
ner basis and viceversa. Proceedings of the arc schemes conference, to appear.
[BMS] C. Bruschek, H. Mourtada, J. Schepers, Arc spaces and Rogers-Ramanujan identities, The
Ramanujan Journal: Volume 30, Issue 1 (2013), Page 9-38.
[BMS1] C. Bruschek, H. Mourtada, J. Schepers, Arc spaces and Rogers-Ramanujan Identities,
Discrete Mathematics and Theoretical Computer Science Proceedings, FPSAC (2011), 211-
220.
[G] B. Gordon. A combinatorial generalization of the Rogers-Ramanujan identities. Amer. J.
Math. 83 (1961), 393-399.
[GP] G.-M Greulel and G. Pfister. A singular introduction to commutative algebra. Springer-Verlag,
Berlin, 2002. With contributions by Olaf Bachmann, Christoph Lossen and Hans Schönemann,
With 1 CD-ROM (Windows, Macintosh, and UNIX).
[LZ] J. Lepowsky, M. Zhu, A motivated proof of Gordon’s identities, The Ramanujan Journal: 29
(2012), no. 1-3, 199-211.
[M] H. Mourtada, Jet schemes of rational double point surface singularities, Valuation Theory in
Interaction, EMS Ser. Congr. Rep., Eur. Math. Soc., Sept. 2014, pp: 373-388.
LOOKING FOR A NEW MEMBER OF GORDON’S IDENTITIES 27
[M1] H. Mourtada, Jet schemes of complex plane branches and equisingularity. Annales de l’Institut
Fourier, Tome 61, numéro 6 (2011), p. 2313-2336.
Equipe Géométrie et Dynamique,
Institut Mathématique de Jussieu-Paris Rive Gauche,
Université Paris Diderot,
Bâtiment Sophie Germain, case 7012,
75205 Paris Cedex 13, France.
Email : pooneh.afshari@gmail.com
