On the paper “a continued fraction approximation of the modified bessel function I1(t)” by P.R. Parthasarathy and N. Balakrishnan  by Gautschi, Walter
Appl. *Math. Lett. Vol. 4, No. 5, pp. 47-51, 1991 089%9059/91 $3.00 + 0.00 
P+tcd in Great Britain. All rights reserved Copyright@ 1991 Pergamon PreM plc 
On the Paper “A Continued Fraction Approximation 
of the Modified Bessel Function 11(t)” by 
P.R. Parthasarathy and N. Balakrishnan 
WALTER GAUTSCHI 
Department of Computer Sciences, Purdue University 
(Received March 1991) 
1. INTRODUCTION 
In [l] the authors use the continued fraction 
f(S) = -g -$& +$ . . . 
and its convergents to approximate 
(1.1) 
(1.2) 
where 11 is the modified Bessel function of order 1. Here we point out that (i) the approximation 
found is simply a Gauss-Chebyshev quadrature approximation of an integral representation for 
the function (1.2); (ii) the authors’ statement concerning the accuracy of their approximation on 
the interval 0 5 z 5 20 is inaccurate and misleading; (iii) the approximation is “from below,” 
but can be supplemented by an approximation “from above” using Gauss-Radau quadrature; 
(iv) similar approximations can be had for Bessel functions I, of arbitrary order Y > -l/2. 
2. APPROXIMATION OF I1 
It is quite evident that (1.1) is the J-fraction expansion (cf. [2, p. 1291) of 
_ l w(t) 1 
lr J- -1 r--t 
dt, W(t) = &3 ) 2 = 8 + 1, (2.1) 
the Stieltjes transform (evaluated at z = s + 1) of the Chebyshev measure wdt of the second kind. 
Its nth convergent f,,, therefore, as is well known, is given by 
where 
(n) rj = CO8 j lr n+l ’ WC”) =L sin2 j * J n+l n+l 
are the second-kind Gauss-Chebyshev nodes and weights. In the notation of [l], 
(2.3) 
W!“) 
J 
= sHj(“), ?-j”’ = 1+ sp. (2.4) 
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These quantities are easily computed from (2.3), and there is no need to resort to eigenvahre 
(n) routines, as was done in [l]. (The numerical values of sj , fp) j reported in [l] for n = 10 
are correct to the number of decimals given, except for the fifth value of $“I, which should be 
0.089068 instead of 0.081068.) 
For the function Fl in (1.2) we have the integral representation (cf. (3.2) below) 
Fl(X) = i J_: e-=(l+t) w(l)& w(t) = l&F, (2.5) 
valid for arbitrary (real or complex) 2. 1 The approximation found in [l] is the result of applying 
the Gauss-Chebyshev quadrature rule of the second kind to the integral in (2.5), 
1 l - 
I 
e 
a 
-“(‘+%I(+-& = Q:(z) + E:(z), 
-1 
(2.6) 
(Actually, the form given in [l] is obtained from (2.6) by a change of variables, t H 4, and by a 
similar change of the $“’ .) From the well-known remainder term of Gauss-Chebyshev quadrature 
(cf. [3, Eq. (7.3.7) as corrected2]) one gets 
E;(x) = 
X2n 
22”+‘(2n)! 
,-a+P) > -1 < tG < 1. (2.7) 
Since E:(z) > 0 for real x # 0, we see that the approximation Q,” is an approximoiion from 
below to the function J’r in (2.5). Furthermore, for positive x, 
0 < E:(x) < 
t2n 
22”+‘(2n)! ’ 
2 > 0, (24 
showing that the error is very small for moderate values of x, but can be expected to grow beyond 
bound if x is increased with n held fixed. 
Alternatively, we may use Gauss-Ftadau quadrature, 
1 l 
-/ 7r 
e-“@+‘)w(t)cft = Q:(z) + E:(z), 
-1 
(2.9) 
Qf(x) = ; w($ + 2 
j=l 
where 4”’ are the zeros of the (manic) orthogonal polynomial rf of degree n relative to the eig t unction 
wR(t) = (1 + t)w(t) = (1 - l)‘la(l+ t)V 
The error term E," in (2.9) is then 
(2.10) 
E:(x) = (-‘)n);;-e;;j:+c’) /’ [~,R(t)]~w~(t)dt. 
-1 
‘For real m, it suflkes to consider I > 0, since Zl (I)/G is an even function. 
2The exponent of 2 in the remainder term ehould be 2n+ 1 instead of 2n. 
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Since (2.10) is a Jacobi weight with parameters a = l/2, p = 3/2, the integral above is easily 
evaluated (cf. [3, Eq. (7.3.5)]), giving 
E,R(r) = -n+2 
$n+l 
n + 1 22”+2(2n + l)! 
,-a+CR) 9 -1< tR < 1. (2.11) 
For positive 2, this is now negative, so that (2.9) p rovides an approximation from above. We also 
have 
3z2n+1 
22n+3(2n + l)! 
< E,R(z) < 0, 2 > 0. (2.12) 
From (2.8) and (2.12), we obtain the following (computable) bound for the relative error of Qz 
(or Q!?>: 
Pi(z) -&?+)I 
Fl (x) 
< 0%9-Q%) , z>o. 
Q,Gkc) 
(2.13) 
From numerical results it appears - not surprisingly, in view of (2.7) and (2.11) - that the upper 
bound in (2.13) increases monotonically for fixed n as a function of t. The bound is also rather 
realistic, differing (in the range 0 < 2: 5 100) from the true relative error by no more than one 
decimal order of magnitude, except near machine precision. Selected values of the bound are 
shown in Table 2.1. (Integers in parentheses denote decimal exponents. Very close to machine 
precision, the bound may turn out to be negative because of rounding errors. We indicate such 
an occurrence by placing an “m” for “machine precision” in the corresponding entry of Table 2.1. 
The computations were done in double precision on the Cyber 205, for which “m” R 1.26x 10-2g.) 
Table 2.1. Error bound in (2.13). 
I 
I+ 
1.0 
2.0 
5.0 
10.0 
20.0 
50.0 
100.00 
10 
Ym(zq 
.363 (-24) 
.284 (-18) 
.569 (-11) 
.26? (-6) 
.801(-3) 
345 (0) 
.692 (+l) 
20 30 40 
vn m m 
m 
.93?(-27) m 
m 
.116 (-26) m .Q6?(-27) 
.419 (-22) 7n 
.348 (-13) .39?(-26) 
.463 (-5) .115 (-12) .14?(-22) 
.101(-l) .886 (-6) .217 (-11) 
50 
m 
.938m(-27) 
.269 (-26) 
,449 (-26) 
.103 (-25) 
.424 (-25) 
.215 (-18) 
The second column (headed n = 10) of Table 2.1 should be contrasted with the statement in [l], 
according to which the computed values of the approximation, in the range x < 20, “agreed 
exactly with those reported in [Table 9.8 of the NBS Handbook of Mathematical Functions] 
up to eight decimal places.” This, apart from being inaccurate, does not reflect the very high 
accuracy attainable for relatively small values of t. (The relative error is actually 5 .5 x 10B8 
only for x < 9, approximately; at z = 10, the error is .211 x low6 and at x = 20 even .533 x 10-s.) 
3. APPROXIMATION OF 1, 
For the function 
e-"I,(x) 
f%(x) = xY , (3-I) 
there is a simple analogue of (2.5), namely (cf. [4, Eq. 3.387.11) 
Fv(x) = $2PF(L+ I/2) J 
1 
e 
-r(i+t)(l -t2)Y-1/2 dt, x > 0, v > -l/2. (3.2) _i 
We now have an ultraspherical weight function, 
W”(t) = (1 - t2)“-i/2, -1 < t < 1, (3.3) 
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and associated with it the Gauss and Gauss-Radau quadrature rules for approximating the inte- 
gral on the right of (3.2). In analogy to (2.6) and (2.9), we now have 
(3.4) 
where the quadrature sums Qn,” GIR have the same form as in (2.6) and (2.9), respectively, except 
that the factor l/x has to be replaced by the factor l/(fi 2”I’(v + l/2)) in (3.2), and the nodes 
and weights are now those for the ultraspherical Gauss and Gauss-Radau formulae. These 8re 
readily calculated, for arbitrary v > -l/2, using well-known eigenvalue techniques (cf. [5,6]). 
For the respective errors, one obtains by calculations analogous to those of Section 2, 
Gm = 6 qn + 2v) 22n+34I(J/+ l/2) & (n + v)l?(n + V) 2 
2n -z(l+pq 
e ’ 
-1 < cG < 1, 
E&(x)=- 6 r(n + 2~ + 1) 
22n+wyv+1/2) (2nZ l)! ryn+V+ 1) ' 
2n+le-r(l+c~) 
, 
-1 < <R < 1. 
They are again positive and negative, respectively, so that 
and 
(3.5) 
(3.6) 
(3.7) 
(3.6) 
In addition, there are obvious analogues of (2.8) and (2.12). For Y = 1, the expressions in (3.5), 
(3.6) reduce to those in (2.7) and (2.11), respectively. Numerical values of the bound in (3.8) are 
shown in Table 3.1 for n = 10, Y = a + vo, a = l/2. For other values of a, 0 < a < 1, the results 
are practically identical. 
Table 3.1. Error bound in (3.8) for n = 10, Y = l/2 + vo. 
UO I X .l 
1.0 
2.0 
5.0 I- 10.0 20.0 50.0 
0 20 40 60 80 
-Eq=q .118 (-27) .449 (-26) .135 (-26) 
.641(-24) .143 (-27) .411(-26) .749 (-27) 
.396 (-18) .590 (-23) 302 (-25) .141(-26) 
.412 (-11) .518 (-15) .259 (-17) .818 (-19) 
.109 (-6) .393 (-9) .274 (-11) .971(-12) 
.205 (-3) .108 (-3) .236 (-5) .130 (-6) 
(-1) .643 .390 (+3) .141(+4) .124 (+4) 
zqmy 
JO9 (-26) 
.572 (-27) 
.629 (-20) 
.790 (-14) 
.133 (-7) 
,676 (+3) 
The approximations provided here may be of some (limited) utility for analytic work, but less 
so for computational purposes, i.e., for actually computing modified Bessel functions. For this, 
more efficient procedures, applicable in larger domains, are known. Many of these, in whole or in 
part, 8re based on continued fractions, contrary to the assertion in [l] that “only 8 polynomial 
approximation is available.” From the vast literature on computing modified Bessel functions, or 
ratios thereof, we cite only [7-14. 
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