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The Sequential Estimation and Detection of Signals 
in Normal Noise. I 
IVAN SELIN 
This paper discusses the sequential detection of signals in sta- 
tionary, normal, colored noise. Two classes of signals are considered: 
signals which are known exactly, and signals known except for a 
finite number of parameters. 
This basic study in the statistics of detection prepares mathemati- 
cal and statistical foundations for further study of sequential esti- 
mation and detection. Future work will deal more directly with 
phased-array radars and communication applications. 
SUMMARY 
This paper is divided into three main sections. After a bibliographical 
survey of much of the work in statistical decision theory, Section I I  
is devoted to mathematical results concerning the Karhunen-Lo~ve 
(K-L) expansion and the summation of certain series of K-L coefficients. 
In Section I I I  the detection problem is outlined, and the statistical 
decision functions and their probability distributions are obtained. The 
main point of view of the paper--the consideration of the likelihood ratio 
as a stochastic process--is expounded and basic statistical results con- 
cerning this process are obtained. In particular, the likelihood ratio for a 
known signal in colored, normal noise is a Wiener process. 
Section IV considers the existence and design of optimum tests in a 
number of cases (discrete and continuous time, white and colored noise). 
After considering some special topics--continuity and regularity of the 
test statistic--we give a detailed example which, although highly com- 
putational, is of considerable mathematical nd engineering interest in 
itself. There follows a long chapter on mathematical conclusions, engi- 
neering implications, and further questions of mathematical interest. 
NOTES 
The language is mostly that of information theory and communication 
engineering. The stochastic process is called "noise," while the (non- 
stationary) expectation of this process is designated as "signal." Simi- 
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larly, linear transformations of stochastic processes are called "filters" 
and the parameter ofthe (power) spectral density is called "frequency," 
in the sense of communication e gineering. 
I. INTRODUCTION 
The purpose of this paper is to treat the sequential estimation and 
detection of signals in gaussian oise by the methods of maximum likeli- 
hood. The main analytic tool is the Karhunen-Lo~ve (K-L) (Karhunen, 
1947; Lo~ve, 1948) development of a real-valued noise or signal-plus- 
noise process in terms of the eigenfunctions of the noise eovariance func- 
tion. In the first part we investigate he properties of the eigenfunctions 
of the expansion as the length of the interval is increased. These proper- 
ties are necessary in the later study of sequential tests. In the second 
part we consider sequential tests with both discrete and continuous 
sampling, with a detailed analysis in the case of white noise. 
A. BIBLIOGRAPttICAL SKETCH 
The foundation ofthe various works on the detection and estimation of 
electronic signals is the theory of statistical inference. The first appli- 
cation of the K-L expansion to statistical problems eems to be due to 
Grenander (1950). Kelly, Reed, and Root (1960) use similar techniques 
in a very broad treatment of the detection of radar signals and the ac- 
curacy of parameter estimates in maximum likelihood tests performed 
during a fixed observation time (fixed-sample d tection). Slepian (1954) 
uses these techniques in discussing maximum likelihood estimators of 
signals in normal noise. The general theory of statistical decision and 
estimation is perhaps most completely stated by Wald (1950) and is 
broadly applied to radar problems by Van Meter and Middleton (1955, 
1956). In addition to translating Wald's risk criteria into engineering 
terms and finding appropriate loss functions, they successfully describe 
a number of maximum likelihood estimators and detectors for additive 
noise and particularly for threshold signals. 
A number of authors have based their analyses on Shannon's sampling 
technique (1949). Woodward and Davies (1953) discuss maximum 
likelihood range and velocity estimators, declining to grant decision- 
making powers to their device. They consider and evaluate correlation 
estimators of strong signals masked in wide-band white noise. Peterson 
and Birdsall ( 1953 ) discuss the error probabilities for a number of special 
signals in additive white noise and justify the use of likelihood ratio tests 
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in radar applications. Bussgang and Middleton (1955) and Selin and 
Tuteur (1963) discuss the application of Wald's sequential analysis 
(1947) to a number of electronic detection problems (without estima- 
tion) still using a heuristic approach based on Shannon's work. 
Swerling (1959) has used a method ue to Barankin (1949) to investi- 
gate fixed-sample ocally minimum variance stimates of various signal 
parameters in gaussian oise. We extend some of his work to show that 
the estimates are continuous if performed sequentially. He also con- 
siders a number of paradoxes in information transmission (1960) and 
shows that the regularity conditions are analogous to those discussed 
by Grenander (1950) and Kelly et al. (1960) in connection with the 
singular case in detection. 
B. MATHEMATICAL BACKGROUND MATERIAL 
The work in this paper is essentially an extension of Grenander's 
methods (1950) and the results of Kelly et al. (1960) as applied to the 
sequential processing of data. 
We shall deM with a real process having a symmetric eovariance func- 
tion, thus following the work of Grenander (our observables being the 
coefficients of the K-L expansion). In general, this expansion is an 
analytical tool which permits us to obtain the likelihood ratio as an ex- 
plicit closed function of the received waveshape. It is not usually neces- 
sary that the receiver actually compute the expansion coefficients. 
We shall limit ourselves to maximum likelihood ratio tests. In this 
test one forms the maximum likelihood estimate of the signal and noise 
parameters under the hypothesis that signal is present, as well as the 
maximum likelihood estimate of the noise parameters under the hypothe- 
sis that noise alone is present. The ratio of these two quantities i taken 
and compared with upper and lower thresholds until a decision is made. 
Later, we shall discuss this test at greater length. For the present, we 
wish merely to point out two properties desirable in a continuous e- 
quential detection which have no analogue in fixed-sample detection, or 
even in sampled sequential detection. First, the likelihood ratio should 
be a continuous function of the length of the observation i terval for 
fixed parameter estimates; econd, the maximum-likelihood estimates 
should also be continuous functions of the observation i terval. 
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1. Summary of the Properties of the K-L Expansion of the Noise Process 
and of the Signal plus Noise Process (Karhunen, 1947) 
A mean-square continuous random process n(t), with covariance func- 
tion ¢(t, u), may be represented in the finite interval (0, r)  by the ex- 
pansion 1 
n( t ) = ~ n,( T )~p~( t, r)Ic/XTi(r), (1.1) 
i= l  
where the series converges in the mean for all t in this interval. The 
~(t, r) and the X~(r) are the normalized eigenfunctions and eigenvalues 
respectively of the integral equation 
0 ¢(t, u)¢(t, r) dt = ¢(u, T)X(T) (1.2) 
and 
f/ 1 n~(T) = n(t)¢i(t, ~-) dt V/~(r) ,  (1.3) 
where we have written the terms concerned as explicit functions of the 
length of the interval r. This expansion possesses everal important 
properties: 
En~(r)nj('r) = ~-j Kronecker ~ function = if i ~ j ' 
0 ¢~(t, T)¢j(t, T) dt = 8~j 2 
Eni(~') = O, 
E[n~(r)]~ = 1. (1A) 
This representation does not hold on an infinite interval. However, for an 
infinite interval, n(t) may be expressed in terms of a Fourier integral with a spec- 
t rum of orthogonal components (cf. Karhunen (1947), Para. 24). 
To one eigenvalue there can correspond only a finite set of l inearly inde- 
pendent eigenfunetions. This set may be orthogonMized, in which case 
T 
0 ~,~(t, ~)¢j(t, ~) dt= &j 
for all distinct eigenfunctions, even in the exceptional ease where ~ = ~j. 
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If the noise process is wide-sense stationary, then so are the random co- 
efficients. These coefficients are random constants throughout the inter- 
val, while the eigenfunctions are deterministic thne functions. 
Equat ion  ( 1.2 ) possess a symmetric,  positive definite kernel and there- 
fore the eigenvalues )~ are all positive and real (cf. Courant  and Hilbert, 
1953, Chap.  IV). If ¢(t, u) is continuous in t and u at the origin (a 
condition always realized in practice, since otherwise the noise process 
must  have nonzero power  at infinite frequency), it is continuous every- 
where (cf. B lanc-La Pierre and Fortet, 1953, p. 98, propri~t6 VII). 
Then  the eigenfunctions ¢~(t, r) of the noise process are continuous in 
the parameter t (el., for instance, Riesz and Nagy,  1955). One  can write 
the covariance function as 
ce  
¢(t, u) = ~ X~(r)¢i(t, r)¢~(u, r),  (1.5) 
where the sum converges uniformly and absolutely for all t and u in 
(0, v). Setting u = t, integrating from zero to r, and using the ortho- 
normality of the eigenfunctions, we have the well-known property of the 
3 eigenvalues of a stationary process: 
f0" 2 (1.6) hi(r) = ¢(0) dt  = am "r. 
The sum of the eigenvalues i  equal to the total mean noise energy in the 
observation interval; obviously, Xi --~ 0 as i --> ~ if the noise power is 
~nite (an assumption that will be stretched when we consider our model 
of white noise later on). 
Until now we have neither assumed that the noise is normal nor that it 
is stationary. The stationarity is not essential but proves convenient in 
the sequel, and we shall implicitly assume this property whenever we 
write the covariance function as ¢(t - u). That the noise be normal is 
more important: it will be essential to assume that the coefficients in the 
expansion of the noise process are independent and not merely uncor- 
related. If the noise process is gaussian, then the integral defining n~(z), 
considered as the limit of approximating sums, exists and produces co- 
efficients which are also normal. Being normal and uncorrelated, the co- 
emcients are independent. 
The K-L expansion eed not hold a unique place in our further work. 
What is essential is an analytical method which permits us to assign a 
, z J  ~ ¢(0) .  
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probability density to a continuous waveform in order to evaluate a
likelihood ratio. This expansion, by permitting us to represent the con- 
tinuous process precisely oI1 a finite interval by means of a countable 
number of independent random observables, allows us to consider the 
joint probability density of these observables to be the probability 
density of the waveform. Since the observables are independent, we need 
merely consider the product of the individual probabilities as the joint 
probability; we could theoretically consider dependent coefficients n~(r) 
(which is a necessity for nongaussian noise), but this would enormously 
complicate an already difficult problem. Hence our assumption ofnormal 
noise. Any other analytical method which permits us to accurately ob- 
tain the likelihood function desired below would be as suitable as the 
K-L expansion. 
Parzen (1963) considers a more general "coordinate free" setting (by 
use of reproducing correlation function kernels in a Hilbert space) for the 
statement and description of minimum variance or minimum mean 
square smoothers, estimators, and predictors. These minimum variance 
devices are maximum likelihood estimators when the noise is normal. 
However, the analytical technique of solving problems with continuous 
observation over general intervals leads to use of the K-L eigenvalue 
expansion, since the reproducing kernel necessary for such processes is 
the K-L expansion of the covariance function. 
II. DIVERSE MATHEMATICAL RESULTS 
A. CONTINUITY OF EIGENVALUES AI~'D EIGENFUNCTIONS 
In this section we obtain several results concerning the expansion of 
the covariance function ¢(t - s) of the stationary noise process n(t) on 
the interval (0, T). Our main interest is the behavior of the eigenvalues 
and eigenfunctions of the expansion as the parameter T increases con- 
tinuously. 
THEOREM. The eigenvalues Xi( T ) are continuous functions of the param- 
eter T. 
PROOF: The symmetric kernel ¢~(s, t) possesses the spectrum 
(Xl(r), X2(r) " "), where X~(r) > h2(~) > -.. > 0. The largest eigen- 
value Xl(r) is given (cf. Courant and Hilbert, 1953, Chap. IV, Section 
5) by the expression 
T 
= f h(z) f a(U)¢(x, .), (2.1) 
h J0 J0 
where h is measurable and f; h2(x) dx = 1. 
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Denote by h (x ) the function h (x) which maximizes (2.1). 
1. Xl( r') >= Xl(r) if r' > r. (2.2) 
PnooF: Let m(r', g) = f'o'dxg(x) f'o' dyg(y)C~(x, y), where g is 
measurable and f'o' g2(x) dx = 1. Let 
x) O<x<T,  
f(x) = 
~ • 
Then m(r', f)  = Xl(r). Clearly, 
Xl(r') --- maxm(r' ,  g) > m(r ' , f )  = Xl(r). 
g 
We now .show that 
2 lhn X~(r') -<__ X~(r). (2.3) 
PROOF: Let 0 be the function which maximizes m(r r, g). Segmenting 
the range of integration, we may write 
Let f'odx Ou(x) = /c _< 1. By (2.1), 
Xt(r) >-_ -k dxO(x) dyO(y)~(x, y) >= dxO(x) dyO(y)¢(x, y). 
2 Since I ~b(x, Y)I -<- z~, 
~r T T p 
dxO(x) dyO(y)¢(x, y) <= dx I g(x) I dy l g(Y) I ~,~ 
~r fT~r  =< j0 dx [0(~) I dylO(y) f~2. 
Thus we can write 
Xl(T') =< Xl(~) + 2~ 2 f "  
J0 f 
~t 
dx 10(x) I dy J/(y) ]. 
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Since O(Y) is measurable, lim~,_, f ; 'dy I O(y)[ = O, and thus 
]im~,~, x ~ ( / )  =< x~(,-). 
3. From (2.2) and (2.3), lim,,_,~ Xl(r') = Xl(r), and hence X~(r) is con- 
tinuous. 
4. The covariance function 
¢'(x, t) = ¢(x, t) - x~(~-)¢~(x, ~-)¢~(t, ~-) (2.~) 
is symmetric and possesses the spectrum (X2, X3, . . .  ), Applying the same 
procedure, we prove the continuity of X2 • Ad infinitum for each eigenvalue. 
Hence, all of the eigenvalues are continuous. 
I t  is too much to expect hat the eigenfunctions actually will be con- 
tinuous, since they are of arbitrary sign and may be degenerate. However, 
let X~(T) be an eigenvalue of order r, and let {Xij( U)} be the set of the r 
eigenvalues which tend towards Xi(T) as U tends toward T. Thus we 
keep count of degenerate eigenvalues on (0, U) by the following tech- 
nique: To each X~j(U) corresponds only one eigenfunetion, but some of 
the X~(U) may be equal. 
Then we have the following theorem: 
TH~:OREM. As U ~ T, the linear space spanned by the r linearly inde- 
pendent eigenfunctions {¢i~-(s, U)} converges uniformly to the linear space 
spanned by the r linearly independent eigenfunctions {¢~j(s, T)}. 
PRooF: For every s < U, and each eigenvalue, by definition 
~u 
~ij(U)~ij(8, U) - Jo ~(t - s)Oij(t, U) dt = O. (2.5) 
Hence the left hand side "tends" uniformly to the limit zero as U ~ T. 
On the other hand, 
[ /0 ] lim Xij(U)¢~(s, U) - $(t - s)¢ij(t, U) dt U~T 
= h~m X~(T),,;(s, U) - ~(t - s )¢At ,  V) dt 
= lim[ff~_~ ~(t-s)e,j(t, U) dtJ 
if these limits exist. But ¢~j(t, U) is bounded as U varies over a finite 
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interval; 4thus the last limit exists, and is equal to zero. Thus, the other 
limits also exist, and we have 
l i~  ~Xu)~. (8 ,  u )  - ~(t - ~)¢~(t, u) dt 
[ t0 ] = lira L-(T)4)~j(s, U) - ~p(t - s)4~j(t, U) dt (2.6) U-> T 
=0;  
the convergence is uniform. 
From a lemma of Courant's, 5 any sequence of uniformly bounded runt- 
tions which satisfies Eq. (2.6) is of finite asymptotic dimension;6 this di- 
mension is obviously r. The theorem then follows immediately. 
B. TEST FUNCTION (Kelly et al., 1960) 
We shall later be concerned with the expansion of a deterministic fune- 
tion s(t) in terms of the eigenfunctions of the noise process. To this end, 
we define 
f0" s(t> s,(T) = %/~ 4~,(t, "r) dt. (2.7) 
The key quant i ty  in much of the sequel will be the infinite series 
Qo 2 
~--'.~=1 s~(r).  Under certain conditions, this infinite series may be written 
a. Proof that ¢~(t, T) is a bounded function of T for each t, if ~,~(t) is continu- 
ous, and ~ is positlve-definite : 
1. K(t, "r) =- [ ds [¢(s - t)] ~ = ~ [),i ¢~(t, r)] 2 >= max [~,~ ¢i(t, r)] ~. 
J0 i~ l  i 
(ef. Courant and Hilbert, 1953, Eq. 3.47) 
2. K(t, T + AT) >- K(t, T), and lira K(t, T + AT) = K(t, T). 
ATe0 
3. lim K(t, T + AT) K(t, T) > 1~ [¢~(t, T + AT)] 2. 
~r-,o [A~(T + AT)] ~ [X~(T)] 2 = /,r-+o 
b. The left hand term is uniformly bounded by sup~ K(t, T)/[XI(T)] ~, since 
A~(T) is not zero as ¢ is posiUve-definite. 
5 Cf. Courant and tIilbert (1953), para. III-8. 
I.e., if U is sufficiently close to T, and if the {¢~y(s, U)} are continuous in s, 
then the {¢~j(s, U)} may be approximated arbitrarily closely at M1 points by 
linear combinations of the r eigenfunetions {¢~i~(s, T)}. 
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fo s~(7 -) = s(t)f(t, r) dt, (2.8) i=1  
where f(t, r) is the solution of the integral equation 
7 
s(t) = fo duf(u, r)~b(t - u). (2.9) 
We wish to investigate under what conditions this representation is 
valid. 
It is well known that f(t), as given by the series 
f(t) ~ s~(r) = ,~1 V ~  ¢,(t, ~), (2.10) 
will satisfy (2.9), provided that the series (2.10) is convergent. 
Furthermore, this solution is unique--i.e., if the series of (2.10) con- 
verges, then any solution to (2.9) is given by (2.10). 
Next we wish to demonstrate hat 
fo" 2 8~ = f(t, ~)8(t) dt (2.11) 
if (2.9) is satisfied. 
If there exists an f(t) which satisfies (2.9), we may write 
8? = [x~(~)f~(~)] 2 = f (u )~, (u )v '~ du 
i=1  i= l  i= l  
fo • = f(u) du f(t) dtX, ¢,(u)~b,(t) 
(2.12) 
7" 7 
= Jo f(u)s(u) du. 
The first step follows from (2.9), and the fourth step is due to ]~[ercer's 
theorem. It is the basic simplicity and convenience of Eq. (2.8) which 
induces us to introduce the concept of a test function. 
The discussion of the test function has been predicated upon the con- 
vergence of the series (2.10). By the Riesz-Fischer theorem (Riesz and 
Nagy, 1955) a necessary and sufficient condition for the convergence of
lim ~¢/~--~ ¢~(t, v) 
N-> °o i :1  
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is the convergence of ~=1 2 ~ si ( r ) /~(T) .  In practice, however, ~--]~=1 ~(r) 
is a rapidly convergent series and the test function rarely exists as a 
measurable function. 
Nevertheless, there are two strong reasons for the formal introduction 
of the test function f(t, r). First, we are permitted the simplifying 
equality (2.12), which greatly simplifies investigations of both a compu- 
tational and analytical (continuity, etc.) nature. Second, the solution 
f(t, .r) can often be obtained if we allow the introduction of Schwartz's 
(1950) distributions (Dirac delta functions and their derivatives). We 
shall justify and interpret hese latter generalized functions within the 
sharp restrictions of function theory. 
There exists a considerable amount of literature concerning the solu- 
tion to (2.9) (Zadeh and Ragazzini, 1950; Dolph and Woodbury, 1952) 
when ¢(t - u) is given by 
I~ (i~ + ~) ( i~  - ~)  
1 f~ 4=1 ei~(t-~). ~(t -- u) = ~ j_~dxA (2.13) 
j= l  
This equation is not nearly as special as it appears; the rational spectrum 
case is of overwhehning importance in physical models of noise. Noise in 
lumped constant electrical or physical networks, for instance, always 
takes this form. Furthermore, many of the nonrational functions used to 
describe the spectra of noise processes result in noise which is predictable 
(cf. Section 2.5 of Wiener, 1949) and, hence, of no direct value as a 
viable model. 
If m -- n = 2j, then, employing delta-function terminology one may 
write this "solution" f(t) to (2.9) in the form (Dolph and Woodbury, 
1952 )
j--1 
f(t) = g(t) + E {a~5(~)(t) + b~a(')( r -- t)}, (2.14) 
n=0 
where g(t) is a continuous function belonging to L2 over the interval 
(0, r) and ~'(t) is the "function" defined by the integral 
f0 " d~ t=~ s( t )~' ( t -  p) dt =~s( t )  0 < p < r. (2.15) 
The Eq. (2.15), in generM, possesses no solution, in the sense of a proper 
function 5~(t -- p) assigning a value to each element in its domain. 
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However, if we rewrite (2.9) as a Stieltjes integral 
( lp(t - 26) = d$n l,b(t - u) > , 
(2.16) 
we find that there exists a solution to (2.10), where the spectra F,(u) are 
considered to be the unknowns, and that this solution possesses t,he re- 
quired property analogous to (2.12). The solution given by (2.14) is 
correctly rewritten as 
F(u) = jut(t) dt = ;ZoFn-(u), 
0 
(2.17) 
where 
I ?A ff0 t 5 0, F,(u) = g(t) dt + 010 + a0 o<t<r, 0 
(a0 + a0 + bo T s t, 
WL t i 0, 
F,(u) = 
I 
an + Gz o<t57, l~;n~j--1, 
a + a, + 6, 7 5 t. 
The various constants a, are arbitrary and may be set equal to zero. We 
now wish to show that the solution (2.17) t#o (2.16) satisfies the equation 
for any x( t ) which possesses j continuous derivatives. In particular, 
in analogy with (2.12). 
Using the definition 
s 
T s(t)&(t) dt si = 0 dxi ’ 
we have 
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8i Xi -~" Xi 
fo • 
x~ ~(t) dt 
i=l  k=O 
i=l k=O 
i=1 k=0 
d k 
d~,(u) ~u* ~(t - u) 
dF~(u) 
d E 
du k m~l 
d ° 
dFk(u) -d~ ¢~(u) 
(2.18) 
s-i fo • d ~ -- ~ dFk(u) x (u ) ,  
k~O du  k 
which is the desired result. The first step follows from (2.16), the second 
and last steps follow from Mercer's theorem (differentiating Mercer's 
identity j - 1 times on both sides, one still obtains uniform convergence 
in the case of a rational spectrum), and the third step is due to the 
orthogonality of the eigenfunctions. 
Hence, the assertion is proved, and we may write 
fo" x~ s~ = x( t ) f ( t )  dt (2.19) i=l 
whenever the noise spectrum is rational, even though the test function is 
allowed to include delta functions of various orders. 
C. SYMMETRY OF  THE E IGENFUNCTIONS 
Each  of the eigenfunetions Oi(t, r) of a stationary noise process 
possesses either odd or even symmetry  about the point t = T/2, a 
property which  is useful in comput ing  these functions. This property is 
easy to demonstrate. 
The  F redho lm equation is 
o ~( t ,  r)~b(t -- u)  d t= X~(r)~i(u, r) .  (2.20) 
Let t = r -- v, and substitute into (2.20): 
f0 ~( r  - r)~b(~- v - u)  dv = X~(r )~(u ,  r) .  (2.21) V~ 
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Writing x -- r - u, this becomes 
7 
f0 +~(7 - 7 )¢ (z  - v) dv = X~(7)+~(~-  7). (2.22) v~ x~ 
Noting that ¢(x -- v) = ¢(v - x), and letting t = v, u = x, Eq. (2.22) 
becomes 
f0 ¢~(r - t, r )~(t  -- u) dt = X~ ¢~(r - ~'). (2.22') u, 
This is the same equation satisfied by ¢~(u, ~). Since the eigenfunctions 
are assumed normalized, and since for each X~ Eq. (2.20) may have only 
a finite number of solutions, either ¢i(u, r)  = ¢i(r - u, r)  or ¢~(u, r)  
= -¢~(~ - u, ~). 
I I I .  EST IMAT ION AND DETECT ION 
A. TEE DETECTION PnOBLEM 
Given a waveshape x (t) which is known to contain normal noise n (t) of 
known covariance function, we wish to study the problem of determining 
whether or not x ( t ) also con tains a deterministic signal s (t) known except 
for a finite number of parameters ~-1, ~-2, • • • , ~-m • We wish to outline 
the sequential test which chooses between the two alternatives 
x(t)  = n(t)  and x(t) = n(t)  + s(t). 
Let us first clarify our notation before proceeding to the problem at 
hand. x(t)  represents a function of time assigning an amplitude value x0 
to each point in time to. We denote by x(t, ~-) the function which assigns 
an mnplitude value x0 to every instant to < v. Clearly, the observer can 
only have the function x(t, r) available at the instant r. As r --~ ~,  
x(t, r) --~ x(t). Similar definitions hold for s(t) and n(t).  
Define a as the conditional probabil ity of deciding that s(t) is present 
when s(t) is in fact absent. Conversely, ~ is the conditional probability 
of deciding that s(t) is absent, when s(t) is in fact present. I f  inde- 
pendent observations are made on the x(t)  process, and if s(t) is con- 
stant, the sequential likelihood ratio test minimizes the expected time 
necessary in order to make a decision which achieves the conditional 
error probabilities a and • (Wald, 1947; Wald and Wolfowitz, t948). 
L(~-) = Probabil ity [x(t, ~-) = s(t, ~-) -t- n(t, 7)] (3.1) 
Probabil ity [x(t, 7) = n(t, T)] 
This ratio is compared with the two thresholds A = (1 -- ~)/a and 
B = ~/(1 -- a). I f  a, ¢~ < 1/2, we have that A > B. The test terminates 
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with the decision that s(t) is present when and if L(r )  exceeds A; the 
decision is that s(t) is absent when L(r) decreases below B. 
We wish to obtain the probabilities appearing in the likelihood ratio 
(3.1). This is easily done if we can express the event, "the trajectory 
x(t, r) is equal in the mean to the sum of the trajectories s(t, r) -t- n(t, .r)" 
as the joint occurrence of a denumerable 7 set of stochastically inde- 
pendent events. Then the probability of the event, "x(t, r) -= s(t, r) -I- 
n(t, r)," may be written as the product of the probabilities of the inde- 
pendent constituent events. We also wish to express the event, "x (t, r ) = 
n(t, r)," in a similar fashion. 
We shall separately apply analogous methods to the cases of discrete 
and of continuous observations. 
B. DISCRETE T IME PARAMETER 
In this ease the function of t ime x(t, r) takes on  values only at the 
discrete instants tl, t2, • •., t~ ~ r. Let t~ ~ r < t~+1. Then  the func- 
tion of t ime x(t, r) reduces to the n-dimensional vector X (n)  having as 
components  the values x(h), x(t2), .-., x(tn). We can similarly define 
the vectors S (n) and  N (n). The  covarianee function of the noise process 
becomes  an infinite dimensional matrix ¢( co ) _- ]I ~(t~ - tj)I] , and  the 
likelihood ratio becomes  
Prob  [X(n) = N(n)  • S(n)] 
L(n)  = 
Prob IX(n) = N(n)] 
Prob Ij.~l [x(t j) = n(tj)-t- s(tj)] 1 (3.2) 
However, the components of the random vectors N (n) and X (n) are not, 
in general, independent; we cannot yet write the probabilities in pa- 
rentheses as products of simple probabilities. We desire a coordinate 
system such that we may write on the time interval 0 Nt i  N r (or 
O<_i<_n)  
N(n) = ~ n i¢~X/X/  (convergence in the mean) 
i~ l  
with the properties that the n-dimensional vectors ~)i are orthonormal: 
7 We use "denumerab le"  to mean "f inite" or "eountab ly  infinite." 
SIGNALS IN NORMAL NOISE. I 527 
and the coefficients are independent and normalized 
En~ = ~ii. 
Define the n-dimensional covariance matrix ¢(n) = IJ ¢~(ti, t~)ll 
(t~, t~. < T or i, j =< n). Then the desired vectors are the eigenvectors and 
eigenvalues of this matrix, i.e., the solutions to the matrix equation 
~b(n)~(n) = h(n)(~(n).  (3.3) 
The coefficients 
1 
hi(n)  - ~¢/k -~ N(n)-Oi(n) 
are uncorrelated and, thus independent, since the n(t )  are by hypothesis 
normal individually and jointly. Thus there results the expansion with 
the desired properties for the instants of time 0 =< t~ N r (this is precisely 
the discrete analogue of the Karhunen-Lo~ve expansion). Similarly, de- 
fining s~(n) = (1/~¢/~-~(n))S(n).0¢(n) a d x~(n) -= ( l /~ /~(n) )X(n) .  
+~(n), we can write expression (3.2) in the desired form: 
i I  Prob[xi = s i+  ni] exp[~ (xi - s~)21 
L (n )  = ~ = ~=~ 2 (3.4) 
Prob [xi = ni] exp - 
i=i Li~I 
or  
) log L(n)  = si ~=1 - -2 -  +x is~ . (3.5) 
We shall often write s~ for s~(n) when no ambiguity arises. The logarithm 
of the likelihood ratio can be written without explicit use of the eigen- 
vectors and eigenfunctions (cf. Section II, B for the continuous ana- 
logue): Define the vector F(n) implicitly by the equation S(n) = 
~(n)F(n).  The explicit definition of F(n ) is of course given through the 
inverse of the covariance matrix: ¢~-l(n)S(n) = F(n). If we write 
f~ = F.+~/V~Xi(n), then the vector F(n) may be expressed ha terms of the 
base vectors ~i(n)  as 
F(n) = ~ .V/~(n)f i (n)~)i(n).  s (3.6) 
i=I  
s This  fol lows from the we l l -known fact that  any  set of n or thogonal  vectors  
in an n -d imens iona l  vector  space forms a basis of that  sp~ce. 
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Using the vector 
we can write 
and 
F(n) = s (n) 
i=i . d LJ=i i=i 
Y(n) .X(n)  = i~ l~/ (~ i  • xl%/~ (~i = ~=1 slxl. (3.6") 
Thus the likelihood ratio (3.4) may be written 
L(n) = exp [--~F(n)-S(n) ~- F(n).X(n)]. (3.7) 
In performing a test upon the received signal x(t), the first step is to 
produce the maximum likelihood estimates of the parameters ~.  The 
terms s~ appear only in the numerator of the likelihood ratio, and so the 
estimates which maximize the likelihood function (i.e., Prob x(t) = 
n(t) + s(t, ~r~, . . . ,  v,~)) maximize the likelihood ratio. Then, using the 
likelihood ratio maximized with respect o the parameters to be esti- 
mated, the detection is to be performed. The esgmates are, of course, 
functions of the observation time T (or equivalently, ofn). 
If the observations are independent, then we need no change in co- 
ordinate system--the xpression (3.2) contains only the joint proba- 
bilities of independent events. The analysis of such tests reduces to 
straightforward application of Wald's sequential nalysis (ef. Bussgang 
and Middleton, 1955; Selin and Tuteur, 1963; and Wald, 1947). 
When the observations are dependent, we use the above procedure to 
obtain a fairly simple expression for the likelihood ratio. An alternate 
procedure is to use a "whitening filter" as in Section IV, which results 
in an  equivalent test for the presence of a transformed nonconstant  signal 
in white noise. Wald 's  special analysis of average test t ime does not apply 
in this ease. Log  L(n) must  be treated as a normal  random function 
whose  first passage problems are to be investigated. This function is 
.Markov  and  the essential statistics are the mean and  the covariance 
function, wh ich  we now wish to derive. 
In the absence of signal, X(n) = N(n), and 
1 
E log L(n) = --~ .~__~ s~ 2, (3.8) 
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Var log L(n)  = E[F(n).N(n)] 2
2 
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(3.9) 
m 
u=l  v=l  
From the matrix equation (3.3), it follows that for each component u, 
Eq. (3.12) equals 
i=1  
In the presence of signal, X(n) = S(n) q- N(n). 
E log L(n)  = E q- F(n).S(n) q_ F(n)-N(n) 
2 
= + ) ~i. (3.10) 
i=1  
Var log L(n)  = EF(n).N(n) = ~ sl 2. 
i=1  
Consider the random part, Z'(n)  = F(n).N(n),  of log L(n) .  The 
distribution of this random function is the same in the presence of signal 
as it is when signal is absent. We wish to study its covariance function. 
EZ' (n )Z ' (m)  = E[F(n).N(n)][F(m).N(m)] 
i=1 j=1 
,=7 ~=1 ~/~i(~)x~(~n) 
m ->_ n. (3.11) 
Let the uth component of vector V(n) be denoted by [V(n)]~. Then 
E[N (n). ~)~ (n)][N (m). ~)j (m)] 
= E [N(n)]~[ep~(n)]~ [N(m)],[¢~(m)], . (3.12) 
But the uth component of the vector N(n) is n(t~), which is of course 
equal to the uth component of the vector N(m). Writing 
¢~,~ = En(tu)n(t~), 
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~.~ ~,,[¢~(m)], = Xj(m)[¢~.(m)]~. (3.13) 
v=l 
From (3.12) and (3.13), Eq. (3.11) becomes 
EZ'(n)Z'(~) = E 8~(n) ~ [~(n)]~ 
~1 ~/~ °=1 
(3.14) 
• E ~ 8~(~)E~(~)]~ • j=l 
But s(t~ ) = ~-~=1 ~¢/Xj(m)s~(m)[¢j(m)]u, by the definition of the eigen- 
function expansion. Furthermore, 
[¢~(n)]~s(t~) = ~,(n).S(u) 
and therefore (3.14) becomes 
EZ'(n)Z'(m) = ~ s~(n). (3 15) 
i= l  
We find that the covariance ofthe Z' process, ¢~(n, m), m > n, is equal to 
the variance of Z'(n)  for any value of m. ~ Thus, Z'(n)  is a Markov proc- 
ess with independent increments. We obtain an analogous result below 
for the continuous time parameter case• 
C. CONTINUOUS TIME PARAMETER 
We consider the likelihood ratio 
L(r) = Probability [x(t, -r) = s(t, v) + n(t, r)] (3.16) 
Probability Ix(t, ~-) = n(t, r)] 
As shown by Grenander (1950), with probability 1
Prob [~1 x,-(~)= s~(,)-t-n~(-) 1 
L(v) = lim 
~ Prob[iN=lxi(r) : ni(~')] 
,=1 -- - - -~  + x~(r)s~('r) , (3.17) 
9 This is the discrete-parameter analogue of a Wiener process• 
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where the si(r), ni(r) ,  and xi(r)  are the coefficients of the K-L ex- 
pansions of the noise and signal processes. We define ¢(t - s) = 
E[n (t)n (s)], the noise covariance function. The expression for the likeli- 
hood ratio in the case of continuous observations i expressed explicitly 
in terms of the K-L coefficients {xdw)} and {s~(r)}. We can implicitly 
define a function F(t, r) analogous to F(n) ,  but we are not assured of 
the existence of this function (cf. Section II, B). TM 
For rational spectra, we can introduce a test function provided that 
certain conventions are observed (cf. Section II, B). Thus we can write 
z (~)  = log L (~)  
(3.18) 
- 21 fo F(t, r)s(t) dt -t- fo F(t, r)x(t) dt. 
In the absence of signal, x(t) = n(t),  
E~ Z( r )  = E ~i (~) ~=~ 2 + n~(~)s~(~) 
(3.19) 
= _ ~2(~) _ 1 f ( t ,T )8( t )  at, 
i=t 2 2 
[5 = s~ (~)En i  (~) VarN Z(r)  = E (ni (r)s i ( r ) )  2 2 
i=1  i=1 
(3.207 
k f0 = 82(~) = f ( t ,  ~-)s(t, ~-) at. i= i  
In the presence of signal, i.e., x(t) = n(t)  -F s(t), 
Es Z(r) = + - F(t, r)s(t) dr. 
~=1 2 2 
(3.21 
k fo Var~ Z(r) = ¥ars Z(r)  = si2(r) = F(t, r)s(t) dt. i~ l  
10 The operations of integration and infinite summation are commutative m 
the rational, regular ease. 
In the regular ease }-][=~ Xi and }~-'~[=~ s~ 2are finite (el. Section I I I  of the follow- 
ing paper); thus, ~[=~ I s~v/~ I is finite. Let X = supj, t Cj(t) ~7=1 I si% "/~i I >- 
maxt ~-~.~=1 scv/M¢.dt). Since the Cj(t) are uniformly bounded (cf. end of Section 
I I ,  A), X is finite, and so is f~ X dt = XT .  Thus, by Lebesgue's theorem (cf. 
Riesz and Nagy, 1955), the finite integration and infinite summation of ~¢/~iis~¢~i(t) 
are commutative. 
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If the noise process n(t) is normal in sll dimensions, then so is the 
logarithm of the likelihood ratio Z(~-). The only other function ecessary 
to completely describe Z(w) is the covari~nce function. Define Z'(~-) = 
Z(r)  -- <Z(T)>. Then 
<Z'(.r)Z'(p)) = E ~ ~ n~(r)s~(r).n,(p)sj(p) 
i=l j=l 
fo" dt4,1(t, r) fo " du Cj(u, p) ~-" i=1 ~ i=1 ~ 81(7)Sj(p) ~//~--~ ~/~ ~( ' -  ?~) 
~=~ J s~('r)si(p) dt ¢~(t, r)¢~-(t, o) ,]/ X,(r) " 
Writing 
we obtain 
s(t) = ~ s,.(o)x/~(o)¢j(t, p) (o _< t _< p), 
j=t  
<z' (~)z ' (p )> = 
i=1  
i= l  
dt ¢~(t, r)s~(r) 
f0 ~ j~ ~(t) 
fo ~ dt ~(t,~/kT(~+~(~) ~=   (t, +J(~)v%(~ (3.22) 
~}(~). 
This result can be formally obtained in a much simpler fashion by use 
of the F(t, -r) function: 
r p 
<Z'(r)Z'(p)) = E fo dtF(t,~')n(t) / F(u,p)n(u) du 
T p 
= ]0 dt~(t,~)~o r(~,p/~(t-u)d~ 
(3.22') 
r 
= fo dtF(t, r)s(t) 
C=1 
Thus, we have that the logarithm of the likelihood ratio is normal in all 
dimensions, has nonstationary mean value + ~--~i~1 si2/2, has nonsta- 
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tionary variance ~i~=1 s~ 2and, furthermore, has a covariance function 
(Z'(r)Z'(p)}(o > r) equal to its variance at the instant r. Thus, it is 
seen that the logarithm of the likelihood ratio is a Wiener process, plus 
a mean value of ± ~.i=1 2 2 sg / . Thus, Z(r)  is continuous in r, with prob- 
ability 1, and d/dt log Z@) does not exist (Blanc-La Pierre and Fortet, 
1953), log Z(r) is Markov, and furthermore, log Z(r) is a process with 
independent increments. (If log Z(r) is Markov so is Z(r).) I t  is not 
surprising that Z(r) is Markov. The likelihood ratio is a sufficient sta- 
tistic, and thus Z(ro) possesses all of the information i  z(t, to). Specify- 
ing Z(rl), rl < r0, adds no new information concerning x(t, r), and so 
an extrapolation of Z (r) based upon Z (r0) cannot be improved through 
knowledge of Z(rO. This result is based upon the normal property of 
x(t), but does not depend upon the nature of the covarianee function of 
x(t). 
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