In our earlier work [16] , we proposed an incremental SVD algorithm with respect to a weighted inner product to compute the proper orthogonal decomposition (POD) of a set of simulation data for a partial differential equation (PDE) without storing the data. In this work, we perform an error analysis of the incremental SVD algorithm. We also modify the algorithm to incrementally update both the SVD and an error bound when a new column of data is added. We show the algorithm produces the exact SVD of an approximate data matrix, and the operator norm error between the approximate and exact data matrices is bounded above by the computed error bound. This error bound also allows us to bound the error in the incrementally computed singular values and singular vectors. We illustrate our analysis with numerical results for three simulation data sets from a 1D FitzHugh-Nagumo PDE system with various choices of the algorithm truncation tolerances.
Introduction
Proper orthogonal decomposition (POD) is a method to find an optimal low order basis to approximate a given set of data. The basis elements are called POD modes, and they are often used to create low order models of high-dimensional systems of ordinary differential equations or partial differential equations (PDEs) that can be simulated easily and even used for real-time applications. For more about the applications of POD in engineering and applied sciences and POD model order reduction, see, e.g., [1, 4, 8, 10, 11, 13, 17, 26, 28, 30, 31, 36, 40, 51, 53, 55] .
There is a close relationship between the singular value decomposition (SVD) of a set of data and the POD eigenvalues and modes of the data. Due to applications involving functional data and PDEs, many researchers discuss this relationship in weighted inner product spaces and general Hilbert spaces [25, 32, 42, 47] . For the POD calculation, it is important to determine an inner product that is appropriate for the application [2, 14, 30, 46, 48] .
Since the size of data sets continues to increase in applications, many researchers have proposed and developed more efficient algorithms for POD computations, the SVD, and other related methods [3, 5-7, 9, 15, 27, 29, 34, 35, 50] . These algorithms have been recently applied in conjunction with techniques such as POD model order reduction and the dynamic mode decomposition, which often consider simulation data from a PDE [2, 12, 37-39, 41, 45, 52, 54, 56] .
In our earlier work [16] , we proposed an incremental SVD algorithm for computing POD eigenvalues and modes in a weighted inner product space. Specifically, we considered Galerkin-type PDE simulation data, initialized the SVD on a small amount of the data, and then used an incremental approach to approximately update the SVD with respect to a weighted inner product as new data arrives. The algorithm involves minimal data storage; the PDE simulation data does not need to be stored. The algorithm also involves truncation, and therefore produces approximate POD eigenvalues and modes. We proved the SVD update is exact without truncation.
In this paper, we study the effectiveness of the truncations and deduce error bounds for the SVD approximation. To handle the computational challenge raised by large data sets, we bound the error incrementally. Specifically, we extend the incremental SVD algorithm for a weighted inner product in [16] to compute an error bound incrementally without storing the data set; see Section 2, Algorithm 1. We also perform an error analysis in Section 3 that clarifies the effect of truncation at each step, and provides more insight into the accuracy of the algorithm with truncation and the choices of the two tolerances. We prove the algorithm produces the exact SVD of an approximate data set, and the operator norm error between the exact and approximate data set is bounded above by the incrementally computed error bound. This yields error bounds for the approximate POD eigenvalues and modes. To illustrate the analysis, we present numerical results in Section 4 for a set of PDE simulation data using various choices of the tolerances. Finally, we present conclusions in Section 5.
Background and Algorithm
We begin by setting notation, recalling background material, and discussing the algorithm.
For a matrix A ∈ R m×n , let A (p:q,r:s) denote the submatrix of A consisting of the entries of A from rows p, . . . , q and columns r, . . . , s. Also, if p and q are omitted, then the submatrix should consist of the entries from all rows. A similar convention applies for the columns if r and s are omitted.
Let M ∈ R m×m be symmetric positive definite, and let R m M denote the Hilbert space R m with weighted inner product (x, y) M = y T M x and corresponding norm x M = (x T M x) 1/2 . For a matrix P ∈ R m×n , we can consider P as a linear operator P : R n → R m M . In this case, the operator norm of P is
We note that R n without a subscript should be understood to have the standard inner product (x, y) = y T x and Euclidean norm x = (x T x) 1/2 . The Hilbert adjoint operator of the matrix P : R n → R m M is the matrix P * : R m M → R n given by P * = P T M . We have (P x, y) M = (x, P * y) for all x ∈ R n and y ∈ R m M . In our earlier work [16] , we discussed how the proper orthogonal decomposition of a set of PDE simulation data can be reformulated as the SVD of a matrix with respect to a weighted inner product. We do not give the details of the reformulation here, but we do briefly recall the SVD with respect to a weighted inner product since we use this concept throughout this work.
Definition 1.
A core SVD of a matrix P : R n → R m M is a decomposition P = V ΣW T , where V ∈ R m×k , Σ ∈ R k×k , and W ∈ R n×k satisfy
where
The values {σ i } are called the (positive) singular values of P and the columns of V and W are called the corresponding singular vectors of P .
Since POD applications do not typically require the zero singular values, we do not consider the full SVD of P : R n → R m M in this work. We do note that the SVD of P : R n → R m M is closely related to the eigenvalue decompositions of P * P and P P * . See [16, Section 2.1] for more details.
Also, when we consider the SVD (or core SVD) of a matrix without weighted inner products we refer to this as the standard SVD (or standard core SVD).
We consider approximately computing the SVD of a dataset U incrementally by updating the core SVD when each new column c of data is added to the data set. This incremental procedure is performed without forming or storing the original data matrix. Specifically, we focus on the incremental SVD algorithm with a weighted inner product proposed in Algorithm 4 of [16] . The algorithm is based on the following fundamental identity: if U = V ΣW T is a core SVD, then
. The algorithm is a modified version of Brand's incremental SVD algorithm [6] to directly treat the weighted inner product. Brand's incremental SVD algorithm without a weighted inner product has been used for POD computations in [37, 52] , and our implementation strategy follows the algorithm in [37] . Below, we consider a slight modification of the algorithm from [16] ; specifically, we update the algorithm to include a computable error bound e. We show in this work that the algorithm produces the exact core SVD of a matrixŨ such that U −Ũ L(R s ,R m M ) ≤ e, where U is the true data matrix. This error bound gives information about the approximation error for the singular values and singular vectors; see Section 3.2 for details.
We take the first step in the incremental SVD algorithm by initializing the SVD and the error bound with a single column c = 0 as follows:
Here, the error bound e is set to zero since the initial SVD is exact. Also, as mentioned in [16] , even though M is positive definite it is possible for round off errors to cause c T M c to be very small and negative; we use the absolute value here and throughout the algorithm to avoid this issue. Then we incrementally update the SVD and the error bound by applying Algorithm 1 when a new column is added. Most of the algorithm is taken directly from [16, Algorithm 4]; we refer to that work for a detailed discussion of the algorithm and details about the implementation.
We note the following:
• The input is an existing SVD V , Σ, and W , a new column c, the weight matrix M , two positive tolerances, and an error bound e.
• Lines 10, 15, 18, 21, and 26 are new, and are simple computations used to update the error bound e.
• In the SVD update stage (lines 1-16), e p is the error due to p-truncation in line 3.
• In the singular value truncation stage (lines [17] [18] [19] [20] [21] [22] , e sv is the error due to the singular value truncation in line 19.
• In the orthogonalization stage (lines [23] [24] [25] , a modified Gram-Schmidt algorithm with reorthogonalization is used; see Section 4.2 in [16] .
• The output is the updated SVD and error bound.
• The columns of V are the M -orthonormal POD modes, and the squares of the singular values are the POD eigenvalues.
• If only the POD eigenvalues and modes are required, then the computations involving W can be skipped; however, W is needed if an approximate reconstruction of the entire data set is desired.
• As new columns continue to be added, a user can monitor the computed error bound and lower the tolerances if desired.
Error Analysis
In this section, we perform an error analysis of Algorithm 1. We show the algorithm produces the exact SVD of another matrixŨ , and bound the error between the matrices. We assume all computations in the algorithm are performed in exact arithmetic. Therefore, the Gram-Schmidt orthogonalization stage (in lines [23] [24] [25] is not considered here. We note that in [16] , we considered a Gram-Schmidt procedure with reorthogonalization to minimize the effect of round-off errors; see, e.g., [19] [20] [21] 44] . We leave an analysis of round-off errors in Algorithm 1 to be considered elsewhere.
We begin our analysis in Section 3.1 by analyzing the error due to each individual truncation step in the algorithm. Then we provide error bounds for the algorithm in Section 3.2.
Individual Truncation Errors
We begin our analysis of the incremental SVD algorithm by recalling a result from [16] . This result shows that a single column incremental update to the SVD is exact without truncation when
where V * = V T M . If p > 0 and a standard core SVD of Q ∈ R k+1×k+1 is given by
Next, we analyze the incremental SVD update in the case when the added column c satisfies
Algorithm 1 Incremental SVD and error bound with weighted inner product Input: V ∈ R m×k , Σ ∈ R k×k , W ∈ R n×k , c ∈ R m , M ∈ R m×m , tol, tol sv , e % Prepare for SVD update
10:
e p = 0 16: end if % Neglect small singular values: truncation
e sv = Σ (r+1,r+1)
19: 
V = modifiedGSweighted(V, M ) 25: end if 26: e = e + e p + e sv 27: return V , Σ, W , e Lemma 1. Let U = V ΣW T , c, h, p, and Q be given as in Theorem 1, and assume
and a standard core SVD of
Also, let {v Q j } and {w Q j } be the corresponding orthonormal singular vectors in R k+1 , so that
with V T Q V Q = I and W T Q W Q = I. First, we show Q has exactly one zero singular value. Since we know
2)
3)
for j = 1, . . . , k + 1, the number of zero singular values of Q is precisely equal to the dimension of the nullspace of
This implies the nullspace of Q T is exactly the span of e k+1 = [0, . . . , 0, 1] T ∈ R k+1 . Therefore, the nullspace is one dimensional and Q has exactly one zero singular value, i.e., σ Q k+1 = 0 and σ
The last equation gives v Q j,k+1 = 0 since σ j > 0 for j = 1, . . . , k. Therefore, for j = 1, . . . , k,
and
This implies
and so the SVD decomposition of Q is given by
The following result is nearly identical to Proposition 2.3 in [16] ; the proof is also almost identical and is omitted.
Lemma 2 (Proposition 2.3 in [16] ). Suppose V u ∈ R m×k has M -orthonormal columns and W u ∈ R n×l has orthonormal columns. If R ∈ R k×l has standard core SVD R = V R Σ R W T R and P :
is a core SVD of P .
Next, we complete the analysis of the p = 0 case:
, and Q be given as in Theorem 1, and assume
Proof. Since p = 0, we have c = V V * c and therefore
The result follows from Lemma 
where the sup is clearly attained by
Truncation part 2. In Algorithm 1, after the SVD update due to an added column the algorithm truncates any singular values that are smaller than a given tolerance, tol sv . For the matrix case with unweighted inner products, the operator norm error caused by this truncation is well-known to equal the first neglected singular value. This result is also true for a compact linear operator mapping between two Hilbert spaces; see, e.g., [24 
, and suppose U = V ΣW T is a core SVD of U. For a given r > 0, letŨ be the rank r truncated SVD of U , i.e.,
Error Bounds
Next, we fully explain the computed error bound in Algorithm 1. In a typical application of the algorithm, many new columns of data are added and the POD is updated many times. In the following result, we assume we are at the kth step of this procedure and we have an existing error bound. We prove that Algorithm 1 produces a correct update of the error bound. More specifically, let k ∈ N, let U k ,Ũ k : R k → R m M , and assume
M be the result of one step of the incremental SVD update applied toŨ k so thatŨ
. Therefore, we consider the sequence {U k } to be the exact data matrices, and the sequence {Ũ k } to be the result produced (in exact arithmetic) by Algorithm 1.
In exact arithmetic, there are two stages to Algorithm 1. The first stage is the SVD update in lines 1-16. This stage of the algorithm takesŨ k and the added column c and produces the updatê U k+1 . There are two possible results forÛ k+1 depending on the value of p in line 1. The second stage is the singular value truncation applied toÛ k+1 (lines [17] [18] [19] [20] [21] [22] , which produces the final updatẽ U k+1 . Again, there are two possible results forŨ k+1 , depending on the singular values ofÛ k+1 . We analyze the error bound for each possible outcome of the algorithm in the result below.
Let the positive tolerances tol and tol sv be fixed. Below, we let p k denote the value p in line 1 of Algorithm 1. We say that p truncation is applied if p k < tol. We say the singular value truncation is applied if any of the singular values ofÛ k+1 are less than tol sv . In this case, we find a value r so that the first r largest singular values ofÛ k+1 are greater than tol sv , while the remaining singular values are less than or equal to tol sv . We letσ r+1 denote the largest singular value ofÛ k+1 such thatσ r+1 ≤ tol sv .
, where
if no truncation is applied, e k + p k , if only p truncation is applied, e k +σ r+1 , if only the singular value truncation is applied, e k + p k +σ r+1 , if both truncations are applied.
Proof. Stage 1 of Algorithm 1 (lines 1-16) takesŨ k and producesÛ k+1 . If p k ≥ tol, then Theorem 1 gives that the core SVD is updated exactly, i.e.,
Otherwise, if p k < tol, then Proposition 2 implieŝ
and the error is given by
Stage 2 of Algorithm 1 (lines 17-22) takesÛ k+1 and producesŨ k+1 . If all of the singular values ofÛ k+1 are greater than tol sv , thenÛ k+1 =Ũ k+1 and there is no error in this stage. Otherwise, let σ r+1 denote the largest singular value ofÛ k+1 such thatσ r+1 ≤ tol sv . In this case,Ũ k+1 is simply the rth order truncated SVD ofÛ k+1 , and the error is given by Proposition 3:
Below, for ease of notation, let · denote the L(R k+1 , R m M ) operator norm. The error between U k+1 andŨ k+1 in the operator norm can be bounded as follows:
As noted above, the second error term is either zero if p truncation is not applied or p k otherwise. Also, the third error term is either zero if the singular values truncation is not applied orσ r+1 otherwise. For the first term, we have
This completes the proof.
The result above explains the update of the error bound in one step of Algorithm 1. Now we assume the SVD is initialized exactly when k = 1, and then the algorithm is applied for a sequence of added columns {c k } ⊂ R m M , for k = 2, . . . , s. Corollary 1. Let tol and tol sv be fixed positive constants, and let {c k } ⊂ R m M , for k = 1, . . . , s, be the columns of a matrix U . For k = 1, assume the SVDŨ 1 =Ṽ 1Σ1W T 1 and error bound e 1 = 0 are initialized exactly as described in Section 2. For k = 1, . . . , s − 1, letŨ k+1 =Ṽ k+1Σk+1W T k+1
and e k+1 be the output of Algorithm 1 applied to the inputŨ k =Ṽ kΣkW T k and e k . If T p represents the total number of times p truncation is applied and T sv represents the total number of times the singular value truncation is applied, then
The proof follows immediately from the previous result, using p k ≤ tol andσ r+1 ≤ tol sv .
The error bound in the result above is not as precise as the error bound computed using Algorithm 1 since the tolerances are only upper bounds on the errors in each step. However, this result does provide some insight into the choice of the tolerances for the algorithm. Specifically, in general there is no reason to expect one of T p or T sv to be significantly larger than the other; therefore, it seems reasonable to choose equal values for the tolerances. Furthermore, for a very large number of added columns, it is possible that T p and T sv can be large; therefore, small tolerances should be chosen to preserve accuracy. 
Also, for j = 1, . . . , k, define
.
If the first k + 1 singular values of U are distinct and positive, the singular vector pairs {ṽ j ,w j } k j=1
are suitably normalized, and
This result indicates we should expect accurate approximate singular values and also accurate approximate singular vectors if ε is small and there is not a small gap in the singular values. We note that POD singular values often decay to zero quickly, and therefore we expect to see lower accuracy in the computed POD modes for smaller singular values due to the small gap. The examples in our first work [16] and the new examples below show both of these expected behaviors for the errors in the approximate singular vectors.
Numerical Results
We consider the 1D FitzHugh-Nagumo system
where f (v) = v(v − 0.1)(1 − v), µ = 0.015, b = 0.5, γ = 2, c = 0.05, the boundary conditions are v x (t, 0) = −50000t 3 e −15t , v x (t, 1) = 0, and the initial conditions are zero. This example problem was considered in [49] , and we used the interpolated coefficient finite element method from that work to discretize the problem in space. For the finite element method we used continuous piecewise linear basis functions with equally spaced nodes, and we used Matlab's ode23s to approximate the solution of the resulting nonlinear ODE system on different time intervals.
For the POD computations, we consider the data z(t, x) = [v(t, x), w(t, x)] in the Hilbert space L 2 (0, 1) × L 2 (0, 1) with standard inner product. Now we follow the procedure in our first work [16] to arrive at the weighted SVD problem. At each time step, we rescale the approximate solution data by the square root of the time step; see [16, Section 5.1]. We expand the approximate solution in the finite element basis to obtain the weight matrix M as in [16, Section 5.2] . To compute the POD of the approximate solution data, we compute the SVD of the finite element solution coefficient matrix U : R s → R m M , where s is the number of time steps (snapshots) and m is two times the number of finite element nodes.
To illustrate our analysis of the incremental SVD algorithm, we consider three examples: We consider relatively small values of m = 2×nodes and s in order to test the incremental algorithm against exact SVD computations. Let U denote the finite element solution coefficient matrix, and letŨ =ṼΣW T denote the incrementally computed approximate SVD of U : R s → R m M produced by Algorithm 1. For each example, we choose various tolerances and compute:
, Incr. error bound = e computed by Algorithm 1 at the final snapshot.
The exact SVD of U : R s → R m M and the exact error are both computed using a Cholesky factorization of the weight matrix M following Algorithm 1 in [16] . The exact computations are for testing only since they require storing all of the data. Table 1-Table 3 display the computed quantities listed above for the three examples with various choices of the p truncation tolerance, tol, and the singular value truncation tolerance, tol sv . We set each tolerance to 10 −8 , 10 −10 , or 10 −12 , for a total of nine tests for each example. In all of the tests, the incrementally computed error bound is larger than the exact error and the error bound is small. Also, the tests indicate that there is no benefit from choosing one tolerance different than the other. Figure 1 shows the exact and incrementally computed POD singular values and also the weighted norm error between the exact and incrementally computed POD modes with tol and tol sv both 
Conclusion
In our earlier work [16] , we proposed computing the SVD with respect to a weighted inner product incrementally to obtain the POD eigenvalues and modes of a set of PDE simulation data. In this work, we extended the algorithm to update the SVD and an error bound incrementally when a new column is added. We also performed an error analysis of this algorithm by analyzing the error due to each individual truncation. We showed that the algorithm produces the exact SVD of a matrixŨ such that U −Ũ L(R s ,R m M ) ≤ e, where U is the true data matrix, M is the weight matrix, and e is computed error bound. We also proved error bounds for the incrementally computed singular values and singular vectors. We tested our approach on three example data sets from a 1D FitzHugh-Nagumo PDE system with various choices of the two truncation tolerances. In all of the tests, the incrementally computed error bound was larger than the exact error and the error bound was small. Furthermore, the approximate singular values and dominant singular vectors were accurate. Also, our analysis and the numerical tests suggest that there is no benefit from choosing one algorithm tolerance different than the other.
In the results below, we require the singular vectors {v ε k , w ε k } are suitably normalized. We note that any pair {v ε k , w ε k } of singular vectors for a fixed value of k can be rescaled by a constant of unit magnitude and remain a pair of singular vectors. However, due to the relationship (6.1), we note that both vectors in the pair must be rescaled by the same constant.
The proof of the following result is largely contained in [22, Appendix 2], but we include the proof here to be complete.
1 and w ε 1 are suitably normalized, and
Remark 1. The larger error bound for w 1 − w ε 1 is due to the way we assume the singular vectors are normalized in the proof. It is possible to use a different normalization and make the error bound larger for v 1 − v ε 1 instead. We comment on the normalization in the proof.
, and therefore v ε 1 = r ε v 1 + x ε for some constant r ε and x ε ∈ X satisfies (x ε , v 1 ) = 0. This gives x ε 2 = 1 − |r ε | 2 and also |r ε | ≤ 1. Then To estimate this norm, we use (Hx ε , w 1 ) = (x ε , H * w 1 ) = σ 1 (x ε , v 1 ) = 0 and also Next, the assumption (6.3) for ε gives ε ≤ (σ 1 − σ 2 )/2 ≤ σ 1 /2, and therefore σ 1 − 2ε ≥ 0. Also, (6.2) gives −ε ≤ σ ε 1 − σ 1 , or σ ε 1 − ε ≥ σ 1 − 2ε ≥ 0. This gives (σ ε 1 − ε) 2 ≥ (σ 1 − 2ε) 2 , and therefore
Note that the assumption (6.3) for ε guarantees that we can take a square root of this estimate.
If v ε 1 is normalized so that r ε is a nonnegative real number, then (6.5), 1 − Re(r ε ) = 1 − |r ε |, and the above inequality give the desired estimate (6.4) for v 1 − v ε 1 . If r ε is not a nonnegative real number, then rescale the singular vector pair {v ε 1 , w ε 1 } by r ε /|r ε | to obtain the proper normalization and the bound (6.4) for v 1 − v ε 1 . For w 1 and w ε 1 , it does not appear that we can use a similar proof strategy since we have already rescaled the singular vector pair {v ε 1 , w ε 1 }. Specifically, we can obtain w ε 1 = s ε w 1 + y ε , but it is not clear that s ε will be a nonnegative real number and we are unable to rescale again. Therefore, we use H = σ 1 , H − H ε ≤ ε, and |σ 1 − σ ε 1 | ≤ ε to directly estimate: In the result below, note that ε 1 = ε and E 1 is defined as in (6.4) in Lemma 3 above. 
