The Quadratic Assignment Problem (QAP) is a well-known NP-hard combinatorial optimization problem that is at the core of many real-world optimization problems. We prove that QAP can be written as the sum of three elementary landscapes when the swap neighborhood is used. We present a closed formula for each of the three elementary components and we compute bounds for the autocorrelation coefficient.
INTRODUCTION
We will define a landscape for a combinatorial problem using a triple (X, N, f ), where f : X → R defines the objective function and the neighborhood operator N assigns a set of neighboring solutions N (x) ∈ X to each solution x. If y ∈ N (x) then y is a neighbor of x. The landscape that is induced can be used as a search space for optimization using local search.
There is a special kind of landscape which is of particular interest due to their properties. They are the elementary landscapes, and are characterized by the following equation:
where d is the size of the neighborhood, |N (x)|, which we assume the same for all the solutions in the search space, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. GECCO'10, July 7-11, 2010, Portland, Oregon, USA. Copyright 2010 ACM 978-1-4503-0072-8/10/07 ...$10.00.f is the average solution evaluation over the entire search space, and k is a characteristic constant. Equation (1) is usually called Grover's wave equation and makes it possible to compute the average value of the fitness function f evaluated over all of the neighbors of x; we denote this average using avg{f (y)} y∈N(x) :
Other properties also follow. Assuming f (x) =f then
This implies that all maxima are greater thanf and all minima are less thanf [13] . A landscape (X, N, f ) is not always elementary, but even in this case it is possible to characterize the function f as the sum of elementary landscapes [10] , called elementary components of the landscape.
The Quadratic Assignment Problem (QAP) is an NP-hard combinatorial optimization problem [5] . A lot of research has been devoted to analyze and solve the QAP. Some other problems can be formulated as special cases of the QAP. One important example is the Traveling Salesman Problem (TSP). The QAP is not an elementary landscape when the swap neighborhood is considered [2] . But, to the best of our knowledge the exact expressions for the elementary components of the QAP are not known.
Such decomposition could be useful from the theoretical and practical points of view. In theory, the landscape decomposition of QAP can be used to compute the exact expression of the autocorrelation functions and the autocorrelation coefficient [2] . In practice, the landscape decomposition together with the Grover's wave equation can be used to compute the average value of the objective function in the neighborhood, which can be used as a base for new operators or algorithms. In particular, a new family of selection operators can be designed which select the individuals according to the average fitness value in the neighborhood of a solution x instead of using the fitness value of the solution itself. These selection operators could be especially useful to distinguish solutions that are in plateaus.
We present here the elementary landscape decomposition of QAP and compute the greatest lower bound and the least upper bound of its autocorrelation coefficient. We also compute the bounds for two subproblems of QAP: the Traveling Salesman Problem and the DNA Fragment Assembly Problem. In the next section we present the formal definition of QAP. Section 3 presents the main result and its proof. In Section 4 we revise the implications in theory and practice of the landscape decomposition. Finally, we conclude in Section 5 with some conclusions and future work.
QUADRATIC ASSIGNMENT PROBLEM
Let P be a set of n facilities and L a set of n locations. For each pair of locations i and j, an arbitrary distance is specified rij and for each pair of facilities p and q, a flow is specified wpq. The Quadratic Assignment Problem (QAP) consists in assigning the facilities of P to the locations in L in such a way that the total cost of the assignment is minimized. Each location can only contain one facility. For each pair of facilities the cost is computed as the product of the weight associated to the facilities and the distance between the locations in which the facilities are. The total cost is the sum of all the costs associated to each pair of facilities. One solution to this problem is a bijection between P and L, that is, x : P → L such that x is bijective. Without loss of generality we can just assume that P = L = {1, 2, . . . , n} and each solution x is a permutation in Sn, the set permutations of {1, 2, . . . , n}. The cost function to be minimized can be formally defined as:
DECOMPOSITION OF QAP
In the previous section we defined the search space and the objective function. In order to completely define a landscape we need to define the neighborhood. The neighborhood N considered here is the swap or 2-exchange neighborhood, in which two solutions are neighboring if one can be obtained from the other one by a swap (exchange of two elements) in the permutation. In this section we prove that the QAP is composed at most by three elementary components and we give an expression for them.
Let us start rewriting (2) . In order to analyze the elementary components of the fitness functions associated to a problem class, like QAP, it is useful to separate in the formal definition of the objective function the information that is particular of a given instance (the data of the instance) from the general issues that characterize the class of the problem. In the case of QAP, the information related to the particular instance is included in the distance matrix (rij ) and the weight matrix (wpq). The question now is: how to separate the data of the instance in the fitness formulation. There are different ways to do it, but we are interested in linear combinations of functions where the coefficients of the functions are associated to the particular instances. The reason for this is that any linear combination of elementary functions (with the same characteristic constant k) is also an elementary function. With this idea in mind, it is not difficult to see that Equation (2) can be written using the following linear combination:
where we used the Kronecker's delta. The problem-related part of the fitness function is, thus, the product δ
At this point we can go further and deal with a more general objective function. In (3) the value of the product rij wpq depends on i, j, p, and q in a particular way, but is not the most general one. Using multilinear algebra concepts, the previous product is a four-rank tensor that has been computed as a tensor product of two two-rank tensors (matrices), which is a special case of four-rank tensor. In the most general case we can define a four-rank tensor to replace the product. Let us call ψijpq the new general four-rank tensor and let us define the parameterized function
Then we can rewrite the fitness function as:
and we can focus our analysis on ϕ (i,j),(p,q) , since any result on it can be extended to any linear combination of ϕ functions, and, thus, to f . Now, the objective function of the QAP is just a particular case of our new objective function f , in which ψijpq = rijwpq. Proof. In the following, for the sake of clarity we will remove all the parameters from the name of the function when there is no confusion. The function ϕ is elementary if and only if there exist two constants a and b such that the following expression holds for all the solutions:
In order to reduce the expressions we multiply the previous expression by the size of the neighborhood, which is d = n(n−1) 2
. We then obtain:
where c = ad and e = bd. Now, we compute the exact expression of P y∈N(x) ϕ(y) for the two different values that ϕ can take:
• Case ϕ(x) = 1 (in this case x(i) = p). From the neighboring solutions there are n − 1 with ϕ(y) = 0 and the remaining neighbors have a value ϕ(y) = 1. Then we can write:
• Case ϕ(x) = 0 (in this case x(i) = p). From the neighboring solutions there is only one with ϕ(y) = 1. The remaining neighbors have a value ϕ(y) = 0. Then we can write:
Now we use Equation (5) to obtain the following linear equation system:
The solution of the previous system is c = d−n and e = 1; so we have a = 1 − n/d and b = 1/d. Then, we can write
« (6) and we conclude that ϕ (i,i),(p,p) is an elementary landscape with k = n and averageφ (i,i),(p,p) = 1/n.
Before proving the main result of this section we need to introduce a family of auxiliary functions that map permutations to R:
where 1 ≤ i, j, p, q ≤ n are integer values with i = j and p = q and α, β, γ, ε, ζ ∈ R. All the previous values are parameters of the family of functions. We denote with ⊕ the exclusive-or operator. The previous functions are valuable thanks to the following
is an elementary landscape in the following cases:
Proof. In the following, for the sake of clarity we will remove all the parameters from the name of the function when there is no confusion. The function φ is elementary if and only if there exist two constants a and b such that the following expression holds for all the solutions:
In order to reduce the expressions we multiply the previous expression by the size of the neighborhood, which is d =
where c = ad and e = bd. We distinguish five different cases which are symbolically represented in Figure 1 . In the figure, each node represents the set of solutions for which one of the five branches in (7) is true. We label the nodes with the value that φ takes for all the solutions in that node. There exists an arc (i, j) if all the solutions in node i have at least one neighboring solution in node j. The label of arc (i, j) is the number of neighbors that any solution in i has in j . Now, we compute the exact expression of P y∈N(x) φ(y) for the five different values that φ can take: • Case φ(x) = α. In this case x(i) = p and x(j) = q. From the neighboring solutions there is one with φ(y) = β and 2(n − 2) solutions with φ(y) = γ. The remaining neighbors have a value φ(y) = α. Then we can write:
From the neighboring solutions there is one with φ(y) = α and 2(n − 2) solutions with φ(y) = ε. The remaining neighbors have a value φ(y) = β. Then we can write: 
Now we use Equation (8) to obtain the following linear equation system:
The previous system has five equations and two variables, c and e, so it could be unsolvable. However, the system can be solved for some value combinations of α, β, γ, ε, ζ. In particular, the system can be solved for the value combinations mentioned in the statement, that is:
This does not mean that these are the only combinations of parameter values for which the system can be solved. They are just three combinations of special interest for the goal of this section. It should be noticed here that the linear system does not depend on the values of i, j, p, and q. Thus, the solutions to the system are also independent of the values of the mentioned parameters.
Let us study the values of a, b, c, e for the first parameter combination, that is, α = n − 3, β = 1 − n, γ = −2, ε = 0, and ζ = −1. The solution of the linear system is c = n(n−5) 2
and e = −2n, and, thus:
In order to simplify the notation, let us define Ω
. Then, we can write
and we conclude that Ω 
« and we conclude that Ω we can write
and we conclude that Ω Proof. The functions ϕ (i,j),(p,q) defined above can be written using the auxiliary functions Ω
This can be easily appreciated with the help of Table 1 . Since the Ω family of functions are elementary, the ϕ family of functions are a sum of three elementary components, namely:
This decomposition of ϕ allows us to write the fitness function f as a decomposition of elementary landscapes in the following way:
The elementary components of f are:
where the functions fc1, fc2, and fc3 are elementary with constants k1 = 2n, k2 = 2(n − 1) and k3 = n, respectively, because they are a linear combination of elementary functions. Thus, f can be written in a compact form as
In the statement of the theorem we say that the number of elementary components is three at most. That is, this number cannot be larger than three, but it could be lower. It is possible that for some particular instances the number of elementary landscapes could be reduced (we will see later that this happens for the TSP).
To finish this section we plot the elementary components of an instance of the QAP using a set of randomly generated solutions. The problem instance used is a Taillard instance with n = 12. In particular the instance Tai12b [11] . The neighborhood size is d = 66. The results shown in the figures correspond to 10,000 random solutions (permutations). In Figure 2 we show the three elementary components fc1, fc2, and fc3 against the fitness value f for the random solutions. We can observe that the values of the three components are quite separated of each other. In particular, the values of fc1 are around −5 · 10 8 , the values of fc2 are near 4 · 10 8 , and the values of fc3 are around 10 8 . If we focus on each component independently, we can observe the trend of the correlation between the component values and the fitness value. In Figures 3 and 4 we show fc2 and fc3. We omit the first component, fc1, because it is constant for this particular instance. The second component, fc2, increases when the function f increases. The third component, fc3, seems to be slightly correlated with f . In Figure 5 we plot the average value of the fitness function in the neighborhood of a solution, avg{f (y)} y∈N(x) , against the fitness function of the solution itself, f (x). We can observe that the points are focused on a straight line with a slope around 0.75. Unlike elementary landscapes, when the fitness function is the sum of several elementary components with different characteristic constants, the average value in the neighborhood does not linearly depend on the fitness function. Since, fc1, fc2, and fc3 are elementary components, the Grover's wave equation (1) can be applied to them. And we can compute the average value in the neighborhood in the following way: 
IMPLICATIONS
The landscape decomposition of QAP allows to compute the average value of the objective function in the neighborhood of any solution without the necessity of evaluating the neighbors. We previously saw that the exact expression for this average value is
This expression can be used as a base for new operators that exploit the neighborhood average. For example, it is possible to design new selection operators that select individuals according to the average fitness value in the neighborhood (see Figure 6 ). In elementary landscapes, selecting one individual according to its fitness value is the same as selecting one individual according to the average in the neighborhood, since avg{f (y)} y∈N(x) = af (x)+b. However, this is not the case when f is the sum of several elementary landscapes with different characteristic constants. In Figure 6 (top) we show a situation in which the traditional fitness-based selection strategy would select the solution at the right (assuming minimization) while this does not seem the most appropriate selection. An average-based selection strategy would prefer the solution at the left, since the neighbors of the left solution are promising. The average-based selection strategy could be especially interesting in the case of plateaus, as shown in Figure 6 (bottom). In this case, the average-based selection strategy could distinguish between two solutions with the same fitness value, taking into account the neighborhood of the solutions.
In the following sections we are going to present some theoretical implications in three different domains: the computation of the autocorrelation coefficient, the Traveling Salesman Problem, and the DNA Fragment Assembly Problem.
Autocorrelation Coefficient
The autocorrelation coefficient ξ of a problem is a parameter proposed by Angel and Zissimopoulos [1] that gives a measure of its ruggedness. This coefficient is related to the number of local optima of a landscape and the performance that local search methods have on the problem. The higher the value of ξ the lower the number of local optima and the better the performance of a local search method. The definition of ξ is based on the autocorrelation function ρ proposed by Weinberger [12] , which is defined as
s the average value of (f (x)−f (y)) 2 over all solutions pairs x and y, and˙(f (
is the average value of (f (x) − f (y)) 2 over all solutions pairs x, y that are at distance s. We say that two solutions are at distance s if there exists a sequence of solutions x = x1, x2, . . . , xs = y such that xi+1 ∈ N (xi). The autocorrelation coefficient is then defined as ξ = . It is possible to define another autocorrelation function. Let us consider a random walk {x1, x2, . . .} on the solution space such that xi+1 ∈ N (xi). The autocorrelation function r is defined as:
where the averages are computed over all the starting solutions x1 and all the solutions in the sequence. The autocorrelation functions ρ and r are different in general, but they have the same value for s = 1, that is,
Stadler [8] proved that if f = P i aiφi is a Fourier expansion of f in a landscape, then the autocorrelation function of f is given by
where ki is the characteristic constant associated to the elementary function φi. In particular, for an elementary landscape r(s) = (1 − k/d) s , and the autocorrelation coefficient is ξ = d/k. For a general landscape (elementary or not) we have the following result
and the autocorrelation coefficient can be computed as
The sum of the squared Fourier coefficients a 2 j associated to the same characteristic constant ki is |X|(f
fi is the sum of all the elementary components φi with the same characteristic constant ki and the overline represents the average over the entire search space X. In particular, for the QAP we get the following expression for the autocorrelation coefficient
where the values Wi are defined as
This expression allows to compute the exact autocorrelation coefficient of QAP. Angel and Zissimopoulos [3] devoted a complete article to compute ξ exactly for the QAP without the help of the landscape decomposition. They also provided a lower bound of ξ. In their article, four lemmas are required before the main result is presented. Using the landscape decomposition, the autocorrelation coefficient computation is shorter.
In the following, using (21) we are going to compute a lower and an upper bound for ξ. We can rewrite (21) as
where we used the fact that W1 + W2 + W3 = 1. The coefficients Wi are between 0 and 1. Since W2+W3 must be also in the interval [0, 1] we have 0 ≤ W2 ≤ 1 and 0 ≤ W3 ≤ 1−W2. We now explore all the values of ξ when the previous condition for W2 and W3 holds and search for the minimum and maximum values. The minimum value is reached when W2 = W3 = 0 (thus, W1 = 1) and we have ξ lb = (n − 1)/4. The maximum value is reached when W2 = 0 and W3 = 1 and we have ξ ub = (n − 1)/2. Then for the QAP we have
The previous expression provides an upper and a lower bound for ξ, but this does not mean that the lower and the upper bound are reached. In other words, we do not know how near these bounds are from the greatest lower bound and the least upper bound. In [3] the authors claimed that ξ ≥ n/4, and this lower bound is greater than ours. However, the antisymmetric Traveling Salesman Problem is a subproblem of QAP (see the next section) that has ξ = (n − 1)/4, so the lower bound published in [3] should be corrected and (n−1)/4 is the greatest lower bound for QAP. No upper bound was given in the previous article, but the authors of [3] claimed that some empirical results suggested that ξ ≤ n/2. In this paper we have proven that, in fact,
It is not difficult to imagine an instance of the QAP for which ξ = (n − 1)/2. Let us consider an instance in which rij = ciδ j i where ci are constants. That is, only the elements of the diagonal matrix in (rij) are different from zero. According to Equations (13), (14), and (15), the only component that is not zero is fc3. Then W3 = 1 and W1 = W2 = 0, which gives ξ = (n − 1)/2. Thus, (n − 1)/2 is the least upper bound of the autocorrelation coefficient for QAP. The performance of a local search method tends to be better in a QAP instance with ξ = (n − 1)/2 than in an instance with ξ = (n − 1)/4. This phenomenon has been empirically checked in [3] and is linked with the so called autocorrelation length conjecture [9] , which claims that the number of local optima in a search space increases as ξ decreases.
Traveling Salesman Problem
The Traveling Salesman Problem (TSP) is one of the most popular optimization problems in the optimization field [4] . An overwhelming amount of research has been devoted to this problem and its variants. In its simplest formulation the TSP consists of a set of n locations (cities) that must be visited only once in a route. For each pair of cities p and q a distance wpq is specified. The objective is to find a route that visits each city only once (a permutation of the cities) and have minimum total distance. This can be formally written as
The TSP is a particular case of the QAP in which the flow matrix (wpq) is the matrix of distances between cities and the distance matrix (rij) is given by the following expression
In general, the TSP is not an elementary landscape with the swap neighborhood. However, the symmetric version, in which the distance matrix is symmetric, is an elementary landscape with k = 2(n − 1). The antisymmetric version (the distance matrix is antisymmetric) is also an elementary landscape with k = 2n [8] . The objective function of any TSP can be written as the sum of two objectives functions: one belonging to a symmetric TSP and the other one belonging to an antisymmetric one. Thus, any TSP is the sum of at most two elementary landscapes with constants k1 = 2n and k2 = 2(n − 1). Since TSP is a subproblem of QAP, this means that the third elementary component of the related QAP problem, fc3, is constant and W3 = 0 in (23). The autocorrelation coefficient of any TSP instance can be computed using (23) as
where 0 ≤ W2 ≤ 1 determines the degree of "symmetry" of the TSP. If W2 = 1 the instance belongs to a symmetric TSP and if W2 = 0 the instance belongs to an antisymmetric TSP. The autocorrelation coefficient bounds for the TSP are (n − 1)/4 ≤ ξ ≤ n/4. These bounds can be reached by the antisymmetric and symmetric subproblems, respectively.
DNA Fragment Assembly Problem
DNA Fragment Assembly (DNA-FA) is a technique that attempts to reconstruct the original DNA sequence from a large number of fragments, each one having several hundred base-pairs. The DNA fragment assembly is needed because current technology, such as gel electrophoresis, cannot directly and accurately sequence DNA molecules longer than 1000 bases. However, most genomes are much longer. The process followed to sequence genomes is the following. First, the DNA molecule is amplified, that is, many copies of the molecule are created. The molecules are then cut at random sites to obtain fragments that are short enough to be directly sequenced. The overlapping fragments are then assembled back into the original DNA molecule. This strategy is called shotgun sequencing [7] .
This problem can be solved using a permutation representation with integer number encoding. A permutation of integers represents a sequence of fragment numbers, where successive fragments overlap. The solution in this representation requires a list of fragments assigned with a unique integer ID. For example, one possible ordering for 4 fragments is (4,1,3,2) . It means that fragment 4 is at the first position and fragment 1 is at the second position, and so on. The fitness function measures the multiple sequences alignment quality and finds the best scoring alignment. Parsons, Forrest, and Burks [6] presented two different fitness functions for this problem. The first one, F 1, sums the overlap score for adjacent fragments in a given solution. When this fitness function is used, the objective is to maximize such a score.
The second fitness function, F 2, not only sums the overlap score for adjacent fragments, but it also sums the overlap score for all the possible pairs.
This fitness function penalizes solutions in which strong overlaps occur between non-adjacent fragments in the layouts. When this fitness function is used, the objective is to minimize the overlap score. The two previous functions F 1 and F 2 can be unified and written as:
where if rij = δ j−1 i then f = F 1 and if rij = |i − j| then f = F 2. This unified function is the same as the objective function of the QAP, so the DNA-FA problem is a special case of QAP and all the previous results can be applied.
CONCLUSIONS AND FUTURE WORK
We have proven that QAP can be decomposed as a sum of three elementary landscapes when the swap neighborhood is used (Theorem 1). We have presented the exact expressions for the three components in Equations (13), (14), and (15) and we have shown their relationship in Figures 2 to 5 . The landscape decomposition has allowed to compute the greatest lower bound and the least upper bound of the autocorrelation coefficient shown in Equation (24), correcting a previously published value. In addition, the elementary components of QAP allow to compute the average value of the objective function in the neighborhood of a given solution x using the evaluation of the three components in x. With our new findings, we have revisited two problems that are subproblems of QAP, namely, the TSP and the DNA Fragment Assembly Problem.
As future work we plan to derive the exact expression for the autocorrelation coefficient using the landscape decomposition. The exact value has been derived previously using a different approach. The determination of a Fourier basis for the swap neighborhood could simplify the computation of the autocorrelation function and coefficient not only for this problem, but for all the problems with the same representation and neighborhood.
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