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1. Introduction
There are many papers dealing with identities of harmonic numbers Hn .
H(α)n =
n∑
r=1
1
rα
is the generalized harmonic number in power α. The nth harmonic number H (1)n = Hn =
∫ 1
t=0
1−tn
1−t dt =∑n
r=1 1r = γ + ψ(n + 1), where γ denotes the Euler–Mascheroni constant deﬁned by
γ = lim
n→∞
(
n∑
r=1
1
r
− log(n)
)
= −ψ(1) ≈ 0.577215664901532860606512 . . .
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ψ(z) = d
dz
log(z) = 
′(z)
(z)
or log(z) =
z∫
1
ψ(t)dt.
We also recall [5] the well-known series representation for ψ(z)
ψ(z) =
∞∑
r=0
(
1
r + 1 −
1
r + z
)
− γ ,
ζ(q,b) =
∞∑
k=0
1
(k + b)q =
1
(q)
∞∫
0
tq−1e−bt
1− e−t dt
is the generalized (Hurwitz) Zeta function where any term with k + b = 0 is excluded and R(q) > 1,
b ∈ C \ {−1,−2,−3, . . .}.
Spieß [13] derived explicit formulas for sums of the form
∑
akHk and then generalized them by
means of generating functions. He derived such nice results as
n∑
k=0
(−1)k
(
p
n − k
)(
k
m
)
Hk = (−1)n
(
n − p
m − p
)
[Hn−p − Hm−p + Hm].
Paule and Schneider [8] considered two different algorithmic methods, a generalized version of Karr’s
summation algorithm and a hybrid of the Newton–Andrews–Zeilberger algorithm, to prove ﬁve con-
jectured harmonic number identities. The derivation of the identities was then automated in the
computer algebra package Mathematica. They proved such beautiful identities as
n∑
j=0
(
n
j
)5
[1− 5 jH j + 5 jHn− j] = (−1)n
n∑
j=0
(
n
j
)2(n + j
j
)
, (1.1)
and as Paule and Schneider remark “binomial sums like the right-hand side of (1.1) play a crucial
role in Apery’s approach to prove the irrationality of ζ(2) and ζ(3).” Chu and De Donno [2] explored
further the application of derivative operators to hypergeometric summation formulas and recaptured
the results of Paule and Schneider as well as establishing some new identities, such as
n∑
k=0
(n+k
k
)
(2n
k
) [1+ (n − 2k)Hn+k]= (1+ 2n)[H2n+1 − Hn].
The idea of derivative operators of binomial coeﬃcients allows one to handle harmonic number
identities by reducing them to a hypergeometric problem. This technique was often used by Andrews,
in particular in Andrews and Uchimura [1] there is a statement by R. Askey, pointing out that it was
Newton [7], the ﬁrst person, to see that the partial sums of harmonic series arise from differentiation
of a product.
In this paper we will use the idea of the consecutive derivative operator of binomial coeﬃcients
to give integral representation for series of the form
p∑
tn
(
p
n
)
Q (q)(a,b, j) =
∫
f (a,b, j, p,q, t; x)dxn=0
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(an+ jbn )
is the binomial coeﬃcient and
Q (q)(a,b, j) = d
q
djq
[
Q (a,b, j)
]
is the qth derivative of the binomial coeﬃcient. In particular cases of the parameter values
(a,b, j, p,q, t) we will derive some identities for sums of harmonic numbers. In other cases where
the sums cannot be expressed in closed form the integral identity may be used to obtain bounds on
the sum, this will not be explored here.
Binomial coeﬃcients play an important role in many areas of mathematics, including number the-
ory, statistics and probability. The binomial coeﬃcient is deﬁned as
(
z
n
)
=
⎧⎪⎨
⎪⎩
1
n!
∏n
r=1(z + 1− r), if n > 0,
1, if n = 0,
0, if n < 0,
for n ∈ Z and z ∈ C,
or more generally,
(
v
w
)
= (v + 1)
(w + 1)(v − w + 1)
for v and w non-negative integers, where (z), z ∈ C \ {−1,−2,−3, . . .}, is the Gamma function. We
shall also investigate, in Lemma 1, the derivative of Q (a,b, j).
The representation of sums in closed form can in some cases be achieved through a variety of
different methods, including, integral representations, transform techniques, Riordan arrays and the
W –Z method. The interested reader is referred to the works of Petkovšek, Wilf and Zeilberger [9],
Sofo [10–12], Egorychev [4] and Merlini, Sprugnoli and Verri [6].
2. The main results
In the following lemma, which will be useful in the main result of this paper, we investigate the
derivative of the reciprocal of a binomial coeﬃcient.
Lemma 1. Let a and b be positive real numbers with a  b, j  0, n > 0 and consider Q (a,b, j) = 1
(an+ jbn )
as
an analytic function in j then, for the ﬁrst derivative
Q (1)(a,b, j)
= dQ
dj
=
⎧⎪⎨
⎪⎩
−Q (a,b, j)P (a,b, j), where
P (a,b, j) =∑bnr=1 1r+ j+(a−b)n for j > 0,
= −Q (a,b, j)[ψ( j + 1+ an) − ψ( j + 1+ (a − b)n)],
(2.1)
and for higher derivatives, λ 2,
Q (λ)(a,b, j) = d
λQ
djλ
= −
λ−1∑
ρ=0
(
λ − 1
ρ
)
Q (ρ)(a,b, j)P (λ−1−ρ)(a,b, j), (2.2)
where P (a,b, j) = P (0)(a,b, j) = ∑bnr=1 1r+ j+(a−b)n , for n = 1,2,3, . . . , and Q (0)(a,b, j) = Q (a,b, j).
For i = 1,2,3, . . .
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i P
dji
= d
i
dji
(
bn∑
r=1
1
r + j + (a − b)n
)
= (−1)i i!
bn∑
r=1
1
(r + j + (a − b)n)i+1
= (−1)i i![ζ (i + 1, j + 1+ (a − b)n)− ζ(i + 1, j + 1+ an)]. (2.3)
Proof. For the ﬁrst derivative of Q (a,b, j) with respect to j, let for integer n,
Q (a,b, j) = 1(an+ j
bn
) = (bn + 1)((a − b)n + j + 1)
(an + j + 1)
= (bn + 1)∏bn
r=1((a − b)n + r + j)
. (2.4)
Taking the logs on both sides of (2.4), we have
log
[
Q (a,b, j)
]= log[(bn + 1)]− log
[
bn∑
r=1
(
(a − b)n + r + j)
]
and differentiating with respect to j we obtain the result (2.1).
For the higher derivatives, from (2.1) and for λ 2
Q (λ)(a,b, j) = d
λQ
djλ
= Q (λ)(a,b, j) = d
λ−1
djλ−1
(−Q P ) = −
λ−1∑
ρ=0
(
λ − 1
ρ
)
Q (ρ)P (λ−1−ρ)
where P (λ−1−ρ)(a,b, j) is given by (2.3). 
We list the following
Q (1)(a,b, j) = − 1(an+ j
bn
) bn∑
r=1
1
r + j + (a − b)n ,
Q (2)(a,b, j) = 1(an+ j
bn
)
[(
bn∑
r=1
1
r + j + (a − b)n
)2
+
bn∑
r=1
1
(r + j + (a − b)n)2
]
= 1(an+ j
bn
)
[
bn∑
r=1
r∑
s=1
2
(r + j + (a − b)n)(s + j + (a − b)n)
]
,
Q (3)(a,b, j) = − 1(an+ j
bn
)
[(
bn∑
r=1
1
r + j + (a − b)n
)3
+ 2
bn∑
r=1
1
(r + j + (a − b)n)3
+ 3
bn∑
r=1
1
(r + j + (a − b)n)2
bn∑
r=1
1
r + j + (a − b)n
]
and
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bn
)
[
6
bn∑
r=1
1
(r + j + (a − b)n)2
(
bn∑
r=1
1
r + j + (a − b)n
)2
+ 8
bn∑
r=1
1
(r + j + (a − b)n)3
bn∑
r=1
1
r + j + (a − b)n +
(
bn∑
r=1
1
r + j + (a − b)n
)4
+ 6
bn∑
r=1
1
(r + j + (a − b)n)4 + 3
(
bn∑
r=1
1
(r + j + (a − b)n)2
)2]
. (2.5)
In the special case when b = a and j = 0 we may write
Q (1)(a,a,0) = −H(1)n , (2.6a)
Q (2)(a,a,0) = (H(1)n )2 + H(2)n , (2.6b)
Q (3)(a,a,0) = (H(1)n )3 + 3H(1)n H(2)n + 2H(3)n (2.6c)
and
Q (4)(a,a,0) = (H(1)n )4 + 6(H(1)n )2H(2)n + 8H(1)n H(3)n + 3(H(2)n )2 + 6H(4)n . (2.7)
Now we can state the following theorem.
Theorem 1. Let a and b be positive real numbers, t ∈ R \ {0}, p > 0, q = 1,2,3, . . . and j  0, then
S(a,b, j, p, t)
=
p∑
n=0
tn
(
p
n
)
Q (q)(a,b, j)
= q
1∫
0
(1− x) j−1(1+ txb(1− x)(a−b))p[log(1− x)]q−1 dx
+ j
1∫
0
(1− x) j−1(1+ txb(1− x)(a−b))p[log(1− x)]q dx
+ pt(a − b)
1∫
0
(1− x) j−1xb(1− x)(a−b)(1+ txb(1− x)(a−b))p[log(1− x)]q dx. (2.8)
Proof.
p∑
n=0
tn
(p
n
)
(an+ j
bn
) = p∑
n=0
tn
(
p
n
)
(bn + 1)((a − b)n + j + 1)
(an + j + 1)
=
p∑
tn
(
p
n
)
((a − b)n + j)(bn + 1)((a − b)n + j)
(an + j + 1)
n=0
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p∑
n=0
tn
(
p
n
)(
(a − b)n + j)B(bn + 1, (a − b)n + j)
=
p∑
n=0
tn
(
p
n
)(
(a − b)n + j)
1∫
0
(1− x) j−1xbn(1− x)(a−b)n dx,
where B(α,β) = (α)(β)
(α+β+1) =
∫ 1
0 (1− y)α−1 yβ−1 dy =
∫ 1
0 (1− y)β−1 yα−1 dy for α > 0 and β > 0 is the
classical Beta function and (·) is the Gamma function.
By an allowable interchange of sum and integral and using the binomial theorem, we have
p∑
n=0
tn
(p
n
)
(an+ j
bn
) =
1∫
0
(1− x) j−1
p∑
n=0
(
p
n
)(
txb(1− x)(a−b))n[(a − b)n + j]dx
= j
1∫
0
(1− x) j−1[1+ txb(1− x)(a−b)]p dx (2.9)
+ pt(a − b)
1∫
0
(1− x) j−1xb(1− x)(a−b)[1+ txb(1− x)(a−b)]p−1 dx
= a+1Fa
[−p, 1b , 2b , . . . , bb , 1+ ja−b , 2+ ja−b , . . . , (a−b)+ ja−b
1+ j
a ,
2+ j
a ,
3+ j
a , . . . ,
a+ j
a
∣∣∣∣∣− tb
b(a − b)a−b
aa
]
. (2.10)
The generalized hypergeometric representation p Fq[·,·], is deﬁned as
p Fq
[
a1,a2, . . . ,ap
b1,b2, . . . ,bq
∣∣∣∣z
]
=
∞∑
n=0
(a1)n(a2)n . . . (ap)nzn
(b1)n(b2)n . . . (bq)nn!
where (w)α is Pochhammer’s symbol. By the consideration of the ratio of successive terms
Un+1
Un
where
Un = t
n
(p
n
)
(an+ j
bn
)
we obtain the result (2.10).
As a matter of interest it is worthwhile to note that for the special case of j = 0 we may obtain
p∑
n=0
tn
(p
n
)
(an
bn
) = pt(a − b)
1∫
0
xb(1− x)(a−b−1)[1+ txb(1− x)(a−b)]p−1 dx
= a Fa−1
[−p, 1b , 2b , . . . , bb , b−1b , 1a−b , 2a−b , . . . , (a−b)a−b
1
a ,
2
a ,
3
a , . . . ,
a−1
a
∣∣∣∣∣− tb
b(a − b)a−b
aa
]
.
Now we differentiate, with respect to j, both sides of (2.9), q times, so that
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n=0
tn
(
p
n
)
dq
djq
[
Q (a,b, j)
]
= ∂
q
∂ jq
[
j
1∫
0
(1− x) j−1[1+ txb(1− x)(a−b)]p dx
+ pt(a − b)
1∫
0
(1− x) j−1xb(1− x)(a−b)[1+ txb(1− x)(a−b)]p−1 dx
]
= q
1∫
0
(1− x) j−1(1+ txb(1− x)(a−b))p[log(1− x)]q−1 dx
+ j
1∫
0
(1− x) j−1(1+ txb(1− x)(a−b))p[log(1− x)]q dx
+ pt(a − b)
1∫
0
(1− x) j−1xb(1− x)(a−b)(1+ txb(1− x)(a−b))p[log(1− x)]q dx,
where d
q
djq [Q (a,b, j)] is given by (2.2) in Lemma 1, hence the integral in (2.8) is attained. 
The following corollary can now be stated.
Corollary 1. Choosing the value b = a we obtain, from Theorem 1 the integral representation:
p∑
n=0
tn
(
p
n
)
dq
djq
[
Q (a,a, j)
]= q
1∫
0
(1− x) j−1(1+ txa)p[log(1− x)]q−1 dx
+ j
1∫
0
(1− x) j−1(1+ txa)p[log(1− x)]q dx.
From this corollary we can make a number of observations.
Remark 1. For a = 2 and t = −1
p∑
n=0
(−1)n
(
p
n
)
Q (q)(2,2, j) = q
1∫
0
(1− x) j+p−1(1+ x)p[log(1− x)]q−1 dx
+ j
1∫
0
(1− x) j+p−1(1+ x)p[log(1− x)]q dx,
and for q = 1,
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n=0
(−1)n
(
p
n
)
Q (1)(2,2, j)
=
1∫
0
(1− x) j+p−1(1+ x)pdx+ j
1∫
0
(1− x) j+p−1(1+ x)p log(1− x)dx.
Hence
p∑
n=0
(−1)n
(
p
n
)[
ψ( j + 1+ 2n) − ψ( j + 1)]
= 1
j + p 2F1
[
1,−p
1+ j + p
∣∣∣∣−1
]
− j2
p
( j + p)2 3F2
[
j + p, j + p,−p
1+ j + p,1+ j + p
∣∣∣∣12
]
= 2 j+2p B
(
1
2
; j + p, p + 1
)
− j2
p
( j + p)2 3F2
[
j + p, j + p,−p
1+ j + p,1+ j + p
∣∣∣∣12
]
,
where B(z;u, v) = ∫ z0 tu−1(1− t)v−1 dt is the incomplete Beta function.
For q 2
p∑
n=0
(−1)n
(
p
n
)
Q (q)(2,2, j)
= (−1)
q+1q!2p
( j + p)q
{
q+1Fq
[
j + p, j + p, . . . ,−p
1+ j + p, . . . ,1+ j + p
∣∣∣∣12
]
− j
j + p q+2Fq+1
[
j + p, j + p, . . . ,−p
1+ j + p, . . . ,1+ j + p
∣∣∣∣12
]}
.
The case for j = 0 incorporates some harmonic number identities.
When q = 1
p∑
n=0
(−1)n
(
p
n
)
Q (1)(2,2,0) = 22p B
(
1
2
; p, p + 1
)
= 1
2p
[
1+ pB
(
1
2
, p
)]
so that
p∑
n=0
(−1)n+1
(
p
n
)
H(1)2n =
1
2p
[
1+ pB
(
1
2
, p
)]
.
For q 2,
p∑
n=0
(−1)n
(
p
n
)
Q (q)(2,2,0) = (−1)
q+1q!2p
pq
q+1Fq
[
p, p, . . . ,−p
1+ p, . . . ,1+ p
∣∣∣∣12
]
.
Remark 2. The very special case of a = 1 and t = −1, highlights the results
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n=0
(−1)n
(
p
n
)
Q (q)(1,1, j)
= q
1∫
0
(1− x) j+p−1[log(1− x)]q−1 dx+ j
1∫
0
(1− x) j+p−1[log(1− x)]q dx
= (−1)
q+1q!p
( j + p)q+1
and for j = 0,
p∑
n=0
(−1)n
(
p
n
)
Q (q)(1,1,0) = (−1)
q+1q!
pq
.
Diaz-Barrero et al. [3] used (2.6a), (2.6b) and (2.6c) and obtained the same results for the cases of
q = 1,2 and 3, respectively. For q = 4, from (2.5) and (2.7) we can write
p∑
n=0
(−1)n+1(pn)(n+ j
j
)
[
6
n∑
r=1
1
(r + j)2
(
n∑
r=1
1
r + j
)2
+ 8
n∑
r=1
1
(r + j)3
n∑
r=1
1
r + j
+
(
n∑
r=1
1
r + j
)4
+ 3
(
n∑
r=1
1
(r + j)2
)2
+ 6
n∑
r=1
1
(r + j)4
]
= 4!p
( j + p)5
and
p∑
n=0
(−1)n+1
(
p
n
)[(
H(1)n
)4 + 3(H(2)n )2 + 6(H(1)n )2H(2)n + 6H(4)n + 8H(1)n H(3)n ]= 4!p4 .
Diaz-Barrero’s techniques are different than the ones presented here, he used a variety of combi-
natorial identities.
3. Extension of the results
In this section we extend the results of (2.8). In particular we multiply the summand of
S(a,b, j, p, t) by the polynomial n and consider the sum T (a, j, p,q, t) = ∑pn=1 tnn(pn)Q (q)(a, j) as
follows.
Theorem 2. Let a be a positive real number, t ∈ R\{0}, q = 1,2,3, . . . , p = 1,2,3, . . . and j  0 be a positive
real number, then
T (a, j, p,q, t) =
p∑
n=1
tnn
(
p
n
)
Q (q)(a, j)
= pqt
1∫
0
(1− x) j−1xa(1+ txa)p−1[log(1− x)]q−1 dx
+ jpt
1∫
0
(1− x) j−1xa(1+ txa)p−1[log(1− x)]q dx. (3.1)
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p∑
n=0
tn
(p
n
)
(an+ j
j
) = j p∑
n=0
tn
(
p
n
)
(an + 1)( j)
(an + j + 1)
= j
1∫
0
(1− x) j−1(1+ txa)p dx
and applying the operator x ddx ((1+ txa)p) (or t ddt (·)) we may write
p∑
n=1
tnn
(p
n
)
(an+ j
j
) = jpt
1∫
0
(1− x) j−1xa(1+ txa)p−1 dx.
Differentiating q times, with respect to j we have
p∑
n=1
tnn
(
p
n
)
dq
djq
[
Q (a, j)
]= ∂q
∂ jq
[
jpt
1∫
0
(1− x) j−1xa(1+ txa)p−1 dx
]
so that the result (3.1) follows. 
Corollary 2. Choosing the values t = −1 and a = 1 we obtain
p∑
n=1
(−1)nn
(
p
n
)
Q (q)(1, j) = −pq
1∫
0
x(1− x) j+p−2[log(1− x)]q−1 dx
− jp
1∫
0
x(1− x) j+p−2[log(1− x)]q dx
= (−1)qq!p
[
2 j + p
( j + p)q+1 −
2 j + p − 1
( j + p − 1)q+1
]
and for j = 0,
p∑
n=1
(−1)nn
(
p
n
)
Q (q)(1,0) = (−1)qq!p
[
1
pq
− 1
(p − 1)q
]
.
For q = 4 we have
p∑
n=0
(−1)n+1n(pn)(n+ j
j
)
[
6
n∑
r=1
1
(r + j)2
(
n∑
r=1
1
r + j
)2
+ 8
n∑
r=1
1
(r + j)3
n∑
r=1
1
r + j
+
(
n∑
r=1
1
r + j
)4
+ 3
(
n∑
r=1
1
(r + j)2
)2
+ 6
n∑
r=1
1
(r + j)4
]
= 4!p
[
2 j + p
( j + p)5 −
2 j + p − 1
( j + p − 1)5
]
,
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p∑
n=0
(−1)n+1n
(
p
n
)[(
H(1)n
)4 + 3(H(2)n )2 + 6(H(1)n )2H(2)n + 6H(4)n + 8H(1)n H(3)n ]
= 24
p3(p − 1)4
[
(p − 1)4 − p4].
Corollary 3. For the values t = −1, j = 0, q = 1 and a = 1,2 and 3, respectively, we obtain
p∑
n=1
(−1)n+1n
(
p
n
)
H(1)n = 1p − 1 ,
p∑
n=1
(−1)n+1n
(
p
n
)
H(1)2n =
1
2(p − 1)
[
1+ p
2
B
(
1
2
, p
)]
and
p∑
n=1
(−1)n+1n
(
p
n
)
H(1)3n =
p
3(p − 1)
[
1
p
+ 2
3
B
(
2
3
, p
)
+ 1
3
B
(
1
3
, p
)]
.
Hence, from the last corollary, we conjecture that, in general, for a ∈ N \ {0} and p > 1
p∑
n=1
(−1)n+1n
(
p
n
)
H(1)an = pa(p − 1)
a∑
r=1
r
a
B
(
r
a
, p
)
,
where B(·,·) is the Beta function.
4. Conclusion
We have applied the method of integral representation for binomial sums and in some cases ex-
pressed them in closed form. In other cases estimates of the series may be obtained from the integral
representation. We have also extended the range of identities of ﬁnite sums with harmonic numbers
and detailed a procedure that can be applied to many other identities depending on the parameter
values chosen.
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