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We investigate the dimensionally induced phase transition from the normal to the Bose-Einstein-
condensed phase for a weakly interacting Bose gas in an optical lattice. To this end we make use
of the Hartree-Fock-Bogoliubov-Popov theory, where we include numerically exact hopping energies
and effective interaction strengths. At first we determine the critical chemical potential, where we
find a much better agreement with recent experimental data than a pure Hartree-Fock treatment.
This finding is in agreement with the dominant role of quantum fluctuations in lower dimensions, as
they are explicitly included in our theory. Furthermore, we determine for the 1D-3D-transition the
power-law exponent of the critical temperature for two different non-interacting Bose gas models
yielding the same value of 1/2, which indicates that they belong to the same universality class. For
the weakly interacting Bose gas we find for both models that this exponent is robust with respect
to finite interaction strengths.
I. INTRODUCTION
Low-dimensional systems play an important role in
physics, as they can exhibit tremendously different be-
havior than in the three-dimensional case due to the
lack of certain degrees of freedom. Prominent exam-
ples are provided by the Tonks-Girardeau gas in 1D
[1, 2] or the Berezinskii-Kosterlitz-Thouless transition in
2D [3, 4], which were experimentally observed in the
realm of ultracold quantum gases in Ref. [5] and [6], re-
spectively. From the Mermin-Wagner-Hohenberg theo-
rem [7, 8] it is known that there cannot be a one- or
two-dimensional, homogeneous Bose-Einstein condensate
(BEC) at finite temperatures, see Ref. [9] for a derivation
in the context of ultracold atoms. However, as a three-
dimensional BEC does exist, it is expected that an in-
crement of the critical temperature should be observable
when going continuously from low to three dimensions.
In principle, there are two distinct approaches to induce
such a dimensional phase transition of ultracold atomic
gases. Low-dimensional systems are commonly achieved
by using anisotropic, confining traps [10–15]. Such a di-
mensional transition concerning Bose gases was investi-
gated theoretically in Refs. [16–18]. As an example of
the dimensionally induced phase transition, the 2D-3D-
transition was studied experimentally in Ref. [14] using
an anisotropic harmonic trap.
Here we follow another approach, which keeps the po-
tential energy unchanged and varies only the hopping
energy of a homogeneous Bose gas within an optical lat-
tice. In the following, we investigate at first a hybrid
model which constitutes a dimensional phase transition.
As depicted in Fig. 1, it consists of a three-dimensional
optical lattice, without confinement in the longitudinal
direction. This system has recently been investigated in
an experimental setup [19]. Although experiments are al-
ways performed in trapped systems, one can relate them
Figure 1: Schematic setup of hybrid model for two dimension-
less lattice depths s: bosonic clouds in longitudinal direction
are depicted in blue and optical lattice potential in xy-plane
is represented by black lines.
with a corresponding homogeneous case by making use of
the local density approximation (LDA). Introducing a lo-
cal effective chemical potential µeff(r) = µ−V (r) allows
to match local quantities of the inhomogeneous setting
with global quantities of the homogeneous theory. The
LDA decomposes the actual inhomogeneous problem into
one homogeneous problem with the effective chemical po-
tential µeff(r) for every value of r. In the harmonically
trapped Bose gas the BEC phase is located in the inner
part of the trap, where the overall density is higher. The
pure thermal phase stays in the outer region of the trap,
where the density is lower. Both phases are spatially
separated at the coordinate rc, where the density n(rc)
equals the critical density nc for the BEC transition. Us-
ing LDA the critical density is thus determined through
the homogeneous problem with the corresponding chemi-
cal potential µeff(rc) [19]. This article obtains the critical
chemical potential of the inhomogeneous experiment of
Ref. [19] by using a homogeneous theory, which explicitly
takes into account the impact of quantum fluctuations.
Within a homogeneous lattice the one-particle dis-
persion relation consists of band energies. Since we
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2treat ultracold systems, we restrict ourselves to the low-
est energy band and nearest neighbor hopping only.
The most general form of the dispersion relation of a
three-dimensional, orthogonal optical lattice in the tight-
binding approximation reads
k =
∑
i
2Ji [1− cos(kiai)] , (1)
which has been shifted by an energy offset to avoid neg-
ative energies. Here Ji and ai represent the hopping en-
ergy and the lattice constant of the spatial dimension
i = x, y, z, respectively. For kiai  1 we can approxi-
mate Eq. (1) by a quadratic expression in ki such that
an effective mass M∗i can be assigned as
k ≈
∑
i
~2k2i
2M∗i
, M∗i =
~2
2Jia2i
. (2)
With this notation the hybrid model is characterized by
Jx = Jy = J, ax = ay = a, Jz =
~2
2Ma2z
, az → 0.
(3)
Here M stands for the atomic mass and for the z-
direction the continuum limit is applied. A schematic
setup for the hybrid model is presented in Fig. 1 for
different lattice depths, where the dimensionless lattice
depth is defined as s = V0/Er. Here, V0 corresponds to
the intensity of the laser pair building up the optical lat-
tice and Er = pi2~2/(2Ma2) denotes the recoil energy.
The dimensional transition is performed by tuning the
dimensionless lattice depth s. For s = 0 the lattice is
completely ramped down, which corresponds to a pure
three-dimensional, homogeneous system. Ramping up
the lattice depth causes an emergence of a tube struc-
ture as depicted in Fig. 1. For deep lattices of about
s = 30 the hopping between the tubes is suppressed and
the system corresponds to an array of decoupled one-
dimensional tubes. Hence, just by varying the lattice
depth the 1D-3D-transition can be induced.
This article is structured as follows. In Sec. II we
briefly review the Hartree-Fock-Bogoliubov-Popov the-
ory, which represents our main formalism, and as a spe-
cial case the Hartree-Fock theory. In Sec. III we explain
how the hopping energies as well as the effective inter-
action strengths behave during the dimensional transi-
tion by discussing different approximation methods. In
Sec. IV we move on to the results for the critical chemical
potential and compare them with the recent experimen-
tal data from Ref. [19]. In Sec. V we present the cor-
responding findings for the critical temperature in the
1D-3D-transition. Eventually, we conclude with an out-
look for further research topics in Sec. VI.
II. HARTREE-FOCK-BOGOLIUBOV-POPOV
THEORY
The Hartree-Fock-Bogoliubov-Popov theory (HFBP)
[20–24] interpolates between the Bogoliubov theory at
zero temperature and the Hartree-Fock theory (HF)
at finite temperatures. It treats the weakly interact-
ing bosons approximatively as a gas of non-interacting
quasiparticles exhibiting the dispersion relation Ek =√
ε2k + 2gn0εk with εk = k − µ + g(2n − n0). Here
µ denotes the chemical potential in the grand-canonical
description, g = 4pi~2as/M represents the three-
dimensional interaction strength with as being the s-wave
scattering length, n stands for the total particle density,
and n0 represents the condensate density. The particle
density in the HFBP formalism is given by
n = n0 +
1
V
∑
k
[
εk + gn0
Ek
(
1
eβEk − 1 +
1
2
)
− 1
2
]
, (4)
where V denotes the volume of the system and β =
1/(kBT ). Equation (4) contains contributions from both
the thermal fluctuations of the HF theory and the quan-
tum fluctuations of the Bogoliubov theory. The chemi-
cal potential in the condensate phase is given by solving
the generalized Gross-Piteavskii equation, which reads
for the homogeneous case:
µ = 2gn− gn0. (5)
For bosons interacting via a two-body contact potential
the Hartree and the Fock term coincide, which leads to
the first term of the right-hand side of Eq. (5). The sec-
ond term represents a contribution, which enters through
the Bogoliubov channel. Note that Eq. (5) is confirmed
by the Hugenholtz-Pines theorem [20, 25], thus HFBP
describes a gapless superfluid phase [26]. At constant to-
tal density, Eq. (4) yields a first-order phase transition
at the critical temperature [20]. Thus, the critical point
is determined by a finite critical condensate density n0c,
where its derivative with respect to the inverse critical
temperature βc = 1/(kBTc) diverges:
n0(βc) = n0c,
∂n0
∂β
∣∣∣∣
βc
=∞. (6)
In order to find the critical point both Eqs. (6) have to
be solved simultaneously.
Now we briefly review a special case of a pure Hartree-
Fock formalism (HF), when the self-energy contribution
gn0 of the Bogoliubov channel is not considered. There-
fore, the quasiparticle energy reduces to Ek = k+2gn−µ
and Eq. (4) simplifies to
n = n0 +
1
V
∑
k
1
eβ(k+2gn−µ) − 1 . (7)
3Here the chemical potential coincides with 2gn at the
critical point, which is consistent with (5) if the Bogoli-
ubov contribution is neglected. Note that the HF theory
coincides with the non-interacting one since it differs only
by a physically irrelevant shift of the chemical potential,
i.e., it is independent of g. In the thermodynamic limit
the sum in Eq. (7) goes over into an integration, which
can be performed exactly yielding for the hybrid model
n = n0 +
1
a2λT
∞∑
m=1
1
m1/2
emβ(µ−2gn)e−4mβJI20 (2mβJ).
(8)
Here λT =
√
2piβ~2/M denotes the thermal de Broglie
wavelength and I0(x) represents the modified Bessel
function of first kind [27, (9.6.16)].
We investigate the critical temperature by setting n0 =
0 and µ = 2gn. Numerical calculations show that βJ → 0
for J → 0. Thus, the limit βJ → 0 describes the behavior
of the critical temperature deep in the one-dimensional
regime. Using the approximation [27, (9.7.1)] for small
arguments of the modified Bessel function, we find for the
critical temperature Tc of the hybrid model as a function
of the transverse hopping energy J
kBTc
Er
=
4na3
pi
√
J
Er
. (9)
In the following we investigate within the HFBP the-
ory, whether a finite two-particle interaction strength
changes the above power-law exponent of 1/2. To this
end we have to determine how the two energy scales of
the Bose-Hubbard Hamiltonian, i.e., the hopping energy
and the effective interaction, depend on the dimension-
less lattice depth s.
III. HOPPING ENERGY AND EFFECTIVE
INTERACTION
Here we discuss three approximation methods to com-
pute the hopping energy J as a function of the dimen-
sionless lattice depth s. The first one is an analytic ex-
pression of Zwerger [28], which is valid for deep optical
lattices and follows from approximately solving the one-
dimensional Mathieu equation:
J =
4√
pi
Ers
3/4e−2
√
s. (10)
The second one is the numerical solution of the one-
dimensional Schrödinger equation using the Bloch the-
orem. In that case the hopping energy follows as the
Fourier transform of the band energy dispersion relation
[29]. The third method directly follows from the latter
dispersion relation by approximating it with a parabolic
fit. Thus, an effective mass (2) can be assigned, which it-
self defines a corresponding hopping energy. We present
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Figure 2: Hopping energy J as function of dimensionless lat-
tice depth s: solid lines depict from the top to the bottom
solutions of three different approximation methods described
in the text, respectively. Since the top blue curve defined by
Eq. (10) vanishes at s = 0, it is plotted only up to its maximal
value.
the respective results for these three methods in Fig. 2.
Therein, we see a good agreement of the three meth-
ods for deep lattices. However, for shallow lattices the
top blue curve overestimates the hopping energy and be-
comes non-monotonic below s ≈ 1. Remarkably, the mid-
dle green curve and the bottom red curve differ exactly
by a factor of 2 from the values at s = 0, i.e., the contin-
uum values [29]. This is due to the fact that the relation
between Ji and M∗i in Eq. (2) stems originally from the
tight-binding dispersion (1).
Furthermore, besides the hopping energy, also the in-
teraction strength turns out to be a function of the lat-
tice depth. Following the reasoning of Ref. [19], we
define a one-dimensional, effective interaction strength
g1Deff ' 2~asω⊥(s) [30], where ω⊥(s) represents the trans-
verse trapping frequency of a single tube. Within the
tight-binding approximation, g1Deff is given by [26]
g1Deff ≈ 4asEr
√
s. (11)
We read off that for a vanishing lattice depth the effec-
tive interaction strength vanishes, which is not physical,
since there must be a finite interaction strength in the
pure three-dimensional system. In order to redeem the
tight-binding approximation, we calculate the interaction
strength also with numerically determined Wannier func-
tions. In the Bose-Hubbard formalism the on-site inter-
action strength U is given by
U = g
ˆ
dr|w(r)|4, (12)
where w(r) denotes the Wannier function that factorizes
for cubic or quadratic lattices into their respective one-
dimensional counterparts. Due to higher coherence with
neighboring lattice sites for shallow lattices, the Wan-
nier function delocalizes over the lattice. Thus, the on-
site interaction strength decreases with decreasing lattice
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Figure 3: One-dimensional effective interaction strength g1Deff
as function of dimensionless lattice depth s. Top curve cor-
responds to tight-binding approximation (11), lower curve
stems from Eq. (13) and numerically determined Wannier
function.
depth, an effect which is enhanced through the fourth
power in Eq. (12). Since in the hybrid model only two
lattice dimensions contribute, the one-dimensional, effec-
tive interaction strength is given there as
g1Deff = g
[ˆ
dx|w(x)|4
]2
, (13)
where w(x) denotes now the one-dimensional Wannier
function. In Fig. 3 we show the one-dimensional effective
interaction strength as a function of the dimensionless
lattice depth for the two different approaches defined by
Eqs. (11) and (13). Using the methods of Ref. [29] the
value for the effective interaction strength in the pure
3D regime is found to be lims→0 g1Deff a
2 = 4g/9. For deep
lattices the relative error between the two methods de-
creases.
IV. CRITICAL CHEMICAL POTENTIAL
Now we determine within the HFBP theory the critical
chemical potential µc as a function of the lattice depth
s as it was measured experimentally via LDA, as well as
calculated within a HF treatment of Ref. [19].
In the thermodynamic limit the direct numerical inte-
gration in Cartesian coordinates of Eq. (4) would lead to
a divergence at k = 0. However, in elliptical coordinates
this divergence is avoided due to a factor from the inte-
gration measure. Therefore, we perform the integration
by cutting a small ellipsoid around the origin, which can
then be calculated analytically, whereas the remaining
integration volume of the Brillouin zone is computed nu-
merically. For better convergence we use a quadratically
aligned sampling of integration points. Thus, the sam-
pling is quite dense around the origin which makes the
result robust against the choice of the ellipsoid.
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Figure 4: Phase diagram in s-µ-plane: red data points are re-
produced from Ref. [19] and describe phase boundary between
decoupled 1D tubes and 3D condensate, red lower curve is HF
result from Ref. [19], solid lines represent HF, and dashed lines
HFBP results.
The critical chemical potential describes the phase
boundary between decoupled 1D tubes and the 3D con-
densate as depicted in Fig. 4. Therein, we present the
HF treatment, as well as the HFBP results and com-
pare them with the experimental data of Ref. [19]. The
red lower curve corresponds to the HF result in the
tight-binding approximation for the effective interaction
strength and the effective mass approximation for the
hopping energy as described above. It coincides with
the result presented in Ref. [19]. Note however, that
in Ref. [19] the critical chemical potential is erroneously
taken to be µc = gn, although a proper HF treatment
yields µc = 2gn. Therefore, the data of Ref. [19] have
been multiplied ad hoc by a factor 2 for the sake of
comparison. The remaining solid lines are HF results
with improved methods for both the effective interaction
strength and the hopping energy. Since the upper solid
blue and green HF curves differ by much less than the
size of the error bars, we conclude that the largest er-
ror source for the underestimation of the red curve is the
effective mass approximation. However, since Eq. (10)
is known to reproduce imprecise values for shallow lat-
tice depths, we understand this rather good result, rep-
resented by the upper solid blue curve, as a canceling of
errors of the hopping energy (10) and the tight-binding
approximation (11). In contrast to this the green curves
stem from hopping energies and interaction strengths,
which are computed by numerically exact Wannier func-
tions. The dashed curves represent the HFBP results
which are given by Eq. (5). We observe that they are
in much better agreement with the experimental data
over the full range of the dimensionless lattice depth s
than the HF results. But note that all curves coincide in
the regime of shallow lattices, where the system close to
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Figure 5: Power-law exponent α (circles) and prefactor K
(triangles) as functions of gas parameter γ1/3 = n1/3as for
(a) hybrid model and (b) pure lattice model. Dashed lines
represent corresponding values for non-interacting case, upper
ones for α, lower ones for K.
3D. As a consequence, we ascribe the better agreement
of the HFBP theory with the experimental data in the
low-dimensional regime to the enhanced role of quantum
fluctuations which are neglected in the HF treatment.
V. CRITICAL TEMPERATURE
We now study the power-law behavior of the criti-
cal temperature of the hybrid model at the dimensional
phase transition, which has not yet been measured ex-
perimentally. As we have for no interactions the result
(9), we assume for a finite two-particle interaction near
the transition a general power-law
kBTc
Er
= K
(
J
Er
)α
, (14)
with α and K being the exponent and the prefactor, re-
spectively. In Fig. 5 (a) we present the numerical results
of the HFBP theory for finite interaction strengths. Here,
we set the density to n = 13.3 nm−3 and the lattice con-
stant to a = 387nm, which are taken from the experi-
ment of Ref. [19]. The shaded areas in Fig. 5 represent
error estimates due to fitting errors. They correspond to
the difference between the numerically determined value
of the non-interacting case and the value, which is al-
ready known from Eq. (9), and amounts to approximately
5% for the exponent α and 13% for the prefactor K.
We observe that within our precision the exponent does
not change with finite interactions, however the prefac-
tor does. Thus, we conclude that the exponent exhibits
a surprising robustness with respect to the interaction
strength.
Due to this robustness the question arises how far the
exponent of 1/2 is universal. In order to analyze this at
least exemplarily, we apply the same study to a different
model of the same 1D-3D phase transition. This model
is a pure lattice model and is investigated with high-
precision quantum Monte Carlo data from Ref. [31]. In
contrast to the hybrid model (3), it is characterized by
Jx = Jy = J 6= Jz, ax = ay = az = a. (15)
Here the dimensional transition is induced through the
tunable ratio of the hopping energies J/Jz. If the trans-
verse hopping energy is much smaller than the longitu-
dinal one, i.e., Jz  J , the atoms within the lattice are
only allowed to hop in longitudinal direction, which rep-
resents the 1D regime. However, for similar hopping en-
ergies Jz ≈ J the system corresponds to a 3D lattice.
In the non-interacting case the HF density (7) in the
thermodynamic limit can be integrated analytically and
reads
n = n0 +
1
a3
∞∑
m=1
emβ(µ−2gn)e−4mβJI20 (2mβJ)
× e−2mβJzI0(2mβJz).
(16)
Correspondingly, the power-law of the critical tempera-
ture follows as [31]
kBTc
Er
= 4na3
√
Jz
Er
√
J
Er
. (17)
Hence, from Eqs. (9) and (17) we read off that both mod-
els turn out to have the same power-law exponent for
the increase of the critical temperature in the 1D-3D-
transition close to 1D for the non-interacting case.
Based on these findings, we determine with the HFBP
theory also the power-law parameters for the weakly in-
teracting gas within the pure lattice model. To this
end we set the longitudinal hopping energy Jz = 0.1Er,
which corresponds to a shallow lattice according to Fig. 2.
As depicted in Fig. 5 (b), we find the same robustness of
the exponent as in the hybrid model with an error of 5%
for the exponent α and 3% for the prefactor K.
VI. CONCLUSION AND OUTLOOK
We conclude that the HFBP theory turns out to be
in a very good agreement with the experimental data
for the critical chemical potential of the hybrid model.
Since the HFBP theory includes quantum fluctuations, it
represents a crucial improvement to the HF theory when
studying quantum systems in low dimensions at finite
temperature. Furthermore, we investigated two different
models which induce the dimensional phase transition
between decoupled 1D tubes and the 3D BEC within
the formalism of the HFBP theory including numerically
exact hopping energies and interaction strengths. The
hybrid model and the pure lattice model are found to
exhibit within our accuracy the same power-law exponent
of 1/2 for the critical temperature during the dimensional
6phase transition. This exponent is robust against change
of the finite interaction strength, which seems to put both
systems into the same universality class.
Dimensional phase transitions examine the behavior of
observables as function of a control parameter of the ef-
fective dimension. In our case this is the transverse hop-
ping energy. The idea of dimensional phase transitions
can straight-forwardly be generalized in order to study,
e.g., the 2D-3D-transition, where the critical temperature
increases instead of Eq. (17) with a logarithm-like behav-
ior. Furthermore thermodynamic quantities such as the
heat capacity or trapped systems can be investigated as
well. In the latter case the Mermin-Wagner-Hohenberg
theorem does not hold anymore since they are not trans-
lationally invariant.
Also in the case of fermions the dimensional transi-
tion is of significant interest. For instance, a gas of
spin imbalanced fermions is a candidate for the Fulde-
Ferrell-Larkin-Ovchinnikov phase (FFLO) [32, 33]. Fun-
damental work for the exploration of this exotic phase
has been done theoretically for the 1D-3D-transition in
the framework of dynamical mean-field theory [34] and
static mean-field theory [35] by investigating the stabil-
ity of the FFLO phase. Furthermore, a recent experiment
[36], showed an interesting spatial ordering of the polar-
ized and non-polarized phases and its inversion during
the 1D-3D-transition.
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