ABSTRACT In this paper, we propose a new 3-D image transmission method using in-network computation (INC) for integral imaging. In integral imaging, information of 3-D objects can be recorded as multiple 2-D elemental images with different perspectives so that the amount of transmitted data is extremely large. Thus, the transmission efficiency for 3-D images via wireless networks is very low. To improve this transmission efficiency, we determine the correlation among elemental images and reduce the amount of data transmitted by INC, which allows the intermediate nodes in the network to compress the correlated images before transmission. Experimental results demonstrate that the proposed method does not degrade the visual quality of 3-D images greatly, but it reduces the amount of transmitted data significantly.
I. INTRODUCTION
Three-dimensional (3D) techniques have received much attention in the emerging research areas of virtual reality [1] and augmented reality [2] because they can provide immersive and realistic user experiences. In particular, glass-free 3D techniques, such as super multi-view imaging [3] or integral imaging [4] - [15] , have been studied because they do not require special viewing glasses for 3D display, where they record and display 3D images using a lenslet array or camera array. Thus, many two-dimensional (2D) images with different perspectives are used to generate a 3D image. A 3D image contains a huge amount of data, which makes it difficult to transmit the data in real-time via wireless networks. Therefore, more research is required to improve 3D image transmission, but the issue of 3D image transmission in wireless networks has not been addressed. Therefore, in this paper, we propose a new 3D image transmission method for integral imaging.
Integral imaging is a 3D passive imaging technique, which can record, display, and visualize 3D objects using an incoherent light source, such as white light and conventional imaging systems. This process comprises two main stages: pickup and display. In the pickup stage, multiple 2D images are captured with different perspectives by a lenslet array. These multiple 2D images are referred to as elemental images. Using a homogeneous lenslet array and these elemental images, 3D images can be displayed or visualized on a display stage. This approach can provide full color, full parallax, and continuous viewing points without visual fatigue. However, 3D image transmission for integral imaging, may be difficult to implement in real-time via wireless networks because multiple 2D images are used for 3D objects so the amount of data transmitted is extremely large. Therefore, in our proposed method, we transmit only a single image per depth level via wireless networks instead of transmitting multiple images.
In typical 3D image transmission systems, each image sensor transmits its own elemental image to the destination side individually [16] , [17] . This transmission incurs large overheads and decreases the transmission efficiency as the number of cameras increases. However, the elemental images taken by adjacent cameras are highly correlated with each other; therefore, the transmission efficiency can be improved if we compress these correlated images in a cooperative manner among the nodes before transmission via some computations. When a certain environment that elemental images have relatively small perspectives (i.e., a lot of redundancies among elemental images exist) and moving 3D objects, multi-view video coding (MVC) can be applied [18] - [20] . However, the difference between MVC and our proposed method is that MVC may not be applied to 3D objects at near field from the image sensor due to lack of redundancies among elemental images and our method may be used to 3D objects at the same field since our technique considers the number of depth layers instead of the redundancies among elemental images. To simply show the availability of our method in wireless environment, we do not consider the real wireless situation such as packet drop, collision, and interference on wireless channels in this paper [21] - [25] . In addition, MVC may be applied to reduce the redundancies for temporal domain in our proposed method [26] . To facilitate this technique, we consider an in-network computation (INC) technique, which allows distributed computing at the intermediate nodes over the network instead of centralized computing at the destination node [27] , [28] . This INC technique using correlated images has the potential to reduce the huge volume of transmitted data without significant losses of the visual quality in 3D images. Thus, we propose a new 3D image transmission method over wireless networks by combining integral imaging and the INC technique.
The remainder of this paper is organized as follows. In Section II, we present the basic concepts of integral imaging and INC. We then describe our proposed method in detail. To verify our proposed method, we present our experimental results and give our conclusions in Section IV. Finally, we give our conclusions and a summary in Section V.
II. BACKGROUND AND SYSTEM DESCRIPTION

A. 3D INTEGRAL IMAGING
3D imaging systems can be implemented using several techniques, such as stereoscopic (binocular and multi-view), holography, and autostereoscopic (integral imaging and light field) method. Stereoscopic methods require special glasses for viewing 3D images, and they also cause visual fatigue. Holography is a glass-free 3D display technique that uses a coherent light source, such as a laser, and it cause no visual fatigue. However, it is difficult to record full color and high resolution 3D images using holography. By contrast, autostereoscopic methods can display full color and high resolution 3D images without special glasses or visual fatigue. Therefore, many recent studies have investigated autostereoscopic techniques [3] - [15] . In the present study, we describe the principle of integral imaging, which is a widely used autostereoscopic technique. Fig. 1 shows the basic concept of integral imaging in the pickup and display stages. In integral imaging, rays coming from 3D objects through the lenslet array can be captured by an image sensor such as a charge-coupled device. These rays have different light intensities and directions. Thus, the 2D image obtained from each lenslet has a different perspective. These images are called elemental images. 3D images are displayed using these elemental images and the same lenslet array employed in the pickup stage. Thus, multiple 2D images are used to display 3D images so the volume of data may be extremely large for 3D images, which prevents the transmission of 3D images via wireless networks. However, a new 3D image transmission method can be proposed based on the fact that these elemental images have high correlations with each other for long-distance 3D objects.
To determine the correlations between elemental images, we employ computational reconstruction for integral imaging [12] . Fig. 2 shows the principle of computational reconstruction. When a 3D image is reconstructed at a certain depth, each elemental image is back-projected through a virtual pinhole, where all the elemental images overlap. Thus, there is correlation among elemental images with the same depth. The computational reconstruction can be carried out by (1) where I k,l is the k-th column and l-th row elemental image, k, l are the indices of the elemental image in the x and y directions, K, L are the numbers of elemental images in the x and y directions, and x, y are the shifting pixels 446 VOLUME 5, NO. 6, NOVEMBER 2017 , respectively. In addition, N x , N y are the numbers of pixels in each elemental image in the x and y directions, p x , p y are the gap distances among the lenslets or cameras in the x and y directions, f is the focal length of a lenslet or camera lens, c x , c y are the sensor sizes in the x and y directions, z r is the reconstruction depth, and O(x, y, z r ) is the superposition matrix for computational reconstruction. The superposition matrix is a function of z r , so the correlations among the elemental images are determined by the depth map of 3D objects. Therefore, we employ this feature for 3D computational reconstruction as a 3D image transmission technique via wireless networks using INC.
B. IN-NETWORK COMPUTATION
In a wireless sensor network (WSN), sensor nodes periodically generate sensing data of interest and transmit them to a sink node. The sink node acts as a gateway to gather all the sensing data from a network. Each sensor node has the capacity for sensing, processing and communication in a WSN. INC is a type of distributed processing for input data, which is executed by intermediate nodes before forwarding the data to the sink node [27] . The INC technique can be used to reduce the amount of data transmitted and improve the transmission efficiency in WSNs. Fig. 3 illustrates a network structure for the transmission of integral imaging where the INC is used or not used. In the transmission system for integral imaging, each camera needs to transmit its own elemental image to the sink node to reconstruct the 3D image. If INC is not used, each elemental image is delivered to the sink node individually, i.e., when N cameras exist, N elemental image data with the same size are sent to the sink node over the network. This naive approach generates a huge volume of data and this incurs high transmission overheads so the transmission efficiency deteriorates significantly in proportion to the number of cameras.
However, when INC is used over a network of cameras, a number of elemental images can be delivered very efficiently. The main reason why the INC is effective for the transmission of integral imaging is that the elemental images are highly correlated with each other. To exploit this correlation actively, each node transmits data to the sink node via multihop communication and performs pre-processing before forwarding, instead of individual transmission without INC. The received pre-processed image data is converted into the 3D image after post-processing at the server. In this manner, applying the INC technique to correlated elemental images can reduce the amount of data transmitted and the transmission overheads to improve the transmission efficiency.
III. PROPOSED 3D IMAGE TRANSMISSION USING INC
To reconstruct and visualize the desired 3D image at the server, one of the representative image sensors (i.e., delegate image sensor) sends the final function-computed images for each depth level as well as the values of the average numbers of horizontal and vertical shifting pixels ( x, y). In order to obtain these images and shifting pixel values, we propose the following procedures for INC-based 3D image transmission.
Generation of 2D images
Step 1. K × L image sensors generate elemental images. Reception
Step 2. A sensor (x, y) receives the 2D image from an adjacent sensor according to the pre-determined routing path. Pre-processing
Step 3. The sensor (x, y) finds the exact x and y for all objects in the received image from the previous sensor via maximal correlation analysis.
Step 4. The sensor (x, y) extracts and creates new shiftedobjects based on x and y.
Step 5. The sensor (x, y) applies a target function (max, min, avg.) for every pixel of the extracted objects. Transmission
Step 6. If the sensor (x, y) is a delegate sensor, then it sends final func.-computed images and the number of shifting pixels per each depth level to sink node. Otherwise, x=x+1 (or y=y+1) and repeat Step 2∼5.
Step 7. To generate a 3D image, the sink node delivers those images and the values for the shifted pixels to server. 
Generation of 3D image
Step 8. The server generates the desired 3D image.
In our 3D image transmission method, K×L image sensors generate their own elemental images in Step 1. In Step 2, an image sensor (x, y) receives an elemental image from an adjacent image sensor (x−1, y) or (x, y−1) according to a pre-determined routing path. In Step 3, after receiving the elemental image from the previous image sensor, the image sensor (x, y) tries to acquire pairs ( x, y) of the numbers of shifting pixels for all the objects in the image received from the previous image sensor via maximal correlation analysis. To improve the accuracy when determining the exact numbers of shifting pixels, the image sensor (x, y) compares the correlation coefficients within the range of depth level±marginal level in this step. In addition, the numbers of shifting pixels ( x, y) can be calculated mathematically using (1).
After finding x and y, the image sensor (x, y) extracts and creates new shifted-objects using I (x , y) = I(x − x, y) or I (x, y ) = I(x, y− y) before applying a computing function, in Step 4. In Step 5, the image sensor (x, y) applies a target function to generate a function-computed image. The maximum, minimum, or average functions can be employed as the target function against each RGB intensity value for every pixel in the extracted objects between adjacent image sensors. To ensure efficient INC operation, we utilize cascade function computations by applying a type function to each image sensor, such as the maximum, minimum, and average functions. The exact numbers of shifting pixels are obtained in Step 3, so information loss and image distortion can be minimized in the elemental images. The computed RGB intensity values can be calculated by the following equation.
After computing the target function for the image sensor (x, y), the image sensor can acquire a single functioncomputed image for the corresponding object for each depth level.
Step 2 to Step 5 are performed consecutively until we reach the delegate image sensor. The role of the delegate sensor is to deliver the final function-computed images and the ( x, y) values obtained by INC for each depth level to the sink node.
When each image sensor sends its own 2D elemental image to the sink node, the total data bits transmitted in the conventional method in Fig. 3(a) can be calculated as
where ψ is the cardinality of the RGB color space, and χ color and χ depth are the numbers of information bits for each RGB intensity and depth values, respectively. The total data bits transmitted in the proposed method can be represented as
where γ denotes the number of depth levels, and log 2 N x and log 2 N y are the numbers of bits required to denote x and y, respectively. In general, KL γ and ξ c > ξ p , which means that our proposed method can greatly reduce the number of bits transmitted.
IV. EXPERIMENTAL RESULTS
We performed computer simulations to verify the performance of our proposed 3D image transmission method using INC. We captured the elemental images and depth images for 3D objects using 3D graphic software, i.e., 3D MAX. For pickup, we used a virtual camera array with 10(H)×10(V) cameras and N x =N y =500 pixels, focal length f =50 mm, gap p x =p y =5 mm, and sensor size c x =c y =36 mm as depicted in Fig. 4(a) . The 3D objects are plane characters such as "H" at z r =340 mm, "K" at z r =440 mm, "N" at z r =540 mm, and "U" at z r =640 mm. Thus, the computer graphics software, we obtain 10(H)×10(V) elemental images and depth map images as shown in Fig. 4(b) and 4(c) , respectively. In the depth map image, white presents objects nearest to the virtual camera, whereas black presents the most distant objects. In this experiment, we use four different depths of 3D objects and the 3D objects are all the same size as each 448 VOLUME 5, NO. 6, NOVEMBER 2017 other. In our proposed method, the new generated images and shifting pixel information are transmitted to the sink node. Next, at the server, new elemental images can be obtained from the transmitted image and shifting pixel information by backward processing with (1) . Finally, the 3D reconstructed images with various target functions (i.e., minimum, maximum, and average) are obtained using computational integral imaging reconstruction, as shown in Fig. 5 [see (1) ], which indicates that the visual quality of the reconstructed 3D image is not degraded greatly. To evaluate the visual quality of the reconstructed 
where MAX I is the maximum pixel intensity in the image (e.g., for an 8 bit image 2 8 −1), MSE is the mean square error, R(x, y, z r ) is the reference image at z r as shown in Fig. 5(a) , and I(x, y, z r ) is the reconstructed 3D image at z r with various target functions as shown in Fig. 5(b)-5(d) . Fig. 6 shows the PSNR graph for each target function, which demonstrates that the average target function obtains VOLUME 5, NO. 6, NOVEMBER 2017 449 FIGURE 9. Amount of data transmitted by our proposed method vs. number of (a) pixels in the camera, (b) cameras, and (c) depth levels.
the best performance compared with the others. Both minimum and maximum target functions are not robust to the variation in the overlapping pixel intensity during computational integral imaging reconstruction, so the visual quality is worse than that using average target function.
To show the general validity of our proposed method, we implemented more simulation using five characters ("3DINC"). They are placed at z = 100mm, 120mm, 140mm, 160mm, and 180mm, respectively. System parameters of the image sensors are the same as the first simulation. Fig. 7 shows the reconstructed 3D images at each object using various target functions. As seen in Fig. 7 , the results using various target functions have sufficient visual quality compared with the conventional method. For evaluation of our method, we calculate PSNR via various reconstruction depths as depicted in Fig. 8 . In PSNR graph, maximum and average target functions have similar PSNR via all reconstruction depths. On the other hand, minimum target function has lower PSNR because it may lose pixel information at a certain depth layer.
In addition, to demonstrate the transmission efficiency using our proposed method, we calculate the total amount of data transmitted under various system parameters, such as the number of pixels in the camera, the number of cameras, and the number of depth levels, as shown in Fig. 9(a)-9(c) . We assume that the number of cameras is 100 and the number of depth levels is four for the results shown in Fig. 9(a) . In addition, for the results in Fig. 9(b) , we assume that the number of pixels in a single camera is 250,000 and the number of depth levels is four. We assume that the number of cameras is 100 and the number of pixels in a single camera is 250,000 for the results in Fig. 9(c) . According to Figs. 6, 8 , and 9, the transmission efficiency of our proposed method is better than that of the conventional method without major loss of visual quality when the number of depth levels is sufficiently small (γ ≤130). In addition, when a camera array with many cameras and high-resolution sensors is used as the 3D imaging system, the transmission efficiency is better with our proposed method than the conventional method. Therefore, our proposed method can be suitable for application to 3D image transmission with many cameras, high-resolution sensors, and sufficient depth levels.
V. CONCLUSION
Through our proposed 3D image transmission method using INC, we can reduce the amount of data transmitted compared with the conventional 3D image transmission method. Despite the decrease in the volume of data transmitted, the visual quality of the reconstructed 3D image is not degraded excessively. We reckon that our proposed method may have various applications in 3D image transmission. However, it is necessary to consider various system parameters in our proposed method, such as the number of pixels in a single camera, the number of cameras, and the number of depth levels, in order to obtain the best performance. In the future, we will address this optimization problem using various methods. In the future, we will investigate the proposed method considering the characteristics of wireless channel such as packet collision and interference in more realistic environments. In addition, we will compare our proposed method with other techniques such as multi-view video coding (MVC). He is a Board of Trustees Distinguished Professor with the University of Connecticut, the highest rank and honor bestowed by the university on a Faculty Member based on research, teaching, and service. His interests are in a broad range of transformative imaging approaches using optics and photonics. He has made seminal contributions to passive and active multidimensional imaging from nano to micro and macro scales. His recent research activities include 3-D visualization and recognition of objects in photon-starved environments; automated disease identification using biophotonics with compact 3-D printed digital holographic sensors for use in developing countries, optical information security, encryption, and authentication using quantum imaging, nonplanar flexible 3-D image sensing, and bio-inspired imaging.
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