University of Memphis

University of Memphis Digital Commons
Electronic Theses and Dissertations
1-13-2014

A Comparison of Learner Self-regulation in Online and Face-toface Problem-based Learning Courses
Christopher Andrew Glenn

Follow this and additional works at: https://digitalcommons.memphis.edu/etd

Recommended Citation
Glenn, Christopher Andrew, "A Comparison of Learner Self-regulation in Online and Face-to-face Problembased Learning Courses" (2014). Electronic Theses and Dissertations. 861.
https://digitalcommons.memphis.edu/etd/861

This Dissertation is brought to you for free and open access by University of Memphis Digital Commons. It has
been accepted for inclusion in Electronic Theses and Dissertations by an authorized administrator of University of
Memphis Digital Commons. For more information, please contact khggerty@memphis.edu.

A COMPARISON OF LEARNER SELF-REGULATION IN ONLINE AND FACETO-FACE PROBLEM-BASED LEARNING COURSES
by
Christopher Andrew Glenn

A Dissertation
Submitted in Partial Fulfillment of the
Requirements for the Degree of
Doctor of Education

Major: Instruction and Curriculum Leadership

The University of Memphis
May 2014

Table of Contents
Chapter

Page

1

Introduction
Statement of Problem
Purpose of Study
Research Questions
Significance of Study
Definition of Terms
Summary

1
4
6
8
10
11
12

2

Literature Review
Problem-based Learning
Characteristics of Problem-based learning
Components of Problem-based Learning
Ill-structured problems
Tutor
Student-centeredness
Authenticity
Group Collaboration
Learning Motivation for Problem-based Learning
Metacognitive Strategy Use in Problem-based
Learning
Cognitive Strategy Use in Problem-based Learning
Resource Management Strategy Use in
Problem-based Learning
Self-regulated Learning
Definition of Self-regulated Learning
Cognitive Strategy Use in Learner Self-regulation
Metacognitive Strategy Use in Learner
Self-regulation
Resource Management Strategy
Use in Learner Self-regulation
Motivation for Learner Self-regulation
Cognitive Load
Fundamentals of Cognitive Load Theory
Extraneous Cognitive Load in
Online Course Environments
Intrinsic Cognitive Load in Problem-based
Learning
Germane Cognitive Load and Student Learning
Relation of Learning Motivation and Cognitive
Load
Relation of Learning Strategy Use and
Cognitive Load

13
14
14
16
18
20
21
22
23
26

vii

28
29
31
32
32
33
37
43
46
50
51
52
55
56
56
57

Relation of Problem-based Learning
and Self-regulated Learning
Self-regulated learning and
Problem-based Learning
Cognitive Load in Problem-based Learning
Summary

58
58
59
60

3

Methodology
Participants
Experimental Components
Treatment
Control Group
Problem-based Learning Tutor
Procedures
Treatment
Control Group
Data Collection
Repeated Measures
Reliability and Validity
Posttest
Validity
Reliability
Data Collection Procedure
Data Analysis
Limitations of Study
Summary

4

Results
89
Do Students Who Receive Problem-based Learning
Use Different Learning Strategies Than Students Who
Receive Problem-based Learning in a Face-to-face
Course?
89
Does the Learning Motivation of Students Who
Receive Problem-based Learning in an Online Course Differ
from Students Who Receive Problem-based Learning
in a Face-to-face Course?
95
Do Students Who Receive Problem-based Learning
in an Online Course Experience Different Levels of
Cognitive Load Than Students Who Receive
Problem-based Learning?
99
Is There a Relationship Between Students’ Self-reported
Use of Learning Strategies and Students’ Self-reported
Cognitive Load?
101
Is There a Relationship Between Students’ Self-reported
Motivation and Students’ Self-reported Cognitive Load?
104
Summary
107
viii

61
61
62
62
65
65
65
66
67
68
70
70
70
74
74
77
77
86
88

5

Findings, Conclusions, and Implications
Findings
Conclusions
Implications for Practice
Future Research
Summary

References
Appendices
A
B
C
D

108
108
111
114
115
118
121

Maastricht Seven-Step Model
MSLQ Motivation Scales
MSLQ Learning Strategies Scales
Mental Effort Rating Scale

ix

150
151
153
156

Abstract
Glenn, Christopher Andrew. EdD. The University of Memphis. May 2014.
A Comparison of Learner Self-regulation in Online and Face-to-face Problembased Learning Courses. Major Professor: Emery Trey Martindale, EdD.
A posttest-only, quasi-experimental study was conducted to investigate
the effect of two problem-based learning environments on students’ selfregulation of learning and students’ level of cognitive load. The study involved 40
graduate nursing students from two intact nursing courses where problem-based
learning was the principal method of instruction. Twenty students from an online
course and 20 students from a face-to-face course received one ill-structured
problem per week in their respective courses over the 4-week duration of this
study. All participants completed the Motivated Strategies for Learning
Questionnaire after their 4-week participation in the study to describe their
learning motivation and their use of learning strategies. Students’ 4-week
participation in the study also involved a weekly measure of students’ cognitive
load after the completion of an ill-structured problem distributed weekly. A total of
four cognitive load measures (i.e., one measure per week) were generated to
assess students’ cognitive load across the duration of the study.
The results of the study revealed that students did not differ in motivation,
cognitive load, and eight of nine self-regulated learning strategies. A MANOVA
statistical test indicated that students who received problem-based learning in the
online course used fewer metacognitive strategies than students who received
problem-based learning in the face-to-face course. Students in the online course
were comparable to students in the face-to-face course with respect to the
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learning strategies rehearsal, elaboration, organization, critical thinking, peer
learning, help seeking, effort regulation, and time and study environment. A
second MANOVA statistical test indicated that students who received problembased learning in an online course did not differ from students who received
problem-based learning in the face-to-face course with respect to learning
motivation. Students in both problem-based learning environments reported
comparable intrinsic goal orientation, extrinsic goal orientation, control of learning
beliefs, task value, test anxiety, and self-efficacy for learning and performance.
Both groups of students experienced a high level of cognitive load but did not
experience different levels of cognitive load, as determined by a mixed ANOVA
statistical test. A multiple regression analysis indicated that cognitive load was
not predicted by students’ learning motivation or use of learning strategies.
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Chapter 1
Introduction
Problem-based learning has supported students’ self-regulation of
learning for more than four decades (Boud & Feletti, 1997). This nonconventional
instructional method shifts control of learning from instructor to student, allowing
students to utilize its constructive, self-directive, and contextual processes to
solve authentic ill-structured problems across academic disciplines (Barrows,
2002). The constructive process of problem-based learning involves students’
collaborative construction of an explanatory model of an ill-structured problem
(Hmelo-Silver, 2004). Students generate this model through their analysis of the
problem, generation of possible solutions to the problem, expansion of ideas
posited by other students, and identification of issues that demand further
investigation (Schmidt, Van der Molen, Te Winkel, & Wijnen, 2009).
Capon and Kuhn (2004) reported that students who received problembased learning generated a more elaborate explanatory model than students
who received traditional instruction, indicating an improvement in student use of
the cognitive learning strategy elaboration. This finding is consistent with
Visschers-Pleijers, Dolmans, De Leng, Wolfhagen, and Van der Vleuten (2006),
who found that a high level of verbal interactions among students in the problem
analysis phase of problem-based learning expanded students’ elaboration. Thus,
the constructive process of problem-based learning expands students’ cognitive
strategy use more than traditional face-to-face instruction.
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The self-directive process of problem-based learning involves student use
of metacognitive strategies to direct their learning process (Ainoda, Onishi, &
Yasuda, 2005). Knowles (1975) regarded students’ use of metacognitive
strategies as a requisite for self-directed learning, which he defined as a process
in which students show initiative, with or without assistance, in diagnosing their
learning needs, establishing learning goals, identifying resources for learning,
employing appropriate learning strategies, and evaluating their learning process.
Whereas this definition regards students’ metacognitive strategy use as a
requirement for self-directed learning, other scholars (McInerney, McInerney, &
Marsh, as cited in McCormick, 2003; Quirk, 2006) have suggested that
metacognitive strategy use is improved by self-directed learning. Quirk (2006)
suggested that an increase in students’ self-directed learning is accompanied by
an increase in students’ metacognitive strategy use. McInerney, McInerney, and
Marsh, as cited in McCormick (2003) found that students who were exposed to
instructional methods that incorporate metacognitive practice outperformed
students who received only traditional instruction. Hence, the self-directed
learning component of problem-based learning provides greater support for
student use of metacognitive strategies than traditional instruction.
The contextual process of problem-based learning refers to student
engagement with the authentic contexts in which ill-structured problems are
presented (Liu, Horton, Olmanson, & Toprac, 2011). Student engagement with illstructured problems that characterize real-life contexts afford students
opportunities to direct their personal learning process through cognition,

2

metacognition, and open-ended inquiry; engage in social learning and discourse
with a learning community; and confront real-life issues experienced by
professionals across academic disciplines (Rule, 2006). Research has shown
that such opportunities enhance students’ motivation for learning by embedding
learning in a real-world context where students have the autonomy to make
applications of their previous learning, set goals, test their ideas, and evaluate
their learning progress in contexts akin to contexts encountered in their daily lives
(Duke, Purcell-Gates, Hall, & Tower, 2006; Parsons & Ward, 2011). Sungur and
Tekkaya (2006) found that students who were afforded such autonomy via
problem-based learning exhibited greater motivation for learning than students
who received traditional instruction. Thus, the contextual process of problembased learning enhances students’ motivation for learning to a greater extent
than traditional face-to-face instruction.
The constructive, self-directive, and contextual processes of problembased learning resolve several key problems inherent in traditional instruction
(Capon & Kuhn, 2004; Duke et al., 2006; Quirk, 2006). Capon and Kuhn (2004)
have shown that the constructive processes in problem-based learning help
students become more cognitively engaged in their learning process than
students who receive traditional instruction. Quirk (2006) revealed that the selfdirective processes of problem-based learning enhanced students’ metacognitive
interactions with the learning environment, making students more active in their
learning process than students who were not exposed to problem-based
learning. Duke et al. (2006) suggested that the autonomy afforded students
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through the contextual processes of problem-based learning motivates students
to actively engage with the learning environment. Zimmerman (2011) described
students who are cognitively, metacognitively, and motivationally active in their
learning process as self-regulated learners. Therefore, problem-based learning
enhances students’ self-regulated learning.
Statement of the Problem
Nearly 33% of postsecondary students are enrolled in at least one online
course where students receive 80% or greater of their course instruction by
Internet (Allen & Seaman, 2013). This percentage is projected to rise as high as
50% by 2014 (Christensen, Horn, Caldera, & Soares, 2011). The projected rise in
student enrollment in online courses will likely expand the common practice of
replicating traditional, face-to-face course design in online courses (Bonk &
Dennen, 2003). Vaughn (2010) suggested that the replication of traditional, faceto-face course design in online courses occurs when postsecondary instructors
fail to make the transformational shift from the practice of disseminating
information to the practice of creating learning environments that enable students
to co-construct knowledge. The inability of postsecondary instructors to make this
transformation has forced many students to contend with poorly designed online
courses (Bannert, 2004; Zumbach & Mohraz, 2008).
Several scholars (Amadieu, Gog, Paas, Tricot, & Mariné, 2009; Evans &
Douglas, 2008; Schnotz & Heiss, 2009) have revealed that poor instructional
design contributes to excessive cognitive load in students who receive instruction
in online courses. Paas and Van Merrienboer (1994) defined cognitive load as
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the load that performing a particular task imposes on the limited resources of
students’ working memory. Thus, poor online course design, resulting from the
practice of transferring traditional face-to-face courses to online courses, may
place an excessive burden on the limited resources of students’ working
memory.
The transfer of traditional face-to-face course design to online courses not
only raises the potential for excessive cognitive load but also shows the wide
regard for online courses as delivery systems (Allen & Seaman, 2013). As such,
a number of problem-based learning instructors at the postsecondary level have
recently begun to transfer their face-to-face problem-based learning courses to
online course environments (Chia-Wen & Yi-Chun, 2013; Duncan, Smith, &
Cook, 2013). This transfer of face-to-face problem-based learning courses to
online courses assumes that students in face-to-face and online problem-based
learning courses exhibit comparable self-regulation of learning in the two learning
environments (Savin-Baden, 2007).
Amadieu et al. (2009) suggests that comparable self-regulation of learning
among students in online courses is not easily achieved as students who receive
instruction in online courses must overcome the cognitive load inherent in their
navigation of nonlinear course structures. A similar suggestion was posited by
Zumbach and Mohraz (2008), who indicated that students’ self-regulation of
learning in online courses required students to surmount the cognitive load
emanating from the nonlinear presentation of text. Bannert (2004) indicated that
students’ self-regulation of learning placed a demand on students, requiring them
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to overcome the cognitive load generated by the simultaneous task of processing
hypertext nodes and planning further navigation in online courses. Thus, the
cognitive load associated with the structure of online courses may diminish selfregulated learning among students who receive problem-based learning in online
courses.
The cognitive load generated by the structure of online courses is not the
only obstacle that students must overcome for comparable self-regulation of
learning in online and face-to-face problem-based learning courses; students
must also surmount the cognitive load inherent in problem-based learning to
regulate their learning (Yuan et al., 2011). Ribeiro (2008) suggested that
students’ self-regulation of learning requires students to overcome the cognitive
demands of arduous workloads that are not commonly associated with learning
in traditional face-to-face courses. International nursing students complain that
these workloads are time-consuming and stressful, indicating that students’ selfregulation of learning is not easily achieved when problem-based learning is
implemented. Therefore, comparable self-regulation of learning among students
in face-to-face and online problem-based learning courses demands that
students overcome the combined cognitive load associated with problem-based
learning and the physical environment of an online course.
Purpose of Study
The purpose of the present study was to determine whether students’ selfregulation of learning is comparable in online and face-to-face problem-based
learning courses. Comparable self-regulation of learning among students implies
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there should be little difference in students’ learning motivation and use of
learning strategies. It was expected that students who received problem-based
learning in an online course would differ from their face-to-face counterparts in
learning motivation and their use of cognitive, metacognitive, and resource
management strategies. This expected difference was based on empirical
findings that suggest that the extraneous cognitive load associated with students’
navigation of nonlinear learning environments negatively affect students’ learning
motivation (Christensen & Miller, 2008) and use of learning strategies (Amadieu
et al., 2009). Furthermore, it was expected that students who received problembased learning in an online course would differ from students who received
problem-based learning in a face-to-face course with respect to cognitive load.
This expectation was predicated on research that suggests that the cognitive
load that students experience in problem-based learning is likely to be expanded
by the cognitive load that students experience in online courses (Schnotz &
Heiss, 2009).
A second aim of the present study was to determine whether there was a
relationship between students’ cognitive load and students’ learning motivation
and use of learning strategies, as indicated by the learning environment in which
problem-based learning was implemented. It was expected that students’
learning motivation and use of learning strategies would negatively predict
cognitive load. This expectation was based on studies of nonlinear learning
environments that suggest that cognitive load is negatively predicted by students’
learning motivation and use of learning strategies (Acha, 2009; Christensen &

7

Miller, 2008). The present study does not attempt to determine whether cognitive
load can be attributed to students’ self-regulation of learning.
Research Questions
1. Do students who receive problem-based learning in an online course
use different learning strategies (i.e., cognitive, metacognitive, resource
management strategies) than students who receive problem-based learning in a
face-to-face course?
Hypothesis 1: Students who receive problem-based learning in online and
face-to-face courses often report increased workloads (Yuan et al., 2011). It was
expected that these workloads would be expanded by the extraneous cognitive
load frequently associated with student navigation of online courses (Amadieu et
al., 2009; Schnotz & Heiss, 2009). Therefore, students exposed to problembased learning in an online were expected to differ from students who receive
problem-based learning in a face-to-face course with respect to students’ use of
self-regulated learning strategies.
2. Does the learning motivation of students who receive problem-based
learning in an online course differ from students who receive problem-based
learning in a face-to-face course?
Hypothesis 2: Students frequently experience extraneous cognitive
load in online courses (Amadieu et al., 2009; Schnotz & Heiss, 2009).
Extraneous cognitive load has been shown to adversely affect students’ learning
motivation in these environments (Christensen & Miller, 2008). Therefore,
students who receive problem-based learning in an online course were expected
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to exhibit less motivation for learning than students who receive problem-based
learning in face-to-face courses.
3. Do students who receive problem-based learning in an online course
experience different levels of cognitive load than students who receive problembased learning in a face-to-face course?
Hypothesis 3: Students who receive problem-based learning in face-toface courses frequently report increased workloads (Yuan et al., 2011). This
workload will likely be exacerbated by the cognitive load associated with online
courses (Amadieu et al., 2009; Schnotz & Heiss, 2009). Therefore, students who
receive problem-based learning in an online course were expected to experience
greater cognitive load than students who receive problem-based learning in a
face-to-face course.
4. Is there a relationship between students’ self-reported use of learning
strategies (i.e., cognitive, metacognitive, and resource management strategies)
and students’ self-reported cognitive load?
Hypothesis 4: Students’ use of learning strategies has been shown to
negatively predict cognitive load in online courses (Acha, 2009; Moos, 2013).
This relationship (i.e., between cognitive load and students’ use of learning
strategies) has been primarily attributed to the learning environment in which
learning occurs. Therefore, students’ use learning strategies was not expected to
predict cognitive load.
5. Is there a relationship between students’ self-reported learning
motivation and students’ self-reported cognitive load?
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Hypothesis 5: Students’ learning motivation has been shown to negatively
predict cognitive load in research that examines the effect of multimedia on
cognitive load (Christensen & Miller, 2008). This relationship is not exclusively
indicative of student learning with multimedia but reflects the structure of the
instructional environment in which learning occurs (Pedersen & Williams, 2004;
Yuan et al., 2011). Therefore, students’ learning motivation was not expected to
predict cognitive load.
Significance of Study
The present study is one of the first studies to examine whether students
who receive problem-based learning in an online course exhibit self-regulation of
learning comparable to students who receive problem-based learning in a faceto-face course. Sungur and Tekkaya (2006) revealed that students who received
face-to-face problem-based learning reported more than comparable selfregulation of learning when compared to students who received traditional
lecture-based instruction. This study examined students’ self-regulation of
learning in the context of different instructional methods but did not examine
students’ self-regulation of learning in different problem-based learning
environments. Examining whether students’ self-regulation of learning is
comparable in both face-to-face and online problem-based learning
environments is important as the established literature provides little information
on supporting students’ self-regulation of learning when problem-based learning
is transferred to an online course. Such an examination may also lay important
foundation for ways students’ self-regulated of learning might be better supported
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in either learning environment. Therefore, the present study establishes
important groundwork for determining appropriate instructional support for
students’ self-regulation of learning when problem-based learning is implemented
in face-to-face and online courses.
Moreover, the present study is one of the first studies to examine whether
students’ self-regulation of learning predicts cognitive load in the learning
environments where problem-based learning is implemented. Determining
whether students’ self-regulation of learning predicts cognitive load allows one to
determine when students are expected to experience cognitive load. Making this
determination is critical if students are to receive adequate support for the
regulation of learning across the different environments where problem-based
learning is implemented.
Definition of Terms
Definitions of key terms used throughout the present study are presented
below.
1. Cognitive load: the load that student performance of a given task
imposes on a students’ cognitive system (Paas & van Merriënboer, 1994;
Sweller, 2010).
2. Online course: a course where students receive 80% or greater of their
course instruction by Internet (Allen & Seaman, 2013).
3. Problem-based learning: an instructional method in which students solve
ill-structured problems of varying complexity through facilitated problem
solving.
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4. Self-regulated learning: the process that students use to activate and
sustain their thoughts, behaviors, and emotions to reach their goals
(Zimmerman, 2002).
5. Self-regulation: psychological construct that refers to an individual’s selfgenerated thoughts and behaviors while carrying out a particular task.
This term is used synonymously with self-regulated learning.
Summary
This chapter discussed the importance of problem-based learning in
helping students overcome the passively associated with learning in traditional
classrooms. It was suggested that the implementation of problem-based learning
in face-to-face courses helps students to regulate their learning by transferring
control of learning from instructors to students. Little is known about how control
of learning is transferred from instructors to students when problem-based
learning is implemented in an online course. It is possible that students’ selfregulation of learning is compromised when problem-based learning is
implemented in an online course as online courses have been known to
contribute to cognitive load in students. The cognitive load that students
experience in problem-based learning might be a further detriment to the
cognitive load imposed by students navigation of online courses.
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Chapter 2
Literature Review
A review of the literature was conducted to address the primary research
question: What is the effect of problem-based learning in an online course on
students’ self-regulation of learning? Searches of the available literature on the
research variables problem-based learning, self-regulated learning, and cognitive
load were conducted through the use of electronic databases, which provided
peer-reviewed articles and books for analyses. Specific databases that supported
this review of literature included ERIC, ProQuest, WilsonWeb, JSTOR,
EBSCOhost, ScienceDirect, and Academic OneFile. Combinations of the
keywords problem-based learning, web-based instruction, online learning,
cognitive load, self-directed learning, cognitive workload, and self-regulated
learning were used to identify relevant literature. Findings from this review of
literature were summarized in an annotated bibliography and organized into
themed categories.
The themed categories for this review of literature were used to organize
the literature into four sections. The first section includes a comprehensive
examination of the literature on problem-based learning. This section includes
characteristics of problem-based learning, components of problem-based
learning, learning motivation in problem-based learning, and learning strategy
use in problem-based learning. The second section provides a description of the
literature on self-regulated learning. This section provides a synthesis of selfregulated learning definitions, discusses student use of self-regulated learning
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strategies, and describes motivation for self-regulated learning. The third section
presents the literature on cognitive load. This section describes the fundamentals
of cognitive load theory, presents a description of the types of cognitive load, and
discusses the relationship between cognitive load and self-regulated learning.
The review of literature concludes by presenting the relationship between
problem-based learning, cognitive load, and self-regulated learning.
Problem-based Learning
This section presents the established literature on problem-based
learning. A definition of problem-based learning is presented first to describe
common features of definitions of problem-based learning. The components of
problem-based learning are described next to provide a description of how
problem-based learning components empower students to manage their
individual learning process. This description is followed by a discussion of
student use of self-regulated learning strategies to explain the circumstances that
promote student use of self-regulated learning strategies during problem-based
learning. The section concludes with a discussion of motivation for self-regulated
learning during problem-based learning.
Characteristics of Problem-based Learning
Problem-based learning is commonly defined as a learner-centered
instructional approach that enables students to solve problems through the
application of knowledge and skills, the integration of theory and practice, and
the performance of research (Boud & Feletti, as cited in Savery, 2006; Duch,
Groh, & Alen, 2001; Hmelo-Silver, 2004). Boud and Feletti, as cited in Savery
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(2006) posited a problem-based learning definition that characterized problembased learning as an inventory of representational practices grounded in
problem-based learning philosophy, strategies, and tactics. Duch et al. (2001)
described problem-based learning in terms of the methods students used to
solve problems and the desired learning outcomes for students, including
competencies in lifelong learning, critical thinking, communication, problemsolving, and teamwork. Hmelo-Silver (2004) described problem-based learning
as an instructional method in which students solve ill-structured problems of
varying complexity through facilitated problem solving. Torp and Sage (2002)
noted the ill-structured nature of problems in problem-based learning, describing
problem-based learning as experiential learning focused on solving complex
problems.
Barrows, as cited in Savery (2006) identified a broad range of
characteristics that define problem-based learning. These characteristics include


the recognition of problem-based learning as the base curriculum for
instruction,



the measurement of student progress towards the goals of problem-based
learning,



the selection of authentic problems that reflect phenomena valued in the
real world,



student completion of self and peer assessments at problem resolution or
the completion of unit curricula,



student reflection on learning,
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the application of findings from self-directed learning to reanalysis and
resolution of the problem,



the sharing of diverse perspectives through collaborative groups,



the integration of learning across disciplines,



the participation of students in ill-structured simulations, and



the transfer of learning responsibility from instructor to student.

Thus, the characteristics of problem-based learning suggest that problem-based
learning is largely defined by the methods employed to generate student
learning.
Components of Problem-based Learning
Hmelo-Silver and Barrows (2006) identified five components that comprise
problem-based learning: an ill-structured problem, a tutor, student-centeredness,
authenticity, and small group collaboration. Barrows (2002) defined ill-structured
problems as unresolved problems that generate multiple cognitions about the
root causes of the problems and the solutions to the problems. Jonassen, as
cited in Hung (2006) indicated that the multiple reasoning and solution paths
associated with ill-structured problems allow students to deepen their
understanding of curriculum topics. Tutor refers to the role that teachers must
assume to model the learning processes that lead to student success in problembased learning environments (Hmelo-Silver & Barrows, 2006). Modeling the
learning processes of problem-based learning provides students guidance for
learning process, helps students to become self-directed learners, promotes
student interactions, and assists students with the application of their previous
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knowledge to the situation presented by the targeted problem (Chan, 2008; De
Grave, Dolmans, & van der Vleuten, as cited in Leary, Walker, Shelton, & Fitt,
2013).
Student-centeredness refers to the learner-centered instructional method
by which students take control of the learning process to solve complex problems
that do not have a single answer (Hmelo-Silver, 2004). Kolodner et al. (2003)
revealed that student-centered approaches to learning assists students in
developing competencies in formulating and posing salient questions; designing
and conducting experiments; collecting, analyzing, and interpreting data; and
applying and representing what they know when new problems or situations are
encountered. These competencies concur with those posited by the Buck
Institute for Education (as cited in English & Kitsantas, 2003), who described
learner-centered instruction through the lens of project-based learning.
Authenticity refers to student engagement with problems that align to realworld phenomena (Barrows, 2002). These problems require students to examine
instructional content across multiple disciplines to generate viable solutions to
target problems (Barrows, as cited in Walker & Leary, 2009). Jonassen (2011)
described two conceptions of authenticity: preauthentication and emergent.
Barab and Duffy (2000) indicated that the preauthentication conception refers to
the practice field where students learn to function within a given discipline. The
emergent conception pertains to the embedding of problems within authentic
settings.
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Small-group collaboration refers to the process by which shared
perspectives help students derive an understanding of complex topics (Patel,
Arocha, Branch, & Karlin, 2004). The sharing of such perspectives allows
students to learn through elaboration and develop collaborative skills for
subsequent practice (Amos, as cited in Remedios, Clarke, & Hawthorne, 2008).
Learning through elaboration enables individuals within student groups to extend
students’ prior learning (Abrandt Dahlgren & Dahlgren, 2002). Developing
collaborative skills involve students becoming competent in learning
collaboratively, solving problems collaboratively, and achieving curricular
outcomes collaboratively (Kelson & Distlehorst, 2000).
Ill-structured problems. Ill-structured problems provide the catalyst that
drives the learning process during problem-based learning (Savery, 2006).
Jonassen (2000) placed these problems within a continuum, indicating that all illstructured problems are not equal. This continuum suggests that different illstructured problems have different levels of difficulty, as defined by a given
problem’s abstractness and continuity (Jonassen, 2007). Bassok (2003)
described problem abstractness in terms of a given problem’s contextual and
content representation, which facilitates or impedes analogical transfer across
problems. This author also referred to problem continuity as the extent to which
problem attributes remain unchanged over time. The continuum of problems
defined by Jonassen (2000) not only differentiates problem difficulty based on the
level of abstractness and continuity of problems but also differentiates problem
difficulty based on learner characteristics. Some common learner characteristics
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that determine problem difficulty include the extent of students’ prior domain
knowledge, students’ experience in solving problems, students’ reasoning skills,
and students’ epistemological development (Jonassen & Hung, 2008).
Problem complexity is not the only criteria used by Jonassen (2000) for
placing ill-structured problems within a continuum; the structuredness of
problems also define problem placement within the continuum. The
structuredness of a given problem relates to its underlying problem space, which
is described in terms of four dimensions: breadth, representing the scale of facts,
concepts, principles, and procedures needed to solve a given problem;
attainment level, which pertains to the ease in which knowledge related to the
problem space can be obtained; intricacy, representing the number and
complexity of the steps in the solution path; and interrelatedness, referring to the
number of knowledge relations that students must be process simultaneously
during problem solving (Jonassen & Hung, 2008).
Several studies indicate that students require support to manage to lack of
structuredness in ill-structured problems. A study by Laxman (2010) investigated
postsecondary students’ use of internet information-seeking strategies in the
problem-solving process. The author found that students have to be
systematically trained in the skills of information searching to be able to
accomplish problem-solving when problem-based learning is the central model of
instruction. Further findings of this study indicated that the fundamental
information-searching skills used to solve well-structured problems are
inadequate to manage the multifaceted, multidisciplinary, and expansive nature
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of ill-structured problems. Chin and Chia (2006) identified a similar need for
instructional support among ninth-grade students. The authors’ investigation
revealed that most students experienced difficulties with problem identification
when presented with ill-structured problems. These initial difficulties were
surmounted after the students discussed the problems with friends and family.
Therefore, students do not readily manage ill-structured problems without
pedagogical support.
Tutor. A general consensus of problem-based learning studies indicates
that students’ skill development is the primary role of the problem-based learning
tutor (Choi, 2003; Silén, 2006). Silén (2006) indicated that tutors were most
helpful to postsecondary students when students perceived the tutor’s teaching
presence. This assertion is consistent with findings by Choi (2003), who indicated
that the online teaching presence of the tutor enhanced undergraduate nursing
students’ understanding when problem-based learning was implemented online.
Other studies have examined the role of tutor in terms of the strategies
tutors use to facilitate learning. Budé, Wiel, Imbos, and Berger (2011) found that
university student affordances of directive tutor guidance and feedback improved
students’ understanding. An ethnographic study by Cennamo et al. (2011)
reported that tutors’ use of assignments, associated meta-discussions, explicit
prompts, reminders, modeling, and coaching supported postsecondary students
while the students grappled with the complexity of design problem solving. Kim,
Kolko, and Greer (2002) found that the amount of student interaction with a tutor
did not always lead to improved critical thinking in medical students. Therefore,
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several studies indicate that tutors impact student learning outcomes when
problem-based learning is implemented.
Other studies have examined the role of tutor to identify attributes of
expert tutors. Zhang, Lundeberg, McConnell, Koehler, and Eberhardt (2010)
found that expert tutors initiated and advanced problem-based learning discourse
by soliciting and reframing student ideas, eliciting and clarifying student
understandings, prompting and generating student elaboration, and connecting
and aligning student understandings to teachers’ classroom practice. This finding
is consistent with Hmelo-Silver (2008), who found that expert tutors supported
medical students’ knowledge construction by asking open-ended metacognitive
questions and initiating group collaboration.
Student-centeredness. Student-centered instruction supports students’
psychological need for autonomy (Ryan & Deci, 2000). Instruction that addresses
this need affords students the opportunity to make choices and act on those
choices, giving students ownership of their learning process (Deci & Ryan, as
cited in Stefanou, Stolk, Prince, Chen, & Lord, 2013). Blumenfeld, Kempler, and
Kracjik (2006) indicated that student ownership of the learning process leads to
stronger engagement and deeper learning than conditions where students are
not afforded the opportunity to take ownership of the learning process. Taylor
and Ntoumanis (2007) attributed this finding to students becoming a part of the
decision-making process that underlies learning and indicated that student
ownership of the learning process helped students develop skills in self-regulated
learning and self-monitoring.
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Research has identified several benefits of student ownership of the
learning process in student-centered instruction (Evenson et al., 2001; Loyens,
Magda, & Rikers, 2008). Loyens et al. (2008) found that student gained
competencies in self-directed learning after taking ownership of their learning
process. Evenson, Salisbury-Glennon, and Glenn (2001) revealed that medical
students engage in deep learning and became increasingly metacognitive in their
thought processes over time. Sungur and Tekkaya (2006) indicated that student
ownership of the learning process in a course where problem-based learning was
the base method of instruction led to greater use of cognitive, metacognitive, and
resource management strategies.
Authenticity. Authentic learning provides students with instruction that is
embedded in real-life contexts (Duke et al., 2006). This form of learning refers to
the use of real-world problems that allow students to confront phenomena
encountered by real-life professionals, engage in discourse that promotes social
learning through a community of learners, use cognitive and metacognitive
processes in generating ideas, and regulate their individual learning process by
making decisions about their learning (Rule, 2006). Using real-world problems in
this way has been shown to improve students’ learning motivation (Duke et al.,
2006; Parsons & Ward, 2011). Authentic tasks enhance students’ learning
motivation when students value a given learning activity, are afforded choices
about the work they perform, and are provided opportunities for collaboration with
peers (Blumenfeld, as cited in Willems & Gonzalez-DeHass, 2012).
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Group collaboration. Small group collaboration represents one of the
fundamental components of problem-based learning (Savery, 2006). This
component permits students to learn from perspectives posited by peers,
distribute cognitive load across multiple group members, develop interpersonal
skills, negotiate shared understandings of phenomena, and function in the role of
content expert (Hmelo-Silver & Barrows, 2006). These tasks, representing key
goals of collaborative groups, are carried out through students’ shared
application, analysis, synthesis, and evaluation of the learning material
(Tanenbaum & Tilson, as cited in Remedios et al., 2008).
Studies on computer-supported collaborative learning provide the much of
the recent literature on group collaboration in problem-based learning
environments. Several of these studies indicate that the majority of students
struggle with group collaboration without adequate pedagogical support (HmeloSilver, Derry, Bitterman, & Hatrak, 2009; Ochoa & Robinson, 2005; Rose, 2004).
A study by Hmelo-Silver, Derry et al. (2009) compared a blended computersupported collaborative learning approach to problem-based learning
implemented in a face-to-face course. The findings revealed that computersupported collaborative learning provided better support for problem-based
learning than the face-to-face problem-based learning course. Previous studies
suggest that the enhanced scaffolding offered by computer-supported
collaborative learning does not necessarily promote students’ regulation of
learning. Ochoa and Robinson (2005) revealed that preservice teachers
exposed to a computer-supported problem-based learning module rarely
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engaged in the constructive dissonance assumed to contribute to strong
consensus decisions. Collaborative groups were found to concede to a minority
opinion with little persuasion or critical thinking, leading to unequal contributions
by group members.
According to Rose (2004), the lack of group participation in computersupported collaborative groups could be improved by student role assignment.
The author’s findings indicated that student role assignment contributed to
students’ deep processing of information across long periods of time. Thus,
special provisions are needed to enable effective group collaboration in
computer-supported collaborative groups.
Research on computer-supported collaborative groups in online courses
has focused on student perceptions of the benefits of online group collaboration.
Gabriel (2004) reported that graduate students’ group participation in an online
course helped students develop an understanding of the recursive nature of
knowledge construction and influenced student perceptions of their self-efficacy.
Students were found to perceive improvements in their self-efficacy as the
course progressed. Ellis (2001) reported that university students perceived
several benefits of online collaborative groups, including opportunities to reflect
on exchanged messages, peer feedback, flexibility, and the accessibility of peer
knowledge.
It is quite common for studies on computer-supported collaborative groups
in online courses to explore student perceptions of the benefits of online
collaboration; however, a number of studies also examine student perceptions of
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the challenges of online collaboration. Finegold and Cooke (2006) identified
student concerns about the lack of parity in the participation of group members.
The dearth of participation of group members was characterized by students’
unequal participation in group discussions and the completion of group tasks.
Student concerns identified by Gabriel (2004) involved the lack of time to prepare
responses to other group members and the lack of group collaboration skills
(e.g., decision making, conflict resolution, and consensus building) among
students. Smith et al. (2011) found that the lack of immediacy in online courses
left logistical difficulties associated with group work unresolved.
Another challenge to successful online group collaboration is the group
formation process. Roberts and McInnerney (2007) indicated that group
collaboration was one of the most significant challenges to online group
collaboration. These authors suggested that groups be formed by random
selection of group members or by the intentional creation of heterogeneous
groups. Smith et al. (2011) reported that the former proved to be impractical for
course instructors to implement successfully, indicating that students were
dissatisfied with collaborative groups based on heterogeneous groups.
Therefore, random selection may be a more reliable method of forming
collaborative groups.
Some scholars have examined the effect of allowing students to form their
own groups. Juwah (2006) found that allowing students to form their own groups
and select their own topics facilitated positive intra- and intergroup socialization.
Brindley, Walti, and Blaschke (2009) reported that allowing students to form their
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own groups and select their own topics increased students’ feelings of ownership
and responsibility for the success of the group task and had a positive influence
on students’ motivation to engage in group work. On the other hand, Oakley,
Felder, Brent, and Elhajj (2003) found that student- formed groups performed
poorly in collaboration and learning as the student-formed groups did not support
knowledge sharing and the co-construction of knowledge.
Learning Motivation for Problem-based Learning
Studies that investigate learning motivation in problem-based learning
suggest that student exposure to problem-based learning can enhance students’
capacity for self-regulated learning. Such exposure can lead to student
improvements in any number of the motivation components that underlie selfregulated learning, including intrinsic goal orientation, extrinsic goal orientation,
task value, self-efficacy for learning and performance, test anxiety, and control of
learning. A comparison study by Sungur and Tekkaya (2006) examined the
effectiveness of problem-based learning and traditional instruction on various
facets of secondary biology students’ self-regulated learning. The authors
reported that students exposed to problem-based learning had higher levels of
intrinsic goal orientation and task value than students who received traditional
instruction. Kocaman, Dicle, and Ugur (2009) explored the perceived changes in
students’ self-directed learning over four years of a baccalaureate nursing
program. The integration of this program with problem-based learning curricula
was found to increase nursing students’ control of learning significantly over the
duration of the program.
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Intrinsic goal orientation, task value, and control of learning are not the
only motivation components enhanced through student exposure to problembased learning instruction; increased student self-efficacy for learning and
performance has also been enhanced through student exposure to problembased learning. For instance, Dunlap (2005) reported that collaboration,
reflection, and pedagogical uses of authentic problems during problem-based
learning improved undergraduate computer science students’ self-efficacy for
learning and performance over the duration of their academic program. This
finding is consistent with findings by Kapp, Phillips, and Wanner (2002), who
indicated that problem-based learning increased the self-efficacy for learning and
performance of postsecondary students who solved instructional design
problems. Cerezo (2004) reported similar increases in self-efficacy for learning
and performance among at-risk, middle-school females in mathematics and
science classrooms.
Moreover, increases in students’ learning motivation have also been
observed in studies that investigate problem-based learning in courses delivered
partially or fully online. The majority of these studies have investigated middle
school students. For instance, a study by Liu (2005) examined the effect of a
hypermedia-enhanced, problem-based learning astronomy unit on sixth-graders’
motivation for learning. The findings revealed that students’ intrinsic goal
orientation was significantly higher after student exposure to a web-enhanced,
problem-based learning unit. This finding is inconsistent with Pedersen and
Williams (2004), who reported that a hypermedia problem-based learning
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program was less effective than a traditional course in promoting intrinsic
motivation in seventh-grade students. Thus, research reveals mixed findings
where the effect of problem-based learning in an online course on students’
motivation has been examined.
The aforementioned studies examine learning motivation as an
instructional outcome; however, learning motivation has also been examined as
a learner characteristic. A study by Araz and Sungur (2007) investigated the
inter-relationships among reasoning ability, learning approach, prior knowledge,
motivation, and achievement in a problem-based learning genetics unit for middle
school students. It was revealed that students’ task value beliefs had a direct
effect on students’ learning achievement. Thus, motivation is sometimes
regarded as a learner characteristic.
Metacognitive Strategy Use in Problem-based Learning
A limited number of studies that examine student use of metacognitive
strategies in problem-based learning environments have investigated
metacognitive strategy use as a generative behavior. A study by Özbıçakçı, Bilik,
and İntepeler (2012) compared the effects of goal setting by tutors and students
on nursing students’ learning outcomes. No significant differences were found
between tutor and student evaluations of students’ level of understanding within
the different years of the program. Van Den Hurk (2006) investigated the relation
of time planning and self-monitoring skills to individual study time, lack of
participation in tutorial groups, and cognitive achievement. The author revealed
that undergraduate psychology students who possessed superior self-monitoring

28

strategies prepared more appropriately for the tutorial group meetings than their
counterparts who used limited self-monitoring strategies.
The problem-based learning literature on student use of metacognitive
strategies has also examined student use of metacognitive strategy use as a
learning outcome. Belland, Glazewski, and Richardson (2011) found that middle
school students’ interactions with computer-based argumentation scaffolds
during problem-based learning instruction improved the argument evaluation
ability of low- and average-achieving students. These findings are consistent with
Liu, Bui, Chang, and Lossman (2010), who reported that the exposure of
Singaporean college students to problem-based learning with geographic
information systems increased students’ evaluation of learning. Diekema,
Holliday, and Leary (2011) also investigated students’ metacognitive strategy use
as a learning outcome. These authors indicated that college students used more
sophisticated evaluation strategies, demonstrated an increase in metacognitive
thinking, assessed their learning progress, and made adjustments to their
learning strategies after students were exposed to an information literacy module
in an online problem-based learning format.
Cognitive Strategy Use in Problem-based Learning
The problem-based learning literature that examines student use of
cognitive strategies in problem-based learning environments frequently regard
student use of cognitive strategies as a learning outcome. This assertion is
particularly true in studies that examine the effect of problem-based learning on
student use of critical thinking strategies in face-to-face learning environments.
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Sungur and Tekkaya (2006) found that high school students who received
problem-based learning increased their use of critical thinking strategies more
than students who received traditional instruction. Similar findings have been
reported for postsecondary students. A study by Tseng et al. (2011) found that
the use of concept mapping with problem-based learning increased Taiwanese
registered nursing students’ use of critical thinking strategies in the contexts of
independent study, reasoning, group interaction, and active participation. Tiwari,
Lai, So, and Yuen (2006) reported significant positive differences in medical
school students’ use of critical thinking strategies when exposed to problembased learning. A study by Hays and Vincent (2004) revealed that problembased learning was more effective than traditional instruction in promoting
student use of critical thinking strategies in graduate psychology students.
Learner use of critical thinking strategies with respect to problem-based
learning has also been investigated in online courses. A problem-based learning
study by Şendağ and Odabaşi (2009) examined the effect problem-based
learning in an online course on learner use of critical thinking strategies in a
second-level computer course. The authors reported that online problem-based
learning enhanced undergraduate students’ use of critical thinking strategies.
The investigation of cognitive strategies a learning outcome extends
beyond student use of critical thinking strategies. The cognitive strategies
elaboration and organization have also been examined as a learning outcome of
problem-based learning. Sungur, Tekkaya, and Geban (2006) examined the
effect of problem-based learning and traditional instruction on high school biology
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students’ academic achievement and performance. Students were found to be
more proficient in the use of organization strategies after exposure to problembased learning than traditional instruction. Sungur and Tekkaya (2006) found that
high school students increased their use of elaboration strategies more than
students who received traditional instruction when exposed to problem-based
learning. Thus, students who are exposed to problem-based learning are more
likely to use elaboration and organization strategies than their counterparts who
receive traditional instruction.
Resource Management Strategy Use in Problem-based Learning
Few studies have examined student use of resource management
strategies in problem-based learning environments. These studies investigate
student use of resource management strategies as a learner characteristic, an a
learning outcome, and a behavior. Van Den Hurk (2006) examined student use
of resource management strategies as a learner characteristic. The author found
that postsecondary students who possessed superior time management skills
were more efficient than their peers in allocating their individual study time,
outperformed their peers on cognitive tests, and planned more appropriately for
problem-based learning tutorials. Sungur and Tekkaya (2006) examined student
use of resource management as a learning outcome. High school students who
were exposed to problem-based learning were found to increase their effort
regulation and peer learning more than students who received traditional
instruction. Jeong and Hmelo-Silver (2010) examined student use of resource
management strategies as a learner behavior. The authors found that
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undergraduate students who received instruction in an online course accessed
resources fairly frequently to generate rich understandings of the targeted
problem but lacked the capacity to process the resources deeply, efficiently and
collaboratively.
Self-regulated Learning
This section presents the established literature on self-regulated learning.
A definition of self-regulated learning is presented first to provide a theoretical
basis for carrying out the present study. Learner characteristics that influence
self-regulated learning follow this definition to highlight studies that examine selfregulated learning as a learner characteristic. An examination of self-regulated
learning as an environmental consequence is presented next to describe studies
where self-regulated learning has been examined as an environmental
consequence. The section concludes with a description of methods by which
self-regulated learning is measured.
Definition of Self-regulated Learning
A general consensus exists among scholars that self-regulated learning is
an active, goal-oriented process in which students assume full control of their
individual learning process. Knowles (1975) regarded self-regulated learning as a
process in which students proactively diagnose their learning needs, formulate
goals, identify learning resources, implement appropriate learning strategies, and
evaluate the outcome of their learning agency. Schunk (2001) defined selfregulated learning as a goal-driven process emanating from students’ selfgenerated thoughts, feelings, strategies, and behaviors. This definition suggests
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that students’ self-generated thoughts, feelings, strategies, and behaviors are
systematically oriented toward the attainment of targeted learning goals.
Zimmerman (2008) asserted that self-regulated learning refers to a proactive,
self-directed process in which students are motivationally, metacognitively, and
behaviorally active in the transformation of their mental abilities into academic
skills. Thus, most definitions of self-regulated learning indicate that selfregulated learning is a self-directed, goal-oriented process in which students
assume full control of their learning process.
Cognitive Strategy Use in Learner Self-regulation
The investigation of learning motivation as a learner characteristic has
shown that learning motivation influences student use of the cognitive strategies
inherent in self-regulated learning (Moos, 2010; Wu & Wang, 2008). A study by
Moos (2010) revealed that undergraduate students with high extrinsic and high
intrinsic motivation used more cognitive strategies than students with low
extrinsic and low intrinsic motivation. Wang and Wu (2008) reported that college
students with high-self-efficacy for learning and performance used more cognitive
strategies than their counterparts with low self-efficacy for learning and
performance. A study by Wang and Lin (2007) found that students who held high
levels of motivation in an online course were more effective in their application of
cognitive strategies than their poorly-motivated counterparts. Thus, students with
high learning motivation use more cognitive strategies than students with low
learning motivation.
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Studies that examine the influence of learner characteristics on the
cognitive strategies that comprise self-regulated learning have shown that
learning motivation is not the only learner characteristic that influences student
use of cognitive strategies; these studies have also shown that students’
cognitive strategy use is influenced by students’ epistemological beliefs (Dahl,
Bals, & Turi, 2005). According to Schommer-Aikins (2002), epistemological
beliefs refer to an individual’s beliefs about the ease of knowledge attainment,
the complexity of knowledge, the potential for improvement upon existing
knowledge, and human capacity to change knowledge. Students are typically
said to have sophisticated or naïve epistemological beliefs (Schommer, 1993;
1994). Students with sophisticated epistemological beliefs regard knowledge as
complex and tentative and believe that knowledge is derived gradually by reason
and experience (Schommer, 1994). The counterparts of these students are said
to have naïve epistemological beliefs as these believe that knowledge is simple,
certain, and innate and derived quickly from an omniscient authority (Schommer,
1993).
Dahl et al. (2005) found that postsecondary student use of the cognitive
strategies that characterize self-regulated learning was based on different
categories of epistemological beliefs. These authors indicated that students with
simple epistemological beliefs (i.e., beliefs that suggest that knowledge is simple
as opposed to complex) were more likely to use the cognitive strategies
rehearsal and organization to regulate their learning. The authors also found that
students with fixed epistemological beliefs (i.e., beliefs that indicate that
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knowledge is fixed at birth) were more likely to use the cognitive strategies
elaboration and critical thinking. Thus, the nature of students’ epistemological
beliefs influences students’ use of cognitive strategies.
Studies that examine the influence of learner characteristics on student
use of the cognitive strategies that underlie self-regulated learning have also
shown that student ability influences student use of cognitive strategies (Hwang
& Vrongistinos, 2002; Salili & Lai, 2003; Simsek & Balaban, 2010). A study by
Salili and Lai (2003) revealed that high-achieving seventh-grade students used
more cognitive strategies than their low-achieving counterparts. Hwang and
Vrongistinos (2002) reported that high-achieving in-service teachers were more
likely to use the cognitive strategy elaboration than low-achieving in-service
teachers. Simsek and Balaban (2010) found that high-achieving university
students scored higher than their low-achieving counterparts in their use of the
cognitive strategies rehearsal, elaboration, and organization. Therefore, students
with high ability demonstrate greater use of cognitive strategies than low-ability
students.
Prior domain knowledge has also been the focus of studies that examine
the influence of learner characteristics on student use of the cognitive strategies
that underlie self-regulated learning. Moos and Azevedo (2008) found that
undergraduate students who had high prior domain knowledge in biology used
fewer cognitive strategies when completing a hypermedia-based learning task on
the circulatory system. Students with low prior domain knowledge on the
circulatory system increased their self-regulated strategy use but relied on few
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self-regulated learning strategies to manage their learning process. Thus, the
prior domain knowledge of students influences the extent of their use of cognitive
strategies within a given knowledge domain.
Studies that examine the influence of students’ emotions on self-regulated
learning provide another example of the influence of learner characteristics on
student use of the cognitive strategies inherent in self-regulated learning. A study
by Pekrun, Goetz, Daniels, Stupnisky, and Perry (2010) indicated that university
students’ control and value beliefs negatively predicted boredom, which was
found to diminish students’ volition to use of elaboration strategies. The findings
of this study are consistent with earlier findings by Pekrun, Goetz, Wolfram, and
Perry (2002), who found that a change in students’ academic emotions are likely
to be accompanied by a change in students’ use of cognitive
strategies. Therefore, student use of cognitive strategies is contingent on
students’ capacity to regulate their emotions.
The investigation of student use of the cognitive strategies that underlie
self-regulated learning is not limited to studies that examine the influence of
learner characteristics on self-regulated learning; studies that examine the
influence of the learning environments on self-regulated learning also investigate
student use of cognitive strategies (Askell-Williams, Lawson, & Skrzypiec, 2012).
A study by Askell-Williams et al. (2012) indicated that secondary students
acquired an increased capacity to use cognitive strategies when classroom
teachers implemented strategy instruction through learning protocols that
supported students’ cognitive and metacognitive development.
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Azevedo, Cromley, and Winters (2005) indicated that adaptive human scaffolding
(i.e., just-in-time support by a human) facilitated greater use of cognitive
strategies than conditions where scaffolding was fixed (i.e., static interface
structures embedded into hypermedia learning environment) or absent. Thus, the
scaffolding afforded students through the learning environment increases the
extent to which students use cognitive strategies to regulate learning.
Studies on student use of cognitive strategies in online courses provide
another example of the influence of learning environments on student use of the
cognitive strategies inherent in self-regulated learning. Şendağ and Odabaşi
(2009) reported that problem-based learning in an online course enhanced
undergraduate students’ use of critical thinking strategies in a second-level
computer course. This finding is consistent with findings by Abdulla (2012), who
reported that postsecondary students enrolled in an online pharmacy math
course experienced greater increases in their use of critical thinking strategies
than their face-to-face counterparts. Burgess (2009) found that the college
students’ use of synchronous and asynchronous communication tools in an
online course led to increased student use of critical thinking strategies. Thus,
students’ use of critical thinking strategies may be enhanced by online learning
environments.
Metacognitive Strategy Use in Learner Self-regulation
Research that examines the influence of learner characteristics on
students’ self-regulation of learning has shown that students’ prior domain
knowledge influences students’ use of metacognitive strategies (Moos &
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Azevedo, 2008). Moos and Azevedo (2008) found that undergraduate students
who had high prior domain knowledge in biology used more metacognitive
strategies when completing a hypermedia-based learning task on the circulatory
system. Students with low prior domain knowledge on the circulatory system
increased their metacognitive strategy use but relied on few metacognitive
strategies to manage their learning process. Thus, the prior domain knowledge of
students influences their use of self-regulated learning strategies within a given
knowledge domain.
Age difference has been shown to be a learner characteristic that
influences student use of metacognitive strategies in studies that examine the
interplay of age and self-regulated learning (Hong, Peng, & Rowell, 2009;
Pressley & Ghatala, as cited in Hong et al., 2009; West & Yassada, 2004).
Pressley and Ghatala (as cited in Hong et al., 2009) found that elementary
students do not become competent in their use of metacognitive strategies until
the middle school years. This competence in students’ metacognitive strategy
use declines from middle school to high school due to diminished task value
(Hong et al., 2009). West and Yassada (2004) reported that students’
metacognitive strategy use diminishes further with aging due to age-related
losses in memory control. Therefore, age difference can undermine students’ use
of metacognitive strategies to regulate learning.
Studies that examine learning motivation as a learner characteristic have
also been shown to influence student use of metacognitive strategies. A study by
Moos (2010) revealed that undergraduate students with high extrinsic and high
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intrinsic motivation used more metacognitive strategies than students with low
extrinsic and low intrinsic motivation. A study by Wang and Lin (2007) found that
students who held high levels of motivation in an online course were more
effective in their use of metacognitive strategies than their poorly-motivated
counterparts. Moos (2010) found that undergraduate students who possessed
high extrinsic and high intrinsic motivation in a hypermedia course used more
planning and monitoring strategies than students who possessed low extrinsic
and intrinsic motivation.
The influence of students’ epistemological beliefs on student use of
metacognitive strategies has also been revealed in studies that examine the
influence of learner characteristics on students’ self-regulation of learning. A
study by Belet and Güven (2011) reported that primary-education teacher
trainees with sophisticated epistemological beliefs used more metacognitive
strategies than teacher trainees with naïve epistemological beliefs. Dahl et al.
(2005) found that postsecondary students who believed that knowledge is both
simple and fixed were more likely to use metacognitive strategies to monitor their
learning strategies than students who only held simple or fixed epistemological
beliefs. Thus, the nature of students’ epistemological beliefs influences students’
use of metacognitive strategies.
Research on the influence of learner characteristics on students’ selfregulation of learning has also revealed that students’ emotions influence student
use of metacognitive strategies. Artino and Jones (2012) investigated college
students’ achievement emotions and self-regulated learning behaviors in an
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online couse. Their investigation revealed that the positive activating emotion
enjoyment and the negative activating emotion frustration were positive
predictors of metacognitive strategy use among students. Thus, student
emotions determine the extent to which students use metacognitive strategies.
The investigation of the influence of personality traits on students’ selfregulation of learning has also been shown to influence student use of
metacognitive strategies (Judge & Ilies, 2002). A meta-analysis of the
relationship between the five-factor model of personality (i.e., extraversion,
openness to experience, agreeableness, conscientiousness, neuroticism) and
three central theories of performance motivation revealed that conscientiousness
positively predicted the metacognitive process goal setting (Judge & Ilies, 2002).
This finding suggests that students who are more conscientious are more likely
to possess motivation for the regulation of learning and use more metacognitive
strategies to control their learning process than their counterparts. A second
finding of the aforementioned meta-analysis was the negative correlation
between neuroticism and the metacognitive construct goal setting. This finding
suggests that students who demonstrate higher levels of neuroticism are not only
less likely to exhibit motivation for self-regulated learning but also less likely to
use metacognitive strategies. Thus, personality traits can have both positive and
negative influences on students’ capacity to regulate learning process.
Research on the influence of learner characteristics on students’ selfregulation of learning has further shown that student ability influences student
use of metacognitive strategies. Hwang and Vrongistinos (2002) found that high-
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achieving in-service teachers showed higher scores than low-achieving inservice teachers in metacognitive strategy use. This finding is consistent with
findings reported by Simsek and Balaban (2010), who revealed that highachieving university students scored higher than their low-achieving counterparts
in metacognitive strategy use. Therefore, students with high ability demonstrate
greater use of metacognitive strategies than low-ability students.
Studies that examine the influence of the instructional scaffolding on
students’ self-regulation of learning have shown that the instructional scaffolding
can influence student use of metacognitive strategies. Askell-Williams et al.
(2012) found that secondary students demonstrated increased use of
metacognitive strategies when classroom teachers implemented strategy
instruction through learning protocols that supported students’ metacognitive
development. Pino-Pastenak, Whitebread, and Tolmie (2010) revealed a similar
finding with respect to the pedagogical support of parents. These authors found
that parents’ metacognitive guidance during students’ performance of authentic
learning tasks enhanced primary-aged, Chilean students’ metacognitive
knowledge and regulation of cognition. Johnson, Azevedo, and D’Mello (2011)
reported that undergraduate students who received instructional feedback from a
tutor deployed more planning strategies during the late stages of a learning
session than their counterparts who received no instructional feedback. Masui
and De Corte (2005) found that providing students direct instructor training in
making learning reflections and attributions contributed to a high level of
metacognitive behavior in college students. Therefore, human scaffolding
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provides students the pedagogical support needed for the use of metacognitive
strategies in traditional face-to-face classrooms.
The influence of instructional scaffolding on students’ use of metacognitive
strategies has also been reported in studies that examine the influence of online
courses on students’ self-regulation of learning. Azevedo et al. (2005) found that
adolescents who received adaptive scaffolding in an online science course
engaged in the metacognitive processes of planning, self-monitoring, and
evaluation. It was reported that students who received adaptive scaffolding were
more likely to use metacognitive processes than students who received no
scaffolding. A study by van den Boom, Paas, and Merriënboer (2004) found that
the effectiveness of reflection prompts on students’ use of metacognitive
strategies was further enhanced when implemented in tandem with tutor
feedback. Moos and Azevedo (2008) reported that undergraduate students who
received conceptual scaffolding in an online course used more metacognitive
planning strategies than students who received no scaffolding.
Johnson et al. (2011) examined the temporal and dynamic nature of
students’ self-regulated learning in a hypermedia learning environment. These
authors found that student access to a human tutor influenced undergraduate
students’ metacognitive strategy use. Students who interacted with a human tutor
used more metacognitive planning strategies than their tutorless counterparts
during the final interval of an experimental learning session. These students were
also more likely to shift from planning to monitoring strategies and less likely to
shift from cognitive to planning strategies.
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Studies that examine the influence of electronic scaffolding in online
courses on students’ self-regulation of learning have shown that student use of
metacognitive strategies is influenced by electronic scaffolding. Kramarski and
Mizrachi (2006) found that seventh-grade Israeli students who were exposed to a
discussion forum with metacognitive guidance used more metacognitive
strategies than students who were exposed to a discussion forum with no
metacognitive guidance. Dabbagh and Kitsantas (2005) reported that student
use of different categories of web-based pedagogical tools (i.e., the components
of course management systems) enhanced college students’ metacognitive skills
(i.e., goal setting, planning, self-monitoring, and self-evaluation). Thus, different
forms of electronic scaffolding improve students’ use of self-regulated learning
strategies in online courses.
Less frequent among studies that investigate the influence of learner
characteristics on students’ self-regulation of learning are studies that investigate
the influence of gender on student use of metacognitive strategies. Martin (2004)
reported that female students used more metacognitive strategies than their male
counterparts in the domain of mathematics. Thus, student use of metacognitive
strategies in the mathematics domain may favor female students.
Resource Management Strategy Use in Learner Self-regulation
Studies that examine the influence of learning context on student use of
self-regulated strategies suggest that the learning context in which students
receive instruction influence student use of resource management strategies. A
comparative study of blended and fully online courses by Shea and Bidjerano
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(2012) revealed that college students enrolled in blended courses engaged in
help seeking at a higher rate than students enrolled in fully online courses.
Schworm and Gruber (2012) found that students who received instructional
prompts used more help-seeking strategies than students who received no
prompt. This finding is consistent with Azevedo et al. (2005), who found that
adolescents who received adaptive scaffolding in an online science course
engaged in adaptive help seeking. Rabe-Hemp, Woollen, and Humiston (2009)
found that college students were less likely to learn from peers in online courses
than traditional face-to-face courses. Findings by LaPointe and Reisetter (2008)
revealed a similar result, reporting that college students viewed online peer
connections superfluous, inconvenient, and unsupportive of their learning
process. A study by Hung and Crooks (2009) compared teacher-moderated
learning with peer-moderated learning using data mining techniques. Student
learning patterns indicated that peer learning was only effective in the teachermoderated condition. Therefore, the learning context with which students interact
enhances student use of resource management strategies.
Student use of time management strategies has been investigated in a
number a ways. Michinov, Brunot, Bohec, Juhel, and Delaval (2011) investigated
student use of time management strategies as a behavior, reporting that students
who engaged in procrastination at a low level were more successful online
learners than their counterparts who procrastinated at a high level. Hart (2012)
examined student use of time management as a learner characteristic, identifying
time management as a competency for college students’ academic persistence.
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This finding is consistent with Hu and Gramling (2009), who reported that
competency in student use of time management strategies was one competency
that college students found helpful in an online course. Abdulla (2012) found that
postsecondary students were able to enhance their use of time management
strategies through participation in an online version of a pharmacy math course.
Thus, the utility of time management strategies in the regulation of learning
transcends perspectives of student use of time management strategies.
Studies on the influence of resource management strategies on selfregulated learning have shown a number of less common learner characteristics
that influence student use of resource management strategies. A study by Hong
and Acqui (2004) found that academically-gifted female students used more
resource management strategies in the knowledge domain of mathematics than
their academically-gifted male counterparts. Marchand and Skinner (2007) found
that elementary students with high learning motivation used more help-seeking
strategies than their counterparts with low learning motivation. Bartholomé, Stahl,
Pieschl, and Bromme (2006) revealed that students with sophisticated
epistemological beliefs demonstrated more appropriate help-seeking behavior
than their counterparts with opposing beliefs. Winters and Azevedo (2005)
reported that high school biology students with limited prior domain knowledge in
biology committed most of their time to the resource management strategy help
seeking. Thus, a variety of less common learner characteristics influences
student use of resource management strategies.
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Motivation for Learner Self-regulation
Numerous studies that investigate the influence of learner characteristics
on student motivation for self-regulated learning suggest that gender differences
influence student motivation for self-regulated learning. Studies that examine the
interplay of gender and self-regulated learning in the science domain of
knowledge suggest male college students exhibit higher scores for the motivation
construct self-efficacy for learning and performance than their female
counterparts (Lynch, 2010; Lynch & Trujillo, 2010). This finding does not,
however, extend to middle school science where no gender differences in selfefficacy for learning and performance have been observed among male and
female students (Louis & Mistele, 2012). Thus, age-related gender differences in
students’ motivation for self-regulated learning impact students’ capacity to
regulate learning in the domain of science.
Gender differences have also been shown to influence student motivation
for self-regulated learning in the language domain. Joët, Bressoux, and Usher
(2011) indicated that male and female elementary students exhibited no
differences in the motivation construct self-efficacy for learning and performance
in the language domain. This finding is inconsistent with earlier findings by
Pajares (2002), who found that female elementary students express higher selfefficacy for learning and performance than their male counterparts in the domain
of language. Other studies have found that male elementary students exhibit
greater self-efficacy for learning and performance than female elementary
students in the language domain (Pajares, 2003; Watt, 2004). Thus, the lack of
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parity among findings on learning motivation in elementary-age students limits
the tenability of inferences that can be made about self-regulated learning in the
domain of language.
Domain-specific gender differences in student motivation for self-regulated
learning are less evident in studies that examine students’ motivation for selfregulated learning in the domain of mathematics. These studies reveal mixed
findings with respect to the motivation construct task value. Watt (2004) reported
that male students in grades 7 through 11 reported higher scores for task value
than female students in the domain of mathematics. This finding is inconsistent
with findings by Jacobs, Lanza, Osgood, Eccles, and Wigfield (2002), who
indicated that female students in grades 1 through 12 reported higher scores for
task value than their male counterparts. Findings by Hong et al. (2009) revealed
no gender differences in the motivation construct task value for students in
grades 7 through 11. Therefore, self-regulatory gender differences in
mathematics with respect to the motivation construct task value are inconclusive
for students in K-12 educational settings.
A cross-cultural study of student participation in online courses by Lim
(2004) has offered further investigation of student motivation as a learner
characteristic. This study found that U.S. students enrolled in online courses
reported higher learning motivation than their Korean counterparts. U.S. students
were found to have greater learning motivation than Korean students in terms of
students’ self-efficacy for learning and performance. The study further revealed
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that Korean students had higher motivation than U.S. students with respect to
control of learning.
The motivation as a learner characteristic perspective has also been
examined in a study on online learning readiness. Hung, Chou, Chen, and Own
(2010) reported high levels of online learning motivation among Taiwanese
college students but found that the control of learning dimension of students’
motivation was low. It was further revealed that the education level of students
influenced their motivation for learning, with junior and senior students more
likely to report higher self-efficacy for learning and performance and control of
learning than freshman and sophomore students. Thus, cultural background
influences student motivation for self-regulated learning.
Research that examines students’ academic persistence in web-based
courses also examines the influence of student motivation as a learner
characteristic. A study by Park and Choi (2009) found that learning motivation
was one of several learner characteristics that influenced college students’
decision to persist in online courses. This finding is consistent with Jun (2005),
who found that students’ learning motivation was one of the factors that
contributed to postsecondary students’ decision to drop out of online courses.
Muilenberg and Berge (2005) also examined student motivation as a learner
characteristic. Their description of learning motivation as a barrier to persistence
in online courses departs from other studies of academic persistence in online
courses.
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Numerous studies depart from the practice of investigating student
motivation as a learner characteristic. These studies have a general tendency to
investigate the influence of instructional contexts on student motivation. Studies
that examine the influence of instructional contexts on students’ motivation for
self-regulation learning investigate student motivation as a holistic construct.
Zumbach, Reimann, and Koch (2006) found that providing university students
feedback on their motivation parameters during computer-mediated group
collaboration influenced students’ learning motivation. The capacity of the online
collaborative learning environment to alter students’ motivation was also reported
by Michinov and Michinov (2007), who reported a decline in graduate students’
learning motivation during the midpoint of an online collaborative activity.
Therefore, studies that investigate students’ learning motivation in online
collaborative contexts show improved student motivation for the regulation of
learning.
Studies that examine the effect of web-based instructional design on
students’ learning motivation have contributed further literature on student
motivation for self-regulated learning from a holistic perspective. Bolliger,
Supanakorn, and Boggs (2010) revealed that college students exposed to
podcasting in an online course reported a moderate increase in learning
motivation. Differences in students’ learning motivation were noted with respect
to gender, class standing, and prior online learning experience. A study by Yeh
(2010) examined the development of online learning communities in a blended
problem-based learning course. The findings suggested learning motivation was
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one of the initial learner developments in the formation of an online learning
community. This finding is consistent with Mo (2011), who found that a blended
auditing course enhanced students’ learning motivation. A study by Hsu, Ching,
Mathews, and Carr-Chellman (2009) found that the instructor’s virtual presence
in the learning environment enabled undergraduate students to sustain their
motivation to learn in an online general science course. The virtual presence of
the instructor was thought to provide students’ affective support for the
sustainability of learning motivation.
Cognitive Load
This section presents the established literature on cognitive load. The
fundamentals of cognitive load theory are presented first to provide a definition of
cognitive load. This definition is followed by a description of extraneous cognitive
load in online course environments to highlight the influence of learning
environments on cognitive load. A discussion of the contribution of intrinsic
cognitive load to student workloads is presented next to acknowledge the
inherent presence of cognitive load in instructional materials. This discussion is
followed by a description of germane cognitive load to show that cognitive load
can be surmounted through instructional scaffolding. Following this description is
a discussion of the relationship between students’ cognitive load and use of
learning strategies. The section concludes with a description of students’
cognitive load and students’ motivation for the regulation of learning.
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Fundamentals of Cognitive Load Theory
Cognitive load theory indicates that the cognitive architecture of the
human brain allots a finite number of resources for information processing
(Cowan, 2001). This finite number of resources is collectively called working
memory as its primary function is to help students process new learning material
for storage in long-term memory (Dosher, 2003). Paas and Sweller (2012) has
suggested that students experience cognitive load when the information
processing requirements of new learning material exceeds the available
resources of students’ working memory. This multidimensional construct refers to
the load that student performance of a given task imposes on a students’
cognitive system and represents the additive effect of intrinsic and extraneous
cognitive load (Paas & van Merriënboer, 1994; Sweller, 2010). Intrinsic cognitive
load pertains to the natural complexity of the learning material that students must
learn (Sweller & Chandler, 1994). Pollock, Chandler, and Sweller (2002)
indicated that this type of cognitive load cannot be altered by instructional design
but can be reduced by presenting students with smaller segments of the learning
material. Extraneous cognitive load refers to the working memory load imposed
on students by information processing tasks that do not relate to the inherent
complexity of the learning material (Sweller, van Merriënboer, & Paas, 1998).
Seufert, Jänen, and Brünken (2007) indicated that this type of cognitive load
forces students to contend with unnecessary workloads. A third type of cognitive
load is germane cognitive load, which refers to the load imposed on students’
working memory by processes (e.g., organizing, exemplifying, classifying,
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inferring, differentiating, and interpreting) that underlie schema construction and
automation (Mayer, 2002). Van Merriënboer and Sweller (2005) indicated that
these processes involve the integration of new information with existing schemas
to form new schemas and the automation of schemata from the reoccurring
retrieval of information over time.
Extraneous Cognitive Load in Online Course Environments
Several studies indicate that online course environments contribute to a
high level of cognitive load in students (Amadieu et al., 2009; Evans & Douglas,
2008; Schnotz & Heiss, 2009). Evans and Douglas (2008) conducted a
comparative study that revealed that poor design of an online course
environment contributed to extraneous cognitive load in blind students. The
mental effort expended by blind students was found to exceed the mental effort
posited by sighted students. Schnotz and Heiss (2009) asserted that student
affordances of navigational aids in online courses helped students orient
themselves spatially but failed to assist students in constructing domain-specific
schemas. The cognitive burden presented by the navigational aids caused
students to lose sight of the intended learning outcomes and contributed to
difficulties with mastery of the learning material. Amadieu et al. (2009) identified
the problem of disorientation in online courses. The authors found that student
efforts to re-orient themselves with nonlinear courses caused students to
experience extraneous cognitive load.
Zumbach and Mohraz (2008) found that university students who
experienced the nonlinear presentation of text in an online learning environment
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experienced increased cognitive load and a decrease in knowledge acquisition.
This finding is consistent with Bannert (2004), who found that the simultaneous
task of processing information represented in hypertext nodes and planning
further navigation placed a greater burden on students’ working memory than
accessing information in non-hypertext environments.
Seufert et al. (2006) investigated the impact of intrinsic cognitive load on
the effectiveness of graphical help for coherence formation. The authors found
that graphical help accessed by inter-representational hyperlinks was ineffective
for tasks with high intrinsic cognitive load or complexity. Using the hyperlinks
overwhelmed students’ working memory by forcing the students to integrate
graphical information into one coherent meaning.
Orrill (2002) investigated college students’ use of an asynchronous
threaded discussion tool during problem-based learning online. The author
reported that students found the technology to be overwhelming and
cumbersome and indicated that the technology affected students’ capacity to
define the targeted problem.
Studies that examine how students experience online courses with
respect to cognitive load represent just one category of studies that have
examined cognitive load in online courses; other studies that have examined
cognitive load in online courses have sought to determine how cognitive load
might be optimized for learning. Kwon, Kumalasari, and Howland (2011)
examined three self-explanation conditions in an online course to determine
which condition best reduced cognitive load. The authors found that cognitive
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load did not present a problem for the students as the intrinsic cognitive load or
the difficulty of the learning material had been merely assumed. Heo and Chow
(2005) reported that an online learning and assessment tool reduced the
extraneous cognitive load that graduate students experienced in learning new
material in a blended course. Amadieu et al. (2009) reported that the optimal
presentation of learning materials could address the problem of student
disorientation in online courses. The authors found that students with low prior
knowledge benefited from materials that contained a hierarchical structure or
organizational links; students with high prior knowledge benefited from
instructional materials with a network structure or relational links.
Schnotz and Heiss (2009) hypothesized that the disorientation of learners
in online courses could be addressed through the use of semantic scaffolds.
Their comparison study of high school and college students, with or without
semantic scaffolds, revealed that the scaffolds supported students with high prior
knowledge but were too cognitively demanding for students with low prior
knowledge. The students with low prior knowledge performed better in a second
study as the scaffold was presented to students as an option as opposed to a
requirement. Thus, the use of semantic scaffolds as a mandate can impose an
undue burden on students’ working memory when the scaffolds are less than
optimal for learning.
Morozov (2009) examined the impact of graphical navigational aids and
spatial visualization ability on students’ cognitive load and learning from online
courses. The author reported that the cognitive load that students experienced
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from disorientation in online course environments could be reduced through the
use of a comprehensive hierarchical map as a navigational tool for the learning
material.
Intrinsic Cognitive Load in Problem-based Learning
Several problem-based learning studies indicate that students experience
high levels of cognitive load when exposed to problem-based learning. RuizGallardo, Castaño, Gómez-Alday, and Valdes (2011) examined Spanish
university students’ workloads after teaching styles were changed from lecture to
problem-based learning. The findings showed that transferring control of learning
from instructor to student overwhelmed students and indicated a need to
carefully plan and monitor changes in teaching styles. Yuan et al. (2011)
examined Macanese and Shanghainese nursing students’ perspectives of
problem-based learning. Approximately half of the Macanese students and
approximately 22% of the Shanghainese students indicated that problem-based
learning was a time-consuming and stressful process that involved an increase in
their workload. Some students further reported that the vagueness of problemrelated information contributed to the cognitive burden that students experienced
and diminished students’ confidence in their ability to manage the targeted
problem-solving task. These findings are consistent with Ribeiro (2008), who
found that the partial implementation of problem-based learning was a timeconsuming process that increased Brazilian engineering students’ workload.
Therefore, student efforts to regulate learning in courses where problem-based
learning is implemented are likely to lead to extreme levels of cognitive load.
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Germane Cognitive Load and Student Learning
Studies that investigate germane cognitive load indicate that pedagogical
scaffolding enables students to invest working memory resources to schema
construction. Such construction enables students to overcome the intrinsic
cognitive load associated with particular learning material. Cheon and Grant
(2012) examined the effects of a metaphorical interface on college students’
germane cognitive load during web-based instruction. The findings revealed that
the metaphorical interface enhanced students’ germane cognitive load. Kester,
Lehnen, and Gerven (2006) investigated the use of schematic representations of
information on college students’ level of cognitive load. The authors found that
directing students’ attention to concepts relevant for learning optimized students’
germane cognitive load. Halabi, Tuovinen, and Smyrnios (2000) revealed that
college students who received scaffolding in the form of teacher-dialogue
feedback experienced an increase in germane cognitive load. Liu, Lin, and Paas
(2013) revealed that revealed that arrow-line cues increased germane cognitive
load among primary students in a mobile learning environment. This increase in
students’ germane cognitive load was accompanied by a decrease in extraneous
cognitive load. Therefore, students who receive instructional scaffolding
experience an increase in germane cognitive load.
Relation of Learning Motivation and Cognitive Load
Studies that examine the relationship between students’ learning
motivation and students’ level of cognitive load reveal mixed findings with regard
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to the relationship between students’ learning motivation and students’ level of
cognitive load. Bradford (2011) revealed a positive, moderate correlation
between college students’ motivation and cognitive load in an online course. This
finding is inconsistent with Miller and Chistensen (2008), who found an inverse
relationship between students’ level of cognitive load and students’ learning
motivation. Therefore, research on the relationship between students’ learning
motivation and students’ level of cognitive reveals mixed findings.
Relation of Learning Strategy Use and Cognitive Load
Studies that examine the relationship between students’ use of selfregulated learning strategies and students’ level of cognitive load typically
suggest an inverse relationship between students’ level of cognitive load and
students’ use of self-regulated learning strategies (Broyles, Epler, & Waknine,
2011; Myhill & Jones, 2009). A study by Broyles et al. (2011) investigated how
cognitive load impacted preservice teachers’ use of critical thinking strategies.
The authors found that preservice teachers who experienced a high level of
cognitive load used fewer critical thinking strategies than preservice teachers
who experienced a high level of cognitive load. Myhill and Jones (2009) found
that primary students’ use of an oral rehearsal strategy during writing reduced
their level of cognitive load. Thus, the literature that investigates the relation of
students’ use of self-regulated learning strategies and students’ level of cognitive
load suggest an inverse relationship exists between students’ use of selfregulated learning strategies and students’ level of cognitive load.
Relation of Problem-based Learning and Self-regulated Learning
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This section describes the relationship of problem-based learning and selfregulated learning. A discussion of the literature on self-regulated learning with
respect to problem-based learning is presented first to provide an understanding
of the extent to which students regulate their learning process when exposed to
problem-based learning. This section concludes with a description of cognitive
load with regard problem-based learning to elucidate the potential for students to
experience cognitive load when problem-based learning is implemented across
learning environments.
Self-regulated learning in Problem-based Learning
A limited number of studies indicate that students demonstrate learning
motivation when problem-based learning is implemented in blended and online
courses. A study that examined the learning motivation of sixth-grade students
showed that students demonstrated increased intrinsic goal orientation when
exposed to a blended form of problem-based learning (Liu, 2005). Similar
findings were revealed with respect to seventh-grade students (Pedersen &
Williams, 2004). Therefore, the learning motivation of middle school students is
improved when exposed to blended forms of problem-based learning.
The literature on student use of self-regulated learning strategies when
problem-based learning is implemented in an online is also limited. One study
represented in this literature suggests that students’ capacity to use
metacognitive strategies to monitor and evaluate their learning progress is
improved when problem-based learning is implemented in an online course
(Diekema et al., 2011). Another study indicated that problem-based learning in
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an online course enhanced students’ use of critical thinking strategies,
suggesting that students’ cognitive strategy use was improved when students
were exposed to problem-based learning in an online course (Şendağ &
Odabaşi, 2009). Thus, limited evidence suggests that student exposure to
problem-based learning in an online course enhances students’ use of selfregulated learning strategies.
Cognitive Load in Problem-based Learning
Several studies indicate that students experience cognitive load when
problem-based learning is implemented (Ruiz-Gallardo et al., 2011; Yuan et al.,
2011). One study indicated that students’ increased responsibility in transitioning
from lecture-based instruction to problem-based learning instruction was
overwhelming for students (Ruiz-Gallardo et al., 2011). Students typically find the
aforementioned expansion of responsibility time-consuming, stressful, and
detrimental to their self-efficacy for problem-solving as students must assume
greater responsibility for their learning (Yuan et al., 2011). It is likely that these
problems are exacerbated by when problem-based learning is implemented in an
online course where student experiences with cognitive load have been
frequently observed (Amadieu et al., 2009; Schnotz & Heiss, 2009).

One

contributor to students’ cognitive load in online courses is the use of navigational
aids. These tools have been shown to interfere with students’ capacity to build
domain-specific schemas that support mastery learning (Schnotz & Heiss, 2009).
Another source of learning interference involves the presentation of nonlinear,
textual information. Student navigation of nonlinear learning environments where
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textual information is presented to students in a nonlinear format has been
shown to contribute to cognitive load in students (Zumbach & Mohraz, 2008).
Therefore, students would not be expected to manage problem-based learning
effectively in an online course.
Summary
This review of literature suggests that students’ capacity to regulate
learning in courses where problem-based learning is implemented can be
influenced by students’ personal characteristics or the learning environment.
Students’ personal characteristics affect students’ ability or volition to engage in
the self-regulation of learning. The learning environment can interact with
students’ personal characteristics to provide support for self-regulation or
diminish students’ ability to regulate learning. Support for self-regulation is
provided through the learning environment when the learning environment
provides the necessary scaffolds to support learning. The ability to regulate
learning is diminished when students do not receive adequate support to
overcome the cognitive demands of instruction and to navigate the learning
environment.
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Chapter 3
Methodology
The present study involved a posttest-only, quasi-experimental design. All
participants were selected from two intact nursing courses, which consisted of a
face-to-face problem-based learning course and an online problem-based
learning course. The participants in the face-to-face course served as the control
group; those in the online course served as the experimental group. Both groups
were compared based on posttest data collected using the Motivated Strategies
for Learning Questionnaire (Pintrich, Smith, Garcia, & McKeachie, 1991). This
questionnaire assessed students’ self-reported motivation and use of learning
strategies. Participants were also compared based on repeated measures of
their cognitive load, using the Mental Effort Rating Scale (Paas, 1992). This
instrument assessed participants’ cognitive load for each of four weeks following
students’ completion of a weekly problem-solving task. Three types of statistical
tests were performed on the data collection, including multivariate analysis of
variance, multiple regression analysis, and mixed analysis of variance.
Participants
The participants in the present study included 40 graduate nursing
students at a small, Midwest Catholic university. Participants possessed a wide
range of experience with online pedagogy, with more than half of the participants
receiving greater than 50% of their academic program online. Many participants
also had experience with problem-based learning, as evidenced by the
undergraduate program, which focused on evidence-based practice. Problem-
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based learning was less prevalent as classroom lectures represented the
predominant form of instruction. All participants possessed a diverse range of
technology skills, including competencies in the use of productivity tools, social
networking sites, web-conferencing software, and course management systems.
Experimental Components
A description of the components of this quasi-experimental study is
presented below.
Treatment. The experimental group for the present study received
problem-based learning in an online course. This course was implemented as a
single module online at a distance to determine the effect of problem-based
learning in an online course on students’ self-regulation of learning. The single
module online at a distance approach to problem-based learning has been used
extensively to assess the effectiveness of problem-based learning as a viable
instructional framework for educating students (Lee, 2006).
The Canvas™ course management system provided participants a series
of four instructional modules over the 4-week duration of this study. Each
instructional module was administered weekly in an online course called
Theoretical Principles and Clinical Management II. The instructional modules
consisted of a written case scenario that allowed participants to make clinical
decisions as family nurse practitioners. All participants worked in online
discussion groups, consisting of five participants, to demonstrate their
management of weekly problem scenarios using the Maastricht Seven-Step
Model (Appendix A). This problem-solving model has been used successfully to
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guide students’ problem-solving activities in past problem-based learning
research (Schmidt, 1983).
The Maastricht Seven-Step Model was carried out in seven generative
phases. The initial phase involved individual group members paraphrasing their
understanding of the case scenario in a discussion forum. This task allowed all
group members to clarify their understanding of the case scenario and enabled
group members to ask questions about parts of the case where clarification was
needed. The tutor prompted the group-selected scribe to report a consensus of
group understandings of the case before proceeding to phase 2.
Participants carried out the second phase of the Maastricht model by
defining the problem presented in the case scenario. This phase required each
participant to post a written definition of the key problem presented in the case as
well as any written definitions of sub-problems that might be presented.
Participants posted their definitions to a discussion forum where the groupselected scribe was prompted by the tutor to report a consensus of the problem
definitions before proceeding to phase 3.
The third phase involved a brainstorming discussion. Participants received
a discussion prompt that invited them to post their ideas about the underlying
causes of the problems presented. Possible problem solutions were also posted.
No ideas were eliminated from consideration during this phase.
The fourth phase involved a refinement of ideas put forth by group
members in the third phase. All group participants reviewed the ideas posited in
phase three to identify irrelevant information that should be eliminated.
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Participants posted their ideas about irrelevant information to the discussion
forum. The group-selected scribe for each group was prompted by the tutor to
summarize irrelevant information and was charged with leading the group toward
consensus on what information should be prioritized with respect to possible
causes and solutions to the problems presented in phase 3.
The fifth phase involved a determination of participant learning needs. The
groups discussed the knowledge needed to address the problems in light of their
personal knowledge deficiencies. Group learning needs were posted to the
discussion forum where the group-selected scribe summarized participants’
knowledge deficiencies and reported proposed learning protocols for addressing
participant learning needs. This summarization provided consensus on group
learning needs.
Participants carried out phase six by engaging in self-study. A variety of
information sources (e.g., online publications, books, and journals) were used to
address participants’ specific learning needs. All participants posted their findings
in the group discussion forum where the group-selected scribe summarized the
findings.
The seventh phase involved a scrutinizing of the self-study findings.
Participants critiqued the self-study information presented for its relevance to the
key problems. Such critiques were carried out through debate in group
discussion forums. Group solutions to identified problems were presented to
participants beyond the collaborative groups to further share diverse
perspectives of the problem.
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Control group. The control group consisted of the face-to-face course
Theoretical Principles and Clinical Management II. This course was facilitated by
the same instructor who facilitated the online version of this course. Participants
worked in groups of five to solve authentic nursing problems with the assistance
of the problem-based learning tutor. These problems were presented to
participants weekly, beginning on Monday of each week. All problems were
addressed using the Maastricht Seven-Step Model. A group-selected scribe
summarized group contributions during each phase of the Maastricht Model.
Problem-based learning tutor.

An experienced problem-based

learning instructor with prior experience in online instruction served as the
problem-based learning tutor for both the online and face-to-face problem-based
learning course. This individual stimulated interaction among students, provided
stimuli to promote student elaboration, and encouraged students to integrate new
knowledge with their existing knowledge. The tutor fulfilled these tasks by asking
questions, clarifying information provided by students, and providing perspectives
intended to enhance students’ application of knowledge. Online discussion
forums and webinars supported these interactions by the tutor in the online
course. Participants used the online discussion forums throughout the study;
webinars were conducted on each Wednesday of the study. Students in the
face-to-face course interacted with the tutor in person.
Procedures
The procedures for the experimental and control groups are presented
below. These procedures were implemented following student instruction on the
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Maastricht Seven-Step Model and the selection of a scribe for each collaborative
group. The scribe was selected by members of the respective groups.
Treatment. Participants received a case study in an online discussion
forum designated for their collaborative groups on Monday of each week of the
study. The tutor or group members were contacted via the discussion forum if
participants needed to clarify their understandings of the case study. Participants
posted a definition of the problem and possible solutions to the problem in their
group discussion forum prior to midnight on Tuesday.
Group participants met via Adobe Connect web meeting software for
approximately one hour on Wednesday. All groups met in virtual breakout rooms
where they began one-hour meeting times in intervals (e.g., Group 1 begins at
6:00 pm, Group 2 begins at 6:20 pm, and Group 3 begins at 6:40 pm) to
accommodate the tutor’s availability. A 20-minute tutorial followed a 40-minute
group meeting where an assigned scribe for each group led his/her group in
building consensus on the nature of the problem presented, possible solutions to
the problem presented, priorities for solving the problem, and the knowledge
base needed to solve the problem. The tutor joined the group after a group
consensus was reached to provide coaching, clarify information, and make
recommendations. Participants began their self-study to expand the group’s
knowledge base after this meeting with each individual investigating a key part of
the needed knowledge base.
Participants began posting their self-study findings to the group discussion
forum on Thursday. All self-study postings were due at midnight on Friday. The
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scribe summarized the self-study postings in the context of the problem solution,
posted the summary in the group discussion forum, and made the summary
available to participants by Sunday at noon. Participants used the scribe’s
summary to debate how the problem was best managed and decided whether
the solution existed in the posted findings. Groups submitted a written solution by
Monday.
Control group. Participants met in a campus classroom on Tuesday
evenings for a 3-hour class. The tutor asked the students to organize themselves
into groups of five and distributed a case study to all participants. All participants
read the case study and posed questions to their group members to clarify any
misunderstandings about the case study. The tutor was also available to clarify
participant misunderstandings. Participants were prompted by the scribe to
articulate the problem and were led by the scribe in building a consensus of the
definition of the problem. The scribe also asked group members to propose
possible solutions to the problem, establish priorities for solving the problem, and
determine the knowledge base needed to solve the problem. All discussions
were recorded in writing by the scribe. The tutor provided coaching, clarified
information, and made recommendations.
Self-study ocurred outside of class meetings. All participant findings were
emailed to the scribe by Friday of each week. The scribe summarized the
findings in a document and provided all group members the document of
summarized findings by Sunday. The group debated how the findings best
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addressed the problem during the first hour of class on the following Tuesday,
prior to beginning work on the next problem scenario.
Data Collection
Two sets of data were collected during this study. The first set of data
consisted of repeated measures of students’ cognitive load over the duration of
the study. This data was collected for the experimental and control groups using
the Mental Effort Rating Scale (Paas, 1992). The second set of data consisted of
posttest data collected using the Motivated Strategies for Learning Questionnaire
(Pintrich et al., 1991). This data was also collected for the experimental and
control groups. A delineation of variables and data sources is provided in Table
1.
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Table 1
Delineation of Variables and Data Sources
Category

Variables

Data Sources

Learning Strategy

Rehearsal

MSLQ score

Elaboration

MSLQ score

Organization

MSLQ score

Critical thinking

MSLQ score

Effort regulation

MSLQ score

Metacognitive self-regulation

MSLQ score

Help seeking

MSLQ score

Peer learning

MSLQ score

Time/study environment

MSLQ score

Intrinsic goal orientation

MSLQ score

Extrinsic goal orientation

MSLQ score

Task value

MSLQ score

Test anxiety

MSLQ score

Self-efficacy

MSLQ score

Control of learning beliefs

MSLQ score

Mental effort

MERS score

Motivation Component

Cognitive Load

Note. MSLQ= Motivated Strategies for Learning Questionnaire; MERS= Mental
Effort Rating Scale.
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Repeated measures. The Mental Effort Rating Scale (Paas, 1992) was
used to generate weekly measures of participants’ cognitive load after performing
a weekly problem-solving task. This instrument refers to a 9-point, single-item
Mental Effort Scale (Paas, 1992; Appendix D), which is used to measure the
perceived mental effort that participants invest in the performance of a given
learning task. Specifically, participants are asked to rate the mental effort they
devoted to the performance of a particular learning task they recently completed.
Participants respond to the question immediately following the completion of the
task. The scale for the Mental Effort Rating Scale (Paas, 1992) ranges from 1 to
9, with 1 representing very, very low effort and 9 representing very, very high
effort. This subjective rating scale is used frequently to measure the construct
cognitive load, which represents the construct mental effort (Reynolds, Woods, &
Baker, 2007).
Reliability and validity. The author of the Mental Effort Rating Scale
(Paas, 1992) calculated the internal consistency estimates of reliability for the
Mental Effort Rating Scale. This calculation revealed a Cronbach alpha greater
than .8 for the single-item scale. The scale was also determined to have
consistent construct, discriminate, and convergent validity (Paas, van Merriëboer,
& Adams, 1994).
Posttest. Participants in the control and experimental groups responded
to the Motivated Strategies for Learning Questionnaire (Pintrich et al., 1991) to
determine whether students who receive problem-based learning in an online
course differed from students who received problem-based learning in a face-to-
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face course with regard to self-regulated learning. The Motivated Strategies for
Learning Questionnaire (Pintrich et al., 1991) is an 81-item, self-report
questionnaire that uses a 7-point Likert scale to measure college students’
motivation and use of learning strategies. Responses for the Likert scale ranges
from 1 (Not at all true of me) to 7 (Very true of me). Two sections comprise the
Motivated Strategies for Learning Questionnaire (Pintrich et al., 1991): a
motivation section and a learning strategies section. The motivation section
consists of 31 items that consist of the expectancy, value, and affective
components of motivation (Appendix B). Expectancy is divided into the learner’s
control of learning beliefs and self-efficacy for learning and performance. The
learner’s control of learning beliefs refer to the learner’s belief that his/her efforts
to learn will result in positive outcomes. Self-efficacy for learning and
performance pertains to the learner’s personal judgments of his/her ability to
accomplish a given learning task.
The value component of motivation is divided into intrinsic goal orientation,
extrinsic goal orientation, and task value. Intrinsic goal orientation refers to the
degree to which learners perceive themselves to be participating in an activity for
reasons such as mastery, challenge, or curiosity. Extrinsic goal orientation
pertains to the degree to which learners perceive themselves to be participating
in an activity for competition, rewards, grades, performance, and evaluation by
others. Task value refers to how interesting, important, and useful learners
perceive a particular learning task to be.
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The affective component of motivation consists of one construct: test
anxiety. This construct is thought to be divided into two components: cognitive
and emotional. The cognitive component of test anxiety refers to the negative
thoughts that disrupt learner performance. Affective and physiological arousal
aspects of anxiety comprise the emotional component of test anxiety.
The learning strategies section of the Motivated Strategies for Learning
Questionnaire (Pintrich et al., 1991) consists of 31 items that comprise the
cognitive and metacognitive strategies rehearsal, elaboration, organization,
critical thinking, and metacognitive self-regulation (Appendix C). Rehearsal
relates to the recitation or naming of items from a list and is best used for simple
tasks or the activation of information in the working memory. This strategy is not
recommended for learners who must acquire new information. Elaboration helps
learners store information into long-term memory by helping learners build
connections to information that must be learned. Some elaboration strategies
include paraphrasing, summarizing, generative note-taking, and the creation of
analogies. Organization strategies help learners select appropriate information
and construct connections between the information that must be learned.
Strategies related to organization include clustering, outlining, and selecting the
main idea from a passage. Critical thinking involves the extent to which learners
report applying previously-learned material to a new situation to solve problems,
reach decisions, or make standardized evaluations of excellence.
Metacognitive self-regulation consists of three processes: planning,
monitoring, and regulating. Planning relates to activities that activate relevant
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aspects of learner prior knowledge that simplify the tasks of organizing and
comprehending the material. Such activities include the tasks of goal setting and
task analysis. Monitoring activities involve learner tracking of attention, selftesting, and questioning. These activities help the learner understand new
material and integrate the new material with prior knowledge. Regulating
activities supports the fine-tuning and continuous adjustment of one’s cognitive
activities. Such activities are intended to improve performance by helping
learners to check and correct their behavior as the learners work toward a given
learning goal.
The learning strategies section of the Motivated Strategies for Learning
Questionnaire (Pintrich et al., 1991) further includes 19 items that involve
resource management strategies (Appendix C). Resource management
strategies include such strategies as time and study environment management,
effort regulation, peer learning, and help-seeking. Time and study environment
strategies pertain to the learner’s capacity to manage study time and the learning
environment. These strategies require learners to manage their study time by
scheduling and planning activities. Learners must also regulate the study
environment by ensuring that the study environment is quiet, organized, and free
of visual and auditory distractions. Effort regulation strategies refer to the
learner’s capacity to control his/her effort and attention when presented with
distractions or uninteresting material. These strategies are not only an important
aspect of goal commitment but also foster the continued use of self-regulated
learning strategies. Peer learning involves learner collaboration with peers.
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Such collaboration has been shown to have positive effects on achievement,
helping learners to clarify course material and attain insights not easily achieved
in isolation. Help-seeking refers to strategies that learners use to seek academic
help. Such strategies require the learner to be able to determine that help is
needed and seek help from the instructor or peers.
Validity. The authors of the Motivated Strategies for Learning
Questionnaire contend that the Motivated Strategies for Learning Questionnaire
has construct validity (Pintrich et al., 1993). This claim was based on the fact that
the authors’ information processing model of self-regulation was supported by
two confirmatory factor analyses of data. Other theorists (Benson, 1996; Gable,
1996) also suggest that the Motivated Strategies for Learning Questionnaire has
content validity, proposing that the items on the Motivated Strategies for Learning
Questionnaire represent constructs that relate to the expectancy-value theory of
motivation and the information-processing model of cognitive strategy use.
Reliability. The authors (Pintrich et al., 1991) of the Motivated Strategies
for Learning Questionnaire calculated internal consistency estimates of reliability
for the Motivated Strategies for Learning Questionnaire in which Cronbach
alphas for 9 of 15 subscales were found to possess a modest degree of
robustness, as shown in Table 2. The Cronbach alphas for each of the 9
subscales exceeded .70. The remaining subscales had Cronbach alphas below
.70. Past research has regarded the internal consistency to reflect good
reliability when the cronbach alpha was .70 or greater (Coakes & Steed, 1997).
The low Cronbach alphas on 5 of the 6 subscales that fall below .70 do not
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present a grave detriment to the reliability of the Motivated Strategies for
Learning Questionnaire as values greater than .6 are regarded as acceptable
(George & Mallery, 2003). The lowest value, .52, is regarded as questionable
(George & Mallery, 2003).
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Table 2
Internal Reliability Coefficients for the MSLQ
MSLQ Scales

No. of Items

Coefficient Alpha

Rehearsal

4

.69

Elaboration

6

.75

Organization

4

.64

Critical thinking

5

.80

Effort regulation

4

.69

Metacognitive self-regulation

12

.79

Help seeking

4

.52

Peer learning

3

.76

8

.76

Intrinsic goal orientation

4

.74

Extrinsic goal orientation

4

.62

Task value

6

.90

Test anxiety

5

.80

and performance

8

.93

Control of learning beliefs

4

.68

Learning Strategy

Time and study environment
management
Motivation

Self-efficacy for learning

76

Note. MSLQ = Motivated Strategies for Learning Questionnaire; coefficient
alphas from Pintrich, Smith, Garcia, and McKeachie (1993).

Data Collection Procedure
Participants in both groups received an email link to a Survey Monkey™
questionnaire during posttest assessment. Each participant concluded their
participation in the study by completing the Motivated Strategies for Learning
Questionnaire (Pintrich et al., 1991). Participants accessed the posttest
questionnaire by clicking a link provided in the research solicitation email for this
study. Clicking the posttest link allowed the participants to complete the posttest
administration of the Motivated Strategies for Learning Questionnaire (Pintrich et
al., 1991).
A separate email was sent to participants on each of the four due dates for
problem analyses. This email contained a link to the Mental Effort Rating Scale
(Paas, 1992) where participants reported the mental effort they invested in the
learning task. The University email system Groupwise™ was used to solicit
participation for administrations of the Motivated Strategies for Learning
Questionnaire (Pintrich et al., 1991) and the administration of the Mental Effort
Rating Scale (Paas, 1992).
Data Analysis
The data analysis methods for the data collected during this study are
presented by research question and hypothesis.
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Research Question 1: Do students who receive problem-based learning in
an online course use different learning strategies (i.e., cognitive, metacognitive,
resource management strategies) than students who receive problem-based
learning in a face-to-face course?
Hypothesis 1: Students who receive problem-based learning in online and
face-to-face courses often report increased workloads (Yuan et al., 2011). It was
expected that these workloads would be expanded by the extraneous cognitive
load frequently associated with student navigation of online courses (Amadieu et
al., 2009; Schnotz & Heiss, 2009). Therefore, students exposed to problembased learning in an online were expected to differ from students who received
problem-based learning in a face-to-face course with respect to students’ use of
self-regulated learning strategies.
Data collected during the posttest for the experimental and control groups
were analyzed to answer Research Question 1. The source of the data used to
answer this question is presented in Table 3, which shows that the data source
for measuring student use of learning strategies is the Motivated Strategies for
Learning Questionnaire (Pintrich et al., 1991). A multivariate analysis of variance
statistical test was performed to analyze the data.
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Table 3
Data Alignment for Research Question 1
Research Question 1

Variable

Source

Do students who receive

Rehearsal

MSLQ score

problem-based learning

Elaboration

MSLQ score

in an online course use

Organization

MSLQ score

different learning

Critical thinking

MSLQ score

strategies (i. e., cognitive,

Metacognitive self-regulation

MSLQ score

metacognitive, and resource

Effort regulation

MSLQ score

management strategies) than

Peer learning

MSLQ score

students who receive

Help seeking

MSLQ score

problem-based learning in a

Time/study environmental

face-to-face course?

Management

MSLQ score

Note. MSLQ = Motivated Strategies for Learning Questionnaire.

Research Question 2: Does the learning motivation of students who
receive problem-based learning in an online course differ from students who
receive problem-based learning in a face-to-face course?
Hypothesis 2: Students frequently experience extraneous cognitive load in
online courses (Amadieu et al., 2009; Schnotz & Heiss, 2009). Extraneous
cognitive load has been shown to adversely affect students’ learning motivation
in these environments (Miller & Christensen, 2008). Therefore, students who
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receive problem-based learning in an online course were expected to exhibit less
motivation for learning than students who received problem-based learning in
face-to-face courses.
Posttest data for the experimental and control groups was analyzed to
answer Research Question 2. The source of the data used to answer this
question is presented in Table 4, which shows that the data source for students’
learning motivation is the Motivated Strategies for Learning Questionnaire
(Pintrich et al., 1991). A multivariate analysis of variance statistical test was
performed to analyze the data.
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Table 4
Data Alignment for Research Question 2
Research Question 2

Variable

Source

Do the learning motivation

Intrinsic goal orientation

MSLQ scores

of students who receive

Extrinsic goal orientation

MSLQ scores

problem-based learning in an

Task value

MSLQ scores

online course differ from

Test anxiety

MSLQ scores

students who receive

Control of learning beliefs MSLQ scores

problem-based learning in

Self-efficacy

MSLQ scores

a face-to-face course?
Note. MSLQ = Motivated Strategies for Learning Questionnaire.

Research Question 3: Do students who receive problem-based learning in
an online course experience different levels of cognitive load than students who
receive problem-based learning in a face-to-face course?
Hypothesis 3: Students who receive problem-based learning in face-toface courses frequently report increased workloads (Yuan et al.,2011). This
workload will likely be exacerbated by the cognitive load frequently associated
with online courses (Amadieu et al., 2009; Schnotz & Heiss, 2009). Therefore,
students who receive problem-based learning in an online course were expected
to experience greater cognitive load than students who receive problem-based
learning in a face-to-face course.
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Data was collected at the end of each week using the Mental Effort Rating
Scale (Paas, 1992) to answer Research Question 3. Both the experimental and
control groups provided data to address this question. Data sources are
presented in Table 5. A mixed analysis of variance statistical test was performed
to analyze the data.

Table 5
Data Alignment for Research Question 3
Research Question 3

Variable

Source

Do students who receive

Mental effort

MERS Score

problem-based learning
instruction online report
different levels of cognitive
load than students who
receive problem-based
learning instruction in
face-to-face learning
environments?
Note. MERS = Mental Effort Rating Scale.

Research Question 4: Is there a relationship between students’ selfreported use of learning strategies (i.e., cognitive, metacognitive, and resource
management strategies) and students’ self-reported cognitive load?
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Hypothesis 4: Students’ use of learning strategies has been shown to
negatively predict cognitive load in online courses (Acha, 2009; Moos, 2013).
This relationship (i.e., between cognitive load and students’ use of learning
strategies) has been primarily attributed to the learning environment in which
learning occurs. Therefore, students’ use learning strategies was not expected to
predict cognitive load.
Data was collected from two data sources to answer Research Question
4: the Motivated Strategies for Learning Questionnaire (Pintrich et al., 1991)
posttest and the Mental Effort Rating Scale (Paas, 1992). Both the experimental
and control groups provided data to address this question. Data sources are
presented in Table 6. Multiple regression analysis was used to analyze the size
of the relationship between students’ use of learning strategies and an average
of the cognitive load measures for Week 1, Week 2, Week 3, and Week 4.
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Table 6
Data Alignment for Research Question 4
Research Question 4

Variable

Source

Is there a relationship

Rehearsal

MSLQ score

between students’

Elaboration

MSLQ score

self-reported use of

Organization

MSLQ score

learning strategies (i.e.,

Critical thinking

MSLQ score

cognitive, metacognitive,

Metacognitive self-regulation

MSLQ score

and resource management

Effort regulation

MSLQ score

strategies) and students’

Peer learning

MSLQ score

self-reported cognitive load

Help seeking

MSLQ score

when students are exposed

Time/study environmental

to problem-based learning

Management

MSLQ score

Mental effort

MERS score

instruction in either online
or face-to-face learning
environments?

Note. MSLQ = Motivated Strategies for Learning Questionnaire; MERS = Mental
Effort Rating Scale.

Research Question 5: Is there a relationship between students’ selfreported learning motivation and students’ self-reported cognitive load?
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Hypothesis 5: Students’ learning motivation has been shown to negatively
predict cognitive load in research that examines the effect of multimedia on
cognitive load (Christensen & Miller, 2008). This relationship is not exclusively
indicative of student learning with multimedia but reflects the structure of the
instructional environment in which learning occurs (Pedersen & Williams, 2004;
Yuan et al., 2011). Therefore, students’ learning motivation was not expected to
predict cognitive load.
Data was collected from two data sources to answer Research Question
5: the Motivated Strategies for Learning Questionnaire (Pintrich et al., 1991)
posttest and the Mental Effort Rating Scale (Paas, 1992). Both the experimental
and control groups provided data to address this question. Data sources are
presented in Table 7. Multiple regression analysis was used to analyze the data
in regard to the size of the relationship between students’ learning motivation and
an average of the cognitive load measures for Week 1, Week 2, Week 3, and
Week 4.
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Table 7
Data Alignment for Research Question 5
Research Question 5

Variable

Source

Is there a relationship

Intrinsic goal orientation

MSLQ score

between students’

Extrinsic goal orientation

MSLQ score

self-reported learning

Task value

MSLQ score

motivation and students’

Test anxiety

MSLQ score

self-reported cognitive

Self-efficacy

MSLQ score

load when students are

Control of learning beliefs MSLQ score

exposed to either

Mental effort

MERS

problem-based learning
instruction online or
problem-based learning
instruction in face-to-face
learning environments?
Note. MSLQ = Motivated Strategies for Learning Questionnaire; MERS = Mental
Effort Rating Scale.

Limitations of Study
The quasi-experimental design of the present study limits its
generalizability. One issue with the design of this study was the lack of
participant randomization, which introduced several confounding variables,
including participants’ personal characteristics, learning preferences, technology
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efficacy, and technology attitudes. Such confounding variables pose a serious
threat to the external validity of this study, limiting the researcher’s ability to make
sound inferences from the data.
A second limitation of the study involved the population from which the
participants were selected. All participants were graduate nursing students with
one or more years of clinical experience. Results for this group may not be easily
generalized to undergraduate nursing students and students in academic
disciplines where less academic rigor is evident.
A lack of standardization in course design represented a third limitation of
this study. The designer of the learning environments used in the present study
was accustomed to making arbitrary course-design decisions. Most of the
course designer’s decisions reflect personal preferences as opposed to sound
instructional design practices. Therefore, the results of this study cannot be
generalized to situations where best instructional design practices have been
applied.
The use of the Mental Effort Rating Scale presented a fourth limitation of
this study. This instrument only allowed the researcher to determine whether
students experienced high cognitive load after performing a learning task. It is
impossible to know whether cognitive load is a result of the learning environment
or the instruction. Therefore, the results of this study are not easily generalized to
other situations.
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Summary
This chapter presented a description of the research design for the
present study. The research design consisted of a posttest only, quasiexperimental design where two intact nursing courses were compared based on
student data collected using the Motivated Strategies for Learning Questionnaire
(Pintrich et al., 1991) and the Mental Effort Rating Scale (Paas, 1992). Students
in one nursing course received problem-based learning in an online course;
students in the second course received problem-based learning in a face-to-face
classroom. All students used the Maastricht Seven-Step Model to solve the
problems presented in the respective courses. Experimental procedures and
data collection strategies were also described.
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Chapter 4
Results
The results of the present study are presented in this chapter. Results for
Research Question 1 are described in the first section to present statistical
analyses of data pertaining to student use of self-regulated learning strategies in
online and face-to-face courses where problem-based learning is the exclusive
method of instruction. This section is followed by a description of the data
analyses for Research Question 2, which describes students’ learning motivation
in online and face-to-face courses where problem-based learning is the exclusive
method of instruction. The third section describes the data analyses for Research
Question 3. Data analyses for this section present a comparison of cognitive load
data for students in online and face-to-face problem-based learning courses.
Data analyses of Research Question 4 are presented in the fourth section. This
section presents data analyses that describe the relation of cognitive load and
student use of self-regulated learning strategies. The chapter concludes with a
section that describes data analyses for Research Question 5. This section
describes data that pertains to the relation of cognitive load and learning
motivation.
Do students who receive problem-based learning in an online course use
different learning strategies than students who receive problem-based
learning in a face-to-face course?
Preliminary analyses of measures on the dependent variables indicated
that all assumptions for the one-way multivariate analysis of variance were met.
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A Shapiro-Wilk test (p > .05) revealed that the data was normally distributed.
There were no univariate or multivariate outliers, as assessed by boxplot and
Mahalanobis distance (p > .001), respectively. Scatterplots of the data indicated
the assumption of linearity was met. A series of Pearson correlations between
pairs of all of the dependent variables revealed several high correlations, as
shown in Table 8. The variance inflation factor (VIF) for each pair of predictor
variables did indicate that multicollinearity was a problem. This problem was
resolved by using a square root transformation on the elaboration variable to
ensure none of the VIF exceeded 10. Variance inflation factors that do not
exceed 10 are not considered to indicate a problem with multicollinearity (Hoerl &
Snee, 2012). The Box's M value of 97.340 was associated with a p value of .006,
which was interpreted as nonsignificant based on the guideline of .005
established by Huberty and Petoskey (2000). Therefore, the covariance matrices
between the groups were assumed to meet the assumption of equality for
multivariate analysis of variance.
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Table 8
Pearson Correlations Associated with Self-regulated Learning Strategies
Subscales
Measure

1

2

3

4

5

6

7

8

9

1. REH

-

.890* .876* .810* .735* .724* .750* .617* .525*

2. ELA

.890*

3. ORG

.876* .901*

4. CTK

.810* .751* .696*

5. MSR

.735* .796* .727* .722*

6. TSE

.724* 689* .611* .592* .542*

7. ERE

.750* .754* .660* .695* .691* .796*

8. PLN

.617* .629* .582* .541* .598* .390* .583*

9. HSK

.525* .566* .486* .503* .687* .551* .661* .658*

-

.901* .751* .796* .689* .754* .629* .566*
-

.696* .727* .611* .660* .582* .486*
-

.722* .592* .695* .541* .503*
-

.542* .691* .598* .687*
-

.796* .390* .551*
-

.583* .661*
-

.658*
-

Note. N = 40; * p < .05; REH = rehearsal; ELA = elaboration; ORG =
organization; CTK = critical thinking; MSR = metacognitive self-regulation; TSE =
time and study environment; ERE = effort regulation; PLN = peer learning; HSK =
help seeking.

A multivariate analysis of variance was performed to test the hypothesis
that students who received problem-based learning in an online course used
different self-regulated learning strategies than students who received problembased learning in a face-to-face classroom. Student use of self-regulated
learning strategies was assessed by nine measures: rehearsal, elaboration,
organization, critical thinking, help seeking, peer learning, time and study
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environment, effort regulation, and metacognitive self-regulation. These
measures were assessed for students at both levels of the independent variable,
as shown in Table 9.

Table 9
Mean Scores and Standard Deviations for Measures of Student Use of Learning
Strategies
Group

Strategy
REH

F2F
M
SD
4.75 .444

Online _
M
SD
4.61 .349

ELA

2.18

.099

2.16

.072

ORG

4.65

.454

4.69

.302

CTK

4.85

.440

4.62

.289

MSR

5.12

.424

4.68

.364

TSE

4.83

.340

4.81

.345

ERE

4.92

.354

4.79

.374

PLN

4.98

.439

4.97

.458

HSK
4.95 .350
4.75 .303
Note. REH = rehearsal; ELA = elaboration; ORG = organization; CTK = critical
thinking; MSR = metacognitive self-regulation; TSE = time and study
environment; ERE = effort regulation; PLN = peer learning; HSK = help seeking.

A statistically significant multvariate effect was obtained, F (9, 30) =
11.243, p < .0005; Wilks' Λ = .229; partial η2 = .771. The multivariate effect size
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indicated that student use of learning strategies accounted for 77.1% of the
variance in the canonically derived dependent variable.
Follow-up univariate analysis of variance (ANOVA) tests were conducted
to test the assumption of homogeneity of variance for each of the nine learning
strategies’ subscales. A series of Levene’s F tests indicated that the
homogeneity of variance assumption was satisfied (p > .05). A series of post-hoc
analyses (Tukey) were performed to examine individual mean difference
comparisons across both levels of problem-based learning environment and all
nine learning strategies’ subscales, as shown in Table 10. The results revealed
that the post-hoc mean comparison for the learning strategy metacognitive selfregulation was statistically significant (p < .05), suggesting that students who
received problem-based learning in a face-to-face course had a statistically
significantly higher mean score on the dependent variable metacognitive selfregulation (F (1, 38) = 12.004, p < .005; partial η2 = .240) than students who
received problem-based learning in an online course. The effect size of .240
indicated that metacognitive self-regulation accounted for 24% of the variance.
Therefore, the hypothesis for Research Question 1 was confirmed.
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Table 10
Multivariate and Univariate Analyses of Variance for Measures of Learning Strategy Use
Univariate
Multivariate
Source

(df = 9, 30)

(df = 1, 38)
REH ORG ELA

CTK PLN

MSR TSE

ERE HSK

F

11.243

1.19

.094

.645

3.82

.014

12.0

.030

1.42

3.73

p

.000

.283

.760

.427

.058

.907

.001

.864

.240

.061

η2

.771

.030

.002

.017

.091

.000

.240

.001

.036

.089

Note. Multivariate F ratios were generated from Wilk’s Lamba. REH = rehearsal; ORG = organization; ELA = elaboration;
CTK = critical thinking; PLN = peer learning; MSR = metacognitive self-regulation; TSE = time and study environment;
ERE = effort regulation; HSK = help seeking.
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Does the learning motivation of students who receive problem-based
learning in an online course differ from students who receive problembased learning in a face-to-face course?
Preliminary analyses of measures on the dependent variable indicated
that all assumptions for the one-way multivariate analysis of variance were met.
A Shapiro-Wilk test (p > .05) revealed that the data was normally distributed.
There were no univariate or multivariate outliers, as assessed by boxplot and
Mahalanobis distance (p > .001), respectively. Scatterplots of the data indicated
the assumption of linearity was met. A series of Pearson correlations between all
pairs of the dependent variables revealed several high correlations, as shown in
Table 11. The variance inflation factor (VIF) for each pair of predictor variables
did not indicate a problem with multicollinearity as the VIF for each pair of
predictor variables did not exceed 10. Variance inflation factors that do not
exceed 10 are not considered to indicate a problem with multicollinearity (Hoerl &
Snee, 2012). The Box's M value of 41.578 was associated with a p value of .033,
which was interpreted as nonsignificant based on the guideline of .005
established by Huberty and Petoskey (2000). Therefore, the covariance matrices
between the groups were assumed to meet the assumption of equality for
multivariate analysis of variance.

95

Table 11
Pearson Correlations Associated with Learning Motivation Subscales
1
1. IGO

2
-

3

4

5

6

.845* .633* .733* .818* .720*

2. EGO

.845*

-

.653* .684* .821* .703*

3. COL

.633* .653*

4. SEF

.733* .684* .766*

5. TAX

.818* .821* .756* .844*

6. TVA

.720* .703* .859* .909* .851*

-

.766* .756* .859*
-

.844* .909*
-

.851*
-

Note. N = 40; * p < .05; IGO = intrinsic goal orientation; EGO = extrinsic goal
orientation; COL = control of learning; SEF = self-efficacy for learning and
performance; TAX = test anxiety; TVA = task value.

A multivariate analysis of variance was performed to test the hypothesis
that the learning motivation of students who received problem-based learning in
an online course differed from students who received problem-based learning in
a face-to-face course. Students’ learning motivation was assessed by six
measures: intrinsic goal orientation, extrinsic goal orientation, control of learning
beliefs, task value, test anxiety, and self-efficacy for learning and performance.
These measures were assessed for students at both levels of the independent
variable, as shown in Table 12.
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Table 12
Mean Scores and Standard Deviations for Measures of Learning Motivation
Group

Strategy
IGO

F2F
M
SD
4.69 .420

Online _
M
SD
4.62 .349

EGO

4.60

.462

4.52

.371

COL

4.80

.402

4.74

.401

SEF

4.82

.359

4.70

.307

TVA

4.86

.486

4.62

.349

TAX

4.72

.412

4.67

.339

Note. IGO = intrinsic goal orientation; EGO = extrinsic goal orientation; COL =
control of learning; SEF = self-efficacy for learning and performance; TVA = task
value; TAX = test anxiety.

No statistically significant multivariate effect was obtained, F (6, 33) =
2.122, p = .07; Wilks' Λ = .722; partial η2 = .278. This finding suggests that
students who received problem-based learning in an online course did not differ
from students who received problem-based learning in a face-to-face course with
respect to learning motivation. Thus, the hypothesis for Research Question 2
was not confirmed. Multivariate and univariate analyses of variance for learning
motivation are shown in Table 13.
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Table 13
Multivariate and Univariate Analyses of Variance for Measures of Learning Motivation
Univariate
Multivariate

(df = 1, 38)

Source

(df = 6, 33)

IGO

EGO COL SEF

TAX

TVA

F

2.12

.262

.321

.242

1.40

.175

3.22

p

.077

.612

.574

.626

.244

.678

.081

η2

.278

.007

.008

.006

.036

.005

.078

Note. Multivariate F ratios were generated from Wilk’s Lamba. IGO = intrinsic goal orientation; EGO = extrinsic goal
orientation; COL = control of learning; SEF = self-efficacy for learning and performance; TAX = test anxiety; TVA = task
value.
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Do students who receive problem-based learning in an online course
experience different levels of cognitive load than students who receive
problem-based learning in a face-to-face course?
All assumptions for the mixed analysis of variance were met. There were
no univariate outliers, as assessed by boxplot inspection for values greater than
1.5 box-lengths from the edge of the box (Tukey, 1977). The assumption of
normal distribution was satisfied, as measured by Shapiro-Wilk’s test (p > .05). A
Levene’s Test of Homogeneity of Variance revealed that the assumption of
homogeneity of variance was met (p > .05). The assumption of homogeneity of
covariances was met, as assessed by Box’s test of equality of covariance
matrices (p = .105). Mauchly’s Test of Sphericity indicated the assumption of
sphericity had been violated X2(5) = 20.064, p = .001. A Greenhouse-Geisser
correction was applied to satisfy the assumption of sphericity (p = .962).
A mixed-model analysis of variance test was performed to determine
whether the self-reported cognitive load of students who received problem-based
learning in an online course differed from students who received problem-based
learning in a face-to-face. Cognitive load scores for weeks 1 through 4 were the
within-subjects variables with time as the within-subjects factor name. The
between-subjects factor was problem-based learning environment. A 4 (Time) x
2 (Problem-based learning environment) mixed-model ANOVA with overall
scores revealed no statistically significant interaction between the intervention
and time on cognitive load, F (3,114) = .063, p = .979, partial η2 = .002. The main
effect of time showed no statistically significant difference in cognitive load, F
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(3,114) = .063, p = .979, partial η2 = .002. This finding indicated that there was no
difference in cognitive load regardless of the intervention group. The main effect
of group showed no statistically significant difference in cognitive load between
intervention groups, F (1, 38) = .073, p = .789, partial η2 = .002. This finding
indicated that there was no statistically significant difference in cognitive load
between the different intervention groups. Therefore, the hypothesis for
Research Question 3 was not confirmed. The findings on the dependent variable
are consistent with a significant disordinal interaction, as shown in Figure 1.

Figure 1. Level of cognitive load for online and face-to-face groups after each of
four weeks. The figure shows a significant disordinal interaction.
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Group means and standard deviations for four measures of cognitive load
are shown in Table 14.

Table 14
Group Mean Scores and Standard Deviations for Measures of Cognitive Load
Group

Week
1

F2F
M
SD
6.75 1.21

Online _
M
SD
6.80 1.15

2

6.65

1.14

6.80

1.24

3

6.85

1.14

6.80

1.20

4

6.75

1.25

6.85

1.14

Is there a relationship between students’ self-reported use of learning
strategies (i. e., cognitive, metacognitive, and resource management
strategies) and students’ self-reported cognitive load?
A multiple regression analysis was conducted to determine whether
cognitive load was influenced by student use of self-regulated learning strategies.
A Durbin-Watson statistic of 1.770 indicated that the residuals were sufficiently
independent. The assumption of linearity was met, as assessed by scatterplot.
An analysis of a scatterplot of residuals for all values of the predicted dependent
variable indicated that the assumption of homoscedasticity was met. A histogram
of the residuals indicated that the residuals were normally distributed. The
assumptions for independence of errors and unusual points were also met. The
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variance inflation factor (VIF) measures indicated that multicollinearity was not a
problem as none of the VIF exceeded 10. VIF measures as high as 10 have
been considered acceptable (Hair, Anderson, Tatham, & Black, 1995; Marquardt,
1970; Neter, Wasserman, & Kutner, 1989). Scores on the dependent variables
were averaged to resolve a problem with serial correlation. Pearson correlations
for all pairs of the dependent and independent variables are presented in Table
15.

Table 15
Pearson Correlations for Relation of Self-regulated Learning Strategy Use and
Cognitive Load
Measure

CL

1. REH

.212

2. ELA

.088

3. ORG

.145

4. CTK

.015

5. MSR

.048

6. TSE

.081

7. ERE

-.032

8. PLN

.617*

9. HSK

.525*

Note. N = 40; * p < .05; REH = rehearsal; ELA = elaboration; ORG =
organization; MSR = metacognitive self-regulation; TSE = time and study
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environment; ERE = effort regulation; PLN = peer learning; HSK = help seeking;
CTK = critical thinking; CL = cognitive load.

The nine independent variables, which are rehearsal, organization,
elaboration, critical thinking, metacognitive self-regulation, effort regulation, peer
learning, help seeking, and time and study environment, were entered
simultaneously into the regression equation. An overall score for cognitive load
represented the dependent variable. The results indicated that the independent
variables did not explain the variance in the overall cognitive load score. Student
use of the learning strategies rehearsal, organization, elaboration, critical
thinking, peer learning, effort regulation, metacognitive self-regulation, help
seeking, and time and study environment did not statistically significantly predict
cognitive load, F(9, 30) = .962, p = .489, R2 = .473. Therefore, the hypothesis for
Research Question 4 was confirmed. Regression coefficients and standard
errors can be found in Table 16.
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Table 16
Multiple Regression Analysis for Cognitive Load and Learning Strategy Use
Variable

B

SEB

ß

t

p

Intercept

-.012 4.42

Rehearsal

4.05 1.84

1.04

Organization

-.165 1.69

-.040 -.098 .923

Elaboration

-1.14 1.98

-.275 -.574 .570

Critical thinking

-1.38 1.20

-.342 -1.15 .258

Peer learning

-.146 .896

-.041 -.163 .872

Help seeking

1.31 1.28

.285

Effort regulation

-1.97 1.44

-.463 -1.37 .180

Metacognitive self-regulation

-.289 1.14

.081 -.248 .806

Time and study environment

.075 1.44

.016

-.003 .998
2.20 .036

1.03 .312

.052 .959

Note. B = unstandardized regression coefficient; SEB = Standard error of the
coefficient; ß = standardized coefficient; p < .05.

Is there a relationship between students’ self-reported learning motivation
and students’ self-reported cognitive load?
A multiple regression analysis was conducted to determine whether
cognitive load was influenced by students’ learning motivation. A Durbin-Watson
statistic of 1.755 indicated that the residuals were sufficiently independent. The
assumption of linearity was met, as assessed by scatterplot. An analysis of a
scatterplot of residuals for all values of the predicted dependent variable
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indicated that the assumption of homoscedasticity was met. A histogram of the
residuals indicated that the residuals were normally distributed. The assumptions
for independence of errors and unusual points were also met. The variance
inflation factor (VIF) measures indicated that multicollinearity was not a problem
as none of the VIF measures exceeded 10. VIF measures as high as 10 have
been considered acceptable (Hair et al., 1995; Marquardt, 1970; Neter et al.,
1989). Scores on the dependent variables were averaged to resolve a problem
with serial correlation. Pearson correlations for all pairs of the dependent and
independent variables are presented in Table 17.

Table 17
Pearson Correlations for Relation of Motivation and Cognitive Load
Measure

CL

1. IGO

.152

2. EGO

.106

3. COL

.098

4. SEFF

.077

5. TAX

.104

6. TVA

.023

Note. N = 40; * p < .05; IGO = intrinsic goal orientation; EGO = extrinsic goal
orientation; COL = control of learning; SEFF = self-efficacy for learning and
performance; TAX = test anxiety; TVA = task value; CL = cognitive load.
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The six independent variables, which are intrinsic goal orientation,
extrinsic goal orientation, test anxiety, task value, control of learning beliefs, and
self-efficacy for learning and performance, were entered simultaneously into the
regression equation. An overall score for cognitive load represented the
dependent variable. The results indicated that the independent variables did not
explain the variance in the overall cognitive load score. Students’ learning
motivation components (i.e., intrinsic goal orientation, extrinsic goal orientation,
test anxiety, task value, control of learning beliefs, and self-efficacy for learning
and performance ) did not statistically significantly predict cognitive load, F(6, 33)
= .430, p = .853, R2 = .073. Therefore, the hypothesis for Research Question 5
was confirmed. Regression coefficients and standard errors can be found in
Table 18.
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Table 18
Multiple Regression Analysis for Cognitive Load and Learning Motivation
Variable

B

SEB

ß

t

p

Intercept

-3.60 4.30

Intrinsic goal orientation

1.03 1.42

.252

Extrinsic goal orientation

-.322 1.32

-.086 -.244 .809

Control of learning

1.19 1.30

.305

.916 .367

and performance

1.02 2.01

.220

.508 .615

Test anxiety

.448 1.78

.107

.253 .802

Task value

-2.34 1.87

-.652 -1.25 .221

-.838 .408
.720 .477

Self-efficacy for learning

Note. B = unstandardized regression coefficient; SEB = Standard error of the
coefficient; ß = standardized coefficient.

Summary
The results of the present study revealed that students who received
problem-based learning in an online course used different learning strategies
than students who received problem-based learning in a face-to-face course.
Student motivation for self-regulated learning was not significantly impacted by
the learning environment. This assertion was equally true for students’ selfreported cognitive load. Neither student use of self-regulated learning strategies
nor learning motivation for the self-regulation of learning predicted cognitive load.
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Chapter 5
Findings, Conclusions, and Implications
This chapter provides a discussion of the findings of the present study.
The findings of the study are presented first to provide a discussion of the
findings in the context of the research hypotheses. Conclusions of the study are
presented after the findings to discuss the findings in the context of the
established literature. Implications of the study follow the conclusions of the study
to describe how the study contributes to existing theory. The chapter concludes
with recommendations for future research.
Findings
The significant multivariate effect that was observed for Research
Question 1 indicated that the hypothesis for Research Question 1 was confirmed.
This observation suggested that students who received problem-based learning
in an online course differed from students who received problem-based learning
in a face-to-face course with respect to the linear combination of variables that
pertained to learning strategy use. A comparison of the mean vectors for both
groups indicated that students who received problem-based learning in a face-toface course used more self-regulated learning strategies than students who
received problem-based learning in an online course. Therefore, the linear
combination of variables that pertained to student use of self-regulated learning
strategies suggested that student use of self-regulated learning strategies was
not comparable between students who received in an online course and their
face-to-face counterparts.
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Univariate analysis of variance tests revealed that the learning
environment did not have the same effect on all variables that pertained to
student use of self-regulated learning strategies. Eight of nine variables were
observed to show higher means for students who received problem-based
learning in a face-to-face course. These variables included rehearsal,
elaboration, critical thinking, metacognitive self-regulation, peer learning, help
seeking, effort regulation, and time and study environment. Students who
received problem-based learning in the online course used more organization
strategies. A univariate analysis of variance revealed that metacognitive selfregulation was the primary contributor to the observed multivariate effect.
Students who received problem-based learning in a face-to-face course were
found to use more learning strategies that pertained to metacognitive selfregulation than students who received problem-based learning in a face-to-face
course.
A multivariate effect was observed for Research Question 2. This effect
approached significance but was not shown to be statistically significant. Thus,
the hypothesis for Research Question 2 was not confirmed. One indication of this
observation was that students who received problem-based learning in an online
course did not differ from students who received problem-based learning in a
face-to-face course with respect to the linear combination of variables that
pertained to learning motivation. A comparison of the mean vectors for both
groups indicated that students who received problem-based learning in a face-toface course did not differ from students who received problem-based learning in
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an online course with respect to learning motivation. All six variables for learning
motivation were observed to show higher means for students who received
problem-based learning in a face-to-face course. These variables included
intrinsic goal orientation, extrinsic goal orientation, task value, test anxiety,
control of learning beliefs, and self-efficacy for learning and performance. A
univariate analysis of variance revealed that nearly significant multivariate effect
was largely driven by the task value variable, which was also approaching
significance. Multivariate differences contributed by the task value variable were
not statistically significant. Therefore, the linear combination of variables that
pertained to students’ learning motivation suggested that students’ learning
motivation was comparable between students who received in an online course
and their face-to-face counterparts.
The present study did not confirm Research Hypothesis 3. A statistical
analysis of the data indicated that cognitive load was slightly high for students
who received problem-based learning in both online and face-to-face courses.
No differences in cognitive load were observed between the two groups.
Therefore, students who received problem-based learning in the online course
did not experience a statistically different level of cognitive load than students
who received problem-based learning in a face-to-face course.
A statistical analysis of the data for Research Question 4 did not confirm a
relationship between students’ level of cognitive load and students’ use of selfregulated strategies. Student use of self-regulated learning strategies did not
predict cognitive load. Thus, Research Hypothesis 4 was confirmed.
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The statistical analysis of the data for Research Question 5 did not confirm
a relationship between students’ learning motivation and students’ level of
cognitive load. Students’ learning motivation did not predict cognitive load.
Therefore, Research Hypothesis 5 was confirmed.
Conclusions
An examination of Research Question 1 revealed that students who
received problem-based learning in an online course did not use self-regulated
learning strategies in a manner comparable to students who received problembased learning in a face-to-face course. The primary contributor to this difference
was the variable metacognitive strategy use. This finding seems reasonable in
light of findings in computer-supported collaborative learning literature, which
indicates a lack of student participation in the coregulation of learning (Ochoa &
Robinson, 2005; Rose, 2004). One implication of this literature is that students
who receive problem-based learning in an online course would not be expected
to use metacognitive strategies as effectively as their face-to-face counterparts
as students who receive problem-based learning in an online course are typically
inclined to concede to minority opinions with little cognitive dissonance or
contribution (Ochoa & Robinson, 2005). Hung and Crooks (2008) offered an
explanation for this behavior, reporting that college students regarded online
connections to collaborative group members as superfluous, inconvenient, and
unsupportive of their learning process. This attitude would be expected to impact
students’ motivation to regulate learning.
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Furthermore, students who received problem-based learning in an online
course did not exhibit different learning motivation than students who received
problem-based learning in a face-to-face course. Both groups of graduate
students exhibited high learning motivation, as determined by the Motivated
Strategies for Learning Questionnaire (Pintrich et al., 1991). This finding is
consistent with Hung et al. (2010), who reported students’ level of education
influenced students’ learning motivation. On the other hand, the finding that the
learning environment had no differential effect on students’ learning motivation
departs from existing literature that suggests that students’ learning motivation is
influenced by the learning environment (Bolliger, Supanakorn, & Boggs, 2010).
Moreover, students who received problem-based learning in an online
course not only exhibited learning motivation comparable to their face-to-face
counterparts but also experienced a comparable level of cognitive load in
comparison to their face-to-face counterparts. Students in both groups
experienced an excessive level of cognitive load. This observation is consistent
with past research, which has shown that cognitive load is typically high for
students who receive any form of problem-based learning (Ruiz-Gallardo et al.,
2011; Yuan et al., 2011). The observation of comparable cognitive load among
students in online and face-to-face problem-based learning courses is not
consistent with past research that suggests that students who receive instruction
in online courses experience a different level of cognitive burden than students
who receive traditional classroom instruction (Amadieu et al., 2009; Bannert,
2004; Schnotz & Heiss, 2009). It cannot be determined from the present study
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whether excessive cognitive load is the result of instruction or the learning
environment but high cognitive load among students who receive problem-based
learning is in line with the established literature.
In addition, there was no significant relationship between students’ selfreported use of self-regulated learning strategies and students’ self-reported
cognitive load. This finding was inconsistent with the finding by Broyles et al.
(2011), who indicated that high levels of cognitive load resulted in student use of
fewer critical thinking strategies. The finding that there was no relationship
between students’ self-reported use of self-regulated learning strategies and
students’ self-reported cognitive load also departed from the finding by Myhill and
Jones (2009), who indicated that primary students’ use of an oral rehearsal
strategy reduced their level of cognitive load. Conversely, the finding of no
significant relationship was consistent with the research hypothesis, which was
largely predicated on the role of the learning environment on cognitive load.
Therefore, the hypothesis of no relation between students’ self-reported use of
self-regulated learning strategies and students’ self-reported cognitive load was
confirmed.
Furthermore, there was no significant relationship between students’
learning motivation and students’ reported level of cognitive load. The high level
of cognitive load observed among students in both problem-based learning
groups was not explained by students’ learning motivation. This observation
indicated that the high level of cognitive load observed among students in both
problem-based learning groups must be explained by variables not included in
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the prediction model used in the present study. Research by Amadieu et al.
(2009) indicated that such a prediction model should account for the influence of
prior domain knowledge on students’ self-reported cognitive load. A study by
Bannert (2004) suggested that the prediction model should give consideration to
the learning environment in which students’ self-regulation of learning occurs.
Therefore, the hypothesis confirmation of no relation between students’ selfreported cognitive load and learning motivation likely attributed to variables not
examined in the current study.
Implications for Practice
Results of the present study indicated that there is a disparity in
metacognitive strategy use between students who receive problem-based
learning in online and face-to-face courses. Students who received problembased learning in an online course were less likely to use metacognitive
strategies to regulate learning than their face-to-face counterparts. This finding
seems to indicate that there was a lack of support for metacognitive strategy use
in the online course. Past research has shown that students’ metacognitive
strategy use is improved by the tools used to support learning in an online course
(Dabbagh & Kitsantas, 2005). This finding is consistent with Kramarski and
Mizrachi (2006), who reported that discussion forums with metacognitive
guidance helped students in online courses surmount difficulties associated with
the metacognitive tasks of goal setting, planning, self-monitoring, and evaluation.
Thus, students need support for metacognitive self-regulation when problembased learning is implemented in an online course.
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A second implication of the results of the present study is that efforts
should be made to reduce cognitive load when problem-based learning is
implemented in online and face-to-face courses. While the influence of cognitive
load on students’ self-regulation of learning was not assessed in the present
study, the level of cognitive load was determined to be excessive, as defined by
Paas (1992). Morozov (2007) has shown that the high cognitive load that
students experienced could be reduced through the use of a comprehensive
hierarchical map to help students navigate the learning material. Research by
Schnotz and Heiss (2009) has suggested that cognitive load could be reduced
through the use of semantic scaffolds. A study by Cheon and Grant (2012) has
shown that cognitive load could be reduced through the use of a metaphorical
interface, which contributes to schema automation and construction. Therefore,
the high level of cognitive load experienced by students in the present study
should be addressed through instructional design of the learning environment.
Future Research
The present study showed that students who received problem-based
learning in an online course exhibited statistically significant differences from
students who received problem-based learning in a face-to-face course with
respect student use of self-regulated learning strategies. It was found that group
differences in metacognitive self-regulation contributed to a multivariate main
effect. The limited use of metacognitive strategies by students who received
problem-based learning in an online course indicated that students who receive

115

problem-based learning in an online course needed support for metacognitive
strategy use.
A study by Azevedo et al. (2005) revealed that adolescents who received
adaptive human scaffolding used more metacognitive strategies in the regulation
of their learning process. This form of scaffolding has been consistently shown to
support metacognitive monitoring through the capacity of human tutors to
continuously monitor learning progress, diagnose students’ emerging
understanding, and provide students’ timely scaffolding (Aleven & Koedinger,
2002). Thus, research on human adaptive scaffolding in online and face-to-face
problem-based learning courses might determine whether human adaptive
scaffolding eliminates the disparity in metacognitive strategy use between
students who receive problem-based learning in an online course and students
who receive problem-based learning in a face-to-face course.
Other forms of scaffolding might also eliminate the disparity in
metacognitive strategy use between students who receive problem-based
learning in an online course and their face-to-face counterparts. Van den Boom,
Paas, and Merrienboer (2004) reported that students who received reflection
prompts in tandem with tutor feedback demonstrated improved metacognitive
strategy use. Similar improvements in students’ metacognitive strategy use were
reported by Moos and Azevedo (2008) when students were afforded conceptual
scaffolding. Therefore, research on different types of scaffolding is needed to
determine how students who receive problem-based learning in an online course
are best supported in the regulation of learning.
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In addition, research on the use of learning diaries is recommended for
future studies that compare students’ self-regulation of learning in online and
face-to-face problem-based learning courses. Kuusela and Paul (2000) indicated
that diaries enable an examination of the nature of students’ thinking and
reasoning through retrospective verbal protocol analysis. Such analysis of diaries
allows researchers to capture students’ self-regulation of learning across a given
learning task through students’ generation of narrative content (Ericsson &
Simon, 1993). Capturing students’ self-regulation of learning across a particular
learning task through the use of learning diaries would likely detect changes in
self-regulated learning not apparent when self-regulated learning is reported via
self-report questionnaire.
Moreover, conducting the present study using learning diaries would
capture students’ self-regulation of learning and cognitive load around the
different phases of problem-based learning as opposed to the reporting phase of
problem-based learning. Schmitz and Wiese (2006) indicated that diaries
structured using a series of event questions captured students’ self-regulation of
learning before and after events. Such event questions would likely make it
possible to assess cognitive load and self-regulated learning at the different
stages of problem-based learning. The present study did not examine selfregulated learning and cognitive load with respect to the events of problembased learning. As such, the present study may not have fully accomplished its
intent. Thus, subsequent studies of this nature may be best conducted with a
focus on the events of problem-based learning.
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Summary
The present study investigated the effect of problem-based learning in an
online course on students’ self-regulation of learning. This investigation allowed
the researcher to determine whether students’ self-regulation of learning was
comparable among students who received problem-based learning in an online
course and students who received problem-based learning in a face-to-face
course. Making this determination was important as it demonstrated that
students’ ability to regulate their learning process was compromised across the
learning environments where problem-based learning was implemented. It was
found that the linear combination of the variables that pertained to self-regulated
learning strategies differed between students in online and face-to-face courses.
Univariate analysis of variance revealed that students in the control and
experimental groups did not differ with respect to their use of the learning
strategies rehearsal, organization, elaboration, critical thinking, peer learning,
effort regulation, help seeking, and time and study environment. Such was not
the case with regard to student use of the learning strategy metacognitive selfregulation. It was found that students who received problem-based learning in an
online course used fewer metacognitive strategies than students who received
problem-based learning in a face-to-face course. Electronic forms of scaffolding
were recommended to eliminate this disparity between the students in online and
face-to-face courses where problem-based learning is implemented.
Moreover, students’ learning motivation was also determined to be
comparable for students who received problem-based learning in online and
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face-to-face courses. The finding that the learning environment did not influence
students’ learning motivation was a departure from past literature. On the other
hand, this finding is encouraging for practitioners who wish to implement
problem-based learning in an online course.
The finding that cognitive load did not differ for students in online and
face-to-face courses is also encouraging. It was expected that students in both
courses would experience a high level of cognitive load as a high workload is
typically experienced by students who receive problem-based learning. The
learning environment, surprisingly, did not appear to cause a concern with regard
to cognitive load. It was recommended that scaffolding be used to reduce the
cognitive load that students experience when problem-based learning is
implemented in both online and face-to-face courses.
Moreover, the present study found that there was no significant
relationship between students’ use of self-regulated learning strategies and
students’ level of cognitive load. None of the nine learning strategies that
comprise self-regulated learning predicted cognitive load. This finding might have
suggested that cognitive load is predicted by the learning environment.
Another finding of the present study was that there was no significant
relationship between students’ learning motivation and students’ self-reported
cognitive load. The six motivation components that comprise self-regulated
learning did not influence students’ level of cognitive load. This finding, like the
observation of no relation between students’ level of cognitive load and students’
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use of self-regulated learning strategies, might have suggested that cognitive
load was predicted by the learning environment.
In conclusion, no account was given to explicate the high level of cognitive
load observed in students in online and face-to-face courses. The inability to
account for the high level of cognitive load observed in students suggested that
the prediction model for examining the relationship between cognitive load and
self-regulated learning may have been incomplete. All variables that contribute to
cognitive load must be considered in the prediction model if the relationship
between cognitive load and self-regulated learning is to be understood in the
context of problem-based learning.
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Appendix A
Maastricht Seven-Step Model
1. Clarifying the text and explaining unclear terms and concepts
2. Defining the key problem
3. Analyzing the problem and suggesting possible solutions
4. Elaborating, testing, reviewing, and refining
5. Formulating learning objectives
6. Self-study
7. Integrating and testing new information
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Appendix B
MSLQ Motivation Scales
Value Components
Intrinsic Goal Orientation
1. In a class like this, I prefer course material that really challenges me so I can
learn new things.
16. In a class like this, I prefer course material that arouses my curiosity, even if it
is difficult to learn.
22. The most satisfying thing for me in this course is trying to understand the
content as thoroughly as possible.
24. When I have the opportunity in this class, I choose course assignments that I
can learn from even if they don’t
guarantee a good grade.
Extrinsic Goal Orientation
7. Getting a good grade in this class is the most satisfying thing for me right now.
11. The most important thing for me right now is improving my overall grade point
average, so my main concern in
this class is getting a good grade.
13. If I can, I want to get better grades in this class than most of the other
students.
30. I want to do well in this class because it is important to show my ability to my
family, friends, employer, or
others.
Task Value
4. I think I will be able to use what I learn in this course in other courses.
10. It is important for me to learn the course material in this class.
17. I am very interested in the content area of this course.
23. I think the course material in this class is useful for me to learn.
26. I like the subject matter of this course.
27. Understanding the subject matter of this course is very important to me.
Expectancy Components
Control of Learning Beliefs
2. If I study in appropriate ways, then I will be able to learn the course material in
this course.
9. It is my own fault if I don’t learn the material in this course.
18. If I try hard enough, then I will understand the course material.
25. If I don’t understand the course material, it is because I didn’t try hard
enough.
Self-Efficacy for Learning and Performance
5. I believe I will receive an excellent grade in this class.
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6. I’m certain I can understand the most difficult course material presented in the
readings for this course.
12. I’m confident I can understand the basic concepts taught in this course.
15. I’m confident I can understand the most complex material presented by the
instructor in this course.
20. I’m confident I can do an excellent job on the assignments and tests in this
course.
21. I expect to do well in this class.
29.I’m certain I can master the skills being taught in this class.
31. Considering the difficulty of this course, the teacher, and my skills, I think I
will do well in this class.
Affective Components
Test Anxiety
3. When I take a test I think about how poorly I am doing compared with other
students.
8. When I take a test I think about items on other parts of the test I can’t answer.
14. When I take tests I think if the consequences of failing.
19. I have an uneasy, upset feeling when I take an exam.
28. I feel my heart beating fast when I take an exam.
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Appendix C
MSLQ Learning Strategies Scales
Cognitive and Metacognitive Strategies
Rehearsal
39. When I study for this class, I practice saying the material to myself over and
over.
46. When studying for this class, I read my class notes and the course readings
over and over again.
59. I memorize key words to remind me of important concepts in this class.
72. I make lists of important terms for this course and memorize the lists.
Elaboration
53. When I study for this class, I pull together information from different sources,
such as lectures, readings, and discussions.
62. I try to relate ideas in this subject to those in other courses whenever
possible.
64. When reading for this class, I try to relate the material to what I already know.
67. When I study for this course, I write brief summaries of the main ideas from
the readings and the concepts from the lectures.
69. I try to understand the material in this class by making connections between
the readings and the concepts from the lectures.
81. I try to apply ideas from course readings in other class activities such as
lecture and discussion.
Organization
32. When I study the readings for this course, I outline the material to help me
organize my thoughts.
42. When I study for this course, I go through the readings and my class notes
and try to find the most important ideas.
49. I make simple charts, diagrams, or tables to help me organize course
material.
63. When I study for this course, I go over my class notes and make an outline of
important concepts.
Critical Thinking
38. I often find myself questioning things I hear or read in this course to decide if I
find them convincing.
47. When a theory, interpretation, or conclusion is presented in class or in the
readings, I try to decide if there is good supporting evidence.
51. I treat the course material as a starting point and try to develop my own ideas
about it.
66. I try to play around with ideas of my own related to what I am learning in this
course.
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71. Whenever I read or hear an assertion or conclusion in this class, I think about
possible alternatives.
Metacognitive Self-Regulation
33. During class time I often miss important points because I am thinking of other
things. (REVERSED)
36. When reading for this course, I make up questions to help focus my reading.
41. When I become confused about something I’m reading for this class, I go
back and try to figure it out.
44. If course materials are difficult to understand, I change the way I read the
material.
54. Before I study new course material thoroughly, I often skim it to see how it is
organized.
55. I ask myself questions to make sure I understand the material I have been
studying in this class.
56. I try to change the way I study in order to fit the course requirements and
instructor’s teaching style.
57. I often find that I have been reading for class but don’t know what it was all
about. (REVERSED)
61. I try to think through a topic and decide what I am supposed to learn from it
rather than just reading it over when studying.
76. When studying for this course I try to determine which concepts I don’t
understand well.
78. When I study for this class, I set goals for myself in order to direct my
activities in each study period.
79. If I get confused taking notes in class, I make sure I sort it out afterwards.
Resource Management Strategies
Time and Study Environment
35. I usually study in a place where I can concentrate on my course work.
43. I make good use of my study time for this course.
52. I find it hard to stick to a study schedule. (REVERSED)
65. I have a regular place set aside for studying.
70. I make sure I keep up with the weekly readings and assignments for this
course.
73. I attend class regularly.
77. I often find that I don’t spend very much time on this course because of other
activities. (REVERSED)
80. I rarely find time to review my notes or readings before an exam.
(REVERSED)
Effort Regulation
37. I often feel so lazy or bored when I study for this class that I quit before I
finish what I planned to do. (REVERSED)
48. I work hard to do well in this class even if I don’t like what we are doing.

154

60. When course work is difficult, I give up or only study the easy parts.
(REVERSED)
74. Even when the course materials are dull and uninteresting, I manage to keep
working until I finish.
Peer Learning
34. When studying for this course, I often try to explain the material to a
classmate or a friend.
45. I try to work with other students from this class to complete the course
assignments.
50. When studying for this course, I often set aside time to discuss the course
material with a group of students from the class.
Help Seeking
40. Even if I have trouble learning the material for this class, I try to do the work
on my own, without help from anyone. (REVERSED)
58. I ask the instructor to clarify concepts I don’t understand well.
68. When I can’t understand the material in this course, I ask another student in
this class for help.
75. I try to identify students in this class whom I can ask for help if necessary.
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Appendix D
Mental Effort Rating Scale
I would characterize my mental effort in studying or solving problems for the
preceding lesson as:
3

4

5

6

7

8

9

Very, very high mental effort

2

Very, very low mental effort

1

Adapted from Paas (1994).

156

