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CONVERGENCE & RATES FOR
HAMILTON-JACOBI EQUATIONS ON NETWORKS
PETER S. MORFE
Abstract. We obtain rates of convergence for two approximation schemes of time-
independent and time-dependent Hamilton-Jacobi equations on networks with Kir-
choff junction conditions. We analyze the vanishing viscosity limit and monotone
finite-difference schemes. Following recent work of Lions and Souganidis, we im-
pose no convexity assumptions on the Hamiltonians. For stationary Hamilton-
Jacobi equations, we obtain the optimal ǫ
1
2 rate, while we obtain an ǫ
1
6 rate for
approximations of the Cauchy problem. In addition, we present a number of new
techniques of independent interest, including a simplified comparison proof for the
Cauchy problem and an equivalent definition of the Kirchoff junction condition.
1. Introduction
The goal of the present paper is to study rates of convergence for approximations
of Hamilton-Jacobi equations on networks subject to Kirchoff junction conditions.
Given K copies {I1, . . . , IK} of the interval (−∞, 0), we define a network as the
disjoint union
⋃K
i=1 Ii glued at zero. The equations of interest to us are the stationary
equation
(1) u+Hi(x, uxi) = 0 in Ii,
K∑
i=1
uxi = B on {0},
and the Cauchy problem
(2)


ut +Hi(t, x, uxi) = 0 in Ii × (0, T ),∑K
i=1 uxi = B on {0} × (0, T ),
u(·, 0) = u0 on
⋃K
i=1 Ii,
where the equations are understood in the viscosity sense (cf. [LS1, LS2]) and B ∈ R
is a constant.
We study two approximations of (1) and (2), namely the vanishing viscosity limit
and the finite-difference approximation, and prove that they converge with algebraic
rates.
The vanishing viscosity approximation of (1) and (2) are given by, respectively,
(3) uǫ − ǫuǫxixi +Hi(x, uxi) = 0 in Ii,
K∑
i=1
uxi = B on {0},
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and
(4)


uǫt − ǫuǫxixi +Hi(t, x, uǫxi) = 0 in Ii × (0, T ),∑K
i=1 u
ǫ
xi
= B on {0} × (0, T ),
uǫ(·, 0) = u0 on
⋃K
i=1 Ii.
In the Euclidean setting, it is well known that, as ǫ→ 0+, uǫ → u uniformly with an
error that is on the order of ǫ
1
2 (cf. [CL]).
For the Kirchoff junction problems (3) and (4), we establish the following two
results:
Theorem 1. If the Hamiltonians H1, . . . , HK satisfy (7), (8), (9), and (10), there is
a constant C > 0 such that, if u and uǫ denote the unique viscosity solutions of (1)
and (3) respectively, then
sup |uǫ − u| ≤ Cǫ 12 .
Theorem 2. Assume (7), (8), (9), and (11) and ǫ ∈ (0, 1). Then there is a constant
C > 0 such that, if u and uǫ denote the unique viscosity solutions of (2) and (3)
respectively, then
sup |uǫ − u| ≤ Cǫ 16 .
We also consider finite-difference schemes that approximate equations (1) and (2).
We discretize the junction by gluing together K discretized edges J1, . . . , JK at spatial
scale ∆x, and we discretize time similarly. The finite-difference schemes considered
in this paper take the form:
(5)
{
U + Fi(D
+U,D−U) = 0 in Ji \ {0}
U(0) = 1
K
∑K
i=1 U(1i)
and
(6)
{
DtU + Fi(D
+U,D−U) = 0 in (Ji \ {0})× {1, . . . , N}
U(0, ·) = 1
K
∑K
i=1 U(1i, ·) on {1, 2, . . . , N}.
Here Fi is an operator that approximates the Hamiltonians and the points 1i are the
nearest neighbors of 0 in each edge Ji. Precise definitions of the difference quotient
operators Dt, D
+, D− are given below. Error analysis of finite-difference schemes for
Hamilton-Jacobi equations goes back to [CL], where an estimate on the order of ∆x
1
2
was obtained.
In what follows ud denotes the restriction of u to the numerical grid. As in the
vanishing viscosity case, we obtain the following two results:
Theorem 3. Assume (7), (8), (9), (10), (20), (24), (25), and (26). If u is the unique
viscosity solution of (1) and U is the unique bounded solution of (5), then there is a
constant C > 0 such that
sup |U − ud| ≤ C∆x 12 .
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Theorem 4. Assume (7), (8), (9), (11), (20), (24), (25), and (41). If u is the unique
viscosity solution of (1) and U is the unique solution of (6), then there are constants
C > 0 and δ > 0 such that, if ∆x < δ, then
sup |U − ud| ≤ C∆x 16 .
The error analysis of approximations of (1) relies on an insight from [LS1]. Specifi-
cally, if u is a function on [−1, 0], u′(0) exists, θ, δ > 0 are parameters, and y ∈ [−1, 0],
then the function
x 7→ u(x)− (x− y)
2
2θ
− (u′(0) + δ)(x− y)
cannot attain its maximum at 0. This enables us to double variables when studying
approximation schemes. For example, in the vanishing viscosity case, we double
variables by studying maxima of the function
Φi,δ(x, y) = u
ǫ(x)− u(y)− (x− y)
2
2
√
ǫ
− (uǫxi(0) + δ)(x− y).
If (xi(δ), yi(δ)) maximizes Φi,δ, then xi(δ) < 0 so we can appeal to the equation solved
by uǫ. The only difficulty therefore occurs if yi(δ) = 0 independently of i. However,
since the flux
∑K
i=1
(
uǫxi(0) + δ +
xi(δ)√
ǫ
)
is only as large as Kδ, we can appeal to a
continuity property of the junction condition to find that
u(yj(δ)) +Hj
(
xj(δ)√
ǫ
+ uǫxj(0) + δ
)
≤ ω(Kδ),
where ω is the modulus of continuity of H . Combining this with the equation solved
by uǫ at xj(δ) and sending δ → 0+, we can show that uǫ − u is small in Ij . Finally,
using the fact that the behavior of the solutions in distinct edges is coupled through
the junction, we show that uǫ − u is small in the entire network.
Our error analysis of approximations of the Cauchy problem (2) is significantly more
complicated. This reflects the fact that the proof of the comparison principle for (2)
is much more delicate than that of (1). The major steps in the comparison proof
presented in [LS2] are the use of sup- and inf-convolutions in time and the reduction
to a stationary equation with a Kirchoff junction condition. In order to quantify this
proof, it is first necessary to find a way around the blow-up argument that was used in
[LS2] to eliminate the time variable. We show below that it is actually unnecessary to
employ blow-ups. However, the proof still relies on the continuity of sub-differentials
of convex functions, and the modulus of continuity of the sub-differential is the main
contributor to the error in our analysis. The fact of the matter is we do not know
how to establish comparison for (2) without reducing it to a stationary equation like
(1). At this time, it’s not clear to us that better estimates can be obtained without
first finding a proof that takes full advantage of the time dependence.
1.1. Assumptions. Regarding the Hamiltonians, we assume that, for each i ∈ {1, 2, . . . , K}
and R > 0,
(7) Hi : [0, T ]× Ii × B(0, R)→ R is uniformly Lipschitz continuous,
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and
(8) lim
|p|→∞
Hi(t, x, p) =∞ uniformly with respect to (x, t).
Additionally, we assume that, for each R > 0, there is a CR > 0 such that
(9) |Hi(t, x, p)−Hi(s, y, p)| ≤ CR(1 + |p|)(|x− y|+ |t− s|) if |p| ≤ R.
Finally, in the study of (1), we assume that
(10) M := sup {|Hi(x, 0)| | x ∈ Ii, i ∈ {1, 2, . . . , K}} <∞.
Regarding the initial data in (2), we assume that
(11) u0 ∈ Lip
(
K⋃
i=1
Ii
)
.
In this note, for simplicity, we restrict our attention to bounded solutions of (1).
The new techniques presented here are fundamentally local and involve the behavior
of solutions close to the junction. Therefore, the results apply under more general
assumptions where the solutions of (1) grow at infinity at a suitable rate determined
by the Hamiltonians.
Similarly, we only restrict to unbounded edges so as to avoid addressing questions
related to boundary layers at the other ends. In fact, the techniques of this paper
carry over to the analysis of Hamilton-Jacobi equations on finite networks with a
combination of Kirchoff junction conditions, Dirichlet conditions, and (generalized)
Neumann conditions provided the solutions satisfy the Dirichlet boundary conditions
classically.
In what follows, we always assume that B = 0 in (1) and (2). However, the proofs
still work for arbitrary choices of B ∈ R.
Additionally, we will let L > 0 be a common Lipschitz constant of the solutions of
equations (1), (2) and their approximations. That the solutions of (1) and (2) and the
solutions of the viscous equations are uniformly Lipschitz independently of ǫ follows
from assumptions (8), (10), and (11). We prove that the finite-difference schemes
have uniformly Lipschitz solutions (with respect to all approximation parameters) in
Section 3.2 and Appendix C.
We note here that throughout the paper, unless stated otherwise, we work with
viscosity solutions. Hence we will not repeat this in each statement.
1.2. Previous Work. The well-posedness of (1) and (2) was recently established by
Lions and Souganidis in [LS1, LS2]. In addition to establishing comparison for these
equations for general (non-convex) Hamiltonians, they showed that HJ equations
with Kirchoff junction conditions include as a special case the so-called flux-limited
Hamilton-Jacobi equations introduced by Imbert and Monneau [IM] in the setting of
convex and quasi-convex Hamiltonians.
Error analysis of finite-difference schemes approximating flux-limited HJ equations
with quasi-convex Hamiltonians was already conducted by Guerand and Koumaiha
in [GK]. They obtained the optimal ǫ
1
2 rate when the equation is strictly flux-limited,
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and an ǫ
2
5 rate in general. Their approach relies heavily on a so-called vertex test
function, which is used in place of the traditional quadratic term in a variable dou-
bling argument. The test function is specifically adapted to the Hamiltonian and the
convexity of the latter is used in a fundamental way.
Finally, we note that there are similarities between the Kirchoff junction condition
and Neumann boundary conditions, and these similarities are exposed in the present
work. Most notably, we rely on a continuity property of the junction condition that
was first recognized by Lions in [L] in the context of HJ equations with Neumann
boundary conditions. We refer to Appendix A for this continuity property, which can
be phrased as an equivalent definition of the Kirchoff condition. In the setting of HJ
equations with Neumann boundary conditions, the point of view of Lions was used
by Rouy to obtain the ǫ
1
2 convergence rate for finite-difference schemes in [R]. This
initially inspired our idea to reformulate the Kirchoff condition.
1.3. Outline. Sections 2 and 4 are devoted to the proofs of Theorems 1 and 2 on
the vanishing viscosity approximation, while Sections 3 and 5 discuss Theorems 3
and 4 on finite-difference schemes. A simplified proof of comparison for the Cauchy
problem (2) is given in Section 4.2. The finite-difference schemes (5) and (6) are
introduced in Sections 3.1 and 5.1 respectively, while the details regarding their well-
posedness are established in Section 3.2 and Appendix C. A reformulation of the
Kirchoff junction condition that implies the continuity property alluded to in the
introduction is presented in Appendix A.
1.4. Notation and Conventions. For k ∈ {1, 2}, we denote by Ck∗ (∪Ii) the space
of test functions ϕ ∈ C(∪Ii) such that, for each i, ϕ restricts to a C1-function on Ii
and a Ck-function on Ii. In other words,
Ck∗ (∪Ii) = Ck(∪Ii) ∩ C1(I1) ∩ · · · ∩ C1(IK).
Note that if ϕ ∈ Ck∗ (∪Ii), then, in general, ϕxi(0−) 6= ϕxj (0−) if i 6= j. A prototypical
example is the function ϕ given by ϕ(x) = 2x in I1 and ϕ(x) = 0, otherwise.
Similarly, we denote by Ck,1∗ (∪Ii) the space of test functions ϕ ∈ C(∪Ii × [0, T ])
such that, for each x ∈ ⋃Ki=1 Ii, ϕ(x, ·) ∈ C1([0, T ]), and, for each t ∈ [0, T ], ϕ(·, t) ∈
Ck∗ ([0, T ]).
Given two functions f, g : (0,∞)→ (0,∞), we write f = o(g) if limǫ→0+ f(ǫ)g(ǫ) = 0.
We let d :
(⋃K
i=1 Ii
)2
→ [0,∞) be the metric on the network given by
d(x, y) =
{ |x− y|, x, y ∈ Ii for some i
|x|+ |y|, otherwise
Finally, we will frequently let C denote a positive constant whose exact value may
change from line to line.
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2. Time-Independent Problem: Vanishing Viscosity Limit
The error estimate for (1) is obtained by doubling variables and using a test function
that forces the variable associated with uǫ away from the junction. This approach
combined with an auxiliary lemma on the continuity of the junction condition suffices
to carry through a modified version of the classical proof.
2.1. Preliminaries. We begin by recalling the definition of viscosity solutions of (1)
from [LS1]. An upper (resp. lower) semi-continuous function u :
⋃K
i=1 Ii → R is called
a sub-solution (resp. super-solution) of (1) if for each ϕ ∈ C1∗ (∪Ii) and each local
maximum (resp. minimum) point x of u− ϕ, the following inequalities are satisfied:{
u(x) +Hi(x, ϕxi(x)) ≤ 0 if x ∈ Ii,
min
{∑K
i=1 ϕxi(0
−), u(0) + miniHi(0, ϕxi(0
−))
}
≤ 0 otherwise
(resp. {
u(x) +Hi(x, ϕxi(x)) ≥ 0 if x ∈ Ii,
max
{∑K
i=1 ϕxi(0
−), u(0) + maxiHi(0, ϕxi(0
−))
}
≥ 0 otherwise).
A continuous function on
⋃K
i=1 Ii is called a solution of (1) if it is both a sub- and
super-solution.
The existence and uniqueness of a solution u of (1) is established in [LS2]. Moreover,
for each ǫ > 0, (3) has a unique solution uǫ ∈ C2∗(∪Ii), and uǫ satisfies the Kirchoff
condition classically, that is,
(12)
K∑
i=1
uǫxi(0
−) = 0.
As we already mentioned in the introduction, both u and uǫ are uniformly Lipschitz
in
⋃K
i=1 Ii with a Lipschitz bound L that is independent of ǫ.
2.2. The proof of Theorem 1. In what follows, we will only prove sup(uǫ − u) ≤
Cǫ
1
2 . The lower bound follows similarly.
The following lemma, which reformulates the definition of (1), is instrumental in
the proof of Theorem 1. We present its proof in Appendix A.
Lemma 1. A function u ∈ C(∪Ii) solves (1) if and only if
u+Hi(uxi) = 0 in Ii
for each i,
(13) u(0) + min
i
min
θ∈[0,1]
Hi

0, uxi(0−) + θ
(
K∑
j=1
uxj(0
−)
)− ≤ 0,
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and
(14) u(0) + max
i
max
θ∈[0,1]
Hi

0, uxi(0)− θ
(
K∑
j=1
uxj(0)
)+ ≥ 0.
It follows from the lemma that if u− ϕ has a maximum at 0 and∑Ki=1 ϕxi(0) ≤ δ,
then there is an index j such that
u(0) +Hj(0, ϕxj(0
−)) ≤ ω(δ),
where ω is a modulus of continuity for Hj in the δ-neighborhood of ϕxj (0
−). In this
sense, Lemma 1 is a continuity property of the junction condition.
In what follows, we would like to use a variable doubling approach by studying the
maximum (x¯i, y¯i) of the function Φi on Ii × Ii given by
Φi(x, y) = u
ǫ(x)− u(y)− (x− y)
2
2
√
ǫ
.
The goal is to write, as in the classical proof,
(15) uǫ(x¯i)−
√
ǫ+Hi
(
x¯i − y¯i
ǫ
)
≤ fi(x¯i),
and
(16) u(y¯i) +Hi
(
x¯i − y¯i
ǫ
)
≥ fi(y¯i).
However, there are three problems with this approach. First, uǫ may not satisfy (15)
if x¯i = 0. Secondly, the Kirchoff condition implies that if y¯i = 0 for each i, then (16)
may only hold for a subset of the indices i. As indicated in the introduction, the first
issue can be remedied by tilting the test function. Moreover, if x¯i < 0 independently
of i, then Lemma 1 implies there is a j such that (15) and (16) both approximately
hold with i = j, and, thus, we can estimate uǫ(x¯j)−u(y¯j). In other words, the second
issue is corrected if we not only guarantee that x¯i < 0 for some i, but even that x¯i < 0
for all i. Lemma 2 below accomplishes this. Finally, the third issue to address is the
unboundedness of the domain. Since we are working with infinite rays, the function
Φi may not attain its supremum. Therefore, as is customary in the theory of viscosity
solutions, we will add to it quadratic penalization terms.
Now that we have summarized the difficulties involved in analyzing the error near
the junction, we provide the details.
Henceforth we let Ci(δ) = u
ǫ
xi
(0)+δ, and, given δ, α ∈ (0, 1), define Φi,δ,α : Ii×Ii →
R by
Φi,δ,α(x, y) = u
ǫ(x)− u(y)− (x− y)
2
2
√
ǫ
− Ci(δ)(x− y)− α(x2 + y2).
The key lemma that allows us to control the behavior at the junction is stated next.
Lemma 2. If (xi(δ, α), yi(δ, α)) is a global maximum of Φi,δ,α, then xi(δ, α) < 0.
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Proof. Since x 7→ uǫ(x)− Φi,δ,α(x, yi(δ, α)) is maximized at xi(δ, α), we observe that
xi(δ)− yi(δ)√
ǫ
+ Ci(δ) + 2αxi(δ) ≤ uǫxi(xi(δ, α)).
Thus, the inequality −yi(δ)√
ǫ
+ Ci(δ) > u
ǫ
xi
(0) implies xi(δ, α) < 0. 
We are now in a position to complete the error estimate. Lemma 2 addresses the
problems mentioned earlier. Since xi(δ, α) < 0 independently of i, there is always an
i such that equations (15) and (16) hold with an error term introduced by Lemma
1. Note that the error term is small since
∑K
i=1Ci(δ) = Kδ follows from (12). The
remainder of the error estimate therefore follows from a combination of classical vis-
cosity arguments and new but elementary ideas.
Proof of Theorem 1. As before, for each index i, we let (xi(δ, α), yi(δ, α)) denote a
global maximum of Φi,δ,α, and we fix k ∈ {1, 2, . . . , K} such that
sup
{
uǫ(x)− u(x) | x ∈
K⋃
i=1
Ii
}
= sup
{
uǫ(x)− u(x) | x ∈ Ik
}
,
and begin by estimating |xi(δ, α)|, |yi(δ, α)|, and |xi(δ, α)− yi(δ, α)|.
Given i, α, δ, we can write Φi,δ,α(0, 0) ≤ Φi,δ,α(xi(δ, α), yi(δ, α)) and, thus, we obtain
α(xi(δ, α)
2 + yi(δ, α)
2) +
(xi(δ, α)− yi(δ, α))2
2
√
ǫ
≤ 4M + (L+ 1)|xi(δ, α)− yi(δ, α)|.
By Young’s inequality, this implies there is a C > 0 independent of (ǫ, α) such that
α(xi(δ, α)
2 + yi(δ, α)
2) +
(xi(δ, α)− yi(δ, α))2
2
√
ǫ
≤ C.
In particular, this shows xi(δ, α) is close to the junction if yi(δ, α) = 0 and, moreover,
uniformly with respect to ǫ,
α(|xi(δ, α)|+ |yi(δ, α)|)→ 0 as α→ 0+.
In view of Lemma 2, there are only two cases to consider, namely, (i) there is a j
such that yj(δ, α) < 0 as (δ, α) → 0 and (ii) yi(δ, α) = 0 independently of (i, α, δ).
Case (i) can be addressed using classical arguments with a minor twist. We postpone
it for now and consider instead case (ii).
As the estimates above show, in case (ii), xi(δ, α) remains bounded independently
of α, ǫ. Therefore, we can send α→ 0+ and appeal to compactness and the arguments
in Lemma 2 to find a limit xi(δ) < 0 such that (xi(δ), 0) maximizes the function
Φi,δ(x, y) = u
ǫ(x)− u(y)− (x− y)
2
2
√
ǫ
− Ci(δ)(x− y).
It remains to use the equations to bound uǫ(xi(δ)) − u(0). However, as already
remarked in the introduction, it may be necessary to transfer bounds obtained in one
edge of the network to the other edges. Thus, the proof proceeds in two steps.
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In the first step, we observe that since the function
y 7→ u(y)− uǫ(xi(δ)) + (y − xi(δ))
2
2ǫ
− Ci(δ)(y − xi(δ))
has a minimum at 0 independently of i, Lemma 1 implies that there is a j and a
θ ∈ [0, 1] such that
u(0) +Hj
(
xj(δ), Cj(δ) +
xj(δ)√
ǫ
− θF (δ)+
)
≥ 0,
where
F (δ) =
K∑
i=1
(
Ci(δ) +
xi(δ)√
ǫ
)
.
It follows from (12) that F (δ)+ < Kδ. Thus, since Cj(δ) +
xj(δ)√
ǫ
is bounded indepen-
dently of (j, δ, ǫ), we find a modulus ω such that
u(0) +Hj
(
xj(δ), Cj(δ) +
xj(δ)√
ǫ
)
≥ −ω(Kδ).
Putting this together with the equation solved by uǫ and appealing to (9), we get
(17) uǫ(xj(δ))− u(0) ≤
√
ǫ+ ω(Kδ) + C
(
|xj(δ)|+ |xj(δ)|
2
√
ǫ
)
.
In the second step of the proof, we use (17), which a priori only provides an error
estimate in Ij , to obtain a global error estimate. This can be done using the fact that
xj(δ) is close to zero and u is uniformly Lipschitz.
Note that we previously established that |xj(δ)| = O(ǫ 14 ). However, since u is
Lipschitz, the inequality Φj,δ(0, 0) ≤ Φj,δ(xj(δ), 0) implies |xj(δ)| = O(ǫ 12 ). Therefore,
we can improve (17) to
uǫ(0)− u(0) ≤ C√ǫ+ ω(Kδ).
Since 0 is in each edge of the network, the same reasoning yields
uǫ(xi(δ))− u(0) ≤ C
√
ǫ+ ω(Kδ) if i ∈ {1, 2, . . . , K}.
Finally, from the inequality Φi,δ(x, x) ≤ Φi,δ(xi(δ), 0), we obtain
uǫ(x)− u(x) ≤ C√ǫ+ ω(Kδ).
The proof of the upper bound in case (ii) thus follows by sending δ → 0+.
Finally, we address case (i), when there is a j such that yj(δ, α) < 0 for some se-
quence (δ, α)→ 0. If j = k, then the standard proof works here (cf. [CL]). Therefore,
it’s only necessary to analyze what happens when j 6= k. In particular, we can assume
yk(δ, α) = 0 for all (δ, α). As we already saw in case (ii) above, we can leverage the
local Lipschitz continuity of u to find |xk(δ, α)| = O(
√
ǫ). Thus,
(18) uǫ(xk(δ, α))− u(0) ≤ C
√
ǫ+ uǫ(0)− u(0).
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By classical arguments restricted to the edge Ij , we find, after first sending α→ 0,
(19) uǫ(0)− u(0) ≤ C√ǫ.
It follows from (18) and (19) and the inequality Φk,δ,α(x, x) ≤ Φk,δ,α(xk(δ, α), yk(δ, α))
that
sup
{
uǫ(x)− u(x) | x ∈ Ik
} ≤ C√ǫ.
In view of the choice of k, this completes the proof in case (i). 
3. Time-Independent Equation: Finite-Difference Approximation
The arguments in the previous section extend in a straightforward manner to mono-
tone finite difference schemes approximating solutions of (1). We describe the schemes
in question next.
To simplify the construction, we make here and in Section 5 the assumption that
the Hamiltonians are in separated form, that is,
(20) Hi(x, p) = Hi(p)− fi(x).
The general case follows from minor technical modifications.
3.1. Preliminaries. Given scales ∆x, we discretize each edge Ii as Ji = {0, 1, 2, . . .}
with the point m ∈ Ji corresponding to −m∆x ∈ Ii. The discretized network is
the union
⋃K
i=1 Ji glued at 0. The finite difference scheme generates a function U :⋃K
i=1 Ji → R satisfying the difference equations
(21)
{
U(m) + Fi(D
+U(m), D−U(m)) = fi(−m∆x) if m ∈ Ji \ {0},
U(0) = 1
K
∑K
i=1 U(1i).
Here we denote by 1i the point 1 in Ji and the operators D
+, D−, Fi are given by
(22) D+U(m) =
U(m− 1)− U(m)
∆x
, D−U(m) =
U(m)− U(m+ 1)
∆x
,
and
(23) Fi(p1, p2) = − ǫ
∆x
(p1 − p2) +Gi (p1, p2)) .
The numerical Hamiltonians G1, . . . , GK approximate the Hamiltonians H1, . . . , HK
and ǫ > 0 is a parameter. For each i, we impose the following assumptions:
(24) Gi : R× R→ R is uniformly Lipschitz continuous,
and
(25) Gi(p, p) = Hi(p) ∧ (M + sup |fi|+ 1) if p ∈ R.
Following [CL] and [BS], we constrain the artificial viscosity ǫ in order to ensure that
the scheme satisfies the classical Courant-Friedrichs-Lewy (CFL) condition, which
ensures that the scheme is monotone. The details are discussed below.
CONVERGENCE FOR HJ EQUATIONS ON NETWORKS 11
In addition to well-posedness of the scheme, we also prove that the solution is
uniformly Lipschitz with respect to the approximation parameters. We say that a
function V :
⋃K
i=1 JI → R it is Lipschitz continuous if
Lip(U) := sup {|U(m+ 1)− U(m)| | m ∈ Ji} <∞.
The result concerning well-posedness and existence of Lipschitz solutions is stated
next.
Theorem 5. There are constants L1, C > 0, independent of ǫ,∆x, such that if ǫ ≥
2L1∆x, then the difference equation (21) is monotone and has a unique bounded
solution U satisfying sup |U | ≤M and Lip(U) ≤ C∆x.
In order to establish Theorem 3, we assume there is a constant L2 > 0 such that
(26) 2L1∆x ≤ ǫ ≤ L2.
The lower bound guarantees that the scheme is monotone and the upper bound
ensures that discretization errors have the right order.
3.2. Well-posedness of the scheme. In this subsection, we prove Theorem 5.
In preparation for the proof, we begin with some terminology. A function V :⋃K
i=1 Ji → R is a sub-solution of the the scheme (21) if
(27)
{
V (m) + Fi(D
+V (m), D−V (m)) ≤ fi(−m∆x) if m ∈ Ji \ {0},
V (0) ≤ 1
K
∑K
i=1 V (1i).
Similarly, a function W :
⋃K
i=1 Ji → R is a super-solution of (21) if
(28)
{
W (m) + Fi(D
+W (m), D−W (m)) ≥ fi(−m∆x) if m ∈ Ji \ {0},
W (0) ≥ 1
K
∑K
i=1W (1i).
As always, U is a solution of (21) if and only if it is both a sub- and super-solution.
Along with the notion of sub- and super-solutions, there is a corresponding com-
parison principle. This is encapsulated in the following definition of monotonicity:
Definition 1. The scheme (21) is monotone if the following two criteria hold:
(i) If V, χ :
⋃K
i=1 Ji → R, V is a sub-solution, and V − χ has a global maximum at
m ∈ Ji, then{
V (m) + Fi(D
+χ(m), D−χ(m)) ≤ fi(−m∆x) if m 6= 0
χ(0) ≤ 1
K
∑K
i=1 χ(1i) otherwise.
(ii) If W,χ :
⋃K
i=1 Ji → R, W is a super-solution, and W −χ has a global minimum
at m ∈ Ji, then{
V (m) + Fi(D
+χ(m), D−χ(m)) ≥ fi(−m∆x) if m 6= 0
χ(0) ≥ 1
K
∑K
i=1 χ(1i) otherwise.
The structure of the operators F1, . . . , FK and the assumptions (24) and (25) ensure
that (21) is monotone provided the artificial viscosity ǫ is chosen appropriately. This
is a version of the CFL condition alluded to before.
We are now prepared to prove Theorem 5:
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Proof of Theorem 5. The first step of the proof is to observe that, if M > 0 is given
by (10), then the constant functions Usup(m) = M and Usub(m) = −M are sub- and
super-solutions respectively.
We now choose the artificial viscosity ǫ in such a way that the scheme is monotone.
By assumption (24), we can let L1 > 0 be a common Lipschitz constant for the
numerical Hamiltonians G1, . . . , GK . Observe that, if ǫ ≥ 2L1∆x, then the maps
F1, . . . , FK : R
2 → R are monotone in the sense that, for each i,
Fi(p1, p) ≤ Fi(q1, p) if p1 > q1,
Fi(p, p1) ≥ Fi(p, q1) if p1 > q1.
It is easy to see that monotonicity of F implies that (21) is monotone.
Next, we use a discrete version of Perron’s Method (cf. [I, CIL]) to obtain a solution.
Let S denote the set of all sub-solutions of (21) that are bounded above by M and
below by −M . Define a function U : ⋃Ki=1 Ji → R by
U(m) = sup {V (m) | V ∈ S} .
That sup |U | ≤ M is clear. Additionally, by monotonicity, it is straightforward to
check that U is a sub-solution.
It remains to verify that U is a super-solution. We proceed by contradiction.
If U fails to be a super-solution, then there is a point m ∈ ⋃Ki=1 Ji at which the
corresponding finite-difference inequality does not hold. We assume m 6= 0, leaving
the case m = 0 to the reader. In particular, there is a δ > 0 such that:
(29) U(m) + Fj(D
+U(m), D−U(m)) < fj(m)− δ.
Note that the monotonicity of Fj implies that U(m) < M . Define V :
⋃K
i=1 Ji → R
by setting V (k) = U(k) if k 6= m and V (m) = U(m) + δ′, where δ′ > 0 is so small
that V (m) < M and (29) remains true if V replaces U .
Since the scheme is monotone, V satisfies the sub-solution inequalities at the other
nodes. Therefore, V ∈ S. In particular, we deduce U(m) < V (m) ≤ U(m), which is
a contradiciton.
Finally, we claim that Lip(U) ≤ C for some C > 0 that depends only on M .
Choose C > 0 such that
Hi(p) ≥M + sup |fi|+ 1 if |p| ≥ C, i ∈ {1, 2, . . . , K},
and, given i and m ∈ Ji \ {0}, define a test function χ by
χ(k) =
{
U(m) + C∆x|k −m|, k ∈ Ji
U(m) + Cm∆x, otherwise.
Observe that, by the choice of C and monotonicity of the scheme, U − χ attains its
maximum in Ji at m. In particular, U(k) ≤ χ(k) if k ∈ Ji. It follows that D+U(m) ≤
C and D−U(m) ≥ −C. A similar argument with χ(k) = U(m)−C∆x|k −m| shows
that U − χ is minimized at m, and, therefore, we find |D+U(m)|, |D−U(m)| ≤ C.
Since m is arbitrary, we conclude Lip(U) ≤ C∆x. 
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3.3. The proof of convergence. The proof of Theorem 3 is almost identical to that
of Theorem 1, the only difference being that the discretization makes the δ in the test
function unnecessary.
To see this, observe that if we let Ci = D
+U(1i) and define Φi : Ji × Ii → R by
Φi(m, y) = U(m)− u(y)− (−m∆x − y)
2
2
√
ǫ
− Ci(−m∆x − y),
then (0, y¯i) maximizes Φi only if
D+U(1i) ≥ D+U(1i) + ∆x
2
√
ǫ
,
which is a contradiction. Thus, a numerical version of Lemma 2 holds.
It follows from (26) that the discretization error vanishes in the limit like
√
∆x.
Thus, rather than sending δ → 0+ as in the proof of Theorem 1, there is an additional
error in the numerical approximation due to the discretization, which nonetheless does
not change the order of the approximation.
4. The Cauchy Problem: Vanishing Viscosity Limit
We now turn to the vanishing viscosity limit for the time-dependent equation. We
begin by clarifying the proof of comparison given by Lions and Souganidis in [LS2].
This proof is the basis for the error estimates we obtain in the vanishing viscosity limit
in this section and the finite-difference schemes in the next. Our main contribution
to the proof is to eliminate the blow-up argument.
4.1. Preliminaries. We recall from [LS2] that an upper (resp. lower) semi-continuous
function u :
⋃K
i=1 Ii × [0, T ] → R is a sub-solution (resp. super-solution) of (2) if for
each ϕ ∈ C1,1∗ (∪Ii × [0, T ]) and each local maximum (resp. minimum) (x, t) of u− ϕ
with t > 0, the following inequalities hold:{
ϕt(x, t) +Hi (t, x, ϕxi(x, t)) ≤ 0 if x ∈ Ii, t > 0,
min
{∑K
i=1 ϕxi(0, t), ϕt(0, t) + miniHi (t, 0, ϕxi(0, t))
}
≤ 0 if x = 0, t > 0
(resp.{
ϕt(x, t) +Hi (t, x, ϕxi(x, t)) ≥ 0 if x ∈ Ii, t > 0,
max
{∑K
i=1 ϕxi(0, t), ϕt(0, t) + maxiHi (t, 0, ϕxi(0, t))
}
≥ 0 if x = 0, t > 0).
A continuous function u :
⋃K
i=1 Ii × [0, T ] → R is then said to be a solution if it is
both a sub- and super-solution. The existence and uniqueness of solutions of (2) is
established in [LS2].
For each ǫ > 0, there is a unique solution uǫ ∈ C2,1∗ (∪Ii × [0, T ]) of (4). Note that
it is a classical solution of the Kirchoff junction condition
(30)
K∑
i=1
uǫxi(0
−, t) = 0 in (0, T ].
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Finally, we reiterate that u and uǫ are uniformly Lipschitz in space-time with a
Lipschitz bound L that does not depend on ǫ.
4.2. The comparison proof, revisited. We revisit the comparison proof of [LS2].
We begin by assuming u and v are respectively sub- and super-solutions of (2). In
addition, we assume that u and v are respectively convex and concave with respect
to the time variable. We can actually replace “convex/concave” here with “semi-
convex/semi-concave;” see Remark 1 below.
The strategy of the proof involves obtaining an upper bound on those b ∈ R such
that (x, t) 7→ u(x, t)− v(x, t)− bt attains its maximum away from t = 0. The novelty
here is we show that blow-ups are unnecessary. This both simplifies the arguments
of [LS2] and motivates our analysis of convergence rates of approximation schemes of
(2).
If b ∈ R and u(x, t)− v(x, t)− bt has a maximum (x0, t0) with x0 < 0 and t0 > 0,
then we can appeal to classical techniques to argue b ≤ 0. Thus, let us assume x0 = 0,
t0 > 0, and b > 0 to obtain a contradiction. The first key observation, which was
already observed in [LS2], is:
Proposition 1. ut(0, t0), vt(0, t0) exist and b ≤ ut(0, t0)− vt(0, t0).
Proof. If t0 = T , then we only need to work with one-sided derivatives and these exist
since u and v are respectively convex and concave. On the other hand, if t0 ∈ (0, T ),
then the convex function t 7→ u(0, t) is touched above at t = t0 by the concave function
t 7→ v(0, t)− bt so ut(0, t0) exists. Reversing the roles of u and v, we see that vt(0, t0)
exists as well. If t0 ∈ (0, T ), then b = ut(0, t0)− vt(0, t0) is immediate. Otherwise, if
t0 = T , we obtain an inequality in general. 
The next observation is that the existence of the time derivative and convex-
ity/concavity together imply u and v satisfy time-independent equations in a small
enough neighborhood of (0, t0). This fact rests on two relatively elementary but
technical results.
The first is a classical fact about the sub-differential (resp. super-differential) of a
convex (resp. concave) function. Recall that if f : [0, T ]→ R is convex and t ∈ [0, T ],
then the sub-differential ∂−f(t) of f at t is the set of all a ∈ R such that
f(s) ≥ f(t) + a(s− t) if s ∈ [0, T ].
Similarly, if f : [0, T ]→ R is concave and t ∈ [0, T ], then the super-differential ∂+f(t)
of f at t is the set of all b ∈ R such that
f(s) ≤ f(t) + a(s− t) if s ∈ [0, T ].
Proposition 2. If f : [0, T ]→ R is convex (resp. concave) and f ′(t) exists for some
t ∈ [0, T ], then ∂−f(s) → f ′(t) (resp. ∂+f(s) → f ′(t)) as s → t. More precisely, for
every ǫ > 0, there is a δ > 0 such that
sup{|a− f ′(t)| | a ∈ ∂−f(s)} < ǫ if |s− t| < δ.
(resp.
sup{|a− f ′(t)| | a ∈ ∂+f(s)} < ǫ if |s− t| < δ.)
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A modification of the previous proposition applies to functions such as u and v
that also depend on x; see [LS2, Lemma 4.1]. Specifically, if ǫ > 0, then there is a
δ > 0 such that
|a− ut(0, t0)| < ǫ if (a, p) ∈ J+u(x, t) and |(x, t)− (0, t0)| < δ.
In particular, this shows that u satisfies
(31)
{
ut(0, t0) +Hi(uxi) ≤ ǫ in Ii ∩ (−δ, 0)× (t0 − δ, (t0 + δ) ∧ T ],
min{∑Ki=1 uxi(0, t0), ut(0, t0)− ǫ+miniHi(uxi(0))} ≤ 0.
Similar reasoning implies that v satisfies
(32)
{
vt(0, t0) +Hi(vxi) ≥ −ǫ in Ii ∩ (−δ, 0)× (t0 − δ, (t0 + δ) ∧ T ],
max{∑Ki=1 vxi(0, t0), vt(0, t0) + ǫ+maxiHi(vxi(0))} ≥ 0.
Note that no time derivatives appear in the previous equations. We therefore obtain
the following result, whose proof is deferred to Appendix B:
Proposition 3. The function x 7→ u(x, t0) (resp. x 7→ v(x, t0)) is a solution of{
ut(0, t0) +Hi(uxi(0, t0)) ≤ ǫ in Ii × (−δ, 0),
min{∑Ki=1 uxi(0, t0), ut(0, t0)− ǫ+miniHi(uxi(0, t0))} ≤ 0
(resp.{
vt(0, t0) +Hi(vxi(0, t0)) ≥ −ǫ in Ii × (−δ, 0),
max{∑Ki=1 vxi(0, t0), vt(0, t0) + ǫ+maxiHi(vxi(0, t0))} ≤ 0).
The previous proposition shows that x 7→ u(x, t0) and x 7→ v(x, t0) satisfy station-
ary equations in the spirit of (1). Moreover, we know that x 7→ u(x, t0)− v(x, t0) is
maximized at 0. The remainder of the proof involves using Proposition 3 and [LS2,
Lemma 3.1] to obtain a contradiction.
Indeed, if we define pi and qi by
pi = lim inf
x→0−
u(x, t0)− u(0, t0)
x
and qi = lim sup
x→0−
v(x, t0)− v(0, t0)
x
,
then, arguing as in [LS2, Section 4], we find

(i) pi ≥ qi and ut(0, t0)− ǫ+Hi(pi) ≤ 0 ≤ vt(0, t0) + ǫ+Hi(qi),
(ii) min{∑Ki=1 p′i, ut(0, t0)− ǫ+miniHi(p′i)} ≤ 0 if p′i ≤ pi,
(iii) max{∑Ki=1 q′i, vt(0, t0) + ǫ+maxiHi(q′i)} ≥ 0 if q′i ≥ qi.
Therefore, using [LS2, Lemma 3.1], we get
ut(0, t0)− ǫ ≤ vt(0, t0) + ǫ.
In particular, this proves b ≤ 2ǫ. Sending ǫ→ 0+, we obtain 0 < b ≤ 0, a contradic-
tion. From this, we can conclude that sup(u(·, t)− v(·, t)) ≤ sup(u(·, 0)− v(·, 0)) for
all t ∈ [0, T ].
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Remark 1. In the proof above, we assumed that u and v were respectively convex and
concave. However, all of the arguments still work if we had assumed instead that u and
v were only respectively semi-convex and semi-concave. Thus, to obtain comparison
in the general case, we can combine the previous arguments with approximations of
u and v by sup- and inf-convolutions. This is precisely what was done in [LS2].
Remark 2. While the proof above provides a model for the error analysis conducted
below, we do not use [LS2, Lemma 3.1]. Instead, Lemma 2 below plays the role of a
“viscous” version of [LS2, Lemma 3.1].
4.3. Sup- and Inf-convolutions. We review here the properties of sup- and inf-
convolutions we will need to establish Theorem 2. Henceforth, u is the unique viscosity
solution of (2) and uǫ is the unique solution of (4).
Given θ > 0, we define uǫ,θ and uθ by
uǫ,θ(x, t) = sup
{
uǫ(x, s)− (t− s)
2
2θ
| s ∈ [0, T ]
}
,
uθ(x, t) = inf
{
u(x, s) +
(t− s)2
2θ
| s ∈ [0, T ]
}
.
Note that uǫ,θ and uθ are respectively semi-convex and semi-concave with respect to
the time variable.
Recall that on a suitably small domain, uǫ,θ and uθ are respectively sub- and super-
solutions of (2) and (4). This is made precise next:
Proposition 4. If Tθ = 2Lθ, then u
ǫ,θ (resp. uθ) is a sub-solution (resp. super-
solution) of (4) (resp. (2)) on
⋃K
i=1 Ii × (Tθ, T ].
Proof. We only give the argument for uǫ,θ since the argument for uθ follows similarly.
Suppose ϕ ∈ C2,1∗ (∪Ii × [0, T ]) and uǫ,θ − ϕ has a strict local max at (x0, t0) and
t0 ∈ (Tθ, T ). Pick s0 ∈ [0, T ] such that uǫ,θ(x0, t0) = uǫ(x0, s0) − (t0−s0)
2
2θ
. The
definition of uǫ,θ yields
uǫ(x0, t0) ≤ uǫ,θ(x0, t0) = uǫ(x0, s0)− (t0 − s0)
2
2θ
.
Thus, appealing to the uniform Lipschitz bound on uǫ and the choice of Tθ, we obtain
(t0 − s0)2
2θ
≤ L|t0 − s0|
and, hence, s0 ≥ t0 − 2Lθ > 0.
Since uǫ,θ − ϕ is maximized at (x0, t0), it follows that
uǫ(x0, s0)− ϕ(x0, t0) ≥ uǫ(x, s)− ϕ(x, s+ (t0 − s0)).
Thus, since uǫ is a sub-solution of (4), if x0 6= 0, we obtain
ϕt(x0, t0)− ǫϕxixi(x0, t0) +Hi(ϕxi(x0, t0)) ≤ 0
and
∑K
i=1 ϕxi(0, t0) ≤ 0 otherwise. This proves the claim regarding uǫ,θ. 
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Finally, before proceeding, we remark that uǫ,θ and uθ are uniformly Lipschitz con-
tinuous in space-time with only slightly larger Lipschitz constants than the functions
from which they are derived. Therefore, in what follows, we will enlarge L if necessary
so that it also serves as a Lipschitz constant for uǫ,θ and uθ independently of ǫ, θ.
4.4. Modulus of continuity of sub- and super-differentials. In Subsection 4.2,
we saw that the comparison theorem for (2) is proved using the continuity proper-
ties of sub-differentials (resp. super-differentials) of semi-convex (resp. semi-concave)
functions. In order to obtain a rate of convergence in the vanishing viscosity limit,
we will estimate the modulus of continuity of these multi-valued maps at a maximum
point of uǫ,θ − uθ − bt.
First, we recall the definitions of sub- and super-differentials of semi-convex and
semi-concave functions. If (x, t) ∈ ⋃Ki=1 Ii× [0, T ], we define ∂−uǫ,θ(x, t) to be the set
of points a ∈ R such that
u(x, s) ≥ u(x, t) + a(s− t)− (s− t)
2
2θ
if s ∈ [0, T ].
Similarly, ∂+uθ(x, t) is the set of points a ∈ R such that
u(x, s) ≤ u(x, t) + a(s− t) + (s− t)
2
2θ
.
The following result estimates the modulus of continuity of these maps:
Proposition 5. Fix b ∈ R and t0 > Tθ and suppose (x0, t0) maximizes the function
(x, t) 7→ uǫ,θ(x, t)− uθ(x, t)− bt. Let c1 = uǫ,θt (x0, t0) and c2 = uθ,t(x0, t0). Then:
(i) If a ∈ ∂−uǫ,θ(x, t0) and d(x, x0) ≤ 2Lθ, then
a ≥ c1 − 2
√
2L
(
d(x, x0)
θ
) 1
2
.
(ii) If a ∈ ∂+uθ(x, t0) and d(x, x0) ≤ 2Lθ , then
a ≤ c2 + 2
√
2L
(
d(x, x0)
θ
) 1
2
.
Proof. We only prove (i) since the proof of (ii) follows similarly. Observe that, by the
semi-concavity of uθ, we can write
uθ(x0, t) ≤ uθ(x0, t0) + c2(t− t0) + (t− t0)
2
2θ
.
Therefore, since (x0, t0) is a max of u
ǫ,θ − uθ − bt and uǫ,θ is semi-convex, we find
(33) uǫ,θ(x0, t0)+c1(t−t0)− (t− t0)
2
2θ
≤ uǫ,θ(x0, t) ≤ uǫ,θ(x0, t0)+c1(t−t0)+(t− t0)
2
2θ
.
If x ∈ Ii and a ∈ ∂+uǫ,θ(x, t0), then
uǫ,θ(x, t) ≥ uǫ,θ(x, t0) + a(t− t0)− (t− t0)
2
2θ
.
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Moreover, uǫ,θ(x, t) = (uǫ,θ(x, t)− uǫ,θ(x0, t)) + uǫ,θ(x0, t). Thus,
Ld(x, x0) + u
ǫ,θ(x0, t) ≥ uǫ,θ(x, t0) + a(t− t0)− (t− t0)
2
2θ
.
Appealing to (33), we obtain
Ld(x, x0) + u
ǫ,θ(x0, t0) + c1(t− t0) + (t− t0)
2
2θ
≥ uǫ,θ(x, t0) + a(t− t0)− (t− t0)
2
2θ
.
Therefore, since uǫ,θ is Lipschitz, we find
(a− c1)(t− t0) ≤ 2Ld(x, x0) + (t− t0)
2
θ
.
Setting t− t0 = −ζ for some ζ > 0, we obtain
(34) a− c1 ≥ −
(
2Ld(x, x0)
ζ
+
ζ
θ
)
.
The choice ζ0 =
√
2Ld(x, x0)θ maximizes the right-hand side of (34), from which we
obtain, assuming t = t0 − ζ0 ∈ [0, T ],
a− c1 ≥ −2
√
2L
(
d(x, x0)
θ
) 1
2
,
However, we know that t0 > Tθ = 2Lθ. Thus, we need to check that the inequality
t0 − ζ0 > Tθ − ζ0 = 2Lθ −
√
2Ld(x, x0)θ ≥ 0
holds. This is the case if and only if d(x, x0) ≤ 2Lθ. 
4.5. The proof of Theorem 2. Since the proofs of the upper and lower bounds
in Theorem 2 are similar, here we only establish the former. As in the proof of
comparison in Section 4.2, the error estimate is obtained by studying the values of
b ∈ R for which the function (x, t) 7→ uǫ,θ(x, t)− uθ(x, t)− bt is maximized at a point
(x0, t0) satisfying t0 > 0.
Let b = (2T )−1 sup(uǫ − u), define fb :
⋃K
i=1 Ii × [0, T ]→ R by
fb(x, t) = u
ǫ,θ(x, t)− uθ(x, t)− bt,
and let δ > 0 be a small parameter to be determined. In what follows, we consider
the following three cases:
(1) The supremum of fb is approximated by points in the domain
⋃K
i=1 Ii× [0, Tθ]
(2) The supremum of fb is attained in
⋃K
i=1 Ii ∩ [−δ, 0]× (Tθ, T ]
(3) The supremum of fb is approximated by points in
⋃K
i=1 Ii \ [−δ, 0]× (Tθ, T ]].
Case 1: t0 ≤ Tθ.
Suppose there is a sequence (xn, tn) ∈
⋃K
i=1 Ii× [0, Tθ] such that fb(xn, tn)→ sup fb
as n→∞. The uniform Lipschitz continuity of uǫ and u implies that
uǫ(x, t) ≤ uǫ,θ(x, t) ≤ uǫ(x, t) + 2L2θ, u(x, t)− 2L2θ ≤ uθ(x, t) ≤ u(x, t).
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Thus, in general, we obtain
uǫ(x, t)− u(x, t) ≤ uǫ,θ(x, t)− uθ(x, t) ≤ uǫ(x, t)− u(x, t) + 4L2θ.
If t ∈ [0, Tθ], then, since uǫ(x, 0) = u(x, 0), we find
uǫ,θ(x, t)− uθ(x, t) ≤ Cθ.
Thus, appealing to the fact that sup fb = fb(xn, tn)+ o(1) ≤ Cθ+ o(1) as n→∞, we
get
sup(uǫ − u) ≤ sup(uǫ,θ − uθ) ≤ Cθ + bT,
which, in view of the definition of b, gives
b ≤ Cθ.
Case 2: t0 > Tθ and the maximum is δ-close to junction.
Let (x0, t0) ∈
⋃K
i=1 Ii ∩ [−δ, 0]× (Tθ, T ] be such that fb(x0, t0) = sup fb.
Since (x0, t0) maximizes fb, both u
ǫ,θ and uθ are differentiable in time at that point
by Proposition 1. We let c1 = u
ǫ,θ
t (x0, t0) and c2 = uθ,t(x0, t0) and note that b ≤ c1−c2.
Next, we use Proposition 5. We proceed by freezing time and doubling variables,
introducing penalization terms so that the maxima do not deviate too far from x0. As
in Section 4.2, we use semi-convexity and semi-concavity to convert equations (2) and
(4) into stationary equations. The error estimate is then obtained using techniques
similar to those employed in Section 1.
For each i, define the test function Φi : Ii × Ii → R by
Φi(x, y) = u
ǫ(x, t0)− u(y, t0)− (x− y)
2
2η
− (pi + ν)(x− y) + νy,
where pi = lim infx→0−
uǫ,θ(x,t0)−uǫ,θ(0,t0)
x
and C0, η, ν > 0 are parameters such that
δ = C0η
ν
. For now, we assume that η, ν ≤ 1. This assumption will be verified in
Remark 3 below.
The term νy ensures that we can fix a point (xη, yη) = (xi,η,ν , yi,η,ν) that maximizes
Φi. Note that xη < 0 independently of i by the choice of pi, as in Lemma 2.
The following estimates show that yη is not too far from x0.
Proposition 6. We have: |xη−yη| ≤ 2(2L+1)η and |yη| ≤ 2C0L
(
η
ν2
)
+2(2L+1)2
(
η
ν
)
.
Proof. Using the fact that (xη, yη) is a maximum of Φi, we find
uǫ,θ(yη, t0)− uθ(yη, t0) + νyη ≤ uǫ,θ(xη, t0)− uθ(yη, t0)− (xη − yη)
2
2η
− (p¯i + ν)(xη − yη) + νyη.
Rearranging and using the fact that uǫ,θ is uniformly Lipschitz, we obtain
(xη − yη)2
2η
≤ (2L+ 1)|xη − yη|
and, thus,
|xη − yη| ≤ 2(2L+ 1)η.
20 P. MORFE
Appealing again to the fact that (xη, yη) is a max, we find
uǫ,θ(x0, t0)− uθ(x0, t0)− 2L|x0| ≤ uǫ,θ(0, t0)− uθ(0, t0)
≤ uǫ,θ(xη, t0)− uθ(yη, t0)− (xη − yη)
2
2η
− (p¯i + ν)(xη − yη) + νyη
Arguing as before and using that |x0| ≤ C0ν−1η, we find
ν|yη| ≤ uǫ,θ(xη, t0)−uǫ,θ(yη, t0)+ (L+1)|xη− yη|+2L|x0| ≤ 2(2L+1)2η+2C0Lν−1η.

Observe that Proposition 6 implies that if η
ν2
= o(θ) as ǫ→ 0+, then, for sufficiently
small ǫ > 0,
(35) max{d(xη, x0), d(yη, x0)} ≤ C
( η
ν2
+
η
ν
+ η
)
≤ 2Lθ
When we choose the parameters η, ν, we will see that, in fact, things can be arranged
in such a way that (35) holds independently of ǫ ∈ (0, 1); see Remark 3 below.
Thus, for now, we assume that (35) holds so that we can apply Proposition 5 with
x ∈ {xη, yη}.
Using Proposition 5 and Lemma 4 and arguing as in Section 4.2, we observe that
x 7→ uǫ,θ(x, t0) and x 7→ u(x, t0) are respectively sub- and super-solutions of the
following stationary equations:
 c1 − 2
√
2L
(
d(x,x0)
θ
) 1
2 − ǫuǫ,θxixi(·, t0) +Hi(t0, x, uǫ,θxi (·, t0)) ≤ 0 in [−2Lθ, 0) ∩ Ii,∑K
i=1 u
ǫ,θ
xi
(0−, t0) ≤ 0.

c2 + 2
√
2L
(
d(x,x0)
θ
) 1
2
+Hi(t0, x, uθ,xi(·, t0)) ≥ 0 in [−2Lθ, 0) ∩ Ii,
max
{∑K
i=1 uθ,xi(0
−, t0), c2 + 2
√
2L
(
d(x,x0)
θ
) 1
2
+maxiHi(t0, 0, uθ,xi(0
−, t0))
}
≥ 0.
To obtain an estimate on b, we evaluate the equations above at x = xη and x = yη.
There are two cases to consider, namely, (i) yi,η,ν < 0 for some i, and (ii) yi,η,ν = 0
for all i. In either case, we obtain the same estimate on b. Since the computation for
(i) is essentially an easier version of the one for (ii), we give the details only for the
latter.
It follows from Proposition 9 that there is a j and a θ ∈ [0, 1] such that
c2 + 2
√
2L
( |x0|
θ
) 1
2
+Hj
(
t0, 0, pi + 2ν +
xη
η
− θF (ν)+
)
≥ 0,
where F (ν) is given by
F (ν) = 2Kν +
K∑
i=1
(
pi +
xi,η,ν
η
)
.
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In view of (30), the inequality F (ν)+ < 2Kν is immediate. Using (7), we then find
c2 + 2
√
2L
(
d(yη, x0)
θ
) 1
2
+Hj
(
t0, 0, pi + ν +
xη
η
)
≥ −Cν.
At the same time, using the equation satisfied by uǫ,θ, we get
c1 − 2
√
2L
(
d(xη, x0)
θ
) 1
2
− ǫ
η
+Hj
(
t0, xη, pi + ν +
xη
η
)
≤ 0.
Putting the last two estimates together, recalling that b ≤ c1 − c2, and appealing to
(35) and (9), we obtain that
(36) b ≤ C
(( η
θν2
) 1
2
+ ν
)
+
ǫ
η
.
It is now straightforward to verify that the right-hand side of (36) is optimized
when ν = C1
(
ǫ
θ
) 1
5 and η = C2ǫ
4
5θ
1
5 for some constants C1, C2 > 0, and, thus,
(37) b ≤ C
( ǫ
θ
) 1
5
.
Henceforth, we will assume ν and η have the form given above, although it will be
convenient to adjust the constants C1 and C2; see Remark 3. Note that the choice of
C1, C2 does not change the order of the upper bound in (37), though it does change
the constant. At the end of Case 3, we fix θ.
Case 3: t0 > Tθ and the maximum is δ-far from junction.
Since neither Case 1 nor Case 2 hold, there is a j ∈ {1, 2, . . . , K} such that
sup fb = sup {fb(x, t) | (x, t) ∈ Ij \ [−δ, 0]× (Tθ, T ]} .
As in Case 2, we use the equations solved by uǫ,θ and uθ. However, it is no longer
necessary to freeze the time. We use a familiar variable-doubling argument to obtain
estimates on b. There is nonetheless a slight technicality since we wish to prevent
the maximum of the test function from occurring at the junction. To avoid this
possibility, we introduce a penalization.
Fix (x0, t0) ∈ Ij\[−δ, 0]×(Tθ, T ] such that fb(x0, t0) > sup fb−η, let R = (4
√
2Lη)∨
ν|x0|, and define gη,ν : [0,∞)→ [0,∞) such that
(1) gη,ν(s) = s if s ≤ R,
(2) gη,ν(x) = R + 1 if s ≥ R + 2,
(3) 0 ≤ gη,ν(x) ≤ R + 1 in R,
(4) 0 ≤ g′η,ν(x) ≤ 1 in R.
In the same way that we used a linear term in our test function in Case 2 to prevent
maxima from straying too far from the junction, we use gη,ν to keep maxima away
from the junction in the present case.
Let Ψj : (Ij × [0, T ])2 → R be defined by
Ψj(x, t, y, s) = u
ǫ(x, t)− u(y, s)− (x− y)
2
2η
− (t− s)
2
2η
− bt + gη,ν(−νy)− α(x2 + y2),
22 P. MORFE
where α ∈ (0, 1) is a free parameter that will eventually be sent to zero. Due to the
penalization term α(x2 + y2), there is a (x¯, t¯, y¯, s¯) that maximizes Ψj. Appealing to
the fact u is Lipschitz, we find
|x¯− y¯|+ |t¯− s¯| ≤ 2
√
2Lη.
We claim, in addition, that if α is small enough, then max{x¯, y¯} < 0.
If νy¯ < −R, the claim follows since R ≥ 4√2Lη. Thus, we may assume νy¯ ≥ −R.
Since Ψj(x0, t0, x0, t0) ≤ Ψj(x¯, t¯, y¯, s¯) and g(s) = s if s ∈ {−νx0,−νy}, we find
νy¯ ≤ νx0 + η + 2α|x0|2 + 2L2η ≤ (−C0 + 2L2)η + η + 2α|x0|2.
Assuming then that 0 < α < η
2|x0|2 , we obtain νy¯ ≤ (−C0 + 2L2 + 2)η and, thus,
νy¯ < 0 provided C0 > 2L
2 + 2.
Similarly, since |x¯− y¯| ≤ 2√2Lη, we find
νx¯ < 0 if C0 > 2L
2 + 2
√
2L+ 2.
Henceforth fix a C0 satisfying C0 > 2L
2+2
√
2L+2. Then the previous arguments
establish that max{x¯, y¯} < 0 provided α is small enough.
Finally, we estimate the penalization term so that we can later pass to the limit
α→ 0+. Since Ψj(0, 0, 0, 0) ≤ Ψj(x¯, t¯, y¯, s¯) and uǫ(x¯, t¯)− u(y¯, s¯) ≤ C(1 + |x¯− y¯|), we
find
α(x2 + y2) ≤ C(1 + |x¯− y¯|)
and deduce that α(x2 + y2) is bounded.
We now have all the estimates necessary to obtain an upper bound on b. Taking
advantage of the fact that (x¯, t¯, y¯, s¯) maximizes Ψj , we find
b+
t¯− s¯
η
− ǫ
η
− 2αǫ+Hj
(
t¯,
x¯− y¯
η
+ 2αx¯
)
≤ fj(x¯, t¯),
and
t¯− s¯
η
+Hj
(
s¯,
x¯− y¯
η
− 2αy¯ − νg′η,ν(−νy¯)
)
≥ fj(y¯, t¯).
Subtracting the above inequalities yields
b ≤ ǫ
η
+ 2αǫ+ C(2α(|x¯|+ |y¯|) + ν|g′η,ν(−νy¯) + |t¯− s¯|) + Lip(fj)(|x¯− y¯|+ |t¯− s¯|).
Letting α→ 0+, we find
b ≤ ǫ
η
+ C(η + ν),
and, since ν = C1
(
ǫ
θ
) 1
5 and η = C2ǫ
4
5θ
1
5 , we conclude
b ≤ Cǫ 45 (θ 15 + θ 120 ) +
( ǫ
θ
) 1
5
.
Conclusion
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It remains to choose θ in such a way as to minimize the upper bounds on b obtained
in the previous three cases. Observe that Case 1, Case 2, and Case 3 establish the
following upper bound:
(38) b ≤ Cmax
{( ǫ
θ
) 1
5
, θ, ǫ
4
5 (θ
1
5 + θ
1
20 ) +
( ǫ
θ
) 1
5
}
.
In what follows, we ignore the left-most term and instead minimize max{( ǫ
θ
) 1
5 , θ}
with respect to θ. In the next paragraph, we will see that this doesn’t change the
order of the right-hand side of (38).
Notice that max{( ǫ
θ
) 1
5 , θ} is minimized at the intersection of the two curves, that
is, when θ =
(
ǫ
θ
) 1
5 . In particular, the choice θ = ǫ
1
6 is the minimizer. Plugging this
into (38), we obtain
(39) b ≤ Cǫ 16 .
By the definition of b, this concludes the proof of Theorem 2.
Remark 3. Notice that the choice θ = ǫ
1
6 implies η = C1ǫ
5
6 and ν = C2ǫ
1
6 . Thus,
η
ν2
= o(θ) as ǫ → 0+, as we previously assumed. Moreover, we are free to make the
constants C1 and C2 as small as we like since this does not change the order of the
error in (37) or (39), it only changes the constant C. Thus, by appropriately choosing
C1, C2, we can ensure that (35) holds independently of ǫ ∈ (0, 1).
Finally, observe that η, ν ≤ 1 holds independently of ǫ ∈ (0, 1) provided we choose
C1, C2 such that max{C1, C2} ≤ 1. This ties up the loose end in the first paragraph
of Case 2 above.
5. The Cauchy Problem: Finite-Difference Approximation
We study finite-difference schemes approximating (2). These schemes take the
same basic form as those used to approximate (1) in Section 3. As in that section,
the error analysis follows steps similar to the ones used to obtain the error estimate
in the vanishing viscosity limit. Therefore, we will only briefly review the differences
between the proofs of Theorems 2 and 4.
5.1. Preliminaries. As in the approximation of the stationary equation, we begin
by discretizing the space variables. For each i, let Ji = {0, 1, 2, . . . } and define the
network as the union
⋃K
i=1 Ji glued at zero. Given a spatial scale ∆x > 0 and an
index i, we identify m ∈ Ji with the point −m∆x ∈ Ii, and, as before, we will write
1i to specify 1 ∈ Ji where necessary. We also discretize the time. Given a temporal
scale ∆t > 0, let N = ⌈ T
∆t
⌉. The discretized time interval is S = {0, 1, 2, . . . , N} and
the discrete time s is identified with the continuous time s∆t.
We will study the explicit finite-difference approximation of (2) given by
(40)


Pi(m, s, U) = 0 if (m, s) ∈ (Ji \ {0})× (S \ {N}),
U(0, s + 1) =
∑K
i=1 U(1i, s+ 1) if s ∈ S \ {0},
U(m, 0) = u0(−m∆x) if m ∈ Ji,
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where the operator Pi is given by
Pi(m, s, U) = DtU(m, s) + Fi(D
+U(m, s), D−U(m, s))− fi(s∆t,−m∆x),
D+, D−, Fi are defined in (22) and (23), Dt is the finite-difference operator defined
by
DtU(m, s) =
U(m, s + 1)− U(m, s)
∆t
,
and we assume (24) and (25) hold.
As in the time-independent case, the scheme is monotone provided the artificial
viscosity ǫ and scales (∆x,∆t) are chosen appropriately. This is made precise in
Appendix C. If L1 is a common Lipschitz constant for the numerical Hamiltonians
G1, . . . , GK , we assume the classical CFL condition, that is, there is a L2 > 0 such
that
(41) 4L1 ≤ 2ǫ
∆x
≤ ∆x
∆t
≤ L2.
This assumption guarantees both monotonicity of the scheme (through the lower
bound) and control over the discretization errors (via the upper bound).
5.2. The proof of Theorem 2. The approximation error for the scheme (40) is
obtained following the same outline as in the vanishing viscosity approximation. This
includes replacing the finite-difference solution U by its sup-convolution Uθ :
⋃K
i=1 Ji×
[0, N∆t]→ R defined by
Uθ(k, t) = sup
{
U(k, s)− (t− s∆t)
2
2θ
| s ∈ {0, 1, 2, . . . , N}
}
.
In the next proposition we find the equation satisfied by Uθ. Recall that we set
Tθ = 2Lθ.
Proposition 7. If t ≥ 2Tθ −∆t and Tθ − 2∆t > 0, then Uθ satisfies
Uθ(k, t+∆t)− Uθ(k, t)
∆t
+ F (D+Uθ(k, t), D−Uθ(k, t)) ≤ 0 if k ∈ Ji \ {0}
and
Uθ(0, t+∆t) ≤ 1
K
K∑
i=1
Uθ(1i, t+∆t).
Proof. Let s1 = ⌊ t+∆t∆t ⌋. If s ∈ {0, 1, 2, . . . , N} is such that
Uθ(k, t+∆t) = U(k, s)− (t+∆t− s∆t)
2
2θ
,
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then there are two cases to consider, namely, (i) s∆t < t+∆t and (ii) s∆t ≥ t+∆t.
In the former, we obtain
(∆t)2(s1 − s)2
2θ
≤ (t+∆t− s∆t)
2
2θ
= U(k, s)− Uθ(k, t+∆t)
≤ U(k, s)− U(k, s1) + (∆t)
2
2θ
≤ L∆t|s− s1|+ (∆t)
2
2θ
.
Let m = s1 − s and observe that m ∈ N ∪ {0}. Moreover, the previous inequalities
give (m− 1)(m+ 1) ≤ 2Lθm
∆t
. This implies
m∆t ≤ Lθ +
√
L2θ2 + (∆t)2 ≤ 2Lθ +∆t,
and, thus,
|(t+∆t)− s∆t| ≤ |(t+∆t)− s1∆t|+m∆t ≤ 2Lθ + 2∆t.
Hence
s∆t ≥ (t+∆t)− 2Lθ − 2∆t ≥ Tθ − 2∆t > 0
and, in particular, s = s0 + 1 for some s0 ∈ S.
In case (ii), since s∆t ≥ t + ∆t > 0, we immediately deduce the existence of a s0
as in the previous paragraph.
Suppose k ∈ Ji \ {0}. Since s∆t = (s0 + 1)∆t for some s0 ∈ S, we find
U(k, s0 + 1)− U(k, s0)
∆t
+ F (D+U(k, s0), D
−U(k, s0)) = 0.
Appealing to the inequalities
(42)
{
Uθ(k, t+∆t) = U(k, s0 + 1)− (t−s0∆t)
2
2θ
,
Uθ(k′, t) ≥ U(k′, s0)− (t−s0∆t)
2
2θ
if k′ ∈ Ji,
and to monotonicity of the scheme, we obtain
Uθ(k, t+∆t)− Uθ(k, t)
∆t
+ F (D+Uθ(k, t), D−Uθ(k, t)) ≤ 0.
On the other hand, if k = 0, then (42) implies
1
K
K∑
i=1
(
Uθ(0, t+∆t)− Uθ(1i, t+∆t)
) ≤ 1
K
K∑
i=1
(U(0, s0 + 1)− U(1i, s0 + 1)) = 0.

Using the equation solved by Uθ and a discrete version of Proposition 5, it is not
hard to see that, if the function fb :
⋃K
i=1 Ji × [0, T ]→ R given by
fb(m, t) = U
θ(m, t)− uθ(−m∆x, t)− bt
26 P. MORFE
has a maximum at (m0, t0) and t0 > 2Tθ −∆t, then, if m ∈
⋃K
i=1 Ji \ {0},
(43) Uθt (m0, t0)−2
√
2L
(
d(m∆x,m0∆x)
θ
) 1
2
+F (D+Uθ(m, t0), D
−Uθ(m, t0)) ≤ ∆t
2θ
.
This is the discrete stationary equation satisfied by m 7→ Uθ(m, t0). This equation
together with the stationary equation solved by uθ enables us to carry out the same
analysis of Case 2 from Section 4.5.
As in the analysis of the finite-difference approximation of (1) there are discretiza-
tion errors, but none of these effect the rate. For example, 2Tθ − ∆t necessarily
replaces Tθ in the case analysis of Subection 4.5. However, since we ultimately set
θ = ǫ
1
6 , the two numbers 2Tθ −∆t and Tθ are of the same order. Similarly, a ∆t2θ term
appears as a discretization error in (43), but this is much smaller than ǫ
1
6 .
Remark 4. As in the vanishing viscosity limit, we ultimately set θ = Cǫ
1
6 and then
the hypothesis of Proposition 7 is satisfied provided C is large enough. The choice of
C has no effect on the order of the error, it only effects the constants.
Appendix A. Reformulated Kirchoff Condition
We present an equivalent definition of viscosity solutions of Kirchoff problems for
the general problem:
(44) Fi(x, u, uxi) = 0 in Ii,
K∑
i=1
uxi = 0 on {0},
where Fi : Ii × R× R→ R is continuous for each i.
The definition of sub- and super-solutions of (44) is analogous to the one already
presented above in the particular case of (1) and is, therefore, omitted. The next
proposition establishes an alternative definition of sub-solution.
Proposition 8. u ∈ USC(∪Ii) is a sub-solution of (44) if and only if for each
ϕ ∈ C2∗(∪Ii) and any local maximum x0 of u− ϕ, we have

Fi(x0, u(x0), ϕxi(x0)) ≤ 0 if x0 ∈ Ii
miniminθ∈[0,1] Fi
(
0, u(0), ϕxi(0) + θ
(∑K
j=1 ϕxi(0)
)−)
≤ 0 if x0 = 0.
Before proceeding, we need to recall the definitions of first-order differential sub-
jets. Given a function u : Ii → R, we say that p ∈ J+i u(x) if and only if
u(y) ≤ u(x) + p(y − x) + o(|y − x|) if y ∈ Ii,
where limy→x
o(|y−x|)
|y−x| = 0.
As for the Neumann problem, Proposition 8 rests on the next lemma.
Lemma 3. Fix i ∈ {1, 2, . . . , K} and assume that u ∈ USC(Ii) satisfies
Fi(x, u, uxi) ≤ 0 in Ii.
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Let ξi ∈ J+i u(0) and set λi,0 = sup{λ ≥ 0 | ξi + λ ∈ J+i u(0)}. If λi,0 <∞, then
Fi(0, u(0), ξi + λi,0) ≤ 0.
Proof. The proof is the same as the one appearing in [L]. For the sake of completeness,
we reproduce it here. Since J+i u(0) is closed, we can pick ψ ∈ C(I¯i) such that ui−ψ has
a strict local maximum at 0, ui(0) = ψ(0), and Diψ(0) = ξi+ λi,0. Fix δ ∈ (0, ai), set
µ(δ) = ψ(δ)−u(δ) and α(δ) = min{δ, µ(δ)
2δ
}, and let xδ be a maximum of u−ψ−α(δ)x
in [−δ, 0] ⊆ Ii.
Observe that xδ 6= 0. Indeed, if xδ = 0, then
ξi + λi,0 + α(δ) = ψxi(0) + α(δ) ∈ J+ui(0),
contradicting the definition of λi,0.
Additionally, xδ 6= −δ since
ui(δ)− ψ(δ) + α(δ)δ ≤ ui(δ)− ψ(δ)
2
< 0 = ui(0)− ψ(0) < ui(xδ)− ψ(xδ)− α(δ)xδ.
Thus, xδ ∈ (0, δ) and the sub-solution property of u gives
Fi(xδ, u(xδ), ψxi(xδ) + α(δ)) ≤ 0.
Since limδ→0+(xδ, α(δ), u(xδ)) = (0, 0, u(0)), the result follows. 
We continue with the
Proof of Proposition 8. Since one direction is immediate, here we prove only the “only
if” statement.
Note that there is a ϕ ∈ C1∗(∪Ii) such that u − ϕ has a local maximum at 0 if
and only if ξi := ϕxi(0) ∈ J+i u(0) for each i. Therefore, we work with K-tuples
(ξ1, . . . , ξK) instead of test functions. Suppose (ξ1, . . . , ξK) is a K-tuple satisfying
ξi ∈ J+i u(0) for each i.
In what follows, we use the notation in the statement of Lemma 3. If there is
a j ∈ {1, 2, . . . , K} such that
(∑K
i=1 ξi
)−
< λj,0, then let ξ˜k = ξk if k 6= j and
ξ˜j = ξj +
(∑K
i=1 ξi
)−
. For each i, ξ˜i ∈ J+i u(0) and
(45)
K∑
i=1
ξ˜i =
(
K∑
i=1
ξi
)
+
(
K∑
j=1
ξj
)−
≥ 0.
We claim that there is a j0 ∈ {1, 2, . . . , K} such that Fj0
(
0, u(0), ξ˜j0
)
≤ 0. Assuming
the claim, we find
min
j
min
θ∈[0,1]
Fj

0, u(0), ξj + θ
(
K∑
i=1
ξi
)− ≤ 0.
Observe that if
∑K
i=1 ξ˜i > 0, then the claim follows immediately from the equation.
On the other hand, if
∑K
i=1 ξ˜i = 0, then (45) implies
∑K
i=1 ξi = 0 and (ξ˜1, . . . , ξ˜K) =
(ξ1, . . . , ξK).
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We need to consider two cases: (i) λi,0 > 0 independently of i and (ii) λj0,0 = 0 for
some j0.
In case (i), there is a ζ0 > 0 such that ξi + ζ ∈ J+i u(0) independently of i and
ζ ∈ (0, ζ0). Since
∑K
i=1(ξi + ζ) = Kζ > 0, there is a j0 and a sequence ζn → 0 such
that Fj0(0, u(0), ξj0+ζn) ≤ 0. Therefore, continuity of Fj0 implies Fj0(0, u(0), ξj0) ≤ 0.
In case (ii), there is a j0 such that λj0,0 = 0. Therefore, in view of Lemma 3,
Fj0(0, u(0), ξj0) ≤ 0, which proves the claim in case (ii).
Finally if λj ≤
(∑K
i=1 ξi
)−
independently of the choice of j, then there exist
(θ˜1, θ˜2, . . . , θ˜K) ∈ [0, 1]K such that λj = θj
(∑K
i=1 ξi
)−
. Therefore, Lemma 3 yields
that, for each j,
min
θ∈[0,1]
Fj

0, u(0), ξj + θ
(
K∑
i=1
ξj
)− ≤ Fj(0, u(0), ξj + λj,0) ≤ 0.

The result for super-solutions is stated next. Since the proof is so similar, we omit
the details.
Proposition 9. A function u ∈ LSC(∪Ii) is a viscosity super-solution of (44) if and
only if for each ϕ ∈ C1∗(∪Ii) and any local maximum x0 of u− ϕ, we have

Fi(x0, u(x0), ϕxi(x0)) ≥ 0 if x0 ∈ Ii,
maximaxθ∈[0,1] Fi
(
0, u(0), ϕxi(0
−)− θ
(∑K
j=1 ϕxi(0
−)
)+)
≥ 0 if x0 = 0.
There is an analogous reformulation of time-dependent equations like (2). We do
not prove it here since we have no immediate use for it and it does not simplify the
uniqueness proof presented in Section 4.2.
Appendix B. Dimensionality Reduction Lemma
In this section, we show how to obtain time-independent equations from those in
which time-derivatives do not appear. The following result implies Proposition 3:
Lemma 4. Assume that, for each i, Fi : Ii× [0, T ]×R2 → R is a continuous function
and let the upper semi-continuous function u :
⋃K
i=1 Ii × [0, T ]→ R be a solution of
(46)
{
Fi(x, t, u, uxi) ≤ 0 in Ii × (0, T ],
min
{
mini Fi(x, t, u, uxi),
∑K
i=1 uxi
}
≤ 0 on {0} × (0, T ].
For each t0 ∈ (0, T ], the function u(·, t0) :
⋃K
i=1 Ii → R solves{
Fi(x, t0, u, uxi(·, t0) ≤ 0 in Ii,
min
{
mini Fi(x, t0, u, uxi(·, t0)),
∑K
i=1 uxi(·, t0)
}
≤ 0 on {0}.
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Proof. Fix a t0 ∈ (0, T ]. Given ϕ ∈ C1∗ (∪Ii), suppose u(·, t0) − ϕ has a strict global
maximum at x0. We consider only the case when x0 = 0, the other case being slightly
easier.
For each ǫ > 0, let Φǫ :
⋃K
i=1 Ii × [0, T ]→ R be the function given by
Φǫ(x, t) = u(x, t)− ϕ(x)− (t− t0)
2
2ǫ
.
Write Φǫ(x, t) = u(x, t) − Ψǫ(x, t) and note that Ψǫ ∈ C2,1∗ (∪Ii × [0, T ]). Let (xǫ, tǫ)
denote a global maximum of Φǫ. Since x0 = 0 is a strict global maximum of u(·, t0)−ϕ,
it follows that tǫ → t0, xǫ → 0, and u(xǫ, tǫ) → u(0, t0) as ǫ → 0+. Fix ǫ1 > 0 such
that tǫ > 0 if ǫ ∈ (0, ǫ1). If there is a sequence ǫn → 0 such that xǫn ∈ Ij for some j
and each n, then we immediately obtain
Fj(xǫn , tǫn, u(xǫj , tǫj), ϕxj(xǫn)) = Fj(xǫn, tǫn , u(xǫj , tǫj),Ψxj(xǫn , tǫn)) ≤ 0.
Sending n→∞, we recover Fj(0, t0, u(x0, t0), ϕxj(0)) ≤ 0. It remains to consider the
case when there is an ǫ2 > 0 such that xǫ = 0 for all ǫ ∈ (0, ǫ2).
Fix such an ǫ. For each j ∈ {1, 2, . . . , K}, the map
(xj , t) 7→ u(xj, t)− ϕ(xj)− (t− t0)
2
2ǫ
defined in Ij × [0, T ] has a global maximum at (0, tǫ). Thus,
min
{
min
i
Fi(0, tǫ, u(0, tǫ), ϕxi(0)),
K∑
i=1
ϕxi(0)
}
≤ 0.
We conclude by sending ǫ→ 0+ and appealing to continuity of the functions F1, . . . , FK .

Appendix C. Time-Dependent Finite-Difference Schemes
We show that the finite-difference scheme approximating (2) is monotone provided
a CFL-type condition is satisfied.
We begin by introducing the necessary terminology. A function V :
⋃K
i=1 Ji×S → R
is said to be a sub-solution of the scheme (40) if it satisfies the system of inequalities
obtained from (2) by replacing all equal signs with ≤. Analogously, a function W on
the same domain is called a super-solution of the scheme (40) if it satisfies the system
of inequalities obtained by replacing all equal signs with ≥. As in the stationary case,
the scheme is monotone when sub- and super-solutions obey a discrete maximum
principle. This is made precise in the following definition.
Definition 2. The finite-difference scheme (40) is called monotone if the following
two criteria hold:
(i) If V, χ :
⋃K
i=1 Ji × {0, 1, . . . , N} → R, V is a sub-solution of (40), and V − χ
has a maximum at (m, s) with s > 0, then{
V (m,s)−χ(m,s−1)
∆t
+ F (D+χ(m, s− 1), D−χ(m, s− 1)) ≤ 0 if m 6= 0,∑K
i=1(χ(0, s)− χ(1i, s)) ≤ 0 otherwise.
30 P. MORFE
(ii) If W,χ :
⋃K
i=1 Ji×{0, 1, . . . , N} → R, W is a super-solution of (40), and W−χ
has a maximum at (m, s) with s > 0, then{
W (m,s)−χ(m,s−1)
∆t
+ F (D+χ(m, s− 1), D−χ(m, s− 1)) ≥ 0 if m 6= 0,∑K
i=1(χ(0, s)− χ(1i, s)) ≥ 0 otherwise.
As in the vanishing viscosity case, the error analysis of (40) uses a discrete version
of Lipschitz continuity. Specifically, given a function U :
⋃K
i=1 Ji × S → R, we say
that U is Lipschitz if
Lip(U) := sup {|U(m, s)− U(k, r)| | |m− k|+ |s− r| ≤ 1} <∞.
The following result gives sufficient conditions under which the scheme (40) is
monotone. Recall that L1 is a uniform bound on the Lipschitz constants of the
numerical Hamiltonians G1, . . . , GK .
Proposition 10. If ǫ ≥ 2L1∆x and ∆x∆t − ǫ∆x − 2L1 ≥ 0, then the finite-difference
scheme (40) is monotone and there is a C independent of ǫ,∆x,∆t such that, if U is
the solution of (40), then Lip(U) ≤ Cmax{∆x,∆t}.
Proof. The proof that the given inequalities imply monotonicity is left to the reader.
That U is Lipschitz follows from the coercivity assumption (8) and standard argu-
ments with slight modifications to accommodate the junction condition. 
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