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Abstract
In this paper, we prove the local well-posedness in critical Besov spaces for the com-
pressible Navier-Stokes equations with density dependent viscosities under the assumption
that the initial density is bounded away from zero.
Key Words: compressible Navier-Stokes equations, Besov spaces, Bony’s
paraproduct, Fourier localization.
AMS Classification: 35Q30,35D10.
1 Introduction
In this paper, we consider the compressible Navier-Stokes equations with density dependent
viscosities in R+×RN (N ≥ 2):

∂tρ+ div(ρu) = 0,
∂t(ρu) + div(ρu⊗ u)− div(2µ(ρ)D(u)) −∇(λ(ρ)divu) +∇P (ρ) = 0,
(ρ, u)|t=0 = (ρ0, u0).
(1.1)
Here ρ(t, x) and u(t, x) are the density and velocity of the fluid. The pressure P is a smooth
function of ρ, D(u) = 12(∇u+∇u
t) is the strain tensor, the Lame´ coefficients µ and λ depend
smoothly on ρ and satisfy
µ > 0 and λ+ 2µ > 0, (1.2)
which ensures that the operator −div(2µ(ρ)D·) − ∇(λ(ρ)div·) is elliptic. An important ex-
ample is included in the system (1.1): the viscous shallow water equations(N = 2, µ(ρ) =
ρ, λ(ρ) = 0 and P (ρ) = ρ2).
The local existence and uniqueness of smooth solutions for the system (1.1) were proved
by Nash [23] for smooth initial data without vacuum. Later on, Matsumura and Nishida[20]
proved the global well-posedness for smooth data close to equilibrium, see also [18] for one
dimension. Concerning the global existence of weak solutions for the large initial data, we
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refer to [2, 3, 19, 21]. We may refer to [4, 10, 25] and references therein for the viscous shallow
water equations.
This paper is devoted to the study of the well-posedness of the system (1.1) in the critical
spaces. Recently, Danchin has obtained several important well-posedness results in the critical
spaces for the compressible Navier-Stokes equations [11, 12, 14]. To explain the precise
meaning of critical spaces, let us consider the incompressible Navier-Stokes equations
(NS)
{
∂tu−∆u+ u · ∇u+∇p = 0,
divu = 0.
It is easy to find that if (u, p) is a solution of (NS), then
uλ(t, x)
def
= λu(λ2t, λx), pλ(t, x)
def
= λ2p(λ2t, λx) (1.3)
is also a solution of (NS). For the (NS) equations, a functional space X is critical if the
corresponding norm is invariant under the scaling of (1.3). Obviously, H˙
N
2
−1 is a critical
space. Fujita and Kato[16] proved the well-posedness of (NS) in H˙
N
2
−1, see also [5, 6, 22] and
references therein for the well-posedness in the other critical spaces. For the compressible
Navier-Stokes equations, let us introduce the following transformation
ρλ(t, x)
def
= ρ(λ2t, λx), uλ(t, x)
def
= λu(λ2t, λx).
Then if (ρ, u) solves (1.1), so does (ρλ, uλ) provided the viscosity coefficients are constants
and the pressure law has been changed into λ2P . This motivates the following definition:
Definition 1.1 We will say that a functional space is critical with respect to the scaling of
the equations if the associated norm is invariant under the transformation:
(ρ, u) −→ (ρλ, uλ)
(up to a constant independent of λ).
A natural candidate is the homogenous Sobolev space H˙N/2 ×
(
H˙N/2−1
)N
, but since
H˙N/2 is not included in L∞, we can not obtain a L∞ control of the density when ρ0 ∈ H˙
N/2.
Instead, we choose the initial data (ρ0, u0) for some ρ¯0 in a critical homogenous Besov spaces:
(ρ0 − ρ¯0, u0) ∈ B˙
N
p
p,1 ×
(
B˙
N
p
−1
p,1
)N
,
since B˙
N
p
p,1 is continuously embedded in L
∞.
However, working in the critical spaces, if we deal with the elliptic operators of the
momentum equations as a constant coefficient second order operator plus a perturbation
induced by the density and viscosity coefficients, the perturbation will be a trouble term. In
the case when ρ− ρ¯0 is small in B˙
N
p
p,1 or has more regularity, the perturbation can be treated
as a harmless source term and the corresponding local-well posedness can be obtained by
following the argument of Danchin [12], see [17].
The purpose of the present paper is to obtain a local well-posedness result in the critical
Besov spaces under the natural physical assumption that the initial density is bounded away
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from zero. Our new observation is that if ρ − ρ¯0 is small in the weighted Besov spaces
B˙
N
p
p,1(ω)(see Section 3 for the definition), the perturbation can still be treated as a harmless
source term. Similar idea has been used by the authors of this paper to prove the local
well-posedness in B˙12,1×
(
B˙02,1
)2
for the viscous shallow water equations [10]. Very rencently,
Danchin[15] proved a similar result for the system (1.1) with constant coefficients. The key of
his proof is a new and interesting estimate for a class of parabolic systems with the coefficients
in C([0, T ]; B˙
N/2
2,1 ). It seems to be possible to adapt his method to the present model. Here
we would like to present a general functional framework to deal with the local well-posedness
in the critical spaces for the compressible fluids.
Our main result is as follows:
Theorem 1.2 Let ρ¯0 and c0 be two positive constants. Assume that the initial data satisfies
(ρ0 − ρ¯0, u0) ∈ B˙
N
p
p,1 ×
(
B˙
N
p
−1
p,1
)N
and ρ0 ≥ c0.
Then there exists a positive time T such that
(a) Existence: If p ∈ (1, N ], the system (1.1) has a solution (ρ− ρ¯0, u) ∈ E
p
T with
EpT
def
= C([0, T ]; B˙
N
p
p,1)×
(
C([0, T ]; B˙
N
p
−1
p,1 ) ∩ L
1(0, T ; B˙
N
p
+1
p,1 )
)N
, ρ ≥
1
2
c0;
(b) Uniqueness: If p ∈ (1, N ], then the uniqueness holds in EpT .
Remark 1.3 If the Lame´ coefficients µ and λ are constants satisfying (1.2), then the range
of p in the existence result of the system (1.1) can be extended to p ∈ (1, 2N), since we can
take p ∈ (1, 2N) in Proposition 5.1 for the case when λ and µ are constants.
The structure of this paper is as follows:
In Section 2, we recall some basic facts about the Littlewood-Paley decomposition and the
functional spaces. In Section 3, we firstly introduce the weighted Besov spaces, then present
some nonlinear estimates. Section 4 is devoted to the estimates in the weighted Besov spaces
for the linear transport equation. Section 5 is devoted to the estimates in the weighted Besov
spaces for the linearized momentum equation. In Section 6, we prove the existence of the
solution. In Section 7, we prove the uniqueness of the solution.
2 Littlewood-Paley theory and the functional spaces
Let us introduce the Littlewood-Paley decomposition. Choose a radial function ϕ ∈ S(RN )
supported in C = {ξ ∈ RN , 34 ≤ |ξ| ≤
8
3} such that∑
j∈Z
ϕ(2−jξ) = 1 for all ξ 6= 0.
The frequency localization operator ∆j and Sj are defined by
∆jf = ϕ(2
−jD)f, Sjf =
∑
k≤j−1
∆kf for j ∈ Z.
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With our choice of ϕ, one can easily verify that
∆j∆kf = 0 if |j − k| ≥ 2 and
∆j(Sk−1f∆kf) = 0 if |j − k| ≥ 5.
(2.1)
We denote the space Z ′(RN ) by the dual space of Z(RN ) = {f ∈ S(RN ); Dαfˆ(0) = 0;∀α ∈
Nd multi-index}, it also can be identified by the quotient space of S ′(RN )/P with the poly-
nomials space P. The formal equality
f =
∑
k∈Z
∆kf
holds true for f ∈ Z ′(RN ) and is called the homogeneous Littlewood-Paley decomposition.
The operators ∆j help us recall the definition of the Besov space(see also [24]).
Definition 2.1 Let s ∈ R, 1 ≤ p, r ≤ +∞. The homogeneous Besov space B˙sp,r is defined by
B˙sp,r = {f ∈ Z
′(RN ) : ‖f‖B˙sp,r
< +∞},
where
‖f‖B˙sp,r
def
=
∥∥∥2ks‖∆kf(t)‖p∥∥∥
ℓr
.
We next introduce the Besov-Chemin-Lerner space L˜qT (B˙
s
p,r) which is initiated in [9].
Definition 2.2 Let s ∈ R, 1 ≤ p, q, r ≤ +∞, 0 < T ≤ +∞. The space L˜qT (B˙
s
p,r) is defined
as the set of all the distributions f satisfying
‖f‖eLqT (B˙sp,r)
< +∞,
where
‖f‖r
eLqT (B˙
s
p,r)
def
=
∥∥∥2ks‖∆kf(t)‖Lq(0,T ;Lp)∥∥∥
ℓr
.
Obviously, L˜1T (B˙
s
p,1) = L
1
T (B˙
s
p,1). In the sequel, we will constantly use the Bony’s decompo-
sition from [1] that
uv = Tuv + Tvu+R(u, v), (2.2)
with
Tuv =
∑
j∈Z
Sj−1u∆jv, R(u, v) =
∑
j∈Z
∆ju∆˜jv, ∆˜jv =
∑
|j′−j|≤1
∆j′v.
Let us conclude this section by collecting some useful lemmas.
Lemma 2.3 [7] Let 1 ≤ p ≤ q ≤ +∞. Assume that f ∈ Lp(RN ), then for any γ ∈
(N∪{0})N , there exist constants C1, C2 independent of f , j such that
suppfˆ ⊆ {|ξ| ≤ A02
j} ⇒ ‖∂γf‖q ≤ C12
j|γ|+jN( 1
p
− 1
q
)‖f‖p,
suppfˆ ⊆ {A12
j ≤ |ξ| ≤ A22
j} ⇒ ‖f‖p ≤ C22
−j|γ| sup
|β|=|γ|
‖∂βf‖p.
4
Lemma 2.4 [12] Let 1 < p <∞, and a ≥ a¯ > 0 be a bounded continuous function. Assume
that u ∈ Lp(RN ) and supp uˆ ⊂ {ξ : R1 ≤ |ξ| ≤ R2}. Then there exists a constant c depending
only on N and R2/R1 such that
ca¯R21
(p− 1)
p2
∫
R
N
|u|p dx ≤ −
∫
R
N
div(a∇u)|u|p−2udx.
Lemma 2.5 Let s > 0, and 1 ≤ p ≤ ∞. Assume that f, g ∈ B˙s1p,1 ∩ L
∞. Then there holds
‖fg‖B˙sp,1
≤ C(‖f‖B˙sp,1
‖g‖L∞ + ‖f‖L∞‖g‖B˙sp,1
).
Lemma 2.6 Let s1, s2 ≤
N
p , s1 + s2 > N max(0,
2
p − 1), and 1 ≤ p, q, q1, q2 ≤ ∞ with
1
q1
+ 1q2 =
1
q . Assume that f ∈ L˜
q1
T (B˙
s1
p,1) and g ∈ L˜
q2
T (B˙
s2
p,1). Then there holds
‖fg‖
eLqT (B˙
s1+s2−
N
p
p,1 )
≤ C‖f‖eLq1T (B˙
s1
p,1)
‖g‖eLq2T (B˙
s2
p,1)
.
Lemma 2.7 Let s1 ≤
N
p , s2 <
N
p , s1 + s2 ≥ N max(0,
2
p − 1), and 1 ≤ p, q, q1, q2 ≤ ∞ with
1
q1
+ 1q2 =
1
q . Assume that f ∈ L˜
q1
T (B˙
s1
p,1) and g ∈ L˜
q2
T (B˙
s2
p,∞). Then there holds
‖fg‖
eLqT (B˙
s1+s2−
N
p
p,∞ )
≤ C‖f‖eLq1T (B˙
s1
p,1)
‖g‖eLq2T (B˙
s2
p,∞)
.
Lemma 2.8 Let s ∈ (−N min
(
1
p ,
1
p′
)
, Np + 1] and 1 ≤ p, q, q1, q2 ≤ ∞ with
1
q1
+ 1q2 =
1
q .
Assume that f ∈ L˜q1T (B˙
N
p
+1
p,1 ) and g ∈ L˜
q2
T (B˙
s
p,1). Then there holds∑
j
2j(s−1)‖div[∆j, f ]∇g‖LqT (Lp) ≤ C‖f‖eLq1T (B˙
N
p +1
p,1 )
‖g‖eLq2T (B˙
s
p,1)
.
Lemma 2.9 Let s > 0 and 1 ≤ p, q ≤ ∞. Assume that F ∈ W
[s]+3,∞
loc (R) with F (0) = 0.
Then for any f ∈ L∞T (L
∞) ∩ L˜qT (B˙
s
p,1), we have
‖F (f)‖eLqT (B˙
s
p,1)
≤ C
(
1 + ‖f‖L∞T (L∞)
)[s]+2
‖f‖eLqT (B˙
s
p,1)
.
Lemma 2.6-Lemma 2.9 can be easily proved by using Bony’s decomposition and Lemma
2.3, see also [8, 12] or Section 3 for similar results.
Remark 2.10 Lemma 2.6-Lemma 2.9 still remain true for the usual homogenous Besov
spaces. For example, the estimate in Lemma 2.6 becomes
‖fg‖
B˙
s1+s2−
N
p
p,1
≤ C‖f‖B˙s1p,1
‖g‖B˙s2p,1
,
with p, s1, s2 satisfying the conditions as in Lemma 2.6.
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3 Nonlinear estimates in the weighted Besov spaces
Let us firstly introduce the weight function. Let {ek(t)}k∈Z be a sequence defined in [0,+∞)
satisfying the following conditions:
ek(t) ∈ [0, 1], ek(t) ≤ ek′(t) if k ≤ k
′ and ek(t) ∼ ek′(t) if k ∼ k
′. (3.1)
Then the weight function {ωk(t)}k∈Z is defined by
ωk(t) =
∑
ℓ≥k
2k−ℓeℓ(t), k ∈ Z.
It is easy to verify that for any k ∈ Z,
ωk(t) ≤ 2, ek(t) ≤ ωk(t),
ωk(t) ≤ 2
k−k′ωk′(t) if k ≥ k
′, ωk(t) ≤ 3ωk′(t) if k ≤ k
′,
ωk(t) ∼ ωk′(t) if k ∼ k
′.
(3.2)
Definition 3.1 Let s ∈ R, 1 ≤ p, r ≤ +∞, 0 < T < +∞. The weighted Besov space B˙sp,r(ω)
is defined by
B˙sp,r(ω) = {f ∈ Z
′(RN ) : ‖f‖B˙sp,r(ω)
< +∞},
where
‖f‖B˙sp,r(ω)
def
=
∥∥2ksωk(T )‖∆kf‖p∥∥ℓr .
Definition 3.2 Let s ∈ R, 1 ≤ p, q ≤ +∞, 0 < T < +∞. The weighted function space
L˜qT (B˙
s
p,1(ω)) is defined by
L˜qT (B˙
s
p,1(ω)) = {f ∈ L
q
T (B˙
s
p,1(ω)) : ‖f‖eLqT (B˙
s
p,1(ω))
< +∞},
where
‖f‖eLqT (B˙
s
p,1(ω))
def
=
∑
k∈Z
2ksωk(T )
(∫ T
0
‖∆kf(t)‖
q
pdt
) 1
q
.
Remark 3.3 If ek(t) is continuous on [0,+∞) and ek(0) = 0 for k ∈ Z, f ∈ L˜
∞
T (B˙
s
p,1), then
for any ε > 0, there exists a T˜ ∈ (0, T ] such that
‖f‖eL∞
eT
(B˙sp,1(ω))
≤ ε.
Indeed, due to f ∈ L˜∞T (B˙
s
p,1) and ωk(T ) ≤ 2, there exists N1 ∈ N such that∑
|k|≥N1+1
2ksωk(T )‖∆kf‖L∞T (Lp) ≤ ε/3,
∑
|k|≤N1
2ks
∑
ℓ≥k+N1+1
2k−ℓeℓ(T )‖∆kf‖L∞T (Lp) ≤ ε/3.
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Thus, we have
‖f‖eL∞
eT
(B˙sp,1(ω))
≤ 2ε/3 +
∑
|k|≤N1
2ks
∑
k≤ℓ≤k+N1
2k−ℓeℓ(T˜ )‖∆kf‖L∞
eT
(Lp)
≤ 2ε/3 + 2e2N1(T˜ )
∑
|k|≤N1
2ks‖∆kf‖L∞
eT
(Lp)
≤ ε,
if T˜ ∈ (0, T ] is chosen such that
2e2N1(T˜ )
∑
|k|≤N1
2ks‖∆kf‖L∞
eT
(Lp) ≤ ε/3.
Next, we present some estimates in the weighted Besov spaces.
Lemma 3.4 Let 1 ≤ p ≤ ∞. Assume that f ∈ B˙s1p,1(ω), g ∈ B˙
s2
p,1. Then there hold
(a) if s2 ≤
N
p , we have
‖Tgf‖
B˙
s1+s2−
N
p
p,1 (ω)
≤ C‖f‖B˙s1p,1(ω)
‖g‖B˙s2p,1
;
(b) if s1 ≤
N
p − 1, we have
‖Tfg‖
B˙
s1+s2−
N
p
p,1 (ω)
≤ C‖f‖B˙s1p,1(ω)
‖g‖B˙s2p,1
;
(c) if s1 + s2 > N max(0,
2
p − 1), we have
‖R(f, g)‖
B˙
s1+s2−
N
p
p,1 (ω)
≤ C‖f‖B˙s1p,1(ω)
‖g‖B˙s2p,1
.
Proof. Due to (2.1), we have
∆j(Tgf) =
∑
|j′−j|≤4
∆j(Sj′−1g∆j′f),
then we get by Lemma 2.3 and (3.2) that
‖Tgf‖
B˙
s1+s2−
N
p
p,1 (ω)
=
∑
j
2j(s1+s2−
N
p
)ωj(T )‖∆j(Tgf)‖p
≤ C
∑
j
2j(s1+s2−
N
p
)ωj(T )‖Sj−1g‖∞‖∆jf‖p
≤ C‖f‖B˙s1p,1(ω)
‖g‖B˙s2p,1
,
where we used in the last inequality
‖Sj−1g‖∞ ≤ C
∑
ℓ≤j−2
2ℓ
N
p ‖∆ℓg‖p ≤ C2
j(−s2+
N
p
)‖g‖B˙s2p,1
.
7
This proves (a). We next prove (b). Similarly, we have
‖Tfg‖
B˙
s1+s2−
N
p
p,1 (ω)
=
∑
j
2
j(s1+s2−
N
p
)
ωj(T )‖∆j(Tfg)‖p
≤ C
∑
j
2
j(s1+s2−
N
p
)
ωj(T )‖Sj−1f‖∞‖∆jg‖p,
and by Lemma 2.3 and (3.2), we have
ωj(T )‖Sj−1f‖∞ ≤ C2
j
∑
ℓ≤j−2
2ℓ(
N
p
−1)ωℓ(T )‖∆ℓf‖p
≤ C2j(
N
p
−s1)‖f‖B˙s1p,1(ω)
,
which lead to (b). Now we prove (c). Notice that
∆j(R(f, g)) =
∑
j′≥j−3
∆j(∆j′f∆˜j′g),
then we get by Lemma 2.3 that if p ≥ 2
‖R(f, g)‖
B˙
s1+s2−
N
p
p,1 (ω)
≤ C
∑
j
∑
j′≥j−3
2j(s1+s2)ωj(T )‖∆j′f‖p‖∆˜j′g‖p
≤ C
∑
j
∑
j′≥j−3
∑
ℓ≥j
2j−ℓeℓ(T )2
j(s1+s2)‖∆j′f‖p‖∆˜j′g‖p
=
∑
j
∑
j′≥j−3
∑
ℓ≥j,j′
+
∑
j
∑
j′≥j−3
∑
j′≥ℓ≥j

, I + II.
For II, using the fact that eℓ(T ) ≤ ej′(T ) ≤ ωj′(T ) if ℓ ≤ j
′, we get
II ≤ C
∑
j
∑
j′≥j−3
ωj′(T )2
j(s1+s2)‖∆j′f‖p‖∆˜j′g‖p
≤ C
∑
j
∑
j′≥j−3
ωj′(T )2
(j−j′)(s1+s2)2j
′s1‖∆j′f‖p‖g‖B˙s2p,1
≤ C‖f‖B˙s1p,1(ω)
‖g‖B˙s2p,1
,
and for I, using the fact that∑
ℓ≥j,j′
2j−ℓeℓ(T ) ≤ 2
j−j′
∑
ℓ≥j′
2j
′−ℓeℓ(T ) = 2
j−j′wj′(T ),
we obtain
I ≤ C
∑
j
∑
j′≥j−3
ωj′(T )2
j(s1+s2)2j−j
′
‖∆j′f‖p‖∆˜j′g‖p
≤ C
∑
j
∑
j′≥j−3
ωj′(T )2
(j−j′)(s1+s2+1)2j
′s1‖∆j′f‖p‖g‖B˙s2p,1
≤ C‖f‖B˙s1p,1(ω)
‖g‖B˙s2p,1
.
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If p < 2, we get by Lemma 2.3 that
‖R(f, g)‖
B˙
s1+s2−
N
p
p,1 (ω)
≤ C
∑
j
∑
j′≥j−3
2
j(s1+s2−N(
2
p
−1))
ωj(T )‖∆j′f‖p‖∆˜j′g‖p′
≤ C
∑
j
∑
j′≥j−3
∑
ℓ≥j
2j−ℓeℓ(T )2
j(s1+s2−N(
2
p
−1))‖∆j′f‖p‖∆˜j′g‖p2
N( 2
p
−1)j′ .
Then treating it as in the case of p ≥ 2, we obtain the same inequality for s1+s2 > N(
2
p −1).
This proves (c). 
We have a similar result in the weighted Besov spaces with the time.
Lemma 3.5 Let 1 ≤ p, q, q1, q2 ≤ ∞ with
1
q1
+ 1q2 =
1
q . Assume that f ∈ L˜
q1
T (B˙
s1
p,1(ω)), g ∈
L˜q2T (B˙
s2
p,1). Then there hold
(a) if s2 ≤
N
p , we have
‖Tgf‖
eLqT (B˙
s1+s2−
N
p
p,1 (ω))
≤ C‖f‖eLq1T (B˙
s1
p,1(ω))
‖g‖eLq2T (B˙
s2
p,1)
;
(b) if s1 ≤
N
p − 1, we have
‖Tfg‖
eLqT (B˙
s1+s2−
N
p
p,1 (ω))
≤ C‖f‖eLq1T (B˙
s1
p,1(ω))
‖g‖eLq2T (B˙
s2
p,1)
;
(c) if s1 + s2 > N max(0,
2
p − 1), we have
‖R(f, g)‖
eLqT (B˙
s1+s2−
N
p
p,1 (ω))
≤ C‖f‖eLq1T (B˙
s1
p,1(ω))
‖g‖eLq2T (B˙
s2
p,1)
.
The following proposition is a direct consequence of Lemma 3.5.
Proposition 3.6 Let s1 ≤
N
p −1, s2 ≤
N
p , s1+s2 > N max(0,
2
p−1), and 1 ≤ p, q, q1, q2 ≤ ∞
with 1q1 +
1
q2
= 1q . Assume that f ∈ L˜
q1
T (B˙
s1
p,1(ω)) and g ∈ L˜
q2
T (B˙
s2
p,1). Then there holds
‖fg‖
eLqT (B˙
s1+s2−
N
p
p,1 (ω))
≤ C‖f‖eLq1T (B˙
s1
p,1(ω))
‖g‖eLq2T (B˙
s2
p,1)
.
From the proof of Lemma 3.4, we can also obtain
Proposition 3.7 Let s1 ≤
N
p −1, s2 <
N
p , s1+s2 ≥ N max(0,
2
p−1), and 1 ≤ p, q, q1, q2 ≤ ∞
with 1q1 +
1
q2
= 1q . Assume that f ∈ L˜
q1
T (B˙
s1
p,1(ω)) and g ∈ L˜
q2
T (B˙
s2
p,∞). Then there holds
‖fg‖
eLqT (B˙
s1+s2−
N
p
p,∞ (ω))
≤ C‖f‖eLq1T (B˙
s1
p,1(ω))
‖g‖eLq2T (B˙
s2
p,∞)
.
Proposition 3.8 Let s > 0 and 1 ≤ p, q ≤ ∞. Assume that F ∈W
[s]+3,∞
loc (R) with F (0) = 0.
Then for any f ∈ L∞T (L
∞) ∩ L˜qT (B˙
s
p,1(ω)), we have
‖F (f)‖eLqT (B˙
s
p,1(ω))
≤ C(1 + ‖f‖L∞T (L∞))
[s]+2‖f‖eLqT (B˙
s
p,1(ω))
.
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Proof. We decompose F (f) as
F (f) =
∑
j′∈Z
F (Sj′+1f)− F (Sj′f) =
∑
j′∈Z
∆j′f
∫ 1
0
F ′(Sj′f + τ∆j′f)dτ
,
∑
j′∈Z
∆j′f mj′(f),
where mj′(f) =
∫ 1
0 F
′(Sj′f + τ∆j′f)dτ . Furthermore, we write
∆jF (f) =
∑
j′<j
∆j(∆j′f mj′(f)) +
∑
j′≥j
∆j(∆j′f mj′(f)) , I + II.
By Lemma 2.3, we have
‖I‖LqT (Lp)
≤
∑
j′<j
‖∆j(∆j′f mj′(f))‖LqT (Lp)
≤
∑
j′<j
2−j|α| sup
|γ|=|α|
‖Dγ∆j(∆j′f mj′(f))‖LqT (Lp), (3.3)
with α to be determined later. Notice that for |γ| ≥ 0, we have
‖Dγmj′(f)‖∞ ≤ C2
j′|γ|(1 + ‖f‖∞)
|γ|‖F ′‖W |γ|,∞ ,
from which and (3.3), it follows that
2js‖I‖LqT (Lp) ≤ C2
j(s−|α|)
∑
j′<j
2j
′|α|‖∆j′f‖LqT (Lp)(1 + ‖f‖L
∞
T (L
∞))
|α|‖F ′‖W |α|,∞,
thus, if we take |α| = [s] + 2, we get by (3.2) that∑
j
ωj(T )2
js‖I‖LqT (Lp)
≤ C
∑
j′
2j
′sωj′(T )‖∆j′f‖LqT (Lp)
∑
j>j′
2(j−j
′)(s−|α|+1)(1 + ‖f‖L∞T (L∞))
|α|‖F ′‖W |α|,∞
≤ C(1 + ‖f‖L∞T (L∞))
[s]+2‖F ′‖W [s]+2,∞‖f‖eLqT (B˙
s
p,1(ω))
. (3.4)
Now, let us turn to the estimate of II. We get by Lemma 2.3 that
‖II‖LqT (Lp)
≤ C
∑
j′≥j
‖∆j′f‖LqT (Lp)
.
Then we write∑
j
ωj(T )2
js‖II‖LqT (Lp)
≤ C
∑
j
2js
∑
j′≥j
‖∆j′f‖LqT (Lp)
∑
j′≥ℓ≥j
2j−ℓeℓ(T )
+ C
∑
j
2js
∑
j′≥j
‖∆j′f‖LqT (Lp)
∑
ℓ≥j,j′
2j−ℓeℓ(T ),
from which and a similar argument of (c) in Lemma 3.4, we infer that∑
j
ωj(T )2
js‖II‖LqT (Lp) ≤ C‖f‖eLqT (B˙
s
p,1(ω))
,
from which and (3.4), we conclude the proof of Proposition 3.8. 
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4 Estimates of the linear transport equation
In this section, we study the linear transport equation{
∂tf + v · ∇f = g,
f(0, x) = f0.
(4.1)
Proposition 4.1 [14] Let s ∈ (−N min(1p ,
1
p′ ), 1 +
N
p ), 1 ≤ p, r ≤ +∞, and s = 1 +
N
p ,
if r = 1. Let v be a vector field such that ∇v ∈ L1T (B˙
N
p
p,r ∩ L∞). Assume that f0 ∈ B˙
s
p,r,
g ∈ L1T (B˙
s
p,r) and f is the solution of (4.1). Then there holds for t ∈ [0, T ],
‖f‖eL∞t (B˙sp,r)
≤ eCV (t)
(
‖f0‖B˙sp,r
+
∫ t
0
e−CV (τ)‖g(τ)‖B˙sp,r
dτ
)
,
where V (t)
def
=
∫ t
0 ‖∇v(τ)‖
B˙
N
p
p,r∩L∞
dτ. If r < +∞, then f belongs to C([0, T ]; B˙sp,r).
Proposition 4.2 Let p ∈ [1,+∞] and s ∈ (−N min(1p ,
1
p′ ),
N
p ]. Let v be a vector field such
that ∇v ∈ L1T (B˙
N
p
p,1). Assume that f0 ∈ B˙
s
p,1, g ∈ L
1
T (B˙
s
p,1) and f is the solution of (4.1).
Then there holds for t ∈ [0, T ],
‖f‖eL∞t (B˙sp,1(ω))
≤ eCV (t)
(
‖f0‖B˙sp,1(ω)
+
∫ t
0
e−CV (τ)‖g(τ)‖B˙sp,1(ω)
dτ
)
,
where V (t)
def
=
∫ t
0 ‖∇v(τ)‖
B˙
N
p
p,1
dτ.
Proof. Applying the operator ∆j to the transport equation, we obtain
∂t∆jf + v · ∇∆jf = ∆jg + [v,∆j ] · ∇f. (4.2)
Assume that p < +∞. Multiplying both sides of (4.2) by |∆jf |
p−2∆jf , we get by integrating
by parts over RN for the resulting equation that
1
p
d
dt
‖∆jf‖
p
p −
1
p
∫
R
N
|∆jf |
pdivvdx ≤
(
‖∆jg‖p + ‖[v,∆j ] · ∇f‖p
)
‖∆jf‖
p−1
p ,
then we have
‖∆jf(t)‖p ≤ ‖∆jf0‖p +
∫ t
0
(
‖∆jg‖p + ‖[v,∆j ] · ∇f‖p +
1
p
‖divv‖∞‖∆jf‖p
)
dτ,
from which, it follows that
‖f‖eL∞t (B˙sp,1(ω))
≤ ‖f0‖B˙sp,1(ω)
+ C
∫ t
0
‖divv(τ)‖
B˙
N
p
p,1
‖f(τ)‖eL∞τ (B˙sp,1(ω))
dτ
+
∫ t
0
‖g(τ)‖B˙sp,1(ω)
dτ +
∫ t
0
∑
j
ωj(T )2
js‖[v,∆j ] · ∇f(τ)‖pdτ,
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from which and Lemma 4.3, we infer that
‖f‖eL∞t (B˙sp,1(ω))
≤ ‖f0‖B˙sp,1(ω)
+ C
∫ t
0
‖v(τ)‖
B˙
N
p +1
p,1
‖f(τ)‖eL∞τ (B˙sp,1(ω))
dτ +
∫ t
0
‖g(τ)‖B˙sp,1(ω)
dτ.
Then Gronwall’s lemma applied implies the desired inequality. 
Lemma 4.3 Let p ∈ [1,∞], s ∈ (−N min(1p ,
1
p′ ),
N
p ]. Assume that v ∈ B˙
N
p
+1
p,1 and f ∈
B˙sp,1(ω). Then there holds∑
j
ωj(T )2
js‖[v,∆j ] · ∇f‖p ≤ C‖v‖
B˙
N
p +1
p,1
‖f‖B˙sp,1(ω)
.
Proof. Using the Bony’s decomposition, we write
[v,∆j ] · ∇f = [Tvk ,∆j ]∂kf + T∂k∆jfv
k +R(vk, ∂k∆jf)
−∆j(T∂kfv
k)−∆jR(v
k, ∂kf).
Using Lemma 3.4 with s1 = s− 1 and s2 =
N
p + 1, we get∑
j
ωj(T )2
js‖∆j(T∂kfv
k)‖p ≤ C‖v‖
B˙
N
p +1
p,1
‖f‖B˙sp,1(ω)
,
∑
j
ωj(T )2
js‖∆jR(v
k, ∂kf)‖p ≤ C‖v‖
B˙
N
p +1
p,1
‖f‖B˙sp,1(ω)
.
Notice that
T ′∂k∆jfv
k , T∂k∆jfv
k +R(vk, ∂k∆jf) =
∑
j′≥j−2
Sj′+2∆j∂kf∆j′v
k,
then we get by Lemma 2.3 that∑
j
ωj(T )2
js‖T ′∂k∆jfv
k‖p ≤ C
∑
j
ωj(T )2
js‖∆j∇f‖∞
∑
j′≥j−2
‖∆j′v
k‖p
≤ C
∑
j
ωj(T )2
j(s+1+N
p
)‖∆jf‖p
∑
j′≥j
‖∆j′v
k‖p
≤ C‖v‖
B˙
N
p +1
p,1
‖f‖B˙sp,1(ω)
.
Now, we turn to estimate [Tvk ,∆j]∂kf . Set h(x) = (F
−1ϕ)(x), we get by using Taylor’s
formula that
[Tvk ,∆j ]∂kf =
∑
|j′−j|≤4
[Sj′−1v
k,∆j]∂k∆j′f
=
∑
|j′−j|≤4
2Nj
∫
R
N
h(2j(x− y))(Sj′−1v
k(x)− Sj′−1v
k(y))∂k∆j′f(y)dy
=
∑
|j′−j|≤4
2(N+1)j
∫
R
N
∫ 1
0
y · ∇Sj′−1v
k(x− τy)dτ∂kh(2
jy)∆j′f(x− y)dy
+2Nj
∫
R
N
h(2j(x− y))∂kSj′−1v
k(y)∆j′f(y)dy,
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from which and the Minkowski inequality, we infer that∑
j
ωj(T )2
js‖[Tvk ,∆j ]∂kf‖p ≤ C
∑
j
ωj(T )2
js
∑
|j′−j|≤4
‖∇Sj′−1v‖∞‖∆j′f‖p
≤ C‖v‖
B˙
N
p +1
p,1
‖f‖B˙sp,1(ω)
.
Summing up all the above estimates, we conclude the proof of Lemma 4.3. 
5 Estimates of the linearized momentum equation
In this section, we study the linearized momentum equation{
∂tu− div(µ∇u)−∇((λ+ µ)divu) = G,
u|t=0 = u0.
(5.1)
In what follows, we assume that the viscosity coefficients λ(ρ) and µ(ρ) depend smoothly on
the function ρ and there exists a positive constant c1 such that
µ ≥ c1, λ+ 2µ ≥ c1.
Fix a positive constant c to be chosen later. In this section, the weighted function ωk(t) is
given by
ωk(t) =
∑
ℓ≥k
2k−ℓeℓ(t),
with eℓ(t) = (1− e
−c22ℓt)
1
2 . It is easy to verify that the function eℓ(t) satisfies (3.1).
Proposition 5.1 Let q ∈ [1,∞]. Assume that G ∈ L1T (B˙
s−1
p,1 ), u0 ∈ B˙
s−1
p,1 , and ρ − ρ ∈
L∞T (B˙
N
p
p,1). Let u be a solution of (5.1). Then there hold
(a) If p ∈ (1, N ], s ∈ (−N min(1p ,
1
p′ ) + 1,
N
p ], we have
‖u‖eLqT (B˙
s−1+2/q
p,1 )
≤ C
(
‖u0‖B˙s−1p,1
+ ‖G(τ)‖eL1T (B˙
s−1
p,1 )
+A(T )‖ρ− ρ‖
eL∞T (B˙
N
p
p,1)
‖u‖eL1T (B˙
s+1
p,1 )
)
;
In addition, if ρ− ρ ∈ L∞T (B˙
N
p
+1
p,1 ), p ∈ (1,∞), s ∈ (−N min(
1
p ,
1
p′ ) + 1,
N
p + 1], then
‖u‖
eLqT (B˙
s−1+2/q
p,1 )
≤ C
(
‖u0‖B˙s−1p,1
+ ‖G(τ)‖eL1T (B˙
s−1
p,1 )
+A(T )‖ρ− ρ‖
eL∞T (B˙
N
p +1
p,1 )
‖u‖eL1T (B˙
s
p,1)
)
;
(b) If p ∈ (1, N ], s ∈ (−N min(1p ,
1
p′ ) + 1,
N
p ], we have
‖u‖eL1T (B˙
s+1
p,1 )
+ ‖u‖eL2T (B˙
s
p,1)
≤ C
(
‖u0‖B˙s−1p,1 (ω))
+ ‖G(τ)‖eL1T (B˙
s−1
p,1 (ω))
+A(T )‖ρ− ρ‖
eL∞T (B˙
N
p
p,1(ω))
‖u‖eL1T (B˙
s+1
p,1 )
)
.
Here A(T )
def
=
(
1 + ‖ρ‖L∞T (L∞)
)[N
p
]+2
.
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Proof. Set d = divu and w = curlu. From (5.1), we find that (d,w) satisfies

∂td− div(ν∇d) = divG+ F1,
∂tw − div(µ∇w) = curlG+ F2,
(d,w)|t=0 = (divu0, curlu0) , (d0, w0),
(5.2)
where ν = λ+ 2µ and
F1 = div(∇µ · ∇u) + div(∇(λ+ µ)d),
F i,j2 = div(∂jµ∇u
i − ∂iµ∇u
j), i, j = 1, · · · , N.
Applying the operator ∆j to (5.2), we obtain{
∂t∆jd− div(ν∇∆jd) = div∆jG+∆jF1 + div[∆j , ν]∇d,
∂t∆jw − div(µ∇∆jw) = curl∆jG+∆jF2 + div[∆j, µ]∇w.
Multiplying the first equation by |∆jd|
p−2∆jd, we get by integrating over R
N that
1
p
d
d t
‖∆jd‖
p
p −
∫
R
N
div(ν∇∆jd)|∆jd|
p−2∆jddx
=
∫
R
N
(
div∆jG+∆jF1 + div[∆j, ν]∇d
)
|∆jd|
p−2∆jddx
Lemma 2.4 ensures there exists a positive constant cp depending on c0, p,N such that
1
p
d
d t
‖∆jd‖
p
p + cp2
2j‖∆jd‖
p
p ≤ ‖∆jd‖
p−1
p
(
‖div∆jG‖p + ‖∆jF1‖p + ‖div[∆j, ν]∇d‖p
)
.
Thus, we have
d
d t
‖∆jd‖p + cp2
2j‖∆jd‖p ≤ ‖div∆jG‖p + ‖∆jF1‖p + ‖div[∆j, ν]∇d‖p,
which implies that
‖∆jd(t)‖p ≤ e
−cp22jt‖∆jd0‖p +
∫ t
0
e−cp2
2j(t−τ)
(
‖div∆jG‖p + ‖∆jF1‖p + ‖div[∆j, ν]∇d‖p
)
d τ.
Similarly, we can obtain
‖∆jw(t)‖p ≤ e
−cp22jt‖∆jw0‖p +
∫ t
0
e−cp2
2j(t−τ)
(
‖curl∆jG‖p + ‖∆jF2‖p + ‖div[∆j, µ]∇w‖p
)
d τ.
From the above two inequalities, we infer that for any q ∈ [1,∞] and t ∈ [0, T ],
‖∆jd(t)‖Lqt (Lp) + ‖∆jw(t)‖L
q
t (L
p)
≤ C2−2j/qcj(T )
1
q (‖∆jd0‖p + ‖∆jw0‖p)
+C2−2j/qcj(T )
1
q
(
‖div∆jG‖L1t (Lp) + ‖∆jF1‖L1t (Lp) + ‖div[∆j, ν]∇d‖L1t (Lp)
)
+C2−2j/qcj(T )
1
q
(
‖curl∆jG‖L1t (Lp) + ‖∆jF2‖L1t (Lp) + ‖div[∆j, µ]∇w‖L1t (Lp)
)
, (5.3)
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with cj(T ) = 1− e
cp22jT . Notice that
2j‖∆ju‖p ∼ ‖∆jd‖p + ‖∆jw‖p, ej(T ) ≤ ωj(T ),
which together with (5.3) implies that
‖u‖eLqT (B˙
s−1+2/q
p,1 )
≤ C
(
‖u0‖B˙s−1p,1
+ ‖G‖eL1T (B˙
s−1
p,1 )
+ ‖(F1, F2)‖eL1T (B˙
s−2
p,1 )
)
+C
∑
j
2j(s−2)
(
‖div[∆j, ν]∇d‖L1T (Lp)
+ ‖div[∆j , µ]∇w‖L1T (Lp)
)
, (5.4)
and with c = cp in the definition of ek(t),
‖u‖eL1T (B˙
s−1
p,1 )
+ ‖u‖eL2T (B˙
s
p,1)
≤ C
(
‖u0‖B˙s−1p,1 (ω)
+ ‖G‖eL1T (B˙
s−1
p,1 (ω))
+ ‖(F1, F2)‖eL1T (B˙
s−2
p,1 (ω))
)
+C
∑
j
2j(s−2)ωj(T )
(
‖div[∆j , ν]∇d‖L1T (Lp)
+ ‖div[∆j, µ]∇w‖L1T (Lp)
)
. (5.5)
First of all, we deal with the right hand side of (5.4). From Lemma 2.6 and 2.9, we infer
that
‖F1‖eL1T (B˙
s−2
p,1 )
≤ C
(
‖∇µ · ∇u‖eL1T (B˙
s−1
p,1 )
+ ‖∇(λ+ µ)d‖eL1T (B˙
s−1
p,1 )
)
≤ C
(
‖µ− µ(ρ)‖
eL∞T (B˙
N
p
p,1)
+ ‖λ− λ(ρ)‖
eL∞T (B˙
N
p
p,1)
)
‖u‖eL1T (B˙
s+1
p,1 )
≤ CA(T )‖ρ− ρ‖
eL∞T (B˙
N
p
p,1)
‖u‖eL1T (B˙
s+1
p,1 )
. (5.6)
Similarly, we have
‖F2‖eL1T (B˙
s−2
p,1 )
≤ CA(T )‖ρ− ρ‖
eL∞T (B˙
N
p
p,1)
‖u‖eL1T (B˙
s+1
p,1 )
. (5.7)
While, we write
[∆j, ν]∇d = [∆j , ν − ν(ρ)]∇d = ∆j((ν − ν(ρ))∇d)− (ν − ν(ρ))∆j∇d,
then by Lemma 2.6, Lemma 2.9 we get for p ∈ [1, N ]∑
j
2j(s−2)‖div∆j((ν − ν(ρ))∇d)‖L1T (Lp)
≤ CA(T )‖ρ− ρ‖
eL∞T (B˙
N
p
p,1)
‖u‖eL1T (B˙
s+1
p,1 )
,
∑
j
2j(s−2)
(
‖ν − ν(ρ)‖L∞T (L∞)‖∆jdiv∇d‖L1T (Lp)
+ ‖div(ν − ν(ρ))‖L∞T (LN )‖∆j∇d‖L1T (L
pN
N−p )
)
≤ CA(T )‖ρ− ρ‖
eL∞T (B˙
N
p
p,1)
‖u‖eL1T (B˙
s+1
p,1 )
,
which imply that∑
j
2j(s−2)‖div[∆j , ν]∇d‖L1T (Lp)
≤ CA(T )‖ρ− ρ‖
eL∞T (B˙
N
p
p,1)
‖u‖eL1T (B˙
s+1
p,1 )
. (5.8)
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Similarly, we have∑
j
2j(s−2)‖div[∆j , µ]∇w‖L1T (Lp)
≤ CA(T )‖ρ− ρ‖
eL∞T (B˙
N
p
p,1)
‖u‖eL1T (B˙
s+1
p,1 )
. (5.9)
Then the first inequality of Proposition 5.1 (a) can be deduced from (5.4) and (5.6)-(5.9).
On the other hand, using Lemma 2.6 and 2.9, we also have
‖F1‖eL1T (B˙
s−2
p,1 )
+ ‖F2‖eL1T (B˙
s−2
p,1 )
≤ CA(T )‖ρ− ρ‖
eL∞T (B˙
N
p +1
p,1 )
‖u‖eL1T (B˙
s
p,1)
,
and by Lemma 2.8,∑
j
2j(s−2)
(
‖div[∆j, ν]∇d‖L1T (Lp)
+ ‖div[∆j , µ]∇w‖L1T (Lp)
)
≤ CA(T )‖ρ− ρ‖
eL∞T (B˙
N
p +1
p,1 )
‖u‖eL1T (B˙
s
p,1)
,
which together with (5.4) lead to the second inequality of Proposition 5.1 (a).
Next, we deal with the right hand side of (5.5). From Proposition 3.6 and 3.8, it follows
that
‖F1‖eL1T (B˙
s−2
p,1 (ω))
≤ C
(
‖∇µ · ∇u‖eL1T (B˙
s−1
p,1 (ω))
+ ‖∇(λ+ µ)d‖eL1T (B˙
s−1
p,1 (ω))
)
≤ C
(
‖µ− µ(ρ)‖
eL∞T (B˙
N
p
p,1(ω))
+ ‖λ− λ(ρ)‖
eL∞T (B˙
N
p
p,1(ω))
)
‖u‖eL1T (B˙
s+1
p,1 )
≤ CA(T )‖ρ− ρ‖
eL∞T (B˙
N
p
p,1(ω))
‖u‖eL1T (B˙
s+1
p,1 )
. (5.10)
Similarly, we have
‖F2‖eL1T (B˙
s−2
p,1 (ω))
≤ CA(T )‖ρ− ρ‖
eL∞T (B˙
N
p
p,1(ω))
‖u‖eL1T (B˙
s+1
p,1 )
. (5.11)
Notice that
[∆j , ν]∇d = [∆j, ν − ν(ρ)]∇d, [∆j , µ]∇w = [∆j, µ − µ(ρ)]∇w,
which together with Lemma 5.2 and Proposition 3.8 ensures that∑
j
2j(s−2)ωj(T )
(
‖div[∆j , ν]∇d‖L1T (Lp)
+ ‖div[∆j, µ]∇w‖L1T (Lp)
)
≤ C
(
‖ν − ν(ρ)‖
eL∞T (B˙
N
p
p,1(ω))
+ ‖µ− µ(ρ)‖
eL∞T (B˙
N
p
p,1(ω))
)
‖u‖eL1T (B˙
s+1
p,1 )
≤ A(T )‖ρ − ρ‖
eL∞T (B˙
N
p
p,1(ω))
‖u‖eL1T (B˙
s+1
p,1 )
. (5.12)
Summing up (5.5) and (5.10)-(5.12), we obtain the inequality of Proposition 5.1 (b). 
Lemma 5.2 Let p ∈ [1, N ] and s ∈ (−N min(1p ,
1
p′ ),
N
p ]. Assume that f ∈ L˜
∞
T (B˙
N
p
p,1(ω)) and
g ∈ L˜1T (B˙
s+1
p,1 ). Then there holds∑
j
2j(s−1)ωj(T )‖div[∆j, f ]∇g‖L1T (Lp)
≤ C‖f‖
eL∞T (B˙
N
p
p,1(ω))
‖g‖eL1T (B˙
s+1
p,1 )
.
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Proof. Using the Bony’s decomposition, we write
[f,∆j]∂kg = [Tf ,∆j ]∂kg + T∂k∆jgf +R(f, ∂k∆jg)
−∆j(T∂kgf)−∆jR(f, ∂kg).
Using Lemma 3.5 (a) and (c) with s1 =
N
p and s2 = s, we get∑
j
ωj(T )2
j(s−1)‖div∆j(T∂kgf)‖L1T (Lp)
≤ C‖f‖
eL∞T (B˙
N
p
p,1(ω))
‖g‖eL1T (B˙
s+1
p,1 )
,
∑
j
ωj(T )2
j(s−1)‖div∆jR(f, ∂kg)‖L1T (Lp)
≤ C‖f‖
eL∞T (B˙
N
p
p,1(ω))
‖g‖eL1T (B˙
s+1
p,1 )
.
Thanks to the proof of Lemma 4.3, we have
T ′∂k∆jgf , T∂k∆jgf +R(f, ∂k∆jg) =
∑
j′≥j−2
Sj′+2∆j∂kg∆j′f,
then we get by Lemma 2.3 and (3.2) that∑
j
ωj(T )2
j(s−1)‖divT ′∂k∆jgf‖L1T (Lp)
≤ C
∑
j
ωj(T )2
js
(
‖∆j∇g‖L1T (L∞)
∑
j′≥j−2
‖∆j′f‖L1T (Lp)
+ ‖∆jg‖L1T (L∞)
∑
j′≥j−2
2j
′
‖∆j′f‖L1T (Lp)
)
≤ C
∑
j
2
j(s+N
p
)
‖∆jg‖L1T (Lp)
∑
j′≥j−2
(2j + 2j
′
)ωj′(T )‖∆j′f‖L1T (Lp)
≤ C‖f‖
eL∞T (B˙
N
p
p,1(ω))
‖g‖eL1T (B˙
s+1
p,1 )
.
Set h(x) = (F−1ϕ)(x). Thanks to the proof of Lemma 4.3, we have
[Tf ,∆j ]∂kg =
∑
|j′−j|≤4
2(N+1)j
∫
R
N
∫ 1
0
y · ∇Sj′−1f(x− τy)dτ∂kh(2
jy)∆j′g(x− y)dy
+2Nj
∫
R
N
h(2j(x− y))∂kSj′−1f(y)∆j′g(y)dy,
from which and a similar argument of Lemma 3.5 (b), we infer that∑
j
ωj(T )2
j(s−1)‖div[Tf ,∆j ]∂kg‖L1T (Lp)
≤ C‖f‖
eL∞T (B˙
N
p
p,1(ω))
‖g‖eL1T (B˙
s+1
p,1 )
.
Summing up all the above estimates, we conclude the proof of Lemma 5.2. 
To prove the uniqueness of the solution, we also need the following proposition.
Proposition 5.3 Let p ∈ [2, N ]. Assume that G ∈ L1T (B˙
−N
p
p,∞ ), u0 ∈ B˙
−N
p
p,∞ , and ρ − ρ ∈
L∞T (B˙
N
p
p,1). Let u be a solution of (5.1). Then there holds
‖u‖
eL1T (B˙
−Np +2
p,∞ )
+ ‖u‖
eL2T (B˙
−Np +1
p,∞ )
≤ C
(
‖u0‖
B˙
−Np
p,∞
+ ‖G(τ)‖
eL1T (B˙
−Np
p,∞ (ω))
+A(T )‖ρ− ρ‖
eL∞T (B˙
N
p
p,1(ω))
‖u‖
eL1T (B˙
−Np +2
p,∞ )
)
.
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Proof. We closely follow the proof of Proposition 5.1. From (5.3), we infer that
‖u‖
eL1T (B˙
−Np +2
p,∞ )
+ ‖u‖
eL2T (B˙
−Np +1
p,∞ )
≤ C
(
‖u0‖
B˙
−Np
p,∞ (ω)
+ ‖G‖
eL1T (B˙
−Np
p,∞ (ω))
+ ‖(F1, F2)‖
eL1T (B˙
−Np −1
p,∞ (ω))
)
+C sup
j∈Z
2
j(−N
p
−1)
ωj(T )
(
‖div[∆j, ν]∇d‖L1T (Lp)
+ ‖div[∆j , µ]∇w‖L1T (Lp)
)
. (5.13)
We use Proposition 3.7 to get
‖(F1, F2)‖
eL1T (B˙
−Np −1
p,∞ (ω))
≤ CA(T )‖ρ− ρ‖
eL∞T (B˙
N
p
p,1(ω))
‖u‖
eL1T (B˙
−Np +2
p,∞ )
.
From Lemma 5.4, the second term on the right hand side of (5.13) is bounded by
CA(T )‖ρ− ρ‖
eL∞T (B˙
N
p
p,1(ω))
‖u‖
eL1T (B˙
−Np +2
p,∞ )
.
This completes the proof of Proposition 5.3. 
Lemma 5.4 Let p ∈ [1, N ]. Assume that f ∈ L˜∞T (B˙
N
p
p,1(ω)) and g ∈ L˜
1
T (B˙
−N
p
+1
p,∞ ). Then there
holds
sup
j∈Z
2j(−
N
p
−1)ωj(T )‖div[∆j , f ]∇g‖L1T (Lp)
≤ C‖f‖
eL∞T (B˙
N
p
p,1(ω))
‖g‖
eL1T (B˙
−Np +1
p,∞ )
.
The proof of Lemma 5.4 is very similar to that of Lemma 5.2. Here we omit its proof.
6 The proof of existence
We set
a(t, x) =
ρ(t, x)− ρ0
ρ0
, µ(ρ) =
µ(ρ)
ρ
, λ(ρ) =
λ(ρ)
ρ
.
Then the system (1.1) reads

∂ta+ u · ∇a = F,
∂tu− div(µ∇u)−∇((λ+ µ)divu) = G,
(a, u)|t=0 = (a0, u0),
(6.1)
with a0 =
ρ0(x)−ρ0
ρ0
and
F (a, u) = −(1 + a)divu,
G(a, u) = −u · ∇u+
ρ0P
′(ρ)
ρ
∇a+
µ(ρ)
ρ2
∇ρ · ∇u+
µ(ρ) + λ(ρ)
ρ2
∇ρdivu.
Step 1. The approximate solution sequence
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We smooth out the data as follows:
an0 = Sn+Na0, u
n
0 = Snu0,
where N ∈ Z is chosen such that
ρ0(1 + a
n
0 (x)) ≥
3
4
c0. (6.2)
A standard linearized argument (as in the proof of Theorem 4.2 in [12]) will ensure that
the system (6.1) with the smooth data (an0 , u
n
0 ) has a solution (a
n, un) on a time interval
[0, Tn] for some Tn > 0 such that
an ∈ C([0, Tn]; B˙
N
p
p,1 ∩ B˙
N
p
+1
p,1 ) and
un ∈ C([0, Tn]; B˙
N
p
−1
p,1 ∩ B˙
N
p
p,1) ∩ L
1([0, Tn]; B˙
N
p
+1
p,1 ∩ B˙
N
p
+2
p,1 ).
(6.3)
In what follows, we also denote by Tn the maximal lifespan of the solution (a
n, un).
Step 2. Uniform estimates
Let E0 := ‖a0‖
B˙
N
p
p,1
+ ‖u0‖
B˙
N
p −1
p,1
and T ∈ (0, Tn). We assume that the solutions (a
n, un)
satisfies the following inequalities for some positive constants c1, C0, A0 and η(to be deter-
mined later):
(H1) ρ0(1 + a
n
0 (t, x)) ≥
c0
2 for any (t, x) ∈ [0, T ]×R
N ;
(H2) µn(t, x) ≥ c1, λ
n
(t, x) + 2µn(t, x) ≥ c1 for any (t, x) ∈ [0, T ]×R
N ;
(H3) ‖an‖
eL∞T (B˙
N
p
p,1)
+ ‖un‖
eL∞T (B˙
N
p −1
p,1 )
≤ C0E0;
(H4) ‖an‖
eL∞T (B˙
N
p
p,1(ω))
≤ A0η, ‖u
n‖
eL1T (B˙
N
p +1
p,1 )
+ ‖un‖
eL2T (B˙
N
p
p,1)
≤ η.
In what follows, we will show that if the conditions (H1) to (H4) are satisfied for some
T > 0, then they are actually satisfied with strict inequalities. Since all those conditions
depend continuously on the time variable and are satisfied initially, a standard bootstrap
argument will ensure that (H1) to (H4) are indeed satisfied for T .
First of all, we get by Proposition 4.1 that
‖an‖
eL∞T (B˙
N
p
p,1)
≤ eCV
n(T )
(
‖a0‖
B˙
N
p
p,1
+ ‖Fn‖
eL1T (B˙
N
p
p,1)
)
, (6.4)
and by Proposition 5.1, we have
‖un‖
eL∞T (B˙
N
p −1
p,1 )
≤ C‖u0‖
B˙
N
p −1
p,1
+ C‖Gn‖
eL1T (B˙
N
p −1
p,1 )
+CAn(T )‖an‖
eL∞T (B˙
N
p
p,1)
‖un‖
eL1T (B˙
N
p +1
p,1 )
, (6.5)
where V n(t) =
∫ t
0 ‖∇u
n(τ)‖
B˙
N
p
p,1
dτ and An(T ) =
(
1 + ‖an‖
eL∞T (B˙
N
p
p,1)
)[N
p
]+3
. For Fn, we apply
Lemma 2.6 to get
‖Fn‖
eL1T (B˙
N
p
p,1)
≤ ‖un‖
eL1T (B˙
N
p +1
p,1 )
+ C‖an‖
eL∞T (B˙
N
p
p,1)
‖un‖
eL1T (B˙
N
p +1
p,1 )
,
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and for Gn, we use Lemma 2.6 and 2.9 to get
‖Gn‖
eL1T (B˙
N
p −1
p,1 )
≤ C‖un‖
eL∞T (B˙
N
p −1
p,1 )
‖un‖
eL1T (B˙
N
p +1
p,1 )
+CAn(T )‖an‖
eL∞T (B˙
N
p
p,1)
(
T + ‖un‖
eL1T (B˙
N
p +1
p,1 )
)
.
Plugging the above two estimates into (6.4) and (6.5), we obtain
‖an‖
eL∞T (B˙
N
p
p,1)
+ ‖un‖
eL∞T (B˙
N
p −1
p,1 )
≤ C1e
C1V n(T )(E0 + (C0E0 + 1)η) +C1A
n(T )C0E0(T + η).(6.6)
Next, we get by Proposition 4.2 that
‖an‖
eL∞T (B˙
N
p
p,1(ω))
≤ eCV
n(T )
(
‖a0‖
B˙
N
p
p,1(ω)
+ ‖Fn‖
eL1T B˙
N
p
p,1(ω)
)
, (6.7)
and by Proposition 5.1, we have
‖un‖
eL1T (B˙
N
p +1
p,1 )
+ ‖un‖
eL2T (B˙
N
p
p,1)
≤ C
(
‖u0‖
B˙
N
p −1
p,1 (ω))
+ ‖Gn‖
eL1T (B˙
N
p −1
p,1 (ω))
+An(T )‖an‖
eL∞T (B˙
N
p
p,1(ω))
‖un‖
eL1T (B˙
N
p +1
p,1 )
)
.(6.8)
For Fn, we have
‖Fn‖
eL1T (B˙
N
p
p,1(ω))
≤ 2‖Fn‖
eL1T (B˙
N
p
p,1)
≤ C(1 + ‖an‖
eL∞T (B˙
N
p
p,1)
)‖un‖
eL1T (B˙
N
p +1
p,1 )
,
and for Gn, we use Proposition 3.6 and 3.8 to get
‖Gn‖
eL1T (B˙
N
p −1
p,1 (ω))
≤ C‖un‖2
eL2T (B˙
N
p
p,1)
+ CAn(T )‖an‖
eL∞T (B˙
N
p
p,1(ω))
(
T + ‖un‖
eL1T (B˙
N
p +1
p,1 )
)
.
Plugging the above two estimates into (6.7) and (6.8), we obtain
‖an‖
eL∞T (B˙
N
p
p,1(ω))
≤ eC1V
n(T )
(
‖a0‖
B˙
N
p
p,1(ω)
+ C2(1 + C0E0)η
)
, (6.9)
‖un‖
eL1T (B˙
N
p +1
p,1 )
+ ‖un‖
eL2T (B˙
N
p
p,1)
≤ C3
(
‖u0‖
B˙
N
p −1
p,1 (ω))
+ η2 +A0A
n(T )η(T + η)
)
. (6.10)
According to the definition of V n and An, we have
V n(T ) ≤ η, An(T ) ≤ (1 + C0E0)
[N
p
]+3.
Let C0 = 4C1 and A0 = 2C2(1 + C0E0). Then we take η small enough such that
eC1η <
3
2
, (C0E0 + 1)η ≤ E0, C1(C0E0 + 1)
[N
p
]+3
η ≤
1
16
,
C3η ≤
1
6
, C3A0(1 + C0E0)
[N
p
]+3
η ≤
1
6
.
(6.11)
Next, we take T small enough such that
C1(C0E0 + 1)
[N
p
]+3
T ≤
1
16
, C3A0(1 + C0E0)
[N
p
]+3
T ≤
1
6
. (6.12)
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and note that ωk(0) = 0 and (a0, u0) ∈ B˙
N
p
p,1 × B˙
N
p
−1
p,1 , we can also take T small enough such
that
‖a0‖
B˙
N
p
p,1(ω)
≤
A0
12
η, ‖u0‖
B˙
N
p −1
p,1 (ω)
≤
η
6C3
. (6.13)
Then it follows from (6.6) that
‖an‖
eL∞T (B˙
N
p
p,1)
+ ‖un‖
eL∞T (B˙
N
p −1
p,1 )
≤
7
8
C0E0,
and from (6.9) and (6.10), we infer that
‖an‖
eL∞T (B˙
N
p
p,1(ω))
≤
7
8
A0η, ‖u
n‖
eL1T (B˙
N
p +1
p,1 )
+ ‖un‖
eL2T (B˙
N
p
p,1)
≤
2
3
η,
which ensure that (H3) and (H4) are satisfied with strict inequalities for T and η satisfying
(6.11)-(6.13).
Let Xn(t, x) be a solution of
d
dt
Xn(t, x) = u
n(t,Xn(t, x)), Xn(0, x) = x,
and we denote by X−1n (t, x) the inverse of Xn(t, x). Then a
n(t, x) can be solved as
an(t, x) = an0 (X
−1
n (t, x)) +
∫ t
0
Fn(τ,Xn(τ,X
−1
n (t, x)))dτ,
thus, we have
ρ0(1 + a
n(t, x)) = ρn0 (X
−1
n (t, x)) + ρ¯0
∫ t
0
Fn(τ,Xn(τ,X
−1
n (t, x)))dτ. (6.14)
On the other hand, we have
‖Fn‖L1T (L∞)
≤ ‖∇u‖L1T (L∞)
(1 + ‖a‖L∞T (L∞)) ≤ C4(1 + C0E0)η.
We take η such that
C4(1 + C0E0)η <
1
8
c0.
Then from (6.14) and (6.2), it follows that
ρ0(1 + a
n(t, x)) ≥
3
4
c0 −
1
8
c0 ≥
5
8
c0,
that is, (H1) is satisfied with the strict inequality. Finally, take
c1 =
1
2
min( inf
|ρ|≤ρ0(1+C0E0)
µ(ρ), inf
|ρ|≤ρ0(1+C0E0)
(λ(ρ) + 2µ(ρ))),
which ensures that (H2) is satisfied with strict inequality.
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Let T ∗ be the supremum of all time T such that (6.12) and (6.13) are satisfied. We need
to prove that Tn ≥ T
∗. If Tn < T
∗, then we can prove that
an ∈ L˜∞(0, Tn; B˙
N
p
p,1 ∩ B˙
N
p
+1
p,1 ) and
un ∈ L˜∞(0, Tn; B˙
N
p
−1
p,1 ∩ B˙
N
p
p,1) ∩ L
1([0, Tn]; B˙
N
p
+1
p,1 ∩ B˙
N
p
+2
p,1 ),
(6.15)
thus, the solution (an, un) can be continued beyond T ∗. Indeed, from Proposition 4.1, we
have
‖an‖
eL∞t (B˙
N
p +1
p,1 )
≤ eCV
n(t)
(
‖an0‖
B˙
N
p +1
p,1
+
∫ t
0
‖Fn(τ)‖
B˙
N
p +1
p,1
dτ
)
, (6.16)
and by Proposition 5.1 (a), we have
‖un‖
eL∞T (B˙
N
p
p,1)
+ ‖un‖
eL1T (B˙
N
p +2
p,1 )
≤ C‖un0‖
B˙
N
p
p,1
+ C‖Gn‖
eL1T (B˙
N
p
p,1)
+CAn(T )‖an‖
eL∞T (B˙
N
p +1
p,1 )
‖un‖
eL1T (B˙
N
p +1
p,1 )
, (6.17)
On the other hand, we use Lemma 2.5 and the embedding B˙
N
p
p,1 →֒ L
∞ to get
‖Fn‖
B˙
N
p +1
p,1
≤ ‖un‖
B˙
N
p +2
p,1
+ C‖an‖
B˙
N
p
p,1
‖un‖
B˙
N
p +2
p,1
+ C‖an‖
B˙
N
p +1
p,1
‖un‖
B˙
N
p +1
p,1
,
and by Lemma 2.6 and 2.9, we have
‖Gn‖
eL1T (B˙
N
p
p,1)
≤ C‖un‖
eL∞T B˙
N
p
p,1
‖un‖
eL1T B˙
N
p +1
p,1
+CAn(T )‖an‖
eL∞T B˙
N
p +1
p,1
(
T + ‖un‖
eL1T B˙
N
p +1
p,1
)
,
which together with (6.16), (6.17) and (H3-H4) implies (6.15).
Step 3. Existence of a solution
We will use a compact argument to prove that the approximate sequence {an, un}n∈N
tends to some function (a, u) which satisfies the system (6.1) in the sense of distribution.
Since {un} is uniformly bounded in L1T (B˙
N
p
+1
p,1 )∩L
∞
T (B˙
N
p
−1
p,1 ), we get by the interpolation
that {un}n∈N is also uniformly bounded in L
q
T (B˙
N
p
−1+2/q
p,1 ) for any q ∈ [1,∞]. By Lemma
2.6, we have
‖andivun‖
B˙
N
p −1
p,1
≤ C‖an‖
B˙
N
p
p,1
‖un‖
B˙
N
p
p,1
,
‖un · ∇an‖
B˙
N
p −1
p,1
≤ C‖an‖
B˙
N
p
p,1
‖un‖
B˙
N
p
p,1
,
from which and the first equation of the system (6.1), we infer that {∂ta
n}n∈N is uniformly
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bounded in L2T (B˙
N
p
−1
p,1 ). On the other hand, by Lemma 2.6 and Lemma 2.9, we have
‖un · ∇un‖
B˙
N
p −3/2
p,1
≤ C‖un‖
B˙
N
p −1
p,1
‖un‖
B˙
N
p +1/2
p,1
,
‖
ρ0P
′(ρn)
ρn
∇an‖
B˙
N
p −1
p,1
≤ C(‖an‖∞)‖a
n‖
B˙
N
p
p,1
(1 + ‖an‖
B˙
N
p
p,1
),
‖div(µn∇un)‖
B˙
N
p −3/2
p,1
+ ‖∇((λ
n
+ µn)divun)‖
B˙
N
p −3/2
p,1
+ ‖Gn1‖
B˙
N
p −3/2
p,1
≤ C(‖an‖∞)‖a
n‖
B˙
N
p
p,1
(1 + ‖an‖
B˙
N
p
p,1
)‖un‖
B˙
N
p +1/2
p,1
,
where Gn1
def
= µ(ρ
n)
(ρn)2
∇ρn · ∇un + µ(ρ
n)+λ(ρn)
(ρn)2
∇ρndivun. Then, from the second equation of the
system (6.1), we infer that {∂tu
n}n∈N is uniformly bounded in L
4
3
T (B˙
N
p
− 3
2
p,1 + B˙
N
p
−1
p,1 ).
Let {χj}j∈N be a sequence of smooth functions supported in the ball B(0, j+1) and equal
to 1 on B(0, j). The above proof ensures that for any j ∈ N, {χja
n}n∈N is uniformly bounded
in C
1
2 ([0, T ]; B˙
N
p
−1
p,1 ), and {χju
n}n∈N is uniformly bounded in C
1
4 ([0, T ]; B˙
N
p
− 3
2
p,1 + B˙
N
p
−1
p,1 ).
Since the embedding B˙
N
p
−1
p,1 ∩ B˙
N
p
p,1 →֒ B˙
N
p
−1
p,1 and B˙
N
p
−3/2
p,1 ∩ B˙
N
p
−1
p,1 →֒ B˙
N
p
−3/2
p,1 are locally
compact, by applying Ascoli’s theorem and Cantor’s diagonal process , there exists some
function (a, u) such that for any j ∈ N,
χja
n −→ χja in C([0, T ]; B˙
N
p
−1
p,1 ),
χju
n −→ χju in C([0, T ]; B˙
N
p
− 3
2
p,1 ),
(6.18)
as n tends to ∞(up to a subsequence). By the interpolation, we also have
χja
n −→ χja in C([0, T ]; B˙
N
p
−s
p,1 ), ∀ 0 < s ≤ 1,
χju
n −→ χju in L
1([0, T ]; B˙
N
p
+s
p,1 ), ∀ −
3
2
≤ s < 1.
(6.19)
Furthermore, we actually have
(a, u) ∈ L˜∞T (B˙
N
p
p,1)⊗
(
L˜∞T (B˙
N
p
−1
p,1 ) ∩ L
1(0, T ; B˙
N
p
+1
p,1 )
)
, ρ0(1 + a(t, x)) ≥
c0
2
. (6.20)
With (6.18)-(6.20), it is a routine process to verify that (a, u) satisfies the system (6.1) in
the sense of distribution(see also [11]). Finally, following the argument in [11], we can show
that (a, u) ∈ C([0, T ]; B˙
N
p
p,1)⊗ C([0, T ]; B˙
N
p
−1
p,1 ).
7 The proof of uniqueness
In this section, we prove the uniqueness of the solution. Assume that (a1, u1) ∈ EpT and
(a2, u2) ∈ EpT are two solutions of the system (6.1) with the same initial data. Without loss
of generality, we may assume that a1 satisfies
ρ1(t, x) = ρ0(1 + a
1(t, x)) ≥
c0
2
.
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for any (t, x) ∈ [0, T ]×RN . Since a2 ∈ C([0, T ]; B˙
N
p
p,1) and ρ
2(0, x) ≥ c0, there exists a positive
time T˜ ∈ (0, T ] such that
ρ2(t, x) = ρ0(1 + a
2(t, x)) ≥
c0
2
.
for any (t, x) ∈ [0, T˜ ]×RN . Set δa = a1 − a2 and δu = u1 − u2. Then (δa, δu) satisfies

∂tδa+ u
2 · ∇δa = δF − δu · ∇a1,
∂tδu− div(µ
1∇δu)−∇((λ
1
+ µ1)div δu) = δG+ δH,
(δa, δu)|t=0 = (0, 0),
(7.1)
where
δF = F (a1, u1)− F (a2, u2), δG = G(a1, u1)−G(a2, u2),
δH = div
(
(µ1 − µ2)∇u2
)
+∇
(
(λ
1
− λ
2
+ µ1 − µ2)divu2
)
,
with λ
i
= λ(ai), µi = µ(ai) for i = 1, 2.
In what follows, we set U i(t) =
∫ t
0 ‖u
i(τ)‖
B˙
N
p +1
p,1
dτ for i = 1, 2, and denote by AT a constant
depending on ‖a1‖
eL∞T (B˙
N
p
p,1)
and ‖a2‖
eL∞T (B˙
N
p
p,1)
. Due to the inclusion relation EpT ⊆ E
N
T , it
suffices to prove the uniqueness of the solution in ENT . So, we take p = N in the sequel.
We apply Proposition 4.1 to get for any t ∈ [0, T ],
‖δa(t)‖B˙0p,∞
≤ eCU
2(t)
∫ t
0
(
‖δF (τ)‖B˙0p,∞
+ ‖δu · ∇a1(τ)‖B˙0p,∞
)
dτ. (7.2)
By Lemma 2.7, we have
‖δF (τ)‖B˙0p,∞
+ ‖δu · ∇a1(τ)‖B˙0p,∞
≤ C‖u2‖B˙2p,1
‖δa‖B˙0p,∞
+ C(1 + ‖a1‖B˙1p,1
)‖δu‖B˙1p,1
.
Plugging it into (7.2), we get by Gronwall’s inequality that
‖δa(t)‖B˙0p,∞
≤ eCU
2(t)
∫ t
0
(1 + ‖a1‖B˙1p,1
)‖δu‖B˙1p,1
dτ. (7.3)
We use Proposition 5.3 to get for any t ∈ [0, T ],
‖δu(t)‖eL1t (B˙1p,∞)
+ ‖δu(t)‖eL2t (B˙0p,∞)
≤ C
∫ t
0
(
‖δG(τ)‖B˙−1p,∞(ω) + ‖δH(τ)‖B˙−1p,∞
)
dτ
+CAT‖a
1‖eL∞t (B˙1p,1(ω))
‖δu‖eL1t (B˙1p,∞)
. (7.4)
From Lemma 2.7, Proposition 3.7 and 3.8, we infer that for any t ∈ [0, T˜ ],
‖δH‖B˙−1p,∞ ≤ AT ‖u
2‖B˙2p,1
‖δa‖B˙0p,∞
, (7.5)
‖δG‖B˙−1p,∞(ω) ≤ C‖(u
1, u2)‖B˙1p,1
‖δu‖B˙0p,∞
+AT ‖a
1‖B˙1p,1(ω)
‖δu‖B˙1p,∞
+AT (1 + ‖u
2‖B˙2p,1
)‖δa‖B˙0p,∞
. (7.6)
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We take T˜ small enough such that
‖(u1, u2)‖eL1t (B˙2p,1)∩eL2t (B˙1p,1)
+ ‖(a1, a2)‖eL∞t (B˙1p,1(ω))
≪ 1.
Thus, plugging (7.5) and (7.6) into (7.4), we infer that for any t ∈ [0, T˜ ],
‖δu‖eL1t (B˙1p,∞)
≤ AT
∫ t
0
(
1 + ‖(u1, u2)‖B˙2p,1
)
‖δa‖B˙0p,∞
dτ. (7.7)
Lemma 7.1 [13] Let s ∈ R. Then for any 1 ≤ p, ρ ≤ +∞ and 0 < ǫ ≤ 1, we have
‖f‖eLρT (B˙
s
p,1)
≤ C
‖f‖eLρT (B˙sp,∞)
ǫ
log
(
e+
‖f‖eLρT (B˙
s−ǫ
p,∞)
+ ‖f‖eLρT (B˙
s+ǫ
p,∞)
‖f‖eLρT (B˙sp,∞)
)
.
From Lemma 7.1, it follows that
‖δu‖L1t (B˙1p,1)
≤ C‖δu‖eL1t (B˙1p,∞)
log
(
e+
‖δu‖eL1t (B˙0p,∞)
+ ‖δu‖eL1t (B˙2p,∞)
‖δu‖eL1t (B˙1p,∞)
)
,
which together with (7.3) and (7.7) yields that for any t ∈ [0, T˜ ],
‖δu‖eL1t (B˙1p,∞)
≤ AT
∫ t
0
(
1 + ‖(u1, u2)‖B˙2p,1
)
‖δu‖eL1τ (B˙1p,∞)
log
(
e+ CT ‖δu‖
−1
eL1τ (B˙
1
p,∞)
)
dτ,
where CT = ‖δu‖eL1T (B˙0p,∞)
+ ‖δu‖eL1T (B˙2p,∞)
. Notice that 1 + ‖(u1, u2)(t)‖B˙2p,1
is integrable on
[0, T ], and ∫ 1
0
dr
r log(e+ CT r−1)
dr = +∞,
Osgood lemma applied concludes that (δa, δu) = 0 on [0, T˜ ], and a continuity argument
ensures that (a1, u1) = (a2, u2) on [0, T ].
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