The information content of a node in information networks is influenced by its neighbors in the networks. Recently there has been much work on modeling information diffusion, but few has integrated these models for online decision making. A framework for guiding information diffusion is critically important for understanding the vulnerabilities of these networks and designing good policies to suppress rumors and misinformation. Here, we propose an unified stochastic differential equation framework for modeling information diffusion over networks and designing the control policy to guide such diffusion. Our framework can handle noisy data, networks with time-varying edges and node birth processes. Using both synthetic and real world networks, we showed that our framework is robust, able to steer both stable and unstable information diffusion systems to desired states with faster convergence, less variance and lower control cost than alternatives.
Introduction
Online social and information platforms have brought to the public a new style of social lives: people use these platforms, such as Facebook and Twitter, to receive information, express their opinions and influence their peers. Nowadays, large-scale online user activity data with fine temporal resolutions are becoming increasingly available, which has fueled the increasing efforts on developing realistic representations and models as well as learning and inference algorithms to understand, predict and distill knowledge from information diffusion over networks [6, 12, 13, 19] .
However, the majority of existing studies focus on modeling and predicting information diffusion [6, 7, 11] , and few have integrated these models for guiding such diffusion. In this case, a decision maker seeks a policy to determine the best external intervention such that the information contents/sentiment can be guided towards a target state. A framework for doing this is critically important for understanding the vulnerabilities of information networks and designing good policies to suppress the spread of undesired contents. For instance, a network moderator may want to effectively contain the spread of rumors and misinformation, and a government agent may want to effectively suppress the spread of terrorist propaganda and cyber-attacks.
Intuitively, an effective framework for guiding information diffusion should take into account the current status of information diffusion, and integrate such feedback into the intervention policy. However, most information diffusion models are based on probabilistic graphical models or point processes [8, 9, 11, 31, 34] . It is not clear how one can take into account feedback in such models and compute the best intervention policy based on these models. The problem of how to guide information diffusion in an optimal way remains largely unsolved [14] .
In this paper, we provide a novel view of information diffusion models based on point processes, and reformulate them into stochastic differential equations. The novel reformulation allows us to significantly generalize existing information diffusion models, and plays a critical role in connecting the task of guiding information diffusion to that of stochastic optimal control used often in robotics and finance. As a result, we can bring in lots of tools from stochastic optimal control literature to address sequential decision making problems in information diffusion.
Interestingly, the information diffusion setting also introduces new challenges for the stochastic optimal control framework. Previously, stochastic optimal control has been mostly studying systems driven by Wiener processes and/or Poisson processes. Information diffusion problems require us to consider more advanced processes such as, multivariate Hawkes processes which are models for the mutual exciting phenomena in social interactions [9, 11] , and time-varying networks and node birth processes which are models for real world evolving networks [11] . Thus many of the technical results from stochastic optimal controls needs to be re-derived for information diffusion problems. Therefore, besides building important connection between information diffusion and stochastic optimal control, our paper also makes the following technical contributions,
• We formulate the information diffusion processes in terms of Stochastic Differential Equations (SDEs) driven by Hawkes processes and Wiener processes, which captures the mutual excitation phenomena in information diffusion and is robust to noisy data and stochastic disturbances.
• We extend the stochastic optimal control theory and derive the Ito's lemma, Bellman's optimality condition and HJB equation for SDEs driven by multi-dimension temporal point processes. In particular, we derive a set of backward Riccati equations that back propagate the value function.
• We propose an efficient stochastic control algorithm which can steer both stable and unstable information diffusion dynamics towards a target state while reducing the variance of the state. The proposed control algorithm can also deal with the challenging cases of time-varying networks and networks with node births.
Finally, using both synthetic and real world networks, we showed that our framework is robust, able to steer both stable and unstable information diffusion systems to desired states with faster convergence, less variance and lower control cost than alternatives.
Backgrounds and Preliminaries
Related work. Recent work in influence maximization [2, 6, 19, 28] focuses on selecting the nodes of information sources to maximize the spread of information in social networks, which is a different setting. First, the state of each user is often assumed to be binary, either adopting a product or not. Second, there is typically no quantitative prescription on how much incentive should be provided to each user. Recently, [4, 9] proposed Hawkes process based model for information diffusion, and considered how to design the baseline intensity to achieve desired steady state behavior of only stable systems. However, these methods do not consider system feedback, and the variance of controlled dynamics can still be very large. In contrast, our method can incorporate system feedback and adaptively determine the control policy. In terms of related literature in stochastic optimal control, the jump diffusion SDEs [15] is closely related to our model. However, most of the literature [15, 26] focuses on controlling the SDEs with the jump diffusion term driven by Poisson or compound Poisson processes. Significant generalizations are needed for our information diffusion setting. Point processes. Our framework builds on mathematical tools from point processes, stochastic differential equations and stochastic optimal controls. Here we first provide necessary concepts of temporal point process [1, 3] . A temporal point process is a random process whose realization consists of a list of discrete events localized in time, {t i } with t i ∈ + and i ∈ Z + . Many different types of data produced in online social networks can be represented as temporal point processes, such as the times of opinion posting and tweeting. A temporal point process can be equivalently represented as a counting process, N (t), which records the number of events before time t.
An important way to characterize temporal point processes is via the conditional intensity function λ(t), a stochastic model for the time of the next event given all the times of previous events. Let H(t) = {t i |t i < t} be the history of events happened up to t. Formally, λ(t) is the conditional probability of observing an event in a small window [t, t + dt) given the history H(t), i.e.,
where one typically assumes that only one event can happen in a window of dt, i.e., dN (t) ∈ {0, 1}. The function form of the intensity λ(t) is often designed to capture the phenomena of interests. Some commonly used forms in modeling information diffusion are [3, 9, 11, 21] : (i) Poisson processes. The intensity λ(t) is independent of the history H(t), but can be a constant, λ (homogeneous), or a time-varying function, i.e., g(t) 0 (inhomogeneous). (ii) Hawkes processes. The intensity models an excitation effect between events, i.e.,
is an exponential triggering kernel, µ 0 is a baseline intensity independent of the history. Here, the occurrence of each historical event increases the intensity by a certain amount determined by the kernel and the weight α 0, making the intensity history dependent and a stochastic process by itself. We will focus on the exponential kernel. However, other functional forms, such as log-logistic function with long tail influence, can also be used. (iii) Multivariate Hawkes processes. Instead of modeling a single user, we can also model interdependency or mutual excitation between the events from a collection of U users. Then the intensity λ i (t) of a user i will depend on events from the other users
where µ i is the base intensity for node i, N j (t) is the counting process representing the historical events H j (t) from user j, and α ij 0 models the strength of influence from user j to user i. Given the intensity functions, one can generate the time stamps of events using the Ogata's thinning algorithm [25] . The algorithm is essentially a rejection sampling algorithm where samples are first proposed from a homogeneous Poisson process and then samples are kept according to the ratio between the actual intensity and that of the Poisson process.
Stochastic Differential Equations for Information Diffusion
We will first present the essence of a recent opinion diffusion model which consider both the timing and content of each event [4, 16] . Then we will introduce stochastic differential equations (SDE) and reformulate the information diffusion model using SDEs.
Opinion diffusion model
This generative model assigns each user i an intensity process λ i (t) 0, and an opinion process x i (t) ∈ where x i (t) = 0 corresponds to neutral opinion, and large positive/negative values correspond to extreme opinions. The users are connected according to an adjacency matrix A = (α ij ), and the intensity processes follows a multivariate Hawkes process as in equation (2) . Besides generating the event timing, the model also propose a way how opinion of each user can be influenced by her neighbors. More specifically, the opinion of user i is modified by a two-stage procedure where a temporally discounted average of the neighbor opinion is first computed, i.e.
And then the user i's actual opinion x i (t) will be sampled from a Gaussian distribution with meanx i (t) and variance β 2 , i.e., x i (t) ∼ N (x i (t), β 2 ). It is a simple generative model where one can use it for simulating the process and making prediction for the timing and opinion of the next event. Furthermore, [4] also presented an elegant relation between the stationary opinion, E[x(t)], of each user given the collection of base intensities {µ i }. One use-case of this relation is to set the base intensities such that the stationary opinion will eventually converge to a target value [9] . However, this algorithm is designed only to affect the expected opinion, and each individual instantiation of the stochastic process can still deviate a lot from the expected case. Furthermore, the algorithm is open-loop since the intermediate status of the opinion dynamics are not taken into account, and hence can result in trajectories with large variance. Given the generative model, it is not clear whether it can be used to design effective feedback control policies to guide the information diffusion process more precisely to some desired target states.
Stochastic differential equation view
We will reformulate the opinion dynamics model in the form of a jump diffusion stochastic differential equation (SDE). In this view, we can also generalize the model to take into account other factors. Without this novel connection, it will not be easy to design optimal stochastic control algorithms. More specifically, a SDE is a differential equation in which one or more of the terms is a stochastic process, resulting in a solution which is also a stochastic process. Typically, the equation describes the infinitesimal change of a random process of interests as a results of the current status of the process and the influence from other processes. In the opinion diffusion case, denote the collection of opinions from the U users as x(t) = (x 1 (x), . . . , x U (t)) ∈ U . Then we propose the following SDE model of the opinion diffusion
where the change of opinion is modulated by a base term, a drift term, a control term, a noise process and a jump diffusion process. The jump diffusion process corresponds to the opinion averaging stage. Compared with the model in (3), this SDE formulation is more fine-grained: it models the increment of opinion dx(t), while the original version focuses on the opinion x(t) itself. If κ ω is an exponential triggering kernel, one can show that (3) is equivalent to the jump diffusion process term in (4) . See appendix C for the detailed derivation. However, other κ w does not lead to the SDE formulation. The noise (Wiener) process captures the normal fluctuations in the dynamics due to unobserved factors, and corresponds to the stage of sampling from Gaussian distribution with variance β 2 in (3). However, the β 2 in equation (3) is the variance of x(t), while in equation (4) Gaussian variable βdw contributes to the variance of dx with value of βdt. Other terms are generalizations based on the SDE framework, which are not considered in the original generative model. More specifically,
The base term. b i is the baseline opinion of each user. Without the control and the jump diffusion terms, the expected value of x i (t) will converge to b i as time goes by. This can be seen by taking expectation of the dynamics and setting E[dx i (t)] = 0.
The drift term. The change rate of user i's opinion, dx i (t)/dt, is proportional to the negative of her current opinion x i (t). Such negative feedback stabilizes the stochastic process which models the phenomena that people's opinion tend to stabilize over time.
The control term. u i (x(t), t) is a feedback control, which means that it can depend on the opinion x(t) from all other users and it can be designed adaptively based on current opinion. The practical meaning of u i is that it determines how fast the opinion needs to be changed. For example, a network moderator may request the user to change his opinion from −3 to 1 in one day, and u i quantify the amount of change needs to be made in a unit amount of time.
Optimal control problem
Given the SDE model with control term in it, now the goal is to find the optimal control signal u(t) = (u 1 (t), . . . , u U (t)) for all users such that some cost function is minimized. In particular, we want to minimize the following objective function (value function) within time window [t, T ], i.e.,
subject to the terminal condition:
of the optimization problem depends on the state of the model, x(t), at time t. It is called a value function which summarizes the expected cost of being at state x(t) if optimal controls is executed from time t till T . More specifically, the optimization problem in (5) consists of two type of costs: Terminal cost. The objective is to make the expected opinion to achieve some target state a, e.g., nobody believes the rumor at the terminal time T . Mathematically, we set φ(x(T ), T ) = x(T ) − a 2 which aims to minimize the variance E x(T ) − a 2 of the opinion process. This particular cost function is just an example, and one can choose other functions depending on applications.
Path cost. It is cumulative on (t, T ]. At each time t, we try to guide x to the desired target state a. Similar to the terminal cost, we define the tracking error as x(t) − a 2 . Furthermore, we minimize the cost u(t) 2 of applying the control. The control cost is to model the real world scenarios that intervention typically cost money and/or human efforts. Then L(x, u, t) = x(t) − a 2 + ρ u(t) 2 where ρ controls the trade-off between the control cost and the tracking error.
How to solve the problem in (5) and find the optimal control policy? This is a challenging problem since the objective involves taking expectation over complex opinion diffusion process. Furthermore, it seems that the optimization needs to be solved many times for each time point t. Fortunately, the SDE formulation of opinion dynamics model allow us to connect the task of guiding information diffusion using u(t) to that of stochastic optimal control used often in robotics and finance. As a result, we can bring in lots of tools from stochastic optimal control to address sequential decision making in information diffusion.
Next, we first show to solve how to solve the optimal control problem and extend it to the networks with time-varying edges and node birth. We also present the first framework to control the dynamics when a de-stabilizing opponent exists, which leads to the min-max control problem.
Finding Optimal Controls
In this section we will find the optimal control posed in (5) . Prior work in control theory all focuses on controlling the SDE where the jump diffusion term is a Poisson process [15, 26, 32] . However, in our model, the jump diffusion term is driven by a more complex point processes (e.g., Hawkes process). Thus significant generalizations, both in theory and algorithms, are needed for our setting. The theory developed here can be of independent interests to other applications with complex processes.
Hamilton-Jacobi-Bellman (HJB) equation for deterministic systems
To obtain the optimal control, we need to compute the value function in (5) at different point in time subject to the constraint of the SDE model in (4) . A typical way to solve this sequence of optimization problems is to break down the complex optimization into simpler subproblems [15] . First, since the value function consists of an integral term, we break the integral into [t, t + dt] and [t + dt, T ]. If the system is deterministic, we can further split (5) into two parts:
The first term is the optimal cost starting from t + dt and the second term is the optimal path cost on [t, t + dt]. Hence the form of (6) follows the structure of a dynamic programming and we can solve the problem recursively: If we know V (x(t + dt), t + dt), we only need to proceed optimally on [t, t + dt] to compute V (x(t), t) backward.
To further simplify (6), we perform Taylor expansion of the first term on right-hand side:
Then we can cancel V (x(t), t) on both sides of (6), divide by dt, and take the limit as dt → 0. Since dx = x (t)dt, all the second order term in dV goes to 0, hence we obtain the HJB equation: (11), (12) using ODE45 solver. Then compute u(τ k ) from (10) .
However, in our opinion diffusion model, the system is stochastic. The above intuition needs to be generalized significantly. While the Bellman's principle of optimality and stochastic dynamic programming has been studied in SDEs driven by Poisson processes [15, 33] , the generalization to the multivariate Hawkes process in the opinion diffusion model is not existent.
HJB equation for opinion diffusion model
To derive the HJB equation for our opinion diffusion model, we need to solve two challenges: i) compute the stochastic Taylor expansion dV under our opinion diffusion SDE dx, which is not the simple dx = x (t)dt in the deterministic case; and ii) take the expectation of the stochastic terms in (6) before minimization. Hence our SDE formulation of information diffusion model is central for obtaining the optimal control policy. First, to compute dV , we derive the Generalized Ito's lemma, which applies to general SDE driven by any point processes and significantly generalizes that of [15] :
be a twice-differentiable scalar function in x and once in t, then we have:
Our dynamics in (4) is a special case with f = (b − x + θu), g = β and h ij = U j=1 α ij x j and we substitute our opinion SDE to compute dV . To handle the challenge of taking expectation, we use the property of Wiener and temporal point processes [15] : E[dw] = 0, E[dN (t)] = λ(t)dt. Now we can follow the same derivation scheme as the deterministic case to derive stochastic HJB equation:
where λ(t) can be the intensity of any point process and we use the Hawkes intensity. Vector h j (x) = (h 1j , · · · , h U j ) corresponds to the opinion jump diffusion and captures how much influence that x j has on all other users with h ij = α ij x j . Writing it compactly, we set h j (x) = B j x, where B j ∈ U ×U and has the j-th column to be (α 1j , · · · , α U j ) and zero elsewhere. The HJB equation is a key and simplified representation of the value function, since the expectation over the complex system has been handled. It is a partial differential equation with respect to t and x and it has fundamental connection to the value function since its solution is the value function. Next we show under the optimal parametrization of the value function, HJB equation is solved efficiently.
Optimal parametrization of value function
In the HJB equation, the minimization is taken with respect to u, hence solving (8) also leads to the optimal control. Generally solving the HJB equation is not easy, but for our special dynamics and the cost function, one can solve it efficiently. First, we know the path cost L is quadratic in x and u, and terminal cost φ is quadratic in x. If the control u is a linear function of x, then the value function V must be quadratic in x, since it is the optimal value of the summation of quadratic functions. Moreover, the fact that u is linear in x is because our SDE model is linear in both x and u. Since V (T ) = φ(T ) is quadratic, one can show [15] by induction that when computing the value of V backward in time, u is always linear in x. Hence, we set the value function V (x(t), t) to be quadratic in x(t) with unknown coefficients v 1 (t) ∈ U , v 11 (t) ∈ U ×U and v 0 (t) ∈ :
To find the optimal control, we substitute (9) to HJB equation and take the gradient of the right-hand side of (8) with respect to u and set it to 0. This yields the optimal feedback control policy:
The optimal control policy moves to the negative partial gradient −V x . It is intuitive since it minimizes the objective function. Moreover, the optimal policy consists of a feedforward and feedback term which is linear in the opinion state. The feedforward term is state-independent and captures the baseline policy: how one should control the system as time goes by. The feedback term captures how one should adaptively change the policy based on the current information of the state x(t). This is appealing since we update the policy according to the current situation in the optimal sense.
Stochastic optimal control algorithm
The final step is to find {v 1 (t), v 11 (t)} to obtain u * . We begin with substituting u * in (10) back to the HJB equation, since value function is quadratic, we can separate the HJB equation into purely quadratic in x, linear in x, and x-independent terms. Grouping the coefficients of these terms leads to a set of three uni-directionally coupled matrix Ordinary Differential Equations (See appendix A for the complete derivation):
Update v 1 (t). We solve the U × 1 equation with v 1 (T ) = −a:
Update v 0 (t). We solve the scalar ODE with v 0 (T ) = 0:
The above three ODEs should be solved in sequential order. (11) is similar to the matrix Riccati differential equation [23] . However, unlike prior work [24] for the SDE without jump process, it is not possible to get an analytical solution for v 11 (t) due to our special model structure. Hence, to solve ODEs, we use the numerical Runge-Kutta formula [5] and partition (t 0 , T ] to equally-spaced time stamps {τ k } and we obtain the values of v 11 (t), v 1 (t) at these time stamps. We use the ODE45 Solver in MATLAB. Algorithm 1 summarizes the procedure.
Extensions
Here we first extend our control framework to control over time-varying network and node birth network. Finally we present the first framework for min-max robust control for Jump Diffusion SDEs.
Control networks with time-varying edge
Real world social network changes over time since users can follow or unfollow each other as time goes by [11] . Our control framework can be easily extended to the time-varying network case. For the control with fixed network, the conditional expectation is over the stochastic pair {w(t), N (t)} when using Bellman's optimality to derive the HJB equation. Now the network adds one more stochasticity to the system and we also need to take the expectation of the network topology A(t) to derive the HJB equation. It leads to the expectation over the jump term h j (x) in the HJB equation (8):
where
, we will use the expected value of the network adjacency matrix, E[A(t)] instead of A as input to the algorithm.
Next, we demonstrate how to compute E[A(t)] for the link creation process. We model link creation v → s as A vs (t), with A vs (t) = 1 meaning a link is created at time t and 0 otherwise. We model the link creation process as a survival process [1, 11] , which only has one event for an instantiation of the point process. More specifically, its intensity is defined as:
where σ vs (t) denotes the intensity to create link v → s, and 1 − A vs (t) effectively ensures a link is created only once, and intensity is set to 0 after that. The term γ v 0 denotes the Poisson process intensity, which models the node v's own initiative to follow and create link to others. Since the link creation process (survival process) is a special case of the temporal point process, from (1) we have:
with initial condition E[A vs (0)] = 0 if s and v are not connected. Intuitively, (16) measures the probability that a link v → s happens between small interval [t, t + dt). We can easily solve the first oder matrix differential equation (16) and obtain :
With the expected value network adjacency matrix as input, we can then use Algorithm 1 to compute the optimal control.
Control networks with node birth
The network dimension can also grow as time goes by since more people will join the network. A most challenging problem is that the dimension of the system is changing, as compared with the previous case where the number of users are fixed. It remains unknown how to derive HJB equation if the network's dimension is not fixed.
Here we provide an efficient and novel way to handle this problem by establishing the connection to the time-varying edge case. The main idea is to transform the stochasticity of node birth process, which changes the network's dimension, to the stochasticity of link creation process with fixed network dimension. More specifically, we have the following observation.
Observation. The process of adding a new user v to the existing network A ∈ (N −1)×(N −1) and connects to user s is equivalent to link creation process of setting A(t) ∈ N ×N to be the existing network and letting A vs = 1.
With this observation, instead of having a sequence of size-growing matrix A(t), a memory efficient way is to fix its dimension to be the maximum number of nodes at terminal time and adds a link whenever a user joins the network. Moreover, it enables us to transform the stochasticity of node birth process, which changes the network's dimension, to the stochasticity of link creation process with fixed network dimension. Hence the problem boils down to the time varying network.
Finally, a key difference between the controls for time-varying and node birth network is: for the timevarying edge case, the optimal control is on every node. For the node birth case, we will not control the node until it joins the network.
Min-max control
Here, we extend our framework to the case of min-max control. The min-max control has been studied for the SDEs with only the diffusion part [22] . However, there is no work on the area for Jump Diffusion SDEs and we provide the first min-max control framework. In the min-max control framework, we have two opponents. Besides the control u, there is also a disturbance v in the system that tries to destabilize the system and maximize the cost. Now we try to seek a stabilizing control u that minimize the cost for the worst disturbance v. Hence the stochastic optimal control problem can be formulated as a differential game with two opponents u, v.
The min-max control is particular useful for the scenarios where the control u is competing with the disturbance v. For example, in social network sites, the terrorists try to create disturbance v and spread anti-government opinions and rumors. The government will provide external drive u to compete against the disturbance, which leads to the min-max control problem.
The dynamics is similar to (4) with an extra disturbance v:
The objective of min-max control is to seek u to minimize the cost with the worst disturbance v.
where u minimizes the cost function while the destabilizing control v maximizes it. L is defined as:
where γ, ρ > 0.
To solve the min-max control problem, similar to (8) we can derive the HJB equation as follows:
Taking gradient of (19) with respect to u and v respectively, we can obtain the optimal control u * and the worst disturbance v * (destabilizing controller) as:
where V is defined the same as that in (9) . We can see that for γ → ∞, v * → 0 and the min-max control problem reduces to the control in Section 4. Now we substitute u * and v * back to the HJB equation in (19) . Set ζ = ( θ 2 2ρ − θ 2 2 2γ ) and we also obtain three ODEs as:
Update v 11 (t). We solve the U × U quadratic coefficient equation with terminal condition v 11 (T ) = I:
Compare the ODEs in (22, 23, 24) with these in (11, 12, 13) , the only difference is that ζ = θ 2 2ρ in (11, 12, 13 ). Hence we can use Algorithm 1 to solve these ODEs and obtain u * , v * .
Parameter Estimation
To control the opinion dynamics, we first need to learn the parameters of the uncontrolled dynamics in (4) . In this section, we present the efficient framework convex parameter learning. There are two sets of parameters: i) {b, β} are the coefficients of drift and diffusion processes in (4), and ii) {µ, A} are the coefficients of jump process, i.e., the Hawkes process. The observed data is in the form of
. Each triplet means user v i posts his opinion x vi at time t i in the network. Now we introduce our learning framework. Following the derivation for Vasicek process [17] , a classic diffusion SDE that is similar to (4) but without the jump term. we will compute the marginal conditional density p(x vi+1 |x vi ) for each sample (t i , x vi , v i ). In order to so, we first derive the close form solution of x(t i+1 ) given x(t i ) and obtain Gaussian conditional density: Gaussian conditional density. Set V (x, t) = x exp(t), apply the Generalized Ito's lemma in Theorem 1, and integrate the opinion dynamics (4) on [t i , t i+1 ], then we have
From the conditional law [17] , since dw(s) follows Gaussian distribution, we can see x(t i ) has the Gaussian conditional density with mean to be the sum of drift and jump term, and variance to be integral of the diffusion:
Next, we derive the marginal density of the above conditional Gaussian distribution at dimension v i+1 . Since only one event happened at time t i+1 to user v i+1 , the counting difference vector N (t i+1 ) − N (t i ) has value 1 at the v i+1 -th dimension and zero elsewhere.
where A is the network adjacency matrix. Substitute it to (25) , we have marginal conditional density as:
With these two sufficient statistics, we can compute p(x vi+1 |x vi ) from these two statistics since it is a conditional Gaussian density. Point process likelihood. Having computed the probability for opinion transition from x vi to x vi+1 , now we compute the probability that this opinion happens at v i+1 at t i+1 and no event happens between t i and t i+1 from theory of survival analysis [1] :
Finally, combining the Gaussian conditional density and the point process likelihood, the complete likelihood function for all samples is:
For Hawkes process, we parametrize λ(t) in (2) . The parameters can be estimated by maximizing the likelihood, i.e., max A 0,µ 0,β 0,b (T ).
We can see the likelihood function is nicely decomposed into two parts. The Gaussian density part corresponds to Gaussian distribution using the property of Wiener process. The point process part is the likelihood for Hawkes processes. Moreover, since parameters {µ, A} are linear in λ(t) and parameters {b, β} are linear in the mean and standard deviation of Gaussian density, the overall objective is concave, and the global optimum can be found by many algorithms. In our experiments, we adapt the efficient algorithm developed for Hawkes process in previous work [34] to update {µ, A} and projected gradient descent algorithm to update {b, β}.
Experiments
We evaluate our method on synthetic and real-world datasets: i) efficiency: how it controls both stable and unstable dynamics, ii) robustness: how it controls dynamics even with inaccurate learned parameters, iii) node birth network : how it controls dynamics with more users joining the network, and iv) min-max control : how it controls the dynamics with opponents of different disturbance levels in the differential game scenario.
Experiments on synthetic data
We generate both stable and unstable systems. Stable means the opinion dynamics will converge to its expected value as time tends to infinity. Unstable system is not predictable as time tends to infinity. First we simulate the opinion posting behavior using Hawkes process with 1,000 users on [0, 50], with the thinning algorithm [25] . We equally divide the observation window into 500 segments {τ k }, with interval ∆t = 0.1. Then we apply Euler forward approximation to (4) with Wiener increments ∆w k (sampled from the normal distribution N (0, √ ∆t)) and Hawkes increments ∆N k (computed by counting the number of events on [τ k , τ k+1 )). We set the initial opinion x(0) = −10, the target a = 1, β = 0.2 and A to be fixed with sparsity of 0.001 and generated uniformly on [0, 0.01].
Competitors. The closest work to us is SLANT [4] that focuses on modeling the opinion dynamics. Recent point process work [10, 11] is not suitable for comparison since it only models information diffusion, i.e., the frequency of messages but not the opinion in it. Efficient opinion control. Figure 2 shows the results for a 1000-user network. For the stable system, in (a), the controlled network achieves the target opinion from -10 to 1 much faster than that in (b). Moreover, our method has less variance and much better control of the opinion jumps, i.e., when a user posts opinions. SLANT in (b) moves to the target state slower with high variance for the stable system. (c) further demonstrates that our method has much lower path cost. Since SLANT does not control the dynamics, one's opinion is easily influenced by others, hence large variance. Moreover, for the unstable system (b) shows that SLANT does not work and (a) demonstrates that we are still able to control the network efficiently. Further, we conduct experiments with four different choices of initial state and target state. Figure 1 visualizes a controlled network which steers everyone's opinion to the opposite state. Appendix ?? contains more results. In summary, our control has less variance and fast convergence speed to the target, and works efficiently for both stable and unstable system.
Robust opinion control. To control the dynamics, we will first learn the it from data. Typically error exist between estimated parameters and ground truth. To investigate how the control performs with this discrepancy, we generate samples with 10 and 100 opinion posting events per user for a 1000-user network and learn parameters by maximum likelihood estimation (see appendix ??). Then we simulate dynamics and compare our method and SLANT with true and learned parameters. We use two criteria: path cost and As time goes by, more users will join the network and connect to the user. trajectory comparison. Figure 5 (a,c) show that as the number of opinion posting events per user (training data size) increases, the parameters are close to ground truth. More importantly, even with parameters learned with 10 and 100 events per user, the our path cost and trajectories are close to these of groundtruth, indicating robustness. (b,d) show that SLANT has high variance, and could not steer the system towards the target due to inaccurate parameters.
Experiments on real-world data
We evaluate the control over two node birth networks. Twitter [11] contains nearly 550,000 tweet, retweet and link creation events from around 280,000 users. We focus on all events during a 10-day period (Sep 21-Sep 30 2012) and use the information before Sep 21 to construct the initial social network. We consider the nodes and links created in the second 10-day period to be the node birth. We have 82,767 users who post 322,666 tweets/retweets and 198,518 users create 219,134 links. MemeTracker [20] contains online social media activities (Aug 2008-Apr 2009) . Users tracks the comments/posts of others online and the network growth is captured by hyper-links of comments on one site to others at different timestamps. In particular, we extract 11,321,362 posts among 5000 nodes. We use the data in Aug 2008 to construct the initial network and LIWC [27] , a popular sentiment toolbox to compute the opinion. We first learn the parameters for the opinion dynamics and the link creation intensity by maximizing the link creation process likelihood [1] . With real network structure and the learned parameters, we simulate the opinion dynamics with x(0) − 10 and a = 1. Figure 4 (a-b) illustrate trajectories of randomly sampled users of our method. Our control model works efficiently on real world networks and it can steer the opinion of the user once he joins the network. In (b), User 6-8 join the network sequentially. First, user 6 (blue) joins around time 16. Before this time, his opinion is not controlled. He creates a link to user 2 (green), since there is a immediate drop in user 2's opinion. Our control steers their opinions to the target state quickly. Next, user 7 (cyan) joins and connects to 6 The first row shows the optimal stabilizing control u * and de-stabilizing control v * of one randomly sampled user and the second row shows the opinion trajectories of 5 users. As γ becomes small, the de-stabilizing control v * becomes large, while the controlled dynamics remains same.
around time 22 and user 6's opinion drops due to the negative influence of user 7. Finally our framework steer their opinion to target state quickly. Figure 4 (c-d) further compares our method with SLANT in the averaged dynamics for one user. As more nodes join the network, the opinion dynamics for SLANT on these networks are unstable with large variance. Since it is an offline pre-trained model, it can not handle the time-varying network nor adapt the model to the environment. Hence it has huge variance and can not steer the dynamics to the target state. However, our framework conducts feedback control and updates the control policy adaptively according to the current opinion of users, i.e., the opinion of current user that joins the network and that of the user it connects to. Hence it can still steer the dynamics to the target efficiently. To our knowledge, this is the first model to conduct control over time-varying networks with node birth.
Robustness of min-max control
We evaluate the robustness of the Min-max control on a synthetic 10-user network. The network A is a fixed random matrix with sparsity of 0.2. Each entry of A is generated uniformly on [0, 0.4]. For the dynamics coefficients, we set β = θ = θ 2 = 1. Figure 5 shows that the controlled trajectories for the no-opponent system are the same as these systems with different opponents. We can see from the first row of (a,b,c) that the stabilizing control u * always adapts to its opponent v * and changes its values accordingly. It works efficiently as if there were no opponents. Hence we conclude that the min-max control is robust with respect to different levels of disturbances.
Conclusion
We have proposed a novel opinion dynamics and control model which build a new bridge between social information diffusion and stochastic control theory. This allow us to leverage methods and results from stochastic control to address social information diffusion problems. There are many extension we can imagine along this direction. For instance, the jump term in the model can also be extended to marked point processes [18] . The dynamics of a linear SDE can also be extended to nonlinear cases [30] where one needs to generalize the path integral framework [29] to the case of general point processes.
A Derivations from HJB equation to three ODEs in (11) , (13) and (13) We restate the HJB equation as follows:
Substitute u * in (10) to the HJB equation, we first compute the four terms on the right side of the HJB equation. Note that the minimization is reached when u = u * . In the following computation, we will use the property that v 11 = v 11 and a b = b a for any vector a and b.
First, L(x, u * , t) is:
Note in line 2 of the expansion of L, we dropped the constant term 1 2 a a. The second term is:
The third term is:
The fourth term is:
where Λ(t) = U j=1 λ j (t)B j . Next, we compute the left side of HJB equation as:
Then by comparing the coefficients for the scalar, linear and quadratic terms in both left side and right side of the HJB equation, we obtain three ODEs. First, only consider all the coefficients quadratic in x:
Second, consider the linear term:
Third, consider the scalar term: 
Hence v 0 (T ) = 0, v 1 (T ) = −a and v 11 = I. Note here we drop the constant term 1 2 a a in terminal cost φ.
B Additional Experiments on Synthetic Datasets
We conduct control over four networks with different initial and target states. Figure 6 shows our framework works efficiently.
In Figure 7 , we also average the experiments over ten runs and report the mean and variance of one randomly picked user's opinion. It shows that our method works efficiently for both stable and unstable system. Control with time-changing network. We use the same parameter setting as that in fixed network case and set the initial network to be the one used for the stable system. Then we use the Poisson process intensity of γ = 0.1 to model link creation process. Note that as more and more links are created, the system will change from stable to unstable. In order to compare SLANT with our method, we update the network structure whenever it changes in SLANT. Figure 8 shows that our method can control time-varying network much more efficiently with low control cost. 
C Comparison with Existing Opinion Models
Here we compare our SDE model with the following opinion diffusion model [4] :
x i (t) = η i + U j=1 α ij k ω (t) (x j (t) · dN j (t)) (41)
If κ ω (t) = exp(−ωt)I[t 0], we show that it is related to the jump diffusion term in our SDE model in (4) . Without loss of generality, we set ω = 1. We need two properties: 1) κ ω (t) = −ωκ ω (t) 2) the gradient of the convolution of two functions is: d(f g) = f (0)g + g df . Set f = κ(t) with f (0) = 1, and g = j α ij x j dN j (t), then take the differential of x i (t) and use the above two properties, we have:
Hence it leads to a special case of our SDE model (4) . However, for other choices of κ ω , there is no such connection.
