We give an exposition on the current status of classification of operator algebraic conformal field theories. We explain roles of complete rationality and α-induction for nets of subfactors in such a classification and present the current classification result, a joint work with R. Longo, for the case with central charge less than 1, where we have a complete classification list consisting of the Virasoro nets, their simple current extensions of index 2, and four exceptionals. Two of the four exceptionals appear to be new.
Introduction
Classification of conformal field theory is obviously one of the most important and exciting problems in mathematical physics today. Here we review the current status of the classification theory of 1-dimensional operator algebraic conformal field theories.
First, we explain what we mean by "1-dimensional operator algebraic conformal field theories" and how they naturally appear in the setting of 1 + 1-dimensional conformal field theory. We are now in the framework of algebraic quantum field theory in the sense of [21] . In the algebraic quantum field theory, we consider a net of von Neumann algebras {B(O)} where O is a certain bounded region in the Minkowski space, and the physical idea is that the von Neumann algebra B(O) is generated by physical quantities observable in the region O. From a physical viewpoint, the most natural setting is that we have a 4-dimensional Minkowski space and O is a double cone, which is defined to be a set of the form (x + V + ) ∩ (y + V − ), where V ± = {z = (z 0 , z 1 , z 2 , z 3 ) ∈ R 4 | z We say a net because the index set of double cones is directed with respect to inclusions. Then we impose some physically natural set of axioms on the net B, as explained below. So mathematically speaking, this is a study of a family of von Neumann algebras (on a fixed Hilbert space) parametrized by double cones subject to certain set of axioms. Although the 4-dimensional Minkowski space seems most natural at first sight, it has been known that a net on the 2-dimensional Minkowski space produces interesting structures both from physical and mathematical viewpoints. Such a net is called a two-dimensional net. Using a new set of coordinates (x 0 + x 1 , x 0 − x 1 ) in the two-dimensional Minkowski space, a double cone O becomes a product of two intervals I = (a, b), J = (c, d). We now start with a net B of von Neumann algebras on the two-dimensional Minkowski space. Then as in [36] , we obtain a decomposition A L (I) ⊗ A R (J) ⊂ B(I × J), where A L , A R are nets of von Neumann algebras on one-dimensional spaces. Such one-dimensional nets are called chiral theories. In this way, we are naturally led to a study of one-dimensional nets of von Neumann algebras, starting from a study of two-dimensional nets of von Neumann algebras. As a part of the set of axioms for algebraic quantum field theory, we assume that we have a certain group representing space-time symmetry and its projective unitary representation on the Hilbert space on which our net of von Neumann algebras act. We require compatibility of this projective unitary representation and the net of von Neumann algebras in an appropriate sense and this compatibility condition is called covariance. A space-time symmetry of the two-dimensional Minkowski space passes to a symmetry of the one-dimensional space in the above decomposition, so we now consider a symmetry group of the one-dimensional space. It is often more convenient to compactify the one-dimensional space and use S 1 rather than R, and we do so here. There can be more than one choice for such a symmetry group of S 1 , and we often use the name "conformal field theory" when we choose the Möbius group P SL(2, R) as the symmetry group. In this paper, we use this Möbius group, or even more strongly, the diffeomorphism group Diff(S 1 ) later. (See [24] for a precise definition of the diffeomorphism covariance.) Thus our set of axioms for one-dimensional net of von Neumann algebras is now described as follows.
By an interval, we mean a non-empty, non-dense, open, and connected set in S 1 . We study a family of von Neumann algebras A(I) on a fixed Hilbert space H parameterized by intervals I. (Now the set of intervals is not directed with respect to inclusions, so the terminology "net" is not appropriate. The name "precosheaf" is also often used instead, because of this reason, but the name "net" has been used in many cases, and we also use it here.) Our set of axioms is as follows. (See [19, 24] for precise descriptions of these properties.) The main object of mathematical studies of such nets is their classification. By a "classification", we mean obtaining a complete invariant up to isomorphism and a complete list of all the isomorphism classes. Both problems are very difficult, but we explain the first step to these problems here. The invariant to the classification problem we now use is a representation theory of a net. Under the above set of axioms and the split property, which is often assumed as an additional axiom, each von Neumann algebra A(I) is an injective type III 1 factor. In general, all representations of a type III factor on separable Hilbert spaces are unitarily equivalent, so representation theory for a single algebra A(I) is trivial. However, we obtain non-trivial and useful information by considering representations of a family of type III factors. That is, we consider a family of representations π I of A(I) on one Hilbert space parameterized by intervals I on the circle, with a natural compatibility condition and a covariance property with respect to the symmetry group. (By [18] , a covariance property with respect to the Möbius group automatically holds, if we have strong additivity and the statistical dimension, which is explained below, of the representation is finite.) By adapting the standard Doplicher-Haag-Roberts (DHR) theory [11] to our onedimensional setting, we get a category of representations and each representation is realized as a DHR endomorphism. Then we have a notion of irreducibility, direct sums, irreducible decomposition, a statistical dimension, conjugates, unitary equivalence and a tensor product. It behaves like a category of unitary representations of a compact group. Here a statistical dimension plays a role of a usual dimension, but the values are now in the set of positive real numbers. A tensor product is given by a composition of DHR endomorphisms. In this way, we obtain a strict C * -tensor category with conjugates, subobjects, and direct sums in the sense of [12, 31] .
In operator algebra theory, we often have an algebraic invariant from a certain representation theoretic consideration, and it becomes a complete invariant under an extra assumption of amenability in some sense, though proving completeness of such an invariant requires very deep analytic arguments. Also in this setting of algebraic quantum field theory, we expect that a representation category, possibly with some additional related data, should give a complete invariant of local conformal nets with some kind of amenability assumption, but results of such a general type have not been obtained and seem very difficult to prove. In this paper, we explain the first classification result [24] in this direction under an extra assumption on a central charge, a numerical invariant of a net that is also "representation theoretic".
When we assume covariance with respect to Diff(S 1 ) rather than P SL(2, R) for a local conformal net A, we can define a central charge c for A as follows. The corresponding infinite dimensional Lie algebra of the infinite dimensional Lie group Diff(S 1 ) is the celebrated Virasoro algebra, which is generated by {L m } m∈Z and a central element c subject to the following relations.
where m, n ∈ Z. In our setting, we obtain a representation of the Virasoro algebra from a local conformal net with diffeomorphism covariance, and we can define the central charge c, which is a numerical value. We then define this value to be the central charge of the net A. It is clearly a numerical invariant of A. It has been shown by Friedan-Qiu-Shenker [15] [23] has been pointed by Jones himself since early days of subfactor theory. Furthermore, in subfactor theory, we have classification of paragroups of index less than 4 with the Dynkin diagrams A n , D 2n , E 6 , E 8 by Ocneanu [32] , which produces a classification of subfactors of the hyperfinite II 1 factor with index less than 4 by Popa's analytic classification result [34] . (See the book [13] for details on this topic.) Also in the theory of Virasoro algebra, we have a classification involving A-D-E Dynkin diagrams, that is, classification of modular invariants by Cappelli-Itzykson-Zuber [9] .
(See also the book [10] for more on modular invariants.) The similarity between the two classification is lised in Table 1 .
Virasoro algebra Subfactors central charge c
Jones index c < 1 ⇒ c = 1 − 6/m(m + 1) [15] index < 4 ⇒ index = 4 cos 2 π/m [23] classification of modular invariants [9] classification of paragroups [32] with pairs of A-D-E diagrams with A-D-E diagrams Table 1 : Similarity between Virasoro algebra and subfactors However, a real relation beyond formal similarity of the two classification theories was unknown. Furthermore, even on a formal level of similarity, it is not clear at all why we have pairs of Dynkin diagrams for Virasoro algebra and single Dynkin diagrams for subfactors. Our results in [24] on classification of local conformal nets, with diffeomorphism covariance and central charge less than 1, give unification of these two classification theories.
We also remark a relation between such a study of local conformal nets and E 0 -semigroups. The E 0 -semigroups appearing here are not those of B(H), but of the injective type III 1 -factor. Consider an inclusion N ⊂ M of von Neumman algebra with a common cyclic separating vector Ω. We have a modular automorphism group σ M t with respect to the pair (M, Ω). Wiesbrock studied "half-sided modular inclusions" where we have σ M t (N) ⊂ N for t ≤ 0. This gives an E 0 -semigroup of N, which is typically an injective type III 1 -factor in the setting appearing from a local conformal net. Wiesbrock [39] and Guido-Longo-Wiesbrock [20, Theorem 1.2] have shown that we have a triple of half-sided modular inclusions from a local conformal net on the circle, by splitting the circle into three intervals after removing three distinct points, and we can also recover the local conformal net from such a triple. In this sense, study of local conformal nets on the circle is "translated" to that of special type of E 0 -semigroups of the injective type III 1 -factor.
Completely rational nets and α-induction
We have mentioned that the invariant of a local conformal net we study is its representation theory, but in general, it is difficult to control representation theory of a net. A set of additional axioms has been proposed by us [25] in order to obtain a "good" representation theory as follows. (See [25] for the precise definitions.)
1. Split property 2. Strong additivity
Finite index condition
The first two conditions are rather well-known in algebraic quantum field theory. The definition of the new third condition, finite index condition, is as follows. Remove four distinct points from the circle S 1 and label the remaining four connected components as I 1 , I 2 , I 3 , I 4 in a counterclockwise order. By locality, we have an inclusion
′ of von Neumann algebras, which are now automatically injective type III-factors. The finite index condition means that the index of this subfactor is finite. (This condition is independent of choices of the four intervals.) When a local conformal net satisfies these three conditions, we say that it is completely rational. We have shown in [25] that if a local conformal net is completely rational, then we have only finitely many mutually inequivalent irreducible representations of the net. (Such finiteness is often called rationality. Our conditions are called complete rationality since they imply this rationality.) Furthermore, a weighted counting of the number of such representations, where each such representation is counted as the square of its statistical dimension, gives the index in the third condition above [25] . Furthermore, it has been known [14] that we have a braiding on the tensor category of representations of local conformal nets, and a notion of non-degeneracy of a braiding has been introduced in [35] . We have also shown in [25] that the representation category of a completely rational local conformal net has a non-degenerate braiding. In other words, the tensor category is modular in the sense of [37] , and we have a unitary representation of the modular group SL(2, Z) whose dimension is the number of unitary equivalence classes of irreducible representations of the net.
It is difficult in general to show that a certain local conformal net is completely rational. F. Xu [42] proved the finiteness of the index, the third condition above, for the SU(N) k -nets constructed by A. Wassermann [38] and thus proved their complete rationality. Complete rationality for orbifold and coset constructions has been also studied by F. Xu [43, 44, 45] , where many interesting properties and examples are presented. (Also see [29] in the case of the coset construction.) This complete rationality plays a role of amenability condition for local conformal nets.
In the classical representation theory, the notion of induced representation is very important and useful. Suppose we have a subgroup H of G and a unitary representation of H. Under a very mild condition, we can produce the induced representation of G from a given representation of H. We would like to perform a similar construction for representation of local conformal nets. Suppose we have a net of subfactors A ⊂ B on the circle. That is, this is a family of subfactors A(I) ⊂ B(I) parametrized intervals I ⊂ S 1 with a certain natural set of axioms. (See [30, 29] for a precise set of axioms.) We assume finiteness of the index A(I) ⊂ B(I), which is independent of the interval I. Then, roughly speaking, we can produce a representation of the larger net B from a representation of the smaller net A. This construction was introduced by Longo-Rehren [30] based on an old suggestion of J. Roberts, and many interesting properties and examples were studied by F. Xu [40, 41] . Further studies and applications have been made in [1, 2, 3, 4, 5] under the name α-induction. (This α-induction also generalizes Ocneanu's graphical construction [33] for the Dynkin diagrams.) However, we do have three substantial differences between the induction for group representations and α-induction for nets as follows. First, for groups H ⊂ G, the larger group has a larger symmetry, but the situation is opposite for nets. That is, the representation category of the larger group G is larger, in an appropriate sense, than that of H, but the representation category of the larger net B is smaller than that of A. The second difference is that α-induction depends on the braiding structure of the representation category of the smaller net A. A braiding always comes in a pair, a positive braiding and a negative braiding. (Graphically, they are represented by overcrossing and under-crossing, respectively.) We distinguish the two α-inductions by the notations α + and α − . The third difference is that α-induction does not produce a genuine representation of the larger net and it gives only a "fake representation", which is often called a soliton sector, although it behaves like a genuine representation in many senses. For example, it does have notions of a tensor product and a statistical dimension, but it does not have a braiding. (See [27] for a more general setting of such a tensor category.) Roughly speaking, the representation category of the larger net B is "too small" to accept the image of α-induction. Actually, the intersection of the set of irreducible representations arising from a positive α-induction and that from a negative α-induction precisely gives the set of irreducible representations of the larger net B. These differences produce a new interesting structure that does not appear in the classical setting of group representations, as explained in the next section.
We remark that we also have a machinery of restriction of a representation of a larger net to that of a smaller net, just as in the case of group representation, but α-induction is much more useful than the restriction in many cases. One reason is that we often have a situation where we have enough information about the smaller nets and would like to obtain information on the larger nets. In general, the unitary representation is not irreducible, so we can have something non-trivial in the commutant, but this unitary representation is often almost irreducible in some sense, and the commutant is quite small. So the modular invariant condition is very restrictive. In general, the number of modular invariants for a given unitary representation is always finite, and this finite number is often very small, such as 1, 2, or 3, in a typical situation. The most famous classification list of such modular invariants has been obtained by Cappelli-Itzykson-Zuber [9] for the representation category of the SU(2) k -net. In this case, we have at most three modular invariants for a given k. In principle, the classification problem of a given unitary representation of SL(2, Z) is a problem in linear algebra and should be "solvable", but the classification can be very hard combinatorially, in practice. Gannon's series of papers deal with this problem. (See [16] , for example.)
Our idea [24] for classification of local conformal nets is using such a classification of modular invariants through α-induction. This is in the spirit of [6] . That is, start with a local conformal net B with diffeomorphism covariance. Then the algebras generated by the projective unitary representation of Diff(S 1 ) produces a subnet A ⊂ B. This is the Virasoro net having a central charge c. We now assume that c < 1 for our classification. This Virasoro net with c < 1 falls in the class of coset nets studied by F. Xu [43, 44] from the diagonal inclusion SU(2) m−1 ⊂ SU(2) m−2 ⊗SU(2) 1 with c = 1 − 6/m(m + 1), and we know that the Virasoro net A is completely rational by [29] . We can write down the irreducible representations of the Virasoro nets explicitly and the number of their unitary equivalence classes is m(m − 1)/2. We can also show that the inclusion A(I) ⊂ B(I) is irreducible, using strong additivity of the Virasoro net that holds by [29] , and then a result in [22] implies that the index of A(I) ⊂ B(I) is automatically finite. We can now apply the general machinery of α-induction and obtain a modular invariant Z from the inclusion A(I) ⊂ B(I), where the rows and columns of the matrix Z are indexed by the unitary equivalence classes of the irreducible representations of the Virasoro net A(I). Note that now the dimension of the unitary representation of SL(2, Z) is m(m − 1)/2. In this way, we obtain a matrix Z with entries of non-negative integers and dimension m(m − 1)/2, starting from a local conformal net B with diffeomorphism covariance and central charge c = 1−6/m(m+1), m = 2, 3, 4, . . . . This matrix Z is obviously an invariant of the net B and subject to a strong constraint of modular invariance. The modular invariants of this unitary representation of SL(2, Z) arising from the Virasoro nets have already been classified by Cappelli-Itzykson-Zuber [9] and an explicit classification table is there. The modular invariants are in a bijective correspondence to pairs of Dynkin diagrams whose Coxeter numbers have a difference 1. They are classified into two types. The type I modular invariants are labeled with pairs of Dynkin diagrams A n , D 2n , E 6 , E 8 , while type II modular invariants with D 2n+1 , E 7 (in pairs with the corresponding A-diagrams). (Recall that paragroups of index less than 4 are labeled with Dynkin diagrams A n , D 2n , E 6 , E 8 as in [32, 13] and appearance of the same diagrams in the context of SU(2) modular invariants is related to locality of the extended nets as in [1, 2, 3, 4] .) Locality of the net B shows that the modular invariant we obtain from B as above must be of type I. So our classification will be complete if we can show that this map from a net B to a modular invariant matrix Z of type I in the classification list in [9] is bijective. This is a problem of classifying irreducible extensions B ⊃ A when the smaller net A is given. When a modular invariant Z is given and if it arises from an extension B, it is easy to see the decompositionῑι = λ Z 0λ λ, where ι is the inclusion map A(I) ⊂ B(I) and λ varies in a set of representatives of unitary equivalence classes of irreducible representations of the net A. If we start with a subfactor A(I) ⊂ B(I), then the dual canonical endomorphism ρ =ῑι and intertwiners V ∈ Hom(id, ρ) and W ∈ Hom(ρ, ρ 2 ) satisfy certain relations. Longo [28] has shown that a triple (ρ, V, W ) arising from a subfactor can be axiomatized in terms of simple algebraic relations, and he has called a triple satisfying these relations a Q-system. Thus the classification problem is reduced the classification of Q-systems ( λ Z 0λ λ, V, W ) up to unitary equivalence in a natural sense. A Q-system arising from an extension B ⊃ A should also satisfy the chiral locality in [30, Theorem 4.9] in the sense of [3, page 454] . Such a classification problem has been studied for extensions of the SU(2) k -nets in several different contexts in [4, 26, 33] . Using such classification results for the SU(2) knets, one can also obtain the desired bijectivity for the case of the Virasoro nets, as in [24] . The most subtle step in the SU(2) k -classification of the Q-systems is uniqueness of the Q-system for the E 8 modular invariant, which was first obtained in [26] , and we use this uniqueness result for our classification. Izumi has also made direct computations of this Q-system and proved this uniqueness. We also use the Böckenahauer-Evans criterion [2] for locality of extensions of the Virasoro nets we construct combinatorially.
The meaning of the labeling in terms of the pairs of Dynkin diagrams in this setting is as follows. Take an example of (A 10 , E 6 ). The pair of type A Dynkin diagrams having the same Coxeter numbers is (A 10 , A 11 ). This pair of type A diagrams is realized from the Virasoro net with c = 21/22. The representation category of this Virasoro net is a direct product of two systems A 10 and A 11 divided by a symmetry of order 2, in an appropriate sense. (The reason we have a pair of type A diagrams here was clarified in the setting of coset constructions by Xu [43, 44] . The number of unitary equivalence classes of irreducible representations is 10 × 11/2 = 55.) The representation category of the local conformal net corresponding to the pair (A 10 , E 6 ) is a direct product of two systems A 10 and A 3 divided by a symmetry of order 2 in the same sense, and the number of unitary equivalence classes of irreducible representations is 10 × 3/2 = 15. In this way, the meaning of the label E 6 is not visible. However, if we use only the α + -induction, without α − -induction, then we obtain a tensor category of "fake" representations and the system of the irreducible objects is a direct product of two systems A 10 and E 6 divided by a symmetry of order 2 in the same sense above, and the number of the irreducible objects is 10 × 6/2 = 30. The E 6 system having six irreducible objects does not arise from a representation category of a net, but it arises from a tensor category of "fake" representations produced with α + -induction. The final classification result in [24] is as follows. 2. Their simple current extensions of index 2.
Four exceptional nets labeled with
Two of the exceptional ones in the above list are realized as the coset constructions for SU(2) 11 ⊂ SO(5) 1 ⊗ SU(2) 1 and SU(2) 29 ⊂ (G 2 ) 1 ⊗ SU(2) 1 . Actually, they were considered by Böckenhauer-Evans [1, II, Subsection 5.2] as possible candidates realizing the corresponding modular invariants in the Cappelli-Itzykson-Zuber list, but they were unable to prove that these coset construction indeed produce the desired nets. The other two exceptionals appear to be new.
Note that we did not assume the three conditions for complete rationality in the above, but they automatically hold. This is also analogous to the fact that the (hyperfinite II 1 ) subfactors of index less than 4 are automatically amenable. (These subfactors are even of finite depth, actually.) Carpi [8] has recently got a classification for local conformal nets with c = 1 arising as compact extensions of the Virasoro net.
In the proof of the above theorem, we have used the modular invariants Z arising from local conformal nets as an invariant, but in the statement of the theorem, we see that the representation category does gives a complete invariant of such local conformal nets. We also have a complete list of such representation categories. In this way, our goal of the classification we mentioned at the beginning of this paper has been achieved for this class of local conformal nets. It is expected that this type of classification theorem holds in a much wider situation, but proving such a result is beyond the current technique.
We finally remark why this approach based on α-induction has worked, in comparison to classification of subfactors. Here, a local conformal net is regarded as an analogue of a subfactor. (They both produce a tensor category through a "representation theory". This gives one analogy.) We have obtained a Virasoro subnet A from a given net B. In an analogy to subfactor theory in this spirit, the Virasoro subnet corresponds to a subfactor generated by the downward sequence of the Jones projections. That is, for a type II 1 subfactor N ⊂ M, we obtain a commuting square
where P and Q are generated by the downward sequence of the Jones projections. (Recall that a commuting square is regarded as an embedding of one subfactor into another.) The Virasoro nets are "minimal" in the sense that it is contained in any diffeomorphism covariant net and also in the sense of Carpi's work [7] . Similarly, a subfactor generated by the Jones projections is "minimal" in the sense that it is contained in any subfactor. But the difference is that the Virasoro net is canonically defined while the above subfactor P ⊂ Q is not canonically determined in N ⊂ M. In this way, we have a control over the index A ⊂ B while we have no control over the index P ⊂ N. This explains why our approach has worked while a similar approach to classification of subfactors with index less than 4 seems much more difficult (although we have a by far more general classification result for subfactors in [34] ).
