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Introducción 
lo anterior, aunque parte del efecto observado provenga del tratamiento, la 
estimación obtenida puede estar proporcionándonos una magnitud imprecisa de 
la efectividad. 
Existen diferentes métodos para controlar el sesgo de selección existente en los 
estudios observacionales, uno de los métodos propuestos es la utilización del 
propensity score (Rosenbaum,P.R.,1983). 
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2.2. ASUNCIONES SOBRE LOS DATOS 
- Sea Z la variable indicadora del tratamiento: 
'1, el paciente "i" ha recibido el tratamiento 
Z ­
i {- O, el paciente 11 i" no ha recibido el tratamiento 
- Sea Y la variable respuesta: 
1, el paciente "i" ha fallecido 
y¡ { O, el paciente"¡I! no ha fallecido 
- Sea X el vector de covariables observadas: 
X '=(X1, ... ,Xp). 
- Las covariables se han observado antes de la asignación del tratamiento 
- El hecho que un paciente reciba el tratamiento es independiente a que otro 
paciente lo haya recibido. 
- Se puede asumir que la asignación del tratamiento es aleatoria si el tratamiento, 
Z, y la respuesta, Y, son condicionalmente independientes dado el vector de 
covariables observadas, X. 
y...L zl x 
• Se define la probabilidad condicionada de asignar el tratamiento, dado el vector 
de covariables como 
p(Z 11 x) =e(x) 
donde se asume que 
N 
p(ZI'""znlx"...,xJ TIe(x¡}Z'{l e(x¡}tz , 
i=l 
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2.3. METODOLOGíA PARA LA ESTIMACiÓN DEL PROPENSITY 
SCORE 
La estimación del propensity score se puede realizar mediante dos metodologías 
(D'Agostino, R.B.Jr., 1998): modelos lineales generalizados con distribución 
binomial (regresión logística) o análisis discriminante. El análisis discriminante es 
más apropiado cuando las covariables (variables clasificadoras) son cuantitativas 
y bajo las hipótesis de normalidad y homocedasticidad. 
Ambos métodos permiten estimar la probabilidad de recibir el tratamiento 
condicionada a una serie de covariables observadas. De modo que, el propensíty 
score se podrá calcular únicamente en aquellos pacientes que tengan datos 
válidos en todas las covariables observadas de interés. 
Es importante predecir correctamente la variable respuesta (tratamiento o 
intervención), es decir, es importante minimizar las diferencias entre los valores 
predichos y los valores observados. Para ello, la función utilizada para estimar la 
probabilidad que tiene cada paciente de ser asignado al grupo de tratamiento 
puede ser para métrica o semi-paramétrica, dependiendo de la relación de las 
variables cuantitativas con la variable respuesta: Se define una función 
paramétrica cuando las variables cuantitativas se relacionan de forma lineal con 
los valores predichos de la variable respuesta. Cuando esta relación no es lineal 
es conveniente o bien identificar los puntos donde cambia el comportamiento para 
crear categorías en la variable cuantitativa y definir una función paramétrica, o 
bien definir una función semi-paramétrica donde la variable cuantitativa sea la 
concatenación de varios polinomios, teniendo en cuenta que no puede haber 
ningún tipo de discontinuidad en el punto en el que se concatenan dos polinomios. 
Como medida del buen funcionamiento del modelo se debe tener en cuenta la 
bondad de ajuste o calibración y la capacidad discriminatoria. 
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2.4. ESTRATEGIAS DE ANÁLISIS CON EL PROPENSITY SCORE 
Una vez estimado el propensity score y analizado su correcta capacidad 
discriminatoria, podemos realizar tres tipos de análisis diferentes con el fin de 
obtener una estimación no-sesgada de la efectividad del tratamiento (D'Agostino, 
R.B.Jr., 1998): 
- El propensity score como variable de ajuste 

- Matching por el propensity score 

- Estratificación por el propensity score 

2.4.1. El propensity score como variable de ajuste 
Se puede utilizar el propensity score como variable de ajuste en la regresión, 
donde el efecto del tratamiento, r, se estima de la siguiente manera: 
i =(r; -yJ- p(x¡ -xJ=(r; - pxJ-(p; - pxJ 
donde t Y e indican grupo tratado y grupo control, respectivamente. 
El propensity score es una variable útil ya que sólo hay que estimar un coeficiente 
p y utilizarlo para estimar el efecto del tratamiento. Si el comportamiento en 
relación a la respuesta es el mismo para pacientes tratados y no-tratados, ya sea 
lineal o no, entonces, la regresión ajustando por el propensity score da lugar a 
una estimación no-sesgada del efecto del tratamiento. 
En el caso en que haya alguna variable potencialmente relacionada con la 
variable respuesta y no relacionada con el tratamiento, y por lo tanto no utilizada 
para estimar el propensity score, se debe de introducir también como variable de 
ajuste. 
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Según la distribución del propensity score en casos (pacientes tratados) y 
controles (pacientes no tratados) nos podemos encontrar con tres situaciones 
diferentes (Figura 1): a) el grado de solapamiento en el propensity score entre 
casos y controles es nulo, hecho que dificulta el apareamiento, aunque sería 
posible pero ineficiente. En este caso nos encontraríamos con un área bajo la 
curva de 1, ya que la discriminación es perfecta ; b) el grado de solapamiento es 
total , por lo que el matching sería innecesario , ya que se podría asumir asignación 
aleatoria del tratamiento debido a que la proporción de valores predichos 1 es la 
misma tanto para valores observados 1 como O. En este caso, el área bajo la 
curva sería de 0,5, modelo no informativo; Por último, c), se observa un 
solapamiento parcial del propensity score entre casos y controles. Es la situación 
ideal para realizar el matching . En este caso, el área bajo la curva puede variar 
entre 0,5 y 1. 
Figura 1 Diferentes escenarios de la distribución del propensity score 
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3.2.2. Simulación escenario 1 
Se generó la variable aleatoria defunción de la siguiente manera: 
0.090 si trombolisis Sí 
P(defunción =Si) ={0.110 si trombo lisis = No 
Se generaron n variables aleatorias independientes con distribución de Bernoulli 
para sexo, tabaco, hipertensión, diabetes, hipercolesterolemia, antecedentes de 
angina, antecedentes de insuficiencia cardiaca, tratamiento en UCI, síntomas 
típicos, enzimas anormales, killip al ingreso de grado /l/-IV y arritmias malignas. El 
retraso entre la aparición de los síntomas y la monitorización del paciente se 
generó corno una variable aleatoria con una distribución normal. Todas ellas 
independientes entre sí. 
Para cada paciente, se estimó el propensity score mediante modelos lineales 
generalizados con distribución binomial y link canónico a partir de las variables 
generadas 
Posteriormente, se estimó la efectividad del tratamiento trombolítico para reducir 
la letalidad mediante modelos lineales generalizados con distribución binomial y 
link canónico, cruda (modelo 1) y ajustada por las covariables predictoras (modelo 
2). Además, se definieron los mismos modelos ajustando además por el logit del 
propensity score estimado. 
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3.3. RESULTADOS 
Se generaron 100 réplicas de una muestra de tamaño n=10.000 para cada 
escenario, donde se generó la variable aleatoria defunción en función del 
tratamiento trombolitico, donde P(trombolisis::= Sí) = OA 
3.3.1. Escenario 1 
En la figura 2 se muestran los resultados de la simulación bajo las hipótesis del 
escenario 1. Para cada modelo, se representó la estimación obtenida en cada una 
de las 100 réplicas. El modelo 1a (arriba, izquierda) muestra las estimaciones 
crudas de la efectividad de la trombolisis. Se obtuvo una odds-ratio promedio de 
0.79 (0.69-0.91) para la letalidad a 28 dras de los pacientes que recibieron 
tratamiento trombolítico respecto los que no lo recibieron. Es decir, el odds de 
morir a 28 días de los pacientes asignados a recibir tratamiento trombolitico fue 
0.79 veces el odds de morir a 28 días de los pacientes asignados a no recibir el 
tratamiento trombolítico. En términos de %, los pacientes que recibieron 
tratamiento trombolítico presentaron una letalidad un 26% (1/0.79) inferior que los 
pacientes que no recibieron tratamiento trombolítico. 
En el modelo 2a (abajo, izquierda) se muestra la estimación de la trombolisis 
ajustada por edad y sexo. Se obtuvo una odds ratio promedio de 0.79 (0.69-0.91) 
para la letalidad a 28 días de los pacientes que recibieron tratamiento trombolítico 
respecto los que no lo recibieron, dentro de las mismas características en las 
variables de ajuste, edad y sexo. De la misma forma que para el modelo 1, los 
pacientes que recibieron tratamiento trombolítico presentaron una letalidad un 
26% (1/0.79) inferior que los pacientes que no recibieron tratamiento trombolítico. 
El modelo 1 b (arriba, derecha) muestra las estimaciones de la efectividad de la 
trombolisis, ajustando únicamente por el propensity score. Se obtuvo una odds 
ratio promedio de 0.79 (0.69-0.91) para la letalidad a 28 dfas de los pacientes que 
recibieron tratamiento trombolltico respecto los que no lo recibieron, por lo tanto, 
los pacientes que recibieron tratamiento trombolítico presentaron una letalidad un 
26% (1/0.79) inferior que los pacientes que no recibieron tratamiento trombolítico. 
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El modelo 2b (abajo, derecha) muestra las estimaciones de la efectividad de la 
trombolisis, ajustando por las variables edad y sexo y además por el propensity 
score. Se obtuvo una odds ratio promedio de 0.79 (0.69-0.91) para la letalidad a 
28 días de los pacientes que recibieron tratamiento trombolítico respecto los que 
no lo recibieron dentro de las mismas características en las variables de ajuste. La 
conclusión es la misma que para los modelos anteriores, los pacientes que 
recibieron tratamiento trombolítico presentaron una letalidad un 26% (1/0.79) 
inferior que los pacientes que no recibieron tratamiento trombolítico 
Figura 2 Efectividad de la trombolisis en el escenario 1 
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De este escenario, se puede concluir que cuando las variables de interés se 
distribuyen de forma aleatoria, el resultado del análisis crudo es el mismo que el 
resultado obtenido en el análisis multivariado clásico y en el análisis multivariado 
clásico ajustando además por el propensity score. Es decir, si las variables se 
distribuyen de forma aleatoria en toda la muestra, ninguna de ellas debería de 
estar creando confusión. 
3.3.2. Escenario 2 
En la figura 3 se muestran los resultados de la simulación bajo las hipótesis del 
escenario 2. Para cada modelo, se representó la estimación obtenida en cada una 
de las 100 réplicas. El modelo 1 a (arriba, izquierda) muestra las estimaciones 
crudas de la efectividad de la trombolisis. Se obtuvo una odds-ratio promedio de 
0.45 (0.38-0.52) para la letalidad a 28 días de los pacientes que fueron asignados 
a recibir tratamiento trombolítico respecto los que fueron asignados a no recibirlo. 
Es decir, el odds de morir a 28 días de los pacientes asignados a recibir 
tratamiento trombolítico fue 0.45 veces el odds de morir a 28 días de los pacientes 
asignados a no recibir el tratamiento trombolítico. En términos de %, los pacientes 
que recibieron tratamiento trombolítico presentaron una letalidad un 122% (1/0.45) 
inferior que los pacientes que no recibieron tratamiento trombolítico. 
En el modelo 2a (medio, izquierda) se muestra la estimación de la trombolisis 
ajustada por edad y sexo. Se obtuvo una odds-ratio promedio de 0.50 (0.43-0.58) 
para la letalidad a 28 días de los pacientes que recibieron tratamiento trombolítico 
respecto los que no lo recibieron, dentro de las mismas características en las 
variables de ajuste. En términos de %, los pacientes que recibieron tratamiento 
trombolítico presentaron una letalidad un 100% (1/0.50) inferior que 105 pacientes 
que no recibieron tratamiento trombolítico, es decir, los pacientes que recibieron 
tratamiento trombolítico presentaron una letalidad dos veces inferior a la que 
presentaron los pacientes que no recibieron tratamiento trombolítico. 
En el modelo 3a (abajo, izquierda) se muestra la estimación de la trombolisis 
ajustada por edad, sexo y factores de riesgo clásicos (hipertensión, diabetes, 
tabaco). Se obtuvo una odds-ratio promedio de 0.53 (0.46-0.62) para la letalidad a 
32 
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28 días de los pacientes que recibieron tratamiento trombolítico respecto los que 
no lo recibieron, dentro de las mismas características en las variables de ajuste. 
En términos de %, los pacientes que recibieron tratamiento trombolítico 
presentaron una letalidad un 88% (1/0.53) inferior que los pacientes que no 
recibieron tratamiento trombolítico. 
El modelo 1 b (arriba, derecha) muestra las estimaciones de la efectividad de la 
trombolisis, ajustando únicamente por el propensity score. Se obtuvo una odds­
ratio promedio de 0.80 (0.68-0.95) para la letalidad a 28 días de los pacientes que 
recibieron tratamiento trombolítico respecto los que no lo recibieron. En términos 
de %, los pacientes que recibieron tratamiento trombolítico presentaron una 
letalidad un 25% (1/0.80) inferior que los pacientes que no recibieron tratamiento 
trombolítico. 
Figura 3 Efectividad de la efectividad en el escenario 2 
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De este escenario, se puede concluir que los modelos multivariados clásicos no 
corrigen la sobreestimación de la efectividad del tratamiento relacionada con la 
menor comorbilidad de los pacientes tratados, y por tanto, no consiguen eliminar 
la totalidad del sesgo de selección existente debido a la no asignación aleatoria 
de los pacientes a recibir el tratamiento trombolítico. 
En cambio, el propensity score es un método eficaz para controlar este sesgo de 
selección. 
3.3.3. Escenario 3 
En la figura 4 se muestran los resultados de la simulación bajo las hipótesis del 
escenario 3. Para cada modelo, se representó la estimación obtenida en cada una 
de las 100 réplicas. 
El modelo 1a (arriba, izquierda) muestra las estimaciones crudas de la efectividad 
de la trombolisis. Se obtuvo una odds-ratio promedio de 1.39 (1.21-1.60) para la 
letalidad a 28 días de los pacientes que recibieron tratamiento trombolítico 
respecto los que no lo recibieron. En términos de %, los pacientes que fueron 
asignados a recibir tratamiento trombolítico presentaron una letalidad un 39% 
superior que los pacientes que fueron asignados a no recibir tratamiento 
trombolítico. 
En el modelo 2a (medio, izquierda) se muestra la estimación de la trombolisis 
ajustada por edad y sexo. Se obtuvo una odds-ratio promedio de 1.23 (1.07-1.42) 
para la letalidad a 28 días de los pacientes que recibieron tratamiento trombolítico 
respecto los que no lo recibieron, dentro de las mismas características en las 
variables de ajuste edad y sexo. En términos de %, los pacientes que fueron 
asignados a recibir tratamiento trombolítico presentaron una letalidad un 23% 
superior que los pacientes que fueron asignados a no recibir tratamiento 
trombolítico. 
En el modelo 3a (abajo, izquierda) se muestra la estimación de la trombolisis 
ajustada por edad, sexo y factores de riesgo clásicos (hipertensión, diabetes, 
tabaco). Se obtuvo una odds-ratio promedio de 1.15 (1.00-1.33) para la letalidad a 
28 dias de los pacientes que recibieron tratamiento trombolítico respecto los que 
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no lo recibieron, dentro de las mismas características en las variables de ajuste. 
En términos de %, los pacientes que fueron asignados a recibir tratamiento 
trombolítico presentaron una letalidad un 15% superior que los pacientes que 
fueron asignados a no recibir tratamiento trombolítico. 
El modelo 1 b (arriba, derecha) muestra las estimaciones de la efectividad de la 
trombolisis, ajustando únicamente por el propensity score. Se obtuvo una odds 
ratio promedio de 0.72 (0.61-0.86) para la letalidad a 28 días de los pacientes que 
recibieron tratamiento trombolítico respecto los que no lo recibieron. En términos 
de %, los pacientes que fueron asignados a recibir tratamiento trombolítico 
presentaron una letalidad un 38% (1/0.72) inferior que los pacientes que fueron 
asignados a no recibir tratamiento trombolítico. 
Figura 4 Efectividad de la trombolisis en el escenario 3 
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- Modelo 2: Se introdujeron las variables del modelo 1 y tabaco, hipertensión 
arterial, diabetes mellitus, dislipernia, angina previa, insuficiencia cardíaca, 
localización del IAM, tratamiento en unidad de cuidados intensivos coronarios, 
área, año de registro y tiempo entre el inicio de los síntomas y la monitorización. 
Se valoró tanto la capacidad discriminatoria de cada uno de los modelos como la 
bondad de ajuste. 
4.1.3.3. Estratificación por el propensity score 
Se calcularon los quintiles del propensity score estimado y se estratificó la 

muestra en los 5 quintiles. Se analizó la efectividad del tratamiento trombolítico 

sobre la letalidad a 28 días (variable respuesta) mediante modelos lineales 

generalizados con distribución binomial y link canónico en cada uno de estos 

quintiles. Se realizaron 3 modelos para cada quintil: 

- Modelo o: Se introdujo, únicamente, la variable trombolisis. 

- Modelo 1: Se introdujo la variable del modelo O y edad y sexo. 

- Modelo 2: Se introdujeron las variables del modelo 1 y tabaco, hipertensión 

arterial, diabetes mellitus, dislipemia, angina previa, insuficiencia cardíaca, 

localización del IAM, tratamiento en unidad de cuidados intensivos coronarios, 

área, año de registro y tiempo entre el inicio de los síntomas y la monitorización. 

Se estimó el odds-ratio independientemente para cada uno de los 5 quintiles, con 

el fin de ver si había algún tipo de tendencia o patrón en las estimaciones a lo 

largo de los quintiles. Posteriormente, también mediante modelos lineales 

generalizados con distribución binomial y link canónico, se estimó el efecto de la 

trombolisis en la población (sin estratificar) introduciendo como variable de ajuste 

la variable categórica con 4 grados de libertad que definió los quintiles de 

propensity score. 
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4.2.3. Estimación del propensity score 
Se estimó el propensity score mediante regresión logística y mediante análisis 
discriminante para cuantificar cuán parecidas son las estimaciones. 
En la figura 5 se presenta el gráfico de dispersión y el coeficiente de correlación 
de Spearman entre la probabilidad estimada con regresión logística y con análisis 
discriminante. 
Figura 5 Estimación de propensity score mediante regresión logística y mediante 
análisis discriminante. 
Estirnacion Propensity Score 

0.9 
0.8 
0.7 
UJ 
>­ 0.6z 
~ 
::!; 0.5o: 
(.) 
'"Q 
'" 
0.4 
¡;:; 
::;¡ 
~ 0.3 
..,; 
0.2 
0.1 
0.0 
M 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
REGRESIOO LOGlSTICA 
lllOOSCA..ISIS e-e--e o ~ 1 
Correlación de Spearman = 0.81312 
Se puede ver que existe variabilidad entre los valores predichos mediante 
regresión logística y mediante análisis discriminante. Este hecho puede ser 
debido a que el análisis discriminante es más apropiado cuando las variables 
clasificadoras (covariables) son cuantitativas y bajo las hipótesis de normalidad y 
homocedasticidad. 
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Por lo tanto , debido a que un gran número de covariables utilizadas fueron 
factores dicotómicos , todos los análisis posteriores se realizaron con el propensity 
score calculado mediante regresión logística. 
4.2.3.1. Capacidad discriminatoria y bondad de ajuste 
En la figura 6 se muesta la capacidad discriminatoria y la bondad de ajuste del 
modelo utilizado para estimar el propensity score. En la parte izquierda se 
muestra la curva ROe , que encierra un área de 0,812 , representando una buena 
capacidad discriminatoria. En la parte derecha superior se muestra la tabla con 
los valores observados y los valores predichos en los 10 grupos propuestos por 
Hosmer y Lemeshow (Hosmer y Lemeshow, 1980, 1989). En la parte derecha 
inferior se muestra el estadístico de Pearson con sus grados de libertad. El p-valor 
de este estadístico es de 0,6158, no mostrando evidencias para aceptar que los 
valores predichos difieren de los valores observados. 
Figura 6 Capacidad discriminatoria y bondad de ajuste del modelo 
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En la figura 7 se representa la distribución del propensity score en los pacientes 
que no recibieron tratamiento trombolítico (izquierda) y la distribución del 
propensity score en los pacientes que sí lo recibieron (derecha). En los pacientes 
trombolizados la distribución fue asintóticamente normal, mientras que esto no 
ocurrió en aquellos pacientes que no recibieron tratamiento trombolítico . Los 
pacientes trombolizados presentaron una media de 0.68 (0.19), superior a la que 
presentan los pacientes no trombolizados 0.38 (0.27) 
Figura 7 Distribución del propensity score según la administración de tratamiento 
trombolítico 
No trcmbdizados Trcmbol izados 
" .. 
' " 4t/\ ~''f.! JJ I 
, ~_ • •", r "0 1'
'" i1 :::__ ...u-, 
,,.,, l 
" 1 
,., 
o.o!. o I 0 . 1 " 0 . ;1 o.n. O. :J o . !! '" o." o ." '" • \ o."!. G 1. o . " !> 0 . / O. /!> O, M O . M'!> o. ~ O.:I ~ 
Análisis de la efectividad del propensity score 
4.2.4. El propensity score como variable de ajuste 
El propensity score se puede introducir en el modelo como una variable de ajuste 
más para conseguir una estimación no sesgada del tratamiento, teniendo en 
cuenta las diferencias en las características de los pacientes. 
En la tabla 9 se presentan los resultados del análisis introduciendo el propensity 
score como variable de ajuste. En el modelo 0, donde se evaluó el efecto de la 
trombolisis ajustando únicamente por el propensity score se obtuvo un OR de 
1.09 con un intervalo de confianza del 95% de 0.84-1.41 . La estimación puntual 
está muy cercana a 1, que se traduce en efecto nulo, incluyendo este valor en el 
intervalo de confianza. Este patrón se repitió en los demás modelos. Por tanto , 
introduciendo el propensity score como variable de ajuste se obtuvo un efecto 
nulo del tratamiento, es decir, la mortalidad a 28 días tras un IAM no varió en 
función de la administración del tratamiento trombolítico. Los modelos 1°y 
tuvieron una capacidad discriminatoria regular (área bajo la curva 0,667 y 0,728 
respectivamente) y el modelo 2 tuvo una buena capacidad discriminatoria (área 
bajo la curva 0,805). Los 3 modelos presentaron una buena calibración (p-valor 
del estadístico de Hosmer-Lemeshow >0,05). 
Tabla 9 Odds Ratio (le 95%) para la efectividad de la trombolisis en la letalidad a 28 días 
Modelo O Modelo 1 Modelo 2 
Regresión logística clásica 045 (037-054) 0.50 (041-0.61) 0.57 (045-072) 
Regresión logística clásica + PS 109 (084-141) UO (0.84-142) 109 (0.83-142) 
Curva ROC: estadístico c 0.667 0.728 0.805 
Estadístico Hosmer-Lemeshow 0.318 0 .851 0.184 
Modelo O: ajustado por propensity score 
Modelo 1: ajustado por propensity score, sexo y edad 
Modelo 2: ajustado por las variables del modelo 1 y tabaco, hipertensión arterial, diabetes mellitus , dislipemia, angina 
previa , insuficiencia cardíaca, localización del rAM, tratamiento en unidad de cuidados intensivos coronarios, área, año 
de registro y tiempo entre el inicio de los síntomas y la monitorización. 
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Figura 8 Diferencias estandarizadas antes y después de realizar el matching con el 
método del vecino más próximo 
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En la tabla 12 se presenta el OR de morir de los pacientes trombolizados respecto 
los pacientes no trombolizados con los pacientes del matching. 
En el modelo O se obtuvo un OR para los pacientes trombolizados de 0.61 
(IC95%: 0.49-0.76). Es decir, el odds de morir de los pacientes trombolizados fue 
0.61 veces el odds de morir de los pacientes no trombolizados , que se puede 
interpretar como un 64% (1/0.61 =1 .64) menos riesgo de morir a 28 días tras un 
IAM. En el modelo 2, el odds de morir de los pacientes trombolizados fue 0,65 
(IC95%: 0.51-0.83) veces el odds de morir de los pacientes no trombolizados , que 
se puede interpretar como un 54% (1/0.65=1.54) menos riesgo de morir a 28 días 
tras un IAM. Para los 3 modelos, la diferencia entre pacientes tratados y no 
tratados fue estadísticamente significativa, ya que el intervalo de confianza del 
Odds Ratio no contiene el valor 1. 
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Tabla 12 Odds Ratio (le 95%) para la efectividad de la trombolisis en la letalidad a 28 
días 
Modelo O: Modelo 1 Modelo 2 
OR Cruda 
Regresión logística clásica 0 ,45 (O ,37-O ,54) 0,50 (0,41 -0 ,61) 0,57 (0,45-0,72) 
Regresión logística + PS 1,09 (084-1,41) 1,10 (0,84-1,42) 1,09 (0 ,83-1,42) 
Matching: Vecino más próximo 0 ,61 (0,49-0 ,76) 0,67 (0 ,54-0,83) 0 ,65 (0,51-0,83) 
Curva ROC: estadístico c 0 ,561 0,687 0,754 
Estadístico Hormer-Lemeshow 0,163 0,986 
Modelo 1: ajustado por sexo y edad 
Modelo 2: ajustado por las variables del modelo 1 y tabaco, hipertensión arterial, diabetes mellitus, dislipemia , angina 
previa, insuficiencia cardíaca, localización del rAM, tratamiento en unidad de cuidados intensivos coronar ios, área, año 
de registro y tiempo entre el inicio de los síntomas y la monitorización. 
Método: Vecino más próximo limitando la distancia máxima para aparear 
En la figura 8 se representa la distribución del logit del propensity score en los 
pacientes que no recibieron tratamiento trombolítico (izquierda) y la distribución 
dellogit del propensity score en los pacientes que sí lo recibieron (derecha). Tanto 
en los pacientes trombolizados como en los pacientes no trombolizados, el logit 
del propensity score presentó una distribución aproximadamente normal. 
Figura 8 Distribución del logit del propensíty score según la administración de 
tratamiento trombol ítico 
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En la figura 9 se presentan las diferencias estandarizadas en valor absoluto antes 
(azul) y después (rosa) del matchíng limitando la distancia para aparear. 
Con el matching se consiguió una gran reducción (valor de las diferencias 
estandarizadas < 10) del valor de las diferencias para todas las variables respecto 
a las diferencias estandarizadas que se obtuvieron en toda la población. Se 
consideran diferencias estadísticamente significativas valores> 10%. 
Figura 9 Diferencias estandarizadas antes y después del matching con el vecino más 
próximo limitando la distancia 
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Con este método se excluyeron del análisis 2191 pacientes, 874 que no recibieron 
tratamiento trombolítico y 1317 que recibieron tratamiento trombolítico, un 47.7% 
de la población. En la tabla 14 se presentan las características de los pacientes 
no apareados y por lo tanto excluidos del análisis. Los pacientes no apareados no 
trombolizados fueron mayores y con un perfil de mayor riesgo que los pacientes 
no apareados trombolizados. 
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Figura 10 Diferencias estandarizadas en la población (azul) yen la muestra de pacientes 
no apareados por el método del vecino más próximo limitando la distancia máxima 
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En la tabla 15 se presenta el OR de morir de los pacientes trombolizados respecto 
los pacientes no trombolizados de los pacientes incluidos con el método del 
apareamiento con el vecino más próximo limitando la distancia para aparear. 
En el modelo O se obtuvo un OR de 0.98 (le95%: 0.74-1.30), es decir, el odds de 
morir de los pacientes trombolizados fue prácticamente el odds de morir de los 
pacientes no trombolizados, ya que este OR es muy cercano a 1 y el le 95% 
incluye el valor 1. En el modelo 2, el odds de morir de los pacientes trombolizados 
es 0.92 (le95%: 0.69-1 .24) veces el odds de morir de los pacientes no 
trornbolizados, aunque la diferencia no fue estadístifcamente significativa ya que 
el le 95% incluye también el valor 1. Para ninguno de los 3 modelos se obtuvo 
una diferencia estadísticamente significativa, por lo que, con este método se 
podría concluir que recibir tratamiento trombolitico no contribuye a una respuesta 
positiva como tampoco contribuye a ello el hecho de no recibirlo . 
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Tabla 15 Odds Ratio (le 95%) para la efectividad de la trombolisis en la letalidad a 28 
días 
Modelo O 
OR Cruda Modelo 1 Modelo 2 
Regresión logística clásica 0.45 (0.37-0.54) 0.50 (0.41-061) 0.57 (0.45-0.72) 
Regresión logística + PS 1.09 (084-1.41) 1.10 (084-1.42) 109 (0.83-1.42) 
Matching: Vecino más próximo 0,61 (0,49-0,76) 0,67 (0,54-0,83) 0,65 (0,51-0,83) 
Matching: Vecino más próximo 
limitando la distancia máxima 0.98 (0.74-1.30) 0.96 (0.72-1.28) 0.92 (0.69-1.24) 
Curva ROC: estadístico c 0.503 0.661 0.710 
Estadístico Hormer-Lemeshow 0.472 0.393 
• odelo 1: ajustado por sexo y edad 
¡.~odel o 2: ajustado por las variables del modelo 1 y tabaco , hipertensión arterial , diabetes mellitus, dislipemia, angina 
:¡-evia, insuficiencia cardíaca, localización del IAM, tratamiento en unidad de cuidados intensivos coronarios, área, año 
: e registro y tiempo entre el inicio de los síntomas y la monitorización. 
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4.2.6. Estratificación por el propensity score 
En la tabla 16 se presentan las características de los pacientes según la 
administración del tratamiento trombolítico. (tabla presentada anteriormente) 
Tabla 16 Comparación pacientes tratados y no tratados 
Comearisons 
No trombo (N=2338) Trombo (N= 2798) Two-sample Diferencias 
Media DS Media DS t -statistic estandarizadas (70) 
Edad 61 ,246 10,450 59,249 10,550 6,785 '" 19,019 
Sexo (mujer) 0,228 0,419 0,172 0,377 5,038 '" 14,051 
Tabaco 0,427 0,495 0,541 0,498 -8,192 '" -22,961 
Hipertensión 0,468 0,499 0,415 0,493 3,790 '" 10,685 
Diabetes 0,288 0,453 0,226 0,416 5,318 '" 14,256 
Dislipemia 0,396 0 ,489 0 ,380 0,485 1,147 3,285 
Antecedentes angina 0,424 0,494 0,332 0,471 6,802 '" 19,062 
Antecedentes ICC 0,066 0 ,248 0,021 0,144 8,079 '" 22,191 
Local ización infarto 1,991 0 ,916 1,822 0,980 6,339 '" 17,817 
Killip ingreso 1,394 0,781 1,205 0,521 10,319 28,470 
Tratamiento UCI 0,892 0,310 0,970 0,170 -11,410 '" -31 ,200 
Tipo hospital 2,608 0,551 2,588 0,503 1,337 3,791 
Retraso síntomas-
monitorización 200,569 189,513 138,463 118,765 14,298 '" 39,271 
Ex itus 0,135 0,342 0,065 0,247 8,495 '" 23,466 
Lo~it ~ro~ensit~ score -0,802 1,666 0,863 0,958 -42 ,383 '" -122,524 
'" P valor < 0.05 
ICC: Insuficiencia cardiaca; UCI : Unidad de Cuidados Intensivos 
En la figura 11 se muestran la distribución y los quintiles del propensíty score 
Figura 11 Distribución y quintiles del propensíty score 
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En la tabla 17 se presentan la proporción de pacientes trombolizados y no 
trombolizados en cada uno de los quintiles de propensity score. Los pacientes 
trombolizados presentaron una tendencia creciente de prevalencia a lo largo de 
los quintiles , ya que se definió el propensity score como la probabilidad de 
recibir tratamiento trombolítico en función de algunas variables. 
Figura 17 Distribución de los pacientes según tratamiento trombolítico en los quintiles de 
propensity score 
Q1 Q2 Q3 Q4 Q5 Total 
No 807 562 361 221 126 2077 
trombolisis (38.8 ~o ) (27 ,0~o) (17,3 ~o) (10 ,6 ~o) (6 . 0~o) 
108 359 559 699 795 2520 
Trombolisis (4 ,3%) (14,n) (22 , 1 ~o) (27 ,n) (31 , 5~o) 
Total 915 921 920 920 921 4597 
Los pacientes trombolizados presentaron una media de propensity score en los 
5 quintiles superior a los pacientes no trombolizados, Esta diferencia fue más 
acentuada en el primer quintil (Figura 12). 
Figura 12 Distribución del propensity score según tratamiento trombolítico en los 
quintiles de propensíty score 
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Tabla 21 Odds Ratio (le 95%) para la efectividad de la trombolisis en la letalidad a 28 
días 
Modelo O 
OR Cruda Modelo 1 Modelo 2 
Trombolizados 1.03 (0 .80-1.32) 1.05 (0.81-1.35) 0.98 (0.76-1.28) 
Curva ROC: estadístico c 0.663 0.729 0.804 
Estadístico Hosmer-Lemeshow 0.565 0.942 0.658 
Modelo 1: ajustado por quintiles de propensity score, sexo y edad 

Modelo 2: ajustado por las variables del modelo 1 y tabaco, hipertensión arterial , diabetes mellitus, dislipemia, 

angina previa, insuficiencia cardíaca, localización del TAM , tratamiento en unidad de cuidados intensivos coronarios, 

órea, año de registro y tiempo entre el inicio de los síntomas y la monitorización. 

4.3. VALORES PERDIDOS EN EL PROPENSITY SCORE 
Se sospechó que aquellos pacientes en los que no se había podido estimar el 
propensity score debido a presentar valores perdidos en alguna de las variables 
utilizadas y que, por consecuente, quedaron excluidos del análisis , podían impedir 
la obtención de una estimación no-sesgada y representativa de la población. Se 
identificaron 6.633 pacientes entre 25 y 74 años con un primer infarto agudo de 
miocardio. De éstos, el propensity score se pudo calcular en 4.605. Es decir, se 
excluyeron del análisis más de un 30% de los casos elegibles. En la tabla 22 se 
presentan las características de los pacientes con datos válidos y los pacientes 
con valores perdidos en alguna de las variables utilizadas para calcular el 
propensity score. Los pacientes con valores perdidos una mayor prevalencia de 
hipertensión y diabetes, pero la diferencia más notable se encontró en la letalidad 
a 28 días (Exitus), La letalidad en el grupo de pacientes con datos insuficientes 
fue más del doble que la letalidad en el grupo de pacientes con datos válidos. En 
definitiva, los pacientes que se excluyeron del análisis presentaron características 
diferentes que los pacientes incluidos y estas diferecias podían estar 
introduciendo un sesgo en la estimación de la efectividad de la trombolisis. 
Por este motivo, se utilizó la imputación múltiple para obtener una estimación sin 
excluir estos casos. 
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Tabla 22 Características de los pacientes con datos válidos y los pacientes con valores 
perdidos en alguna de las variables utilizadas para calcular el propensity score 
Probabilidad de recibir tratamiento 
trombo lítico 
Datos válidos Datos insuficientes P 
(n::4.597) (n=539) 
Edad (años) * 60 (11) 60 (11) 0,675 
Sexo ('Y. Mujeres) 19,9 18,6 0,470 
Tabaco ('Y.) 48,9 49,6 0,750 
Hipertensión ('Yo) 43,2 50,4 0,003 
Diabetes ('Y.) 24,6 31,0 0,003 
Dislipemia ('Yo) 38,4 42,7 0,135 
Angina previa ('Yo) 37,4 37,7 0,878 
Antecedente ICC ('Yo):t 4,0 5,5 0.108 
Localización infarto ('Y. ) Inferior 49,4 48,3 <0,001 
No-Q 13,8 11,6 
Anterior 35,2 35,5 
No codificable 1,6 4,7 
Killip ingreso ('Yo) I 80,7 72,2 <0,001 
II 13,2 18,1 
IIr 3,9 5,1 
IV 2,2 4,7 
Ingreso UCIC ('Y.):t 94,3 86,6 <0,001 
Tipo hospital ('Yo) Básico 1,8 1,6 0,212 
Intermedio 36,4 40,9 
Avanzado 61,8 57,6 
Retraso síntomas-monitorización (min) t 120 (60-210) 120 (60-210) 0,408 
Trombolisis ('Y.) 54,8 51,6 0,153 
Exitus ('r.) 8,5 19,7 <0,001 
*media (desviación estándar) 
tMediana (percentil 25-percentil 75) 
:t Unidad de Cuidados Intensivos Coronarios 
Se hizo la suposición que los valores perdidos no presentaron un patrón 
monótono, sino que eran arbitrarios, y se utilizó el método MCMC para realizar la 
imputación múltiple. Se utilizó una distribución a priori no informativa (Jeffreys) y 
el algoritmo EM para obtener el estimador máximo verosímil. 
Se realizaron 5 imputaciones del propensity score utilizando la información de las 
mismas variables con las que se estimó, y utilizando la información del propensity 
score de aqlJellos pacientes a los que se les pudo estimar. 
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Discusión 
ya que presentan una buena calibración y discriminación. Para analizar la 
efectividad del tratamiento , interesa que el parámetro asociado a la variable 
tratamiento sea no-sesgado y preciso. 
En este punto también es importante destacar que con la utilización del propensity 
score sólo se tienen en cuenta las variables observadas y utilizadas para su 
cálculo, pudiendo quedar confusión residual debido a las variables no observadas. 
De modo que es importante que los investigadores tengan en cuenta a la hora de 
diseñar el estudio el recoger información sobre todas las covariables que podrían 
estar relacionadas con la asignación del tratamiento para reducir al máximo esa 
confusión residual. 
Si nos encontramos en la situación de la figura 14 en la que la variancia del grupo 
de pacientes no-tratados es mucho mayor que la variancia del grupo de 
pacientes tratados, ajustar por el propensity score no es adecuado, ya que no se 
cumple el criterio de homocedasticidad, y es conveniente estimar el efecto del 
tratamiento con alguno de los otros dos métodos (matching o estratificación) 
PS 

En cuanto al matching, los tres métodos utilizan diferentes criterios para reducir el 
sesgo. 
- Aparear mediante el propensity score con el vecino más cercano es el método 
más fácil en términos computacionales , pero puede ser insuficiente para reducir 
las diferencias existentes entre tratados y no tratados 
- Con el tercer método se consigue un mejor balance en las covariables entre 
pacientes tratados y no tratados, pero al ser dernasiado estricto se pueden excluir 
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Anexo 2 
aux13[i]<-summary(modeI3)$coefI2,1] 

aux23[i]<-summary(modeI3)$coefI2,2] 

est3[i]<-aux13[i] 

SE3[i]<-aux23[i] 

Btromb _ 2c3[i]<-est3[i] 

SEtromb_2c3[i]<-SE3[i] 

ORtromb_2c3[i] <-exp(Btromb _ 2c3[i]) 

ICinUromb_2c3[i]<-exp(Btromb _ 2c3[i]-1. 96*SEtromb _2c3[i]) 

ICsu p _ tromb _ 2c3[i] <-exp(Btromb _2c3[i]+ 1 . 96*SEtromb _2c3[i]) 

resultats2<-data.frame(ite=ite,n=n,ORtromb_2c1=ORtromb_2c1,ICinCtromb_2c1=ICinCtromb_2c1, 

ICsup_tromb_2c1 =ICsup_tromb_2c1, 

ORtromb_2c2=ORtromb_2c2,ICinUromb_2c2=ICinUromb_2c2, ICsup_tromb_2c2=ICsup_tromb_2c2, 

ORtromb_2c3=ORtromb_2c3,ICinUromb_2c3=ICinUromb_2c3, ICsup_tromb_2c3=ICsup_tromb_2c3, 

ORtromb_2c4=ORtromb_2c4,ICinUromb_2c4=ICinCtromb_2c4, ICsup_tromb_2c4=ICsup_tromb_2c4) 

#Write.table(resultats2, file = "C:/Documents and Settings/Hmarti/Escritorio/Proyecto/Simulacio/resultats2.txt", 

sep = "\t", append = F) 

write.table(resultats2, file = "C:/Documents and 

Settings/hmarti/Escritorio/Proyecto/Simulacio/resultats_1MIM.txt", sep = "\t", append = F) 

#resultats2 

par(mfrow=c(2,2» 

plot(resultats2$n,sort(resultats2$ORtromb _ 2c1),type="p" ,col="pu rple" ,cex=O. 6,ylim=c(O, 1.5), main="Modelo 1 

sin PS", 

xlab="mean OR=0.794 (0.694-0.909)",ylab="OR(IC95%)") 

lines(resultats2$n,sort(resultats2$ICinCtromb_2c1 ),type="I",col="magenta",cex=0.6,lty=6) 

lines(resultats2$n,sort( resultats2$ICsup _ tromb _ 2c1 ),type="I", col="magenta" ,cex=O .6, Ity=6) 

abline(h=1,col=1,lty=2) 

plot( resultats2$n ,sort( resultats2$ORtromb _ 2c2), type="p" ,col="purple" ,cex=O .6, ylim=c(O, 1.5 ),main="Modelo 1 

ajustando por PS", 

xlab="mean OR=0.786 (0.657-0.940)",ylab="OR(IC95%)") 

lines( resultats2$n,sort(resultats2$ICinUromb _ 2c2), type="I" ,col="magenta" ,cex=0.6 ,lty=6) 

lines(resultats2$n,sort(resultats2$ICsup_tromb_2c2),type="I",col="magenta",cex=0.6,lty=6) 

abline(h=1,col=1,lty=2) 

plot(resultats2$n,sort(resultats2$ORtromb_2c3),type="p",col="purple",cex=0.6,ylim=c(0, 1.5),main="Modelo2 

sin PS", 

xlab="mean OR=O. 783 (0.641-0.957)", ylab="0R(IC95%)") 

lines(resultats2$n,sort(resultats2$ICinUromb_2c3),type=111,col=lmagenta",cex=0.6,lty=6) 

I ines( resultats2$n ,sort(resultats2$ICsu p _ tromb _ 2c3), type="I" ,col="magenta", cex=0.6 ,lty=6) 

abline(h=1,col=1,lty=2) 

plot(resultats2$n, sort( resultats2$ORtromb _ 2c4 ), type="p", col="purple" ,cex=O .6, ylim=c(O, 1 .5), main="Modelo2 

ajustando por PS", 

xlab="mean OR=0.783 (0.641-0.957)",ylab="OR(IC95%)") 

lines(resultats2$n,sort(resultats2$ICinCtromb_2c4),type="1",col="magenta",cex=0.6,lty=6) 

lines(resultats2$n,sort(resultats2$ICsup_tromb_2c4),type=II",col="magenta",cex=0.6,lty=6) 

abline(h=1 ,col=1 ,lty=2) 

#####/lgPara el escenario 2mf¡W#ilfI## 

rm(list=ls()) 

ite<-10000 

i<-1 

n<-O 

aux11<-0 

aux21<-0 

est1<-0 

98 





Anexo 2 
#plot(xxxO,col="purple", ylim=c(O, 1),main="Tromb_2c=O",xlab="" ,ylab="Predicted values",type="p" ,cex=O.5) 

#plot(xxx1 ,col="green3" ,ylim=c(O, 1 ),main="Tromb_2c=1 ",xlab="",ylab="Predicted values",type="p",cex=O.5) 

#hist(PS) 

#logitPS<-log«PS)/(1-PS» 

hist(logitPS ,col="lightblue", border="purple") 

par(mfrow=c(3,1 » 

hist(logitP S[tromb== 1 ],col="lightblue", border="purple" ,xlim=c( -4.4» 

hist(logitPS[tromb==O],col="lightblue", border="purple" ,xlim=c( -4,4» 

hist(logitPS,col="lightblue", border="purple" ,xlim=c( -4,4» 

dat2<-cbind(defuncio,tromb,sexo,tabac_2c,hta_2c,diabe_2c,logitPS,edad) 

datos2<-as.data. frame( dat2) 

attach(datos2) 

model1 <-glm( as. factor( defuncio )-as.factor(tromb), family=binomial(link=logit),data=datos2) 

modeI2<-glm(as.factor(defuncio)-as.factor(tromb)+logitPS,family=binomial(link=logit),data=datos2) 

modeI3<-glm(defuncio-tromb+sexo+edad,family=binomial(link=logit),data=datos2) 

modeI4<-glm(defuncio-tromb+sexo+edad+logitPS,family=binomial(link=logit),data=datos2) 

modeI5<­

glm(defuncio-tromb+sexo+edad+diabe_2c+hta_2c+tabac_2c,family=binomial(link=logit),data=datos2) 

modeI6<­

glm(defuncio-tromb+sexo+edad+diabe_2c+hta_2c+tabac_2c+logitPS,family=binomial(link=logit),data=datos2 

) 

#1i'i#ifllfl/lI#/;,Para el modelo 1 f¡'#f!#¡,/#II##1f 

aux11 [i1<-summary( model1 )$coefI2, 1] 

aux21 [i]<-summary(modeI1 )$coefI2,2] 

est1 [i]<-aux11 [i] 

SE 1 [ij<-aux21 [i] 

Btromb_2c1 [i]<-est1 [i] 

SEtromb_2c1 [i]<-SE1 [i] 

ORtromb]c1 [i]<-exp(Btromb _2c1 [iD 

ICinUromb_2c1[i1<-exp(Btromb_2c1[i]-1.96*SEtromb_2c1[i]) 

ICsup_tromb_2c1 [i1<-exp(Btromb_2c1 [i]+1.96*SEtromb _2c1 [ij) 

#UiNflffffflfl!/iPara el modelo 2?1tNJ!#UttW/f1l 

aux12[i]<-summary(modeI2)$coefI2,1 ] 

aux22[i]<-summary(modeI2)$coefI2,2] 

est2[i1<-aux12[i] 

SE2[i]<-aux22[i1 

Btromb _2c2[i]<-est2[ij 

SEtromb _2c2[i]<-SE2[i] 

ORtromb _ 2c2[i]<-exp(Btromb _ 2c2[i]) 

ICinUromb_2c2[i]<-exp(Btromb_2c2[i]-1.96*SEtromb_2c2[i]) 

ICsup_tromb_2c2[i1<-exp(Btromb_2c2[ij+1.96*SEtromb_2c2[iD 

IItI!t#t!If!lffllflPara el modelo 3###1':::#1#1#;; 

aux 13[i]<-summary( model3 )$coefI2,1] 

aux23[i]<-summary(modeI3)$coefI2,2] 

est3[ij<-aux13[i] 

SE3[i]<-aux23[i] 

Btromb__2c3[i]<-est3[i] 

SEtromb _ 2c3[i]<-SE3[i] 

ORtromb _2c3[i]<-exp(Btromb _2c3[i)) 

ICinUromb_ 2c3[i]<-exp(Btromb _ 2c3[i]-1. 96*SEtromb _ 2c3[i]) 

ICsup_ tromb _ 2c3[i]<-exp(Btromb _ 2c3[i]+1.96*SEtromb _2c3[i]) 
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Anexo 2 
hta_2c[aux3==6]<-rbinom(n14, 1 ,0.633) 
hta_2c[aux3==7]<-rbinom(n15,1,0.667) 
aux4<-rep(NA,ite) 
aux4<-ifelse(aux3==0&hta _ 2c=;;;0 ,aux4<-O, 
ifelse(aux3=;;;0&hta_2c==1 ,aux4<-1, 
ifelse( aux3=;;; 1 &hta _ 2c==0 ,aux4<-2, 
ifelse(aux3== 1 &hta_2c== 1 ,aux4<-3, 
ifelse( aux3=;;;2&hta_ 2c==0 ,aux4<-4, 
ifelse( aux3==2&hta _ 2c== 1 ,aux4<-5, 
ifelse(aux3==3&hta_2c==0,aux4<-6, 
ifelse(aux3==3&hta_2c==1,aux4<-7, 
ifelse( aux3==4&hta _2c==0 ,aux4 <-8, 
ifelse(aux3==4&hta_ 2c== 1 ,aux4<-9, 
ifelse( aux3==5&hta_2c==0,aux4<-1 O, 
ifelse(aux3==5&hta_2c==1,aux4<-11, 
ifelse(aux3==6&hla_ 2c==0,aux4<-12, 
ifelse(aux3==6&hta_2c==1,aux4<-13, 
ifelse{aux3==7&hta_2c==0,aux4<-14, 
ifelse{aux3==7&hla_2c==1,aux4<-15, 
ifelse( aux3==8&hta _ 2c==0 ,aux4<-16, 
ifelse(aux3==8&hta _2c==1 ,aux4<-17, 
ifelse( aux3==9&hta _2c==0, aux4<-18, 
ifelse(aux3==9&hta_2c==1,aux4<-19, 
ifelse(aux3== 1 0&hta_2c==0 ,aux4<-20, 
ifelse( aux3==1 0&hta_2c== 1 ,aux4<-21 , 
ifelse(aux3==11&hta_2c==0,aux4<-22, 
ifelse(aux3==11&hta_2c==1,aux4<-23, 
ifelse{aux3==12&hta_2c==0,aux4<-24, 
ifelse{aux3==12&hta_2c==1,aux4<-25, 
ifelse( aux3== 13&hta _ 2c==0, aux4<-26, 
ifelse{aux3==13&hta_2c==1 ,aux4<-27, 
ifelse(aux3==14&hta_2c==0,aux4<-28, 
ifelse(aux3== 14&hta_2c==1 ,aux4<-29, 
ifelse(aux3==15&hta_2c==0,aux4<-30, 
ifelse( aux3==15&hta _2c==1 ,aux4<-31 ,aux4<-aux4»»»))»»»))))))))))))))))))) 
table(aux4 ) 
nO<-sum(aux4==16) 
n1 <-sum(aux4==17) 
n2<-sum{aux4==18) 
n3<-sum(aux4==19) 
n4<-sum(aux4==20) 
n5<-sum(aux4==21 ) 
n6<-sum(aux4==22) 
n 7 <-sum(aux4==23) 
n8<-sum(aux4==24 ) 
n9<-sum(aux4==25) 
n 1 O<-sum( aux4==26) 
n11 <-sum(aux4==27) 
n12<-sum(aux4==28) 
n13<-sum(aux4==29) 
n14<-sum(aux4==30) 
n15<-sum(aux4==31 ) 
n16<-sum(aux4==0) 
n17 <-sum(aux4==1) 
n18<-sum( aux4==2) 
n19<-sum{aux4==3) 
n20<-sum(aux4==4) 
n21 <-sum(aux4==5) 
n22<-sum(aux4==6) 
n23<-sum(aux4==7) 
n24<-sum(aux4==8) 
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#y<-tromb 

#y<-as. vector(y) 

#y<-as. fa ctor(y) 

#PS.fit.glm<-glm.fit(x,y,family=binomial(link=logit» 

#summary(PS. fit.glm) 

#PS<-PS. fit. glm$fitted. values 

#plot(PS) 

#ifelse(tromb==O,plot(PS,col="red"),plot(PS,col="blue")) 

#par(mfrow=c(2, 1 )) 

#XxxO<-PS[tromb==O] 

#Xxx1 <-PS[tromb==1] 

#plot(xxxO,col="purple",ylim=c(O,1 ),main="Tromb_2c=O",xlab="",ylab="Predicted values",type="p",cex=O.5) 

#plot(xxx1,col="green3" ,ylim=c(O,1 ),majn;;:"Tromb _2c=1" ,xlab= .... ,ylab="Predicted values" ,type="p" ,cex=O.5) 

#hist(PS) 

#logitPS<-log«PS)/(1-PS» 

hist(logitPS,col="lightblue", border-"purple") 

par(mfrow=c(3,1 » 

hist(logitPS[tromb==1],col="lightblue", border-"purple" ,xlim=c( -4,4» 

hist(logitP S[tromb==O] ,col="lightblue", border-"purple" ,xlim=c( -4,4» 

hist(logitPS,col="lightblue", border-"purple" ,xlim=c( -4,4» 

dat2<-cbind(defuncio,tromb,sexo,tabac_2c,hta_2c.diabe_2c,logitPS,edad) 

datos2<-as.data.frame(dat2) 

attach(datos2) 

model1 <-glm( as. factor( defuncio )-asJactor(tromb ),family=binomial(link=logit),data=datos2) 

modeI2<-glm(as.factor(defuncio)-as.factor(tromb)+logitPS,family=binomial(link=logit),data=datos2) 

#modeI2<­
glm(asJactor( defuncio )-as.factor(tromb )+as. factor( diabe _2c)+asJactor( sexo )+as. factor(hta_2c )+as. factor( sint 

o_2c)+as.factor(enzL2c)+as.factor(ki34)+edad,family=binomial(link=logit),data=datos2) 

modeI3<-glm(defuncio-tromb+sexo+edad,family=binomial(link=logit),data=datos2) 

modeI4<-glm( defuncio-tromb+sexo+edad+logitPS, family=binomial(link=logit),data=datos2) 

modeI5<­

glm(defuncio-tromb+sexo+edad+diabe_2c+hta_2c+tabac_2c,family=binomial(link=logit),data=datos2) 

modeI6<­

glm(defuncio-tromb+sexo+edad+diabe_2c+hta_2c+tabac_2c+1ogitPS,family=binomial(link=logit),data=datos2 

) 

#h'!¡¿¡¡!#IIUtfílPara el modelo 1 ffífli.wtlftt/f<ltt/ 

aux11 [i]<-summary(modeI1 )$coef[2, 1] 

aux21 [i]<-summary(modeI1 )$coef[2,21 

est1 [i]<-aux11 [i1 

SE1[i1<-aux21[i] 

Btromb_2c1 [i]<-est1 [i] 

SEtromb _2c1 [i]<-SE1 [i] 

ORtromb_2c1 [i]<-exp(Btromb_2c1 [i]) 

ICinUromb_2c1[i]<-exp(Btromb_2c1[i]-1.96*SEtromb_2c1[i]) 

ICsup_tromb_2c1 [i]<-exp(Btromb_2c1 [i1+1.96*SEtromb_2c1 [il) 

#it!/;WI?Hf#tUlPara el modelo 2#íf#//#!f#lí'tt# 

aux12[i]<-summary(modeI2)$coef[2,1] 

aux22[i]<-summary(modeI2)$coef[2,2] 

est2[i1<-aux12[i] 

SE2[ij<-aux22[i] 

Btromb _ 2c2[i]<-est2[i] 
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Anexo 3 
7: ECG no realizado 
- Killip al ingreso 
1: Normal 
2: Crepitantes basales 
3: Edema Agudo de Pulmón 
4: Shock cardiogénico 
- Consumo de tabaco 
o: No fuma 
1 : Fuma 
2: Exfumados < 1 año 
3: Exfumador;::: 1 año 
- Antecedentes de hipertensión 
o: No 
1: Sí 
2: No sabe 
- Antecedentes de diabetes 
o: No 
1: Tipo I 
2: Tipo 11 
3: No sabe 
- Antecedentes de colesterol 
o: No 
1: Sí 
2: No sabe 
- Infarto Agudo de Miocardio previo 
3: Sí, IAM previo documentado 
5: Sí, IAM previo pero no documentado 
6: No IAM previo documentado 
7: No IAM previo aunque no documentado 
- Angina previa 
o: No 
1: 48 horas a < 1 mes 
2: 1 a < 3 meses 
3: 3-12 meses 
4: > 12 meses 
5: Sí, pero no se puede precisar tiempo 
- Insuficiencia cardíaca 
1: No diseña 
2: Disnea de moderados, grandes esfuerzos 
3: Disnea de pequeños esfuerzos 
4: Disnea de reposo 
5: Disnea, pero no se puede precisar grado 
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