Abstract The quadrature methods are based upon a substitution of an explicit A -stable first approximation into a generalized convolution formula. They are .4-stable, explicit, and of arbitrarily high order.
1. Introduction. The purpose of this paper is to present a family of new methods for the numerical solution of stiff differential systems.
The methods of Norsett [7] , Jain [3] , and Lawson [4] are A -stable, explicit, and of arbitrary order. Hence, they have the advantage, over implicit methods, that they do not require some sort of iteration. However, the methods of Nersett-Jain-Lawson type suffer from one crucial deficiency: they are based on local approximation of the differential equations by a linear system. When the nonlinearity of the differential equations grows, the accuracy rapidly deteriorates and one is compelled to use excessively small step-lengths. This deterioration is accelerated if, as is usually the case, the Jacobian matrix is computed only once for several steps of the solution or if it is approximated by finite differences.
The quadrature methods are a generalization of the Norsett-Jain-Lawson technique, or, in fact, of any explicit A -stable method. An explicit method is used to compute approximations to the solution for a wide range of points. These approximations are substituted into a generalized convolution formula, which is integrated by either Gaussian or Newton-Cotes quadrature.
These methods are derived by expanding a basic idea of Meister [6] . Meister advocates a computation of a polynomial approximation to the solution by some explicit method (for example explicit Runge-Kutta). This approximation is substituted into the convolution formula, which is integrated analytically (except that there is an approximation to the exponential of a matrix).
Our approach differs from Meister's on several points: a. A generalized convolution formula is used, in order to cover the multiderivative case and to allow an increase in the order.
b. Instead of using polynomial approximation, we apply numerical integration to an arbitrary explicit first approximation. This is an advantage if high order is desired: using explicit Runge-Kutta for the construction of the polynomial approximation, one requires at least m -1 function evaluations for order m, but, using a Gaussian quadrature method, one needs only [(w + l)/2] + 1 function evaluations for order m.
c. By taking advantage of the special structure of matrices, which appear in both the Norsett-Jain-Lawson type of methods and in the quadrature method, the amount of algebraic calculations is kept reasonably small. In fact, for large differential systems (where the overhead of algebraic calculations substantially matters), the additional algebraic expense of the quadrature, over the first approximation, is marginal.
In Section 2, we develop the generalized convolution formula and analyze its properties. In Section 3, we discuss the explicit first approximations. Section 4 is devoted to the computational aspects of the method. Finally, Section 5 gives numerical examples, which highlight the implementation of the method. Normally, A is either the Jacobian matrix of (1) or an approximation to the Jacobian matrix. Although the convolution formula is important to the theory of differential equations and to control theory, it seems that the only explicit application to the numerical solution of ordinary systems is the one given by Meister [6] .
As it is often easy to obtain higher derivatives of y from (1) by direct differentiation, y" = (3/3/)f(í, y) + (9/3y)f(i, y)y' etc., it is advantageous to include higher derivatives in the convolution formula (2) . This is done in Theorem 1. Let ¥kit, A) = idk/dtk)iexp(-(t -t0)A)y(t)), k -0, 1_Then, if y is in C", the following formula (generalized convolution formula) holds:
+ 7n-h)ií¡{t-s)n~lF^A)ds- where y(,)(0 = (d'/dt')y(t), i = 0, . . . , n. Hence, the generalized convolution formula (3) can be written in the form
(n -1)! J,0 ,=0\ H Example. For n = \, (3) is identical to (2), the usual convolution formula. For n = 2, we obtain
In practice, of course, instead of using an exact exponential of a matrix in formula (3), one approximates it by a rational function. The integration is replaced by a quadrature formula.
The main advantage of the generalized convolution, which is that this formula raises the order of the initial approximation by n, is shown in the sequel.
The formula (3') is used for the computation of y(/,), /, = t0 + h, in the following way:
We choose a quadrature formula with the nodes t0 + ckh and weights wk, k = 1, . . . , M, and then evaluate some first approximation yk to the solution of (1) at the quadrature nodes. This approximation is substituted into the integrand on the right of (3'), the exponentials are replaced by rational approximations, and finally the integral is approximated by the quadrature.
The derivatives of y at the quadrature nodes can be estimated by substitution of yk into the formal differentials of (1): y'k « f(/0 + ckh, yk), y;«gyf(r0-lckh,yk) + g-f(<0 + ckh, yA)y^ etc.
Observe that if yk -y(t0 + ckh) = 0(hm + i), where y is the exact solution of (1) and/ is in C+l, then the differentiability of the formal derivatives of (1) implies Si0-y(0Co + ckh) = oihm+i), i = o,...,n.
Theorem 2. Let the function f in (1) be in C+l, tx = t0 + h and {cx, . . . , cM}, {w,, . . . , wM} nodes and weights, respectively, of a quadrature formula. Then, if (i) yi° -yW('o + ckh) = 0(hm + l), i = 0,...,n,k=l,...,M, where y is the exact solution of il) and y¡¡.'' is the initial approximation to the ith derivative of y at the kth quadrature node;
(ii) the order of the quadrature is m; (iii) the exponential which precedes the sum on the right of (3) is replaced by an approximation Rx of the order n + m; (iv) the exponential in the integrand on the right of (3') is replaced by an approximation R2of the order m then the order of the method is n + m, i.e.
TVoo/. Let us assume first that we substitute on the right of (4) the exact solution y of the differential equation (1), obtaining an approximation y**(/[) on the left.
and the quadrature is of the order m. Hence, y**('.) -y(<i) = o(hn+m+>).
Finally,
and the proof follows. □
We call methods of this type quadrature methods.
3. First Approximation. The first approximation y is required at all the quadrature nodes in the interval [/0, t0 + h]. In order to minimize the computational effort, it is best to obtain y by an explicit method. It is demonstrated in the sequel that y can be computed for a whole range of points with just one evaluation of the system (1). In the next section we also show that just one LU factorization of a matrix (or related algebraic procedure) is required for the computation of the exponential approximations for the whole range of quadrature nodes.
There are two approaches, to be found in the literature, for constructing A -stable explicit methods of arbitrary order. The first (Lawson, [4] ) consists of a transformation of the system (1) and subsequent application of an explicit Runge-Kutta method. The second (Norsett, [7] ) gives linear multistep methods with matricial coefficients (this approach has been generalized by Jain [3] , to include multistep methods with second derivatives). For the sake of simplicity and in order to minimize the number of function evaluations, we are interested in linear multistep methods with matricial coefficients. If higher derivatives are available and the generalized convolution formula is used, we naturally are interested in multiderivative versions of these methods, which yield higher order. Finally, the functions are evaluated at the quadrature points, and so the mesh points cannot be assumed equispaced.
The Lawson transformation depends on the change of variable
where A is the Jacobian matrix. An explicit method is used to solve the differential equation that is satisfied by z. Let Instead of matrix exponentials we use appropriate approximations (this problem will be discussed later).
Evidently, the computation of y(tx) requires just one evaluation of y^k\ k = 1, . . . , s, at / = /0 (the derivatives at t_,, i = 1, . . ., q, are known from previous steps). Furthermore, computation of y at several points does not require any extra function evaluations.
We call the second approach the H ermite method. For the q-sitp, (s -l)th order derivative case let g,k, i: = 0, . . . , q, k = 0, . . . , s -1, be the generalized Hermite interpolation polynomials with nodes at the previous integration points t0 > t _ x > • ■ ■ > t_q, such that deg gik = (q + \)s -1 and dp -¿-¿p-Sikit-r) = ôi,r8kf r = 0,...,q,p = 0,...,s-l, where 8 is the delta of Kronecker. Then it follows, as in [7] and [3] , that the error of the approximation is of order (<? + l)s. Let /I be the Jacobian matrix at (t0, y0). Multiplying (7) by cxp(-tA) and integrating from t0 to /, (the integration increases the order by one), we obtain (8) y(/,) = exp((/, -tQ)A)y(t0) + ¿ 2 H,k(fk + »(t_,) ~ Ay<"\tJ), i = 0 *=o where Hik = [ 'exp((/, -pM)ftfc(p) dp.
The integrals ATtt can be evaluated analytically. Afterwards the exponentials are replaced by suitable approximations.
Once again, the computation of y for a whole range of points requires just one evaluation of y(k\ k = 1,..., s, at t = /". (3) is closely related to the selection of an exponential approximation. On the one hand, it is desirable to obtain an integration order as high as possible with few function evaluations. On the other hand, the number of algebraic operations, required by the evaluation of the exponential approximation at different points, should be small.
Because the nodes of integration of a closed Newton-Cotes formula are equispaced, one can take advantage of the multiplicative property of the exponential to reduce the volume of algebraic computations. However, Newton-Cotes integration is wasteful in terms of function evaluations.
As is well known, for a fixed order of integration, the greatest saving on function evaluations (i.e. the minimal number of integration nodes) is obtained for Gaussian quadrature (based on polynomials orthogonal in [t0, tx] in respect to the weight function (r, -j)"-1). According to Theorem 2 we are interested in integration of order m. Hence, it is possible to use either Gauss-Jacobi integration with q nodes, q = [am/2] + 1, or Gauss-Jacobi-Lobatto integration with q + 1 nodes, including the endpoints of the interval. These two methods are equivalent in terms of function evaluations and computation of exponential approximations.
The multiplicative property of the exponential is not helpful when Gaussian quadrature is used, because the nodes of the quadrature formula are not equispaced. In this case, however, much work can be saved by applying the multivalued exponential approximations [2] . The technique is to develop approximations to exp(^z) of the form P(q, z)/Q(z). Because the denominator is independent of q, one only has to carry out once the major computational effort in the evaluation of an exponential approximation, which is to factorize the matrix of an algebraic linear system. The order of approximation of P(q, z)/Q(z) for 0 < q < 1 can be less than for q = 1, because of the conditions (iii) and (iv) of Theorem 2. It is shown in [2] that the Gauss-Jacobi-Lobatto integration has certain advantages in this context.
5. Numerical Examples. In this section, the performance of four quadrature methods is examined on three test problems. Their performance is compared with the analogous Lawson and Hermite methods. In order to provide a direct comparison, the tests were carried out with fixed step lengths and the same procedures for numerical algebra.
In the following, A denotes the Jacobian matrix of (1) at t0, y0 = y(i0), y,/2 = y(i0 + \h), y, = y(/0 + h), where h = tx -t0. q and s have the same meanings as in Section 3. exp(hA) is approximated by the second diagonal Padé approximation, R = (I -\hA + ^h2A2y\l + \hA + ±h2A2). In all cases f = l(t, y), y" = (dßt)l(t, y) + (3/9y)f(r, y)f. It is mildly stiff, with the eigenvalues -100 and -1/(1 + t).
The integration was carried out in the interval [0, 2], with a fixed step length. Table 1 gives the absolute error (in maximum norm) for different step lengths.
The table shows that the errors of all eight methods grow as hp, where p is the corresponding order. This is in perfect agreement with the assumption that the local error is governed by the principal error term. This table illustrates the sensitivity of the methods to nonlinearity. Because Problem 2 is linear when c = 0, this column shows the error of the exponential approximation (which is the same for all eight methods). We note that:
a. The quadrature methods deteriorate more slowly when the problem is more nonlinear.
b. The quadrature methods of order 2, namely QL and QH, are somewhat better than L2 and H2, which are also of order two. One should remember also that the implementation of QL, and QH, does not require second derivatives.
c. The Lawson transformation performs consistently better for small positive values of c, although the L and H methods perform in the same manner when the nonlinearity is strong. This property, however, is not obtained by the quadrature methods. Problem 3. y', = -2999.8y, + 999.9y2 + c(5yf -2y,y2); Once again, the sensitivity to nonlinearity was tested, with c = 0, -0.1, -1, -10. Table III shows the respective relative errors at / = 10 (the relative errors in both components are equal), using the step-length sequence: 0 < / < 0.05 => h = 0.01 (boundary layer); 0.05 < t < 0.5 => h = 0.025, 0.5 < / < 10 => h = 0.25. 
