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a b s t r a c t
We show that the box complex of a chordal graph is homotopy
equivalent to a wedge of spheres. This complements the result that
in general the box complex of a graph can be any free Z2-complex
up to homotopy. The tools used to study the homotopy types of box
complexes of chordal graphs might be of independent interest.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Box complexeswere introduced in [15], whereMatoušek and Ziegler compared various topological
lower bounds for the chromatic number. Lovász’s original lower bound for the chromatic number [13]
can be reformulated as χ(G) ≥ ind(B(G)) ≥ ω(G). After that many interesting properties of box
complexes were found. Kahle [9] studied the homology of box complexes of random graphs. Simonyi
and Tardos [16] obtained a topological lower bound for the local chromatic number of a graph using
box complexes. It was shown that box complexes are universal [4]; for any simplicial complex with a
freeZ2-action there is a graph such that its box complex is (simple [6])Z2-homotopy equivalent to the
complex. This motivated Kamibeppu and Kawamura [10] to study a special graph class. They showed
that the homology groups of box complexes of chordal graphs (every cycle of length at least 4 has a
chord) are torsion free. Here we explain their discovery on the homotopy level. We show that box
complexes of chordal graphs are homotopy equivalent to wedges of spheres. In Section 2 we review
some definitions and collect the necessary tools for the proofs. In Section 3 we introduce a variation
of the Fold Lemma; and show that the box complex of a graph is homotopy equivalent to the union of
the box complexes of induced subgraphs. In Section 4 we prove the main theorem using the structure
theorem of chordal graphs and the previous tools.
2. Preliminaries
In this sectionwe recall some basic facts of graphs, simplicial complexes, and posets to fix notation.
The interested reader is referred to [14,2,12] for more details.
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Any graph G considered will be assumed to be finite, simple, connected, and undirected, i.e. G is





.Wewill denote byω(G) the size of
the largest clique (complete subgraph) ofG. In a graphG, the commonneighborhoodofA ⊆ V (G), NG(A),
is the set of verticeswhich are adjacent to every vertex of A. If it is clearwhichG ismeant, we justwrite
N(A). For two disjoint sets of vertices A, B ⊆ V (G) we define G[A, B] as the (not necessarily induced)
bipartite subgraph of Gwith V (G[A, B]) = A ∪ B and E(G[A, B]) = {{a, b} ∈ E(G): a ∈ A, b ∈ B}.
A Z2-space is a pair (X, ν) where X is a topological space and ν: X → X , called the Z2-action,
is a homeomorphism such that ν2 = ν ◦ ν = idX . If (X1, ν1) and (X2, ν2) are Z2-spaces, a Z2-map
between them is a continuous mapping f : X1 → X2 such that f ◦ ν1 = ν2 ◦ f . The sphere Sn is
understood as a Z2-space with respect to the antipodal homeomorphism x → −x. A Z2-complex is
free if the Z2-action ν has no fixed point. The Z2-index of a Z2-space (X, ν) is defined by ind(X) :=
min{n: there is a Z2-map X → Sn}.
A simplicial complex K is a finite hereditary set system.
The neighborhood complex (introduced in [13]) isN (G) = {S ⊆ V (G): N(S) 6= ∅}.
For sets A, B define A unionmulti B := {(a, 1): a ∈ A} ∪ {(b, 2): b ∈ B}. The box complex B(G) of a graph G
(the one introduced by Matoušek and Ziegler [15]) is defined by
B(G) :=
{
A unionmulti B : A, B ⊆ V (G), A ∩ B = ∅,G[A, B] is completebipartite,N(A) 6= ∅ 6= N(B)
}
.
The vertices of the box complex are V1 := {v unionmulti ∅: v ∈ V (G)} and V2 := {∅ unionmulti v: v ∈ V (G)}.
The subcomplexes of B(G) induced by V1 and V2 are disjoint subcomplexes of B(G) that are both
isomorphic to the neighborhood complex N (G). It is known that the neighborhood complex N (G)
and the box complex B(G) are (simple [6]) homotopy equivalent [4].
A different box0 complex B0(G) [15] is defined by
B0(G) = {A unionmulti B: A, B ⊆ V (G), A ∩ B = ∅, G[A, B] is complete bipartite} .
Clearly B(G) is the subcomplex of B0(G). It is known [4] that B0(G) is homotopy equivalent to the
suspension of B(G).
Examples. For the complete graph Kn its neighborhood complexN (Kn) is the boundary complex of the
(n− 1)-dimensional simplex. Its box0 complex B0(Kn) is the boundary complex of the n-dimensional
cross polytope; while B(Kn) is the boundary complex of the n-dimensional cross polytope, with two
opposite facets removed.
We recall that a partially ordered set, or poset for short, is a pair (P,), where P is a set and is a
binary relation on P that is reflexive (x  x), transitive (x  y and y  z imply that x  z), and weakly
antisymmetric (x  y and y  x imply x = y). When the order relation is understood, we say only
‘‘a poset P ’’. If x  y and x 6= y then we write x ≺ y. The face poset of a simplicial complex K is a set
containing the simplices of K and the binary relation corresponds to containment.
We introduce the basics of Discrete Morse Theory, which was invented by Forman [7]. It provides
a convenient language for describing homotopy equivalences.
Definition 1. Let P be a poset with the order relation.
• We define a partial matching on P to be a set Σ ⊆ P , and an injective map µ : Σ → P \ Σ , such
that µ(x)  x, for all x ∈ Σ .
• The elements of P \ (Σ ∪ µ(Σ)) are called critical.
• Additionally, such a partial matching µ is called acyclic if there exists no sequence of distinct
elements x1, . . . , xt ∈ Σ , where t ≥ 2, satisfying µ(x1)  x2, µ(x2)  x3, . . . , µ(xt)  x1.
In many cases it is more convenient to define µ such that µ(x)  x or µ(x) ≺ x, and change the
definition of the cycle accordingly. Since µ is injective we can assume that µ(µ(x)) = x. We will use
the main theorem of Discrete Morse Theory.
Theorem 2 ([12, Theorem 11.13]). Let K be a simplicial complex, and let M be an acyclic matching on the
face poset of K . If the critical cells form a subcomplex Kc of K , then Kc and K are homotopy equivalent.
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3. Homotopy tools
The following lemma will be useful for understanding the homotopy type of box complexes.
Lemma 3. Let G be the union of two induced subgraphs G1 and G2. Then B(G) is homotopy equivalent to
B(G1) ∪ B(G2).
Proof. Clearly B(G1) ∪ B(G2) ⊆ B(G). Let S := B(G) \ (B(G1) ∪ B(G2)) be the collection of simplices
of B(G) which are not simplices of B(G1) ∪ B(G2). Let L := G1 ∩ G2 be the intersection graph of G1
and G2. (L is the induced subgraph on V (G1) ∩ V (G2).) Let A1 unionmulti A2 be a simplex of S. Because of the
definition of S, A1 ∪ A2 must contain a vertex x ∈ V (G1) \ V (L) and also a y ∈ V (G2) \ V (L). x ∈ Ai and
y ∈ A3−i (i = 1 or 2) cannot happen, since xy 6∈ E(G). If x, y ∈ Ai then A3−i must be a subset of V (L)
since G[A1, A2] is complete bipartite. So we obtained that if A1 unionmulti A2 ∈ S then either
1. A1 ⊆ V (L), A2 ∩ (V (G1) \ V (L)) 6= ∅ and A2 ∩ (V (G2) \ V (L)) 6= ∅, or
2. A2 ⊆ V (L), A1 ∩ (V (G1) \ V (L)) 6= ∅ and A1 ∩ (V (G2) \ V (L)) 6= ∅.
Assume that V (L) = {1, 2, . . . , l}. Let A ⊂ V (G) be such that NG(A) ∩ V (L) 6= ∅. For such an A we
define a vertex of V (L) as f (A) = min{NG(A) ∩ V (L)}. We are now ready to define a matching on the
simplices of B(G). If A1 unionmulti A2 ∈ S fulfills (1), then let
µ(A1 unionmulti A2) :=
{
(A1 \ f (A2)) unionmulti A2 if f (A2) ∈ A1,
(A1 ∪ f (A2)) unionmulti A2 if f (A2) 6∈ A1.
If A1 unionmulti A2 ∈ S fulfills (2), then symmetrically let
µ(A1 unionmulti A2) :=
{
A1 unionmulti (A2 \ f (A1)) if f (A1) ∈ A2,
A1 unionmulti (A2 ∪ f (A1)) if f (A1) 6∈ A2.
This matching is well defined. f (Ai) is defined in the above cases, since NG(Ai) ⊇ A3−i. We show that
the matching µ obtained is acyclic. If we try to create a cycle, then we can assume that the first two
simplices are A1unionmultiA2 andµ(A1unionmultiA2) = (A1∪ f (A2))unionmultiA2. In this case A1 ⊆ V (L). Whenwe go up by the
matching we can only add a vertex of V (L), so this cycle must be among simplices fulfilling (1). Now
if we go down we have to delete something. If we delete a vertex from A2 then since later we cannot
add by a matching anything to the second set we cannot have a cycle. If we delete a vertex from A1
then the resulting simplex of S is matched down by deleting f (A2).
The critical simplices of this matching are the simplices of B(G1) ∪ B(G2) so Theorem 2 completes
the proof. 
The homology version for a special case was proved in [10]. In [10] the intersection of G1 and G2
was a complete graph Kl, and it was assumed that NG1(Kl) 6= ∅ and NG2(Kl) 6= ∅.
Clearly B(G1 ∩ G2) ⊆ B(G1) ∩ B(G2) ⊆ B0(G1 ∩ G2). If NG1(G1 ∩ G2) 6= ∅ and NG2(G1 ∩ G2) 6= ∅,
then B(G1) ∩ B(G2) = B0(G1 ∩ G2).
We remark that the above lemma is not true if we just replace the box complex with the
neighborhood complex, though they are homotopy equivalent.
Definition 4 (Fold). G − w is called a fold of a graph G if there exist v ∈ V (G), v 6= w such that
N(v) ⊇ N(w) 6= ∅.
It is known [3,5,11] that a fold does not change the homotopy type of the box complex of graphs.
Lemma 5 (Fold Lemma). Let G be a graph and v,w ∈ V (G). If N(v) ⊇ N(w) then B(G) is homotopy
equivalent to B(G− w). (AndN (G) is homotopy equivalent toN (G− w).)
Let G be a graph, v,w ∈ V (G). We define Gv=w to be the graph obtained from G by deleting v and
connectingw to the vertices of NG(v). Clearly Gv=w and Gw=v are isomorphic graphs. In the situation
of the Fold Lemma, Gw=v = G − w. We will need the following variation of the Fold Lemma. (We
remark that it is not true thatN (G) andN (Gw=v) are always homotopy equivalent.)
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Fig. 1. The graph G˜.
Theorem 6. Let G be the union of two induced subgraphs G1 and G2. Let L := G1∩G2 be a complete graph
and w ∈ NG1(L), v ∈ NG2(L) such that v is an isolated vertex in the induced subgraph of NG2(L). Then
B(G) and B(Gw=v) are homotopy equivalent.
Proof. Since the box complex is homotopy equivalent to the neighborhood complex it is enough to
show that N (G) and N (Gw=v) are homotopy equivalent. Let Γ (w) := NG(w) \ V (L) and Γ (v) :=
NG(v) \ V (L). Let G˜ be the graph (Fig. 1) obtained from G by connecting v to the vertices of Γ (w).
G˜ − w = Gw=v is a fold of G˜. So it is enough to show that N (G) and N (G˜) are homotopy equivalent.
Since G is a subgraph of G˜ we have that N (G) ⊆ N (G˜). Because of the construction of G˜NG˜(v) =
NG(v)∪ Γ (w) = Γ (v)∪ V (L)∪ Γ (w). If x ∈ Γ (w) then NG˜(x) = NG(x)∪ v. For every other vertex u
of Gwe have NG˜(u) = NG(u).
First we will look at the simplices of S := N (G˜) \ N (G) coming from NG˜(v). Such a simplex can be
written in the form A ∪ B ∪ C , where A ⊆ Γ (w), B ⊆ V (L) and C ⊆ Γ (v). If A = ∅ then the simplex
A ∪ B ∪ C would be a simplex of NG(v), so could not be in S. If C = ∅ then symmetrically the simplex
A ∪ B ∪ C would be a simplex of NG(w). So if we want to get a simplex in S, then A 6= ∅ and C 6= ∅.
If B = V (L) then such an A ∪ B ∪ C will be in S. If B 6= V (L) then for every i ∈ V (L) \ B we must
have that NG(i) 6⊇ A or NG(i) 6⊇ C for A ∪ B ∪ C ∈ S. This motivates the following. Assume that
V (L) = {1, 2, . . . , l}. For C ⊆ Γ (v) let f (C) := min{i ∈ V (L) | NG(i) 6⊇ C}. This is well defined if
C 6= ∅. If for every i ∈ V (L) we get that NG(i) ⊇ C then v would not be an isolated vertex in the
induced subgraph of NG2(L). We are now ready to define a matching. Let A ∪ B ∪ C ∈ S.
µ(A ∪ B ∪ C) :=
{
A ∪ (B ∪ f (C)) ∪ C if f (C) 6∈ B,
A ∪ (B \ f (C)) ∪ C if f (C) ∈ B.
This is well defined. If A∪B∪C ∈ S then A∪(B\ f (C))∪C ∈ S because NG(f (C)) 6⊇ C . This matching is
acyclic.We can assume that A∪B∪C andµ(A∪B∪C) = A∪(B∪f (C))∪C are the first two simplices of
a cycle. Now if we delete a vertex from A or C we cannot get that back by going up with the matching.
So we have to delete a vertex v ∈ B, but then the next simplex of a cycle is A ∪ (B ∪ f (C) \ v) ∪ C
which is matched down to A ∪ (B \ v) ∪ C .
The critical simplices of thismatching are the simplices ofX := N (G)∪x∈Γ (w)(NG(x)∪v) so Theorem2
shows thatN (G˜) and X are homotopy equivalent.
Secondly we will look at the simplices of T := X \N (G); they are simplices of NG˜(x) = NG(x) ∪ v for
some x ∈ Γ (w). Observe that each simplex of T contains the vertex v. This motivates us to define the
matching on the simplices of X as follows. Let us have σ ∈ T .
µ(σ) :=
{
σ ∪ w ifw 6∈ σ ,
σ \ w ifw ∈ σ .
Ifσ ∈ T thenσ∪w ∈ T , since x ∈ Γ (w).We show that ifw ∈ σ ∈ T thenσ\w ∈ T . For a contradiction
assume thatσ \w 6∈ T . Thismeans that there is a vertex y ∈ V (G) such thatσ \w ⊆ NG(y). Since v ∈ σ
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we have that y ∈ V (G2). If y ∈ V (L), then w ∈ NG(y), so σ ⊆ NG(y) would contradict σ ∈ T . So
y 6∈ V (L). Since for each τ ∈ T we have that τ ∩ (V (G2) \ V (L)) = v we will look at σ ∩ V (L). Let
z ∈ V (L) \ (σ ∩ V (L)). If such a z exists then σ ⊆ NG(z). This contradicts σ ∈ T . If such a z does
not exist then (V (L) ∪ v) ⊆ NG(y). This contradicts the assumption that v is an isolated vertex in the
induced subgraph of NG2(L). So the critical simplices of this matching are the simplices ofN (G). This
matching is acyclic sincematched simplices differ always byw. By Theorem 2we get that X andN (G)
are homotopy equivalent which completes the proof. 
4. Chordal graphs
A graph G is chordal if every cycle of length at least 4 has a chord. We will use the following
characterization from [1].
Theorem 7 ([1, Theorem 9.20]). Let G be a connected chordal graph, and let V1 be a maximal clique of G.
Then the maximal cliques of G can be arranged in a sequence (V1, V2, . . . , Vk) such that Vj ∩ (∪j−1i=1 Vi) is
a clique of G, 2 ≤ j ≤ k.
Such a sequence of maximal cliques is called the simplicial decomposition of a chordal graph. It is
easy to see [1] that if a graph has a simplicial decomposition, then it is chordal.
Theorem 8. The box complex of a chordal graph is homotopy equivalent to a wedge of spheres.
Proof. We will prove it by induction on the number of vertices of a graph. For small graphs, e.g. for
K2, it is easy to check. Assume that we have a chordal graph Gwith n vertices. Let V1, V2, . . . , Vk be its
simplicial decomposition as in Theorem 7.
If k = 1 then G = Kn and then its box complex is homotopy equivalent to Sn−2.
If k > 1 then we look at Xk := Vk ∩ (∪k−1i=1 Vi). If Vk \ Xk contains only one vertex v, then since Xk is
a proper subset of a maximal clique Vi (for some i < k) we get that G − v is a fold of G. By Lemma 5
we get that the box complexes of G − v and G are homotopy equivalent. On the other hand G − v is
chordal; V1, V2, . . . , Vk−1 is its simplicial decomposition. By the inductive assumption we get that the
box complex of G is homotopy equivalent to a wedge of spheres.
Sowe can assume thatVk\Xk contains at least two vertices.We define a set S := {i: 1 ≤ i ≤ k−1, Xk ⊂
Vi}. Because Vi is a maximal clique, |Xk| < |Vi| for each i ∈ S. Assume that there is an s ∈ S such that
|Xk| + 2 ≤ |Vs|. Let G1 be the subgraph of G induced by the vertices of V1 ∪ V2 ∪ . . . ∪ Vk−1, and G2 be
the clique Vk. Xk = G1 ∩ G2. By Lemma 3 we get that B(G) is homotopy equivalent to B(G1) ∪ B(G2).
Now B(G1) ∩ B(G2) = B0(Xk) is homotopy equivalent to a sphere S|Xk|−1. Since the cliques Vs and Vk
have at least two more vertices than Xk we get that B0(Xk) ⊂ B(Vs) ⊆ B(G1) and B0(Xk) ⊂ B(Vk) =
B(G2). Since B(Vs) and B(Vk) are spheres higher dimensional than B0(Xk) we get that B0(Xk) is null-
homotopic in bothB(G1) andB(G2). This gives thatB(G1)∪B(G2) is homotopy equivalent to thewedge
B(G1)∨B(G2)∨ S|Xk| (see example 0.14 in [8]). Now B(G2) = B(Vk) is homotopy equivalent to S|Vk|−2.
G1 is chordal; V1, V2, . . . , Vk−1 is its simplicial decomposition. By the inductive assumption we get
that the box complex of G1 is a wedge of spheres. This completes this case.
The last case is that when for every s ∈ S we have |Xk| + 1 = |Vs|. Let w ∈ Vk \ Xk be a vertex. We
fix s ∈ S and let v ∈ Vs \ Xk. We can choose G1 and G2 as before and by Theorem 6 we get that B(G) is
homotopy equivalent to B(Gw=v). It is easy to see that B(Gv=w) is chordal, and V1, V2, . . . , Vk−1 is its
simplicial decomposition,wherewe have to replace Vs by a clique of size |Vk|. The induction completes
the last case of the proof. 
Remark. There are several things to note after the above proof:
Since there is a free Z2-action on the box complex we get that the number of spheres in the wedge
must be odd. This can be seen from the inductive proof as well.
We can choose V1 to be the largest clique in G. The inductive proof gives that Sω(G)−2 will be the largest
dimensional sphere in the wedge. From this we get that for a chordal graph G the ith-dimensional
homology vanishes, Hi(B(G)) = 0 if i ≥ ω(G)− 1. This was observed in [10].
It is easy to see that the neighborhood complex is connected if the graph contains a clique with at
least three vertices. So if we have S0 in thewedge then themaximal cliques are the edges of the graph.
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Since G is chordal, it must be a tree. A tree always folds to K2 so in this case the neighborhood complex
is homotopy equivalent to S0.
On the other hand look at the wedge∨2r+1i=1 Sai , ai ≥ 1, ai ≥ ai+1. There is a chordal graph such that its
box complex is this wedge of spheres. The simplicial decomposition of such a graph V1, V2, . . . , Vr+1
can be obtained as follows. Vi is a clique with a2i−1 + 2 vertices. We choose those cliques so that
|V1 ∩ Vi| = a2i−2 if i > 1. The vertices of Vi \ V1 are disjoint for different i. From the above proof one
can easily see that the box complex of this chordal graph is the wedge ∨2r+1i=1 Sai .
Finally, the dimensions of the spheres in thewedge can be obtained from the simplicial decomposition
V1, V2, . . . , Vk of the chordal graph G. Let aj denote the number of vertices of Vj. We define Xj :=
Vj ∩ (∪j−1i=1 Vi) for j = 2, 3, . . . , k. Let bj denote the number of vertices of Xj. Now the spheres of the
wedge are amongst the spheres Sa1−2, Sa2−2, Sa3−2, . . . , Sak−2 and Sb2 , Sb3 , . . . , Sbk . From the above
inductive proof it can be seen recursively which spheres are in the wedge.
Remark 9. After Theorem 8 one might suspect that something like that might be true for a bigger
graph class, for perfect graphs as well. (A graph G is called perfect if for each induced subgraph H
we have that χ(H) = ω(H).) Unfortunately that is not true. Let K be the disjoint union of two
homeomorphic projective planes. The free Z2-action interchanges the two copies. In [4,6] a graph
G is constructed such that B(G) is homotopy equivalent to K . From that construction it is easy to see
that G is bipartite, which means that G is perfect as well. But B(G) is not even torsion free. If one glues
a triangle to G such that the intersection is a vertex then one can get a non-bipartite example, too.
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