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Minimalne ploskve
Povzetek
V delu diplomskega seminarja obravnavamo minimalne ploskve. To je, dvodimen-
zionalne objekte, katerih povrsina je lokalno minimalna. S pomocjo variacijskega
racuna bomo izpeljali Euler-Lagrangeovo parcialno diferencialno enacbo, ki ji mora
zadoscati vsaka eksplicitno podana minimalna ploskev. Nadalje bomo pokazali, da
je parametricno podana ploskev minimalna natanko tedaj, ko ima nicelno srednjo
ukrivljenost. Nazadnje si bomo ogledali se primer, ki potrdi, da minimalne ploskve
niso nujno tudi globalno ekstremne. To pomeni, da lahko pri danih robnih pogojih
najdemo vec minimalnih ploskev z razlicnimi povrsinami.
Minimal surfaces
Abstract
In this dissertation we study minimal surfaces. That is, two-dimensional objects
whose area is locally minimal. Using the calculus of variations we will derive the
Euler-Lagrange dierential equation which has to be fullled for explicitly given
minimal surfaces. Further, we will show that a parametric surface is minimal if and
only if its mean curvature equals zero. Finally, we will present an example which
points out that a minimal surface is not always a global extreme. This means that,
given boundary conditions, there may exist several minimal surfaces with dierent
areas.
Math. Subj. Class. (2010): 49Q05, 53A10, 58E30
Kljucne besede: minimalne ploskve, lokalni in globalni minimum, variacijski
racun, diferencialna geometrija
Keywords: minimal surfaces, local and global minimum, calculus of variations,
dierential geometry
1. Uvod
V naravoslovju je eno najbolj klasicnih vprasanj iskanje najboljse resitve pri danih
omejitvah. Nanasa se lahko na maksimizacijo dobicka, minimizacijo stroskov ali zgolj
dolocanje ekstremov neke povsem abstraktne kolicine. V delu diplomskega seminarja
se bom lotila minimizacije povrsine in predstavila poseben razred dvodimenzionalnih
objektov, katerih povrsina je lokalno minimalna. Tem objektom pravimo minimalne
ploskve. Preden jih deniramo, si oglejmo naslednjo uganko.
Uganka 1.1. Problem stirih mest
Stiri mesta so locirana v ogliscih kvadrata s stranico 1. Zgraditi zelimo cestno
omrezje, ki bo omogocalo prehod med poljubnima dvema lokacijama, njegova dolzina
pa bo minimalna.
Iscemo torej najkrajso pot, ki povezuje oglisca kvadrata. Oglejmo si nekaj smiselnih
resitev.
Po vrednosti se iskanemu minimumu najbolj pribliza zadnje omrezje, ki sestoji iz
dveh diagonal. Kljub njegovi simetricnosti pa se izkaze, da to se ni najboljsa mozna
resitev. Optimalno omrezje ima namrec dolzino 1 +
p
3  2:7 in je predstavljeno
na spodnji sliki. Njegova minimalnost je posledica Fermajevega izreka, resevanje
tovrstnih problemov pa sodi v teorijo Steinerjevih dreves (glej [6]).
Kakorkoli, zanimivo dejstvo je, da predstavljeno optimalno obliko zavzame tudi milni
mehurcek, ki ga napnemo na oglisca kocke. Povrsinska napetost namrec vlece mole-
kule proti srediscu, zato kot rezultat dobimo ploskev, katere povrsina je najmanjsa
mozna. Milni mehurcek torej opise minimalno ploskev.
Slika 1. Milni mehurcek
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Teorijo minimalnih ploskev sta v 18. stoletju zacela raziskovati matematika J. L.
Lagrange in L. Euler, ki sta se kot prva ukvarjala z variacijskim problemom. Njun
najvecji doprinos k teoriji je bila Euler-Lagrangeova enacba oziroma potrebni pogoj,
ki ga mora (lokalno) izpolnjevati vsaka minimalna ploskev. Kljub njeni izpeljavi no-
benemu izmed njiju ni uspelo najti nobene, od ravnine razlicne, minimalne ploskve.
To je uspelo J. B. Meusnierju, ki je leta 1776 odkril helikoid in katenoid. Meusnier
je prav tako ugotovil, da povrsino minimizirajo natanko ploskve z nicelno srednjo
ukrivljenostjo. Kakorkoli, minimalne ploskve so tudi danes, 300 let kasneje, predmet
stevilnih raziskav, za kar so poskrbela imena, kot so H. Scherk, H. Schwarz, K. Wei-
erstrass, A. Enneper, J. Douglas in R. Osserman. Omenjeni matematiki so v teorijo
namrec vpeljali elemente holomorfne in harmonicne analize ter tako poskrbeli, da so
ti objekti postali sticisce diferencialne geometrije, kompleksne analize in tudi drugih
vej matematike.
V delu W. H. Meeksa in J. Pereza [1] so minimalne ploskve podane z osmimi
ekvivalentnimi denicijami. Za zacetek si oglejmo osnovno denicijo.
Denicija 1.2. Ploskev M  R3 je minimalna natanko tedaj, ko ima vsaka tocka
p 2M okolico z najmanjso povrsino glede na njen rob.
V diplomskem delu bomo zgornji pogoj izrazili se na dva ekvivalentna nacina. In
sicer s pomocjo Euler-Lagrangeove parcialne diferencialne enacbe za eksplicitno po-
dane ploskve ter preko nicelne srednje ukrivljenosti za parametricno podane objekte.
Poudariti velja, da so vse tri denicije lokalne narave. To pomeni, da, cetudi za plo-
skev zahtevamo, da je njena povrsina minimalna v okolici vsake tocke, od tod se ne
sledi, da gre tudi za objekt z najmanjso mozno povrsino pri danih robnih pogojih.
Zgornja, zikalna interpretacija minimalnih ploskev je torej nekoliko zavajajoca, saj
milni mehurcki vedno zavzamejo tudi globalni ekstrem. Iskanju take, globalno mi-
nimalne ploskve pravimo Plateaujev problem, zanj pa moramo izmed vseh moznih
minimalnih resitev izbrati globalno ekstremne. Primer take analize bo predstavljen
v zadnjem poglavju dela.
2. Eksplicitno podane ploskve
V tem poglavju si bomo ogledali razred minimalnih ploskev, ki jih je mogoce
predstaviti eksplicitno, kot graf funkcije dveh spremenljivk u = u(x; y). Natancneje,
predstavili bomo Euler-Lagrangeovo enacbo, ki ji mora zadostiti vsaka funkcija u,
katere graf je minimalna ploskev.
Slika 2. Graf funkcije dveh spremenljivk
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Naj bo D  R2 omejena odprta mnozica z odsekoma gladkim robom @D. Obrav-
navali bomo razred funkcij u 2 C2(D), ki so dvakrat zvezno odvedljive na D in zvezne
na zaprtju D. Natancneje, med njimi bomo izbrali tiste, ki se na robu ujemajo z
neko dano funkcijo  : @D ! R. Mnozico vseh takih funkcij oznacimo z
 = fu(x; y) 2 C2(D) : u(x; y) =  (x; y), (x; y) 2 @Dg:
Naj bo u 2  . Povrsino njenega grafa opredeljuje integral
A[u] =

D
p
1 + jru(x; y)j2 dx dy =

D
q
1 + u2x + u
2
y dx dy:
Ce obstaja minimum tega funkcionala, bo dosezen v funkciji w 2  , za katero
velja
A[w] = inf
u2 
A[u]:
Ce bi zanemarili robne pogoje, takemu pogoju ustreza konstantna funkcija w = w0.
Zanjo namrec velja rw = 0 in A[w0] = jDj, kjer smo s jDj oznacili ploscino mnozice
D. Ker pa ta funkcija, razen v izjemnih primerih, ne ustreza robnemu pogoju, je
vrednost jDj zgolj spodnja meja. Vseeno od tod zakljucimo, da inmum res obstaja.
Pa se za nekaj casa odpovejmo vprasanju eksistence minimalne resitve in se
namesto tega posvetimo potrebnim pogojem, ki jih mora izpolniti taka funkcija.
Predpostavimo torej, da obstaja w 2  , za katero je povrsina ploskve minimalna
vsaj lokalno. Za poljubno v 2 C2(D) in poljuben  2 R lahko deniramo novo
funkcijo w = w + v. Ce zanjo zelimo, da bo element prostora  , mora na
robu obmocja @D izpolnjevati pogoj w =  , kar se zgodi natanko tedaj, ko je
v(x; y) = 0 za vsak (x; y) 2 @D. Funkciji v, ki zadosti temu pogoju, pravimo varia-
cija, prostor vseh moznih variacij pa oznacimo z
V =

v 2 C2(D); v(x; y) = 0; (x; y) 2 @D	 :
Za ksno variacijo v 2 V lahko deniramo funkcijo  7 ! A[w], ki zaradi predpo-
stavke o lokalni minimalnosti w svoj minimum doseze pri  = 0. Od tod sledi, da
zanjo velja
d
d

=0
A[w] = lim
!0
1

(A[u+ v]  A[u]) = 0:
Raziscimo ta pogoj se podrobneje. Za poljubno vektorsko funkcijo V () velja
jV ()j2 = V ()  V () in d
d
jV ()j2 = 2V ()  d
d
V ():
Torej za
A[w] = A[w + v] =

D
p
1 + jr(w(x; y) + v(x; y)j2dx dy
velja
d
d
A[w] =

D
r(w(x; y) + v(x; y))  rv(x; y)p
1 + jr(w(x; y) + v(x; y)j2 dx dy:
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Ko vstavimo se pogoj  = 0, dobimo
d
d

=0
A[w] =

D
rw(x; y)  rv(x; y)p
1 + jrw(x; y)j2 dx dy:
Sedaj se spomnimo, da poznamo vrednosti variacije v in funkcije w na robu.
Smiselno bo torej uporabiti Gaussov izrek, ki zgornji integral poveze z integralom
druge vrste, deniranim na robu obmocja D.
Izrek 2.1 (Gaussov izrek). Naj bo V vektorsko polje, ds dolzinski element,  pa
normala na rob obmocja, orientirana stran od notranjosti D. Potem velja
D
div(V ) dx dy =

@D
V   ds:
Naj bo v funkcija in Z vektorsko polje. Za polje vZ velja
div(vZ) = rv  Z + v  div(Z):
Po izreku torej dobimo

D
rv  Zdx dy =  

D
v  div(Z)dx dy +

@D
vZ   ds:
Ker pa je v = 0 na @D, to pomeni, da velja
0 =
d
d

=0
A[w] =  

D
v  div

@w(x; y)p
1 + j@w(x; y)j2

dx dy:
Moc zgornje zveze se skriva v dejstvu, da velja za poljubno variacijo v 2 V . Osnovna
lema variacijskega racuna pove, da mora biti v takem primeru integrand niceln.
Lema 2.2 (Osnovna lema variacijskega racuna). Naj bo u 2 C(D) zvezna funkcija,
za katero velja 
u  v dx dy = 0 za vse v 2 V:
Potem je u  0 na D.
Ce je w 2  lokalno minimalna, mora torej zadoscati enacbi
div
 rw(x; y)p
1 + jrw(x; y)j2

= 0:
Kot je v variacijskem racunu obicajno, tej enacbi pravimo Euler-Lagrangeova. Pre-
oblikujmo jo v nekoliko bolj enostavno obliko. Imamo
div

(wx; wy)p
1 + (wx; wy)  (wx; wy)

= 0:
Ce upostevamo denicijo divergence dobimo
wxx
p
1 + w2x + w
2
y   wx(wxwxx+wywyx)p1+w2x+w2y
1 + w2x + w
2
y
+
wyy
p
1 + w2x + w
2
y   wy(wxwxy+wywyy)p1+w2x+w2y
1 + w2x + w
2
y
= 0:
Z nekaj poenostavljanja dobimo parcialno diferencialno enacbo drugega reda:
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(1) (1 + w2y)wxx   2wxwywxy + (1 + w2x)wyy = 0:
Tako smo izpeljali potrebni pogoj, ki mu mora zadostiti vsak lokalni minimum
povrsinskega funkcionala A[u]. Seveda pa s tem se nismo dokazali, da je graf vsake
resitve enacbe (1) tudi minimalna ploskev. Temu se bomo posvetili v zadnjem raz-
delku tega poglavja, se prej pa si oglejmo nekaj resitev Euler-Lagrangeove enacbe.
2.1. Primeri. Najenostavnejsi zgled funkcije, ki zadosca zgornji enacbi (1), je line-
arna funkcija u(x; y) = ax + b. Vendar pa je ravnina le redko resitev minimalnega
problema. Natancneje, minimalnemu problemu ustreza zgolj, ce smo za  izbrali
kolinearne robne vrednosti. Izven tega osnovnega primera je resevanje parcialne di-
ferencialne enacbe (1) precej zapleteno. Izjema so nekateri posebni primeri, v katerih
se enacba prevede na resevanje sistema navadnih diferencialnih enacb. Dva izmed
njih, povzeta po viru [7], sta predstavljena v nadaljevanju. Pred tem opomnimo,
da je enacba (1) invariantna za translacije in dilatacije. To pomeni, da ce jo resi
funkcija w = w(z), ji zadoscata tudi funkciji w(z) + c in c  w( z
c
), c 2 R n f0g :
Predstavnike razlicnih tipov minimalnih ploskev zato vedno podajamo v cim bolj
poenostavljeni, kanonicni obliki.
Primer 2.3. Scherkovo obmocje Za zacetek si oglejmo translacijsko invariantne
minimalne ploskve. To so tiste, ki so podane s funkcijo oblike
u(x; y) = g(x) + h(y):
Parcialni odvodi take funkcije so enaki
ux = g
0(x), uy = h0(y), uxy = 0, uxx = g00(x), uyy = h00(y);
Euler-Lagrangeova enacba pa je oblike
(1 + h02(y))  g00(x) + (1 + g02(x))  h00(y) = 0:
Enacbo preoblikujemo tako, da spremenljivki locimo:
  g
00(x)
1 + g02(x)
=
h00(y)
1 + h02(y)
:
Jasno je, da bo zgornja enakost veljala le v primeru, ko bosta obe strani enacbe
konstanti, na primer enaki c 2 R. Oglejmo si navadno diferencialno enacbo za x:
 c = g
00(x)
1 + g02(x)
=
d
dx
arctan g0(x):
Ce jo integriramo, dobimo
 cx+ k1 = arctan g0(x):
Ce je c = 0, je resitev te enacbe linearna funkcija s koecientom tan k1, v nasprotnem
primeru pa velja
g0(x) =   tan(cx  k1) =   sin(cx  k1)
cos(cx  k1) :
Resitev te diferencialne enacbe z locljivimi spremenljivkami je enaka
g(x) =
1
c
ln cos(cx  k1) + a1;
kjer smo z a1 oznacili poljubno konstanto.
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Postopek resevanja ponovimo se za drugo enacbo in, poleg linearne enacbe za
c = 0, dobimo
h(y) =  1
c
ln cos(cy + k2) + a2:
Edina translacijsko invariantna resitev enacbe (1), ki ni ravnina, je torej enaka
u(x; y) =
1
c
ln cos(cx  k1) + a1   1
c
ln cos(cy + k2) + a2
=
1
c
ln
cos(cx  k1)
cos(cy + k2)

+ (a1 + a2):
Kot je bilo omenjeno zgoraj, lahko brez skode za splosnost predpostavimo, da so
a1 = a2 = k1 = k2 in c = 1. Tako dobimo funkcijo
u(x; y) = ln(cos x)  ln(cos y);
ki jo je leta 1833 odkril nemski matematik Heinrich Ferdinand Scherk in se po njem
imenuje Scherkova ploskev.
Slika 3. Scherkova ploskev
Osnovna Sherkova ploskev je denirana na kvadratu (x; y) 2   
2
; 
2
    
2
; 
2

,
nadaljujemo pa jo lahko povsod, kjer je cos y
cosx
> 0, torej na obmocju z vzorcem
sahovnice.
}
Primer 2.4. Helikoid Naslednji zgled minimalne ploskve je helikoid. Gre za pre-
monosno ploskev, kar z drugimi besedami pomeni, da so preseki njenih vodoravnih
ravnin premice. Dobimo jo tako, da daljico vrtimo okoli navpicnice in hkrati z ena-
komerno hitrostjo pomikamo vzdolz osi vrtenja. Njene nivojnice so torej premice
oblike y = cx; x 2 R, njen predpis pa bomo iskali z nastavkom u(x; y) = f( y
x
):
Najprej izracunajmo parcialne odvode
ux =  
yf 0( y
x
)
x2
, uy =
f 0( y
x
)
x
,
uxx =
y2f 00( y
x
)
x4
+
2yf 0( y
x
)
x3
, uxy =  
yf 00( y
x
)
x3
  f
0( y
x
)
x2
, uyy =
f 00( y
x
)
x2
:
Ko zgornje izraze vstavimo v Euler-Lagrangeovo enacbo dobimo
1
x2

(1 +
y2
x2
)f 00
y
x

+ 2
y
x
f 0
y
x

= 0:
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Pisimo  = y
x
. Enacba se preoblikuje v
(1 + 2)f 00 () + 2f 0 () = 0:
Tako dobimo enacbo z locljivimi spremenljivkami
f 00()
f 0()
=   2
(1 + )
;
ki ima prvi integral enak
ln f 0() = ln c1   ln(1 + 2)
oziroma
f 0() =
c1
1 + 2
:
To prinese resitev
f = c1 arctan  + c2:
Brez skode za splosnost lahko predpostavimo, da je c2 = 0 in c1 = 1. Tako dobimo
helikoid v najbolj poenostavljeni obliki, podan s funkcijo
u(x; y) = arctan
y
x
:
Slika 4. Helikoid
}
2.2. Eksistencni izrek za Dirichletov problem. V zadnjem razdelku tega po-
glavja se bomo na kratko posvetili tudi robnim pogojem, ki smo jih doslej izkoristili
le za izpeljavo Euler-Lagrangeove enacbe. Nalogi iskanja resitve parcialne diferen-
cialne enacbe s pridruzenimi robnimi pogoji pravimo Dirichletov problem. Tipicno
nas pri njem zanimata enolicnost in obstoj resitve. Zacnimo z enolicnostjo.
Izrek 2.5 (Enolicnost resitve). Naj bo D  R2 omejena mnozica in S ploskev,
denirana kot graf funkcije u(x; y) nad domeno D. Ce u zadosca Euler-Lagrangeovi
za minimalne ploskve
(1 + u2y)uxx   2uxuyuxy + (1 + u2x)uyy = 0 na D
in obstaja zvezna razsiritev funkcije u na zaprtje D, potem je povrsina ploskve S
manjsa od katerekoli povrsine ploskve , denirane s funkcijo u na D, ki na robu
D zavzema enake vrednosti kot u. Od tod sledi, da lokalno obstaja najvec ena resitev
enacbe minimalnih ploskev.
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Dokaz. Naj bo S = f(x; y; u (x; y)) ; x; y 2 Dg in u resitev Euler-Lagrangeove
enacbe. Naj bo  neka druga ploskev z istim robom. Med izpeljavo enacbe smo
ugotovili, da je
div
 rup
1 +ru

= 0:
Od tod sledi, da je tudi div (n) = 0, kjer smo z n oznacili enotsko normalo
n =
(ux; uy; 1)p
1 +ru :
Naj bo 
 obmocje, ki ga oklepata ploskvi S in . Po Gaussovem izreku velja, da je
0 =



div (n) dx dy dz =

S
n d~S  


n d~S:
To pomeni, da je
A[S] =

S
ds =

S
n  n dS =

S
n d~S =


n d~S =


n  n dS:
V zadnjem integralu nastopa produkt n  n, kjer je n orientirana normala na
. Ker sta obe normali enotski, gre za funkcijo, ki zavzame vrednosti med 0 in 1.
Natancneje, n  n = 1 natanko tedaj, ko je n = n. Ker imata  in S enak rob, se
to zgodi le, ko   S. Velja torej naslednja zveza med povrsinama:
A[S] =


n  n dS 


dS = A[];
pri cemer enakost dobimo natanko tedaj, ko je S  .

Kot receno, je drugi del analize Dirichletovega problema navadno vezan na obstoj
resitve, vendar pa v nasem primeru le ta presega okvir diplomskega dela. Zato bom
podala zgolj izrek, ki se nanasa na konveksne mnozice.
Izrek 2.6 (Obstoj resitve.). Naj bo mnozica D  R2 konveksna. Potem za vsako
zvezno funkcijo  : @D ! R, denirano na robu @D, obstaja natanko ena resitev
enacbe minimalnih ploskev na D, ki na robu @D zavzame iste vrednosti kot  .
Nazadnje zelimo obstoj in enolicnost Dirichletovega problema povezati tudi z
osnovno denicijo minimalnih ploskev 1.2 in tako podati njihov ekvivalentni opis.
Seveda poljubne ploskve M  R3 ne moremo podati eksplicitno, lahko pa - po izreku
o implicitni funkciji - tak nacin izrazave najdemo vsaj lokalno, v okolici vsake tocke.
Ker je tudi osnovna denicija minimalnih ploskev lokalna, to omogoca opis poljubne
minimalne ploskve s pomocjo Euler-Lagrangeove enacbe (1).
Izrek 2.7. Ploskev M  R3 je minimalna natanko tedaj, ko jo lahko lokalno izrazimo
kot graf funkcije u, ki zadosca Euler-Lagrangeovi enacbi
(1 + u2x)uyy   2uxuyuxy + (1 + u2y)uxx = 0:
Kompleten dokaz izreka najdemo v [7].
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3. Parametricno podane ploskve
V prejsnjem poglavju smo se omejili zgolj na ploskve, ki jih lahko predstavimo
kot graf funkcije dveh spremenljivk. V tem bomo naso analizo razsirili tudi na
parametricno podane ploskve. Natancneje, po vzoru [5] bomo pokazali, da je v
tem primeru minimalnost ploskve mogoce izraziti prek njene srednje (Gaussove)
ukrivljenosti. Torej bomo spet imeli opravka s pogojem, ki je povsem lokalen.
Naj bo M  R3 parametricno podana ploskev v prostoru. To pomeni, da lahko
vsako tocko iz M zapisemo kot urejeno trojico (x; y; z) 2 R3 , pri cemer so funkcije
x, y in z odvisne od dveh parametrov. Natancneje, obstaja funkcija x : D ! R3
x(u; v) = (x1(u; v); x2(u; v); x3(u; v));
kjer je D  R2 odprto obmocje v ravnini. Funkciji x pravimo parametrizacija, v
nasem primeru pa zanjo zahtevamo, da je dvakrat zvezno odvedljiva.
Slika 5. Parametrizacija obmocja
Ce ksiramo v = v0, potem je funkcija x(u; v0) odvisna od enega parametra in
jo imenujemo krivulja parametra u ter obratno v primeru, ko ksiramo u = u0.
Tangentni vektorji teh krivulj so izracunani z odvajanjem komponent funkcije x po
u ali v, kar pomeni, da sta xu in xv tangentna vektorja, denirana z
xu =

@x1
@u
;
@x2
@u
;
@x3
@u

; xv =

@x1
@v
;
@x2
@v
;
@x3
@v

:
Naravno je zahtevati tudi, da parametrizacija ni izrojena oziroma da sta tangen-
tna vektorja linearno neodvisna. Ravnino, razpeto na njih, imenujemo tangentna
ravnina, njena normala v tocki x(a; b) pa je enaka
n(a; b) =
xu  xv
jxu  xvj

(a;b)
:
Vse omenjene kolicine so predstavljene na spodnji sliki.
Slika 6. Tangentna ravnina TpM in normalni vektor n
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Naj bo sedaj P neka ravnina, ki vsebuje normalo n. Njen presek s ploskvijo M
podaja krivuljo, ki jo oznacimo z . Zanimala nas bo eksijska ukrivljenost K
te krivulje v tocki p. Le ta je denirana s hitrostjo odmika krivulje od tangente.
Z drugimi besedami, zanima nas torej velikost spremembe tangentnega vektorja
oziroma vrednost drugega odvoda. Konkretno, ce  parametriziramo z naravnim
parametrom, med Frenetovimi formulami najdemo tudi izraz
00 = Kn:
Pri tem je kljucno, da se glavna normala krivulje ujema z normalo ploskve (ker gre
za normalni presek ploskve P z M).
Slika 7. Ravnina P
Sedaj ravnino P zavrtimo okoli normale n in tako dobimo mnozico vseh normalnih
krivulj. Vsaki izmed njih pripada neka ukrivljenost, ki je zvezno odvisna od ravnine
P . Posledicno lahko najdemo ravnino z najvecjo ukrivljenostjo, ki jo oznacimo s
k1, in ravnino z najmanjso ukrivljenostjo k2. Ti dve vrednosti imenujemo glavni
ukrivljenosti ploskve M , smeri, v katerih sta dosezeni, pa imenujemo glavni smeri.
Za nas bo kljucna njuna aritmeticna sredina.
Denicija 3.1. Srednja ukrivljenost ploskve M v tocki p 2 M je podana kot pov-
precje glavnih ukrivljenosti:
H =
k1 + k2
2
:
Racunanje srednje ukrivljenosti prek glavnih smeri je seveda precej zapleteno. Zato
bi si zeleli imeti direktno formulo, ki vrednost srednje ukrivljenosti izpelje direktno
iz parametrizacije. Le to lahko dobimo s pomocjo prve in druge fundamentalne
forme. Spomnimo, koecienti prve fundamentalne forme so podani z izrazi
E = xu  xu , F = xu  xv , G = xv  xv:
Uporabimo jih lahko na primer za izracun povrsine ploskve in pri dolocanju dolzine
loka na povrsini parametrizirane ploskve. Podobno se upogib ploskve od tangentne
smeri izraza s koecienti druge fundamentalne forme. Ena izmed moznih oblik, v
katerih so le ti podani, je
e = xuu  n , f = xuv  n , g = xvv  n:
Zvezo med koecienti obeh form in srednjo ukrivljenostjo podaja naslednja lema.
Lema 3.2.
(2) H =
Eg +Ge  2Ff
2(EG  F 2)
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Dokaz. Naj bo x(u; v) krivulja podana kot presek ploskve M in ravnine, ki vsebuje
normalo n. Predpostavimo, da je parametrizirana z naravnim parametrom. Tedaj
velja
j0j2 = 0  0 = 1:
Ce upostevamo tudi
0 = xu u0 + xv v0;
lahko ta pogoj zapisemo s koecienti prve fundamentalne forme:
0  0 = xu xu (u0)2 + 2 xu xv u0 v0 + xv xv (v0)2 =
= E (u0)2 + 2F u0 v0 +G (v0)2 = 1:
Omenili smo, da se pri dani ploskvi P ukrivljenost krivulje  pojavi v Frenetovih
formulah. Natancneje, ker je normala n enotska, velja
00  n = Kn  n = K:
Po drugi strani pa vemo tudi, da je tangentni vektor 0 pravokoten na normalo n.
Od tod sledi, da je 0  n = 0 in
00  n+ 0  n0 = 0:
Sledi torej, da je
K =  0  n0 =  0(nu u0 + nv v0) =
=  (xu  nu (u0)2 + xv  nu u0  v0 + xu  nv u0 v0 + nv xv (v0)2):
Ker velja xu n = 0, velja tudi
0 = (xu  n)u = xuu  n+ xu  nu = e+ xu  nu:
Tako dobimo novo izrazavo za koecient druge fundamentalne forme
e =  xu  nu:
Podobno velja tudi
f =  xu  nv =  xv  nu;
g =  xv  nv:
Ukrivljenost pri dani normalni ploskvi P je torej enaka
K = e (u
0)2 + 2 f u0 v0 + g (v0)2:
Dobili smo problem iskanja vezanega ekstrema, ki ga lahko zapisemo v matricni
obliki za V = (u0; v0). Res, iscemo maksimum in minimum funkcije
K = V
T 

e f
f g

 V = V T  2  V
pri pogoju
V T 

E F
F G

 V = V T  1  V = Id:
Pretvorimo ta problem v enostavnejso obliko. Ker je 1 simetricna, obstaja ortogo-
nalni razcep
P T  1  P =

1
2

:
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Pomnozimo ga z leve in desne se z matriko R, ki ima na diagonali 1p
1
oziroma 1p
2
.
Velja
RT  P T  1  P R =
 1p
1
1p
2



1
2


 1p
1
1p
2

= Id:
V koordinatah V = P RW dobimo torej lepso obliko vezi. Iscemo namrec ekstrem
funkcije
K = W
T RT P T 2 P RW = W
T f2 W
pri pogoju
W T RT P T 1 P RW = Id:
Ker je tudi f2 simetricna, lahko razcepimo se to matriko.
QT f2 Q = k1 k2

in QT Q = Id:
V koordinatah W = QU dobimo
K = U
T QT f2 QU = k1 k2

in
UT QT QU = UT U = Id:
Ce zapisemo UT = (x; y), bi torej radi nasli ekstrem funkcije
K = k1 x
2 + k2 y
2;
pri pogoju x2 + y2 = 1: Ocitno sta to vrednosti k1 in k2.
Glavni ukrivljenosti sta torej lastni vrednosti matrike
k1
k2

= QT RT P T2 P RQ;
ki pa je podobna matriki  11 2, saj iz denicije matrik R in P sledi, da je
RT P T = RT P T  11 :
Torej sta k1 in k2 lastni vrednosti matrike 
 1
1 2; srednja ukrivljenost pa je enaka
H =
1
2
sled( 11 2):
Slednji izraz nam vrne zeleno formulo.

Sedaj lahko dokazemo izrek, ki ga je kot prvi formuliral Meusiner, njegov dokaz
pa je povzet po viru [3].
Izrek 3.3. Parametricno podana ploskev M je minimalna natanko tedaj, ko je njena
srednja ukrivljenost nicelna v vsaki tocki, to je, H  0 na M .
Dokaz. Za omejeno obmocje D je povrsina parametricno podane ploskve enaka
A[x] =

D
p
EG  F 2 du dv:
Naj bo x minimalna (vsaj lokalno). Potem za poljubno funkcijo  : D ! R in
x = x +   n velja
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dd

=0
A[x] = 0:
Oglejmo si koeciente prve fundamentalne forme za parametrizacijo x.
E = (xu + u  n+   nu)  (xu + u  n+   nu)
= xu  xu + 2   nu  xu + o(2)
Pri tem smo upostevali, da sta xu in n pravokotna. Podobno dobimo
G = xv  xv + 2   nv  xv + o(2)
in
F = xu  xv + (nu  xv + nv  xu) + o(2):
Torej je
E G F 2 = E G F 2 + 2 (E nv xv +Gnu xu)  2 F (nu xv +nv Xu) + o(2):
Iz dokaza prejsnjega izreka vemo, da velja
E G   F 2 = E G  F 2   2 (Ee  2Ff + Eg) + o(2) =
= E G  F 2   4 H (E G  F 2) + o(2) =
= (E G  F 2) (1  4 H) + o(2):
Izracunajmo sedaj
d
d

=0
A[x] =
d
d

=0

D
q
E G   F 2 du dv =
=

D
p
E G  F 2 d
d

=0
p
1  4 H + o(2) du dv =
=

D
p
E G  F 2  4 H   o()
2
p
1  4 H + o(2)

=0
du dv =
=  2

D

p
E G  F 2 H dudv = 0:
Po osnovnem izreku variacijskega racuna to pomeni, da je
p
E G  F 2 H  0:
Ker pa je
p
E G  F 2 > 0 v vsaki tocki, sledi, da je H  0.
Velja tudi obratno. Ce je H  0, je
d
d

=0
A[x] = 0
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za vsako variacijo. Ker lahko za okolico D predpostavimo, da je konveksna, na
njej obstaja ploskev z minimalno ploscino. Po izreku o enolicnosti pa mora to biti
ploskev, parametrizirana s parametrizacijo x.

3.1. Primeri. S pomocjo zgornjega izreka in leme smo dobili enostaven kriterij, po
katerem lahko dolocimo, ali je neka parametricno podana krivulja minimalna. V
nadaljevanju ga bomo testirali na ze znanem primeru helikoida ter predstavili tudi
dve novi ploskvi { katenoid in Enneperjevo ploskev, ki v splosnem nimata eksplicitne
oblike. Predstavitev sledi viru [5].
Primer 3.4. Helikoid Ce si ponovno ogledamo sliko primera 2.6. opazimo, da
ima najdena minimalna ploskev obliko milnega mehurcka, ki nastane, ko v milnico
potopimo spiralo. Tako dobimo idejo za parametrizacijo helokoida:
x(u; v) = (a sinh v cos u; a sinh v sinu; au):
Dokazimo, da je tako podana parametricna ploskev res minimalna.
Tangentna vektorja sta oblike
xu(u; v) = ( a sinh v sinu; a sinh v cos u; a);
xv(u; v) = (a cosh v cos u; a cosh v sinu; 0):
Koecienti prve fundamentalne forme so enaki
E = a2 cosh2 v ; F = 0 ; G = a2 cosh2 v:
Nadalje velja
xu  xv = ( a2 cosh v sinu; a2 cosh v cos u; a2 cosh v sinh v)
in
n =

  sinu
cosh v
;
cos u
cosh v
;  sinh v
cosh v

:
Izracunajmo se druge odvode tangentnih vektorjev:
xuu = ( a sinh v cos u; a sinh v sinu; 0);
xuv = ( a cosh v sinu; a cosh v cos u; 0);
xvv = (a sinh v cos u; a sinh v sinu; 0):
Nazadnje podajmo se vrednosti koecientov druge fundamentalne forme:
e = n  xuu = 0 ; f = n  xuv = a ; g = n  xvv = 0:
Koeciente vstavimo v enacbo za srednjo ukrivljenost (2) in dobimo
H =
Eg +Ge  2Ff
2(EG  F 2) =
=
a2 cosh2 v  0 + a2 cosh2 v  0  2  0  a
2(a2 cosh2 v  a2 cosh2 v   0) = 0:
Helikoid je torej res minimalna ploskev.
}
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Primer 3.5. Katenoid Katenoid je ploskev, ki jo opisemo z vrtenjem veriznice
okoli osi x. Parametrizacija katenoida je tako podana z
x(u; v) = (a cosh v cos u; a cosh v sinu; av):
Tangentna vektorja v tocki (u,v) sta:
xu(u; v) = ( a cosh v sinu; a cosh v cos u; 0);
xv(u; v) = (a sinh v cos u; a sinh v sinu; a):
Nadalje izracunajmo koeciente prve fundamentalne forme:
E = a2 cosh2 v ; F = 0 ; G = a2 cosh2 v:
Za izracun potrebujemo tudi vektorski produkt tangentnih vektorjev:
xu  xv = (a2 cosh v cos u; a2 cosh v sinu; a2 cosh v sin v):
Njegova dolzina je enaka jxu  xvj = a2 cosh2 v. Normalni vektor je torej oblike
n =

cos u
cosh v
;
sinu
cosh v
;  sin v
cosh v

:
Izracunajmo se druge odvode parametrizacije:
xuu = ( a cosh v cos u; a cosh v sinu; 0);
xuv = ( a sinh v sinu; a sinh v cos u; 0);
xvv = (a cosh v cos u; a cosh v sinu; 0):
Sedaj imamo vse vrednosti, ki jih potrebujemo pri racunanju koecientov druge
fundamentalne forme. Ti so enaki
e = n  xuu =  a ; f = n  xuv = 0 ; g = n  xvv = a:
Preostane nam le se izracun vrednosti srednje ukrivljenosti H, ki jo dobimo z upo-
rabo formule (2):
H =
Eg +Ge  2Ff
2(EG  F 2) =
=
a2 cosh2 v  a+ a2 cosh2 v  ( a)  2  0  0
2(a2 cosh2 v  a2 cosh2 v   0) =
=
a3 cosh2 v   a3 cosh2 v
2a4 cosh4 v
= 0:
Po izreku je torej nasa ploskev minimalna.
Slika 8. Katenoid
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Primer 3.6. Enneperjeva ploskev Kot zadnji primer predstavimo Enneperjevo
ploskev. Le ta ima dokaj enostavno parametrizacijo, vendar pa bo iz slike ob koncu
razvidno, da gre za ploskev, ki ima vec samopreseciscnih krivulj. Predstavil jo je
nemski matematik Alfred Enneper leta 1864.
Parametrizacija Enneperjeve ploskve je podana s predpisom
x(u; v) =

u  1
3
u3 + uv2; v   1
3
v3 + u2v; u2   v2

:
Tangentna vektorja sta enaka
xu(u; v) = (1  u2 + v2; 2uv; 2u);
xv(u; v) = (2uv; 1 + u
2   v2; 2v);
koecienti prve fundamentalne forme pa
E = (1 + u2 + v2)2 ; F = 0 ; G = (1 + u2 + v2)2:
Sledi izracun vektorskega produkta ter normalnega vektorja:
xu  xv = ( 2u(1 + u2 + v2); 2v(1 + u2 + v2); 1  u4   2u2v2   v4);
n =

  2u
1 + u2 + v2
;
2v
1 + u2 + v2
;
1  u4   2u2v2   v4
(1 + u2 + v2)2

:
Nazadnje izracunamo se koeciente druge fundamentalne forme.
xuu = ( 2u; 2v; 2) ; xuv = (2v; 2u; 0) ; xvv = (2u; 2v; 2):
Dobimo
e = n  xuu = 2 ; f = n  xuv = 0 ; g = n  xvv =  2:
Srednja ukrivljenost je enaka
H =
Eg +Ge  2Ff
2(EG  F 2) =
=
(1 + u2 + v2)2  ( 2) + (1 + u2 + v2)2  2  2  0  0
2((1 + u2 + v2)4   0) = 0:
Spodnja slika ploskev podaja tudi gracno. Razvidno je, da ima ploskev res vec
samopreseciscnih krivulj.
Slika 9. Enneperjeva ploskev
}
19
4. Primer ploskve, ki ni globalni ekstrem
V zadnjem poglavju se bomo vrnili na uvodno zikalno motivacijo minimalnih
ploskev s pomocjo milnega mehurcka in resevali tako imenovani Plateaujev problem.
Iskali bomo obliko milnega mehurcka, napetega na zicnati okvir oziroma minimalno
ploskev, ki ima med vsemi ploskvami tudi globalno najmanjso povrsino. Predstavili
bomo primer podan v [2], v katerem bosta za pripadajoco Euler-Lagrangeovo enacbo
obstajali dve resitvi (minimalni ploskvi), vendar pa bo zgolj ena izmed njiju imela
najmanjso totalno povrsino.
Predstavljajmo si, da smo v milnico potopili dva obroca, vzporedna z xy-ravnino
in s polmerom R. Z z oznacimo navpicno os, ki gre skozi sredisci obrocev. Obroca
naj bosta postavljena na z =  L in z = +L. Ce zanemarimo silo gravitacije in
upostevamo simetrijo, potem milni mehurcek ustreza rotacijski ploskvi vzdolz z-osi
s polmerom r(z), ki zadosca robnim pogojem r( L) = r(L) = R.
Povrsina take ploskve je podana z integralom:
A[r] = 2
 L
 L
r
p
1 + r02 dz:
Predpostavimo, da je vrednost A[r] minimalna vsaj lokalno. Tedaj jo lahko znova
primerjamo z vrednostjo v funkciji r = r + v,  > 0, ki prav tako izpolnjuje nase
omejitve, to je r( L) = R in r(L) = R. To pomeni, da morajo variacije v tem
primeru izpolnjevati pogoj v( L) = v(L) = 0.
Ce ponovimo izpeljavo Euler-Lagrangeove enacbe, ugotovimo, da mora za vsako
lokalno ekstremno resitev veljati
d
d

=0
A[r] = 2
d
d

=0
 L
 L
(r + v)
p
1 + (r0 + v0)2 dz = 0:
Dobimo torej naslednjo zvezo:
 L
 L

v
p
1 + r02 +
rr0v0p
1 + r02

dz = 0:
Racun nato nadaljujmo z integracijo po delih, pri cemer za spremenljivki vzamemo
u = rr
0p
1+r02 in dt = v
0dz. Torej je
 L
 L
rr0p
1 + r02
v0 dz =
"
rr0p
1 + r02
v
#L
 L
 
 L
 L
d
dz
 
rr0p
1 + r02
!
v dz:
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Ko upostevamo zacetni pogoj, prvi izmed dveh sumandov izgine, zato dobimo:
 L
 L
 p
1 + r02   d
dz
 
rr0p
1 + r02
!!
v dz = 0:
Koncno, iz osnovne leme variacijskega racuna sledi, da mora minimalna resitev
zadoscati navadni diferencialni enacbi
d
dz
 
rr0p
1 + r02
!
=
p
1 + r02:
Ko le to poenostavimo, dobimo enacbo oblike:
rr00 = 1 + r02:
To diferencialno enacbo bomo resili v dveh korakih.
Najprej jo preoblikujmo s pomocjo uvedbe nove funkcije u = r0:
r02   r00 + 1 = 0
r02   rr00 + 1 = u2   ru0 + 1 = u2   rdu
dr
u+ 1 = 0
r
du
dr
u = 1 + u2
dr
r
=
u
1 + u2
du
ln r =
1
2
ln (1 + u2) + C
r = K
p
1 + r02:
Nadalje izpeljemo
dr
dz
=
p
r2  K2
K
oziroma
z = K

1p
r2  K2 :
Integral tega tipa resi inverz hiperbolicne funkcije
z = K cosh 1
 r
K

+ :
Dobimo resitev
r = K cosh

z   
K

:
Sedaj upostevajmo se robne pogoje. Vemo, da sta vrednosti funkcije r pri vre-
dnostih z = L enaki, torej velja
K cosh
 
L  
K
!
= K cosh
 L  
K
!
:
Ker je hiperbolicni kosinus soda funkcija, lahko zakljucimo, da velja bodisi
L   =  L  
bodisi
L   =  ( L  ):
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V prvem primeru bi to pomenilo, da je L =  L, kar nas privede v protislovje, v
drugem primeru pa dobimo  = 0. Koncna resitev je torej oblike
r(z) = K cosh
 z
K

;
kjer je K konstanta, ki zadosca nelinearni zvezi R = K cosh(L=K). Opazimo lahko,
da smo taksno ploskev ze opisali v primeru 3.6. in da gre za katenoid.
Sedaj se spomnimo zikalne interpretacije problema, ki smo jo podali na zacetku
tega poglavja. Dejali smo, da imamo obroca ksnega radija, katerih oddaljenost
lahko spreminjamo. Fiksirajmo torej R = 1. Velja
L = K  cosh 1

1
K

:
Na spodnji sliki je prikazan graf oddaljenost L v odvisnosti od vrednosti K.
Iz slike razberemo, da obstaja maksimalna vrednost Lmax, pri kateri je ta neline-
arna enacba za K se resljiva. Za R = 1 je njena vrednost priblizno 0:663: To je
torej kriticna oddaljenost, pri kateri se dobimo resitev oziroma milno ploskev, ce
pa razdaljo se malenkost povecamo, bo mehurcek pocil in dobili bomo dve loceni
ravnini, vsako v svojem obrocu. Nasprotno za razdalje, manjse od Lmax, obstajata
dve resitvi oziroma dve minimalni ploskvi. Odkril ju je ze Plateau in ju poimenoval
notranji oziroma zunanji katenoid. Spodnji graf predstavlja oba katenoida za vre-
dnost L = 0:5. Globalni minimum Plateaujevega problema je v tem primeru zunanji
katenoid, ki ga bo opisal tudi milni mehurcek.
Slika 10. Notranji katenoid Slika 11. Zunanji katenoid
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