Abstract-The process of record linkage seeks to integrate instances that correspond to the same entity. Record linkage has traditionally been performed through the comparison of identifying field values (e.g., Surname), however, when databases are maintained by disparate organizations, the disclosure of such information can breach the privacy of the corresponding individuals. Various private record linkage (PRL) methods have been developed to obscure such identifiers, but they vary widely in their ability to balance competing goals of accuracy, efficiency and security. The tokenization and hashing of field values into Bloom filters (BF) enables greater linkage accuracy and efficiency than other PRL methods, but the encodings may be compromised through frequency-based cryptanalysis. Our objective is to adapt a BF encoding technique to mitigate such attacks with minimal sacrifices in accuracy and efficiency. To accomplish these goals, we introduce a statistically-informed method to generate BF encodings that integrate bits from multiple fields, the frequencies of which are provably associated with a minimum number of fields. Our method enables a user-specified tradeoff between security and accuracy. We compare our encoding method with other techniques using a public dataset of voter registration records and demonstrate that the increases in security come with only minor losses to accuracy.
INTRODUCTION
T HE set of records referring to a specific individual is often distributed across datasets managed by independent organizations. To ensure unbiased analytics upon their integration, it is essential to merge records in a manner that mitigates duplication, as well as fragmentation, of an individual's information. Over the years, various data engineering strategies have been developed to support the integration process, which are collectively referred to as record linkage (e.g., [1] - [3] ). In practice, record linkage relies upon the identifying information that typically characterizes an individual, often referred to as fields (e.g., surname and street address). However, various regulations and policies prohibit the disclosure of identifiers because the sharing of such information can violate the privacy of individuals. As such, over the past decade, private record linkage (PRL) approaches have been proposed to enable data holders to integrate records without revealing the raw information [4] .
PRL is a diverse notion and is characterized by several classes of approaches. One class is based upon secure multiparty computation (SMC), which leverages cryptographically strong protocols 1 . These protocols enable similarity comparisons to be performed without revealing any information, save for the input and output of the protocol [5] . While secure in principle, the computationally expensive encryption techniques required to achieve SMC do not scale well to very large databases [6] . This is because record linkage approaches are fundamentally statistical processes that require model development and subsequent evaluations of model fitness [7] .
As an alternative, a second class of PRL, which we focus on in this work, utilizes a weaker form of security based on data transformation. These transformed values, referred to as encodings, are used as inputs to PRL. It is critical to strike a balance amongst the competing priorities of accuracy, security, and efficiency when identifying an appropriate data transformation method for PRL. A recent evaluation [6] showed that a transformation based on encoding values in a Bloom filter (BF) [8] is superior to other approaches (e.g., unique hashed [9] or obfuscated [10] identifiers, SMC-based equijoins [11] , and SMC-based similarity comparisons [12] ) in terms of efficiency and accuracy. This method, which we refer to as field-level BF (FBF) encoding, maps each field value in a record into a corresponding BF.
There are concerns, however, that FBFs may be vulnerable to frequency-based attacks [13] . It has been suggested that BF-based encoding techniques can be hardened by combining FBFs into a single BF for the entire record [14] . The intuition behind such a strategy is that cryptanalysis on the composite data structure will be more difficult because field values are considered in combination rather than independently. It has yet to be determined, however, how such a technique can be refined into a principled methodology. In this paper, we show how such a strategy can be statistically informed through the discriminatory power of FBFs and can be made quantifiably robust against frequency-based attacks. We refer to our solution as a record-level BF (RBF) encoding.
The proposed RBF generation method uses a tunable parameter that determines the computational complexity required to map a bit from an RBF back to the FBF from which it was drawn. This approach is data-driven and can be tailored to any dataset to achieve the desired level of accuracy and security. We demonstrate this approach on a large, publicly-available dataset and show that it maintains the desirable properties of the initially proposed BF-based encoding [8] while significantly improving its robustness to frequency-based attacks.
Contributions
The contributions of this work are: 1) Enhanced Security: Our encoding method generates RBFs from FBF encodings via a data-driven bit selection procedure. This encoding utilizes a tunable security parameter with quantifiable resistance to frequency-based cryptanalysis attacks [13] . 2) Top Rank Preserving: The resulting RBFs provide a transformation from the plaintext space to the ciphertext space, such that the nearest neighbor to record is retained with a high likelihood. This paves the way for the application of PRL in the ciphertext space in a manner that maintains a high degree of accuracy. 3) Empirical Evaluation: We perform an evaluation of the RBF strategy with several competing approaches using a dataset of personal identifiers derived from a real voter list. We use statistical hypothesis testing to demonstrate that the RBF strategy provides better top rank preservation than its competitors.
Outline
The remainder of this paper is organized as follows. In Section 2, we summarize the FBF generation methodology as proposed in the literature and its known vulnerabilities. We also describe the dataset used in this research, so that it may be used in illustrative examples throughout this paper. Section 3 then describes our RBF encoding method. In Section 4, we describe the experimental framework for the evaluation presented in Section 5. In Section 6, we discuss the practical implications of these results, limitations, and future work. Section 7 discusses related research and Section 8 summarizes the work.
BACKGROUND
Section 2.1 introduces the notation and framework used in this research. In Section 2.2, we provide an overview of the FBF encoding process, and discuss security flaws of FBFs in Section 2.3. Finally, Section 2.4 describes the dataset utilized to illustrate our methodology.
Notation and Framework
In 
Field-Level Bloom Filter Encodings
A recent evaluation [6] of PRL transformation strategies shows that FBF encodings [8] provide highly accurate linkage results in a reasonable running time. The specific steps in FBF encoding are:
• Each field value is treated as a string and decomposed into a set of tokens of length n, or n-grams. To account for the first and last characters, the value is padded with n − 1 blank characters on each end.
• Each n-gram is hashed into an FBF of length m bits using k hash functions. We use m FBF (m RBF ) to represent the number of bits in an FBF (RBF). The encodings can be compared using a set-based similarity measure, such as the Dice coefficient
where α and β are FBF encodings contributed by Alice and Bob, respectively. Fig. 1 illustrates the construction of FBFs for three fields, each with two hash functions.
Security Flaw of FBFs
The FBF encodings reveal frequency distributions for field values (e.g., specific names) and bit positions (i.e., n-grams). Given that frequency-based attacks have been designed to compromise simple substitution ciphers (e.g., [15] ), it is critical to ask "How much knowledge can Charlie 2 infer about the plaintext from the FBFs?" To investigate, [13] In short, Charlie observes the frequency with which bits are set in the FBF encodings and attempts to map bits back to the n-grams to which they correspond. It was shown that, for parameter settings recommended in the literature [8] (i.e., n = 2, m FBF = 500, k = 15), FBF encodings are vulnerable, such that Charlie can infer some plaintext values. However, it was further shown that as n grows, the likelihood of success diminishes. This is because as n increases, so too does the number of distinct n-grams, which leads to a smaller quantity of frequency-related information to commit a successful cryptanalysis. While this observation suggests a simple strategy to improve security, it was also found that n and accuracy were inversely correlated. This correlation is natural because as the length of the n-grams hashed into the filter increases, it is more difficult to detect small discrepancies between their corresponding strings. Thus, we propose a principled mechanism, independent of n, to increase the security of BF-based encodings.
We note that recent evidence suggests the identified data available to an attacker may not be of the same frequency distribution as that observed in the FBFs [16] . However, it was shown that, even though the distributions may not be equivalent, an attacker can allow for weaker constraints in their cryptanalysis and commit a successful cracking of the system. Given that it is not always possible to determine what data sources an adversary may have access to, we account for the worst case scenario (i.e., when the hashed records and information available to the adversary are derived from the same resource), and thus ensure a system is robust against a constraint satisfaction-based cryptanalysis.
Dataset
We evaluate our methods with the publicly available North Carolina voter registration (NCVR) database [17] . We utilize the following fields: Forename, Surname, City, Street address, Ethnicity, and Gender. This dataset contains 6,190,504 individual records.
We use NCVR as dataset A and generate a dataset B by corrupting each record in A. To do so, we extended the "data corrupter" implemented in the Febrl [18] toolkit, which is based on [19] . Like the Febrl model, we introduced character-level errors at rates consistent with those reported in real datasets. These include optical character recognition (OCR) errors (e.g., S swapped 8), phonetic errors (e.g., ph swapped for f ), and typographic errors, including insertions deletions, transpositions, and substitutions. For our experiments, the probability of introducing these errors was set as follows: insertions and deletions -0.15, phonetic errors -0.03, OCR errors -0.01, substitutions -0.35, and transpositions -0.05. This corruption is performed for all of the aforementioned fields, including gender, to assess how PRL performs without any preprocessing or cleaning of records.
Our extension to the Febrl corruptor introduces errors at the value-level, such as the use of a nickname or a change in residential address. First, Nicknames were substituted for Forenames (e.g., Alex swapped for Alexandra) with probability 0.15. Nicknames were based on the Massmind Nicknames Database [20] . Second, Surnames were substituted for females (to simulate change of name due to marriage) with probability 0.1, for males with probability 0.01, and were hyphenated with probability 0.01. Surnames were based on the 2000 U.S. Census names data [21] . Third, Street addresses were changed with probability 0.1. These were randomly selected from the NCVR dataset. We refer the reader to [22] for further details of these datasets and examples.
The record linkage experiments were based on subsets of A and B. Datasets created in this manner eliminate the need for the extensive manual curation required to determine the true match status for independent datasets. We recognize that a "true" record linkage dataset -where the datasets are constructed independently -would be ideal [23] , but believe this approach is appropriate for benchmarking and testing new ideas.
For the experiments reported in this paper, we use ten independent samples of 100,000 records from the NCVR dataset. We exclude records with missing values to obtain a clear idea of the performance of each method.
RECORD-LEVEL BLOOM FILTERS
The proposed method builds upon the strengths of the FBF encodings, such as their high accuracy and expedient running time, while increasing resistance to frequencybased cryptanalysis. It is anticipated that the composite RBF encoding will provide stronger resistance against frequency analysis and therefore greater security. One of the contributions of our research is to demonstrate how to compose a such a composite data structure with quantifiable security guarantees. For now, we describe, at a high level, how to create this RBF encoding. We compare our proposed strategy and that in [14] using an empirical and syntactic analysis in the Experiments and Related Work sections, respectively.
The general architecture for the proposed approach is illustrated in Fig. 1 . In the remainder of this section, we discuss design decisions that guide RBF generation: 1) FBF parameterization and generation. FBF parameters should be selected to maximize security. 2) Eligible bit identification. Bits sampled from the FBFs should be chosen to maximize security. 3) Field weighting. A scheme is applied to determine how many bits should be sampled from each FBF. 4) RBF parameterization & generation. RBF parameters are established and bits are sampled from the FBFs resulting in an RBF encoding. 5) RBF permutation. Bits are randomly ordered using a permutation agreed upon by Alice and Bob. Fig. 1 illustrates how strings in multiple fields (Forename, Surname, and City) are mixed into a single RBF. As noted earlier, the strings are initially split into their respective n-grams, which are hashed into FBFs. These FBFs are then weighted according to their discriminatory power for record linkage. Based on this weighting, Forename and City will each contribute 25% of the bits to the RBF, while Surname will contribute 50% of the bits. The RBF is then composed of bits sampled from each FBF and the resulting bit locations are finally permuted.
FBF Parameterization and Generation
In this section, we address how FBF parameterization affects the security of the resultant encodings.
In cryptanalysis, Charlie attempts to map bits in the RBF to the fields from which they were drawn. When successful, Charlie can mount an attack such as the one highlighted in the Appendix, available online, using the FBFs as inputs. Therefore, evaluating the extent to which Charlie can map bits in the RBF to the field from which they were drawn is important to characterize the security of the RBF. In particular, we consider how much information Charlie can gather by modeling the frequency with which bits are set under two FBF parameterization methods: 1) static and 2) dynamic FBF sizing.
Static FBF Sizing
In the static FBF sizing strategy, the k and m values are held constant across all fields, regardless of the expected number of n-grams to be encoded in the field. In this case, observation of the percentage of bits set to 1 may allow Charlie to determine some information about the length of the encoded value and the number of hash functions used in encoding.
Shorter fields, such as Gender, result in FBF encodings with fewer bits set to 1 than longer fields, such as Forename.
Consider an example where n = 2, k = 15, and m = 500. Gender, encoded "M" or "F", will contain only two n-grams for each field value. Therefore, for each gender encoding, a maximum of 30 bits can be set (15 per n-gram), which corresponds to 6% of the bits in the FBF. However, if Forename has an average of 6 letters per record, this corresponds to 7 n-grams and a maximum of 105 bits can be set, which corresponds to 21% of the bits in the FBF. This variability in the average number of bits set across fields in statically sized FBFs is depicted in Fig. 2 .
As a consequence, when static parameters are applied to each field, Charlie can observe the percentage of bits set in a FBF. With this information, Charlie can infer the length of the value encoded in the filter and the number of hash functions used in encoding.
Dynamic FBF Sizing
We anticipate that tailoring the encoding parameters to the specific properties of each field will limit the extent to which Charlie can determine the field from which a bit was drawn. Therefore, we propose dynamically sizing the Bloom filters (i.e., setting the m FBF value) such that the same percentage of bits are expected to be set to 1 in the FBFs of each field 3 . Additionally, we let the expected frequency at which a given bit is set in the Bloom filter encoding to be equal to 0.5. The justification for this choice is that in order to maximize entropy, and therefore maximize security, half of the bits should be set [24] . In this case, Charlie would observe that approximately half of the bits are set to 1 and would gain little information about which field values are encoded in the filter.
More formally, let the expected frequency at which a bit is set p be equal to 0.5 and let g be the number of items (e.g., n-grams) stored in the FBF. The probability that a certain bit remains unset at a value of 0 is p = 1−( 1 m ) kg [24] . Therefore, if we select a value for k, and hold it constant, we can calculate the number of bits needed in the FBF according by solving for m in the previous equation. This yields:
We can then measure the information content, as indicated by average field value length, associated with each field and adjust the FBF length accordingly. The values of m FBF (i.e., number of bits in each FBF) for the NCVR dataset are shown in Table 1 . Additionally, the average number of bits set across fields in dynamically sized FBFs is shown in Fig. 2 . It can be seen that the FBFs of dynamic size have a more uniform average frequency across fields than the FBFs of static size. This suggests that it is more difficult for an attacker to determine from which FBF a bit was drawn when the FBFs are dynamically sized. We further explore this issue, and introduce additional measures to increase security, in Section 3.2.
Eligible Bit Identification
In this section, we introduce a statistically-informed method for determining which bits should be sampled from each FBF so that the resulting RBFs are resistant to frequency analysis. 4 When Charlie attempts to determine the plaintext values encoded in an RBF, a first step is likely to map RBF bits back to the fields from which they were drawn, based on the frequency with which a bit is set. This is particularly true if the frequency distributions of the bits within fields is distinctive across fields. For example, we expect that the FBF encodings corresponding to fields having a small domain, such as Gender and Ethnicity, will have a frequency distribution that is markedly different from fields having a large domain, such as Surname. Therefore, it is possible that the frequency at which a given bit in the RBF is set may betray from which FBF it was drawn. Imagine that the only field containing a bit set exactly 50% of the time corresponds to Gender. Then, when Charlie observes this frequency for a particular bit, he can conclude it encodes information about Gender.
We now look at more detailed information about the frequency with with each bit is set. For illustration, Fig. 3 shows a heat map of the frequencies with which bits are set across all FBFs of both static and dynamic size. This figure suggests that the frequency distributions for categorical fields, such as Gender, (Fig. 3(e) and (f)) are less uniformly distributed than for string-based fields ( Fig. 3(a)-(d) ). Due to the fact that categorical variables can take on a limited number of values, many of the bits in the FBF are never set. Those bits that are set are relatively frequent because many individuals in the population have the corresponding value.
In general, the evidence illustrates that FBFs of dynamic size are more uniformly distributed than the FBFs of static size. This provides further evidence that an attacker would have greater difficulty using this frequency information in 4 . The results of this process must be coordinated, so that Alice and Bob select the same FBF bit locations to compose their RBFs. If Alice and Bob have data on reasonably similar populations, then either Alice or Bob could execute this process on their dataset and communicate the result to the other party. In the event that the populations are anticipated to be significantly different, the protocol may require the assistance of an additional third party.
an attack. However, Fig. 3 indicates that there is still information Charlie can exploit. Specifically, the frequency at which bits are set is not uniform. By breaking down the frequencies into ranges, Charlie may map bits in the RBF to the FBF from which they were drawn. Fig. 4 illustrates how this could occur. In this figure, the x-axis depicts the frequency range, divided by hundredths. The y-axis depicts the number, as well as identity, of the FBFs containing bits in each range. Notice that bits with frequency range [0.78, 0.79] in dynamic FBFs reveal that such bits must have been drawn from the City FBF (see Fig. 4(b) ).
To limit the extent to which Charlie can map RBF bits back to the FBFs from which they were drawn, we introduce a security constraint q. This constraint states that only bits that can be mapped back to at least q fields, based on an analysis of the frequency at which bits are set, can be included in the RBF. For example, it is clear that bits which can only be mapped back to a single field, such as bits with frequency range [0.78, 0.79] in dynamic FBFs, should be avoided because these bits could only have been drawn from the field City (see Fig. 4(b) ). 5 By avoiding bits set at frequencies that are unique to a single field, or a small number of fields, the resultant RBF encodings are more secure. This is because it becomes more difficult for an attacker to leverage frequency information to map RBF bits back to the FBFs from which they were drawn. The data holders can establish a security constraint q by allowing only bits that can be mapped back to ≥ q fields, by leveraging frequency information, to be included in the RBF. Therefore, a higher value of q implies additional computations required to compromise RBF encodings and thus greater security.
Field Weighting
We now describe a method for determining the percentage of bits in the RBF that should be sampled from each FBF, which we call the weight attributed to the field. Our field weighting mechanism is based on the discriminatory power of the field (i.e., the extent to which it supports linkage). We hypothesize that sampling bits according to a weighting based on the discriminatory power of each field will provide RBFs that facilitate highly accurate record linkage. For example, Surname is intuitively more useful in resolving 5 . Note that the value for q can be made public because it only communicates the complexity of the RBF and not how to attack the bits within the RBF.
If Alice and Bob know the discriminatory power of each field, they can weight each field accordingly. In the absence of this knowledge, the weights can be estimated using a probabilistic approach. One such method is based on the work of Fellegi and Sunter [25] , [26] , which we call the FS field weighting approach. This method computes an agreement weight w a and a disagreement weight w d for each field based on the conditional probability of field agreement. 6 In traditional record linkage applications [25] , the agreement and disagreement weights are used to calculate a similarity "score" for each record pair. In this work, we adapt the FS weights to measure the relative discriminatory power of each field. In Equations 3 and 4, we present a mechanism for combining the agreement and disagreement weights into a single weight, w[i], associated with each field i:
The weight associated with each field is derived by normalizing the range of a single field by the sum of the ranges of the agreement and disagreement weights over all fields. The resulting weight is a measure of the relative discriminatory power of each field, as compared to other fields. We propose this weight be used to determine the percentage of bits drawn from each FBF for inclusion in the RBF. The w a , w d , range, and w values for the dataset used in this work are shown in Table 2 . By applying this approach, we sample a varying number of bits from each field. For instance, the Surname and Forename fields comprise 24% and 22% of the bits in the RBF, respectively.
RBF Parameterization and Generation
To determine the actual number of bits to be drawn from each FBF, we must select a value for the number of bits to be included in the RBF (i.e., m RBF ). To provide a baseline, we assume that all of the eligible bits that satisfy the security constraint from each field should be included in the RBF. Given this assumption and the weight associated with each field, we can calculate the lower bound for m RBF , where each field is included in full and at the relative discriminatory power calculated. We take the maximum of these values to be m RBF .
This computation is illustrated for NCVR in Table 3 . In this example, we set q = 1. If the 214-bit long FBF for the field City is to comprise 16% of the record-level Bloom filter, then m RBF must be 1,315 bits. As this is the maximal value for m RBF required across all fields, this is selected as the length for the RBF. The number of bits to be drawn from each FBF is then selected in accordance with the field weights, as shown in Table 2 . The bits are selected at random, with replacement, to construct the RBF. By doing so, 6 . The weights can be approximated through an Expectation Maximization (EM) algorithm to estimate the conditional probabilities associated with each field [23] , [26] - [28] . This algorithm could be run by one of the parties over their own dataset. the measure of distance between RBFs will be proportional to the contribution of each field.
RBF Permutation
The bits of the RBF are shuffled according to a random permutation agreed upon by Alice and Bob. This process is akin to the random mixing of bits associated with block ciphers and oblivious transfers in SMC protocols [29] . This permutation should not be made public and is considered a "key" used to make the RBF encodings more secure. The shuffling prevents Charlie from determining which FBF the bits in the RBF correspond to, based on their order.
EXPERIMENTAL EVALUATION
This section provides details of the experimental evaluation. Specifically, Section 4.1 describes the experimental methods evaluated in this work while Section 4.2 describes the control methods. Section 4.3 presents the evaluation measures considered and Section 4.4 provides the implementation details.
Experimental Methods
In this section, we describe variations of the FBF parameterization (Section 3.1) and field weighting (Section 3.3) strategies applied in our empirical study. It is assumed that Alice and Bob agree upon the parameters for FBF and RBF construction, so that their RBFs are directly comparable. The naming convention for the variations is FBF parameterization method / field weighting method. The variations considered in RBF generation are: 1) Static/Uniform RBFs. FBFs are sized statically, such that m FBF = 500 and we let k = 15 as recommended by Schnell et al. [8] . Fields are weighted uniformly such that the same number of bits are sampled from each FBF to include in the RBF. 2) Static/Weighted RBFs. FBFs are sized statically such that m FBF = 500 and again k = 15. Fields are weighted such that the number of bits to be sampled from each field is determined by the discriminatory power of the field.
3) Dynamic/Uniform RBFs. FBFs are sized dynamically based on the average field value length. The parameters are shown in Table 1 . Fields are weighted uniformly such that the same number of bits are sampled from each FBF to include in the RBF. 4) Dynamic/Weighted RBFs., FBFs are sized dynamically based on the average field value length. Fields are weighted such that the number of bits to be sampled from each field is determined by the discriminatory power of the field. In addition, we compare our method with the Cryptographic Longterm Key (CLK) in [14] . In the basic model formalized in this work, all fields are hashed into the equal-sized BFs using the same set of hash functions. The resulting filters are then integrated into a single BF by a union operation.
Controls
The following field comparison techniques are used as controls for the experimental RBF techniques:
1) Binary Field Comparison. Field values are checked for
equality, resulting in a binary measure of equivalence (i.e., each field receives a score of 0 or 1).
2) Jaro-Winkler (JW) String Comparator [30] over
Plaintext. This comparator was designed to measure the similarity of plaintext strings by looking at the number of characters that agree, the number of transpositions present, and weighting the characters at the beginning of the string based on the observation that errors are more likely to occur at the end of a string. This comparator has been shown to work well in record linkage. [31] , [32] . These controls are applied to determine field similarity. We convert field similarities to record pair similarities by multiplying by either i) a uniform value ( 1 f ) or ii) the FS weight w values shown in Table 2 .
Evaluation Measures
To determine the extent to which proximity is preserved in the transformation to the encoded space, we developed a measure called the neighborhood test. In our experiments, we sample 1,000 records -500 from dataset A and 500 from dataset B. Consider an example where a x ∈ A is the record of interest and b x ∈ B is its True Match. Let B be a version of B which is ordered according to the similarity 7 of all b ∈ B to a x . The neighbor rank of a x equals the index of b x ∈ B . 8 If the transformation preserves similarity well, the True Matches should be very close to one another and, thus, close neighbors. In the best case, a sample's neighbor rank is 1 (i.e., the sample is closest to its True Match). In the worst case, the sample's neighbor rank is the number of records in the opposing dataset (i.e., the sample's True Match is the most distant record in the dataset to which the sample is being linked). We select ten independent samples and report the average and standard deviation.
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Implementation Details
All experiments were run on a Linux server with four dual-core processors at 2 GHz and 16 GB of memory. All methods were implemented in Java. The datasets were stored as flat text files.
RESULTS
Section 5.1 presents the results of the neighborhood test, Section 5.3 examines the relationship between the security constraint q and accuracy, and Section 5.4 provides a summary of the results.
Impact of Corruption
We use the neighborhood test to measure the accuracy afforded by different encoding methods. Fig. 5 presents the 7. As measured by the Dice coefficient. 8. In contrast to a measure like precision, which corresponds to the cases where the neighbor rank is 1, the neighborhood test allows us to get a feel for the extent to which similarity is preserved, even when it is not preserved to the greatest extent possible. results of the neighborhood test. In this experiment, we let q = 1, such that all FBF bits were eligible for inclusion in the RBF. To assess the statistical significance in the results, we performed a pairwise comparison of each of the methods at a neighbor rank of 1 using Welch's t-test. It was found that every method pair was significantly different at a pvalue of 0.001 except for static/uniform vs. dynamic/weighted and static/weighted vs. dynamic/weighted, which were significant at a p-value of 0.01. Notably, all experimental RBFs outperform the controls. These findings indicate that RBFs are more robust in accurately measuring similarity in the face of the types of errors present in this dataset.
In all cases, weighted bit sampling from FBFs, in accordance with the discriminatory power of the field, performs better than uniform bit sampling. Therefore, we recommend weighted bit sampling in RBF creation and explore this variant further in the following experiments.
Recall that in determining m RBF , we made the assumption that all eligible bits satisfying the security constraint should be included in the RBF. We now test whether this assumption is necessary. Again in this experiment, we let q = 1. Fig. 6 presents the results of the neighborhood test on RBFs of varying lengths. These results indicate that as m RBF decreases, the extent to which RBF encodings are able to accurately measure similarity decreases as well. For example, when m RBF = 1315, the number of samples having a neighbor rank of 1 is 981. When m RBF = 50, only 792 samples have a neighbor rank of 1. However, it does not seem to be vital that the RBF should be sufficiently long to accommodate all bits from all FBFs as RBFs of length less than 1,315 bits still provide nearly as accurate results. For example when m RBF = 1,000 and 500, the number of samples having a neighbor rank of 1 are 974 and 978, respectively.
Neighborhood Test Results
In recognition that the data corruptor may influence the results, we ran several additional experiments to assess how the degree of corruption modifies our findings. To do so, we created two additional environments; one with a low level of corruption and one with a high level of corruption. To simulate a low and high level of corruption, we generated datasets with corruption probabilities set to 50% and 150% of their standard level (see Section 6), respectively. The results of the comparison between dynamic/weighted RBFs and CLKs is depicted in Fig. 7 . As the amount of corruption in a dataset decreases, so too does the difference between the RBF and CLK. However, it was observed that RBF outperformed CLK at all corruption levels. The differences in the neighborhood rank 1 results were statistically significant using Welch's t-test at a p-value of 0.001 for the standard and high corruption levels and at a p-value of 0.002 for the low corruption level.
Relationship Between the Security Constraint q and Accuracy
Recall that security constraint q indicates the number of fields represented in a given frequency range and is used to limit bit selection for RBF generation. We hypothesize that this increase in security may come at the cost of a decrease in accuracy. To test this hypothesis, we first consider the number of bits eligible for RBF inclusion under various values of the security constraint q. The results of this analysis are shown in Fig. 8 , which demonstrates the relationship between the security constraint q and the number of bits that are eligible for RBF inclusion. For example, consider the FBFs of dynamic size. If q = 6 (i.e., only bits can be included in the RBF that can be mapped back to ≥ 6 fields), there are no bits would meet that security requirement. However, if a slightly more relaxed security constraint is used such that q = 5, then 312 bits are eligible for inclusion in the RBF.
The relationship between the security constraint q and the number of bits eligible for inclusion in the RBF implies there may also be a relationship between q and accuracy. To examine this relationship, we perform the neighborhood test on RBFs generated under various security constraints. These results, shown in Fig. 9 , indicate that accuracy decreases very slightly (981 samples have a neighbor rank of 1 when q = 1, and 970 samples have a neighbor rank of 1 when q = 5) when more stringent security constraints are introduced. However, the relationship does not appear to significantly affect accuracy nor is it linear. To further explore this relationship, the effect of security constraints is examined in the context of condensed RBFs. These results are shown in Fig. 10 . Again, the results indicate that as q increases, accuracy tends to decrease. This is shown by the decreased number of samples having a neighbor rank of 1.
These results are further broken down in Fig. 11 . In this figure, the scenario where the neighbor rank is 1 is examined in greater detail to model the tradeoffs between q and accuracy. The results indicate q does not significantly affect accuracy until very small RBF sizes (m RBF ≤ 100) are applied.
Summary of Results
Section 5.1 showed that RBF encodings provide for more accurate record pair similarity computation than several control measures, indicating that RBFs are more robust in accurately measuring similarity in the face of the types of errors present in this dataset. Additionally, weighted bit sampling in RBF generation provides higher accuracy than uniform bit sampling across FBFs. It was also demonstrated that as the RBF is condensed (i.e., the m RBF value is lowered), the accuracy decreases slightly. Section 5.3 demonstrates that enforcing a stringent security constraint q eliminates some FBF bits from inclusion in the RBF, but does not necessarily lead to a high cost in the accuracy of comparisons of the resultant encodings. RBFs created under a stringent value of the security constraint q are only slightly less accurate than those created without any constraints.
DISCUSSION
This work described an encoding strategy for PRL that enhances the security properties of BF encodings as proposed in the literature [8] while preserving their efficiency and accuracy in record linkage. In the remainder of this section, we demonstrate that the RBF encoding method satisfies these properties.
Record-Level Bloom Filters are Resistant to a Known Attack
In Section 2.3, we described a known attack on FBF encodings. The attack is modeled as a constraint satisfaction problem, where the task is to map the bits in the encoding to the corresponding plaintext n-grams. This is accomplished by leveraging the frequency with which bits in the encoding are set and the frequency with which n-gram values are seen in the general population. An attacker can use publicly available demographic information, such as census records [21] , to estimate these frequencies. However, when field values are grouped together in a disordered way (e.g., in a shuffled RBF), it becomes more difficult to exploit such a resource. For example, the frequency distribution of Forename may be available and relatively distinct. However, the frequency distribution of {Surname, Forename, City, Street address, Ethnicity, Gender} is more difficult to calculate and less distinct. Additionally, an attacker must determine which bits in the RBF correspond to each field. As discussed in Section 3.2, security constraints can be invoked to make this arbitrarily difficult.
In addition to being unable to gather the background information needed for this attack, the computational complexity of the attack grows quadratically when field values are grouped together into a single RBF. When FBF encodings are used, an attacker can handle each field individually. Therefore, in order to map the FBFs corresponding to the six fields back to their plaintext value, in the worst case, the attacker would have to perform |Surname| + |Forename| + |City| + |Street address| + |Ethnicity| + |Gender| operations where | • | is the size of the domain of field •. However, when these fields are encoded in a RBF, an attacker must perform |Surname| × |Forename| × |City| × |Street address| × |Ethnicity| × |Gender| operations. This number of computations is outside the scope of standard computing frameworks. To illustrate the magnitude of difference consider that the NCVR dataset consists of approximately 274000 Surnames, 187000 Forenames, 94000 Street names, 790 Cities, and 2 Genders. Thus, an attack on FBFs and an RBF would require on the order of 5.5 × 10 5 and 7.6 × 10 18 operations, respectively.
Since the attacker cannot gather the background knowledge necessary to mount this kind of attack, and the computational complexity renders it intractable on standard computing frameworks, the RBF encodings presented in this paper are more resistant to this kind of attack.
Unfortunately, the proposed RBF encoding scheme does not have any formal security proofs. Clearly, it would be ideal to prove that our RBF encoding scheme is a secure hash function that only leaks the nearest neighbor relationship (i.e., if record r i is the nearest neighbor of record of r j (1 − nn(r i ) = r j ), then such nearest neighbor relationship is preserved after RBF encoding (1 − nn(RBF(r i )) = RBF(r j ) )). Instead, we empirically show that proposed construction is resilient to the known attacks and scale well for large datasets. Previous work including our own provides protocols (e.g., [12] , [33] ) that offer theoretical security guarantees based on cryptographic techniques (e.g., secure multi-party computation techniques). Yet, such protocols are far from being practical even for a mediumsize datasets [6] . On the other hand, the proposed scheme offers a practical solution that can scale well for real-world datasets without any obvious security weakness.
Record-Level Bloom Filters are Efficient
Since our goal is to preserve the efficiency of FBF encoding generation, it is critical that the proposed RBF encoding scheme has very little overhead. In our Java-based implementation, on average, it takes 1.45ms to construct an RBF from a given FBF. This implies that for a dataset of size 100,000, the proposed RBF scheme will have an overhead less than 3 minutes.
Of course, the other important part of the overall computational performance is to compare generated RBFs. We note that both RBFs and FBFs are similar sized bit vectors; therefore, comparing RBFs does not bring any significant overhead compared to comparing FBFs. In our experiments, on average, it takes 0.0067 ms to compare RBFs. This means that even the naive quadratic record linkage algorithm running on two datasets of size 100,000 can finish in less than 19 hours. On the other hand, some of the proposed SMC based protocols would take years to link two datasets of size 100,000 (assuming no blocking) [6] .
Limitations and Future Work
Despite the merits of our work, there are several avenues left to future research. First, indexing, also known as blocking, seeks to reduce the computational complexity of record linkage by limiting the number of record pairs that are evaluated and classified [34] - [37] . There have been various investigations in privacy preserving blocking algorithms [33] , [38] , [39] and preliminary work has shown that RBF encodings are suitable data structures to serve as inputs for blocking methodology in the record linkage process [22] . Blocking will not influence the structure of RBFs and thus will not affect the security of such a data structure, but it may limit the matching accuracy of an RBF. We plan to explore this aspect of the RBF data structure in future work.
Second, we believe that the similarity of RBFs are an accurate measure of record pair similarity and can be used directly in PRL to replace an explicit record pair comparison step in which field similarities are consolidated into a single measure of record pair similarity.
Finally, we plan to investigate how to handle missing field values in the context of Bloom filter encodings.
RELATED RESEARCH
As alluded to earlier, there are several classes of approaches that have been proposed for PRL. One class utilizes secure multiparty computation (SMC) techniques, which allow the similarity comparison between two records to be performed without revealing any information about the input records. One example of this is an SMC approach for calculating the edit distance between strings [12] . However, such techniques are computationally intense and do not scale well in practice [6] .
Another class of approaches for performing PRL proposes the encryption of each field value [9] - [11] , [40] , [41] and sending the encodings to a centralized third party, who then performs record linkage by comparing the encoded field values [9] , [42] . A drawback to the use of traditional encryption methods is the loss of the ability to detect field similarity in the encrypted space. This stems from the fact that encryption methods are not similarity-preserving transformations. Therefore, records that exhibit high similarity in the plaintext space (e.g., "John" and "Jon") may be quite dissimilar in the ciphertext space. As a result, encodings that are True Matches may be classified as Predicted Non-matches.
To address this drawback, several encoding methods (e.g., [8] , [43] - [53] ) have been developed to enable similarity detection in the ciphertext space. The ability to measure the approximate similarity of encoded values means that the transformation from plaintext to ciphertext is not as lossy. Therefore, encodings which provide for approximate field comparison have the potential to improve record linkage accuracy. In fact, the evaluation published in [6] shows this to be the case.
The work most similar to our own is that of the CLK reported in a recent working paper [14] . While CLKs are similar to RBFs in that they both encode records into a single BF, there are several significant differences. First, the core CLK method as described in [14] uses the same set of hash functions for all fields. A benefit of this strategy is that it can assist in making CLKs robust to CSP attacks. However, a drawback of this approach is that it can lead to semantic conflicts, such that the same ngram in two different fields will be treated as equal (e.g., "jo" may have been derived from the forename or surname). Second, the methodology behind CLKs is not yet well-developed. Specifically, formal methodology is not provided for weighting different field values according to their discriminatory power other than "use relatively more hash functions" to store more discriminatory fields. While [14] notes that changing encoding parameters, and in particular the ratio of the number of hash functions used to the length of the Bloom filter, has security implications, there are no concrete recommendations on how to set parameters and no formal proof of security. We believe we have provided a fair comparison with CLKs in the empirical analysis, which suggest that the RBF strategy yields more accurate results with more explicit security guarantees.
CONCLUSIONS AND FUTURE WORK
In this paper, we presented a method to construct RBF encodings for use in PRL. Our method is flexible in that it provides for several design choices, which users can adapt to best suit their requirements with respect to security, the speed at which the encodings can be compared to one another, and the desired accuracy of similarity comparisons based on the encodings. Our empirical investigations have shown that using FBFs of dynamic size and sampling random bits from FBFs in a measure commensurate with the discriminatory power of the field are important for secure RBF encodings that facilitate accurate similarity calculations. Most importantly, we have demonstrated that the new encodings are resistant to a cryptanalysis attack that has been successful against previously proposed forms of FBF encodings. We note our approach provides par of the foundation for a private record linkage system, but highlight that additional work is necessary to ensure its application in a complete record linkage framework, which will require coordination for field weighting, blocking, and linkage.
