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In zero magnetic field the ground state manifold of a ferromagnetic spin-1 condensate is SO(3) and exhibitsZ2
vortices as topological defects. We investigate the phase ordering dynamics of this system after being quenched
into this ferromagnetic phase from a zero temperature unmagnetized phase. Following the quench, we observe
the ordering of both magnetic and gauge domains. We find that these domains grow diffusively, i.e. with domain
size L(t) ∼ t1/2, and exhibit dynamic scale invariance. The coarsening dynamics progresses as Z2 vortices
annihilate, however we find that at finite energy a number of these vortices persist in small clumps without
influencing magnetic or gauge order. We consider the influence of a small non-zero magnetic field, which
reduces the ground state symmetry, and show that this sets a critical length scale such that when the domains
reach this size the system dynamically transitions in order parameter and scaling behaviour from an isotropic to
an anisotropic ferromagnetic superfluid.
When a many-body system is quenched across a critical
point into a symmetry breaking phase, the formation of order
in the new phase may undergo universal dynamics [1]. Dur-
ing or soon after the quench, causally disconnected spatial do-
mains of the order parameter develop, with each domain mak-
ing an independent choice of the symmetry breaking phase.
The choice of phases define an equilibrium state manifold.
The domains then grow and compete for the global equilib-
rium state. Often the system exhibits dynamic scale invariance
when the size of the domains L(t) is larger than microscopic
length scales. The domains then grow as L(t) ∼ t1/z where
z is the dynamic critical exponent that defines the dynamic
universality class of the system [1]. The dynamic universal-
ity class is determined by general properties of the system,
such as symmetries and conservation laws, and the nature of
the equilibrium state manifold. The nature of the equilibrium
state manifold also determines what topological defects are
supported, and the annihilation of such defects play an inte-
gral role in the coarsening dynamics [1].
Much of the previous work on coarsening dynamics has
focussed on phenomenological dissipative models in classi-
cal systems. Bose-Einstein condensates provide an isolated
quantum system with a tractable microscopic description to
explore coarsening dynamics. Furthermore, condensates have
gauge symmetries that when combined with spin symmetries
offer a rich array of ground state manifolds and topological
defects to explore. Symmetry breaking has been observed
following quantum phase transitions in ferromagnetic [2–4]
and antiferromagnetic [5, 6] spin-1 condensates, as well as
in immiscible binary condensates [7]. Simulations of phase
ordering in the easy-axis and easy-plane phases in ferromag-
netic spin-1 condensates [8–10] and in an immiscible binary
condensate [11] reveal phase ordering consistent with clas-
sical dynamic universality classes [12]. Coarsening dynam-
ics in systems with U(1) gauge invariance has also been ex-
plored [13–16], however this manifold is shared by a classical
XY spin system. Exploring coarsening dynamics in quantum
systems with more complex manifolds arising from gauge in-
FIG. 1. Ground state phase diagram of a ferromagnetic spin-1 con-
densate as a function of the quadratic Zeeman energy q. The net
Fz magnetization is assumed to be 0. For large q, the condensate is
unmagnetized (polar phase). For q < q0 ≡ 2|gs|n0, the system mag-
netizes. The direction of magnetization is: along z for q < 0, termed
easy-axis; isotropic for q = 0; and in the xy-plane for 0 < q < q0,
termed easy-plane. The choice of spin directions in each phase is
shown by arrows in the respective spin spheres. The red arrow indi-
cates an instantaneous quench from deep in the polar phase to q = 0.
variance has so far received little attention.
The ground state of an isolated ferromagnetic condensate
exhibits an SO(3) symmetry, arising from the full spin and
gauge invariance of the system. Symmetry breaking in this
phase has been observed in the spin-1 case following a tem-
perature quench [4]. A quantum quench from the unmagne-
tised polar phase to the SO(3) phase can also be induced by
quenching the quadratic Zeeman field, see Fig. 1. Coarsening
dynamics in an SO(3) system has recently been explored in
an antiferromagnetic lattice system, but such systems exhibit
geometrical frustration that suppresses the coarsening [17].
Apart from this, coarsening dynamics in an SO(3) system
has to our knowledge not been explored. An SO(3) system
supports Z2 vortices that we can expect to be present during
the coarsening dynamics. Theoretical studies have shown that
Z2 vortices can be stablised in rotating condensates [18–20],
however much less work has explored their role in dynami-
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2cal processes. In addition, questions regarding a topological
phase transition between bound and unbound Z2 vortices have
drawn interest in frustrated antiferromagnetic lattices [21, 22],
but so far results are inconclusive.
In this letter we explore coarsening dynamics in the SO(3)
phase of a ferromagnetic spin-1 condensate following a
quench from the polar phase to the isotropic phase. The
quench is implemented by a sudden change in q from a large
positive energy to q = 0, see Fig. 1. We find that coarsening
of both spin and gauge domains occur, and that both ordering
processes exhibit dynamic scale invariance with a critical ex-
ponent of z = 2. We find that the quench generates many Z2
vortices that initially decay in a way consistent with the for-
mation of order, but for longer times decay much slower with
a persistence of closely “bound” vortices. We also explore
how the coarsening dynamics behaves for small but non-zero
|q| and identify a transition between two different dynamic
universality classes that occurs when the domains grow larger
than a critical size. Our results indicate that it should be pos-
sible to explore the dynamic transition to anisotropic scaling
in current experiments.
System. We consider a quasi-two-dimensional spin-1 con-
densate described by the energy functional [23, 24]
H=
∫
d2x
[
ψ†
(
−~
2∇2
2M
+qf2z
)
ψ +
gn
2
n2+
gs
2
|F |2
]
, (1)
where ψ = (ψ1, ψ0, ψ−1)
T is the spin-1 field, n = ψ†ψ is
the total areal density, and F is the spin density with compo-
nents Fµ = ψ†fµψ, where fµ ∈ {fx, fy, fz} are the spin-1
matrices. The interactions are parameterized by the density
dependent (gn) and spin-dependent (gs) coupling constants.
For stability we must have gn > 0. Ferromagnetic interactions
occur when gs < 0, i.e. the system maximizes |F|. These con-
ditions are realized for 87Rb atoms in the ground state F = 1
hyperfine manifold [25]. A magnetic field along z shifts the
energies of the spin states. We neglect the linear Zeeman shift
in (1) since it can be removed by transforming ψ into a frame
rotating at the Larmor frequency. The quadratic Zeeman shift
q plays a crucial role in determining the ground state, and can
be tuned independently of the magnetic field using external
microwave fields (e.g. see [26]).
The ground state magnetic phases for varying q are shown
in Fig. 1. Here we are interested in the phase ordering near
q = 0. The ground state spinor at q = 0 can be written as [23]
ψ =
√
n0e
iθ
 e−iφ cos2 β21√
2
sinβ
eiφ sin2 β2
 , (2)
where θ is the phase of the spinor component ψ0 and
{φ, β} determine the direction of spin density, F =
n0(sinβ cosφ, sinβ sinφ, cosβ). Spatial variation of θ gives
rise to ψ0 gauge domains, while spatial variation of φ and β
gives rise to magnetic domains.
The full symmetry of the ground state (2) is SO(3) [23].
The first homotopy group of SO(3) is Z2, so that the state (2)
exhibits two distinct topologies, one of which is the defect free
state [23]. Therefore only singly charged defects exist, called
Z2 vortices. The manifold SO(3) is diffeomorphic to the real
projective space RP3, which is the 3-sphere S3 with antipodal
points identified. A Z2 vortex occurs when the order param-
eter around a loop in the physical system maps onto a path
joining two antipodal points in S3, which forms a loop in RP3
that cannot be continuously undone. The annihilation of topo-
logical defects is intimately linked with phase ordering [1].
We expect Z2 vortices to be produced by the quench and de-
cay during the coarsening dynamics. The Z2 vortices couple
the gauge and spin ordering, as a circulation in the gauge an-
gle θ can be continuously transformed into a circulation in
the spin angles φ so that gauge defects and spin defects are
not independent [23, 27]. This is in contrast to the easy-axis
phase, where the gauge and magnetic degrees of freedom sup-
port distinct defects and the ordering of each is different [15].
Coarsening dynamics. To simulate the quench dynamics
we numerically evolve the spin-1 Gross-Pitaevskii equations
(GPEs) [27] on a 1024 × 1024 grid with initial condition of
a polar condensate ψ =
√
n0(0, 1, 0)
T that has vacuum noise
added to Bogoliubov modes with qi = ∞ (qi is the initial
quadratic Zeeman energy) according to the truncated Wigner
prescription [10]. The noise is necessary to seed the forma-
tion of symmetry breaking domains. We study the growth and
coarsening of the order parameters ϕ =
{
F /n0, ψ0/
√
n0
}
by
examining the correlation functions
Gϕ(r, t) =
〈
ϕ(r)†ϕ(0)
〉
t
− |〈ϕ(0)〉t|2 , (3)
where the average is taken at a time t after the quench. We per-
form the average by invoking spatial and rotational invariance
of correlations, and also average over four simulation trajec-
tories conducted with different initial noise. We use a conden-
sate density of n0 = 104/ξ2s , where ξs ≡ ~/
√
q0M is the spin
healing length. The system size is l × l = 800ξs × 800ξs and
gn/|gs| = 10. Microscopic details such as coupling strengths
and grid resolution affect microscopic dynamics but not late
time universal scaling [10, 15].
At t = 0 the quadratic Zeeman shift is instantaneously
quenched to zero. The initial exponential growth of unsta-
ble modes resulting in a growth of the spin density F is well
understood [3, 28–30]. For times t ts ≡ ~/q0 this growth
stabilises, see Fig. 2(a). Across these long evolution times
coherent domains of spin and ψ0 fluctuations coarsen.
We examine the growth of domains by plotting the corre-
lation functions (3) for various times, see Fig. 2(b),(c). The
spatial extent of correlations grow with time (insets) while the
shape of the correlation function is preserved. This shows that
the domain growth is scale invariant, consistent with the the-
ory of phase ordering dynamics. Rescaling the position co-
ordinate of the correlation functions Gϕ by the respective do-
main size Lϕ(t) results in the correlation functions at different
times collapsing onto a single curve, where we take Lϕ(t) to
be the shortest distance where Gϕ(r, t) = 0.2Gϕ(0, t). We
plot the growing length scales LF (t) and L0(t) in Fig. 2(d).
We see that the domains grow as a power law with time
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FIG. 2. (a) Growth of mean squared magnetization and ψ0 fluctua-
tions δψ0 ≡ ψ0 − 〈ψ0〉. Both quantities grow until t ∼ 500ts, and
then remain steady. The final value of mean squared magnetization
is less than the ground state value n20 due to heating from the quench.
The spatial correlation functions of (b) F /n0 and (c) ψ0/
√
n0 [see
Eq. (3)] during the coarsening dynamics. Insets: correlation func-
tions for various times versus the spatial coordinate r. Main plots:
correlation functions for various times versus the rescaled coordi-
nates r/LF (t) for (b) and r/L0(t) for (c). Correlation function col-
lapse onto a single curve shows the domain growth exhibits dynamic
scale invariance. (d) The evolution of LF (t) and L0(t) versus time,
showing that they grow as t1/2.
∼ t1/z , and a fit to this growth gives z = 2. For long wave-
length (low energy) dynamics, the spin denstiy F obeys a
Landau-Lifshitz equation (LLE) modified due to the advec-
tion of the order parameter by the superfluid velocity [31].
Imposing that the LLE equation obeys dynamic scale invari-
ance gives a dynamic critical exponent z = (d+ 2)/2 for a d
dimensional system at low temperatures [32] (see also [33]),
consistent with our results.
Z2 vortices. In addition to long wavelength excitations,
the state (2) supports topological defects known as Z2 vor-
tices. The nontrivial topology of Z2 vortices comes about as
follows. The superfluid velocity for the state (2) is Mv/~ =
∇θ − ∇φ + (1− cosβ)∇φ where single-valuedness of the
state imposes that
∮
C
dθ = 2pinθ,
∮
C
dφ = 2pinφ and∮
C
dβ = 0 for a closed path C, where nθ and nφ are inte-
gers, and (1− cosβ)∇φ is the Berry phase [27]. The dif-
ference between the superfluid velocity and Berry phase is
∇(θ−φ), which is quantized. A state with even phase winding
of∇(θ−φ), i.e. even nθ−nφ, is homotopic to the vortex free
state, while all odd phase windings are topologically equiva-
lent to a single phase winding [23, 27]. The group of homo-
topically distinct topologies in the SO(3) system is therefore
isomorphic to the group Z2, hence the vortex name.
The positions of Z2 vortices can be identified by points
around which the phase winding of θ − φ is odd. Figure 3
shows the decay of the total number of Z2 vortices versus
time. Vortex annihilation occurs through the collision of two
oddly charged vortices. For t . 103ts, the number of Z2
vortices decays as t−1. This decay is consistent with the av-
erage distance between vortices growing as t1/2, i.e. the same
scaling as the domain growth. Thus the annihilation of vor-
tices appears associated with the coarsening dynamics. For
t > 103ts, the decay of Z2 vortices decreases substantially,
even though the magnetic and gauge domains continue to
grow. The residual Z2 vortices must therefore be present in
small (“bound”) groups with a net even charge, so as not to
destroy the magnetic or gauge order. We expect these bound
vortices arise out of heating from the quench. We have also
carried out simulations using the damped spin-1 GPEs [34–
36], which remove excess thermal energy and drives the sys-
tem toward the vortex free ground state. In this case there
is a continual t−1 decay of Z2 vortices [see Fig. 3], consis-
tent with magnetic and gauge ordering (note that we obtain a
t1/2 growth of magnetic and gauge domains in the damped
regime). The bound Z2 vortices therefore annihilate when
damping is included, as expected.
The phase winding of a Z2 vortex is made up of θ and φ
phase windings. We detect Z2 vortices by looking for such
phase winding around plaquettes of size twice our simula-
tion grid spacing. We find these occur predominantly as “spin
vortices” with nφ = ±1, nθ = 0 and “gauge vortices” with
nθ = ±1, nφ = 0. It is not true, however, that spin vortices
affect only spin order and gauge vortices affect only gauge or-
der. Figure 3 shows that throughout the simulation the num-
ber of spin vortices (at the length scale ≈1.6ξs of our vortex
detection) is always much larger than the number of gauge
vortices, even though the spin and gauge coarsening dynam-
ics occur in sync (see Fig. 2). A vortex may consist of spin
circulation at one length scale (say close to the core) but then
be continuously transformed to a gauge vortex at larger length
scales, and vice versa, so that spin and gauge vortices detected
at one length scale can each affect both spin and gauge order
at another length scale.
Coarsening for non zero |q|. During the coarsening for
q = 0, all of the components of F exhibit dynamic scale in-
variance with a length scale that grows as t1/2. In compar-
ison, for the easy-axis phase with q < 0 only the Fz corre-
lations exhibit scale invariant growth but with a t2/3 growth
law, while for the easy-plane phase with 0 < q < q0 only the
F⊥ ≡ Fx + iFy correlations exhibit scale invariant growth
with a t/ log t growth law [9, 10]. This raises the interest-
ing question of how the scaling of correlations of Fz and F⊥
change as |q| → 0, pertinent to spinor experiments which are
able to resolve q to uncertainties of δq . 10−2q0 [37].
We study finite q effects using the correlation functions
Gµ(r, t) =
1
n20
〈
F ∗µ(r)Fµ(0)
〉
t
, (4)
where µ = z,⊥, and extract domain sizes Lµ for different
times by finding the shortest distance at which Gµ(r, t) =
0.2Gµ(0, t). The insets to Fig. 4 show plots of the domain
sizes Lµ versus time for quenches to a range of small q val-
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FIG. 3. Decay of the number ofZ2 vortices (which can be subdivided
into “spin” and “gauge” vortices) with time. Results are the average
of four simulations. For t . 103ts, the number of Z2 vortices de-
cays as t−1, consistent with magnetic and gauge ordering. During
this time the number of spin vortices is much larger than the number
of gauge vortices. For t > 103ts, the decay of Z2 vortices decreases
substantially leading to a significant number of residual “bound” vor-
tices. Results for the number of Z2 vortices for a damped GPE sim-
ulation are also shown.
ues. Initially the domains grow as t1/2, like for q = 0. As
the average domain size increases we observe that the system
transitions to a new dynamic universality class: for q < 0 [In-
set (i)] F⊥ correlations stop growing and then begin to shrink,
while the easy-axis order (Fz) transitions to growing as t2/3;
for q > 0 [Inset (ii)] Fz correlations stop growing and then
begin to shrink, while the easy-plane order (F⊥) transitions
to growing as t/ log t. Phase ordering with a growth law that
depends on length scale also occurs in classical binary flu-
ids [1, 38], however what we observe here differs in that the
order parameter also changes during the transition.
To quantify the transition from isotropic to anisotropic
coarsening we identify the transition length Lq as the maxi-
mum domain size for the non-ordering spin component. That
is, Lq is the maximum value of Lz (L⊥) for q > 0 (q < 0).
The transition length Lq is plotted in Fig. 4 where we observe
that for positive and negative q values Lq is well described by
a critical length Lc = 2~/
√
M |q|, obtained by equating the
domain kinetic energy to |q|.
Conclusion. In this work we have explored the magnetic
and gauge phase ordering dynamics of a ferromagnetic spin-
1 condensate quenched to the isotropic phase. We have
found that the growth of domains is scale invariant with a dy-
namic critical exponent of z = 2. We identify Z2 vortices
that annihilate as order grows. We also observe a dynamic
phase transition from isotropic to anisotropic magnetic order-
ing for quenches to experimentally achievable small values of
|q|. It would be interesting to consider this dynamic transi-
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FIG. 4. The domain size Lq at which coarsening transitions from
isotropic to anisotropic ordering, for q > 0 (magenta circles) and
q < 0 (green squares). We take Lq = maxt Lz (Lq = maxt L⊥)
for q > 0 (q < 0). The line shows Lc (see text). Insets show the
growth of F⊥ (filled circles) and Fz (unfilled diamonds) domains
versus t for (i) q < 0 and (ii) q > 0 (as labelled in insets).
tion from the perspective of non-thermal fixed points, which
have been argued to be more general than equilibrium criti-
cal points [14, 39, 40]. Another interesting future direction
arising from this work is to compare the SO(3) ordering ob-
served here with ordering for an S3 order parameter, which
does not support topologically protected Z2 vortices. This
ground state manifold occurs at the miscibility transition in
a binary condensate [41]. It would also be interesting to ex-
plore if the phase ordering observed here progresses to a state
with quasi-long range order or to a state where order decays
exponentially [42]. This could shed light on the existence of a
topological phase transition between bound and unbound Z2
vortices. We note that while ground state properties of Z2 vor-
tices have been explored [18–20], we are not aware of studies
of Z2 vortex dynamics. Such a study may be possible using
variational Lagrangian methods employed for polar-core and
half-quantum spin vortices [43, 44].
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