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Let X be a compact metric space and f : X → X be continuous. Let h∗( f ) be the supremum
of sequence entropies over all subsequences of N. It is known that if X is a ﬁnite tree then
h∗( f ) ∈ {∞,0, log2}. In this paper we focus on ﬁnite graph and obtain the same result.
Namely, if X is a ﬁnite graph then h∗( f ) ∈ {0, log2,∞}.
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1. Introduction
A compactum is a compact and metrizable space and a continuum is a connected compactum. By a topological dy-
namical system (t.d.s.), we mean a pair (X, f ), where X is a compactum and f : X → X is a continuous map.
For a t.d.s., in 1965 R.L. Adler, A.G. Konheim and M.H. McAndrew introduced the concept of topological entropy h( f )
in [1]. To distinguish between systems with zero entropy, the concept of entropy with respect to a subsequence of natural
numbers is introduced, see [9,5].
To study topological analogy of Kolmogorov systems, the authors in [2,7,6] introduced the notions of entropy pairs, en-
tropy tuples and sequence entropy tuples respectively. Entropy tuples and sequence entropy tuples can be characterized by
using so-called independence, see [7,10]. For a survey of the above results see [4]. In [8] the authors deﬁned a notion called
maximal pattern entropy. It turns out that the maximal pattern entropy h∗( f ) of a t.d.s. is the supremum of sequence en-
tropies over all subsequences of N, and h∗( f ) = max{logn: there is an intrinsic sequence entropy tuple of length n}. Thus,
h∗( f ) = ∞ or logn for some n ∈ N.
Let (X, f ) be a t.d.s. and S(X) be the set of h∗( f ) for all continuous maps f on X . Many authors discussed the S(X) for
a given space X . In [3] the author showed that if X = [0,1] then h∗( f ) ∈ {∞,0, log2}. In [12], it was proved that the same
result holds for a ﬁnite tree. In this paper we focus on a ﬁnite graph and obtain the same result. Namely, if X is a ﬁnite
graph then S(X) = {0, log2,∞}.
This paper is organized as follows. In Section 2 we introduce some results of sequence entropy tuple and the maximal
pattern entropy. Let (G, f ) be a t.d.s., where G is a ﬁnite graph. Sections 3 and 4 are devoted to discuss some properties of
(G, f ). Moreover, a criteria for positive entropy is proved. In Section 5, we show the main theorem (Theorem 5.5).
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Let (X, f ) be a t.d.s. The topological entropy of f , the sequence entropy of f with respect to a subsequence A of N and
the maximal pattern entropy of f are denoted by h( f ), hA( f ) and h∗( f ) respectively. Note that h∗( f ) = supA hA( f ), where
A is over all subsequences of N.
The notions of entropy tuple and sequence entropy tuple were deﬁned in [2,7,6], and the sets of entropy tuples and
sequence entropy tuples of length n will be denoted by En(X, f ) and SEn(X, f ) respectively. A tuple is said to be a pair if
n = 2, and a tuple 〈xi〉ni=1 is intrinsic if xi = x j when i = j. When n = 2 we write En(X, f ) and SEn(X, f ) by E(X, f ) and
SE(X, f ) respectively. Originally entropy tuples and sequence entropy tuples are deﬁned using open covers, now we state
the equivalent deﬁnition given in [7,10] using the notion of independence. Note that a t.d.s. (X, f ) is tame if its enveloping
semigroup is Fréchet, and a topological space X is Fréchet if for any A ⊂ X and any x ∈ A¯, there is a sequence {xn} with
A 
 xn → x.
Deﬁnition 2.1. Let (X, f ) be a t.d.s. For a tuple A˜ = (A1, . . . , Ak) of subsets of X , we say a subset J ⊂ Z+ is an independence
set for A˜ if for any nonempty ﬁnite subset I ⊂ J , we have⋂
i∈I
f −i As(i) = ∅
for any s ∈ {1, . . . ,k}I .
In [10] the authors deﬁned IE-tuples, IT-tuples, and IN-tuples (standing for Entropy, Tame and Null, respectively) as
follows.
Deﬁnition 2.2. We call a tuple x˜ = 〈x1, . . . , xk〉 ∈ Xk:
(1) An IE-tuple if for every product neighborhood U1 × · · · × Uk of x˜ the tuple (U1, . . . ,Uk) has an independence set of
positive density.
(2) An IT-tuple if for every product neighborhood U1 × · · · × Uk of x˜ the tuple (U1, . . . ,Uk) has an inﬁnite independence
sets.
(3) An IN-tuple if for every product neighborhood U1 × · · · × Uk of x˜ the tuple (U1, . . . ,Uk) has arbitrarily long ﬁnite
independence sets.
Then Kerr and Li [10] proved:
Theorem 2.3. Let (X, f ) be a TDS.
(1) A tuple is an entropy tuple iff it is a non-diagonal IE-tuple. In particular a system (X, f ) has zero entropy if and only if every
IE-pair is diagonal (i.e. all its entries are equal).
(2) A tuple is a sequence entropy tuple iff it is a non-diagonal IN-tuple. In particular a system (X, f ) is null if and only if every IN-pair
is diagonal.
(3) (X, f ) is tame iff it has no non-diagonal IT-pair.
Let Pn(X, f ) be one of IEn(X, f ), INn(X, f ) and ITn(X, f ). We can ﬁnd the following theorem in [12].
Theorem 2.4. Let (X, f ) be a t.d.s.:
(a) If 〈x1, . . . , xn〉 ∈ Pn(X, f ) then there exists 〈y1, . . . , yn〉 ∈ Pn(X, f ) such that f (yi) = xi , i = 1, . . . ,n.
(b) Pn(X, f ) = Pn(X, f k) for any k ∈ N.
Huang and Ye [8] have proved
Theorem 2.5. Let (X, f ) be a t.d.s. Then h∗top( f ) = supA hAtop( f ) is the logarithm of the maximal length of an intrinsic sequence
entropy tuple. Consequently, it is logn with n ∈ N ∪ {∞}.
3. Some deﬁnitions and properties on graph
Let G be a ﬁnite graph and f : G → G be a continuous map. Assume that x, y ∈ G are two ﬁxed points. In this section,
we will introduce a concept of “x is IN-reciprocating with respect to y” and show some propositions about it. Now we
introduce some notations about ﬁnite graph.
F. Tan / Topology and its Applications 158 (2011) 533–541 535Fig. 1. For a ﬁnite graph G , we have L(a6) = {(a6;a2)}, L(a0) = {(a0;a1), (a0;a2)}, L(a1) = {(a1;a2), (a1;a3), (a1;a5)}, L(a5) = {(a5;a1), (a5;a3),
(a5;a7), (a5;a8)}.
A space A is called an arc, if A is homeomorphic to the closed interval [0,1]. By a ﬁnite graph G , we mean a nonempty
connected compact one-dimensional polyhedron in R3. Namely, a ﬁnite graph is a continuum which can be written as the
union of ﬁnitely many arcs, any two of which are disjoint or intersect in one endpoint. Each of the arcs is called an edge
of the graph and its ends are vertices. If G is a ﬁnite graph without circle, then we say G is a ﬁnite tree. The cardinality
of the edges with endpoint x is denoted by ValG(x) and is called the valence of x. If ValG(x) > 2, then x is called a branch
point of G . Let d be the metric on G such that for any a,b ∈ G , d(a,b) is the minimal length of arcs in G whose endpoints
are a and b. For any a,b ∈ G , if a,b ∈ E for some edge E , let [a;b] be the arc in E whose endpoints are a,b. Moreover, write
(a;b) = [a;b] \ {a,b}, (a;b] = [a;b] \ {a}. For any  > 0, set
B(x, ) = {y ∈ G: d(x, y) < }.
Let A ⊂ G be a subset, denote the interior of A by int(A) and the closure by A¯.
For a t.d.s. (T , f ), where T is a ﬁnite tree, we have many criterions for positive entropy. One of them is the following
theorem (see [12]). For every i ∈ {1,2}, set
W
(
xi, {x1, x2}
)= ⋂
>0
∞⋃
n=0
f n
(
B(xi, ) ∩ A(x1; x2)
)
,
where A(x1; x2) is the interior of the unique arc with endpoints x1, x2 in T .
Theorem 3.1. Let f be a continuous map from a ﬁnite tree T to itself and x1, x2 ∈ T be two distinct ﬁxed points. If xi ∈ W (x j, {x1, x2})
for every i = j ∈ {1,2}, then h( f ) > 0.
For a continuous map f from a ﬁnite graph G to itself, we want to show a criterion for positive entropy. Of course, we
cannot deal with this question in the same way as Theorem 3.1, but we were inspired by it. To do so, we introduce some
notions and deﬁnitions.
Let f be a continuous map from a ﬁnite graph G to itself and x ∈ G . Let
L(x) = {L(x) ∣∣ L(x) = (x; z), z is a vertex and (x; z) ⊂ E for some edge E}.
See Fig. 1. For any L(x) ∈ L(x) and  > 0, write L(x, ) = L(x) ∩ B(x, ).
Let f be a continuous map from a ﬁnite graph G to itself. For two distinct ﬁxed points x, y ∈ G and L(x) ∈ L(x), we say
x is IN-reciprocating with respect to y along L(x), if there exists {xk}k∈N ⊂ L(x) with limk→∞ xk = x and for any k ∈ N, there
exist positive integers nk1 < n
k
2 < · · · < nkk such that
f n
k
i (xk) ∈
{
B(y, 1k ) if i is an odd number;
B(x, 1k ) if i is an even number.
Let x, y be ﬁxed points. Set
LIN(x, y) =
{
L(x) ∈ L(x) ∣∣ x is IN-reciprocating with respect to y along L(x)}.
We say x is IN-reciprocating with respect to y for f , if LIN(x, y) = ∅.
Note that x, y are both ﬁxed points and f is continuous. According to the deﬁnition, it is easy to check the following
properties.
Property 3.2. Let f be a continuous map from a ﬁnite graph G to itself and x, y ∈ G be two distinct ﬁxed points. Assume that x is
IN-reciprocating with respect to y for f . Write LIN(x, y) = {L1(x), . . . , Lm(x)}. Then:
536 F. Tan / Topology and its Applications 158 (2011) 533–541(1) y is IN-reciprocating with respect to x.
(2) For any positive integer n, x is IN-reciprocating with respect to y for f n. Moreover, LIN(x, y) = {L1(x), . . . , Lm(x)} for f n.
(3) For any  > 0 with d(x, y) >  > 0 and each j ∈ {1, . . . ,m}, we have f (L j(x, )) \ L j(x, ) = ∅. Moreover, f (⋃mi=1 Li(x, )) \⋃m
i=1 Li(x, ) = ∅.
Proposition 3.3. Let f be a continuous map from a ﬁnite graph G to itself and x, y ∈ G be two distinct ﬁxed points. If x is IN-
reciprocating with respect to y, then there exist L(x) ∈ LIN(x, y) and  > 0 such that f M(L(x, )) ⊃ L(x, ) for some M ∈ N. Moreover,
for any δ, 0 < δ   , there exists n ∈ N with L(x, ) ⊂ f nM(L(x, δ)).
Proof. Assume that LIN(x, y) = {L1(x), L2(x), . . . , Lm(x)}. For each  > 0, write W = ⋃mi=1 Li(x, ). Choose 0 > 0 small
enough such that f (B(x, 0)) has no circle and B(x, 0) ∩ B(y, 0) = ∅. By Property 3.2(3),
A = f (W0) \ W0 = ∅.
Write B1i = f −1(A) ∩ Li(x, 0), where 1 i m. Then B1 = f −1(A) ∩ W0 =
⋃m
i=1 B1i .
Step 1. We show that there exists i, 1 i m, such that for each δ > 0, there exists n ∈ N with f −n(B1i ) ∩ Wδ = ∅.
On the contrary, assume that for each 1  i  m, there exists δi > 0 such that f −n(B1i ) ∩ Wδi = ∅ for each n ∈ N.
Then choose 0 < δ  min{δi | 1  i  m}, we have f −n(B1i ) ∩ Wδ = ∅ for each n  0 and each 1  i  m. It equals that
f −n(B1) ∩ Wδ = ∅ for each n 0. Now, we show that f m(Wδ) ⊂ W0 for each m ∈ N.
For m = 1, since f (Wδ) ⊂ f (W0 ), if there exists a ∈ Wδ with f (a) /∈ W0 , then f (a) ∈ A. It implies that a ∈ B1 ∩ Wδ .
It contradicts that f −n(B1) ∩ Wδ = ∅ for each n  0. So f (Wδ) ⊂ W0 . By induction, we assume that for m = k the result
holds. Then for m = k+ 1, since f k(Wδ) ⊂ W0 , if there exists a ∈ Wδ with f k+1(a) /∈ W0 , then f k+1(a) ∈ A. It implies that
a ∈ f −k(B1) ∩ Wδ . It contradicts that f −n(B1) ∩ Wδ = ∅ for each n 0. So f k+1(Wδ) ⊂ W0 .
Since x is IN-reciprocating with respect to y, f m(Wδ) ⊂ W0 for each m ∈ N is a contradiction. So Step 1 is ﬁnished.
Step 2. Assume that i1, 1  i1 m, satisﬁes the condition of Step 1. Choose 1 > 0 with W1 ∩ B1 = ∅. Then f −n1 (B1i1 ) ∩
W1 = ∅ for some n1 ∈ N. Write
B2j = f −n1
(
B1i1
)∩ L j(x, 1)
for each 1 j m. In the same way as above, we have that there exists i2, 1 i2 m, such that for each δ > 0, there exists
n2 ∈ N with f −n2 (B2i2 ) ∩ Wδ = ∅. By induction, for each k ∈ N, choose k > 0 with Wk ∩ Bk = ∅. Write
Bkj = f −nk−1
(
Bk−1ik−1
)∩ L j(x, k−1)
for each 1  j m. Then there exists ik , 1  ik m, such that for each δ > 0, f −nk (Bkik ) ∩ Wδ = ∅ for some nk ∈ N. Since
LIN(x, y) is a ﬁnite set, then there exists L(x) ∈ LIN(x, y) with Bkik ⊂ L(x) for inﬁnite many ik . Note that for each k ∈ N,
f m(Bkik ) ⊂ Bk−1ik−1 for some m ∈ N. It implies the result holds. 
Let f : G → G be a ﬁnite graph map and x, y ∈ G be ﬁxed points. Let L(x) ∈ LIN(x, y) and M ∈ N. For some given positive
number  , we say L(x, ) satisﬁes the property () with respect to M if f M(L(x, )) ⊃ L(x, ) and for any 0 < δ   , there
exists n ∈ N with L(x, ) ⊂ f nM(L(x, δ)).
Proposition 3.4. Let f be a continuous map from a ﬁnite graph G to itself and x, y ∈ G be two distinct ﬁxed points. If x
is IN-reciprocating with respect to y then there exist L(x) ∈ LIN(x, y) and L(y) ∈ LIN(y, x) such that for some N ∈ N, X =⋃∞
i=0 f iN (L(x, )) =
⋃∞
i=0 f iN(L(y, δ)) for some positive numbers  and δ. Moreover, both L(x, ) and L(y, δ) satisfy the property ()
with respect to N.
Proof. According to Proposition 3.3, there exists L(x) ∈ LIN(x, y) such that for some  > 0, L(x, ) satisﬁes the property ()
with respect to m1 for some m1 ∈ N. Set F1 = f m1 ,
X1 =
∞⋃
i=0
F i1
(
L(x, )
)
.
Then X1 is a ﬁnite graph. For the system (X1, F1), by Proposition 3.3, there exists L(y) ∈ LIN(y, x) such that for some ′ > 0,
F. Tan / Topology and its Applications 158 (2011) 533–541 537Fig. 2. For example, assume that the arc A1 = [a1;a2] ⊂ X and ⋃∞i=1 L(pi , δi) ⊂ (a1;a2), where L(pi , δi) ∩ L(p j , δ j) = ∅ for any i = j.
L(y, ′) ⊂ X1 satisﬁes the property () with respect to m′1 for some m′1 ∈ N. Set F ′1 = F
m′1
1 and
Y1 =
∞⋃
i=0
F ′1
i(L(y, ′)).
It is easy to see that Y1 ⊂ X1. If L(x, ) ⊂ Y1 then the proof is ﬁnished. Otherwise, we choose L1(x) ∈ LIN(x, y) such that for
some 1 > 0, L1(x, 1) ⊂ Y1 satisﬁes the property () with respect to m2. Set F2 = F1′m2 . Let
X2 =
∞⋃
i=0
F i2
(
L1(x, 1)
)
.
If L(y, ′) ⊂ X2 then the result holds. Otherwise, we repeat the above process inductively. Note that LIN(x, y) is a ﬁnite set.
Thus there exist L(x) ∈ LIN(x, y) and L(y) ∈ LIN(y, x) to be required. 
4. Criteria for positive entropy on graph
In this section we shall give some conditions under which a ﬁnite graph map f : G → G has positive topological entropy.
We need the following lemma.
Lemma 4.1. Let f be a continuous map from a ﬁnite graph G to itself and ﬁx an arc A ⊂ G with f m(A) ⊃ A for some m. Set X =⋃∞
i=0 f i(A) and P = {p ∈ X | there exists L(p, ) ⊂ X for some  > 0 and f n(A)  L(p, δ) for any 0 < δ   and any n ∈ N}. Then:
(1) P is a ﬁnite set.
(2) For each p ∈ P , p is a periodic point.
Proof. (1) Since X = ⋃∞i=0 f i(A) and f m(A) ⊃ A, it is clear that f (X) = X and the number of connected components of⋃K
i=0 f i(A) is not greater than m for any K ∈ N. Set X =
⋃N
i=1 Ai , where Ai , 1  i  N , are arcs, any two of which are
pairwise disjoint or intersect in one endpoint. If the set P is an inﬁnite set, then there exists an arc B ∈ {A1, . . . , AN} such
that B ∩ P = {pi}i∈N is an inﬁnite set. For each pi , choose L(pi) ∈ L(pi) and δi > 0 such that L(pi, δi) ⊂ B are pairwise
disjoint (see Fig. 2) and f n(A)  L(pi, δi) for each n ∈ N.
Then, there exists some K ∈ N such that (⋃Ki=0 f i(A)) ∩ L(p j, δ j) = ∅ for any 1 j m + 1. It implies that the number
of connected components of
⋃K
i=0 f i(A) is greater than m + 1. It is a contradiction. So the set P is a ﬁnite set.
(2) Note that for each p ∈ P , there exists p1 ∈ f −1(p) such that p1 ∈ P . Since the set P is a ﬁnite set we have p is a
periodic point for each p ∈ P . 
Remark 4.2. In Lemma 4.1, assume that p ∈ P is a ﬁxed point.
(1) Then for any i ∈ N, for each p′ ∈ f −i(p) \ {p}, we have p′ /∈ P . It means that if L(p′, 0) ⊂ X for some 0 > 0 then there
exists 0 < δ  0 such that f n(A) ⊃ L(p′, δ) for some n ∈ N. So, we have that f n(L(p′, δ))  L(p, ) for any n ∈ N and
any  > 0.
(2) Write
L(p, X) = {L(p) ∣∣ L(p) ∈ L(p) and L(p, ) ⊂ X for some  > 0},
C(p, X) = {L(p) ∈ L(p, X) ∣∣ f n(A)  L(p, δ) for any n ∈ N and any δ > 0}
= {L1(p), . . . , Lm(p)}
and C = {1,2, . . . ,m}. Choose arbitrarily  > 0 small enough with f (B(p, )) \ {p} has no vertices. According to (1), we
have that if f (L j(p, )) ∩ Li(p, ) = ∅ for some Li(p), L j(p) ∈ C(p, X) then f (L j(p, )) ⊂ Li(p). Moreover, by (1) and
f (X) = X , for each Li(p) ∈ C(p, X), there exists L j(p) ∈ C(p, X) with f (L j(p, )) ∩ Li(p, ) = ∅. It implies that we can
deﬁne F : C → C by F ( j) = i if f (L j(p, )) ∩ Li(p, ) = ∅. It is clear that F (C) = C .
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Let X be a ﬁnite graph and f : X → X be continuous. Let I, J be intervals contained in X with #(I ∩ J )  1. If f (I) ∩
f ( J ) ⊃ I ∪ J , then (I, J ) is called a horseshoe of f . Moreover, if I and J are nonempty intervals with I ∩ J = ∅ then (I, J )
is called a strong horseshoe of f .
It is clear that if (I, J ) is a strong horseshoe then h( f ) > 0. It is known that (see [11]).
Lemma 4.3. Let G be a ﬁnite graph and f : G → G be continuous. If (I, J ) is a horseshoe of f , then h( f ) > 0.
Theorem 4.4. Let f : G → G be a continuous map on ﬁnite graph G and x, y ∈ G be two distinct ﬁxed points. If x is IN-reciprocating
with respect to y then h( f ) > 0.
Proof. By Proposition 3.3 and Proposition 3.4, let L(x) ∈ LIN(x, y) and L˜(y) ∈ LIN(y, x) such that X = Y , where X =⋃∞
i=0 f i(L(x, )), Y =
⋃∞
i=0 f i(L˜(y, δ)) for some positive numbers , δ. Moreover, L(x, ) and L˜(y, δ) satisfy the property ()
with respect to M . Without loss of generality, assume that M = 1 and the neighborhood B(y, δ) small enough such that
there is no vertices in B(y, δ) \ {y} and f (B(y, δ)) \ {y}.
We have two cases:
Case 1. Assume that f n(L(x, ))  L˜(y, γ ) or f n(L˜(y, δ))  L(x, γ ) for any n ∈ N and γ > 0.
Without loss of generality, assume that f n(L(x, ))  L˜(y, γ ) for any n ∈ N and γ > 0. Choose δ1, δ > δ1 > 0 such that
there is no vertices in f (L˜(y, δ1)) \ {y}, P ∩ L˜(y, δ1) = ∅ where P is deﬁned in Lemma 4.1.
Write L˜(y, δ1) = [y;a]. Let X0 = X \ L˜(y, δ1). In fact, by Remark 4.2, we have
B = f (X0) ∩ L˜(y, δ1) = ∅.
Denote the connected component of [y;a] \ B containing y by [y; c), c = y. Moreover, for each v ∈ (c; y), there is v ′ ∈ B
with f tm(v ′) = v for some t ∈ N (see Fig. 3). Fix z1 ∈ (c;a) such that f (z1) ∈ (y; c). Let
A¯ = [a;b] = f (L˜(y, δ1)) \ L˜(y, δ1).
Then A¯ = ∅ and for any w ∈ L˜(y, δ) \ [y;b], there exists u ∈ A such that f s(u) = w for some s ∈ N. Fix z2 ∈ (a;b) such that
f (z2) ∈ L˜(y, δ) \ [y;b]. Thus f ([z1; z2]) ⊃ [z1; z2]. It implies that there is a ﬁxed point p ∈ [z1; z2] with f (p) = p. Because
we can choose 0 < δN < δ1 more and more small, by induction, limN→∞ δN = 0, it implies that there exist ﬁxed points
{p j} j∈N ⊂ Per( f ) ∩ L˜i(y) such that p j → y. Choose a ﬁxed point pn such that
f
([c;a])∩ f ([pn; y])= ∅.
Hence, there exist u ∈ f ([c;a]) \ [c;a] and v ∈ f ((pn; y)) \ [pn; y] such that f s(u) = pn , f t(v) = p1 for some t, s. Since
P ∩ ([p1;u] ∪ [pn; v]) = ∅, according to Remark 4.2(1), we have ([p1;u], [pn; v]) is a strong horseshoe of f st .
Case 2. Assume that there exist  > 0 and δ′ > 0 such that f m(L(x, )) ⊇ L˜(y, δ′) for some m ∈ N and there exist δ > 0 and
′ > 0 such that f n(L˜(y, δ)) ⊇ L(x, ′) for some n. Since both L(x) and L′(y) satisfy the property () with respect to 1 we
have that (L(x, ), L˜(y, δ)) is a strong horseshoe. 
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Fig. 5. For example, we choose y′′1, y′′2 and z′′1, z′′2 in the neighborhood Ul of f l(x).
5. Sequence entropy for graph maps
In this section we discuss sequence entropies of continuous maps on ﬁnite graphs. It turns out that h∗( f ) = {0, log2,∞}
for any continuous map f : G → G on the ﬁnite graph G .
Theorem 5.1. Let f be a continuous map from a ﬁnite graph G to itself and x, y ∈ G be two distinct periodic points. If 〈x, y〉 ∈ SE(G, f )
then h( f ) > 0.
Proof. Let x, y be periodic points of period m and n respectively. Since 〈x, y〉 ∈ SE(G, f mn) we assume that x and y are ﬁxed
points. Therefore, by Theorem 2.3, it is clear that x is IN-reciprocating with respect to y. Using Theorem 4.4, we ﬁnish the
proof. 
Lemma 5.2. Let f be a continuous map from a ﬁnite graph G to itself and 〈x, y〉 ∈ SE(G, f ). If there exists an edge E ⊂ G such that
{x, f n(x), f m(x)} ⊂ int(E) and y, f n(y), f m(y) /∈ [x; f m(x)] ∪ [ f m(x); f n(x)] for some positive integers n <m, then h( f ) > 0.
Proof. Without loss of generality, we assume that[
x; f m(x)]∪ [ f m(x); f n(x)]⊂ (a;b) ⊂ int(E)
and
y, f m(y), f n(y) /∈ [a;b].
Choose U0,Un,Um ⊂ [a;b] are disjoint open neighborhoods of x, f n(x), f m(x) respectively and f n(U0) ⊂ Un ,
f m−n(Un) ⊂ Um . Choose U ′0,U ′n,U ′m ⊂ G \ [a;b] are disjoint open neighborhoods of y, f n(y), f m(y) respectively and
f n(U ′0) ⊂ U ′n , f m−n(U ′n) ⊂ U ′m . For convenience, we regard the arc [a;b] as the closed interval [a,b].
Note that 〈x, y〉 ∈ SE(G, f N ) for each N ∈ N. Let T = {2knm(m − n)}k∈N . Then we can choose an independence set for
(U0,U ′0) from T . By the deﬁnition of independence set, there exist y′1, y′2 ∈ U0 such that
f n1
(
y′1
) ∈ U0, f n2(y′1) ∈ U ′0
and
f n1
(
y′2
) ∈ U ′0, f n2(y′2) ∈ U0
for some n1,n2 ∈ T . Assume that f i(x) ∈ ( f l(x); f h(x)) where {i, l,h} = {0,m,n} (see Fig. 4).
Then f n j+i([y′1; y′2]) ⊃ Ul or f n j+i([y′1; y′2]) ⊃ Uh for j = 1,2. Without loss of generality, we assume that
f n j+i([y′1; y′2]) ⊃ Ul , j = 1,2. Then we shall show that there exists the horseshoe in Ul .
Set
y′′1 = min
{
f l
(
y′1
)
, f l
(
y′2
)}
, y′′2 = max
{
f l
(
y′1
)
, f l
(
y′2
)}
.
Then, y′′1, y′′2 ∈ Ul , f k(y′′1) ∈ Ui and f k(y′′2) ∈ U ′i , where k = n1 + (i − l) or k = n2 + (i − l) (see Fig. 5).
Let F = f |i−l| . Note that |i − l| ∈ {m,n,m− n} and n1,n1 ∈ T . Then, we have
F K
(
y′′1
) ∈ Ui and F K (y′′2) ∈ U ′i
for some odd number K . So F K [y′′1; y′′2] ⊃ Ul or F K [y′′1; y′′2] ⊃ Uh . We shall show that if F K [y′′1; y′′2] ⊃ Uh then h( f ) > 0. To
prove it, the following assertion is useful.
Assertion 1. If F M(Ul) ⊃ (Ul ∪ Uh) for some M ∈ N, then h( f ) > 0.
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strong horseshoe. This ends the proof of Assertion 1. 
Since Ul ⊃ f l([y′1; y′2]) we have f n j+i−l(Ul) ⊃ f n j+i([y′1; y′2]) ⊃ Ul for j = 1,2. It implies that F K (Ul) ⊃ Ul . If
F K ([y′′1; y′′2]) ⊃ Uh then F K (Ul) ⊃ F K ([y′′1; y′′2]) ⊃ Uh . By Assertion 1, we have h( f ) > 0.
Now assume that F K ([y′′1; y′′2]) ⊃ Ul . In the same way, we can choose z′′1, z′′2 ∈ Ul with z′′1 < z′′2,
F N
(
z′′1
) ∈ U ′i and F N(z′′2) ∈ Ui
for some odd number N ∈ N, see Fig. 5. Moreover, F N ([z′′1; z′′2]) ⊃ Ul .
Since F K ([y′′1; y′′2]) ⊃ Ul ⊃ [y′′1; y′′2] and F N([z′′1; z′′2]) ⊃ Ul ⊃ [z′′1; z′′2], there exist periodic points q ∈ (y′′1; y′′2) and p ∈
(z′′1; z′′2) with F K (q) = q, F N (p) = p.
For [z′′1; p] ⊂ Ul and [p; z′′2] ⊂ Ul , according to Assertion 1 and F N ([z′′1; z′′2]) ⊃ Ul , it is easy to check the following facts.
Fact 1. Let f h(x) < f i(x) < f l(x). If F N ([z′′1; p])  [p; z′′2] or F N ([z′′2; p])  [p; z′′1], then h( f ) > 0; If F K ([y′′1;q])  [y′′1;q] or
F K ([y′′2;q])  [q; y′′2], then h( f ) > 0.
Fact 2. Let f l(x) < f i(x) < f h(x). If F N ([z′′1; p])  [p; z′′1] or F N ([z′′2; p])  [p; z′′2], then h( f ) > 0. If F K ([y′′1;q])  [q; y′′2] or
F K ([y′′2;q])  [q; y′′1], then h( f ) > 0.
By Fact 1 and Fact 2, without lost of generality, we assume that F N ([z′′1; p]) ⊃ [p; z′′2], F N ([p; z′′2]) ⊃ [z′′1; p] and
F K ([y′′1;q]) ⊃ [y′′1;q], F K ([q; y′′2]) ⊃ [q; y′′2].
Note that K ,N are odd numbers, F N ([z′′1; p]) ⊃ [p; z′′2] and F N ([p; z′′2]) ⊃ [z′′1; p]. It follows that there exist z1, z2 ∈
(z′′1; z′′2) ⊂ Ul (z1 < z2) with F (K−1)N (z1) = z′′1 and F (K−1)N (z2) = z′′2. Therefore,
F NK (z1) ∈ U ′i, F NK (z2) ∈ Ui, and F NK
([z1; z2])⊃ Ul.
Since F K ([y′′1;q]) ⊃ [y′′1;q] and F K ([q; y′′2]) ⊃ [q; y′′2], there exist y1, y2 ∈ Ul (y1 < y2) such that F (K−1)N (y1) = y′′1,
F (K−1)N (y2) = y′′2. Then
F NK (y1) ∈ Ui, F NK (y2) ∈ U ′i, and F NK
([y1; y2])⊃ Ul.
If [y1; y2] ∩ [z1; z2] = ∅ then ([y1; y2], [z1; z2]) is a strong horseshoe of F NK . If [y1; y2] ∩ [z1; z2] = ∅ then [y1; z1] ∩
[y2; z2] = ∅. So, we have either F NK ([z1; y1]) ⊃ Ul or F NK ([z1; y1]) ⊃ Uh . Since F N (Ul) ⊃ Ul , by Assertion 1, if
F NK ([z1; y1]) ⊃ Uh then h( f ) > 0. So we assume that F NK ([z1; y1]) ⊃ Ul . For [y2; z2], we have either F NK ([z2; y2]) ⊃ Ul or
F NK ([z2; y2]) ⊃ Uh . For the same reason, we have F NK ([z2; y2]) ⊃ Ul . Therefore, ([y1; z1], [y2; z2]) is a strong horseshoe of
F KN . It means h( f ) > 0. 
Note that points y, f m(y), f n(y) in Lemma 5.2 can be the same.
The following theorem is proved in [12].
Theorem 5.3. If f is a continuous map on the unit circle X = S1 then h∗( f ) ∈ {∞,0, log2}.
Use the same method in the proof of Theorem 5.3, we have
Lemma 5.4. Let f be a continuous map from a ﬁnite graph G to itself. If there exists an edge E = [a;b] such that x, y, z ∈ (a;b) with
〈x, y, z〉 ∈ SE3(G, f ) then h( f ) > 0.
Now, we show the main theorem.
Theorem 5.5. Let f be a continuous map from a ﬁnite graph G to itself. Then h∗( f ) ∈ {∞,0, log2}.
Proof. If h( f ) > 0, then h∗( f ) = ∞. We shall show if h( f ) = 0 then h∗( f ) ∈ {log2,0}. Assume that there is an intrinsic
sequence entropy tuple 〈a,b, c〉. According to Theorem 5.1, assume that there is at most one ﬁxed point in {a,b, c}. Without
loss of generality, assume that a,b are not ﬁxed points. Then there exist a1 ∈ f −1(a), b1 ∈ f −1(b), c1 ∈ f −1(c) such that
〈a1,b1, c1〉 ∈ SE3(G, f ). By induction, for any n ∈ N, there exist an+1 ∈ f −1(an), bn+1 ∈ f −1(bn) and cn+1 ∈ f −1(cn) such
that 〈an+1,bn+1, cn+1〉 ∈ SE3(G, f ). Let A = {an: n ∈ N}, B = {bn: n ∈ N} and C = {cn: n ∈ N}. Thus, there exist edges Ei ,
i = 1,2,3, and an inﬁnite set J = {t1 < t2 < · · ·} ⊂ N such that {at j }∞ ⊂ A, {bt j }∞ ⊂ B , {ct j }∞ ⊂ C ,j=1 j=1 j=1
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3⋃
i=1
int(Ei)
for any j = 1,2, . . . . Since 〈at j ,bt j 〉 ∈ SE(G, f ) for any j, by Lemma 5.2, we have E1 = E2. Since c may be ﬁxed point, we
have two cases. One case is ct j = c for any j ∈ N. Then we can assume that ct j ∈ int(E3). So, using 〈at j , ct j 〉 ∈ SE(G, f )
and Lemma 5.2, we have E1 = E3. Therefore E1 = E2 = E3. By Lemma 5.4, we have h( f ) > 0. Another case is ct j = c for
each j ∈ N. If c /∈ int(E1), by Lemma 5.2, we have h( f ) > 0; If c ∈ int(E1), by Lemma 5.4, we have h( f ) > 0. The proof is
ﬁnished. 
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