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ON SOME RESULTS ON THE STABILITY OF MARKOV
OPERATORS
STANIS LAW WE¸DRYCHOWICZ AND ANDRZEJ WIS´NICKI
Abstract. We formulate a criterion for the existence of an invariant
measure for a Feller semigroup defined on a metric space with the e-
property for bounded continuous functions and use it to prove the as-
ymptotic stability of a semigroup satisfying a lower bound condition.
Our results complement those of A. Lasota and J. A. Yorke in proper
metric spaces and of T. Szarek in Polish spaces.
1. Introduction
This paper is motivated by the study of asymptotic stability of Markov
operators and the work of T. Szarek initiated in [14]. He managed to extend
the Lasota-Yorke lower bound technique [12] from proper metric spaces
to Polish spaces. The crucial difficulty is to establish the existence of an
invariant measure. If bounded sets are relatively compact then it follows
from the Riesz representation theorem and the result of S. R. Foguel [8].
However in Polish spaces, Szarek’s ingenious proof, based on the concept of
tightness, is quite a delicate matter.
We show that it is possible to develop the lower bound technique in any
metric space. Our main new tool is the weak sequential completeness of the
weak topology (i.e., weak∗ topology restricted to countably additive prob-
ability measures). Inspired by the Lasota-York theorem [12, Theorem 4.1]
and refining its proof, we are able to formulate a criterion for the existence
of an invariant measure for a Markov-Feller semigroup with the e-property
for bounded continuous functions, and prove it by extracting a Cauchy se-
quence which, due to sequential completeness of the weak topology, leads
to the existence of an invariant measure. Notice that in Polish spaces, our
criterion is weaker than Szarek’s one (see [17, Proposition 2.1], [11, Theorem
3.1]) and its strengthening in [1, Proposition 2], yet strong enough to prove
the stability results in the spirit of [14, Theorem 3.3] which extend [17, The-
orem 3.3], [19, Corollary 5.4] and [4, Theorem 3.3]. It seems that the general
case of metric spaces has not been carefully studied yet, though there are
some natural spaces which are nonseparable or noncomplete. For example,
the Skorokhod space D[0, 1] with the uniform topology is not separable, and
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equipped with the metric
d(x, y) = inf
λ∈Λ
( sup
t∈[0,1]
|λ(t)− t|+ sup
t∈[0,1]
|x(λ(t))− y(t)|),
is not complete.
The paper is organized as follows. Section 2 contains some notation from
the theory of Markov semigroups. In Section 3 we prove a criterion for the
existence of an invariant measure for a Feller semigroup, which is used in
Section 4 to prove the stability results. An application to iterated function
systems and jump processes, similar to [4, 17], is also given.
2. Markov operators
Let (X, ρ) be a metric space. We write B(x, r) for the open ball with
a centre x and radius r, B (X) for the space of Borel subsets of X and
Bb(X) for the space of (real) bounded Borel measurable functions with the
supremum norm ‖·‖∞. Let Cb(X) denote its subspace of bounded continuous
functions and Lipb(X) the subspace of bounded Lipschitz functions. Let
M1(X) (orM1 for short) be the space of Borel probability measures on X .
For ϕ ∈ Bb(X) and µ ∈M1 we use the notation 〈ϕ, µ〉 =
∫
X
ϕ(x)µ(dx).
Let (Pt)t≥0 be a Markov semigroup defined on Bb(X). Thus Pt1X = 1X
for each t ≥ 0 and Ptϕ ≥ 0 if ϕ ≥ 0. Throughout this paper we shall assume
that the semigroup (Pt)t≥0 is Feller, i.e., Pt(Cb(X)) ⊂ Cb(X) and there exists
a semigroup P ∗t :M1 →M1, t ≥ 0, dual to (Pt)t≥0, i.e., 〈Ptϕ, µ〉 = 〈ϕ, P ∗t µ〉
for every ϕ ∈ Bb(X), µ ∈M1 and t ≥ 0. We shall also assume that (Pt)t≥0
is stochastically continuous, i.e., limt→0+ Ptψ(x) = ψ(x) for ψ ∈ Cb(X) and
x ∈ X.
Recall that µ∗ ∈ M1 is invariant for the semigroup (Pt)t≥0 if P ∗t µ∗ = µ∗
for all t ≥ 0. For a given t > 0 and µ ∈ M1, define Qtµ = t−1
∫ t
0
P ∗s µ ds.
We write Qt(x, ·) := Qtδx. A semigroup (Pt)t≥0 is said to be asymptotically
stable if there exists a unique invariant measure µ∗ ∈M1 such that (P ∗t µ)t≥0
converges weakly to µ∗ as t→∞ for every µ ∈M1.
Definition 2.1. We say that a semigroup (Pt)t≥0 has the e-property if for
any bounded and Lipschitz function ϕ the family of functions (Ptϕ)t≥0 is
equicontinuous at every point x of X , i.e., for any ϕ ∈ Lipb(X) and x ∈ X
we have
lim
y→x
sup
t≥0
|Ptϕ(y)− Ptϕ(x)| = 0.
The e-property was introduced by Szarek as a counterpart of the e-chain
property defined in [13, p.144]. As we work in a general metric space, we will
also consider a little stronger, e-property for bounded continuous functions
(see also [3, 4]). For example, the semigroup
Ptϕ(x) = ϕ(x+ t), ϕ ∈ Bb(R),
has the e-property but there exists a bounded continuous function ψ : R→
R such that (Ptψ)t≥0 is not equicontinuous at any point z ∈ R.
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3. Invariant measures
The following criterion of ‘weak convergence’ is basic for our approach to
construct an invariant measure, see [2, Theorem 8.7.1], [6, Theorem 1].
Theorem 3.1. Let X be a metric space. The weak convergence on M1(X)
is weak sequentially complete, i.e., if a sequence of probablity measures (µn)
satisfies limn,m→∞ |〈ϕ, µn〉 − 〈ϕ, µm〉| = 0 for every ϕ ∈ Cb(X), then it
converges weakly to some µ ∈M1(X).
For a given integer k ≥ 1, t1, ..., tk ≥ 0 and µ ∈M1 we let Qtk ,tk−1,...,t1µ =
Qtk ...Qt1µ. We will use the following two simple lemmas. Let ‖·‖TV denotes
the total variation norm (which agrees with operator norm).
Lemma 3.2. For given k ≥ 1, t1, ..., tk ≥ 0,
lim
T→∞
sup
µ∈M1
‖QT,tk,...,t1µ−QTµ‖TV = 0.
Proof. See, e.g., [9, Lemma 2]. 
Lemma 3.3. For any α ∈ (0, 1), k > 0 and sufficiently small ε > 0 (de-
pending on α and k),
1− α(1 + ε)
1− α(1− k√ε)k > 1−
k+1
√
ε.
Proof. By a direct calculation, using the formula (1− (1− k√ε)k)/ k+1√ε→ 0
when ε→ 0+. 
The following proposition is a key result for our analysis. Its proof is
partly inspired by [12, Theorem 4.1].
Proposition 3.4. Assume that there exists z ∈ X such that for every ε > 0
lim inf
t→∞
1
t
∫ t
0
P ∗s δz(B(z, ε))ds > 0.
If the family (Ptϕ)t≥0 is equicontinuous at z for every ϕ ∈ Cb(X), then the
semigroup (Pt)t≥0 has an invariant probability measure.
Proof. Fix ϕ ∈ Cb(X) and ε¯ > 0. By assumption, there exists δ > 0 such
that
|Ptϕ(x)− Ptϕ(y)| < ε¯
for t ∈ [0,∞) and x, y ∈ B(z, δ). Let
α = lim inf
t→∞
sup
x∈B(z,δ)
Qtδx(B(z, δ)) > 0.
We may assume that α < 1. Select a positive integer K such that 2(1 −
α)K ‖ϕ‖∞ < ε¯. Then there exists 0 < ε < 1 such that 2(1 − α(1 −
K
√
ε)K)K ‖ϕ‖∞ < ε¯, 1−ε(1− K√ε)K < 2 and, by Lemma 3.3,
(3.1)
1− α(1 + ε)
1− (1− k√ε)kα > 1−
k+1
√
ε
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for any k = 1, ..., K. It follows from Lemma 3.2 and the definition of α that
there exists an increasing sequence (tk) ⊂ (0,∞) such that
sup
x∈B(z,δ)
QT,tk,tk−1,...,tjδx(B(z, δ)) > α(1−
ε
3
),(3.2)
Qtk ,tk−1,...,tjδy(B(z, δ)) < α(1 + ε),(3.3) ∥∥QT,tk,...,tjµ−QTµ∥∥TV < min{ ε¯K , αε3 }(3.4)
for any y ∈ B(z, δ), µ ∈M1, k ≥ 1, 1 ≤ j ≤ k and T ≥ tk+1.
Fix positive integers n1, n2 ≥ tK+1. Then there exist xn1 , xn2 ∈ B(z, δ)
such that for any k ≤ K and 1 ≤ j ≤ k,
(3.5) Qni,tk ,tk−1,...,tjδxni (B(z, δ)) > α(1− ε), i = 1, 2.
We show that ∣∣〈ϕ,Qn1δxn1〉− 〈ϕ,Qn2δxn2〉∣∣ < 8ε¯.
To this end, let σk = (1−ε)(1−
√
ε)...(1− k√ε)α and define by induction four
finite sequences of probability measures (µk1), (µ
k
2), (ν
k
1 ), (ν
k
2 ), 1 ≤ k ≤ K
such that supp νki ⊂ B(z, δ), 1 ≤ k ≤ K, and
Qtk ,...,t1Qniδxni =σ1Qtk ,...,t2ν
1
i + σ2(1− σ1)Qtk,...,t3ν2i(3.6)
+ ...+ σk
k−1∏
s=1
(1− σs)νki +
k∏
s=1
(1− σs)µki
for i = 1, 2. If k = 1, we set
ν1i (A) =
Qt1Qniδxni (A ∩B(z, δ))
Qt1Qniδxni (B(z, δ))
,
µ1i (A) =
1
1− σ1 (Qt1Qniδxni (A)− σ1ν
1
i (A)), i = 1, 2.
Notice that µ1i , ν
1
i ∈ M1 since Qt1Qniδxni (B(z, δ)) = QniQt1δxni (B(z, δ)) >
σ1 by (3.5) and supp ν
1
i ⊂ B(z, δ). Clearly, Qt1Qniδxni = (1− σ1)µ1i + σ1ν1i .
Suppose now that we have chosen µj1, µ
j
2, ν
j
1, ν
j
2 (0 ≤ j ≤ k − 1) in such a
way that supp νji ⊂ B(z, δ), 1 ≤ j ≤ k − 1, and
Qtk−1,...,t1Qniδxni = σ1Qtk−1,...,t2ν
1
i + σ2(1− σ1)Qtk−1,...,t3ν2i
+...+ σk−1
k−2∏
s=1
(1− σs)νk−1i +
k−1∏
s=1
(1− σs)µk−1i
for i = 1, 2. It follows from (3.3) that for any 1 ≤ j, s ≤ k − 1,
Qtk,tk−1,...,tsν
j
i (B(z, δ)) =
∫
X
Qtk ,tk−1,...,tsδx(B(z, δ))ν
j
i (dx) < α(1 + ε).
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Hence
k−1∏
s=1
(1− σs)Qtkµk−1i (B(z, δ)) > Qtk,tk−1,...,t1Qniδxni (B(z, δ))
−α(1 + ε)(σ1 + σ2(1− σ1) + ...+ σk−1
k−2∏
s=1
(1− σs))
>α(1− ε)− α(1 + ε)(σ1 + σ2(1− σ1) + ...+ σk−1
k−2∏
s=1
(1− σs)),
since Qtk ,tk−1,...,t1Qniδxni (B(z, δ)) = QniQtk ,tk−1,...,t1δxni (B(z, δ)) > α(1 − ε),
by (3.5). Now notice that from (3.1),
α(1− ε)− α(1 + ε)σ1
1− σ1 = σ1
1− α(1 + ε)
1− σ1 > σ1(1−
√
ε) = σ2,
σ2
1− α(1 + ε)
1− σ2 > σ2(1−
3
√
ε) = σ3,
...
σk−1
1− α(1 + ε)
1− σk−1 > σk−1(1−
k
√
ε) = σk
and consequently,
k−1∏
s=1
(1− σs)Qtkµk−1i (B(z, δ)) > σk
k−1∏
s=1
(1− σs)
which gives
Qtkµ
k−1
i (B(z, δ)) > σk.
Define
νki (A) =
Qtkµ
k−1
i (A ∩B(z, δ))
Qtkµ
k−1
i (B(z, δ))
,
µki (A) =
1
1− σk (Qtkµ
k−1
i (A)− σkνki (A)).
Thus µki , ν
k
i ∈ M1 and supp νki ⊂ (B(z, δ)) for i = 1, 2. Furthermore, (3.6)
is satisfied which completes the inductive step.
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Now, from (3.6), we have∣∣〈ϕ,QtK ,...,t1Qn1δxn1〉− 〈ϕ,QtK ,...,t1Qn2δxn2〉∣∣
≤σ1
∣∣〈ϕ,QtK ,...,t2(ν1i − ν12)〉∣∣ + σ2(1− σ1) ∣∣〈ϕ,QtK ,...,t3(ν21 − ν22)〉∣∣
+ ...+ σk
K−1∏
s=1
(1− σs)
∣∣〈ϕ, νK1 − νK2 〉∣∣+ K∏
s=1
(1− σs)
∣∣〈ϕ, µK1 − µK2 〉∣∣
(3.4)
≤ σ1
∣∣〈ϕ,QtK (ν1i − ν12)〉∣∣ + 2 ε¯K + σ2(1− σ1)
∣∣〈ϕ,QtK ,...,t3(ν21 − ν22)〉∣∣ + 2 ε¯K
+ ...+ σk
K−1∏
s=1
(1− σs)
∣∣〈ϕ, νK1 − νK2 〉∣∣+ K∏
s=1
(1− σs)
∣∣〈ϕ, µK1 − µK2 〉∣∣
≤σ1
∣∣∣∣
〈
1
tK
∫ tK
0
Psϕ ds, ν
1
1 − ν12
〉∣∣∣∣+ σ2(1− σ1)
∣∣∣∣
〈
1
tK
∫ tK
0
Psϕ ds, ν
2
1 − ν22
〉∣∣∣∣
+ ...+ σk
K−1∏
s=1
(1− σs)
∣∣〈ϕ, νK1 − νK2 〉∣∣+ 2 K∏
s=1
(1− σs) ‖ϕ‖∞ + 2(K − 1)
ε¯
K
≤ (σ1 + σ1(1− σK−1) + ... + σ1(1− σK−1)K−1) sup
x,y∈B(z,δ),t≥0
|Ptϕ(x)− Ptϕ(y)|
+ 2(1− σK)K ‖ϕ‖∞ + 2(K − 1)ε¯ <
σ1
σK−1
ε¯+ ε¯+ 2(K − 1) ε¯
K
< 5ε¯
and hence∣∣〈ϕ,Qn1δxn1〉− 〈ϕ,Qn2δxn2〉∣∣ ≤ ∣∣〈ϕ,QtK ,...,t1Qn1δxn1〉− 〈ϕ,QtK ,...,t1Qn2δxn2〉∣∣+2ε¯K < 6ε¯.
Therefore,
|〈ϕ,Qn1δz〉 − 〈ϕ,Qn2δz〉| ≤
∣∣〈ϕ,Qn1δz〉 − 〈ϕ,Qn1δxn1〉∣∣
+
∣∣〈ϕ,Qn1δxn1〉− 〈ϕ,Qn2δxn2〉∣∣+ |〈ϕ,Qn2δxn2〉 − 〈ϕ,Qn2δz〉|
<
1
n1
∫ n1
0
|Psϕ(z)− Psϕ(xn1)| ds+ 6ε¯+
1
n2
∫ n2
0
|Psϕ(z)− Psϕ(xn2)| ds < 8ε¯
for n1, n2 ≥ tK+1. Hence
lim
n,m→∞
|〈ϕ,Qnδz〉 − 〈ϕ,Qmδz〉| ≤ 8ε¯
and letting ε¯→ 0, we have
(3.7) lim
n,m→∞
|〈ϕ,Qnδz〉 − 〈ϕ,Qmδz〉| = 0
which shows that (Qnδz)n∈N is a weak Cauchy sequence. We now conclude
from Theorem 3.1 that (Qnδz) converges weakly to some probability mea-
sure µ∗ which is invariant for the semigroup (Pt)t≥0 since, by a standard
argument,
‖P ∗t Qnδz −Qnδz‖TV ≤
4t
n
→ 0 if n→∞
for every t ≥ 0, and P ∗t is weakly continuous (as the dual of a Feller opera-
tor). 
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Remark 3.5. If X is complete and each Qnδz is tight, it follows from [2,
Corollary 8.6.3] that for the uniform tightness of (Qnδz)n∈N it is sufficient
to obtain (3.7) for every bounded Lipschitz function ϕ. Then there exists
a subsequence (Qnkδz)k∈N converging weakly to a (Pt)-invariant probability
measure µ∗. Therefore, we can relax the assumption of the e-property for
bounded continuous functions in Proposition 3.4 to the (usual) e-property
in this case (e.g., in Polish spaces).
We can now state our criterion for the existence of the invariant measure
of a Markov semigroup in any metric space (in particular, nonseparable or
noncomplete).
Theorem 3.6. Let X be a metric space and assume that there exists z ∈ X
and a probability measure µ such that for every ε > 0
lim inf
t→∞
1
t
∫ t
0
P ∗s µ(B(z, ε))ds > 0.
If (Ptϕ)t≥0 is equicontinuous at z for every ϕ ∈ Cb(X), then the semigroup
(Pt)t≥0 has an invariant probability measure.
Proof. Consider two cases. If there exists δ¯ > 0 such that
lim inf
t→∞
sup
x∈B(z,δ)
Qtδx(B(z, δ)) > 0
for every δ ∈ (0, δ¯), then we can follow the proof of Proposition 3.4 directly.
Thus it suffices to consider the case when there exists δ¯ > 0 such that
lim inf
t→∞
sup
x∈B(z,δ)
Qtδx(B(z, δ)) = 0
for every δ ∈ (0, δ¯). Then we can follow the proof of the proposition with
δxn1 , δxn2 replaced by µ. 
Remark 3.7. As noted in the Introduction, in the case of Polish spaces,
our condition is stronger than that in [11, Theorem 3.1], which is in turn
stronger than the condition given in Proposition 2 of [1]: there exists z ∈ X
such that for every ε > 0,
lim sup
t→∞
sup
µ∈M1
1
t
∫ t
0
P ∗s δz(B(z, ε))ds > 0.
It results from our method that refines the technique from [12]: it appears
that we have to control eventually the whole sequence (Qnµ) to be able to
select the same subsequence for any ε¯ > 0. On the other hand, even in a
Polish space, this gives a new, perhaps more direct way to find an invariant
measure that may have further consequences.
Note that our approach works in the discrete case as well and thus we
have the following theorem (see, e.g., [7] for unexplained notions).
Theorem 3.8. Let X be a metric space and π : X × B (X) → [0, 1] a
transition function for a discrete-time Markov chain Φ. Assume that there
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exists z ∈ X and a probability measure µ such that for every ε > 0
lim inf
n→∞
(
1
n
n∑
i=1
∫
X
πi(x,B(z, ε))µ(dx)
)
> 0.
If the family
{∫
X
ϕ(y)πn(z, dy) : n ∈ N} is equicontinuous for every ϕ ∈
Cb(X), then Φ has an invariant probability measure.
Notice that although in Polish spaces our results are weaker than Szarek’s
theorem [17, Proposition 2.1] (see also [11, Theorem 3.1]), they are strong
enough to be applied analogously in the theory of iterated function systems
and stochastic partial differential equations as the following example shows
(at least when X is complete).
Example 3.9. (see [17, Example, p. 1853]). Let X be a complete metric
space and consider on X an iterated function system
(w, p)N = (w1, ..., wN , p1, ..., pN).
Thus wi : X → X are continuous transformations and pi : X → [0, 1], i =
1, ..., N, are continuous functions that satisfy
∑N
i=1 pi(x) = 1 for x ∈ X.
Furthermore, let (Ω,F ,P) be a probability space and (τn)n≥0 be a sequence
of random variables τn : Ω → R+ with τ0 = 0 and such that ∆τn = τn −
τn−1 are independent and have the same density γe−γt. Given a continuous
semi-flow (S(t))t≥0 on X, we define the Markov chain Φ = (Φn)n≥1 in the
following way: choose x ∈ X and let ξ1 = S(τ1)(x). Next, we randomly select
an integer i1 from the set {1, ..., N} in such a way that the probablity of
choosing k is pk(ξ1). Set Φ1 = wi1(ξ1). Having Φ1 we define ξ2 = S(∆τ2)(Φ1),
select i2 in a similar way, set Φ2 = wi2(ξ2) and so on. As in [17] we make
the following assumptions:
(i) there exists r < 1 such that for x, y ∈ X,
N∑
i=1
pi(x)ρ(wi(x), wi(y)) ≤ rρ(x, y),
(ii) there exists a > 0 such that for x, y ∈ X,
N∑
i=1
|pi(x)− pi(y)| ≤ aρ(x, y),
(iii) there exists κ > 0 such that for x, y ∈ X and t ≥ 0,
ρ(S(t)(x), S(t)(y)) ≤ eκtρ(x, y).
Moreover, we assume that r + κ
γ
< 1 and the semi-flow (S(t))t≥0 has a
(compact) global attractor. Define
Pf(x) =
N∑
i=1
∫ ∞
0
γe−γtpi(S(t)(x))f(wi(S(t)(x)))dt
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for f ∈ Cb(X), x ∈ X , and notice that for every ε > 0 there exists t¯ > 0
such that
P ∗µ(
⋃N
i=1
⋃
t∈[0,t¯]
wi(S(t)B)) > µ(B)− ε
for every B ∈ B (X) and µ ∈M1. Hence P ∗ transforms tight measures into
tight measures. Then, taking into account [16, Corolary 2.4.1] and Remark
3.5, the proof given in [17] applies verbatim here to the general case and
shows that Φ has an invariant probablity measure when X is a complete
metric space.
4. Asymptotic stability
In this section we prove the following criterion of stability which extends
[19, Corollary 5.4] and, in the discrete case, [17, Theorem 3.3]. The proof
is an application of Proposition 3.4 and adapts the arguments from [12,
Theorem 4.1] (see also [18, Theorem 2]).
Theorem 4.1. Let (Pt)t≥0 be a Feller semigroup such that for any ϕ ∈
Cb(X) the family (Ptϕ)t≥0 is equicontinuous at every point x of X. Then
(Pt)t≥0 is asymptotically stable if and only if there exists z ∈ X such that
for every ε > 0
(4.1) inf
x∈X
lim inf
t→∞
P ∗t δx(B(z, ε)) > 0.
Proof. If (Pt)t≥0 is asymptotically stable with an invariant probability mea-
sure µ∗, then for all z ∈ suppµ∗ and x ∈ X,
lim inf
t→∞
P ∗t δx(B(z, ε)) ≥ µ∗(B(z, ε)) > 0.
To prove the reverse implication, fix ε > 0, µ1, µ2 ∈ M1 and ϕ ∈ Cb(X).
By assumption, there exists δ > 0 such that
|Ptϕ(x)− Ptϕ(y)| < ε
for t ∈ [0,∞) and x, y ∈ B(z, δ). By (4.1), there exists α > 0 such that
lim inf
t→∞
P ∗t δx(B(z, δ)) > α
for every x ∈ X. Then, by Fatou’s lemma,
(4.2) lim inf
t→∞
P ∗t ν(B(z, δ)) ≥
∫
X
lim inf
t→∞
P ∗t δx(B(z, δ))ν(dx) > α
for every ν ∈ M1. We shall define a sequence (tk) ⊂ T and four sequences
of probability measures (µk1), (µ
k
2), (ν
k
1 ), (ν
k
2 ) by induction. Let t0 = 0, µ
0
1 =
ν01 = µ1, µ
0
2 = ν
0
2 = µ2. Suppose that we have chosen tk−1, µ
k−1
1 , µ
k−1
2 , ν
k−1
1 , ν
k−1
2
(k ≥ 1). According to (4.2), take tk such that
(4.3) P ∗tkµ
k−1
i (B(z, δ)) > α, i = 1, 2,
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and define
νki (A) =
P ∗tkµ
k−1
i (A ∩ B(z, δ))
P ∗tkµ
k−1
i (B(z, δ))
,
µki (A) =
1
1− α(P
∗
tk
µk−1i (A)− ανki (A))
for A ∈ B (X) , i = 1, 2. It is not difficult to see, using (4.3), that νki , µki are
probability measures. Now notice that
P ∗tkµ
k−1
i = (1− α)µki + ανki
and it is easy to verify by induction that
P ∗t1+...+tkµi = αP
∗
t2+...+tk
ν1i+α(1−α)P ∗t3+...+tkν2i+...+α(1−α)k−1νki +(1−α)kµki
for k ≥ 1 and i = 1, 2. Hence
|〈ϕ, P ∗t µ1〉 − 〈ϕ, P ∗t µ2〉|
=
∣∣〈Pt−(t1+...+tk)ϕ, P ∗t1+...+tkµ1〉− 〈Pt−(t1+...+tk)ϕ, P ∗t1+...+tkµ2〉∣∣
≤α ∣∣〈Pt−t1ϕ, ν11 − ν12〉∣∣ + α(1− α) ∣∣〈Pt−(t1+t2)ϕ, ν21 − ν22〉∣∣
+ ... + α(1− α)k−1 ∣∣〈Pt−(t1+...+tk)ϕ, νk1 − νk2〉∣∣ + 2(1− α)k
≤ (α + α(1− α) + ...+ α(1− α)k−1) sup
x,y∈B(z,δ),t≥0
|Ptϕ(x)− Ptϕ(y)|
+ 2(1− α)k ≤ ε+ 2(1− α)k
for t ≥ t1 + ... + tk, ϕ ∈ Cb(X) and µ1, µ2 ∈M1. In particular,
|〈ϕ, P ∗t µ1〉 − 〈ϕ, µ∗〉| ≤ ε+ 2(1− α)k,
where µ∗ is an invariant measure from Proposition 3.4. Letting ε→ 0, k →
∞, yields
lim
t→∞
|〈ϕ, P ∗t µ1〉 − 〈ϕ, µ∗〉| = 0
which shows that (Pt)t≥0 is asymptotically stable. 
As it was noted in Remark 3.5, we can weaken the assumption to the
plain e-property in the above theorem when X is complete and each Qnδz is
tight. A sufficient condition for Polish spaces was given in Theorem 1 of [1].
We show that it is also a necessary condition, which leads to the following
theorem.
Theorem 4.2. Let (Pt)t≥0 be a Feller semigroup on a Polish space X with
the e-property. The following conditions are equivalent:
(i) There exists z ∈ X such that for every ε > 0
inf
x∈X
lim inf
t→∞
P ∗t δx(B(z, ε)) > 0,
(ii) For any ε > 0 and bounded set A ⊂ X there is a bounded Borel set
B ⊂ X such that
sup
µ∈MA
1
lim sup
t→∞
1
t
∫ t
0
P ∗s µ(B)ds > 1− ǫ
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and, there is z ∈ X such that for any ε > 0 and bounded set A ⊂ X
inf
µ1,µ2∈MA1
sup
t>0
min{P ∗t µ1(B(z, ε)), P ∗t µ2(B(z, ε))} > 0,
(iii) (Pt)t≥0 is asymptotically stable.
Proof. By Theorem 4.1 and Remark 3.5, (i) and (iii) are equivalent. By [1,
Theorem 1] (ii) implies (iii), so it suffices to show that (iii)⇒(ii). Suppose
that (Pt)t≥0 is asymptotically stable with an invariant probability measure
µ∗. Then, for any ε > 0, there exists a compact set K such that
lim sup
t→∞
1
t
∫ t
0
P ∗s µ(K)ds ≥ lim inf
t→∞
P ∗t µ(K) ≥ µ∗(K) > 1− ε
and the first condition holds with B = K for any µ ∈M1. Likewise,
lim inf
t→∞
P ∗t µ(B(z, ε)) ≥ µ∗(B(z, ε)) > 0
for any z ∈ supp µ∗ and µ ∈M1, which is stronger than we need. 
Since our approach also works in the discrete case, we obtain the following
theorem which extends [17, Theorem 3.3].
Theorem 4.3. Let X be a metric space and π : X × B (X) → [0, 1] a
transition function for a discrete-time Markov chain Φ. Assume that there
exists z ∈ X such that for every ε > 0 there exists α > 0 such that
lim inf
n→∞
πn(x,B(z, ε)) ≥ α
for every x ∈ X. If the family {∫
X
ϕ(y)πn(z, dy) : n ∈ N} is equicontinuous
for every ϕ ∈ Cb(X), then Φ has a unique invariant probability measure µ∗
and
∫
X
πn(x, ·)µ(dx) converges weakly to µ∗ as n→∞ for every µ ∈M1.
Finally, let us point out that if (Pt)t≥0 is an asymptotically stable Feller
semigroup with the e-property for bounded continuous functions, then it
converges weakly to µ∗, uniformly on compact sets.
Theorem 4.4. Let K be a compact subset of a metric space X and (Pt)t≥0
an asymptotically stable Feller semigroup such that for any ϕ ∈ Cb(X) the
family (Ptϕ)t≥0 is equicontinuous at every point x of X. Then there exists
µ∗ ∈M1 such that
lim
t→∞
sup
x∈K
|Ptϕ(x)− 〈ϕ, µ∗〉| = 0
for every ϕ ∈ Cb(X). If a metric space X is complete and P ∗t δx is tight
for every t ≥ 0 and x ∈ K, then the e-property for bounded continuous
functions may be relaxed to the (plain) e-property.
Proof. Fix ϕ ∈ Cb(X). By assumption, there exists µ∗ ∈M1 such that
lim
t→∞
〈ϕ, P ∗t δx〉 = lim
t→∞
Ptϕ(x) = 〈ϕ, µ∗〉
for every x ∈ X. Fix ε > 0. Since (Ptϕ)t≥0 is equicontinuous at a point
x ∈ X , there exists δx ∈ (0, ε) such that
|Ptϕ(x)− Ptϕ(y)| < ε
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for t ∈ [0,∞) and y ∈ B(x, δx). Since K is compact, there exist x1, ..., xn ∈
K such that for every y ∈ K there exists 1 ≤ i ≤ n such that y ∈ B(xi, δxi)
and hence |Ptϕ(xi)− Ptϕ(y)| < ε. Thus
lim sup
t→∞
sup
y∈K
|Ptϕ(y)− 〈ϕ, µ∗〉| ≤ ε+ lim
t→∞
sup
1≤i≤n
|Ptϕ(xi)− 〈ϕ, µ∗〉| ≤ ε
and letting ε→ 0 proves the first half of the theorem.
Now suppose that X is complete and each P ∗t δx is tight. We show that
the family {P ∗t δx : t ≥ 0, x ∈ K} is uniformly tight. To this end, choose
a sequence {P ∗tnδxn}n∈N, xn ∈ K and let a subsequence (xnk) tends to an
x0 ∈ K Since (Pt)t≥0 is an asymptotically stable semigroup with the e-
property,
lim
k→∞
〈
ψ, P ∗tnk δxnk
〉
= lim
k→∞
Ptnkψ(xnk) = limk→∞
Ptnkψ(x0) = 〈ψ, µ∗〉
for every ψ ∈ Lipb(X). Since Lipb(X) is convergence determining (see, e.g.,
[7, Theorem 3.3.1]), P ∗tnk δxnk is weakly convergent to µ∗. Hence {P
∗
t δx : t ≥
0, x ∈ K} is uniformly tight (see, e.g., [2, Theorem 8.6.2]). Thus, for every
ε > 0 there exists a compact set Kε such that P
∗
t δx(X \Kε) < ε for every
t ≥ 0 and x ∈ K. Fix ε > 0 and ϕ ∈ Cb(X). Since Lip(Kε) is dense in C(K)
for ‖·‖∞ , there exists ψ ∈ Lip(Kε) such that |ϕ(x)− ψ(x)| < ε for x ∈ Kε.
By the Kirszbraun-McShane-Whitney theorem (see, e.g., [5, Prop. 11.2.3]),
we can extend it to ψ¯ ∈ Lipb(X). Thus∣∣Ptϕ(x)− Ptψ¯(x)∣∣ = ∣∣〈ϕ, P ∗t δx〉 − 〈ψ¯, P ∗t δx〉∣∣
≤
∫
X\Kε
∣∣ϕ(y)− ψ¯(y)∣∣P ∗t δx(dy) +
∫
Kε
∣∣ϕ(y)− ψ¯(y)∣∣P ∗t δx(dy)
≤ ε(∥∥ϕ− ψ¯∥∥+ 1)
for every x ∈ X and t ≥ 0. From the e-property, (Ptψ¯)t≥0 is equicontiuous
at every point x of X and by the above argument, (Ptϕ)t≥0 is equicontiuous
at every point, too. We can now repeat the arguments from the first part
of the proof. 
Since the above result is also valid in the discrete case, we obtain the
following generalization of [4, Theorem 3.3].
Theorem 4.5. Let K be a compact subset of a metric space. Under the
assumptions of Theorem 4.3,
lim
n→∞
sup
suppµ⊂K
∣∣∣∣
〈
ϕ,
∫
X
πn(x, ·)µ(dx)
〉
− 〈ϕ, µ∗〉
∣∣∣∣ = 0.
In particular, πn(x, ·) converges weakly to µ∗, uniformly on compact subsets
of X.
Notice that if X is complete and each πn(x, ·) is tight, it follows from
Remark 3.5 and the second part of Theorem 4.4 that it is sufficient to assume
that the family
{∫
X
ϕ(y)πn(z, dy) : n ∈ N} is equicontinuous for every ϕ ∈
Lipb(X) rather than for every bounded continuous ϕ. It enables us to extend
Theorem 6.1 in [4]. Let X be a complete metric space and consider on X
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an iterated function system (w, p)N = (w1, ..., wN , p1, ..., pN) as in Example
3.9. Let R denote the collection of all couples (r, ω) of nondecreasing and
continuous at 0 functions from [0,∞) into [0,∞) with r(0) = ω(0) = 0 such
that the series
∑∞
n=1 ω(r
n(t)) is convergent and r(t) < t for some T > 0 and
every 0 < t < T.
Theorem 4.6. Let the iterated function system (w, p)N on a complete met-
ric space X satisfy
N∑
i=1
pi(x)ρ(wi(x), wi(y)) ≤ r(ρ(x, y)),
N∑
i=1
|pi(x)− pi(y)| ≤ ω(ρ(x, y))
for all x, y ∈ X and a couple of concave functions (r, ω) ∈ R. Furthermore,
suppose that there exist xˆ ∈ X with min1≤i≤N pi(xˆ) > 0 and k ∈ {1, ..., N}
such that wk is a contraction and infx∈X pk(x) > 0. Then the transition
operator
Pf(x) =
N∑
i=1
f(wi(x))pi(x)
corresponding to (w, p)N is asymptotically stable and ((P
∗)nδx(·)) := (P n1(·)(x))
converges weakly to a unique µ∗ ∈M1 uniformly with respect to x on com-
pact subsets of X.
Proof. We can prove analogously to Theorem 5.1 in [4] that the family
{P nϕ : n ∈ N} is equicontinuous at every point x ∈ X for any ϕ ∈ Lipb(X).
Now, the arguments of [4, Theorem 6.1], Theorem 4.3 and Remark 3.5 show
that P is asymptotically stable. Since X is complete and P ∗ transforms
tight measures into tight measures, analysis similar to that in the proof
of Theorem 4.4 shows that {P nϕ : n ∈ N} is also equicontinuous for any
ϕ ∈ Cb(X). We can now apply Theorem 4.5. 
Remark 4.7. Recall [16] that a Markov operator P ∗ : M1 → M1 is con-
centrating if for every ε > 0 there exists a Borel set C ⊂ X with diamC < ε
such that
inf
µ∈M1
lim inf
n→∞
(P ∗)n(C) > 0.
It was proved in [14, Theorem 3.3] that a Markov operator defined on a
Polish space, which is concentrating and nonexpansive in the Fortet-Mourier
norm, is asymptotically stable. It is not clear whether a similar result is also
valid in any metric space.
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