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The financial markets of Hong Kong have developed
rapidly during the recent decade. Many empirical studies of
the behaviour of the stock market have been conducted.
There were, however, some controversies as to whether the
market is efficient or not. Based on the studies of
Law(1983) and Dodds(1983), we believe that the market is
rather inefficient in 'weak' form. So the usage of
'fundamental analysis' and 'technical analysis' is
justified.
One of the objective of the present study is to develop
multiple regression models to supplement the 'fundamental
analysis'. It was found that the trade balance, consumer
price index and money supply all lead the Hang Seng Index in
a significant way. However, the accuracy of the forecasts
do not justify our reliance on the model. The model should
be improved if we want to use it for investment purpose.
Another objective of the present study is to develop-
ARIMA models to supplement the 'technical analysis'. Nine
stocks were selected for this purpose. Of these-nine
models, two were found to be useful for investment purpose.
However, the financial analysts' judgement is still the most
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important element in making investment decision.
The conclusion is that the application of ARIMA-
modeling has a higher potential than the multiple regression
modeling. However, the cost of building such models may be
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for many years, financial analysts have been using the
techniques of 'technical analysis' and 'fundamental
analysis' in analyzing the behaviour of stock prices.
However, an important model-- the Efficient Market
Hypothesis-- developed mainly in the academic world, casts
serious doubts on the values of 'technical analysis' and
'fundamental analysis'. As Fama(1965) has suggested, a
simple random selection policy may be as good as the two
techniques used by the financial analysts if the market is
efficient and the financial analysts have no insider
information-
Maiy empirical testings of the Efficient Market
Hypothesis were then conducted in countries such as United
States, United Kingdom and other European countries.' The
evidences shows that the stock market of United States is
rather efficient both in 'weak', 'semi-strong' and 'strong'
forms, :but the stock markets of United Kingdom, France,
Germany, Italy, the Netherlands, Beligium, Switzerland and
Sweden all show deviations from the hypothesis in a
1 See Fama(1970), Elton and Gruber(1975) and
Richards(1979).
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'weak' form (there are not much testings done in
'semi-strong' and 'strong' forms). The hypothesis is then
inadequate to explain the behaviour of stock prices in a
global context.
In Hong Kong, many empirical studies of-the behaviour
of the stock market has been conducted during the recent
years. There were, however, some controversies as to
whether the behaviour of the stock market of Hong Kong
conforms to the Efficient Market Hypothesis. The studies of
Wong(1980), Wan(1980) and Cheng(1980) all supported the
'weak' form of the Efficient Market Hypothesis. The study
of Law(1983), however, expresses unsatisfaction with these
previous studies for three reasons. (1) The researchers
usually employed monthly or even annual data for
exminations. (2) A relatively small sample of stocks were
selected, usually concentrated on the stocks constituting
the Hang Seng Index. (3) The statistical tools employed for
the purpose are inadequate. He then goes on using three
tests, serial correlation analysis, regression analysis and
runs test analysis, to test the hypothesis. Based on his
findings, 19 stocks out of 56 stocks fulfiled two criteria
as non-random. In a more recent survey by Dodds(1983), the
testings done in Hong Kong, Kula Lumper and Singapore, using
weekly and daily data, indicated a divergency from the,
Efficient Market Hypothesis. He suggested that these
departures are probably to be found in some of the technical
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and institutional characteristics of these markets
If we accept the conclusion of Law(1983) and
Dodds(1983), it was natural for the financial analysts of
Hong Kong to rely on 'technical analysis' and 'fundamental
analysis' in predicting stock prices. In a survey done by
Cheng(1980), the financial analysts of Hong Kong considered
price earning ratio, earnings per share, after tax net
earning and dividen per share as important in their
long-term investment decisions. For short-term investment
decisions, stock's daily turnover volume, daily prices
changing pattern and trend line of share price index moving
average are the important factors affecting their decisions.
.Basically, it shows that 'fundamental analysis' is important
for long-term investment decisions while 'technical
analysis' is important for short-term investment decisions.
Law(1983) suggested that macro-information such as
trade surplus or deficit, expected and actual changes of
domestic and foreign interest rates may affect the stock
prices. Also, Ho(1983) established the relationship between
stock prices and M2. In other words, some macroeconomic
variables may of affect the stock prices. One of the objective
of the present study is to develop a multiple regression
model to supplement the 'financial analysts' 'fundamental
analysis' in making long-term investment decisions.
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A widely used short-term forecasting method, the
Box-Jenkins Univariate Model or Autoregressive Integrated
Moving Average Model (ARIMA) can also be used to supplement
the financial analysts' 'technical analysis' in making
short-term decisions. Another objective of the study is to
develop adequate ARIMA models for a number of selected
stocks.
Moreover, if adequate ARIMA models can be built, they
will provide more evidence to support the conclusions of
Law(1983) and Dodds(1983).
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Chapter 2 The Data
The data used in the study were collected from standard
sources. Daily closing prices were obtained from Hong Kong
Economic Journal and monthly Hang Seng Index were obtained
from the Hong Kong Economic Journal Monthly. Monthly
unemployment rate, trade balance, Hang Seng price index,
money supply, total saving deposit and Hong Kong Bank's best
lending rate were obtained from the Monthly Digest of
Statistics.
The stocks were deliberately selected so that they all
fulfiled at least two criteria of non-random in Law's
study(1983). Moreover, they were distributed in differnet
industries. In banking and finance-industry, Hang Seng Bank
and Hong Kong Bank were selected. In building and real
estate, industry, Far East Consortium and New World were
selected. In hotel and tourism industry, Far East Hotels
and Hong Kong Hotels were selected. In conglomerate and
other commercial enterprises industry, Hutchison Whampoa was
selected. In manufacturing industry, Green Island:Cement
was selected. In shipping and godown industry, Kowloon
Wharf was selected.
In the building of the multiple regression models, Hang
Seng Index is the dependent variable.- Monthly data from
.Tanuarv 1981 to July 1985 were selected. This is a rather
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lengthy period for the long-term investment decision making
of the financial analysts. Also, the estimates from
September 1985 to February 1986 are used to evaluate the
accuracy of the forecasting values of the multiple
regression models.
For the building of ARIMA models, we required at least
60 observations. The period from September to November
1985, which included 63 transaction days, was selected. The
length of this series may be considered as representative as
Cootner(1962) had suggested, and be of more interest as the
.time horizon for the decision making of speculators. Also,
the first ten observations from-December 1985 are used to
evaluate the accuracy of the forecasting values of the ARIMA
models.
In the final chapter, the findings from the study will
be used to illustrate how the financial analysts can use the
models to supplement their investment and buying and selling
decisions.
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Chapter 3 Multiple Regression Modeling
3.1 Introduction
It is widely accepted that there is a strong
relationship between the aggregate economy and the stock
price. The reason is beilived to be that the price of a
given stock reflects investors' expectations as to how the
issuing firm will perform, and that influence, in turn, are
affected by the overall performance of the economy.
There is substantial emprical support for the
existence of this relationship. Most of it derived by the
National Bureau of Economic Research (NBER) in connection
with the Bureau's work on business cycles.
Based on the relationship of alternative economic
variables to the behaviour of the economy, the NBER has
classified numerous economic variables into three groups
leading, coincident and lagging. Based on extensive
analysis, it has been shown that stock prices are one of the
'better' leading variables in terms of consistency and
stab1i1ity.
Given that stock prices lead the aggregate economy,
if We can find economic variables that likewise lead the
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economy-- hopefully, by more than stock prices do, we can
use these economic variables to predict the stock prices.
The objective of this chapter is to develop and
estimate the relationships between the Hang Seng Index and
some economic variables including unemployment rate, trade
balance, consumer price index, M2 money supply, total money
supply, Hong Kong Bank's best lending rate and the total
saving deposit, and then to evaluate the usefulness of these
relationships as forecasting tool for the Hang Seng Index.
Our crude evaluation suggests that our multiple
regression model cannot be employed to predict the Hang Seng
Index in a satisfactory level. Nevertheless, it is still
useful in giving us a guideline as to how the economic
variables affect the performance of the stock market. So it




The study is based on monthly data over the period
of January 1981 to July 1985. The relationship between
each economic variable and. the Hang Seng Index is first
estimated by using simple regression and correlation
techniques. Since the time lags between the effect of the
economic variables and the stock prices are not clear, the
Hang Seng Index at period t is tested against each economic
variable from period t-8 to period t+2.
The time lags of the economic variables that have the
most significant influences on the Hang Seng Index
determined by the simple regression models are chosen and
put into a multiple regression equation. The selection is
based on their correlations with the Hang Seng Index, the
higher the better.
By using the data of economic variables form April
1985 to January 1986,estimated Hang Seng Index of both the
simple and multiple regression equations are calculated.
Such estimates are compared with the actual Hang Seng Index,
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3.3 Simple regression models
The coefficients of determination between the Hang.
Seng Index and the individual economic variables at
different time lags,are presented in table 1. We can see
that trade balance, consumer price index, M2-, total. money
supply, and total saving deposit lead the Hang Seng Index
six months, while the unemployment rate and Hong Kong Bank's
best lending rate'lead the Hang Seng Index one month and
five months, respectively.
The most representative simple regression equations
are summarized in table 2. We can see that all the
variables except the Hong Kong Bank's best lending rate have
statistical relationship with the Hang Seng Index at 0.01
level of significance. The simple regression equations of
the unemployment rate, consumer price index, M2 and total
money supply have coefficients of determination greater than
0.5. These indicate that over 50% of the variation within
the Hang Seng Index can be explained by the relationship
between the Hang Seng Index and any of the four economic
variables. The simple regression equations of the former
three are used to predict the Hang Seng Index.
11Table I
Correlation coefficients between Hang Sena Indexs and the
economic variables at two months lead to 8 months lag
Time VI V2 V3 V4 V5 V6 V7
-2 0.4787 0.0018 0.0020 0.0179 0.0006 0.0019 0.0014
-I 0.5169 0.0003 0.0021 0.0609 0.0106 0.0285 0.0232
0 0.5057 0.0186 0.0143 0.1074 0.0256 0.0552 0.0452
4 0.5062 0.0192 0.0696 0.2077 0.0910 0.0636 0.074
2 0.4037 0.0311 0.1365 0.2908 0.1531 0.0702 0.0521
0.3309 0.0951 0.1932 0.3348 0.1998 0.0750 0.05873
4 0.2554 0.9393 0.2958 0.4280 0.3047 0.0876 0.0717
0.2027 0.2758 0.4178 0.5574 0.4435 0.1396 0.1365S
6 0.5281 0.6445' 0.5558 0.1352 0.17920.1843 0.3481
7 0.32560.1117 0.5188 0.6305 0.5281 0.1333 0.1176
0.5165 0.1086 0.09750.5105 0.62888 0.0796 0.3234
VI: unemployment rate V2: trade balance V3: consumer price index
V4: M2 V5: total money supply V6: Hong Kong Bank's best lending
rate V7: total saving deposit
V: represents the highest coefficient of determination between me yang




Hang Sting Index with selected Economic Indicators
rilis equation R2 F value 99%
U HSIt= 2274.32348- 307.41630 Ut_i 0.5057 41.011
TB HSIt= 1250.95166+ 0.15814 T13z_6 0.3481 21.355
PI HSIt= -1485.51617+ 17.96686 PIt-6 0.5281 44.766
M2 HSIt -178.13135+ 0.00957 Mgt-6 0.6445 72.511
TM HSIt= 238.61328+ 0.36625 TMt_6 05518 50.047
LR HSIL= 1868.30688- 59.78662 LRL_5 0.1396 1'0.035
SD HSlt= 1528.15405- 60.61128 SD-6 0.1792 8.730
U: unemployment rate TB: trade balance
PI: H.K.B.S. lending rate M: M2 money supply
TM: total money supply SD: total saving deposit
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3.4 Multiple regression equations
The unemployment rate at one month lag, the trade
balance, M2, consumer price index and total deposits at six
months lag, are put into a multiple regression equation.
The total money supply and the Hong Kong Bank's best lending
rate are neglected because the former is highly correlated
with M2 and the latter is not statistically related with the
Hang Seng Index at 0.01 level. The multiple regression
equation is shown as follows:
HSIt= 1677.45361- 120.50451 Ut-1 + 0.06970 TBt-6
-12.69523P1 t-6+ 0.01283 M2 t-6+ 18.81096 Dt-6
R2 =0.70261981:1- 1985: 3 F value= 15.589
where HSIt ,Ut-1, TBt-6, PIt-6, M2t-6 and Dt-6
represent the Hang Seng Index at period t,
unemployment rate at period t-1, trade balance,
price index, money supply and total deposit at
period t-6, respectively.
Note that in the simple regression equations, the
beta coefficients of the consumer price index are positive
in sign and that of the total saving deposit are negative.
In the multiple regression equations, the signs of the two
variables reverse. The sign reversals indicate that these
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two variables are highly intercorrelated with the other
variables in the equations.
To make the multiple regression equation more handy,
a stepwise regression analysis is proveeded. At the first
stage, the computer deterines which of the independent
variable is most highly correlated with the dependent
variable. At the next stage, the program selects the
independent variable that accomplishes the greatest
reduction in the explained variance remaining after the
two-variable analysis. The program continues in this
stepwie fashion, at each stage entering the 'best'
independent variable in terms of the ability ot reduce the
remaining unexplained variance. We find that on
elimination of the consumer price index and total saving
deposit, the coefficient of determination of the resulting
multiple regresion equation only drops 4%, from 0.7026 to
0.6738. The 3-variable multiple regression equation is shown
as follows:
HSIt=970.30664 - 137.308790 U t-1 = 0.06185 TB t-6
+0.00550 Mt-6
R2=0.6738 F value = 24.09
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3.5 Evaluation of estimates
The simple regression equations of unemployment
rate, trade balance and M2, and the two multiple regression
equations are used to geneate forecasts of the Hang Seng
Index for the period August 1985 to February 1986 period.
The results, summarized in tables 3 and 4,-indicate that
these models' forecasting power is limited.
In terms of root-mean-squared prediction error, the
5-variable multiple regression equation did the best job.
The simple regression equation of the total saving deposit
outperformed the 3-variable multiple regression equation
which in turn did abetter job than the simple regression
equations of unemployment rate and the trade balance. The
root-mean -squares error of the 5-variable multiple
regression equation and the M2 simple regression equation
are only 6% and 4.7% of the mean Hang Seng Index in the
forecasting period, respectively.
In spite of the relatively small prediction errors, the
ability to predict percentage changes in stock prices is, of
course, the more relevant test of the potential usefulness
of these models. However, the limitation of these
forecasting models are apparent when predicted percentage
changes in Hang Seng Index is compared with actual
percentage changes.( table 4)
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Both multiple regression equations do predict a
marked decline in Hang Seng Index in September and a marked
appreciation in October, but they over estimate the
appreciation in Novermber and fail to predict the correct
direction of changes of Hang Seng Index in the following
three months. The poor estimation of the latter three
periods may be due to the structural instablity of the
multiple regression equations. If this is so, their
predictabilty could be raised by using updated data to
renovate the equations periodically.
uniy seven economic variables are used in this study.
The omission of other economic variables from the
relationship, should not, however, be taken as a presumption
that those seven variables are the only important
determinants of aggregate stock prices. It is possible
that when other economic variables are included, models with
better predictabilty would be obtained.
It remains true, of course, that the application of
multiple regression techniques to stock market forecasting
is difficult. The main problem is that any assumed
relationship between stock prices and economic variables
must depend critically on expectational factors... Thus,
given the limited sucess econometricians have had in
explaining the formation of expectation, it is apparent that
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a complete structural specification of determinants of stock
prices is not possible at this time. On the other
hand,this problem need not preclude the derivation of
partial relationships between economic variables and a stock
price index that are sufficient stable to be useful in
forecasting future movement of the index. Consequently, it
appears worthwhile to undertake at least an exploratory'
study of the value of econometric techniques in forecasting
the average level of stock prices.
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3.6 Conclusion
It seems unlikely that the results presented above
will help one to earn excess profit in stock market( which-
is one reason why they are being presented). Since
accurate forecast of the average level of stock prices are
of obvious and practical value for determining the timing of
stock market investment strategies, further research in this
area would be valuable. It is hoped that our study will
provide a basis for the development of more complete and
structural specifications of the economic and expectational




Predicted vs actual value of fang Sting Index
month actual 5-varaible multiple 3-varaible multiple
equation equation
Dredicted error predicted error
85:9 1511.80 1391.80 120.00 1294.27 217.53
85:10 1665.39 1506.20 159.19 1412.28 253.11
85:11 1716.95 1674.82 42.13 1564.56 152.39
85:12 1752.45 1647.46 104.99 1488.38 264.07
-49.7'686:1 1695.78 1745.54 1651.32 44.08
-84.6386: 2 1695.30 1779.93 1676.79 18.51
root-mean-square error 101.79 185.57
6.08 11.09r-m-s error/HSI(%)
V3 simple eq.V2 simple eq.I simple eq.










Predicted vs actual percentage changas in Hang Seng Index
month actual S-variable 3-variable V1 simple V2 simple V3 simple












































Chapter 4 Autoregressive Integrated Moving Average Modeling
The basic assumption of the ARIMA modeling is that the-
observations in a time series may be statistically related
to other observations in the same series. And our goal in
modeling is to find a good way of stating that-statistical
relationship. If the basic assumption is violated, that is
to say, the observations in a time series are not related to
each other, the modeling may not produce any result.
4.1 The three-stage modeling procedure
Box and Jenkins propose a practical three-stage
modeling procedure for finding a good model. This
three-stage modeling procedure is summarized in Figure 4.1.
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Stage 1 : Idcntification Choose one or more ARIMA
models as candidates
stage 2 : Estimation Estimate the parameters
of the model (s) chosen at
stage 1








Figure 4.1 Three-stage modeling procedure.
Adapted from Box and Jenkins (l,p.19).
stage 1 : Identification. At the identification stage
we use two graphicla devices to measure the correlation
between the observations within a single data series. These
devieces are called and estimated autocorrelation function and
an esrimated partial autocorrelation. They give a feel for
the patterns in the data series.
The nexrt step is to find out a tentative ARIMA model
that seems appropriate. The idea is to match the estimated
autocorrelation and partial autocorrelation
function with the theoretical functions. The model thus
chosen is only a candidate for the model. To choose a final
model we proceed to the next two stages and perhaps return
to the identification staghe if the tentative model proves
23
inadequate.
Stage 2: estimation. At this stage we get precise
estimation of the coefficients of the chosen model at the
identification stage. This stage provides some warning
signals about the adequacy of our model. In particular, if
the estimated coefficients do not satisfy certain
mathematical inequality conditions, that model is rejected.
Stage 3: diagnostic checking. This stage utilizes
some diagnostic checks to help determine if the estimated
model is statistically adequate. A model that fails these
diagnostic tests is rejected. Furthermore, the results at
this stage may also indicate how a model could be improved.
This lead us back to the identification stage. We repeat
the cycle of identification, estimation, and diagnostic
checking until we find a good model that we may use to
forecast.
It is important to note that this three-stage modeling
procedure does not guarantee that we finally arrive at the




A data series has to be stationary before we can apply
the three-stage modeling procedure. The process will be
stationary if its mean, variance,and autocorrelation
functions are constant through time. At the identification
stage, a clue to nonstationarity is given by the estimated
autocorrelation function. If the estimated autocorrelation
functions decay slowly, it is a hint that the data series is
nonstationary and transformations are necessary. Usually, a
nonstationary data series with the mean changeing over time
can be transformed by differencing, a nonstationary data
series with the variance changes over time can be
transformed by first taking natural log of the observations
and then differencing.
The 9 data series of stock prices all require
transformation-except the Hong Kong Hotel-series. The Hong
Kong Bank, Hang Seng Bank, Far East Consortium and Kowloon
Wharf series all require differencing before the series
become stationary. The New World, Far East Hotels,
Hutchison Whampoa and Green Island Cement all require taking
natural log and then differencing before the series become
stationary.
After the transformations and the evaluation of the
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autocorrelation function and the partial autocorrelation
function, a tentative model is selected for each series.
However, some of the series do not have any significant
pattern. These include Hong Kong Bank, Hang Seng Bank and
Far East Consortium. If there are no significant patterns,
the model that can only be fitted is the random-walk model
and can be written as
where designates the differencing while is
the patternless random shock. It can be re-written as
So in forecasting, the future stock price is equal to
the present stock price as we cannot observe the random
element at and so we can only assign an expected value of
zero to it. In other words, the random-walk model states
that the future stock price is the same as the present stock
price plus some disturbance. This model implicitly agree
with the Efficient Market Hypothesis(Nelson 1973).









where In designates the differencing log series and
designates the differencing series and at is the random
shock.
For the differencing series, we do not include the
constant term. It is because having a constant term is not
an appropriate model for the behaviour of stock prices. For
it is impossible for stock prices to increase or decrease
by a constant term over a long period.
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4.3 Estimation stage
At this stage,we get the precise estimates of the
coefficients s and s for the tentative models and
check whether they are statistically significnat or not.
The results are as follows:
New World: -0.13906 0.25313
(-1.1137) (2.0064)
Far East Hotels: -0.22969
(-1.9851)














The estimated coefficients O's and 0's all satisfiy
the stationarity and invertibility conditions. However,
some of the coefficients are statistically insignificant as
shown by the t-ratios beneath the estimated coefficients.
Moreover, whether the model is adequate or not should be
checked, so we proceed to the diagnostic stage.
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4.4 Diagnostic checking stage
At this stage, we want to check the model to see
whether it is adequate or not. So we must define what is a
good model. A good model should satisfy the following
criteria:
(1) it is parsimonious
(2) it is stationary
(3) it is invertible
(4) it has estimated coefficients of high quality
(5) it has statistically independent residuals
(6) it fits the available data satisfactorily and
(7) it produces sufficiently accurate forecasts.
Criteria (2), (3) and (4) can be evaluated at the
estimation stage. As mentioned before, all 6 models
satisfied criteria (2) and (3). We can use standard
deviation o'f the residuals to evaluate (6) and residual
autocorrelation function to evaluate (5). Each stock will
be discussed separately in the following paragraphs.
New World:
The t-ratio of the coefficients e1 is -1.1137, the
quality is not so high. None of the residual
autocorrelation function is significant, so it satifies'
criterion (5). The standard deviation of the residuals is
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0.013995. To improve the model, we reject the MA(1) terms
and reformulate the model as follows:
Far East Hotels:
The t-ratio of the coefficient is -1.9851, the
quality is rather high. The standard deviation of the
residuals is 0.023531. However, the residual
autocorrelation function at lag 3 is 1.4, which is a warning
signal that the model may be inadequate. So we reformulate
the to include the AR (3) term as follows:
Hong ,Kong Hotels:
The t-ratios of the constant and the coefficient 0
are 282.01 and -5.4119 respectively, which have a very high
quality. The standard deviation of the residuals is
0.6.2992. However, the residual autorrelation function at
lag 2 is approximately 3 which is clearly very significant
and the model is obviously mis-specified. So we reformulate
the model to include the AR(3) term as follows:
Hutchison Whampoa:
The t-ratios of 02 and 5 are significant while
those of 03 and 04 are insignificant. The standard
deviation of the residuals is 0.012276. The residual
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autocorrelation function is insignificant. So the model is
rather adequate except that the coefficients 03 and 4 are
insignificant. To improve the model, we reject ¢3, ¢4 and
reformulate the model as follows:
Green Island Cement:
The t-ratios of 01 and 02 are -0.99468 and 1.0943
respectively, which have very poor quality. So we go back
to the estimated autocorrelation functions and estimated
partial autocorrelation functions at the identification
stage and find out that we might fit the data series as
AR(2) model, so we reformulate the model as follows:
Kowloon Wharf:
The t-ratio of is 1.4441, which has poor quality.
So we go back to the estimated autocorrelation functions and
estimated partial autocorrelation functions at the
identification stage. We find that we might fit the data as
MA(1) model, so we reformulate the model as follows:
32
4.5 Final result
After we reformulate the models, we repeat the
estimation and diagnostic checking stages. The final
models are discussed in the following paragraphs.
New World:
(2.0101)
standard deviation of residual series= 0.014149
no significant residual autocorrelation function
Far East Hotels:
(-2.1834) (1.8935)
standard deviation of residual-series= 0.022915




standard deviation of residual series 0.55824





standard deviation of residual series= 0,012293
no significant residual autocorrelation function
Green Island Cement:
(-1.7942)
standard deviation of residual series= 0.016341
no significant residual autocorrelation function
Kowloon Wharf:
(-1.6.706)
standard deviation of residual series= 0.10043
no sinificant residual autocorrelation function
The results of the modeling of this 9 data series are
summarised in the following table:
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Transformation Randomness
Hong Kong. Bank Differencing Random
Hang Seng Bank Differencing Random
Far East Consortium Differencing Random
New World Log and Non-random
differencing
Far East Hotels Log and Non-random
differencing
Hong Kong Hotels None Non-random
Log andHutchison Whampoa Non-random
differencing
Green Island Cement Differencing Non-random
Differencing Non-randomKowloon Wharf








From the table, New World and Hutchison Whampoa has the
most satisfactory model while Kowloon Wharf is marginally
acceptable. However, the most important criteria of a good




The most important criterion that differentiates a good
model from a bad model is the model's forecasting ability..
In the previous section, we has built models for the 6 data
series of stock prices. In this section, we are going to
use these models to forecast the future stock--prices for 10
periods. The results are used to compare with the
random-walk model.
There are two types of forecasts. The first type is
known as bootstrap forecasts, which are based on forecast
values rather than observed values. The second one utilizes
new observed values to forecast future values. The 6 models
are discussed separately in the following paragraphs:
Hew World :
The model is In zt = 0.25313 o^_2 +
The forcast values are :
period Observ Bootstrap Adjusted Randon-walk
vaiue  forecast      forecast   model
M  8.25 8.*8 - 8.18 - 6.15
65 8.15 8.43 - 8.21 + 8.25
66 8.25 8.43 + 8.21 + 8.15
67 8.30 8.43 + 8.26 + 8,25
68 8.30 8.43 - 8.29 - Si.30
69 8.22 8.43 - 8.29 + 8.30
TO 8.22 8.43 - 8.22 ♦ 8.22
71 8.16 8.43 - 8.24 - 8.22
TO 8.16 8.43 - 8.16 + 8.IS
73 8.22 8.13 + 8.16 + 8.16
ResiduaI
variance 0.04756 0.00727 0.00761
- sign indicates wrong prediction of the price eovement 
+ sign indicates correct prediction of the price movement
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Far East Hotels :
The model is : In z ■ -0,26562 In z^_j
* 0.21406ln
The forecast values are :
period Observe Bootstrap  Adlusted Random-walk
value forecast  forecast  Eodel
64 0.66 0.66 + 0.66 + 0 ,66
65 0.66 0.66 + 0.66 + 0.66
66  0.66 0.66 + 0.66 + 0.66
6? 0.66 0.66 + 0.66 + 0.66
68 0.67 0.66 - 0.67 + 0.66
69 0.67 0.66 - 0.67 ♦ 0.67
70 0.68 0.66 - 0.67 - 0.67
71 0.69 0.66 - 0.68 + 0.68
72 0.70 0.66 - 0.69 + 0.69
' 73 0.69 0.66 + 0.70 - 0.70
Residual
var lance 0.00004 0.00004 0.00005
- sign indicates wrong prediction of the price movement 
+ sign indic ates correct prediction of the price movement
Hong Kong Hotels :
The model is: zt = 19.667 -0.71575
+ 0.43156 Z|_2 + a^
The forecast values are :
peoiod  Observ Bootstrap Adjosted Rondoa-walk
vaiue  forecast forecast forecast  model
61 33.00 31.06 - 34.06 - 371.75
65 33.00 34.23 - 33.17 - 33.00
66 33.50 33.37 - 33.57 + 33.00
67 33.50 31.11 - 33.86 - 33.50
68 34.50 34.50 + 33.87 + 33.50
69 34.50 33.53 - 31.58 - 34.50
TO 31.50 34.56 - 34.50 ♦ 34.59
71 31,25 31.57 - 33.56 - 31.50
TO 31,25 34.58 - 34.31 - 31.25
TO 31.25 31.59 - 31.39 - 31.25
Residual
variance 0,16081 0.20061 0,1875
- sign indicates wrong prediction of the price movement 




The model is : In z^  = 0.28650 in zt_j
- 0.28125 l n ^ l 2
-0.29375 In
The forecast values are :
period Qbserve Bootstrap Adjusted   Random-walk
 value  forecast  forecast   model
64 26.00 26.5" - 26 50 - 26.30
65 25.39 26.48 - 25.83 + 26.00
66 25.70 26.56 + 25.32 + 25.30
67 25.40 26.71 - 26.13 - 25.70
68 25.90 26.61 + 25.09 - 22.40
69 26.10 26.48 + 26.22 + 25.90
70 26.00 26.48 - 26.22 - 26.10
71 26.10 26.49 + 25.80 - 2600
72 26.60 26.45 - 26.25 + 26.10
*73 26.80 26.46+ 26.56+ 26.60
Redidual
variance 0.52672 0^1972 0.0143
- sign indicates wrong prediction of the price movement 
+ sign indicates correct prediction of the price movement
Green Island Cement :
The model is : In = -0.2125 In +
The forecast values are :
period  Observe Bootstrap A djusted  Random-walk
 value  forecast  forecast  model
64 7 .80 7.99 - 7 .99 - '7.90
65 7.60 7.98 - 7.79 + 7..8Q
66 7.70 7.96 + 7 .62 + 7 ,60
67 7.70 7.97  -  7.74  -  7 ,70
68 7.90 7.97  -  7.60 - 7.70
69 7.80 7.97 - 7.90 - 7.97
70 7.95 7.97 + 7.76 - 7.80
71 7.95 7.97 - 7.97 - 7.95
72 7.95 7.97 - 7.92 - 7.95
73 8.05 7.97 + 7.95 - 7.95
Residual
variance 0.03624 0.0186 0.01425
- sign indicates wrong prediction of the price movement 
+ sign indicates correct prediction of the price movement
Kowloon Wharf :
The model is : z* = -0,2093? ot_j + at
The forecast values are :
period Observe Bootstrap  Adjusted  Random-waik
 value  forecast  forecast  modei
64 7.20 7.37 - 7.37 - ?,35
65 7.05 7.37 - 7.16 + 7.20
66 7.25 7.37 + 7.03 - 7.05
67 7.25 7.37 - 7.30 - 7.25
63 7.45 7.37 + 7.24 - 7.25
69 7.50 7.37 - 7.49 + 7.45
TO 7.55 7.37 - 7.50 - 7,50
71 7.60 7.37 - 7.56 + 7.55
TO 7.65 7.37 - 7.61 + 7.60
TO 7.55 7.37 * 7.66 - 7.65
Residual
variance 0.03795 0.01539 0.0I45
- sign indicates wrong prediction of the price movement 
+ sign indicates correct prediction of the price movement
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The results show that if the variance fo residual of
the model is less then those of the random-walk model, the
forecasting is more accurate. For exam ple, the model of New
World and Far East Hotels have 7 and 8 times of correctly
predicting the direction of price movements. It is higher
than wild guess. Another feature is that the adjusted
forecasts utilizing the most recent information has a
smaller variance of residual then the "bootstrap" forecast.
In fact, the ranom-walk model often outperforms the
"bootstrap" forecast. The reason is that random-walk model
utilizes the recent past price in precdicting the movement of




Building an adequate model is not an easy matter, and
using it to forecast price movement is even more difficult.
As shown in the previous sections, even a mode; that seems
to be adequate may fail in producing good forecasts. of all
the 6 models, only 2 of them may be used to forecast the
price movement. However, it should be kept in mind that the
underlying process of the price movement may change when the
conditions changd. So it isadvisable to update the model
whenever there is a great doubt about the forecast values.
Also it should be kept in mind that this modelis for
reference only,the financial analysts'judgement is all the
important. Moreover, there may be some information of the
company that is very important to the price movement which
is not accounted for by the model. If this is the case, the
information should be evaluated by its own and the financial
andalysts should be careful if the information and the
forecast fo the model indicate a contaditory movement. It
is where the financial analysts' judgement is important.
Chapter 5 Conclusion
In chapter 3, we found that the ability of the 
regression models in predicting changes in stock prices is 
marginal. However, the regression models still give us a 
crude idea as to how the economic variables affect the 
per f ormance of the stock market. W e b elieve that the m odels 
can be improved if we investigate more economic variables 
and incorporate the expectation factors in our models. 
M oreover, the regression m odeling method ray be app lied to 
individual stock. In this way, the models thus built can be 
used to supplement the financial analysts' 'fundamental 
ana lysis' .
In cha pter 4, we found th at 2 ARIMA m 0dels are useful 
in predicting price movement. It shows that ARIMA modeling 
technique has the potential to aid the financial analysts in 
their buying and selling -decision. However, w e  should keep 
in mind that the cost of building such models is rather high 
' and utilizes many computer times. So unless we find a good 
model, it may not recover the cost. Nevertheless, we 
b e lieve that ARIAM modeling is a powerful technique 
especially when the stock market is inefficient.
To sum up, this is an academic exercise and may not
45
have practical value to the financial analysts because it
ignores the cost side of building model. It requires time
and experience to build model. If one has practical
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兩
種
預
測
香
港
股
票
價
位
走
勢
的
模
式
勞
逸
強
馬
國
華
近
十
年
來
，
香
港
的
金
融
市
場
發
展
極
為
迅
速
。
有
關
香
港
股
票
市
場
的
實
證
研
究
亦
跟
著
出
現
。
不
過
，
究
竟
香
港
股
票
市
場
是
否
有
效
率
，
卻
引
起
大
量
爭
辯
。
根
據
LA
W
(1983)
與
DO
DD
S
(1983)
的
研
究
，
我
們
相
信
香
港
的
股
票
市
場
缺
乏
弱
態
效
率
。
因
此
使
用
基
本
分
析
和
技
術
分
析
的
方
法
是
有
效
的
。
這
研
究
的
其
中
一
個
目
標
，
是
希
望
能
夠
設
計
一
些
多
項
逥
歸
模
式
心
輔
助
基
本
分
析
方
法
。
研
究
結
果
顯
示
，
貿
易
差
額
、
消
費
者
物
價
指
數
和
貨
幣
供
應
者
顯
著
帶
領
著
恒
生
指
數
。
但
是
，
預
測
的
準
確
性
並
不
足
以
作
為
我
們
投
資
的
指
南
，
因
此
，
這
些
模
式
仍
有
改
善
的
必
要
。
這
研
究
的
另
一
個
目
標
，
是
希
望
能
夠
設
計
一
些
A
R
IM
A
模
式
以
輔
助
技
術
分
析
方
法
。
我
們
選
擇
了
九
間
公
司
的
般
票
作
研
究
，
其
中
有
兩
間
公
司
股
票
的
模
式
可
用
作
投
資
。
但
是
，
金
融
分
析
家
的
判
斷
仍
然
是
較
重
要
的
。
總
括
來
說
A
R
IM
A
模
式
的
潛
力
比
多
項
廽
歸
模
式
的
潛
力
好
得
多
。
但
是
，
設
計
這
些
模
式
的
費
用
頗
高
，
除
非
我
們
能
夠
找
到
一
些
良
好
的
模
式
，
不
然
可
能
是
得
不
償
失
。


