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Abstract. We extend the four-dimensional de Rham-Gabadadze-Tolley (dRGT) massive
gravity model to a general scalar massive-tensor theory in arbitrary dimensions, coupling a
dRGT massive graviton to multiple scalars and allowing for generic kinetic and mass matrix
mixing between the massive graviton and the scalars, and derive its Hamiltonian formulation
and associated constraint system. When passing to the Hamiltonian formulation, two different
sectors arise: a general sector and a special sector. Although obtained via different ways,
there are two second class constraints in either of the two sectors, eliminating the BD ghost.
However, for the special sector, there are still ghost instabilities except for the case of two
dimensions. In particular, for the special sector with one scalar, there is a “second BD ghost”.
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1 Introduction
The linear Fierz-Pauli model [1] is a unique linear massive-tensor theory in flat spacetime
that is free of ghost instabilities, but phenomenologically this model differs unacceptably
from linearized General Relativity, say, in the solar system, which is known as the van Dam-
Veltman-Zakharov (vDVZ) discontinuity [2, 3]. Nonlinear extensions of the linear Fierz-Pauli
model generally cures the vDVZ discontinuity via the Vainshtein mechanism [4, 5], but they
also typically contain the nonlinear Boulware-Deser (BD) ghost [6]. Recently, a family of
nonlinear massive gravity models, de Rham-Gabadadze-Tolley (dRGT) massive gravity, has
been discovered [7–9] and shown to be free of the BD ghost [7, 10–12] (see also [13–19]). See
[20] for a recent review of massive gravity.
One motivation of the recent re-consideration of massive gravity is that it may account
for the late time cosmic acceleration if the graviton mass is of the Hubble scale. Indeed,
self-accelerating solutions have been found in dRGT massive gravity [21–31]. While the
dRGT model with a flat fiducial metric does not admit a spatially flat or closed Friedmann-
Robertson-Walker (FRW) solution that is fully homogeneous and isotropic [21], the open FRW
solution does exist [22]. However, around this FRW solution, the scalar and vector modes of
the linear perturbations are found to have vanishing kinetic terms [32], and nonlinearly this
FRW solution has been shown to suffer from a ghost instability [33]. The instability problem
for the self-accelerating solutions seems to persist even if the homogeneity and isotropy re-
quirement is relaxed for the non-metric components in the Stuckelberg language [34, 35] or if
a more general fiducial metric is considered [33, 36] (see also [37] for a non-self-accelerating
case). However, see [36, 38] for potentially healthy anisotropic solutions. In any case, the
anisotropic configurations in the Stuckelberg fields reflect physical anisotropies, as may be
more evident in unitary gauge.
In massive gravity, diffeomorphism invariance is explicitly broken by the graviton po-
tential. In field theories, a gauge invariance is often broken spontaneously. A simple way
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to formulate a spontaneous breaking in the dRGT model is to promote its free parameters
to depend on an extra scalar field [21, 39] (mass-varying massive gravity), and it has been
shown that this promotion does not re-introduce the BD ghost [39]. This extension turns
out to have rich cosmological implications [21, 39–44]. After coupling to an extra scalar, a
flat FRW universe becomes a solution [21, 39], and, more importantly, all the modes of the
FRW solution’s linear perturbations can now have non-vanishing kinetic terms, and param-
eter space without ghost instabilities exists, provided a few conditions are satisfied [40]. A
couple of other ways to couple scalars to a dRGT graviton have been proposed that are also
free of the BD ghost [44–47]. However, not all BD ghost-free scalar extensions of the dRGT
model can have a stable FRW solution [40].
In this paper, we further generalize mass-varying massive gravity to a general scalar
massive-tensor theory and derive its Hamiltonian formulation. In this general setup, the
massive graviton couples to multiple scalars, which may or may not form a symmetry group
representation, and generic kinetic mixing and mass matrix mixing between the massive
graviton and the scalars are considered. These mixings, which have not been considered
before, may extend possible parameter space of stable FRW solutions for a dGRT-like theory,
enlarging the theory space for further consistency and phenomenological checks. Particularly,
it would be interesting to see how the results of [40] will be enhanced by taking into account
the these kinetic and mass mixings.
We also formulate the model in arbitrary dimensions, as there may be applications of
dRGT-like gravity in higher or lower than four dimensions. For example, a Kaluza-Klein
reduction of a higher dimensional gravity theory usually leads to massive gravitons coupled
to additional scalar modes, and the lower dimensional theory may not be necessarily four
dimensional. We will see that after passing to the Hamiltonian formulation two different
sectors arise, whose Hamiltonians and constraints are to be derived separately. In the general
sector (see the definition immediately before Section 4) there is one primary and one secondary
constraint, while in the special sector there are two primary constraints but no secondary
constraint. Thus, the BD ghost is eliminated in both of them. However, for the special sector,
there are ghost instabilities except for the case of two dimensional spacetime. In particular, the
special sector with one scalar is unstable due to a “second BD ghost”. An explicit Hamiltonian
formulation will presumably be useful to compute energies of gravitational solutions in various
dimensions, to numerically evolve field configurations in time and to even discuss possible
canonical quantization of the theory.
This paper is organized as follows. In Section 2, we introduce our theory in d + 1
dimensions. In Section 3, we apply a d + 1 decomposition to the action and show that two
different sectors arise when passing to the Hamiltonian formulation. In Section 4, we derive
the Hamiltonians and their constraints for the two sectors separately. The discussion of the
special sector will be less detailed, as there are overlaps with the general sector. Nevertheless,
this calculation is necessary to show that there is a “second BD ghost” for the special sector
with one scalar and that the two dimensional case is free of the BD ghost. Some detailed
calculations in Section 3 and 4 are put in the Appendices to make the presentation concise.
We conclude and outlook in Section 5.
2 The action
As mentioned in the Introduction, the fully homogeneous and isotropic solutions in the dRGT
model suffer from a ghost instability [33]. By adding extra degrees of freedom, this problem
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may be avoided [40] in some extensions of the dRGT model that are also free of the BD ghost,
such as mass-varying massive gravity [39], provided a few conditions are satisfied [40]. Here we
consider a further generalization of mass-varying massive gravity, which may provide further
theory space to obtain a phenomenologically viable homogeneous and isotropic solution.
Consider a general scalar massive-tensor theory where N scalars φA (A = 1, 2, ...,N )
are non-minimally coupled to a massive graviton whose potential interactions are organized
in the dGRT form [7]. Our specification for the field space of the N scalars are left general,
so φA may or may not have (global) internal symmetry. We also formulate the theory in
arbitrary dimensions, as potentially there will be applications of massive gravity in higher or
lower than four dimensions. The unitary gauge action in d+ 1 dimensions is given by
S =
∫
dd+1x
√−g
[
Ω(φA)
R
2
+
d+1∑
a=1
αa(φA)ea(K)− 1
2
∂µφA∂
µφA − V (φA)
]
, (2.1)
where ea(K) takes the dRGT form
ea(K) = Kµ1[µ1K
µ2
µ2 · · · Kµaµa], K
µ
ν = δ
µ
ν −
√
gµρfρν , (2.2)
all the spacetime indices are raised or lowered with gµν , and fµν is a general fiducial metric
which does not have dynamics. Ω(φA), αa(φA) and V (φA) are general functions of φA or
invariants of φA in the case of an internal symmetry.
√
gµρfρν is defined such that gµρfρν =√
gµρfρσ
√
gσλfλν (or in matrix form g−1f =
√
g−1f
√
g−1f), and the antisymmetrization is
defined by Kµ[µKνν] = (KµµKνν −KµνKνµ)/2! and so on. Also, we have chosen the reduced Planck
mass MP to be 1, and summation over repeated scalar labels is assumed.
Note that by assigning Ω(φA) we allow the scalars and the massive graviton to be
kinetically mixed. One may diagonalize their kinetic terms by a conformal transformation,
but matter may minimally couple to the gravity sector in the Jordan frame, so once matter
fields are added they give rise to different dynamics. We have also allowed a = 1 in action
(2.1), which has been neglected in previous attempts to extend the dRGT model. (Note that
in the pure dRGT model the corresponding a = 1 term gives rise to a tadpole contribution
for the graviton around the fiducial metric and therefore is not usually considered.) Adding
this term means that we allow non-zero values for the off-diagonal components of the scalars
and the massive graviton’s mass matrix. If we assume there is no tadpole term for the
graviton, α1 should be chosen to be of the same order of the perturbative metric around the
fiducial metric. In the Stuckelberg picture, derivatives of the Stuckelberg modes arise in the
graviton potential, so the a = 1 term also in a sense adds extra kinetic mixing. It would
be interesting to see how these new ingredients generalize the theory space for healthy FRW
solutions. However, in this paper, we will focus on eliminating obviously problematic cases
of the general theory (2.1), including cases that suffer from the BD ghost.
To show whether the BD ghost is present or not, we will switch to Hamiltonian formu-
lation, for which it is more convenient to cast the action in terms of [48]
ea(X ) = X µ1[µ1X
µ2
µ2 · · · X µaµa], X
µ
ν =
√
gµρfρν , (2.3)
so that we have the action
S =
∫
dd+1x
√−g
[
Ω(φA)
R
2
+
d+1∑
a=0
βa(φA)ea(X )− 1
2
∂µφA∂
µφA − V (φA)
]
, (2.4)
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where αn(φA) and βn(φA) are related by
βn = (−1)n
d+1∑
a=n
(d+ 1− n)!
(d+ 1− a)!(a− n)!αa, α0 ≡ 0. (2.5)
Note that in the dRGTmodel the term βd+1ed+1(X ) = βd+1 det(g−1f) 12 (βd+1 being constant)
is not dynamical and thus can be dropped, but here βd+1 = βd+1(φA), so it is generally
dynamical.
3 ADM decomposition
To reformulate the theory (2.4) in the Hamiltonian form, we first map the spacetime with
ADM coordinates and write the two metrics as
gµνdx
µdxν = −N2dt2 + γij(dxi +N idt)(dxj +N jdt), (3.1)
fµνdx
µdxν = −L2dt2 + ξij(dxi + Lidt)(dxj + Ljdt), (3.2)
where γij and ξij are induced metrics on the d-dimensional hypersurface and N , N i, L and Li
are lapses and shifts with respect to gµν and fµν respectively. Since ξij is assumed to be fixed,
only the extrinsic curvature associated with gµν is relevant for the Hamiltonian formulation,
which will be written as Kij =
(
γ˙ij − 2D(iNj)
)
/2N , where Di is the covariant derivative
associated with γij on the space-like hypersurface. In what follows, all d-dimensional indices
are raised and lowered by γij , and x in a general function f(x) only refers to the spatial
coordinates.
Making use of the Gauss-Codacci relations and the expression ⊥µ = (1/N,−N i/N)
for the unit vector normal to the hypersurface (associated with gµν) and neglecting some
boundary terms, the curvature part and the scalar part of the Lagrangian can be decomposed
respectively as
LR =
√−gΩR
2
= N
√
γ
[
1
2
Ω((d)R+KijK
ij −K2)−DiDiΩ
]
−√γKΩ,A(φ˙A −N i∂iφA), (3.3)
LS =
√−g
(
−1
2
∂µφA∂
µφA − V
)
=
√
γ
2N
φ˙Aφ˙
A −
√
γ
N
φ˙AN
i∂iφ
A − N
√
γ
2
∂iφA∂
iφA +
√
γ
2N
N i∂iφAN
j∂jφ
A −N√γV, (3.4)
where (d)R is the Ricci scalar on the d-dimensional hypersurface and Ω,A ≡ ∂Ω/∂φA.
We also want to decompose the graviton potential part
LGP =
√−g
[
d+1∑
a=0
βaea(X )
]
(3.5)
according to the prescription of [10], so that it will be easy to obtain the constraint system
of the model and prove there is no BD ghost in the next section. To this end, we introduce
a new “shift vector” nj satisfying [7, 10]
N i − Li = (Lδij +NDij)nj , (3.6)
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where Dij is defined by the following equation
xDikDkj = (γik −DimnmDklnl)ξkj , x ≡ 1− niξijnj . (3.7)
The last equation can be solved to obtain Dij = (xδil + ninkξkl)−1
√
(xδln + n
lnmξmn)γnpξpj ,
but it is often more convenient to use Eq. (3.7) when dealing with Dij . We further introduce
Aµν =
1√
x
(
L+ nlLl n
lξlj
−(L+ nlLl)(Lni + Li) −(Lni + Li)nlξlj
)
, (3.8)
Bµν =
√
x
(
0 0
DikξklLl Dij
)
. (3.9)
Notice that Aµν , Bµν and Dij have following useful properties
ABnABm = [ABn]ABm, m, n ≥ 0 (3.10)
[Bn] = (
√
x)n[Dn], (3.11)
[ABn] = −L(√x)n−1njξji(Dn)iknk, (3.12)
ξij(Dn)jk = ξkj(Dn)j i, (3.13)
where [ ] means the trace of the matrix contained and An, for example, means the n-th power
of the matrix A.
Now, with these definitions, X µν can be written as
X µν =
√
gµρfρν =
1
N
Aµν +B
µ
ν (3.14)
and then we have
ea(X ) = ( 1
N
A+B)µ1[µ1(
1
N
A+B)µ2µ2 · · · (
1
N
A+B)µaµa]
=
a∑
q=0
a!
q!(a− q)!
1
N q
Aµ1[µ1 · · ·A
µq
µqB
µq+1
µq+1 · · ·Bµaµa]. (3.15)
We can prove that all the terms with q > 1 in Eq. (3.15) vanish. Consider a generic
term (or more accurately, a bunch of terms organized by the antisymmetrization) with q of
A and a − q of B and expand the antisymmetry out. Making use of the relation (3.10), a
generic term in the expansion can be written as
[ABn1 ][ABn2 ] · · · [ABnq ][Bnq+1 ] · · · [Bnq+p ] (3.16)
= Aµ1ν1 (B
n1)ν1µ1A
µ2
ν2 (B
n2)ν2µ2 · · ·A
µq
νq (B
nq)
νq
µq [B
nq+1 ] · · · [Bnq+p ], (3.17)
where ni ≥ 0, n1 + n2 + · · · + nq+p = a − q, and we have restricted to the case where q is
greater than 1. Since originally in Eq. (3.15) the lower indices are antisymmetrized, there
must be another term in the expansion given by exchanging ν1 and ν2 and multiplied by a
minus sign
−Aµ1ν2 (Bn1)ν1µ1Aµ2ν1 (Bn2)ν2µ2 · · ·A
µq
νq (B
nq)
νq
µq [B
nq+1 ] · · · [Bnq+p ] (3.18)
= −[ABn1ABn2 ] · · · [ABnq ][Bnq+1 ] · · · [Bnq+p ] (3.19)
= −[ABn1 ][ABn2 ] · · · [ABnq ][Bnq+1 ] · · · [Bnq+p ]. (3.20)
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So this term exactly cancels the term given by (3.16). Since the term given by (3.16) is
generic, this cancellation happens for any terms with q > 1, which means in Eq. (3.15) terms
with q > 1 vanish.
So we are left with the terms with q = 0, 1. Making use of Eqs. (3.10-3.13), the term
with q = 1 can be decomposed as
a
N
Aµ1[µ1B
µ2
µ2 · · ·Bµaµa] =
L
N
[
(
√
x)aDp1 [p1 · · · Dpa−1pa−1]
+
a−1∑
i=1
(−1)(i+1)(√x)a−2nlξlj(Di)jknkDpi+1 [pi+1 · · · Dpa−1pa−1]
]
(3.21)
and the term with q = 0 can be decomposed as
Bµ1[µ1 · · ·B
µa
µa]
= (
√
x)aDp1 [p1 · · · Dpapa]. (3.22)
So we have
LGP = L√γA+N√γB, (3.23)
where A and B are given by
A =
d∑
a=1
βa
[ a−1∑
i=1
(−1)(i+1)(√x)a−2nlξlj(Di)jknkDpi+1 [pi+1 · · · Dpa−1pa−1]
+ (
√
x)aDp1 [p1 · · · Dpa−1pa−1]
]
+ βd+1
√
ξ
γ
, (3.24)
B = β0 +
d∑
a=1
βa(
√
x)aDp1 [p1 · · · Dpapa]. (3.25)
After these decomposition, we see the only fields that contain time derivatives are γij
and φA. The conjugate momenta for the dynamical fields γij and φA are defined as
piij =
δS
δγ˙ij
=
√
γ
2
Ω(Kij −Kγij)−
√
γ
2N
γijΩ,A(φ˙A −Nk∂kφA), (3.26)
piA =
δS
δφ˙A
= −√γKΩ,A +
√
γ
N
(φ˙A −N i∂iφA). (3.27)
To pass to the Hamiltonian formalism, we need to solve these equations, and then replace Kij
and φ˙A in favor of piij and piA. Note that these equations are linear in Kij , φ˙A, piij and piA,
so we can straightforwardly solve these equations. But it is possible that primary constraints
arise in this replacement. To see when this happens, we define
pi ≡ γijpiij = 1− d
2
Ω
√
γK − d
2
Ω,A
√
γ⊥µ∂µφA, (3.28)
and Eqs. (3.28) and (3.27) can be combined to give(
pi
piA
)
=
(
1−d
2 Ω −d2Ω,B
−Ω,A δAB
)( √
γK√
γ⊥µ∂µφB
)
. (3.29)
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To replace Kij and φA in favor of piij and piA, we want to solve this matrix equation. Its
invertibility depends on whether
ω ≡ −det
(
1−d
2 Ω −d2Ω,B
−Ω,A δAB
)
=
d− 1
2
Ω +
d
2
Ω,AΩ,A (3.30)
is equal to zero or not. This divides the general theory (2.1) into two sectors, which have to
be dealt with separately. To simplify expressions in the following sections, we define
θ ≡ Ω
,AΩ,A
Ω
, (3.31)
which leads to ω = (d − 1 + dθ)Ω/2. Note that for the minimally coupled case, we have
ΩMC = 1, ωMC = (d− 1)/2 and θMC = 0.
4 Hamiltonians and their constraint systems
In this section, we derive the Hamiltonian along with all possible constraints for the two
sectors identified in the last section. Although arising via different ways, we will see that
there are two second class constraints in either of the two sectors. In d + 1 dimensions,
after integrating out ni, the spatial metric has d(d+ 1)/2 components and its phase space is
d(d+1) dimensional. With two constraints, the constrained phase space becomes (d−1)(d+2)
dimensional, which describes (d − 1)(d + 2)/2 physical degrees of freedom. This number of
degrees of freedom matches the counting from the little group analysis, i.e., the symmetric two
index tensor representation of SO(d) is (d−1)(d+2)/2 dimensional. Thus, in any dimensions,
as long as there are two constraints generated, the BD ghost is eliminated. However, we will
also show that the sector (d − 1)Ω = −dΩ,AΩ,A still suffers from ghost instabilities, except
for the case of d = 1.
4.1 Sector (d− 1)Ω 6= −dΩ,AΩ,A
For this sector, we can solve Eq. (3.29) and get( √
γK√
γ⊥µ∂µφA
)
=
( −ω−1 −d2ω−1Ω,B
−ω−1Ω,A δAB − d2ω−1Ω,AΩ,B
)(
pi
piB
)
. (4.1)
With the help of Eq. (3.26), we can replace all the time derivatives with the corresponding
conjugate momenta
LR + LS (4.2)
= N
√
γ
[
Ω
2
(d)R−DiDiΩ− 1
2
∂iφA∂
iφA − V
]
+
N√
γ
[
2
Ω
piijpiij +
1
2
piApiA
− 1 + θ
ω
pi2 − 1
ω
piΩ,Api
A − d
4ω
(Ω,Api
A)2
]
, (4.3)
where ω and θ are defined in Eqs. (3.30) and (3.31) respectively. Also, we have
piij γ˙ij=˙
N√
γ
[
4
Ω
piijpiij − 2 + 2θ
ω
pi2 − 1
ω
piΩ,Api
A
]
− 2NiDj(piij), (4.4)
piAφ˙A =
N√
γ
[
piApiA − 1
ω
piΩ,Api
A − d
2ω
(Ω,Api
A)2
]
+N ipiA∂iφA, (4.5)
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where =˙ means “equal up to some boundary terms”. Note that piij is a d-D tensor density,
whose d-D covariant derivative is defined as Dj(piij) =
√
γDj(pi
ij/
√
γ).
Now, the Hamiltonian is given by
H =
∫
ddxH =
∫
ddx
[
piij γ˙ij + pi
Aφ˙A − L
]
=
∫
ddx(H0 −NC), (4.6)
where
H0 = −(Lni + Li)Ri − L√γA, (4.7)
C = R+RiDijnj +√γB, (4.8)
and
R = √γ
[
Ω
2
(d)R−DiDiΩ− 1
2
∂iφA∂
iφA − V
]
− 1√
γ
[
2
Ω
piijpiij +
1
2
piApiA
− 1 + θ
ω
pi2 − 1
ω
piΩ,Api
A − d
4ω
(Ω,Api
A)2
]
, (4.9)
Ri = 2γikDj(pikj)− piA∂iφA. (4.10)
A and B are defined in Eqs. (3.24) and (3.25). Note that H0 and C contain the new shift
vector ni, which can in principle be integrated out by imposing their equations of motion
∂L/∂ni = −∂H/∂ni = 0. After some algebra, which we show in Appendix A, this is equivalent
to imposing the following conditions
Ci = Ri −√γn
lξlj√
x
d∑
a=1
βaa(
√
x)a−1δj [iDp1p1 · · · Dpa−1pa−1] = 0. (4.11)
From Eq. (4.11), we can in principle get an expansion of ni in terms of γij , piij , φA, piA. We
integrate out ni by substituting ni(γij , piij , φA, piA) into the Hamiltonian (4.6).
As N is a Lagrange multiplier, it enforces a primary constraint
C(γij , piij , φA, piA, ni(γij , piij , φA, piA)) ≈ 0, (4.12)
where we have used the weakly equality ≈, meaning an equality that holds on the submanifold
of possible constraints. This is the only primary constraint in this sector.
Now, let us check whether there are secondary constraints by applying the Dirac-
Bergman algorithm. This requires that the primary constraint (4.12) should be preserved
under the time evolution, meaning dC/dt ≈ 0. On the other hand, the time evolution of C
can be written as dC(x)/dt ≈ {C(x), H}, where the Poisson bracket is defined as
{A(x), B(y)} =
∫
ddz
(
δA(x)
δγmn(z)
δB(y)
δpimn(z)
− δA(x)
δpimn(z)
δB(y)
δγmn(z)
)
+
∫
ddz
(
δA(x)
δφA(z)
δB(y)
δpiA(z)
− δA(x)
δpiA(z)
δB(y)
δφA(z)
)
. (4.13)
So, for consistency, we require∫
ddy [{C(x),H0(y)} −N(y){C(x), C(y)}] ≈ 0. (4.14)
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Now, if {C(x),H0(y)} ≈ 0 and {C(x), C(y)} ≈ 0, no secondary constraint arises and the
undetermined N usually indicates a gauge degree. If {C(x), C(y)} 6≈ 0, we can determine N
via Eq. (4.14) and no secondary constraint arises either. We will show that in the general
sector a third case applies where {C(x), C(y)} ≈ 0 and {C(x),H0(y)} 6≈ 0, and one obtains
a secondary constraint given by {C(x),H0(y)} ≈ 0. If it was one of the first two cases,
the Dirac-Bergman algorithm would be over. For the third case, which is the case we are
facing, one has to further check the consistency of the generated secondary constraint, and
so on, until the Lagrange multiplier N is either determined (the second case) or can not be
determined since the consistency requirements are trivially satisfied (the first case).
First, we show that this sector corresponds to the third case, that is, we show that
{C(x), C(y)} ≈ 0 and {C(x),H0(y)} 6≈ 0. To simplify our calculation, we note that δC/δnk =
Ciδ(Dijnj)/δnk = 0, thanks to the ni equation of motion Ci = 0, which allows us to expand
δC as
δC = ∂C
∂γmn
∣∣∣∣
ni
δγmn +
∂C
∂pimn
∣∣∣∣
ni
δpimn +
∂C
∂φA
∣∣∣∣
ni
δφA +
∂C
∂piA
∣∣∣∣
ni
δpiA. (4.15)
Also, since {C(x), C(y)} is anti-symmetric in terms of exchanging x and y, we can drop any
terms that are symmetric under this exchange, notably terms proportional to δd(x−y). Then,
expanding C using Eq. (4.8), we get
{C(x), C(y)} = {R(x),R(y)}+ {Ri(x),Rj(y)}Diknk(x)Dj lnl(y)
+
[
{R(x),Ri(y)}Diknk(y) + Smn(x) δRi(y)
δpimn(x)
Diknk(y)− (x↔ y)
]
, (4.16)
where
Smn(x) = Rj ∂(D
j
rn
r)
∂γmn
(x) +
∂(
√
γB)
∂γmn
(x). (4.17)
After a lengthy calculation, which is shown in Appendix B.1, we can get that the Poisson
brackets of R and Ri in this sector satisfy the following algebra
{R(x),R(y)} = −
[
Ri(x)∂xiδd(x− y)− (x↔ y)
]
, (4.18)
{R(x),Ri(y)} = −R(y)∂xiδd(x− y), (4.19)
{Ri(x),Rj(y)} = −
[
Rj(x)∂xiδd(x− y)−Ri(y)∂yjδd(x− y)
]
. (4.20)
To further facilitate the evaluation of these Poisson brackets, we introduce time-independent
smoothing functions f(x) and g(y) that decay quickly at infinities and define
F ≡
∫
ddx f(x)C(x), G ≡
∫
ddy g(y)C(y). (4.21)
We then calculate the smeared Poisson bracket
{F,G} =
∫
ddxddy f(x)g(y){C(x), C(y)}. (4.22)
and extract {C(x), C(y)} at the last step.
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Using Eqs. (4.18-4.20), we can simplify the smeared Poisson bracket as
{F,G} = −
∫
ddx
(
f ∂ig − g ∂if
)
P i , (4.23)
where
P i = (R+RjDjknk)Dilnl +Ri + 2SilγljDjknk . (4.24)
Further simplification of P i requires simplifying Smn:
Smn =
1
2
√
γγnmB +Ri∂(D
i
jn
j)
∂γmn
+
√
γ
∂B
∂γmn
. (4.25)
From Eq. (3.7), we can derive
∂
∂γmn
tr[(
√
xD)a] = a
2
(
√
x)a−2ξlk(Da−2)ki ∂γ
il
∂γmn
− a(√x)a−2niξij(Da−1)jk ∂(D
k
ln
l)
∂γmn
, (4.26)
making use of which we get
∂B
∂γmn
=− 1
2
γmi
d∑
a=1
aβa(
√
x)a−2ξlk(D−1)kjδj [iDp1p1 · · · Dpa−1pa−1] γln
−
d∑
a=1
βaa(
√
x)a−1
nkξkj√
x
δj [iDp1p1 · · · Dpa−1pa−1]
∂(Dilnl)
∂γmn
. (4.27)
Then, using the ni equation of motion Ci = 0, one gets
Smn =
1
2
√
γ
(Bγmn − B¯mn) , (4.28)
where
B¯mn ≡γmi
d∑
a=1
aβa(
√
x)a−2ξlk(D−1)kjδj [iDp1p1 · · · Dpa−1pa−1] γln . (4.29)
Therefore, we have
P i = CDilnl ≈ 0. (4.30)
and consequently {C(x), C(y)} ≈ 0.
We show {C(x),H0(y)} 6≈ 0 as follows. Similar to the calculation of {C(x), C(y)}, we
expand δC and δH0 at fixed ni, and we have
{C(x),H0(y)}=−{R(x),Ri(y)}(Lni+Li)(y)−Diknk(x) {Ri(x),Rj(y)}(Lnj+Lj)(y)
+ L
δR(x)
δpimn(y)
√
γAmn(y) + LDikn
k(x)
δRi(x)
δpimn(y)
√
γAmn(y)
− Smn(x) δRi(y)
δpimn(x)
(Lni+Li)(y)−√γ ∂B
∂φA
∂Ri
∂piA
(Lni + Li)δd(x− y)
+ L
√
γ
∂A
∂φA
∂R
∂piA
δd(x− y) + L√γ ∂A
∂φA
∂Ri
∂piA
Dikn
kδd(x− y), (4.31)
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where Smn is given by Eq. (4.28) and
Amn ≡ 1√
γ
∂(
√
γA)
∂γmn
. (4.32)
After some algebra, we have
{C(x),H0(y)} = CDi(Lni + Li) + LAmn
[
− 4
Ω
pimn +
2 + 2θ
ω
piγmn +
1
ω
ΩApi
Aγmn
]
+ 2L
√
γDmA
mnγniDiknk +
(
RjDiknk −
√
γγjkB¯ki
)
Di(Ln
j + Lj)
+ (DiR+DjknkDiRj)(Lni + Li) +
√
γ
∂B
∂φA
∂iφA(Ln
i + Li)
+ L
∂A
∂φA
(
−piA + 1
ω
ΩApi +
d
2ω
ΩBpi
BΩA −√γ∂iφADiknk
)
, (4.33)
where B¯mn is defined by Eq. (4.29). This is generally not zero after using C ≈ 0. So we get a
secondary constraint:
C(2)(x) ≡
∫
ddy {C(x),H0(y)} ≈ 0. (4.34)
As mentioned above, we need to check whether C(2) is preserved in time dC(2)(x)/dt ≈ 0.
That is, one has to check the following equation
{C(2)(x), H} =
∫
ddy
[
{C(2)(x),H0(y)} −N(y){C(2)(x), C(y)}
]
≈ 0. (4.35)
{C(2)(x), C(y)} generally does not vanish weakly, as it does not vanish weakly even for the
dGRT case [11]. So this consistency requirement fixesN , which terminates the Dirac-Bergman
algorithm. Therefore, we have obtained all the constraints in this sector, which are the second
class constraints C and C(2).
4.2 Sector (d− 1)Ω = −dΩ,AΩ,A
In this sector, the matrix equation (3.29) can not be inverted, as the N + 1 sub-equations are
related. As the rank of the matrix in Eq. (3.29) now is N , there is one primary constraint
relating γij , piij , φA, piA. Making use of the relation (d−1)Ω = −dΩ,AΩ,A, we see the primary
constraint is
Cλ = pi + d
2
Ω,Api
A ≈ 0 . (4.36)
With the help of this constraint, we can now replace Kij and φ˙A in favor of piij and piA:
LR + LS
= N
√
γ
[
Ω
2
(d)R−DiDiΩ− 1
2
∂iφA∂
iφA − V
]
+
N√
γ
[
2
Ω
piijpiij +
1
2
piApiA − 2
Ωd
pi2
]
, (4.37)
and the Hamiltonian in this sector is given by
H =
∫
ddxH =
∫
ddx
[
piij γ˙ij + pi
Aφ˙A − L
]
=
∫
ddx(H0 −NC), (4.38)
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where
H0 = −(Lni + Li)Ri − L√γA, (4.39)
C = R+RiDijnj +√γB. (4.40)
Here
R = √γ
[
Ω
2
(d)R−DiDiΩ− 1
2
∂iφA∂
iφA − V
]
− 1√
γ
[
2
Ω
piijpiij +
1
2
piApiA − 2
Ωd
pi2
]
, (4.41)
Ri = 2γikDj(pikj)− piA∂iφA . (4.42)
A and B are defined in Eqs. (3.24) and (3.25). This only differs from the general sector
Hamiltonian (4.6) in R. Interestingly, we can formally obtain this Hamiltonian, by taking
the limit θ → ∞ of the general sector Hamiltonian (4.6). Similar to the general sector case,
we can in principle integrate out the new shift vector ni by imposing the following conditions
Ci = Ri −√γn
lξlj√
x
d∑
a=1
βaa(
√
x)a−1δj [iDp1p1 · · · Dpa−1pa−1] = 0. (4.43)
Substituting ni(γij , piij , φA, piA) into the Hamiltonian (4.38), the equation of motion for N
gives rise to another primary constraint
C(γij , piij , φA, piA, ni(γij , piij , φA, piA)) = 0. (4.44)
Since there is a hidden primary constraint arising from switching from the “velocities”
to conjugate momenta, we can define the total Hamiltonian by adding Cλ to the Hamiltonian
HT = H +
∫
ddxλCλ =
∫
ddx(H0 −NC + λCλ), (4.45)
where λ is a Lagrangian multiplier. Therefore, in this sector there are two primary constraints
C and Cλ.
Now, we apply the Dirac-Bergman algorithm to get potential secondary constraints. To
this end, we require the consistency conditions dC(x)/dt ≈ {C(x), HT } ≈ 0 and dCλ(x)dt ≈
{Cλ(x), HT } ≈ 0, i.e.,
∫
ddy [{C(x),H0(y)} −N(y){C(x), C(y)}+ λ(y){C(x), Cλ(y)}] ≈ 0, (4.46)∫
ddy [{Cλ(x),H0(y)} −N(y){Cλ(x), C(y)}+ λ(y){Cλ(x), Cλ(y)}] ≈ 0. (4.47)
To evaluate these Poisson brackets, we can make use of the following Poisson brackets
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for R, Ri and Cλ:
{R(x),Ri(y)} = −R(y)∂xiδd(x− y), (4.48)
{Ri(x),Rj(y)} = −
[
Rj(x)∂xiδd(x− y)−Ri(y)∂yjδd(x− y)
]
, (4.49)
{Ri(x), Cλ(y)} = −Cλ(x)∂xiδd(x− y), (4.50)
{Cλ(x), Cλ(y)} = 0, (4.51)
{R(x),R(y)} = −
[
(Ri − 2
d
DiCλ)(x)∂xiδd(x− y)− (x↔ y)
]
, (4.52)
{R(x), Cλ(y)} =
[
− 1
2
R−√γ d
2
DiΩAD
iφA −√γ d− 1
4
∂iφA∂
iφA −√γ d+ 1
2
V
−√γ d
2
V AΩA +
d
4
√
γ
(ΩApi
A)2
Ω
+
d− 1
4
√
γ
piApiA
]
(x)δd(x− y), (4.53)
which are calculated in Appendix B.2. Following steps similar to the general sector case, we
can get ∫
ddxddy f(x)g(y){C(x), C(y)} = −
∫
ddx
(
f ∂ig − g ∂if
)
P i, (4.54)
where f(x) and g(y) are smoothing functions and P i can be simplified to
P i = CDilnl + 2
d
Cλ√
γ
∂i
√
γ − 2
d
∂iCλ. (4.55)
So, despite the differences from the general sector, P i again vanishes weakly and we have
{C(x), C(y)} ≈ 0 in this sector.
We also have to calculate {C(x), Cλ(y)}. Since ∂Cλ/∂ni = 0 and ∂C/∂ni = 0, we can
expand {C(x), Cλ(y)} at fixed ni
{C(x), Cλ(y)} = {R(x), Cλ(y)}+Dijnj(x){Ri(x), Cλ(y)}+ Smn(x) δCλ(y)
δpimn(x)
, (4.56)
where Smn is given by Eq. (4.28). Using Eqs. (4.50) and (4.53), we then get
{C(x), Cλ(y)} =
[
− 1
2
R−√γ d
2
DiΩAD
iφA −√γ d− 1
4
∂iφA∂
iφA −√γ d+ 1
2
V
−√γ d
2
V AΩA +
d
4
√
γ
(ΩApi
A)2
Ω
+
d− 1
4
√
γ
piApiA
]
(x)δd(x− y)
+ Smn(x)γmn(y)δ
d(x− y). (4.57)
Therefore, due to the graviton potential terms, we have {C(x), Cλ(y)} 6≈ 0.
Although not essential for completing the Dirac-Bergman algorithm, we also compute
{C(x),H0(y)} and {Cλ(x),H0(y)} for the completeness of the Hamiltonian formulation. By
explicit calculation, we get that {C(x),H0(y)} is given by the expression (4.33) with θ taken
to ∞, which does not vanish weakly. Also,
{Cλ(x),H0(y)} ≈
(
−γmn√γAmn − d
2
Ω,A
√
γ
∂A
∂φA
)
δd(x− y) 6≈ 0 . (4.58)
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Now, with all the Poisson brackets in Eqs. (4.46) and (4.47) calculated, we see that λ can
be determined from Eq. (4.46) and then N can be determined from Eq. (4.47). Therefore, the
Dirac-Bergman algorithm terminates here and there are no secondary constraints generated,
and the constraints in this sector are the second class constraints C and Cλ. Therefore there
is no BD ghost in this sector either.
However, this does not mean this special sector is free from problems. Indeed, as we
shall see this sector suffers from ghost instabilities, except for the case of d = 1. From the
relation (d−1)Ω = −dΩ,AΩ,A, we have Ω < 0, except for the case of d = 1. When Ω < 0, the
graviton kinetic term has the wrong sign. But we can’t exclude all the cases with ω = 0 and
d > 1 based on this yet. One should keep in mind that the overall sign in the action does not
affect the equations of motion. If all the kinetic terms in the action, after diagonalization,
have the wrong sign, this ghost can be “eliminated” by redefining the action with an overall
sign. This turns out to be the case if there is only one scalar.
To see this, we first note that for the case of one scalar we have
Ω(φ) = −d− 1
4d
(φ+ c)2, c = const.. (4.59)
Now, conformally transforming to g˜µν = (−Ω)
2
d−1 gµν and neglecting some boundary terms,
we get the redefined action is given by
S′ = −S =
∫
dd+1x
√
−g˜
[
R˜
2
+
d+1∑
a=1
α˜a(φ)ea(K˜)− V˜ (φ)
]
. (4.60)
where K˜µν = δµν −
√
g˜µρfρν , V˜ (φ) = −(−Ω)−
d+1
d−1V (φ)+ α˜0(φ) and α˜n(φ) and βn(φ) are related
by
α˜n = (−1)n+1
d+1∑
a=n
(d+ 1− n)!
(d+ 1− a)!(a− n)! (−Ω)
a
d−1− d+1d−1βa. (4.61)
For the case of multiple scalars, however, this conformal transformation trick does not work,
as it can at most “absorb” one scalar kinetic term. Therefore, the case of multiple scalars
suffers from ghost instabilities.
However, the case of (4.60) still suffers from a hidden ghost instability. In the action
(4.60), φ is an auxiliary field and we can integrate it out, which gives rise to a massive gravity
action for the metric g˜µν . Now, from our constraint system analysis above, we know that this
massive gravity for g˜µν has 6 degrees of freedom, which means there is a “second BD ghost”
in this case. Therefore, all the cases with ω = 0 and d > 1 suffer from ghost instabilities.
For the case with ω = 0 and d = 1, we have Ω = const., which can be positive or
negative. Note that, for this case, even Ω < 0 does not necessarily imply there is a ghost,
because in 1+1 dimensions there is only one component for the spatial metric γij = γ11.
As we have shown, this only potential degree of freedom is eliminated by two constraints,
therefore the massive graviton does not have any degree of freedom, and the scalars have the
right kinetic terms.
5 Discussions
In this paper, we have generalized mass-varying massive gravity [39] to a general scalar
massive-tensor theory. Mass-varying massive gravity has been shown to give rise to stable
– 14 –
fully FRW solutions if a few conditions are satisfied [40]. It is, however, not clear how
restricting these conditions are. In any event, stability of the FRW solutions is only a first-
step requirement and extending its possible theory space may be useful to obtain an eventually
phenomenologically viable model, in which the functions αi(φA) and V (φA) are to be chosen
appropriately.
We have allowed for generic mixing between the kinetic terms and the mass terms of
the massive graviton and the scalars. One may alway de-mix the kinetic mixing between the
graviton and scalars by a conformal transformation, but matter may couple to the graviton
in the Jordan frame. Also, the mass matrix mixing has not been considered in previous
generalizations of the dRGT model and in the studies of their background FRW solutions
and perturbations. As in the Stuckelberg language this mass matrix mixing can give rise to
kinetic terms for the Stuckelberg fields, it is therefore interesting to see how the perturbative
analysis of the FRW solution will change in presence of this mass mixing, as well as the kinetic
mixing, which we leave for further work.
We have derived the Hamiltonian formulation for our generalized massive gravity theory.
We see that, depending on the kinetic coupling Ω(φA), two sectors arise when passing to the
Hamiltonian formulation. The Hamiltonian and its constraints for the two sectors have been
derived separately. In the general sector there is one primary and one secondary constraint,
while there are two primary constraints and no secondary constraint in the special sector.
Thus, the BD ghost is absent in both the two sectors. However, the special sector suffers
from ghost instabilities except for the d = 1 case. We emphasize that, although most of the
ghost instabilities in the special sector are obviously due to the fact that Ω(φA) < 0, it is
necessary to calculate the constraint system for this sector to show that there is a “second BD
ghost” for the special sector with one scalar and that the d = 1 case is free from any obvious
ghost instability.
We have formulated our model in arbitrary dimensions. As the dRGT graviton potential
is in a sense very much unique by construction, we expect that there are also applications of
dRGT-like massive gravity in a dimension other than four. For example, massive gravitons
generally arise after the Kaluza-Klein compactification of a higher dimensional gravity theory.
We expect the developed Hamiltonian formulation will be useful for computing energies of
gravitational solutions in a large class of dRGT-like massive gravity, for numerically evolving
the field configurations and even for discussing possible canonical quantization of this class of
models. Finally, we note that low dimensional gravity theories sometimes are easy to solve,
which may provide valuable lessons for quantizing gravity theories.
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A Reducing the ni equation of motion
Here we simplify the ni equation of motion, which is
∂L
∂nk
= −∂H0
∂nk
+N
∂C
∂nk
= LRk + L√γ ∂A
∂nk
+NRi∂(D
i
jn
j)
∂nk
+N
√
γ
∂B
∂nk
= 0. (A.1)
From Eq. (3.7), a useful relation can be derived
∂
∂nl
tr[(
√
xD)a] = −a(√x)a−2nkξkj(Da−1)j i∂(D
i
tn
t)
∂nl
, (A.2)
with which we can show that
∂B
∂nk
= −
d∑
a=1
βa
nrξrj√
x
∂(Ditnt)
∂nk
a(
√
x)a−1δj [iDp1p1 · · · Dpa−1pa−1]. (A.3)
This leads to
∂C
∂nk
= Ci∂(D
i
jn
j)
∂nk
, (A.4)
where
Ci = Ri −√γn
lξlj√
x
d∑
a=1
βaa(
√
x)a−1δj [iDp1p1 · · · Dpa−1pa−1]. (A.5)
Similarly, we can show
∂A
∂nk
=
d∑
a=1
βa
[
−
a−1∑
i=1
(−1)iξkj [(
√
xD)i]jpinpi
√
xDpi+1 [pi+1 · · ·
√
xDpa−1pa−1]
− n
lξlk√
x
(
√
x)a−1Dp1 [p1 · · · Dpa−1pa−1] + T1 + T2 + T3 + T4
]
, (A.6)
where
T1 =−
a−1∑
i=2
(−1)inlξlp0
[ i−1∑
m=1
√
xDp0p1
√
xDp1p2 · · ·
(
∂(
√
xDpm−1pm)
∂nk
)√
xDpmpm+1
· · · √xDpi−2pi−1
]
Dpi−1pinpi
√
xDpi+1 [pi+1 · · ·
√
xDpa−1pa−1],
T2 =
a−1∑
i=1
(−1)inlξlp0 [(
√
xD)i−1]p0pi−1Dpi−1pinpi
ncξcpi+1√
x
∂(Djtnt)
∂nk
(a− i− 1)(√x)a−i−2δpi+1 [jDpi+2pi+2 · · · Dpa−1pa−1],
T3 =−
a−1∑
i=1
(−1)inlξlp0 [(
√
xD)i−1]p0pi−1
∂(Dpi−1pinpi)
∂nk
√
xDpi+1 [pi+1 · · ·
√
xDpa−1pa−1],
T4 =− nlξlj ∂(D
i
tn
t)
∂nk
(a− 1)(√x)a−2δj [iDp1p1 · · · Dpa−2pa−2]. (A.7)
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To further simplify ∂A/∂nk, we note another useful relation that can come out of the prop-
erties of Dij :
nT ξ
[√
xDi−1 + 1√
x
Dm−1nT ξDi−mn
]
∂(Dn)
∂nk
= nT ξ
[√
xDi + 1√
x
I(nT ξDin)
]
∂n
∂nk
, (A.8)
where i ≥ 2 and 1 ≤ m ≤ i− 1. With the help of Eq. (A.8) and after some algebra, one can
show that T1 = −T2 and T3 = −T4. Therefore, we have
−∂H0
∂nk
= LCk, (A.9)
and
∂L
∂nk
= Ci
[
Lδik +N
∂(Dijnj)
∂nk
]
. (A.10)
Since the matrix Lδik +N
∂(Dijnj)
∂nk
is invertible, the ni equation of motion can be reduced to
Ci = Ri −√γn
lξlj√
x
dC∑
a=1
βaa(
√
x)a−1δj [iDp1p1 · · · Dpa−1pa−1] = 0. (A.11)
B The Poisson brackets
B.1 Sector (d− 1)Ω 6= −dΩ,AΩ,A
In this subsection, we calculate the Poisson brackets between R and Ri in the general sector
and show, similar to General Relativity, they satisfy the following algebra,
{R(x),R(y)} = −
[
Ri(x)∂xiδd(x− y)− (x↔ y)
]
,
{R(x),Ri(y)} = −R(y)∂xiδd(x− y),
{Ri(x),Rj(y)} = −
[
Rj(x)∂xiδd(x− y)−Ri(y)∂yjδd(x− y)
]
. (B.1)
where R and Ri are defined in Eqs. (4.9) and (4.10) respectively. We assume the reader is
familiar to the relevant calculation in General Relativity which can be found in, for exam-
ple, [50].
To facilitate our calculation, we introduce time-independent smoothing functions f(x),
f i(x), gi(y) and g(y) that decay quickly at infinities and define the smeared quantities
FR ≡
∫
ddx f(x)R(x), F ≡
∫
ddx f i(x)Ri(x),
GR ≡
∫
ddx g(x)R(x), G ≡
∫
ddx gi(x)Ri(x). (B.2)
and will calculate the following Poisson brackets instead:
{FR, GR} =
∫
ddxddyf(x)g(y){R(x),R(y)},
{FR, G} =
∫
ddxddyf(x)gi(y){R(x),Ri(y)},
{F,G} =
∫
ddxddyf i(x)gj(y){Ri(x),Rj(y)} . (B.3)
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• {R(x),R(y)}
Since {R(x),R(y)} is antisymmetric in exchanging x and y, we can drop terms propor-
tional to δd(x− y) and expand it as
{R(x),R(y)} = TRR1 + TRR2 + TRR3, (B.4)
where
TRR1 =
{√
γ
Ω
2
(d)R(x),− 1√
γ
[
2
Ω
piijpiij − 1 + θ
ω
pi2 − 1
ω
piΩ,Api
A
]
(y)
}
− (x↔ y), (B.5)
TRR2 =
{√
γDkD
kΩ(x),
1√
γ
[
2
Ω
piijpiij +
1
2
piApiA − 1 + θ
ω
pi2 − 1
ω
piΩ,Api
A − d
4ω
(Ω,Api
A)2
]
(y)
}
− (x↔ y), (B.6)
TRR3 =
{√
γ
1
2
∂iφB∂
iφB(x),
1√
γ
[
1
2
piCpiC − 1
ω
piΩ,Cpi
C − d
4ω
(Ω,Cpi
C)2
Ω
]
(y)
}
− (x↔ y).
(B.7)
We then simplify each of the terms above in turn. Making use of the relation δ(d)R =
−δγij(d)Rij +DjDiδγij−DkDkγijδγij and dropping some boundary terms, the first term can
be simplified to∫
ddxddyf(x)g(y)TRR1
=
∫
ddx
[(
d− 1
2ω
Ω,Api
A − θ
ω
pi
)
fDkΩ∂kg +
2
Ω
pimnfD
nΩ∂mg
]
(x)
+
∫
ddy
[
gΩDk
(
d− 1
2ω
Ω,Api
A − θ
ω
pi
)
∂kf + gΩDm
(
2
Ω
pimn
)
∂y
n
f
]
(y)
− (x↔ y). (B.8)
Inserting f(y) =
∫
ddx f(x)δd(x − y) and g(x) = ∫ ddy g(y)δd(x − y) into the expression
above, we can arrive at∫
ddxddyf(x)g(y)TRR1
=
∫
ddxddy f(x)g(y)
([(
d− 1
2ω
Ω,Api
A − θ
ω
pi
)
DiΩ +
2
Ω
piijDjΩ
]
(x)∂xiδ
d(x− y)
+
[
ΩDi
(
d− 1
2ω
Ω,Api
A − θ
ω
pi
)
+ ΩDj
(
2
Ω
piij
)]
(y)∂yiδ
d(x− y)
)
− (x↔ y). (B.9)
To simplify the second term in Eq. (B.4), we note that √γDkDkΩ = ∂k(√γγkl∂lΩ) and
θ = Ω,AΩ,A/Ω. After some steps, we get∫
ddxddyf(x)g(y)TRR2
=
∫
ddxddy f(x)g(y)
[(
d− 2
2ω
Ω,Api
A − 1 + 2θ
ω
pi
)
∂iΩ +Di
(
θ
ω
Ωpi − d− 1
2ω
ΩΩ,Api
A
)
+
4
Ω
piij∂jΩ
]
(y)∂yiδ
d(x− y)− (x↔ y). (B.10)
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Then the last term in Eq. (B.4) can be simplified to∫
ddxddyf(x)g(y)TRR2
=
∫
ddxddyf(x)g(y)
(
−piA∂iφA + 1
ω
pi∂iΩ +
d
2ω
Ω,Api
A∂iΩ
)
(y)∂yiδ
d(x− y)
− (x↔ y). (B.11)
Now, putting the three simplified terms together, after some algebra (beware that pi is a scalar
density rather than a scalar), we arrive at
{R(x),R(y)} = −
[
Ri(x)∂xiδd(x− y)− (x↔ y)
]
. (B.12)
• {R(x),Ri(y)}
First, we define
FR = FR1 + FR2 + FR3 (B.13)
FR1 =
∫
ddx
√
γf(x)
Ω
2
(d)R , (B.14)
FR2 = −
∫
ddx
√
γf(x)DiD
iΩ , (B.15)
FR3 = −
∫
ddx
{√
γf(x)
(
1
2
∂iφA∂
iφA + V
)
+
f(x)√
γ
[
2
Ω
piijpiij +
1
2
piApiA
− 1 + θ
ω
pi2 − 1
ω
piΩ,Api
A − d
4ω
(Ω,Api
A)2
]}
, (B.16)
and calculate {FR1, G}, {FR2, G} and {FR3, G} in turn. The Poisson bracket {FR1, G} con-
tains two parts: the part involving variations on γmn and its conjugate momenta, which is
similar to the case of General Relativity, and the part involving the non-minimal coupling Ω.
Making use of the identities DiDngi −DnDigi = (d)Ringi and 2∇cRac = ∇aR, we can get
{FR1, G} =
∫
ddz
[
−
√
γ
2
Ωf (d)RDig
i −
√
γ
2
ΩfgiDi
(d)R−
√
γ
2
f (d)RgiDiΩ
]
=
∫
ddz fDi
(
−gi√γΩ
2
(d)R
)
. (B.17)
On the other hand, after dropping some boundary terms, {FR2, G} can be simplified to
{FR2, G} =
∫
ddz
√
γf
[
DkD
kΩDig
i + giDkD
kDiΩ−DkΩ(DiDkgi −DkDigi)
]
. (B.18)
Making use of the identity DiDkui −DkDiui = (d)Rikui, then we can get
{FR2, G} =
∫
ddz fDi
(
gi
√
γDkD
kΩ
)
. (B.19)
Then, {FR3, G}, after several steps of straightforward simplification, can be written as
{FR3, G} =
∫
ddz fDi
{
gi
√
γ
(
1
2
∂kφA∂
kφA + V
)
+
gi√
γ
[
2
Ω
pikjpikj +
1
2
piApiA
− 1 + θ
ω
pi2 − 1
ω
piΩ,Api
A − d
4ω
(Ω,Api
A)2
]}
. (B.20)
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Putting {FR1, G}, {FR2, G} and {FR3, G} together, we have
{FR, G} =
∫
ddx fDi
(−giR) . (B.21)
Notice that Di
(−giR) = ∂i (−giR) and gi(x) = ∫ ddygi(y)δd(x− y), we finally arrive at
{R(x),Ri(y)} = −R(y)∂xiδd(x− y) . (B.22)
• {Ri(x),Rj(y)}
We first define
{F,G} = {F,G}1 + {F,G}2, (B.23)
{F,G}1 =
∫
ddz
(
δF
δγmn
δG
δpimn
− δF
δpimn
δG
δγmn
)
, (B.24)
{F,G}2 =
∫
ddz
(
δF
δφA
δG
δpiA
− δF
δpiA
δG
δφA
)
. (B.25)
Calculation of {F,G}1 is similar to the case of General Relativity and the result is
{F,G}1 = −
∫
ddxddy f i(x)gj(y)
[
2γjkDlpi
kl(x)∂xiδ
d(x− y)− 2γikDlpikl(y)∂yjδd(x− y)
]
.
(B.26)
Also, the term {F,G}2 is straightforward to calculate and we have
{F,G}2 =
∫
ddz
[
f ipiA∂jφA∂ig
j − gjpiA∂iφA∂jf i
]
. (B.27)
Adding them together and inserting gj(x) =
∫
ddygj(y)δd(x−y) and f i(y) = ∫ ddxf i(x)δd(x−
y), we have
{Ri(x),Rj(y)} = −
[
Rj(x)∂xiδd(x− y)−Ri(y)∂yjδd(x− y)
]
. (B.28)
B.2 Sector (d− 1)Ω = −dΩ,AΩ,A
In this subsection, we calculate the Poisson brackets between R, Ri and Cλ for the sector
(d− 1)Ω = −dΩ,AΩ,A. We show that they satisfy the following relations
{R(x),Ri(y)} = −R(y)∂xiδd(x− y), (B.29)
{Ri(x),Rj(y)} = −
[
Rj(x)∂xiδd(x− y)−Ri(y)∂yjδd(x− y)
]
, (B.30)
{Ri(x), Cλ(y)} = −Cλ(x)∂xiδd(x− y), (B.31)
{Cλ(x), Cλ(y)} = 0, (B.32)
{R(x),R(y)} = −
[
(Ri − 2
d
DiCλ)(x)∂xiδd(x− y)− (x↔ y)
]
, (B.33)
{R(x), Cλ(y)} =
[√
γ
(
− Ω
4
(d)R− d− 1
2
DkDkΩ +
d
2
Ω,ADkD
kφA − d− 2
4
∂kφA∂
kφA − d
2
V
− d
2
V ,AΩ,A
)
+
1√
γ
(
1
Ω
pikjpikj +
d
4
piApiA +
d
4
(Ω,Api
A)2
Ω
− 1
Ωd
pi2
)]
(x)δd(x− y),
(B.34)
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where Cλ = pi+ dΩ,ApiA/2, and R and Ri are respectively defined by taking the θ →∞ limit
of the expressions R (Eq. (4.9)) and Ri (Eq. (4.10)) in the general sector. Note that, for the
case of one scalar, if 2(d+ 1)V = (d− 1)(φ + c)V ′ is satisfied (V (φ) = c1(φ + c)2(d+1)/(d−1),
c1 being a integration constant), we get a closed Poisson algebra for R, Ri and Cλ. 1 The
calculations of {R(x),Ri(y)} and {Ri(x),Rj(y)} are essentially the same as in the general
sector case and the calculations of {Ri(x), Cλ(y)} and {Cλ(x), Cλ(y)} are also straightforward.
We assume the reader is familiar with Appendix B.1, and will focus on the later two Poisson
brackets and keep the discussion brief.
As in the general sector case, we divide {R(x),R(y)} into three parts:
{R(x),R(y)} = TRR1 + TRR2 + TRR3, (B.35)
TRR1 =
{√
γ
Ω
2
(d)R,− 1√
γ
[
2
Ω
piijpiij − 2
Ωd
pi2
]}
− (x↔ y), (B.36)
TRR2 =
{
−√γDkDkΩ,− 1√
γ
[
2
Ω
piijpiij +
1
2
piApiA − 2
Ωd
pi2
]}
− (x↔ y), (B.37)
TRR3 =
{
−√γ 1
2
∂iφB∂
iφB,− 1√
γ
1
2
piApiA
}
− (x↔ y). (B.38)
Going through similar steps, we get
TRR1 =
∫
ddx
(
4
Ω
piijDjΩ− 4
Ωd
piDiΩ− 2Djpiij + 2
d
Dipi
)
(f∂ig − g∂if), (B.39)
TRR2 =
∫
ddx
[
− 4
Ω
piijDjΩ +
4
Ωd
piDiΩ +Di(ΩApi
A)
]
(f∂ig − g∂if), (B.40)
TRR3 =
∫
ddxpiA∂
iφA(f∂ig − g∂if) . (B.41)
Adding them together, integrating by parts and recognizing pi + d2Ω,Api
A = Cλ, we can
get Eq. (B.33). It is different from the general sector case because for {R(x),R(y)} eval-
uating the Poisson bracket and taking the limit θ → ∞ do not commute. More specifi-
cally, the term {√γDkDkΩ(x),− 1√γ
[
pi
ωpiΩ,Api
A + d4ω (Ω,Api
A)2
]
(y)} − (x ↔ y) gives rise to
− [2dDiCλ(x)∂xiδd(x− y)− (x↔ y)] if the limit θ →∞ is taken after evaluating the Poisson
bracket, but does not contribute if the limit is taken first.
For the Poisson bracket {R(x), Cλ(y)}, we can expand it out to four terms, which can
be simplified, using the smoothing function technique, to∫
ddxddyf(x)g(y){R(x), Cλ(y)} = TRλ1 + TRλ2 + TRλ3 + TRλ4, (B.42)
where
TRλ1 =
∫
ddz
(
−fλ
4
√
γΩ(d)R− d− 1
2
λ
√
γDkDk(Ωf)
)
, (B.43)
TRλ2 =
∫
ddz
(
−f√γ d− 2
2
Dk(λD
kΩ) +
d− 1
2
λ
√
γΩDkDkf
)
, (B.44)
1If 2(d+ 1)V = (d− 1)(φ+ c)V ′ is satisfied, the enhanced symmetry for the case of a zero graviton mass
is diffeomorphism invariance plus a conformation invariance (see [49]).
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TRλ3 =
∫
ddz
[
−fλ√γ d− 2
4
∂kφA∂
kφA +
λ
√
γd
2
Ω,ADk(fD
kφA)
−fλ√γ d
2
V − fλ√γ d
2
V ,AΩ,A
]
, (B.45)
TRλ4 =
∫
ddz
fλ
2
√
γ
[
2
Ω
pikjpikj +
d
2
piApiA − 2
Ωd
pi2 +
d
2
(Ω,Api
A)2
Ω
]
. (B.46)
Combining them together, after some algebra, we get Eq. (B.34).
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