Abstract. In this paper we consider the reproducing kernel thesis for boundedness and compactness for various operators on Bergman-type spaces. In particular, the results in this paper apply to the weighted Bergman space on the unit ball, the unit polydisc and more generally to weighted Fock spaces.
Introduction
The goal of this paper is to show that in a wide variety of classical function spaces various properties of a given operator can be determined by examining only its behavior on the normalized reproducing kernels of that space. In other words, the results in this paper may be viewed as "Reproducing Kernel Thesis" (RKT) statements. We develop a unified approach to tackle problems of this kind which works in a variety of classical function spaces. We introduce a special class of Reproducing Kernel Hilbert Spaces (RKHS) as an abstract framework for our results. We call them Bergman-type spaces due to their similarities to the classical Bergman space. Two prime examples are the Bergman space and the BargmannFock space. However, our definition is much more general and includes the weighted versions of these spaces, Bergman spaces on more complicated domains etc.
We consider two types of RKT statements; RKT for boundedness and RKT for compactness. We show that in our setting RKT for boundedness is almost true in the sense that a condition slightly stronger than the optimal one is enough to conclude boundedness. The first result of this kind seems to be due to Bonsall [9] who showed that Hankel operators (with BMO symbols) on the classical Hardy space satisfy RKT for boundedness. This result, now known as the "Reproducing Kernel Thesis", was later extended to other function spaces [3, 6, 27, 36] , with a similar or a slightly stronger assumption on the operator. In many cases, the strongest form of the RKT for boundedness proved to be wrong [24] for general operators, and some sort of strengthening of the original assumption is usually necessary. Here we provide a reasonable condition for general operators on Bergman-type spaces under which RKT for boundedness holds. Furthermore, we show that under the same condition operators on Bergman-type spaces satisfy the RKT for compactness. Namely, every operator which sends a weakly convergent sequence of normalized reproducing kernels into a strongly convergent one must be compact. Results of this kind are numerous in the literature. Here we mention only a few and refer the reader to [5, 11, 15, 16, 18, 20, 21, 26, 28, 33] and the references in those papers for more examples of these results. The RKT for compactness was first proved to hold for every Toeplitz operator on the classical Bergman space of the disc by Zheng [34] . It was later proved by Stroethoff and Zheng that the same is true for Hankel operators on the Bergman space, see [29] . These two results were generalized by Axler and Zheng in [4] . They proved that every finite sum of finite products of Toeplitz operators also satisfy the RKTC. In [31] Suárez, in certain sense, closed the problem in the classical Bergman setting by showing that the Toeplitz algebra is exactly the class for which the RKT for compactness holds. Suárez's results were later extended to various different function spaces and settings. Namely, the same results were shown to be true for the Bargmann-Fock space [7] , Bergman spaces on the disc and unit ball with classical weights [23] , and the weighted Bergman spaces on the polydisc [22] . Here, by introducing the notion of the Bergman-type space we are able to give a unified approach to many of these results, very often with shorter and more informative proofs. However, our results also hold for Bergman spaces on certain bounded symmetric domains for which the RKT was previously not known. Finally, we want to mention that a different general approach which was applied to similar questions about Hankel operators was offered in [19] .
The paper is organized as follows. In the next section we give a precise definition of Bergman-type spaces and prove some of their basic properties. In the following section we treat the RKT for boundedness. In particular, we show how our general result can be used to deduce a variety of classical results for boundedness of Toeplitz and Hankel operators. In the last section we treat the RKT for compactness. First, we prove the crucial localization property building on some of the ideas initiated by Axler and Zheng and improved later by Suárez. We then use this localization property to estimate the essential norm of a large class of operators and, in particular, to prove the RKT for compactness in our general setting. Finally, we show that for a certain subclass of operators the main assumption in the RKT for compactness can be further relaxed. It is quite possible that this subclass generates the whole Toeplitz algebra, but we don't address this question here.
Bergman-type spaces
We introduce a large class of reproducing kernel Hilbert spaces that will form an abstract framework for our results. Due to their similarities with the classical Bergman space we call them Bergman-type spaces. In defining the key properties of these spaces, we use the standard notation that A B to denote that there exists a constant C such that A ≤ CB. And, A ≃ B which means that A B and B A.
Below we list the defining properties of these spaces. A.1 Let Ω be a domain (connected open set) in C n which contains the origin. We assume that for each z ∈ Ω, there exists an involution ϕ z ∈ Aut(Ω) satisfying ϕ z (0) = z. A. 2 We assume the existence of a metric d on Ω which is quasi-invariant under ϕ z , i.e.,
) with the implied constants independent of u, v ∈ Ω. In addition, we assume that the metric space (Ω, d) is separable and finitely compact, i.e., every closed ball in (Ω, d) is compact. As usual, we denote by D(z, r) the disc centered at z with radius r with respect to the metric d. A. 3 We assume the existence of a finite Borel measure σ on Ω and define B(Ω) to be the space of holomorphic functions on Ω equipped with the L 2 (Ω; dσ) norm. We assume that B(Ω) is a RKHS and denote by K z and k z the reproducing and the normalized reproducing kernel in B(Ω). Everywhere in the paper · and ·, · will always denote the norm and the inner product in L 2 (Ω; dσ). We will assume that K z is continuous as a function of z taking (Ω, d) into R.
We will say that B(Ω) is a Bergman-type space if in addition to A.1-A.3 it also satisfies the following properties.
A. 4 We assume that the measure dλ(z) := K z 2 dσ(z) is quasi-invariant under all ϕ z , i.e., for every Borel set E ⊂ Ω we have λ(E) ≃ λ(ϕ z (E)) with the implied constants independent of z ∈ Ω. In addition, we assume that λ is doubling, i.e., there exists a constant C > 1 such that for all z ∈ Ω and r > 0 we have λ(D(z, 2r)) ≤ Cλ(D(z, r)). A. 5 We assume that
with the implied constants independent of z, w ∈ Ω. A. 6 We assume that there exists a positive constant κ < 2 such that
for all r > κ > s > 0 or that (2.1) holds for all r = s > 0. In the latter case we will say that κ = 0. These will be called the Rudin-Forelli estimates for B(Ω , and dσ is the normalized Lebesgue measure on D . The metric d is the usual hyperbolic metric on the disc. All the conditions A.1-A.7 are well-known to true. Notice that κ = 1. Condition A.5 in this case is the well-known "magic" identity:
Example 2.2. The weighted Bergman space A α (B n ), α > −1 over the ball B n with the classical weight (1 − |z| 2 ) α . In this case Ω = B n , ϕ z (w) is the automorphism of the ball such that ϕ z (0) = z, and dσ is the normalized Lebesgue measure on B n weighted by (1 − |z| 2 ) α . The metric d is the usual hyperbolic metric on the ball. Again, all the conditions A.1-A.7 are well-known to be true. In this case it is not hard to check that κ = 2 is also satisfied. The measure σ is just taken to be the usual volume (Lebesgue) measure. In this case λ is just the invariant measure on Ω. Therefore both A.3 and A.4 hold. It is well known also that A.5 and A.7 are true (see e. g. [8] ). The Rudin-Forelli estimates are not known to be true for all bounded symmetric domains but they are known to hold for a wide variety of bounded symmetric domains as shown in [13, 17] . This example of course contains all the previous examples as a special case.
If h is a positive function on X that is measurable with respect to µ and ν and C p and C q are positive constants such that
where C(1, 1) is the constant from A.6. So P is bounded on L 1 (Ω;
By interpolation we obtain that P is bounded on L p (Ω;
For a given p choose γ > 0 so that pγ < min(κ, 2 − κ) and qγ = pγ p−1 < min(κ, 2 − κ), where κ < 2 is the constant appearing in A.6. Notice that since κ < 2, we have that such a number γ exists.
We will use the Schur's Test (Lemma 2.7) with
where α > 0 is to be specified later. Then we have
In case of a strong Bergman-type space U z are actually unitary operators. Moreover, in this case
For any given operator T on B(Ω) and z ∈ Ω we define T z := U z T U * z .
2.4.
Toeplitz Operators on Bergman-type Spaces. Let M u denote the operator of multiplication by the function u, M u (f ) := uf . We define a Toeplitz operator with symbol u to be the operator given by
where P is the usual projection operator onto B(Ω). For a function u :
. So, if this is true for all z ∈ Ω, the Toeplitz operator T u will at least be densely defined on B(Ω) because it will be well defined on the span of the normalized reproducing kernels. In the next section we will provide a condition on u which will guarantee that T u is bounded.
In the classical case when u is bounded it is immediate to see that T u ≤ u L ∞ . These Toeplitz operators are the key building blocks of an important object for this paper, the Toeplitz algebra
which are nothing other then finite sums of finite products of Toeplitz operators. Then T L ∞ is the closure of these operators,
where the closure is in the operator norm on B(Ω), i.e., · L(B(Ω),B(Ω)) . In the case of strong Bergman-type spaces conjugation by translations behaves particularly well with respect to Toeplitz operators. Namely, if T = T u is a Toeplitz operator then
is a product of Toeplitz operators we have
The following simple lemma will be used in what follows.
Proof. Since G is bounded there exists a closed ball B such that G ⊂ B. Let {f n } be a unit-norm sequence in B(Ω). Since, by A.3, sup z∈B K z < ∞ we have that the sequence {f n } is bounded on B, i. e., there exists M independent on n such that sup z∈B |f n (z)| ≤ M. Since the same is true for any for any compact set in place of B, by Montel's theorem, there exists a subsequence {f n k } such that {M 1 B f n k } converges uniformly. This implies that
, and consequently
2.5. Geometric Decomposition of (Ω, d, λ). The proof of the crucial localization result from Section 4 will make critical use of the following covering result. Related results can be found in [7, 13, 23, 31] where it is shown that nice domains, such as the unit ball, polydisc, or C n have this property.
Proposition 2.11. There exists an integer N > 0 (depending only on the doubling constant of the measure λ) such that for any r > 0 there is a covering F r = {F j } of Ω by disjoint Borel sets satisfying (1) every point of Ω belongs to at most N of the sets
To prove this Proposition we recall a well-known fact for arbitrary metric spaces. There is a denumerable set of points {x j } and a corresponding set of Borel subsets {Q j } of X that satisfy
Here D(x, r) denotes the open ball with center x and radius r > 0 in the metric space (X, d).
Proof of Proposition 2.11. By A.2 the set (Ω, d) is a separable metric space, and so by Lemma 2.12 for each r > 0 there is a collection of points {x j } ∈ Ω and Borel sets F j := Q j ⊂ Ω so that F r := {F j } is a disjoint covering of Ω. Also, by Lemma 2.12 we have that
proving (2) from Proposition 2.11.
It remains to prove (1), namely that we have the finite overlap property for the sets G j = {z ∈ Ω : d(z, F j ) ≤ r}. Since we clearly have G j ⊂ D(x j , 4r) it suffices to prove that the corresponding balls D(x j , 4r) have a finite intersection property. Suppose that
Here we have fixed one of the balls to play a distinguished role, namely the ball centered at x k . By the construction we have that D(x l , r) are disjoint in Ω. By properties A.1 and A.2 we have that λ (D(x j , r)) ≃ λ (D(0, cr)) for any r > 0, for all j, and for some constant c > 0 independent of j, r. So we have that 0, 9cr) ) . , r) ) and this is a constant depending only on the doubling constant of the measure λ.
This gives that
N λ (D(0, 9cr)) λ (D(0
Reproducing kernel thesis for boundedness
In this section we prove that many operators on Bergman-type spaces have a property reminiscent of the classical reproducing kernel thesis (RKT). Ideally we would like to show that the condition sup z∈Ω T k z < ∞ is sufficient for T to be bounded. However, this is most probably not true in general. Below, we show that if we impose a stronger condition we can get the desired boundedness. Our condition will be on U z T k z instead on T k z . We need to keep U z since we don't generally have that U z L p (Ω;dσ) ≃ 1 for p > 2. 
for some p >
4−κ 2−κ then T can be extended to a bounded operator on B(Ω).
In the case of the unweighted Bargmann-Fock space this results corresponds to [10, Theorem 4] and in the case of the unweighted Bergman space it corresponds to [14, Proposition 2.5].
Remark 3.2. In view of Lemma 2.8, it would be interesting to see if for κ = 0 the conditions
for some p > 2 are sufficient for T to be bounded on B(Ω).
Proof. Since the linear space of all the normalized reproducing kernels is dense in B(Ω) it will be enough to show that there exists a constant C < ∞ such that T f f for all f that are in the linear span of the reproducing kernels. Notice first that for any such f we have
Consider the integral operator Rf (z) :
It is enough to show that this operator is bounded as an operator on L 2 (Ω; dσ). To do this we will use the Schur's Test (Lemma 2.7) with
If κ = 0 set α = ensures that such α exists. Let z ∈ Ω be arbitrary and fixed. We have
Using Holder's inequality we obtain that the last expression is no greater than
We can use Lemma 2.6 to deduce that the second integral above is bounded by a constant independent of z. Indeed, set r = q 2 − α − 
where C is the constant from A.6. To check the second condition we use exactly the same estimates as above, but interchanging the roles of T and T * and obtain that
Therefore R is bounded operator on L 2 (Ω; dσ) and hence T is bounded too.
RKT for Toeplitz operators.
In the case when T = T u is a Toeplitz operator the conditions in the above Theorem have a much nicer form. However, unless the symbol is holomorphic, we need to assume that the space B(Ω) is a strong Bergman-type space. Then we have the following corollary. Proof. We will first show that |U z T u k z (w)| = |P (u • ϕ z )(w)|. Notice that by 2, |k 0 (w)| = 1 for all w ∈ Ω. Therefore, by holomorphicity it has to be constant on all Ω. Since k 0 (0) = K 0 > 0 we have that k 0 (w) ≡ 1. By Lemma 2.8 we then have
Since T * u = Tū we will automatically have the other condition in Theorem 3.1 satisfied as well, and we will be done. Next we show |U z T u k z (w)| = |P (u • ϕ z )(w)|. The equality |U * z k w | = k ϕz(w) will be used several times.
3.2.
RKT for product of Toeplitz operators with analytic symbols. We now derive a sufficient condition for boundedness for a product of Toeplitz operators T f Tḡ with f, g ∈ B(Ω). In the case of the classical Bergman space a well known conjecture of D. Sarason claims that
is sufficient for boundedness of T f Tḡ. It was proved by Zhang and Stroethoff in [30] that a slightly stronger condition is sufficient. They proved that if for some ǫ > 0 the following condition is satisfied
then T f Tḡ must be bounded. This was extended later to the weighted case setting in [25] . Very recently Aleman, Pott, and Reguera [2] disproved the Sarason conjecture in the classical Bergman space. Here we provide another sufficient condition which is in general not comparable with (3.4). The generality of our approach yields also a corresponding statement for the Bargmann-Fock space. It should be mentioned that in the Bargmann-Fock space a different, more explicit necessary and sufficient condition for boundedness is given in [12] . 
and sup
then the operator T f Tḡ is bounded on B(Ω).
Proof. We only need to check that T f Tḡ satisfies the conditions of Theorem 3.1. We will prove first that if g ∈ B(Ω), then Tḡk z = g(z)k z . Let g be a finite linear combination of reproducing kernels. In this case, gK w ∈ B(Ω) for any reproducing kernel K w . Therefore,
Next, let g ∈ B(Ω) be arbitrary. Fix z, w ∈ Ω. Let ǫ > 0. There exists h which is a finite linear combination of reproducing kernels such that g − h < ǫ. We then have
Since z, w were fixed and ǫ > 0 was arbitrary we obtain Tḡk z = g(z)k z . So we have
Therefore, |U z T f Tḡk z (w)| = |f (ϕ z (w))g(z)|. Using our first assumption we obtain that the first condition in Theorem 3.1 is satisfied. The second condition is checked similarly.
3.3. RKT for Hankel operators. Next we treat the case of Hankel operators. We first need to define the class of Hankel operators in the setting of strong Bergman-type spaces. The Hankel operator H u : B(Ω) → B(Ω) ⊥ with symbol u : Ω → C is defined by H u f = (I −P )uf , where P is the orthogonal projection of L 2 (Ω; dσ) onto B(Ω). It is clear that some additional assumption on u is needed for H u even to be defined on the whole B(Ω). Here we provide a condition on u under which H u is bounded on B(Ω). Unfortunately, since H u is not an operator on B(Ω) we cannot just apply Theorem 3.1. Still, basically the same proof gives us the following result. 
Proof. The proof is basically the same as for Theorem 3.1. Since the linear space of all the normalized reproducing kernels is dense in B(Ω) it will be enough to show that there exists a constant C < ∞ such that H f g ≤ C g for all g that are in the linear span of the reproducing kernels of B(Ω). Notice first that:
Therefore, it is enough to show that the integral operator
is bounded on L 2 (Ω; dσ). For this we again use the Schur's Test (Lemma 2.7) with
ensures that such α exists. Let z ∈ Ω be arbitrary and fixed. We have
where C is the constant from A.6. We don't need to check the second condition since the kernel R(z, w) is symmetric.
It is interesting to mention that in the classical Bergman space on the disc if
holds for some p ≥ 1 then it holds for all p ≥ 1. If p = 2 and f is anti-holomorphic this is equivalent to sup z∈Ω Ω |H f k z (w)| 2 dσ(w) < ∞. So, the strongest version of the RKT for boundedness holds in this setting. This was first noticed and proved by Axler in [3] .
Reproducing kernel thesis for compactness
Compact operators on a Hilbert space are exactly the ones which send a weakly convergent sequences into strongly convergent ones. The main goal of this section is to prove that operators that satisfy the conditions from Theorem 3.1 and send the weakly null {k z } (see Lemma 4.1 below) into strongly null {T k z } must be compact. More precisely, if an operator T satisfies the conditions from Theorem 3.1 and lim d(z,0)→∞ T k z = 0, then T must be compact.
Recall that the essential norm of a bounded linear operator S on B(Ω) is given by
We first show two simple results that will be used in the course of the proofs. Proof. If f = k w then using the previous lemma we obtain that A z k w ≃ U z Ak ϕz(w) → 0 as d(z, 0) → ∞. For the general case, choose f ∈ B(Ω) arbitrary of norm 1. We can approximate f by linear combinations of normalized reproducing kernels and in a standard way we can deduce the same result. 
In the case of the classical Bergman space, part (b) of our result corresponds to the main result in [21, Theorem 1.2] . In the case of the unweighted Bargmann-Fock space, statement (b) corresponds to [10, Theorem 5] .
The following localization property will be a crucial step towards estimating the essential norm. A version of this result in the classical Bergman space setting was first proved by Suárez in [31] . Related results were later given in [7, 22, 23] . 
Let f ∈ B(Ω) be arbitrary of norm no greater than 1. Then,
where
and hence lim sup
For each j pick z j ∈ G j . There exists ρ > 0 such that G j ⊂ D(z j , ρ) for all j. Doing a simple change of variables we obtain
where a j (w) is defined to be
on G j , and zero otherwise. We claim that g j = U * z j h j , where
a j (ϕ z j (w))k w (z) dλ(ϕ z j (w)).
First, using the generalized Minkowski Inequality it is easy to see that h j ∈ L 2 (Ω; σ) and consequently in B(Ω). To prove that the claim is correct we only need to show that for each g ∈ L 2 (Ω; σ) we have that g j , g = h j , U z j g . This can be readily done using Fubini's Theorem. The total variation of each member of the sequence of measures {a j (ϕ z j (w)) dλ(ϕ z j (w))}, as elements in the dual of C(D(0, ρ)), satisfies a j (ϕ z j (w)) dλ(ϕ z j (w)) λ(D(0, ρ)), where the implied constant is only dependent on the one from condition A.4. Therefore, there exists a weak- * convergent subsequence which approaches some measure ν. Abusing notation slightly we keep indexing this subsequence by j. Let The mentioned weak- * convergence implies that h j converges to h pointwise. Using the Lebesgue Dominated Convergence Theorem we obtain that h j → h in L 2 (Ω; σ). This implies
Proof. It is enough to show that the sequence u • ϕ zn has a subnet that converges uniformly on compact subsets of Ω. Indeed, assume that this is true. Let u • ϕ zn k be one such subnet which converges to some v uniformly on compact sets. This v will clearly be bounded and continuous on Ω. Fix f ∈ B(Ω). Then observe that
|(u(ϕ zn k (w)) − v(w))f (w)| 2 dσ(w) + Therefore, lim sup T zn k f Bf +ǫ 2ǫ. Finally, the fact that ǫ > 0 was arbitrary implies that lim T zn k f = 0 for all f . Consequently, we found a subnet T zn k which converges to the zero operator in SOT. We are done.
Remark 4.8. It is quite possible that the last theorem holds for all operators in the Toeplitz algebra. This is certainly true in the classical Bergman and Bargmann-Fock spaces as a consequence of the fact that each Toeplitz operator T u can be approximated by Toeplitz operators T B k (u) with B k (u) being the so called k-Berezin transform of u, see any of [7, 22, 23, 31, 32] for examples of this phenomenon. It is interesting to see if for Bergman spaces over bounded symmetric domains which satisfy the Rudin-Forelli estimates one can combine the techniques from [16] and [32] to prove that
It will be also interesting (and probably much harder) to see if this continues to hold in the general setting of Bergman-type spaces.
Remark 4.9. After this work was finished, we found out about the results in [10] , where simultaneously and independently Theorems 3.1 and 4.3 (b) were proved for the special case of unweighted Fock space. The authors would like to thank Kehe Zhu, Joshua Isralowitz, and the anonymous referee for their useful comments.
