Abstract We used the updated [Fe/H] abundances of 168 F-G type dwarfs and calibrated them to a third order polynomial in terms of reduced ultraviolet excess, δ 0.41 defined with ugr data in the SDSS. We estimated the M g absolute magnitudes for the same stars via the re-reduced Hipparcos parallaxes and calibrated the absolute magnitude offsets, ∆M g , relative to the intrinsic sequence of Hyades to a third order polynomial in terms of δ 0.41 . mean of the residuals and the corresponding standard deviation for the metallicity calibration are 0 and 0.137 mag; while, for the absolute magnitude calibration they are 0 and 0.179 mag, respectively. We applied our procedures to 23,414 dwarf stars in the Galactic field with the Galactic coordinates 85
Introduction
Metallicity distribution of stars in our Galaxy has been used as an indicator for understanding its formation. The pioneer work related to the formation of our Milky Way Galaxy is the one of Eggen, Lynden-Bell & Sandage (1962, hereafter ELS) who argued that the Galaxy collapsed in a free-fall time, i.e. 2×10
8 Gyr. However, this argument was in contradiction with the metallicity gradients observed at least in some of the components of the Galaxy, which indicate a dissipative collapse in a much longer time-scale than the predicted one of ELS. Many studies confirmed this new idea (cf. Karaali et al. 2004; Bilir et al. 2006 Bilir et al. , 2008a , and references therein).
Additionally, we know that at least some of the components of the Galaxy were formed from merger or accretion of numerous fragments, such as dwarf-type galaxies (cf. Searle & Zinn 1978; Freeman & Bland-Hawthorn 2002) . A positive iron abundance gradient in the increasing vertical direction of the Galactic halo is a typical feature for the mentioned mergers and accretions. Despite these studies, the researchers still investigate the formation -and evolution-of the Galaxy by using the recent data, which are more accurate.
Metallicity of a star can be determined spectroscopically or photometrically. The first procedure requires high-resolution spectra, hence it can be applied only to nearby stars. While the second one is valid for distant stars as well. The invent of large telescopes which provide high resolution increased the accuracy of metallicity estimation.
The distance to a star is important in the kinematical investigation of the Galaxy. It can be estimated by using trigonometric or photometric parallaxes. The estimation of the trigonometric parallax of a star is limited with distance, i.e. it can be applied only to nearby stars. While, photometric parallax can be applied to distant stars as well. The main source for the trigonometric parallax is the Hipparcos data (ESA 1997; van Leeuwen 2007) . Photometric parallax of a star can be provided by combination of its apparent and absolute magnitudes (cf. Bilir et al. 2008b Bilir et al. , 2009 ). However, estimation of the absolute magnitude of a star is another problem. The procedure usually used for its estimation is based on its offset from a standard sequence, such as the absolute magnitude-colour diagram of the Hyades cluster. Examples can be found in Laird et al. (1988) ; Nissen & Schuster (1991) ; Karaali et al. (2003a Karaali et al. ( , 2005 ; Karataş & Schuster (2006) . The procedure of Ivezic et al. (2008) is different than the cited ones, i.e. they calibrated the [Fe/H] to a third order polynomial in terms of (g − r) 0 , (u − g) 0 and their combination. Also, they calibrated the absolute magnitude M r instead of M g . Additionally, the standard sequence used in their calibration consists of a theoretical third order polynomial of the colour (g − i) 0 . Alternative methods are given in some studies in the literature (Phleps et al. 2000; Chen et al. 2001; Siegel et al. 2002) .
In our previous study (Tunçel Güçtekin et al. 2016 , hereafter Paper I), we used the U BV data and calibrated the iron abundance [Fe/H] and absolute magnitude offset ∆M V in terms of the reduced ultraviolet (UV) excess, δ 0.6 (U − B). In this study, our calibrations will be based on the ugr data of Sloan Digital Sky Survey (SDSS, York et al. 2000) which has a wider application area, i.e. [Fe/H] and ∆M g will be calibrated in terms of ultra-violet excess in the ugr system, where M g is the absolute magnitude of a star corresponding to the g-band. However, here we have a difficulty, i.e. the spaces occupied by stars observed with Hipparcos (ESA 1997) and SDSS are different. The solution of this problem is to transform the U BV data of the sample stars in Paper I to the ugr data and adopt the same procedure for our purpose. Thus, we should extend our calibrations to stars observed with SDSS at larger distances. Also, the application of our new calibrations will be carried out in this study. We organized the paper as follows. The data are presented in Section 2. The procedure and its application are given in Section 3 and Section 4, respectively. Finally, Section 5 is devoted to Summary and Discussion.
Data
The data consist of g 0 magnitudes, (g − r) 0 and (u − g) 0 colours, [Fe/H] iron abundances, M g absolute magnitudes of a sample of 168 stars; and the (u−g) 0 ×(g −r) 0 two-colour diagram and M g × (g − r) 0 sequence of the Hyades cluster, which are provided as explained in the following. The subscript "0" denotes the de-reddened magnitudes and colours. The sample is the same as in Paper I, i.e. they are F and G type dwarfs with 5310 < T ef f (K) < 7300 and log g > 4 (cgs). Hence, their iron abundances are identical with the ones used in Paper I.
We used the transformation equations of Chonis & Gaskell (2008) and obtained their inverse ones as in the following: B 0 = g 0 + 0.327(g − r) 0 + 0.216.
(1) 
The g 0 , (g − r) 0 and (u − g) 0 data are given in Table 1 . The range of the (g − r) 0 colour index is 0.15 < (g − r) 0 < 0.50 mag. The iron abundances of the sample stars which are taken from Paper I (originally from Bensby et al. 2014; Nissen & Schuster 2010; Reddy et al. 2006; Venn et al. 2004 ) are also given in Table 1 and their distribution is presented in Fig. 1 . The trigonometric parallaxes are provided from the rereduced Hipparcos catalogue (van Leeuwen 2007); 84% of their relative parallax errors are less than 0.1 (Fig.  2) . The absolute magnitudes are evaluated by the following Pogson equation:
where d is the distance to the star estimated via its trigonometric parallax. The distribution of absolute magnitudes are shown in Fig. 3 . The range of the absolute magnitudes is 3.5 ≤ M g ≤ 6.5 mag. The two-colour diagram (u − g) 0 × (g − r) 0 and the absolute magnitude-colour diagram M g × (g − r) 0 of the Hyades cluster used in our calibrations are provided from Karaali et al. (2003a) and Sandage (1969) , respectively, by transformation of their two-colour and absolute magnitude-colour diagrams from the U BV system to the ugr one. We should emphasize that the M V absolute magnitudes had been updated by considering the re-reduced Hipparcos (van Leeuwen 2007) trigonometric parallaxes before the necessary transformations. The results are given in Table 2 , Fig. 4 and Fig. 5 . The equations of the (u − g) 0 colour index and M g absolute magnitude for the Hyades cluster in terms of (g − r) 0 colour index are as follows: Table 2 Photometric parameters for the stars in Hyades cluster. MV and Mg are the absolute magnitudes in the U BV and ugr systems, respectively, the other symbols as in Table 1 . The squared correlation coefficients and the standard deviations of Eqs. (10) and (11) We used the same procedure in Paper I for metallicity calibration. We evaluated the ultra-violet excess δ = (u − g) H − (u − g) * for each star, where (u − g) * and (u − g) H are the de-reddened UV indices for a sample star and the Hyades star with the same (g − r) 0 colour index. Then, we reduced it to the UV excess corresponding to the colour index (g−r) 0 = 0.41 mag via the appropriate guillotine factor (f , normalized factor) in Sandage (1969) , i.e. δ 0.41 = f × δ. Here, (g − r) 0 = 0.41 mag corresponds to (B − V ) 0 = 0.60 mag in the U BV system (see also, Karaali et al. 2011) . Finally, we fitted the iron abundances [Fe/H] of the sample stars to a third order polynomial in terms of their reduced UV excesses, δ 0.41 as follows ( Eq. (12) is the metallicity calibration in terms of the UV excess defined in the ugr system. The squared correlation coefficient and the standard deviation for our calibration are R 2 = 0.949 and σ = 0.107 mag, respectively. This calibration covers the stars with iron abundance −2 <[Fe/H]< 0.3 dex, and the range of the reduced UV excess is −0.03 < δ 0.41 < 0.28 mag.
We tested the accuracy of our calibration by calculating the iron abundances, [Fe/H] Fig. 7b . Their mean and the corresponding standard deviation are [Fe/H] = 0.00 and σ = 0.137 dex, respectively. Zero mean residual and small standard deviation as well as the diagonal trend between the original and calculated iron metallicities (Fig. 7a) are indications for accuracy of our calibration.
3.2 Calibration of ∆M g in terms of δ 0.41
Photometric parallax estimation is based on the calibration of the absolute magnitude offset in terms of reduced UV excess. We evaluated the difference between the absolute magnitude of each sample star, (M g ) * , and the corresponding Hyades star, (M g ) H , with the same (g − r) 0 colour index as follows:
Then, we fitted the ∆M g differences to a third order polynomial in terms of the reduced UV excesses of the sample stars as follows ( Eq. (14) is the absolute magnitude calibration in terms of reduced UV excess. Its squared correlation coefficient and standard deviation are R 2 = 0.816 and σ = 0.180 mag, respectively. The range of the reduced UV excess is −0.03 < δ 0.41 < 0.30 dex and our calibration covers the absolute magnitude residuals −0.5 < ∆M g < 1.6 mag.
We tested the accuracy of our calibration via the procedure explained in the following. We replaced the reduced UV excesses of the sample stars into Eq. (14) and evaluated the absolute magnitude offsets, (∆M g ) cal , of the sample stars. Then, we adopted Eq. (13) and evaluated an absolute magnitude for each sample star:
(15) Fig. 7 The relation between the original iron abundances and the estimated ones (panel a), and the distribution of the residuals relative to the original iron abundances (panel b). The symbol σ is the same as in Fig. 6 . Here, (M g ) H is the absolute magnitude of the Hyades star with the same (g − r) 0 of the star in question. The (M g ) cal absolute magnitudes are tabulated in the seventh column of Table 3 . Finally, we estimated the absolute magnitude residuals, the differences between the original and evaluated absolute magnitudes:
The mean of the residuals ( Res ) and the corresponding standard deviation (σ) are 0 and 0.179 mag, respectively. The evaluated absolute magnitudes and the residuals are plotted in Fig. 9 . As in the case of metallicity calibration, zero mean residual, relatively small standard deviation and diagonal trend in the distribution of evaluated versus original absolute magnitudes is an indication for the accuracy of our absolute magnitude calibration.
Application of the Procedure
We estimated vertical metallicity gradients by applying our metallicity calibration to a sample of stars in a high Galactic latitude field with a series of constraints as explained in the following. Metallicity gradients can be estimated in the vertical or radial directions for the objects in our Galaxy. It has been shown that there are large numerical differences between two kind of metallicity gradients. Also, any one of these metallicity gradients (vertical or radial) is depends on many parameters such as population type, the Galactic coordinates and distance range of the objects for which the metallicity gradient is carried out (cf.Önal Taş et al. 2016) . Here, our data consist of dwarfs. Hence we tabulated the vertical metallicity gradients for the dwarfs appeared in the literature in Table 4 for comparison purpose. Thus, we applied the following constraints to a star sample and estimated the vertical metallicity gradients: i) Galactic coordinates and size: 85
2 , ii) Luminosity class: F-G dwarfs, and iii) Absolute magnitude 4 < M g ≤ 6 mag.
The star sample
The data for the application of the procedure are provided from the recent survey DR 12 of SDSS III (Alam et al. 2015) . There are 1,973,575 objects with de-reddened ugriz magnitudes in the star field defined above. The SDSS magnitudes and their errors are supplied from SQL webpage of SDSS 1 . Following Chen et al. (2001) , we restricted our data with g o ≤ 23 and (u − g) 0 > 0.5 mag to avoid from the extra galactic objects. Then our sample reduced to 433,636. One sees in Fig. 10 a large scattering of these stars in the (g − r) 0 × (r − i) 0 two-colour diagram. We adopted the following equation of Juric et al. (2008) and limited the number of stars as 411,512 which are within ±2σ of this equation:
Finally, we used the following equations of Helmi et al. (2003) (see also, Bilir et al. 2008c ) and identified 131 giants from the sample:
|s| > m s + 0.05. Table 4 Vertical metallicity gradients appeared in the literature for the dwarf stars. Z in kpc. • , b ∼ 47 where P 1 , s and m s are defined as follows:
m s = 0.12.
The position of giants are shown in the (u−g) 0 ×(g−r) 0 and (g − r) 0 × (r − i) 0 two-colour diagrams of Fig. 11 . Thus, our sample reduced to 411,381 dwarfs. We considered the errors of dwarfs in the final sample and omitted the ones with large errors from the sample to obtain more accurate results, as explained in the following. Fig. 12 shows that the errors for g magnitudes and, g − r and u − g colours are small for a large range of g 0 apparent magnitude, while they increase up to 0.25, 0.35 and 1.5 mag, respectively, with increasing g 0 . Hence, we restricted the faint limit of the de-reddened apparent magnitude with g 0 = 20 mag to avoid from large errors in magnitude and colours. Thus, the median errors for g 0 , (g − r) 0 , and (u − g) 0 for the sample of dwarfs with 14 < g 0 ≤ 20 (N =27,304) are 0.03, 0.04 and 0.11 mag, respectively.
Our final constraint is related to the absolute magnitudes of the stars which are estimated via the procedure in Section 3. We considered only the dwarf stars whose absolute M g magnitudes are defined in our calibrations, i.e. 4 < M g ≤ 6 mag. Thus, the application of the metallicity calibration will be carried out for 23,414 dwarf stars.
Vertical metallicity gradient
We estimated vertical metallicity gradients for three sub-samples with different absolute magnitudes, i.e. 4 < M g ≤ 6, 4 < M g ≤ 5 and 5 < M g ≤ 6 mag. The number of stars in these sub-samples are 23,414, 6,833 and 16,581, respectively . The distances of the stars are evaluated by the Pogson formula and they are reduced to the vertical distances (Z) by the equation Z = r sin(b), where r and b are the distance to a star relative to the Sun and its Galactic latitude, respectively. The distance error of a star is mainly comes from its apparent and absolute magnitudes. The rms error of the absolute magnitude in our new distance calibration is 0.18 mag (see, Eq. 14). As seen in Fig.  12 , the median magnitude error for the apparent magnitude g 0 = 20 becomes 0.03 mag. Thus, the errors in the distance modules of the stars in our study do not exceed 0.185 mag. This maximum magnitude error in the distance module corresponds to the distance errors of about 180, 450 and 900 pc at 2, 5 and 10 kpc.
The distribution of the metallicities for three subsamples are demonstrated in Fig. 13a -c and the evaluated metallicity gradients for the distance intervals 0 < Z ≤ 5, 0 < Z ≤ 2, 2 < Z ≤ 5 and Z > 5 kpc are listed in Table 5 . The metallicity gradients are deep for the stars with 0 < Z ≤ 5, 0 < Z ≤ 2, 2 < Z ≤ 5 kpc in three absolute magnitude intervals, 4 < M g ≤ 6, 4 < M g ≤ 5 and 5 < M g ≤ 6 mag. While they are all positive numbers, such as d[Fe/H]/dZ = +0.046±0.008 dex kpc −1 for the stars with absolute magnitude 4 < M g ≤ 5, beyond Z = 5 kpc. The vertical metallicity gradients appeared in the literature are deepest at small Z distances. Whereas, Table 5 and Fig. 13a −1 respectively, are the ones for stars with larger vertical distances, 2 < Z ≤ 5 kpc.
As stated in the previous paragraph, vertical metallicity gradients appeared in the literature are deep at small vertical distances, while they are less deep or flat at large Z distances. Small Z distances cover the Galactic region dominated by the thin-disc population, whereas thick-disc stars are significant at larger vertical distances. Here, we showed that metallicity gradients are also absolute magnitude dependent. Actually, the vertical distance intervals of the stars with the deepest metallicity gradients in different absolute magnitude intervals are different. In the following section, we will investigate the relation between our finding and the ones already appeared in the literature.
Identification of the metallicity gradient in term of
absolute magnitude and population type
We plotted the histogram for the stars with 4 < M g ≤ 6 mag for interpretation of our results. Fig. 14 shows that the distribution is bimodal, indicating two different star categories. Actually, it could be dissolved into two different histograms with single modes by overlapping of the histograms for the stars with 4 < M g ≤ 5 and 5 < M g ≤ 6 mag on the same diagram. The mode for the bright absolute magnitudes correspond to (g − r) 0 ≈ 0.22 mag, while for fainter ones it is at (g−r) 0 ≈ 0.38 mag. We separated the sample stars into two apparent magnitude intervals, g 0 ≤ 18 and g 0 > 18 mag, and repeated our procedure to obtain a detailed result. For apparently bright stars in the panel (a) of Fig. 15 , the mode for the stars with absolute magnitudes 5 < M g ≤ 6 almost kept its position in Fig. 14 Fig. 14 Histograms for dwarf stars with absolute magnitudes 4 < Mg ≤ 6, 4 < Mg ≤ 5 and for 5 < Mg ≤ 6 mag. Chen et al. (2001) investigated the distribution of stars in the g 0 × (g − r) 0 colour magnitude diagram for two large samples north and south of the Galactic plane and revealed the positions of three different populations, i.e. thin disc, thick disc and halo. In their Fig.  6 , one sees a gross bimodal structure in (g − r) 0 , reflecting the separation of halo/thick disc at (g − r) 0 ≈ 0.3 mag and the thin-disc population at (g −r) 0 ≈ 1.3 mag. Our histogram in Fig. 14 is also bimodal and the mode at the blue side is a bit left of (g − r) 0 ≈ 0.3 mag, while their mode at (g − r) 0 ≈ 1.3 mag does not appear in our Fig. 14, due to our restrictions. However, there exist a second mode at (g − r) 0 ≈ 0.38 mag. Chen et al. (2001) showed also that in the range 15 < g 0 < 18 mag, the blue stars are dominated by thick-disc stars with a turnoff of (g−r) 0 ≈ 0.33 mag, a value rather close to the colour of the mode of the histogram for the stars with 4 < M g ≤ 5 mag in Fig. 15a , i.e. (g − r) 0 ≈ 0.35 mag. Then, one can say that stars with apparent magnitude g 0 < 18 and absolute magnitude 4 < M g ≤ 5 are dominated by thick-disc stars. In the Fig. 6 of Chen et al. (2001) , for g 0 > 18 mag the Galactic halo, which has a turnoff colour (g − r) 0 ≈ 0.2 mag, becomes significant. This colour is rather close to the one of the mode of the histogram for stars with g 0 > 18 mag and absolute magnitudes 4 < M g ≤ 5 in Fig. 15b , (g − r) 0 ≈ 0.22 mag. Then, we can say that stars with apparent magnitude g 0 > 18 and absolute magnitude 4 < M g ≤ 5 are dominated by halo stars. It seems that the modes at colours (g − r) 0 ≈ 0.38 mag in both panels of Fig.  15 correspond to thin-disc stars. Then, we can consider the stars with any apparent magnitude but with absolute magnitudes 5 < M g ≤ 6 as thin-disc stars. We should add that additional stars with absolute magnitudes fainter than M g = 6 mag may shift the colour of the mode of the thin-disc stars up to (g − r) 0 ≈ 1.3 mag, as in Chen et al. (2001) . In summary, significant number of stars with absolute magnitude 5 < M g ≤ 6 belong to the thin disc population. Whereas, thick disc and halo stars share the absolute magnitude 4 < M g ≤ 5, i.e. stars with apparent magnitude g 0 < 18 are thick disc stars, while apparently faint ones are dominated by the halo population. Now, if we turn back to Table 5 in our study, we see that the deep metallicity gradient −0.324±0.026 −1 , for the consecutive vertical distance intervals 0 < Z ≤ 2 and 2 < Z ≤ 2 kpc are close the each other. Then one can say that the thin disc stars which dominate the cited absolute magnitude intervals occupy a large region in the vertical direction of our Galaxy with an intermediate vertical metallicity gradient.
Summary and Discussion
We calibrated the [Fe/H] abundances and ∆M g absolute magnitude offsets of a sample of 168 F-G type dwarf stars in terms of reduced UV excess, δ 0.41 , defined with the ugr data in SDSS. The iron abundances used in our calibrations are the updated ones used in Paper I (originally taken from Bensby et al. 2014; Nissen & Schuster 2010; Reddy et al. 2006; Venn et al. 2004) . The ugr data of the sample stars are transformed from their U BV data. The distances are evaluated by using the re-reduced trigonometric parallaxes (van Leeuwen 2007) We applied the metallicity calibration to a set of stars in a high latitude Galactic field with size 78 deg 2 , i.e. 85
• ≤ b ≤ 90
• . Our calibrations are restricted with absolute magnitudes 4 < M g ≤ 6. Hence we considered only the stars, totally N = 23, 414, which supply our restriction in absolute magnitude. Also, we limited the apparent magnitudes of the stars (dwarfs) with 14 < g 0 ≤ 20 mag to avoid from large magnitude and colour errors.
We estimated metallicity gradients as a function of vertical distance, 0 < Z ≤ 5, 0 < Z ≤ 2, 2 < Z ≤ 5, Z > 5 kpc, for stars with absolute magnitude, 4 < M g ≤ 6, 4 < M g ≤ 5 and 5 < M g ≤ 6. Some of our results (Table 5 , Fig. 13 ) confirm the ones in the literature, however some of them need explanation. Vertical metallicity gradients for dwarfs with Z > 5 kpc in our study are all positive numbers for all absolute magnitude intervals, agreeable with the expectation that the vertical metallicity gradient is not deep at large Z distances. Also, in the absolute magnitude interval 4 < M g ≤ 6, the gradient d −1 in the absolute magnitude interval 4 < M g ≤ 5, in the sense that the deeper gradient corresponds to larger Z distances, 2 < Z ≤ 5 kpc. This is new and it needs explanation. In Section 4, we showed that thick disc and halo stars share the absolute magnitudes 4 < M g ≤ 5. It seems that the thick-disc stars dominate the vertical distance interval 2 < Z ≤ 5 kpc with a gradient of d[Fe/H]/dZ = −0.324 ± 0.026 dex kpc −1 , while the halo stars which are apparently fainter (g 0 > 18 mag) are significant at larger Z distances with gradient d[Fe/H]/dZ = +0.046 ± 0.008 dex kpc −1 (Table 5 and Fig. 13b ). As we stated in Section 4, the absolute magnitudes 5 < M g ≤ 6 are dominated with the thin-disc stars with a mode at (g − r) 0 ≈ 0.38 mag. On the other hand, the deepest gradient in this absolute magnitude interval, d[Fe/H]/dZ = −0.187 ± 0.013 dex kpc −1 , corresponds to the vertical distance interval 2 < Z ≤ 5 kpc. However it is rather close to the one in 0 < z <≤ 2 kpc, d[Fe/H]/dZ = −0.176 ± 0.022 dex kpc −1 . It seems that sufficient number of thin-disc stars lie up to vertical distance Z = 5 kpc. Now, we will compare the vertical metallicity gradients estimated in this study with the ones in Table  4 . We will prefer the star samples with high Galactic latitudes. Doing this, we will adopt the stars with the absolute magnitudes 5 < M g ≤ 6 as thin-disc stars, and those with 4 < M g ≤ 5 mag and Z ≤ 5 kpc as thick-disc stars, while stars with 4 < M g ≤ 6 mag will be adopted as the combination of two populations. For thin disc: the gradient in Schlesinger et al. (2014) Conclusion: Metallicity gradients are vertical distance and absolute magnitude dependent. The thindisc stars cover the absolute magnitude interval 5 < M g ≤ 6. Whereas the thick disc and halo stars share the absolute magnitudes 4 < M g ≤ 5, i.e. apparently bright ones (g o ≤ 18 mag) are thick-disc stars, while the faint stars (g o > 18 mag) are dominated by halo population.
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