Kolmogorov complexity has inspired several alignment-free distance measures, based on the comparison of lengths of compressions, which have been applied successfully in many areas. One of these measures, the socalled Universal Similarity Metric, has been used by Krasnogor and Pelta to compare protein structures, showing that it yielded good clustering on several datasets. In this paper we report an extensive test of this metric using a much larger and representative protein dataset: the domain dataset used by Sierk and Pearson to evaluate seven protein structure comparison methods and two protein sequence comparison methods. The result is that the Universal Similarity Metric has less domain discriminant power than any one of the methods considered by Sierk and Pearson.
Introduction
As an alternative to sequence and structure comparison methods based on alignments, several metrics have been proposed based on Kolmogorov complexity [1, 2, 7, 11, 12, 20] . Roughly speaking, the conditional Kolmogorov complexity K(x|y) of two sequences x, y is the length of the shortest binary program P that computes x with input y [9] . Thus, K(x|y) represents the minimal amount of information required to generate x by any effective computation when y is furnished as an input to the computation. The Kolmogorov complexity K(x) of a sequence x is defined as K(x|λ), where λ stands for the empty sequence. Given a string x, let x * denote the shortest binary program that produces x on an empty input; if there are more than one shortest program, we take as x the first in alphabetic order. The Kolmogorov complexity K(x, y) of a pair of objects x, y is the length of the shortest binary program that produces x and y and a way to tell them apart. More formal definitions of all these concepts and their main properties can be found in the textbook [14] .
The most outstanding metric based on Kolmogorov complexity is the Universal Similarity Metric proposed by Li et al [12] ,
These authors proved that this metric (actually, it only satisfies the axioms of metrics up to a certain additive precision) refines any other computable similarity metric, like for instance effective versions of Hamming distance, Euclidean distance, edit distances or alignment distances [12, Thm. VI.2] . This Universal Similarity Metric has been used successfully for instance to compute phylogenetic trees based on whole mitochondrial genomes [12, 4] , cluster SARS virus [4] , compare protein structures [10, 16] , reconstruct phylogenies from metabolic pathways [17] , classify languages [12] , musical pieces [5, 4, 13] , and images [19] , detect plagiarism is student assignments [3] , and cluster russian literature [4] . Actually, the Universal Similarity Metric was not used in these applications as it stands, but approximations of it. The reason is that Kolmogorov complexities are non-computable in the Turing sense, and therefore they must be heuristically approximated in practice. Since K(x) is intuitively the minimal amount of information required to generate x, i.e., the shortest length of a compressed binary version of x, Kolmogorov complexities are approximated by means of lengths of compressions, and then the formula (1) given above is simplified using suitable properties of Kolmogorov complexity, so that it only depends on Kolmogorov complexities of single sequences.
In this way, and once fixed a compression algorithm, the Kolmogorov complexity K(x) of an object x is replaced by the length C(x) of the compression of it using this algorithm. Furthermore, since K(x, y) = K(xy) up to additive logarithmic precision [12] , K(x, y) can be replaced by the length C(xy) of a compression of the concatenation of x and y. Finally, and since
up to constant additive precision [14] , the conditional complexity K(x|y * ) can be approximated by C(xy)−C(y), and K(y|x * ) can be approximated by C(xy)− C(x) or by C(yx) − C(x).
This lead Li et al to approximate the Universal Similarity Metric by the Normalized Information Distance
this distance has been thoroughly studied by Cilibrasi and Vitányi [4] , and a methodological study of its application to protein sequence classification has been published recently by Kocsor et al [8] .
Krasnogor and Pelta [10, 16] have used a slightly more general approximation of the Universal Similarity Metric to compare protein structures. The formula they use is
In [10] , they represented protein structures by means of their lists of contacts and used Unix's compress algorithm to compress them, although they mention that other compression programs yielded similar results. To test the metric they applied it independently to four protein datasets comprising 122 proteins and clustered each set using an off-the-shelf hierarchical clustering software applied to the resulting inter-distance matrices. In each case they obtained a correct, or almost correct, classification of the proteins. They inferred that the Universal Similarity Metric captures protein structure similarity. We present in this paper a bigger test on almost 2800 protein domains already used to assess the performance of the most important algorithms used nowadays for protein comparison, namely the Sierk-Pearson test [18] . This test does not look for a clustering of the protein domains using an all-versus-all distance computation, as was the case with the tests performed by Krasnogor and Pelta. Instead, Sierk and Pearson selected a domain dataset and 86 representatives of families present in that dataset, and then compared all protein domains in the dataset with these 86 representatives. Details of the test and the metric assessments through it are given in the Methods section. The result is that the Universal Similarity Metric performs quite worse than any method considered in [18] .
Methods
A subset of CATH 2.3 database (which stands for Class, Architecture, Topology, and Hierarchy [15] ) was selected by Sierk and Pearson [18] to obtain a nonredundant sample of the entire database. A 2771 subset of CATH domains and 86 prototype domains 1 were selected to test the following algorithms: Dali, Structal, CE, VAST, Matras, SGM, PRIDE, SSEARCH and PS-Blast. This domain set was carefully screened in order to be considered as a valid benchmark for testing protein comparison algorithms. Of the 2771 domains, 1120 belong to the 86 families of the 86 prototypes. Therefore, when comparing each of the 2771 domains against each of the 86 prototypes, there is a maximum of 1120 correct hits. The prototypes are part of these 1120 domains.
For this test, the file representation is the one used by Krasnogor and Pelta: a protein is represented by a list of adjacent aminoacids, where two aminoacids are adjacent if the distance of the corresponding C α atoms are below 6.5Å, a threshold also used by them. Each line in the file contains two numbers with the first one smaller than the second one. When two files are concatenated, a dot, ".", was inserted in between the files. Tests were also done without using the dot but the results are not reported since they are worse than when the dot is used. The Unix compress program was used. Other representations of protein structures (binary adjacency matrix with and without end of line characters) and other compression programs were tried but are not reported because the results obtained with them were similar or even slightly worse.
Li et al's NCD and Krasnogor-Pelta's USM approximations of the Universal Similarity Metric were applied carrying out a pairwise comparison of the 86 prototypes versus the 2771 domains. The values returned were examined from the best score to the worst. For each pair considered in this order whose domains belong to the same family, a coverage value was increased. Otherwise, an error value was increased. This is the method used by Sierk and Pearson to evaluate the other algorithms with the same database. A perfect classifier would arrive to 100% coverage before the first error arrives.
To assess the sensitivity and selectivity of the Universal Similarity Metric, we plotted Errors per Query versus Coverage curves for both approximations. These curves show how much coverage is obtained at a given error level, i.e., the number of true positives detected at a given number of false positive detected.
Results
The Error-Coverage curves generated with the Universal Similarity Metric approximations are quite worse than those corresponding to the methods considered in [18] , as seen in the following table. The Errors column shows the number of errors per prototype (i.e., 10 corresponds to 860 errors) and all other values are coverage percentages with respect to 1120 (i.e, 1% means 11 hits). The columns USM and NCD refer to the results corresponding to the two approximations explained in the introduction, the Dali column displays the results corresponding to the structural alignment program Dali [6] and the Worst Method gives the worst result obtained by any method considered in [18] So, for instance, at 0.1 errors per query on average, i.e., when 8 errors have been found, USM has only correctly covered 0.3% of the domains, i.e., 3 domains, while the Dali program at the same error rate reaches 28.7% of correctly covered domains (321 domains) and the worst method at this error rate (VAST) reaches a coverage of 10% (112 domains). At a rate of 1.0 errors per query (86 errors), USM covers correctly 1% while Dali covers 42% and the worst method in this case (SGM) covers 17%. At a rate of 10.0 errors per query (860 errors), the evaluated method covers only 5.9% while Dali covers 75% and the worst method (SGM) covers 28%. Notice that his 5.9% means 66 hits, i.e., after 860 false positives, USM has not even detected the identity of all 86 prototypes with themselves.
Conclusion
The Universal Similarity Metric is very far from becoming a reliable protein comparison method from the point of view of deciding if two given protein structures are similar or not. However, it may successfully assess protein structure similarity from the point of view of producing classifications from all-versus-all comparisons, although this claim should be tested on meaningful databases.
