In this paper, it is proved that every surjective linear map preserving identity and zero products in both directions between two nest subalgebras with non-trivial nests of any factor von Neumann algebra is an isomorphism; and that every surjective weakly continuous linear map preserving identity and zero Jordan products in both directions between two nest subalgebras with non-trivial nests of any factor von Neumann algebra is either an isomorphism or an antiisomorphism.
Introduction
Let A and B be two algebras, and : A → B be a linear mapping. We say that is a linear map preserving zero products in both directions if AB = 0 if and only if ୋ This work is partially supported by NNSF of China. In the last few decades, many researcher have considered linear preserver problems on matrix or operator algebras. For example, there are many research works on linear maps which preserve spectrum, spectral radius, numerical radius [1, 4, 5] , similarity [10, 11] and zero products [7] [8] [9] and so on. Many interesting techniques have been developed; see [2, 3, 6] for some general techniques and background. In this paper we consider linear maps which preserve zero products or zero Jordan products in both directions between nest subalgebras of factor von Neumann algebras.
Let M be a von Neumann algebra acting on a separable Hilbert space H. A nest β in M is a totally ordered family of (selfadjoint) projections in M which is closed in the strong operator topology, and which includes 0 and I . The nest subalgebra of M associated to a nest β, denoted by alg M β, is the set alg M β = {T ∈ M : P T P = T P for all P ∈ β}. The diagonal D M (β) of a nest subalgebra alg M β is the von Neumann subalgebra (alg M β) ∩ (alg M β) * . Let R M (β) denote the norm closed algebra generated by {P T (I − P ) : T ∈ M, P ∈ β}. It is clear that R M (β) is a norm closed ideal of the nest subalgebra alg M β. If M is a factor von Neumann algebra, it follows from [12] 
is called a nest algebra and denoted by alg β. As a notational convenience, if E is an idempotent, we let E ⊥ denote I − E throughout this paper.
We refer the reader to [13, 14] for background information about von Neumann algebras, and to [15] for the theory of nest algebras.
Linear maps preserving zero products
In this section, our main result is the following theorem. To prove Theorem 2.1, we need some lemmas.
Lemma 2.1
(a) is bijective; (b) (E) = (E) 2 for all idempotents E in alg M β; (c) (P ⊥ ) (T ) (P ) = 0 for all P in β and all T in alg M β.
Proof. (a) If (A) = 0 for some A ∈ alg M β, then (A) (I ) = 0, and so A = 0. Hence is bijective.
(c) Let P ∈ β and T ∈ alg M β. Then T = P T P + P T P ⊥ + P ⊥ T P ⊥ . It follows from the property of that
The proof is complete.
Lemma 2.2. (EAF ) = (E) (A) (F ) for all A and all idempotents
E, F in alg M β.
Proof. It follows from the facts (E
for all A and all idempotents E, F in alg M β. The proof is complete.
Lemma 2.3. (P MP
Proof. By Lemma 2.2, for all T ∈ M, we have
On the other hand, it follows from Lemma 2.1(c) and the surjectivity of
By Lemma 2.1(a), we see that −1 is also a surjective linear map preserving identity and zero products in both directions, and so by Lemma 2.2 again,
This shows that
Proof of Theorem 2.1. Let P be a fixed non-trivial projection in β, then P + P T P ⊥ is an idempotent in alg M β for all T ∈ M. Taking E = I and F = P + P T P ⊥ in Lemma 2.2, we have
for all A in alg M β and all T in M. Taking E = P + P T P ⊥ and F = I in Lemma 2.2, we have
for all A in alg M β and all T in M. Let B ∈ alg M β, then by Eq. (1), we have
On the other hand, we have from Eq. (1) and the fact BP = P BP that
This and Eq. (3) show that
for all A, B in alg M β and T in M. By Lemma 2.3 and Eq. (4), we see that
Since M is a factor von Neumann algebra, we have from Eq. (5) that
for all A, B in alg M β. Similarly, we can show from Eq. (2) that
for all A, B in alg M β. By Lemma 2.2 and Eqs. (1) and (2), we have
This and Eqs. (6) and (7) imply that
When M = B(H ), we have the following corollary.
Corollary 2.1. Let β and γ be non-trivial nests in B(H ), and : alg β → alg γ be a surjective linear mapping with the properties that (I ) = I and T S = 0 if and only if (T ) (S) = 0 for all T , S ∈ alg β. Then there exists an invertible operator
X in B(H ) such that (A) = XAX −1 for all A in alg β.
Linear maps preserving zero Jordan products
In this section, we will prove the following theorem. 
if (T ) (S) + (S) (T )
To prove Theorem 3.1, we need some lemmas.
Proof. (a), (b) and (c) are immediate from the properties of . (d) It is clear that (EAE) (E
⊥ ) + (E ⊥ ) (EAE) = 0 for all A and all id- empotents E in alg M β. Hence by (b), we have (E) (EAE) (E ⊥ ) = (E ⊥ ) (EAE) (E) = (E ⊥ ) (EAE) (E ⊥ ) = 0.
This implies that (EAE) = (E) (EAE) (E)
for all A and all idempotents E in alg M β. Let F = E + EAE ⊥ and G = E + E ⊥ AE, then F and G are idempotents in alg M β, and so by (b), we have (F ) = (F ) 2 and (G) = (G) 2 . This and (c) imply that
and
It follows from Eqs. (9) and (10) that
Replacing E by E ⊥ in Eq. (8), we have
This implies that
Hence by Eqs. (8), (11) and (12), we have
(e) It follows from Eqs. (9) and (11) that
for all projections P in β and all A in alg M β. On the other hand, we have from (d) that
Hence by Eqs. (13)- (15), we obtain that
for all projections P in β and all A in alg M β. The proof is complete. Proof. It is clear that if there exists a projection P ∈ β such that X = XP ⊥ and
Conversely, let K be the closure of the space (alg M β)Y H , and P be the projection onto K. Then P ∈ M and P ⊥ T P = 0 for all T in alg M β, and so P ∈ β. It is clear that XP = 0 and P ⊥ Y = 0. Thus X = XP ⊥ and Y = P Y . The proof is complete. Lemma 3.3. For each T , S ∈ alg M β and each projection P ∈ β, we have
Proof. Let T , S ∈ alg M β and P ∈ β, it follows from Lemma 3.1(e) that
Hence (P ) (T ) (P ⊥ ) (S) (P ) + (P ) (S) (P ⊥ ) (T ) (P )
(P ⊥ ) (T ) (P ) (S) (P ⊥ ) + (P ⊥ ) (S) (P ) (T ) (P
for all T , S in alg M β and all P in β. By Lemma 3.1(a), we see that −1 is also a surjective linear map preserving identity and zero Jordan products in both directions, and so
This and Lemma 3.1(e) give us that
Since −1 [ (P ) (T ) (P ⊥ )]
∈ alg M β and P ∈ β, we have from Lemma 3.1(d) that
This implies that (P ) (T ) (P ⊥ ) (S) (P ) + (P ⊥ ) (S) (P ) (T ) (P
for all T , S in alg M β and all P in β. Hence by Eqs. (16)- (18),
we obtain that (P ) (T ) (P ⊥ ) (S) (P ) = (P ⊥ ) (T ) (P ) (S) (P ⊥ ) = 0 and (P ) (S) (P ⊥ ) (T ) (P ) = (P ⊥ ) (S) (P ) (T ) (P
for all T , S in alg M β and all P in β. The proof is complete.
Lemma 3.4. Let P ∈ β be a fixed non-trivial projection, then either (P ) (T ) (P
⊥ ) = 0 for all T in alg M β, or (P ⊥ ) (T ) (P ) = 0 for all T in alg M β.
Proof. It follows from Lemma 3.3(a) and the surjectivity of that (P ) (T ) (P ⊥ )(alg M γ ) (P )
Hence by Lemma 3.2, there exist projections Q 1 , Q 2 ∈ γ such that
By Eq. (19), then Q 1 (P ) + Q 2 (P ⊥ ) = (I ) = I , and so Q ⊥ 1 Q ⊥ 2 = 0. This implies that either Q ⊥ 1 = 0 or Q ⊥ 2 = 0. Hence by Eqs. (20) and (21), we have that for each T in alg M β one of the two cases (P ) (T ) (P ⊥ ) = 0 and (P ⊥ ) (T ) (P ) = 0 holds. Since M is a factor von Neumann algebra, there exists a non-zero partial isometry V in alg M β such that
If (P ) (V ) (P ⊥ ) = 0, we know from above that for each T in alg M β one of the two cases (P ) (V + T ) (P ⊥ ) = 0 and (P ⊥ ) (V + T ) (P ) = 0 holds. If there exists T ∈ alg M β such that (P ) (T ) (P ⊥ ) / = 0, it is clear that (P ) (V + T ) (P ⊥ ) / = 0. Hence
This implies that (P ⊥ ) (V ) (P ) = 0. It follows from Lemma 3.1(e) that
By Lemma 3.1(a), we have V = 0, which is a contradiction. Thus,
We conclude that either
Lemma 3.5. Let P ∈ β be a fixed non-trivial projection, then either (P MP
⊥ ) = (P )M (P ⊥ ) or (P MP ⊥ ) = (P ⊥ )M (P ).
Proof. It follows from Lemma 3.4 that either (P ) (T ) (P
applying the same argument as in the proof of Lemma 2.2, we have
Lemma 3.6. Let P ∈ β be a fixed non-trivial projection, then either
for all X in M and all idempotents E in alg M β.
Proof. It follows from Lemma 3.4 that either (P ) (T ) (P
for all idempotents E in alg M β and all X in M. On the other hand, we have from Lemma 3.1(d) that
(EP ) = (P EP ) = (P ) (E) (P )
This together with the fact (P ⊥ ) (E) (P ) = 0 gives us that
for all idempotents E in alg M β. It is clear that EP + EP XP ⊥ is an idempotent in alg M β for all X in M and all idempotents E in alg M β. Hence by Lemma 3.1(b) and Eqs. (22) and (23), we have
Replacing E by E ⊥ in the above equation, we have
and so (E) (E ⊥ P XP ⊥ ) = 0. This implies that
Applying the same argument for the idempotent P ⊥ E + P XP ⊥ E, we can show that
In particular, we have
for all idempotents E in alg M β and all X in M. Similarly, we can obtain from Lemma 3.1(d) and the fact (P ) (E) (P ⊥ ) = 0 that
for all idempotents E in alg M β. Hence by Eqs. (24) and (25), we have
and so (E ⊥ P XP ⊥ ) (E) = 0. This implies that
Similarly, we can show that
for all X in M and all idempotents E in alg M β. The proof is complete.
Proof of Theorem 3.1. Let P ∈ β be a non-trivial projection, it follows from Lemma 3.6 that either
On the other hand, we have from Eq. (36) that
for all Z ∈ M. Hence by Lemma 3.5 and Eqs. (38)- (41), we have
Note that M is a factor von Neumann algebra, we have from Eqs. (42) and (43) that
On the other hand, it follows from Eq. (36) and Lemma 3.1(d) that
This and Eq. (44) give us that (XY ) = (X) (Y ).
Similarly, we can obtain from Eq. (37) that (XY ) = (Y ) (X). This shows that either We mention that when the nests are trivial in the above two Corollaries, Hou and Zhao [16] have shown that every bijective additive mapping between B(H ) preserving zero Jordan products in both directions is an inner automorphism or an inner anti-automorphism.
