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This paper contains a method for direct search of associations from numerical data that are expressed in natural lan-
guage and so, we call them ‘‘linguistic associations’’. The associations are composed of evaluative linguistic expressions, for
example ‘‘small, very big, roughly medium’’, etc. The main idea is to evaluate real-valued data by the corresponding lin-
guistic expressions and then search for associations using some of the standard data-mining technique (we have used the
GUHAmethod). One of essential outcomes of our theory is high understandability of the found associations because when
formulated in natural language they are much closer to the way of thinking of experts from various ﬁelds. Moreover, asso-
ciations characterizing real dependencies can be directly taken as fuzzy IF–THEN rules and used as expert knowledge
about the problem.
 2007 Elsevier Inc. All rights reserved.
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Data mining is regarded as a non-trivial process of identifying valid, novel, potentially useful, and ulti-
mately understandable knowledge in large scale datasets [7]. Particularly interesting are associations that
reﬂect relationships among items in datasets. Recall that, in general, associations express speciﬁc semantics
in linking data items together in the sense that if X  Y is such an association then ‘‘occurrence of X is asso-
ciated with occurrence of Y’’, where X and Y are attributes of data items.
Since Agrawal et al. introduced the notion of Boolean associations in 1993 [1] and proposed a basic mining
approach with their Apriori algorithm, mining of associations has attracted many research eﬀorts along with a0888-613X/$ - see front matter  2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.ijar.2007.06.005
* Corresponding author. Tel.: +420 7385 11401; fax: +420 5961 20478.
E-mail addresses: Vilem.Novak@osu.cz (V. Nova´k), Irina.Perﬁlieva@osu.cz (I. Perﬁlieva), Antonin.Dvorak@osu.cz (A. Dvorˇa´k),
chengq@em.tsinghua.edu.cn (G. Chen), weiq@em.tsinghua.edu.cn (Q. Wei), yanp@em.tsinghua.edu.cn (P. Yan).
V. Nova´k et al. / Internat. J. Approx. Reason. 48 (2008) 4–22 5large number of association applications in various ﬁelds, such as ﬁnance, stock market, aerography, market-
ing, medicine, manufacturing, e-business (see e.g., [7]).
A special notice should be payed here to the GUHA method. As a matter of fact, this method has been
published by Ha´jek in [9] 15 years earlier than [1] and should be regarded as the ﬁrst data-mining method.1
The concept of GUHA quantiﬁers directly corresponds to what has been later called Boolean associations,
i.e., the correspondence of the states, each being a binary value 1 or 0 (e.g., X occurs or X does not occur).
Surprisingly, this method is now almost unknown and, therefore, many concepts and methods introduced
in 1970s already in GUHA have been rediscovered in 1990s in the data mining theory without citing the for-
mer (cf., e.g., [16,25,28]). A comprehensive book on the GUHA method is [11]. A recent paper extending
GUHA by fuzzy logic considerations is [10].
Two directions of research in data mining have emerged [5]. One is to improve the eﬃciency of the mining
process as discussed in [2,26,27]. Moreover, some methods also construct their algorithms upon sampling
operations [32], or parallel and distributed algorithms [3].
The other direction is to extend the semantics and expressions of associations from a number of perspec-
tives. For example, Srikant and Agrawal [28] presented a method to discover generalized associations, by
which more abstract associations could be derived. They also extended mining of Boolean association to min-
ing of numerical association by partitioning domains of numerical data. Some other studies focused on mining
associations with constraints and contexts [8,14,29,31]. Instead of the degree of support and the degree of con-
ﬁdence, some other measures based on statistics and information theory, have also been proposed aimed at
making the discovered associations more understandable and simpler [30]. Chen and Wei et al. [6] introduced
simple associations and related associations and showed that derivation of other qualiﬁed associations can be
obtained without scanning the data-set.2
It should emphasized that in many situations discovering associations involves uncertainty and imprecision
(vagueness). Hence, applying appropriate tools capturing this feature becomes necessary. The reason is that
vagueness is inherent in many problems of knowledge representation and discovery and also, high-level com-
plex decision processes often deal with generalized concepts and linguistic expressions, which are inherently
vague. Treatment of uncertainty and vagueness is considered as one of the key issues in data mining
[14,17]. The research and applications center around issues of partitioning numerical data domains, fuzzy
taxonomies, fuzziness-related interestingness measures, and degree of implication (the details can be found
in the overview paper [5]).
When dealing in data-mining with concepts characterized in natural language, we meet speciﬁc kinds of dif-
ﬁculties. For example, let us consider ‘‘large (real) numbers’’. In association mining, for instance, associations
like ‘‘If the age of customers lays in the interval [20,30], then they tend to buy electronics at prices in the inter-
val [$5000, $10,000]’’, and ‘‘Young customers tend to buy Expensive electronics’’ may all be meaningful
depending on diﬀerent situations. While the former is more speciﬁc and the latter is more general in their
semantic meaning, the former has the so-called ‘‘boundary problem’’. For example, a 31-year-old customer
with a purchase of $15,000 need not be identiﬁed/discovered. By contrast, the latter is more ﬂexible and so,
it can reﬂect the customer’s behavior. However, we must cope with the fact that ‘‘young customers’’ and
‘‘expensive electronics’’ are speciﬁc terms of natural language that are inherently vague. A working theory
of their meaning must be thus elaborated and applied. Without it, the discovered fuzzy associations cannot
be convincing and understandable enough to support sophisticated decision making.
In this paper, we present a direct method for mining associations that characterize relations among attri-
butes using natural language. Since the mined associations have a form of natural language sentences, we call
them ‘‘linguistic associations’’. A typical form of a linguistic association is1 Th
analys
2 No
introduIF number of cars per hour is very big AND wind speed is small THEN concentration of NO2 is more or less
big.e term ‘‘data mining’’ was not known in that time; instead, the authors of GUHA method used the term ‘‘exploratory data
is’’.
te that a similar concept when many associations become logical consequences of few having been already mined has been
ced in GUHA [11].
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logical theory which provides a mathematical model of the meaning of a special but very important class
of natural language expressions, which are called evaluative linguistic expressions.
The method has two phases. First, we replace numerical data by appropriate evaluative expressions accord-
ing to their meaning (this procedure is analogous to what people do when they assign perceptions to the
observed phenomena). Second, we apply a proper data mining procedure, which can be any suitable classical
data mining method that works with logical or categorical data. We have used the above mentioned GUHA
method. The reason why classical mining methods work also in mining linguistic associations consists in the
fact that the assigned perceptions behave as if they were logical (categorical) data and so, the mining proce-
dure may treat them formally without considering their original meaning. However, the linguistic meaning of
found associations together with its vagueness is still kept and so, the associations can be treated accordingly.
We see the main outcome of linguistic associations in their easy (or, at least, easier) understandability to the
user, in the possibility to use their logical properties for signiﬁcant reduction of their number, and also in the
fact that their vague meaning enables less strict interpretation which complies with the uncertainty of existence
of a relation characterized by them (cf. our discussion above).
The main concept used in this paper is the formal logical theory of evaluative linguistic expressions (expres-
sions like ‘‘big’’, ‘‘roughly medium’’, ‘‘verysmall’’, etc.), that was initiated by V. Nova´k in [19] and recently
elaborated in details in [23] (cf. also [22]) as a part of higher order fuzzy logic. Note that evaluative (linguistic)
expressions are values of linguistic variables; the latter concept was introduced by L. A. Zadeh in [33]. It
should be stressed that also the well known fuzzy IF–THEN rules can be taken as special compound evaluative
linguistic expressions because they can be viewed as linguistically characterized logical implications. In this
paper, we consider more general compound evaluative expressions called linguistic associations. These are,
in fact, hypotheses about relations between boolean combinations of evaluative linguistic expressions.
The paper is organized as follows. The next section recalls few basic notions. Section 3 contains parts of the
theory of evaluative linguistic expressions essential for this topic of this paper. Section 4 is the main contribu-
tion of this paper and it presents a method for mining linguistic associations. We also propose several rules
using which it is possible to reduce signiﬁcantly number of the discovered associations. Finally in Section 5
we demonstrate our method on an example.2. Preliminaries
The methods presented in this paper are in large extent based on the results of formal fuzzy logic. There-
fore, it is necessary to describe the algebra of truth values. Recall that this is, in general, a residuated lattice
(see [18,24]). In this paper, we will consider only standard Łukasiewicz MV-algebraLL ¼ h½0; 1;_;^;;!; 0; 1i
where _ is the operation of maximum, ^ that of minimum, a  b = 0 _ (a + b  1) is Łukasiewcz conjunction
and a! b = 1 ^ (1  a + b) is Łukasiewicz implication (a,b 2 [0,1]).
The Łukasiewicz implication! interprets the implication connective, ^ interprets ordinary conjunction
connective, and the Łukasiewicz conjunction  interprets strong conjunction connective. Since this paper
works with semantics of fuzzy logic only, we will skip presentation of syntax. Let us only stress that linguistic
considerations in this paper require even fuzzy logic of higher order, that is, fuzzy type theory (see [21]).
Furthermore, we will work also with derived operations, namely negation :a ¼ a! 0 ¼ 1 a (interpreta-
tion of negation) and Łukasiewicz disjunction  ¼ :ð:a :bÞ ¼ 1 ^ ðaþ bÞ (interpretation of strong disjunc-
tion connective). Recall that the negation is involutive, i.e. ::a ¼ a holds for all a 2 [0, 1].
A fuzzy set A in the universe V, in symbols A

V , is identiﬁed with a function A:V! [0,1] (the function A
is also called the membership function of the fuzzy set A). By FðV Þ we denote the set of all fuzzy sets on V.
3. The theory of evaluative linguistic expressions and predications
The fundamental concept in many applications of fuzzy logic is that of evaluative linguistic expressions and
predications. These are expressions of natural language such as ‘‘very large, extremely expensive, roughly one
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ent a mathematical model of their semantics. More about their theory can be found in [24,20,22]. The precise
logical theory has been developed in [23].
3.1. Syntactic structure
An evaluative linguistic expression is either of the following:
(i) Simple evaluative expression, which is one of the linguistic expressions:
(a) hpure evaluative expressioni:¼hlinguistic hedgeihatomic evaluative expressioni
(b) hfuzzy numberi:¼hlinguistic hedgei hnumerali
where ‘‘numeral’’ is a name of some number x0 2 R.
(ii) Negative evaluative expression, which is an expression3 No
complenothpure evaluative expressioni
(iii) Compound evaluative expression, which is either of the following:
(a) hpure evaluative expressioni or hpure evaluative expressioni
(b) hpure evaluative expressioni and/but hnegative evaluative expressioniAtomic evaluative expressions and numerals form the basic component of all kinds of evaluative expressions.
They comprise any of the adjectives ‘‘small’’, ‘‘medium’’, or ‘‘big’’. It is important to stress that these words
should be taken as canonical and can be replaced by many other kinds of words such as ‘‘thin’’, ‘‘thick’’,
‘‘old’’, ‘‘new’’, etc.
Atomic evaluative expressions usually form pairs of antonyms such as thin–thick, old–young, shallow–deep,
close–far, etc. When completed by the middle term, such as medium, average,3 etc. they form the so-called fun-
damental linguistic trichotomy.
Linguistic hedges (introduced by Zadeh, see [33]) are special adverbs which modify the meaning of adjec-
tives before which they stand (cf. also [18]). We distinguish hedges with narrowing eﬀect (very, signiﬁcantly,
etc.) and widening eﬀect (more or less, roughly, etc.). It is important to realize that a missing linguistic hedge
is understood as presence of the empty linguistic hedge so that all simple evaluative expressions can be treated
equally. In the sequel, we will use script letters A;B; . . . to denote evaluative expressions.
We must distinguish between evaluative expressions and predications. While the former characterize lin-
guistically values on an ordered scale in a rather abstract way, the latter do the same in concrete, speciﬁc
scales.
Evaluative linguistic predications are expressions of the formhnoun phrasei isA ð1Þ
whereA is an evaluative linguistic expression. In our considerations, we often replace hnoun phrasei by some
attribute (variable) X and assume that its interpretation are real numbers. Therefore, we will deal with pred-
ications of the formX isA: ð2Þ
Expression (1) should be distinguished from ‘‘x isA00 where x is some concrete value of X (or concrete object
denoted by hnouni). For example, if (1) is the expression ‘‘house is small’’ then the concrete object x can be
‘‘house of John’’ so that we obtain the predication ‘‘house of John is small’’. It is important to notice that in
the latter case, a concrete context is always considered. Expression (2) is more abstract and it concerns all pos-
sible values of the variable X. Because of vagueness ofA, the predication ‘‘x isA’’ for concrete x (in the given
context) may attain a general truth value.te that natural language is quite rich by the basic pairs of antonyms but the middle term has mostly the form medium or average
ted by the corresponding adjective.
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For example, let the noun phrase denoted by attribute X be ‘‘pressure in the tank’’. Then we take the evalu-
ative predication ‘‘pressure in the tank is high’’ as synonymous with ‘‘high pressure in the tank’’ For our pur-
poses, the form (3) is more convenient and so, we will prefer it in the sequel.
Let I, J be two nonempty ﬁnite index sets. Then we putC :¼ AND
i2I
ðAiX iÞ; ð4Þ
D :¼ OR
i2I
ðBiX iÞ ð5ÞwhereAi;Bi are evaluative linguistic expressions. Furthermore, we suppose that each Xi in C or D, i 2 I, dif-
fers from the other ones. The number of elements of I is called length of C or D.
A special case occurs when the variable X is the same in the disjunction (5). Then the evaluative predication
D reduces to the formD :¼ ðOR
i2I
BiX Þ: ð6ÞFor example, let ‘small pressure’ and ‘big pressure’ be two linguistic predications (3). Then their disjunction (5)
reduced to (6) is ‘small or big pressure’ (recall that we take it synonymous with ‘pressure is small or big’).
A compound evaluative (linguistic) predication is either ofE :¼ OR
j2J
Cj; ð7Þ
F :¼ AND
j2J
Dj ð8Þwhere Cj, Dj are conjunction or disjunction of evaluative predications from (4) and (5), respectively. In other
words, a compound evaluative predication is a boolean combination of evaluative linguistic predications.
Obviously, the expressions (4) and (5) are special cases of compound evaluative predications (8) and (7),
respectively.
A very important special expression that also belongs among compound linguistic predications is a fuzzy
IF–THEN ruleIF X isA THEN Y is B: ð9Þ
This is a conditional clause characterizing linguistically some dependence between the variables X and Y. In
practice, it is construed either as a logical implication, or as a conjunction.
3.2. Semantics of evaluative expressions
Any model of semantics of natural language expressions must be able to distinguish between intension and
extensions in various possible worlds (cf., e.g. [4,15]). A possible world is in logic understood as a state of the
world at a given time moment and place. In linguistics, this is a particular context in which a linguistic expres-
sion is used. Intension of a linguistic expression is an abstract construction which conveys a property denoted
by the expression. Linguistic expressions are names of intensions. It is important to notice that intension is
invariant towards change of the context (possible world) while extension of a linguistic expression is a class
of objects determined by its intension in a given context (possible world) and so, it it changes whenever the
context (time, place) is changed. For example, the expression ‘‘long distance’’ is the name of an intension being
a certain property of length, which in a concrete context may mean 10 m for an ant, 100 km in the Czech
Republic, but 1000 km or more in China.
In this section, we outline the main points of the mathematical model of the meaning of evaluative expres-
sions that has been described in detail in [23] and which is based on the solution of the sorites paradox4 ine grain does not form a heap. Adding one grain to what is not yet a heap does not make a heap. Consequently, there are no heaps.
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start with deﬁnition of meaning of evaluative expressions (not predications!).
The simplest semantic interpretation of the sorites paradox leads to linear functions LH, MH, RH: [0
1]! [0,1] deﬁned by5 Of
known
to be,LHðzÞ ¼ 0:5 z
0:5
 
; RHðzÞ ¼ z 0:5
0:5
 
;
MHðzÞ ¼ z
0:5
 
^ 1 z
0:5
 
where the star ‘*’ means cut of all the values to interval [0, 1]. These functions characterize the idea of running
towards horizon: small values start at 0 and run towards 0.5 where they vanish, big values start at 1 and run in
an opposite direction also towards 0.5 where they surely vanish and medium values start at 0.5 and vanish on
both sides at 0 and 1, respectively.
Linguistic hedges are modeled using continuous functions ma,b,c:[0, 1]! [0, 1] (horizon shifts) where
a < b < c are parameters, ma,b,c(y) = 0 for y 6 a, ma,b,c(y) = 1 for c 6 y and it is increasing otherwise. We explic-
itly put5ma;b;cðyÞ ¼
1; c 6 y;
1 ðcyÞ2ðcbÞðcaÞ ; b 6 y < c;
ðyaÞ2
ðbaÞðcaÞ ; a 6 y < b;
0; y < a:
8>>><
>>>:
ð10ÞThe following functions model intensions of evaluative expressions:fSmmðzÞ ¼ mðLHðzÞÞ; ð11ÞfMemðzÞ ¼ mðMHðzÞÞ; ð12ÞeBimðzÞ ¼ mðRHðzÞÞ ð13Þ
where m 2 Hf interprets hlinguistic hedgei and z 2 [0, 1]. Then we put:Intðhlinguistic hedgeismallÞ ¼ fSmm; ð14Þ
Intðhlinguistic hedgeimediumÞ ¼ fMem; ð15Þ
Intðhlinguistic hedgeibigÞ ¼ eBim: ð16ÞNote that (14)–(16) are, in fact, fuzzy sets in a ﬁxed set [0, 1] and so, they are at the same time extensions of the
corresponding evaluative expressions. This is not true for evaluative predications – see below.
In the sequel, we will use as a metavariable the symbol fEvm that will denote either of fSmm; fMem; eBim. We will
denote by fEv the set of intensions fEvm.
3.3. Ordering of evaluative expressions
Important role in manipulation with evaluative expressions is played by natural ordering of them. This is a
lexicographic ordering based on two orderings: the ﬁrst is called the speciﬁcity ordering and the second is posi-
tion ordering. The former is determined by the fact that we can distinguish hedges with narrowing and widening
eﬀect where the ﬁrst make the meaning of the atomic expression before which they stand more precise while
the second make it opposite.course, there are inﬁnitely many possible functions ma,b,c. Our goal was to consider the simplest nonlinear one since according to
psychological investigations, the shapes of membership functions should be nonlinear. However, we cannot reject the function ma,b,c
possibly even linear.
10 V. Nova´k et al. / Internat. J. Approx. Reason. 48 (2008) 4–22In discovering linguistic association rules, we will work with several concrete hedges, namely ‘‘extremely
(Ex), signiﬁcantly (Si), very (Ve), empty hedge, more or less (ML), roughly (Ro), quite roughly (QR), very
roughly (VR)’’. Among them, the hedges Ex, Si, and Ve have narrowing eﬀect andML, Ro, QR and VR have
widening eﬀect. In [20], we have deﬁned empirical values of the parameters a,b,c of these hedges. These hedges
have been chosen because they are very common in ordinary speech. However, our theory is general enough to
include many other concrete examples of hedges.
The speciﬁcity ordering 	 for the above hedges is deﬁned as follows:
Ex 	 Si 	 Ve 	 hempty hedgei 	ML 	 Ro 	 QR 	 VR: ð17ÞThis ordering means that all values in some context, that are extremely small (or big), are also signiﬁcantly
small (or big), etc. However, since there exist also hedges which have neither narrowing, nor widening eﬀect
(for example rather), the ordering 	 is in general, only partial. Therefore, we suppose that the set Hf of hedges
is partially ordered by the speciﬁcity relation 	. This ordering induces a partial ordering on evaluative expres-
sions deﬁned byfEvm1 	 fEvm2 iff m1 6 m2 ð18Þ
where fEv is either of fSm; fMe or eBi and 6 is pointwise ordering of functions.
The position ordering U corresponds to the position of the evaluative expressions on the scale, i.e.fSmm1UfMem2U eBim3 ; ð19Þ
where m1, m2, m3 are arbitrary. In the applications discussed below, we also consider a special expression zero
(Ze) whose position in (19) is leftmost.
On the basis of (18) and (19), we introduce natural (partial) orderingEv1 w Ev2 ð20Þ
of evaluative expressions as lexicographic ordering, where ﬁrst we order fEv1;fEv2 according to U from (19),
and then according to 	 from (18) (provided that fEv1 and fEv2 are comparable).
3.4. Semantics of evaluative predications
To formalize semantics of evaluative predications, we must ﬁrst explicitly deﬁne the concept of context. In
general, a context is a 6-homomorphism w:[0,1]! [0,1] with three distinct points, namely w(0) = vL,
w(0.5) = vS and w(1) = vR. These points are left limit (‘‘most typically small’’), central point (‘‘most typically
medium’’) and right limit (‘‘most typically big’’), respectively. Clearly, rng(w) = [vL,vR]. Without going into
details, we suppose that for each x 2 rng(w), a unique y 2 [0, 1] can be picked out. This will be taken as a
(pseudo)-inverse of x and we will write w(1)(x) = y. We will also consider a set of contexts W  [0,1][0, 1].
Extensions of the evaluative expressions characterizing small values lay between vL,vS and those character-
izing big values lay between vS,vR (with the direction from vR to vS). The expressions characterizing medium
values are determined by the point vS which is the ‘‘most typical’’ medium and their extensions lay around it.
The following types of functions will play a role as intensions of evaluative predications:
(i) S-intensions: Smm : W !FðRÞ, m 2 Hf, where SmmðwÞ ¼ fSmmðwð1ÞðxÞÞ for all w 2W and x 2 rng(w).
(ii) M-intensions: Mem : W !FðRÞ; m 2 Hf, where MemðwÞ ¼ fMemðwð1ÞðxÞÞ for all w 2W and x 2 rng(w).
(iii) B-intensions: Bim : W !FðRÞ, m 2 Hf, where BimðwÞ ¼ eBimðwð1ÞðxÞÞ for all w 2W and x 2 rng(w).
It is clear from the previous explanation that S-intensions are intensions of predications ‘hlinguistic hedgei
small X’,M-intensions are intensions of predications ‘hlinguistic hedgei medium X’ and B-intensions are inten-
sions of predications ‘hlinguistic hedgei big X’.
Similarly as in Section 3.2, we introduce a metavariable Evm which denotes intensionEvm : W !FðRÞ: ð21Þ
of some evaluative predication (3). Its extension in each context w 2W is a fuzzy set
Fig. 1.
ð:LHÞ
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holds for every x 2 rng(w). Hence, by abuse of notation, we will often write the evaluative predication (3) in
the form ‘‘fEvmX ’’ keeping in mind that fEvm is, in fact, intension of some evaluative expression.
If the hedge m is unimportant for the given considerations, we may omit it from the symbol. Construction of
extensions of evaluative predications is depicted on Fig. 1. It is important to note that our model of hedges
modiﬁes also the kernel of the given fuzzy sets, i.e., hedges with narrowing eﬀect make it shorter and those
with widening eﬀect make it longer.
We may extend orderings introduced in Section 3.3 both to extensions as well intensions of evaluative pred-
ications byEv1ðwÞ 	 Ev2ðwÞ iff fEv1 	 fEv2; ð23Þ
and similarly for the position orderingU and natural ordering w. Note that the context is the same both for
Ev1 as well as for Ev2. Consequently, Ev1 	 Ev2 iﬀ (23) holds for all w 2W. From it follows that we may intro-
duce the speciﬁcity ordering of evaluative predications byðfEv1ÞX 	 ðfEv2ÞX iff fEv1 	 fEv2; ð24Þ
and similarly for U and w. Note that the variable X is the same in both predications. If the variables are dif-
ferent then the predications cannot be compared, even in the case that they contain the same evaluative
expression.
Intension of compound evaluative predications is obtained as a combination of intensions Ev. This combi-
nation is deﬁned using logical operations on the set of truth values as follows.
Let h be a binary logical operation on [0,1] and Ev1 and Ev2 be intensions of some evaluative predications.
Then a compound intension Ev1 h Ev2 (intension of a compound predication) is a function assigning to each
couple of contexts w1;w2 2 W a fuzzy set given by the membership functionEv1ðw1ÞðxÞ  Ev2ðw2ÞðyÞ ¼ fEv1ðwð1Þ1 xÞ  fEv2ðwð1Þ2 yÞ; ð25Þ
where x 2 rng(w1), y 2 rng(w2).
Let the linguistic AND and OR be interpreted by ^ or _, respectively (alternatively, AND can be inter-
preted by ). Then intensions of (4) and (5) are deﬁned byIntðAND
i2I
ðfEviÞÞX i ¼^
i2I
Evi; ð26Þ
IntðOR
i2I
ðfEviÞÞX i ¼_
i2I
Evi ð27ÞA scheme of construction of extensions of evaluative expressions where cSm ¼ LH1ðcÞ; aSm ¼ LH1ðaÞ; c1Me ¼ ð:LHÞ1ðcÞ; a1Me ¼1ðaÞ, c2Me ¼ ð:RHÞ1ðcÞ; a2Me ¼ ð:RHÞ1ðaÞ, cBi = RH1(c),aBi = RH1(a).
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when putting h = ^ orh = _, respectively. Analogously, we may deﬁne intensions of (7) and (8). Their exten-
sions can be easily obtained as the corresponding functional values of their intensions for all w 2W.
Remark 1. Let us give thought to the question, what kind of conjunction should interpret linguistic ‘‘and’’.
The operation ^ interprets a phrasal conjunction, while  raises when joining formulas in modus ponens and
so, it corresponds to a sentential conjunction. Therefore, we should distinguish whether the evaluative
predication is taken as a phrase or a sentence, and when forming compound predication, use the
corresponding conjunction . On the other hand, we doubt that such a mechanical solution would really work.
There is one, purely technical problem – the  operation is usually quite restricting (in Łukasiewicz algebra it
is even nilpotent, so that the functional values quickly sink down to zero) and so, we might get verysmall truth
values when joining many predications. The problem, unfortunately, is far from being solved and so, we will,
for the present, prefer phrasal conjunction ^. Note that the operation  dual to  has no speciﬁc role
(analogous to the role of  in modus ponens) and so, we do not consider it for disjunction.3.5. Finding a perception
Let an element x 2 rng(w) in a context w be given. This element becomes an observation which can be in
this context evaluated by several evaluative predications. For example, let x = 9 in the context rng(w) = [0,10].
When taking into account that the highest possible value is 10, we may form an evaluative predication ‘‘9 is
big’’. Of course, we may form also ‘‘9 is very big’’, ‘‘9 is roughly big’’, etc. Intuitively, we prefer the most pre-
cise expression (e.g. ‘‘roughlybig’’ is less precise than ‘‘very big’’) but at the same time, the value 9 must be
typical for it (of course, still in the ﬁxed context). This gives hint for the following concept.
We introduce a function Perc which assigns to each context w 2W and to each element x 2 rng(w) an eval-
uative expression with intension gEvm ,Perc : hx;wi7!fEvm; ð28Þ
so that gEvm is the most speciﬁc (sharpest) in the sense of the natural ordering w deﬁned in Section 3.3, and
x 2 rng(w) is typical in the extension Evm(w) of the evaluative predication ‘‘fEvmX ’’. To be typical means that
the membership degree EvmðwÞðxÞ ¼ fEvmðwð1ÞðxÞÞ is greater than some reasonable threshold a0 (we usually
put a0 = 0.9 or even a0 = 1).
Note that (28), in fact, evaluates linguistically the value x in the given context w. When taking into account
the above example, Perc (9,w) is the evaluative expression very big.
The deﬁnition of Perc can be justiﬁed by the empirical ﬁnding that given a context, each value of it can be
classiﬁed by some evaluative predication. Since the expressions can be more, or less speciﬁc, the most speciﬁc
one gives the most precise information. If there is no evaluative predication being most speciﬁc and typical
then Perc gives nothing. The evaluative predication ‘‘fEvm’’ with the intension given by (28) will be called a per-
ception of x (in the context w).
3.6. Linguistic associations
A linguistic association is the expressionE F ð29Þwhere E andF are compound evaluative predications of the form (7) or (8) and  is a binary quantiﬁer in the
sense of GUHA – see [10,11]. In the GUHA terminology E is antecedent andF is succedent, i.e. a follower of
the antecedent. It should not be called a consequent because when the association is found in the data, we
cannot be sure that it expresses a real dependence between E and F.
For further explanation, we will write EðX 1; . . . ; XpÞ where X1, . . . ,Xp are all variables occurring in E. Sim-
ilarly we writeFðY 1; . . . ; Y qÞ. Note that EðX Þ is either a simple predication (3) (or (2)), or a compound pred-
ication being a disjunction of the form (6).
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ean structure. We say that E is narrower than E0 (E0 is wider than E) ifðfEvX Þ 	 ðfEv 0X Þ
holds for all evaluative predications ‘fEvX ’ from E and ‘fEv 0X ’ from E0, respectively. Similarly, a linguistic asso-
ciation C  D is narrower (wider) than C0  D0 if C is narrower (wider) than C0 and D is narrower than D0.
Linguistic associations are hypotheses about possible validity of fuzzy IF–THEN rules (9). Note that inten-
sion of a fuzzy IF–THEN rule is given by (25) where h is either ! or ^ (possibly also ).
4. Discovering linguistic knowledge from numerical data
Suppose we have numerical data in the formð30Þwhere o1, . . . ,om are some objects (processes, transactions, etc.), X1, . . . , Xn are variables (attributes). The
fji 2 R, j = 1, . . . ,m, i = 1, . . . ,n are values of ith attribute measured on jth object.
4.1. Searching pure linguistic associations
Each attribute Xi can attain values from some range. In other words, for each attribute Xi there exists its
context wi 2W. With reference to our theory of evaluative expressions, it is possible to assign to each value fji
the corresponding evaluative expression using the function (28), i.e. we setfEvji ¼ Percðfji;wiÞ: ð31Þ
From it follows that (31) provides evaluative linguistic predication of the formAjiX i ð32Þ
where Aji is some evaluative expression such that IntðAjiÞ ¼ fEvji . Using (31), we may convert the given
numerical data into linguistic ones containing evaluative expressions. In other words, (30) is transformed intoð33Þ
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object oj, the attribute Xi is Aji (in the given context).
For example, let Xi be salary and object oj be some person Hellen. Let the value fji from the original table
(30) occur in some context wi so that Percðfji;wiÞ ¼ fEvji ¼ Intðvery smallÞ. Then the jith item in data (33)
corresponds to the linguistic predication‘‘verysmall salary of Hellen’’(recall that this is synonymous with ‘‘the salary of Hellen is very small’’).
Of course, data (33) is not equivalent with (30) because the latter contains vague linguistic expressions. On
the other hand, its size is, in general, smaller than that of (30) because of the fuzziness of the evaluative expres-
sions: it may happen that diﬀerent values fji and fki lead to the same expression. Hence, the number of diﬀerent
rows in (33) can be smaller than m. In the sequel, we will work with the datað34Þwhere m 0 6 m. Each expressionAji in (34) is assigned a number pji representing the number of objects which
have the same linguistic values for all attributes X1, . . . , Xn. Clearly,
Pm0
j¼1pji ¼ m for arbitrary i = 1, . . . ,n.
Further step is to discover linguistically expressed associations of the form (29). We will deal with certain
subsets of the attributes X1, . . . ,Xn from (34). For convenience, we will rename them and write them as
sequences of new attributes (variables) Y1, . . . ,Yp and Z1, . . . ,Zq. We start with simpler associations of the
formCðY 1; . . . ; Y pÞ  DðZ1; . . . ; ZqÞ ð35Þ
whereCðY 1; . . . ; Y pÞ ¼ AND
p
i¼1
ðAiY iÞ; ð36Þ
DðZ1; . . . ; ZqÞ ¼ AND
q
j¼1
ðBjZjÞ ð37Þare conjunctions of evaluative predications (4) and {Y1, . . . ,Yp} \ {Z1, . . . ,Zq} = ;.
The linguistic predications forming the data (34) are vague. However, after assignment to concrete values as
their perceptions, they behave as logical data. This means that for each object oj, it is true (or it is not true) that
the attribute (variable) Xi has the (vague) property named by the linguistic expression Aji (i.e. that Aji is its
perception). Consequently, we can count numbers of the corresponding objects and apply standard GUHA
quantiﬁers (see [10,11]) for discovering associations. This can be done as follows.
Let CðY 1; . . . ; Y pÞ  DðZ1; . . . ; ZqÞ be a suspected linguistic association (35). Then we can construct a four-
fold tableð38Þ
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Y1,. . .,Yp are evaluated by the respective expressions A1; . . . ;Ap from (36) and, at the same time, their attri-
butes Z1, . . . ,Zq are evaluated by the respective expressions B1; . . . ;Bq from (37).
Further, b is a number of positive occurrences of C but negative occurrences of D, that is, a number of
objects, whose attributes Y 1; . . . ; Y p are evaluated by the respective expressionsA1; . . . ;Ap from (36) but their
attributes Z1; . . . ; Zq are not evaluated by the respective expressions B1; . . . ;Bq from (37). Analogous meaning
have the numbers c and d.
The quantiﬁer  characterizes validity (truth) of the association in the data (i.e., in a ﬁnite model). For
example, we may put : = x, a symmetric associational quantiﬁer taken as true if ad > bc. Another example
is :¼ @cr , where c 2 [0,1] is a conﬁdence degree and r 2 [0, 1] is a support degree. This is, the so-called, binary
multitudinal quantiﬁer taken as true, if a > c(a + b) and a > r.
The conﬁdence degree c characterizes ratio of objects for which the number of positive occurrences of C as
well as D is greater than the number of positive occurrences of C but negative occurrences of D. This deﬁni-
tion follows from the truth table of classical implication which gives false if the antecedent is true but the con-
sequent is false, and true otherwise. The value of @cr thus decreases if the number of negative cases of the
succedent D increases.
The support degree r characterizes relevancy of the portion of the data entering the test. For example, con-
sider the data with m = 1000 but a = 4 and b = 1. Then @cr becomes true for c = 0.75 (quite high number) but
in fact, the number of positive cases is negligible with the total number of objects. We will usually specify r as
percentage of a w.r.t. m. For the details and properties of the mentioned quantiﬁers, see [10,11]. Note that
there are many other quantiﬁers described in [11] and the other related literature.
On the basis of data (34) we can extract a linguistic associationCðY 1; . . . ; Y pÞ@crDðZ1; . . . ; ZqÞ ð39Þwhich can be taken as a hypothesis about validity of fuzzy IF–THEN rule (9).4.2. Reduction of number of the discovered linguistic associations
4.2.1. General problem
One of the encountered practical problems is abundance of the discovered associations. Therefore it is
desirable to ﬁnd methods how to reduce them and, at the same time, not to loose information. The solution
is twofold: ﬁrst, on the basis of general logical properties, we can reduce the number of found associations.
Second, on the basis of their semantical meaning we can reduce the number of associations that will be pre-
sented to the user.
We will consider three sets of associations that can be found in the given data:
(i) The set K of all linguistic associations that are true (in the given data).
(ii) The set KM of all discovered linguistic associations.
(iii) The set KP of all presented linguistic association.
Clearly, KP 
 KM 
 K.
To generate K eﬀectively, we may proceed as follows. First, we consider two disjoint sets of attributes: the
sets fY 1; . . . ; Y pg of independent and {Z1, . . . ,Zq} dependent attributes. Then we systematically search the
associations (39) starting from the shortest (one element) conjunctions A and B having the narrowest B in
the sense of Section 3.3. The sets KM and KP are obtained using rules of logical entailment and semantic reduc-
tion described below.4.2.2. Logical entailment
The rules of logical entailment can be used for reduction of the size of the set KM. LetA@crB 2 K. If this
fact necessarily implies that C@crD 2 K, i.e. that it must also be true then the former entails the latter and we
write
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The relation ‘ means that if the association on the left-hand side is true in the data then the association on the
right-hand side is necessarily also true on the basis of general logical properties, and so, we need not test it.
Theorem 1. Let A;B;C;D be linguistic predications.
(a) If D 	 D0 then ðC@crDÞ ‘ ðC@crD0Þ.
(b) ðC@crDÞ ‘ ðC@crDORBÞ.
(c) Let AANDB@csC be empty if there is no object having AANDB. Then
ðA@crC;B@crC;AANDB@csCÞ ‘ ðAORB@crCÞ, where s 6 r.Proof
(a) LetMC denote a set of all objects having the property CðY 1; . . . ; Y pÞ and similarlyMD,MCANDD, etc., and
denote their cardinalities by | Æ |. Then we obtainMCANDD0 ¼ MCANDD [ ðMCANDD0 MCANDDÞ;
MCAND:D ¼ MCAND:D0 [ ðMCANDD0 MCANDDÞ:
Hence, a ¼ jMCANDDj 6 a0 ¼ jMCANDD0 j and b0 ¼ jMCAND:D0 j 6 b ¼ jMCAND:Dj. Hence, r 6 a 0 and a0=
ða0 þ b0Þ > c.(b) is a consequence of (a) (cf. also [11]).
(c) We haveM ðAORBÞANDC ¼ MAANDC [MBANDC;
M ðAORBÞAND:C ¼ MAAND:C [MBAND:C:
Denote a ¼ jMAANDCj, a0 ¼ jMBANDCj, a00 ¼ jM ðAORBÞANDCj, similarly for b, b 0, b00, and
d ¼ jM ðAANDBÞANDCj, e ¼ jM ðAANDBÞAND:Cj. Then aþ a0 ¼ a00 þ d and bþ b0 ¼ b00 þ e.
Since, by the assumption, a > c(a + b) and a0 > cða0 þ b0Þ0, we get a00 > cða00 þ b00Þ þ ðcðd þ eÞ  dÞ which
is fulﬁlled because d > c(d + e) by the assumption (if MAANDB ¼ ; then d = e = 0). hThe set KM  K is a minimal set of associations from which the associations from K  KM entail using the
relation of logical entailment. We may thus put KP = KM.
4.2.3. Semantic reduction rules
The set KP of presented associations may be further reduced using semantic reduction rules. For this pur-
pose, we introduce a relation of semantic entailment . The basic idea combines discovered associations with
their (linguistic) meaning due to the fact that the associations consists of evaluative linguistic expressions.
Essential role is played by the theory of their ordering introduced in Section 3.3.
Let H1, H2  K be two sets of discovered associations. If the meaning of any of the association from H2 is
covered by the meaning of any of the associations from H1 then we say that associations from H1 are more
informative than associations from H2 (the latter are less informative than the former) and writeH 1  H 2: ð41Þ
As a special case, if H 1 ¼ fA  Bg and H 2 ¼ fC  Dg then we will writeðA  BÞ  ðC  DÞ:
Unfortunately, the structure of the data (30) may be be such that H2 in (41) need not be true in it even in case
that H1 is true. Therefore,  can be introduced only on the set K and so, it is weaker than ‘.
(i) Rule of strong entailment. Let A;B;C;D be arbitrary linguistic predications and suppose thatðA  BÞ ‘ ðC  DÞ:
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ðA  BÞ  ðC  DÞ:
(ii) Rule of speciﬁcity. LetA;B;C;D be arbitrary linguistic predications such that C 	A as well as B 	 D.
Let A@crB;C@crD 2 K. Then
ðA@crBÞ  ðC@crDÞ:(iii) Rule of disjunction. Let AjðX Þ, j 2 J be a set of simple evaluative predications, C and D arbitrary pred-
ications and B :¼ ORj2JAj (note that this is equivalent to (6)). Let H ¼ fðAjANDDÞ@crC j j 2 Jg be a
set of linguistic associations such that H  K as well as ðBANDDÞ@crC 2 K. Then
ðBANDDÞ@crC  H :(iv) Rule of empty predication. Let Aj, j 2 J be a set of pure evaluative predications of the form
hlinguistic hedgeihatomic evaluative expressioniX
containing evaluative predications
hlinguistic hedgeismallX ;
hlinguistic hedgeimediumX ;
hlinguistic hedgeibigX
where hlinguistic hedgei is either empty or widening. If
H ¼ fAj@crCjj 2 Jg  K
then
ðX@crCÞ  H
where X represents the pure hnoun phrasei without speciﬁc predication.4.2.3.1. Justiﬁcation. Ad (i): This is a trivial rule stating that if C  D is a logical consequence ofA  B then it
must be also its semantic consequence. The rule can be justiﬁed by the fact that logical consequence is always
given by general logical properties that are also transferred to semantics of the used evaluative expressions.
Ad (ii): Justiﬁcation of this rule is based on the fact that narrower antecedent C is contained (semantically)
in the antecedentA, i.e. given a context w, each extension of C in w is contained in the extension ofA. There-
fore, whatever we say about the latter we, at the same time, say about the former. On the other hand, narrower
succedent is more precise than wider one and so, learning that something implies values that are more speciﬁc
gives us more information that saying the same about wider succedent.
Ad (iii): It can be demonstrated that the rule of disjunction cannot be introduced on the basis of syntactic
entailment. Semantically, however, information contained in the number of associations diﬀering only in the
antecedent is the same as that in one rule where its antecedent is union of the antecedents of the rest of the
discovered associations.
Ad (iv): The rule of empty predication is justiﬁed by the fact that the evaluative trichotomy covers the
whole universe. Therefore, if the conditions of this rule are fulﬁlled then the whole attribute implies C and
so, we need not consider any more speciﬁc predication of it.
4.2.3.2. Examples. Let A :¼ ‘smallX ’, B :¼ ‘bigY ’, C :¼ ‘very smallX ’ and D :¼ ‘roughly big Y ’. Then, by
rule of speciﬁcity,smallX @cr big Y ð42Þ
is more informative thanvery smallX @cr big Y ð43Þ
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other hand, by the same rulesmallX @cr big Y ð44Þ
is more informative thansmallX @cr roughly big Y ð45Þbecause (44) tells more precisely, what values of Y are related to small values of X than (45).
Let X be ‘‘heating’’ and Y be ‘‘temperature of melted metal’’. If we ﬁnd associationsweakheating@crmediumtemperatureof meltedmetal
roughlymediumheating@crmediumtemperatureofmeltedmetal
moreor less strongheating@crmediumtemperatureofmeltedmetal
ð46Þthen, by the rule of empty predication,heating@crmediumtemperatureofmeltedmetalis more informative than all the associations (46) together.
The set KM is obtained from K when omitting all associations that syntactically entail from those already
discovered. The set KP of presented associations is obtained from KM using the relation . Namely, we may
reduce the set KM by all associations that are less informative. More precisely, if H1, H2 
 KM and H1H2
then we put into KP all associations from H1 and no association from H2.5. Some practical experiences and hints for further development
To test the method proposed in the paper, we have developed a program LAMWin that is based on the
system LFLC 2000 (University of Ostrava, Czech Republic). For testing, we have chosen the Boston Housing
dataset taken from the StatLib library which is maintained at Carnegie Mellon University. The creators are
Harrison and Rubinfeld and detailed description of the data including results of their analysis can be found
in [13].
The dataset concerned housing values in suburbs of Boston. The number of objects is 506 (without missing
values). The total of 14 attributes were measured on each object such as nitric oxides concentration (parts per
10 million), weighted distances to ﬁve Boston employment centers in Boston region, full-value property–tax
rate per $10,000, black proportion of population and other ones. We will present our results on the following
attributes where Y (MEDV) is dependent, the other two attributes are regarded as independent:
X1 (CRIM) – per capita crime rate by town
X2 (ZN) – proportion of residential land zoned for lots over 25,000 ft
2
Y (MEDV) – housing value
During testing it turned out that the data are not too rich and so, to obtain some results, we had to set the
parameters c = 0.2 and r = 0.005 (the portion of objects having a in the fourfold table (38)). This fact also
signiﬁcantly inﬂuences the reduction rate when transforming the data into (34) in comparison with the original
data (30). For example, when keeping all 14 attributes then (34) reduced to 500 objects only. When considering
10 attributes, it reduced to 481 objects and with 8 attributes it reduced to 469 objects. There is no general way
how to compute the resulting size of (34) since it heavily depends on the data and richness of information they
contain.
First, we have tested the method for searching the pure linguistic associations. In two runs, we have discov-
ered altogether 233 associations. This number has been reduced to 85 using the above semantical reduction
rules which demonstrates that they are very eﬀective. Examples of our method are below.
V. Nova´k et al. / Internat. J. Approx. Reason. 48 (2008) 4–22 195.1. Group of associations A
We have tested possible associations of the form6 Th
ones. OðAX 1Þ@0:20:005ðCY Þ ð47Þ
(per capita crime rate by town ‘‘implies’’ median value of owner-occupied homes in $1000). The context w1 of
the variable X1 is computed from the smallest and biggest observed values: vL = 0.006, vR = 88.976 and we set
vS = 35.694.
6 The context wY of Y is vL = 5, vS = 23, vR = 50.
Alltogether six linguistic associations have been discovered:A1:ðex smX 1Þ @0:20:005ðmeY Þ
A2:ðex smX 1Þ @0:20:005ðmlmeY Þ
A3:ðsi smX 1Þ @0:20:005ðmeY Þ
A4:ðsmX 1Þ @0:20:005ðqr smY Þ
A5:ðsmX 1Þ @0:20:005ðrosmY Þ
A6:ðvesmX 1Þ @0:20:005ðvr smY Þ(for the used shorts – see Section 3.3). Using Rule of speciﬁcity, we getKP ¼ fA3;A5g: ð48Þ
These two remaining associations can be linguistically expressed as follows:
A3: Signiﬁcantly small per capita crime rate by town ‘‘imply’’ medium housing value.
A3: Small per capita crime rate by town ‘‘imply’’ roughly small housing value.
For example,ðexsmX 1@0:20:005meY Þ  ðex smX 1@0:20:005mlmeY Þ
because medium is more speciﬁc than more or less medium and so, association A1 is more informative than A2.
At the same time,ðsi smX 1@0:20:005meY Þ  ðex smX 1@0:20:005meY Þ
because signiﬁcantly small is less speciﬁc than extremely small and so, association A3 is more informative than
A1. It can also be concluded from all 6 associations that the antecedent X1(CRIM) varies in an opposite direc-
tion to succedent Y(MEDV). This corresponds to the observation that CRIM is negatively correlated with
MEDV.
5.2. Group of associations B
Other tested associations areðAX 1Þ AND ðBX 2Þ@0:20:005ðCY Þ ð49Þ
(per capita crime rate by town AND proportion of residential land zoned for lots over 25,000 ft2 ‘‘imply’’ med-
ian value of owner-occupied homes in $ 1000). The context of X1 and Y is the same as above. The context w2 of
X2 is vL = 0, vS = 40, vR = 100.is value is computed as 40% of the length of interval [0.006,88.976] because people generally distinguish better small values than big
f course, our theory enables to set vS arbitrarily.
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the expB1: ðex smX 1ÞAND ðzeX 2Þ @0:20:005ðmeY Þ
B2: ðex smX 1ÞAND ðsmX 2Þ @0:20:005ðmeY Þ
B3: ðex smX 1ÞAND ðzeX 2Þ @0:20:005ðmlmeY Þ
B4: ðex smX 1ÞAND ðrosmX 2Þ @0:20:005ðvr biY Þ
B5: ðex smX 1ÞAND ðqr smX 2Þ @0:20:005ðmlmeY Þ
B6: ðex smX 1ÞAND ðqr smX 2Þ @0:20:005ðvr biY Þ
B7: ðex smX 1ÞAND ðbiX 2Þ @0:20:005ðmeY Þ
B8: ðex smX 1ÞAND ðvr smX 2Þ @0:20:005ðmlmeY Þ
B9: ðex smX 1ÞAND ðmeX 2Þ @0:20:005ðmeY Þ
B10: ðsismX 1ÞAND ðzeX 2Þ @0:20:005ðmeY Þ
B11: ðsmX 1ÞAND ðzeX 2Þ @0:20:005ðqr smY Þ
B12: ðrasmX 1ÞAND ðzeX 2Þ @0:20:005ðrosmY Þ
B13: ðvesmX 1ÞAND ðzeX 2Þ @0:20:005ðvr smY Þ(the short ‘‘ra’’ means rather7). Using Rule of speciﬁcity, we obtainKP ¼ fB2;B6; . . . ;B10;B12g:
Using Rule of empty predication, we can furthermore replace associations B2, B7 and B9 byB0 :¼ ðex smX 1ÞANDX 2@0:20:005ðmeY Þ
which can be read as extremely small per capita crime rate by town AND proportion of residential land zoned for
lots over 25,000 ft2 ‘‘imply’’ medium housing value. Therefore, we ﬁnally obtainKP ¼ fB0;B6;B8;B10;B12g:6. Conclusion
In this paper, we have developed a method for searching associations from numerical data that are
expressed in natural language. Such associations are called ‘‘linguistic’’. We have applied the theory of eval-
uative linguistic expressions and standard data-mining method, namely GUHA.
One of essential outcomes of our theory is clear understandability of the discovered associations because
they are formulated in natural language and so, they can serve experts from various ﬁelds to discover new rela-
tions of dependencies in a way that is much closer to the form of their knowledge and the way of their think-
ing. Moreover, the discovered associations characterizing real dependencies can be directly taken as fuzzy IF–
THEN rules and used as expert knowledge about the problem.
Another outcome can be smaller size of the data, provided that we prefer a global characterization of infor-
mation contained in the (originally numerical) data (note that this is often the case). The proﬁt, however,
depends a lot on richness information contained in them.
The paper is a ﬁrst attempt to discover linguistic associations directly and it opened various problems that
should be studied. One of the ﬁrst problems is extent of the considered part of natural language and its expan-
sion to other kinds of expressions; possibly, to apply the theory of generalized (linguistic) quantiﬁers. Further
problem is development of other syntactic as well as semantic reduction rules using which we can signiﬁcantly
reduce the amount of information presented to the user without loosing the discovered information. There are
also a lot of results in classical GUHA method that can be considered for the use in our method. Still another
problem concerns the question, whether we can generalize GUHA using the formal theory of fuzzy logic (cf.is is a speciﬁc hedge laying between ‘‘very’’ and the empty hedge. It has been omitted from our discussion above in order to simplify
lanation.
V. Nova´k et al. / Internat. J. Approx. Reason. 48 (2008) 4–22 21[10]); what would be outcome of such generalization and how can it contribute to our theory of linguistic asso-
ciations? We can thus conclude that the results are encouraging and they open an extensive ﬁeld for further
intensive research.
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