Absboct-The paper presents a class binarization that combines fuzzy classifiers and coupled map lattices. First, a classification problem is divided into several two-class pmhlems following a extended version of a fuzzy round mhin class binarization scheme; next, a fuzzy classifier is generated using any machine learning technique for each twoclass problem (we use evolution of fuzzy rules in this paper); finally, the generated fuzzy classiSers are integrated into a 2-dimensional coupled map lattice. The answer of the classifier to a sample is determined by the dynamics of the lattice when it is initialized with the answers given hy each fuzzy classifier. Experiments are conducted with various publicly available data sets
I. INTRODUCTION
Classification is a supervised learning technique that takes labeled data samples and generates a model (classifier) that classifies new data samples in different predefined groups or classes [I] . Classification has been extensively studied in machine learning and data mining [l] , [21, [3] , and has received special attention of soft-computing techniques such as fuzzy Logic [4] , [5] , [6] , neural networks [7] , [8] , and evolutionary algorithms [9] , [lo] , [I I] . Due to high interpretability of fuzzy rule based classifiers (FRBC) and the ability of evolutionary algorithms (EA) in finding good solutions, some research work has focused in developing evolutionary techniques for generating FKBC [12] , [13] , [91, [141, (61, [Ill. Because several machine-learning techniques have been designed for solving two-class classification problems, but not for solving multi-class problems, some techniques (class binarization techniques) have been developed for transforming a multi-class problem into several two-class problems [15] . For each of these two-class problems, a classifier is trained using a specific learning mechanism, for example U neural network or evolution of fuzzy rules. Finally, those classifiers are combined following the applied binarization scheme. Although used with relative success, these techniques depend on the correct operation of each of their two-class classifiers. If one of those two-classifiers fails, the performance of the full classifier is highly affected.
The main purpose of the work presented in this paper is to develop a fuzzy class binarization technique using a coupled map lattices [16] . By using such coupled map lattice structure we are increasing the robustness of the classifier while increasing the performance achieved by the classifier. Here, the answer of the classifier to a sample is determined by the dynamics of the lattice when it is initialized with the fuzzy classification given by each twoclass fuzzy classifier. This paper is divided in six sections. Section 2 gives a simple overview of coupled map lattice theory; Section 3 describes the current class binarization, both crisp and fuzzy; Section 4 presents the proposed fuzzy class binarization technique based on coupled map lattices; Section 5 shows some experiments performed along with the analysis of results. Section 6 draws some conclusions. where, Nz(i,j) is a collection of sites which defines the neighborhood of site z(i,j), s (Nz(i,j) ) indicates the number of neighbors, f is a non-linear function that determines the coupling value of a site, and E is a parameter that determines the coupling level or spatial correlation between sites. By varying the coupling parameter E and the structure of the neighborhood N,(i,j) it is possible to simulate systems that interact locally up to systems that interact globally [17] .
Several non-linear functions have been used into a CML. In the following discussion we use the well-known logistic 
where, 0 a 2 is a suitable parameter that allows to modify the dynamics of the system and introduce chaotic behavior into the CML. In order to introduce chaos to the CML, asbould be set to a value higher than 1.82.
FUZZY CLASS BINARIZATION
A class binarization technique transforms a multi-class classification problem into several two-class classification problems [15]. Basically, there are two fuzzy class binarization strategies: Unordered, and round robin.
A. Fuzzy Unordered Class Binarization
Fuzzy unordered class binarization transforms an mclasses problem into m two-class problems, where the ith classifier that is generated using the samples of class i as negative.
B. Fuuy Round Robin Class Binarization
Fuzzy round robin class binarization transforms an mclass problem inlo two-class problems by defining one classifier classifierij for each pair of classes ( i , j ) .
Each classifier is generated using only the samples of the two corresponding classes. A new sample is classified according to algorithm 2. 
where f(z) is the logistic function, see equation 2. We divided the neighborhood in two groups, row-neighborhood and column-neighborhood because the state of them is considered different for the site in evolution: On one hand, the state of a site of the row-neighborhood is used directly because such site considers class i as negative, l i e site z ( i , j ) : On the other hand, the state of a site in the column neighborhood is negated (fuzzy negation) because such site considers class j as negative, opposite to the site z ( i , j ) . Finally, the classification of a data sample is determined by a defuzzy operator that is applied to the state of the sites in the diagonal after some number of iterations MAX of the CML. Algorithm 3 shows the CORAL classification. 
V. EXPERIMENTATION In order to test the proposed approach we used the evolution of fuzzy rules proposed by Gomez et al in [I21 for evolving a fuzzy rule for each two-class Classification problem generated with CORAL. Basically, the evolutionary algorithm evolves a heap tree representing the condition part of the fuzzy rule. A heap tree is a binary tree that is filled completely on all the levels except possibly the last level that is filled from left to right [ZO] . The conclusion part is not encoded since only two-classes define the classification problem and one rule is being generated for discriminating the positive class [12] . A data sample is classified as positive with the truth-value (TV) of the fuzzy rule R and classified as negative with TV equal to the fuzzy negation of the TV of R (1
A. Experimental Settings
Three benchmark data sets (publicly available), were used as test bed. See table I. A ten folding cross-validation was applied to each data set. In this way, the data set was divided into 10 randomly selected groups. Each group was used as testing data set of the classifier trained with the additional 9 groups. The reported results are the average over these 10 different tests.
For evolving the fuzzy rule associated with each twoclass problem we used the Simple Hybrid Adaptive Evolutionary Algorithm (SHAEA) proposed by Gomez et al.
[21]. The SHAEA approach adapts the genetic operator probabilities at the same time it is finding the solution of the problem. SHAEA was executed for 100 iterations using 100 individuals as population and variable length crossover, single bit mutation, gene addition and gene deletion as genetic operators. These operators are described by Gomez et al in [U] . We used the fuzzy logic operators shown in table 11, and five fuzzy sets per attribute as shown in figure   2 .
We used a coupling parameter of E = 0.5 in order to
give more importance to the site than to its neighbors and iterated the CORAL classifier 100 periods of time using the logistic function with parameter cy = 1.5.
B. Results and Analysis
Several performance metrics have been defined for determining the quality of a classifier. Most of them are summarized in a confusion matrix. A confusion matrix contains the T V ( R ) ) . From the confusion matrix, several performance metrics can he generated. One of the most important metric is the accuracy, which determines the proportion of samples classified correctly, see equation 6
1) CORAL Dynamics:
We took one of the 10 classifiers generated for the WINE data set and plotted the state through the time of the classifier sites when a data sample was presented to such classifier. We selected three data samples, one per each class, with the condition that they were not used in the training process. Figure 3 shows the evolution of the state for sites z(1, l), 4 2 , I), and z(3,l) of the CORAL classifier. We observed similar behavior for sites z(1,2), z(2,2), and z(3,2); and z(1,3), 2(2,3), and z(3,3), respectively.
Since the logistic function is not introducing chaos to the CML, the state of a site has a non-chaotic behavior with a two-state limit orbit. This behavior indicates that CORAL is able to reach a stable condition. As expected, one of these states is approximated when CORAL executes an even number of iterations while the other state is approximated when CORAL executes an odd number of iterations. Similar behavior was observed for the two data samples belonging to class 2 and class 3. Figure 4 shows the separated evolution of the limit orbit states for each diagonal site and each of the three data samples used. Figure 4 shows that CORAL classifier should he allowed 3) Robusmess: In order to determine the robustness of the proposed approach, different level of damage were introduced into the classifier generated by CORAL for the WINE data set. We simulate the failure of a site by initializing it with the value 0.5 instead of using the fuzzy classifier associated to the site. In this way, a site z ( i , j ) is considered failing when its associated classifier is not able to determine the class of any data sample.
We simulated the CORAL classifier when a single site was failing: (l,l), (2,2), (3,3), and (2,l). Figure 5 .a shows the evolution of the average performance reached hy the failing CORAL classifiers.
As expected the performance of the classifier is not strongly affected when one site is failing. In some cases, the performance of the classifier is the same or better than the original classifier. Moreover, the worst performance reached by these classifiers after 20 iterations was 94.72 (failing site : (2,l)).
Also, we determine the performance of the CORAL classifier when different groups of three sites are failing: diagonal sites, same row sites, same column sites and sites (1,2), (2,3) and (3,l). Figures 5.h and 5.c show the evolution of the average performance reached by these failing CORAL classifiers. Again, CORAL. is able to perform well when the amount of damage introduced is 33.3%. The worst performance reached by CORAL after 20 iterations was 85.88% of accuracy when the first row of sites is failing. Otherwise, the accuracy reached was higher than 90.00%. IO-cross-validation) or not statistical validation, the values reported here are an indicative of the performance of the proposed approach.
VI. CONCLUSIONS AND FUTURE WORK
We proposed a technique for class binarizatiou based on Coupled Map Lattices and fuzzy logic that uses evolution of fuzzy rules as proof of concept. The results indicate that the performance of the proposed approach (CORAL) is better than other binarization schemes. Also, the performance of the classifier is into strongly affected when different levels of failures are introduced to the lattice.
Our future work will determine the effect of introducing chaos into the CORAL classifier by varying the logistic function parameter a between 1 and 2. Also, we plan to train the CORAL classifier in an on-line and partially unsupervised manner using the CORAL system dynamics. Our idea is to updated each site of a CORAL classifier with unlabeled data samples that are classified on such sites.
