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TOPOLOGICAL PRESSURE AND FRACTAL DIMENSIONS OF
COOKIE-CUTTER-LIKE SETS
MRINAL KANTI ROYCHOWDHURY
Abstract. The cookie-cutter-like set is defined as the limit set of a sequence of classical
cookie-cutter mappings. For this cookie-cutter set it is shown that the topological pres-
sure function exists, and that the fractal dimensions such as the Hausdorff dimension, the
packing dimension and the box-counting dimension are all equal to the unique zero h of the
pressure function. Moreover, it is shown that the h-dimensional Hausdorff measure and the
h-dimensional packing measure are finite and positive.
1. Introduction
A basic task in Fractal Geometry is to determine or estimate the various dimensions of
fractal sets. Fractal dimensions are introduced to measure the sizes of fractal sets and are used
in many different disciplines. Many results on fractal dimensions and measures are obtained,
among which the studies on self-similar sets are the most rich and thorough, for some details
one can see [B, H, M, MM, MU, R, RW, S, YT, YTXY]. In this paper, we have discussed
about the topological pressure, fractal dimensions and measures of a typical fractal known as
cookie-cutter-like set. Let J be a nonempty compact subset of R. For simplicity in our paper
we have chosen J = [0, 1]. Let J1, J2, · · · , Jn, n ≥ 2, be a collection of nonempty closed subsets
of J . Write
X :=
k⋃
j=1
Jj .
Let f : X → J be such that each Jj is mapped bijectively onto J . We assume that f has a
continuous derivative and is expanding so that |f ′(x)| > 1 for all x ∈ X . Let us write
E = {x ∈ J : fk(x) is defined and in X for all k = 0, 1, 2, · · · },
where fk is the kth iterate of f . Thus, E is the set of points that remain in X under the
iteration of f . Since E = ∪∞k=0f
−k(J) is the intersection of a decreasing sequence of compact
sets, the set E is compact and nonempty. E is invariant under f , in that
(1) f(E) = E = f−1(E),
since x ∈ E if and only if f(x) ∈ E. Moreover, E is repeller, in the sense that the points not in
E are eventually mapped outside of X under iteration by f . Let us now define ϕj := (f |Jj)
−1
for 1 ≤ j ≤ n. Then, ϕj : J → Jj is a bijection. Since f has a continuous derivative
with |f ′(x)| > 1 on the compact set X , there are numbers 0 < cmin ≤ cmax < 1 such that
1 < c−1max ≤ |f
′(x)| ≤ c−1min < ∞ for all x ∈ X . It follows that the inverse function ϕj are
differentiable with 0 < cmin ≤ |ϕ
′
j(x)| ≤ cmax < 1 for x ∈ J . By the mean value theorem, for
1 ≤ j ≤ n, we have
cmin|x− y| ≤ |ϕj(x)− ϕj(y)| ≤ cmax|x− y|
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for x, y ∈ J . By (1) the repeller E of f satisfies
E =
n⋃
j=1
ϕj(E).
Since each ϕj is a contraction on J , using the fundamental IFS property (see [F2, Theorem
2.6]), the repeller E of f is the attractor or the invariant set of the set of contraction mappings
{ϕ1, ϕ2, · · · , ϕn}. A dynamical system f : J1 ∪ J2 ∪ · · · ∪ Jn → J of this form is called
a cookie-cutter mapping, the equivalent iterated function system {ϕ1, ϕ2, · · · , ϕn} on J is
termed a cookie-cutter system and the set E is called a cookie-cutter set. In general, the
mappings ϕ1, ϕ2, · · · , ϕn are not similarity transformations and E is a ‘distorted’ Cantor set,
which nevertheless is ‘approximately self-similar’. For details about it one could see [F2, B].
In this paper, we have considered a sequence {fk}
∞
k=1 of cookie-cutter mappings, and call the
corresponding repeller E the cookie-cutter-like set.
We denote by Hs(E), Ps(E), dimHE, dimPE, dimBE and dimBE the s-dimensional Haus-
dorff measure, the s-dimensional packing measure, the Hausdorff dimension, the packing di-
mension, the lower box-counting and the upper box-counting dimensions of the set E, respec-
tively. In this paper, for the cookie-cutter-like set E we have defined the topological pressure
function P (t), and showed that there exists a unique h ∈ (0, 1) such that P (h) = 0, and then
we have defined the Gibbs-like measure µh. Using the consequence of the topological pressure
and the Gibbs-like measure, we have shown that
dimH(E) = dimP(E) = dimB(E) = dimB(E) = h, and 0 < H
h(E) ≤ Ph(E) <∞.
The result in this paper is a nonlinear extension, as well as a generalization of the classical
result about self-similar sets given by the following theorem (see [H]):
Theorem: Let E be the self-similar set of the family of similarity contractions {S1, S2, · · · ,
SN}, where Sj has the similarity ratio cj. If the open set condition is satisfied, then
dimH(E) = dimP(E) = dimB(E) = dimB(E) = s, and 0 < H
s(E) ≤ Ps(E) <∞,
where s is the unique positive solution of the equation
∑N
j=1 c
s
j = 1.
2. Basic results, cookie-cutter-like sets and the topological pressure
In this section, first we adopt the following definitions and notations, which can be found in
[F1, F2]. Let E be a nonempty bounded subset of Rn where n ≥ 1, and s ≥ 0. Then, there
are some basic inequalities between the dimensions:
(2) dimHE ≤ dimPE ≤ dimBE, and dimHE ≤ dimBE ≤ dimBE.
Moreover, it is well-known that Hs(E) ≤ Ps(E). Let U = {Ui} be a countable collection of
sets of Rn. We define
‖U‖s :=
∑
Ui∈U
|Ui|
s,
where |A| denotes the diameter of a set A. We need the following proposition.
Proposition 2.1. (see [F2, Proposition 2.2]) Let E ⊂ Rn be a Borel set, µ be a finite Borel
measure on Rn, and 0 < c <∞.
(a) If lim supr→0 µ(B(x, r))/r
s ≤ c for all x ∈ E, then Hs(E) ≥ µ(E)/c.
(b) If lim infr→0 µ(B(x, r))/r
s ≥ c for all x ∈ E, then Ps(E) ≤ 2sµ(E)/c.
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2.2. Cookie-cutter-like set. A mapping f is called a cookie-cutter, if there exists a finite
collection of disjoint closed intervals J1, J2, · · · , Jq ⊂ J = [0, 1], such that
(C1) f is defined in a neighborhood of each Jj, 1 ≤ j ≤ q, the restriction of f to each initial
interval Jj is 1-1 and onto, the corresponding branch inverse is denoted by ϕj := (f |Jj)
−1 :
J → Jj ;
(C2) f is differentiable with Ho¨lder continuous derivative f ′, i.e., there exist constants cf > 0
and γf ∈ (0, 1] such that for x, y ∈ Jj, 1 ≤ j ≤ q,
|f ′(x)− f ′(y)| ≤ cf |x− y|
γf ;
(C3) f is boundedly expanding in the sense that there exist constants bf and Bf such that
1 < bf := inf
x
{|f ′(x)|} ≤ sup
x
{|f ′(x)|} := Bf < +∞.
[
⋃q
j=1 Jj ; cf , γf , bf , Bf ] is called the defining data of the cookie-cutter mapping f .
Let q ≥ 2 be fixed, and consider a sequence of cookie-cutter mappings {fk}k≥1 with defining
data [
⋃q
j=1 Jk,j; ck, γk, bk, Bk]. Let us write ϕk,j :=
(
fk|Jk,j
)−1
to denote the corresponding
branch inverse of fk, where k ≥ 1 and 1 ≤ j ≤ q. We always assume that
1 < inf{bk} ≤ sup{Bk} <∞, 0 < inf{γk} ≤ sup{γk} ≤ 1, and 0 < inf{ck} ≤ sup{ck} <∞.
Let Ω0 be the empty set. For n ≥ 1, define
Ωn = {1, 2, · · · , q}
n, Ω∞ = lim
n→∞
Ωn, and Ω =
∞⋃
k=0
Ωk.
Elements of Ω are called words. For any σ ∈ Ω if σ = (σ1, σ2, · · · , σn) ∈ Ωn, we write
σ− = (σ1, σ2, · · · , σn−1) to denote the word obtained by deleting the last letter of σ, |σ| = n
to denote the length of σ, and σ|k := (σ1, σ2, · · · , σk), k ≤ n, to denote the truncation of σ
to the length k. For any two words σ = (σ1, σ2, · · · , σk) and τ = (τ1, τ2, · · · , τm), we write
στ = σ ∗ τ = (σ1, · · · , σk, τ1, · · · , τm) to denote the juxtaposition of σ, τ ∈ Ω. A word of length
zero is called the empty word and is denoted by ∅. For σ ∈ Ω and τ ∈ Ω ∪ Ω∞ we say τ is
an extension of σ, written as σ ≺ τ , if τ ||σ| = σ. For σ = (σ1, σ2, · · · , σn) ∈ Ωn, let us write
ϕσ = ϕ1,σ1 ◦ · · · ◦ ϕn,σn , and define the rank-n basic interval corresponding to σ by
Jσ = J(σ1,σ2,··· ,σn) = ϕσ(J),
where 1 ≤ σk ≤ q, 1 ≤ k ≤ n. It is easy to see that the set of basic intervals {Jσ : σ ∈ Ω} has
the following net properties:
(i) Jσ∗j ⊂ Jσ for each σ ∈ Ωn and 1 ≤ j ≤ q for all n ≥ 1;
(ii) Jσ
⋂
Jτ = ∅, if σ, τ ∈ Ωn for all n ≥ 1 and σ 6= τ .
Let b = inf{bk} and B = sup{Bk}. Then, by our assumption, 1 < b ≤ B < ∞. Moreover,
by (C2), as ϕk,j is a corresponding branch inverse of fk, where k ≥ 1 and 1 ≤ j ≤ q, for all
x ∈ J , we have |f ′k(ϕk,j(x))|
∣∣ϕ′k,j(x)∣∣ = 1, and so
(3) B−1 ≤
∣∣ϕ′k,j(x)∣∣ ≤ b−1.
Next, let
E =
∞⋂
n=1
⋃
σ∈Ωn
Jσ.
Choose x, y to be the end points of J , and then ϕσ(x), ϕσ(y) are the end points of Jσ for each
σ ∈ Ω, and so by mean value theorem,
|Jσ| = |ϕσ(x)− ϕσ(y)| = |ϕ
′
σ(w)||x− y| = |ϕ
′
σ(w)|,
for some w ∈ Jσ. Thus, B
−n ≤ |Jσ| ≤ b
−n for any σ ∈ Ωn, and so the diameter |Jσ| → 0
as |σ| → ∞. Hence, with the net properties we conclude that E is a perfect, nowhere dense
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and totally disconnected subset of J . The set E is called the cookie-cutter-like (CC-like) set
generated by the cookie-cutter sequence {fk}
∞
k=1.
Definition 2.3. Let E be a CC-like set and r > 0. The family of basic intervals Ur = {Jσ :
|Jσ| ≤ r < |Jσ−|} ⊂ {Jσ : σ ∈ Ω} is called the r-Moran covering of E provided it is a covering
of E, i.e., E ⊆
⋃
Jσ∈Ur
Jσ.
From the definition it follows that the elements of a Moran covering are disjoint, have almost
equal sizes, and are often of different ranks.
The following lemma is known.
Lemma 2.4. (see [MRW, Lemma 2.1]) There exists a constant 1 < ξ < +∞ such that for
each n ≥ 1, σ ∈ Ωn, and x, y ∈ Jσ, we have
ξ−1 ≤
|F ′n(x)|
|F ′n(y)|
≤ ξ,
where Fn(x) = fn ◦ fn−1 ◦ · · · ◦ f1(x).
The following lemma follows from Lemma 2.2 in [MRW].
Lemma 2.5. Let ξ be the constant of Lemma 2.4, and n, k ∈ N. Then, for ω1, ω2 ∈ Ωn and
σ ∈ Ωk, we have
ξ−2
|Jω2∗σ|
|Jω2 |
≤
|Jω1∗σ|
|Jω1|
≤ ξ2
|Jω2∗σ|
|Jω2 |
.
Let us now prove the following proposition.
Proposition 2.6. Let σ ∈ Ωn, n ≥ 1, x, y ∈ J and ξ be the constant of Lemma 2.4. Then,
ξ−1|ϕ′σ(y)| ≤ |ϕ
′
σ(x)| ≤ ξ|ϕ
′
σ(y)|.
Proof. For σ ∈ Ωn, n ≥ 1, and x ∈ J , we know Fn(ϕσ(x)) = x. Thus,
|F ′n(ϕσ(x))| · |ϕ
′
σ(x)| = 1, and so |F
′
n(ϕσ(x))| =
1
|ϕ′σ(x)|
.
Again for all x ∈ J , ϕσ(x) ∈ Jσ. Hence, Lemma 2.4 yields
ξ−1|ϕ′σ(y)| ≤ |ϕ
′
σ(x)| ≤ ξ|ϕ
′
σ(y)|,
and thus, the proposition is obtained. 
For any σ ∈ Ω, let us write ‖ϕσ‖ = supx∈J |ϕσ(x)|. From the above proposition the following
lemma easily follows.
Lemma 2.7. Let σ, τ ∈ Ω. Then,
ξ−1‖ϕ′σ‖‖ϕ
′
τ‖ ≤ ‖ϕ
′
στ‖ ≤ ‖ϕ
′
σ‖‖ϕ
′
τ‖.
2.8. Topological pressure. For t ∈ R and n ≥ 1, let us write Zn(t) =
∑
σ∈Ωn
‖ϕ′σ‖
t. Then,
for n, p ≥ 1,
Zn+p(t) =
∑
σ∈Ωn
∑
τ∈∈Ωp
‖ϕ′στ‖
t.
By Lemma 2.7, if t ≥ 0, then
Zn+p(t) ≤ Zn(t)Zp(t),
and if t < 0, then
Zn+p(t) ≤ ξ
−tZn(t)Zp(t).
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Hence, by the standard theory of subadditive sequences, limk→∞
1
k
logZk(t) exists (see [F2,
Corollary 1.2]). Let us denote it by P (t), i.e.,
(4) P (t) = lim
k→∞
1
k
log
∑
σ∈Ωk
‖ϕ′σ‖
t.
The above function P (t) is called the topological pressure of the CC-like set E. Lemma 2.9
and Lemma 2.10 give some properties of the function P (t).
Lemma 2.9. The function P (t) is strictly decreasing, convex and hence continuous on R.
Proof. To prove that P (t) is strictly decreasing let δ > 0. Then, by Lemma 2.7 and Inequal-
ity (3),
P (t+ δ) = lim
k→∞
1
k
log
∑
σ∈Ωk
‖ϕ′σ‖
t+δ ≤ lim
k→∞
1
k
log
∑
σ∈Ωk
‖ϕ′σ‖
tb−kδ
= P (q, t)− δ log b < P (q, t),
i.e., P (t) is strictly decreasing. For t1, t2 ∈ R and a1, a2 > 0 with a1 + a2 = 1, using Ho¨lder’s
inequality, we have
P (q, a1t1 + a2t2) = lim
n→∞
1
k
log
∑
σ∈Ωk
‖ϕ′σ‖
a1t1+a2t2 = lim
k→∞
1
k
log
∑
σ∈Ωk
(
‖ϕ′σ‖
t1
)a1(
‖ϕ′σ‖
t2
)a2
≤ lim
k→∞
1
k
log
( ∑
σ∈Ωk
‖ϕ′σ‖
t1
)a1( ∑
σ∈Ωk
‖ϕ′σ‖
t2
)a2
= a1P (t1) + a2P (t2),
i.e., P (t) is convex and hence continuous on R. 
Let us now prove the following lemma.
Lemma 2.10. There exists a unique h ∈ (0, 1) such that P (h) = 0.
Proof. By Lemma 2.9, the function P (t) is strictly decreasing and continuous on R, and so
there exists a unique h ∈ R such that P (h) = 0. Note that
P (0) = lim
k→∞
1
k
log
∑
σ∈Ωk
1 = lim
k→∞
1
k
log qk = log q ≥ log 2 > 0.
Again, by Lemma 2.7 and Inequality (3),
P (1) = lim
k→∞
1
k
log ‖ϕ′σ‖ ≤ lim
k→∞
1
k
log b−kq = −q log b < 0.
Therefore, by the intermediate value theorem, h ∈ (0, 1) and thus, the lemma is obtained. 
In the next section, we state and prove the main result of the paper.
3. Main result
The following theorem gives the main result of the paper.
Theorem 3.1. Let E be the cookie-cutter-like set associated with the family {fk}
∞
k=1 of cookie-
cutter mappings, and h ∈ (0, 1) be such that P (h) = 0. Then,
dimH(E) = dimP(E) = dimB(E) = dimB(E) = h,
and
0 < Hh(E) ≤ Ph(E) <∞.
The following proposition is known.
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Proposition 3.2. (see [MRW, Proposition 2.6]). For any n ≥ 1, σ ∈ Ωn, x ∈ Jσ, we have
ξ−1 ≤ |Jσ| · |F
′
n(x)| ≤ ξ,
where Fn(x) = fn ◦fn−1 ◦ · · ·◦f1(x). Moreover, for each 1 ≤ j ≤ q, we get |Jσ∗j | ≥ ξ
−1B−1|Jσ|,
where ξ is the constant of Lemma 2.4.
From the above proposition, the following lemma easily follows.
Lemma 3.3. Let n ≥ 1, σ ∈ Ωn and x ∈ J . Then,
ξ−1|Jσ| ≤ |ϕ
′
σ(x)| ≤ ξ|Jσ|,
where ξ is the constant of Lemma 2.4.
Let us now prove the following lemma.
Lemma 3.4. Let σ, τ ∈ Ω. Then,
ξ−3|Jσ||Jτ | ≤ |Jστ | ≤ ξ
3|Jσ||Jτ |,
where ξ is the constant of Lemma 2.4.
Proof. For σ, τ ∈ Ω, we have |ϕ′στ (x)| = |ϕ
′
σ(y)||ϕ
′
τ(x)|, where y = ϕτ (x) for x ∈ J . Again,
Proposition 2.6 gives that for any x, y ∈ J ,
ξ−1|ϕ′σ(y)| ≤ |ϕ
′
σ(x)| ≤ ξ|ϕ
′
σ(y)|.
Hence, Lemma 3.3 implies
ξ−3|Jσ||Jτ | ≤ ξ
−1|ϕ′σ(y)||ϕ
′
τ(x)| = ξ
−1|ϕ′στ (x)| ≤ |Jστ | ≤ ξ|ϕ
′
στ (x)| ≤ ξ
3|Jσ||Jτ |,
and thus, the lemma is obtained. 
Note 3.5. Lemma 3.3 implies that
ξ−1|Jσ| ≤ sup
x∈J
|ϕ′σ(x)| = ‖ϕ
′
σ‖ ≤ ξ|Jσ|,
and so the topological pressure P (t) can be rewritten as follows:
P (t) = lim
k→∞
1
k
log
∑
σ∈Ωk
|Jσ|
t.
Let us now prove the following proposition, which plays a vital role in the paper.
Proposition 3.6. Let h ∈ (0, 1) be unique such that P (h) = 0, and let s∗ and s
∗ be any two
arbitrary real numbers with 0 < s∗ < h < s
∗ < 1. Then, for all n ≥ 1,
ξ−3 <
∑
σ∈Ωn
|Jσ|
s∗ and
∑
σ∈Ωn
|Jσ|
s∗ < ξ3,
where ξ is the constant of Lemma 2.4.
Proof. Let s∗ < h. As the pressure function P (t) is strictly decreasing, P (s∗) > P (h) = 0.
Then, for any positive integer n, by Lemma 3.4, we have
0 < P (s∗) = lim
p→∞
1
np
log
∑
ω∈Ωnp
|Jω|
s∗ ≤ lim
p→∞
1
np
log ξ3(p−1)s∗
(∑
σ∈Ωn
|Jσ|
s∗
)p
,
which implies
0 <
1
n
log
(
ξ3s∗
∑
σ∈Ωn
|Jσ|
s∗
)
and so
∑
σ∈Ωn
|Jσ|
s∗ > ξ−3s∗ > ξ−3.
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Now if h < s∗, then P (s∗) < 0 as P (t) is strictly decreasing. Then, for any positive integer n,
by Lemma 3.4, we have
0 > P (s∗) = lim
p→∞
1
np
log
∑
ω∈Ωnp
|Jω|
s∗ ≥ lim
p→∞
1
np
log ξ−3(p−1)s
∗
(∑
σ∈Ωn
|Jσ|
s∗
)p
,
which implies
0 >
1
n
log
(
ξ−3s
∗
∑
σ∈Ωn
|Jσ|
s∗
)
and so
∑
σ∈Ωn
|Jσ|
s∗ < ξ3s
∗
< ξ3.
Thus, the proposition is obtained. 
Corollary 3.7. Since s∗ and s
∗ be any two arbitrary real numbers with 0 < s∗ < h < s
∗ < 1,
from the above proposition it follows that for all n ≥ 1,
ξ−3 ≤
∑
σ∈Ωn
|Jσ|
h ≤ ξ3.
The following proposition plays an important role in the rest of the paper.
Proposition 3.8. (Gibbs-like measure) Let h ∈ (0, 1) be such that P (h) = 0. Then, there
exists a constant η ≥ 1 and a probability measure µh supported by E such that for any k ≥ 1
and ω0 ∈ Ωk,
η−1|Jω0|
h ≤ µh(Jω0) ≤ η|Jω0|
h.
Proof. Consider a sequence of probability measures {µm}m≥1 supported by E such that for
any ω0 ∈ Ωm,
(5) µm(Jω0) =
|Jω0|
h∑
σ∈Ωm
|Jσ|h
.
More precisely, we can construct µm as follows: First distribute the unit mass among the rank-
m basic intervals according to (5). Inductively, suppose then that we have already distributed
the mass of proportion µm(Jη) to basic intervals Jη, where η ∈ Ωn for some n ≥ m. Then,
redistribute the mass concentrated on Jη to each of its q subintervals Jη∗j with proportions
|Jη∗j |
h
∑q
ℓ=1
|Jη∗ℓ|h
, 1 ≤ j ≤ q, i.e.,
µm(Jη∗j) =
|Jη∗j |
h∑q
ℓ=1 |Jη∗ℓ|
h
µm(Jη).
Repeating the above procedure, we then get the measure µm. Now, fix some m ≥ 1, and take
any k ≤ m and ω0 ∈ Ωk. We want to check the compatibility of the definition of µm on an
arbitrary Jω0. From the disjointness of the sets Jω, we obtain
µm(Jω0) =
∑
τ∈Ωm−k
µm(Jω0∗τ ).
Then by (5), we have
(6)
∑
σ∈Ωm
|Jσ|
hµm(Jω0) =
∑
τ∈Ωm−k
|Jω0∗τ |
h.
Take any η ∈ Ωk. By Lemma 2.5 we have
|Jω0∗τ | ≤ ξ
2 |Jη∗τ ||Jω0|
|Jη|
.
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Hence by (6),
|Jη|
h
∑
σ∈Ωm
|Jσ|
hµm(Jω0) ≤ ξ
2h|Jω0 |
h
∑
τ∈Ωm−k
|Jη∗τ |
h,
which implies∑
η∈Ωk
|Jη|
h
∑
σ∈Ωm
|Jσ|
hµm(Jω0) ≤ ξ
2h|Jω0|
h
∑
η∈Ωk
∑
τ∈Ωm−k
|Jη∗τ |
h = ξ2h|Jω0|
h
∑
σ∈Ωm
|Jσ|
h,
and thus,
µm(Jω0) ≤ ξ
2h |Jω0|
h∑
η∈Ωk
|Jη|h
.
By an analogous discussion as above, we get
ξ−2h
|Jω0|
h∑
η∈Ωk
|Jη|h
≤ µm(Jω0),
and thus,
ξ−2h
|Jω0|
h∑
σ∈Ωk
|Jσ|h
≤ µm(Jω0) ≤ ξ
2h |Jω0|
h∑
σ∈Ωk
|Jσ|h
.
Combining it with Corollary 3.7, we get ξ−2h−3|Jω0|
h ≤ µm(Jω0) ≤ ξ
2h+3|Jω0|
h. Take η =
max{1, ξ2h+3}. Then η ≥ 1, and
(7) η−1|Jω0|
h ≤ µm(Jω0) ≤ η|Jω0|
h.
In the above way, we construct a sequence of probability measures {µm}m≥1 which are sup-
ported by E and satisfy (7) for any k ≤ m and ω0 ∈ Ωk. Since all the measures µm are
probability measures, we are able to extract a subsequence {µmn}
∞
n=1 converging weakly to a
limit measure µh. To verify that µh fulfills the desired requirements we use Theorem 1.24
in [M1]. Fix some k ≥ 1 and ω0 ∈ Ωk. Then, by the properties of weak convergence,
lim supn→∞ µmn(Jω0) ≤ µh(Jω0). Combining it with (7), we get η
−1|Jω0 |
h ≤ µh(Jω0). On
the other hand, take any ǫ > 0 small enough so that the ǫ-neighborhood J(ǫ) of Jω0 is sepa-
rated from the other rank-k basic intervals. Then, µmn(J(ǫ)) = µmn(Jω0) for all n ≥ 1. Now,
from the properties of weak convergence on open sets (see [M1, Theorem 1.24]), the following
holds:
lim inf
n→∞
µmn(J(ǫ)) ≥ µh(J(ǫ)) ≥ µh(Jω0).
Combining it with (7), we get µh(Jω0) ≤ lim infn→∞ µmn(Jω0) ≤ η|Jω0|
h. Thus, we have
η−1|Jω0|
h ≤ µh(Jω0) ≤ η|Jω0|
h.
Finally, for any x 6∈ E, since E is closed, there exists an open interval U containing x and
separated from E such that µh(U) ≤ lim infn→∞ µmn(U) = 0, which asserts that µh is supported
by E. Hence, the proof of the proposition is complete. 
The following proposition is useful.
Proposition 3.9. Let r > 0, and let Ur be the r-Moran covering of E. Then, there exists a
positive integer M such that the ball B(x, r) of radius r, where x ∈ J , intersects at most M
elements of Ur.
Proof. By Proposition 3.2, for any σ ∈ Ω, we get |Jσ| ≥ ξ
−1B−1|Jσ− |. Let Ur be the r-Moran
covering of E. Fix any x ∈ J , and write V = B(x, r). Define,
QV = {J ∈ Ur : J ∩ V 6= ∅}.
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Note that any interval Jσ in QV contains a ball of radius
1
2
|Jσ|, and all such balls are disjoint.
Moreover, all the balls are contained in a ball of radius 2r concentric with V , and so comparing
the volumes (in fact lengths),
2r ≥ (#QV )
1
2
|Jσ| ≥ (#QV )
1
2
ξ−1B−1|Jσ− | > (#QV )
1
2
ξ−1B−1r,
which implies #QV < 4ξB. Hence, M := ⌊4ξB⌋ fulfills the statement of the proposition.

Proposition 3.10. Let h ∈ (0, 1) be such that P (h) = 0. Then,
0 < Hh(E) <∞ and dimH(E) = h.
Proof. For any n ≥ 1, the set {Jσ : σ ∈ Ωn} is a covering of the E and so by Corollary 3.7,
Hh(E) ≤ lim inf
n→∞
∑
σ∈Ωn
|Jσ|
h ≤ ξ3 <∞,
which yields dimH(E) ≤ h. Let µh be the Gibbs-like measure defined in Proposition 3.8, and
k ≥ 1. Then, for any σ ∈ Ωk, we get µh(Jσ) ≤ η|Jσ|
h. Let r > 0 and let Ur = {Jω : |Jω| ≤ r <
|Jω−|} be the r-Moran covering of E. Then, by Proposition 3.9, we get
µh(B(x, r)) ≤
∑
Jω∩B(x,r)6=∅
µh(Jω) ≤ η
∑
Jω∩B(x,r)6=∅
|Jω|
h ≤ ηMrh.
Thus,
lim sup
r→0
µh(B(x, r))
rh
≤ ηM,
and so by Proposition 2.1, Hh(E) ≥ η−1M−1 > 0, which implies that dimH(E) ≥ h. Thus, the
proposition is yielded. 
Let us now prove the following lemma.
Lemma 3.11. Let h ∈ (0, 1) be such that P (h) = 0. Then, dimB(E) ≤ h.
Proof. Let µh be the Gibbs-like measure defined in Proposition 3.8, and for r > 0 let Ur =
{Jω : |Jω| ≤ r < |Jω−|} be the r-Moran covering of E. Then, for any Jσ ∈ Ur, we get
µh(Jσ) ≥ η
−1|Jσ|
h. Thus, it follows that
‖Ur‖
h =
∑
Jσ∈Ur
|Jσ|
h ≤ η
∑
Jσ∈Ur
µh(Jσ) = η.
Again, for any Jσ ∈ Ur by Proposition 3.2, it follows that |Jσ| ≥ ξ
−1B−1|Jσ− | > ξ
−1B−1r.
Hence, (ξB)−h rhNr(E) ≤ ‖Ur‖
h ≤ η, where Nr(E) is the smallest number of sets of diameter
at most r that can cover E, which implies Nr(E) ≤ η (ξB)
h r−h and so
logNr(E) ≤ log
[
η (ξB)h
]
− h log r,
which yields
dimBE = lim sup
r→0
logNr(E)
− log r
≤ h,
and thus, the lemma is obtained. 
Let us now prove the following proposition.
Proposition 3.12. Let h ∈ (0, 1) be such that P (h) = 0, and then Ph(E) <∞.
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Proof. For the Gibbs-like measure µh, by Proposition 3.8, there exists a constant η ≥ 1 such
that µh(Jσ) ≥ η
−1|Jσ|
h for σ ∈ Ωk, k ≥ 1. Again, Proposition 3.2 gives that
|Jσ| ≥ ξ
−1B−1|Jσ− |.
Let Ur = {Jω : |Jω| ≤ r < |Jω−|} be the r-Moran covering of E for some r > 0. Let x ∈ Jσ for
some Jσ ∈ Ur, and then Jσ ⊂ B(x, r). Therefore,
µh(B(x, r)) ≥ µh(Jσ) ≥ η
−1|Jσ|
h > η−1ξ−hB−hrh,
which implies
lim inf
r→0
µh(B(x, r))
rh
≥ η−1ξ−hB−h,
and so by Proposition 2.1,
Ph(E) ≤ 2hηξhBh <∞,
and thus, the proposition is obtained. 
Proof of Theorem 3.1. Proposition 3.10 tells us that dimH(E) = h, and Lemma 3.11 gives
that dimBE ≤ h. Combining these with the inequalities in (2), we have
dimH(E) = dimP(E) = dimB(E) = dimB(E) = h.
Again, from Proposition 3.10 and Proposition 3.12 it follows that
0 < Hh(E) ≤ Ph(E) <∞.
Thus, the proof of the theorem is complete.
References
[B] T. Bedford, Applications of Dynamical Systems Theory to Fractals: A Study of Cookie-Cutter Cantor
Sets, Netherlands: Kluwer Academic Publishers, 1991: 1-44.
[F1] K.J. Falconer, Fractal Geometry: Mathematical Foundations and Applications, Chichester: Wiley, 1990.
[F2] K.J. Falconer, Techniques in Fractal Geometry, Chichester: Wiley, 1997.
[H] J.E. Hutchinson, Fractals and self-similarity, Indiana Univ. Math. J., 1981, 30: 713-747.
[MRW] J. Ma, H. Rao and Z. Wen, Dimensions of cookie-cutter-like sets, Science in China Series A: Mathe-
matics, Volume 44, Number 11, 1400-1412.
[M] P.A.P. Moran, Additive functions of intervals and Hausdorff measure, Proc. Camb. Philo. Soc., 1946,
42: 15-23.
[M1] P. Mattila, Geometry of Sets and Measures in Euclidean Spaces, Cambridge University Press, 1995.
[MM] M.A. Martin & P. Mattila, Hausdorff Measures, Holder Continuous Maps and Self-Similar Fractals,
Math. Poc. Camb. Philo. Soc., 1993, 114: 37-42.
[MU] R.D. Mauldin & M. Urbanski, Dimensions and Measures in Infinite Iterated Function Systems, Proc.
London Math. Soc., 1996, 73: 105-154.
[R] M.K. Roychowdhury, Hausdorff and upper box dimension estimate of hyperbolic recurrent sets, Israel
Journal of Mathematics, 201 (2014), 507-523.
[RW] H. Rao & Z.Y. Wen, Some studies of a class of self-similar fractals with overlap structure, Adv. Appl.
Math., 1998, 20: 50-72.
[S] A. Schief, Separation properties of self-similar sets, Proc. Amer. Math. Soc., 1994, 122: 111-115.
[YT] Y. Tie, Construction of a class of some affined fractals functions, Southeast Asian Bull. Math, 36 (3)
(2012), 427-439.
[YTXY] Y. Tan & X. Yang, The construction of Lebesque space-filling curve, Southeast Asian Bull. Math, 36
(6z) (2012), 883-890.
School of Mathematical and Statistical Sciences, University of Texas Rio Grande Valley,
1201 West University Drive, Edinburg, TX 78539-2999, USA.
E-mail address : mrinal.roychowdhury@utrgv.edu
