In the paper we develop the dressing method for the solution of the two-dimensional periodic Volterra system with a period N . We derive soliton solutions of arbitrary rank k and give a full classification of rank 1 solutions. We have found a new class of exact solutions corresponding to wave fronts which represent smooth interfaces between two nonlinear periodic waves or a periodic wave and a trivial (zero) solution. The wave fronts are non-stationary and they propagate with a constant average velocity. The system also has soliton solutions similar to breathers, which resembles soliton webs in the KP theory. We associate the classification of soliton solutions with the Schubert decomposition of the Grassmanians Gr R (k, N ) and Gr C (k, N ).
Introduction
Construction of explicit exact solutions for integrable systems is an important and well developed area of research. There is a variety of methods designed to tackle this problem and vast literature concerning soliton solutions of rank one. In this paper we develop the dressing method in application to a periodic two-dimensional Volterra system and derive explicitly soliton solutions of arbitrary rank. We found solutions resembling breathers (in the theory of the sine-Gordon equation), nonlinear periodic waves and a new type of exact solution for integrable systems, which are smooth interfaces between two nonlinear periodic waves or a periodic wave and a trivial (zero) solution.
The dressing method for Lax integrable systems was originally formulated and developed in [1, 2] . Its predecessor was proposed by Bargmann (1949) [3] , where the author performed the dressings of the Schrödinger operator and discovered potentials, which now we would associate with the profiles of one and two soliton solutions for the Korteweg de-Vries (KdV) equation. The connection of the potentials of the Schrödinger operators with solutions of the KdV equation was established much later by Gardner, Greene, Kruskal and Miura, who discovered the inverse spectral transform [4] . A year later an elegant interpretation of their results was given by Lax in [5] , where the concept of Lax pair has first appeared.
In this paper, we develop the dressing method and study exact solutions for the 2-dimensional generalisation of the periodic Volterra lattice [6, 7] 
System (1) can be regarded as an integrable discretisation of the Kadomtsev-Petviashvili (KP) equation (see Section 3.3). The KP equation, originally derived for ion-acoustic waves of small amplitude in plasma [8] , is a 2 + 1-dimensional integrable generalisation of the KdV equation. Its mathematical theory made a deep impact to the theory of integrable equations and give rise to useful notions such as τ function and Sato Grassmanian [9] . The KP equation possesses a rich set of exact solutions, whose classification require advanced techniques from cluster algebra, tropical geometry and combinatorics developed in [10, 11, 12] .
Equation (1) was first derived in 1979 motivated by the reduction group theory for Lax representation [6] . For a fixed period N , the variables θ (i) can be eliminated and thus (1) can be rewritten as a system of (N − 1)-component second order evolutionary equations. In the simplest nontrivial case N = 3, the system (1) becomes 3φ (1) t = φ (1) xx + 2φ (2) xx + 2φ (1) x φ (2) x + φ (1) −2φ (2) 3φ (2) t = −2φ
(1)
xx − 2φ
x φ (2)
(1) + 3e
where ⋆ denotes complex conjugation. In this case, the system is bi-Hamiltonian. A recursion operator and bi-Hamiltonian structure for system (2) are explicitly constructed from its Lax representation in [14] . A certain class of Darboux transformations for arbitrary fixed period N has recently been constructed in [15] .
For infinite N , equation (1) is an integrable differential-difference equation in 2 + 1 dimensions. It appeared in [16] where the authors classified a family of equations with the non-locality of intermediate long wave type. Its infinitely many symmetries and conserved densities are constructed using its master symmetry in [17] .
Bargmann's potentials correspond to a rational (in the wave number) factor to the Jost function [3] . In the dressing method we also start with a rational in the spectral parameter λ matrix factor Φ(λ), which modifies the fundamental solution of the "undressed" Lax pair. In the case of system (1) the Lax operators contain N × N matrices and are invariant with respect to a reduction group isomorphic to Z 2 × D N . We construct the reduction group invariant dressing factors Φ(λ) which have N or 2N simple poles belonging to the orbits generated by transformations λ → ωλ, λ → λ * , where ω = exp( 2πi N ). The case of N simple poles leads to a new class of solutions, which we call kink solutions, while solutions corresponding to the orbits with 2N poles we call breathers. This terminology is borrowed from the sine-Gordon theory where a kink solution corresponds to a dressing factor with one pole and two poles factor leads to a breather solution [18, 19] . We could also construct (n, m) multisoliton solutions with n kinks and m breathers, but this generalisation is rather straightforward and therefore in this paper we focus on solutions corresponding to a single orbit (i.e. one kink and one breather solutions).
A kink solution can be parametrised by a real number ν / ∈ {±1, 0} and a point on a real Grassmannian Gr R (k, N ), while a breather solution can be uniquely parametrised by a complex number µ ∈ C such that |µ| / ∈ {1, 0}, Im µ N = 0 and a point on a complex Grassmannian Gr C (k, N ). The number k in Gr(k, N ) is the rank of the soliton solution. There is a difference between the cases of even and odd N . When N is even, there are two different orbits with N points, namely {νω k } N k=1 and {νω
. They results in two different kink solutions. A fine classification of wave interfaces (in the kink case) and soliton interactions (in the breather case) can be naturally given in the terms of the invariant Schubert cell decomposition of the Grassmannian. In particular, elementary line breathers and periodic kink solutions correspond to one-dimensional invariant Schubert cells of the Grassmannians.
Kink solutions represent regions filled by non-linear periodic waves with moving interfaces between the regions, see Figure 1 . Thus we also call them wave fronts. Breathers correspond to a cascade of soliton decays and (1) (x, t) for N = 5 of rank 1 and rank 2 kink solutions fusions. The density plots of a breather solution in the (x, t)-plane resemble soliton webs of the KP equations in the (x, y)-plane for a fixed moment of time, see Figure 2 . In the paper we give explicit and detailed derivation for these two types of soliton solutions of arbitrary rank for the two dimensional Volterra system (1) and give a complete classification of rank 1 kink and breather solutions.
The arrangement of this paper is as follows: In Section 2, we recall the Lax representation for equation (1) and its reduction group. In Section 3, we discuss the dressing method in the presence of the reduction group. We explicitly derive both kink and breather solutions for equation (1) on the trivial background using the dressing Figure 2 : Density plots of φ (1) (x, t) for N = 5 of rank 1 and rank 2 breather solutions method. All exact solutions emerging from the dressing method can be written in the form
Under a certain continuous limit N → ∞, equation (1) converges to the well known KP equation. In this limit τ i in (3) can be related to the Hirota τ -function for the bilinear form of the KP equation [20] . In Section 4, we classify both kink and breather solutions of rank 1 according to the eigenspaces of the constant matrix ∆ in the Lax operators of equation (1) . For rank 1 kink solutions, we start with a description of all possible rank 1 kink solutions in the cases of N = 3, 4 and further prove the general results for arbitrary dimensions. For rank 1 breather solutions we present some typical configurations and the general result on the number of possible distinct configurations. Our definition soliton graphs based on tropicalisation is motivated by [10] although we do not have structure associated with Wronskian of solutions. In the Conclusion we summarise our results and discuss the feasibility of a full classification of higher rank solutions.
Lax representation and the dihedral reduction group
Let us consider general matrix operators of the form
where D x and D t are total derivatives in x and t respectively, λ ∈ C is a spectral parameter, X and T are N × N traceless matrices
and the matrices X 0 , U, U, T 0 , A, A, B and B are functions of x and t. The compatibility condition [L,M ] = 0, that is,
gives 7(N 2 − 1) partial differential equations (coefficients of λ −3 , . . . , λ 3 ) for 7N 2 matrix entries.
We define a group of automorphisms generated by the following two transformations for an operator d(λ): the first one is
where d † is the adjoint operator of operator d. The second one is
These two non-commuting transformations satisfy
and therefore generate the dihedral group denoted by D N . We call the group generated by transformations (6) and (7) the reduction group [6, 7, 21, 22, 23, 24] . Note that the transformation ι (6) is an outer automorphism of the Lie algebra sl(n) over the Laurent polynomial ring C[λ, λ −1 ]. Proposition 1. If the linear operators (4) are invariant with respect to the reduction group D N , then they can be written in the formL
where u, a, b are diagonal matrices and ∆ is the shift operator given by
Proof. It follows from the invariance under the transformation ι (6), that is,
where tr denotes matrix transposition. The invariance under the transformation s implies that X 0 , T 0 are diagonal and the matrices U, A and B are of the form
where u, a and b are diagonal matrices and ∆ is given by (10) . Combining with (11), we get X 0 = T 0 = 0 and further the expressions (8) and (9) in the statement.
Then the compatibility condition of Lax operators (8) and (9) leads to 3N equations
in 3N variables u (i) , a (i) and b (i) , where i = 1, · · · , N . In this paper we shall assume that all upper indices, taking value from 1 to N , are counted modulo N , if not stated otherwise. Take
It follows from (12)- (14) that we can set
θ (i) = 0 without losing generality. In the variables φ (i) and θ (i) the system of equations (12)- (14) leads to the 2-dimensional generalisation of the Volterra system (1). The corresponding operators (8) and (9) can be expressed as the invariant operators under the reduction group D N , namely,
where u and a are defined by (15) and the matrix ∆ is given by (10) . The condition of commutativity of these operators
leads to the 2-dimensional generalisation of the Volterra lattice (1) [6, 7] . This is often called a zero curvature representation or Lax representation of equation (1) . These two operators, L and M, are conventionally called the Lax pair.
3 Rational dressing method for the generalised Volterra lattice
In this section, we use the method of rational dressing [1, 2, 7] to construct new exact solutions of (1) starting from a known exact solution. Let us denote by U 0 , V 0 the matrices U, V in which φ (i) are replaced by the known exact solution φ
The corresponding overdetermined linear system
has a common fundamental solution Ψ 0 (λ, x, t). Following [1, 2] we shall assume that the fundamental solution Ψ(λ, x, t) for the new ("dressed") linear problems
is of the form
where the dressing matrix Φ(λ) is assumed to be rational in the spectral parameter λ and to be invariant with respect to the symmetries
Conditions (22) and (23) guarantee that the corresponding Lax operators L and M are invariant under transformations (6) and (7).
We are going to derive real solutions for the real equation. Thus we also require
It follows from (19) , (20) and (21) that
These equations enable us to specify the form of the dressing matrix Φ and construct the corresponding "dressed" solution φ (i) of equation (1).
Let us consider the most trivial case when the dressing matrix Φ does not depend on the spectral parameter λ. In this case the dressing matrix does not result any new solutions.
Proposition 2.
Assume that Φ is a λ independent dressing matrix for the two dimensional generalisation of the Volterra lattice (1) and φ
0 is a real solution. If it satisfies (22)- (24) , then the matrix Φ = ±I N , where I N is the N × N identity matrix and the real solutions on the background φ
Proof. Under the assumption that the dressing matrix Φ is independent of the spectral parameter λ, it follows from (25) and (26) that
It is obvious that the matrix Φ is independent of x and t. Since Φ satisfies (22)- (24) , we deduce that matrix Φ is real, ΦΦ tr = I N and Φ is diagonal. Thus the constant matrix Φ has ±1 on the diagonal. Substituting such Φ into (27), we get Φ = ±I N and φ (i) = φ A λ-dependent dressing matrix Φ(λ), which is invariant with respect to the symmetries (22)- (24) has poles at the orbits of the reduction group. Simplest "one soliton" dressing corresponds to the cases when the matrix Φ(λ) has only simple poles belonging to a single orbit.
Notice that if Φ(λ) is invariant under the reduction group, so is Φ −1 (λ). Instead of specifying the poles for Φ(λ), we first specify the poles for Φ −1 , and then determine Φ from the relation (22) . If Φ −1 (λ) has a pole at the point µ, then by the second relation (23) (for Φ −1 ) it must also have poles at the points ω −1 µ, ω −2 µ, . . . , ω −(N −1) µ. Due to (24) , there are two non-trivial cases:
(1) The matrix Φ −1 (λ) has N poles:
(ii) when N is even, i.e. N = 2m, poles at ω
(2) The matrix Φ −1 (λ) has 2N complex poles at ω −k µ and ω −k µ ⋆ , where k = 0, · · · , N − 1 and
Note that when N = 2m + 1 is odd, the case (i) in (1) includes the case (ii) since
The extra conditions on µ is to ensure that the poles for Φ and Φ −1 are distinct. These cases correspond to the "kink" and "breather" solutions respectively.
The explicit forms of the matrix Φ −1 (λ) corresponding the above two cases and invariant with respect to the symmetries (23) and (24) are (1) (
where C and A are λ-independent matrices of size N × N . Moreover, to satisfy (23) and (24), we have C = QCQ −1 implying C is diagonal and C = C ⋆ . Hence we assume that
where c i , i = 1, · · · , N are real functions of x and t.
We now derive the conditions on the matrices A and C such that Φ −1 (λ) satisfies (22) . In this case, we have
Proposition 3. Let I N denote the N × N identity matrix. The dressing matrix satisfies (22) if and only if matrix A and the real diagonal matrix C satisfy the relations:
Proof. We verify that the above Φ(λ) is indeed the inverse matrix of Φ −1 (λ) by checking Φ(λ)Φ −1 (λ) = I N . The product is a rational matrix function of λ. Taking the limit at λ = ∞ we obtain lim λ→∞ Φ(λ)C = I N , which implies the first equation in (31). Under the assumptions on µ, the poles of both Φ and Φ −1 are simple and distinct. Therefore, Φ(λ)Φ −1 (λ) has 2N simple poles. Requesting the vanishing of the residue at λ = µ we obtain the second equation in (31). The residues at all other points of the reduction group orbit will vanish due to the manifest invariants of the expression with respect to the reduction group.
We now investigate the conditions (25) and (26) for Φ(λ) which follow from the fact that it is a dressing matrix. Notice that Φ, U 0 and Φ −1 have distinct simple poles. Thus the left hand side of (25) has simple poles only. We first compare the residues at the pole µ. It follows that
Thus (D x + U 0 (µ))A ∈ ker Φ(µ). In a similar way it follows from the condition (26) that
We compute the residue at λ = ∞ of both sides of (25) and we have
Using (31), we have
This formula provides the relation between u 0 and u. However, it is required to determine the diagonal matrix C in the dressing matrix Φ, which depends on the choice of the form for Φ(λ). We will determine it when we compute the kink and breather solutions.
In the following two sections, we construct the exact solutions starting with the trivial solution φ 
It is easy to see that in this case the fundamental solution for (19) is
The matrix Ψ 0 (x, t, λ) obviously satisfies the reduction group symmetry conditions (22)- (24).
On the trivial background (34) becomes
We will use this to construct solutions for (1) on the trivial background later.
Kink solutions
In this section, we derive the explicit formula for kink solutions of arbitrary ranks. As we discussed before, a kink solution for equation (1) corresponds to the invariant dressing matrix with N simple poles. It is of the form (29). There is a difference between the dimension N being even or odd. If N is odd, there is only one case when A = A ⋆ , µ ∈ R and µ / ∈ {±1, 0}. If N is even, there is an extra case when µ = ν exp( πı N ) with ν ∈ R and
This difference is caused by the real requirement (24) . Hence, we first derive the expressions for µ and A and then add the conditions for them.
For all cases, the matrix C defined by (28) is diagonal with real functions c i , i = 1, · · · , N on the diagonal. Moreover, it follows from Proposition 3 that
Proposition 4. If the matrix A is nondegenerate in the dressing matrix (29), the real solutions for (1) are φ (i) = 0 on the trivial background φ
Proof. If det A = 0, from (38) we get
which implies that matrix A is diagonal since C is diagonal, and thus
Here we used Lemma 2 proved in the appendix of paper [15] and stating that for x N = 1 and ω = exp(
Substituting this into (37), we have
So we have c i = ±µ when µ ∈ R, or c i = ±ν when µ = ν exp( πı N ) with ν ∈ R. It follows from (36) that
Thus we obtain the trivial solutions for φ (i) as given in the statement.
In order to construct solutions which depend on x and t, we consider the case where matrix A is of rank r ≤ N − 1, and hence can be represented in the form
where n and m are both N × r matrices of rank r. We define the rank of the kink solutions as the rank of matrix A in the dressing matrix. In this case, equation (38) becomes
since m is N × r matrix of rank r. We can use it to solve for m in terms of n. Further we can also determine matrix C in terms of A using (37).
Remark 1.
The dressing matrix Φ(λ) (29) is parametrised by a matrix n lying on a Grassmannian. Indeed, assume that we get m = F (n) from (40). If we make a changen = nW, where W is an invertible r × r matrix, the corresponding solutionm = F (n)(W −1 ) tr = m(W −1 ) tr . Therefore the matrix
It follows from (40) that n ∈ ker Φ(µ). From (32) we get
This implies that (D x + U 0 (µ))(n) ∈ ker Φ(µ). Thus there exists a scalar function γ(x, t) such that
Similarly we can show that there exists a scalar function δ(x, t) such that
Compatibility of the operators D x + U 0 and D t + V 0 implies that γ t = δ x . So let γ = η x and δ = η t , where η is a potential function, whereupon we can deduce that
where n 0 is a constant N ×r matrix and Ψ 0 (x, t, µ) is the fundamental solution of the linear differential equations defined by L 0 (µ)Ψ 0 = 0 and M 0 (µ)Ψ 0 = 0. According to Remark 1, the dressing matrix Φ is invariant under a rescaling of the matrix n, we can simply take
In what follows, we explicitly construct kink solutions of arbitrary ranks.
Rank 1 kink solutions
Here we consider the matrix A = nm tr , where n and m are vectors. As we discussed before, we first solve for m using the equation (40), that is,
We then determine the diagonal matrix C and write down the rank 1 solutions as follows: Lemma 1. Let matrix A be a bi-vector and A = nm tr . If the dressing matrix given by (29) satisfies (22), then the entries for diagonal matrix C are given by
where n i are the components of the vector n.
Proof. Under the assumption, we have that n tr Q −k n is a scalar function. So the matrix
is diagonal with the entries on the diagonal being
where we used the (39). So W is invertible since µ = 0 and |µ| = 1. Substituting it into (44), we get the vector m with components
The matrix C can be determined using the equation (37), which is equivalent to
This leads to
where τ i is defined by (45).
We now use (36) to derive the real solution for φ (i) . For the case when µ = µ ⋆ = ν and A = A ⋆ , we only need to choose n 0 to be a real valued constant vector. Using (43) and (35), we can determine the real vector n. This leads to c 2 i > 0. According to (36), the solutions are
Thus we have the following result:
Proposition 5. Let n 0 be a constant real vector and ν ∈ R, ν = 0, ν = ±1. A rank 1 kink solution of the system (1) on a trivial background φ (i) = 0, i = 1, · · · , N , is given by
where n i are the components of the vector
For the case when µ = ν exp( πı N ) with ν ∈ R and A ⋆ = ω −1 Q −1 AQ, to get the real solutions we use the following statement.
Proposition 6. Let n 0 be a constant vector satisfying n 0 = Qn
, where ν ∈ R and ν = 0, ν = ±1, a rank 1 kink solution of the system (1) on a trivial background φ (i) = 0, i = 1, · · · , N , is given by
Proof. To prove the statement, we only need to show that c i given by (45) are real. First we notice that
Using these identities, we are able to show that
This leads to Ψ 0 (x, t, µ)Q = QΨ 0 (x, t, µ ⋆ ). Using (43) we have
Substituting these into (46) we get
which implies m = ωQ −1 m ⋆ . Thus A = nm tr = ωQA ⋆ Q −1 . Finally we show that c i are real. Indeed,
Therefore, we have c
. Using (36), we derive the real solution for φ (i) as in the statement.
Note that this Proposition is valid for arbitrary dimension N . However, it only leads to new solutions different from the ones obtained in Proposition 5 when N is even.
Rank r > 1 kink solutions
In this case, the rank r matrix A = nm tr , where n and m are N × r matrices of rank r. As discussed before, we first solve m in terms of n using (40). It follows from (37) that
Substituting it into (40), we get
Letm = Cm. Then (50) and (51) become
We denote j-th rows of n andm as n j andm j respectively. It follows from the second identity in (52) that
where S(j) is an N × N diagonal matrix with i-th diagonal entry equal to µ 2{(j−i) mod N } . We can determine m and further the matrix C in the dressing matrix as follows:
Lemma 2. Let rank r matrix A = nm tr , where n and m are N × r matrices of rank r. If the dressing matrix given by (29) satisfies (22) , then the entries for diagonal matrix C are given by
where S(j) is an N × N diagonal matrix with i-th diagonal entry equal to µ 2{(j−i) mod N } .
Proof. Using the notations given in the statement, it follows from (53) that
We substitute it into the first equation in (52) and determine that the j-th diagonal entry of the diagonal matrix C satisfies
The explicit formula for the entries at (α, β) of R(j) is equal to
It is easy to show the identity between the entries between matrices R(j) and R(j − 1):
This implies R(j) = µ 2 R(j − 1) − n tr j n j . Using Sylvester's determinant theorem, it leads to
Comparing it with (55), we obtain that
which is (54) in the statement.
Using (36) we get the solutions in the statement, where n is determined by (43) and (35). For the case when µ = µ ⋆ = ν and A = A ⋆ , we only need to choose n 0 to be a real valued constant matrix of size N × r to guarantee that the solutions are real. We state the result as follows: Proposition 7. Let n 0 be a rank r constant real matrix of size N × r and µ = µ ⋆ = ν ∈ R, ν = 0, ν = ±1. A rank r kink solution of the system (1) on a trivial background φ (i) = 0, i = 1, · · · , N , is given by
where S(j) is an N × N diagonal matrix with i-th diagonal entry equal to ν 2{(j−i) mod N } and
Notice 
where S(j) is an N × N diagonal matrix with i-th diagonal entry equal to µ 2{(j−i) mod N } and
Proof. Similar to the proof of Proposition 6, under the assumption we have n = Qn ⋆ . This leads to
Therefore, we have c Similar to Proposition 6, although this Proposition is valid for arbitrary dimension N , it only leads to new solutions different from the ones obtained in Proposition 7 when N is even.
Breather solutions
A breather solution corresponds to the simple poles at points of a generic orbit of the reduction group. The corresponding dressing matrix is of the form where A is a λ-independent matrix of size N × N and the matrix C defined by (28) is diagonal with real functions c i , i = 1, · · · , N on the diagonal. Moreover, it follows from Proposition 3 that
If matrix A is invertible then, in a similar manner to in Proposition 4 for the kink case, we find the real solutions for φ (i) = 0 on the trivial background. Hence we assume that the rank of A is r ≤ N − 1.
In the same way as we did for the case of kinks in Section 3.1, we present A = nm tr , where n and m are both N × r matrices of rank r. It is obvious that the dressing matrix Φ(λ) (30) is again parametrised by a matrix n lying on a Grassmannian and we also have
where n 0 is an N × r matrix of rank r.
Rank 1 breather solutions
In a similar manner to in the case of the rank 1 kink, we consider the matrix A = nm tr , where n and m are vectors. Then (59) becomes
We first use it to determine m in terms of n. Then we use (36) to compute the solutions φ (i) for equation (1).
where
and the n i are the components of vector
Proof. Under the assumption, we have that n tr Q −k n and n ⋆tr Q −k n are scalar functions. So we define
They are diagonal with the entries on diagonal being
where we used (39). Using the notations defined by (63), we rewrite them as
Writing out the entries of (61), we have
We solve it for m i and it follows that
The matrix C can be determined using the equation (58), which is equivalent to
This leads to
Substituting (64) into it, we get
where σ(i) and ρ(i) are defined in (63). Here we used the identities between σ(i − 1) and σ(i), and ρ(i − 1) and ρ(i) as follows:
It follows from (36) that
where τ i is defined by (62). The vector n is determined using (60) and (35).
Rank r > 1 breather solutions
In this case, the rank r matrix A = nm tr , where n and m are N × r matrices. It follows from (58) that
Substituting it into (59), we get
Letm = Cm. Then (65) and (66) become
We denote the j-th rows of n andm by n j andm j respectively. It follows from (68) that
Let us introduce the following notations for r × r matrices with entry at (α, β) being
Notice that R(j) = R(j) tr and P (j) † = P (j) ⋆tr = P (j), where the notation † denotes the conjugate transpose of a matrix. It is easy to show the identity between the entries between R(j) and R(j − 1), and between P (j) and P (j − 1):
These imply that
It follows from (69) that
From it, we obtain the solution form: and this leads tô
Lemma 3. Matrices R(j) and P (j) defined by (70) and (71) respectively and scalar c j given by (73) satisfy the identity
Proof. We first apply Sylvester's determinant theorem to (72). It leads to
Using the Sherman-Morrison formula, we find that
Using α, we rewrite (75) as
Using (72) we now compute
Combining it with (76) and using the notation in (74), we have
We compare the scalar expression inside the bracket with c 2 j given by (73) and use the identity
and we get the formula (74) in the statement.
We are now able to write down the rank r breather solutions as follows:
Proposition 10. Let n 0 be a rank r constant matrix of size N ×r and µ ∈ C, |µ| = 1, µ = ω k µ ⋆ , k = 1, . . . , N . A rank r breather solution of the system (1) on a trivial background (φ (i) = 0, i = 1, · · · , N ) is given by
where r × r matrices R(j) and P (j) are defined by (70) and (71) respectively and n = exp((µ∆
Proof. It follows from Lemma 3 that c
Using (36) we get the solutions in the statement, where n is determined by (60) and (35).
Notice that taking r = 1 in Proposition 10 we get the results in Proposition 9.
The τ -function and continuous limits
In the last two sections, we showed that both kink and breather solutions are expressed in the form
according to Propositions 5-10. In this section, we derive the equations for c i and τ i . To simplify the notations, we drop the index i and introduce the shift operator S mapping the index i to i + 1, that is, c i = c, c i+1 = Sc, c i−1 = S −1 c and the same for τ i . The shift operator satisfies S N τ = τ and S N c = c.
Let c = e u and τ = e 2v . It follows from (78) that
Substituting (79) and (80) into (1), we get
Thus we have
where we choose the integration constant to be 1 such that u = 0 is a solution of (81). Since u = ln c, we have the equation for function c as follows:
We now derive the equation for v. From (79) we have u = (S −1 − 1)v. Note that
Substituting these into (81), we obtain
Now the τ -function is related to v by v = 1 2 ln τ . It follows from (83) that
Thus we have proved the following statement: 
satisfies the 2-dimensional Volterra equation (1).
We know that the continuous limit of system (1) goes to the KP equation. Indeed, for the continuous limit as N → ∞ and h = N −1 , we set
which imply that
Let φ (i) (x, t) = h 2 w(X, Y, T ). In the new variables system (1) takes the form
and it goes to the KP equation in the limit h → 0. We can compute the continuous limits of equations (81) and (83) by setting
respectively. Notice that
Hence we replace the shift operator S by e h ∂ ∂X . This leads to
Substituting (86), (87) and (88) into (81), we obtain
In the same way, we substitute (86), (87) and (88) into (83) and obtain its continuous limit
In the variableτ = ev and in the limit h → 0, it becomes
which is the standard bilinear form for the KP equation. This gives us the link between the Hirota τ -function for the bilinear form and the functions τ i defined in Propositions 5-10 in the continuous limit τ i =τ 2 .
Classification of rank 1 solutions
In this section we describe and analyse kink and breather solutions given in Propositions 5, 6 and Proposition 9. Solutions are completely characterised by the choice of the poles of the dressing matrix Φ(λ) and a constant vector n 0 . In the case of kink solutions the invariant dressing matrix has N poles while in the case of breather solutions the dressing matrix has 2N poles.
It is convenient to use the basis
of eigenvectors ∆e k = ω k e k of the matrix ∆ for representation of the vector
In this basis we have
and thus
Obviously α k = N −1 e tr −k n 0 in (90). The vector n 0 in this basis is given by a matrix α = (α 1 , . . . , α N ).
Classification of rank 1 kink solutions
In this section, we classify the kink solutions of rank 1 given by Propositions 5 and 6. We begin with the description of possible kink solutions in the cases N = 3, 4 and then give an overview of the general case. We draw attention to the fact that the properties of solutions for even and odd values of N are slightly different. In particular, in the case of even N there is an obvious solution
of the system (1), where f (x) is an arbitrary differentiable function of x. Moreover, Proposition 6 gives new solutions only when N is even.
In particular, when N = 2m, it reduces to
4.1.1 Classification of rank 1 kink solutions in the case where N = 3
In this section we set N = 3 for equation (1), that is, equation (2) . In this case it is sufficient to study rank 1 solutions due to the fact that Gr(1, 3) ≃ Gr(2, 3).
We will classify possible solutions in terms of the constant matrix α = (α 1 , α 2 , α 3 ), which represents the real vector n 0 . In variables
we have Ψ 0 (x, t, ν)e 1 = e − ξ 2 −ıη e 1 ; Ψ 0 (x, t, ν)e 2 = e − ξ 2 +ıη e 2 ; Ψ 0 (x, t, ν)e 3 = e ξ e 3 .
To get real solutions, it is required that n and ν be real. Hence there are three cases:
1. α 3 = 0 ∈ R, α 1 = α 2 = 0. So we have n = α 3 e ξ e 3 = α 3 e ξ (1, 1, 1) tr .
This leads to
It follows from (47) that the solution is trivial, i.e. φ (i) = 0. When we consider the classification of solutions later on, we won't count this case any more.
Without the loss of generality, we take α 1 = e ıβ , where β ∈ R is constant. Then we take α 2 = e −ıβ such that n is real. Indeed,
Using (47), we obtain the solution
In this case, solutions are periodic functions of the variable η.
3. α 1 α 2 α 3 = 0. Let α 1 = e ıβ+γ , where β, γ are constants. We take α 3 = e δ ∈ R and α 2 = e −ıβ+γ in order n to be real. Using (47), we are able to write down the solutions for φ (i) . Here we omit the tedious formula and only show the density plot. Notice that when ξ → +∞, solutions φ (i) → 0; when ξ → −∞, the contribution of α 1 and α 2 is dominant, which leads to periodic solutions. A line on the (x, t)-plane given by e 3ξ 2 +δ−β = 2 corresponds to the wave front propagation. It has a slope equal to −ν/(1 + ν 2 ).
We now choose ν = 0.4 and α 1 = α 2 = α 3 = 1. In Figure 3 on the left we show a density plot of φ (1) in the (x, t)-plane and on the right a snapshot of the solution φ (1) at t = 0. Notice that the solution is a periodic oscillating wave, oscillating in half of space (the x-axis) only and moving to the left as time progresses. Furthermore, the frontier of the wave does not have a stationary profile and oscillates in a rather complicated way. Therefore, in the case N = 3 we have only two types of kink solutions. To the best of our knowledge the wave front solutions (see Figure 3 ) represent a new class of exact solutions for integrable models.
Classification of rank 1 kink solutions in the case where N = 4
For N = 4 equation (1) can be rewritten in the form
We classify its all possible rank 1 kink solutions.
We first consider the case when µ = µ ⋆ = ν and the constant real vector n 0 = α 1 e 1 + α 2 e 2 + α 3 e 3 + α 4 e 4 ,
−ζı+η e 1 ; Ψ 0 (x, t, ν)e 2 = e −ξ−η e 2 ; Ψ 0 (x, t, ν)e 3 = e ζı+η e 3 ; Ψ 0 (x, t, ν)e 4 = e ξ−η e 4 .
There are four cases (excluding the trivial solutions) :
1. α 2 and α 4 are both non-zero real numbers, and α 1 = α 3 = 0. We can take α 4 = 1, then
, which is independent of time t (see left plot in Figure 4 ). This solution is of type (91). , where β ∈ R is a real constant. Then
Here we get periodic solutions (see right plot in Figure 4 ). This is also a solution of type (91).
3. Only one of α 2 and α 4 is nonzero, and α 1 = e ıβ , α 3 = e −ıβ , where β ∈ R is constant. Using Proposition 5, we are able to write down the solutions for φ (j) . Here we ignore the tedious formula and only show their plots, see first two density plots in Figure 5. 4. α 1 α 2 α 3 α 4 = 0. Let α 1 = e ıβ , α 3 = e −ıβ , where β ∈ R is constant. We take α 2 , α 4 ∈ R. The right plot in Figure 5 is its density plot.
For an even dimension, we also need to consider the case stated in Proposition 6. Let µ = ν exp( πı Figure 5 : Density plot of φ (1) (x, t) for kink solutions with ν = 0.7 and α equals to (1, 1, 1, 0) for the left plot, (1, 0, 1, 1) for the middle plot and (1, 1, 1, 1) for the right plot.
Ψ 0 (x, t, µ)e 3 = e −ξ+(ζ−η)ı e 3 ; Ψ 0 (x, t, µ)e 4 = e ξ+(ζ+η)ı e 4 .
There are three cases:
Without the loss of generality, we take α 2 = e ıβ = α ⋆ 3 , where β ∈ R. Then
. Using (48) we get
Classification of rank 1 kink solutions for arbitrary dimensions
In this section, we classify all possible rank 1 kink solutions for arbitrary dimension N . We have already explored how the solutions for lower dimensions N = 3, 4. There is a difference between the dimension N being even or odd.
For arbitrary N , according to Proposition 5, our kink solution depends only on n 0 ∈ R N and ν ∈ R, ν / ∈ {±1, 0}. We can decompose R N as a direct sum of invariant subspaces of ∆ as follows:
We define "elementary waves" as solutions corresponding to the case where n 0 is simply a combination of two eigenvectors. When N = 2m, there are m elementary waves: one pair of real eigenvalues and m − 1 pairs of complex conjugate eigenvalues. When N = 2m − 1, there are m − 1 elementary wave solutions since there is only one real eigenvalue, which leads to trivial solutions and we exclude it. The other solutions can be built from these elementary wave solutions together with trivial solutions.
We are able to write down the elementary wave solutions for arbitrary N . To do so, we make use the following identity: For fixed p ∈ N and ω N = 1, by direct computation we have
Theorem 1. For any given nonzero constants β, ν ∈ R, N ∈ N, ν 2 = 1, N > 2 and p ∈ {1, · · · ⌊ N −1 2 ⌋}, system (1) has elementary periodic wave solution of rank 1 given by
,
For even N = 2m, there is also a time independent rank 1 elementary kink solution of the form
Proof. Let us take n 0 = e ıβ e p + e −ıβ e N −p then the k-th component of the vector n = Ψ 0 (x, t, ν)n 0 can be written as follows:
and b is defined by (95). It follows from (47) that
, which leads to the periodic solutions for φ (j) given in the statement.
Similarly, in the case N = 2m, we compute the solution corresponding to n 0 = e m + βe 2m . Now we have
where k = 1, · · · N = 2m. This leads to
which gives us the solutions φ (j) independent of time t given in the statement.
When N = 2m, according to Proposition 6, to get kink solutions we take µ = νe Theorem 2. Let N = 2m, where the integer m ≥ 2. For any given nonzero constants β, ν ∈ R and p ∈ {1, · · · m}, system (1) has elementary periodic wave solution of rank 1 given by
Proof. For µ = ν exp( πı 2m ), we take n 0 = e ıβ e p + e −ıβ e 2m−p+1 following from (92) and then the k-th component of the vector n = Ψ 0 (x, t, ν)n 0 can be written as follows:
and b is defined by (96). It follows from (48) that
which leads to the periodic solutions for φ (j) given in the statement.
Elementary rank 1 kink solutions correspond to two dimensional ∆-invariant subspaces of R N . Other rank 1 solutions correspond to invariant subspaces of dimension 3, 4, . . . , N . The number of all possible ∆-invariant subspaces gives us the number of all rank 1 solutions. Hence when N = 2m, the total number of different rank 1 kink solutions is 3 · 2 m − 4. Thus we complete the proof.
Notice that the statement is consistent with the concrete results for N = 3 and N = 4. We plot some density plots of φ 
Tropicalisation and wave front trajectories
In the general case of rank 1 "kink" solutions the trajectories of the wave fronts can be understood geometrically. According Proposition 5 the (x, t) dependence of the solution is determined by the vector n which can be presented in the form
The imaginary part Θ Im k (x, t) is responsible for oscillations of the solution, while the real part
tells us which term in the sum is dominant at a given point (x, t). In a region where only one term in the sum is dominant, and thus we can ignore other terms, the solution is close to the trivial (zero) solution. In regions where two terms have the same real exponent (Θ Re k (x, t) = Θ Re −k (x, t)) we observe elementary waves. The boundaries of these regions correspond to the wave fronts. Thus the wave fronts can be described as follows: We consider a set of linear functions Θ Re k (x, t), k = 1, . . . , N and define a continuous piecewise linear function
The locus where the function Θ(x, t) is not smooth corresponds to the wave fronts. To compare the numerical result for wave fronts with the locus described above one can compare Figures 8 and 9 . This construction is similar to tropicalisation and soliton graphs proposed by Kodama and Williams for the case of KP solitons [12] , although there is a slight difference, since we do not use rescaling in our definition and keep the logarithmic term log |α k |, which disappears in the scaling limit.
Classification of rank 1 breather solutions for arbitrary dimensions
In this section, we classify all possible rank 1 breather solutions for arbitrary dimension N . According to Proposition 9, our soliton solution depends only on n 0 ∈ C N , µ ∈ C and |µ| / ∈ {0, 1}. In a similar manner to the case for kinks, a natural way to classify possible solutions in terms of n 0 is to first consider eigenvectors and eigenvalues of the constant matrix ∆. We decompose C N as a direct sum of invariant subspaces of ∆ as follows:
The vector n 0 in this basis
is given by a matrix α = (α 1 , . . . , α N ). We immediately get the following result:
Proposition 12. For a constant complex vector n 0 in the form of (98), if there is only one α p is nonzero, then solutions for (1) are trivial, that is,
Proof. It follows from (94) that
Thus we can compute τ i in (62) as follows:
which is independent of i. According to Proposition 9, we get solutions φ (i) = 0 as stated.
We now consider the case when there are only two nonzero components, say α p and α q among all α i , i = 1, · · · , N , that is,
It follows that the k-component of vector n is
where we introduce notations for A, γ ∈ C to shorten the expressions of σ(j) and ρ(j) defined by (63). We have
According to Proposition 9, the breather solutions depend on γ and µ since A is cancelled when we compute the solutions. Let µ = |µ|e iδ . The breather trajectory is determined by the condition |γ| = 1, where
It reflects the balance between the exponents. Thus the speed of the breather is given by
and it is shifted to the right along the x-axis by
It is localised in x and of size L pq
The rank 1 breather solutions can be obtained in the following way:
• There are C • Solutions corresponding to three dimensional invariant subspaces, i.e. n 0 = α p e p + α q e q + α r e r , α p α q α r = 0 represent decays or fusions of breathers ("Y" shape), and there are C • Solutions corresponding to four dimensional invariant subspaces, i.e. n 0 = α p e p + α q e q + α r e r + α s e s , α p α q α r α s = 0 represent solutions combining 2 "Y" shapes ("2Y" shape solutions). There are C 4 N such solutions, etc.
Examples of "Y", "2Y" and "3Y" configurations in the case N = 5 are presented in Figure 10 .
The total number of possible distinct configurations for a breather solution given in Proposition 9 is
The type of the breather solution depends on the choice of the matrix α = (α 1 , . . . , α N ). The explicit expression for the solution is given in Proposition 9 and it is quite complicated, but the method of tropicalisation, which we used in Section 4.1.4, enables us to give a simple description of the soliton graph. We explore the observation that the vector
where Θ(x, t) = max p Θ Re p (x, t).
Definition 1. For rank one breather solutions the tropical soliton graph is defined as a locus of points where the function Θ(x, t) is not smooth.
In order to visualise the tropical plot we present the density plot for the piecewise constant function ∂ x Θ(x, t).
In Figure 11 we show the plots corresponding to solutions plotted in Figure 10 .
This definition does not reflect the fact that we are dealing with a system of equations and thus the graphs corresponding to the variables φ (i) (x, t), i = 1, . . . , N are slightly different (they may depend on the index i). It can be considered as a first approximation which does capture well the trajectories of the solitons (breathers).
The general approach to visualisation of rank r solutions is similar to the case of rank one. We use the fact that a rank r solution is a function of the point n(x, t) = exp((µ∆ on the Grassmannian Gr(r, N ), where n(x, t) is a N × r full rank matrix (as it follows from Proposition 10). In the basis e k (89) the matrix n(x, t) can be represented as n(x, t) = (e 1 , . . . , e N )α tr (x, t), where α(x, t) is r × N matrix of full rank and (α(x, t)) pq = α and let ∆ I (x, t) denote the minor of α(x, t) with columns i 1 , . . . , i k (a Plücker coordinate on the Grassmannian Gr(k, N )). Let us define Θ I (x, t) = log |∆ I (x, t)| if ∆ I (x, t) = 0 and for such I that ∆ I (x, t) = 0 we set Θ I (x, t) = −∞. The function Θ I (x, t) is a linear function of the coordinates (x, t). If there is only one nonzero minor ∆ I (x, t), then it is easy to show that the corresponding solution is φ (i) (x, t) = 0, i = 1, . . . , N (similar to Proposition 12). The solution is concentrated near the points where two or more Plücker coordinates are in balance and we can give the following definition of the tropical soliton graph in the case of rank r breather solutions.
Definition 2. For rank r breather solutions the tropical soliton graph is defined as a locus of points where the function Θ(x, t) = max I Θ I (x, t) is not smooth. and compare it to the actual density plot for φ (3) (x, t) in the following graph: Figure 12 : Tropical and density plots of φ (3) (x, t) for rank 2 breather solutions N = 5
Although the above definition of a tropical soliton graph is not perfect (it does not reflect the dependence of the graph on the index i for different components φ (i) (x, t)), it reflects well the picture of the breather interactions. It also opens a path to classification of possible configurations in the multi-soliton solutions of arbitrary rank.
Conclusion
In this paper we developed the dressing method for the two dimensional Volterra system (1). We have constructed two types of exact solutions to the system. The first type is rather unusual. It represents propagation of the wave fronts. Up to the best of our knowledge it is a new class of solutions in integrable models. The second type resembles breathers in the sine-Gordon equation. Nonlinear wave ("kink") solutions are parametrised by a real parameter ν and a point on a real Grassmannian Gr R (k, N ). In the case of breathers the parameter µ and Grassmannian Gr C (k, N ) are complex. The integer k is the rank of the solution. We have studied in detail the properties and configurations of rank 1 solutions, where the Grassmannians are real and complex projective spaces respectively. Classification of rank k solutions can be linked with the classification of ∆-invariant Schubert decompositions of the Grassmannians, where ∆ is the cyclic shift matrix from the Lax representation of the two dimensional Volterra system (1).
In this paper we have not yet developed a classification of higher rank solutions, but we claim that their properties are quite different from the solutions of rank one. For example the nonlinear wave ("kink") solutions of rank 2 may represent a nonlinear interference of waves (see Figure 1 , right) which is impossible in the case of rank one solutions. In the case N = 4 we have listed in Section 4.1.2 and presented all possible rank 1 kink solutions. Here we present density plots for two kink solutions of rank 2 when N = 4 in Figure 13 and some snapshots in Figure 14 , which does not resemble any rank 1 solution. Breather solutions of rank 1 do not have Figure 13 : Density plot of φ (1) (x, t) for a kink solution of rank 2 when N = 4: ν = 0.8, n 0 = (ıe 1 − 2e 2 − ıe 3 + e 4 , 2e 1 + e 2 + 2e 3 + e 4 ) for the left plot and µ = 2e πı 4 , n 0 = (e 1 + (1 + 100ı)e 2 + e 3 + (1 − 100ı)e 4 , 10ıe 1 + 5ıe 2 − 10ıe 3 − 5ıe 4 ) for the right plot. (1) (x, t) for rank 2 kink solution on the right plot in Figure 13 : t = 0.0945 for the left plot, t = −0.09075 for the middle plot and t = −0.276 for the right plot.
closed loops, but in rank 2 loops exist (see Figure 2) .
To study the structure and classify higher rank wave front and breather solutions as well as multi-soliton solutions (with a finite number of orbits of the poles in the dressing matrix Φ(λ)) we need to develop further methods similar to ones proposed by Kodama et al. for the KP equation [10, 11, 12] . There is also an interesting and as yet unsolved problem to find solutions of (1) which approximate for large N the solutions of the KP equation.
