High levels of air pollution may seriously affect people's living environment and even endanger their lives. In order to reduce air pollution concentrations, and warn the public before the occurrence of hazardous air pollutants, it is urgent to design an accurate and reliable air pollutant forecasting model. However, most previous research have many deficiencies, such as ignoring the importance of predictive stability, and poor initial parameters and so on, which have significantly effect on the performance of air pollution prediction. Therefore, to address these issues, a novel hybrid model is proposed in this study. Specifically, a powerful data preprocessing techniques is applied to decompose the original time series into different modes from low-frequency to highfrequency. Next, a new multi-objective algorithm called MOHHO is first developed in this study, which are introduced to tune the parameters of ELM model with high forecasting accuracy and stability for air pollution series prediction, simultaneously. And the optimized ELM model is used to perform the time series prediction. Finally, a scientific and robust evaluation system including several error criteria, benchmark models, and several experiments using six air pollutant concentrations time series from three cities in China is designed to perform a compressive assessment for the presented hybrid forecasting model. Experimental results indicate that the proposed hybrid model can guarantee a more stable and higher predictive performance compared to others, whose superior prediction ability may help to develop effective plans for air pollutant emissions and prevent health problems caused by air pollution.
4 reasonable model assessment system including several experiments, seven model performance metrics, and DM (Diebold-Mariano) test applying several air pollution time series are utilized to give a systematic assessment of the presented hybrid model. Moreover, the superior performance of the proposed model indicates that the proposed hybrid model supplies a new option for the air quality regulatory requirements to reduce air pollution emission, but also help to guide people's daily activities, warn and protect them from harmful air pollutants.
The remainder structure of this paper
The structure of this research is designed as follows. Section 2 describes the framework of proposed model and the relative methodology formulation used in this study. Section 3 introduces the data description and model evaluation criteria adopted in this paper. And two experiments and forecasting results are built and analyzed in Section 4. Section 5 gives some discussions of the proposed model and the first developed MOHHO algorithm in this study. Finally, Section 6 concludes this study.
Methodology formulation
Subsection 2.1 describes the flowchart of the presented hybrid model, and the next several subsections i.e. subsection 2.2, 2.3 and 2.4 give the basic theories of the ICEEMDAN, MOHHO and ELM, respectively.
The framework of proposed model
The flowchart of the hybrid forecasting model is displayed in Fig. 1 .  Decomposition. An effective data preprocessing techniques i.e. ICEEMDAN is adopted to decompose the original air pollutant concentration time series a finite set of modes shown in Fig.1 (a) . The different features hidden in the container throughput time series can be extracted by different modes from low-frequency to high-frequency.  Optimization. This process contains (b), (c), (d) and (e) in Fig. 1 . The (b) designs the input-output structure of the proposed model, the (c) is the flowchart of the MOHHO algorithm, which is used to optimize the ELM in (d), and then the optimized ELM can be built in (e). In this stage, the new presented MOHHO algorithm in this study is introduced to optimize the parameters of the ELM model with the hope of archiving high accuracy and stability for air pollutant concentrations prediction, simultaneously.  Prediction. The ELM model optimized by the MOHHO are designed in (e) of Fig.1 to perform the prediction of each modes obtained from ICEEMDAN. As a result, the final forecasts are achieved through integrating the forecasting results of each mode.  Evaluation. As for the (f) in Fig.1 , a scientific and robust evaluation system including several error criteria, benchmark models, and several experiments based on six air pollutant concentrations time series from China is designed to make a compressive evaluation for the proposed model with aim of deeply evaluating the forecasting ability of the presented hybrid forecasting model.
Fig. 1.
The flowchart and forecasting results of the proposed hybrid model. Moreover, the relative detailed algorithms and theories can be summarized primarily as below.
ICEEMDAN
As one member of the EMD family, the ICEEMDAN in this study is used to decompose the original series of air pollutants, which is an improvement version developed by Colominas et al. [23] . Different form the conventional data processing methods, such as the wavelet decomposition restricted to nonstationary but linear data, Fourier decomposition primarily used to process smooth cyclical data, and so on, The EMD family is a series of data-processing approaches based on EMD, which are designed for nonlinear and nonstationary datasets [24] . 6 Generally speaking, the EMD method proposed by Huang et al. [25] is an adaptive data driven technique that decomposes datasets into several intrinsic mode functions by a sifting process. Subsequently, noise-assisted versions are developed to address mode mixing problem of the EMD. Among them, EEMD method was proposed by Wu and Huang [26] to address the mode mixing issues through adding white noise. However, the addend white noise of EEMD cannot be completely removed. Therefore, another improvement version called CEEMD approach is developed, which can not only ensure the decomposition effect of EEMD, but also reduce the reconstruction error caused by adding paired noise with positive and negative signals [27] . However, there are still problems in CEEMD such as the completeness property is not proven, and the final averaging issue is still unsolved. As another improvement versions of EEMD, CEEMDAN [28] realizes a negligible reconstruction error and solve the modulus problem of different implementations of signal plus noise. Moreover, there are many aspects of CEEMDAN, which need to improve: (1) some residual noise, (2) spurious" modes in the early stages. Finally, the improved CEEMDAN is developed for achieving components with less noise and more physical meaning. This method have be widely used in many fields [29] [30] [31] [32] . Details considering the ICEEMDAN technique refer to the relative literature [1] .
Multi-objective Harris hawks optimization algorithm (MOHHO)
The HHO (Harris hawks optimization) algorithm developed by Heidari et al. [33] , was primarily inspired by the cooperative behavior and chasing style of Harris' hawks. Some hawks swooped cooperatively on their prey from different directions, trying to surprise it. Moreover, depend on the different scenes and patterns of prey flight, Hawks Harris can chose different chase patterns. There are three main phases in HHO: exploring a prey, surprise pounce, and many kinds of attacking strategies of Harris hawks. The details of each phase are descried as the follows.
Phase I: Exploration phase
This subsection is mainly mathematically modeled to wait, search, and detect the prey. During every step, the Harris' hawks is regarded as the alternative or the best solutions. The iter+1-position ( 
1)
 iter X of the Harris' hawks can be modeled based on the following equation: X represents the average position of the hawks, which can be calculated by:
Where the vector i X represents the location of every hawk, and N is the size of hawks.
Phase II: Transition from exploration to exploitation
According to the escaping energy of the rabbit, HHO can be able to exchange exploration and exploitation. Moreover, the energy of the rabbit can be computed using the following formula:
In which the E denotes the escaping energy of the rabbit, T presents the maximum size about the iterations, and
indicates the initial energy during every step.
HHO can judge the state of rabbit depend on change trend of 0 E (The HHO start exploration phase in order to explore prey location, when 1  E , otherwise, this method attempt to exploit the neighborhood of the solutions during the exploitation steps).
Phase III: Exploitation phase
In this algorithm, hawks take a hard or soft besiege to hunt the prey from many directions softly or hard according to remaining energy of the prey. Under this situation, whether the prey escapes or not depend on the chance r of a prey (successfully escaping: if 0.5
HHO will adopt soft besiege, otherwise, the hard besiege will be applied. On the basis of the escaping phenomena of the prey and pursuing strategies of the Harris' hawks, HHO algorithm applied four strategies to simulate the attacking stage: soft besiege, hard besiege, soft besiege with progressive rapid dives, hard besiege with progressive rapid dives. Specially speaking, 0.5  E is that the rabbit has enough energy to run away, however, whether the prey escape successfully or not depending on both values of the E and This measure can be written as follows: As for this strategy, the present positions can be updated by the formula below: In which D donates the dimension of problem and 1D S indicates a random vector and the levy flight: LF can be calculated by:
Thereinto,  and v indicate random values between 0 and 1. Therefore, the last strategy of this phase in order to update the hawks' positions can be expressed by:
(iv) Hard besiege with progressive rapid dives ( 0.5
In this step, the hawks are constantly close to the prey. The behavior can modeled as follows:
In which Y and Z can be computed using the following formulas:
where
In this subsection, a multi-objective version of the HHO, namely MOHHO (Multiobjective Harris hawks optimization algorithm), is developed for solving multiobjective optimization problem using HHO. In MOHHO algorithm, an archive as well as roulette wheel selection is utilized to carry out the multi-objective function. The archive is primary in charge of storing the non-dominated Pareto optimal solutions selected by the present iteration. What is noteworthy is that the maximum number of the archive need to set in advance, which represents the maximum capacity about the best non-dominated solutions obtained by fat. During each iteration, the obtained nondominated solutions are used to compare with the archived members to update the archive. If a novel solution is better or at least no worse than the solutions in the archive, at last they will be recorded in the archive. More importantly, when the archive is full, a removed probability is also considered to delete the most populated neighborhoods for accommodating new solutions. 
In which c represents a constant and i N is the number of solutions in the vicinity of the i-th solution.
Additionally, a roulette wheel method with probability
is also introduced in MOHHO to improve the distribution of solutions in the archive. And the related concepts of multi-objective optimization are given in Appendix A.
Extreme Learning Machine
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The ELM model, first developed by Huang et al [34] , becomes famous and widely applied in forecasting field due to it has fast learning speed and its input weights and hidden biases are initialized with random numbers. Additionally, the output weights can be obtained using an inverse operation to the hidden layer output matrix [35] . More importantly, the ELM model is easily utilized to address least squares problems with much less time [36] . Considering N observations: ( , ), 1, 2,..,
, where
is the output. Then, the ELM's output with L hidden neurons is expressed using the following formula: The Eq. (13) can also be written as below:
where  is the hidden layer output matrix, which can be expressed as below:
Moreover, the coefficient  can be computed by following equation.
ˆH H T T min
In which   , the   represents the Moore-Penrose generalized inverse of the hidden layer output matrix.
Data description and model evaluation criteria
This section contains of two parts: data description and model evaluation criteria, the details are given as follows.
Study area and data description
As for this subsection, the air quality datasets including daily PM2.5 and PM10 time series collected from three cities i.e. Jinan, Nanjing and Chongqing are taken as case studies to test the forecasting ability of the proposed hybrid model. Six historical daily air pollutant concentrations time series, whose descriptive statistics shown in Table 1 , are all collected from November 1, 2017 to November 23, 2018 with a total 338 observations. The former 338 samples are taken as the training datasets to build the proposed model, and the remaining data series are applied to verify the prediction abilities of the forecasting models. Moreover, three study areas and their related information are shown in Fig. 2 . 
Fig. 2 Information of the study areas in this study
Model evaluation criteria
Recently, many model evaluation criteria have been widely employed to verify the prediction performance of prediction models in many literatures. In this study, five common error criteria including the MAE (mean absolute error), RMSE (root mean square error), MAPE (mean absolute percent error), U1 (Theil U statistic 1), and U2 (Theil U statistic 2) [37] , are adopted to evaluate the effective of the developed model and other models used for comparisons. The smaller the values of the error criteria are, the better the model is. Additionally, the IA (index of agreement) and r (Pearson's correlation coefficient) are also used in this study, the higher the values of IA and r are, the better the models are. 
Experiments and analysis
Aiming to verify the validity of the developed hybrid model in this study, several datasets of air pollutant concentration and five comparison models are collected and established, respectively in this study. Furthermore, two experiments i.e. Experiment I: PM2.5 forecasting, and Experiment II: PM10 forecasting, are designed to further illustrate the superiority of the presented hybrid models. In addition, the improvement percentages of model evaluation criteria (listed in Appendix B) are also adopted in this section in order to discuss the performances of the prediction models. The details can be seen as follows.
Experiment I: PM2.5 forecasting
In order to show the superiority of the presented ICEEMDAN-MOHHO-ELM model, three PM2.5 series datasets collected form Jinan, Nanjing and Chongqing are adopted in this experiment. Moreover, the ARIMA, ELM, LSSVM, EMD-MOHHO-ELM, and CEEMD-MOHHO-ELM models are built to compare with the proposed model. Moreover, this subsection design three types of model comparisons: comparisons between individual models, comparisons between hybrid models, and comparisons between individual models and hybrid models. The forecasting errors of the proposed model and comparison models are listed in Table 2 , where the values marked in boldface are the best values of each evaluation metric.
With regard to the single models from As for hybrid model shown in Table 2 , several conclusions can be obtained that different hybrid models possess different prediction accuracy, whose prediction performance maybe vary widely. For example, as for Nanjing, the RMSE values of EMD-MOHHO-ELM, CEEMD-MOHHO-ELM and ICEEMDAN-MOHHO-ELM are 23.567%, 13.112% and 8.718%, respectively. The reason can be interpreted by that the ICEEMDAN contribute more on the performance of the proposed hybrid model than the comparisons hybrid models with EMD and CEEMD. This aforementioned discussion show the necessity and importance of usage about the data decomposition technique.
The error values of single models and the hybrid models in Table 2 indicating that hybrid models perform better than single models in most cases. 
Experiment II: PM10 forecasting
In this subsection, three daily PM10 time series of Jinan, Nanjing and Chongqing are used as another experiment to further verify the forecasting performance of the developed ICEEMDAN-MOHHO-ELM model. Similar to the prediction of PM2.5, the five benchmark models are also taken as the comparison models. Table 4 shows the values of the model evaluation criteria including MAE, RMSE, MAPE, IA, U1, U2 and r of the proposed model and comparison models adopted in this study. In addition, Table 5 gives the improvement percentages of PM10 prediction among the proposed model and comparison models.
It can be seen from Tables 4 and 5 that the presented ICEEMDAN-MOHHO-ELM model is superior to the comparison models. Specifically, the developed model can obtain the smallest values of MAE, RMSE, MAPE, U1 and U2 and achieve largest values of IA and r when it compared with the other models. 
Discussions
With the aim of showing the predicative superiority and effectiveness of the developed hybrid model, DM (Diebold-Mariano) test and stability test are performed in this subsection 5.1. Additionally, in subsection 5.2 three multi-objective algorithms: MOPSO (multi-objective particle swarm optimization) [38] , MOGOA (multi-objective grasshopper optimization algorithm) [39] and MSSA (multi-objective salp swarm algorithm) [40] and four common test functions (ZDT1, ZDT2, ZDT3, and ZDT1 with a linear front) [41] [42] are all adopted to benchmark the performance of the developed MOHHO algorithm.
DM test and stability test
In this subsection, the hypothesis testing i.e. DM (Diebold-Mariano) test [43] is employed to show the superiority of the presented hybrid forecasting model compared with the five models. More detailed description of DM test can be seen in the literatures [44] [45] [46] . Moreover, a stability test: (VR) variance ratio [47] is also performed in this 15 subsection in order to show the higher stable ability of forecasting models. The higher the variance ratio is, the higher the forecasting stability of the model is. Table 6 lists the results of the DM test and VR. Moreover, the values marked in boldface represent the best values of every evaluation metric.
From the values in Table 6 , several conclusions are obtained that the values of DM test are larger than the 0.01 2 2.58  Z , illustrating that the prediction ability of the developed hybrid method is different from that of the comparison models, meaning that our proposed hybrid forecasting model observably outperforms the comparison forecasting models. Additionally, the biggest VR values of the presented hybrid model displays that the proposed forecasting model possesses higher forecasting stability than the five models taken as comparisons. The discussions in this subsection once again prove that the developed hybrid forecasting model can enhance the prediction effectiveness, which can be used to reduce the atmospheric pollutants emissions and warn the public before the occurrence of hazardous air pollutants. 
Validity of the proposed MOHHO algorithm
To verify the performance of the developed MOHHO algorithm, a set of four challenging multi-objective test functions, namely ZDT test problems (i.e. ZDT1, ZDT2, ZDT3 and ZDT1 with line front) as well as the well-known algorithm: MOPSO and the new proposed ones: MOGOA and MSSA are utilized to test the quality of the developed MOHHO algorithm. Additionally, the Inverted Generational Distance (IGD) [48] is taken as a performance metric in this subsection for quantitatively analysis the performance of the developed algorithm. The aforementioned algorithms are run 50 times and the statistical results are reported and shown in Table 7 and Figs 3-4. It is worth noting that an archive size of 100, 100 iterations, and 40 search agents were set in each time. Moreover, the qualitative and quantitative results listed as below show that the proposed MOHHO performs well, which adds a new algorithm for multi-16 objective optimization problems. As seen from Figs 3-4 and Table 7 , several analyses can be obtained as below: (a) Inspecting Figs 3-4 , it might be seen that MOGOA indicates the poorest convergence despite its good coverage in ZDT1 and ZDT1 with line front. Conversely, the MOHHO and MSSA can both converge well to all the true Pareto optimal fronts. It is worth mentioning that MOPSO algorithm significantly outperforms the other three algorithms on the majority of ZDT3 test function. (b) Table 7 indicates that the MOHHO algorithm managed to outperform the MOPSO, MOGOA and MSSA algorithms significantly on the ZDT test functions, except for ZDT3 test function. The advantage can be observed in the columns of ZDT1, ZDT2 and ZDT1 with line front test functions, demonstrating a higher accuracy and better robustness of MOHHO compared to the other algorithms. As for ZDT3 test function, The MOHHO algorithm, however, indicates very competitive results in comparison with the listed algorithms and occasionally outperforms them.
Remark. The aforementioned qualitative and quantitative analyses and results show that MOHHO can be able to efficiently approximate the true front of ZDT test functions with a very high convergence and coverage. What's more, this algorithm adds a new way for addressing the multi-objective optimization issues, which can be regarded as an alternative for solving challenging real-world problems as well. can be adopted to search for best solutions. In the multi-objective optimization, a 41 minimization problem can be expressed as below: Table B1 The improvement percentages of criteria.
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Metric Definition Equation
PMAE
The improvement percentages of MAE 
PU2
The improvement percentages of U2 
