By modifying the proof of a paper by O. Bournez and M. Branicky, we establish that the Matrix Mortality Problem is decidable with any finite set of 2 × 2 matrices which has at most one invertible matrix. The same modification also shows that the number of non-invertible matrices is irrelevant.
Introduction
A set S of m matrices, each with dimensions n × n, is mortal if there is some product of its entries (possibly with repetition) is the zero matrix. The Matrix Mortality Problem [MMP] is to determine under which circumstances this problem is decidable, whether there exists an algorithm that solves it. Here, all matrices will be assumed to be rational.
A previous result [5] establishes that the MMP is undecidable if n = 3; undecidability was decided for (m, n) ≥ (3, 6), (5, 4) , (9, 3), (15, 2) by [2] .
At the other extreme, the MMP is trivially decidable if n = 1, or if m = 1, or if the matrices are all upper-triangular. Bournez and Branicky also showed that the MMP is decidable if m = n = 2. Decidability of the MMP was extended in [4] to sets of integral matrices, each of whose determinants is 0 or ±1.
Henceforth, it will be assumed that n = 2; all matrices involved will be 2 × 2.
Main Result
The decidability of the MMP with m = 2 is Theorem 4 of [1] . Bournez and Branicky provide two proofs of their Theorem 4; they discovered a longer on on their own, and a referee discovered a short but not-selfcontained proof. It will be shown how to alter both proofs to obtain a proof of Theorem 1 (below), even though one would be sufficient.
The MMP is decidable if the set contains at most one invertible matrix.
To prove this extension, some results are required. The first proves a bit more about what desired products will look like. Lemma 2. (Lemma 2, [1]). A finite set F = {A 1 , . . . , A m } of 2 × 2 matrices is mortal if and only if there exist an integer k and integers i 1 , . . . , i k ∈ {1, . . . , m} with A i1 · · · A i k = 0, and 1. rank
If the set S of matrices has no invertible matrix, this will imply that S is mortal iff {AB | A, B ∈ S} contains the zero matrix, which can be checked in finite time. Otherwise, we will write S = {A 1 , . . . , A m−1 , B} where B is the only invertible matrix in S. We also eliminate the possibility that A i is the zero matrix for some i, making rank A i = 1 for all i, and the possibility that m = 1, in which case S is not mortal.
This amounts to checking whether A i B k A j = 0 for some nonnegative integers i, j, k. The case i = j is handled in [1] ; the objective is to show that this equation can be effectively solved if i = j. Without loss of generality, we assume that i = 1 and j = 2.
Proof #1 of Theorem 1. The referee's proof. To every word w = w 1 w 2 · · · w n ∈ {B, A 1 , A 2 } * we will associate the matrix A w = w 1 w 2 · · · w n . Let the language Z consist of all words w ∈ {B, A 1 , A 2 } * such that A w = 0. Then Theorem 1 follows if one can effectively test if Z is empty. In fact, the stronger claim that Z can be effectively computed will be proven. Now write A 1 = ac ⊤ and A 2 = bd ⊤ . By Lemma 2, if there exists a mortal product, then A 1 B k A 2 = 0 for some integer k. This condition is equivalent to c ⊤ B k b = 0. The referee's proof continues the same from this point; this ends Proof #1.
Proof #2 of Theorem 1. The co-authors' proof. Once again, the problem reduces to determining whether there is an integer n such that A 1 B n A 2 = 0. We check this relation algebraically using the Jordan forms of the matrices A 1 , A 2 , B. Write:
(We are trying to mimic the notation of the original paper as much as possible.) Because A 1 and A 2 each have rank 1, we have
for some nonzero number κ 1 (resp. κ 2 ), which is rational because A 1 (resp. A 2 ) is a rational matrix whose trace equals κ 1 (resp. κ 2 ). B is invertible, which makes
Substituting the decompositions into the equation A 1 B n A 2 = 0 yields the equation
which is equivalent to J 1 PJ n 2 QJ 3 = 0, since P 1 and P 3 are invertible, and once we write
The reason for choosing the entries this way will become clear soon.)
Once we make these substitutions, we find that the problem is now equivalent to testing whether there is an integer n such that • λ n ps − µ n qr = 0, when J 2 is of the first form; or • (ps − qr)λ − npr = 0, when J 2 is of the second form.
(Note that there is a mistake in [1] 's proof of their Theorem 4; their second case should be solving λ(ps − qr) − npr = 0, without an n in the exponent.)
In the first case, the proof here follows the proof in [1] . The second case is even easier. If p = 0, then the condition simplifies to qr = 0, and if r = 0, it simplifies to ps = 0; in both cases, n is arbitrary. Otherwise, it is a matter of computing n = λ(ps − qr) pr and determining whether it is actually a nonnegative integer. This ends Proof #2.
The current author discovered a completely new proof, not considering the Jordan form of A. To handle one case, a lemma is required: 2. When p ∈ 0, 1 2 , 1 there is a finite number of such n, and those values can be computed effectively.
If A and B are matrices, the notation A ∼ B will be used when A is a nonzero multiple of B. This is an equivalence relation that preserves matrix multiplication. (If A ∼ B and C ∼ D, then AC ∼ BD.) This implies that J is itself a diagonal matrix, with the eigenvalues of A on its diagonal, and A is diagonalizable. Thus, for any eigenvalue λ of A, λ k = r, which implies that λ k = µ k if λ, µ are eigenvalues of A, and λ µ is a root of unity. Now, we provide an algorithm for establishing whether A k ∼ I for a general matrix A. We assume that A is invertible and that A ∼ I, which are easily seen to be decidable. Otherwise, compute the eigenvalues of A (the roots of λ 2 + bλ + c) and check for diagonalizability. If A is not diagonalizable, then A k ∼ I for any k. If the eigenvalues of A are equal, then A ∼ I (which we have eliminated already).
If λ 1 and λ 2 are the eigenvalues of A, then write P = α β γ δ and J = λ 1 0 0 λ 2 , so that A = PJP −1 .
A bit of computation shows that
In order to have A k ∼ I, we must have αβ(λ k 1 −λ k 2 ) = 0 (to make the (1, 2) entry be zero), γδ(λ k 1 −λ k 2 ) = 0 (for the (2, 1) entry), and (λ k 1 − λ k 2 )(αδ + βγ) = 0 (after equating the (1, 1) and (2, 2) entries). If λ k 1 = λ k 2 , then the solutions to these equations have α = γ = 0 or β = δ = 0; in either case, P is not invertible. Hence,
≥ 0, then we check to see whether ρ = ±1, as these are the only real roots of unity. This can be done by checking whether b = 0 (making ρ = −1) or b 2 = 4c (making the ρ = 1). If both conditions are false, then A k ∼ I for any k; if either is true, then we can take k = 2.
which is a complex number with both coefficients being real. In order to have ρ be a root of unity, we must first have ρρ = 1, which is equivalent to the condition
where we only need check the first three factors. If all three are nonzero, then A k ∼ I. Now, since |ρ| = 1, we can write ρ = cos θ + i sin θ for some angle θ. Since ρ is a root of unity, we seek a positive integral solution to 1 = ρ n = cos(nθ) + i sin(nθ). This can be done by applying Lemma 3 with p = b 2 − 2c 2c and q = 1.
Proof #3 of Theorem 1. We need to determine whether there are any nonnegative integer solutions to the equation BA k B = 0. Assume that B = 0. Then let the characteristic polynomial of A be λ 2 + bλ + c = 0. (Note that b, c are rational, and integral if A is.) The Cayley-Hamilton Theorem [3] implies that A 2 + bA + cI = 0. Define r k by:
otherwise.
An easy induction argument shows that A k ∼ A + r k I, for all k ≥ 1.
It is possible for r k to be undefined for some value of k. This will happen only if r k−1 = b, i.e., if A k−1 ∼ A + bI. Thereupon, There is at most one real number that makes this equation true. If −BAB is not a multiple of B 2 , then {A, B} is not mortal, and the algorithm finishes. Otherwise, let x be this multiple. Then the equation r k = x can be solved for k; in fact, there is a formula that determines the unique value of k:
(Exact evaluation is unnecessary; if this value is determined to be within 0.1 of an integer k 0 , we then check whether BA k0 B = 0.) This concludes Proof #3.
Matrix Mortality for Other Numbers of Invertible Matrices
This method can be used to establish relationships between the decidability of the Matrix Mortality Problem depending on the number invertible and the number of noninvertible matrices. Given a fine set S of non-invertible (singular) matrices and a finite set I of invertible matrices, let M(S, I) denote the proposition that S∪I is mortal. Also let D(s, i) denote the proposition that the MMP is decidable, given any set S of non-invertible matrices with |S| = s and any set I of invertible matrices with |I| = i.
Note that if T is any set of matrices, its mortality is equivalent to the mortality of a set obtained from T by replacing (or by adding) an element M of T with an element M ′ such that M ∼ M ′ ; this is a consequence of Lemma 2. This fact will be used implicitly in what follows.
Theorem 5. For all positive integers i, j, k, D(i, k) iff D(j, k); that is, decidability does not depend on the number of non-invertible matrices.
Proof of Theorem 5. The theorem will be proven for the case i = 2, and transitivity guarantees that the rest of the cases will follow.
Assume that D(2, k) is true, that there is an algorithm that establishes whether M(S, I) is true when |S| = 2 and |I| = k.
First, suppose j = 1; that is, S contains one non-invertible matrix B. An algorithm to determine whether M({B}, I) is as follows: If B = 0, then the answer is yes. Otherwise, determine whether M({B, −B}, I) is true. Thus, D(2, k) → D(1, k). Now suppose that j > 2. To establish whether M(S, I) is true, we check for the equivalent condition given by Lemma 2, where at most two non-invertible matrices appear. Thus, we simply determine whether M({B, −B}, I) is true for every B ∈ S, and whether M({B 1 , B 2 }, I) is true for every B 1 , B 2 ∈ S with B 1 = B 2 . Our assumed algorithm will be repeatedly run on these instances, and return true if any one of the cases is true; otherwise, it returns false. Now, suppose D(i, k) is true, that there is an algorithm that determines whether M(S, I) is true, where |S| = i and |S| = k.
If i > 2, then we can find a set S ′ ⊇ S which contains only nonzero multiples of elements of S, and such that |S ′ | = i; then we run our algorithm on S ′ and I to determine whether M(S ′ , I) is true (and hence also M(S, I)).
The last case, where i = 1, is the trickiest; it is actually a re-working of Proof #1 of [1] above. Let S = {B 1 , B 2 }. If 0 ∈ S, then M(S, I) is trivially true. Otherwise, write B 1 = ab ⊤ and B 2 = cd ⊤ (as can be done for rank one 2 × 2 matrices). Now, [1] implies that M(2, k) will be true if there is a product
