Abstract. Two linearly independent asymptotic solutions are constructed for the second-order linear difference equation
Introduction
Ever since Deift and Zhou [7] introduced the steepest descent method for Riemann-Hilbert problems, there has been a considerable amount of activities in the study of asymptotics of orthogonal polynomials by using this approach. For instance, in [5] Deift et al. studied the asymptotics of orthogonal polynomials with respect to the weight w(x) = e −Q(x) on the real line, where Q(x) is a polynomial of even degree with positive leading coefficient, and they obtained uniform PlancherelRotach-type asymptotics in the entire complex plane. Also, in [11] Kuijlaars and McLaughlin used this method to investigate the asymptotic behavior of Laguerre polynomials L (αn) n (x), where α n is a sequence of negative numbers such that −α n /n tends to a limit A > 1 as n → ∞. Furthermore, Kuijlaars et al. [12, 13] considered the asymptotics of the polynomials that are orthogonal with respect to the modified Jacobi weight . For other investigations of a similar nature, we refer to [3, 4, 6, 10, 18 ]. An advantage of this new approach over the more classical asymptotic methods is that it is applicable to orthogonal polynomials which do not have an integral representation or satisfy a second-order differential equation. Examples of such cases are provided by the two sets of orthogonal polynomials mentioned above, namely those associated with (i) the exponential weight and (ii) the modified Jacobi weight. However, so far this new method has not been able to produce results as strong as those obtainable from the classical approaches when an integral representation is available or when the differential equation theory can be applied. For instance, in the case of MeixnerPollaczek polynomials M n (x; δ, η), one can use a Cauchy integral representation to derive an infinite asymptotic expansion for M n (αn; δ, η), which holds uniformly for −M ≤ α ≤ M , where M can be any positive number; see [14] . Also, when the polynomial Q(x) = x 2m + · · · in the weight function w(x) = e −Q(x) is even and convex, one can use the turning point theory for differential equations to obtain an asymptotic formula for the polynomials p n (x) orthogonal with respect to w(x), which holds uniformly in the unbounded interval 0 ≤ x ≤ O(n 1/2m ); see [16] . In our view, a desirable approach to derive asymptotic expansions for orthogonal polynomials now is to develop an asymptotic theory for linear second-order difference equations, just like what Langer, Cherry, Olver and others have done for linear differential equations; see the definitive book by Olver [15] . Our view is based on the fact that any sequence of orthogonal polynomials satisfies the three-term recurrence relation
where a n , b n and c n are constants. If we define a sequence {K n } recursively by K n+1 /K n−1 = c n , with K 0 and K 1 depending on the particular sequence of polynomials, and if we put
2) can be written as
We shall assume that the coefficients A n and B n are real and have asymptotic expansions of the form
where θ is a real number and α 0 = 0. If x is a fixed number, then asymptotic solutions to (1.3) can be obtained from existing results in the literature; see, e.g., the papers by Birkhoff [1] and Birkhoff and Trjitzinsky [2] . These papers, however, have been considered far too complicated and even impenetrable. For a more accessible account of the asymptotic behavior of the solutions to equation (1.3), we refer to the two more recent papers by Wong and Li [21, 22] . When x is a parameter and is allowed to vary, then not much work has been done in this area until just recently. In [20] , we have studied a case in which the exponent θ in (1.4) is not zero. This case corresponds to the turning-point problem for secondorder linear differential equations, and the asymptotic expansions derived for the solutions involve the Airy functions Ai(·), Bi(·) and their derivatives; see also [19] . In this paper, we shall consider the case θ = 0 in (1.3). The approximants of the asymptotic solutions turn out to be Bessel functions or modified Bessel functions.
As an illustration, we shall present an infinite asymptotic expansion for the monic polynomials which are orthogonal with respect to the modified Jacobi weight given in (1.1). Our expansion will hold uniformly for
we will make use of a result of Kuijlaars et al. [12] on the coefficients of a relevant recurrence relation, our result for the modified Jacobi polynomials is stronger than those given in their papers [12, 13] . The presentation of this paper is arranged as follows. In Section 2, we show how the Bessel functions arise in the asymptotic solutions. In Section 3, we give a preliminary lemma which is crucial to the derivation of the asymptotic expansions. The construction of the formal solutions is presented in Section 4. In Section 5, we establish the asymptotic nature of the expansions. The final section is devoted to a study of the orthogonal polynomials with the modified Jacobi weight.
Motivation leading to the expansion
Returning to (1.3), we try a solution of the form P n (x) = λ n and replace the coefficients A n and B n by their respective asymptotic expansions given in (1.4) with θ = 0. Upon letting n → ∞, this yields the characteristic equation
The roots of this equation are
and they coincide when x = x ± , where
The points x + and x − are called transition points in [20] . Throughout this paper, we shall assume that (2.4)
This assumption naturally implies the condition (2.5)
which was used in our previous paper on turning point theory; see equation (2.7) in [20] . It is interesting to note that in a paper on WKB methods for difference equations, Dingle and Morgan [8, 9] also assumed this condition. In fact, they assumed the stronger condition that all coefficients α s and β s in (1.4) with odd indices vanish. (We believe that under assumption (1.4), condition (2.4) for the three-term recurrence relation (1.3) is probably satisfied by all orthogonal polynomials in the Szegö class. This possibility is currently under investigation.) Note that since P n (x) ≡ (−1) n P n (x) satisfies the recurrence relation 
By expanding X s ξ + ξ N into a Taylor series and using the binomial expansion, we obtain (2.8)
Similarly,
Since ξ = N ζ 1/2 (x), we also have (2.10)
where D j denotes the j-th derivative of ζ −1 . From (2.6) and (2.10), it follows that
Upon substituting (2.7), (2.8), (2.9) and (2.12) into (1.3), we find that X 0 (ξ) satisfies the Bessel equation
Thus, it follows that X 0 (ξ) can be expressed in terms of either the Bessel functions J ν (ξ) and Y ν (ξ) or the modified Bessel functions I ν (ξ) and K ν (ξ). That is, there are constants C 1 and C 2 such that
and
Under the assumption in (2.4), it is easily verified that α 2 = α 2 and β 2 = β 2 . In view of the well-known identities
we may, without loss of generality, take the square root with the + sign in (2.14). Moreover, each of the subsequent coefficient functions
satisfies an inhomogeneous Bessel equation. This suggests that instead of (2.7), we might as well try the formal series solution
motivated from the differential equation theory. In (2.15), Z ν (ξ) can be any solution of the modified Bessel equation
The main result of this paper is given in the following theorem. (2.18) where N = n + τ 0 and ν is given in (2.14). The error terms satisfy To see how the function ζ(x) and the constant τ 0 in the above theorem are chosen, we refer to Section 4; see, in particular, (4.8) and (4.20).
Theorem. Assume that the coefficients
ζ 1/2 = cosh −1 (α 0 x + β 0 )/2 and τ 0 = −(α 3 x + + β 3 )/2(α 2 x + + β 2 ).
Then, for each nonnegative integer p, equation (1.3) has a pair of linearly independent solutions
P n (x) = 4ζ (α 0 x + β 0 ) 2 − 4 1 4 N 1 2 I ν (N ζ 1 2 ) p s=0 A s (ζ) N s + N 1 2 ζ 1 2 I ν−1 (N ζ 1 2 ) p s=0 B s (ζ) N s + ε p (N, x) (2.17) and Q n (x) = 4ζ (α 0 x + β 0 ) 2 − 4 1 4 N 1 2 K ν (N ζ 1 2 ) p s=0 A s (ζ) N s − N 1 2 ζ 1 2 K ν−1 (N ζ 1 2 ) p s=0 B s (ζ) N s + δ p (N, x) ,(2.19) |ε p (N, x)| ≤ M p N p+ 1 2 |I ν (N ζ 1 2 )| + |I ν−1 (N ζ 1 2 )| 634 Z. WANG AND R. WONG and (2.20) |δ p (N, x)| ≤ M p N p+ 1 2 |K ν (N ζ 1 2 )| + |K ν−1 (N ζ 1 2 )| for x − + δ ≤ x < ∞,
A preliminary lemma
When we replace n by n + 1, the two functions
]. An important connection between the second two functions and the first two is given in the following lemma, which plays a crucial role in the derivation of the formal series solution (2.15).
Lemma 1. Let Z ν (x) be any solution of the modified Bessel equation (2.16), which satisfies
We have
where
the expansions being uniformly valid with respect to bounded θ and all real ζ.
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The last equation can also be obtained directly from (2.16) by eliminating the term involving the first derivative. From Taylor's expansion,
In view of (3.6) and (3.7), this series can be rearranged as
Differentiating (3.8) with respect to θ yields
The solutions to these two differential equations have formal asymptotic solutions
where the coefficients can be determined recursively by the equations
and (3.15)
for s ≥ 2. These equations can be solved explicitly, and we have
Using the inequalities cosh x sinh y ≤ y cosh(x + y) and sinh x sinh y ≤ y sinh(x + y), it can be proved by induction that for ζ < 0
and that for ζ > 0
Thus, the formal series in (3.11) are uniformly convergent for any bounded θ and sufficiently large N , and (3.2) follows. Let L s (θ, ζ) and K s (θ, ζ) be given as in (3.5) . By the same argument, we have
and for ζ > 0
This demonstrates the uniform convergence of the formal series in (3.5) for sufficiently large N and completes the proof of the lemma. From the recursive formula (3.16)-(3.18), it can be readily shown that
Choosing θ = ±1 in (3.2), we have (3.26)
Similarly, it follows from (3.3) that (3.29)
By (3.16) and (3.21), we also have
Later in our discussion, we also need the values G 0, 1
To this end, we note that using (3.26) with Z ν = I ν and Z ν = e iνπ K ν , we have, respectively,
From the asymptotic relations
In a similar manner, we obtain
. (3.37)
Formal asymptotic solutions
Let ζ(x) be an increasing function with ζ(x + ) = 0. We try a formal series solution to (1.3) in the form
cf. (2.15). For convenience, we put
cf. (1.3) and (2.6). By Lemma 1, we have 
By letting N → ∞, the last two equations give
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Coupling (3.16) and (4.7) yields
Equating coefficients of like powers of 1/N in (4.5) and (4.6), we get
and 2s≤p B p−2s
(4.10)
From (4.9) and (4.10), it follows that
where we have made use of the fact that
and B p (ζ) can be determined successively from the above two equations for any given A 0 (ζ) and B 0 (ζ) . (4.8) , and suppose |A 0 (ζ)| and (1 + |ζ| 1/2 )|B 0 (ζ)| are bounded for x ≥ x − + δ. Furthermore, let A s (ζ) and B s (ζ) be successively defined as in (4.11) and (4.12). Then there exists a positive constant N s independent of x such that
Lemma 2. Let ζ(x) be as in
Proof. Using (3.32) and (3.33), it can be shown that (4.14)
where C is a positive constant. From (3.19) , (3.20) , (3.23) and (3.24), it also follows that there exists a constant C s , independent of x, such that
Thus, if the functions A p (ζ) and B p (ζ) given successively in (4.11) and (4.12) are well-defined (i.e., B p (ζ) is bounded at ζ = 0), then the estimates in (4.13) can be readily verified by induction. To show that B p (0) is bounded, we divide our discussion into three cases: (i) 2ν = 0, 1, 2, . . . , (ii) 2ν = 1, 2, 3, . . . , and (iii) 2ν = 0. In case (i), we first consider the second-order linear difference equation
where Ψ(x + , 1/N ) is given in (4.3). The results in [21] infer that (4.16) has two linearly independent asymptotic solutions of the form
on account of (2.14). We shall show that for all p ≥ 0,
To this end, note that
Since 2ν = 0, 1, 2, . . . in this case, we can choose τ 0 to be (4.20)
, so that B 0 (0) = 0. Note that ν = 1/2 in the present case and that the last equality follows from (2.14).
Returning to (4.5) and (4.6), we set ζ = 0. This yields (4.21) 
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To see that (4.21) can be written in the form of (4.16), we put (4.23)
From (4.21) and (3.34), it is clear that x N satisfies
and we have
on account of (4.17) . This gives the first equation in (4.19) . Analogously, we put
Then, by using (3.35) and (3.36), it can be shown thatx N satisfies (4.16) and
follows and we obtain the second equation in (4.19) . In case (ii), i.e., 2ν = 1, 2, . . . , the two linearly independent asymptotic solutions of (4.16) are (4.26) y
(1)
where C is a constant; see Wong and Li [21] . In a similar manner, we have
on account of (4.26). Coupling these together gives can be expressed in terms of hyperbolic cosine and hyperbolic sine. So ν = 1/2 is a simple case, and we can choose τ 0 to be any real number. In case (iii), ν = 0 and the results in [21] infer that (4.16) has two linearly independent asymptotic solutions of the form (4.29) y
(1) In the case of ν = 0, we can also choose τ 0 as in (4.20) so that B 0 (0) = 0. The proof of the lemma is now complete.
Proof of the theorem
Since x is a fixed number in the recurrence relation (1.3), we may take
in (4.1). In view of (3.33) and (4.8), we obtain two formal solutions
Here, I ν and K ν are the modified Bessel functions.
For convenience, we introduce the notations
(5.5)
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By Lemma 1, we have
where the nonhomogeneous term is given by
Recall that the series
2) are formal solutions of (4.5) and (4.6). Since A p ζ, 
s (ζ) = 0 for s ≥ p + 1, terms with powers of 1/N less than or equal to p + 1 in the expansions of F 1,n (x) and F 2,n (x) all vanish. (Note: The recurrence relations (4.11) and (4.12) were obtained when we equated coefficients of 1/N p in (4.5) and (4.6) to zero.) Hence, using Lemma 2, it can be proved that there is a constant C p such that We now establish the existence of two solutions P n (x) and Q n (x) of (1.3) satisfying 
