City University of New York (CUNY)

CUNY Academic Works
Dissertations, Theses, and Capstone Projects

CUNY Graduate Center

9-2017

The Effects of Pre-Trial Event Stimulus Properties on Timing in the
Peak Interval Procedure
Daniel A. Garces
The Graduate Center, City University of New York

How does access to this work benefit you? Let us know!
More information about this work at: https://academicworks.cuny.edu/gc_etds/2282
Discover additional works at: https://academicworks.cuny.edu
This work is made publicly available by the City University of New York (CUNY).
Contact: AcademicWorks@cuny.edu

THE EFFECTS OF PRE-TRIAL EVENT STIMULUS PROPERTIES ON TIMING IN THE
PEAK INTERVAL PROCEDURE

by

Daniel A. Garces

A dissertation submitted to the Graduate Faculty in Psychology in partial fulfillment of the
requirements for the degree of Doctor of Philosophy, The City University of New York
2017

© 2017
DANIEL A. GARCES
All Rights Reserved

ii

The Effects of Pre-Trial Event Stimulus Properties on Timing in the Peak Interval Procedure
by
Daniel A. Garces

This manuscript has been read and accepted for the Graduate Faculty in Psychology in
satisfaction of the dissertation requirement for the degree of Doctor of Philosophy.

______________________

__________________________________________

Date

Bruce L. Brown
Chair of Examining Committee

______________________

__________________________________________

Date

Richard J. Bodnar
Executive Officer

Supervisory Committee:
Bruce L. Brown
Nancy S. Hemmes
Robert Ranaldi
SangWeon Aum
Valérie Doyère

THE CITY UNIVERSITY OF NEW YORK

iii

ABSTRACT

The Effects of Pre-Trial Event Stimulus Properties on Timing in the Peak Interval Procedure
by
Daniel A. Garces

Advisor: Bruce L. Brown
In the peak interval procedure, intruded conditioned stimuli produce shifts in peak/middle time
towards later values, regardless of whether these stimuli are presented prior to or during the
timing signal. Although the effects of during-trial stimulus properties—temporal location,
duration, and salience—have been previously reported, no research exists on how before-trial
stimulus properties influence the extent of shifts in middle time. In the present study, we
manipulated within subjects both the temporal location and type (i.e., cue alone, responseindependent reinforcer alone, or cue and response-contingent reinforcer together) of the pre-trial
event. An individual-trial analysis suggested that the type of stimulus event governs the extent of
the shifts in middle time, with larger shifts observed on trials preceded by a reinforcer, either
alone or in conjunction with a conditioned cue, than on trials that were preceded by the
conditioned cue alone. These results indicate that reinforcers can disrupt timing by means other
than a reset of working memory—an account that is common in prior investigations of
reinforcers in timing tasks. In addition, we found a time-dependent effect of the event, with
larger shifts in middle time engendered by events more contiguous to the timing signal,
suggesting that the postcue effect dissipates following the offset of the event.
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The Effects of Pre-Trial Event Stimulus Properties on Timing in the Peak Interval Procedure
Stimulus control by time on the seconds-to-minutes scale, known as interval timing, has
been studied using several behavioral tasks, including temporal production, generalization, and
reproduction tasks (Gibbon, Church, & Meck, 1984). Under the peak interval procedure, a
commonly used reproduction task (S. Roberts, 1981), reinforced fixed-interval (FI) trials are
intermixed with non-reinforced peak interval (PI) probe trials. Fixed-interval trials are marked by
the presence of a timing signal—typically a light or tone—and after the criterion duration
elapses, the first operant response produces a reinforcer (e.g., food pellet). On probe trials, a
reinforcer is not primed for delivery during the trial and the timing signal is typically presented
for three times the criterion duration or longer. Timing on PI trials can be quantified at the
molecular level through analysis of abrupt changes in response rates on individual trials (Church,
Meck, & Gibbon, 1994; Swearingen & Buhusi, 2010) or at the molar level through an analysis of
average response rate across trials as a function of elapsed time into the timing signal (Balci et
al., 2009; S. Roberts, 1981).
The average response rate functions from the molar analysis typically approximates a
Gaussian distribution (S. Roberts, 1981). The time bin and rate of the local maximum of this
function are taken as the peak time and peak rate, respectively. As peak time on standard PI trials
approximates the FI-criterion duration, it is taken as measure of the organism’s remembered time
of reinforcement. An analogous measure—middle time—can be obtained by quantifying changes
in behavior at the individual-trial level. Response rates on PI trials conform well to a three-state
model (Church et al., 1994), in which a low rate of responding is observed after the onset of the
timing signal, which abruptly transitions to a high rate of responding as the criterion duration
approaches; response rates abruptly transition to a low rate of responding sometime after the
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criterion duration elapses. The time bin of the midpoint of high-rate state is taken as the middle
time.
In line with scalar expectancy theory (SET), interval timing under peak interval trials has
commonly been modeled by an internal clock comprised of three stages: clock, memory, and
decision processes (Church, 1984; Gibbon et al., 1984). As part of the clock stage, a pacemaker
emits pulses that accumulate in working memory while the switch is closed. Temporal durations
(time to reinforcement) from prior conditioning trials are stored in reference memory; on a given
timing trial, a single value is sampled from reference memory. A ratio comparison is made
between the current value in working memory and the remembered time of reinforcement
sampled from reference memory. Response initiation occurs when this ratio falls below a
threshold of discrepancy between accumulated and remembered time of reinforcement, and
response termination occurs as the discrepancy increases and crosses a threshold.
Shifts Engendered by Intruded Events
Rightwards shifts in response rate functions are observed when events are intruded before
or during the timing signal within the peak interval procedure. Intruded events include gaps, in
which the timing signal is briefly terminated (Aum, Brown, & Hemmes, 2004; Cabeza de Vaca,
Brown, & Hemmes, 1994; S. Roberts, 1981; W. A. Roberts, Cheng, & Cohen, 1989) and
stimulus presentations during the presentation or before onset of the timing signal (Aum et al.,
2004; Aum, Brown, & Hemmes, 2007; Buhusi & Matthews, 2014; Buhusi & Meck, 2006a;
2006b; S. Roberts, 1981). With these shifts in response rate functions, peak/middle times are
shifted rightwards, toward later values. The difference in peak time on PI trials that contain these
events and those that do not provides a quantifiable measure of the extent of the disruption in
timing engendered by the intruded event. The extent to which peak time is shifted rightwards
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depends on several stimulus properties of the intruded event, including its duration (Buhusi &
Meck, 2000; 2009b; Cabeza de Vaca et al., 1994), salience (Buhusi, 2012; Buhusi & Matthews,
2014; Buhusi, Sasaki, & Meck, 2002), conditioning history (Aum et al., 2004; 2007; Brown,
Richer, & Doyère, 2007), and temporal location (Aum et al., 2004; 2007; Cabeza de Vaca et al.,
1994).
In one of the earliest investigations of the effects of gaps during PI trials with rats as
subjects, S. Roberts (1981) presented a gap either 10 s or 15 s after the onset of the timing signal.
The gap duration was either 5 or 10 s for the early gaps, while the duration was 5 s for the later
gaps; each combination of gap location and duration was tested in different phases. Peak times,
but not peak rates or widths of the response rate functions, were altered on gap trials relative to
PI trials without gaps. Peak times were shifted toward later values on gap trials relative to PI
trials. The presence of a change in peak time in the absence of a change in the width of the
function is referred to as an additive shift. The shift in peak time depended on the duration of the
gap, such that longer gaps produced greater rightward shifts in the peak time; the shift in peak
time was slightly greater than the duration of the gap. In contrast to an effect of gap duration, S.
Roberts found no evidence that the location of the 5-s gap significantly influenced the shift in
peak time, though there was a non-significant trend for the earlier gap to produce smaller shifts
than the later gap. Likewise, repeated exposure to gap trials over several sessions did not
influence the extent of the shift in peak time. To account for the finding that the shift in peak
time engendered by a gap was similar to the duration of the gap, S. Roberts (1981) suggested that
gaps cause the clock to temporarily stop while the pre-gap stimulus duration is retained in
memory. Under the stop-retain rule, the gap induces an opening of the switch connecting the
pacemaker to accumulator, thus preventing the accrual of time in working memory. During the
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gap, pre-gap accumulated time in working memory is retained; after the timing signal is represented, the switch is presumed to close, thus allowing for working memory to be updated.
The reset rule serves as an alternative account of gap effects to the stop-retain rule. Under
the reset rule, presentation of a gap produces a complete loss of accumulated subjective time.
Evidence against reset was posed by S. Roberts (1981), reasoning that if a gap produced an
immediate resetting of the clock, manipulating the location of the gap while holding the duration
of the gap constant should influence the extent of the shift in peak time. Although S. Roberts
failed to find an effect of gap location to support the reset account, subsequent research indicated
that in certain instances, gaps could induce shifts in peak time that were indicative of clock reset
(W. A. Roberts et al., 1989). In a study by W.A. Roberts et al., pigeons were exposed to 1, 3,
and 9-s gaps that occurred 9 s after the onset of an auditory or visual timing signal; these stimuli
were differentially associated with one of two FI-criterion durations (15 or 30 s). For timing
signals of both stimulus modalities, the extent of the shift in peak time was greater than the
duration of the gap for all gap durations, and not significantly different from the sum of the pregap and gap duration. These results conform to predictions of clock reset, suggesting that
memory of accumulated time prior to the gap is lost from working memory. Gap-induced
resetting in pigeons differed from the typical findings consistent with the stop-retain rule when
rats were exposed to gaps (Meck, Church, & Olton, 1984; S. Roberts, 1981). The discrepancies
in the extent of the shift in peak time were understood by W. A. Roberts et al. (1989) in terms of
species-specific differences in timing, whereby pigeons are more likely to adopt the reset rule,
while rats are more likely to adopt the stop-retain rule when exposed to gaps. In further support
of potential species-specific differences, gaps induced shifts similar to reset when black-capped
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chickadees and starlings were tested under the gap procedure (Brodbeck, Hampton, & Cheng,
1998).
The notion of species-specific timing strategies was challenged by data in which pigeons
were exposed to manipulations of gap duration and location (Cabeza de Vaca et al., 1994). In
one experiment, the location and duration of gaps were manipulated such that pigeons were
exposed to early (a 6-s gap presented 6 s after trial onset), late (a 6-s gap presented 15 s after trial
onset) and long gaps (a 15-s gap presented 6 s after trial onset). If the duration of the gap was the
sole determinant of the extent of the shift, as S. Roberts (1981) proposed by the stop-retain rule,
then the early and late gaps should have produced shifts of similar magnitude as the gap duration
was held constant, while the location varied. Instead, Cabeza de Vaca et al. (1994) reported
larger shifts for late gaps than early gaps, and that longer gaps produced greater shifts than
shorter gaps. These data provide evidence against universal adoption of the stop-retain rule.
As an alternative to the stop-retain and reset rules, Cabeza de Vaca et al. (1994) proposed
a continuous decay model to account for intermediate shifts in peak time. Under this model,
working memory for time decays during the intruded gap. To test the decay hypothesis, gap
duration and location were parametrically manipulated in a second experiment by Cabeza de
Vaca et al. In three different phases, gap location was manipulated while gap duration remained
constant, or gap duration was manipulated while either the start or end time of the gap was held
constant. The shift in peak time varied in a positive linear manner with the gap location as
duration was held constant (6 s), while shifts varied nonlinearly with duration as onset or offset
was held constant, such that larger gaps produced greater shifts in peak time. Shifts in peak time
as a function of gap location and duration best fit an exponential function, suggesting a nonlinear
decay of working memory for time. These findings suggest that peak time shifts are subject to
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stimulus parameters of the gap in the PI procedure. In such a manner, differences in stimulus
properties of gaps used in prior research may have governed the magnitude of the shift in peak
time, rather than species-specific decision rules. Subsequent research supported this view,
showing that by modifying the temporal or physical properties (e.g., intensity) of gaps, shifts
ranging from stop to reset can be observed in rats (Buhusi et al., 2002; Buhusi & Meck, 2000)
and pigeons (Buhusi et al., 2002).
The relative time-sharing hypothesis (Buhusi, 2012; Buhusi et al., 2002; Buhusi & Meck,
2000; 2006a; 2006b; 2009a; 2009b) serves as an extension of the continuous decay model. Under
the time-sharing hypothesis—like the continuous decay model—working memory for time is
proposed to decay during the presentation of a gap or distractor stimulus. The time-sharing
hypothesis posits that the rate of decay of working memory depends on attentional and workingmemory resource competition. More attentional/memory resources are allocated away from
timing when stimuli of greater salience are inserted into a timing trial (Buhusi, 2012; Buhusi et
al., 2002; Buhusi & Meck, 2006a; 2006b), leading to larger decay rate of working memory for
time. In such a manner, the time-sharing hypothesis accounts for non-temporal stimulus
properties that influence gap-induced shifts in peak time.
Recent research that has used a different type of intruded cue—conditioned stimuli—
provides data that challenges the adequacy of the continuous decay hypothesis in explaining all
distracter effects. In Aum et al. (2004; 2007), pigeons were initially trained to respond to an
illuminated side key, with keypecks reinforced on an FI 30-s schedule of reinforcement, and
were subsequently trained to peck an illuminated center key of a different color, with keypecks
reinforced on a random interval (RI) 24-s schedule. In the testing phase, FI trials were intermixed
with baseline PI trials and PI trials in which the RI cue was intruded for 6 s in the presence of the
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timing signal. On intruded-cue trials, peak times were unaffected by the presence of intruded
events on the initial test session; however, with repeated testing, the magnitude of the shift in
peak time across test sessions increased, eventually exceeding the sum of the trial duration prior
to the event and the duration of the event. This sum represents the maximal shift predicted by
intracue effects alone—changes to the clock in the presence of the cue—such as reset or
complete decay of working memory for time. Aum et al. (2004; 2007) proposed that conditioned
cues may exert postcue (i.e., residual) effects on clock processes that interfere with timing
beyond the termination of the intruded event. As the sole effect of the intruded cues was to shift
peak and middle times toward later values, without altering spread times or variability of
individual-trial measures of temporal control, Aum et al. (2004) proposed that the postcue effect
was additive in nature, such as might be produced by off-task behavior inducing a delay to
resume timing.
To directly isolate the effects of postcue processes on timing, separate from potential
intracue processes, conditioned fear cues have been presented prior to PI trials (Brown et al.,
2007). Following Pavlovian fear conditioning, in which a visual cue was paired with footshock,
the fear conditioned stimulus (CS) was presented prior to or during some PI trials in test
sessions. When the fear CS was intruded within the auditory timing signal, peak times were
shifted toward later values, relative to baseline PI trials, to an extent that exceeded the reset
prediction. Subsequent research has replicated this over-reset effect with a fear CS (Matthews,
He, Buhusi, & Buhusi, 2012). On trials in which the cue was intruded in the intertrial interval
(ITI) prior to the presentation of the timing signal, peak times were significantly later than on
baseline PI trials (Brown et al., 2007), thereby providing direct evidence of postcue effects.
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Intracue effects such as memory decay cannot account for a shift engendered by a pre-trial cue,
as no subjective time would have accumulated during the intruded event.
The postcue effects of a pre-trial event on timing may be either additive or multiplicative
in nature. As an alternative to additive changes in timing, similar to those reported by Aum et al
(2004), multiplicative changes would be supported by changes in spread times or variability in
temporal estimates occasioned by intruded cues along with changes in peak/middle time. With
respect to clock processes, multiplicative changes may reflect changes in clock rate or changes to
the remembered time of reinforcement. As a test of whether additive or multiplicative changes
in timing were induced by intruded cues, Brown et al. examined the degree of superimposition of
normalized response rate functions on intruded cue trials and baseline PI trials. Response rate
functions showed better superimposition when time was rescaled on a relative basis than an
absolute basis—a finding that supported a multiplicative change in timing. Brown et al. proposed
that conditioned fear cues served to induce a decrease in clock rate when intruded into the ITI of
a preceding timing trial or during a timing trial.
Postcue effects of appetitive conditioned stimuli have been assessed in unpublished
research in our lab (Garces, Brown, & Hemmes, 2015). Rats were initially trained to respond in
the presence of an auditory cue on an FI 30-s schedule of reinforcement, then were trained under
a discrete-trials procedure to respond on a different lever in the presence of illuminated panel
lights on an RI schedule. During a test phase, the RI cue was intruded for 6 s either in the ITI or
during the timing signal. For both groups, the intruded cue produced rightward shifts in middle
times on the first block of testing, with the magnitude of the shift increasing over blocks of
testing. In contrast to data from Brown et al. (2007) that suggested the postcue effect was
multiplicative in nature, intruded appetitive cues decreased spread times relative to baseline PI
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trials. While an increase in clock rate—a multiplicative process—would decrease spread time, it
should also decrease middle times and decrease variability of start, stop, and middle times. Given
that middle times were lengthened on intruded cue trials and variability of middle times
increased relative to baseline PI trials, a clock rate interpretation was not consistent with the data.
Likewise, a strictly additive process, as Aum et al. (2004) found evidence in support of, could
not account for these data as spread times would not be expected to be altered by intruded cues.
An additional novel finding was that for both groups, shifts in middle times were consistently
greater across blocks of testing when a reinforcer was programmed for responding in the
presence of the intruded cue than when responding during that cue was non-reinforced. Aum et
al. (2007) previously reported that shifts in temporal control were not dependent on reinforcer
delivery. The presence of greater shifts when responding to an intruded event was reinforced
suggests that reinforcers may exert postcue effects that alter temporal control.
Shifts Engendered by Manipulations of the Reinforcer
Reinforcer delivery (Cheng, Meck, & Williams, 2006; Matell & Meck, 1999) and
omission (S. Roberts, 1981) have been reported to produce shifts in peak time towards later and
earlier values, respectively. These findings have been interpreted as representing changes at the
memory stage in the clock model, such that working memory for time is reset due to reinforcer
delivery, or remains intact after a reinforcer is omitted. In testing the omission effect, S. Roberts
(1981, Exp. 4) manipulated whether the reinforcer on an FI trial was delivered or omitted, then
measured peak time on the immediately following PI trial. When the reinforcer was omitted on
the preceding FI trial, a leftward shift in the peak time was observed on the subsequent PI trial,
relative to baseline PI trial; that is, a trial preceded by a reinforced FI trial. To account for these
findings, Roberts (1981) proposed that reinforcer delivery may serve to at least partially to reset
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the clock; omission of the reinforcer may prevent complete reset (i.e., some subjective time
remains in working memory). S. Roberts also reported that on baseline PI trials, peak times were
later than the programmed FI criterion value; this was attributed to the short (5 s) ITI used in this
phase, as peak times were closer to the FI criterion with longer ITIs (60 s).
Whereas reinforcer omission produces leftward shifts in peak time—supportive of
incomplete clock reset—within-trial reinforcer delivery in the tri-peak procedure produces
rightward shifts in peak time (Cheng et al., 2006; Matell & Meck, 1999). In the tri-peak
procedure, a concurrent FI 10 s FI 30 s FI 90 s schedule was instated, with each schedule
component associated with one of three levers. Trials were marked by the onset of a tone (the
timing signal), and reinforcement was available on the short duration and medium duration
levers independently for 50% of trials; the long duration lever was always primed for
reinforcement. On trials in which a reinforcer for responding to one component duration was not
primed, peak times approximated the respective FI criterion duration (i.e., a peak time of 10 s for
the short schedule component and 30 s for the medium schedule component). Peak times for
responding upon the medium duration lever were shifted rightwards approximately equal to the
length of the short schedule component (10 s) when reinforcement was provided contingent upon
responding to the short-component lever. This shift was attributed to a reinforcer-induced
resetting of the clock.
An alternative account to reinforcer-induced reset of working memory is that reinforcers
serve to disrupt stimulus control of behavior, in a manner non-specific to timing. Changes in
performance with pre-trial reinforcers on temporal discrimination tasks provide additional
evidence incompatible with clock reset and compatible with a stimulus control account (Wilkie,
Symons, & Tees, 1988). After rats were trained to discriminate visual stimuli that were of short
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(2 s) or long (8 s) durations, response-independent reinforcers were delivered during the ITI
according to a random time (RT) schedule. Discrimination accuracy in responding to both
durations decreased on trials preceded by a pre-trial reinforcer relative to trials without the
reinforcer; on trials preceded by a reinforcer, subjects were more likely to classify the short
duration stimulus as “long” and to classify the long duration stimulus as “short.” Reinforcementinduced resetting cannot explain this change in accuracy. As the event occurred prior to the onset
of the to-be-timed duration, intracue effects, such as clock reset, could not operate to empty the
contents of working memory. Furthermore, the increased likelihood of judging the short duration
stimulus as “long” on trials preceded by a pre-trial reinforcer demonstrates a change in timing
behavior in the opposite direction than the change predicted by clock reset (i.e., a subjectiveshortening effect). Thus, memory decay theories cannot account for the data reported by Wilkie
et al. (1988). Although an increased latency of switch closure or attention-sharing model can
explain the finding that long stimuli were more likely to be erroneously judged as short, they
cannot explain how short stimuli were more likely to be judged as long. Similar findings were
reported by Ward and Odum (2007), in which pigeons were trained to classify stimuli that
ranged from 2 to 4.5 s as short and stimuli from 5.5 to 8 s as long in a matching-to-sample
temporal bisection task. Unlike a typical bisection task, responding to stimuli of intermediate
durations between the two extremes was reinforced (see also Stubbs, 1976). To analyze the
effects of response-independent reinforcers that preceded some test trials, the proportion of long
responses was plotted as a function of the duration of the timing signal. When responseindependent food was presented on an RT 20-s schedule during the ITI, the vertical range of the
psychometric function decreased relative to trials without a pre-trial event, indicating a
decrement in stimulus control by time (Ward & Odum, 2007). Pre-trial reinforcers failed to alter
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the PSE —the stimulus duration that is classified as short and long equally as often—or slope of
the psychometric function, when both were corrected for changes in the asymptotes. Failure to
find a change in the PSE and presence of changes to both asymptotes of the function suggests
that intruded reinforcers may alter temporal control by means other than a subjective shortening
effect.
In a more extensive test of the effects of intruded reinforcers, response-independent
reinforcers have been presented before timing and color discrimination trials in a multiple
schedule of reinforcement following extensive training on those components (Ward & Odum,
2006). Schedule components consisted of a temporal bisection task, a color matching-to-sample
task, and an FI schedule, with a 30-s intercomponent interval separating the aforementioned
components. Under the temporal bisection component, pigeons were trained to classify sample
stimuli that were less than 5 s as short and stimuli that were greater than 5 s as long. The color
discrimination task used an identity matching-to-sample procedure, in which the sample key was
illuminated by one of two colors for 2 s, then was terminated concurrently with the presentation
of two sample keys. On FI components, responses were reinforced on an FI 2-min schedule.
Ward and Odum (2006) reported a decrease in average response rate under FI components
following inter-component reinforcer presentations, but there was no change in the index of
curvature—a measure of how responses are temporally distributed prior to the FI-criterion
duration. Under the bisection component, the upper and lower asymptotes of the psychometric
function for time were decreased and increased, respectively, relative to baseline performance.
Pre-trial reinforcers also disrupted performance under the bisection and color discrimination
components, as reflected by an overall decrease in accuracy in responding to the comparison
stimulus. Decrements in accuracy under the color discrimination task suggest the effects of pre-

12

trial reinforcers are not exclusive to timing—a result previously reported in color delayedmatching-to-sample (Spetch, 1985) and color matching-to-sample tasks (Blough, 1998). Taken
together, these data suggest that pre-trial reinforcement disrupts stimulus control of behavior in a
manner non-specific to timing.
In summary, no unified theoretical account can accommodate all research on intruded
reinforcers within or before a timing task and the effects of intruded reinforcers appear to differ
across tasks. With respect to accounts of reinforcer effects on timing, a clock resetting account is
incompatible with the effects of pre-trial reinforcers (Garces et al., 2015; Ward & Odum, 2006;
2007; Wilkie et al., 1988). As subjective time for the timing signal cannot logically accrue prior
to its presentation when a pre-trial reinforcer is presented, no subjective time for the timing
signal can be reset or decay. Similarly, the stimulus control account fails to explain some effects
of intruded reinforcers across various tasks. Decrements in stimulus control of behavior are at
odds with data from a time-place learning task (Thorpe, Petrovic, & Wilkie, 2002). Thorpe et al.
(2002) showed that following within-trial delivery of a novel, non-contingent reinforcer, rats
resumed responding on the lever that was primed for food delivery prior to the interruption.
Further evidence against a decrement in stimulus control comes from the failure to find increases
in widths or spread times following reinforcement within (Cheng et al., 2006; Matell & Meck,
1999) and before a PI trial (Garces et al., 2015). In addition, disruptions in stimulus control of
behavior would not produce shifts in peak time such as those engendered by within or pre-trial
reinforcer delivery (Garces et al., 2015; Matell & Meck, 1999).
Failure of a single theoretical account to accurately model the effect of intruded
reinforcers across studies may be due to methodological differences. Whereas clock reset is
generally an adequate model of during-trial reinforcement for PI tasks (Cheng et al., 2006;
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Matell & Meck, 1999; c.f., Garces et al., 2015), decrements in stimulus control have been
invoked to explain reinforcement-induced changes within temporal and non-temporal stimulus
discrimination tasks (Garces et al., 2015; Ward & Odum, 2006; 2007; Wilkie et al., 1988). In
summary, while a reset account can explain some effects of reinforcers within the PI procedure,
and a disruption in stimulus control can explain other effects, neither provides a generalized
account of the disruptive effects of intruded reinforcers on interval timing. One possibility, albeit
unparsimonious, is that intruded reinforcers alter different behavioral processes across timing
tasks.
Postcue Effects and the Present Research
Although memory decay of subjective time is a plausible explanation for shifts in
peak/middle time equal to the sum of the pre-event and event duration of intruded cues, memory
decay cannot account for shifts that exceed this sum—representing over-reset. These shifts that
exceed the reset prediction have been reported when conditioned fear stimuli (Brown et al.,
2007) or discriminative stimuli (SDs) that signal response-contingent food reinforcers (Aum et
al., 2004; 2007) are presented during timing trials. Of direct importance to the present study,
memory decay is not a plausible explanation for shifts resulting from pre-trial events (Brown et
al., 2007). Before-trial manipulations should not influence subsequent timing behavior if
memory decay were solely responsible for shifts in peak time engendered by during-trial events.
In light of recent findings (Brown et al., 2007) that before-trial fear stimuli produce shifts in peak
time, post-cue effects—rather than intracue effects, such as memory decay—have been posited
to explain such findings. These post-cue effects may include delays to initiate timing, changes in
pacemaker rate, diversion of attentional resources, or off-task/competitive behavior following
intruded events, including reinforcer delivery. Unlike memory decay, these accounts do not
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necessitate the prior accumulation of subjective time in memory, and are compatible with
observed effects of before-trial events, as well as shifts in temporal functions that exceed reset.
The general purpose of the present study was to examine how before-trial events
influence timing behavior on the subsequent timing trial. Stimuli were presented at one of three
temporal locations (e.g., Early, Middle, Late) in the intertrial interval prior to trial onset. The
type of event varied across trials, with trials being preceded by an SD, a response-independent
reinforcer, or an SD during which a response-contingent reinforcer could be earned. Performance
on these trials was compared to trials that were not preceded by these stimulus events, to assess
cue-induced changes in timing.
The first specific aim was to assess shifts in middle time on PI trials that follow one of
the three aforementioned types of intruded stimulus events. Unpublished research from our lab
suggests that the presentation of a reinforcer for responding to a before-trial intruded cue
produces greater shifts in middle time than when the cue is presented alone (Garces et al., 2015).
Given that this was a novel finding and departed from data reported by Aum et al. (2007), we
sought to replicate this effect. Assuming that this effect was reliable, presentation of the
reinforcer itself may exert post-cue effects that interfere with timing. It was hypothesized that
the presentation of a response-independent pre-trial reinforcer would produce rightward shifts in
middle time relative to probe trials without a pre-trial event. Such a finding would allow us to
conclude that a reinforcer can induce postcue effects, which may be additive in nature, such as
delays to begin timing; or multiplicative, such as decreases in pacemaker rate. To differentiate
between additive and multiplicative changes in timing, we analyzed spread times and variability
of middle times. Greater spreads and variability of middle times along with greater middle times
on intruded event trials would support a multiplicative change in timing, whereas an increase in
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middle time with no change in spread or variability would support an additive effect. The
presence of a shift in peak/middle times engendered by the presentation of a pre-trial reinforcer
could suggest alternative accounts to clock reset for the effects of within-trial reinforcement;
shifts in temporal control induced by within-trial reinforcement may reflect a combination of
intracue (i.e., adoption of the stop rule or partial memory decay) and postcue processes (i.e.,
delays to reinitiate timing).
The second specific aim was to assess the effects of temporal location of events intruded
in the ITI prior to a timing signal on timing behavior. To date, temporal locations of intruded
events have been parametrically manipulated only for events presented during PI trials (Aum et
al., 2004; 2007; Cabeza de Vaca et al., 1994); how the location of pre-trial events influences
peak or middle time has not yet been examined. When pre-trial fear cues were presented prior to
bisection trials, sensitivity to time on the bisection trial was altered in a temporal-location
dependent manner, such that the greatest shifts in sensitivity to time were produced by events
that were the most contiguous with the onset of the sample cue (Faure et al., 2013). It may be
hypothesized that postcue sequelae triggered by an intruded event will dissipate with time. Thus,
it was expected that increasing the temporal contiguity in the present study between the intruded
event and the timing signal would produce greater the shifts in middle time. That is, larger shifts
in middle time should be observed for Late trials than for Early trials.
Method
Subjects
At 3 months old, 16 experimentally-naïve male Long Evans rats were maintained at a
target weight of 85% of their ad libitum body weight. One subject became ill and died during the
final test phase of the experiment and was excluded from the analysis. Following the termination
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of each session, subjects were provided supplementary chow pellets to maintain body weight
within ± 10 g of the target weight. To adjust for growth, the target weight was increased weekly
by 1% of the original target weight taken at 3 months old. Subjects were housed individually in
shoebox cages in a temperature-controlled room, and kept on a 12:12 hr light/dark cycle, with
lights on starting at 7:00 a.m. Daily sessions occurred during the light portion of the light/dark
cycle. All subjects were treated in accordance with protocols approved by the Institutional
Animal Care and Use Committee of Queens College, City University of New York.
Apparatus
Experimental sessions were conducted in eight operant chambers measuring
approximately 31 cm wide x 33 cm long x 30 cm high (Gerbands, Model 312) with aluminum
walls and ceilings, a Plexiglasä front door, and stainless steel floor rods. The chambers were
housed in sound attenuating boxes, measuring 45.7 cm wide x 91.4 cm long x 61 cm high. A fan,
producing background noise of approximately 70 dB, was installed in each box. A 5-kHz tone of
80 dB was used as the timing signal. A 28-V houselight providing diffuse illumination was
mounted in the center of the ceiling as a diffuse light source, illuminated throughout the session.
There were two sets of four panel lights, with two of the lights providing red illumination and
two providing white illumination. Panel lights were located above the left and right levers; the
right set of panel lights were not illuminated during the experiment. The two 5-cm wide levers
were located 5 cm above the floor bars, 11.5 cm apart from one another. Midway between the
two levers was a square opening measuring 4.5 cm wide, containing a feeder tray to collect 45mg Bio-Serv grain-based food pellets. All boxes were connected via Med-Associates input and
output cards located in an adjacent room to a computer running Med-PC IV under Microsoft
Windows XPä. Input and output event times were recorded with a 0.01-s resolution.
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Procedure
Magazine training (Day 1). The session began with five food pellets present within the
feeder. A concurrent FR 1 FT 60-s schedule delivered a food pellet every 60 s independent of
responding and contingent on each press on the right lever. The session was terminated after 1 hr
elapsed or 60 responses were emitted, whichever occurred first. In this and all subsequent
sessions, the houselight was illuminated continuously throughout the session and terminated
when the session was terminated.
Response training—right lever (Days 2-3). An FR 1 schedule of reinforcement was
programmed for lever presses on the right lever. A session was terminated after 60 depressions
of the right lever or after 2 hrs elapsed, whichever occurred first. The criterion for progression to
the subsequent phase was earning 90% (54) of the available 60 reinforcers within a session for
two sessions.
FI training (Days 4-13). Sessions were comprised of 82 FI trials, during which a 5-kHz
tone was presented as the timing signal. The first right-lever press that was emitted 20 s after the
onset of the tone was reinforced by the delivery of a food pellet and terminated the timing signal.
In the absence of responding on a trial, the timing signal was terminated if a right-lever press was
not emitted within 20 s after the reinforcer was primed. Trials were separated by an ITI marked
by the absence of the timing signal; ITI durations were randomly chosen without replacement
from a block containing values from 30-60 s, in steps of 15 s. Sessions began and ended with an
ITI.
PI training (Days 14-38). Sessions were comprised of 82 total trials, with reinforced FI
trials intermixed with non-reinforced PI probe trials. The first trial of the session was always an
FI trial. Subsequent trials were randomly selected from blocks of 27 trials, with each block
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comprised of 16 FI trials and 11 PI trials; block randomization was used to minimize the number
of consecutive PI trials. On PI trials, the timing signal was presented for 80 s and responding was
non-reinforced. The duration of intertrial intervals was chosen in the same manner as in the
previous phase.
Response training—left lever (Days 39-40). After PI training, subjects were trained to
press the left lever in the presence of illumination of the left panel lights. An FR 1 schedule was
in effect for responses on the left lever. During the session, both the houselight and left panel
lights were illuminated. Sessions terminated after 60 responses were emitted or after 2 hrs
elapsed, whichever occurred first.
RI training (Days 41-65). Sessions were comprised of 140 trials, in which an RI
schedule of reinforcement was instated for responses on the left lever in the presence, but not
absence, of illumination of the left panel lights. Reinforcement was primed with the probability p
for response-contingent delivery for the first response in each 1-s bin of the 6-s trial. Across
training, p decreased from 1.0 (RI 1 s) to .1667 (RI 6 s) on Day 46, to .0833 (RI 12 s) on Day 51,
and to .0667 (RI 15 s) on Day 56. After 6 s, the lights were turned off, any unearned reinforcers
that were primed were cleared, and an ITI duration was randomly selected from a range of 12-36
s, in steps of 12 s.
Alternating PI/RI training (Days 66-97). PI and RI training sessions were in effect as
previously described on odd and even-numbered days, respectively.
Distracter test (Days 98-117). Sessions were comprised of 82 trials, in which 49
reinforced FI 20-s trials were intermixed with 33 probe trials (i.e., PI, Cue, SR, and Cue+SR). The
distribution of trial types within each session is listed in Table 1. The first trial of each session
was always an FI trial. Subsequently, trials were randomly selected without replacement from
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27-trial blocks, comprised of 16 FI trials and 11 probe trials. On all probe trials, responding upon
the right lever was non-reinforced. When a probe trial was selected, the type of probe trial was
randomly selected from a block containing PI trials preceded by a pre-trial event and PI trials
with no pre-trial event (henceforth, baseline trials). There were three types of pre-trial events: 1)
on Cue trials, the RI cue lights were presented for 6 s; 2) on Cue+SR trials, the 6 s RI cue was
presented with a reinforcer primed for delivery contingent on a left-lever press; and 3) on SR
trials a response-independent delivery of a reinforcer was presented. For each trial type, the pretrial event was presented at different delays from trial onset. A graphic depiction of pre-trial
events prior to the PI trial is presented in Figure 1. The pre-trial event was presented at one of
three temporal locations during the preceding ITI: early (18 s prior to timing signal onset),
middle (12 s prior to timing signal onset), or late (6 s prior to timing signal onset). On Cue+SR
and SR trials, a single pellet was primed for a single, randomly selected 1-s bin of the 6-s location
corresponding to early, middle, or late events. On Cue+SR trials, the reinforcer was delivered
contingent on a left-lever response in the presence of the RI cue; if the subject failed to respond
on the left lever after the reinforcer was primed and before the RI cue was terminated, then the
reinforcer was cleared and not delivered. In contrast, on SR trials, the reinforcer was always
delivered immediately after being primed, independent of responding. Intertrial intervals were
programmed as in previous PI phases, that is, randomly chosen from a range of 30-60 s in steps
of 15 s.
Data Analysis
Data from all 20 sessions of Concurrent PI/RI testing were subject to analysis. Data
across sessions were averaged into five 4-session blocks for stability, owing to the small number
of each type of probe trial on individual sessions.
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Response rate functions. Responses on each lever for each subject on each type of probe
trial were collected in 1-s bins. The number of responses in each bin was averaged across trials to
create response rate functions for each subject on each session. To obtain molar measures of
temporal control, these functions were subsequently smoothed across bins using 13-s sliding
blocks as described in Balci et al. (2009). From these functions, peak time and peak rate were
calculated. Peak time and peak rate were defined as the time bin and rate of, respectively, the
local maximum of the function. Two values—initial time and final time—were calculated from
the smoothed function. Initial time was calculated by using the first bin in which the response
rate was greater than or equal to 70% of the maximum response rate (Balci et al., 2009), and
final time was the first bin after the peak time in which the response rate was less than or equal to
70% of the maximum response rate. The width of the function, serving as a measure of precision,
was calculated by subtracting the initial time from the final time.
Individual trial analysis. In addition to molar measures of timing, a molecular analysis
of timing on individual trials was assessed. On probe trials, lever presses that occurred between
the first 30 s before the onset of the timing signal and the termination of the timing signal were
collected into 1-s time bins on an individual-trial basis. From these data, measures of temporal
control were calculated on each trial, with the analysis restricted to the 80-s window for which
the timing signal was present. Responses upon the right lever on each trial were fitted to a threestate model using a regression analysis. For each trial, an iterative procedure searched for the
best fitting three-state solution (i.e., the solution that maximizes η2, the proportion of variance
accounted for by the model). Previous research (Church et al., 1994) has revealed that
responding on PI trials typically conforms to a low-high-low pattern of responding, in which
subjects respond at a low rate following the onset of the timing signal; as the FI criterion
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duration approaches, responding abruptly transitions to a high rate, which abruptly decreases to a
low rate of responding toward the end of the trial. As such, only trials in which the rate of
responding in the second state (r2) exceeded the rate in the initial state (r1) and the rate in the
final state (r3) were included in the analysis; based on these criteria, 17.9% of probe trials were
excluded. The minimum duration of high-rate state was 4 s, and the minimum duration of the
low-rate states were 1 s each. A minimum duration for the high-rate state was used to minimize
the effects of brief bouts of non-temporally controlled responding. The first and last bins of the
high rate state were taken as the start and stop times, respectively. The difference and arithmetic
mean of these measures were taken as the spread and middle time, respectively. After filtering
out trials for which a solution did not conform to a low-high-low pattern, trials in which a
response did not occur during either the start or stop time were excluded from the analysis; based
on these criteria, 11.5% of remaining probe trials were excluded, leaving 72.7% of all probe
trials in the analysis. Median measures of individual trial performance were obtained for each
subject during each block for all trial types.
Statistical analysis. All inferential tests were conducted at an ɑ level of .05. For
ANOVAs involving repeated-measures factors, the Huynh-Feldt correction was adopted if the
assumption of sphericity was violated for main effects of or interactions with factors of Block,
Event, Location, and Bin. When Mauchly’s test of sphericity could not be conducted due to
insufficient degrees of freedom for the factor of Bin, the Huynh-Feldt correction was adopted.
The Holm sequential method (Holm, 1979) was used when pairwise comparisons of dependent
measures were made between levels of Event. Polynomial contrasts were used to assess trends of
dependent measures across Location and Block. When multiple one-sample t-tests were
conducted, the Benjamini-Hochberg correction term was used to control the false discovery rate
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at .05, while minimizing the increased Type II error rate that is incurred with controlling the
familywise error rate (Benjamini & Hochberg, 1995).
Results
Response Rate Analyses
Performance on baseline PI trials during the test phase with pre-trial events conformed to
typical performance on standard PI procedures. Figure 2 shows mean response rates plotted
across 1-s bins 30 s before the onset of the timing signal and during the 80-s test trial in the
presence of the timing signal. As seen in the top row of Figure 2, on baseline trials the mean rate
of responding gradually increased after the onset of the trial, reached a maximum at
approximately the programmed FI-criterion duration, and subsequently showed a gradual decline
with no evidence of resurgence toward the end of the trial. Visual inspection of performance on
trials preceded by an intruded event (see rows 2, 3, and 4 of Figure 2) suggests that the maximum
rates of responding were later than on baseline trials.
Differences between baseline PI trials and probe trials preceded by a pre-trial event were
also apparent in overall response rates; response rates appeared to decline across blocks of
testing on probe trials preceded by a pre-trial event, but not on baseline PI trials. We calculated a
discrimination index (DI) for each subject to evaluate differential responding on probe trials
preceded by a pre-trial event relative to baseline PI trials. The DI was calculated by dividing the
mean response rate on the right lever during the 80-s interval for which the timing signal was
present on a probe trial that was preceded by a pre-trial event on a given block by the mean
response rate in the presence of timing signal on baseline PI trials from the respective block. A
DI of 1.0 indicates a lack of differential rates of responding between trials preceded by a pre-trial
event and baseline PI trials; as the DI approaches 0, a greater degree of reduction of responding
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on trials preceded by a pre-trial event would be evident. A 3 (Event) × 3 (Location) × 5 (Block)
repeated-measures ANOVA on DI revealed significant effects of Event, F(2, 28) = 7.27, p =
.003, 𝜂"# = .342; Location, F(2, 28) = 26.24, p < .001, 𝜂"# = .652; Block, F(4, 56) = 14.14 p <
.001, 𝜂"# = .502; and an Event × Block interaction, F(8, 112) = 3.07, p = .004, 𝜂"# = .180. None of
the other effects reached significance; both significant and non-significant effects are listed in
Table 2. As shown in Figure 3, later events tended to produce a greater suppression of
responding than earlier events. This was confirmed by polynomial contrasts that revealed a linear
effect of Location on DI, F(1, 14) = 44.07, p < .001, 𝜂"# = .759; the quadratic effect of Location
on DI did not reach significance, F(1, 14) = 0.01, p = .98, 𝜂"# < .001. To parse the Event × Block
interaction, we tested whether discrimination developed over blocks of testing differentially
across event types, we examined the simple effect of Block at each level of Event. Figure 4
depicts DI plotted as a function of testing for each of the three types of pre-trial events. For all
three event types, DI significantly varied across blocks, all F(4, 56) > 5.51, p < .001, 𝜂"# > .282,
such that DI decreased in a linear manner with repeated testing, all F(1, 14) > 35.33, p < .001, 𝜂"#
> .716. Quadratic, cubic, and quartic trends did not reach significance for any of the three event
types, all F(1, 14) < 3.922, p > .068, 𝜂"# < .219. As an alternative means of parsing the Event ×
Block interaction, we assessed the simple effect of Event at each level of Block. On Blocks 1, 2,
and 3, DI significantly varied across events, all F(2, 28) > 7.48, p < .007, 𝜂"# > .353. Pairwise
comparisons using the Holm correction revealed that the DI was significantly lower on Cue trials
than on SR trials for each of the first three blocks of testing, all p < .026. DI did not differ
significantly between SR and Cue+SR trials or Cue and Cue+SR trials for all of the first three
blocks of testing, all p > .062. On Blocks 4 and 5, DI did not vary significantly across event
types, all F(2, 28) < 0.37, p > .695, 𝜂"# < .030.
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Molar Analyses
In order to analyze the effects of intruded events, measures of temporal control were
extracted from the smoothed response rate functions. Valid initial times could not be calculated
for 3.33% of observations, as response rates did not rise above or equal 70% of the peak rate
after Bin 1 but prior to the peak time. Similarly, valid final times could not be calculated for
15.47% of observations, as response rates did not equal or fall below 70% of the peak rate after
the peak time but before Bin 80. Given these missing data, initial, final, and spread times could
not be analyzed. Thus, the following analyses were restricted to peak times and peak rates.
Difference scores of molar measures of temporal control were calculated by subtracting
dependent measures on baseline PI trials from the respective dependent measures on each of the
pre-trial event trial types for each subject at each block of testing. Difference scores for peak
times and peak rates were then analyzed using a 3 (Event; Cue, SR, and Cue+SR) ´ 3 (Location;
Early, Middle, and Late) ´ 5 (Block) repeated-measures ANOVA. Results of these analyses of
peak times and peak rates are presented in Tables 3 and 4, respectively. There were no
significant interactions among event, location, and block factors for any of the dependent
measures. Main effects of each factor are presented below.
Disruptions in peak time and peak rate were largest for events intruded later in the ITI, as
shown in Figure 5. Results of the 3 ´ 3 ´ 5 repeated-measures ANOVAs revealed a significant
main effect of Location on the shifts in peak time, F(2, 28) = 34.68, p < .001, 𝜂"# = .712, and
peak rate, F(1.33, 18.61) = 7.00, p = .011, 𝜂"# = .333. Polynomial trend analyses revealed
significant linear and quadratic effects of Location on the shift in peak time, F(1, 14) = 43.55, p
< .001, 𝜂"# = .757, and F(1, 14) = 8.04, p = .013, 𝜂"# = .365, respectively. The shift in peak rate
varied linearly across event locations, F(1, 14) = 10.27, p = .006, 𝜂"# = .423; the quadratic effect
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did not reach significance, F(1, 14) = 1.04, p = .326, 𝜂"# = .069. One-sample t-tests (µ = 0) using
the Benjamini-Hochberg correction revealed that peak times and peak rates at each level of
Location significantly departed from performance on baseline PI trials, all t(14) > 2.88, p < .011.
Shifts in peak time varied across event types as depicted in Figure 6, with the largest
shifts produced by SR and Cue+SR conditions. The greatest shift in peak rate appeared to be
produced by the Cue condition. Results of the 3 ´ 3 ´ 5 repeated-measures ANOVAs revealed a
significant main effect of Event on the shifts in peak time, F(1.54, 21.55) = 18.61, p < .001, 𝜂"# =
.571, and peak rate, F(1.55, 21.65) = 13.48, p < .001, 𝜂"# = .491. Shifts in peak time were
significantly smaller on Cue trials than on SR trials, p < .001, and Cue+SR trials, p < .001, as
revealed by pairwise comparisons with the Holm correction. In contrast, shifts in peak rate were
larger on Cue trials than SR trials, p < .001, or Cue+SR trials, p = .002. Shifts in peak times and
peak rates did not differ significantly between SR and Cue+SR trials, p = .299 and p = .173,
respectively. One-sample t-tests (µ = 0) using the Benjamini-Hochberg correction revealed that
peak times and peak rates at each level of Event significantly departed from performance on
baseline PI trials, all t(14) > 2.64, p < .019.
Repeated testing produced increases in the magnitude of the shift in peak time, as
depicted in Figure 7. Results of the 3 ´ 3 ´ 5 repeated-measures ANOVA supported this trend,
revealing a main effect of Block on peak time, F(4, 56) = 12.64, p < .001, 𝜂"# = .475. Peak rate
did not significantly vary across blocks of testing, F(4, 56) = 2.30, p = .070. Polynomial
contrasts revealed a significant linear effect of Block on peak time, F(1, 14) = 27.88, p < .001, 𝜂"#
= .666. Quadratic, cubic, and quartic effects of Block did not reach significance, F(1, 14) < 3.35,
p > .089, 𝜂"# < .193. One-sample t-tests (µ = 0) using the Benjamini-Hochberg correction
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revealed that measures of temporal control significantly departed from performance on baseline
PI trials at each level of Block for peak times, all t(14) > 3.49, p < .004.
Individual-Trial Analysis
The mean proportion of valid trials—trials that fit a low-high-low pattern of responding
and contained at least one response in the start and stop times— across blocks of testing is
displayed in Table 5. To determine if the proportion of valid trials varied significantly amongst
the trial types, a repeated measures ANOVA with the factors of Block and Trial Type on the
proportion of valid trials was conducted. The analysis revealed significant effects of Block, F(4,
56) = 11.50, p < .001, 𝜂"# = .451, and Trial Type, F(9, 126) = 6.83, p < .001, 𝜂"# = .328, as well as
a significant Block × Trial Type interaction, F(36, 504) = 1.80, p = .003, 𝜂"# = .114, on the
proportion of valid trials. The interaction between Block and Trial Type on the proportion of
valid trials was parsed by examining the simple effect of Block at each level of Trial Type. Tests
of simple effects revealed a significant effect of Block on the proportion of valid trials for middle
Cue trials, F(4, 56) = 4.94, p = .002, 𝜂"# = .261; late Cue trials, F(4, 56) = 3.44, p = .002, 𝜂"# =
.197; early SR trials, F(4, 56) = 13.05, p < .001, 𝜂"# = .482; middle SR trials, F(4, 56) = 5.04, p =
.002, 𝜂"# = .265; late SR trials, F(4, 56) = 7.27, p < .001, 𝜂"# = .342; and late Cue+SR trials, F(4,
56) = 2.86, p = .032, 𝜂"# = .169. Tests of simple effects revealed no significant effect of Block on
the proportion of valid trials for PI, early Cue, early Cue+ SR, and middle Cue+SR trials, max
F(4, 56) = 2.31, p = .069. Confirming a decline in the proportion of valid trials across blocks for
some trial types, polynomial contrasts revealed significant linear effects of Block on the
proportion of valid trials for middle Cue trials, p < .001; late Cue trials, p = .005; early SR trials,
p < .001; middle SR, p < .001; late SR, , p < .001; and late Cue+SR trials, p = .002.
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Baseline PI trials. To determine if the presence of pre-trial events disrupted performance
on baseline PI trials, we compared performance on PI trials during the last block of four sessions
within the Alternating PI/RI training phase to performance on baseline PI trials during the
Distracter test phase, averaged across all blocks of testing. The mean rate of responding in the
high-rate state (responses/minute; ± SEM), r2, increased from training (M = 104.41 ± 10.06) to
testing (M = 113.48 ± 9.46), t(14) = 2.29, p = .038. Start, middle, stop, and spread times did not
significantly vary from training to testing, max t(14) = 1.02, p = .325, suggesting that the
presence of pre-trial events prior to some test trials during the testing phase did not significantly
alter timing on baseline PI trials. A one-sample t-test revealed that the mean middle time (±
SEM) during the last four-session block of the Alternating PI/RI training phase was significantly
later (M = 26.70 ± 0.66) than the FI-criterion duration (20 s), t(14) = 10.21, p < .001. Likewise,
the mean middle time across all blocks of the testing phase was significantly later (M = 26.84 ±
0.69) than the FI-criterion duration (20 s), t(14) = 9.91, p < .001.
To assess whether temporal control on baseline PI trials varied across testing, we
evaluated whether start, middle, stop and spread times changed as function of blocks of test
sessions. Repeated-measures ANOVAs of start time, middle time, stop time, spread time, and
rate of responding in the high-rate state (r2) were conducted to determine if any of these
measures changed across blocks. The rate of responding in the high-rate state did not vary
significantly across blocks of testing on PI trials, F(2.24, 31.39) = 0.73, p = .504, 𝜂"# = .050.
Figure 8 depicts start, middle, stop, and spread times as a function of testing. While there was no
significant change in middle, stop, and spread times across blocks of testing, F(2.40, 41.15) =
2.56, p = .069, 𝜂"# = .155, F(4, 56) = 1.43, p = .235, 𝜂"# = .093, and F(4, 56) = 1.82, p = .138,
𝜂"# = .115, respectively, start times varied across blocks of testing, F(4, 56) = 3.35, p = .016,
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𝜂"# = .193. Polynomial contrasts revealed significant linear and quadratic effects of Block on start
times, F(1, 14) = 5.19, p = .039, 𝜂"# = .271 and F(1, 14) = 13.06, p = .003, 𝜂"# = .483,
respectively. Thus, while middle, stop, and spread times did not significantly change over the
course of testing, start times showed a general increase then subsequent decrease over the test
phase.
Effects of pre-trial events. In order to investigate the disruptive effects of the pre-trial
events, we calculated and analyzed difference scores of individual-trial measures. For each block
of testing, median dependent measures of individual-trial performance on baseline PI trials were
subtracted from the respective dependent measures on each of the pre-trial event trial types for
each subject. These difference scores provide a means to assess how temporal control is altered
by a distracter relative to baseline performance; difference scores of 0 indicate that the pre-trial
event had no disruptive effect on timing. Difference scores for start time, middle time, stop time,
spread time, and r2 were then analyzed using a 3 (Event; Cue, SR, and Cue+SR) ´ 3 (Location;
Early, Middle, and Late) ´ 5 (Block) repeated-measures ANOVA. Results of these analyses of
start time, middle time, stop time, spread time, and r2 are presented in Tables 6, 7, 8, 9, and 10,
respectively. There were no significant interactions among event, location, and block factors for
any of the dependent measures. Main effects of each factor are presented below.
Disruptions in temporal control appeared to increase as the location of the pre-trial event
grew proximal to the onset of the timing signal, as depicted in Figure 9. Furthermore, the
location of the event appeared to influence the shift in rate of responding in the high-rate state,
with lower rates of responding relative to baseline PI trials produced by events with a greater
proximity to the onset of the timing signal. Results of the 3 ´ 3 ´ 5 repeated-measures ANOVAs
revealed a significant main effect of Location on shifts in starts, middles, stops, spreads, and r2,
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all F(2, 28) > 3.87, p < .033, 𝜂"# > .217. Confirming a monotonic increase in the magnitude of the
shift in temporal control as a function of event location, polynomial contrasts revealed a
significant linear effect of Location on start times, F(1, 14) = 112.21, p < .001, 𝜂"# = .889, middle
times, F(1, 14) = 82.48, p < .001, 𝜂"# = .855, stop times, F(1, 14) = 53.30, p < .001, 𝜂"# = .792,
spread times, F(1, 14) = 27.90, p < .001, 𝜂"# = .666, and r2, F(1, 14) = 6.89, p = .020, 𝜂"# = .330;
quadratic effects of Location on these measures did not reach significance, max F(1, 14) = 1.85,
p = .196, 𝜂"# = .117. To test if timing was disrupted relative to baseline PI trials, a series of
Benjamini-Hochberg corrected one-sample t-tests was conducted (µ = 0). Measures of temporal
control significantly departed from performance on baseline PI trials at each level of Location for
start, middle, and stop times and for the late location for spread times, all t(14) > 3.00, p > .014.
Early and middle locations of a pre-trial event did not produce significant shifts in spread time,
t(14) = 1.70, p = .095 and t(14) = 2.21, p = .057, respectively. At each level of location, pre-trial
events did not produce significant shifts in r2, all t(14) < 1.41, p > .146.
As depicted in Figure 10, shifts in start, middle, and stop times appeared to differ across
event types, with generally greater shifts occurring when a reinforcer was presented (i.e., SR and
Cue+SR trials) than when only the discriminative stimulus was presented (i.e., Cue). Results of
the 3 ´ 3 ´ 5 repeated-measures ANOVA revealed a significant main effect of Event on start,
F(1.44, 20.16) = 21.07, p < .001, 𝜂"# = .601, middle, F(1.46, 20.47) = 29.35, p < .001, 𝜂"# = .677,
stop, F(2, 28) = 33.23, p < .001, 𝜂"# = .704, and spread times, F(2, 28) = 14.11, p < .001, 𝜂"# =
.502. Pairwise comparisons with the Holm correction revealed that an SR or Cue+SR presented as
a pre-trial event produced larger shifts in start, middle, and stop times than a pre-trial Cue alone,
all p < .001. Furthermore, larger shifts in stop times were observed on SR trials than on Cue+SR
trials, p = .019; shifts in start and middle times did not differ significantly between SR and
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Cue+SR trials, p = .148 and p = .054, respectively. A pre-trial Cue or Cue+SR produced greater
negative shifts in spread times than a pre-trial SR, p < .001 and p = .004, respectively; shifts in
spread time did not differ significantly between Cue+SR and Cue trials, p = .122. One-sample ttests using the Benjamini-Hochberg correction indicated that shifts in start, middle, and stop
times significantly departed from 0 for all three event types, all t(14) > 4.42, p < .001. Thus, all
three event types produced rightward shifts in the location of the high-rate state relative to
performance on baseline PI trials. The presence of a pre-trial Cue or Cue+SR significantly altered
spread times relative to spread times on baseline PI trials, all t(14) > 2.40, p < .029, such that
spread times were shorter on trials preceded by one of these distracters. In contrast, a pre-trial SR
did not significantly alter spread times relative to spread times on PI trials, t(14) = 1.23, p = .183.
Shift magnitudes appeared to increase as a function of repeated testing for start times,
middle times, stop times, and r2 as depicted in Figure 11. Results of the 3 ´ 3 ´ 5 repeatedmeasures ANOVA revealed a significant main effect of Block on shifts in start times, middle
times, stop times, and r2, all F(4, 56) > 3.95, p < .007, 𝜂"# > .220. Shifts in spread times did not
significantly vary across levels of Block, F(4, 56) = 2.45, p = .056. Trend analyses using
polynomial contrasts revealed that across blocks of testing, there were significant linear increases
in start time, F(1, 14) = 34.03, p < .001, 𝜂"# = .708; middle time, F(1, 14) = 34.01, p < .001, 𝜂"# =
.708; stop time, F(1, 14) = 24.72, p < .001, 𝜂"# = .638; and r2, F(1, 14) = 11.72, p = .004, 𝜂"# =
.455. Quadratic, cubic, and quartic trends did not reach significance for starts, middles, stops,
and r2, all F(1, 14) < 3.59, p > .079, 𝜂"# < .204. Shifts in start, middle and stop times significantly
departed from 0 at each block of testing, as revealed by a series of one-sample t-tests using the
Benjamini-Hochberg correction, all t(14) > 5.13, p < .001. Shifts in r2 did not significantly depart
from 0 at any level of block, all t(14) < 1.90, p > .086. The shift in spread time, as averaged
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across blocks of testing, departed significantly from 0, t(14) = 2.29, p = .036. Results of these ttests supported a disruption in temporal control engendered by pre-trial events relative to
performance on baseline PI trials that was present on the first block of testing and persisted with
repeated testing.
To assess whether intruded cues influenced the variability of timing behavior, IQRs of
start times, stop times, and middle times were calculated for each trial type (baseline PI, and
early, middle, and late presentations of Cue, SR , and Cue+SR) for each subject under each block.
Mean and standard error of the mean (SEM) values for all three dependent measures, averaged
across session blocks, are listed in Table 11. A 5 (Block) × 10 (Trial Type) ANOVA revealed a
significant effect of Trial Type on the mean IQR of start times, F(9, 126) = 4.21, p < .001, 𝜂"# =
.231; stop times, F(9, 126) = 6.53, p < .001, 𝜂"# = .318; and middle times, F(9, 126) = 6.18, p <
.001, 𝜂"# = .306. For all of the three dependent measures, neither effects of Block, max F(4, 56) =
0.71, p = .591, nor Trial Type ´ Block interactions, max F(36, 504) = 1.09, p = .333, were
significant. Planned contrasts revealed that relative to baseline PI trials, the mean IQR of start
times was significantly larger on early Cue, p < .001; middle Cue, p < .001; late Cue, p = .001;
and early Cue+SR trials, p = .014. Relative to baseline PI trials, the mean IQR of stop times was
significantly larger on early Cue, p = .002; middle Cue, p < .001; late Cue, p < .001; and early
Cue+SR trials, p = .044. Relative to baseline PI trials, the mean IQR of middle times was
significantly larger on early Cue, p < .001; middle Cue, p < .001; late Cue, p = .001; and early
Cue+SR trials, p = .007. These analyses confirm that pre-trial events produce greater trial-to-trial
variability in temporal control than is seen on baseline PI trials that are not preceded by an event.
In keeping with previous analyses in which the effects of Event and Location were
analyzed on the shifts in dependent measures from baseline PI trials, we analyzed the shifts in
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IQR of start, middle, and stop times. Difference scores were calculated by taking the IQR on
baseline PI trials and subtracting it from the IQR on trials preceded by an intruded event. As
shown in Figure 12, intruded events tended to produce differential variability among events, with
greater shifts on Cue trials than ono SR and Cue+SR trials. In addition, shifts in variability
appeared to change differentially across blocks of testing for different temporal locations of pretrial cues, as depicted in Figure 13. Results of 3 (Location) ´ 3 (Event) ´ 5 (Block) repeatedmeasures ANOVAs are depicted in Tables 12, 13, and 14. There was a significant main effect of
Event on start times, F(2, 28) = 8.99, p = .001, 𝜂"# = .391; middle times, F(2, 28) = 17.80, p <
.001, 𝜂"# = .560; and stop times, F(2, 28) = 24.05, p < .001, 𝜂"# = .632. Pairwise comparisons with
the Holm correction revealed that the shift in variability was significantly greater on Cue trials
than SR trials for start times, p < .001; middle times, p < .001; and stop times; p < .001. The shift
in variability was also significantly greater on Cue trials than Cue+SR trials for start times, p =
.031; middle times, p = .005; and stop times, p < .001. The shift in variability was significantly
greater on Cue+SR trials than SR trials for middle times, p = .013, and stop times, p = .010, but
not start times, p = .115. In addition, there was a significant Location ´ Block interaction on start
times, F(8, 112) = 2.37, p = .021, 𝜂"# = .145. The interaction between the factors of Location and
Block on start time was parsed by examining the simple effects of Location at each level of
Block. There was a significant simple effect of Location on the shift in variability of start times
on Block 1, F(2, 28) = 5.33, p = .011, 𝜂"# = .276; the simple effect of Location on the shift
variability did not reach significance for Blocks 2, 3, 4, or 5, max F(1.45, 20.28) = 2.74, p =
.101. The shift in variability on Block 1 was significantly greater for Early events than Late
events, p = .009; the shift in variability did not significantly differ between Early and Middle
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events or Middle and Late events, p = .175 and p = .146, respectively. No other effects from the
omnibus ANOVAs on start, middle, and stop times reached significance.
To investigate whether shifts in start, middle, and stop times on trials preceded by an
intruded event could be accounted for by response competition by an additional task, we
examined the correlation among subjects between the mean shift in middle times and the mean
response rate of presses on the left lever in the presence of the 6-s visual RI cue. These
correlations were assessed separately on Cue and Cue+SR trial types; for each trial type, response
rate was averaged across levels of Location and Block for each subject. On Cue trials, response
rate during the pre-trial cue was not significantly related to the magnitude of the shift in middle
times, r = .29, t(13) = 1.08, p = .302. Likewise, on Cue+SR trials, response rate during the pretrial cue was not significantly related to the magnitude of the shift in middle times, r = .24, t(13)
= 0.90, p = .383. Additional evidence bearing on response competition comes from visual
inspection of raster plots of individual subject performance. Individual-trial performance on
baseline PI, Cue, SR, and Cue+SR trials are depicted in Appendices A, B, C, and D,
respectively. Although rats tended to respond upon the left lever during the 6-s presentation of
the RI cue on Cue and Cue+SR trials, lever presses upon the left lever were typically not emitted
on SR trials during the 6-s interval for which a response-independent food pellet was delivered.
Given the relatively infrequent responding on the left lever during the 6-s interval on SR trials,
shifts in middle time cannot be explained by responding upon the left lever. Overall,
correlational analyses and visual inspection of operant responding, failed to provide evidence
that response competition in the form of lever pressing influenced the magnitude of the delay in
timing.
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Analysis of Timing Behavior on Session 1
To evaluate whether pre-trial events produced immediate changes in temporal control, we
examined patterns of responding on the first session of testing. An individual-trial analysis of
temporal control on Session 1 was not conducted as the three-state regression analysis failed to
find a valid solution that fit the low-high-low patterning criterion for some subjects on some trial
types. Therefore, an analysis of response rate functions on Session 1 was adopted in lieu of an
individual-trial analysis to avoid potential systematic bias involved with analyzing individualtrial data only from subjects with valid data. Figure 14 depicts smoothed response rates across
bins on the first session of testing for all trial types. Response rates were smoothed for
visualization purposes by taking a 3-s moving average to minimize bin-to-bin variation in
responding, as in Aum et al. (2004). While the maximum rate of responding appears to be
located at the FI-criterion value (20 s) on baseline PI trials, the maximum rate of responding
appears to be later on probe trials preceded by a pre-trial event. Unsmoothed response rates
during the 80-s interval for which the timing signal was present were subjected to a 10 (Trial
Type) ´ 80 (Bin) repeated measures ANOVA. Response rate did not significantly vary with Trial
Type, F(3.27, 45.78) = 1.19, p = .308, but did vary across bins, F(4.99, 69.93) = 13.91, p < .001,
𝜂"# = .498. There was a significant interaction between the factors of Trial Type and Bin on
response rate, F(29.24, 409.36) = 1.81, p = .007, 𝜂"# = .114, which is consistent with changes in
temporal control of responding engendered by pre-trial events.
As the Trial Type × Bin interaction may stem in part from different overall rates of
responding on different trial types, an additional analysis using normalized response rates was
conducted. For each rat, the response rate in each bin was divided by the average response rate
during the 80-s interval during which the timing signal was present separately for each trial type.
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Group mean normalized response rates smoothed across 3-s bins for each trial type are depicted
in Figure 15. A 10 (Trial Type) ´ 80 (Bin) repeated measures ANOVA revealed a significant
effect of Bin on response rate, F(10.86, 151.99) = 14.03, p < .001, 𝜂"# = .501. Neither the effect
of Trial Type nor the Trial Type ´ Bin interaction on response rate reached significance, F(1.00,
14.00) = 1.00, p = .334, and F(23.86, 334.08) = 1.37, p = .117. 1
As an alternative method to analyze the immediacy of the postcue effects engenedered by
intruded events, we analyzed timing behavior using measures of temporal control obtained from
the smoothed response rate functions on Session 1. Peak times on baseline trials were subtracted
from peak times on probe trials preceded by an intruded event to quantify the disruptive effect of
the events. Figure 16 depicts these shifts in peak time across event locations and event types. A 3
(Event) ´ 3 (Location) revealed that the shift in peak time did not significantly vary across
locations, F(2, 28) = 0.40, p = .672, or the type of event F(2, 28) = 2.57, p = .094. Likewise,
there was no significant interaction between Event and Location on peak time, F(4, 56) = 1.58, p
= .192. To test if the intruded events disrupted temporal control on the first session of testing,
one-sample t-tests (µ = 0) on the shift in peak time were conducted at each level of Event and
Location, using the Benjamini-Hochberg correction. While the shift in peak time on Late Cue
trials did not differ significantly from 0, t(14) = 0.92, p = .252, the shifts at all other
combinations of Location and Event were significantly greater than 0, all t(14) > 2.71, p < .019,
indicating that the intruded events produced rightward shifts in peak time relative to baseline PI
trials.
Discussion
The primary aim of the present study was to examine the disruptive effects of pre-trial
events on timing behavior. To that end, we found that pre-trial conditioned discriminative stimuli
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and reinforcers produced rightward shifts in peak/middle times on test trials, relative to
peak/middle times on baseline test trials that were not preceded by such an event. Our findings
replicate existing research on how interval timing is altered by the presentation of conditioned
stimuli (Aum et al., 2004; 2007; Brown et al., 2007; Buhusi, 2012; Garces et al., 2015; Lejeune,
Macar, & Zakay, 1999). As peak/middle times were altered by the presentation of distracters
before a test trial, our data corroborates a growing body of literature (Brown et al., 2007; Garces
et al., 2015) that demonstrates that pre-trial events can induce a disruption in timing—a finding
that cannot be explained by working memory accounts, commonly invoked to explain the effects
of gaps, and conditioned, and unconditioned cues embedded within a timing trial in the PI task.
Individual-trial analyses showed that timing behavior was disrupted by all three types of
pre-trial events and that the magnitude of the disruption was dependent on the type of event. In
line with the findings of Garces et al. (2015), the present study provides evidence that larger
shifts in middle time are observed when an intruded cue and reinforcer are both presented before
timing trials compared to presentations of an intruded cue alone. A novel finding was that
response-independent reinforcer delivery on SR trials induces a shift in middle time. This finding
provides direct evidence that reinforcers exert postcue effects that interfere with timing.
Furthermore, pre-trial events with a reinforcer (i.e., on SR and Cue+SR trials) produced greater
rightward shifts in middle times than a pre-trial conditioned cue alone, suggesting that the
postcue effects of a reinforcer are more disruptive with respect to timing than a conditioned cue
alone.
Traditionally, during-trial reinforcer delivery has produced shifts in peak time similar in
magnitude to the duration of the timing signal prior to reinforcer delivery (Cheng et al., 2006;
Matell & Meck, 1999); these shifts have been interpreted as a reset of working memory for time.
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The present data are incompatible with intracue effects, such as clock reset, as the reinforcer was
presented prior to the onset of the timing signal, and therefore prior to the accumulation of
working memory. Postcue effects—such as off-task behavior, response competition via goaltracking, or inattention to the timing signal—may explain the present findings, as well as
previous findings by Cheng et al. (2006) and Matell and Meck (1999) with respect to shifts
engendered by within-trial reinforcer delivery. Thus, disruptions in timing caused by within-trial
reinforcer delivery may be governed by both intracue (e.g., adoption of the stop rule or memory
decay) and postcue (e.g., delays to reinitiate timing) mechanisms, rather than by intracue
mechanisms alone.
Changes in timing on trials preceded by intruded reinforcers provide partial support for
disruption of stimulus control of behavior. Wilkie et al. (1988) reported that under a temporal
discrimination task, subjects were more likely to classify short-anchor duration stimuli as “long”
and long-anchor duration stimuli as “short” on trials preceded by a response-independent
reinforcer within the ITI than on baseline trials without this event. These changes in responding
were interpreted as a decrement in stimulus control of behavior by time. In the present study,
inspection of average response rate functions revealed an apparent flattening of the function
across time bins on test trials preceded by a pre-trial event. This apparent lack of temporally
differentiated responding is consistent with a decrement in stimulus control by time. However,
these data do not represent timing at the individual-trial level. Relative to baseline PI
performance, pre-trial events increased variability in start, middle, and stop times, with the
largest shift induced by the RI cue; increased trial-to-trial variability of the location of the highrate state would give rise to a flattening of the response rate functions, given that they represent
temporal control aggregated across trials. Furthermore, while we would expect increases in
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widths obtained from flattened response rate functions on trials preceded by a pre-trial event,
spread times obtained from the individual-trial analysis were significantly smaller than on
baseline trials for trials preceded by a conditioned cue with or without a response-contingent
reinforcer. Thus, temporal precision was improved, not weakened, on trials preceded by intruded
event—a finding that opposes a disruption in stimulus control of behavior by time.
Although the present study and previous research by Garces et al. (2015) and Brown et
al. (2007) reported shifts in peak or middle times towards later values on PI trials preceded by a
pre-trial event, other types of pre-trial events have shifted these measures towards earlier values
relative to PI trials without these events (Holder & Roberts, 1985; S. Roberts & Holder, 1984).
The factors that influence the directionality of the shift in peak time remain unclear; one
possibility is that perfect temporal contiguity is necessary to observe leftward shifts in peak time.
Roberts reported leftward shifts in peak time were reported when presets—pre-trial stimuli of
one sensory modality—were presented prior to and terminated concurrently with the onset of a
timing signal of a different modality. Presets only produced leftward shifts in peak times when
they were paired with response-contingent food on an FI schedule; presentations of novel or
extinguished presets prior to the timing signal produced rightwards shifts in peak time. Results of
the studies on presets by Roberts provide evidence of cross-modal transfer (Holder & Roberts,
1985; Meck, 1984; S. Roberts & Holder, 1984); that is, animals timed the preset duration and
working memory of the preset duration was transferred to working memory of time for the
timing signal. In the present study, on Late trials when the offset of the intruded event coincided
with the onset of the timing signal (similar to the temporal arrangement used in studies of crossmodal transfer by Roberts) peak/middle times were shifted rightwards; if cross-modal transfer
occurred, peak/middle times should have been shifted leftward, earlier than the FI criterion
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duration. Based on the present data from Late events, perfect contiguity between an
instrumentally conditioned pre-trial event and the timing signal alone is insufficient to produce
cross-modal transfer. Additional research is needed to determine what parameters of pre-trial
events govern the directionality of the shift in middle times. Manipulations of the reinforcement
schedule for the pre-trial event differed across the present study (random) and those by Roberts
(fixed), which may influence whether animals time the pre-trial event; pre-trial stimuli
conditioned under random-interval schedules may not initiate the clock, thus, no working
memory for time could be transferred to working memory for the timing signal upon its
presentation. Subsequent research may investigate properties of reinforcement schedules to
determine if they influence cross-modal transfer of time.
Parametric manipulations of the location of during-trial events, namely gaps (Aum et al.,
2004; Cabeza de Vaca et al., 1994) and intruded conditioned stimuli (Aum et al., 2004; 2007)
have revealed that the extent of the shift in peak time positively varies with event location.
Cabeza de Vaca et al. (1994) found that the magnitude of the shift in peak time best fit a linear
function of gap location, consistent with decay of working memory for time. Aum et al. (2007)
suggested that the location effect of during-trial conditioned cues on the magnitude of the shift in
peak time provided support for partial resetting of the clock. Therefore, changes in temporal
control induced by during-trial events were hypothesized to be the result of both intracue (e.g.,
memory decay) and postcue (e.g., delays to reinitiate timing) processes. As intracue processes
such as memory decay predict a maximum shift in peak time equal to the reset rule, Aum et al.
(2004; 2007) reasoned that postcue processes must at least partially govern changes in temporal
control. Of interest in this study was if temporal location of a pre-trial event would influence the
magnitude of disruption in timing, similar to during-trial events. To that end, we presented
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events at one of three temporal windows prior the onset of the auditory timing signal and
calculated the shift in peak and middle times relative to baseline test trials. Shifts in middle time
grew as a linear function of the temporal location, such that the largest shifts in middle time were
engendered by events that were most contiguous with the onset of the timing signal. In contrast,
a nonlinear function best fit the shift in peak time across event locations. These discrepancies
between peak and middle times suggest that additional research is required to determine the
decay rate of postcue effects. Nonetheless, given that reinforcers and/or conditioned cues were
presented prior to the timing signal in the present study, yet still produced a location-dependent
effect on the magnitude of the shift in middle time, intracue processes that disrupt timing are not
a plausible account of the location effect of before-trial distracters. This location-dependent
effect of intruded events suggests that postcue effects dissipate following the termination of the
event—a result consistent with the decay of postcue effects of a conditioned fear cue embedded
in the ITI prior to bisection test trials, as reported by Faure et al. (2013). The rate at which
postcue effects decay remains to be ascertained, given the discrepancy between the results of
trend analyses for peak and middle times in the present study.
Research with during-trial conditioned appetitive cues in pigeons revealed that shifts in
peak time engendered by these cues grew with repeated testing (Aum et al., 2004; 2007). Aum et
al. (2004) reported that during-trial conditioned cues did not alter peak times on the first session
of distracter testing, but rather emerged over the course of repeated testing. Changes in the
magnitude of distracter effects with extended testing are not isolated to conditioned cues; S.
Roberts (1981) in one of the earliest studies of intruded cues, found that a novel noise cue failed
to alter peak times during initial sessions of testing. Over the course of repeated testing, peak
times increased and peak rates decreased on trials with the auditory distracter. Extending such
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findings, we found gradual increases in the shift in peak and middle times over blocks of testing.
In contrast to data by Aum et al. (2004), we found evidence of an immediate shift in peak times
on the first session of distracter testing for some of the intruded event types and locations.
Given that the effects of both neutral and conditioned cues develop over repeated testing,
a similar clock mechanism may govern the change in timing behavior with repeated testing
across both types of distracters. One possibility is that these changes in peak/middle time may
reflect acquisition of a discrimination between trial types. In the present and aforementioned
studies (Aum et al., 2004; 2007; S. Roberts, 1981), distracters were presented either before or
during non-reinforced PI probe trials and never preceded or were embedded within reinforced FI
trials. Thus, distracters may come to function as negative occasion setters and changes in timing
may reflect extinction of responding. In the context of the present study, we found a decrease in
the rate of responding in the high-rate state across blocks of testing on test trials preceded by a
pre-trial event; in contrast, the rate of responding in the high-rate state on baseline PI trials did
not significantly vary across blocks of testing. This decrement in responding is consistent with a
loss of responding under extinction. In further support of extinction of responding, S. Roberts
(1981) reported a gradual reduction in peak rate over test sessions with the noise distracter and
Aum et al. (2004; 2007) reported a flattening of response rate functions in later blocks of testing
as well as a decline in peak rate over blocks of testing. Direct support of extinction disrupting
temporal control, without being confounded with an intruded distracter, has been reported under
the bisection task. Extinction under the bisection task, in which responding to the short and long
training stimuli were non-reinforced, produced shifts in the PSE toward later values relative to
baseline sessions in which responding to the training stimuli was reinforced (McClure,
Saulsgiver, & Wynne, 2009). Ward and Odum (2006; 2007) also reported changes in responding
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under extinction in the bisection task; such extinction produced a flattening of the psychometric
function for time without changing the PSE. However, other data on interval timing during
extinction training of responding maintained under interval schedules of reinforcement suggests
that while response rates decrease with extensive extinction training, temporal control remains
intact (Galtress & Kirkpatrick, 2009; Guilhardi & Church, 2006; Guilhardi, Yi, & Church, 2006;
Ohyama, Gibbon, Deich, & Balsam, 1999). Thus, it is unclear if the acquisition of a
discrimination produced the shifts in peak/middle time with a distractor in the present study.
While postcue processes have been invoked to explain the over-resetting induced by
during-trial conditioned cues (Aum et al., 2004; 2007; Garces et al., 2015) and shifts in
peak/middle time induced by before-trial conditioned cues (Brown et al., 2007; Garces et al.,
2015; Matthews et al., 2012), the locus of the effect remains elusive. The time-sharing
hypothesis provides a plausible account of the disruptions in temporal control exerted by duringtrial conditioned cues. The time-sharing hypothesis (Buhusi, 2012; Buhusi et al., 2002; Buhusi &
Meck, 2000; 2006a; 2006b; 2009a; 2009b) posits that attentional and/or working memory
resources are reallocated away from timing and towards processing a distracter; events of greater
salience are proposed to lead to a greater reallocation of resources away from timing, thus
leading to a larger shift in peak/middle times. Given that the conditioned emotional response
persisted beyond the termination of the fear CS under a Pavlovian pairing phase, Matthews et al.
(2012) reasoned that this long-lasting emotional response may account for the postcue effects of
conditioned fear cues intruded in a timing task. In support of a resource-sharing model of
distracter effects, local injections of nomifensine—a dopamine and norepinephrine reuptake
inhibitor—into the medial prefrontal cortex (mPFC), a region implicated in working memory for
time and emotional processing, diminished the shift in peak time engendered by during-trial
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conditioned fear cues. Injections of nomifensine did not alter temporal control on intruded cue
trials for a control group that was exposed to CS-only presentations in the Pavlovian
conditioning phase or on baseline PI trials for a group that previously received CS-US pairings
(Matthews et al., 2012). Thus, injections of nomifensine only influenced temporal control of
responding when a conditioned fear cue was present, consistent with a down-regulation of
emotional processing of the fear cue, allowing attentional and memory resources to be
reallocated toward timing. In the context of the present study, shifts in peak/middle time
engendered by pre-trial cues can be accommodated by the relative-time sharing model, assuming
that like conditioned fear cues, conditioned appetitive cues and reward elicit long-lasting
emotional processing that extends beyond the duration of the intruded event. For pre-trial and
within-trial intruded events, working memory/attentional resources would continue to be
engaged in processing the intruded event immediately following the offset of the event, leading
to a delay in shifting these resources towards temporal processing and thus, later peak/middle
times.
One caveat of the resource-sharing model is that it does not account for the decrease in
spread times on distracter trials relative to baseline trials. Working memory accounts of distracter
effects, including memory decay and resource-sharing, suggest working memory for time decays
and/or fails to be updated due to resource allocation away from timing (Buhusi, 2012; Buhusi &
Meck, 2006a; 2006b; 2009a; Buhusi, Paskalis, & Cerutti, 2006; Matthews et al., 2012). Changes
to working memory would be additive in nature, such that they would be expected to produce
changes in peak/middle time, without altering the width of the response rate function or spread
times.
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Based on earlier research on effects of intruded conditioned appetitive cues by Aum et al.
(2004) decreases in spread times were not anticipated. Under the framework of SET, changes in
peak or middle times accompanied by proportional changes in spread times in the same direction
have been attributed to multiplicative processes, such as changes in clock rate (Matell, Bateson,
& Meck, 2006; Meck, 1983) or a flickering switch (Lejeune, 1998). Brown et al. (2007) found
indirect evidence for multiplicative shifts in timing via analyses of response rate functions,
suggesting that intruded fear cues modulate clock speed by decreasing the rate at which pulses
are emitted by the pacemaker. Conditioned fear cues have also been reported to increase gamma
when presented before bisection trials, relative to trials without a pre-trial cue (Faure et al.,
2013). These results are consistent with a decrement in sensitivity to time when fear cues are
used as distracters. In contrast, appetitive cues as distracters within the PI procedure have been
reported to alter peak time without changes in spread times, thus suggesting an additive process
underlies the postcue effect. Evidence for additive processes in governing shifts by conditioned
appetitive cues in pigeons was reported by Aum et al. (2004), in which shifts in middle time
were not accompanied by significant changes in spread times. Aum et al. (2004) suggested that
changes in middle times could be accounted for by an increased latency until switch closure.
Increases in switch latency, like resource sharing, could account for changes in middle time, but
do not predict changes in spread times.
The present data conform to neither an additive nor a multiplicative process, but replicate
previous findings by Garces et al. (2015), in which pre- and during-trial conditioned appetitive
cues shifted spread times towards smaller values, while also producing later middle times. Those
findings were attributed to truncation of the high-rate state by the termination of the trial; visual
inspection of responding across bins on a trial-to-trial basis, as depicted by raster plots, supported
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this notion. To adjust for the possible truncation of the high-rate state, the present study used a PI
duration (80 s) of 4x the FI-criterion value (20 s), as previously in Garces et al. (2015) rats were
exposed to a PI duration (90 s) of 3x the FI-criterion value (30 s). Furthermore, we eliminated
trials that did not contain at least one response in either the start or stop bin and used a 4-s
minimum duration of the high-rate state, to prevent capturing brief bouts of non-temporally
controlled responding. Visual inspection of raster plots of data from the present study for
individual rats (see Appendices B, C, and D) suggested that when a high-rate state was fit to a
valid trial, the high-rate state ended (i.e., the stop time) well before the offset of the trial. As
further evidence against truncation of the high-rate state, the shift in both start and stop times
grew with repeated testing, without changes in spreads over session blocks. If truncation was
present, spread times on intruded cue trials would be expected to decrease with repeated testing
as start times increased. Thus, truncation of the high-rate state does not appear to be a plausible
explanation for decreases in spread times relative to baseline trials.
While changes to the switch mechanism or working memory cannot account for changes
in spread times, motivational manipulations have been shown to produce changes in spread
times. Galtress and Kirkpatrick (2009) reported rightward shifts in response rate functions after
reinforcer devaluation—either through pre-feeding or conditioned taste aversion established
through pairings of food pellets with lithium chloride. These motivational manipulations
produced changes in temporal control of behavior, suggesting that motivation and timing are not
independent processes, unlike a previous suggestion in the work of S. Roberts (1981). On an
individual-trial level, later start times, smaller spread times, and decreases in the rate of
responding in the high-rate state were observed following devaluation relative to pre-devaluation
performance (Galtress & Kirkpatrick, 2009). Analyses of shifts in start times and relative shifts
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in spread times revealed that shifts conformed to neither an additive nor multiplicative change. In
relation to SET, changes to attentional processing of time by means of a change in latency of
switch closure combined with switch fluctuations were invoked to explain these devaluationinduced changes in timing behavior. Similar processes may account for the shifts reported by
Garces et al. (2015) and those in the present study. Pre-trial events may act as a motivational
manipulation, transiently decreasing the conditioned incentive properties of the timing signal on
the immediately subsequent test trial.
Other data suggests that spread times are altered by the informativeness of events at the
start of a trial (Fox & Kyonka, 2016). In a test of informativeness, Fox and Kyonka (2016,
Experiment 2) examined temporal control on a response-initiated FI (RIFI) procedure. During
training, pigeons were exposed to a standard FI procedure, in which illumination of a center key
marked the start of the to-be-timed duration (15 or 30 s) and two RIFI procedures. Under the
standard RIFI condition, the illumination of a center key stimulus marked the start of the trial
and the to-be-timed duration was initiated by the first response on the timing key following the
start of the trial; thus, RIFI trials were effectively chained FR1-FI trials. Under the signaled-RIFI
condition, trials were identical to the RIFI condition, with the exception that a side key became
illuminated following the initiating response. PI trials were randomly intermixed with reinforced
FI or RIFI trials. An individual-trial analysis of performance on PI trials revealed that spread
times were significantly shorter under RIFI and signaled-RIFI conditions than on the standard FI
condition; furthermore, spread times were significantly shorter on signaled-RIFI conditions than
RIFI conditions. Fox and Kyonka (2016) proposed that the informativeness of the time marker
governed the precision of timing. On RIFI trials, initiating and reinforced responses were
intermixed with non-reinforced responses throughout the trial. Thus, responses were imperfect
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predictors of if and when a reinforcer was to be available. This account was supported by a
correlational analysis demonstrating that lower informativeness scores of an initiating response,
as calculated by the ratio of the initiating response to the frequency of all non-reinforced
responses within the trial, predicted larger spread times. In the context of the present study, the
auditory timing signal was an imperfect predictor of food availability on a given trial, as
reinforced FI trials and nonreinforced PI trials were intermixed. On trials preceded by a pre-trial
event, responding on the immediately subsequent timing trial was always non-reinforced. In such
a manner, pre-trial events serve as a more informative event regarding the upcoming nonavailability of reinforcement. Under the informativeness hypothesis, smaller spreads times would
be expected on test trials preceded by a pre-trial event than baseline PI trials—a pattern of results
which was found in the present study. Future studies may investigate parametric manipulations
of the informativeness of pre-trial events, by presenting pre-trial events prior to reinforced FI
trials as well as non-reinforced PI trials, in order to degrade the informativeness of the event and
test how shifts in spread time are altered.
Although the clock or motivational mechanisms that are disrupted by pre-trial
conditioned remain to be elucidated, the present results further extend the growing body of
literature on distracter effects. These data provide additional support for the role of postcue
effects on timing behavior exerted by both conditioned and unconditioned stimuli. The finding
that temporal control is altered by pre-trial reinforcers suggests that such postcue effects, at least
in part, govern changes in timing engendered by within-trial reinforcers. Changes in the
magnitude of shifts in middle time as a function of the temporal location of the pre-trial event
extends the importance of temporal properties of distracters and suggests a graded postcue effect
that dissipates with time. Furthermore, as the distracters produced increases in middle time along
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with decreases in spread time, multiple clock mechanisms are likely to be disrupted by the event.
Additional investigations into the motivational, associative, and stimulus properties of
conditioned distracters are required in order to isolate the components of the clock that are
disrupted.
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Footnotes
1

A sufficient number of subjects were not available to determine if the departure from
sphericity was significant using Mauchly’s Test of Sphericity. The estimated epsilon—the extent
to which sphericity is present—was lower for the analysis of normalized response rates than the
analysis of raw response responses, thus necessitating a more conservative correction for the
analysis of normalized rates. If the Huynh-Feldt correction for violations of sphericity was not
adopted, the interaction between Trial Type and Bin on normalized response rates would have
reached significance, F(711, 9954)= 1.37, p < .001, 𝜂"# = .089; the interaction between Trial
Type and Bin on raw response rates would have remained significant in the absence of a
correction for sphericity, F(711, 9954)= 1.81, p < .001, 𝜂"# = .114.
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Table 1
Distribution of Trial Types within a Session
Trial Type

Event Location

Frequency

---

49
9

Cue
Cue
Cue

Early
Middle
Late

3
3
3

SR
SR
SR

Early
Middle
Late

3
3
3

Cue+SR
Cue+SR
Cue+SR

Early
Middle
Late

2
2
2

FI
Baseline PI

Note. Event location (second column) refers to the temporal position of the event intruded in the
intertrial interval that preceded the probe trial. Location of early events ranged from 18 s to 12 s
prior to the onset of the timing signal; middle event locations ranged from 12 s to 6 s prior to the
onset of the timing signal; and late event locations ranged from 6 s to 0 s prior to the onset of the
timing signal. Frequency (third column) refers to the number of trials per session. FI = fixed
interval; PI = peak interval; Cue denotes probe trials preceded by presentation of the visual RI
cue; SR denotes probe trials preceded by presentation of a response-independent reinforcer;
Cue+SR denotes probe trials preceded by presentation of the visual RI cue and priming of a
response-contingent reinforcer.
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Table 2
Three-Way Repeated-Measures Analysis of Variance of Discrimination Index by Event, Location
and Block

2
28

MS
1.06
0.04

F
26.24

p
< .001

𝜂"#
.652

Event (E)
Error (E)

2
28

0.59
0.08

7.27

.003

.342

Block (B)
Error (B)

4
56

1.61
0.11

14.14

< .001

.502

L×E
Error (L × E)

4
56

0.06
0.04

1.66

.172

.106

L×B
Error (L × B)

8
112

0.02
0.03

0.67

.722

.045

E×B
Error (E × B)

8
112

0.09
0.03

3.07

.004

.180

L×E×B
Error (L × E × B)

16
224

0.03
0.04

0.89

.577

.060

Source
Location (L)
Error (L)

df
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Table 3
Three-Way Repeated-Measures Analysis of Variance of Shifts in Peak Time by Event, Location
and Block

2
28

MS
7507.21
216.45

F
34.68

p
< .001

𝜂"#
.712

Event (E)
Error (E)

1.54
21.55

7884.83
423.70

18.61

< .001

.571

Block (B)
Error (B)

4
56

5039.18
398.60

12.64

< .001

.475

L×E
Error (L × E)

4
56

93.40
178.85

0.52

.720

.036

L×B
Error (L × B)

8
112

226.10
204.78

1.10

.366

.073

E×B
Error (E × B)

8
112

238.81
220.92

1.08

.382

.072

L×E×B
Error (L × E × B)

16
224

253.06
175.54

1.44

.124

.093

Source
Location (L)
Error (L)

df

Note. Mauchly’s test indicated that the assumption of sphericity had been violated for the effect
of Event, c2(2) = 6.74, p = .034. The Huynh-Feldt correction for violations of sphericity has been
applied to the degrees of freedom and p-values for the effect of Event.
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Table 4
Three-Way Repeated-Measures Analysis of Variance of Shifts in Peak Rate by Event, Location
and Block
Source
Location (L)
Error (L)

df
1.33
18.61

MS
4736.96
677.12

F
7.00

p
.011

𝜂"#
.333

Event (E)
Error (E)

1.55
21.65

4225.65
313.49

13.48

< .001

.491

Block (B)
Error (B)

4
56

1948.94
846.07

2.30

.070

.141

L×E
Error (L × E)

3.12
43.69

441.46
218.57

2.02

.123

.126

L×B
Error (L × B)

4.85
67.94

145.63
305.33

0.48

.787

.033

E×B
Error (E × B)

4.79
67.12

510.55
342.36

1.49

.206

.096

16
224

123.83
180.09

0.69

.805

.047

L×E×B
Error (L × E × B)

Note. Mauchly’s test indicated that the assumption of sphericity had been violated for the effects
of Location, c2(2) = 11.43, p = .003, Event, c2(2) = 6.63, p = .036, Location × Event, c2(9) =
17.58, p = .042, Location × Block, c2(35) = 62.21, p = .005, and Event × Block, c2(35) = 65.99,
p = .002. The Huynh-Feldt correction for violations of sphericity has been applied to the degrees
of freedom and p-values for the effects of Location, Event, Location × Event, Location × Block,
and Event × Block.
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Table 5
Mean Proportion of Valid Trials for Each of the Trial Types Across Blocks of Testing
Block
Trial Type

1

2

3

4

5

Baseline

0.84
(0.03)

0.81
(0.03)

0.81
(0.03)

0.81
(0.03)

0.80
(0.03)

Early Cue

0.71
(0.04)

0.71
(0.04)

0.78
(0.02)

0.64
(0.03)

0.68
(0.03)

Middle Cue

0.78
(0.03)

0.73
(0.03)

0.69
(0.04)

0.60
(0.03)

0.62
(0.04)

Late Cue

0.69
(0.05)

0.66
(0.04)

0.71
(0.03)

0.57
(0.04)

0.57
(0.04)

Early SR

0.83
(0.03)

0.76
(0.04)

0.78
(0.03)

0.71
(0.04)

0.54
(0.05)

Middle SR

0.82
(0.04)

0.73
(0.03)

0.74
(0.04)

0.62
(0.05)

0.63
(0.04)

Late SR

0.83
(0.04)

0.69
(0.04)

0.62
(0.05)

0.60
(0.05)

0.64
(0.04)

Early Cue+SR

0.80
(0.04)

0.78
(0.05)

0.83
(0.03)

0.73
(0.04)

0.71
(0.05)

Middle Cue+SR

0.78
(0.04)

0.73
(0.04)

0.72
(0.04)

0.74
(0.04)

0.68
(0.05)

Late Cue+SR

0.73
(0.06)

0.65
(0.03)

0.66
(0.04)

0.58
(0.05)

0.53
(0.06)

Note. Values in parentheses represent the SEM.
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Table 6
Three-Way Repeated-Measures Analysis of Variance of Shifts in Start Times by Event, Location
and Block

2
28

MS
3440.19
50.49

F
68.14

p
<.001

𝜂"#
0.830

Event (E)
Error (E)

1.44
20.16

4169.04
197.86

21.07

<.001

0.601

Block (B)
Error (B)

4
56

2155.61
181.94

11.85

<.001

0.458

L×E
Error (L × E)

2.82
39.50

61.28
92.87

0.66

.623

0.045

L×B
Error (L × B)

8
112

79.03
79.47

1.00

.444

0.066

E×B
Error (E × B)

8
112

114.99
91.56

1.26

.274

0.082

L×E×B
Error (L × E × B)

16
224

82.84
58.44

1.42

.135

0.092

Source
Location (L)
Error (L)

df

Note. Mauchly’s test indicated that the assumption of sphericity had been violated for the effects
of Event, c2(2) = 8.59, p = .014, and Location × Event, c2(9) = 22.36, p = .008. The Huynh-Feldt
correction for violations of sphericity has been applied to the degrees of freedom and p-values
for the effects of Event and Location × Event.
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Table 7
Three-Way Repeated-Measures Analysis of Variance of Shifts in Middle Times by Event,
Location and Block

2
28

MS
2617.11
46.07

F
56.80

p
< .001

𝜂"#
0.802

Event (E)
Error (E)

1.46
20.47

5798.73
197.55

29.35

< .001

0.677

Block (B)
Error (B)

4
56

1896.25
133.84

14.17

< .001

0.503

L×E
Error (L × E)

4
56

55.74
47.38

1.18

.331

0.078

L×B
Error (L × B)

8
112

63.34
62.55

1.01

.431

0.067

E×B
Error (E × B)

8
112

62.26
73.09

0.85

.559

0.057

L×E×B
Error (L × E × B)

16
224

61.32
45.08

1.36

.163

0.089

Source
Location (L)
Error (L)

df

Note. Mauchly’s test indicated that the assumption of sphericity had been violated for the effect
of Event, c2(2) = 8.14, p = .017. The Huynh-Feldt correction for violations of sphericity has been
applied to the degrees of freedom and p-values for the effect of Event.
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Table 8
Three-Way Repeated-Measures Analysis of Variance of Shifts in Stop Times by Event, Location
and Block

2
28

MS
1849.51
53.65

F
34.47

p
< .001

𝜂"#
0.711

Event (E)
Error (E)

2
28

5363.13
161.42

33.23

< .001

0.704

Block (B)
Error (B)

4
56

1362.17
134.84

10.10

< .001

0.419

L×E
Error (L × E)

4
56

107.74
42.48

2.54

.051

0.153

L×B
Error (L × B)

8
112

45.63
65.54

0.70

.694

0.047

E×B
Error (E × B)

8
112

65.56
63.83

1.03

.420

0.068

L×E×B
Error (L × E × B)

16
224

47.28
42.15

1.12

.336

0.074

Source
Location (L)
Error (L)

df
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Table 9
Three-Way Repeated-Measures Analysis of Variance of Shifts in Spread Times by Event,
Location and Block

2
28

MS
287.80
18.49

F
15.59

p
< .001

𝜂"#
0.527

Event (E)
Error (E)

2
28

515.84
36.57

14.11

< .001

0.502

Block (B)
Error (B)

4
56

219.04
89.34

2.45

.056

0.149

L×E
Error (L × E)

4
56

30.22
29.12

1.04

.396

0.069

L×B
Error (L × B)

8
112

19.01
24.39

0.78

.621

0.053

E×B
Error (E × B)

8
112

55.53
27.81

1.99

.053

0.125

L×E×B
Error (L × E × B)

16
224

14.85
23.92

0.62

.866

0.042

Source
Location (L)
Error (L)

df
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Table 10
Three-Way Repeated-Measures Analysis of Variance of Shifts in Response Rate in the High-Rate
State (r2) by Event, Location and Block

2
28

MS
712.64
184.15

F
3.87

p
.033

𝜂"#
.217

Event (E)
Error (E)

1.29
28

11.36
646.23

0.02

.939

.001

Block (B)
Error (B)

4
56

2084.36
528.20

3.95

.007

.220

L×E
Error (L × E)

4
56

69.54
351.26

0.20

.938

.014

L×B
Error (L × B)

5.10
71.39

269.36
263.64

1.02

.412

.068

E×B
Error (E × B)

5.21
72.89

197.57
355.09

0.56

.740

.038

16
224

317.20
321.03

0.99

.471

.066

Source
Location (L)
Error (L)

df

L×E×B
Error (L × E × B)

Note. Mauchly’s test indicated that the assumption of sphericity had been violated for the effects
of Event, c2(2) = 12.70, p = .002, Location × Block, c2(35) = 55.68, p = .021, and Event ×
Block, c2(35) = 55.85, p = .038. Huynh-Feldt correction for violations of sphericity have been
applied to the degrees of freedom and p-values for the effects of Event, Location × Block, and
Event × Block.
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Table 11
Mean IQR (s) for Start, Stop, and Middle Times across Trial Types
Trial Type

Start

Stop

Middle

Baseline

17.25
(1.63)

16.74
(1.48)

15.50
(1.45)

Early Cue

23.58 *
(2.61)

22.71 *
(2.53)

22.25 *
(2.31)

Middle Cue

24.71 *
(2.92)

23.37 *
(2.49)

23.47 *
(2.69)

Late Cue

26.22 *
(3.47)

24.47 *
(3.05)

24.34 *
(3.19)

Early SR

20.73
(2.35)

18.37
(1.91)

18.00
(2.12)

Middle SR

19.15
(2.04)

18.97
(2.28)

17.47
(1.99)

Late SR

19.04
(1.82)

15.61
(1.53)

16.31
(1.58)

Early Cue+SR

22.18 *
(3.12)

20.15 *
(2.58)

20.46 *
(2.74)

Middle Cue+SR

20.63
(2.61)

19.84
(2.54)

19.31
(2.50)

Late Cue+SR

22.15
(2.97)

20.00
(3.17)

20.18
(3.03)

Note. Values in parentheses represent the SEM. Asterisks denote means that significantly (p <
.05) differed from mean value of the respective dependent measure on baseline trials.
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Table 12
Three-Way Repeated-Measures Analysis of Variance of Shifts in IQR for Start Times (s) by
Event, Location and Block

2
28

MS
56.05
169.79

F
0.33

p
.722

𝜂"#
.023

Event (E)
Error (E)

2
28

1544.21
171.77

8.99

< .001

.391

Block (B)
Error (B)

4
56

127.68
258.58

0.49

.740

.034

L×E
Error (L × E)

4
56

101.03
108.88

0.93

.454

.062

L×B
Error (L × B)

8
112

241.93
102.06

2.37

.021

.145

E×B
Error (E × B)

8
112

70.02
104.39

0.67

.716

.046

L×E×B
Error (L × E × B)

16
224

58.62
89.91

0.65

.839

.045

Source
Location (L)
Error (L)

df
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Table 13
Three-Way Repeated-Measures Analysis of Variance of Shifts in IQR for Middle Times (s) by
Event, Location and Block

2
28

MS
2.33
144.27

F
0.02

p
.984

𝜂"#
.001

Event (E)
Error (E)

2
28

2095.38
117.70

17.80

< .001

.560

Block (B)
Error (B)

4
56

81.04
271.93

0.30

.878

.021

L×E
Error (L × E)

4
56

81.46
84.13

0.97

.432

.065

L×B
Error (L × B)

8
112

156.04
93.56

1.67

.114

.106

E×B
Error (E × B)

8
112

68.48
82.42

0.83

.577

.056

L×E×B
Error (L × E × B)

16
224

34.57
76.17

0.45

.965

.031

Source
Location (L)
Error (L)

df
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Table 14
Three-Way Repeated-Measures Analysis of Variance of Shifts in IQR for Stop Times (s) by
Event, Location and Block

2
28

MS
27.46
129.35

F
0.21

p
.810

𝜂"#
.015

Event (E)
Error (E)

2
28

1960.25
81.50

24.05

< .001

.632

Block (B)
Error (B)

4
56

225.00
317.37

0.71

.589

.048

L×E
Error (L × E)

2.83
39.65

193.92
97.49

1.99

.147

.124

L×B
Error (L × B)

8
112

76.95
94.08

0.82

.588

.055

E×B
Error (E × B)

6.46
90.45

107.98
102.25

1.06

.397

.070

16
224

30.30
81.97

0.37

.988

.026

Source
Location (L)
Error (L)

L×E×B
Error (L × E × B)

df

Note. Mauchly’s test indicated that the assumption of sphericity had been violated for the effects
of Location × Event, c2(9) = 20.13, p = .018, and Event × Block, c2(35) = 57.71, p = .014.
Huynh-Feldt correction for violations of sphericity have been applied to the degrees of freedom
and p-values for the effects of Location × Event and Event × Block.
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Figure 1. Event diagram for the pre-trial stimulus events (Cue, SR, or Cue+SR) across each
location prior to onset of the PI signal, as denoted by the vertical dashed line. On trials in which
a reinforcer were delivered (SR and Cue+SR), tick marks represent the six possible times at which
a reinforcer could be primed for delivery; only one bin of the six were primed on a given trial.
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Figure 2. Mean lever presses per second as a function of elapsed trial time on PI trials during
each of the 5 four-session blocks (in columns) during the Distracter Test phase. Responses are
plotted from 30 s prior to the onset of the timing signal to 80 s after the onset of the timing
signal. The onset of the timing signal is denoted by a vertical black line at 0 s, and the trained FI
criterion duration is denoted by a vertical grey dashed line at 20 s. Data are shown separately for
performance on baseline PI trials without a pre-trial stimulus (top row) and for performance on
trials with early, middle, and late events (bottom three rows).
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Figure 3. Mean discrimination index (± SEM) as a function of event location during testing,
averaged across all event types and session blocks. The discrimination index was calculated as a
ratio of the mean response rate in the presence of the timing signal on intruded-event test trials to
the mean response rate in the presence of the timing signal on baseline PI trials.
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Figure 4. Mean discrimination index (± SEM) as a function of session block during the test
phase for each of the three event types. The discrimination index was calculated as a ratio of the
mean response rate in the presence of the timing signal on intruded-event test trials to the mean
response rate in the presence of the timing signal on baseline PI trials.
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Figure 5. Mean shifts (± SEM) in peak times (s) and peak rate (responses per minute) as a
function of event location during testing, averaged across all event types and session blocks.
Shifts represent the difference score between performance on trials preceded by an intruded
event and performance on baseline PI trials without a preceding event. Shifts equal to 0 represent
no change in temporal control, relative to baseline trials.
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Figure 6. Mean shifts (± SEM) in peak times (s) and peak rate (responses per minute) across the
three types of pre-trial events, averaged across all blocks of testing and event locations. Shifts
represent the difference score between performance on trials preceded by an intruded event and
performance on baseline PI trials without a preceding event. Shifts equal to 0 represent no
change in temporal control, relative to baseline trials.
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Figure 7. Mean shifts (± SEM) in peak times (s) as a function of session blocks during testing,
averaged across all event types and locations. Shifts represent the difference score between
performance on trials preceded by an intruded event and performance on baseline PI trials
without a preceding event. Shifts equal to 0 represent no change in temporal control, relative to
baseline trials.
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Figure 8. Mean start, middle, stop, and spread times (± SEM) on baseline PI trials as a function
of session block during the test phase.
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Figure 9. Mean shifts (± SEM) in start, middle, stop, and spread times (s) and rate of responding
in the high-rate state (r2; responses per minute) as a function of event location during testing,
averaged across all event types and session blocks. Shifts represent the difference score between
performance on trials preceded by an intruded event and performance on baseline PI trials
without a preceding event. Shifts equal to 0 represent no change in temporal control, relative to
baseline trials.
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Figure 10. Mean shifts (± SEM) in start, middle, stop, and spread times across the three types of
pre-trial events, averaged across all blocks of testing and event locations. Shifts represent the
difference score between performance on trials preceded by an intruded event and performance
on baseline PI trials without a preceding event. Shifts equal to 0 represent no change in temporal
control, relative to baseline trials.
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Figure 11. Mean shifts (± SEM) in start, middle, stop, and spread times (s) and rate in the highrate state (r2; responses per minute) as a function of session blocks during testing, averaged
across all event types and locations. Shifts represent the difference score between performance
on trials preceded by an intruded event and performance on baseline PI trials without a preceding
event. Shifts equal to 0 represent no change in temporal control, relative to baseline trials.
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Figure 12. Mean shifts (± SEM) in the variability (IQR) of start, middle, and stop times across
the three types of pre-trial events, averaged across all blocks of testing and event locations. Shifts
represent the difference score between performance on trials preceded by an intruded event and
performance on baseline PI trials without a preceding event. Shifts equal to 0 represent no
change in temporal control, relative to baseline trials.
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Figure 13. Mean shifts (± SEM) in the variability (IQR) of start times as a function of blocks of
test sessions across the three distracter temporal locations, averaged across event types. Shifts
represent the difference score between performance on trials preceded by an intruded event and
performance on baseline PI trials without a preceding event. Shifts equal to 0 represent no
change in temporal control, relative to baseline trials.
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Figure 14. Mean lever presses per second as a function of elapsed trial time on PI trials on the
first session of the Distracter Test phase. Responses are plotted from 30 s prior to the onset of the
timing signal to 80 s after the onset of the timing signal. Response rates were smoothed by
calculating a 3-second moving average. The onset of the timing signal is denoted by a vertical
black line at 0 s, and the trained FI criterion duration is denoted by a vertical grey dashed line at
79

20 s. Data are shown separately for performance on baseline PI trials without a pre-trial stimulus
(top row) and for performance on trials with early, middle, and late events (bottom three rows).
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Figure 15. Normalized mean lever presses per second as a function of elapsed trial time on PI
trials on the first session of the Distracter Test phase. Responses are plotted from 30 s prior to the
onset of the timing signal to 80 s after the onset of the timing signal. Response rates were
smoothed by calculating a 3-second moving average. The onset of the timing signal is denoted
81

by a vertical black line at 0 s, and the trained FI criterion duration is denoted by a vertical grey
dashed line at 20 s. Data are shown separately for performance on baseline PI trials without a
pre-trial stimulus (top row) and for performance on trials with early, middle, and late events
(bottom three rows).
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Figure 16. Mean shifts (± SEM) in peak times (s) as a function of event location and event type
during Session 1 of testing. Shifts represent the difference score between performance on trials
preceded by an intruded event and performance on baseline PI trials without a preceding event.
Shifts equal to 0 represent no change in temporal control, relative to baseline trials.
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Appendix A
Raster plots of baseline PI trials during the Distracter Test phase
The following 15 pages depict lever presses as a function of elapsed time into the trial,
with each trial displayed as a row. Responses are sorted into 1-s bins, with the number of
responses within a bin marked by different shades of grey for responses on the timing lever.
Responses on the RI lever are denoted by red triangles. Horizontal solid lines mark off the five 4session blocks (36 trials in each block). The high-rate state, for trials in which timing behavior fit
a low-high-low pattern, is marked by a green line segment. The vertical dashed blue lines denote
the FI-criterion value (20 s) and the vertical black line marks the onset of the timing signal.
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Appendix B
Raster plots of Cue trials during the Distracter Test phase
The following 15 pages depict lever presses as a function of elapsed time into the trial,
with each trial displayed as a row. Responses are sorted into 1-s bins, with the number of
responses within a bin marked by different shades of grey for responses on the timing lever.
Responses on the RI lever are denoted by red triangles. Each location of the pre-trial event is
depicted in a different panel (Top to bottom: Early, middle, and late), with grey shading to mark
the onset and offset of the event. Horizontal solid lines mark off the five 4-session blocks (12
trials in each block). The high-rate state, for trials in which timing behavior fit a low-high-low
pattern, is marked by a green line segment. The vertical dashed blue lines denote the FI-criterion
value (20 s) and the vertical black line marks the onset of the timing signal.
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Appendix C
Raster plots of SR trials during the Distracter Test phase
The following 15 pages depict lever presses as a function of elapsed time into the trial,
with each trial displayed as a row. Responses are sorted into 1-s bins, with the number of
responses within a bin marked by different shades of grey for responses on the timing lever.
Responses on the RI lever are denoted by red triangles. Each location of the pre-trial event is
depicted in a different panel (Top to bottom: Early, middle, and late), with grey shading to mark
the 6-s window of time during which a response-independent reinforcer was delivered.
Horizontal solid lines mark off the five 4-session blocks (12 trials in each block). The high-rate
state, for trials in which timing behavior fit a low-high-low pattern, is marked by a green line
segment. The vertical dashed blue lines denote the FI-criterion value (20 s) and the vertical black
line marks the onset of the timing signal.
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Appendix D
Raster plots of Cue+SR trials during the Distracter Test phase
The following 15 pages depict lever presses as a function of elapsed time into the trial,
with each trial displayed as a row. Responses are sorted into 1-s bins, with the number of
responses within a bin marked by different shades of black for responses on the timing lever.
Responses on the RI lever are denoted by red triangles. Each location of the pre-trial event is
depicted in a different panel (Top to bottom: Early, middle, and late) with grey shading to mark
the onset and offset of the event. Horizontal solid lines mark off the five 4-session blocks (8
trials in each block). The high-rate state, for trials in which timing behavior fit a low-high-low
pattern, is marked by a green line segment. The vertical dashed blue lines denote the FI-criterion
value (20 s) and the vertical black line marks the onset of the timing signal.
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