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1 Introduction
The purpose of topology optimization is to find an optimal material distribution (design)
inside a given domain. The topology optimization problem reduces to the minimization
of the cost functional on the specified set of admissible designs. Computation of the cost
functional for any fixed design requires a boundary value problem to be solved, so we always
deal with its numerical approximation. When the finite element method (FEM) is used, it
can be shown, that for many problems encountered in practice, including the model problem
considered in our work, the true cost functional is always greater than its discrete value, and
the main error comes from the FEM error.
The problem is that small values of the discrete cost functional often does not lead to
small values of the true cost functional. This is due to the discretization error: discontinuity
of the coefficient leads to a bad approximation in the standard spaces of piecewise poly-
nomial functions [37]. In our paper we consider a new regularization technique that builds
upon the ideas of [26]. During the minimization process, we also take into account the FEM
error, using a posteriori error estimators. We regularize the discrete cost functional by the
term, that penalizes designs with a large FEM error. This approach provides more reliable
results and avoids false minima. Also, it can be regarded as a new technique to prevent
known numerical instabilities — checkerboards [34,11].
Main contributions of our paper are:
– We show the relation of the true and discrete cost functionals with the FEM error by a
new interpretation of classical results of the FEM theory.
– We present a new regularization technique, which is based on a posteriori error estima-
tors, which produces designs with more reliable approximation of the true cost func-
tional.
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– We demonstrate, how this technique prevents the formation of checkerboards.
2 Topology optimization problem.
In our paper the model problem and results are expounded with respect to the two-dimensional
steady heat transfer problem, but these results can be applied to other topology optimization
tasks, where design variables are the coefficients of linear elliptic equations. The problem
of finding a minimum compliance design of elastic structures, as well as optimization of
heat or electricity conduction properties may be formulated in a general form [8]. Let H be
a Hilbert space, ak(u,v) : H×H→ R be a continuous H — elliptic bilinear form associated
with design k. The right hand side is a linear form l(v) : H → R. Then, the computation of
the cost functional requires the solution u = u(k) ∈ H of an elliptic problem:
ak(u,v) = l(v), for all v ∈ H. (1)
In our work, we assume, that the cost functional is given as:
Φ(k) = l(u(k)).
For example, if the problem (1) comes from linear elasticity, the cost functional is the com-
pliance of design [8].
The choice of the set of admissible designs Kad is the key question for the formulation
of any particular topology optimization task. When Kad is determined, the problem is to find
an optimal design kopt ∈ Kad , such that:
kopt = arg min
k∈Kad
Φ(k). (2)
The process of optimization requires multiple solutions of problem (1), and the FEM
with standard piecewise polynomial approximation is usually used. In that case, we only
deal with a discrete approximation of the true cost functional, which is given as:
Φh(k) = l(uh(k)),
where uh(k) ∈ Ph is the FEM solution of the corresponding finite dimensional problem:
ak(uh,vh) = l(vh), for all vh ∈ Ph, (3)
where Ph ⊂ H is a subspace of piecewise polynomial functions.
The problem is that in topology optimization, designs are usually represented by rough
discontinuous coefficients. It may lead to a bad convergence of the FEM [37], and, as con-
sequence, Φh(k) can be a bad approximation of Φ(k).
2.1 Relation with a posteriori error estimators
Since the bilinear form ak(u,v) is symmetric and coercive, it defines the energy dot prod-
uct (·, ·)a, with the corresponding energy norm ‖v‖a = ak(v,v)1/2. We have the following
interpretation of classical results from the FEM theory [35]:
Theorem 1
Φ(k) =Φh(k)+‖u(k)−uh(k)‖2a.
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Proof From (1) we have:
a(u,u) = l(u) =Φ(k),
a(u,uh) = l(uh) =Φh(k),
from (3) we have:
a(uh,uh) = l(uh) =Φh(k),
so:
‖u−uh‖2a = a(u−uh,u−uh)
= a(u,u)−2a(u,uh)+a(uh,uh)
=Φ(k)−Φh(k).
So, for designs with a large FEM error, the value of Φh(k) is far from the true value. More-
over, we have:
Corollary 1 Φ(k)≥Φh(k).
Thus, the minimization of Φh(k) may produce false minimums. Another important corollary
shows the relation with a posteriori error estimators:
Corollary 2 If we have some a posteriori error estimator Eapost(uh(k)) for the FEM solu-
tion uh(k) in the energy norm:
‖u(k)−uh(k)‖2a ≤CEapost(uh(k)),
where C is some constant, then this estimator is suitable for the upper bound Φh(k) of the
true cost functional:
Φ(k)≤Φh(k)+CEapost(uh(k)) =Φh(k), for all k ∈ Kad .
Our original idea was the minimization of this upper bound instead of the discrete functional,
but we do not have a suitable for the specifics of our problem a posteriori error estimator with
explicitly known and reasonable constant C 1. Nevertheless, we present a new regularization
technique, based on this idea.
3 Heat conduction model problem
Let Ω = [0,1]2 be a unit square domain with boundary ∂Ω . The optimization task is to
place a fixed amount of isotropic material in Ω to get the design with a maximal thermal
response. The solution space H10 (Ω) is a subspace of the Sobolev space H
1(Ω) with zero
Dirichlet boundary conditions: H10 (Ω) = {u∈H1(Ω)
∣∣ u= 0 on ∂Ω}. We need to determine
the temperature distribution u(k) ∈ H10 (Ω):∫
Ω
k∇u ·∇v =
∫
Ω
f v, for all v ∈ H10 (Ω), (4)
where the coefficient of thermal conductivity k is a design variable. As a cost functional we
consider:
Φ(k) =
∫
Ω
f u(k).
1 For the estimator, considered in section 5, constant C depends on the jump of the coefficient
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Note, that if f ≡ 1, then Φ(k) is an average temperature for the fixed design k.
The choice of admissible designs set Kad is crucial for the correctness of the problem
(2). Consider the following set of designs with a fixed amount of material:
K2(Ω) =
{
k ∈ L∞(Ω) ∣∣ k(x) ∈ {1,γ}, ∀x ∈Ω ; ∫
Ω
k = V= const
}
, (5)
here V is the volume constraint, and 1,γ  1 represent conductivities of material and its
absence. It is known, that problem (2) with Kad = K2(Ω) has no solution [34], because
the set K2(Ω) is not closed, and an addition of more holes in the structure with the same
volume of material reduces the cost functional value. This shows that the more porous is
a medium, the less it is heated. Moreover, the FEM with a standard piecewise polynomial
approximation is not applicable for an arbitrary k ∈ K2(Ω). It is shown in [3], how to build
coefficients, such that the convergence of the FEM will be arbitrarily bad.
It is possible to achieve the correctness of the topology optimization problem by reduc-
ing admissible designs set K2(Ω) (adding additional restrictions) or by enlarging it (admit-
ting intermediate values of the coefficient) [34,19,30]. A natural approach to the topology
optimization is to require the coefficient k to be piecewise constant on a given finite element
mesh and to solve directly this discretized problem. Of course, such approach also imposes
additional restrictions: a number of holes, their sizes and forms are now not arbitrary.
More formally, if the FEM mesh Th consists of m elements, then Kpc(Th) is the m-
dimensional space of piecewise constant on Th coefficients. We define:
Kh(Th) = K2(Ω)∩Kpc(Th), (6)
then optimization problem (2) with Kad =Kh(Th) has solution, because the set of admissible
designs is finite, but the solutions may be significantly different for different meshes and
there is no convergence when mesh size goes to zero. Such numerical instability is also
known as mesh-dependency [34].
4 A concept of regularization using a posteriori error estimators
We look for an approximate solution uh(k) in the space Ph0 (Ω)⊂H10 (Ω) of piecewise poly-
nomial on Th functions:∫
Ω
k∇uh ·∇vh =
∫
Ω
vh f , for all vh ∈ Ph0 (Ω). (7)
We assume, that the heat source f is also in Ph0 (Ω), and associate (7) with the operator
equation:
A uh = f , (8)
whereA (k) : Ph0 (Ω)→ Ph0 (Ω) is a linear self-adjoint operator, associated with the stiffness
matrix. Then, the discrete cost functional is:
Φh(k) =
∫
Ω
f uh(k) =
(
f ,A −1 f )L2(Ω). (9)
In this paper, we are most interested in approaches for solving topology optimization prob-
lems, which are based on the sensitivity analysis, i.e. which perform gradient-driven min-
imization of the discrete cost functional Φh(k) and require only computation of its deriva-
tives, so-called sensitivities. Here we can consider such popular algorithms as ESO-type
Regularization of topology optimization problem by the FEM a posteriori error estimator 5
(Evolutionary Structural Optimization) methods [42,21,24], BESO (Bi-directional ESO)
method [28,29], SIMP (Solid Isotropic Material with Penalization) method [6,31].
The process of minimization of Φh(k) often leads to a different numerical instabilities
[34]. Known numerical instabilities are so-called checkerboards — designs which have re-
gions of small sizes, consisting of alternating solid and void elements. As we will see in our
numerical experiments in section 7, such checkerboard structures have a small value of the
discrete cost functional, but their practical value is doubtful. The true solution u(k)∈H10 (Ω)
has a lot of singularities where the first derivatives are not bounded, thus the approximation
properties of the standard space of piecewise polynomial functions are bad [37], so we ex-
pect that Φ(k)Φh(k).
Instead of minimization of Φh(k), we propose to minimize a regularized cost functional
Φα(k), which is given as:
Φα(k) =Φh(k)+αEapost(uh(k)), (10)
where α is a parameter and its choice is made depending on the estimator and the opti-
mization algorithm. So, we do want to minimize Φh(k), but we do not want the FEM error
to be too large. There are a lot of a posteriori error estimators [17], and the choice of an
appropriate one is also a part of the regularization technique.
5 A posteriori error estimator
In our work, we consider an estimator, which was first proposed in [5] in one-dimensional
case, and was generalized for the Poisson equation in two dimensions [39].
Let as before Th be the FEM triangulation of the domain Ω . For any T ∈ Th, we denote
a set of its edges as ε(T ), then εh =
⋃
T∈Th
ε(T ) and εh = εh,0∪εh,Ω , where εh,0 = {E ∈ εh :
E ⊂ ∂Ω} and εh,Ω = εh \εh,0. For any E ∈ εh,Ω , we choose an arbitrary direction of normal
nE and fix it. We define the following quantities for the FEM solution uh(k) ∈ Ph0 (Ω):
RT (uh) = f +∇(k∇uh), ∀T ∈ Th(Ω),
RE(uh) =
{
−[k∇uh ·nE]E , i f E ∈ εh,Ω
0, i f E ∈ εh,0
where [φ ]E is the jump of φ across E.
Next, for all w ∈ H10 (Ω), we have:
(u−uh,w)a = ∑
T∈Th
(
RT (uh),w
)
L2(T )
+ ∑
E∈εh
(
RE(uh),w
)
L2(E)
= ∑
T∈Th
∫
T
RT (uh)w+ ∑
E∈εh
∫
E
RE(uh)w.
Thus, the error ‖u− uh‖a depends on the strong residual f +∇(k∇uh) and the jump of the
heat-flux k∇uh across the edges of triangulation, where the strong residual is not defined.
As Eapost(uh(k)), we use a weighted combination of these quantities:
Eapost(uh(k)) = ∑
T∈Th
h2T‖RT (uh)‖2L2(T )+ ∑
E∈εh
hE‖RE(uh)‖2L2(E), (11)
where hT and hE are diameter and length of any T ∈ Th and E ∈ εh respectively.
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6 Computing sensitivities
In topology optimization the sensitivity of the functional is its derivatives with respect to
the design variable k. Since a posteriori error estimator Eapost depends on uh(k), it is also
a functional of k, and we can compute its sensitivity for the minimization of the regular-
ized functional (10). First, we have a classical result for the sensitivity of the discrete cost
functional [8]:
Theorem 2 The sensitivity of Φh(k) can be computed as:
∂Φh(k;∂k) =−
(
∂A uh,uh
)
L2(Ω)
.
Proof Since A linearly depends on k, we have:
∂A −1 =−A −1∂AA −1. (12)
Then, using (8), (9), (12), we have:
∂Φh(k) = ∂
(
uh, f
)
L2(Ω)
=
(
∂A −1 f , f
)
L2(Ω)
==−
(
A −1∂AA −1 f , f
)
L2(Ω)
=−
(
∂AA −1 f ,A −1 f
)
L2(Ω)
=−
(
∂A uh,uh
)
L2(Ω)
.
To compute the sensitivity of Eapost(uh(k)) given in (11), we denote:
ET (uh(k)) = ‖RT (uh)‖2T =
(
f +∇(k∇uh), f +∇(k∇uh)
)
L2(T )
, ∀T ∈ Th;
EE(uh(k)) = ‖RE(uh(k))‖2E =
(− [k∇uh ·nE]E ,−[k∇uh ·nE]E)L2(E), ∀E ∈ εh,Ω .
For any T ∈ Th, we consider a linear strong residual operator ST : Kh(Th)×Ph0 (Ω)→
L2(T ), given as:
ST (k,u) = f +∇(k∇u), ∀T ∈ Th,
so, we have:
ET (k) =
(
ST (k,uh(k)),ST (k,uh(k))
)
L2(T )
.
Functionals ΛT 1 : Kh(Th)→ R and ΛT 2 : Ph0 (Ω)→ R, given as:
ΛT 1(x) =
(
ST (x,uh(k)),ST (k,uh(k))
)
L2(T )
,
ΛT 2(x) =
(
ST (k,x),ST (k,uh(k))
)
L2(T )
are linear bounded functionals, so we can associate them with elements λT 1 ∈ Kh(Th) and
λT 2 ∈ Ph0 (Ω) respectively:(
ST (x,uh(k)),ST (k,uh(k))
)
L2(T )
=
(
x,λT 1
)
L2(Ω)
, f or all x ∈ Kh(Th),(
ST (k,x),ST (k,uh(k))
)
L2(T )
=
(
x,λT 2
)
L2(Ω)
, f or all x ∈ Ph0 (Ω).
It should be noted, that λT 1(uh),λT 2(uh) are easy to compute.
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Theorem 3 The sensitivity of ET (k) can be computed as:
∂ET (k;∂k) = 2
(
∂k,λT 1
)
L2(Ω)
−2
(
∂A uh,A −1λT 2
)
L2(Ω)
.
Proof
∂ET (k;∂k) = ∂
(
ST (k,uh(k)),ST (k,uh(k))
)
L2(T )
= 2
(
∂ST (k,A −1 f ),ST (k,uh(k))
)
L2(T )
= 2
(
ST (∂k,uh(k))+ST (k,∂A −1 f ),ST (k,uh(k))
)
L2(T )
= 2
(
∂k,λT 1
)
L2(Ω)
−2
(
A −1∂AA −1 f ,λT 2
)
L2(Ω)
= 2
(
∂k,λT 1
)
L2(Ω)
−2
(
∂A uh,A −1λT 2
)
L2(Ω)
.
Next, for any E ∈ εh,Ω , we consider a linear jump operator JE : Kh(Th)× Ph0 (Ω)→
L2(E), given as:
JE(k,u) =−[k∇u ·nE]E ,
so, we have:
EE(k) =
(
JE(k,uh(k)),JE(k,uh(k))
)
L2(E)
.
FunctionalsΘE1 : Kh(Th)→ R andΘE2 : Ph0 (Ω)→ R, given as:
ΘE1(x) =
(
JE(x,uh(k)),JE(k,uh(k))
)
L2(E)
,
ΘE2(x) =
(
JE(k,x),JE(k,uh(k))
)
L2(E)
are linear bounded functionals, so we can associate them with elements θE1 ∈ Kh(Th) and
θE2 ∈ Ph0 (Ω) respectively:(
JE(x,uh(k)),JE(k,uh(k))
)
L2(E)
=
(
x,θE1
)
L2(Ω)
, f or all x ∈ Kh(Th),(
JE(k,x),JE(k,uh(k))
)
L2(E)
=
(
x,θE2
)
L2(Ω)
, f or all x ∈ Ph0 (Ω).
It should be noted, that θE1(uh),θE2(uh) are also easy to compute.
Theorem 4 The sensitivity of EE(k) can be computed as:
∂EE(k;∂k) = 2
(
∂k,θE1
)
L2(Ω)
−2
(
∂A uh,A −1θE2
)
L2(Ω)
.
Proof
∂EE(k) = ∂
(
JE(k,uh(k)),JE(k,uh(k))
)
L2(E)
= 2
(
∂JE(k,A −1 f ),JE(k,uh(k))
)
L2(E)
= 2
(
JE(∂k,uh(k))+ JE(k,∂A −1 f ),JE(k,uh(k))
)
L2(E)
= 2
(
∂k,θE1
)
L2(Ω)
−2
(
A −1∂AA −1 f ,θE2
)
L2(Ω)
= 2
(
∂k,θE1
)
L2(Ω)
−2
(
∂A uh,A −1θE2
)
L2(Ω)
.
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We obtain the following final result:
Corollary 3 The sensitivity of Eapost(uh(k)) can be computed as:
∂Eapost(k;∂k) = 2 ∑
T∈Th
h2T
(
∂k,λT 1
)
L2(Ω)
−2 ∑
T∈Th
h2T
(
∂A uh,A −1λT 2
)
L2(Ω)
+2 ∑
E∈εh
hE
(
∂k,θE1
)
L2(Ω)
−2 ∑
E∈εh
hE
(
∂A uh,A −1θE2
)
L2(Ω)
=
(
∂k,λ1
)
L2(Ω)
+
(
∂A uh,A −1λ2
)
L2(Ω)
+
(
∂k,θ1
)
L2(Ω)
+
(
∂A uh,A −1θ2
)
L2(Ω)
,
with
λ1(uh) = 2 ∑
T∈Th
h2TλT 1,λ2(uh) = 2 ∑
T∈Th
h2TλT 2,
θ1(uh) = 2 ∑
E∈εh
hEθE1,θ2(uh) = 2 ∑
E∈εh
hEθE2.
Vectors λ1,λ2,θ1,θ2 can be computed explicitly in O(m) operations, where m is the
number of finite elements in Th.
6.1 Computational details
We have: (
∂A uh,vh
)
L2(Ω)
=
∫
Ω
∂k∇uh ·∇vh, (13)
then:
∂Φh(k;∂k) =−
(
∂A uh,uh
)
L2(Ω)
=−
∫
Ω
∂k∇uh ·∇uh.
To compute the sensitivity of Eapost(k), we need to solve two additional systems of linear
equations, taking vh =A −1λ2 and vh =A −1θ2 in (13).
7 Numerical experiments
All computations are implemented using FEniCS finite element solver [1]. We highlight the
following details:
– All meshes Th are triangular and uniform, see Fig. 1.
– We look for an approximate solution uh(k) in the space Ph0 (Ω) of piecewise linear on Th
functions.
– The heat source is design-independent and uniform over domain, i.e. f ≡ 1 in Ω .
– γ = 10−3 represents the conductivity of void elements.
– We fix the volume constraint V= 1/2.
Our functional can be used within any optimization framework. We will test two algorithms:
ESO and SIMP.
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Fig. 1: Uniform triangulation
7.1 ESO algorithm
To show the concept of regularization using a posteriori error estimators in the most explicit
form, we first consider a simple ESO algorithm which can be summarized as follows: we
start from full of solid material design and gradually modify it by removing material. Let
k[i], i = 1 . . .m be a vector, associated with the FEM triangulation Th, which represents
current design k. We assume k[ j] = 1, if jth element is solid material, and k[ j] = γ , if jth
element is void material.
Algorithm 1: ESO
Data: volume constraint V; regularization parameter α; the FEM mesh Th; conductivity of void
material γ  1; number of elements Q to cut on each iteration
Result: final design kopt with material volume V; discrete cost functional Φh(kopt); a posteriori error
estimate Eapost(uh(kopt))
1 set k[i] = 1, i = 1 . . .m (initial design is full of material structure);
2 while ∑k[i]> V do
3 compute uh(k);
4 compute sensitivities of Φh(k),Eapost(uh(k));
5 using sensitivities, to cut Q elements to minimize Φα (k) the most (for each of them set
k[ j] = γ);
6 compute Φh(kopt),Eapost(uh(kopt)).
In Figs. 2,3,4 we present results of using Algorithm 1 for solving problem (2) with Kad =
Kh(Ω) (6). The parameter Q is fixed such that it depends on the number m of triangles in
the triangulation Th, namely Q= m/256. For each design we look at the discrete functional
Φh(k) and a posteriori error Eapost(uh(k)). The problem is that looking only at these two
quantities, we can not actually compare two designs, i.e. we can not say anything about the
value of the true cost functional Φ(k). As we can see, the size of the error is commensurable
with the discrete cost functional value, however, the regularization helps to significantly
decrease the error.
10 Pimanov, Vladislav, Oseledets, Ivan
Fig. 2: ESO algorithm, discretization with m = 32768 elements.
α = 0.0
Φh = 0.1882
Eapost = 0.0444
α = 0.1
Φh = 0.2151
Eapost = 0.0108
α = 0.15
Φh = 0.1599
Eapost = 0.0120
α = 0.2
Φh = 0.0891
Eapost = 0.0112
Fig. 3: ESO algorithm, discretization with m = 131072 elements.
α = 0.0
Φh = 0.1319
Eapost = 0.0331
α = 0.1
Φh = 0.1882
Eapost = 0.0058
α = 0.15
Φh = 0.1013
Eapost = 0.0091
α = 0.2
Φh = 0.0894
Eapost = 0.0093
Fig. 4: ESO algorithm, discretization with m = 524288 elements.
α = 0.0
Φh = 0.1189
Eapost = 0.0233
α = 0.1
Φh = 0.1435
Eapost = 0.0043
α = 0.15
Φh = 0.1186
Eapost = 0.0520
α = 0.2
Φh = 0.1078
Eapost = 0.0068
7.2 SIMP algorithm
Consider the following set of designs, which admits intermediate values of the coefficient:
K(Ω) =
{
k ∈ L∞(Ω) ∣∣ k(x) ∈ [γ,1], ∀x ∈Ω ; ∫
Ω
k ≤ V= const}.
We solve the topology optimization problem (2) with the set of admissible designs Kad =
K(Ω)∩Kpc(Th), where intermediate values are allowed but they are penalized according
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to the SIMP approach. Results presented in this section are obtained using dolfing-adjoint
[14], and are based on implementation, provided at [12].
As we can see in Fig. 5, SIMP without regularization produces checkerboards with a
large FEM error, the regularization prevents their formation and gives tree-like designs,
which are classical for the heat conduction problem [23]. It should be noted, that this result
correlates with the fact that using of higher order finite elements in each ground element or
more than one finite element per ground element help to avoid checkerboards [30,33], since
they also decrease the FEM error.
Fig. 5: SIMP algorithm, discretization with m = 32768 elements
Checkerboard structure
α = 0.0
Φh = 0.0605
Eapost = 0.0497
Tree-like structure
α = 10
Φh = 0.0661
Eapost = 0.0011
Binarized version
α = 10
Φh = 0.1531
Eapost = 0.0189
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7.3 Does the refinement help?
Consider the structure obtained on the initial triangulation consisting of m= 8192 elements.
This is a typical checkerboard, that seems to be a good structure, i.e. Φh(k) is small. We
do multiple refinements of the initial mesh. The dependence of the discrete functional and
a posteriori error on the number of elements m are presented in the table 1. The number of
elements increases by a factor of 256. The value of Φh(k;m) increases, whereas a posteriori
error Eapost(k;m) is almost unchanged. The problem is that a large number of singular points
in the solution leads to a very slow convergence.
Table 1: Refinement results:
refinement initial 1st 2d 3d 4th
elements m = 8192 4m 16m 64m 256m
Φh 0.076172 0.085991 0.092229 0.096589 0.100262
Eapost 0.036238 0.039276 0.039037 0.038344 0.037426
Fig. 6: A typical checkerboard
8 Related works
Many approaches for dealing with checkerboards have been proposed [30,34]. Constraint
techniques, which usually consist in adding of penalization term to the cost functional and
originally intended to deal with mesh-dependency or the non-existence of solution, also help
to prevent checkerboards. These may include perimeter [18], member length [27] or (local
or global) gradient control techniques. Global gradient control restricts a Sobolev norm of
the coefficient [7] when local gradient control deal with pointwise constraint on its deriva-
tives [25]. Also worth mentioning filtering techniques, which directly modify density or
sensitivity on each iteration of the optimization algorithm based on the density or sensitiv-
ity of elements in a localized neighborhood [32]. Comprehensive and up-to-date reviews on
topology optimization can also be found in [33,10].
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Shape and topology optimization of heat conduction problems are considered in many
works. The first implementation of ESO algorithm for steady heat conduction is presented
in [22]. Other related works with a similar model problem are [15], where BESO method is
used, and [16], where the finite volume method with the SIMP approach is studied. Industrial
application of topology optimization for heat transfer problems are presented in [43]. Also
an implementation of the level-set methods [38] for heat conduction problems are considered
in [44,9].
9 Future work
We plan to apply presented regularization technique to other topology optimization tasks
and to combine it with existing optimization approaches. Also, it makes sense to try regular-
ization with other a posteriori error estimators and to find/invent the best one. An important
question is the verification of the fractal-like structures. The problem of applicability of a
standard FEM for strongly heterogeneous coefficients, which are usual for topology opti-
mization, deserves more attention. For example, a popular FEM packages, which success-
fully used for various industrial problems, fails with checkerboards, and even adaptivity can
not help.
A variety of numerical techniques, that enable the accurate approximation of solutions
that involve jumps, cracks, and other non-smooth features have been proposed. Generally,
this is achieved by improving approximation properties of standard piecewise polynomial
spaces using a priori information about singularities of the problem, so it seems to be very
suitable for verification purposes of topology optimization. These include the Generalized
Finite Element Method (GFEM) [4,2,36], the heterogeneous multiscale methods (HMM)
[40,41] and the multiscale finite element method (MsFEM) [13,20].
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