In recent years the development of Single-Photon Avalanche Diodes (SPADs) had a big impact on single-photon counting applications requiring high-performance detectors in terms of Dark Count Rate (DCR), Photon Detection Efficiency (PDE), afterpulsing probability, etc. Among these, it is possible to find applications in singlemolecule fluorescence spectroscopy that suffer from long-time measurements. In these cases SPAD arrays can be a solution in order to shorten the measurement time, thanks to the high grade of parallelism they can provide. Moreover, applications in other fields (e.g. astronomy) demand for large-area single-photon detectors, able also to handle very high count rates.
INTRODUCTION
For many years the interest in Single-Photon Avalanche Diodes (SPADs) has been growing and nowadays they are considered a valid solution in many single-photon counting and timing applications, overcoming the main limitations of PhotoMultiplier Tubes (PMTs), namely low quantum efficiency, sensitivity to magnetic fields and bulkiness. 1 As an example, Single-Molecule Fluorescence Spectroscopy (SMFS) 2 is today acknowledged by many researchers as a powerful technique in many fields related to biology, biochemistry and biophysics. In case of molecules freely diffusing in a liquid, the basic idea behind this technique is to excite with light a very small volume, with a low concentration of the analyte, collecting rare bursts of photons corresponding to the transit of a single molecule. However, burst detection is a challenging task, due to the small number of photons in each burst; high sensitivity is therefore a mandatory requirement for the single-photon detector. In addition, many bursts (corresponding to many different molecules) need to be measured and accumulated to reach a proper statistics, resulting in long measurement time. Multi-spot excitation and detection is a promising way to address the throughput limitations of single-molecule analysis:
3 this requires the use of suitable arrays of single-photon detectors. Silicon SPADs, fabricated using custom planar technologies, are ideal candidates for this kind of application, thanks to their high Photon Detection Efficiency (PDE), low noise, large active area and compatibility to be fabricated in arrays.
At the same time, different fields are starting to push also for detectors able to stand free running operation at very high count rates, often in the order of Gcount/s. Some examples can be found in quantum astronomy 4 or Quantum Key Distribution (QKD).
5 Going in this direction, different solutions are already present in literature: on one hand Superconducting Nanowire Single-Photon Detectors (SNSPDs) 6 offer good performance, although their operating temperature usually limits the development of a compact solution. On the other hand, Silicon PhotoMultipliers (SiPMs) 7 have been investigated also for high count rate applications, but paying the price of a degraded photon number resolving capability. In the end also solutions based on a multiplexed pool of single detectors 8 have been theorized: however this design would be expensive and bulky and would require a low-loss switch.
In this paper we review the development of a complete detection module 9 and we report also an extended experimental characterization recently performed. The module is based on a 64-pixel SPAD array, arranged in a 8×8 configuration, and it has been developed aiming at the aforementioned applications. Indeed, thanks to a fully parallel architecture, the module can be used in two different operating modes: exploiting a suitable optics, the module can be used in a multi-spot measurement in which each detector collects photons from a different source. But in addition the module can be also used in a combined-pixels configuration, in which the photons coming from a single source are widespread all over the array. In this case, each impinging photon can be detected by a random pixel, with multiple advantages: first the availability of 64 independent detectors allows to resolve the number of photons impinging at the same time on the array. Second, the maximum detectable number of photons in the unit of time is increased by a factor 64. Of course also the Dark Count Rate (DCR) in this configuration is increased, but in the end the dynamic range of the measurement is extended and this represents the highest dynamic range for a photon counting device, as reported in literature so far.
ARCHITECTURE OF THE DETECTION MODULE

The 8×8 SPAD array
The core of the photon detection module is a custom-technology square array of SPADs, with the pixels arranged in a 8×8 configuration, as depicted in Fig. 1 . The single SPAD is a detector with a circular active area and a diameter of 50 µm, separated from the others by a pitch of 250 µm. The pixels are connected in a common cathode configuration, i.e. with a common voltage for all the cathodes and with an independent anode for each pixel, that can be connected to an independent Active Quenching Circuit (AQC). The average breakdown voltage is equal to 34.1 V at 25
• C, with a variability all over the array lower than 100 mV. The choice of a custom technology allows a fine tuning of the doping profile and, in turn, of the electric field inside the detector, that determines all the device performance. Nevertheless, with a custom technology it is not easy to integrate the quenching electronics in the detectors chip. Therefore the AQCs were fabricated with a 0.18-µm High-Voltage CMOS technology, in two separate chips of 32 fully independent channels.
The system architecture
The SPAD array and the quenching electronics have been placed in a compact and complete detection module, conceived to be easily used in real applications. The module is showed in Fig. 2 . In order to exploit the noise performance of the custom-technology SPADs at low temperature, the detector and the AQC have been assembled on a ThermoElectric Cooler (TEC). However, to prevent issues due to the formation of moisture on the array, the module is provided with a sealed chamber that is possible to fill with dry nitrogen by means of two valves. Surrounding the sealed chamber, two different boards have been stacked one on top of the other. The one on the bottom contains all the power circuits to generate and provide the voltage to all the module. In this board it is also present a Proportional-Integral-Derivative (PID) controller that, exploiting the TEC and a Negative Temperature Coefficient (NTC) thermistor in thermal contact with the detector, guarantees a stable temperature on the SPAD array. Indeed, it is possible to program this board to set different operating conditions, in terms of bias voltage (up to 8 V of excess bias) and temperature (down to -15
• C). The board on the top instead contains all the connections and the signal processing circuits needed to route the counting data to external systems. All the 64 AQCs are mounted on this board and in each of them there is an output that provides a pulse synchronous with each avalanche of the corresponding pixel. All the information are then sent to an FPGA that can in turn deliver the data to the external world in two different modes. In the first one the data are simply routed to an output VHDCI connector, providing the user with 64 outputs each one delivering pulses synchronous with the detection of a photon in the corresponding pixel. Instead in the second mode the FPGA accumulates the counts in time windows, whose duration is programmable by the user down to 1 ms. After that, the accumulated values are sent to an external PC through an USB interface and they can be easily recorded and displayed using a specific software developed for this task.
EXPERIMENTAL CHARACTERIZATION
A full experimental characterization of the module has been performed. Dark counts, detection efficiency, afterpulsing and crosstalk probability have been measured for different operating temperatures and bias voltages, thanks to the fully programmable architecture already discussed. In addition also the linearity curve is presented to prove that the module works up to very high count rates.
Dark count rate
The DCR is defined as the average number of avalanches in the unit of time, when the detector has no photons impinging on it. This is the main source of noise in SPAD arrays. Although the actual source of the noise is the fluctuation of this value, the poissonian origin of the dark counts allows us to evaluate it simply looking at the mean value, averaged on a specific time interval for accuracy. Therefore, DCR measurements have been performed keeping the module in a dark environment, with no photons impinging on the array, and collecting the dark events through the USB interface in fixed time windows of 100 ms, for a total time of 25 s. Then the values have been normalized to 1 s and the measurement has been repeated as a function of the excess bias and the working temperature. Results of the measurement are presented in Fig. 3a , for T = -15
• C and different overvoltages, and in Fig. 3b , for V ov = 6 V and different temperatures. The data are showed using the so-called inverse cumulative distribution function, where for a given DCR on the y-axis it is possible to evaluate on the x-axis the percentage of pixels having a DCR less or equal to the chosen value. In order to build this graph, pixels have been sorted in increasing order of DCR and the x-axis has been rescaled between 0% and 100%. DCR distribution and dependencies are comparable to the ones already reported in literature 1 for devices fabricated using the same technology.
Photon detection efficiency
The PDE is the ratio between the average number of detected photons and the total number of photons impinging on the device active area. This parameter is very important for SPAD arrays since, together with the DCR, it is one of the main players in the Signal to Noise Ratio (SNR) of a real measurement. The experimental setup used for the characterization of the detection efficiency is arranged as follows: the light is generated through a mercury-vapor lamp coupled with a monochromator grating (Oriel Spectraluminator 69050), able to generate a single excitation wavelength within 400 and 1000 nm, with a step usually fixed at 50 nm. An integrating sphere is then used to generate two uniform photon fluxes through two distinct output ports: the first one is directed toward the device under test, while the second port is directed toward a calibrated photodiode, whose output is used to calculate the total number of photons impinging on the device under characterization. The measurement is fully automated and controlled by a purposely developed software. For each wavelength to sweep, the measurement is arranged in two consecutive steps: first a shutter between the monochromator and the sphere is opened and the counts coming from the impinging photons are recorded over a 10-s time window thanks to the on-board FPGA counters and the USB link. Then the shutter is closed and the counting measurement is repeated with no light impinging on the device, hence recording the dark count rate. The final value for the PDE is calculated as follows:
where n ph is the photon rate impinging on the device, whilst n * open and n * closed are the count rates measured by the device with the shutter open and closed. Usually the intensity n ph can be tuned acting on two different parameters: the distance between the integrating sphere and the detector and the attenuation factor that can be introduced on the impinging flux using a neutral density filter. This rate is usually chosen higher than the DCR, to attain a high SNR in a limited amount of time, but considerably lower than the maximum count rate for the detector, to avoid a significant distortion due to the dead time T dead . Actually, n * open and n * closed are always obtained from the measured values n open and n closed , by compensating the effect of the dead time with the following formula: of the PDE curve is at about 550 nm, with a remarkable value of 49% for an excess bias of 6 V. No substantial dependency of the PDE has been registered changing the operating temperature.
Linearity
Using a slightly modified version of the setup already described for the PDE measurement, it was also possible to measure the linearity curve of the module. This curve represents the number of photons detected by the module as a function of the impinging flux. As already mentioned, the photon flux can be varied by acting on the neutral density filter at the output of the sphere or on the distance between the detector and the sphere itself. Fig. 5 reports the results of the linearity measurement performed with impinging photons having a wavelength of 550 nm. The module operating conditions were set to V ov = 6 V and T = -5 • C. Two different curves are presented for the SPAD having the lowest DCR. With red circles it is possible to see the actual result of the measurement, while the green dashed plot is the corresponding theoretical curve coming from Eq. 1 and Eq. 2, namely:
This diagram shows that the single pixel can work in three different regimes: when the photon flux is very low, the counting rate is dominated by the DCR, resulting in a flat dependency on the impinging flux. For intermediate rates this dependency becomes linear, with a slope equal to the PDE for the used wavelength. When the detection rate becomes comparable with the inverse of the dead time, the detected photon rate assumes a sub-linear dependence on the impinging photon flux, due to the presence of a dead time that is not zero. Eventually, the count rate saturates at the value given by the inverse of the dead time, as expected for a non-paralyzable module. 10 An almost perfect agreement has been found between experimental and theoretical data, proving that the module does not introduce additional distortion beside those due to dark counts and dead time. Fig. 5 reports also the experimental (blue crosses) and the calculated (black dash-dot) linearity curves for the whole array, obtained by summing up the counts acquired by each pixel and plotting them versus the total photon flux impinging on the SPAD active areas. This results in a global saturated count rate of 2 Gcount/s (1 Gcount/s considering a maximum tolerable linearity error of 6 dB), proving that the module can be used also in the combined-pixel mode with no additional distortion. As already mentioned this mode is particularly suitable for applications demanding for high dynamic range: the measured value for the module is a remarkable 141.3 dB. It is worth mentioning that so far a negligible dead space has been assumed for the array: unfortunately this is not true and fill factor losses are present if the light is spread all over the chip. In practice, this issue can be solved or strongly mitigated by coupling the detector with a microlens array that focuses the incoming light into the SPAD active areas.
Afterpulsing
The afterpulsing phenomenon is another important source of noise in SPADs. Given a count, the afterpulsing probability is defined as the probability to have another count in the same pixel, that is correlated to the former one. This is due to the trapping of free carriers during the avalanche, that are released when the SPAD has been already reset and it is ready to detect another photon. In order to measure the afterpulsing probability of a single SPAD, the corresponding pin of the VHDCI output has been connected to a portable FPGA-based counter, able to register the arrival time of each event with a 10-ns resolution, realizing a so-called timestamping measurement. The characterization has been carried out for an excess bias of 6 V and a temperature of -5 • C, illuminating uniformly the array with a LED in order to speed up the collection of a sufficient number of events. After that, the data have been post-processed using a MATLAB software, in order to calculate the temporal AutoCorrelation Function (ACF), namely the count rate, registered after a time delay τ from each count. Assuming a negligible afterpulsing probability, the expected ACF should be flat and equal to the average count rate of the device, determined by the impinging photon rate plus the DCR. However what is usually observed in SPADs is a peak in the ACF at low time shifts, due to afterpulses, that recovers at higher time delays and approaches the average count rate due only to uncorrelated events. The ACF has been calculated for some of the channels of the detection module. Fig. 6a reports for example the results obtained on channel 6. In addition also the corresponding afterpulsing probability density has been reported (Fig. 6b) , obtained from the ACF just subtracting the asymptotic value at high time delays. Integrating the latter it is possible to calculate the total afterpulsing probability: the result was around 1% for the majority of the devices and in any case below 4%. The measurements have been also validated using the Time-Correlated Carrier Counting (TCCC) technique already described in literature. Figure 6 : (a) Example of ACF, calculated after the timestamping measurement done on channel 6. (b) Corresponding afterpulsing probability density, calculated from the ACF subtracting the average count rate due to uncorrelated events.
Optical crosstalk
A third source of noise in SPAD arrays is the optical crosstalk between different pixels. This is due to the photons emitted during the avalanche by a first SPAD, that can trigger a correlated event in a nearby SPAD. In order to measure the optical crosstalk probability between two pixels, the two corresponding outputs coming from the VHDCI connector have been attached to the start and stop inputs of a Time-Correlated Single-Photon Counting (TCSPC) system. A suitable passive delay has been added in the stop signal path in order to shift simultaneous events around the center of the conversion range. Operating the array in dark condition, with no optical crosstalk, we would expect a flat TCSPC histogram, as the dark count events in two pixels are uncorrelated. However, optical crosstalk introduces an additional contribution distributed in time as the current flowing through the emitting SPAD. Calculating the area subtended by this additional contribution and normalizing it to the total number of valid start pulses, we obtain the optical crosstalk probability. Fig. 7 shows the results of the optical crosstalk characterization of the module. The SPAD connected to the start input of the TCSPC system has been Figure 7 : Optical crosstalk probability measured for pixels at different distance. Devices were uncooled and biased 6 V above the breakdown voltage. kept constant, evaluating the crosstalk probability for different SPADs on the stop input, at different distances. Room temperature and the usual 6-V excess bias have been chosen for this measurement. Results are again consistent with the ones already reported in literature: 
COMPARISON WITH THE STATE OF THE ART
A comparison with other high count rate devices is suggested in Tab. 1. In the first part of the table the performance of our best pixel is compared with the performance of other high count rate single detectors; both research and commercial solutions have been considered. The second part shows instead the performance of the combined-pixel mode compared to other solutions based on detector arrays. In event-driven architectures 13 the temporal and spatial information on the photon arrival is preserved, paying the price of an additional dead time introduced by the sharing of the readout circuitry between all the pixels belonging to the same column. On the contrary, no additional distortion is introduced in the combined-pixel mode that was presented, thanks again to the fully parallel architecture that was designed. Other solutions can attain gigacount rates, 14, 15 but these can only provide the counts integrated in time windows, losing the information on the arrival time of every single photon.
CONCLUSIONS
In this paper a new photon detection module, based on an array of 8×8 SPAD, has been presented. Two different operating modes have been suggested for this module: the first, suitable for multi-spot acquisition, can be used to measure the intensity of light coming from independent sources, fully exploiting the noise performance of the single pixel. The second, indicated as combined-pixel mode, allows measurements at very high count rates, given a single photon-source that is spread all over the array. In addition this last configuration has also other advantages, like an extended dynamic range and the capability to resolve the number of photons that are impinging on the detector at the same time, thanks to a fully independent system architecture. In the end also a final comparison has been reported, keeping in account other high count rate solutions already present in literature or commercially available.
