Abstract-Hands can perform numbers of complex tasks such as eating, writing, typing and playing instruments, which include many activities like picking up, touching and a combination of different movements. As an important component, hand recognition can be applied in many areas such as human-computer interaction, sign language recognition, gaming and robot planning. Although much effort on human hand analysis has been made, recognising human hand motions using computer vision is still a challenging issue because of the complexity of kinematics, dynamics of the environment and background noises. The aim of this paper is to recognise hand activities with an object, which needs to fit the hand model accurately while manipulating objects using RGB-D cameras. Only the depth image is used to acquire the hand model effectively. Different features are combined, and random forest algorithms are used to make the proposed method robust in the current challenging dataset.
I. INTRODUCTION
With the rapid development of computer vision, machine learning and human-machine interaction related technology, lots industrial work can be replaced by a robot, especially a robot hand. The remarkable ability of dexterous manipulating different objects is natural for a human hand. Robotic dexterous manipulation can be seen as an area of robotics in which multiple manipulators and fingers. This was first proposed by Allison etc. [1] , they indicate that knowledgebased approach should be acquired when classifying human grasping and manipulation with an eye for the robots grasp choice. After that, many methods have been proposed which focus on creating interactions between a hand and an object. It seems that these methods are labour-intensive as no knowledge of human manipulation skills, artistic sensibilities and animator expertise were exploited [2] , so the haptic feedback was believed advantageous and was integrated.
Human manipulation actions and choices, an essential basic skill for our survival, which can be observed, learned, and applied to a robot to get the robot with the dexterous hand [3] . Motivated by such an amazing ability of hand, there has been a significant effort devoted to give the related work which focuses on hand detection [4] , hand tracking [5] , recognising hand-object interaction [6, 7] , estimating grasp force [8] and contact point detection [9] . It is widely believed that the research highly relies on knowledge acquired from the human grasping action and perceived objects. Also, due to the complex structure of the hand and the plenty of objects, recognising hand activity interacting with objects and inferring the state of articulable objects from images becomes tough. Moreover, fitting the model during interact with an object is challenging as partial data is captured from camera due to occlusion and light variation.
When exploiting manipulation capabilities, grip force, grip stability and stiffness of dexterous hand with objects from an image, the human hand often serves as a fundamental part. Comprehensive research of finger positions, speed, and accelerated speed during grasping provides crucial information for the real status of hands. The hand model, the degree of freedom (DOF) of hand, the constraints of human hand motion and associated knowledge need to be investigated and analysed to get a full view and the sufficient information. Enough information could be a guarantee of actual application in human-machine interaction (HCI), robot, and animation.
However, accurately specify the trajectory and kinematics of hand for a robotic hand while manipulating objects remain challenges and require kinematics expertise and a series of motion capture. The dexterity and reliability of robotic hand are strongly relying on the degree of the knowledge got from a human hand. Estimating the force and kinematics of human hand from vision is the most leading technology at present, but it is still an extremely challenging work.
In this work, a comprehensive framework for recognising the hand-object interaction is proposed by first constructing the hand key joint information with labelled ground-truth data. The process is outstanding because it does not need special markers and fill in missing data captured from video data. The method is robust to self-occlusion and self-similarities, especially for the fingers part. As the human hand is flexible and can do some fine grasping activity, the solution will be applicable to various areas related to the handwork. 
II. RELATED WORK
Hand detection, tracking and pose recovery have been researched for many years. Before the appearance of the RGB-D sensor, only the RGB image can be used for image processing in expansive area. As RGB-D data doubled the data of standard RGB data, it takes more time to process data captured by an RGB-D sensor. Due to the advent of the era of big data, more complex data can be processed efficient and fast including the RGB-D data. This makes it possible to process the RGB-D data in real time.
Without concerning much about data, locating 6D objects using a 3D rigid model was introduced for a general framework as it is crucial for hand pose model [10] . Tompson [11] proposed convolutional network for real-time continuous pose recovery of human hands and provided a massive dataset including even 76,712 images only for training and 2,421 images for validation. The main limitation seems to be the time cost for training large dataset. Using hand pose prior [12] from sparse training data, could be a good choice for reducing the training time. How to get the proper prior model is still a challenging problem. Uncertain pose objects is another challenge, which can be solved by re-planning information during dexterous grasping [1] .
Rogez [13] focus on the task for estimating everyday hand pose from egocentric viewpoints which do not need to consider the tracking problem, but it might face the limited field of view that hands sometimes move outside the camera. While Alexander mainly focuses on the problem of tracking the object from RGB-D images, the pose of the rigid object is previously known [14, 15] . However, modern GPU is needed to get a better computational speed [16] . Kyriazis [17] give a generative approach for tracking hands, and a fascinating thing is some methods can even monitoring both hands and their interaction with different objects. Generating trajectories of the subject matter with the movement of fingers maintain fingertip contacts, which makes fingertip force control plays a paramount role [18] . Based on the interaction between hand and object, more beneficial information such as forces and direction can also be estimated from vision [19] [20] [21] .
Moreover, predicting the intention of human manipulation through videos when interacting with objects was introduced by Dan [22] . Candamo [23] and Popoola [24] have published a review on human behaviour and abnormal human behaviour. According to different human behaviour, a higher-level clue will be deducted for collecting the hand information. Yale human grasping dataset, which is in household and machine shop environments, recently has been used public. This will provide researchers for higher level research in grasping case [25] .
III. METHODOLOGY This part will first introduce the basic framework of the hand pose recognition, followed by the explanation of the process of the proposed method for recognising the hand key information. After that, the proposed algorithm will be present. One of the outstanding result of this work is about the image cut part which is a process for extracting the key part from the image and generate the synthetic hand, then they are used to extract the key feature of the hand to estimate the hand pose. The framework of this process of hand pose estimation is shown is Figure 1 .
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The proposed pipeline of the training-test regression method is shown in figure 2 .
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Test Figure 2 . The pipeline of the T-T regression method Figure 2 explains a basic process of training the classifier which is used to analyse the hand part from an image. Both labelled synthetic and unlabelled realistic data are utilised before the training procedure. The association of both dataset enables the training result is efficient to recognise the The training dataset consists of synthetic data, realistic data and the subset of labelled data S. The association data are generated based on the joint locations through matching data points both in labelled and unlabelled subsets. For the pose estimation, a random selection function is defined for training in Equation 1.
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In the equation, ‫ܨ‬ ଵ is a combined function for learning the classification result, which considers the viewpoint ‫,ݒܨ‬ motion constraints ‫,݉ܨ‬ and the regression term ‫.ݎܨ‬
One of the contributions of the proposed method is that the joint information was considered as the detection targets. Therefore, lead to a lack of structural information from the weak detected joints, which are caused by occlusion or the similarity between fingers. To address this, inverse kinematics based method is used to infer the joint locations from the classification result. After the hand pose dataset is generated, which is used to get the maximum pose coverage, inverse kinematics is introduced to recovery the hand model with more accurate joint information. The process for calculating the model can be described as below. 2. According to the viewpoint label and motion constrains, split the D.
For i belongs the joint, do
Utilise a x-part GMM G of the dataset D: D = {ui1,ui2,ui3,ui4…uix;Vi1,Vi2,Vi3,Vi4…Vix}, which are means and variance of the Gaussian component in Distribution (motion constrains ) of view i.
A mixture method is combined using four different angles. They are viewpoint, finger joint, pose regression and motion constraints. For feature selection and analysing, random forest methods is used and learn the feature online with updating process.
IV. RESULTS
To develop more advanced hand model interactive with objects which is a basic part to recognise dexterous manipulation, some steps will be as follows: the first step should go to the choice of system environment which include both hardware and software. The device will be chosen carefully, which means whether use regular RGB camera or use RGB-D sensor will affect the method further adopted. So this research will explore different sensors and compare their advantages and disadvantages to acquire more suitable configuration. Different software should also be researched like OpenNI, KinectSDK, OpenKinect, Matlab Kinect toolbox, which use a different driver of the depth sensor and lead to different algorithms structure and programming language and relevant dependencies.
The second step is to analyse the hand movement and hand structure, try to understand the daily activity of hand. Every day, we use our hands and fingers to perform a various action including pick up, hold onto, touch, and do different gesture and sign. The dexterity of the human hand is derived from the particular composition of bones, joints and muscles. So the essential components include the joint and linking bones will be researched to get accurate and simple hand model. Finally, after getting the hand model interactive with an object, the skeleton of hand model can be inferred, and more relevant information will also be achieved such as finger force and direction.
The propose method has been tested using VS2010 on a PC (Intel (R) Core (TM) i7 CPU 2.80 GHZ, 6GB RAM, 64-bit Operating System). The normal camera is Logitech webcam Pro 9000, the depth images were captured by Kinect.
Using only the colour information, the contour of the hand can be effectively acquired including the palm centre and the fingertip position. The depth information, however, can be used to estimate the joint information accurately, even there is slightly occlusion both for the self-occlusion and the high hand similarity.
From the experimental result, it is clear that the acquired contour using RGB-D data is superior compared with using only RGB data. The primary results indicate that a combination of RGB data and depth data is an optimal choice for modelling hand and locate hand accurately. Besides, the joint information can be accurately estimated even under the occlusion or the hand similarity. The acquired of the hand joint can be used to calculate angles of different fingers, which can be further, adopted for estimate the pose when manipulating objects. Although it is still not perfect, the results could be improved if the advanced intelligent algorithm is introduced in the future. Figure 3 shows the hand contour using only the colour information, which can output the fingertips and palm, centre, even the finger fold when the hand is open. The acquisition of the fingertip and palm centre are key factors for detecting the hand and provide important information for segmenting the hand from the image. Figure 4 demonstrates the segmentation of the hand-object from the background. The segmentation result could be further improved if adding the synthetic data and depth data for training.
(a) (b) Figure 4 Hand object segmentaion Figure 5 illustrates the hand captures with depth sensor from the public dataset of NYU and the synthetic hand with libhand [11] . Both colour ((a) and (b)) and depth image ((c) and (d))are used to get the synthetic data ((e) and (f))which is effective way to generate the hand contour extremely perfect. The high precision of the hand information will be used to train the classifier to get the hand area in different part such as the joint which can indicate the degree of freedom of the hand. Figure 6 shows the joint information with some different hand pose based on the proposed method, which is a basic step for the hand-object interaction. The left column are depth images of the hand with various poses, the right column are the results with joint information. From the Figure 6 , it is clear that even occlusion occur, the joint information are still estimated accurately compared with the depth image. 
CONCLUSION
To summarise, this paper considered the viewpoint, finger joints, pose regression and motion constrains to extract the essential feature of the hand. Also, it can track the hand during manipulating the object. The results show that the proposed method is effective and robust. Further work about handobject interaction will benefit from this work as the hand key information was acquired accurately. After getting the hand key information for recognising the hand, the next work will focus on the hand-object interaction for more accurate fine grasping activity recognition.
