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Abstract
We present some properties of the first and second order
Beltrami differential operators in metric spaces. We also solve
the Schroedinger’s equation for a wide class of potentials and
describe spaces that the Hamiltonian of a system physical is
self adjoint.
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1 Introduction
In the three dimensional space, in the case of orthogonal systems (x, y, z), of
elementary Geometry we make use of the differential operator:
∆2Φ =
∂2Φ
∂x2
+
∂2Φ
∂y2
+
∂2Φ
∂z2
(1)
We call this differential operator of function Φ, Laplacian operator, or Beltrami
differential parameter of second kind. One of many uses of this operator is to
describe the state of a particle in E3 space.
If in E3 exist also a potential V = V (x, y, z, t), depending on position and time,
then the Schroedinger’s equation of the particle reads
ih¯
∂Ψ
∂t
= − h¯
2
2m
(
∂2Ψ
∂x2
+
∂2Ψ
∂y2
+
∂2Ψ
∂z2
)
+ VΨ (2)
where Ψ = Ψ(x, y, z, t) describes the state of the system.
In the present article we consider the case of a N dimensional metric space S
of curvilinear coordinates xl
S(x1, x2, . . . , xN ) = {S1(x1, x2, . . . xN ), S2(x1, x2 . . . xN ), . . . ,
SN (x1, x2, . . . , xN )} (3)
1
with metric tensor
gik = gik(x
a) =
〈
∂S
∂xi
,
∂S
∂xk
〉
reg
(4)
Note that the above product is the regular product of the scalars ∂S/∂xi and
∂S/∂xk, i.e. for A = {A1, A2, . . . , AN} and B = {B1, B2, . . . , BN} we have
〈A,B〉reg =
N∑
i=1
AiBi
Also gij = (gij)
t = (gij)
(−1) and obviously gij = gji.
The linear element will be
ds2 =
N∑
i,j=1
gijdxidxj (5)
Where gij = (gij)
t = (gij)
(−1) and gij = gji.
For the above metric space we define
Definition 1.
The 1-Beltrami differential operator is
∆1(Φ,Ψ) :=
N∑
i,j=1
(gij)
t (∂iΦ∂jΨ+ ∂jΦ∂iΨ) = 2
N∑
i,j=1
(gij)
t∂iΦ∂jΨ (6)
Definition 2.
The 2-Beltrami operator is
∆2Φ =
N∑
i,j=1
(gij)
t
(
∂2Φ
∂ui∂uj
−
N∑
k=1
Γkij∂kΦ
)
(7)
Where the Γjki = Γ
j
ik are called Christoffel symbols and related with gij from
the relations
∂lgik =
N∑
n=1
gnlΓ
n
ki +
N∑
n=1
gknΓ
n
il (8)
and
Γikl =
1
2
N∑
n=1
(gin)
t(∂kgnl + ∂lgkn − ∂ngkl) (9)
Note.
The Beltrami operator of the first kind for one function is by notation
∆1Φ :=
1
2
∆1(Φ,Φ) =
N∑
i,j=1
(gij)
t ∂Φ
∂ui
∂Φ
∂uj
=
N∑
i,j=1
(gij)
t∂iΦ∂jΦ (10)
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Hence in S the Schroedinger’s equation with potential V = V (x1, x2, . . . , xN , t),
(relaxed from the physical symbols which we may take them equal to 1, without
loss of the generality of the problem) read as
∂Ψ(x1, x2, . . . , xN , t)
∂t
= ∆2,xΨ(x1, x2, . . . , xN , t) + VΨ(x1, x2, . . . , xN , t) (11)
The x index in ∆2,x in (11) means that only the x’s are differentiated and the
t’s are parameters (the Beltrami derivative is for the space S).
Definition 3.
The space of all real smooth functions f , g such that
lim
r→{0,+∞}
rN−1
(
g(r)f (1)(r) − f(r)g(1)(r)
)
= 0 (12)
we will call it F.
Definition 4.
The space S in which Φ0 is homogeneous of degree 1 we will call it SA.
The main problem
i) We will solve the Schroedinger’s equation (11) for the potentials
V (xa, t) =
A(xa)
∑∞
λ=1 cλλe
−tλ +
∑∞
λ=1 cλ
√
λe−tλsλ(Φ0)∑∞
λ=1 cλe
−tλφν,λ(Φ0)−A(xa)
∑∞
λ=1 cλe
−tλ , (13)
where sλ(x), φλ(x) are specific functions and A(x
a) = A(x1, x2, . . . , xN ) is har-
monic function of the space S.
Φ0 = Φ0(x1, x2, . . . , xN ) =
√√√√ N∑
k=1
Sk(x1, x2, . . . , xN )2. (14)
As we will see there exist infinite class of this kind of functions A(xa) in every
space S, which we also construct them.
ii) In a space SA over F the Hamiltonian is a self adjoint operator. Also the
potentials of the form
V = V (xa, t) =
(
1
x
∂
∂x
log
( ∞∑
λ=1
cλe
−tλφν,λ(x)
))
x=Φ0
(15)
3
are solvable, where φν,λ(x) = Jν(
√
λx)/xν .
Such spaces are R, R2 and R3, then the potentials are take the form (ν =
−1,−1/2, 0):
V = V (xa, t) =
(
1
x
∂
∂x
log
( ∞∑
λ=1
cλe
−tλφν,λ(x)
))
x=Φ1,2,3
(16)
with
Φ1 = x1 , Φ2 =
√
x21 + x
2
2 , Φ3 =
√
x21 + x
2
2 + x
2
3
.
2 Propositions
Proposition 1.
∆1(ΦΨ) = Φ
2(∆1Ψ) + (∆1Φ)Ψ
2 +ΦΨ∆1(Φ,Ψ) (17)
Proof.
The result follows from the differentiation of the product of two functions and
the fact that gij is symmetric:
∆1(ΦΨ) =
N∑
i,j=1
(gij)
t∂i(ΦΨ)∂j(ΦΨ) =
N∑
i,j=1
(gij)
t[(Ψ(∂iΦ) + Φ(∂iΨ))((∂jΦ)Ψ + Φ(∂jΨ))] =
=
N∑
i,j=1
(gij)
t[Ψ2(∂iΦ)(∂jΦ)+Φ
2(∂iΦ)(∂jΨ)+ΦΨ(∂iΦ)(∂jΨ)+ΦΨ(∂jΦ)(∂iΨ)] =
= Φ2(∆1Ψ) + Ψ
2(∆1Φ) + ΦΨ∆1(Φ,Ψ)
Proposition 2.
∆1(ΦΨ, Z) = Φ∆1(Ψ, Z) + Ψ∆1(Φ, Z) (18)
Proof.
∆1(ΦΨ, Z) = 2
N∑
i,j=1
(gij)
t∂i(ΦΨ)∂jZ = 2
N∑
i,j=1
(gij)
t (Ψ∂iΦ + Φ∂iΨ) ∂jZ =
= 2Φ
N∑
i,j=1
(gij)
t(∂iΨ)(∂jZ) + 2Ψ
N∑
i,j=1
(gij)
t(∂iΦ)(∂jZ)
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and the result follows from the definition of ∆1(., .).
One can observe from Proposition 2 that Beltrami’s differential operator for
products, obeys the same rule as the classical differential operator ddx of func-
tions of one variable. For example set Φ = Ψ in (16), we get:
∆1(Φ
2, Z) = 2Φ∆1(Φ, Z) (19)
From propositions (1) and (2) we get by induction.
Proposition 3.
If n = 1, 2, 3, . . ., then
∆1(Φ
n,Ψ) = nΦn−1∆1(Φ,Ψ) (20)
The semi-linear property which is easy someone to see is
∆1(Φ + Ψ, Z) = ∆1(Φ, Z) + ∆1(Ψ, Z) (21)
Also if f is a function such that
f(z) =
∞∑
n=1
cnz
n (22)
then
Theorem 1.
∆1(f(Φ), Z) = f
′(Φ)∆1(Φ, Z) (23)
Proof.
It follows from proposition 3 and the semi linear property.
Theorem 1 will help us to evaluate functions of the second Beltrami derivative.
Proposition 4.
∆2(ΦΨ) = Ψ∆2(Φ) + Φ∆2(Ψ) + ∆1(Φ,Ψ) (24)
Proof.
From the relations
∂2(ΦΨ)
∂x∂y
=
∂2Φ
∂x∂y
+
∂2Ψ
∂x∂y
+
∂Φ
∂x
∂Ψ
∂y
+
∂Φ
∂y
∂Ψ
∂x
5
∂(ΦΨ)
∂x
=
∂Φ
∂x
Ψ+
∂Ψ
∂x
Φ
and the definitions, of 1 and 2-Beltrami derivatives, the proof easily follows.
Proposition 5.
For n = 2, 3, ...
∆2(Φ
n) = nΦn−1∆2(Φ) + n(n− 1)Φn−2∆1(Φ) (25)
Proof.
Set Φ = Ψ in (24) then
∆2(Φ
2) = 2Φ∆2(Φ) + ∆1(Φ,Φ) (26)
Also
∆2(Φ
3) = ∆2(ΦΦ
2) = Φ2∆2(Φ) + Φ∆2(Φ
2) + ∆1(Φ
2,Φ)
But from Theorem 1. and (19) we have
∆2(Φ
3) = Φ2∆2(Φ) + Φ(2Φ∆2(Φ) + ∆1(Φ,Φ)) + 2Φ∆1(Φ,Φ) =
= 3Φ2∆2(Φ) + 3Φ∆1(Φ,Φ)
The result as someone can see follows easy from (19), (24) and (26) by induction.
From the linearity of the 2-Beltrami derivative and (25) we get
Theorem 2.
If f is a single variable function and analytic around 0 we have
∆2(f(Φ)) = f
′(Φ)∆2(Φ) + f ′′(Φ)∆1(Φ) (27)
Notes.
1) From theorem 2 we get that if for some Φ in some space holds
∆1(Φ) = ∆2(Φ) = 0 (28)
then for every function single variable f analytic in a open set containing the
origin we have
∆2(f(Φ)) = 0 (29)
2) Set
|u| =
√√√√ N∑
k=1
u2k
and
‖u‖2 =
N∑
i,j=1
(gij)
tuiuj
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then
∆1(|u|) = ‖u‖
2
|u|2 (30)
Because
∆1(|u|) =
N∑
i,j=1
(gij)
t ∂ |u|
∂ui
∂ |u|
∂uj
=
N∑
i,j=1
(gij)
t
∂
√∑N
k=1 u
2
k
∂ui
∂
√∑N
k=1 u
2
k
∂uj
=
=
N∑
i,j=1
(gij)
t2ui2uj
1
4 |u|2 =
‖u‖2
|u|2
Hence one can also see that
∆1[f(|u|), g (|u|)] = 2f ′(|u|)g′ (|u|) ‖u‖
2
|u|2 (31)
∆2(f(|u|)) = f ′(|u|)∆2(|u|) + f ′′(|u|)‖u‖
2
|u|2 (32)
3) Theorems 1,2 can be used for calculation of the Beltrami derivatives. One
can easily see that also hold the following relations
∆1(u
λ) = (gλλ)
t
∆2 (uλ) = −
N∑
i,j=1
(gij)
tΓλij = Tλ
If M ≤ N , then for all smooth functions f and Φk we have
∆1
(
M∑
k=1
f(Φk)
)
=
M∑
k=1
(
f
′(Φk)
)2
∆1(Φk) + 2
M∑
(k<µ),k,µ=1
f
′(Φk)f
′(Φµ)∆1(Φk,Φµ)
: (a)
Hence for example if we have to evaluate ’say’ ∆2(log(u2 + u3) + 1/u1) in a
arbitrary 3-dimensional space, then
∆2(log(u2 + u3) + u
−1
1 ) =
=
1
u2 + u3
∆2(u2 + u3) +
−1
(u2 + u3)2
∆1(u2 + u3) +
−1
u21
∆2(u1) +
2
u31
∆1(u1) =
=
T2 + T3
u2 + u3
− ∆1(u2) + ∆1(u3) + 2∆1(u2, u3)
(u2 + u3)2
− T1
u21
+
2(g11)
t
u31
=
=
T2 + T3
u2 + u3
− (g22)
t + (g33)
t + 2(g23)
t
(u2 + u3)2
− T1
u21
+
2(g11)
t
u31
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4) We denote for ν = 0, 1, 2, . . .
∆
(ν)
1 (Φ) :=
N∑
i,j=1
(gνij)
t ∂Φ
∂ui
∂Φ
∂uj
(33)
where gν = (gνij) is the ν-th power of the matrix g = (gij). Then we have the
following:
Theorem 3.
Let K be the subspace in which ‖u‖K = 0 and exists function h(x), x ∈ R
differentiable, such that ∆2(|u|) = h(|u|) then
∆
(2ν+1)
1 [∆2(f(|u|))] = 0 (34)
for every function f .
Proof.
We skip the value ν = 0 which is trivial.
For ν = 1, we have:
Let S be any metric space and K be a subspace such that holds ‖u‖1 := ‖u‖.
Then from (32):
∆2[f(|u|)] = f ′(|u|)∆2(|u|) = f ′(|u|)h(|u|)
Hence
∆
(3)
1 [∆2(f(|u|))] =
1
2
∆
(3)
1 [∆2(f(|u|)),∆2(f(|u|))] =
=
1
2
∆
(3)
1 [f
′(|u|)h(|u|), f ′(|u|)h(|u|)] =
=
1
2
[(
d
dx
(f ′(x)h(x))
)2]
x=|u|
·∆(3)1 (|u| , |u|) = 0.
Where we have used that
‖u‖3 :=
N∑
i,k,l,j=1
(gik)
t(gkl)
t(glj)
tuiuj = ‖u‖1 = 0.
If we consider the other values of ν we get the proof by induction.
Now if we choose some f such that ∆2(f(Φ)) = 0, we have from theorem 2
f ′(Φ)∆2(Φ) + f ′′(Φ)∆1(Φ) = 0.
Consider the following parametrization
A = {xl : xl = xl(p), and Φ(x1(p), x2(p), . . . , xN (p)) = p, p ∈ R}
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then
∆2(f(Φ))A = f
′(φ)(∆2(Φ))A + f ′′(φ)(∆1(Φ))A
If we assume that over A we have ∆2(f(Φ))A = 0, then
f ′(φ)(∆2(Φ))A + f ′′(φ)(∆1(Φ))A = 0
is a ordinary differential equation in a single variable (here the variable is φ),
which the solution is
f(φ) =
∫
exp
[
−
∫
∆2(Φ)A
∆1(Φ)A
dφ
]
dφ (35)
Hence we have the next
Theorem 4.
Let Φ = Φ(x1, x2, . . . , xN ) be a function of a certain differentiable class. Then
if the parametrization A is such that
Φ({xl(p)}) = p,
then
∆2
(∫ Φ(x1,x2,...,xN )
exp
[
−
∫
∆2(Φ)A
∆1(Φ)A
dφ
]
dφ
)
A
= 0 (36)
Examples.
Consider the 4-dimensional space
S(u1, u2, u3, u4) = {u1, u1 + u2, u1u3, u4}
ei =
∂S
∂ui
and
gij = 〈ei|ej〉
1) Set
Φ(u1, u2, u3, u4) =
√
u21 + u
2
2 + u
2
3 + u
2
4
Then one parametrization is u2 = u3 = u4 = p and
u1 = h(p) =
√−2p.
The function f is
f(φ) =
∫
exp
[
−
∫
∆2(Φ)A
∆1(Φ)A
dφ
]
dφ =
=
∫
exp
[
3
√
2− 4i
12
√
2− 6i
(
2i arctan
(
6
√
2φ2
1 + 3φ2
)
+ log
(
1 + 6φ2 + 81φ4
))]
dφ
9
and
A1 =
{√−2p, p, p, p} , p ∈ R.
If one set the above values in the second order Beltrami derivative then
∆2(f(Φ))A1 = 0.
2) Set
Φ(u1, u2, u3, u4) =
u21√
u2 + u3 + u4
Then one parametrization is u2 = u3 = u4 = p, u1 =
√
3p.
The function f is
f(φ) = −
2F1
[
− 12 ,− 1829+7√3 −
3
√
3
29+7
√
3
; 12 ;−
(
58 + 14
√
3
)
φ2
]
φ
and
A2 =
{√
3p, p, p, p
}
, p ∈ R.
∆2(f(Φ))A2 = 0.
Theorem 5.(Conjecture)
Let P be a point of some metric space S described by the vector
S = {S1(x1, x2, . . . , xN ), S2(x1, x2, . . . , xN ), . . . , SN (x1, x2, . . . , xN )} then holds
∆2f (Φ(x1, x2, . . . , xN )) =
[
x−(N−1)
d
dx
(
xN−1f ′(x)
)]
x=Φ(x1,x2,...,xN )
(37)
and
∆1(f(Φ)) = f
′(Φ)2, (38)
where
Φ(x1, x2, . . . , xN ) =
√√√√ N∑
k=1
Sk(x1, x2, . . . , xN )2. (39)
We give the idea of how we arrived to this result.
From (27) it holds
∆2(f(Φ))
∆1(Φ)
= f ′(Φ)
∆2(Φ)
∆1(Φ)
+ f ′′(Φ)
or
e
∫
∆2(Φ)
∆1(Φ)
dΦ∆2(f(Φ))
∆1(Φ)
=
d
dΦ
(
e
∫
∆2(Φ)
∆1(Φ)
dΦ
f ′(Φ)
)
or ∫
e
−
∫
∆2(Φ)
∆1(Φ)
dΦ
∫
e
∫
∆2(Φ)
∆1(Φ)
dΦ∆2(f(Φ))
∆1(Φ)
dΦ = f(Φ) (40)
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Now if Φ is that of (39) and assume that ∆2(f(Φ)), ∆1(Φ), ∆2(Φ) are functions
of Φ, we have
∆1(Φ) = 1 (41)
∆2(Φ) =
N − 1√∑N
k=1 Sk(x1, x2, . . . , xN )
2
=
N − 1
Φ
. (42)
From (40),(41),(42) and setting the value
H(x) =
∆2(f(Φ))
∆1(f(Φ))
,
we arrive to ∫
x−(N−1)
(∫
x(N−1)H(x)dx
)
dx = f(x)
and hence solving with respect to H(x) we find the value of ∆2 with respect to
f(x) and where
Φ = Φ0 =
√√√√ N∑
n=1
Sn(x1, x2, . . . , xN )2.
Next we will use the notation xa = {x1, x2, . . . , xN}.
Theorem 6.
Consider theN−dimensional metric space S (as in theorem 5) and ν = (N−2)/2
the PDE
∂tU(x
a, t) = ∆2,xU(x
a, t) (43)
admits solution
U(x1, x2, . . . , xN , t) = U(x
a, t) =
C1
Φ0(xa)ν
∞∑
λ=1
cλe
−λtJν
(√
λΦ0(x
a)
)
+
+
C2
Φ0(xa)ν
∞∑
λ=1
cλe
−λtYν
(√
λΦ0(x
a)
)
, (44)
where Jν and Yν are the associated Bessel functions of the first and second kind
of order ν and
Φ0(x
a) =
√√√√ N∑
k=1
Sk(xa)2.
Proof.
Observe from (37) that the DE
∆2(yλ(Φ0)) = −λyλ(Φ0)
11
Have solution
yλ(x) = C1x
−νJν(
√
λx) + C2x
−νYν(
√
λx),
which lead us to the desired result after using Theorem 5.
Theorem 7.
Consider the N−dimensional metric space S (as in Theorem 5). The PDE
∆2U(x1, x2, . . . , xN ) = −λU(x1, x2, . . . , xN ) (45)
admits solution
U(x1, x2, . . . , xN ) =
C1
Φ0(x1, x2, . . . , xN )N/2−1
JN/2−1
(√
λΦ0(x1, x2, . . . , xN )
)
+
+
C2
Φ0(x1, x2, . . . , xN )N/2−1
YN/2−1
(√
λΦ0(x1, x2, . . . , xN )
)
. (46)
Theorem 8.
We set the Beltrami-D’Alembert wave operator to be
Π2 ≡ ∆2 − 1
c2
∂2
∂t2
. (47)
Then the equation
Π2U(x
a, t) = 0,
where xa = {x1, x2, . . . , xN} admits solution
U(xa, t) =
∞∑
λ=1
Bλe
itc
√
λUλ(x
a). (48)
The function Uλ(x
a) = U(xa), U(xa) is that of (46). The operator ∆2 is referred
only to xa.
Proof.
easy
Theorem 9.
Let S+ be the space produced as
S
+
(xa, xN+1) =
= {S1(xa, xN+1), S2(xa, xN+1), . . . , SN (xa, xN+1), SN+1(xa, xN+1)} .
Then if
Uλ(x1, x2, . . . , xN , xN+1) =
= Uλ(x
a, xN+1) =
C1
Φ0(xa, xN+1)N/2−1
JN/2−1
(√
λΦ0(x
a, xN+1)
)
+
12
+
C2
Φ0(xa, xN+1)N/2−1
YN/2−1
(√
λΦ0(x
a, xN+1)
)
.
is that of relation (46) with N + 1 coordinates
Φ0(x
a, xN+1) =
√√√√ N∑
k=1
S+k (x
a, xN+1)2
The function
U+ = U+(x1, x2, . . . , xN , xN+1) =
= U+(xa, xN+1) =
∞∑
λ=1
cλe
√
λSN+1(x
a,xN+1)Uλ(x
a, xN+1) (49)
have 2-Beltrami derivative
∆2
(
U+(x1, x2, . . . , xN , xN+1)
)
= 0 (50)
where ν = (N +1− 3)/2.(Here for no confusion the Beltrami-2 derivative refers
to {xa, xN+1})
Proof.
Let xa, xN+1 as defined in the state of the theorem. We will use the following
acceptable change of variables:
xj = fj((x
a)′, x′N+1), j = 1, 2, . . . , N + 1,
such that:
Sk(x
a, xN+1) = Sk((x
a)′), for 1 ≤ k ≤ N and 1 ≤ a ≤ N : (ν1)
and
SN+1(x
a, xN+1) = icx
′
N+1 : (ν2)
Observe that function Φ0 consider the values of Sk for k = 1, . . . , N only. Also
it holds
Π2
( ∞∑
λ=1
cλe
ic
√
λx′N+1Uλ(x
′
1, x
′
2, . . . , x
′
N )
)
= 0.
Then
∆2U
+(xa, xN+1) = ∆2
( ∞∑
λ=1
cλe
√
λSN+1(x
a,xN+1)Uλ(x1, x2, . . . , xN , xN+1)
)
.
But from the change of variables (ν1) and (ν2) we have
∆2U
+(xa, xN+1) = ∆2
( ∞∑
λ=1
cλe
iλcx′N+1Uλ(x
′
1, x
′
2, . . . , x
′
N )
)
=
13
= Π2
( ∞∑
λ=1
cλe
ic
√
λx′N+1Uλ(x
′
1, x
′
2, . . . , x
′
N )
)
= 0,
according to Theorem 8. Hence we complete the proof.
Note.
The above theorem show us that in every metric space are attached the Har-
monic functions (49), which by Theorem 6 are related with the Bessel functions
Jν(x) and Yν(x).
Theorem 10.
Let S++ be a metric space with
S
++
(x1, x2, . . . , xN , xN+1, xN+2) = S
++
(xa, xN+1, xN+2) =
= {S1(xa), S2(xa), . . . , SN (xa), xN+1, xN+2}
and
Φ0 = Φ0(x
a) =
√√√√ N∑
k=1
S2k(x
a)
Then the equation
∆2U
++ −
N+2∑
k,m=N+1
ǫk,m
∂2U++
∂xk∂xm
= 0
where ǫN+1,N+1 = ǫN+2,N+2 = 1 and ǫN+1,N+2 = ǫN+2,N+1 = −1/2, admits
solution
U++ =
∞∑
k=1
Ake
ixN+1λkeixN+2λk
JN/2−1 (Φ0λk)
Φ
N/2−1
0
Theorem 11.
Let S be the 3−dimensional flatten metric space. Set xa = {x1, x2, x3} and let
A = A(xa) such that
∆2(A(x
a)) = 0 (51)
Moreover let
φλ(s) = s
−1
(
C1e
−i
√
λs + C2(2i
√
λ)−1ei
√
λs
)
and φλ = φλ(Φ0), with Φ0 =
√
x21 + x
2
2 + x
2
3
If
V (xa, t) =
A(xa)
∑∞
λ=1 cλλe
−tλ∑∞
λ=1 cλe
−tλφλ −A(xa)
∑∞
λ=1 cλe
−tλ (52)
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then a solution of the Schroedinger’s equation is
∂tΨ(x
a, t) = ∆2,xΨ(x
a, t) + V (xa, t)Ψ(xa, t) (53)
is
Ψ(xa, t) =
A(xa)
∑∞
λ=1 λcλe
−λt
V (xa, t)
(54)
Proof.
Let Ψλ = Ψ(x
a, t) = U(xa, t) +G(xa), where U as in theorem 6 and
V (x1, x2, x3, t) = V (x
a, t) = V (x1, x2, x3) = V (x
a) with ∆2(G) = 0. Then
∂tΨ = ∆2Ψ+ VΨ
or
∂tU + ∂tG = ∆2U +∆2G+ V U + V G
or if U is that of theorem 6 and ∆2(G) = 0, we have
∂tG = (U +G)V
or
∂tG−GV = UV
∂t
(
Ge−
∫
V dt
)
= UV e−
∫
V dt
G =
∫
UV e
∫
V dtdte−
∫
V dt
Hence
Ψ = Ψλ = U +
∫
V Ue−
∫
V dtdte
∫
V dt
Hence it is clear that Ψ = U +G is solution of (53) if
∆2G = 0⇔ ∆2
(∫
V Ue−
∫
V dtdte
∫
V dt
)
= 0
Hence
∆2
(∫
V Ue−
∫
V dtdte
∫
V dt
)
= 0
or if V (x1, x2, x3, t) = V (x1, x2, x3) = V (x
a) = V , then
∆2
(∫ ∞∑
λ=1
cλφλ(Φ0)e
−tλV e−tV dtetV
)
= 0
this happens if
∆2
(
V φλ(Φ0)
λ+ V
)
= 0
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Set
A =
V φλ(Φ0)
λ+ V
solving with respect to V we have
V =
−λA
A− φλ(Φ0)
Hence with the notation φλ(Φ0) = φλ
V A− φλV = −λA
V Acλe
−λt − φλcλe−λtV = −λAcλe−λt
V A
∞∑
λ=1
cλe
−λt − V
∞∑
λ=1
φλcλe
−λt = −A
∞∑
λ=1
λcλe
−λt
Hence we get (54) taking all the the functions Ψλ such that, λ = 1, 2, 3, . . . and
adding them. We have
Ψ(xa, t) =
∞∑
λ=1
cλΨλ(x
a, t),
with the desired potential V (xa, t) of (52).
Notes.
1) The proof of Theorem 11 is made for potentials which ∂tV (x1, x2, x3, t) = 0,
but a substitution of (52) and (54) to (53) can show us indeed Theorem 11 is
true.
2) All the potentials of the form
V (x, y, z, t) = V (x, y, z) =
c1f
(
e−i cot
−1(xy )
√
x2 + y2
)
c2f
(
e−i cot
−1(xy )
√
x2 + y2
)
− P
(√
x2 + y2 + z2
)
(55)
where f is arbitrary smooth function of R and P (x) =
∑∞
λ=1 cλφλ(x), are
solvable (cλ are arbitrary numbers as long as the series P (x) converges).
3) If f is a smooth function such that
A(x1, x2, x3) =
∫ ∫ ∫
R3
F (x′1, x
′
2, x
′
3)[
1 +
∑3
k=1(xk − x′k)2
]2 dx′1dx′2dx′3 (56)
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exists, then A(x1, x2, x3) is Harmonic function in R
3. The opposite also hold:
For every harmonic function A exists F such that holds the above integral
relation.
Example.
In the case of E3, for ∂V/∂t = 0 and 0 = c2 = c3 = . . ., we have that all the
potentials
V (x1, x2, x3) =
A (x1, x2, x3)
2(x21 + x
2
2 + x
2
3)
−1/2 cos
(√
x21 + x
2
2 + x
2
3
)
−A (x1, x2, x3)
are solvable.
Theorem 11 can be expanded to every metric non Eucledian space as follows
Theorem 12.
Let
S(x1, x2, . . . , xN ) =
= {S1(x1, x2, . . . , xN ), S2(x1, x2, . . . , xN ), . . . , SN(x1, x2, . . . , xN )}
be an arbitrary metric space. In this case we have ν = (N − 3)/2 and
∆2(φν,λ(Φ0)) = −λφν,λ(Φ0),
or
φν,λ(x) =
Jν(
√
λx)
xν
.
Also if
sν,λ(x) =
Jν+1(
√
λx)
xν+1
and Φ0 =
√∑N
k=1 Sk(x1, x2, . . . , xN )
2, xa = {x1, x2, . . . , xN}. For a given
potential
V (xa, t) =
A(xa)
∑∞
λ=1 cλλe
−tλ +
∑∞
λ=1 cλ
√
λe−tλsν,λ(Φ0)∑∞
λ=1 cλe
−tλφν,λ(Φ0)−A(xa)
∑∞
λ=1 cλe
−tλ , (57)
with ∆2(A) = 0, a solution of
∂tΨ(x
a, t) = ∆2,xΨ(x
a, t) + V (xa, t)Ψ(xa, t) (58)
is
Ψ(xa, t) =
∞∑
λ=1
cλe
−tλφν,λ(Φ0)−A(xa)
∞∑
λ=1
cλe
−tλ (59)
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The condition:
∆2
(
φν,1(Φ0)V (x
a)− sν,1(Φ0)
1 + V (xa)
)
= 0 (60)
is a special case of
∆2(A) = 0.
Theorem 13.
If the potential V (xa, t) is of the form
V (xa, t) = V (xa, t) =
=
A0(x
a)
∑∞
λ=1 cλλe
−tλ +
∑∞
λ=1 cλ
√
λe−tλsν,λ(Φ0)∑∞
λ=1 cλe
−tλφν,λ(Φ0)−A0(xa)
∑∞
λ=1 cλe
−tλ , (61)
where
A0(x
a) =
∞∑
λ=1
aλe
√
λSN (x
a)Uλ(Φ
−
0 )
with Φ−0 =
√∑N−1
λ=1 Sk(x
a)2, then a solution of (58) is
Ψ = Ψ(xa, t) =
∞∑
λ=1
cλe
−tλφν,λ(Φ0)−A0(xa)
∞∑
λ=1
cλe
−tλ (62)
Proof.
Observe that in any space S holds
∆2 (A0(x
a)) = 0 (63)
Theorem 14.
The potentials of the form
V = V (xa, t) =
∑∞
λ=1 cλ
√
λe−tλsν,λ(Φ0)∑∞
λ=1 cλe
−tλφν,λ(Φ0)
=
(
1
x
∂
∂x
log
( ∞∑
λ=1
cλe
−tλφν,λ(x)
))
x=Φ0
(64)
are solvable. In fact the solution Ψ is in F and hence if the space is SA then as
we will see in the next paragraph the Hamiltonian is self-adjoint.
Application
Concider the case of S = R, then if
V (x, t) = x−1∂x (log(u(x, t)))
and u(x, t) satifies the PDE
∂tu(x, t) = ∂xxu(x, t)− x−1∂xu(x, t) (65)
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u(1, t) = 0 , t > 0 and u(x, 0) = f(x) (66)
then the Scrhoedinger’s equation
∂tΨ(x, t) = ∂xxΨ(x, t)− V (x, t)Ψ(x, t) (67)
is solvable and the solution is
Ψ(x, t) = x
∞∑
p=1
4λp
J20 (λp)
(∫ 1
0
F (w)J−1(λpw)dw
)
e−λ
2
ptJ−1(λpx) (68)
Proof.
Using the technique of separeted variables (see [2]) u(x, t) = A(x)B(t) in equa-
tion (65) we lead to the solution
u(x, t) = x
∞∑
p=1
Ape
−λ2ptJ−1(λpx) (69)
where λp is the p−th solution of J−1(x) = 0 in the axis x > 0 and from
u(x, 0) = f(x)
Ap =
4
J20 (λp)
∫ 1
0
f(x)J−1(λpx)dx (70)
Hence
V (x, t) = x−1∂x log
( ∞∑
p=1
cpe
−tλ2pφ−1,λp(x)
)
, with cp = Apλp (71)
and the solution of (67) is (according to (62)) given by (68)
Ψ(x, t) = x
∞∑
p=1
4λp
J20 (λp)
(∫ 1
0
f(w)J−1(λpw)dw
)
e−λ
2
ptJ−1(λpx) (72)
3 The self-adjoint property of the Hamiltonian
The Hamiltonian of equation (58) in the space
S : S(xa) = {S1(xa), S2(xa), . . . , SN (xa)} (73)
is
HΨ = −∆2,xΨ+ V (xa, t)Ψ (74)
We define the inner product of some functions f = f(xa) and g = g(xa) with
〈f, g〉 :=
∫
RN
f(x1, x2, . . . , xN )g(x1, x2, . . . , xN )dx1dx2 . . . dxN =
∫
RN
fgdxa
(75)
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We will find the conditions under in what spaces and what functions F1, G1
holds. ∫
RN
(
HF1(Φ0)G1(Φ0)−HG1(Φ0)F1(Φ0)
)
dxa = 0 (76)
We assume first that F1, G1 are single valued, hence∫
RN
[
G1(Φ0)∆2F1(Φ0)− F1(Φ0)∆2G1(Φ0)
]
dxa = 0 (77)
For this we make the change of variables
x′i = fi(x
a) , i = 1, 2, . . . , N such that Sk(x
a) = x′k , k = 1, 2, . . . , N.
Then equation (69) is transformed into
∫
RN
[G1
(√
x′21 + x
′2
2 + . . .+ x
′2
N
)
∆2F1
(√
x′21 + x
′2
2 + . . .+ x
′2
N
)
−
−F1
(√
x′21 + x
′2
2 + . . .+ x
′2
N
)
∆2G1
(√
x′21 + x
′2
2 + . . .+ x
′2
N
)
]×
×D(x1, x2, . . . , xN )
D(x′1, x
′
2, . . . , x
′
N )
dx′1dx
′
2 . . . dx
′
N = 0,
according to Theorem 5. Now make again the change of variables into type-polar
coordinates
x′1 = r cos(θ1) cos(θ2) . . . cos(θN−2) cos(θN−1),
x′2 = r cos(θ1) cos(θ2) . . . cos(θN−2) sin(θN−1),
x′3 = r cos(θ1) cos(θ2) . . . cos(θN−3) sin(θN−2),
x′4 = r cos(θ1) cos(θ2) . . . cos(θN−4) sin(θN−3),
...
x′N−1 = r cos(θ1) sin(θ2),
x′N = r sin(θ1), (78)
and Apol = {0 ≤ r < +∞, θ1, θ2, . . . , θN−2 ∈ (−π/2, π/2), θN−1 ∈ (0, 2π)}.
Hence from theorem 5 we have to show∫
Apol
[G1 (r)
(
N − 1
r
F
(2)
1 (r) + F
(1)
1 (r)
)
− F1 (r)
(
N − 1
r
G
(2)
1 (r) +G
(1)
1 (r)
)
]×
×D(x1, x2, . . . , xN )
D(x′1, x
′
2, . . . , x
′
N )
D(x′1, x
′
2, . . . , x
′
N )
D(r, θ2, . . . , θN−1)
drdθ1 . . . dθN−1 = 0
or if we assume that
D(x1, x2, . . . , xN )
D(x′1, x
′
2, . . . , x
′
N )
D(x′1, x
′
2, . . . , x
′
N )
D(r, θ2, . . . , θN−1)
= rN−1T (θ1, θ2, . . . , θN−1) (79)
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∫
Apol
rN+1[G1(r)
(
N − 1
r
F
(2)
1 (r) + F
(1)
1 (r)
)
−
−F1(r)
(
N − 1
r
G
(2)
1 (r) +G
(1)
1 (r)
)
]
D(x1, x2, . . . , xN )
D(x′1, x
′
2, . . . , x
′
N )
×
× cos(θ1)N−2 cos(θ2)N−1 . . . cos(θN−1)drdθ1 . . . dθN−1 = 0
or (from (71))∫ ∞
0
rN−1[G1(r)
(
N − 1
r
F ′′1 (r) + F
′
1(r)
)
− F1(r)
(
N − 1
r
G′′1(r) +G
′
1(r)
)
]dr×
×
∫
T (θ1, θ2, . . . , θN−1) cos(θ1)N−2 cos(θ2)N−1 . . . cos(θN−1)dθ1 . . . dθN−1 = 0
The reason is the following integral expansion∫
rN−1[G1(r)
(
N − 1
r
F ′′1 (r) + F
′
1(r)
)
− F1(r)
(
N − 1
r
G′′1 (r) +G
′
1(r)
)
]dr =
= rN−1[G1(r)F
(1)
1 (r) − F1(r)G(1)1 (r)]
Hence we conclude that
Theorem 15.
If in the metric space S holds
D(x1, x2, . . . , xN )
D(x′1, x
′
2, . . . , x
′
N )
D(x′1, x
′
2, . . . , x
′
N )
D(r, θ2, . . . , θN−1)
= rN−1T (θ1, θ2, . . . , θN−1) (80)
then the Hamiltonian is a self adjoint operator over F (of Definition 3, pg 3),
provided that T (θ1, θ2, . . . , θN−1) is continuous.
A consequence of this is the next
Theorem 16.
In a space SA the Hamiltonian H is self adjoint over F.
4 The Eucledian Space and the Polar Coordi-
nates
In the Euclidean space E3 the metric is gij = δij and
∆2(Φ) =
∂2Φ
∂x2
+
∂2Φ
∂y2
+
∂2Φ
∂z2
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We make the change of coordinates
x = r sin(θ) cos(φ), y = r sin(θ) sin(φ), z = r cos(θ)
then
∆2(Φ) =
∂2Φ
∂r2
+
2
r
∂Φ
∂r
+
1
r2
(
1
sin2(θ)
∂2Φ
∂φ2
+ cot(θ)
∂Φ
∂θ
+
∂2Φ
∂θ2
)
and holds
∆2
(
f(e−iφr sin(θ))
)
= ∆1
(
f(e−iφr sin(θ))
)
= 0 (81)
Expanding this idea in EN-Eucledian space with dimension N = 2n, for any
function f analytic at the origin:
Theorem 17.
For f analytic in the origin set
Φ0(r, θ1, . . . , θN−1) = reiθ1eψ(θ2)eiθ3eψ(θ4) . . . eiψ(θN−2)eiθN−1 (82)
where N = 2n, n = 1, 2, 3, . . . and
ψ(x) = 2arctanh
(
tan
(x
2
))
(83)
Then
∆1S(f(Φ0)) = 0 (84)
For every f .
Proof.
If x = (x1, x2, . . . , xN ) is an element of R
N then we have
r =
√
x21 + x
2
2 + . . .+ x
2
N
and
θ1, θ2, . . . , θN−1 ∈
(
−π
2
,
π
2
)
θN−1 ∈ (0, 2π)
then
x1 = r cos(θ1) cos(θ2) . . . cos(θN−2) cos(θN−1),
x2 = r cos(θ1) cos(θ2) . . . cos(θN−2) sin(θN−1),
x3 = r cos(θ1) cos(θ2) . . . cos(θN−3) sin(θN−2),
x4 = r cos(θ1) cos(θ2) . . . cos(θN−4) sin(θN−3),
...
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xN−1 = r cos(θ1) sin(θ2),
xN = r sin(θ1). (85)
Writing
Φ1(u1, u2, . . . , uN) = a1(u1)a2(u2) . . . aN(uN )
we try to solve the spherical partial differential equation
∆1S(Φ1) = 0
(by ∆1S we note the 1-Beltrami operator in spherical coordinates).
One can mange to find gij at any rate N , using Mathematica Program. We
first find the solutions for N = 2, 3, 4, 5, 6, 7 and then we derive numerically our
results for arbitrary dimensions. Actually the operator ∆1S(Φ1) is quite simple,
since the gij form a diagonal matrix. We have:
(
u1
N∏
k=1
ak(uk)
)−2
∆1S(Φ1) =
=
a′1(u1)
2u21
a1(u1)2
+
a′2(u2)
2
a2(u2)2
+
N∑
k=3
a′k(uk)
2
ak(uk)2
k−1∏
j=2
sec(uj)
2 = 0 (86)
Hence the problem reduces to prove that gij is diagonal and the values in the
diagonal are
1, u21, u21 cos(u2)2, u21 cos(u2)2 cos(u3)2, . . . , u21
N−1∏
j=2
cos(uj)
2


If we assure that, then we solve the three simple differential equations xy′/y = c,
y′/y = 1 and y′/y = c sec(x) and the result follows.
Another interesting proposition for evaluations of spherical 1-Beltrami operators
is
Theorem 18.
Let f be analytic in a open set containing the origin, then if N = 2n, n = 2, 3, . . .
and
G(x1, x2, x3, x4, . . . , xN−3, xN−2, xN−1, xN ) =
= f1(x1x2)f2(x3x4)f(x5x6) . . . fn−1(xN−3xN−2)fn(xN−1xN )
where
x1 = r, x2 = e
iθ1 , x3 = e
ψ(θ2), x4 = e
iθ3 , x5 = e
ψ(θ4), . . ., xN−1 = eψ(θN−2),
xN = e
iθN−1 then also
∆1S(G) = 0 (87)
where fj, j = 1, 2, . . . , n as f .
Proof.
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Equation (79) follows from (78) where we can set the terms of (78) respectively
with p1, p2, . . . , pN−1, pN and then take pk + pk+1 = 0, for the equation to hold
(Note that we use, as in Theorem 8, the method of separate variables). The p’s
in the general solution appear as powers ei(pkθk+pk+1ψ(θk+1)).
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