Instrumental records of climate seldom date back prior to the 1850s. Therefore, analysis of 3 proxy climate data, aided by climate modelling, has been the principal means to evaluate past climate 4 variability. Past climate records exhibit significant variability on millennial to interannual time scales 5 (IPCC, 2013) . Interestingly, this IPCC report based on a large number of publication points out 6 significant centennial climate variations during the last two millennia (PAGES 2k Consortium, 2013) , 7 though there is apparently no significant anthropogenic influence similar to the second half of the 20th 8 century. Paleo-data based studies such as those by Lamb et al., (1965) ; Grove et al., (1988) ; Graham et 9 al., (2010) Mann et al., (2009) identify two significant periods in the last millennium (LM) prior to the 10 period when instrumental observations started, i.e. Common Era (CE) 850-1849. These are, (i) a 11 relatively warmer period known in literature as the 'Medieval Warm Period' (MWP, CE 950-1350), 12 roughly followed by (ii) a relatively cooler period, the Little Ice Age (LIA, CE 1500-1850). The 13 presence of these warmer (MWP) and cooler (LIA) periods varies from region to region, in terms of 14 timing, duration and magnitude of the temperature anomalies. 15
16
Paleoclimate reconstructions from various well-dated proxy data suggest that during the MWP, 17 some regions experienced temperatures as warm as mid-20 th century, whereas some others were as 18 warm as the late-20 th century (e.g., IPCC 2013, Prasad and Enzel, 2006; Fleitmann et al., 2007; Ponton 19 et al., 2012) . 20
21
The Indian Summer Monsoon Rainfall (ISMR; June-September; JJAS) variability is manifested 22 on intra-annual, interannual, decadal, centennial and millennial to multi-millennial time scales (Ramesh 23 et al., 2010) . Paleo-monsoon records from well-dated proxy data from the Arabian Sea (e.g. Sarkar et 24 al., 2000; Gupta et al., 2003; Staubwasser et al., 2003; Tiwari et al., 2005) , the Arabian Peninsula (e.g. 25 Fleitmann et al., 2007; Fleitmann et al., 2003; Neff et al., 2001) , and the Indian sub-continent (e.g. 26 Berkelhammer et al., 2012; Dixit et al., 2015; Dixit et al., 2014a; Dixit et al., 2014b; Dixit, 2013; Dutt et 27 al., 2015; Nakamura et al., 2015) show centennial-to millennial-scale changes in the ISMR during the 28
Holocene. 29 30
In a recent review, Dixit and Tandon (2016) suggest that MWP and LIA effects are well 31 reflected in the ISMR, with a caveat that proxy data exhibit heterogeneity in terms of the timing and 32 duration. Proxy records also suggest that, by and large, during the last millennium, ISMR was the 33 highest during the MWP and relatively weaker during the LIA (Yadava et al., 2005) . However, the data 34
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(2014) based on proxy climate data, infer that the long-term influence of ENSO like conditions on ISM 23 began only 2ky BP, and is coincident with Southern Indo-Pacific warm pool (IPWP) warming. They 24 also suggest that the IPWP-ISM links and large scale advection of moist air toward India varies on a 25 multi-centennial scale. Kitoh et al., (2007) , in a model study, observed decadal variability in the ISM relation. Through a 31-yr moving correlation analysis, they show that, during the LM, monsoon-27 ENSO correlations vary over a wide range, specifically -0.71 to +0.07, with an overall correlation of -28 0.34 for the LM. 29 30 Thus, the variability of Indian summer monsoon during the LM has been relatively less studied, 31 particularly from the modelling perspective. It is also noticeable that all the model studies cited above 32 primarily employed single GCMs. From this perspective, it is interesting to explore multi-model 33 simulations such as those from the PMIP3, to study Indian summer monsoon conditions during the LM, 34
Clim. Past Discuss., https://doi.org/10.5194/cp-2018-7 Manuscript under review for journal Clim. Past Discussion started: 26 February 2018 c Author(s) 2018. CC BY 4.0 License. current day climate, can be validated using various observed/reanalysed gridded datasets, keeping in 23 mind the uncertainties associated with such datasets during the pre-satellite period. Therefore, in this 24 study, we start by exploring the fidelity of simulated Indian summer monsoon climate from historical 25 simulations (henceforth referred to as HS) that cover the CE 1850-2005 period for which instrumental 26 observations are available. It may be noted that this exercise is carried out only for seven CMIP5 models 27 for which the PMIP3 simulations for the LM period are available for the CE 850-1849 period (LM), 28 under the class termed as 'past1000 (henceforth referred to as p1000) ' . 29
30
For the HS, the models were forced to use the observed atmospheric composition changes with 31 natural aerosols or their precursors, and natural sources of short-lived species, and time-evolving land 32 cover as outlined by Taylor et al. (2012) . On the other hand, the p1000 results were obtained by forcing 33 the models with well-mixed greenhouse gases, changes in volcanic aerosols, land use, and solar 34
Clim. Past Discuss., https://doi.org/10.5194/cp-2018-7 Manuscript under review for journal Clim. Past Discussion started: 26 February 2018 c Author(s) 2018. CC BY 4.0 License. irradiance changes (Taylor et al, 2012; Schmidt et al., 2011; Schmidt et al., 2012) . We evaluate the 1 fidelity of the HS simulations by comparing with the observed/reanalysed Indian summer monsoon 2 rainfall and air temperature. The seven models whose data used in this study are: BCC-CSM-1-1(m), 3 IPSL-CM5A-LR, FGOALS-s2, MPI-ESM-P, GISS-E2-R, CCSM4 and HadCM3. These datasets have 4 been downloaded from "http://cera-www.dkrz.de/WDCC/ui/Index.jsp". The acronyms used and details 5 for these datasets are presented in Table 1 . The various observational/reanalysed data sets used for the 6 validation of the HS are, the Hadley Centre Interpolated sea surface temperature (HadISST; Titchner 7 and Rayner, 2014) for CE 1870-2014, the ERA-20CM sea surface temperature and skin temperature 8 (SST and SKT respectively; Hersbach et al. 2015) available for CE 1900 to 2010 (using two sea surface 9 temperature datasets throws light on any uncertainties associated with the data quality therein) and the 10 India Meteorological Department (IMD) gridded rainfall datasets for CE 1901-2009 period, available 11 at 1.0º latitude x 1.0º longitude resolution and covering the land region bound by 66.5º E-101.5º E; 6.5º 12 N-39.5º N (Rajeevan et al., 2006) . NCEP/NCAR Reanalysis 1 datasets of variables Eastward wind and 13
Northward wind (U-Wind & V-Wind) at pressure levels available from 1948 to present (Kalnay et al., 14 1996) are also used. For uniformity, all the simulated precipitation and near air surface temperature data 15 sets were re-gridded to 2.0º latitude x 2.0º longitude resolution grids. The historical simulations from the 16 individual models are validated by comparing various climate statistics with the corresponding climate 17 statistics from observed and reanalysed datasets for the CE 1901 CE -2005 19 We use the well-known NINO3.4 index, an area-averaged SST anomaly over the region bound 20 by 170ºW-120ºW; 5ºS-5ºN to represent the ENSO variability. An Indian summer monsoon rainfall 21 (ISMR) index is obtained by area-averaging the mean June-through-September (JJAS) rainfall over the 22 land region bound by 65ºE-95ºE; 10ºN-30ºN. The area-averaged temperature for the Indian region is 23 also obtained by averaging the surface temperature over this region. 24
25
To check the ENSO-ISM relationship and its longterm variability during LM, we calculate the 26 monthly anomalies of surface temperature and precipitation from their respective climatological 27 monthly means. The anomalies of any parameter, such as, say, the JJAS temperature, for each model 28 have been obtained by subtracting the 1000-year climatological value of the individual seasonal values. 29
Linear correlation analysis is used to estimate the ENSO-ISMR relationship during various periods. 30
31
We have also explored the relevance of the simulated land-sea thermal gradient (LSTG) 32 between the Indian land temperatures during pre-monsoon (i.e. April-May), and that during summer 33 monsoon, for the ISMR (e.g. Pant and Kumar et al. 1997; Roxy et al. 2015) . Given its importance, we 34
Clim. Past Discuss., https://doi.org/10.5194/cp-2018-7 Manuscript under review for journal Clim. Past Discussion started: 26 February 2018 c Author(s) 2018. CC BY 4.0 License. use two slightly different indices to represent the LSTG by considering two different land regions (RG1) 1 most of the Indian land region encompassed by 70°E-90°E, 5°N-35°N (e.g. Roxy et al., 2015) , and 2 (RG2) a land region 65°E-80°E,25°N-35°N, which covers the northwest Indian sub-continent covering 3
Pakistan and the desert region of Indian subcontinent to its east, known to be very hot during pre-4 monsoon months. The LSTG indices have been obtained by subtracting the area-averaged SST over 5 ocean region 50°E-65°E,5°S-10°N (Roxy et al., 2015) from the area-averaged temperature from the land 6 boxes mentioned above. 7
8
We carry out a trend analysis, the significance of which has been evaluated through the Mann-9
Kendall test. The statistical significance of linear correlation, and that of the partial correlation, has been 10 evaluated using a 2-tailed Student's t-test. Further, while ascertaining the statistical significance of 11 correlation differences from MWP to LIA, we employ a boot-strapping test as well. A1d that all the models can simulate the observed increasing temperature trend reasonably, 20
notwithstanding an inter-model spread. Further, we find that the observed as well as and the simulated 21 trends are significantly above the corresponding interannual standard deviations (e.g. Stocker et al., 2013; IPCC, 2013; ) . Figure A1d suggests that the surface 23 temperatures over India also have continued to rise till the end of 20 th century, which agrees with 24 observations (Revadekar et al., 2012) . Several recent studies suggest a decreasing trend in Indian 25 summer monsoon rainfall (e.g. Guhathakurtha et al., 2007; Krishnan et al., 2016; Sano et al., 2011) in 26 recent decades. Figure A2a and A2b show the inter-model spread across the models with the 27 corresponding observations. We find statistically decreasing trend in four models at the end of 20th 28
Century in agreement with the observations. The trends in the other models are not statistically 29 significant. We revise the text accordingly. 30 31 On a different note, an increase in warm ENSO events, be it canonical or Modoki (e.g. Ashok et 32 al., 2007) , has been observed in the late 20th century with an increase in global temperature (e.g. Collin 33 2000; Cai et al. 2015) . The models are able to reproduce this trend qualitatively to a reasonable extent, 34
Clim. Past Discuss., https://doi.org/10.5194/cp-2018-7 Manuscript under review for journal Clim. Past level from a 2-tailed Student's t-test. Note that the corresponding correlation obtained by using the 7 NINO3.4 index from the ECMWF SST data sets is -0.57. The corresponding NINO3.4-ISMR 8 correlations from the HS are also presented in Figure 1a . Five out of the seven models simulate the 9 negative correlations with a range of -0.21 to -0.51, which are statistically significant at 0.05 levels from 10 a 2-tailed Student's t-test. The CCSM4 and FGOALS-s2 models simulate weaker correlation 11 coefficients of -0.12 (significant at 0.2 level) and -0.10, respectively. 12 Table S1 . We find that simulated standard deviations from various models fall within a 26 ±20% range of observations. 27 28 In summary, the BCC-CSM-1-1(m), IPSL-CM5A-LR, MPI-ESM-P, GISS-E2-R, CCSM4, 29
HadCM3 and FGOALS-s2 models meet our criteria for their p1000 simulations to be used for further 30 analysis to understand the LM variability. 31 To ascertain that there is a reasonable agreement of variability among the LM simulations from 1 the models, we present in Table S2 the JJAS standard deviations () of the simulated area-averaged 2 global rainfall, area-averaged surface temperature, and the NINO3.4 index for the whole period as well 3 as three overlapping 500-year sub-periods, namely, CE 850-1349, CE1100-1599 , and CE 1350 -1849 The simulated statistics from the individual models fall within the ±1σ range of the corresponding 5 statistic (Table S2) 2b, the corresponding time series representing the surface temperature over the Indian sub-continent 12 (henceforth TI). The 101-year running window has been applied to identify the long term changes. We 13 note that the simulated signals in all the models evolve coherently in time, but with significant spread 14 across the models. 15
16
To tease out the signal more clearly, we calculated the 101-year running mean temporal 17 anomalies of the TG, presented in Figure 2c and TI in Figure 2d . We see a relatively more coherent inter-18 model evolution in the anomalies as compared to the original data ( Figure 2a ). This indicates a bias in 19 the mean climatology of one 'outlier' models. Indeed, it is a standard practice in seasonal prediction to 20 analyse the anomalies of temperature and rainfall, etc. rather than the original data so that the biases in 21 the climatology do not mask the coherent signals across the models (e.g. Min et al., 2009) simulated over the Indian region as well (Figures 2c and 2d) , and is coincident with a strong volcano 1 (Gao et al., 2008; Liu et al., 2016; Iles et al., 2014) . Such a signal is apparent from a few proxy records 2 as well (e.g. Fig. 1 of Box TS5, TS-IPCC13). Also evident is that all the modelled temperatures have 3 apparently entered a cooling phase from this point. We show a proxy record from north India (33⁰N, 4 76⁰E; adopted from R. R. Yadav et al., 2009) with the model simulations ( Figure A3 ), which indicates a 5 qualitative agreement between the simulations and the proxy records. 6 7
The 101-year running averages of the simulated ISMR anomaly, area-averaged over 65ºE-95ºE 8 to 10ºN-30ºN, are presented in Figure 3 . A linear trend analysis of ISMR during LM ( Figure A4) shows 9 a statistically significant (at 0.1 level) but moderate decreasing trend in four models throughout the LM, 10 in agreement with findings from several proxy records (e.g. Figure 8 of Ramesh et al., 2010) . The MPI 11 model also shows a weak decreasing trend. In contrast, two models, HadCM3 and IPSL, simulate a 12 moderate increasing trend. Figure 3 also shows an inter-model spread in the anomalous evolution of the 13 ISMR through the MWP. As it is, the spread in the simulated IMSR rainfall across the models is known 14 to be a general limitation of the models (e.g. Jourdain et al., 2013) . In comparison, as seen in Figures 2b  15 and 2d, the simulated temperature response over India during the MWP and LIA is relatively more 16 coherent across the models, and its evolution qualitatively agrees with the available proxy records 17 (Yadava et al., 2005; Ramesh et al., 2010; Thamban et al., 2007) . 18
19
In general, higher (lesser) rainfall as compared to the LM mean is seen during most of the MWP 20 (LIA) over India in a majority of the models. Table S3 shows that four (five) of the seven models 21 simulate an anomalously higher (lower) than the mean ISMR during the MWP (LIA). deficit ISMR during the LIA from three models is about 30% to 40%, a value similar to that suggested 25 from proxy data analysis (Yadava et al., 2005) . 26 27 In Table 2a, To explore this aspect further, we present the simulated frequencies of El Niños and La Niñas 6 during the MWP and LIA by the individual models in Table 4 . For this calculation, we catalogue a 7 simulated ENSO event as strong when the amplitude of the NINO3.4 index exceeds 1σ (Table 3) . 8
Interestingly, a majority of the PMIP3 models in this study indicates more strong El Niños (La Niñas) as 9 compared to the La Niñas (El Niños) during the MWP (LIA). In addition, even the total (including weak 10 and strong events) El Niños (La Niñas) are more in MWP (LIA). We also see from Table 4 that all 11 models except the BCC model consistently simulate more El Niños as compared to La Niñas (including 12 the strong events) during the MWP compared to the LIA; this result is statistically significant at 0. AGCM sensitivity experiments, which we plan to do in near future." 12 13 Despite the statistically significant correlations between the simulated ISMR-NINO3.4 index, it 14 will be interesting to explore any non-linearity in the association. When averaged over the seven 15 models, the percentage of strong El Niño events with concurrent negative ISMR anomalies (henceforth 16 referred to as EL -) is about 70 and 75 during MWP and LIA, respectively (Table 5 and Figure 5 ). To be 17 specific, three models simulate a significantly higher proportion of EL -during LIA (89%, 78% and 81% 18 of strong El Niños in LIA) as compared to those in MWP (69%, 51% and 67% of El Niños in MWP). 19
Two other models simulate an almost equal number (up to a difference of 1%) of EL -. Thus, we can say 20 that the simulated El Niños during LIA tend to be more 'efficient' as compared to those in MWP in 21 causing negative ISMR anomalies 22
23
On the other hand, it is evident from the We have repeated the analysis for all simulated ENSO events with a magnitude of 0.5 σ, or 32 above (potentially neither statistically strong nor weak enough to be called as ENSO-neutral) Carrying out a detailed analysis of the background dynamics is beyond the scope of the current 23 study. However, we present results from a preliminary analysis from various models in Figure 6 to 24 delineate, if possible, the dynamics behind the relatively higher (lesser) rainfall during the MWP (LIA) 25 over India. Prior to that, we shall briefly explore that the models qualitatively reproducing the zonal 26 convergence-divergence zones in the tropical Pacific, associated with the Walker circulation, which is 27 critical for ENSO impacts on climate elsewhere beyond eastern tropical pacific. suggesting a westward shift in the Walker circulation. We also see a similar shift relative to the 2 simulations from the historical period (Figure 7) . This may suggest a background change during the 3 MWP as compared to the LM, and other sub-periods such as the LIA. The anomalous divergence centre 4 in the west also extends into the equatorial eastern Indian Ocean, which results in an anomalous 5 convergence zone over India (Figure 6d) , and therefore excess rainfall during the MWP (Figure 6c) as 6 compared to the LM. The corresponding results from the other models are qualitatively similar to those 7 shown in Figure 6 , and available in supplementary material ( Figures A9 to A14 ). The convergence 8 patterns of the MWP and LIA relative to the historical period ( Figure 7 ) are qualitatively similar to the 9 anomalous patterns relative to the LM (Figures 7, respectively) . Four (five) models simulate anomalous 10 convergence over India during MWP (LIA) relative to Historical period. The relative patterns over the 11 tropical pacific are also more or less similar to those from the historical period simulations. In some 12 models, the extents of the relative convergence/divergence centres are different from those shown 13
Figures 6a, 6b, A9 to A14). 14 15
We must mention that the composited spatial distribution of rainfall anomalies over the Indian 16 domain shown in Figure 6 is not statistically significant at 0.1 level from a 2-tailed Student's t-test. 17
While four other models in addition to the CCSM4, namely GISS, IPSL, HADCM3, and FGOALS-S2, 18 also show an anomalous excess in rainfall during MWP, the locations of rainfall surplus over India in 19 these individual simulations, however, are not co-located ( Figure A15 ). Having said this, as a majority 20 of the models indicates a similar sign of aggregated anomalies in major portions of the region, the 21 results may qualitatively be considered as conforming across these models. We also see a modest 22 warming across the region in all simulations of the MWP, in agreement with Figure 2d . The distribution 23 of temperature anomalies, and their phase, also differs across the models ( Figure A15 ). On the other 24 hand, during the LIA, the anomalous convergence/divergence (Figure 6b ) distribution suggests stronger 25 convergence in the eastern tropical Pacific compared to the historical period. Interestingly, we also see 26 an anomalous convergence in the equatorial Indian Ocean, which apparently results in a divergence over 27 India, and relatively lesser rainfall. 28
29
Another factor that is important for the magnitude and variability of the ISMR is the thermal 30 contrast between the Indian sub-continent and the Indian Ocean during the summer. Recently, a 31 weakening of land sea thermal gradient had been attributed to a long term weakening trend in the ISMR 32 (e.g. Sinha et al., 2015; Roxy et al., 2015) . We have carried out an analysis of the simulated LSTG 33 during pre-monsoon i.e. April-May), which is an important factor for the onset and strength of the ISM 34 The corresponding standard deviation of the simulated 850 hPa LSTG range from 0.7°-1.2°C, depending on the area over which the pre-monsoon temperatures were calculated (Figures A15a,A15b) . above mentioned climatic events is relatively less studied on centennial to millennial time scales. A few 7 proxy records also document such periods in the Indian region, though the paucity of data introduces 8 uncertainty in quantifying the climate state parameters during those events. 9 10 To complement the proxy-studies, we carry out an analysis of the PMIP3 data sets. We use 11 available datasets from seven models. We find that the multi-model mean simulates the temperatures 12 during the MWP and LIA epochs during CE 1000-1199 and CE 1550-1749 roughly commensurate with 13 the proxy-observations. Our analysis of the PMIP3 data sets suggests that the Indian region was likely 14 warmer than the global temperature during the MWP. The models also suggest a cooling signal in India 15 during the LIA. thereby leading to less than mean rainfall there. It is reasonable that the convergence/divergence patterns 1 in the eastern equatorial Indian Ocean, which is more of a peripheral region for ENSO impact, may 2 change depending on the background changes in circulation. We must be mindful, however, that the 3 relatively higher precipitation over India is simulated only in five models, and the location of this excess 4 precipitation is not the same across these five models. The simulated spatial distribution of the surface 5 temperature over India is only modestly higher as compared to the corresponding LM average, owing to 6 the spread of the signals across the models. A plausible reason, which has not been ascertained in this 7 study, is that the simulated Indian summer rainfall during the MWP mostly comes from a number of 8 extreme rainfall events as compared to the LM-average, a situation somewhat analogous to warmer and 9 wetter scenario due to the increased saturated water vapour associated with increased temperature in the 10 background of global warming (e.g. Lehmann et al., 2015; Goswami et al., 2006) . One also needs to be 11 sensitive to the plausibility that at least some of the changes in the Indian climate (and such changes in 12 several other regions) during the LM may also be due to 'direct' impacts of the changes in the radiative 13 forcing through the LM, rather than just due to the 'internal' variability such as the changing ENSO 14 characteristics. We plan to conduct a suite of atmospheric GCM experiments in addition to some 15 specially designed coupled experiments in this connection. 16 17 Further, seven out of seven models simulate more El Niños as compared to La Niñas in MWP 18 and six out of seven models simulate more La Niñas in LIA as compared to the El Niños. In these 19 simulations, we see anomalous convergence in the tropical Indian Ocean during the LIA relative to the 20 LM period, which results in anomalous divergence over the Indian region associated with less summer 21 rainfall as compared to the corresponding LM mean value. The results, of course are subject to the 22 model uncertainties and inter-model spread. Having said this, a qualitative agreement across the models, 23 and the agreement with the findings from available proxy data, gives us some confidence in the results. 24
It will be interesting to examine, in more detail, the mechanism/reasons for the simulated distinct 25 summer Walker circulation signatures in the tropical Indian ocean during the MWP & LIA. We also 26 carry out an analysis of the changes in the simulated pre-monsoon and monsoonal season temperature 27 gradient between the area-averaged land temperatures in the Indian region and the ocean to its south. 28
While the results suggest a weakening of such temperature gradient from the MWP to the LIA in 29 majority of the models, the changes are very weak in magnitude. Another important, relevant aspect that 30 we hope to study is to explore whether the models are able to simulate the shrinking of the 'Indo-31 , 5, 185-191, doi:10.5194/gmd-5-185-2012. 27 Sikka, D. R., (1980) Appendix Tables: Table A1 :-Interannual standard deviation of observational and historical simulations of area-averaged near air-surface temperature over global (TASG) and Indian region (TASI) (•C), NINO3.4 index (•C), and area-averaged Indian summer monsoon rainfall (ISMR), defined as the Observed/Reanalysis data and Historical simulations. Table A2 :-Boreal summer interannual standard deviation of near air area-averaged surface temperature over the globe (TASG) and that over India ( 
