In a system of coupled nonlinear oscillators, the breather (or local mode) solution is studied fully quantum mechanically, as well as by a semiclassical initial value representation of the propagator and classical Wigner dynamics. We show that the initial breather state is a superposition of almost degenerate eigenstates. From this simple observation it follows that the breather must decay and revive (i.e., oscillate with energy localization for extended times). Numerical results are shown for a two degree of freedom system. The fact that the semiclassical real-time result reproduces the full quantum one to a large degree, whereas the classical Wigner dynamics based on a similar set of trajectories does not, indicates that the breather oscillation can be viewed as an interference phenomenon.
Introduction
The study of coupled nonlinear oscillators has intrigued physicists ever since the pioneering work of Fermi, Pasta, Ulam and Tsingou [1, 2] . This is a direct ancestor of more recent work related to the fact that energy can be localized through nonlinearity in distinct physical systems ranging from charge-transfer solids to micromechanical oscillator arrays [3] . Also in chemical physics the occurrence of local mode vibrations as, e.g., prominently seen in the water molecule [4] is due to such coupled nonlinear oscillators. We will employ the term (discrete) breather, commonly used in the physics literature for localized vibrational excitations and the term local mode synonymously in the following.
The classical breather is a localized excitation which, even with translational invariance, is localized in a particular place on a lattice (the symmetry breaking arising from the initial conditions). Quantum mechanically eternal localization cannot happen because the superposition of the excitation at different locations can lower the energy, so the breather will not be a true stationary state [5] . However, in many physical contexts, at the quantum level, a breather does play a role, so that localization of energy does take place.
By studying a two-degree-of-freedom (DOF) model we show the mechanism of this localization. For our model there is a pairing of nearly degenerate energy eigenvalues with a peculiarity of the wave function. As for a two-well quantum tunneling situation, one has symmetric and antisymmetric combinations of objects localized in one region of coordinate space or another. The localized oscillation begins as a sum of the eigenstates and only very slowly (because of the near degeneracy) becomes the other localized oscillation. However, there is an interesting difference from the two-well tunneling situation: we are able (see below) to describe this phenomenon with real-valued trajectories in real time.
We wish to add a note about terminology. One normally does distinguish traditional tunneling in which there is a potential barrier, from more sophisticated extensions of this concept, e.g., dynamical tunneling, where a transport barrier in phase space is involved [6] . The (long-time) validity of a time-domain semiclassical approximation without complexification is the direct result of the absence of any kind of barrier. An open question remains: if a semiclassical initial value representation (IVR) of the quantum propagator can generally describe tunneling in real time and with real trajectories. In a special case, the tunneling through a static one-dimensional Eckart barrier, there has been some evidence that by choosing a parameter appearing in the theory appropriately (purely imaginary γ ) reasonable results for tunneling rates can be gained [7] .
In section 2, we review the Hamiltonian supporting a breather solution and study its quantum spectrum. In section 3, we briefly review previous semiclassical treatments of coupled nonlinear oscillators. In the central section 4, the dynamics of a superposition of nearly degenerate eigenstates are studied both fully quantum mechanically as well as semiclassically using the IVR Herman-Kluk propagator [8] and by using a classical Wigner method. Conclusions and an outlook are given in section 5, while our numerical approach to the diagonalization of the Hamilton matrix is detailed in the appendix.
The Hamiltonian and its spectrum
Following the groundbreaking work of Ovchinnikov [9] , we will investigate the breather appearing in the two-DOF system whose Hamiltonian is given by
(1) with a 1:1 resonance of the harmonic oscillator part. We use dimensionless units, unit mass and frequency and the coupling and nonlinearity parameters will be taken as η = 0.1, respectively β = 0.4. In passing, we note that similar Hamiltonians have been frequently studied in the literature. Fleurov et al [10] , e.g., have used an analogous Hamiltonian but with the position and momentum appearing symmetrically in the coupling as well as in the nonlinearity term. Furthermore, the well-known Henon-Heiles [11] and the Barbanis Hamiltonian [12] (with different frequencies of the two oscillators) are related but there the (cubic) nonlinearity appears in the coupling. In local mode studies of systems of chemical interest, the model Hamiltonian by Wallace [13] , consisting of Morse oscillators with a coupling term bilinear in the momenta, has been used at a fixed bending angle for the stretching dynamics of the water molecule [14, 15] . As Ovchinnikov pointed out, if one of the oscillators is weakly excited and the other one is not excited then the frequencies of both oscillators are close together and a large portion of the excitation energy will be transferred to the initially not excited oscillator (as is the case for two coupled harmonic oscillators). If, however, the initially excited oscillator has a large amplitude, then (due to nonlinearity) the second is far off resonance and the energy transfer is inhibited. As also mentioned by Ovchinnikov, this classical mechanical argument has a quantum analogue because the energy levels of anharmonic oscillators are not equidistant.
For this reason, we now first study the quantum mechanical spectrum of the two-DOF Hamiltonian given above. We will thereby concentrate on the nearly degenerate eigenstates of the two-DOF problem that are expected to appear for two identical coupled oscillators. The preparation of the system in a superposition state will then be a candidate for a breather solution.
In order to diagonalize (1) we define the ladder operators
with k = 1, 2. Consequently, we can express the position and momentum operator aŝ
Now the Hamiltonian in (1) can be rewritten in terms of the ladder operators
By using the numerical method reviewed in the appendix, we diagonalize the above Hamiltonian to obtain the eigenvalues and eigenvectors. The first ten eigenvalues are shown in table 1. In figure 1 , we plot a set of them up to level 40. In the same figure, on a logarithmic scale, the difference between consecutive eigenvalues E j+1 − E j is displayed. An inspection of the latter part of the figure allows us to identify pairs of nearly degenerate states, whose splittings decrease exponentially (table 2) and, as we shall see later, one of the corresponding eigenstates is symmetric and the other antisymmetric. It is worth pointing out that the quartic term in the Hamiltonian is responsible for the small energy splittings since, as we show in the right panel of figure 1 , small splittings are not present in the case β = 0. Similar observations about the spectrum have been made in [22] and also in [24] for two coupled Josephson junctions. In order to study the resulting eigenstates we invoke their expansion in a Fock states basis. In this basis, the eigenvector corresponding to the eigenvalue E j of the two-DOF Hamiltonian (1) is given by
or, equivalently, in the position representation Here we used the notation |n 1 n 2 to indicate the direct product given by |n 1 |n 2 , where |n i is the eigenvector corresponding to the eigenvalue E n i of the Hamiltonian
) for a single harmonic oscillator.
The coefficients C ( j) n 1 ,n 2 for the eigenvectors φ 1 , φ 2 , φ 8 and φ 9 are shown in figure 2 . Therein, we see that those vectors are dominated mainly by two components. More specifically, the eigenvectors 1 and 2 are mainly composed of the states |10 and |01 . Analogously, the vectors |30 and |03 are the main components of the eigenvectors 8 and 9. Furthermore, the symmetry and antisymmetry appearing in the eigenvectors φ 2 and φ 1 , respectively in the eigenvectors φ 9 and φ 8 , is worth noting. The position representation given in (8) allows us to see these symmetry properties in the contour maps shown in figure 3. 
2 ) (bottom left) and φ 9 (x 1 , x 2 ) (bottom right) for the Hamiltonian in equation (1) with parameters given in table 1. Again, the color-coded intensity scheme is shown to the right of each figure. This is an alternative view of the information in figure 2.
Previous semiclassical work on nonlinear oscillator systems
In order to set the stage for the central results to be discussed in the next section, we now put the work into context by briefly reviewing previous semiclassical studies of coupled nonlinear oscillators.
Major contributions to that field have been given by the Marcus group in the 1970s. For systems with different types of resonance, semiclassical EBK quantization has been used [16, 17] , the eigenvalues showing good agreement with full quantum results. In the investigations of the 1:1 resonance (Henon-Heiles) system [16] that comes closest to the system we studied, the eigenvalue splitting of the doublets was not treated, however. A strong focus on the splittings of nearly degenerate vibrational eigenstates was laid by Sibert et al [15] . These authors could show that the Wallace Hamiltonian can be approximated accurately by a Morse oscillator and a hindered rotor part. The splittings of the local mode (breather) states have then been given by a semiclassical WKB treatment of the above barrier motion of the hindered rotor. Subsequently, Uzer et al have performed uniform semiclassical calculations of very small level splittings [18] . Farrelly and Uzer have later shown that for a (slightly) non-resonant Barbanis type Hamiltonian most of the level splitting can be attributed to classical mechanics [19] .
Time-dependent semiclassical investigations of nonlinearly coupled oscillators (HenonHeiles and Barbanis type) have been performed by Sepúlveda and Heller [20, 21] . It has been shown that high-quality spectra could be extracted from time series that had been determined from a cellular dynamics implementation of the van Vleck propagator. Finally, closest in spirit and methodology to what will be presented below, is the work of Igumenshchev and coworkers [22, 23] , who used the Herman-Kluk propagator in order to study the quantum dynamics of a system under the Hamiltonian given in (1).
Superposition states and their dynamics
In this central section, we now focus on the breather (local mode) dynamics using different dynamical approaches, ranging from fully quantum to purely classical. As mentioned above, there exist pairs of symmetric and antisymmetric states which are nearly degenerate. The dynamics of a superposition of these states will be the focus of the following investigations.
Initial states
Consider for instance the pair φ 1 and φ 2 whose eigenvalues are E 1 and E 2 , respectively. From those eigenstates, we can construct the sum and the difference as
The absolute values | + (x 1 , x 2 )| and | − (x 1 , x 2 )| are depicted in figure 4 . From the node structure we read that one of the DOFs is in its single particle ground state and the other one in a specific excited state (see also the discussion below). The quantum mechanical time evolution of the plus state + can be expressed as
From this, it is clear that + (t = nπ/ν) ∼ − , with n odd and ν = (E 2 − E 1 ). On the other hand, + (t = nπ/ν) ∼ + for n even. In other words, the behavior in time for the state + is such that it switches back and forth between the plus and minus states with a frequency ν proportional to the energy difference of the contributing eigenstates. A similar behavior is followed by the state − (t ). If the energy difference becomes very small, then the time for exchanging localization gets large and the energy remains in one region or the other. Of course with the usual quantum interpretation, the probability of finding the particle(s) in one location or the other oscillates in time. If one observes the particle at short intervals compared to this oscillation time, it will behave like a classical breather, in that it remains in its asymmetric state. This phenomenon is discussed in [25] and is related to the quantum Zeno effect. 
As stated above, both eigenstates φ 1 and φ 2 mainly consist of |10 and |01 , this is
where, as illustrated in figure 2 , C
1,0 . We therefore propose a rough approximation for + and − in terms of |01 and |10 by
(1)
− ≈ √ 2C
From the statement above it now becomes clear that the sum as well as the difference state corresponds to a breather, where energy is localized for long time in one oscillator. Due to the dynamics being mainly governed by two eigenstates which are close in energy, in quantum mechanics, this breather will, however, display an interference dynamics with a period which is inversely proportional to the energy splitting.
Explicit quantum dynamics
In order to see explicitly how the above approximations evolve in time, we propagate the state |10 numerically by using two methods: firstly, we employ a full quantum method based on the FFT split operator method [26] . Secondly, we try to reproduce the full quantum results by using the semiclassical approximation based on the Herman-Kluk propagator [8] (see also [27] and [28] ),
with Gaussians x|g γ (w) with a fixed (frozen) width parameter γ and where the vector w = (p, q) combines the momentum and the position vector of the particle (which are both of dimension 2 in the present case). By the above prescription, the quantum transition amplitude from point x at time t = 0 to x at time t is constructed through classical trajectories which start at w 0 at time t = 0 and reach the phase space point w t at time t. The pre-exponential weight factor of such a trajectory in phase space is given by
which is composed of the four block matrices m ab ≡ ∂a/∂b of the monodromy matrix [8] .
In a numerical implementation the integration is replaced by a sum and the semiclassical contribution of a single trajectory labeled by j is then weighted by √ R j e iS j , where S j (t ) is the action along the trajectory. The summation is performed over all phase space points w 0 which serve as initial conditions of classical trajectories w t ≡ (p t = p(p 0 , q 0 , t ), q t = q(p 0 , q 0 , t ) ). Convergence is achieved with a finite number of trajectories through the overlap between the initial state and the Gaussian. For a review of the methodology and related approaches, we refer to [29] . Applying this approximation to the study of breathers has been unertaken previously by Igumenshchev and coworkers [23] .
Autocorrelation function and quantum interference.
The initial state of the dynamics will have excitation energy localized in a single DOF and if the energy would remain in that DOF (which is a characteristic of the breather) then the only time-dependence would be that of the phase in the exponent. Therefore, the quantity we calculate in both the full quantum as well as the semiclassical approach is the absolute square of the autocorrelation function,
where
. By monitoring the absolute value, trivial time-dependence of the phase is removed and a change in the observed quantity indicates directly that energy is flowing from the initially excited DOF into the other DOF (the sum state is becoming a difference state). In addition to the full quantum and the semiclassical signal, here, we add another worthwhile piece of information, by also calculating the autocorrelation function via the linearized semiclassical IVR (LSC-IVR) developed in the Miller group [30, 31] . This calculation is performed by using the general expression
with
By choosingÂ =B = |10 10|, where |10 represents the initial state of the system, the absolute square of the autocorrelation function is given by
The LSC-IVR takes into account the full quantum nature of the initial state but apart from that is purely classical by neglecting any interference effects. The method is therefore sometimes also referred to as a classical Wigner method. For the numerics, we used a time step of 0.05 in all cases and a grid of 256 × 256 points for the full quantum calculations, whereas we used 10 8 trajectories for the HK semiclassics and 10 6 trajectories in the LSC-IVR case. The results are shown in figure 5 for zero as well as for a finite nonlinearity parameter of β = 0.4.
From the results for finite β, we observe that in the quantum as well as in the semiclassical case, the breather oscillates. The corresponding period for the absolute square of the autocorrelation function obtained with the full quantum wavefunction agrees with the value 2π/(E 2 − E 1 ) ≈ 76, the period of time for which + goes back to + . Another fact to notice is that the time at which |C(t )| 2 reaches a minimum agrees with π/(E 2 − E 1 ) ≈ 38, the time at which + turns into − . The semiclassical results closely resembles the quantum one, apart from a small difference in the period and the fact that the second maximum is suppressed.
Notes on tunneling in semiclassical mechanics.
This good agreement is in contrast to previous IVR semiclassical real-time studies of coherent (barrier) tunneling, where a superposition of two close eigenstates was also responsible for the dynamics. In [32] it has, e.g., been shown that the tunneling splitting in a double well cannot be extracted from a single correlation function. Furthermore, also (incoherent) barrier tunneling is not described reliably semiclassically by using the van Vleck propagator [33] . A semiclassical IVR approach, similar in spirit to the HK approach that we used, could, however, mimic the correct tunneling rates more reliably than the van Vleck approach by using a purely imaginary 'width parameter' γ , a fact which was backed by an analytic continuation argument [7] . To the best of our knowledge, this approach has not yet been shown to be successful for a more complex situation, as, e.g., tunneling in a double well potential.
Clearly, by a time-slicing procedure [34, 35] or by using a matrix of correlation functions [32] , one effectively goes back to the full path integral and therefore tunneling can be described in principle. We note that there are 'many faces of tunneling' [36] , one of the more prominent ones, besides barrier tunneling, being the so-called dynamical tunneling. In one special case it has been shown (see, e.g., figure 3 in [37] ) that a converged Herman-Kluk calculation shows no traces of dynamical tunneling. Dynamical tunneling [10] , as well as above barrier reflection [15] has been discussed in the literature as sources for the energy splitting in the breather (local mode) case. Furthermore, we stress that in the energy-domain, a semiclassical WKB approach does indeed account for tunneling. In the time-domain, however, tunneling is describable semiclassically after Wick rotation to imaginary time [38] , see also [39] , or by complexification of paths, which for dynamical tunneling has been done in [40] . It has been argued very recently that for a correct semiclassical time-domain description of potential barrier tunneling using the van Vleck propagator, complex valued initial conditions as well as complex time have to be used [41] ! We have not, however, followed any of the elaborate approaches mentioned above. Nevertheless, we could show that the time-domain IVR semiclassical HK result with real width parameter γ does indeed give the decay and recurrence of the breather, in a similar way as the so-called quantized Hamiltonian dynamics does [42] . Furthermore, the LSC-IVR result (based on a similar set of trajectories as the HK result 4 ) for β = 0.4 unveils that classically, the system stays in its initial state to a large degree and the breather oscillation cannot be observed. The quantum mechanical breather decay can therefore be viewed as an interference effect, lacking in the LSC-IVR (classical Wigner) description.
This fact is further corroborated by looking at a histogram of action differences S j − S j (modulo 2π ) at time T = 38 in figure 6 . The histogram in the case of finite nonlinearity parameter reveals the concentration of action differences around π (in contrast to the linear case) which is a necessary condition for cancellation of the trajectories' contribution to the autocorrelation if the prefactors are assumed to be (almost) equal.
Finally, we note that the fact that the LSC-IVR autocorrelation does not remain at 100% is due to the fact that the initial energy has some probability density close to zero, where the nonlinearity is rather weak and the classical mechanics form of the original Ovchinnikov argument does not apply in complete rigor. For larger nonlinearity parameters, the LSC-IVR results do indeed display more complete localization (not shown). Finally, the small oscillations present in the full quantum and the semiclassical HK result are due to the fact that the initial state consists of more than just two eigenstates. These other eigenstates do not correspond to the breather.
For zero nonlinearity parameter β = 0, the results in figure 5 show almost the same oscillation period as in the nonlinear case. This is due to the fact that the corresponding energy difference between E 2 and E 1 is almost identical (see also figure 1 ). We stress that now also an oscillation in the classical result can be seen, because for a purely harmonic dynamics the classical and the full quantum results must coincide. In fact all the dashed curves in figure 5 are identical to within numerical accuracy. This oscillation is not of a quantum nature however, but emerges already from a purely classical solution of Hamilton's equations for the two coupled harmonic oscillators as will be detailed below.
Energy expectation value.
The energy expectation value of single particles
is displayed in figure 7 . We note that the sum of the two energies is not the full energy because the coupling term is missing. This term is very small, however. The expectation values for β = 0.4 show that the breather oscillates and energy is transferred from one oscillator to the other and back. The results for finite nonlinearity β = 0.4 start at higher initial energies in the first oscillator as compared to the one for the linear case β = 0. The oscillation in the linear case has the same period observed in figure 5 and does not correspond to breather decay but to the expected exchange of energy of two identical coupled harmonic oscillators. In the case of weak coupling that we consider here, from a solution of Hamilton's equations for two coupled oscillators, we get for the classical analogue of equation (23) for a single trajectory of the first oscillator, starting at x 0
with ω ≈ η = 0.1. The oscillation period of this expression is exactly the one of the dashed line (β = 0) in figure 7 . Finally, in figure 8 , we can see the corresponding behavior of the full quantum wavefunction for β = 0.4 at three instances of time. Very good agreement can be observed with the semiclassical results, displayed in figure 9 , up to 38 time units. period and therefore its study will be more demanding numerically. In figure 10 , analogous full quantum results for the breather oscillation are shown.
Conclusions
By studying the simplest prototype of a system of coupled nonlinear oscillators, we have corroborated that breather-like initial states in quantum mechanics do exist. They must, however, decay (and revive) due to the (very small) non-degeneracy of the contributing eigenstates. This phenomenon has been noted before [4, 43] . What we could show here is that it is interference-related and can therefore be described by a time-domain semiclassical IVR approach, like the Herman-Kluk propagator, with real-valued trajectories in real time. In contrast, a classical Wigner dynamics (LSC-IVR), based on the same trajectory information does not show the corresponding oscillation. Finally, we note that with sufficiently frequent observation (or other decohering influence) the oscillatory behavior of the breather between the two superposition states will be suppressed (as in the quantum Zeno effect) and to all intents and purposes the system will behave like a classical breather. As one goes to higher energy states the period becomes longer, so that any occasional decohering influence will yield-to all intents and purposes-classical breathers.
Here, the magnitude of the parameter ω 1 is chosen in such a way that the term V I becomes a perturbation of the Hamiltonian H 0 . By considering V I to be in the perturbative regime, the effort in diagonalizing the Hamiltonian reduces considerably, since the size of the truncated basis in which we diagonalize our Hamiltonian becomes smaller. In figure A1 , it is possible to see the effect of introducing the local mode. The eigenvalues resulting from the calculation with the local mode and a cutoff of 12 tend to stay close to the eigenvalues resulting from a straightforward calculation with a cutoff of 50. Note that this holds even for high levels of energy. On the other hand, the eigenvalues obtained with a cutoff of 12 and no local mode are accurate only up to the 30th level.
