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Resumen
El objetivo del presente trabajo de investigación es determinar las fechas de la eventual existencia
de un cambio estructural en los mercados bursátiles de los países que conforman el Mercado
Integrado Latinoamericano (MILA) y las posibles causas de este, haciendo uso de las pruebas
clásicas de diagnóstico de estabilidad y un estadístico que mide el cambio en la media y la varianza
para modelos con heterocedasticidad. La muestra se compone de los retornos del precio de cierre
y la variación porcentual en el volumen del principal índice bursátil de cada país como variable
para la cual se identifica el cambio de estructura, variables explicadas. Los resultados revelan que
para los modelos de los retornos las fechas de cambio estructural coinciden con eventos de alcance
internacional ocurridos en los Estados Unidos y Europa, mientras que para los modelos de la
variación porcentual del volumen las fechas coinciden con eventos que tienen una relación más
estrecha con el desempeño de la economía local, como lo es un cambio en el precio del petróleo o
un aumento de las reservas de esta materia prima.
Palabras clave:
Cambio estructural, Mercado integrado latinoamericano, índices bursátiles, series de tiempo.
Clasificación JEL: E44, F02, F36, E44
Abstract
The aim of this research is to determine both the dates in which there was a structural break in the
stock markets of the countries which belong to the Integrated Latin American Market (MILA) and
the possible causes of the breaks, using the classic diagnostic tests of stability and a statistic that
measures the change in the mean and variance for models with heteroscedasticity. The sample
comprises price returns and the variation in percentage of the volume of the main stock index of
each country. The results shows that, for the models of returns, the dates of structural change
matches with matters of international importance which happened in the United States and Europe,
whereas for the models of the variation in percentage of the volume the dates matches with events
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closely related to the performance of the local economy, such as a change in the price of oil or an
increase in the reserves of this commodity.
Key words:
Structural break, MILA, stock index, time series.
Clasificación JEL: E44, F02, F36, E44
Introducción
El presente trabajo de investigación se centra en la identificación de cambios estructurales en los
principales índices bursátiles de los países que conforman el Mercado Integrado Latinoamericano
(MILA) entre los años 2008 y 2018. Dadas las características econométricas de este fenómeno se
plantea una alternativa de especificación del quiebre, esto para los modelos de series de tiempo que
explican el comportamiento de los índices bursátiles.
Según Pérez (1995) los cambios estructurales desde el punto de vista econométrico son definidos
como una alteración de los modelos que habitualmente son utilizados para representar un sistema
económico, es decir que un cambio estructural se presenta cuando existe alguna modificación en
los parámetros a lo largo de una serie temporal de observaciones. Como lo sugieren Turtle y Zangh
(2014) en series de tiempo económicas y financieras es habitual encontrar cambios de
especificación debido a la dinámica existente, de este modo las series de tiempo generalmente
presentan inestabilidad y por tanto cambios estructurales.
Este fenómeno tiene una mayor repercusión cuando se estiman modelos de predicción para series
financieras, puesto que no identificar en qué momento el modelo cambia de estructura puede ser
costoso para la administración del riesgo y las decisiones de inversión. Así mismo, resulta de
importancia para el investigador identificar el cambio estructural y de este modo no confundirlo
con un periodo corto de inestabilidad en las series.
Nayaran, Nayaran, y Mishra (2013), relatan la existencia de investigaciones que examinan el
comportamiento de los precios en los mercados bursátiles, sin embargo, las investigaciones de
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cambios estructurales en estos son escazas. En contraste, si hay evidencia de otras investigaciones
aplicadas al análisis de variables macroeconómicas como las tasas de desempleo o de crecimiento
del PIB cuyos parámetros suelen cambiar en el tiempo (Hansen, 2001). Por tanto, Shahani y Subhan
(2018), proponen analizar el cambio estructural lo más cerca de un evento de impacto en los
mercados bursátiles. Teniendo en cuenta el planteamiento anterior se esperará que la existencia de
cambios estructurales se presente en los periodos de la crisis del 2008, 2011 o 2014, años en los
cuales las economías del mundo se vieron afectadas, además de coyunturas económicas o políticas,
como la puesta en marcha de la integración MILA.
La integración económica (o financiera) toma un papel crucial debido a que esta puede originar un
cambio estructural simultaneo, dadas las dificultades y beneficios que traen consigo al ser un
proceso gradual, conjunto y lento que implica nuevas políticas y movilidad de recursos. Un ejemplo
de integración de mercados financieros es el MILA que nació como resultado de un acuerdo entre
las bolsas de valores de Chile, Colombia y Perú en el año 2011, y posteriormente la unión de
México en el 2014 (MILA, 2018). El objetivo de esta integración es expandir las oportunidades de
inversión de los países que lo conforman, permitiendo a los inversionistas participar un mercado
accionario mucho más amplio que el mercado local de cada país miembro.
Por tanto, con la entrada en vigor del MILA los mercados de renta variable de los países
pertenecientes pueden estar sujetos a choques comunes y específicos que no eran visibles o
medibles antes de la puesta en marcha del esquema. Dichos choques se pueden entender como una
ruptura en el modelo que explica el comportamiento de una serie económica (Pérez, 1995), siendo
plausible la existencia de un cambio estructural en la fecha en la cual el MILA empezó a operar.
La búsqueda de cambios estructurales resulta de suma importancia para poder determinar que
eventos pueden provocar una alteración en la especificación de los modelos de predicción, y de
este modo determinar si es necesario estimar nuevos modelos que tengan en cuenta el quiebre, ya
sea modificando variables y estimadores o agregando variables que permitan diferenciar los
periodos como lo hacen las variables dicotómicas. Además, el conocer la existencia del cambio
estructural permite modificar los modelos en las fechas adecuadas mejorando así la capacidad de
pronóstico y disminuyendo el riesgo de estimación de resultados erróneos.
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En consecuencia, el problema consiste en identificar la existencia de un cambio de especificación
en los modelos que explican los índices bursátiles de los países que conforman el MILA para fechas
en las cuales se presentó algún suceso importante, ya sea político, económico o social, de índole
nacional o internacional, que provocara modificaciones en la estructura de los mercados ya sea
individual o simultaneo debido al grado de integración para los países ´pertenecientes al MILA.
De este modo para dar tratamiento al problema en cuestión, la investigación es abordada bajo un
enfoque cuantitativo con un alcance explicativo dado que está dirigido a identificar y exponer las
posibles causas de las cuales se derivan los cambios estructurales, el interés se centra en explicar
el origen de la perturbación y bajo cuales condiciones se manifiesta generalmente (Hernández, et
al., 2010).
Las variables con las cuales se realiza la investigación son los retornos de los principales índices
bursátiles de los países que conforman el MILA, estos son, el índice COLCAP para Colombia, el
IPSA para Chile, el IPC para México y el S&P/BVL para Perú. Los retornos son calculados a partir
del precio de cierre de cada índice como retorno logarítmico, obtenidos de la herramienta para
análisis Economatica, así mismo se utiliza la diferencia en el volumen diario transado de los
mismos índices, estas como variables dependientes, por otro lado las variables independientes
corresponden al tipo de cambio de la moneda de cada país por dólar, así como el precio de cierre
de las principales materias primas de las cuales dependen sus economías y el precio de cierre del
índice Dow Jones como indicador internacional, las series de tiempo correspondientes a las
variables fueron seleccionadas entre los años 2007 y 2018.
Con el propósito de identificar los cambios estructurales en los principales índices bursátiles de los
países que conforman el MILA en el periodo seleccionado, se construyen modelos econométricos
capaces de explicar el comportamiento de los retornos del precio y la variación porcentual del
volumen de cada índice, para luego someterlos a las correspondientes pruebas de cambio
estructural, las pruebas de detección del cambio seleccionadas son aquellas pruebas clásicas
disponibles en el software E-Views 10, así como una metodología con un proceso más robusto
dadas las condiciones de heterocedasticidad de los modelos. Finalmente, una vez localizados los
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puntos de cambio estructural se hace un breve análisis de los eventos que tuvieron lugar en las
fechas de quiebre de cada modelo.
El desarrollo de esta investigación se divide la siguiente manera. En la primera sección se presenta
el marco de referencia en el cual se explica que es un cambio estructural y algunas de las pruebas
que actualmente se utilizan para su detección, así como una breve explicación de los modelos
regresión y la integración económica como posible causa de los cambios estructurales. En la
segunda sección se explica la metodología y las variables utilizadas para la investigación.
Los resultados son divididos en 4 capítulos, explicando los hallazgos para cada uno de los países
que conforman el MILA de forma independiente, el capítulo 1 corresponde a Colombia, el 2 a
Chile, el 3 a México y el 4 a Perú. Dentro de cada capítulo se presentan; los modelos estimados en
la primera sección, los resultados de las pruebas de cambio estructural en la segunda sección y el
análisis de los eventos ocurridos en las fechas calculadas por el estadístico MZ en la tercera
sección,. Finalmente se encuentra la sección de conclusiones y recomendaciones.
Marco de referencia
El propósito de esta sección es contextualizar sobre la literatura referente al concepto de cambio
estructural desde una perspectiva econométrica, a las pruebas existentes para su detección y las
condiciones que deben cumplirse, así como conocer porque la integración económica puede ser
una posible causa de cambio estructural.
Cambio estructural
El concepto de cambio estructural nace en la literatura económica, en la cual es frecuentemente
utilizado para describir como las relaciones económicas van cambiando a lo largo del tiempo
respaldando así las teorías de crecimiento y desarrollo. Por otra parte, el concepto desde el punto
de vista estadístico se relaciona con la estructura del modelo que trata de explicar el
comportamiento de las series económicas (Anderson y Mizon, 1989), más específicamente el
cambio en las relaciones existentes entre las variables explicativas del modelo y la variable
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dependiente para la cual un modelo ha sido estimado, siendo estas variables, datos en series de
tiempo.
Este cambio de estructura presupone que el modelo puede ser dividido en dos o más submuestras,
en las cuales para cada una de ellas los estimadores del modelo de regresión serán diferentes, la
división puede corresponder a distintos regímenes económicos o políticos, como una modificación
en el tipo de cambio de fijo a flotante o una fuerte política contractiva (MacKinnon, 1988).
Como Anderson y Mizon (1989) señalan, los cambios estructurales resultan ser de gran utilidad
para la economía pues ayudan a evaluar que tan apropiados y estables son los modelos. Además,
un cambio estructural permite al investigador revelar las debilidades que este puede tener, ya que
su detección evita estimaciones incorrectas cuando el modelo debe ser tratado con la especificación
del cambio y en otras ocasiones la detección de un cambio estructural ayuda a descubrir la
influencia de variables exógenas que afectan el comportamiento de los modelos, por ejemplo, un
cambio dada la gran depresión, la crisis del 2008 o la crisis de Asia Pacifico (Shahani y Subhan,
2018).
Y es que los cambios estructurales son un problema intrínseco de los modelos econométricos
debido a la naturaleza de las estimaciones económicas que se caracterizan por ser no lineales,
dinámicas y simultaneas. Esto hace que los procesos generadores de datos sean desconocidos y
difíciles, sino imposibles de determinar, incluso la aproximación más cercana a la que llegue el
modelo deberá ser sometida a varias pruebas para verificar su validez (Anderson y Mizon, 1989).
Según Hillebrand (2005), en series de tiempo las inferencias erróneas son comunes para los
modelos ARMA ya que estos pueden llegar a ser estimados con el componente GARCH cuando
no es necesario, esta estimación se hace habitualmente cuando no se identificó un cambio
estructural en el debido momento dentro de la serie. Considerando que los parámetros como la
media, la varianza y las tendencias suelen cambiar en modelos de series macroeconómicas y
financieras, se estiman modelos de volatilidad condicional, que sirven como herramienta de uso
común para modelar varianzas condicionales heterogéneas (Uribe y Mosquera, 2001), que pueden
ser consecuencia del cambio de estructura y no de la distribución de los datos.
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También es pertinente a la hora de estimar un modelo, identificar el tipo de cambio estructural que
se puede presentar, para esto Anderson y Mizon (1989), proponen las siguientes categorías: i) las
alteraciones puntuales que son aquellos cambios en los cuales los valores de los parámetros se
modifican pero retornan a sus valores anteriores una vez superado el evento; ii) de épocas
especificas en donde el cambio es determinista y no representa en sí una dificultad en su estimación
pues son conocidos los factores que permiten su existencia; iii) regímenes diferenciados, este tipo
de cambio estructural puede ser estocástico y en él se alteran los valores de los parámetros así como
el conjunto de variables explicativas; y finalmente iv) el proceso en el cual los parámetros van
sufriendo un cambio evolutivo. La identificación del tipo de cambio estructural es crucial para la
especificación de un modelo que responda a las nuevas condiciones.
Una revisión de literatura interesante es la que hace Pérez (1995) con un recorrido por las diferentes
pruebas que existen para determinar la presencia de un cambio estructural dividiéndolos de la
siguiente forma: los basados en la suma cuadrática de los errores como los propuestos por Chow y
Quandt; los contrastes de restricción paramétrica aplicados al cambio estructural como el test Wald
o el ratio de verosimilitud; los contrastes no paramétricos como los test basados en estadísticos de
tipo Wilcoxon y medianas; y finalmente las pruebas basadas en estimaciones recursivas como los
test CUSUM.
Sin embargo, algunas de estas pruebas son paramétricas y no permiten modelos con problemas de
autocorrelación o heterocedasticidad, características comunes en los modelos de series financieras.
Por esto surgen varios tipos de modelos no paramétricos que evitan asumir una distribución, lo que
pretenden es determinar si alguna de las variables de la muestra pertenece o no a la distribución de
los datos sin tomar una distribución a priori (Pérez, 1995). No obstante, como se hizo referencia
anteriormente muchas veces los modelos de series financieras presentan varianza cambiante y se
estima el componente GARCH para solucionarlo, pero no es necesario si se tiene en cuenta que al
presentarse un cambio en los estimadores de las submuestras la varianza en cada submuestra
también será diferente (MacKinnon, 1988), de este modo es pertinente realizar primero una prueba
de cambio estructural.
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Así resulta necesaria una metodología para la detección de un cambio estructural en presencia de
heterocedasticidad. Esto es precisamente lo que Maasoumi, Zaman y Ahmed (2010), proponen con
la prueba MZ, la cual permite contrastar si existe un cambio, en una fecha conocida para los
coeficientes estimados, bien sea la media, la varianza o ambos. Sin embargo, en vista de la
limitación de este tipo de pruebas que exigen conocer el punto de quiebre, Ahmed, Haidery Zaman
(2017), desarrollan la metodología para el Sup Mz, una modificación del MZ que facilita detectar
la ocurrencia de un cambio de especificación cuando no se tiene idea de la ubicación del quiebre.
Estudios recientes como el de Shahani y Subhan (2018) proponen analizar el cambio estructural lo
más cerca de un evento de impacto en el cual se esperaría que éste exista para los principales índices
bursátiles de cinco países con mercados de capitales que manejan un volumen diario considerable
en la Unión Europea (Reino Unido, Francia, Alemania, Finlandia y España). Los autores usan como
metodología las pruebas de CUSUM y CUSUMQ. Con el fin de identificar las posibles fechas de
existencia del cambio estructural, pero sin descartar la clásica prueba de Chow para confirmar que
efectivamente existen, los resultados de la investigación arrojan que con la comprobación de la
prueba de Chow existe un cambio estructural para los mercados de Francia y Alemania.
El análisis de la existencia de un cambio común ayuda a entender el comportamiento de los precios
de los mercados accionarios y respalda la existencia del efecto contagio, algo que hasta la fecha no
se había realizado según afirman Nayaran et al., (2013) quienes proponen una investigación para
comprobar si existen cambios estructurales para los mercados de capitales de Estados Unidos,
Reino Unido y Japón simultáneamente.
Pruebas de cambio estructural
Como Pérez (1995) expone, una de las primeras pruebas y posiblemente la más conocida para la
detección del cambio estructural es la prueba propuesta por Gregory Chow en 1960, posteriormente
conocida como la prueba de Chow, la cual consiste en dividir la muestra en dos submuestras, para
luego comparar la suma de errores al cuadrado de la muestra completa con la suma de errores al
cuadrado obtenidas de cada una de las submuestras como se aprecia en la ecuación (1).
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𝑅𝑆𝑆𝑅 − (𝑈𝑆𝑆𝑅1 + 𝑈𝑆𝑆𝑅2 )
𝑘
𝐹=
𝑈𝑆𝑆𝑅1 + 𝑈𝑆𝑆𝑅2
𝑛 − 2𝑘

(1)

Donde RSSR es la suma de errores al cuadrado de la regresión completa, USSRi es la suma de
errores al cuadrado de cada una de las submuestras, k es el número de parámetros en la ecuación y
n es el tamaño de la muestra. Con esto se obtiene un F estadístico que tiene una distribución F con
(k, n-2k) grados de libertad para contrastar la hipótesis nula de la no existencia de cambio
estructural en la fecha dada (Chow, 1960).
Luego para solucionar el limitante de contar con la fecha en la cual el quiebre puede existir,
Andrews (1993), plantea el desarrollo de iteraciones para la prueba de Chow, en el cual el cambio
estructural existe en el valor máximo de F, dividiendo la muestra cuantas veces sea necesario
aumentando una observación a la vez, en donde las iteraciones deben ocurrir entre el 15% y el 85%
de los datos para que existan valores suficientes dentro de cada submuestra, lo cual arroja resultados
más potentes (Andrews, 1993), el planteamiento se muestra en la ecuación (2).
𝑀𝑎𝑥𝐹 = (𝐹(𝜏))

(2)

𝜏1 ≤ 𝜏 ≤ 𝜏2
Donde F es el estadístico de Chow y τ es cada uno de los puntos entre los límites del 15% y 85%
de la muestra denotados por τ1 y τ2 respectivamente. Así mismo el estadístico se contrasta en una
distribución Chi cuadrado que establece un valor crítico más alto. Además, como lo demuestra
Quandt (1958), el valor F puede ser calculado como el Likelihood Ratio y se ajusta a esta
distribución.
Dada la posibilidad de encontrar más de un cambio estructural en una serie de tiempo se fueron
desarrollando pruebas capaces de detectar múltiples cambios en la especificación de un modelo.
Bai y Perron (1998), desarrollaron diferentes métodos para abordar este objetivo. El primero es la
optimización global, la cual se enfoca en obtener la mínima suma de errores al cuadrado cambiando
la cantidad de quiebres (m) dentro del modelo como aparece en la ecuación (3).
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𝑚

2

𝑇𝑗+1 −1

𝑆(𝛽, 𝛿|{𝑇}) = ∑ ( ∑ 𝑦𝑡 − 𝑋𝑡′ 𝛽 − 𝑍𝑡′ 𝛿𝑗 )
𝑗=0

(3)

𝑡=𝑇𝑗

Donde m representa la cantidad de potenciales quiebres, con {T}m = (T1, …, Tm) como el conjunto
de las fechas donde ocurre cada quiebre y Tj hasta Tj+1-1 en el régimen j = 0, …, m representan las
observaciones entre los puntos de quiebre. Adicional los autores dividen las variables en dos
grupos, las variables X son aquellas que se presume sus parámetros se mantienen contantes y las
variables Z cuyos parámetros si varían entre regímenes. Los parámetros de las variables X y Z están
representados por β y δ respectivamente.
El siguiente método consiste en una generalización de la prueba de Quandt-Andrews para
determinar la igualdad de δj en múltiples regímenes. Se desarrolla bajo un F estadístico con
hipótesis nula de la no existencia de un cambio estructural contra una alterna de la existencia de l
quiebres en la serie, es decir; Ho: δ0 = δ1, …, δl+1 (Bai y Perron, 2003).

𝐹(𝛿) =

1 𝑇 − (𝑙 + 1)𝑞 − 𝑝
(
) (𝑅𝛿)′ (𝑅𝒱(𝛿)𝑅 ′ )−1 𝑅𝛿
𝑇
𝑘𝑞

(4)

Donde δ representa al estimador que minimiza los errores al cuadrado con l quiebres, con R siendo
una matriz tal que (Rδ)´ = (δ0´- δ1´, …, δl´- δl+1´) y V(δ) es la matriz de varianza covarianza de δ.
p es el largo del vector X, y q el largo del vector Z.
Esta prueba asume que se conocen la cantidad de quiebres existentes, aun así no deja de ser válido
asumir valores de l y realizar ambos tipos de pruebas o una doble maximización (Bai y Perron,
2003). Otra alternativa son los procesos secuenciales para los cuales se realiza alguna prueba de la
estabilidad de los parámetros para la muestra completa, si se rechaza la hipótesis de la estabilidad
se divide la muestra en dos submuestras a las cuales se les realiza el mismo tratamiento hasta que
la hipótesis de constancia de los estimadores no se rechace (Bai y Perron, 1998). Cada una de las
subsecuentes pruebas pueden ser interpretadas bajo la hipótesis nula de l quiebres, contra la
hipótesis alterna l +1 quiebres.

14

Sin embargo, las pruebas anteriores no son robustas frente a un modelo con heteroscedasticidad,
por lo cual se desarrollaron modelos que superaran esta limitante, uno de ellos es la prueba MZ
utilizada por Maasoumi, et al (2010), la cual según las pruebas realizadas por los autores arroja
resultados más exactos ante la presencia de heterocedasticidad. El estadístico MZ resulta tener más
potencia que otras pruebas al ser la suma de dos likehood ratios como aparece en la ecuación (5),
esto según los autores.
𝑀𝑍 = [−2𝐿𝑜𝑔(ℓ(𝑦, 𝜃𝑈𝑀,𝑈𝑉 )) + 2𝐿𝑜𝑔(ℓ(𝑦, 𝜃𝑈𝑀,𝐸𝑉 ))]
+ [−2𝐿𝑜𝑔(ℓ(𝑦, 𝜃𝑈𝑀,𝐸𝑉 )) + 2𝐿𝑜𝑔(ℓ(𝑦, 𝜃𝐸𝑀,𝐸𝑉 ))]

(5)

Donde EM representa igualdad de medias y UM medias diferentes en la regresión, EV para
varianzas iguales y UV asume diferentes varianzas para la regresión. Así en la primera parte se
asume igualdad de varianzas dado que la media es libre de cambiar entre periodos, y la segunda,
igualdad de medias dado que la varianza es contante entre periodos, (Maasoumi et al, 2010). Una
simplificación de esta ecuación para la detección de un único punto de quiebre se muestra en la
ecuación (6).
𝑀𝑍 = (𝑁 − 𝑘)𝐿𝑜𝑔𝜎 2 − [(𝑁1 − 𝑘)𝐿𝑜𝑔𝜎12 + (𝑁2 − 𝑘)𝐿𝑜𝑔𝜎22 ]

(6)

Donde N representa el número de observaciones de la población y Ni corresponde al número de
observaciones de la muestra i, σ2 es la varianza para el modelo completo y el subíndice indica la
submuestra a la cual cada varianza corresponde, finalmente k es el número de variables explicativas
del modelo que es el mismo para ambas submuestras.
La hipótesis nula bajo este estadístico es la estabilidad tanto de los estimadores como de la varianza
y la hipótesis alterna de inestabilidad tanto en los estimadores como en la varianza de cada
submuestra, es decir, Ho: β1 = β2, σ21 = σ22 contra H1: β1 ≠ β2, σ21 ≠ σ22.
Ante la necesidad de conocer la fecha en la cual el cambio en los parámetros de dio Ahmed, et al
(2017), evalúan la alternativa propuesta por Andrews (1993), pero con el estadístico MZ, haciendo
varias iteraciones para diferentes tamaños de submuestras y seleccionar el valor MZ más alto,
ecuación (7).
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𝑆𝑢𝑝 𝑀𝑍 = Max( 𝑀𝑍𝑗 );

𝑘 <𝑎 ≤𝑗 ≤𝑏 <𝑇−𝑘

(7)

La ecuación (7) indica que el posible cambio de estructura dentro de la serie de tiempo se da en el
valor máximo de MZ tomado de un vector de estadísticos MZ, construidos a partir de diferentes
tamaños de submuestras comprendidas entre a y b, siendo estos los limites mencionados por
Andrews (1993) para que las submuestras tengan valores suficientes que no permitan un sesgo al
contar con muy pocas observaciones.
Según Maasoumi et al (2010) la potencia de esta prueba aumenta conforme el grado de
heterocedasticidad de la serie es mayor, mostrando resultados satisfactorios cuando este es bajo,
muy cercanos a los obtenidos por medio de la prueba de maximización del F estadístico.
Modelo de regresión
Un modelo de regresión es un modelo que muestra la relación existente entre una variable
dependiente respecto de una de o más variables explicativas, con el propósito de estimar el valor
promedio o predecir el valor sobre la variable explicada (Gujarati, 2010). Para las series de tiempo
es más común que la variable dependiente este explicada por rezagos de sí misma o rezagos de
alguna de las variables explicativas (Wooldridge, 2010), sería normal pensar que el cambio en una
variable financiera hoy depende del valor que tomó en el pasado reciente o del valor de alguna de
sus explicativas en el pasado cercano.
Una serie de tiempo consiste en una colección de observaciones a lo largo del tiempo de forma
ordenada, los datos no pueden ser movidos de la fecha a la que pertenecen, además son periódicos,
siempre se recolectan con cierta frecuencia sea esta diaria, semanal, etc. (Brooks, 2008). Las series
de tiempo generalmente se transforma para ser un proceso estacionario y de este modo mantener
constante la distribución de probabilidad de los datos a lo largo del tiempo para establecer e
interpretar los supuestos del modelo (Wooldridge, 2010), usualmente se transforman como retornos
o diferencias entre periodos, una razón adicional para hacer esto es que las series económicas
presentan un crecimiento exponencial por lo que resulta muy útil una transformación que permita
a los datos ser proporcionales (Stock y Watson, 2012).
16

Para los modelos de regresión con series de tiempo, Wooldridge (2010) enuncia ciertos supuestos
que deben cumplirse como lo son: la linealidad y dependencia débil, que permite que las variables
se relacionen de forma débil en los rezagos; la no colinealidad perfecta en entre las variables
explicativas; la media del error es igual a 0; la no colinealidad de las explicativas con el termino de
error; los errores son homocedásticos, tienen una varianza constante; y finalmente la no existe
correlación entre los errores.
Integración
La integración económica es entendida como un proceso de inclusión de estados en una entidad de
carácter internacional con transferencia de información y recursos con el fin de resolver problemas
comunes (Masaquiza, 2017). Además de la definición anterior, se entiende la integración
económica como un proceso, lo cual indica que ocurre de forma dinámica, es un cambio de forma
gradual desde un estado inicial a uno deseado, lo cual exige dedicar gran cantidad de recursos y
un esfuerzo conjunto (Bolaños, Burneo, Galindo y Berggrun, 2015).
Sin embargo, existe otro tipo de integración que es la integración financiera, entendida como una
situación en la cual no existen barreras para las transacciones transfronterizas (Ayuso & Blanco,
2001 citado en Romero, Ramirez, y Guzmán, 2013) y cuyo grado de integración es medido por los
factores de riesgo compartido entre los países (Romero et al., 2013). Ya más específicamente
refiriéndose a la integración de mercados accionarios, Espinosa, Gorigoitía, & Vieito (2017),
afirman que este tipo de integración trae beneficios para todos los actores del mercado
permitiéndoles tener un rango más amplio de fuentes de financiamiento a los emisores, reducir los
costos de transacción y permitir al inversionista construir portafolios más diversificados que
permitan un mayor retorno o una disminución del riesgo diversificable.
Los beneficios derivados de la integración son estudiados por Sandoval, Vásquez-Párraga, y Sabat
(2015), donde proponen que la integración de los mercados reduciría significativamente el riesgo
sistémico en el MILA, concluyendo que solamente ocurre para los mercados accionarios de
Colombia y Perú, posiblemente por ser estos los menos desarrollados de los tres mercados
participantes. Por otro lado, Romero, et al. (2013), encuentran que el MILA redujo el riesgo
específico para los portafolios de acciones chilenos lo cual no ocurrió para el caso de los portafolios
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colombianos y peruanos en donde afirma se reducen los beneficios de la diversificación pues,
aunque el riesgo es menor la rentabilidad también.
Sin importar el enfoque que se tome con respecto a la integración económica, es de esperarse que
esta tenga una repercusión sobre los mercados locales, y con mayor razón en los mercados
bursátiles que son sensibles a las amenazas y cambios que afecten los precios, ya sean de origen
nacional o internacional.
Metodología
El enfoque con el cual se aborda la investigación es cuantitativo según Hernández, Fernández, y
Baptista (2010), ya que sigue un proceso secuencial y probatorio, por tanto no es posible eludir
alguna etapa y se debe seguir un orden riguroso, otra de las características descritas es la
delimitación del problema que busca acotar información con una medición precisa de las variables,
esto permite que los resultados sean lo más objetivos posibles y el proceso pueda ser replicado y
arroje los mismos resultados respaldando o rechazando una hipótesis planteada. Así mismo, el
alcance es explicativo dado que está dirigido a responder a las posibles causas de las cuales se
derivan los cambios estructurales, el interés se centra en explicar porque ocurre este fenómeno y
bajo cuales condiciones se manifiesta (Hernández, et al., 2010).
Las variables para llevar a cabo la investigación son los retornos de los principales índices
bursátiles de los países que conforman el MILA, estos son calculados a partir del precio de cierre
de cada índice, así mismo se trabaja la variación porcentual en el volumen diario transado de cada
uno de los índices, datos obtenidos por medio de la herramienta para análisis Economatica. Las
series de tiempo comprenden el periodo entre los años 2007 y 2019, con el fin de poseer datos
adicionales al periodo de análisis y de ese modo calcular la existencia de cambios estructurales a
lo largo de un espacio temporal que presenta varios acontecimientos importantes, tanto para
américa latina como para el resto del mundo.
En primer lugar, para llevar a cabo la investigación se estiman modelos econométricos capaces de
explicar los retornos y la variación porcentual en el volumen de los índices escogidos,
seleccionando las variables que pueden tener un efecto en los retornos de los índices como los son
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el petróleo, el tipo de cambio de la moneda local con respecto al dólar y un indicador del desempeño
del mercado financiero internacional como lo es el índice Dow Jones, las variables además deben
permitir que el modelo cumpla con los supuestos de ruido blanco, estacionariedad y no exista
multicolinealidad entre los regresores (Stock y Watson, 2012).
Luego, se verifica que los estimadores de los modelos cumplan con la significancia global e
individual, para luego ser comparados por medio de los criterios Akaike y Schwarz, diseñados para
penalizar el exceso de variables dentro de un modelo contrastando la suma de errores al cuadrado,
la ventaja de estos dos criterios es que permiten hacer comparaciones fuera de la muestra tomada
por lo que son adecuados para comparar dos modelos diferentes y con diferentes variables (Gujarati
y Porter, 2010).
Para la detección de los cambios estructurales se hace uso de las pruebas clásicas de estabilidad,
disponibles en el software Eviews, las pruebas utilizadas son aquellas que no exigen conocer a
priori la fecha del quiebre. Además, se realiza la prueba de cambio estructural MZ, en el software
RStudio por medio de un scrip que replique la secuencia de la prueba original, la cual permite hacer
estimaciones de la ubicación del cambio en los parámetros ante la presencia de heterocedasticidad
en el modelo. La fecha obtenida por la prueba MZ es luego contrastada con la prueba de Chow y
con la prueba de igualdad de varianza para determinar si es cambio es en el estimador de la media,
la varianza o en ambos.
Finalmente, se hace un breve análisis de los eventos que tuvieron lugar en las fechas propuestas
para los cambios estructurales, y como estos eventos pudieron haber tenido un impacto en el
desempeño económico del país en cuestión propiciando así la existencia de un cambio en los
parámetros de los modelos que explican el comportamiento de los índices.
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Resultados
Capítulo 1: COLOMBIA
Modelos de series de tiempo
Las series de tiempo de las variables explicadas comprenden el periodo entre el 16/8/2007 y el
08/3/2019, con esto se consigue que las fechas para las cuales se hace el análisis estén en su mayor
integridad incluidas dentro de los resultados de las pruebas de cambio estructural, esto despues de
haber recortado el 10% o 15% en cada extremo como lo sugieren algunas de las pruebas.

Ilustración 1 Precio de cierre del COLCAP

Al tratar de determinar la fecha de ruptura de la serie por medio del análisis gráfico de la ilustración
1 es tentativo decir que esta puede estar a finales del 2009 con el cambio de tendencia o a finales
del 2015 donde parece el precio se logra estabilizar por un periodo.
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Ilustración 2 Volumen diario del índice COLCAP

Por otro lado, un análisis gráfico en el volumen diario mostrado en la ilustración 2 no permite
hacerse una idea del intervalo en el cual puede estar la fecha de cambio estructural, sin embargo, a
inicios del 2009 la volatilidad en el volumen parece aumentar bastante y mantenerse a lo largo de
la serie con picos particulares en el 2015 y 2017.
Para estimar los modelos de series de tiempo se transforman ambas series, el precio de cierre a
retornos y el volumen a variación porcentual. La prueba de raíz unitaria para ambas
transformaciones muestra que con un alfa del 5% se rechaza la hipótesis nula que sugiere que las
series son una caminata aleatoria.
Luego al realizar el correlograma para el retorno se determina que existe autocorrelación en los
rezagos 1, 4, 7, 23 , y 24, para la diferencia en el volumen la autocorrelación se da en los rezagos
1,2, 3 y 4 . Una vez se cuenta con los rezagos y las variables explicativas transformadas se procede
a la estimación del mejor modelo, decidiendo tomar los que aparecen en la ilustración 3 y 4.
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Ilustración 3 Modelo para el retorno del índice COLCAP

El modelo seleccionado para el retorno del índice COLCAP cumple con las condiciones de
significancia individual de los estimadores con un nivel de confianza del 95%, y no correlación
entre variables explicativas comprobada con el factor de inflación de la varianza (VIF).
La ilustración 3 nos indica que el retorno del precio del índice COLCAP depende de sus rezagos
4 y 24, además del retorno del índice Dow Jones general en el mismo periodo y en el rezago 1.
En las condiciones de ruido blanco el modelo cumple con el supuesto de no autocorrelación de los
errores, y homocedasticidad según la prueba de Breusch-Pagan-Godfrey y la prueba de Harvey, sin
embargo, la prueba de homocedasticidad de White no la cumple, sugiriendo heterocedasticidad,
así mismo tampoco se cumple con la normalidad de los errores.
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Ilustración 4 Modelo para la variación porcentual en el volumen del índice COLCAP

El modelo seleccionado para el cambio porcentual del volumen del índice COLCAP cumple con
las condiciones de significancia individual de los estimadores con un nivel de confianza del 95%,
y la no correlación entre variables explicativas comprobada con la prueba VIF.
Podemos apreciar en la ilustración 4 que el cambio porcentual del precio del índice COLCAP
depende de sus rezagos 1, 2 y 3, además del retorno del índice Dow Jones general en el mismo
periodo y una constante diferente de 0.
En cuanto a la condición de ruido blanco el modelo cumple con el supuesto de no autocorrelación
de los errores, y homocedasticidad según la prueba de Breusch-Pagan-Godfrey y la prueba de
White, sin embargo, la prueba de homocedasticidad de Harvey no la pasa indicando
heterocedasticidad, así mismo tampoco se cumple con la normalidad de los errores.
Pruebas de cambio estructural
Una vez estimados

los modelos se procede a realizar las pruebas de cambio estructural,

contrastadas a un alfa del 5% para aceptar la fecha de posible cambio en los estimadores de los
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modelos. Para el retorno del índice COLCAP se hizo un recorte de datos del 10% y no del 15%,
como se hace por defecto en las pruebas de estabilidad, con el fin de llegar al máximo valor tanto
en la prueba F iterativa como en la MZ, las gráficas del estadístico MZ se presentan en el anexo 1.
Tabla 1 Fechas de cambio estructural para el retorno del índice COLCAP

Prueba de cambio estructural

Fecha (m/d/a)

Quandt-Andrews unknown breakpoint test

11/20/2008

Sequential L breaks vs L

11/20/2008

Sequential all sub-sets

11/20/2008

Global vs none

11/19/2008

L +1 vs global

11/20/2008

MZ

12/16/2008

Contraste con la prueba F de la fecha MZ

Sí hay C.E.

La tabla 1 muestra como las pruebas clásicas de cambio estructural arrojan la misma fecha como
posible ubicación del quiebre dentro de la serie del retorno del COLCAP, sin embargo, la prueba
MZ ubica el cambio estructural 1 mes adelante, esto posiblemente por un cambio en el estimador
de la varianza.
Al contrastar la fecha del estadístico MZ con la prueba de cambio estructural de Chow se rechaza
la hipótesis nula de estabilidad de los estimadores β, por lo cual se determina que el cambio
estructural detectado corresponde a un cambio en la media de la serie y posiblemente en la varianza.
Tabla 2 Estimadores para el retorno del índice COLCAP

β0

Muestra
completa
0.36643642

Primera
submuestra
0.36950181

Segunda
submuestra
0.37739937

β1

0.18138925

0.31129251

0.10459545

β2

-0.03616380

-0.05201619

-0.02345892

β3

0.04342466

0.05672733

0.02466220

σ2

0,00009208

0,00027482

0,00006858
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En la tabla 2 se encuentran los estimadores para la muestra completa y las dos submuestras
obtenidas a partir de la fecha del estadístico MZ, globalmente la prueba de Chow indica que los
estimadores varían en cada submuestra, sin embargo, los estimadores de cada una de las variables
explicativas del modelo no varían significativamente de forma individual entre las dos
submuestras, excepto β0 que es el estimador que acompaña el retorno del índice Dow Jones, el cual
según la prueba F cambia en la fecha propuesta por el estadístico MZ.
Además, se aprecia como la varianza es considerablemente mayor en la primera submuestra
indicando que antes de la fecha del máximo MZ había un periodo de mayor volatilidad, esto se
corrobora con una prueba de igualdad de varianzas rechazando la hipótesis de que la varianza es la
misma para ambas submuestras. Por lo tanto, se concluye que el cambio se da tanto para el
estimador β0 como para la varianza dentro de la serie del retorno del COLCAP.
Tabla 3 Fechas de cambio estructural para la variación porcentual del índice COLCAP

Prueba de cambio estructural

Fecha (m/d/a)

Quandt-Andrews unknown breakpoint test

03/18/2015

Sequential L breaks vs L

03/18/2015

Sequential all sub-sets

03/18/2015

Global vs none

03/18/2015

L +1 vs global

03/18/2015

MZ

3/17/2015

Contraste con la prueba F de la fecha MZ

Sí hay C.E.

La tabla 3 muestra que las pruebas clásicas de cambio estructural arrojan la misma fecha como
posible ubicación del cambio estructural dentro de la serie de la variación porcentual del volumen
del índice COLCAP, además, la prueba MZ señala el cambio estructural 1 día atrás, en este caso
la discrepancia entre fechas es muy pequeña, cabe mencionar que este modelo, aunque no pasó
todas las pruebas de homocedasticidad los valores de las pruebas indicaron que el grado de
heterocedasticidad no es muy alto.

25

Al contrastar la fecha del estadístico MZ con la prueba de cambio estructural de Chow se rechaza
la hipótesis nula de estabilidad de los estimadores β, por lo cual se determina que el cambio
estructural detectado corresponde a un cambio en la media de la serie y posiblemente en la varianza.
Tabla 4 Estimadores para la variación porcentual del volumen del índice COLCAP

β0

Muestra
completa
0.21488198

Primera
submuestra
0.17251706

Segunda
submuestra
0.30731247

β1

2.67527149

2.01444891

5.37450715

β2

-0.28293503

-0.28578988

-0.29695294

β3

-0.14137214

-0.17536161

-0.12965007

β4

-0.06758665

-0.08823523

-0.06456702

σ2

0.4830717

0.3327567

0.7589435

En la tabla 4 se encuentran los estimadores del modelo de la diferencia en el volumen del COLCAP
para la muestra completa y para las dos submuestras obtenidas a partir de la fecha del estadístico
MZ, globalmente la prueba de Chow indica que los estimadores varían en cada submuestra, sin
embargo, los estimadores de cada una de las variables explicativas no varían entre las dos
submuestras de forma significativa individualmente, exceptuando β0 que es el estimador de la
constante y β3 que es el estimador del segundo rezago de la variable explicada. A diferencia del
retorno del índice COCLAP, la inestabilidad del estimador que acompaña el índice Dow Jones no
es significativa a pesar de tener valores tan diferentes entre la primera y la segunda submuestra.
Además, se aprecia como la varianza es mayor en la segunda submuestra indicando que despues
de la fecha del máximo MZ hubo un periodo de mayor volatilidad, esto se corrobora con una prueba
de igualdad de varianzas rechazando la hipótesis de que la varianza es la misma para ambas
submuestras. Por lo tanto, se concluye que el cambio se da en los estimadores β0 y β3 como en la
varianza.
En ambos modelos se encontró un cambio de estructura, tanto en la varianza como en alguno de
sus estimadores, sin embargo, se dan en fechas diferentes sugiriendo que distintos eventos tienen
repercusión sobre las variables a pesar de que ambas representan un componente del mismo índice.
26

Posibles causas del cambio estructural
Luego de una investigación en fuentes periodísticas se presume que el cambio en la varianza de la
serie del retorno del COLCAP se dio como consecuencia de las medidas tomadas para mitigar los
efectos negativos que dejo la crisis del 2008. Esta crisis genero una alta volatilidad en los mercados,
un ejemplo es el tipo de cambio de pesos por dólar que según una nota de EL TIEMPO (2009), ha
sido la más alta de la historia que no solo afecto a la moneda colombiana sino a toda Latinoamérica,
teniendo su periodo de mayor variación en los 3 últimos meses del año.
La disminución de la varianza en la segunda submuestra puede ser explicada por las medidas
tomadas por los bancos centrales para dinamizar la economía, como lo fue la disminución de las
tasas de interés de la FED para aliviar la caída del empleo y la disminución de la producción
industrial e EEUU, el anuncio fue realizado el 16 de diciembre de 2008 en una nota de prensa
(Pozzi, 2008), fecha en la cual el estadístico marco el cambio de estructura. La disminución en la
tasa concuerda con la tendencia de los bancos centrales de occidente, en meses anteriores varios
países habían visto caídas en su tasa de interés de referencia para mitigar las consecuencias de la
crisis, como la ocurrida a inicios de diciembre en la zona euro por parte del BCE (EL MUNDO,
2008).
La reducción en las tasas de interés pudo haber sido un importante precursor para que la volatilidad
del modelo cambiara a partir de esa fecha. De este modo un acontecimiento de política económica
de trascendencia internacional facilito el cambio en la estructura para un modelo que representa el
retorno del índice de referencia del mercado colombiano respaldando la teoría.
En cuanto a lo que respecta al volumen, para la fecha calculada por el estadístico MZ tenemos que
se cruza con noticias como que la capitalización bursátil del índice COLCAP ha caído más de un
12% en un año (Dinero, 2015), en la misma nota el gerente de Alianza Valores menciona que esto
se debe a la terminación de un ciclo que inició en el 2009. Ese mismo mes del año coincide con la
segunda subida más fuerte del precio del dólar que inició en 2014 como consecuencia de la
coyuntura internacional y los anuncios de subida de las tasas de interés (Dinero, 2015).
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Una posible causa de los acontecimientos mencionados es la caída del precio del petróleo referencia
WTI, un día antes de la fecha estimada por el estadístico MZ, hasta su nivel más bajo en 9 años
para estabilizarse alrededor de ese precio por los años siguiente. La caída es atribuida al exceso de
oferta en el mercado dado el aumento en la producción de Estados Unidos, esto ocasionó una fuerte
caída en los precios de las acciones de Pacific Rubiales, Canacol Energy y Ecopetrol (EL TIEMPO,
2015), lo que explicaría la disminución en la capitalización bursátil y como el cambio en los precios
del petróleo y el dólar afectaron la estructura del modelo para la variación porcentual del volumen
del índice COLCAP.
Se aprecia que el cambio estructural para el volumen se da frente a una modificación en los precios
del petróleo, el principal producto de exportación de Colombia, afectando de esta forma la dinámica
de su economía. Así, un cambio en el retorno responde a fuertes cambios en política económica
que afecta a los mercados bursátiles internacionales, mientras que para la variación porcentual tiene
un efecto mayor la modificación brusca en los precios del petróleo y el tipo de cambio.
Capítulo 2: CHILE
Modelos de series de tiempo
Las series de tiempo de las variables explicadas comprenden el periodo entre el 03/1/2007 y el
08/3/2019, con esto se consigue que las fechas de investigación estén en su mayor integridad
incluidas dentro de los resultados de las pruebas de cambio estructural despues de haber recortado
el 15% de los datos en cada extremo.
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Ilustración 5 Precio de cierre del IPSA

Con un análisis gráfico sobre la ilustración 5 es posible presumir que la fecha de cambio estructural
puede estar a finales del 2008 cuando el precio comienza una escalada en la cual se duplica en dos
años, o a comienzos del 2011 en donde comienza un periodo de estabilidad duradero hasta el 2017.
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Ilustración 6 Volumen diario del IPSA

Para el volumen diario un análisis gráfico mostrado en la ilustración 6 no permite intuir la fecha
del posible cambio estructural, el comportamiento parece más bien estable con picos en
determinadas fechas, sin embargo, se aprecia que existe un periodo en el cual no se presentan picos
muy altos entre el 2015 y el 2018.
Para estimar los modelos de series de tiempo se transforman ambas series del mismo modo que se
hizo con el índice COLCAP. La prueba de raíz unitaria para ambas transformaciones muestra que
con un alfa del 5% se rechaza la hipótesis nula que señala que las series se comportan como una
caminata aleatoria.
Luego al realizar el correlograma para el retorno se determina que existe autocorrelación en los
rezagos 1, 2, y 3, para la diferencia en el volumen la autocorrelación se da en los rezagos 1, 2, y 4.
Una vez se cuenta con los rezagos y las variables explicativas transformadas se procede a la
estimación del mejor modelo, tomando los que aparecen en la ilustración 7 y 8.
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Ilustración 7 Modelo para el retorno del IPSA

El modelo seleccionado para el retorno del IPSA en la ilustración 7 cumple con las condiciones de
significancia individual de los estimadores con un nivel de confianza del 95%, y la no correlación
entre variables explicativas comprobada con la prueba VIF.
La ilustración 7 indica que el retorno del precio del índice IPSA depende de sus rezagos 1, y 3,
además del retorno del índice Dow Jones general en el mismo periodo y en el rezago 1.
Para las condiciones de ruido blanco el modelo cumple con el supuesto de no autocorrelación de
los errores, sin embargo, no cumple con el supuesto de homocedasticidad ni con la normalidad de
los errores.
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Ilustración 8 Modelo para la variación porcentual en el volumen del IPSA

El modelo seleccionado para el cambio porcentual en el volumen del IPSA, en la ilustración 8,
cumple con las condiciones de significancia individual de los estimadores con un nivel de confianza
del 95%, y la no correlación entre variables explicativas comprobada con la prueba VIF.
La ilustración 8 muestra como el cambio porcentual del volumen del índice IPSA depende de sus
rezagos 1, 2, 4 y 34, además de una constante.
En cuanto a la condición de ruido blanco el modelo cumple con el supuesto de no autocorrelación
de los errores, y homocedasticidad según la prueba de Breusch-Pagan-Godfrey y la prueba de
White, sin embargo, la prueba de homocedasticidad de Harvey no la pasa indicando
heterocedasticidad, así mismo tampoco se cumple con la normalidad de los errores.
Pruebas de cambio estructural
Una vez se tienen los modelos estimados se hacen las pruebas de cambio estructural, contrastadas
a un alfa del 5% para aceptar la fecha de posible cambio en los estimadores de los modelos.
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Tabla 5 Fechas de cambio estructural para el retorno del IPSA

Prueba de cambio estructural

Fecha (m/d/a)

Quandt-Andrews unknown breakpoint test

11/05/2008

Sequential L breaks vs L

11/05/2008

Sequential all sub-sets

11/05/2008

Global vs none

11/05/2008

L +1 vs global

11/05/2008

MZ

11/21/2008

Contraste con la prueba F de la fecha MZ

Sí hay C.E.

Las pruebas clásicas de cambio estructural arrojan la misma fecha como posible ubicación del
cambio quiebre en la serie del retorno del IPSA como se aprecia en la tabla 5, sin embargo, la
prueba MZ ubica el cambio estructural 16 días adelante, esta pequeña discrepancia se da a pesar
que el modelo no cumplió con la condición de homocedasticidad, además existe otro pico el 7 de
diciembre de 2011 (ver anexo 1).
Al contrastar la fecha del estadístico MZ con la prueba de cambio estructural de Chow se rechaza
la hipótesis nula de estabilidad de los estimadores β, por lo cual se determina que el cambio
estructural detectado corresponde a un cambio en la media de la serie y posiblemente en la varianza.
Tabla 6 Estimadores para el retorno del IPSA

β0

Muestra
completa
0.47302172

Primera
submuestra
0.58153926

Segunda
submuestra
0.41978585

β1

0.10872985

0.05451093

0.12563224

β2

-0.05837490

-0.07816609

-0.05254425

β3

0.13478397

0.23957078

0.09481618

σ2

0,000070371

0,000142033

0,000056133

En la tabla 6 se encuentran los estimadores para la muestra completa y las dos submuestras
obtenidas a partir de la fecha del estadístico MZ, globalmente la prueba de Chow indica que los
estimadores varían en cada submuestra, sin embargo, los únicos que cambian individualmente son
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los estimadores que acompañan al retorno del índice Dow Jones en el periodo presente y en su
rezago uno, estos son los estimadores β0 y β3.
Además, se aprecia como la varianza es considerablemente más alta en la primera submuestra
indicando que antes de la fecha del máximo MZ había un periodo de mayor volatilidad, esto se
corrobora con una prueba de igualdad de varianzas rechazando la hipótesis de que la varianza es la
misma para ambas submuestras. Por lo tanto, se concluye que la inestabilidad en los parámetros se
presenta para el estimador de β0 y β3, como también para la varianza dentro de la serie del retorno
del índice IPSA.
Tabla 7 Fechas de cambio estructural para la variación porcentual del volumen del IPSA

Prueba de cambio estructural

Fecha (m/d/a)

Quandt-Andrews unknown breakpoint test

No C.E.

Sequential L breaks vs L

No C.E.

Sequential all sub-sets

No C.E.

Global vs none

No C.E.

L +1 vs global

No C.E.

MZ

5/28/2012

Contraste con la prueba F de la fecha MZ

No C.E.

En la tabla 7 se aprecia como pruebas clásicas de cambio estructural no rechazan la hipótesis nula
de la no existencia del quiebre dentro de la serie de la variación porcentual del volumen del IPSA,
sin embargo se obtiene la fecha para el máximo valor MZ, que al ser contrastada con la prueba de
cambio estructural de Chow tampoco rechaza la hipótesis nula de estabilidad de los estimadores β,
de este modo se procede a verificar si la fecha detectada es por un cambio en la varianza o para
uno los estimadores β de forma individual.
Tabla 8 Estimadores para la diferencia en el volumen del IPSA

β0

Muestra
completa
0.17698778

Primera
submuestra
0.16303037

Segunda
submuestra
0.19186941

β1

-0.22220219

-0.27563033

-0.20350743
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β2

-0.09211991

-0.10511086

-0.08992864

β3

-0.06208426

-0.07497671

-0.05906704

β4

0.05419118

0.03841322

0.06152573

σ2

0.5719848

0.346156

0.7481492

En la tabla 8 se encuentran los estimadores del modelo de la diferencia en el volumen del IPSA
para la muestra completa y las dos submuestras obtenidas a partir de la fecha del estadístico MZ,
la prueba de Chow indica que los estimadores no varían entre las dos submuestras, ni global ni
individualmente.
Por otro lado, la varianza es mayor en la segunda submuestra, para determinar si es la misma en
ambas se realiza la prueba de igualdad de varianzas, rechazando la hipótesis nula de que estas son
iguales, así la fecha MZ lo que indica es que a partir de ese momento el parámetro de la varianza
cambia, duplicándose comparado con el modelo de la submuestra 1.
En ambos modelos se encontró que existe un cambio en el estimador de la varianza, sin embargo,
solamente el modelo para el retorno del índice IPSA sufrió un cambio en la media, sugiriendo que
la variación porcentual del volumen en el índice se vio afectado solamente por la volatilidad
mientras que el retorno si sufrió un cambio en la media.
Posibles causas del cambio estructural
La fecha indicada por el estadístico MZ para el retorno del IPSA se cruza con eventos de índole
internacional como la cumbre del G-20 5 días antes, en la cual se plantearon las medidas que deben
tomarse en los países en cuanto a la regulación financiera para impedir una futura crisis como la
del 2008 (EL PAÍS, 2008a), tres días después de los anuncios los mercados financieros de todo el
mundo sufrieron una caída generaliza ante las malas perspectivas de crecimiento de los Estados
Unidos hechas por la FED, siendo las acciones de las entidades financieras las más perjudicadas
(EL PAÍS, 2008b).
Sin embargo, el 21 de noviembre, fecha calculada por el estadístico MZ, los mercados comenzaron
con una progresiva recuperación, uno de los mejores resultados los obtuvo el índice Dow Jones
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creciendo el 6,54% en un día, esto después de ser uno de los indicadores que más sufrieron las
consecuencias de la crisis, la recuperación de los mercados se le atribuye al anuncio hecho por el
presidente electo Barack Obama sobre el nuevo gabinete que lo acompañará en su gobierno, con
Timothy Geithner como secretario del tesoro, (LA NACIÓN, 2008).
Con lo anterior es posible afirmar que el cambio en el estimador del retorno del Dow Jones y su
rezago se debe al optimismo de los mercados ante los anuncios del nuevo gabinete del gobierno de
los Estados Unidos, con un especial interés en el secretario del tesoro, además de las medidas
tomadas por los bancos centrales para impulsar el crecimiento como la disminución de las tasas de
interés de referencia, de este modo el retorno del IPSA cambio su relación con el retorno del índice
Dow Jones ante las nuevas perspectivas en política económica de los Estados Unidos.
En cuanto a la fecha para el cambio porcentual del volumen del IPSA es de recordar que no se
detectó un cambio en la media, sino solamente en la varianza. El único evento de importancia que
pudo tener repercusión en la volatilidad del volumen transado es la ampliación del mercado de
renta variable gracias un acuerdo del Deutsche Bank, la Bolsa de Comercio de Santiago y el
Depósito Central de Valores, que permitiría a los inversores locales comprar acciones
norteamericanas en la Bolsa de Santiago, esto como una estrategia para hacer más atractivo el
mercado nacional y ampliar las opciones de inversión (Emol, 2012).
Con lo anterior se puede afirmar que las decisiones en la política estadounidense tienen un impacto
en la estructura de los modelos del retorno del IPSA, al cambiar la relación que este tiene con el
retorno del índice Dow Jones. Así mismo, la volatilidad del modelo de la variación porcentual del
volumen del IPSA se ve afectada por la ampliación del mercado de renta variable y no por algún
evento político o de impacto económico como la caída en los precios de las materias primas en el
2014.
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Capítulo 3: MEXÍCO
Modelos de series de tiempo
Las series de tiempo para el precio de cierre y para el volumen comprenden el periodo entre el
03/1/2007 y el 08/3/2019, con esto se consigue que las fechas de investigación estén en su mayor
integridad incluidas dentro del rango utilizado por las pruebas de cambio estructural, esto despues
de haber recortado el 15% de los datos en cada extremo.

Ilustración 9 Precio de cierre del IPC

Al analizar la ilustración 9 para el precio de cierre del IPC se puede apreciar estabilidad a lo largo
de la serie sin cambios abruptos, sin embargo, se observa un pequeño periodo en el cual la tendencia
se interrumpe entre el 2008 y el 2009 para luego iniciar una escalada progresiva.
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Ilustración 10 Volumen diario del IyC

En la ilustración 10 para volumen del IPC se observa cómo hasta mediados del 2011 el volumen
se mantenía estable con picos no tan alejados del promedio, luego de ese periodo comienzan a
aparecer picos mucho más altos indicando un posible aumento de la volatilidad, por lo que se
esperaría un cambio de estructura en el año 2011.
Para estimar los modelos de series de tiempo se transforman ambas series. La prueba de raíz
unitaria para ambas transformaciones muestra que con un alfa del 5% se rechaza la hipótesis nula
que señala que las series se comportan como una caminata aleatoria.
Luego al realizar el correlograma para el retorno se determina que existe autocorrelación en los
rezagos 1, 2, 3, y 4, igual que para variación porcentual en el volumen. Una vez se cuenta con los
rezagos y las variables explicativas transformadas, se procede a la estimación del mejor modelo,
decidiendo tomar los que se presentan en la ilustracón 11 y 12.
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Ilustración 11 Modelo para el retorno del IPC

El modelo seleccionado para el retorno del IPC, en la ilustración 11, cumple con las condiciones
de significancia individual de los estimadores con un nivel de confianza del 95%, y no correlación
entre variables explicativas comprobada con la prueba VIF.
La ilustración 11 muestra como el retorno del precio del IPyC depende de sus rezagos 1, 2 y 3,
además del retorno del índice Dow Jones general en el mismo periodo y en el rezago 1.
Para la condición de ruido blanco el modelo cumple con el supuesto de no autocorrelación de los
errores, sin embargo, no cumple con el supuesto de homocedasticidad ni con la normalidad de los
errores.
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Ilustración 12 Modelo para la variación porcentual en el volumen del IPC

El modelo seleccionado para el cambio porcentual del volumen del índice IPC, en la ilustración
12, cumple la condición de significancia individual de los estimadores con un nivel de confianza
del 95%, y la no correlación entre variables explicativas comprobada con la prueba VIF.
En la ilustración 12 se aprecia que el cambio porcentual del precio del IPC depende de sus rezagos
1, 2, 3 y 4, del retorno del índice Dow Jones y de una constante.
En cuanto a la condición de ruido blanco el modelo cumple con el supuesto de no autocorrelación
de los errores, y homocedasticidad según la prueba de Breusch-Pagan-Godfrey, la prueba de White
y la prueba de Harvey, por otro lado, la hipótesis de la normalidad de los errores se rechaza.
Pruebas de cambio estructural
Una vez seleccionados los modelos se proceded a realizar las pruebas de cambio estructural,
contrastadas a un alfa del 5% para aceptar la fecha de posible cambio en los estimadores de los
modelos.
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Tabla 9 Fechas de cambio estructural para el retorno del IPC

Prueba de cambio estructural

Fecha (m/d/a)

Quandt-Andrews unknown breakpoint test

4/28/2010

Sequential L breaks vs L

4/28/2010

Sequential all sub-sets

4/28/2010

Global vs none

4/28/2010

L +1 vs global

4/28/2010

MZ

12/4/2009

Contraste con la prueba F de la fecha MZ

Sí hay C.E.

La tabla 9 muestra como las pruebas clásicas de cambio estructural arrojan la misma fecha como
posible ubicación del quiebre dentro de la serie del retorno del IPC, sin embargo, la prueba MZ
posiciona el cambio estructural 5 meses atrás, se cree que las pruebas clásicas no arrojan resultados
muy confiables debido a que el modelo presenta heterocedasticidad.
Al contrastar la fecha del estadístico MZ con la prueba de cambio estructural de Chow se rechaza
la hipótesis nula de estabilidad de los estimadores β, por lo cual se determina que el cambio
estructural detectado corresponde a un cambio en la media de la serie y posiblemente en la varianza.
Tabla 10 Estimadores para el retorno del IPyC

β0

Muestra
completa
0.73856120

Primera
submuestra
0.85095727

Segunda
submuestra
0.61759476

β1

0.08135452

0.18133666

0.01309754

β2

0.07578307

0.04253410

0.07210987

β3

-0.03267213

-0.01496100

-0.02731042

β4

-0.05132991

-0.05784569

-0.05828157

σ2

0,00006930

0,00011866

0,00005147

En la tabla 10 se encuentran los estimadores para la muestra completa y las dos submuestras
obtenidas a partir de la fecha del estadístico MZ, globalmente la prueba de Chow indica que los
estimadores varían en cada submuestra, aplicando la prueba a cada estimador se encuentra que los
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únicos que significativos individualmente son el estimador del índice Dow Jones en el periodo
presente y en el rezago uno, y el estimador del primer rezago de la variable explicada, estos son los
estimadores β0, β1 y β4.
Además, se aprecia como la varianza es considerablemente más baja en la segunda submuestra
indicando que antes de la fecha del máximo MZ se presentó un periodo de mayor volatilidad, esto
se corrobora con una prueba de igualdad de varianzas rechazando la hipótesis de que la varianza
es la misma para ambas submuestras. Por lo tanto, se concluye que la inestabilidad en los
parámetros se presenta para los estimadores β0, β1 y β4, así como para la varianza dentro de la serie
del retorno del IPC.
Tabla 11 Fechas de cambio estructural para la variación porcentual del volumen del IPC

Prueba de cambio estructural

Fecha (m/d/a)

Quandt-Andrews unknown breakpoint test

9/04/2012

Sequential L breaks vs L

9/04/2012

Sequential all sub-sets

9/04/2012

Global vs none

9/04/2012

L +1 vs global

9/04/2012

MZ

8/30/2012

Contraste con la prueba F de la fecha MZ

Sí hay C.E.

Las pruebas clásicas de cambio estructural arrojan la misma fecha como posible ubicación del
cambio estructural dentro de la serie de la variación porcentual del volumen del IPyC como aparece
en la tabla 11, así mismo la prueba MZ señala el cambio estructural 5 días atrás, la diferencia entre
fechas es muy pequeña, esto puede ser debido a que el modelo sí cumple con la condición de
homocedasticidad, por lo tanto los resultados de la prueba MZ deben ser muy parecidos a las
pruebas clásicas.
Tabla 12 Estimadores para la variación porcentual en el volumen del IPC

β0

Muestra
completa
0.11443477

Primera
submuestra
0.11201830
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Segunda
submuestra
0.12718891

β1

1.64209005

2.37532856

-0.68619377

β2

-0.32258928

-0.39689845

-0.30468230

β3

-0.16582556

-0.28256644

-0.12892144

β4

-0.10553115

-0.24702119

-0.06015160

β5

-0.03633523

-0.08049201

-0.03152807

σ2

0.2028075

0.1164174

0.2741844

En la tabla 12 se encuentran los estimadores del modelo de la diferencia en el volumen del IPC
para la muestra completa y las dos submuestras obtenidas a partir de la fecha del estadístico MZ,
la prueba de Chow indica que los estimadores varían entre las dos submuestras conjuntamente, al
realizar la prueba de forma individual para cada estimador se concluye que los únicos que varían
entre las submuestras son los estimadores del intercepto, y los rezagos 2 y 3 de la variable
explicada, es decir los estimadores β0, β2 y β3.
Además, la varianza es mayor en la segunda submuestra, por lo cual se realiza la prueba de igualdad
de varianzas rechazando la hipótesis nula de que estas son iguales, por tanto, el modelo para la
variación porcentual del volumen del IPyC cuenta con un cambio tanto en la media como en la
varianza.
En ambos modelos se encontró un cambio en la estructura, tanto en la varianza como en alguno de
sus estimadores que acompañan las variables explicativas, sin embargo, se dan en fechas diferentes
sugiriendo que distintos eventos tienen repercusión sobre las variables, a pesar de que ambas
representan un componente del mismo índice.
Posibles causas del cambio estructural
La fecha identificada por la fecha MZ para el modelo del retorno del IPyC no coincide con ningún
evento de importancia nacional o internacional que respalde el cambio de estructura, sin embargo,
con un análisis de los eventos económicos en fechas cercanas se encuentra que existe una
combinación de sucesos independientes con un fuerte impacto para la economía mexicana.
El aumento de la carga impositiva al finalizar el mes de octubre que regiría a partir del 2010, los
cambios se traducen en un aumento del IVA y del impuesto sobre la renta, situación por la cual los
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inversionistas se irían preparando (Reuters, 2009), el cambio en los impuestos se da como una
reacción al gran peso que los ingresos provenientes de las exportaciones petroleras tienen para las
finanzas públicas, según Blanke (2009), México es el país latinoamericano más afectado por la
crisis debido a su dependencia de los Estados Unidos, esto se ve reflejado en las cifras para el 2009
donde el PIB, la IED y las exportaciones mostraron una disminución considerable con respecto al
año anterior, además los resultados irían atados a lo que pase con la economía estadounidense.
A inicios de diciembre del 2009 se publicaron los datos correspondientes al desempleo en los
Estados Unidos, datos positivos que junto con otros indicadores económicos generaron confianza
en los inversores de que la economía se está recuperando lentamente (Paradis, 2009), la situación
de mejora en la economía estadounidense tuvo impacto en la Bolsa de Valores de México (BVM)
que fue impulsada por Wall Street (Notimex, 2009).
Dado que no existe un evento especifico en la fecha del cambio estructural se plantea la posibilidad
de un cambio progresivo en la estructura del modelo como consecuencia de la crisis del 2008 que
fue erosionando progresivamente la economía mexicana, esto se invierte una vez los datos para
Estados Unidos muestran una mejoría de la economía, dada la relación tan estrecha entre ambos
países la perspectiva de crecimiento en los Estados Unidos genero mayor confianza en los
resultados para México.
En cuanto a la fecha obtenida para la variación porcentual del volumen se encontró que el único
evento de importancia fue el hallazgo del primer gran yacimiento de petróleo en aguas profundas
por parte de Pemex, que podría corresponder a un tercio de la actual producción anual de crudo en
el país (El País, 2012), siendo las exportaciones de petróleo la principal fuente de ingresos del
estado mexicano, este hallazgo supone una mejora para finanzas del país.
Dada la dependencia de la economía mexicana del petróleo, el mercado bursátil pudo reaccionar a
este descubrimiento, no directamente por los resultados de Pemex ya que esta solamente emite
deuda en la BVM, sino por el aumento de la confianza de los inversionistas ante una posible mejora
en la calificación soberana de México, que ya venía esperándose despues de la mejora en la
calificación de algunas entidades financieras por parte de Fitch (Dinero, 2012).
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No se encontraron eventos concluyentes para el retorno del IPyC en la fecha exacta proporcionada
por el estadístico MZ, sin embargo, la fecha se encuentra rodeada de eventos que propician cambios
en la estructura del mercado, por lo cual se hace referencia a posible cambio estructural progresivo,
conforme las condiciones en la economía iban mejorando paulatinamente. Lo que respecta a la
fecha detectada para la variación porcentual en el volumen, el cambio puede ser consecuencia de
una mayor confianza en la economía mexicana por parte de los inversores, que esperan un aumento
en la calificación soberana de México ante el posible aumento de reservas de crudo y la mejora en
la calificación de sus entidades financieras.
Capítulo 4: PERÚ
Modelos de series de tiempo
Las series de tiempo para el precio de cierre y el volumen comprenden el periodo entre el 03/1/2007
y el 08/3/2019 tanto para, con esto se consigue que las fechas de investigación estén en su mayor
integridad incluidas dentro de los resultados de las pruebas de cambio estructural despues de haber
recortado el 15% en cada extremo.
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Ilustración 13 Precio de cierre del índice S&P/BVL

En la ilustración 9 para precio de cierre del índice S&P/BVL se aprecian dos periodos de
comportamiento inusual dentro de la serie, que incluso pueden dotar a la serie de tiempo de un
componente cíclico. Lo cual hace suponer que la fecha de cambio estructural está ubicada a inicios
del 2009 o hacia el 2016.
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Ilustración 14 Volumen diario del índice S&P/BVL

Para el volumen del índice en la ilustración 14 un análisis gráfico no permite intuir una posible
fecha de existencia de un cambio estructural, además se observan varios picos de gran importancia
que se presentan ocasionalmente, con uno que resalta a inicios del 2013, fecha que podría ser
detectada como un cambio en la varianza.
Para estimar los modelos de series de tiempo se transforman ambas series, y la prueba de raíz
unitaria para ambas transformaciones muestra que con un alfa del 5% se rechaza la hipótesis nula
de que las series son una caminata aleatoria.
Al realizar el correlograma para el retorno se determina que existe autocorrelación en los rezagos
1, 2, 3, 4, 11 y 15. Para la variación porcentual en el volumen la autocorrelación se da en los rezagos
1 y 3 . Una vez se cuenta con los rezagos y las variables explicativas transformadas se procede a la
estimación del mejor modelo, tomando los que e muestran en las ilustraciones 15 y 16.
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Ilustración 15 Modelo para el retorno del índice S&P/BVL

El modelo seleccionado para el retorno del índice S&P/BVL, en la ilustración 15, cumple con las
condiciones de significancia individual de los estimadores con un nivel de confianza del 95%, y la
no correlación entre variables explicativas comprobada con la prueba VIF.
En la ilustración 15 se aprecia como el retorno del precio del índice S&P/BVL depende de sus
rezagos 1, 2, 3, 4 y 15, además del retorno del índice Dow Jones general en el mismo periodo y en
el rezago 1.
En cuanto a las condiciones de ruido blanco se constata que el modelo cumple con el supuesto de
no autocorrelación de los errores, sin embargo, no cumple con el supuesto de homocedasticidad ni
con la normalidad de los errores.
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Ilustración 16 Modelo para la variación porcentual en el volumen del índice S&P/BVL

La ilustración 16 muestra el modelo seleccionado para el cambio porcentual del volumen del índice
S&P/BVL, el cual cumple con las condiciones de significancia individual de los estimadores con
un nivel de confianza del 95%, y la no correlación entre variables explicativas comprobada con la
prueba VIF.
Se puede observar en la ilustración 16 que el cambio porcentual del volumen del índice depende
de su rezago 1, además del retorno del índice Dow Jones general en el mismo periodo y una
constante.
Para la condición de ruido blanco el modelo cumple con el supuesto de no autocorrelación de los
errores, y homocedasticidad según la prueba de Breusch-Pagan-Godfrey y la prueba de White, sin
embargo, la prueba de homocedasticidad de Harvey no la pasa indicando heterocedasticidad, así
mismo tampoco se cumple con la normalidad de los errores.
Pruebas de cambio estructural
Con los modelos estimados se hacen las pruebas de cambio estructural, contrastadas a un alfa del
5% para aceptar la fecha de posible cambio en los estimadores de los modelos.
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Tabla 13 Fechas de cambio estructural para el retorno del índice S&P/BVL

Prueba de cambio estructural

Fecha (m/d/a)

Quandt-Andrews unknown breakpoint test

11/24/2008

Sequential L breaks vs L

11/24/2008

Sequential all sub-sets

11/24/2008

Global vs none

11/24/2008

L +1 vs global

11/24/2008

MZ

10/27/2011

Contraste con la prueba F de la fecha MZ

Sí hay C.E.

Como se aprecia en la tala 13 las pruebas clásicas de cambio estructural arrojan la misma fecha
como posible ubicación del cambio estructural dentro de la serie del retorno del índice, sin
embargo, la prueba MZ indica que el cambio estructural ocurre 3 años más adelante, la posibles
causa de la discrepancia entre fechas puede ser que el modelo no cumplió con la condición de
homocedasticidad..
Al contrastar la fecha obtenida por estadístico MZ con la prueba de cambio estructural de Chow se
rechaza la hipótesis nula de estabilidad de los estimadores β, por lo cual se determina que el cambio
estructural detectado corresponde a un cambio en la media de la serie y posiblemente en la varianza.
Tabla 14 Estimadores para el retorno del índice S&P/BVL

Primera
submuestra
0.68435934

Segunda submuestra

β0

Muestra
completa
0.59775972

β1

0.19387646

0.26510947

0.06592143

β2

0.14851821

0.14052907

0.15450040

β3

-0.03533303

-0.03220970

-0.01251581

β4

0.04972273

0.05483848

0.01683524

β5

0.06279625

0.07766620

0.01056067

β6

0.03849695

0.03742700

0.01994276

σ2

0.00016408

0.00029962

0.00007207
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0.42091719

En la tabla 14 se encuentran los estimadores para la muestra completa y las dos submuestras
obtenidas a partir de la fecha del estadístico MZ, globalmente la prueba de Chow indica que los
estimadores varían en cada submuestra, sin embargo, los estimadores de cada una de las variables
explicativas del modelo no varían significativamente de forma individual entre las dos
submuestras. Es decir, los únicos estimadores que varían en la fecha detectada por la prueba MZ
son el retorno del índice Dow Jones en el periodo actual y su primer rezago, y el rezago 4 de la
variable explicada, estos son las variables de los estimadores β0, β1 y β5.
Además, se observa que la varianza es mayor en la primera submuestra indicando que antes de la
fecha del máximo MZ había un periodo de mayor volatilidad, esto se corrobora con una prueba de
igualdad de varianzas rechazando la hipótesis de que la varianza es la misma para ambas
submuestras. Por lo tanto, se concluye que el cambio se da tanto para el estimador β0, β1 y β5, así
como para la varianza dentro de la serie del retorno del índice S&P/BVL.
Tabla 15 Fechas de cambio estructural para la variación porcentual del volumen en el índice S&P/BVL

Prueba de cambio estructural

Fecha (m/d/a)

Quandt-Andrews unknown breakpoint test

No C.E.

Sequential L breaks vs L

No C.E.

Sequential all sub-sets

No C.E.

Global vs none

No C.E.

L +1 vs global

No C.E.

MZ

8/29/2013

Contraste con la prueba F de la fecha MZ

No C.E.

Las pruebas clásicas de cambio estructural realizadas no rechazan la hipótesis nula de la no
existencia de cambio estructural dentro de la serie de la variación porcentual del volumen del índice
S&P/BVL, sin embargo se obtiene la fecha para el máximo valor MZ, que la ser contrastada con
la prueba de cambio estructural de Chow tampoco rechaza la hipótesis nula de estabilidad de los
estimadores β, de este modo se procede a verificar si la fecha detectada es para un cambio en la
varianza o solamente para uno de los estimadores β.
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Al contrastar la fecha del estadístico MZ con la prueba de cambio estructural de Chow no se rechaza
la hipótesis nula de estabilidad individual de los estimadores β individualmente, por lo cual se
determina que el cambio estructural detectado no corresponde a un cambio en la media de la serie
sino más bien a un cambio en la varianza.
Tabla 16 Estimadores para la variación porcentual en el volumen del índice S&P/BVL

Estimador
β0

Muestra
completa
0.68057126

Primera
submuestra
0.71625597

Segunda
submuestra
0.64725775

β1

30,8348030

34,6597443

18,8251162

β2

-0.04643240

-0.03921308

-0.06344122

σ2

21,6884000

29,6422600

12,1376800

En la tabla 16 se encuentran los estimadores del modelo de variación porcentual en el volumen del
índice S&P/BVL para la muestra completa y las dos submuestras obtenidas a partir de la fecha del
estadístico MZ. La prueba de Chow indica que los estimadores no varían de la submuestra 1 a la
submuestra dos, global o individualmente, por lo tanto, no existe un cambio estructural en la media
de la serie, y la fecha detectada sea de un cambio en la varianza.
Al observar los estimadores de la varianza se aprecia que es menor para la segunda submuestra,
esto sugiere que despues de la fecha del máximo MZ hubo un periodo de menor volatilidad, al
corroborar si son diferentes con la prueba de igualdad de varianzas se rechaza la hipótesis nula que
indica que la varianza en la misma en las dos submuestras. Por lo tanto, se concluye que el cambio
existe solamente en la varianza de la serie.
En ambos modelos se encontró un cambio de estructura, en los dos casos la varianza es diferente
entre cada periodo, sin embargo, solo en el modelo del retorno existe un cambio en la media.
Posibles causas del cambio estructural
Después de una búsqueda exhaustiva de artículos de prensa digital en fechas cercanas a la fecha
detectada por la prueba MZ para el retorno del índice S&P/BVL, no se encontró ningún evento de
impacto nacional capaz de explicar el cambio de estructura, sin embargo, para esa fecha se da la
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reducción de la deuda a Grecia en un 50% por parte de la Unión Europea (Portafolio, 2011), este
suceso marca un hito importante de cara a la crisis por la cual la eurozona estaba pasando y que
según Parodi (2012) comenzó en el 2010 y para la fecha tiene una combinación de elementos que
podrían agravar su desempeño y dificultar su recuperación.
La relación de la economía europea con Perú es muy fuerte teniendo en cuenta que Europa es el
destino del 33% de las exportaciones peruanas para el 2011 (OEC, 2011), siendo Suiza el segundo
país que más importa productos peruanos despues de China. El anuncio de la reducción a la deuda
griega es un agravante de la etapa por la cual la Eurozona está pasando, ya que Grecia no es el
único país con atrasos en el pago de deuda en el 2011 (Gonzales, 2011). Las empresas peruanas
sintieron el impacto en la reducción de las exportaciones que para el 2012 apenas crecieron,
terminando un ciclo de crecimiento continuo que se venía dando desde el 2009, para empezar una
caída pronunciada que duraría hasta el 2015 (OEC, 2017).
Para el caso de la variación porcentual en el volumen se encuentra que la fecha está muy próxima
a un evento de gran peso para la economía latinoamericana como es la finalización de las
negociaciones de la Alianza del Pacifico, en estas negociaciones los cuatro socios (Chile,
Colombia, Perú y México) acordaron la desgravación del 92% de las partidas arancelarias de forma
inmediata una vez comience el acuerdo, y la desgravación del 8% restante de forma gradual (El
Comercio, 2013), según estimaciones de Proexport Colombia las expectativas de crecimiento en
las exportaciones provenientes de Perú serian del 22% una vez empiece a funcionar el acuerdo que
facilitaría el tránsito de mercancías entre los países socios (Portafolio, 2013).
En una nota de Perú21 (2013) despues de la firma del acuerdo, se menciona como la Sociedad
Nacional de Industrias de Perú resaltó que existen importantes proyectos de extracción minera que
podrán ser aprovechados al máximo con la Alianza del Pacífico, así como la manufactura y la
agricultura, mostrando un gran optimismo sobre el crecimiento económico en el futuro del país.
Dadas las fechas del estadístico MZ se encontró que el cambio en el retorno del índice pudo haber
sido provocado por la profundización de la crisis de la Eurozona, generando un cambio en la media
y la varianza del modelo ante las nuevas perspectivas de los inversionistas sobre el desempeño de
las exportaciones de Perú. Para la variación porcentual en el volumen ocurre algo similar, esta vez
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el cambio de estructura se da por una mejora en la confianza ante las nuevas oportunidades de
crecimiento con la firma del acuerdo comercial de la Alianza del Pacífico.
Conclusiones y recomendaciones
La detección de un cambio estructural en una fecha concreta resulta de suma importancia para
determinar ante que situaciones un modelo econométrico de regresión lineal debe ser nuevamente
estimado con la inclusión del cambio, permitiendo de este modo tener resultados más confiables y
modelos más sólidos que respondan a las características específicas de las variables económicas.
Los resultados de la búsqueda en artículos de prensa para las fechas encontradas por el estadístico
MZ muestran como para los modelos del retorno de cada uno de los índices bursátiles los eventos
que ocasionan un quiebre en la estructura son aquellos originados en las economías desarrolladas,
ante los cuales los países pertenecientes al MILA se preparan teniendo como indicadores del
desempeño global los mercados de los países desarrollados.
Para el caso de Colombia y Chile el quiebre se da ante las nuevas medidas tomadas en los Estados
Unidos sobre la tasa de referencia por pare de la reserva federal, además del nuevo gabinete que
conformará el gobierno de Barack Obama. En México el cambio de estructura se origina conforme
el comportamiento de la economía estadounidense va mejorando, ante un panorama más optimista
sobre el desempeño del mercado laboral e industrial de los Estados Unidos la confianza en la
mejora de México se recupera. En Perú el panorama es similar, con la diferencia que su principal
socio comercial comienza un periodo de crisis en lugar de estar en plena recuperación. Así los
retornos de los índices que conforman el MILA son más sensibles a cambios en la estructura
económica, política y financiera de los países desarrollados que afectan los mercados
internacionales que, a eventos de alcance puramente local, esto puede ser consecuencia de que
todos los modelos están atados a el índice Dow Jones Industrial, utilizado generalmente como
indicador de referencia internacional.
Las fechas de cambio estructural para los modelos de la variación porcentual en el volumen de
cada uno de los índices bursátiles, indican que un quiebre en estos modelos se da ante la ocurrencia
de un evento que tiene relación directa con la economía local de cada país. En Colombia el cambio
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se da ante la caída de los precios del petróleo que se estancan a partir de esa fecha, haciendo que la
capitalización bursátil del país disminuya ante la caída en los precios de las acciones de emisores
del sector minero e hidrocarburos, importantes industrias para la economía colombiana. En Chile
ocurre en la fecha en la cual el mercado de renta variable se amplía, permitiendo a los inversores
locales acceder a títulos listados en los Estados Unidos. Para México el cambio se origina frente
las expectativas de los inversores por las mejores calificaciones crediticias de Fitch para las
entidades financieras, y el descubrimiento de un pozo de petróleo en el golfo de México, uno de
los productos más importantes en la economía mexicana. En Perú el cambio se da frente a la firma
del acuerdo en la Alianza del Pacifico, que desgrava el 92% de las partidas arancelarias de forma
inmediata una vez iniciado el acuerdo, permitiendo a los productos peruanos llegar más fácilmente
a los mercados vecinos.
Así mismo se observó que los modelos que no cumplieron con la condición de homocedasticidad
mostraron las diferencias más amplias entre las fechas detectadas por las pruebas clásicas y las
fechas detectadas por el estadístico MZ, siendo los modelos de los retornos los que tuvieron mayor
discrepancia, en contraposición se puede decir que ninguno de estos modelos cumplió con la prueba
de homocedasticidad de White a diferencia de los modelos para la variación porcentual del
volumen.
Se esperaba que la ocurrencia de un cambio estructural en la fecha en la cual fue puesto en marcha
el esquema del MILA, sin embargo, se aprecia que los modelos construidos responden más a
modificaciones en la política económica y alteraciones fuertes en los precios de las materias primas.
Para el caso peruano es pertinente anotar que respalda la teoría de la integración como una causa
de cambio estructural, al existir un quiebre en uno de sus modelos en la fecha en la cual se firma el
acuerdo comercial de desgravación de las partidas arancelarias en la Alianza del Pacífico. Por tanto
se recomienda ampliar la investigación para identificar posibles cambios de estructura de diferentes
modelos frente a integraciones económicas importantes, como la creación de la Eurozona o
Mercosur o por la desvinculación de una integración como el Brexit.
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