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1. Introduction   
Information about the future economic performance of a country is of uttermost importance in a 
number of applications. Policy makers need forecasts on future economic growth rates in order to 
design the correct stance of their policies. In finance, a new field of application is represented by 
the international accord known as Basel II, which sets, within a broader regulatory framework, new 
and more risk-sensitive capital requirements that naturally depend on the state of the economy. 1 
The Term Structure of Interest Rates (TSIR) and in particular the term spread, i.e. the difference 
between a long- and a short-term interest rate, is taken in the literature as an indicator of market 
expectations about future economic performances (e.g. Estrella and Hardouvelis (1991), Estrella 
and Mishkin (1997, 1998), Bernard and Gerlach (1998), Ang et al., 2006). It is particularly 
attractive for this purpose as TSIR data are instantaneously available also for long maturities, so 
that forecasts are possible over long horizons as well. The predictive power of the term spread 
about future economic performances basically stems from the Rational Expectation Hypothesis 
(EH), according to which long-term interest rates are averages of appropriate expected future short-
term interest rates. In particular, when the market anticipates a recession, a reduction in expected 
future short-term interest rates is anticipated and the TSIR flattens, so that a change in the slope of 
TSIR (i.e. in the term spread) indicates a change in the expected future economic performances. 
This basic EH connection between the term spread and future real activity may be modified via two 
main channels: monetary policy and intertemporal consumers choices. Consider a tightening 
monetary policy: short-term interest rates rise, whereas long-term rates also rise but generally less 
than the former, leading to a reduction of the term spread. The contraction can induce lower 
spending in sensitive sectors of the economy and thus a slowdown in the economic growth rates 
(see Estrella (2005) for a comprehensive theoretical rational expectations model and Estrella and 
Mishkin (1997) for empirical evidence in favour of the key role played by the monetary policy in 
the relationship between the TSIR and future real output). On the other hand, intertemporal 
                                                 
1 For example, in Pederzoli and Torricelli (2005) regime predictions are used to estimate default probabilities and then, 
based on a forward-looking approach, capital requirements are calculated within the Basel II framework.    
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consumer choice theory assumes that consumers prefer stable rather than fluctuating levels of 
income. Accordingly, if a recession is expected consumers will increase savings and buy long-term 
bonds to get payoffs during the slowdown, inducing a decrease of long-term yields. On the other 
hand, they may sell short-term bonds making the relative yields rise. Therefore, when a recession is 
expected, the term spread reduces and the TSIR flattens (see e.g. Harvey (1988) for a full account).  
Many empirical works in literature have investigated the spread as a predictor of future economic 
activity but only a few have analysed this issue for the Italian case: e.g. Estrella and Mishkin (1997) 
and Sensier et al. (2004) perform comparative studies, Moneta (2003) tests the consistency between 
Euro area and individual countries, Marotta et al. (2006) focus on the case of Italy and forecast 
recession likelihood in order to estimate default probabilities.  
The aim of the present paper is to examine the information content of the Italian term spread as for 
real economic growth rates and recession probabilities and to test its predictive power in 
forecasting regime probabilities. The present analysis differs from previous works on the Italian 
case for the following features. First, two approaches are implemented in order to test the 
robustness of the informative content of the term spread. In the former, the term spread is used as 
explanatory variable of future growth rates of the real economy and specifically a nonlinear model 
is implemented, namely the Logistic Smooth Transition (LSTR) model.  In the latter, the spread is 
used to predict the likelihood of future recessions and a binary probit model is employed for the 
prediction of recession probabilities. Second, a more recent and a higher-frequency dataset is used. 
More precisely, monthly rather than quarterly data are used, so that a closer match between the 
business cycle chronology and the classification of recession/expansion periods in the sample under 
analysis is possible. Finally, in order to assess the sensitivity of the results to the business cycle 
chronology used, this paper departs from Marotta et al. (2006) by considering the OECD 
chronology.  
The remainder of the paper is organized as follows. Section 2 briefly reviews the literature on the 
predictive power of the term spread over economic growth rates and regime probabilities. Section 3 
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 3 
illustrates the econometric framework used to test the information content and the predictive power 
of the spread. Section 4 describes the dataset, the empirical analyses and discusses the results 
obtained. Section 5 presents the forecast analysis and Section 6 compares results with literature. 
Last Section concludes.  
 
2.  Literature Overview 
The literature on the term spread as an indicator of market expectations about future economic 
performances is extremely vast. In this Section we focus on the studies taking the terms spread as 
predictor of either real output or recession probabilities.  
Earlier works on the predictive content of the term spread for real output rest on simple linear 
models.2 Among others, Harvey (1989) reports that US real GNP growth rates 1- to 5-quarter ahead 
significantly depend on the contemporaneous values of the spread between 5-year T-Bond and 3-
month T-Bill rates. Similarly, Estrella and Hardouvelis (1991) using US quarterly data observe that 
the slope of the TSIR measured by the spread between 10-year T-Bond and 3-month T-Bill rates 
predicts quite well both cumulative changes in real GNP and recession probabilities up to four 
years ahead. However, empirical evidence on the informative power of the spread is not always 
consistent between countries: Plosser and Rouwenhorst (1994) for instance confirm the predictive 
power of the spread for US, Canada and Germany, but not for France and UK.  
By contrast, more recent works implement nonlinear models. More specifically, the nonlinearities 
typical of the relationship between a term spread and real economic growth have been generally 
modelled by means of either threshold models or Markov Switching models. Among the studies 
adopting the latter approach, Artis et al. (2004) employ Markov Switching auto-regressions to 
model the growth rates of nine European countries (Austria, Belgium, France, Germany, Italy, 
Netherlands, Spain, Portugal and UK) with the final aim to detect a common European growth 
cycle. Also Korenok et al. (2004) present nonparametric evidence based on a Markov-switching 
                                                 
2 See e.g. Stock and Watson (2003) for an extensive survey of this literature. 
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framework and find that term spread and consumer expectations are important drivers of the 
observed asymmetry in output and employment business cycle variation.3 
On the other hand, among the studies based on threshold models 4, Galbraith and Tkacz (2000) use 
quarterly data for the G7 countries and report empirical evidence of an asymmetric impact on the 
conditional expectations of output growth rates for US and Canada. They conclude that nonlinear 
Smooth Transition (STR) models with different regimes can be valuable to model this relationship 
and can help understand the impact of a regime shift on the relationship between output changes 
and the spread.5 Similarly, Venetis et al. (2003) employ a STR model and find evidence of a strong 
threshold effect: the relationship between the spread and economic growth rates is stronger if past 
spread values do not exceed a given positive value. Finally, based on a rational expectation model, 
Estrella (2005) proves both theoretically and empirically that the relationship between changes in 
real output and the term spread depends on the coefficients of the monetary reaction function. In 
particular, the more adverse the policy maker to deviations from target inflation, the weaker the 
predictive power of the spread on future output changes. In other words, this relationship is not 
linear as it depends, at least partially, on the monetary regime in use.  
As for the predictive power of the spread over future recessions, Estrella and Mishkin (1997) study 
the issue for France, Germany, Italy, UK and US and find different evidence depending on the 
country considered: stronger predictive power in US and Germany, weaker in UK and Italy. 
Dueker (1997) concludes that the spread not only can provide useful information about the 
likelihood of future US recessions, but it also outperforms other variables, although it can predict 
neither the precise onset nor the duration of the recessions. Similarly, Bernard and Gerlach (1998) 
                                                 
3The same Markov-Switching framework is used in many other papers but with different aims: e.g. Vazquez (2004) to 
investigate the relationship between the term spread and the short rate changes, Kim and Nelson (1999) to predict 
business cycle turning points of US business cycle. 
4The smooth transition models were first used by Terasvirta in seminal works, basically aimed to find the best 
specification for nonlinear time-series. As an example, in Terasvirta and Anderson (1992) smooth transition 
autoregressive (STAR) models are used to describe various time-series representing business cycles, such as production 
and unemployment. Similarly, Terasvirta (1995) compares the fit of the annual per capita GNP to the logistic and the 
exponential smooth transition autoregressive model. 
5 Bec et al. (2002) find that the empirical description of monetary policy by linear Taylor rules sensibly improves using 
a STR form. 
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find evidence of the spread predictive power on future recession probabilities up to two years ahead 
in eight countries (Belgium, Canada, France, Germany, Japan, the Netherlands, UK and US over 
the period 1972-1993). They also test its robustness to the inclusion of countries’ leading indicators 
and report a “cross-country” effect: German and US spreads are particularly significant also in 
Japan and UK regressions respectively. Sédillot (2001) compares what he defines the “quantitative 
approach” that uses the spread to forecast economic growth rates with the “qualitative” one, in 
which the spread is instead used to forecast recession probabilities, and concludes that for all 
countries considered (France, Germany and US) the latter provides an interesting alternative to the 
previous one.  Moneta (2003) finds evidence in favour of the spread predictive power on future 
recession probabilities in the whole Euro area. Finally, in Marotta et al. (2006) recession 
probabilities for the case of Italy are estimated employing a probit model with both domestic and 
international financial variables. They find that forecasts based on the ISAE (Istituto di Studi e 
Analisi Economica) chronology are improved if, instead, the ECRI (Economic Cycle Research 
Institute) chronology is adopted and underline the importance of a further analysis of the 
chronology selection issue.  
 
3.  The methodology 
3.1 The spread as predictor of economic growth rates 
Provided that Expectation Hypothesis holds6, the predictive power of the term spread on future 
economic activity can be tested by means of different models. In particular, the linear model could 
be used, in which lagged values of the spread are used to forecast the change in real economic 
activity k periods ahead, i.e.: 
t
i
iti
k
t usy ++=D å -ba0       (1) 
                                                 
6 EH can be tested in different ways ranging from simple regressions to cointegration tests (e.g. see Campbell and 
Shiller (1991), Boero and Torricelli (2002), Sarno et al. (2005), Kalev and Inder, 2006). Here, a Johansen’s procedure 
has been implemented on interest rates prior to all other analyses. Evidence of cointegration and thus of the EH validity 
in Italy was found. Detailed results for this analysis are available upon request. 
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where tu is the disturbance term, its -  is the i-th lag of the term spread, i.e. the difference between 
long- and short-term interest rates, and ty  is the log of an indicator of real economic activity at time 
t so that ktyD  is the annualized growth of the economic activity over the next k periods. This model, 
typically used in the early literature, might be in principle too simple to fully capture the nature of 
relationship between the spread and economic growth rates7, which is in fact characterized by 
nonlinearities either in form of asymmetries (i.e. the relationship differs depending on past values of 
the spread being positive or negative) and/or of regime switching behaviour (i.e. the informational 
content of the spread changes with the regime in operation). Hence, in order to test for the potential 
presence of non- linearity, we run a specific test originally proposed by Luukkonen, Saikkonen and 
Teräsvirta (1988), hereafter LST test. According to this test, the null of linearity against non-
linearity of model (1) can be tested by first running the following “auxiliary regression”: 
( ) t
i
dtitidtitidtitidti
k
t sssssssy ebbbbb +++++=D å ------- 33221000   (2) 
where te  is the auxiliary-regression error term, and then testing the following joint-significance 
hypothesis: 
0: 3210 === iiiH bbb      (3) 
Note that the delay parameter d is chosen for each horizon k as the one that minimizes the p-value 
of the null being tested, i.e. (3). Then, if (3) is rejected, non-linearity of model (1) is substantiated.  
In fact, the nonlinearities described above can in principle be modelled by means of either Markov-
Switching or Threshold models, whereby the former represent a more general framework in which 
the latter can be represented as particular cases. However, Priestley (1988) stresses the need to 
reach a balance between generality and tractability and Tsay (2001) writes: “estimation of the 
Markov switching models can be difficult. My own experience shows that in most applications a 
three-state switching model is needed. The probability transition matrix then involves many 
parameters, making the model even harder to estimated”.   In this paper we thus favour tractability 
                                                 
7 See among others Galbraith and Tkacz (2000) and Venetis et al. (2003). 
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and we model the nonlinearities in the relationship between the term spread and output growth by 
means of a Threshold model.  
Hence, once the LST test proves the presence of nonlinearity, the following STR model can be 
suitably employed to model the relationship between the term spread and the economic growth 
rates: 
( ) tdt
i
iti
i
iti
k
t ucsGssy +÷
ø
ö
ç
è
æ
+++=D --- åå ,,gfdba   (4) 
where the nonlinearity of the model is incorporated in the transition function ( )csG dt ,, -g  whose 
value, bounded between 0 and 1, depends on three different factors: (i) the slope or smoothness 
parameter 0>g , that measures the speed of transition from one regime to another; (ii) the  
transition variable dts - , represented here by the spread
8, whose value d periods back determines the 
current operating regime, and (iii) the threshold c, which in a two-regime STR model is a value 
such that if dts -  lies below c the first regime operates, otherwise the second or alternative regime is 
activated.  G can be either a logistic function: 
( )
( )
÷
÷
÷
÷
ø
ö
ç
ç
ç
ç
è
æ
þ
ý
ü
î
í
ì --+
=
-
-
-
dts
dt
dt cs
csG
s
g
g
exp1
1,,     (5) 
or an exponential function: 
( ) ( ) ÷
÷
ø
ö
ç
ç
è
æ
ïþ
ï
ý
ü
ïî
ï
í
ì ---=
-
-
- 2
2
exp1,,
dts
cscsG dtdt s
gg     (6) 
where in both cases 
dts -
s represents the standard error of the transition variable. Thus, depending on 
the specification of G, model (4) can either be a Logistic Smooth Transition (LSTR) or an 
Exponential Smooth Transition (ESTR) model. The LSTR asymmetry depends on the threshold c, 
which can be 0 or any other positive or negative value. Similarly, ESTR is symmetric w.r.t c 
                                                 
8 Along with the spread, Venetis et al. (2003) consider several other variables as potential transition variables, such as 
past growth rates in aggregate economic activity, quarterly output-gap and time. However, as the null of linearity is 
rejected using all the variables and “the strongest rejections correspond to the spread […]”, they “finally retain the 
lagged spread as the transition variable”. 
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 8 
because it displays the same dynamics for values of dts -  far higher and lower than c and a different 
one for values of dts -  nearby c.  The choice between LSTR and ESTR can be theoretically and/or 
empirically grounded. Theoretically, the former seems more suitable for modelling the relationship 
under analysis because high spreads typically suggest increasing economic growth while low 
spreads usually point at a growth slowdown. Nevertheless, as in Venetis et al. (2003), the choice 
can be made empirically by testing the following sequence of null hypotheses: 
0: 3
1
0 =iH b           (7) 
0|0: 32
2
0 == iiH bb          (8) 
0|0: 321
3
0 === iiiH bbb         (9) 
on the auxiliary regression (2). If the p-value for the F-Statistics of 20H  is lower than that for 
1
0H  
and 30H , then the exponential function is chosen, otherwise the logistic specification of G is 
preferred.  
3.2 The spread as predictor of recession probabilities 
 A second approach to test the information content of the TSIR is based on the predictability view 
of the business cycle and uses the term spread to predict economic recession k periods ahead. The 
dependent variable used in this case, named recession, is an indicator variable assuming value 1 if 
the economy is in a recession and 0 otherwise. Following Estrella and Hardouvelis (1991) and 
Estrella and Mishkin (1997), a probit model can be used9:  
( ) ( )ktt sFrecessionP -+= 10 aa     (10) 
where F indicates the normal cumulative distribution function. If 1a  is statistically significant, then 
the spread contributes to predict future recession probabilities and fitted values are the estimated 
probabilities of the economy being in a recession k periods ahead conditional on the information in 
                                                 
9 A logit model could alternatively be used (as in Sensier et al., 2004). In this paper a logit model was estimated on the 
same dataset with similar results and hence it is not presented. 
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 9 
the current term spread. In order to test the robustness of the predictive power of the spread, the 
role of additional variables can be tested by means of the following regression:  
( ) ( )ktktt XsFrecessionP -- ++= 210 aaa    (11) 
where ktX - is a vector of additional explanatory variable(s).  If 1a  is significant in (10) but not in 
(11), then the predictive power of the spread is not robust to the inclusion of other informative 
variables. Finally, the contribution of the spread in predicting future recession probabilities is 
evaluated on the basis of in- and out-of-sample forecasts. To this end, forecast performances of 
model (10) can be compared with those of a benchmark model including the OECD composite 
Leading Indicator (LI) only, i.e.: 
( ) ( )ktt LIFrecessionP -+= 20 aa     (12) 
The in-sample forecasts of models (10) and (12) are compared on the basis of the number of Hits 
(i.e. the model predicts recession when there is indeed recession) and of False Alarms (i.e. the 
model predicts recession when it does not occur). The out-of-sample forecast performances of the 
two models are compared by means of three measures: the Quadratic Probability Score (QPS), the 
Log Probability Score (LPS) and the Kuipers Score (KS). QPS is a loss function bounded between 
0 and 2 defined as: 
( )å
=
-=
T
t
tt recessionpT
QPS
1
2~2    (13) 
where tp
~  are the fitted recession probabilities. LPS is a non-negative function, which penalizes 
large mistakes more than QPS and is computed as follows: 
( ) ( ) ( ) ( )[ ]å
=
--+-=
T
t
tttt precessionprecessionT
LPS
1
~1ln*1~ln*
1
  (14) 
Finally, KS by construction penalizes “one-prediction” models, i.e. those forecasting always 
recession or expansion, as it is defined as the difference between the percentage of Hits (H) and the 
percentage of False Alarms (F), respectively computed as:  
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 (15) 
where p  is a threshold value (bigger than the sample proportion) such that for pp ³~  the model 
predicts recession. 
Since several studies in the existing literature highlight the sensitivity of the results to the business 
cycle chronology adopted, we also examine the forecast performances of the term spread under two 
different chronologies, namely the ECRI and the ISAE chronologies. The two alternatives are 
chosen based on the following observations: the former is among the most widespread in the 
literature and the latter is specific to the Italian case. 
 
4. Dataset and Empirical Results 
The dataset10 spans over the period December 1983 - July 2005 and includes monthly observations 
for four variables in Italy: the spread, the OECD Composite Leading Indicator, a proxy for the 
economic activity and a dummy variable for the recession. A few observations are here in order. 
First, different measures of the term spread have been proposed in literature (e.g. see Harvey 
(1989) and Dueker, 1997). This paper sticks to the most widespread one: the spread between 10-
year and 3-month rates, whereby the former is represented by the 10-year Italian Government Bond 
Yield and the latter by the 3-month Eurorate. Second, as a proxy for real activity the seasonally 
adjusted Index of Industrial Production has been preferred to the GDP since data for the latter are 
available only on a quarterly basis. Finally, the selection of a particular business cycle chronology 
is a relevant issue.11 In fact, since a precise dating of recessions is quite difficult, different sources 
usually provide different chronologies: this emerges quite clearly by comparing the Italian business 
cycle chronologies proposed by the Economic Cycle Research Institute (ECRI), the Istituto di Studi 
                                                 
10 Data source: Datastream.  
11  Business cycle dating is not the aim of this paper, but it is a very important issue which has fostered a specific 
literature also for the case of Italy: see Otranto (2005) and Bruno and Otranto (2004). 
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e Analisi Economica (ISAE) and the OECD. As far as we know, the only previous work focused on 
Italy, Marotta et al. (2006), adopts the ISAE and ECRI chronologies. Thus, in order to evaluate the 
sensitivity of the results to the chronology considered, in the present paper the dummy variable for 
recession has been created according to the OECD chronology (see Table 1), which differs from 
the ISAE and ECRI ones for capturing minor cycles too.12 More precisely, we assign to each month 
in the sample value 1 if falling within a recession, i.e. between a peak and a trough, and 0 
otherwise.  
[Table 1] 
 
4.1 The spread as predictor of economic growth rates 
As a first step, the linear model (1) is estimated for the forecast horizons k=3,6,12,24 and including 
all lagged term spread (i=1,3,6,12,18,24 months). Nevertheless, the obtained results are quite 
poor13: in most predictive horizons examined the last-two-year spread only turns out to be 
significant, the estimated coefficients display signs opposite to the expectations, i.e. minus, and the 
overall R2 is quite low, ranging between 3% and 13%. Models such as (1) in fact do not take into 
account the different effects that the spread could in principle have on the growth rates depending 
on its value being high or low. We thus test for nonlinearity in (1) by means of the specific LST 
test, which also allows the determination of the delay parameter d for each forecast horizons (Table 
2).  
[Table 2] 
 
As reported in Table 3, the null of linearity (i.e. equation (3)) is strongly rejected for all forecast 
horizon k, proving that a linear model may not fully capture the nonlinearities associated with the 
relation holding between interest rates spread and economic growth rates. 
[Table 3]  
                                                 
12 Different chronologies may be associated to different business cycle dynamics in terms of possible asymmetries. An 
investigation of the symmetric vs. asymmetric nature of the business cycle goes beyond the scope of this paper, but a 
renewed interest in the issue is present in the literature (e.g. Stanca (1999), Andreano and Savio (2002), Peirò, 2004). 
13 Detailed results are available upon request. 
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Hence, in line with the most recent literature, we implement the STR model (4), which could either 
be a LSTR or an ESTR depending on the transition function G being respectively logistic or 
exponential. Even if the former seems theoretically more appropriate, in the present paper the final 
choice is carried out following Venetis et al. (2003) on an empirical basis, by testing the sequence 
of null hypotheses (7)-(9) on the auxiliary regression (2). Consistently with what suggested by 
theory, the logistic specification for G is chosen as the p-values for 20H  F-test are systematically 
bigger than those for the other two hypotheses (see Table 4).  
[Table 4] 
Thus, the nonlinear model estimated with Nonlinear Least Squares (NLS) is specified as  
( ) t
s
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 (4’) 
where the model specification includes also j autoregressive components in response to the 
autocorrelation observed in the residuals. In particular, given the monthly frequency of the data, we 
set j=12. Estimates are expected to be positive for ib  and negative for if . In other words, if the 
lagged value of the spread is lower than c, i.e. the first regime is activated, an increase in the spread 
points to an increase in the economic activity, while if the second regime is active (i.e. if the spread 
is already exceptionally high and above the positive threshold c) an additional increase in the 
spread leads to a reduction in economic growth. 
A general-to-specific approach is adopted to select the significant spreads: all lagged spreads 
(i=1,3,6,12,18,24 months) are initially included, then the non-significant ones are sequentially 
eliminated and the nonlinear models re-estimated till the appropriate final specifications are found. 
As the initial NLS estimates for g  (see Table 5) are always very high, indicating that only a few 
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observations are actually near the threshold c, they are replaced with a ceiling value of 100 and the 
models are re-estimated.14  
[Table 5] 
The results obtained by estimating model (4’) over the whole sample period confirm the need for a 
nonlinear (threshold) specification as the LNL ss ratio is always less than one and the R
2  are 
satisfactory, ranging between 48% (k=3) to 83% (k=24).15 Nevertheless, the evidence found is 
generally neither consistent with expectations nor across the forecast horizons. This might in 
principle stem from either an inappropriate model specification (i.e. despite the presence of 
nonlinearity is validated, the LSTR model might not be the one that best captures the relation under 
analysis) or the period considered, which in fact includes for the Italian case major macroeconomic 
events. Specifically, after a turbulent period at the end of 1992 the Italian Lira was devaluated and 
the Italian currency abandoned the SME. Based on the latter observation, model (4’) is re-estimated 
over a subsequent period, namely Jan 1993 – Jul 2005.  
[Table 6] 
Results of the NLS estimation for each forecast horizon (k=3,6,12,24 months) are reported in Table 
6 and are quite good. First, the need for a nonlinear specification is again confirmed by the 
LNL ss ratio always less than one. Second, the fit of the model seems much better when the sub-
sample is considered: the R2 ranges between 82% (k=3) to 95% (k=24). In addition, across all 
forecast horizons k, the most significant coefficients are associated with the last-year and last-two-
year spreads, thereby showing that the term spread has a significant role as an explanatory variable 
of economic growth rates, even if with some delay. Furthermore,  the estimated coefficients display 
the expected signs: ib  coefficients have positive signs (i.e. when the first regime is activated a 
positively sloped term structure suggests an increase in the output growth rates) while if  have 
                                                 
14 This procedure is in line with Venetis et al. (2003) and could in principle lead to inconsistent estimates; however, 
provided that g  is sufficiently large, the bias is practically negligible. 
15 Detailed results are available upon request.  
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negative signs (i.e. when the alternative regime is activated, a further increase in the term spread 
generally leads to lower expected output growth rates). 
4.2 The spread as predictor of recession probabilities 
Table 7 reports the estimation output over forecast horizons of 3, 6, 12 and 24 months of the probit 
model (10). The coefficients associated with the spread all have the correct theoretical sign (i.e. 
negative) and, except for k=12, they are all strongly significant, with estimated values varying 
between -0.21 and -0.42. Italian data thus corroborate the existence of a significant link between 
the spread and recession probabilities.  
[Table 7] 
In order to test the robustness of this result, the model is re-estimated including an additional 
explanatory variable. While some authors (e.g Estrella and Mishkin, 1997) include into the model 
more than one variable, in this paper only the OECD LI is considered as it already encloses several 
economic indicators.16 Table 8 thus reports the estimation output of the probit model (11). The 
coefficients associated with LI are never statistically different from zero while, consistently with 
the results for model (10), the spread coefficients remain strongly significant and negatively signed 
in all cases but k=12.  Furthermore, the inclusion of LI into the model produces only minor changes 
in both fit measures McFadden R2 and f , suggesting that no r levant improvement of the model is 
produced when LI is included. Therefore Italian data not only confirm the link existing between the 
term spread and future recession probabilities, but also prove its robustness to the inclusion of an 
additional informative variable such as LI.  
[Table 8] 
 
                                                 
16  See www.oecd.org  for additional information.  
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5. Forecast analysis 
The predictive power of the spread can be evaluated also by means of its forecast ability. Since 
forecasts with nonlinear LSTR model are quite demanding17, in this paper the forecast analysis is 
conducted by means of the probit model which allows for simpler but still effective forecasts. More 
precisely, in- and out-of-sample forecasts of the model (10), including the term spread, are 
compared with those of the benchmark model (12), including the OECD composite Leading 
Indicator (LI). In order to compute the number of Hits and False Alarms, we assume that the model 
predicts a recession when 55.0~ ³tp . For the model to predict a recession the fitted probability 
must increase above the sample proportion, in this case 0.5231.18 It follows that the rule adopted in 
other papers, i.e. 5.0~ ³tp , cannot be implemented here since the model would always predict 
recessions. Hence, in order to compensate for the prudential chronology which is peculiar to 
OECD, a slightly higher but still reasonable threshold is chosen.  
The number and proportion of Hits and False Alarms of the in-sample forecasts for both models are 
reported in Table 9. Overall, the model including the spread displays a higher number of Hits and a 
smaller (or in one case equal) number of False Alarms. Thus, in-sample forecasts confirm that the 
spread actually adds useful information to predict future recessions and hence substantiate its 
predictive power.  
[Table 9] 
Out-of-sample forecasts are computed over the period January 1995 – July 2005 and are evaluated 
on the basis of three measures: the Quadratic Probability Score (QPS), the Log Probability Score 
(LPS) and the Kuipers Score (KS). Table 10 reports a comparison between the two models. Loss-
functions QPS and LPS always display lower values and KS always higher values in the model 
including the spread, hence further supporting its additional predictive power. 
                                                 
17 See for instance Granger and Teräsvirta (1993) and Clements et al. (2004).   
18 Recall that the OECD chronology reports also minor cycles and thus in our sample it turns out that 136 periods (out 
of 260) are classified as recessions. 
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[Table 10] 
In sum both in- and out-of-sample forecasts prove that the term spread can provide useful 
information to forecast future recessions in Italy. Based on this evidence, the spread is employed to 
predict future recessions and the fitted recession probabilities of model (10) are compared with 
actual recessions as from the OECD chronology (see Figure 1).  
[Figure 1] 
By a visual inspection of the graph, two main observations are apparent. First, there is quite a 
marked difference in the predictive power of the spread between the period 1984-1991 and the 
period 1992-2005, whereby in the latter forecasts appear to be more accurate than in the former. 
The spread alone actually predicts all major recessions (Oct.91-Dec.93, Jan.96-May.99, Jan.01-
Nov.01), it gives just one False Alarm in July 1995 and captures the shorter recessions occurring 
during the last five years and reported by OECD chronology. As for the period 1984-1991, the 
somewhat unsatisfactory forecasts are not totally surprising if we recall that this period, by contrast 
to the following one, contains the only cycles, which are registered by the OECD although marked 
as minor ones (see Table 1).  
Second, and in relation with the latter observation, most false predictions can be reinterpreted in 
connection with alternative business cycle chronologies. For example, the 1986 and 1990 
predictions of an expansion, which are wrong according to the OECD chronology, are consistent 
with the both the ISAE and ECRI chronology (see Table 11). As for the 1995 false alarm, it should 
be stressed that the dating of the turning point in those years was particularly difficult (see 
Altissimo et al., 2000). 
[Table 11] 
In the light of the latter observations and of the sensibility of the results to the business cycle 
chronology adopted, the forecast performances of the term spread under the OECD chronology 
(both in- and out-of-sample) are compared to those obtained by adopting different chronologies, 
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namely the ISAE and ECRI ones. As far as the in-sample forecast performances are concerned the 
percentages of Hits and False Alarm sensibly differ across the various chronologies (see Table 12).  
[Table 12] 
Regardless of the model in fact the OECD chronology leads to sensibly higher percentages of Hits 
compared to both the other chronologies considered. On the other hand, it also displays the higher 
number of False Alarms, probably as a consequence of the particular prudence peculiar of this 
chronology stemming from the inclusion of minor cycles too. Nevertheless, the predictive power of 
the term spread is confirmed since also for ECRI and ISAE chronologies the model including the 
spread leads to generally higher percentages of Hits and lower percentages of False Alarms 
compared to the model including the LI.  
The out-of-sample forecast performances also substantially vary across the different chronologies 
(see Table 13). However, the results obtained overall substantiate the predictive power of the term 
spread compared to the LI, as with the only exception of the ECRI chronology, the model including 
the spread generally leads to lower QPS and LPS and higher KS. Furthermore, by comparing the 
forecast performances of model (10) across all the chronologies, it emerges that OECD chronology 
overall leads to better performances, especially over longer forecast horizons.  
 [Table 13] 
In sum, results indicate that, given difficulties in business cycle dating (e.g. Bruno and Otranto, 
2004), the selection of an appropriate business cycle chronology has to be done with special 
attention not only to the specific country, but also to the time period under consideration. 
 
6.  A comparison with the literature  
A few recent papers have tested the informative content of Italian term spread w.r.t. recession 
probabilities: Estrella and Mishkin (1997), Moneta (2003), Sensier et al. (2004), and Marotta et al. 
(2006). Dataset frequency, model estimated and chronology used in each of these studies are 
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reported in Table 14 from which it is apparent that the present paper differs from previous works 
both for methodology and dataset. 
[Table 14] 
Estrella and Mishkin (1997) analyse the informative content of term spread on real activity in Italy 
at a comparative level with France, Germany, UK and US. As for Italian case they report that the 
term spread has a predictive power on recession probabilities up to one and two years ahead and the 
result is robust to the inclusion of other monetary indicators. Moneta (2003) tests the predictive 
power of the spread in Italy, France and Germany to check whether evidence for the whole Euro 
area, which is basically the focus of the paper, and for single countries are consistent. Even if less 
strong than in Germany, the author finds a significant predictive power of the term spread also in 
Italy and shows that the spread is more powerful than the OECD Composite Leading Indicator in 
forecasting recessions. Sensier et al. (2004) test the predictive power of the term spread on 
recession probabilities three-months ahead in Italy together with Germany, France, and UK. Even 
if here a logistic rather than a probit model is used, a significant informative content of the term 
spread is reported. Marotta et al. (2006) estimate recession probabilities for an application to the 
Basel II capital requirement formula, performing the forecast within a probit model and comparing 
two different chronologies, namely ISAE and ECRI ones. In both cases evidence in favour of the 
term spread predictive power is found, even if forecast performance sensibly improves when ECRI 
chronology is adopted.  
By a comparative inspection between the results in this paper and previous ones, two main remarks 
are in order. First, in line with the literature the predictive power of the spread is here validated, 
despite different approaches, dataset and chronologies are adopted. Thus, the overall informative 
content of the term spread turns out to be robust to the methodology used for the empirical analysis. 
On the other hand, some results appear to be sensitive to the setup taken in the empirical 
investigation (recalled in Table 10). Sensier et al. (2004) observe that the predictive power of the 
spread is not maintained when other informative variables are considered. In contrast, the 
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robustness of the informative content of the term spread to the inclusion of additional variables is 
here validated, in line with Estrella and Mishkin (1997), Moneta (2003) and Marotta et al. (2006). 
Furthermore, our results indicate that the term spread predictive power is stronger for long forecast 
horizons, i.e. up to two years ahead as in Estrella and Mishkin (1997), in contrast to Moneta (2003) 
that reports the informative content decreasing with the forecast horizons. Finally, in line with the 
only paper focused on the regime prediction specifically for the Italian case, i.e. Marotta et al. 
(2006), the results reported in this study prove the importance of adopting the right chronology for 
the business cycle forecast.  
 
7. Conclusions  
Despite a rich empirical literature on the information and predictive content of the term spread on 
real economic activity, only a few works have analysed this issue for the Italian case. This study 
differs from the previous ones on the Italian case for the dataset, the business cycle chronology and 
the methodology used. First, a more recent (December 1983 – July 2005) and higher frequency 
(monthly rather than quarterly observations) dataset is used, whereby the latter feature allows a 
better match between the business cycle chronology and the classification of recession/expansion 
periods in the sample under analysis. Second, as previous works stress the sensitivity of the results 
to the chronology used (see Moneta (2003) and Marotta et al., 2006), the OECD chronology, never 
used in previous works related to Italian case, is here adopted. Finally, two approaches are 
implemented to assess the informative content of the term spread on real activity: in the first the 
spread is used to forecast economic growth rates while in the second it is used as predictor of future 
recession probabilities. As for the former the nonlinear Logistic Smooth Transition (LSTR) model 
is estimated implementing a general-to-specific procedure to find the best specification for each 
forecast horizon under analysis. As for the second approach, a binary probit model is employed, 
using as explanatory variables either the spread alone or the spread along with the OECD 
Composite Leading Indicator (LI). Both implementations  offer results which support the 
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informative and predictive content of the term spread in Italy, although the evidence is more 
satisfactory as from 1993, i.e. after the turbulent period that characterized Italian money markets in 
1992. Specifically, estimated coefficients are overall significant, in particular those associated with 
last 1- and 2-year lag spreads, consistently with economic theory and empirical evidence generally 
reported in previous studies. Moreover, in- and out-of-sample probit forecast performances are 
evaluated, proving that the term spread can actually provide valuable information to forecast Italian 
business cycle and that the forecasts based on the term spread overall perform better than those 
based on the OECD LI. inally, a comparative analysis of the forecast performances of the term 
spread across different business cycle chronologies highlights that the OECD one adopted here 
overall provides better out-of-sample forecasts, especially over longer forecast horizons. 
These results are of interest in various applications and specifically in finance. In this respect, it has 
to be stressed that when regime forecasts are used in real applications, the selection of the business 
cycle chronology is possibly the most important issue because results appear to be sensitive to it.  
In particular, the results reached in this paper show that the choice has to be done with special 
attention to the specific feature of the country and the specific time period under consideration. A 
joint investigation of the business cycle dating issue and the business cycle prediction certainly 
deserves a separate study. 
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Table 1: Turning points of the Italian business cycle 
Peak Trough 
Duration 
(in months) 
-- May 1983 -- 
(August 1984) (January 1987) 30 
December 1989 (April 1991) 16 
(September 1991) December 1993 27 
December 1995 May 1999 41 
December 2000 November 2001 11 
July 2002 May 2003 11 
January 2004 -- -- 
 Source: OECD (see www.oecd.org), minor cycles 
appear in brackets 
 
 
Table 2: Grid search for d, by predictive horizon k 
Probability Probability d 
K=3 K=6 K=12 K=24 
d 
K=3 K=6 K=12 K=24 
1 0.049 0.005 0.000 0.000 7 0.007 0.565 0.010 0.000 
2 0.001 0.000 0.000 0.000 8 0.012 0.699 0.011 0.000 
3 0.000 0.014 0.000 0.000 9 0.001 0.957 0.068 0.000 
4 0.000 0.087 0.000 0.000 10 0.004 0.563 0.081 0.000 
5 0.218 0.152 0.000 0.000 11 0.154 0.612 0.099 0.000 
6 0.021 0.237 0.007 0.000 12 0.447 0.169 0.122 0.000 
Note: bold values are the minima. 
 
 
Table 3: LST nonlinearity test, by forecast horizon. 
K d F-statistic df Probability 
3 3 4.939046 (18, 214) 0.0000 
6 2 4.849099 (18, 214) 0.0000 
12 1 15.42899 (18, 214) 0.0000 
24 11 8.121377 (18, 214) 0.0000 
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Table 4:  The choice of the transition function specification 
 
 
 
 
 
 
 
 
 
Table 5: Initial estimates for g  
Forecast 
horizon Estimates  
k=3 258.0350 
k=6 282.5378 
k=12 289.2488 
k=24 270.3917 
 
Table 6: Estimation output of the LSTR model (Jan 1993 – July 2005).  
Model 
( ) t
s
dti
iti
j
k
jtj
i
iti
j
k
jtj
k
t u
cs
sysyy
dt
+
÷÷
÷
÷
÷
ø
ö
çç
ç
ç
ç
è
æ
þ
ý
ü
î
í
ì --+
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ø
ö
çç
è
æ
+D+++D+=D
-
-
-
=
--
=
- åååå
s
g
fwdbra
exp1
112
1
12
1
 
k 3 6 12 24 
d 3 2 1 11 
Coeff. Estimate Coeff. Estimate Coeff. Estimate Coeff. Estimate 
a  0.559*** a  0.589*** a  0.531*** a  0.456*** 
12b  2.577*** 12b  1.634*** 12b  0.438** 12b  0.450*** 
24b  1.969*** 24b  0.827* 24b  0.263* - - 
d  0.607 d  -0.145 d  -0.240 d  -0.585 
12f  -3.328*** 12f  -1.817*** 12f  -0.498* 12f  -0.489*** 
24f  -3.221*** 24f  -1.462*** 24f  -0.674** - - 
c 0.472*** c 0.464*** c 0.480*** c 0.472*** 
R2 0.817 0.901 0.945 0.951 
Adjusted R2 0.756 0.868 0.926 0.934 
LNL ss  0.898 0.909 0.916 0.913 
Tests # Stat. Prob. Stat. Prob. Stat. Prob. Stat. Prob. 
White 0.517 0.987 0.857 0.696 0.530 0.984 0.691 0.898 
Ljung-Box 14.155 0.291 15.715 0.205 12.437 0.411 10.835 0.543 
Jarque-
Bera 
2.377 0.305 0.649 0.723 0.204 0.903 2.40 0.301 
Note: *, ** and *** denote a 10%, 5% and 1% level of significance respectively. For reasons of space the 
table reports only  the significant spread- lag coefficients and does not report the estimated coefficients of 
the AR component, although overall significant.  
 
0: 3
1
0 =iH b   0|0: 32
2
0 == iiH bb  0|0: 321
3
0 === iiiH bbb  k d 
F-stat p-value  F-stat p-value  F-stat p-value  
3 3 3.057 0.007 1.620 0.143 1.735 0.114 
6 2 5.497 0.000 5.342 0.000 6.661 0.000 
12 1 10.212 0.000 2.804 0.012 10.611 0.000 
24 11 9.624 0.000 2.371 0.031 3.307 0.004 
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Table 7: Estimates of Probit model. 
( ) ( )ktt sFrecessionP -+= 10 aa   
k=3 k=6 k=12 k=24 
0a  0.3193*** 0.3228*** 0.2379*** 0.0747 
1a  -0.2394*** -0.2124*** -0.0335 -0.4172*** 
RSS 58.50485 58.25507 59.46097 49.99486 
S.E. of regr. 0.480879 0.482722 0.493652 0.464214 
Log-lik. -165.9178 -164.7849 -166.4095 -143.5784 
Restricted Log-lik -172.9822 -171.9949 -170.4948 -143.9348 
McFadden R2  0.041545 0.033242 0.000892 0.102644 
f  0.0550 0.0568 0.0331 0.0030 
Notes: McFadden R2 is computed as ( )
( )÷
÷
ø
ö
çç
è
æ
-
c
u
L
L
log
log
1 , where ( )uLlog  and ( )cLlog  are 
respectively the unconstrained and constrained log-likelihood of the  model, the 
latter being obtained when all the slope coefficients are constrained to zero. f  is 
defined as ( )
( )
( )cLOBS
c
u
L
L
log
#
2
log
log
1
-
÷÷
ø
ö
çç
è
æ
-=f . 
 
 
Table 8: Estimates of Probit model  
( ) ( )ktktt XsFrecessionP -- ++= 210 aaa   
k=3 k=6 k=12 k=24 
0a  -1.0956 -0.7210 0.6297 1.3987 
1a  -0.3130*** -0.2652*** -0.0154 -0.4842*** 
2a  0.0151 0.0111 -0.0042 -0.0142 
RSS 58.21912 58.10119 59.43850 49.75950 
S.E. of regr. 0.480654 0.483051 0.494573 0.464122 
Log-lik. -165.1964 -164.3997 -166.3543 -142.9602 
Restricted Log-lik -172.9822 -171.9949 -170.4948 -143.9348 
McFadden R2 0.045713 0.035502 0.001223 0.106507 
f  0.0606 0.0598 0.0335 0.0083 
Notes: as in Table 7. 
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Table 9: In-sample forecasts: Hits and False Alarm. 
( ) ( )ktsFrecessionP -+= 10 aa  ( ) ( )ktLIFrecessionP -+= 20 aa  Model 
k=3 k=6 k=12 k=24 k=3 k=6 k=12 k=24 
# Obs. 255 252 246 234 255 252 246 234 
Hits 105/149 115/149 145/145 88/133 95/149 103/149 145/145 91/133 
% 70% 77% 100% 66% 64% 69% 100% 68% 
False Alarms  51/106 53/103 101/101 38/100 69/106 68/103 101/101 40/100 
% 48% 51% 100% 38% 65% 66% 100% 40% 
 
Table 10: Measures of out-of-sample accuracy of the two models. 
Model  ( ) ( )ktsFrecessionP -+= 10 aa  ( ) ( )ktLIFrecessionP -+= 20 aa  
Accuracy 
Measure  
k=3 k=6 k=12 k=24 k=3 k=6 k=12 k=24 
QPS 0.4760 0.4713 0.4863 0.4444 0.9530 0.9872 0.8127 0.5173 
LPS 0.6682 0.6639 0.6794 0.6499 1.4006 1.5135 1.0874 0.7378 
KS 0.0789 0.1316 0.0690 0.1633 0.0000 0.0000 0.0000 0.0204 
 
 
Table 11: ISAE and ECRI business cycle chronology 
ISAE ECRI 
Peak Trough Peak Trough 
March 1980 March 1983 May 1980 May 1983 
March 1992 July 1993 February 1992 October 1993 
November 1995 November 1996 -- -- 
December 2000 -- -- -- 
Source: ISAE upon request from http://www.isae.it/ ,  ECRI www.businesscycle.com 
 
 
Table 12: In-sample forecasts performances: chronologies at compare. 
( ) ( )ktsFrecessionP -+= 10 aa  ( ) ( )ktLIFrecessionP -+= 20 aa   
k=3 k=6 k=12 k=24 k=3 k=6 k=12 k=24 
OECD 70 77 100 66 64 69 100 68 
ISAE 48 42 65 69 2 0 49 63 H 
ECRI 10 10 5 0 0 0 0 0 
OECD 48 51 100 38 65 66 100 40 
ISAE 5 4 10 10 6 11 18 20 F 
ECRI 1 1 1 0 0 0 0 0 
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Table 13: Out-of-sample accuracy: models and chronologies at compare. 
( ) ( )ktsFrecessionP -+= 10 aa  ( ) ( )ktLIFrecessionP -+= 20 aa  Accuracy 
Measure Chronology k=3 k=6 k=12 k=24 k=3 k=6 k=12 k=24 
QPS 0.4760 0.4713 0.4863 0.4444 0.9530 0.9872 0.8127 0.5173 
LPS 0.6682 0.6639 0.6794 0.6499 1.4006 1.5135 1.0874 0.7378 
OECD 
 
KS 0.0789 0.1316 0.0690 0.1633 0.0000 0.0000 0.0000 0.0204 
QPS 0.8482 0.6934 0.5108 0.5194 1.0038 1.0123 0.8304 0.3278 
LPS 1.2377 0.9285 0.7204 0.7178 2.2098 2.3906 1.1914 0.7462 ISAE 
KS 0.0000 0.0000 0.0833 0.1218 0.0000 0.0000 0.0000 0.5154 
QPS 0.0427 0.1129 0.7807 1.4888 0.0076 0.0069 0.0147 0.8774 
LPS 0.1579 0.2708 0.9937 2.5705 0.0538 0.0496 0.0837 1.3895 
ECRI 
 
KS - - - - - - - - 
Notes: the KS for ECRI is not reported as no recession period is recorded by this chronology over 
the out-of-sample period 1995 – 2005. 
  
Table 14: A comparison with the literature 
Authors  Dataset (period and frequency) Model Chronology* 
Forecast 
horizon 
Estrella and 
Mishkin (1997) 1973 – 1994 Quarterly Probit CCIBCR 1 and 2 years 
Moneta (2003) 1971 – 2002 Quarterly Probit ECRI 3 quarters 
Sensier et al. 
(2004) 
1970 – 2001 Monthly Logit ECRI 1 quarter 
Marotta et al. 
(2006) 1970 – 2002 Quarterly Probit ISAE and ECRI 4 quarters 
This study 1983 – 2005 Monthly Probit OECD 2 years 
Notes: CCIBCR stands for Columbia Centre for International Business Cycle Research, ECRI 
for Economic Cycle Research Institute and ISAE for Istituto di Studi e Analisi Economica. 
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Figure 1: True recession against estimated recession probabilities 
0.0
0.2
0.4
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0.8
1.0
84 86 88 90 92 94 96 98 00 02 04
 
The shaded areas represent actual recessions as from the OECD chronology. The dotted line 
indicates the sample proportion (0.5231) while solid line represents the recession probabilities 
estimated using the two-years earlier spread. 
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Reply to Referee 1 
 
The Referee makes three main comments and five minor observations which we have found 
extremely useful in the revision of the paper. In what follows we describe in detail how we have 
taken all of them into account in the revised version of the paper. 
 
To better illustrate the revisions made, we first report in italics the observations of the Referee and 
then we explain the work done stressing in bold at which point of the revised paper the changes 
required by the Referee have been made.  
 
MAIN COMMENTS  
 
1) The author performs his analysis using the OECD chronology for the period 1983-2005 and then 
he compares the results with other works, using different methodologies, another dating of the 
business cycle and other time intervals. In the abstract he states that recession forecasts are 
generally better than those obtained in the literature with other chronologies. In this case I expect a 
comparison with respect to the other chronologies using the same method and the same time span. I 
would like to see the results obtained with models (8) and (10) using the ISAE and ECRI dating. 
According to the Referee’s suggestion we have performed a comparison between the forecasts 
obtained under the ECRI and the ISAE chronologies with the model including the spread only - 
former model (8), current model (10) - and the “benchmark” model including the OECD Composite 
Leading Indicator (LI) – i.e. former model (10), current model (12).  
Specifically, we compare both in- and out-of-sample forecast performances of current models (10) 
and (12) under the chronology used in this study, i.e. the OECD one, with those obtained adopting 
ISAE and ECRI ones. This has entailed the addition of a few lines explaining this additional 
exercise at the end of Section 3.2, page 10 (referring to the methodology taken), of Tables 12 and 
13, reporting the accuracy measures of respectively in- and out-of-sample forecasts performances at 
the end of Section 5, page 16-17, as well as a sum up on the results obtained in the Conclusions . 
 
2) The second main comment of the Referee concerns the threshold model and basically consists of 
two sub-points.  
The first one states “The main reason why the author uses a STR model is to verify the presence of 
nonlinearities and regimes in the economic growth rates. In addition, he uses the LST test to 
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determine the delay parameter d. But the LST test can be used to very the hypothesis of linearity 
against nonlinearity, so that it can support the statement at the end of section 3.2”.  
In the previous version the description of the steps taken in this first part of the analysis was not 
clearly spelled out. In order to answer the Referee’s comment we have slightly extended the 
beginning of Section 3.1 by describing the steps taken to perform the analysis based on the LSTR 
model: i.e. first,  the linear specification and, then, the main steps of the LST test, run primarily to 
test for the presence of nonlinearities in such a model and then to determine the delay parameter d. 
The Section then concludes illustrating how we choose the best specification for the transition 
function G  between the logistic and exponential specification. 
Revising this part of the analysis has required the inclusion of three additional equations and two 
additional tables (and hence the re-numbering of all the others reported in the remainder of the 
paper). The new equations, all reported at the beginning of Section 3.1, are: equation (1), page 5, 
describing the linear model specification; equation (2), page 6, describing the “auxiliary 
regression” on which LST test is based; and equation (3), page 6, describing the joint-significance 
hypothesis which basically represent s the LST test. The new Tables are reported at the beginning of 
Section 4.1, page 11, and concern the grid search for the delay parameter d (Table 2) and the 
results for the LST nonlinearity test (Table 3). Note that in the revised version of the paper the 
Appendix has been eliminated, as all the content (i.e. the determination of the delay parameter d 
by means of the LST test) is now completely included in the text. 
 
The second sub-point states “Furthermore, I have some doubts about the correct specification of the 
LSTR model,; from table 4 (now Table 6) the presence of autocorrelation is clear. I think that it is 
necessary to add some AR component in the equation (1’) (now equation (4’))”.  
In case of serially correlated residuals two are the possible ways to follow, i.e. re-estimating the 
model by imposing the Newey-West standard errors, which are consistent in presence of both 
heteroskedasticity and autocorrelation of the residuals, or including into the model AR components.  
According with the Referee’s suggestion, we opt for the second way and include j autoregressive 
components, whereby j is set to 12 in the light of the monthly frequency of the data. The new 
specification of the LSTR model estimated is represented by equation (4’), page 12. In fact this 
choice completely eliminates any evidence of serial correlation in the residuals, although originates 
a problem of residual heteroskedasticity, which we tackle by imposing the White Heteroskedasticity 
consistent standard errors when estimating the model. The new results, although not explicitly 
reported in a Table, are summed up in Section 4.1, page 13. In fact, despite the need for a nonlinear 
specification is proved, the evidence is not quite consistent with the theory across all forecast 
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horizons. This may be due to the period considered, which specifically for the Italian case includes 
major macroeconomic events, such as the Italian Lira devaluation at the end of 1992 and the drop 
out from SME. We have thus re-estimated model (4’) over a subsequent, less turbulent period 
spanning over Jan 1993 – Jul 2005. Results are reported in Table 6, page 13, commented thereafter 
at page 13-14 and summarized in the Conclusions . 
 
3) I do not understand why the author compares the predictive performance of model (9) with that 
of model (10). They show that the coefficient of the variable LI is not significant and that model (8) 
is better than model (9). So why not compare directly model (8) and model (10)? I do not think that 
the two models have to be nested to perform this kind of comparison. 
 
Essentially the Referee suggests to directly compare the forecast performances of probit model (10) 
(previous model (8), including the term spread only) with the benchmark model (12) (previous 
model (10), including the OECD Composite Leading Indicator). In the revision we adhere to the 
Referee’s suggestion as follows. 
We modify the sentence in Section 3.2, page 8, as follows: “To this end, forecast performances of 
model (10) can be compared with those of a benchmark model including the OECD composite 
Leading Indicator (LI) only”. 
Accordingly, we also modify the sentence at the beginning of Section 5, page 16, as follows: 
“More precisely, in- and out-of-sample forecasts of the model (10) including the term spread are 
compared with those of the benchmark model (12) including the OECD composite Leading 
Indicator (LI)”. 
The results of these comparisons are reported in Table 9, page 15, for the in-sample forecast 
performances and in Table 10, page 16 for the out-of-sample ones and the relative comments are 
reported thereafter at pages 16-17.  Comments remain practically unchanged given consistency 
with previous results.  
 
MINOR REMARKS  
a) I think that more references are needed in some point of the paper. For example, in the 
introduction it is stated that the term spread is a largely accepted indicator of market expectat ions 
about future economic performances, but not references are quoted. 
Hence, we add at the beginning of the Introduction, page 1 references to some among the most 
well known papers on the informative and predictive content of the TSIR about future economic 
performances, both in terms of growth rates and recession probabilities. Note that this has allowed 
the citation of a very recent study which has accordingly added into the References, namely: 
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Ang, A., Piazzesi, M. and Wei, M. (2006) What does the yield curve tell us about GDP 
growth?, Journal of Econometrics, 131, 359-403. 
 
The LSTR models are well known in the econometric literature, but it will be better to refer to the 
works of Terasvirta.  
To answer the  Referee’s comment, at page 4 (and accordingly in the References) we refer to 
some seminal works on smooth transition models by Terasvirta, namely: 
Terasvirta, T. and Anderson, H. M. (1992) Characterizing Nonlinearities in Business 
Cycles Using Smooth Transition Autoregressive Models, Journal of Applied 
Econometrics, 7,S119-S136. 
Terasvirta, T. (1995) Modelling Nonlinearity in U.S. Gross National Product 1889-
1987, Empirical Economics, 20, 577-97. 
 
The typical alternative to the threshold models to capture the presence of regimes is constituted by 
the Markov Switching models (Hamilton, Econometrica 1989): are there not works in the 
framework faced in this paper? (For example Vazquez- Studies in Nonlinear Dynamics & 
Econometrics, 2004) 
To account for the Referee suggestions, we add a short paragraph at the beginning of Section 2, 
pages 3 and 4 in which we briefly review a couple among the most recent studies that model the 
nonlinearities of the relationship between term spread and economic growth in a Markov-Switching 
framework, namely: 
Artis, M., Krolzig, H. M. and Toro, J. (2004) The European business cycle, Oxford 
Economic Papers, 56, 1-44. 
Korenok, O., Mizrach, B. and Radchenko, S. (2004) The Microeconomics of 
Macroeconomic Asymmetries: Sectoral Driving Forces and Firm Level 
Characteristics, Rutgers University Economics Department Working Paper, 5, 1-20. 
We also refer to another study suggested by the Referee in which the same Markov-Switching 
framework is used with different aim (i.e. investigating the relationship between the terms spread 
and the short rate changes rather than output growth rates), namely: 
 Vázquez J. (2004) Switching Regimes in the Term Structure of Interest Rates during 
U.S. Post-War: A Case for the Lucas Proof Equilibrium?, Studies in Nonlinear 
Dynamics & Econometrics, 8, 1122-1122. 
and as an example of different application we also cite  
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Kim, C. and Nelson, C. R. (1999) Has the U.S. Economy Become More Stable? A 
Bayesian Approach Based on a Markov-Switching Model of the Business Cycle, 
Review of Economics and Statistics, 81, 608-16. 
 
b) Page 7-Last row: the symbol of the error term is not the same of equation (7) 
c) Equation (1) is present in section 3 and in section 4.1; I do not think that it is necessary to repeat 
it 
d) In note 10 substitute "A investigation" with "An investigation"  
e) Page 8, after equation (9): substitute "a series of-additional explanatory variable " with "a 
vector of -additional explanatory variable(s)"  
 
According to the last three minor remarks of the Referee, we correct the symbol for the error term 
of the auxiliary regression in the line under equation (2) (former equation (7)) at page 6, we 
correct the typing error in footnote 12 (former footnote 10) at page 11 and we substitute “a series 
of additional explanatory variables” with “a vector of additional explanatory variable(s)” in Section 
3.2 after equation (11), page 9.  
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