ABSTRACT In many scenarios of security analysis, Bayesian methods are often used for assessing harmful factors like attacks, as Bayesian causal model can estimate or predict the effect from the observed factors. To distinguish which ones are direct or significant causal (harmful) factors to the target systems, we often need to calculate a (local) causal network, but the existing methods usually return Markov equivalence classes instead of an actual causal structure. In this paper, a new approach for inferring causal direction from multidimensional causal networks for assessing harmful factors in security analysis is proposed based on a splitand-merge strategy. The method first decomposes an n-dimensional network into induced subnetworks, each of which corresponds to a node in the network. We show that each induced subnetwork can be subsumed into one of the three substructures: one-degree, non-triangle, and triangle-existence substructures. Three effective algorithms are developed to infer causalities from the three substructures. The whole causal structure of the multi-dimensional network is obtained by learning these induced subnetworks separately. Experimental results demonstrate that our method is more general and effective than the state-of-the-art methods.
I. INTRODUCTION
Drawing causal conclusions from observed variables plays an important role in the field of artificial intelligence (AI). Causal learning is different from mainstream statistical learning methods in that it aims to discover the data-generation mechanism instead of characterizing the joint distribution of the observed variables. In this problem, causal-direction inference deserves particular attention, as it is the most significant difference between causality and correlation. It turns out that understanding causal direction is essential to predicting the consequence of any intervention and is critical to many applications, such as economic forecasting and genetic therapy.
With the rapid development of network technology and the increasing number of network attacks, more and more people pay attention to network security. Network security risk assessment is an effective way to find and cope with network security problems. Attack graph describes the scenario of the attack on the target network by using the vulnerability and the dependency relationship between vulnerability in the network, which shows the attacker's entire attack path. Network security risk assessment based on attack graph will apply the attack graph technology to the network security risk assessment, the security risk of the network is no longer simply the influence of vulnerability, but the impact of the dependency relationship between vulnerabilities, and this will help to reflect the real network security situation better. Network security risk assessment based on attack graph can analyze network security situation according to the historical attack data provided by intrusion detection, and predict the security risk that the network will face. Different from the probability of independent occurrence, the cumulative probability of occurrence should consider the causal relationship between the attribute node and the attack node under the specific attack graph. In the attack graph, there are two types of causal relationship, one is the conjunction relationship between multiple attribute nodes, they meet the precondition of the attack node required; the other is the disjunctive relations between multiple attack nodes, as long as one node attack is executed, the consequences attribute will be satisfied. Therefore, the cumulative probability of occurrence of attribute nodes and attack nodes are different.
From a computational perspective, causation discovery is usually formulated as a graphical probabilistic model in which directed edges between variables indicate causal directions [1] . As it is difficult to manipulate the samples in experiments, conditional-independence tests (CI tests) are commonly employed to detect local causalities among variables [1] , [2] . By using CI tests to detect V-structures, a partial directed acyclic graph (PDAG) can be discovered by the Procedure Orient-Edges method [3] , and a directed acyclic graph (DAG) can also be deduced based on an extension of PDAG, the PDAG-to-DAG method (Chickering, 2002) [4] . However, the inference accuracy of these methods is heavily impacted by the number of V-structures detected in the target network. An extreme case is the situation in which the network contains no V-structure. Thus, these methods cannot orient any edge, or return an equivalence class. Furthermore, these methods often fail to find the actual causalities when the number of equivalence classes is very large.
To tackle the difficulties of causal-direction learning under non-experimental settings, researchers have recently begun resorting to exploiting the asymmetrical relationship between the cause-and-effect variables under various assumptions. One approach is the Additive Noise Model, which was first proposed by Shimizu et al. [5] , [6] , and proved to be effective under the assumption that the data-generating process is linear and the noise distribution is non-Gaussian. This approach was later extended to the non-linear Additive Noise Model (ANM), which was applied to continuous data [7] , [8] and discrete data [9] , [10] .
Concretely, the ANM method is as follows: for two variables, x and y, such that y = f (x) + ε, where f ( * ) is a nonlinear function, and ε is a noise term that is statistically independent of x. Whenever the distribution P(x, y) allows for an ANM in one direction, but not in the other one, i.e., x cannot be obtained as a function of y plus independent noise, then the former direction is inferred as the causal direction (i.e., x → y). The Post-Nonlinear (PNL) model [11] extends the identifiability results above to allow for an additional bijective transformation on the data. This is done concretely, using a functional model of the form y = g(f (x) + ε), where g = R → R is bijective. More recently, some direction-learning methods have also taken into account the asymmetry between cause and effect from an information-geometric perspective [12] - [14] . These methods assume that the cause's random variable is independently generated from some invertible and deterministic mapping to its effect. It is thus unlikely to find dependencies between the density of the former and the slope of the latter in the correct causal direction. Although these methods can detect the asymmetry between cause and effect using different techniques, they are effective mainly in low-dimensional cases and are difficult to use directly in high-dimensional cases, especially when the relationships between variables are nonlinear.
There are also some hybrid algorithms, such as HYA [15] and TPCDM [16] , that can discover, to some extent, causal directions from multi-dimensional networks. HYA employs ANM with every pair to find the parent, and TPCDM employs ANM with every possible neighbor set and the corresponding sink node, until one neighbor set and the sink node conforms to ANM. However, it was shown that these methods are not quite accurate because a pair from a multi-dimensional network that conforms to ANM cannot always be found, and there is not always only one neighbor set corresponding to a sink node that can satisfy ANM in the case of a multidimensional network.
In this paper, we were motivated by the limitations of existing methods for inferring causal directions in multidimensional networks and inspired by observations on causal-network structures. We firstly analyze the dependence relations between an arbitrary neighbor set (with respect to a sink node) and the corresponding residual. Based on the conclusions from the analysis, we then propose a new approach for causal-direction learning in multidimensional networks, which is called causal-direction inference (CDI).
CDI distinguishes itself from the existing methods by its capability of inferring causal directions from multi-dimensional or even high-dimensional networks. CDI uses a splitand-merge strategy. It first decomposes an n-dimensional network into n induced subnetworks, each of which corresponds to a node in the network. We show that each induced subnetwork can be subsumed to one of three substructures: one-degree, non-triangle, and triangle-existence structures. Three effective algorithms are developed to infer causalities from the three substructures. The whole causal structure of the multi-dimensional network is obtained by learning these induced subnetworks separately. Extensive experiments validate the effectiveness of the proposed method and its advantage over the state-of-the-art methods.
The contributions of this paper are as follows. 1) We analyze the dependence relations between an arbitrary neighbor set (with respect to a sink node) and the corresponding residual for general multi-dimensional net-works.
2) We present effective algorithms, along with their theoretical guarantees, to infer causalities from three basic subnetworks. 3) We conduct extensive experiments to validate our method. Experimental results show that CDI outperforms the state-of-the-art methods.
Some of the methods in this article have been mentioned in the paper ''An Approach for Inferring Causal Directions from Multi-dimensional Networks'', which published in Proceedings of the IEEE CSE/EUC conference 2017, but no proof has been given.
II. PRELIMINARIES
Consider a network that can be represented as an undirected graph G N = {V N , E N }, where V N = {x 1 , x 2 , . . . , x n } and E N = {e 1 , e 2 , . . . , e n } denote the sets of nodes and edges in the network. For any node y ∈ V N (say y = x k ), the aim of direction learning is to discover the causal directions between y and its neighbors. After all edges are oriented, we get a directed acyclic graph (DAG)
For any node y in N, we can obtain an induced subgraph G y = {V y , E y }, where V y consists of y and its neighbor set N y . V y can be divided into two subsets, NT y and T y , in the following way: for any node x ∈ V y , if the degree of x > 1, then add x to T y ; otherwise, add x to NT y . Then, we can subsume V y into one of the following three sub-structures.
Definition 1 (One-Degree Structure): If N y = 1, then we say G y is a one-degree structure (ODS).
Definition 2 (Non-Triangle Structure): If N y > 1 and T y = 0, then we say G y is a non-triangle structure (NTS).
Definition 3 (Triangle-Existence Structure): If N y > 1 and T y > 0, then we say G y is a triangle-existence structure (TES). Fig. 1 shows examples of the three sub-structures. Each node in network G N actually corresponds to a variable, and orienting the edge between nodes x and y is equivalent to inferring the cause-effect relationship between the two corresponding variables, which are also denoted by x and y. We use the following definitions.
Definition 4 (Deterministic Cases and Indeterministic Cases): For three variables (or nodes) x, y, and z. If x and y satisfy the structural equation y = f (x) + ε, where ε is a noise term, then we say x and y form a deterministic case. Otherwise, if y = f (x, z) + ε, then we say x and y form an indeterministic case. For the inferred causal network G D , we have the following definitions.
Definition 5 (d-Separation): Let P be a trail from variable x i to variable x j . P is blocked by a set of variables Z (Z ⊆ V D ) if and only if one of the following holds: 1) P contains a chain, x i ←− x k ←− x j , and x k ∈ Z . 2) P contains a fork, x i ←− x k −→ x j , and x k ∈ Z . 3) P contains a collider,
∈ Z , and x k has no descendant in Z. We say that two disjointed subsets of nodes X i and X j (X i , X j ⊆ V D ) are separated by a third (also disjointed) subset Z if every trail between nodes in X i and X j is blocked by Z.
Definition 6 (V-Structure): For three nodes x, y, and z in G D . If both x and z are parents of y, and there is no edge between x and z, then we say x, y, and z form a V-structure. As shown in Fig. 2 .
Definition 7 (Additive Noise Model): Additive noise model (ANM) is defined as a tuple (S, P(X)), where S = {S 1 , S 2 , . . . , S N } is a collection of n equations: S i :
. . , n}, where x pa (i) denotes the direct parents of x i (with respect to DAG G), the noise variables ε i have a strictly positive density (with respect to the Lebesgue measure) and are jointly independent, and ∀ε i is also indenpent of its corresponding variable x i .
We can see that ANM reflects the data-generating processes of X corresponding to a DAG G, whose nodes can be represented by:
. . , k} (other nodes) Therefore, inference methods based on the ANM provide a mode for discovering causalities (i.e., the corresponding DAG G) from data using the assumption for additive noise data-generating processes instead of meeting the Markov condition and faithful condition.
Definition 8 (Attribute Attack Graph): Attribute attack graph [23] AG = (A, T , E), Where A represents the set of attribute nodes, it including the initial attribute and the accessible attribute; T represents the set of attack nodes; E is the set of opposite sides, E ⊂ ((A × T ) ∪ (T × A)), and has the following constraints:
(1) For ∀p ∈ T , the Pre(p) is the set of precondition nodes of p, and Post(p) is the set of result nodes of p, and the relationship between the prerequisite nodes is ''and'', have (∧Pre(p)) → (∧Post(p)), Indicates that when all the prerequisites are satisfied, the attack can be successfully completed, thus enabling its consequence properties to be satisfied.
(2) For ∀q ∈ A, Make Parent(q) as the father node set for Q, and the relationship between father nodes is ''or'', Satisfying (∨Parent(q)) → q means that as long as any parent attack node is executed, the property of node q is satisfied. If q is the initial property node, its parent node is ∅.
III. DEPENDENCE BETWEEN SUBSETS OF PARENTS AND ITS RESIDUALS
In this section, we aim to analyze the dependent (or independent) relationships between subsets of parents. In other words, if X is a set of parents of sink node y, we examine X and its Residuals (X , y) (Residuals fits y as a function of X and returns the residuals). Based on the conclusions of this analysis, the details of our method CDI will be presented in the next section. Theorem 1: Given a DAG G = {V, E}, V = {x 1 , x 2 , . . . , x n }, there are two nodes x i , and x j (x i , x j ∈ V ), and x j is an ancestor (or parent) of
is the additive noise term involving its corresponding ancestor(s), then
, be an arbitrary node that originates from the corresponding ancestor z of x j . In the case in which z is the root node, i.e., z = ε k , then ε k ⊥ x i , or G does not satisfy the causal faithfulness condition. In the case in which z is not the root node, for the mechanism of the additive noise model, ε k must be an additive noise of z. We thus can add a node connecting to z as the corresponding additive noise. That is to say, z and εk correspond to a structure z ←− ε k . Therefore, if ε k ⊥ x i , G also does not satisfy the causal faithfulness condition.
Theorem 1 means that the information about the root node or additive noise contained in a node will not be entirely eliminated in its descendant during the data-generation process.
Consider a small causal network G y = V y , E y , where V y = {y, X }, and X = {x 1 , x 2 , . . . , x n } is the parent set of y.
Theorem 2 indicates there may exist more than one neighbor set that fits ANM (here, ''fits ANM'' means the set X is independent of Residuals (X , y)); that is to say, methods like TPCDM are not complete in the general case. If a set of neighbors is not independent of other sets of neighbors, could it possibly fit ANM? Notice that there are only three relations between variables in a DAG: A causes B, B causes A, or both A and B are caused by a common variable. In the following, we will answer this question by analyzing the independence between the sink node and its neighbor set, for the three cases.
Theorem 3: Given two variables, x 1 and x 2 , and their child, y, if x 2 is the parent of x 1 , then x 1 cannot be independent of Residuals (X 1 , y).
Proof: Let x 1 = g (x 2 ) + ε 1 and y = f (x 1 , x 2 ) + ε. If y can be written as y = f 1 (x 1 ) +ε, whereε is independent of x 1 , i.e.,ε ⊥ x 2 andε ⊥ ε 1 , thenε ⊥ x 1 implies x 2 ⊥ y|x 1 . Therefore, either the corresponding graph does not satisfy causal faithfulness or we can remove the edge between x 2 and y.
Theorem 3 indicates that if a parent node is caused by another node, then the parent node together with the sink node will not fit ANM. This conclusion can be easily extended to a more general case as follows.
Corollary 4:
Proof:
where PA x i denotes the parent set of x i , and
If y is equivalent to f 1 (x 1 ) +ε, whereε is independent of X k , then 1)ε ⊥ x j or 2) the effect of x j on x i can be eliminated in the data-generation process of x i . In case 1, as mentioned in Theorem 3, the corresponding graph does not satisfy causal faithfulness; in case 2, since x i ⊥ x j |∅ but x i and x j cannot be separated by an empty set, the corresponding graph also does not satisfy causal faithfulness.
Corollary 4 implies that if a parent set X k contains any node x i caused by an another parent x j (x j ∈ X \ X k ), then X k , together with the sink node y, will not fit ANM. Therefore, in the case in which B causes A, A will not fit ANM. Next we analyze whether A can fit ANM in the case in which A causes B.
Theorem 5: Given two variables, x 1 and x 2 , along with their child, y, suppose x 1 is the parent of x 2 . If x1 is independent of Residuals (x 1 , y), then the effect of x 2 on y is linear (i.e., y = f (x 1 ) + c * x 2 + ε, where c is a constant term).
Proof: Let x 2 = g (x 1 ) + ε 2 and y = f (x 1 , x 2 ) + ε. If y can be written as y = f 1 (x 1 ) +ε, such thatε is independent of x 1 , thenεmust be a function of ε and ε 2 . From the differential equation
∂ε , one can deduce that there exists a function f 2 such that ε = f 2 (ε 2 )+ε, i.e., f = f 1 (x 1 )+f 2 (ε 2 ). Generally, we require that f can be expanded in a Taylor series (with convergent remainder R) at one point (h, d). In this case,
We can see that L has to be less than 2 and c pq ≡ 0 (or there must be mixed terms such as x 1 * ε 2 and g(x 1 * ε 2 )), which means there exists a function f 3 such that f = f 3 (x 1 ) + c * (g (x) + ε 2 ), i.e., y = f (x 1 ) + c * x 2 + ε, where c is a constant term.
Theorem 5 states that if a parent node x 1 causes another parent node x 2 , then and y can still fit ANM if the effect of x 2 on y is linear. Note that in such a case, the total combined effect of x 1 and x 2 on y can still be nonlinear. This conclusion can be easily extended to a more general case, as follows.
is an ancestor (or parent) of x j , then the effect of x j on y is linear.
Corollary 6 implies that if a parent set X k contains any node x i that causes another node x j (x j ∈ X \ X k ), then X k , together with the sink node y, will not fit ANM in the completely nonlinear case (i.e., when the effect of any parent set on y is nonlinear). Next we analyze whether A can fit ANM in the case in which A and B are caused by a common parent.
Theorem 7: Given two variables, x 1 and x 2 , along with their child y, if x 1 and x 2 are caused by their common parent z, then x 1 cannot be independent of Residuals (x 1 , y).
Proof: Let x 1 = g 1 (z) + ε 1 and x 2 = g 2 (z) + ε 2 . If y = f (x 1 , x 2 ) + ε can be written as y = f 1 (x 1 ) +ε, whereε is independent of x 1 , thenε is a function of ε 2 and ε. From the differential equation (∂ (f + ε)) /∂ε = 1 = (∂ (f 1 +ε))/∂ε, one can deduce that there exists a function f 2 such thatε = f 2 (ε 2 ) + ε, i.e., f (x 1 , x 2 ) = f 1 (x 1 ) + f 2 (ε 2 ). By expanding f in a Taylor series (as shown in the proof of Theorem 5), we obtain
One can see that L has to be less than 2 and c pq ≡ 0 (or there must be terms involving g 2 (z) * ε 2 and x 1 * x 2 ). This means there exists a function f 3 , such that f = f 3 (x 1 ) + c * (g 2 (z) + ε 2 ), where c is a constant term. Thus, if g 2 (z) is not a constant term, f cannot be written as f 1 (x 1 ) + f 2 (ε 2 ). Therefore, due to the arbitrariness of g 2 , x 1 cannot be independent of Residuals (x 1 , y) .
Theorem 2 indicates that if two nodes are caused by a common parent, then one of the nodes, together with the sink node, will not fit ANM. This conclusion can be easily extended to a more general case, as follows.
such that x i and x j have a common ancestor (or parent) z, then X k cannot be independent of Residuals (X k , y).
We propose the following assumptions, which are asymptotically consistent under the theorems and corollaries presented above.
(
One can see that such an X k can always fit ANM in the linear case. (2) If ∃x i ∈ X k is not independent of X \ X k , then in the completely nonlinear case (i.e., the effect of any parent set on y is nonlinear), then X k cannot fit ANM. But in the mixed-linear and nonlinear cases, in which the given data X satisfies the conditions shown in Theorem 7, X k may fit ANM. Note that this case is not common. Thus, neither HYA (Hao et al., 2013) nor TPCDM (Chen et al., 2015) can discover all the parents in the general case. In the next section, we propose a direction-learning method based on the results described above.
IV. THE CDI METHOD
In this section, we provide the details of the proposed CDI method, which is able to infer causal directions for multi-dimensional networks. The basic idea is as follows. Given the n-dimensional network G N (i.e., an n-node undirected graph), we split the network into n induced subnetworks (or subgraphs), each of which corresponds to a node and its neighbors in G N . We then infer the causalities of the induced subnetworks separately. Each induced subnetwork can be subsumed to one of the three substructures defined in Def. 1, 2, and 3. Thus, this problem is transformed into a different problem involving learning causal directions from the three substructures.
In what follows, we first present the algorithms for learning causal directions from the three substructures, and then present our CDI algorithm.
A. DIRECTION LEARNING FROM ODS
Given an undirected graph G N = {V N , E N }, consider an induced subgraph of G N : G y = V y , E y . If G y belongs to ODS, then V y consists of a root or leaf node y and its VOLUME 5, 2017 neighbor x. Generally, it is not quite accurate for V-structurebased methods to orient E y because the inference accuracy is heavily impacted by the number of V-structures discovered in E N . In contrast to V-structure-based methods, the ANM method can effectively learn causal directions in the bivariate case, i.e., x − y. In this work, E y is oriented using ANM, but in a slightly different way than the general method, as x and y may form an indeterministic relation.
Notice that there can be several causal relationships between x and y: 1) y ← x ↔ Z ; 2) y → x → Z ; and 3) y → x ↔ Z , where Z ⊆ V N , and the notation ↔ means that Z contains both causes and effects of x. According to the mechanism of ANM, we first fit x and y to ANM, and are then able to obtain a direction y ← x or y → x if G y corresponds to case 1 or 2 (deterministic cases) under the joint density P (x, y). However, in case 3 (indeterministic case), ANM may fail to return any direction, unless y is independent of all other parents of y contained in Z, according to Theorem 2. Thus, if no direction is returned, we can deduce that E y : y → x. This idea of learning a direction from ODS is shown in Algorithm 1.
Algorithm 1 Learning ODS
Input: V y = {y, x}. Output: the direction between y and x. 1: fit x and y to ANM. 2: if return a direction y ← x or y → x then 3: accept the direction. 4: else 5: accept → x.
6: end if
Evidently, the accuracy of Algorithm 1 depends on the result returned by ANM. In practice, ANM may return an incorrect direction or fail to detect any direction. Let Pw denote the incorrect-direction rate, Pm denote the detectionfailure rate, and Pr denote the probability that y is a root node. Then, we obtain the error rate P e of Algorithm 1: P e = P r * P w + (1 − P r ) * (P w + P m ), which is lower than P w + P m .
B. DIRECTION LEARNING FROM NTS
We can see that most V-structures, such as SVS [17] - [20] , are identified mainly according to the following definition.
Definition 9: Given three variables x 1 , x 2 and y, x 1 → y ← x 2 is a V-structure if there exists any variable set Z ⊆ G N \ (x 1 , x 2 ) such that 1) x 1 ⊥ x 2 |Z ; and 2) x 1 ⊥ x 2 | (y, Z ).
The definition above illustrates how to find a V-structure in general. However, it is difficult to find a potential conditional set Z from hundreds of variables (or more, e.g., in high-dimensional networks) [21] , [22] . Another drawback is that V-structure-based methods do not work for networks that have a very complex structure, such as fully connected networks.
In our proposed method, the direction between y and N y is discovered using ANM according to our analysis of the independence between subsets of parents and the corresponding sink nodes.
Given an undirected graph, G N = {V N , E N }, consider an induced subgraph of G N : G y = V y , E y (V y consists of y and its neighbor set N y ). If Gy belongs to NTS, then ∀x ∈ N y is only directly connected with y.
Step 1. Set the parent set PA y = ∅, ∀N y (X i ⊂ N y ). If X i and Residuals (X i , y) are independent, then add X i to PAy as a new element, and let V y = N y \ X i .
Step 2. Repeat step 1 to find all such parent sets X i (i = 1, . . . , k) .
Step 3. For X i (i = 1, . . . , k) and ∀Z j (Z j ⊂ N y )čif X i ∪ Z j and Residuals(X i ∪ Z j , y) are independent, then add Z j to PA y , and let X i = X i ∪ Z j and N y = N y \ X i .
Step 4. Repeat step 3 to find the parent Z j (j = 1, . . . , r). Then all non-duplicate nodes contained in PA y are the parents of y.
As mentioned above, steps 1 and 2 aim to find the parent sets consistent with assumption 1, and if we have a priori knowledge that the corresponding data is generated from completely nonlinear functions, then we can stop and output the results. If there exist mixed-linear and nonlinear functions, we can continue to steps 3 and 4 to find out if the additive parent set Z i is consistent with assumption 2.
However, there is still one remaining question. The underlying CI testing method has to run ANM |Ny| i=1 C i |Ny| times in the worst case. An alternative method is to set a threshold k to limit the number of X i (in step 1) and Z i . In practice, it is difficult to avoid the exponential complexity of CI tests in ANM-based and V-structure-based methods. We thus set a threshold k, where k can be chosen using prior information or experimental results according to the types of CI testing method and data-distribution. The algorithm for learning directions from NTS is summarized in Algorithm 2.
C. DIRECTION LEARNING FROM TES
Given an undirected graph G N = {V N , E N }, consider an induced subgraph of G N : G y = V y , E y , where V y = N y , y . We first find all the parent nodes that follow the NTS case using Algorithm 2. The only difference between the NTS case and TES is T y > 0 in TES, i.e., there exists at least one triangle. Since we know the parents and children of y, we can deduce that if any triangle contains a parent x i and a child x j , then the direction of the third edge must be x i → x j . We can see that TES can also be inferred using Algorithm 2 without the triangular direction-inference rule. However, there may be some conflict. In one case, CDI inferred x i → x j , but in another case, CDI inferred x i ← x j . We thus have to consider the problem of merging partial results, which will be discussed in the next subsection.
D. MERGING PARTIAL RESULTS
As shown above, partial results are obtained by solving three substructures-ODS, NTS, and TES. All of the results should be merged to output the entire structure of the corresponding multi-dimensional network. Since every sub-structure is add X i to PA y as a new element and let N y = N y \ X i 5: end if 6: end for 7: for ∀X i ∈ PA y do 8: for ∀Z j (Z j ⊂ N y ) and Z j < k do 9:
if X i ∪ Z i and Residuals(X i ∪ Z i , y) are independent then 10:
end if 12: end for 13: end for inferred independently, conflict might occur between them, even when working on datasets with large numbers of samples. Therefore, an efficient merging operation should be carefully designed to handle these conflicts. One can see in our proposed method that the solutions for the three substructures are based on the (conditional) independence test methods: 1) In the ODS case, we infer the direction using ANM by testing whether the independent variables of the regression are independent of the residual; 2) In the NTS and TES cases, V-structures are detected using CI tests as shown in Algorithm 2. If no V-structure is returned, then the existence of the parent node is checked using ANM, and the children are discovered by consistent extensions. That is, all the directions are inferred based on the corresponding significance value (sv), calculated by the (conditional) independence test method to decide whether two (or three) nodes are (conditionally) independent. Motivated by this, we present a merging method based on the significance values calculated by the CI tests.
Step 1. In the ODS case, we construct two regression equations y = f (x) + ε and x = g (y) + δ to predict the direction of x − y. If the CDI accepts only one direction, e.g., x → y, then let the corresponding sv x → y := P(x ⊥ ε) and sv y → x := 0. If both of the directions are accepted, then let sv x → y := P(x ⊥ ε) and sv y → x := P(y ⊥ δ).
Step 2. In the NTS case, according to the mechanism of CDI, more than one parent set may be discovered. For each of the parent sets X i , we let the corresponding sv xi→y := P(X i ⊥ ε). Note that X i may incrementally change into X i = X i ∪ Z i , as shown in Algorithm 2. Thus, sv xi→y may be larger than 1. On the other hand, we set sv of the direction from y to its children as sv = average(sv x i → y), (i = 1, . . . , r), where r is the total number of parent sets discovered.
In the special case in which no parent is returned, i.e., the node is the root, then we do not draw any conclusion, since the direction can be inferred in other subnetworks.
Step 3. In the TES case, the corresponding sv is calculated according to the process mentioned in the NTS case. The only difference is that if any triangle contains a parent and child, then the direction of the third edge can be deduced. In such a case, we set the sv of these edges to be the same as that of the children.
Finally, we update the oriented edges of the partial results to the corresponding positions in the given undirected graph GN, one by one, and choose the direction of the edge with the larger weight w. The whole causal structure of the multi-dimensional network is obtained by combining all the partial results.
In this procedure, P( * ) is the probability that two (or three) nodes are (conditionally) independent, which can be estimated using the p-value calculated by the CI test. The algorithm for merging all the partial results is summarized in Algorithm 3.
Algorithm 3 Merging Partial Results
Input: the partial substructures S = {S 1 , S 2 , . . . , S n }, the undirected graph G N . Output: the merged structure G D . 1:
update the oriented edges of S i to the corresponding position in G N .
3: if any edge in Si is overlapped by another oriented edge in G N then 4: choose the corresponding direction with the larger weight w.
5: end if 6: end for
E. THE PROCEDURE OF THE CDI METHOD
In this subsection, we present the procedure of the CDI method.
Step 1. A given undirected graph G N = {V N , E N } is split into |V N | induced subgraphs according to each node and its neighbors. Each induced subgraph G y = V y , E y corresponds to one of the substructures: ODS, NTS, or TES (denoted by G y : ODS, NTS, or TES).
Step 2. If G y : ODS, then use Algorithm 1 to discover the parent and child, and compute the corresponding sv.
Step 3. If G y : TES, then use Algorithm 2 to discover the parent set and child set and compute the corresponding sv.
Step 4. If G y : NTS, we firstly perform step 3 (T y = Ø). Then, if there exists any triangle containing a parent and child, then the direction of the third edge can be deduced. We set sv of such an edge to be the same as that of the child.
Step 5. Merge all the partial results using Algorithm 3.
V. THEORETICAL ANALYSIS
In this section, we study the theoretical properties of CDI, including correctness, completeness, and computa-tional complexity.
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A. CORRECTNESS AND COMPLETENESS
Given an arbitrary undirected graph G N , all its induced subgraphs can be divided into three types, ODS, NTS, and TES, corre-sponding to a target y and N y . In the ODS case, if x is the child of y, then y is independent of Residuals (y, x); if x is the parent of y, then y cannot be independent of Residuals (y, x). Thus, x is either independent or dependent of Residuals (y, x) , and the direction between y and N y can be discovered by testing the independence of x and y with the corresponding residuals.
In the NTS and TES cases, according to Theorem 2, we know that for a general causal network, there may be more than one parent set X i (X i ⊆ X ) that satisfies X i ⊥ Residuals (X i , y) . Then, test all X i to find such sub-parent sets. Note that every two sub-parent sets are independent.
In some special cases, as mentioned in Theorem 7 and Corollary 8, some of the sub-parent sets may be incremental, i.e., there exist some sub-parent sets
Thus, the purpose of the refinement step of CDI is to find all the sub-parent sets Z i containing X i .
B. COMPUTATIONAL COMPLEXITY
We consider a very loose upper bound on the complexity of a simple implementa-tion of CDI on an undirected graph G N = {V N , E N }, and an arbitrary induced subgraph of G N : G y = V y , E y (V y consists of y and its neighbors N y ). There are four possible cases.
1) In the case in which N y = 1, ANM needs to be used two times to infer the direction. In this case, we denote the complexity of ANM by T(ANM). 2) In the case where N y > 1 and PA y ≥ 1, for the first phase of Algorithm 2, we aim to discover the independent sub-parent set X i (i = 1, . . . , r). We have to search for X i until all the possible sub-parent sets have been tested. The corresponding complexity is O(
. In the refinement step of Algorithm 2, we aim to find the incremental sub-parent set X i ∪Z i by testing all X i (i = 1, . . . , r) in combination with all Z i (Z i ⊂ X ). Thus, the corresponding complex-
3) In the case where N y > 1 and PA y = 0, we need only to employ the first step of Algorithm 2. Thus, the corresponding complexity is O(
VI. EXPERIMENTS
In this section, our proposed method is evaluated us-ing data sets generated by twelve different real-world causal networks. These networks cover a variety of applications, including medicine (Cancer, Asia, SpiegelHalter-DLC93, Alarm, Diabetes, Mildew), vehicle diagnostics (Cardiagnosis), oil exploration (Oil-wildcatter), scenario analysis (Boerlage92), weather forecasting (Hailfinder), printer troubleshooting (Win95pts), and linkage among genes (Link). Half of the networks contain TES, and the detailed structural statistics of these networks are summarized in Table 1 .
Algorithm 4 The Framework of CDI
The generation process of the discrete data follows the method used in Peters, Janzing, and Scholkopf [21] . Each variable is restricted to three different values, and the values are randomly generated based on conditional probability tables.
In this experiment, CDI is compared against two kinds of mainstream causal analysis algorithms (the V-structure-based method SVS and the direction-learning method ANM). The fixed sample size is 1000. The accuracy rate is reported for evaluation, and is defined as Accuracy =:
Inferred directions ∩ Actual directions Actual directions
A. COMPARISON WITH SVS AND ANM
As shown in Table 2 , the performances of CDI on the twelve networks are significantly better than those of the other methods. For small networks (i.e., Cancer, Asia), CDI achieved an accuracy of 90%, and on bigger networks (i.e., Diabetes, Link), 87% and 83%. This indicates that our proposed method has good robustness on networks of different dimensions. Specifically, we notice that the performance of CDI on Oil-wildcatter is the worst (only 81%). This is because 40% of the edges are contained in triangular structures, which makes the network structure more complicated.
We can see that SVS cannot accurately discover the corresponding actual graph, especially when the network structure is small and has fewer V-structures (e.g., Cancer, Asia), since there are always some unoriented edges that fail to be consistently extended. As an example, in the Asia network (Fig. 3) , two V-structures, x 3 → x 6 ← x 4 and x 6 → x 8 ← x 5 , can be discovered. Then x 6 → x 7 can be easily obtained using consistent extensions. Nevertheless, the other three edges cannot be oriented by any consistent extension. The performance of SVS is highly impacted by the number of V-structures, while CDI performs better in multi-dimensional networks, due to its general applicability. The performance of ANM seems to deviate from those of other methods. As shown in Table 2 , the accuracy of ANM is significantly influenced by the number of pairs, which is mainly because ANM cannot draw any conclusion about directions in many indeterministic cases and does not make any decisions on the directions of those edges. Usually, however, such types of relations widely exist in multidimensional networks. Similarly, IGCI is suitable only in the bivariate case, and its performance also depends on the number of pairs. Specifically, although all the edges can be oriented, the performance of IGCI can sometimes be worse than random choice (e.g., SHDLC93, Boerlage92).
In the field of network security, attack graph based network security risk assessment is a new application. The target optimal attack subgraph is generated after the attack target is determined. It is a subgraph of the global attack graph with the target as the termination node and without the loop [23] . We can use BuildPath to obtain all the attack paths that arrive at the target, For example, the simplest attack path corresponding to Fig.4 . is shown in table 3:
Using the method of removing the attribute nodesčand leaving only the attack nodes, the attack dependency graph is formed to increase visibility. The attack dependency diagram in Fig.4 . is shown in Fig.5 .
Further research work, we apply the algorithm to the network attack graph analysis and prediction, the algorithm can find the network attack factors and the intensity of the causal relationship, provide the network attack graph model is more real for researchers.
B. PERFORMANCES ON THREE SUBSTRUCTURES
In this experiment, we evaluate CDI in solving ODS, NTS, and TES in the Hailfinder (12% of edges are contained in triangular structures) and Oil_wildcatter (48% edges are contained in triangularstructures) networks, with different sample sizes {30, 50, 100, 200, 500, 1000, 5000, 10000}. We report four curves, showing the accuracies of the whole network (denoted by CDI), ODS, NTS, and TES.
As shown in Fig. 6 , the evaluation of CDI on the Hailfinder network shows that the performance of ODS is slightly better than those of NTS and TES, and reaches nearly 96% when the sample size is above 1000. This is because, when the sample size is relatively lower, the conflicts between ODS and TES or NTS are likely to be resolved according to the direction of ODS. This is because, in the ODS case, we test only the dependencies between two variables, do not need any conditional set, and the structure of ODS is very simple.
In contrast, the performances on NTS and TES are significantly impacted by the CI testing method, and the accuracy of CI testing relies on a given (local) structure. Thus, CI testing always requires a larger sample size when the structure is considerably complicated. We can see that the curves of ODS, NTS, and TES have an in-creased tendency to overlap, with increased sample sizes. Furthermore, in this case, the accuracy of TES has the most obvious change between sample sizes of 30 to 10000, (50% to 98%), since TES needs more samples than ODS and NTS.
The evaluation of CDI on another network, Oil_wildcatter, is shown in Fig. 7 . We can see that the rising trends of the four curves are similar to the performance on the Hailfinder network. But, the performance of TES is worse than the others. Note that 40% of the edges are contained in triangular structures, so some of the edges cannot be oriented or consistently extended.
In practice, we also apply our proposed method to the Continuous Additive Noise Model [18] with a kernel-based conditional-independence testing method [22] and obtain results similar to those in the discrete case. However, we do not present these results here due to space constraints.
VII. CONCLUSIONS
To support correct security analysis based on Bayes-ian causal model, in this paper, we present a general and scalable method for learning Bayesian causal model from multidimensional datasets. While most existing methods are based on V-structure learning or asymmetry detection, CDI takes into account three possible types of sub-structures of an arbitrary network to discover causal directions in a more general way. Strong theoretical analysis proves the effectiveness and correctness of CDI under a general multi-dimensional network. However, without using a refinement step in some special cases, CDI is unable to satisfy the completeness condition. Nonetheless, experimental results demonstrate that our method is more general and effective than the state-of-theart methods.
