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Abstract Nowadays, organizations have to adjust their business processes along with the
changing environment in order to maintain a competitive advantage. Changing a part of the
system to support the business process implies changing the entire system, which leads to
complex redesign activities. In this paper, a bottom-up process mining and simulation-based
methodology is proposed to be employed in redesign activities. The methodology starts with
identifying relevant performance issues, which are used as basis for redesign. A process
model is “mined” and simulated as a representation of the existing situation, followed by
the simulation of the redesigned process model as prediction of the future scenario. Finally,
the performance criteria of the current business process model and the redesigned business
process model are compared such that the potential performance gains of the redesign can be
predicted. We illustrate the methodology with three case studies from three different domains:
gas industry, government institution and agriculture.
Keywords Process redesigning · Process mining · Simulation · CPN Tools
1 Introduction
Current business environments evolve increasingly fast due to new markets, changing gov-
ernment rules and emerging technologies. As a result, organisations have to adjust their
business processes along with the changing environment in order to maintain a competitive
advantage [11,19]. Furthermore, business processes may not perform as desired according to
various measures, and have to be redesigned consequently. The causes of these performance
issues should be identified in order to propose suitable redesign goals that may solve the
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performance issues of the business process. Additionally, the appropriate indicators should
be formulated, in order to be able to verify whether the initial goals were met and determine
the success of the redesign.
There is a vast literature concerning redesign of business processes [6,11,13] and simula-
tion of business processes [4,16]. Redesign of a business process can be executed based on
process documentation (top-down) or based on process data (bottom-up). The latter approach
focusses on identifying performance issues of the actual process and potential improvements
based on available process data. Process models can be obtained using automatic discovery
of information from event logs, which is called process mining. The discovered models can
be used as a feedback tool that helps auditing, analyzing and improving already enacted
business processes. For an extensive overview about process mining, see [23].
There have been attempts to combine process mining and simulation techniques in order
to perform simulations of the business process using the obtained process models as a starting
point. For instance, Rozinat et al. refer in [15] to the Protos2CPN tool [5], which translates Pro-
tos process models into Coloured Petri nets (CP-nets or CPNs). Coloured Petri nets combine
the strengths of ordinary Petri nets with the strengths of a high-level programming language
[2,8]. Rozinat et al. [15] show that a business process can be discovered and then simulated
with the aid of the ProM framework [21] and CPN Tools. The authors have illustrated this
approach with one artificial example and two real cases. They also mention that “for struc-
tured processes this works well. However, for more chaotic processes it is difficult to produce
models that are easy to interpret and analyse”. Furthermore, the case studies discussed in
Rozinat et al. [14] seem to be very similar to each other: the institutions considered were both
municipalities, whereas the information systems producing the logs were workflow systems.
This paper proposes a methodology that combines process mining with simulation, which
enables an organisation to redesign the business process and predict the future performance
of that process based on the simulation. However, in contrast to existing approaches, the pro-
posed methodology is explicitly addressing less structured processes, which are supported
by various (legacy) information systems.
In Fig. 1, the proposed approach is presented, where three process models are constructed:
(i) model M1 based on the logged data, (ii) model M2 that aims to simulate the current As-Is
situation and (iii) model M3 that proposes a redesign (To-Be) scenario. The performance
criteria corresponding to each of these three models (P1, P2 and P3) are reported for compar-
ison purpose. In this paper, three distinct case studies are presented to explicitly describe the
application of this methodology in practice, and to illustrate its potential results. In addition,
for each case study, an example will be provided on how the redesign scenarios can be inter-
preted. The case studies have been specifically selected to be distinct, in order to illustrate
how to deal with specific difficulties encountered in each case.
The article is organised as follows. In Sect. 2, the three case studies are described and
investigated with respect to the performance criteria issue. The mining of the As-Is process
model and related substeps are presented in Sect. 3. The simulation of process models in the
As-Is and the To-Be situations are shown in Sect. 4. The last step of the proposed method-
ology, concerning comparison of the As-Is with the To-Be models, is presented in Sect. 5,
followed by the conclusions in Sect. 6.
2 Case studies and identification of performance criteria
Redesigning business processes focusses on specific redesign objectives, which can be
expressed by selecting the appropriate performance criteria. The performance criteria define
123
Redesigning business processes 269
Performance
(P2)













Fig. 1 The overall approach
how the business process is assessed. Based on this performance assessment, the proposed
redesign will be created.
Redesign goals can range from incremental to radical change. According to Hammer
and Champy [6] in Business Process Re-engineering (BPR) the central topic is improving
the management of processes. According to Davenport and Short [3], “BPR is driven by
a business vision which implies specific business objectives such as Cost Reduction, Time
Reduction, Output Quality Improvement, Quality of Work Life, Learning and Empowerment.
For Johansson [9], BPR is used to improve the performance of organisations as measured
by cost, cycle time, service and quality. Short and Venkatraman [17] emphasised on the cus-
tomer point of view as the BPR goal, namely the focus on improving product distribution
and delivery performance to the customer.
The focus of BPR may concern different aspects: product standardisation, tasks design,
routing, prioritising, information exchange, work allocation, IT support, process information,
production control, and management style [25]. Consequently, Key Performance Indicators
(KPIs) such as service time (total time spent on case), waiting time (total idle time of the
case), resource utilisation, number of errors, etc., must be measured [25].
Depending on the business objectives and the redesign goal, adequate performance cri-
teria need to be considered. In order to illustrate our proposed methodology, we selected
three different case studies: a business process in a Dutch company active in the gas sector,
the workflow process of a Dutch governmental organisation and a decision support system
supporting the decision making activities of a Dutch agricultural organisation. These case
studies are different with respect to their business goals and redesign objective, and, therefore,
present different challenges to the proposed methodology.
2.1 Case study 1: Gas company
The first case study considered is a Dutch company1 from the gas sector; we refer to the com-
pany as the Gas company. The liberalisation of the gas market has led to the emergence of
challenges such as new and different market players, new business processes, new roles and
new information needs. In response to these changes, the Gas company has to redesign its busi-
ness processes, including its information systems and the underlying processes. One of the
changes from the gas sector after liberalisation is the increased externalisation. Information
needs from external parties such as shippers (the trading companies in the gas market) become
as important as internal information needs, which both impact existing IT architectures and
1 The names of the institutions considered in this paper are omitted because of confidentiality reasons.
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infrastructure. Furthermore, as the number of customers and their demands increase, perfor-
mance is becoming an important issue. Therefore, the Gas company wants to redesign its
business processes and the information systems supporting these processes, while achieving
high-performance gains.
In case of the Gas company, the focus is to redesign, among others, one of the processes
involved in booking gas capacity, considering some operational performance measures. The
main concern is the entire throughput time of this process, as customers want to be able to
get the service as fast as possible. Throughput time is defined as the average time that is
required to perform an activity or a process [7]. A bottleneck is defined as a step in a process
that has the highest utilization of the entire process [7]. High utilization easily results in high
throughput times caused by long queueing times [7]. For this reason, performance can be
influenced by the location and severity of the bottlenecks present in the process. Therefore,
the number of bottlenecks and their severity are also used as performance measures.
2.2 Case study 2: Governmental institution
The second case study is a Dutch governmental institution responsible for collecting fines.
The process of fine collection concerns the entire flow of activities from initial regulation to
payment, which includes the first and second reminders.
Over the last few years, the work of the governmental institution has grown to the nine
main activities currently being executed. As a result of this gradual growth, and due to spe-
cific problems of these main activities, for each of them a bespoke information system was
developed. Subsequently, the increasing number of systems became more difficult to manage
over the years. Furthermore, the change of the current systems, as well as the development
of support for new products became more time-consuming. At the moment when this case
study was performed, the current systems have been developed to process approximately
3 million cases, when actually the need was to process nearly 10 million cases per year.
The Governmental institution was interested to investigate the process underlying the
workflow of processing fines with the aim of rearchitecting the IT infrastructure. As a result
of the increasing amount of cases, the IT capacity was insufficient. Therefore, the govern-
mental institution was interested in performance measurements (such as throughput time and
number of bottlenecks), in order to redesign the IT infrastructure in case of structural prob-
lems (deadlocks, infinite loops, etc.). The company intended to reorganise their processes in
order to increase efficiency and decrease throughput time.
A case (process instance) is a fine that has to be paid. Each fine corresponds to one inde-
pendent case. The particularity of this process is that it stops, as soon as the fine is paid.
In total there are 99 distinct activities, denoted by numbers, which can be executed either
manually or automatically. The fines information is collected for 130,136 cases.
2.3 Case study 3: decision support system
The third case is about redesigning a Web-based decision support system (DSS) that supports
agricultural users. A DSS is perceived as a computer system that aids people in making a
decision regarding a specific domain [10]. The goal of this specific DSS is to ensure that
agricultural users gain insight into damages caused by some parasites and the financial con-
sequences of the selected cultivar. However, it was shown that the DSS was not used by the
agricultural users as planned [12]. In contrast to Shyu et al. [18], the goal of this case is not
only to discover usage patterns, but also primarily to identify redesign incentives to improve
the fulfillment of the Web site goal.
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The interface of DSS consists of several pages. Web pages do not have the same function,
which depends on the purpose of the Web site. In our case, since the goal of the site is to pro-
vide the agricultural users with information about different yield scenarios given the chosen
factors, the following types of pages can be distinguished: (i) the pages reflecting the site’s
goal, e.g. containing information about the yield, (ii) the pages that can lead to fulfilling the
site’s goal, and (iii) the other pages. Using the notion of concept hierarchies, or service-based
hierarchies [20], we determine action pages (a page whose invocation indicates that the user
is pursuing the site’s goal), and target pages (a page whose invocation indicates that the user
has achieved the site’s goal).
According to the mapping between Web pages and phases of the decision making process
mentioned in Ma˘rus¸ter et al. [12], ‘Action’ pages correspond to the Information gathering
phase (where the user is supported to explore the selection of the cultivar, by specifying
field characteristics and the PCN history), and ‘Target’ pages correspond to the Design phase
(where the system provides the user with one or more possible solutions). The Choice phase
does not have any corresponding pages in the DSS, the final decision is actually taken by the
user outside of the system. Based on this mapping, the DSS is said to support the Information
gathering and Design decision making phases if the corresponding ‘Action’ and ‘Target’
pages are visited to a comparable extent. This statement is used to establish performance
criteria for redesign, e.g. goal fulfillment. Redesign measures have to be implemented when
the statement is not satisfied.
3 Mining the As-Is process model
Most of the organisations use information systems to support the execution of their business
processes. These information systems typically support logging capabilities that register the
tasks or activities which have been performed in the organisation. Typical log data usually
consist of cases (i.e. process instances) that have been executed, the times at which the tasks
were executed, the persons or systems that performed these tasks and other kinds of data.
Such logs, known as event logs, are the starting point for process mining.
The process mining methods target the automatic discovery of information from such an
event log [23]. This discovered information can be used to deploy new systems that support
the execution of business processes or as a feedback tool that helps in auditing, analysing
and improving already enacted business processes. Since process mining techniques gather
information about the actual flow instead of the alleged process flow, some differences may
be expected between the processes identified by the logs and the formal description of the
process as provided by available documentation.
3.1 Logging and data processing
The data used in process mining may or may not require further processing steps, depending
on existing system log functionalities, logging objectives, etc. The three cases considered in
this paper illustrate three different situations:
1. Gas company case: the logging functions have been designed with a different purpose
than process mining. Therefore, additional conversion steps are necessary to process the
log data in order to prepare them for process mining;
2. Governmental institution: no conversion was necessary;
3. DSS case: additional functions have been embedded in the application to make process
mining possible.
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In case of the Gas company, three types of logs were available, depending on the type
of information systems: (i) the log of the ERP system, (ii) the log resulting from the inter-
action between the front-end system and company’s clients, and (iii) the log of interfacing
between these two systems. The logged data consisted of a number of irrelevant fields and
details, and had to be converted to a suitable format before they could be used in process
mining.
The analysis starts with identifying the complexity of the log data. First, the original log
data belonging to the considered process consist of 142 different activities, which occur in
various process instances. Second, the level of aggregation in the raw log data showed strong
variations. For process mining, it is essential that activities recorded in the logs share the
same level of aggregation, in order to be comparable and consistent. The eventlog data as
provided by the information system may be very inconsistent concerning the level of granu-
larity, because in many cases the application developer decides ad hoc to log a certain activity
during development time. For instance, the log contains high-level activity entries like for
example ‘Booking’, and low-level entries such as ‘Registry error’.
Determining the level of granularity and grouping is not a feature that is provided by
ProM, as this is very context dependent. Therefore, it should be performed in consultation
with a process expert of the case at stake. In order to construct a suitable log file, two basic
types of conversions should be executed. First, the raw data are merged in a log file containing
data at the same aggregation level. Second, the obtained data are converted into a data format
acceptable by the ProM framework.
An example of the raw data is shown in Fig. 2. This raw data log file originates from
three different log types: the on-line application providing Front-end customer support, the
ERP system and the Interface application. When investigating the raw logdata, related activ-
ities, which we will call low-level activities, can together constitute a higher level activity.
The higher level activity is represented by registering the start and end time stamp, which
corresponds to the timestamp of the first low-level related activity, and the timestamp of the
last low-level related activity, respectively. As a result, the group of low-level activities is
replaced by one single high-level activity entry comprising two rows, stating the start and end
timestamp. In this case, the timestamps of the first low-level activity of the group is used as
start event, and the timestamp of the last low-level activity of the group is used as end event.
For instance, in Fig. 2, the first three low-level activities ‘Booking inserted’, ‘WorkFlow
DoNextstep’, and ‘Bookingstatus = 12’ could be merged into a high-level activity ‘Request
For Booking’.
Determining the suitable level of aggregation throughout the log files it is not straight-
forward. Therefore, consultations with the process expert are required in order to determine
the appropriate level of aggregation. The identification of the start and end of a high-level
activity can be done in the following ways:
– Based on activity names. Activities may share common labels in their names. Corroborat-
ing with the fact that such activities occur in a particular order, it may be a clue that they
could be merged. For identifying the criteria of determining high-level activities based
on activity names, a process expert should be consulted, who has a better understanding
of all activities. For instance, in Fig. 2, activities related with “financial check” can be
merged into one high-level activity “Financial Check”.
– Based on user type. The activities performed by certain user types can be merged as
one high-level activity. For instance, in Fig. 2, the first five activities performed by the
front-end users (‘User_id’) can be merged into one high-level activity.
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– Based on logtype change. The logtype may indicate, for example, which system gener-
ated a particular activity. The ‘Logtype’ attribute in Fig. 3 shows that an activity can be
performed by the FrontEnd system, by the ERP system, or the Interface system.
We choose to merge the raw data based on the logtype change. Using the attributes Time-
Stamp and Rec_id, the first three activities ‘Booking inserted’, ‘Workflow DoNextStep’ and
‘Bookingstatus = 12’ are merged into a new activity called ‘Request For Booking’. The results
of the merging method are shown in Fig. 3. Note that in the merged log file, the column ‘Event-
type’ indicates the start and the end of that high-level activity ‘Request For Booking’. The
log-entries generated by the Interface system (‘LogType’ Interface) are reproduced without
changes, because we are also interested in tracking throughput times in between the on-line
application and ERP system.
In the situation of the Governmental institution, a case (process instance) is a fine that
has to be paid. Each fine corresponds to an independent case. In total there are 99 distinct
activities, denoted by numbers, which can be executed either manually or automatically. The
log is the result of recording activities of a workflow system, which has built-in functionality
for logging each workflow step.
Unlike the Gas company case, the data of the Governmental institution did not require any
merging, due to the consistent level of aggregation. The activities in the log file correspond to
a certain process-step in the workflow-system, resulting in a comparable level of granularity.
However, because of the high amount of activities, only those activities that occur in more
than 2% of all activities in a case will be considered in further analysis. The total amount of
data relates to 130,136 cases. In order to speed up the analysis process, a random sample of
5% of the process instances has been selected. An example of the raw data of the Govern-
mental institution2 is shown in Fig. 4. The Planned_date and Executed_date were used as
timestamps for the beginning and the end of an activity (Trigger_date attribute was ignored).
Our third case study, which concerns a DSS application, contained Java Beans built-in
functionality for logging navigation behaviour. Agricultural user’s navigation behaviour is
logged in a movement file (MOV), which contains information concerning the movement
from one ‘source’ page to a ‘destination’ page, such as time stamp, name of source page,
name of destination page, and the button used. Table 1 shows an example of the DSS naviga-
tion sequence, recorded in a MOV file. It can be seen that the user sequentially accesses five
types of pages, mostly by pressing the ‘Next’ button. In total, 763 user sessions belonging to
501 individual users have been logged and employed in the analysis.
Finally, for all case studies, the raw data are converted with the aid of the ProMImport
framework to a format that is accepted by the process mining tool ProM [21].
3.2 Obtaining the “reality” process model
A process model can be constructed with the aid of process mining tools using different
sources of information. The result of the process mining could have different representa-
tions: heuristics nets, Petri nets, Event Process Chains (EPC), etc.
In order to construct a process model, a suitable process mining algorithm should be
selected, which is able to produce a Petri net. However, because the quality of the log data
is uncertain, we need an algorithm robust to noise and exceptions. The heuristic miner algo-
rithm seems to be a good candidate, since it is based on patterns frequencies, which makes it
2 For confidentiality reasons, the labels of original data are translated from Dutch to English, according to the
own interpretation of the authors.
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Fig. 4 Example of the raw log file in the Governmental institution case
Table 1 An example of a
movement log file in the DSS
case
Time stamp FromPage ToPage Button
2004-12-22 22:13:29 pageA1 pageA2 NEXT_BUTTON
2004-12-22 22:13:35 pageA2 pageA3 NEXT_BUTTON
2004-12-22 22:14:00 pageA3 pageT1 NEXT_BUTTON
2004-12-22 22:14:26 pageT1 pageT2 NEXT_BUTTON
2004-12-22 22:16:16 pageT2 pageT1 BACK_BUTTON
2004-12-22 22:16:25 pageT1 pageT2 NEXT_BUTTON
is possible to focus on the main behaviour in the event log [24,26]. In addition, the heuristic
net can be converted into a Petri net for performance analysis (see Sect. 3.3).
A heuristic net (HN) is a graphical representation, consisting of rectangles, which cor-
respond to transitions or activities, and arcs, which indicate the existence of relationships
between activities [27]. There are two special activity names, ArtificialStartTask and Arti-
ficialEndTask that refer to a generic start or end activity indicating the start and end of the
entire process. The ArtificialStartTask and ArtificialEndTask are required in any case.
The process mining tool ProM provides the ability to check the quality of the resulting
process models. This is a form of conformance testing between the model and the transaction
logs. A useful measure in this sense is called ‘Continuous semantics fitness’ (CSF), which
calculates the degree with which the model is able to describe the “reality” contained in the
log data. It ranges between a minimum of 0 (no fit) and maximum 1 (perfect fit) (for details
see [15]).
For all the case studies, we will first use the heuristic miner algorithm for developing
the process model with the default parameters. Second, we will perform the conformance
check and calculate the CSF measure. If an insufficient value is obtained for this measure,
subsequent process models will be constructed by adjusting heuristic miner parameters, until
the CSF measure attains a sufficient value.
3.2.1 The process model of the Gas company
During the placement of an order by the customer, there is an exchange of messages between
the ERP system and the system designed to support the on-line activities of the Gas company.
We consider the order identifier as the process mining case.
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Fig. 5 The process model of the Gas company represented as a heuristic net, using default parameter settings
In Fig. 5, the process model of the Gas company is represented as a heuristic net using
default parameters. The term ‘complete’ refers to a finished action (in terms of a finite-state
machine, an activity can be in the states ‘new’, ‘sent’, ‘active’, ‘suspended’, ‘complete’, etc.).
The number inside the rectangle shows how many times an activity has been executed.
For instance, activity ‘Request for Booking (start)’ occurred 3,505 times. The arcs between
two activities A and B are labelled with two numbers:3 (i) the first number, between 0 and 1,
represents the causality/dependency measure between A and B. (ii) An integer number, which
represents the co-occurrence frequency of A and B. The higher the causality measure is, the
stronger the relation between A and B. In Fig. 5, between activity ‘Request for Booking (com-
plete)’ and ‘Miniworkflow TX_O (start)’ the first number 0.993 is the causality/dependency
measure, and the second number 926 represents the co-occurrence frequency.
Because the Heuristic Miner is based on the frequency of patterns, it is possible to focus
on the main behaviour in the event log. However, if a log file contains a large number of
outliers, this may be reflected in some irregular transitions in the heuristic net. In some cases
3 For more details, see [27].
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Fig. 6 The process model of the Gas company represented as a heuristic net, after cleaning
these irregular transitions are obvious, like the self-loop of the TX_O complete event or the
transition between TX_B start to ArtificialEndTask. In most of the cases, however, a process
expert is required to reveal these irregular transitions in the model.
For the Gas company, the continuous semantics fitness is 0.33, which shows a moderate
to low fitness between the model and the log. This could be attributed to the presence of
some noisy cases or outliers. In order to resolve the influence of outliers, ProM provides a
plugin to identify these irregular process instances. The Fuzzy miner plugin can be used to
identify cases that have low conformance with the model. All process instances are shown,
and for any given case, it is stated whether the corresponding flow of activities concern an
irregular transition or not. Process instances containing 75% or more irregular transitions
were eliminated.
In Fig. 6, the cleaned process model of the Gas company is shown as a heuristic net.
Shippers can book transport capacity at entry points and at exit points using the front-end
system. This is represented by the Request for booking activity. However, before awarding
transport capacity to a shipper, an availability and a technical transport tests are performed.
These tests are performed using the ERP system. Furthermore, the contracting and billing is
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handled by the ERP system. The process of both the transport tests and the contracting and
billing are merged to the activity Miniworkflow. A distinction is made between automatic
and manual activities, namely between automatic online booked capacity (TX_O and TN_O)
and background processed manual bookings (TX_B and TN_B). The activities representing
automatic activities are preceded and followed by interface activities, namely the exchange
of messages between the front-end and the ERP system.
Based on the heuristic net model, “the most common pattern” can be obtained, which
consists of ArtificialStartTask → Request for booking (1,355), Request for booking →
CB_Request saved to be sent (1,673), CB_Request saved to be sent → A request is sent
to ERP (1,639), A request is sent to ERP → Miniworkflow TX_O (1,569), Miniworkflow
TX_O → ERP_CB_REPLY (1,576), ERP_CB_REPLY → Request for booking (1,654) or
ERP_CB_REPLY → ArtificialEndTask (999).
Upon inspection of the resulting heuristic net, it can be concluded that a loop occurs before
the process ends. This loop either points to the execution of the different Miniworkflow activ-
ities again, or to restarting the process with Request for booking. Out of the 2,831 cases, only
999 completed, while the majority of them restarted the process. The execution of activities
involved in such a loop may provide interesting insights into the actual process flow of the
Gas company. For example, after ERP_CB_Reply is executed, the Miniworkflow TX_O is
recalled again, due to a system error that may have occurred (in which case the user should
provide a revision of data). In cases where it is not possible to book capacity automatically,
the orders are processed manually, which results in a switch between automatic Miniworkflow
TX_O to Miniworkflow TX_B. If the order is completed or abandoned, the process ends with
ArtificialEndTask.
After cleaning the log file, the model was tested for conformance. The ‘Continuous Seman-
tics fitness’ measure is equal to 0.9895, which indicates that the conformance of this process
model with the cleaned log is considerably higher than the previous process model based on
uncleaned logfile.
3.2.2 The process model in case of Governmental institution
The log data from the Governmental institution contained a very large number of cases
(130,136). Therefore, a random sample of 5% of the process instances was selected. Figure 7
shows a heuristic net representation of fine collection process model using default parameters.
The heuristic net of the Governmental institution also shows some irregular transitions,
as represented by the self-loops of e.g. “07 (complete)”. Furthermore, the low value (0.42)
of CSF also implies the presence of noisy instances that had to be eliminated. Using the
ProM Fuzzy miner method, outliers are identified. However, removing these outliers did not
significantly increase the ‘Continuous Semantics fitness’ measure in this case. Improving the
fit between the heuristic net and the data can be obtained by adjusting the threshold param-
eters for the heuristic miner. The threshold parameters indicate the conditions under which
additional connections can be displayed in the model. For example, the positive observa-
tions parameter indicates the amount of positive observations required to create a connection
between two activities in the Heuristic net. Increasing the positive observations threshold
results in a more generic process flow. By setting this value to 200, the ‘Continuous seman-
tics fitness’ increases to 0.97, which shows a very good fit between the model and log. The
value of positive observations threshold can be repeatedly increased, until a satisfying value
for the CSF measure is obtained.
In Fig. 8, the process model of the Governmental institution is shown as a heuristic net,
with parameter tuning. After receiving the case-related documents, the process starts with
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Fig. 7 The process model of collecting fines in case of the Governmental institution, represented as a heuristic
net, using default parameter settings
the automated activity Initial regulation, which is identified with label “02”. An example of
this activity could be the sending of a transfer form, specifying the fine amount that must be
paid). If after 8 weeks the fine is not paid, a reminder is sent automatically via the activity
“06”—First reminder). If still no payments are made after 8 weeks, activity “07”—Second
reminder sends a last reminder.
After this, a manual activity Judge standard verification (activity “13”) follows. Note that
after any of these activities a payment can follow, in which case the process stops. This is
indicated in the model by the activity ArtificialEndTask. This is also visible in the OR-split
after activity “07” ( Second reminder), representing a flow to either activity “13” (Judge stan-
dard verification), or activity “33” (Collection) or a payment (ArtificialEndTask). After the
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Fig. 8 The process model of collecting fines in case of the Governmental institution, represented as a heuristic
net, using parameter tuning
verification activity “13” (Judge standard verification), activity “02” (Initial regulation) can
be reactivated, or a reminder is sent—activity “06” (First reminder). Both manual activities
“13” Judge standard verification and “71” (Collection to judge) are in some cases executed
multiple times. As they are manual activities, it may take a considerable amount of time to
execute them more than once.
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Fig. 9 The mined behaviour corresponding to all agricultural users, using default parameter settings
Based on the model, “the most common pattern” can be obtained, which consists of
ArtificialStartTask → Initial regulation (6,522), Initial regulation → First reminder (5,573),
First reminder → Second reminder (4,378), Second reminder → Judge standard verifica-
tion (2,894), Judge standard verification → Judge: collection (2,216), Judge: collection →
Collection (2,215) and Collection → ArtificialEndTask (1,245). A most common pattern as
shown here, may reveal interesting information about the process. It can be observed from
the model that the majority of the fines require both a first and second reminder before the
fine is actually paid, although the reminders serve as an exception in case a fine is not paid
within 8 weeks.
3.2.3 The process model in case of DSS
In Fig. 9, the result of applying the ProM heuristic mining algorithm with default parameter
setting is shown. The focus is to grasp the patterns of navigation from one page to another
(we use the FromPage field of the log file, see Table 1). The file consists of 763 user sessions,
belonging to 501 individual users. The rectangles refer to transitions or activities, in our case
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to page names, such as Field, Order, etc. The number inside every rectangle shows how
many times a page has been invoked. The causality/dependency measure and the frequency
of occurrences are also reported besides each arc. For instance, in Fig. 9, Field page is imme-
diately followed 553 times by the Pcn page, with a dependency measure of 0.742, and 374
times by ArtificialEndTask, with a dependency measure of 0.996.
Figure 9 can be interpreted as follows. We can determine “the most common pattern”
which consists of ArtificialStartTask → Field (758), Field → Pcn (553), Pcn → Yield (530),
and Yield → ArtificialEndTask (221). The sequence Field → Pcn → Y ield is actually the
“prescribed” order of pages in the DSS system, e.g. the order in which pages are presented.
We notice the reversed link Y ield → Pcn, which may suggest that users change PCN
values to observe the impact on calculating the yield (the higher the values of PCN, the
smaller the yield). Also noticeable is the highly frequent self-recurrent link to Y ield (655).
The interpretation of these findings is that agricultural users in general use the prescribed
sequence of page invocation. The directed graphs reveal that the invocation of ‘Action’ pages
predominate. In Fig. 9, the sum of incoming arcs from ‘Action’ pages (Field, Pcn, Order) to
activity ArtificialEndTask is 374 + 162 + 342 = 878. This value is much larger than the sum
of incoming arcs from ‘Target’ pages (Yield, Crop) to the activity ArtificialEndTask, which
is 221 + 99 = 320.
The first conclusion is that pages from the category ‘Target’ are visualized significantly
less than ‘Action’ pages. This is a disappointing result, given the fact that the main goal of the
DSS is to provide detailed information about yield. Second, after each page type a significant
number of sessions stop (in Fig. 9, 374 after page Field , 162 after page Pcn). However,
we also observe a relevant activity whenever users do not end their sessions prematurely in
the earlier stages and proceed to visualise ‘Target’ pages. They repeatedly recall the Yield
page, and they revisit pages, which are not directly linked in the prescribed order (the reverse
link Y ield → Pcn). This fact illustrates that whenever users reach a ‘Target’ page, their
interest may rise. The number of visits to the Details page is surprisingly high: 279 times,
and even forms a path containing only one page (e.g. the path ArtificialStartTask, Details and
ArtificialEndTask (see Fig. 9). This suggests that users are interested in information about
different cultivars.
In the DSS case, the quality of the mined process model is initially represented by a ‘Con-
tinuous Semantics fitness’ measure of 0.28. Attempting to reduce the noise, Fuzzy miner
identified only one outlier, which was removed from the log. Increasing the positive obser-
vations parameter to 200, as in the previous case, results in an increase of the continuous
semantics fitness to 0.50. An interesting observation is that the change of the positive obser-
vations parameter caused a few self-loops to vanish (see Fig. 10). The fact that we could
increase the quality of the process model only to 0.50 lead us to conclude that there is no
unique generic navigation pattern, but different navigation patterns exhibited by different
types of users.
3.3 Analysing performance
For all the three cases, so far we have obtained process models that show a good fit with
the log. Therefore, we can rely on them as being good representations of the process flow
in reality. The heuristic nets representations of the process models can be converted to Petri
nets. Using the Petri net formalism, a performance analysis focusing on throughput times
and determining bottlenecks can be performed. In the following, we show the performance
analysis only in the Gas company and the Governmental institution (the third case study has
a different redesign focus with respect to goal achievement).
123



































































Fig. 10 The mined behaviour corresponding to all agricultural users, using parameter tuning
For the Gas company, an example of bottleneck analysis on activity level is shown in
Fig. 11, using the Petri net representation. The bottlenecks in the process are marked with
colours to indicate their severity. On the right-hand side, the overall throughput time of the
entire process is shown. On the bottom of the screen, information about the throughput time
of individual places and transitions are shown, such as waiting time, arrival rate, etc.
Given this information, different alternatives for redesign are possible, such as shortening
throughput time or eliminating bottlenecks. Activities that show a large average throughput
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Fig. 11 Example of assessing waiting time per bottleneck
time with a high standard deviation are potential candidates to be redesigned. Redesigning
these activities can either take place by increasing capacity or, in the case of a manually
executed activity, performing this activity automatically. By gradually decreasing the level
of granularity in the vicinity of a specific bottleneck can help to identify the cause of the
outliers and decrease the severity of the bottleneck.
In the Gas company case, for example, some very time consuming process instances are
caused by repeatedly occurring error-messages, which result in a loop of the Miniworkflow
TX _O high-level activity that was executed repeatedly until success. Some other details
can be revealed as well. For instance, in some cases, the Miniworkflow is switching from
automatic execution (Miniworkflow TX_O) to manual execution (Miniworkflow TX_B).
A similar situation can be identified for the ‘Request for Booking’ activity, which causes
a severe bottleneck. The booking process is not entirely automatically supported for some
specific capacity requests. The long throughput time in these cases can be attributed to the
occasional manual execution.
Concerning fine collection at the Governmental institution, a similar situation occurs. The
manual activity “71” (Collection to judge) causes large outliers in the overall throughput time
in some cases. Repeatedly invoking activities with long throughput times may have a huge
impact on the overall throughput time. Hence, the entire process may significantly benefit
by a sole optimisation of these specific activities.
4 Simulation of the As-Is and the To-Be process models
An essential step of the redesigning methodology is the simulation phase of our proposed
methodology. This phase consists of two separate steps:
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1. Create a (simulated) Petri net with CPN Tools, representing the As-Is process model, in
order to check the fit between the simulated process model (M2 in Fig. 1) and the process
model based on the raw data (M1 in Fig. 1).
2. Create a (simulated) Petri net with CPN Tools, representing the To-Be process model, in
order to check its performance (M3 in Fig. 1).
A Petri net is a graphical and mathematical modelling tool based on graph theory. Con-
current and asynchronous behaviour of discrete systems can be modelled using Petri nets.
In addition to the primitives for process interaction provided by Petri nets, CPNs offer the
definition of data types and handling of data values [8].
CPN Tools is a powerful tool for editing, simulating, and analysing CPNs, and it can also
be used for modelling Petri nets. In order to perform experiments with Petri net models, the
ProM framework is equipped with a plug-in, which imports logs based on Petri nets created
with CPN Tools. The ProM CPN library is a set of predefined functions that supports the
creation of MXML files based on the simulated CPNs. This library was created to facili-
tate experimenting with various process mining techniques and plug-ins. The details of this
plug-in are extensively described in CPN Tools [2].
The necessary steps for performing the simulation are described in the following sub-
sections. In Sect. 4.1, the proposed approach is described.4 In the next two subsections we
illustrate this approach with our case studies. We restricted our discussion of the simulation
only to the cases of the Gas company and of the Governmental institution. This selection was
done depending on the possibility to simulate performance indicators, namely the throughput
time and bottlenecks, such that a comparison between the As-Is and the To-Be situation can
be made. However, in case of a DSS, the simulation of goal achievement is not relevant, rather
it should be checked via a pilot study whether the To-Be situation shows improvements.
4.1 Create process models using CPN Tools
Modelling a Petri net in CPN Tools requires a specific structure to initialise the Petri net simu-
lation. Consequently, it should be present at the beginning of any model, regardless of the case
or process being modelled. In this structure, the case ID’s (individual process instances) are
generated and put into the system at an inter-arrival time of 100 s. A graphical representation
is shown in Fig. 12. Alternatively, it is possible to use a function instead of a constant to
insert an arrival rate with a certain distribution. In this example, the process instances are
created here at a certain arrival rate, which is fixed. In practice, there are business processes,
which can start with different activities or end with different activities. These processes do
not have a fixed start and end event. In ProM this is solved by providing each process with
constructs such as ArtificialStartTask and ArtificialEndTask. These constructs will be gen-
erated in the simulated model as well. Furthermore, they allow for a simple analysis of the
overall throughput time.
The code statements used to construct the CPN network are described below.
– i f id > 1,000 then 1‘(id + 1) else empty;. In this sequence the case id’s are ‘gener-
ated’. That is, this place and the transition Generator create tokens with a unique number
(id), which represents the process instance number. Generator is putting the token back to
the initial place under the following condition: if id > 1,000 then a new token is created
with value id + 1. Else no token is returned. Therefore, a maximum of 1,000 case id’s are
created and put into the system.
4 The material presented in Sect. 4.1 has been already published in [22]. However, in order to provide a
complete methodology, the text is reproduced.
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if id < 1000 then
  1`(id + 1)
else











action (addATE(id, "Art Start Task", ["complete"], calculateTimeStamp(), role0, []));
Fig. 12 Example of the first part of Petri net created with CPN Tools
– input (id); output (); action(createCaseFile(id)); During simulation, a new case-
file is created for each new case id. Each id generated by Generator is put into a new
XML-file, which later can be converted to a MXML-file using ProMImport.
– 1‘(id + 1)@ + 100;. This statement consists of several parts. A’ is the anti-place of A.
That is, A’ serves as a capacity-constraint. A’ contains only 1 token. Therefore, A can
only contain 1 case id at a time. Transition Arrival is putting a token with id + 1 back to
A’, thereby releasing a new case-id from Generator. The part @+100 means that every-
time a new case-id is released a time is added of 100 to the token. This statement serves,
therefore, as an interarrival time.
– input (id, role0); output (); action (add AT E(id, “Art StartT ask”, [“complete”],
calculateT imeStamp(), role0, [])); A new entry is added to the XML-file, containing
id as process instance, “ArtStartTask” as activity, “complete” as eventtype, calculate-
TimeStamp() as timestamp, and role0 as originator.
As was mentioned earlier, the analysis at the Gas company began at a high level, before
gradually moving to a lower level. In order to allow for such adaptations, the high-level pro-
cesses should be modelled as hierarchical transitions. In this way, the details can be changed,
while preventing the high-level structure from being affected. Hierarchical modelling is not
required in cases where the level of granularity is homogeneous among all activities and it
is unnecessary to adjust the level of detail.
Figure 13 shows the subnet of high-level activity A. Both the start and complete events
of this activity are recorded. The processing time is 100 s, but it is possible to introduce a
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action (addATE(id, "HL A", ["start"], calculateTimeStamp(), role0, []));
input (id, role0);
output ();






















Fig. 14 Example of XOR-split modelled in CPN Tools
function to represent a certain distribution. Finally, in this particular example, the capacity
of this activity is set to 50. That is, only 50 process instances can be processed at a time. In
the real world, this implies that a certain service can only process 50 requests at a time. This
variable depends on the process and can, therefore, be different for each process or activity.
The place ‘Capacity’ serves as an anti-place containing 50 uncoloured tokens.
A process may contain many XOR-splits (see Fig. 14). For example, two activity sequences
may occur: ABC and ACB. Suppose that the sequence ABC occurs 100 out of 500 times and
the sequence ACB occurs 400 out of 500 times. This implies a relative frequency of 20 versus
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80%. As standard Petri nets only support OR-splits, in which activity sequences occur on a
random basis, a way to model an XOR-split has to be devised. In CPN Tools, a datatype with
two tuples, containing a datatype that is required in the token, and a probability integer should
be created. Suppose, for instance, that the token contains an integer representing the process
instance. Before the XOR-split, this datatype should be converted to a datatype consisting of
two tuples: one containing the original value, and one containing the a random value between
0 and 999. Based on this value, a decision can be made to which place a token should be
produced.
Figure 14 illustrates the above discussion. Before place A, the token id is converted to a
datatype containing an integer and a random value. After transition Silent XOR the token can
either go to place B with a probability of 20.0%, or to place C, with a probability of 80.0%.
4.2 Modelling distributions
The average throughput times of the activities along with some parameters can be obtained
from ProM. In many cases, the throughput times can be assumed to be exponentially distrib-
uted. Since extreme outliers may be present in business processes, a more detailed analysis of
the throughput times distributions is recommended, in order to model the process as accurate
as possible. Distributions that are not provided as standard function by CPN Tools can be
approximated using combinations of other functions. However, CPN Tools does not sup-
port variables containing real numbers. For this reason, it is not possible to create a custom
function to describe the distribution, which implies that a function has to consist of multiple
standard supported functions. A more thorough analysis of the exact distribution might reveal
that the distribution for a particular activity consists of several standard distributions, defined
for a domain. For instance, 70% of the cases follow a normal distributed with mean a, while
the remaining 30% are exponentially distributed with mean b.
These types of distributions can be modelled in CPN Tools following three steps:
1. Create list of throughput times (using query). For the activity to be approximated, cre-
ate a list of all the throughput times for that specific activity. Throughput times can be
obtained by creating a list with the differences between the start and complete event of
the activity.
2. Determine distribution, mean etc. (using graphs). Next, the distribution form can be
obtained by plotting the data into a graph. By this way, the family of functions can be
determined. Furthermore, the mean, maximum and outliers are to be determined, in order
to obtain the required parameters.
3. Create approximation in CPN Tools. The distribution function, along with the parame-
ters, can be inserted into ProM. Due to uncertainties that may occur from the distribution
approximations, it is advisable to create a temporary Petri net for testing purposes, con-
taining an activity with the derived distribution. This small temporary Petri net should
be executed with ProM and give the same results with respect to the throughput time for
that specific activity.
4.3 Assessing the fit of the simulated model with the reality model
Once the approximation of the distributions are as close as possible to the real values, the
Petri net of the simulated model can be built. The closer the approximation, the more reliable
is the prediction of the To-Be model. Since the intention is to obtain a simulated model sim-
ilar with the initial model based on real data, the following indicators of similarity between
models M1 and M2 are proposed (see Fig. 1):
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Fig. 15 Gas company throughput time distribution of model M1
Fig. 16 Gas company throughput time distribution of model M2
– Process flow and semantics. Both models (M1 and M2) should show the same process
flow expressed as ordering of activities and Petri nets constructs. Also, with respect to
semantics, the activity labels should be identical.
– Throughput times. Throughput times per activity and the overall throughput time of the
entire process for the reality process model M1 should be identical with the simulated
process model M2.
– Bottlenecks. The location and severity of bottlenecks for process model M1 should be
identical with the location and severity of bottlenecks for model M2.
For assessing the fit in case of the Gas company model, the Petri net model created with
CPN Tools (M2) is compared with the Petri net model based on real data (M1). First, the
process flow and semantics are inspected, and no deviations are found. For example, if a small
deviation exists in that respect, it can be solved easily by modifying the XOR-relationships.
Second, the throughput time values are inspected, both per activity and per overall throughput
time. Deviations between the throughput time of M2 and M1 can originate from multiple
causes, such as the complexity of processes or the presence of outliers, which makes it
difficult to obtain similar distributions.
Figures 15 and 16 show the difference between the real process and the simulated process,
with respect to the distribution of the overall throughput time (in seconds). Third, the number
of bottlenecks, their location and severity are inspected, yielding also comparable values.
The following conclusions were drawn after assessing the fit between the simulated model,
M2, and the real model, M1, for the case of the Governmental institution. The fines collection
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Fig. 17 Governmental institution throughput time distribution for model M1
Fig. 18 Governmental institution throughput time distribution for model M2
process does not contain any parallel executions; all process steps are executed sequentially.
Furthermore, very few loops exist that cover multiple activities, which implies that the overall
throughput time of model M2 is easier to match with the reality model M1 (the existence of
loops may determine the appearance of bottlenecks or increase bottleneck severity). Thus, in
the Governmental case, the throughput time per activity is primarily influencing bottlenecks.
As shown in Figs. 17 and 18, the simulated distribution of the overall throughput time is a
close approximation of the reality model M1.
5 Comparing the As-Is process with the To-Be process model
As we have mentioned earlier, the final goal of any redesign project is to improve the current
design (As-Is), considering the chosen performance criteria. In this section, we illustrate
potential benefits in the To-Be situation that can be acquired by replacing the manually exe-
cuted activities with the automatic activities, in both the Gas company and the Governmental
institution case studies.
In the Gas company case, the ‘Request for Booking’ activity is processed by the front-
end application, and usually starts as an automated process. However, in some cases, this
activity is manually processed. Manual activities usually have a longer throughput time than
the automatic activities, as was shown in the analysis of bottlenecks where manual processes
were responsible for extreme throughput times values for ‘Request for booking’.
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Table 2 Gas company:
comparing ‘Request for booking
activity’ throughput time of As-Is
with the To-Be situation




Standard deviation 81,703.4 37,134.82
Fast 25% 143.36 27.79
Slow 25% 83,373.98 36,053.81
Table 3 Gas company:
comparing the As-Is with the
To-Be situation, entire process




Standard deviation 168,746.15 113,528.23
Fast 25% 463.57 214.72
Slow 25% 330,133.39 243,016.02
As an illustration of a possible redesign strategy, the ‘Request for Booking’ activity is
used to identify the possible performance gains by replacing manually executed activities
with automated activities. Two comparisons are performed:
1. Only for ‘Request for Booking’ activity. The throughput time of the ‘Request for Book-
ing’ activity where also manual processing occur (the As-Is situation) is compared with
the throughput time of the ‘Request for Booking’ activity, when it is only automatically
processed (the To-Be situation), see Table 2.
2. For the entire process. The throughput time for the whole process is calculated, when
‘Request for Booking’ activity includes also manual processing (the As-Is situation). This
value is then compared with the throughput time of the whole process, when ‘Request
for Booking’ activity is only automatically performed (the To-Be situation), see Table 3.
In Tables 2 and 3, different measures of throughput time are shown, namely the average
and standard deviation, the maximum and minimum obtained, and the fastest 25% of process
instances, respectively the slowest 25% process instances. It is clearly visible that a major
improvement can be obtained by replacing manual executions with automatic ones. Table 2
shows that a major improvement has been obtained in the throughput time for the ‘Request
for Booking’ activities, whereas in Table 3 the effects of the throughput time reduction is
shown concerning the entire process. Moreover, the amount of outliers is reduced, along with
the standard deviation.
For the Governmental institution case, in the heuristics net from Fig. 17, the focus is on
the loop surrounding activity “71” (Collection to Judge). This iteration points to a manual
process, which may consume a considerable amount of time, according to Table 5. Since
this activity is related to a severe bottleneck in the process, automating it will result into a
decrease in throughput time, as well as a corresponding drop of the throughput time of the
entire process. From Table 4, it is visible that a major performance gain can be obtained by
automating activity “71”. By doing so, the average throughput time of the entire process can
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Table 4 Governmental
institution: comparing entire
process throughput time of the
As-Is with the To-Be situation




Standard deviation 275.1 206.25
Fast 25% 26.35 28.5
Slow 25% 585.1 466.24
Table 5 Governmental
institution: comparing the As-Is
with the To-Be situation: activity
71
a By making activity 71 an
automatic activity, its duration
measured in days is neglectable,
in the To-Be situation




Standard deviation 149.38 –
Fast 25% 0.0 –
Slow 25% 31.81 –
be reduced by nearly a month. Furthermore, the maximum throughput time decreased by
more than 22 months.
6 Conclusions
In this paper, we have presented a process mining and simulation-based methodology for
redesigning business processes. We proposed a step-by-step methodology for redesign, by
processing actual data, what we call a bottom-up approach. Existing generic methodologies
are aiming to analyse and design information systems supporting business processes in a
merely top-down, prescriptive fashion. For instance, well-known approaches such as Struc-
tured Systems Analysis and Design Methodology (SSADM), Soft Systems Methodology
(SSM), and GRAI adopt a prescriptive approach [1]. However, for re-engineering purposes,
such techniques do not use data resulting from real process executions, which would reflect
the actual process flow. Such a comparison between the prescribed and the actual process
model would be very useful for providing the basis for process redesign.
The proposed methodology was illustrated with three distinct case studies, each of them
exhibiting different characteristics. In Table 6, a summary of issues observed from these three
case studies is shown. The first step concerning the finding of relevant ‘Performance crite-
ria’ leads to same indicators in case of Gas company and Governmental institution, namely
throughput time and amount of bottlenecks. These are examples of quantitative performance
measures, which are relevant in many situations. Companies are striving to redesign their
processes in order to make them as efficient as possible. Concerning the DSS case, goal
fulfillment is a qualitative performance criterion, which needs more elaborated work to be
operationalised.
The second step, related to ‘Mining As-Is process model’, consists of several substeps. The
substep of ‘Logging and data processing’ demanded a lot of effort and domain knowledge
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Table 6 Summary of methodology steps
Steps Gas company Governmental DSS
1. Performance criteria Throughput time, Throughput time, Goal
Section 2 Bottlenecks Bottlenecks Fulfillment
2. Mine As-Is process
Section 3
2.1 Logging, data processing Merging, converting – In-build
Section 3.1 functionality
2.2 Create process model Heuristic net Heuristic net Heuristic net
Section 3.2
2.3 Check conformance CSF = 0.99 CSF = 0.97 CSF = 0.50
Section 3.2 Fuzzy miner, Fuzzy miner HN tuning
HN Tuning HN tuning
2.4 Performance analysis Throughput time, Throughput time, –
Section 3.3 Bottlenecks Bottlenecks
3. Simulate the As-Is
and the To-Be process –
Section 4
3.1 Simulate distributions Throughput time, Throughput time, –
Section 4.2
3.2 Replicate bottlenecks Bottlenecks Bottlenecks –
Section 4.3
4. Compare As-Is and To-be Replace manual Replace manual
With automatic With automatic
Gain RfB: Shorter TT “71”: Neglectable TT Determined by user
Section 5 WP:shorter TT WP: shorter TT
CSF Continuous Semantic Fitness measure, HN Heuristic Net mining algorithm, RfB Request for Booking
process, TT Throughput Time, WP Entire Process
in case of the Gas company. In particular, the different levels of granularity, at which data
were logged, made merging and converting to a suitable format for mining very challenging
(for details, see [22]). Concerning the Governmental institution case, no major difficulties
were encountered during the data processing. The DSS had an in-built functionality to log
the data in a format that enabled its easy conversion to the format required by the mining
tool. Given that data were not available at the needed level of detail, this was a suitable
solution for obtaining log data, which might not be always possible. The next substep ‘Cre-
ate process model’ was performed in the same way for all case studies, by employing the
heuristic net modelling algorithm from the ProM framework. The obtained process model
is checked for conformance with its log, which is a measure of the quality of the obtained
models. A higher conformance indicates a better fit between the model and the data. In all
case studies, the metric CSF, with values ranging between 0 and 1 is checked. In case of the
Gas company process model, the initial value of 0.33 was subsequently increased to 0.99 by
removing outliers that were identified by the Fuzzy miner. The same approach was followed
for the Governmental institution, where the initial value was 0.42 was increased to 0.97 by
the removal of outliers and tuning the heuristic mining algorithm. Concerning the DSS case,
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the only improvements were done by tuning the parameters of the heuristic mining algorithm,
since no outliers were found. The CSF of 0.50 indicated that the process model did not fit
the log to a large extent. The interpretation was that there is no unique generic navigation
pattern, but rather different navigation patterns exhibited by different types of users in case
of DSS usage. Finally, the measurement of the performance criteria was done for the Gas
company and the Governmental institution, concerning throughput time and bottlenecks (in
Fig. 1 the P1 block). These measures are then used in further comparisons.
The third step ‘Simulation of the As-Is and the To-Be’ process models consisted of ‘Model-
ling distributions’ for throughput times and ‘Replicating bottlenecks’. In both cases, similarity
in terms of distributions of throughput time and bottlenecks is obtained.
The final step of the proposed methodology is to compare the performance criteria
(throughput time) of the As-Is situation with To-Be situation. In case of the Gas company, a
clear gain of automating the manual steps could be obtained—from an average of 109.88–
83.24 s for the entire process, and from 21.10 to 9.10 s for the ‘Request for Booking’ process.
For the Governmental institution case, the number of days a case spent in average was 235.41
for the entire process, while in the new To-Be situation this could be reduced to 206.68 days
in average. For activity “71”, the average number of days is 89.18, and it could be reduced
in the To-Be situation to a neglectable execution time (less than 1 day). The gain evaluation
of the DSS case is beyond the scope of this study.
We conclude that comparing the performance of the business process in the current situ-
ation ‘As-Is’ and the redesigned business process ‘To-Be’ led to substantial differences, and
it highlights the potential performance gains of the redesign.
The methodology presented in this paper offers an empirically based,“bottom-up”
approach, which may complement the top-down prescriptive methods. As a direct conse-
quence, such an approach may be very useful to reduce the risks of complex and expensive
Business Process Redesign projects. As further research, we plan to validate the proposed
methodology with a more elaborate selection of case studies.
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