Absfract4valuation of classifier performance is oAen based on statistical methods e.g. cross-validation tests. In these tests performance is often strongly related to or solely based on the accuracy of the classifier on a limited set of instances. The use of measure functions has been suggested as a promising approach to deal with this limitation. However, no usable implementation of a measure function has yet been presented. Thb article presents such an implementation and demonstrates its usage through a set of experiments. The results indicate that there are cases for which measure functions may be able to capture important aspects of the evaluated classifier that cannot be captured by crossvalidation tests.
I. INTRODUCTION
The choice of which method to use for classifier performance evaluation is dependent of many attributes and, according to [l] , there is no method that satisfies all the desired constraints. This means that, for some applications, we need to use more than one method in order to get a reliable evaluation. Another possible consequence is that, for a specific class of problems, there are some methods that are more suitable than others. It has been argued that the construction of classifiers often involves a sophisticated design stage, whereas the performance assessment that follows is less sophisticated and sometimes very inadequate [2]. Sometimes the wrong evaluation method for the problem at hand is chosen and sometimes too much confidence is put into one individual method. Also, it is important to note that nearly all methods measure classifier performance based solely on classification accuracy of a very limited set of given instances. Examples of such methods include cross-validation tests, confidence tests, least-squared error, lift-charts and ROC-curves [3]. There are however some alternative evaluation methods that take into account more than just accuracy. For example, [4] defmed a fitness function consisting of one generalization term and one network size term for use with a genetic algorithm when optimizing neural networks. However, this method is classifier-specifiic and cannot be used for other types of classifiers than neural networks. performance was proposed by [ 5 ] , [6] . They argued that this alternative approach is able to handle some of the problems with the methods mentioned above. In experiments it was shown that a measure function could also be used to build a custom classsier targeted towards solving a specific class of problems. We will here present a new implementation based on the original function. The new version is able to evaluate classifiers that have been learned from data sets with any number of attributes, as opposed to the original function which is limited to classifiers that learned from two data set attributes.
In the next chapter, we introduce measure-based evaluation and then cross-validation evaluatio4 which will be used for comparisons. Chapter IV gives the details of the implementation of the multi-dimensional measure functioR which is followed by a section about how to configure the measure function and an example of its usage. Then some experiments using the current implementation are described. The positive and negative aspects of measurebased classifier performance evaluation as well as future work are discussed in the conclusion.
MEASURE-BASED EVALUATTON
According to [6] a measure function assigns a value describing how good the classifier is at generalizing from the data set, for each possible combination of data set and classifier. They also argue that most popular learning algorithms try to maximize implicit measure functions made up of one or more of three heuristics: subset fit (known instances should be classified correctly), similarity (similar instances should be classified similarly) and simplicity (the partitioning of the decision space should be as simple as possible).
Most evaluation methods only take subset fit (or a version of subset fit where instances not present in the training set are also included) into consideration but the measure function proposed by [6] builds upon all three heuristics. There is often a trade-off between the three heuristics and the measure function reveals this trade-off.
The measure function helps in analyzing the learned classifier and the phtioning of the decision space. For example, consider the two classifiers illustrated in fig. 1 . Both classifiers would get the highest score in a crossvalidation test (since all instances are correctly classified by both classifiers). However, most people would regard the classifier making the simple division of the instance. space using a straight line as better than the more complex one. A measure function would make it possible to capture this, e.g., by including simplicity and similarity as evaluation aspects. Below, similarity and simplicity will be given a more detailed explanation. However, it is important to note that the concept of measure functions is not limited to the tbree heuristics discussed, but is a much more general concept where any aspect of the classifiers' division of the instance space may be taken into account.
It is mentioned in the last chapter that similar instances should be classified similarly, but the question is how to defme similar in this context. A classifier divides the instance space into sevetal areas corresponding to different classes or categories, and we define a decision border as the border between two such areas. According to [6] one often used heuristic of similarity is that the decision borders should be centred between clusters of instances belonging to different classes. Thus in general terms, the distance between each instance and its closest decision border can be a measure of similarity.
The simplicity heuristic is used in order to reduce the chance of over-fitting the data. According to [6] simplicity is often measured with respect to a particuhr representation scheme. One example of measuring simplicity this way is to count the number of nodes in an induced decision tree.
However, the measure function should be general enough to be applicable to any classifier independently on how it is represented and which learning algorithm was used to constluct it. Thus, it should focus on the classifiers' division of the instance space rather than on the classifiers themselves.
In. CROSS-VALIDATION EVALUATION Cross-validation (CV) tests exist in a number of variants but the genelal idea is to divide the training data into a number of partitions or folds. The classifer is evaluated by its classification accuracy over one partition after having learned from the other. This procedure is then repeated until all partitions have been used for evaluation. Some of the most common types are 10-fold, n-fold and bootstrap CV [3]. The difference between these three types of CV lies in the way that data is partitioned. Leave-one-out is equal to n-fold CV, where n stands for the number of instances in the data set. Leave-one-out or n-fold CV is performed by leaving one instance out for testing and training on the other instances. This procedure is then performed until all instances have been left out once.
Bootstrap is based on sampling with replacement. The ~ 509 data set is sampled n times to build a training set of n instances. Some instances will be picked more than one time and the instances that are never picked are used for testing. Even though CV tests can give a hint of how well a certain classifier will perform on new instances, it does not provide us with much analysis of the generalization capabilities and any analysis of the decision regions of the classifier. These and other bits of information extracted from a learned classifier may work as valuable clues when trying to understand how the classifier will perform on new instances. It has been argued that the design of IO-fold CV introduces a source of correlation since one uses examples for training in one trial and for testing in another [7].
IV. A MULTI-DIMENSIONAI. MEASURE FUNCTION
The implementation discussed in this article builds upon the example measure function suggested by [6]. The main improvement is that the new version supports data sets with more than two attributes. In addition this version is integrated with WEKA, a popular machine learning environment, which makes it compatible with both the data set standard and the classifiers from that environment (this is further discussed in chapter IV). Since it is implemented in Java, the new version inherits the benefits of that language (e.g. platfonn independence and objectorientation). From now on we refer to the new implementation of the measure function as MDMF (MultiDimensional Measure Function) and to the Iris database [SI, used for all experiments and examples in this article, as IRIS. In order to compute the similarity and the simplicity components, the instance space has been normalized. The instances of the data set are normalized by dividing their feature values by the highest found attribute value for each feature.
To measure similarity we need to calculate the distance, d , between each instance and its closest decision border. If an instance was correctly classified the similarity contribution of that instance is positive, otherwise it is negative. The reason for applying this rule is that correctly classified instances should preferably reside as far away as possible from the decision borders, as mentioned in the description of the similarity heuristic in chapter 11. Incorrectly classified instances reside on the wrong side of the decision border so the contribution they make to similarity should be negative. Preferably these instances should reside close to the border of the correct class. This is implemented by letting the contribution be less negative if the instance is close to the comct class border. The formulas used to calculate the Contribution of d to similarity are taken from the original measure function. The contribution from a conectly classified instance is I -I / Z~
(1) and from an incorrectly classified instance l / z M -I (2).
The normalization constant, b , for the similarity function is chosen in the same way as for the original measure function; the square root of the number of instances in the data set is used. Both (1) and (2) are functions with sigmoid-like behavior. They are asymptotically constant for large positive and negative values in order to capture the fact that instances very far from borders should not be affected by slight border adjusts. In order to find the decision border closest to an instance, we start from the location of the instance and search outwards. We CaMOt simply measure the length between an instance and a border in a trivial manner since it cannot be assumed that the classifier provides an explicit representation of the decision borders. By moving outwards in small steps and querying the classifier about the current position it is easy to detennine if we have entered a region belonging to a different class than that of the instance. If this is the case a decision border has been found. The pseudo-code below shows the algorithm for computing the similarity.
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There are two functions that are not part of the psendocode and thus need to be explained further but first let us review the rest of the algorithm.
Each instance is classified and the result is compared with the correct class value. The search for a dccision border starts at the position of the instance and the size of the search area is decided by SDist. SDist increases with RadiusIncrease (which is a confignrable parameter of MDMT) for every search iteration. One search is conducted for each attribute and the search is organized as follows. IRIS has four numerical attributes (and a nominal target attribute). To calculate similarity for a classifier learned from this data set we have to search in four dimensions (one for each attribute) to locate the closest decision border for each instance. Actually, this is just an approximation since the closest border point may not be in one of these orthogonal lines. The data set consists of 150 htanCeS so we need to perform 150 individual searches through all four dimensions to calculate the similarity aspect of MDMF. The step size is a parameter that can be decided by the user.
It has been suggested that simplicity can be measured by calculating the total size of the decision borders [6]. Unlike subset fit and similarity the simplicity value (the size of the decision borders) should be as low as possible. Although this is fairly simple to calculate in two or maybe even in three dimensions for classifiers that have explicit decision borders, it becomes increasingly hard to calculate for a larger number of dimensions, and for classifiers with implicit decision borders. The following way to approximate the decision border size was proposed by (61: a number of lines are chosen each so that they cross the attribute space with a random direction and starting point.
Decision border size is approximated as the average number of decision borders encountered when traveling along the lines. The procedure to find decision borders along a line is quite simple; at the start of the line the coordinates are used as attribute values for an instance and the learned classifer then classifies this instance and retnms the predicted class. These events are then repeated at each step and if the class value returned has changed it means that we have found a decision border.
A problem with this way of measuring border size is the stochastic element: since random lines are chosen the result varies between m m and this should be avoided for stability and consistency reasons. Instead, we have implemented a deterministic simplicity calculation method. The results do not vary between runs simply because the stochastic elements have been removed from the solution Simplicity is calculated by dividing the decision space into a grid and traveling along each grid line, querying the classifier for each position, in order to find out the average nnmher of decision borders encountered. The size of the squares of the grid used for calculation of simplicity is changeable. Smaller size results in longer execution time but higher level of detail and vice versa. The complexity of the simplicity calculation is o ( g " ) where g is the number of grid squares per dimension and a is the number of attributes. The subset fit measure is implemented as described in the original measure function: the learned classifier is evaluated using the training set and the subset fit measure result is calculated by dividing the number of correctly classified instances by the total number of instances. The complexity of the subset fit is @n), where n is the number of instances.
MDMF was implemented in Java using the WEKA machine learning workbench [3] . WEKA contains a collection of machine learning algorithms as well as tools for classificatioq visualization, regression and clustering. WEKA implementations exist for many of the well-known learning algorithms and these can be evaluated with MDMF MDMF also makes use of the ARFF data set file format used by WEKA.
MDMF is very flexible and can be cordigured in many different ways, depending on the problem at hand. The different parts of the function are weighted in order to provide a way to focus on one or more specific aspects when evaluating and comparing classifier results. Subset fit, similarity and simplicity can all be weighted individually by changing variables a,, a, and a2.
Similarity is divided into two parts; similarity of correctly classified instances and similarity of incorrectly classified instances. These two parts of similarity can also be weighted differently and for this the variables k, and k2 are used. 
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Up till now we have presented the concept of measurebased evaluation and the implementation of the measure function. Let us demonstrate the functionality with an illustrative example. The WEKA implementation of C4.5 [9] , which is called J48, is here used to induce two different decision trees from the IRIS data set. The first decision tree over again to reflect different views or perspectives of classifier perfornmce. Different p m can be excluded by setting their colresponding weight to zero. The default configuration used in this alticle, discussed in chapter IV, is chosen so that each part contributes about equally to the resulting measure.
V. EXPERIMENTS
This section reviews two experiments conducted in order to demonstrate the usage of the new implementation. First is left nnpruned and reduced e m r pruning is applied on the second. The results are presented in table 11.
we describe an evaluation of classifiers learned by a number of commonly used learning algorithms. This is followed by execution time comparison.
Some of most common learning algorithms (each with a set of different configurations) have been used to produce classifiers and these classifiers have been evaluated using the default configuration of MDMF. See table IV for details. Looking at the other node network with 3 nodes (mined for 32000 epochs) it seems to be a ,more over-fined classifier, since both similarity and simplicity values are worse than that of the first classifier. In the execution time experiment a number of classifiers were evaluated using two different configurations of the simplicity detail level property. Individual time measures are not important here, since they are tied to a very specific platform, but rather what is interesting is the difference in execution time for the different configurations and the difference in execution time when evaluating different classifiei spaces belonging to these Go classifiers. The back propagation (NentalNetwork) algorithm has been used to produce five different neural network classifiers, each with a different combination of the number of hidden nodes (2 or 3) and the number of epochs for training. The NaiveBayes algorithm has also been used to produce one classifier. Mitchell argues that this algorithm is known to perform comparably with decision tree and neural network learning in some domains [I] . This makes it an Fig. 3 Let us fmt examine simplicity. It seems that the simplicity measure captured, quite well, the difference in decision space complexity between the pruned and unpruned decision tree. Fig. 2 shows this difference graphically (although only for two dimensions). The same pattern applies to the nearest neighbor classifiers. Fig. 3 shows the difference graphically between the decision i , .
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classifiers take by far the longest time to evaluate. This is attributed to the fact that the instance-based algorithms are l a q leamers.
They learn quickly, by just stoting the instance to be leamed, but because of this they have a tendency to be slow at classification In order to compute similarity and simplicity a large number of classifications must be executed, thus a slow classifier results in a slow evaluation. The classifier need to be produced once prior to the evaluation when using MDMF, which means a slow leamer does not affect the evaluation time much. This could be compared with IO-fold CV, for which the classifier must be produced 10 times, once for each fold, to compute the test score. Consequently the reverse situation holds for CV tests: a slow learner has a more negative affect on the evaluation time than a slow classifier. For example, back propagation is evaluated very slowly with CV. but instance-based algorithms m evaluated quickly. 
VI. CONCLUSIONS ANDFU'IWRE WORK
Although Cross-validation tests are the most frequently used method for classifier perfomance evaluation, we argue that it is important to consider that it only take accuracy into account. We have show& with a theoretical example in chapter I1 as well as in a practical experiment in chapter IV, that measure functions may reveal aspects of classifier performance not captured by evaluation methods based solely on accuracy. By altering the weights or changing the level of detail the measure function evaluation can be biased towards different aspects of classifier performance, useful for a specific class of problems. The new measure function presented in this article, MDMF, supports evaluation of data sets with more than 2 attributes, making it useful for a larger amount of evaluation problems than the original measure function example. It is however important to note that the concept of measure functions is not limited to the three heuristics discussed in this article. Thus, the implementation could be further expanded with more heuristics in the future. An important issue for future study is methods for determining the appropriate weights for a @veri domain (data set).
Currently, MDMF only supports normalized data sets with numerical features and a nominal target attribute. This means that it can only evaluate classifiers learned from one specific type of data set. Although this type probably is the most common, it would be interesting to extend the capabilities of the measure function so that it can manage evaluations of also other types of data sets containing, e.g., Boolean and nominal features. The method used to calculate simplicity in MDMF is very different from that of the original measure functioq in which the total length of the decision borders was used as a simplicity measure. Since the new implementation supports n dimensions it is not possible to measure the decision border lengths (at least not for dimensions higher than 2).
As a result another measure for simplicity has been used; the average number of decision borders encountered when traveling through decision space in any direction.
Experiments have shown that this measure captures the difference between pNned and unpmned decision trees but there may be other measures of simplicity that are less complex and have even better qualities.
The measure function, as an evaluation method, could be combined with optimization methods such as genetic algorithms and simulated annealing to produce optimal classifiers given a specific class of problems. Simpler version of this approach has been done by using accuracy measures as fitness functions or thresholds [IO] . [Ill.
We plan to develop a public web site that demonstrates the functionality and benefits of the multi-dimensional measure function. Users will be able to interactively supply data, choose a learning algorithm and configure both the algorithm and the measure function. The user would then have the possibility to view the resulting measure with the present configuration or change the different weights and see the changes in realtime.
