Methods from automatic speech recognition (ASR), such as segmentation and forced alignment, have facilitated the rapid annotation and analysis of very large adult speech databases and databases of caregiver-infant interaction, enabling advances in speech science that were unimaginable just a few decades ago. This paper centers on two main problems that must be addressed in order to have analogous resources for developing and exploiting databases of young children's speech. The first problem is to understand and appreciate the differences between adult and child speech that cause ASR models developed for adult speech to fail when applied to child speech. These differences include the fact that children's vocal tracts are smaller than those of adult males and also changing rapidly in size and shape over the course of development, leading to between-talker variability across age groups that dwarfs the between-talker differences between adult men and women. Moreover, children do not achieve fully adult-like speech motor control until they are young adults, and their vocabularies and phonological proficiency are developing as well, leading to considerably more within-talker variability as well as more between-talker variability. The second problem then is to determine what annotation schemas and analysis techniques can most usefully capture relevant aspects of this variability. Indeed, standard acoustic characterizations applied to child speech reveal that adult-centered annotation
schemas fail to capture phenomena such as the emergence of covert contrasts in children's developing phonological systems, while also revealing children's nonuniform progression toward community speech norms as they acquire the phonological systems of their native languages. Both problems point to the need for more basic research into the growth and development of the articulatory system (as well as of the lexicon and phonological system) that is oriented explicitly toward the construction of age-appropriate computational models.
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Introduction
This paper reviews methods for gathering, annotating, and analyzing collections of recordings to improve our understanding of child speech development. One goal of the review is to evaluate how current methods might be adapted and the toolbox of methods expanded to support the kinds of very large-scale database development efforts that are currently possible for adult speech databases.
In research on adult speech, the prerequisites for progress in science and for advances in technology have long played complementary, mutually beneficial roles in prompting the creation and exploitation of annotated speech databases. For example, the source-filter model of segmental production that was formalized in the acoustic theory of speech production (Chiba and Kajiyama, 1941; Fant, 1960) prompted a phonological theory of acousticallygrounded distinctive features for consonants and vowels (Jakobson et al., 1951) and much seminal work on acoustic correlates which served as the foundation for early formant-based text-to-speech synthesis (TTS) rule systems (see review in Klatt, 1987) . The challenge then of developing rules to also specify suprasegmental parameter values and context-related variation in segment-level spectral parameter values in connected speech was an important force driving the creation and annotation of several early adult speech databases (e.g., Umeda, 1975 Umeda, , 1976 , as well as the development of other synthesis methods (e.g., Coker, 1976; Olive, 1977) . Conversely, the adoption of methods from automatic speech recognition technology to develop forced alignment tools to improve duration models in concatenative TTS systems (e.g., Wightman and Talkin, 1997) aided also in the annota-tion of collections of recordings that were gathered for other purposes, such as exploring the likelihood and extent of cross-word place assimilation processes (Dilley and Pitt, 2007) and differentiating among models of the relationship between word frequency and phoneme duration in spontaneous speech (Gahl et al., 2012) . More recent examples of this interplay between science and technology include experiments to apply analysis-by-synthesis methods to annotate collections of audio recordings with imputed gestural score representations from Articulatory Phonology so as to improve word recognition in noise (Mitra et al., 2012 (Mitra et al., , 2014 ) and a study combining methods from ASR with information-theoretic measures of functional load to evaluate a distinction between robust and "marginal" phonological contrast (Renwick et al., 2016) .
To an increasing extent, research on child speech development also is benefiting from this interplay, most recently from the application of ASR technology to help quantify adult speech directed at infants in hours-long recordings made in their homes (see, e.g. Weisleder and Fernald, 2013) . Related methods are also being developed to automatically identify different types of prespeech vocalizations produced by the infants themselves (see, e.g., Oller et al., 2010) , offering a clear potential to resolve the long-standing problem of how to gather and efficiently tag representative samples of infant productions at the earliest stages of learning to communicate by voice. In Sections 2 and 3, we briefly review these methods, and then catalog the added challenges of sampling the words and longer referential vocalizations that older infants begin to produce toward the end of these initial stages of learning to talk, in order to evaluate whether current speech technology can be exploited to build comparably large databases of child speech. Section 4 then summarizes the lessons that can be gleaned from the ways in which ASR methods developed for adult speech databases have failed when applied to recordings of children's speech. One of these lessons is that subword annotation schemes and associated speech production models that might be adequate for developing large-scale databases of adult, adolescent, and older children's speech are considerably less useful when applied to younger children's speech. Section 5 then addresses the challenges of developing more useful annotations of recordings of speech produced by preschool children, and Section 6 describes some of the measures that have been developed for interpreting the relationships between annotation categories and speech production models that might be more appropriate for very young speakers. Section 7 will close by speculating on how methods described in Sections 2 through 6 might be scaled up to begin to exploit the capacity to make hours-long recordings of speech produced spontaneously by young children in ordinary interactions with their families and with others in their widening social circles.
Databases of infant-directed speech and infant "speech"
As noted in the introduction, one way in which methods for adult speech databases have been usefully adapted to the study of child speech development is in transcribing hours-long recordings of speech that infants hear in their homes. In Hart and Risley's (1995) landmark study of the effects of variable amounts of such input on early vocabulary development, it took an average of 8 hours to orthographically transcribe each hour-long recording, so that there were resources to make only one recording a month over 2.5 years for each of 60 target infants, yielding a total database size of about 1300 hours. By contrast, the ASR-based rough diarization and transcription of child-directed speech that is provided as part of the Language ENvironment Analysis (LENA) system 1 is reported to be able to produce a first-pass time-aligned annotation of a day-long (16-hour) recording in 2 hours of processing time (VanDam et al., 2016, p. 130) . While the adult word counts from these annotations are not error free (cf. Oetting et al., 2009; Canault et al., 2016; VanDam and Silbert, 2016) , correlation with human transcribers seems to be high enough to make it feasible to replicate and extend Hart and Risley's results using databases that are an order of magnitude larger (see, e.g., Weisleder and Fernald, 2013; Pae et al., 2016; Suskind et al., 2016) .
Moreover, the rough diarization is reliable enough that Oller et al. (2010) were able to use the more than 3.1 million infant vocalizations identified in a database of nearly 1500 day-long recordings to train an algorithm for estimating developmental age from acoustic features that differentiate among the progressively more speech-like vocalization types that have been described in annotation taxonomies developed independently by Stark (1980 ), Oller (1980 , and Koopmans-van Beinum and van der Stelt (1986). They found strong correlations between estimated developmental age and chronological age for both the 106 children with typical language development and the 49 children with language delay not related to autism, with the expected lag in the relationship in the latter group. They also found a much less typical developmental progression for the 77 children with autism on several of the acoustically-defined categories, particularly those related to voice quality and pitch control, which differentiated these 77 children from both other groups, in keeping with the results of a much smaller-scale earlier study by Sheinkopf et al. (2000) .
The discovery of the typical developmental progression from earliest reflexive cry to the variegated babbling that is concurrent with first words is itself another example of the rich interplay between speech science and technology. The broad outline of the progression is already evident in the tallies of different vocalization types in Shirley's (1931) longitudinal study. That is, decades before Oller et al. (1976) and Vihman et al. (1985) definitely refuted Jakobson's (1941) hypothesized discontinuity between children's prespeech babbling and their early speech, astute observers already recognized differences in an infant's vocalizations at different ages, with later babbling hardly distinguishable from vocalizations that are recognized by the parents as the infant's first words. These early 20th-century researchers also were keenly aware of the technological limitations of the time, pointing both to "the difficulty of stimulating vocal responses" during a testing interval dedicated to focused observation of vocalization type (Shirley, 1931, p. 47) and to the fact that "the cries and various vocalizations of the infant which are preliminary to the complexities of language proper include many sounds for which we have no adequate written symbols" (McCarthy, 1929b, p. 636) .
In his pilot investigation of "the use of magnetic devices" to overcome these difficulties, Lynip (1951) recruited a neonate's parents to collaborate in making a longitudinal database of weekly hour-long audio recordings and then made spectrograms of selected vocalizations that he proposed to use in lieu of any kind of symbolic annotation-e.g., by relating frequencies of spectral peaks in the infant's first "non-crying vocalizations" in the recordings at weeks 8, 9, and 10 to formant patterns in specific adult vowels. Later studies of longitudinal databases of audio recordings, such as Murai (1963) , Davis and MacNeilage (1995) , Koopmans-van Beinum et al. (2001) , and Ishizuka et al. (2007) , did not treat spectrographic records as substitutes for phonetic transcription, particularly of canonical babble, but instead related both the spectral analyses and the interpretation of the transcriptions more directly to what was being discovered about the effect of (lack of) auditory input and about how an infant's vocal anatomy changes over the first years of life (e.g. Sasaki et al., 1977; Crelin, 1987) . In developing their analyses of the large database of day-long recordings for 232 children, then, Oller et al. (2010) could build on a wealth of qualitative descriptions and acoustic analyses, accumulated in several decades of intense study of smaller databases of shorter recordings for fewer children (see reviews in Warlaumont et al., 2010; Buder et al., 2013) .
Many of these smaller databases also took advantage of the development of video recording technology and of methods for more controlled elicitation of infant vocalizations or caregiver-infant interactions in the laboratory. For example, Hsu et al. (2001) tallied vocalizations produced by young infants in face-to-face interactions with their mothers in weekly video recording sessions between 4 and 24 weeks and found systematically higher rates of fullyresonant vowel-like vocalizations when an infant was looking at the mother's face and the mother was smiling or the infant was about to smile. Relatedly, Franklin et al. (2014) found that 6-month-old infants' volubility and vocalization type could be manipulated experimentally by asking mothers to produce an interval of unresponsive, unsmiling "still face" in the middle of such an interaction session. Gros-Louis et al. (2006) looked at vocalizations produced by even older infants and also categorized their mothers' vocal response types in half-hour video recordings of unstructured play sessions, and found that mothers were more likely to respond to simple vowel-like vocalizations with play vocalizations (e.g., vroom-vroom for a toy car) and more likely to respond to canonical babble with imitations and elaborations (e.g. Ba-ba. or Mama, yes, and Dada is working.). In a subsequent study, Goldstein and Schwade (2008) found that the proportion of canonical babble vocalizations produced by 9-month-old infants could be manipulated experimentally by having the mothers produce imitative responses on a contingent or non-contingent response schedule.
The results reported in Oller et al. (2010) suggest that we are now wellpositioned to extend such research to much larger databases of more representative samples of caregiver-infant interactions recorded in their homes. That is, although there is more work yet to be done before we can definitively evaluate the reliability of the algorithm as a tool for automatically tagging the vocalization type, it does seem reliable enough to already be useful for studying differences in interaction patterns across well-differentiated groups, such as children with normal hearing versus children with hearing impairment (e.g. VanDam et al., 2015) and children with and without autism (e.g. Warlaumont and Ramsdell-Hudock, 2016) .
There is also a recently-funded project to gather such day-long recordings into a research archive 2 as well as a large interdisciplinary working group 3 committed to improving the annotation of these recordings by doing such things as making the diarization more precise (i.e., identifying the specific talker and not just the talker type) and differentiating child-directed speech from adult-directed speech. It seems likely, therefore, that we will soon be able to exploit such databases also for other purposes, such as measuring the formants in vowel-like portions of the infants' vocalizations to replicate and extend several landmark studies of cross-language differences in vowel development (de Boysson-Bardies et al., 1989; , or basing a more elaborated annotation method on the automatic tagging of the vocalization type. For example, imagine a set of modeling studies that extends Serkhane et al. (2007) versus Nam et al. (2013) to phonetically transcribed canonical babble produced by infants acquiring languages other than American English. The data might be got from daylong recordings gathered for other purposes, such as Canault et al. (2016) , by picking out just the vocalizations that have been identified as canonical babble in the recordings made between 6 and 12 months, using these as stimuli in a web-based experiment where several adults imitate each vocalization, and then applying standard ASR to the adult imitations to make a consensus phonetic transcription.
Building databases of children's speech
Could such methods be used to exploit day-long recordings also as a source of databases of infants' and young children's speech productions? Obviously, having methods to pick out infant vocalizations and identify the general vocalization type is an important step toward that goal. However, it is only the first step. Insofar as infant speech is speech, the intended target utterance (i.e., the word or phrase that the addressee understands the infant or toddler to be saying) also needs to be identified so that the differences or similarities to community production norms for the target form can be gauged. The difficulty of identifying the intended utterance in very young children's speech is illustrated by McCarthy's (1929a) experience in asking open-ended questions about toys and picture-books in order to elicit 50 utterances for the experimenter to write down and analyze to gauge morphosyntactic development in each of 20 children tested at regular intervals starting at age 18 months. On average, only 25% of the fifty utterances elicited from each child at 18 months was "comprehensible" and hence useable in the analyses of vocabulary growth and utterance length. A later study by Weist and Kruppe (1977) showed that only half of words produced even by a 3-year-old child can be identified correctly by listeners who are not the child's parent or sibling, and Flipsen (1995) found similar results for 4through 7-year-old children with speech sound disorders (SSD, i.e, extremely inaccurate speech production in the absence of a clear medical or psychosocial etiology). It seems likely, then, that if we aim to develop methods for automatically annotating the target child's speech in day-long recordings in the home or day-care center, these methods will need to build on studies of smaller databases of child speech that have been collected in other ways that allow for a more reliable identification of the target utterances.
One potential source of such databases is language samples that have already been transcribed orthographically and/or alphabetically. In the clinical literature, "language sample" is a general term for a recording of connected speech that the target child produces spontaneously in naturalistic interactions either with the caregiver or with an adult observer such as an experimenter or clinician. The methods used to elicit such samples can be more or less structured to elicit target utterance types.
An example of a more structured elicitation is the longitudinal database of play sessions with an experimenter/observer that were recorded by Macken and Barton (1980) . For these sessions, the experimenters consulted with each child's parents to be able to use toys (e.g., a Piglet doll) or games (e.g., pretending to drive a car into a garage) as child-specific prompts to elicit as many instances as possible of familiar words that began with a voiced or voiceless stop for the express purpose of looking at the distribution of voice onset time (VOT) values at different stages of developing a robust voicing contrast.
An example of a completely unstructured elicitation method is the longitudinal database of mother-child interactions and solitary play recorded for the Stanford Corpus that provided the alphabetic transcriptions for the study reported in Vihman et al. (1985) and for many subsequent studies of early phonological development in English, French, Japanese, and Swedish (e.g., de Boysson-Bardies and Vihman, 1991; Vihman, 1993; McCune and Vihman, 2001) . In these weekly recording sessions, the experimenter/observer set up the audio and video recorders and then took notes as unobtrusively as possible. Because there were fewer than 10 children per language and because the transcription protocol involved frequent inter-transcriber calibration and consensus-building exercises, all of the transcribers became very familiar with every child. This familiarity, augmented by the video record of what the mother and child were doing when the child produced a vocalization, made it possible to develop consistent criteria for differentiating referential words from babbling, and for determining the target utterance for the first category. Many of the longitudinal recordings that have been contributed to the PhonBank archive 4 , such as the Davis Corpus for English (Davis and MacNeilage, 1995) , the CLPF Corpus for Dutch (Levelt, 1994) , the Ota Corpus for Japanese (Ota, 2003) , the Lyon Corpus for French (Demuth and Tremblay, 2008) , and the "babbling and first words" portion of the Stuttgart Corpus for German (Lintfert, 2009) , are similar to the Stanford Corpus in their collection and annotation methods.
Intermediate between these endpoints are many of the conversations that a speech language pathologist (SLP) might record as part of a language assessment. Sometimes the SLP will use toys and picture books as prompts to try to elicit a reasonably phonetically balanced set of words or phrases that can be phonetically transcribed to derive the "Percentage Consonants Correct" (PCC, a measure of segmental production accuracy), as described in Kwiatkowski (1982, 1985) , but often the sample is less structured because it is intended instead to let the SLP calculate some other measure such as "Mean Length of Utterance" (MLU, a measure of morphosyntactic development). A specific example of this type of less structured elicitation method is the longitudinal database of conversations recorded by Nittrouer and colleagues as part of a larger battery of tests of language development. Although specific sets of consonant sounds were later extracted from these conversations for the acoustic analyses described in McGowan et al. (2004) and Lowenstein and Nittrouer (2008) , the soft toys that were provided to the children to play with during the recording session "were not chosen to elicit specific responses from the children but were rather meant to stimulate communication in general" (Lowenstein and Nittrouer, 2008, p. 1184) .
A primary advantage of using language samples to study speech sound development is ecological validity. The contexts in which language samples are taken resemble natural communicative situations more closely than does the task of naming pictures (a much more commonly used elicitation method in tests of segmental production accuracy-see below). Hence, the results of language samples are thought to be more predictive of real-world communication ability than are the results of single-word naming tests. Two potential disadvantages are that sampling of some target utterance types is not guaranteed unless the elicitation was structured specifically to elicit them and that confounding ambiguity and even substantial data loss can accrue if careful records were not taken at the time of recording so as to be able to clearly identify the intended word or phrase for all potentially relevant utterances. For example, Lowenstein and Nittrouer (2008) found that the target voicing of 24% of word-initial stop consonants could not be determined, confounding the interpretation of the changing distributions of VOT values over the ages sampled.
Another potential source of databases of children's speech is recordings made in the course of administering clinical tests of articulation accuracy or of intelligibility. Examples of tests of intelligibility are the Children's Speech Intelligibility Measure (CSIM, Wilcox and Morris, 1999) and the Beginner's Intelligibility Test (BIT, Osberger et al., 1994) . For the CSIM, the tester chooses one word at random from each of 50 lists of 12 similar-sounding words (e.g., one word from the set tall, stall, wall, shawl, call, all, fall, ball, hall, crawl, mall, Paul ), and says the word for the child to repeat. For the BIT, similarly, the tester pronounces sentences such as The boy walked to the table., optionally with pictures depicting the sentence or with toys that can be used to enact the sentence to help the child understand and remember the sentence better to repeat in its entirety. The child's repetitions of the target words or sentences are then played to at least two independent judges to transcribe. Since the child's utterances are necessarily recorded in order for them to be transcribed, they can then be used for other later analysis. For example, because the CSIM was among the tests administered at 36, 42, and 48 months to the children in the longitudinal study in Lowenstein and Nittrouer (2008) , their productions of the CSIM words could be included along with the identifiable words from the language samples in McGowan et al.'s (2014) longitudinal study of vowel formant frequencies.
An example of a very typical test of articulation accuracy is the Goldman-Fristoe Test of Articulation-3 (GFTA, Goldman and Fristoe, 2015 , see also earlier versions in 1986 , which is widely used to assess whether an American-English-acquiring child's speech meets age expectations, or is be-hind. In the GFTA, children are presented with a series of simple pictures that they name. In cases where a child does not produce the intended word (e.g., not knowing the word shovel or saying phone rather than telephone), there is a standard series of prompts to elicit productions that are repetitions of the tester's model utterance. Thus, as in the repetition task that provides the productions for intelligibility, there is a much lower risk of data loss, because the target is always known. Moreover, words to be named can be selected so that they contain a representative sample of the language's phonemes. For example, pictures on the GFTA are designed to elicit the full set of English consonants in the initial, medial, and final positions of words. While the GFTA is not designed to elicit the full set of vowels, other standardized picture-naming tests are (e.g., the Arizona Articulation Proficiency Scale-3, Faluda, 2000) .
Indeed, picture naming has been used for many decades to develop the normative statistics that figure in the diagnosis of SSD (see, e.g. Wellman et al., 1931; Templin, 1957; Smit et al., 1990) , and tests like the GFTA have been developed for other dialects of English and for many other languages (see reviews in McLeod, 2007; McLeod and Goldstein, 2012) , so they are a potentially very rich source of data if clinicians can be encouraged to record the elicited productions. That is, although researchers who include the GFTA as part of a battery of tests accompanying an experimental task often do record the children's responses in order to be able to report inter-transcriber reliability (see, e.g., Rvachew and Grawburg, 2006) , the GFTA guidelines are merely to annotate correctness on the fly using a publisher-provided check sheet, which leaves a space for optionally using phonetic transcription to make a record of the perceived error if the child's pronunciation is judged to be incorrect. However, SLPs probably could be recruited to make audio recordings as well if contributing such recordings to a research archive such as PhonBank were to lead to ASR-based tools to aid in the administration of the test and the interpretation of the test results. This should be appealing especially to SLPs who work in the many school districts in the U.S. where they might be tasked with using an instrument such as the GFTA to assess the speech therapy needs of every child at school entry.
Another elicitation method, described in Edwards and Beckman (2008a) , combines the elicitation method of the typical intelligibility test with that of the typical test of articulation accuracy. In this picture-prompted wordrepetition task, the child sees a picture on a computer screen, hears a recorded audio prompt that names the picture, and is asked to repeat "what the com-puter said." Since the picture is always named for the child, the constraints on pictureability are relaxed. Indeed, the task can be used even to elicit repetitions of nonsense words. Moreover, the protocols for modeling the picture's name for a child who does not know the intended word are eliminated, so that elicitation is uniform across age groups and can proceed very quickly even when eliciting productions from very young children who have small vocabularies. This also means that many more productions can be elicited. For example, Edwards and Beckman used the task to elicit three words for each of the lingual obstruents of Cantonese, English, Greek and Japanese in each of five broadly defined vowel contexts from 20 two-and three-year-old children per language, to be able to compare transcribed consonant accuracy in productions of similar phoneme sequences with different language-specific type frequencies (Edwards and Beckman, 2008b; Beckman and Edwards, 2010) . A subsequent collection of recordings of a somewhat more limited set of target consonants from eighty 2-through 5-year-old children for each of these four languages is now part of the PhonBank archive, and has been used in acoustic studies by other researchers (e.g. Reidy, 2015; Bang et al., 2015) as well as by researchers involved in the original data collection (e.g., Li, 2012; Kong et al., 2012; Holliday et al., 2015) .
When there are fewer target utterance types, a different variant of picturenaming can be used in which the child participants are first taught the names of all of the pictures which then are presented in random order for the child to name. This method is particularly appropriate when the "words" to be named are nonsense forms which are taught to the child as proper nounse.g., as the names of stuffed toy animals, or puppet figures, or computer game characters (see, e.g. White, 2001; Bunnell et al., 2000) . In experiments where articulatory records also will be made using a device such as an Optotrak camera system, electromagnetometer, or ultrasound machine, the children might also be trained to say the target name in a frame that is selected to provide a consistent coarticulatory context (see, e.g., Noiray et al., 2004; Zharkova et al., 2012) . Picture-naming and repetition can also be combined to elicit baseline productions and imitations of synthetically manipulated audio prompts (see, e.g. Nielsen, 2014; Kleber and Peters, 2014) . Other combinations of the tasks can be used to test the effects of lexicality (i.e., imputed referential status) on phonological accuracy in novel word learning (see, e.g., Goffman et al., 2007; Heisler and Goffman, 2016) Picture naming can be used with older children, too, although with school-aged children, elicitation will be quicker if written prompts are used instead, with an adult at hand to produce the prompt for the child to repeat just in case the child misreads the prompt. This is an efficient way to record phonetically balanced materials from a large number of school-aged children. Examples of databases that use this method are the TIDIGITS corpus (Leonard, 1984) , the CMU KIDS corpus (Eskenazi, 1996; Eskenazi et al., 1997) , the CID corpus (Miller et al., 1996; Lee et al., 1999) , and the OGI / CSLU Kid's Speech corpus (Shobaki et al., 2000 (Shobaki et al., , 2007 for American English; the ChildIt corpus for Italian (Giuliani et al., 2006; Gerosa et al., 2007) ; the Swedish portion of the PF STAR Children's Speech Corpus (Batliner et al., 2005) ; and the SingaKids-Mandarin corpus for Singapore Mandarin Chinese (Chen et al., 2016) .
Other methods that can be used to elicit more spontaneous speech include interactive computer games, robot-guiding tasks, and the like. Examples of databases that use these methods are the Takemaru-kun recordings for Japanese (Nisimura et al., 2003; Cincarek et al., 2007) , the AIBO robot interaction portions of the PF STAR Children's Speech Corpus for German and UK English (Batliner et al., 2005) , and the CNG corpus for European Portuguese (Hämäläinen et al., 2013 (Hämäläinen et al., , 2014 .
How and why standard ASR methods fail for child speech
All of the databases listed in the last two paragraphs of Section 3 were developed for the purpose of training ASR models, and studies using them for that purpose have contributed to our understanding of the differences between adult speech and child speech that make it challenging to adapt ASR-based methods from adult speech databases to expedite the annotation and analysis of databases of child speech. A much-cited study by Wilpon and Jacobsen (1996) is a useful starting point for reviewing these differences. In this study, Wilpon and Jacobsen trained HMM models on various subsets of a corpus of recordings of digits produced by more than 1000 speakers from the Danish portion of the Rafael.0 database (Rosenbeck et al., 1994) , including about 100 speakers in each of the categories "children" (8-to-12 year olds) and "elderly adults" (speakers 60 years and older) as well as 200 or 300 speakers in each of three age bands in between 13 and 59 years. A baseline model trained on all of the available data yielded a word error rate for the children's productions that was more than twice the error rates for the middle three bands (4.6%, as compared to 2%, 1.8%, and 1.4% for the teenagers, young adults, and middle-aged adults, respectively). Results of various experiments in normalizing the total size of the training data set to be equal to that of the smallest age-band-specific dataset showed that the higher error rate for children in the original model was not merely an artifact of data sparsity. Analyzing results separately by talker gender in order to explore "physiological explanations" also suggested more fundamental differences between adult's and children's speech patterns that would need to be better understood before we try to apply the kinds of adaptation methods that have been used to address data sparsity issues when building genderneutral speaker-independent ASR models for adults. (See Moore, 2003 , for another line of argument for this point.)
In the two decades since this seminal study with the Danish portion of the Rafael.0 corpus, many more databases have been created that include speech of school-aged children, recorded for the purpose of exploring the differences between child and adult speech and developing ASR methods that can accommodate to those differences. (See the partial list at the end of Section 3 and also see Claus et al., 2013 , for a comprehensive recent survey.) A common theme in studies that use these corpora echoes and expands on the conclusions from Wilpon and Jacobsen (1996) . ASR models yield higher error rates when applied to speech produced by children as compared to speech produced by adults, and this is true whether the models are trained on just children, on just adults, or on age-diverse training sets. Moreover, the increase in error rates relative to ASR with adult speech tends to be greater the younger the children (see, e.g., the studies reviewed or reported in Potamianos and Narayanan, 1998; Stemmer et al., 2003; Elenius and Blomberg, 2005; Cincarek et al., 2007; Gerosa et al., 2009b; Shivakumar et al., 2014) . Prominent among the explanations that have been offered for these higher error rates is the fact that children's speech is more variable, in ways that strongly compound the perennial data sparsity problem (see, e.g., Potamianos and Narayanan, 2003; Benzeghiba et al., 2007) .
Some of this greater variability is related to the fact that children's vocal tracts are changing dramatically across the course of development, with overall vocal tract length increasing on average from about 10 cm at age 5 years to about 15 cm at 12 years of age, according to the model of longitudinal data by Barbier et al. (2015) , which conforms with earlier models of crosssectional data such as Fitch and Giedd (1999) and Vorperian et al. (2009) . This means that ASR methods for school-aged children's speech must accommodate to a range of differences in vocal tract length that can be as large as 150% from youngest to oldest speaker (as compared to a difference of about 110% between adult females and males).
Also, while there is no good evidence of gender-related physiological differences in vocal tract characteristics before puberty, school-age children are practicing phonetic markers of different social identities and relationships, including markers of gender identity as well as of inclusion/affiliation versus exclusion/dissociation in relationship to social groups defined by ethnicity, family socioeconomic status, age cohort, and so on (see, e.g. Drager, 2011; Kohn and Farrington, 2012; Alam and Stuart-Smith, 2014; Li et al., 2016, among many others) . This leads to potentially large pools of more or less fluent socially-motivated variation, as boys and girls negotiate gender-specific, group-specific, cohort-specific, or even clique-specific pronunciation habits that will continue to evolve even as they grow into adolescents who must further adjust their speech motor habits to the physiological changes to the vocal tract and glottis that are associated with hormonal changes at puberty.
Moreover, when pre-school children are included, models must adjust for differences in vocal tract shape that are at least as consequential as the differences between females and males post-puberty. That is, the rapid 10% growth in vocal tract length when a boy goes through puberty involves no change in oral cavity length, but a small increase in the lip tube length (due to the thickening of the lips) and a 1-to-2 cm increase in pharyngeal cavity length (due to the descent of the larynx). The analogous reshaping at the beginning of life involves an initial descent of the larynx to disengage from the velopharynx and create a short pharynx along with a rapid increase in hard palate length during the first year or so, after which a child's oral cavity length grows hardly at all compared to the further increase in pharyngeal cavity length as the height of the mandible doubles, until the oral and pharyngeal cavities reach the 1:1 adult female proportion at about 5 or 6 years of age (see, e.g., Fig. 3 in Barbier et al., 2015) . These differences in growth patterns before and after school entry might help explain some of the differences across studies in the effectiveness of adapting methods developed for adult speaker-independent ASR such as frequency warping and vocal tract length normalization techniques (see, e.g., Potamianos et al., 1997; Claes et al., 1998; Cui and Alwan, 2006; Gerosa et al., 2009a) .
Another source of greater variability in children's speech is that speech is an extremely complex motor activity. While speech motor control develops very rapidly across the first three or four years of life, many aspects are not fully adult-like until well into adolescence (see, e.g., literature reviewed in Smith, 2010; Green and Nip, 2010) . For example, kinematic analyses of the lips and jaw in children younger than six years show nothing like the consistent coordination between fluidly independent movements that characterize adult productions of labial stops and labiodental fricatives in variable vocalic and prosodic contexts (Green et al., 2000) , and adult-like coordination between labial gestures and lingual gestures for rounded vowels is also slow to develop (see, e.g. Ménard et al., 2016) . Moreover, because of the relationship between experience (or practice) and fluency, this protracted development of motor control leads to variability within individual children as well as between children. For example, there are systematic within-talker differences in speech articulator movement variability that are related to differences in sentence complexity, in word length, and even in phonotactic probability and lexicality (see, e.g. Sadagopan and Smith, 2008; Heisler and Goffman, 2016) .
This means that there will be differences in the amount of variability across development as children's vocabularies continue to grow and as their phonologies continue to change to accommodate to new phoneme sequences and new prosodic structures. These differences in "fluency" should lead to differences in accuracy of ASR models across children of different ages and also across children of the same age who have different levels of experience or competence with the speaking style that is involved in the elicitation task. For example, if the speaking style is that of read speech, we might expect to see differences in recognition rates that are systematically related to differences in reading proficiency, as Li and Russell (2002) found when they related failures of an ASR model to teacher's ratings of pronunciation "goodness" in the Children's Primary School Reading (PSR) corpus.
More generally, we might expect to see variation between and within children in the degree to which pronunciations of target words or sounds deviate from community pronunciation norms, as noted, for example, by Benzeghiba et al. (2007) and Cincarek et al. (2007) , and researchers such as Fringi et al. (2015) and Hämäläinen et al. (2014) have begun to explore the idea that recognition might be improved (i.e., be made more robustly human-like) if ASR systems for younger children are designed to recognize and accommodate to the most commonly noted patterns of deviation in normal speech development. Indeed, these patterns of deviation have become the object of recognition in their own right, in the application of ASR methods in developing tools for assessing and treating atypical speech development (see, e.g., Kewley-Port et al., 1991; Bunnell et al., 2000; Hamidi and Baljko, 2013; Sadeghian and Zahorian, 2015) .
This application of ASR technology raises the question of how recordings of children's speech should be annotated in order to gauge the accuracy of such tools and to generalize them to be useful more generally in research on normal speech development as well. Commonly noted patterns of deviation from adult community norms are typically described using the symbolic categories of the International Phonetic Alphabet. For example, the deviations that Bunnell et al. (2000) examined are typically described as substitutions of [w] for target /r/. Is phonetic transcription the most useful annotation tool for this purpose? The next section address that question.
Annotating speech from preschool children
Phonetic transcription has been used to record observations of children's vocalizations for more than a century, from the very earliest diary studies that were the basis for Jespersen's characterization of children's speech development (Jespersen, 1922) . Indeed, in the days before there were devices such as the wearable voice-activated audio recorder that is used in the LENA system, on-the-fly phonetic transcription was the only efficient and reasonably unambiguous method available for recording continuous longitudinal day-by-day observations of child speech, and it has continued to be used for this purpose in diary studies to this day (see, e.g., Jaeger, 2005; Inkelas and Rose, 2007) . On-the-fly phonetic transcription was also the only viable tool for recording observations of more systematically elicited word productions from sufficiently large samples of children in the earliest studies to establish norms for children's phonological development (e.g., Wellman et al., 1931) . Moreover, it continues to be the primary analytic tool in developing and using instruments for clinical evaluation of phonological development such as the GFTA, so that even when audio recordings are made of children's responses in the course of developing new clinical assessment instruments, such as the one described in Dodd et al. (2003) , the purpose is typically only to provide a way of doing multiple post-hoc phonetic transcriptions of the same utterances, as a way of assessing the consistency of observations within and between testers. Given this long history of relying on phonetic transcription as a way of recording observations of children's speech, it is perhaps not surprising that post-hoc phonetic transcription also continued to be used as an analytic tool even in many studies where the primary data were audio recordings, such as the studies in support of the Frame-Content model of canonical babble and early words (Davis and MacNeilage, 1995; MacNeilage et al., 1997) , and that these phonetic transcriptions remain the primary annotation schema when the audio recordings are then contributed to the PhonBank archive (Rose and MacWhinney, 2014) .
Phonetic transcription is a very useful analytic tool in that it can be used to note deviations from canonical adult forms without any specialized instrumentation beyond the human ear and brain. However, it has limitations. The annotator must impute a particular segmental phonetic model and then parse continuous phonetic variation for each imputed segment into one of a finite set of consonant and vowel categories. In cases where temporal coordination among articulators yields an acoustic pattern that is consistent with the imputed segmental model and the phonetic variation within each category is low relative to the differences between categories, this task is straightforward. In cases where temporal coordination is inconsistent or the distribution of phonetic variation within the parametric articulatory and auditory spaces is not yet controlled in an adult-like way, however, phonetic transcription is considerably less informative.
There is substantial evidence that children's productions of sounds are highly variable, and that they often do not resemble canonical adult forms of the same target sounds. Some of this evidence is presented earlier: children's productions of sounds show greater trial-to-trial variability in temporal coordination and spectral parameter measures than do adults. This is true even for older school-aged children whose speech is transcribed to be correct. This section considers variation in very young children's productions of sounds, and how these might affect the quality of annotations. One frequently cited study of phonetic variation in children's speech is given by Macken and Barton (1980) . Macken and Barton examined the development of stop consonant voicing, using instrumental measures of voice onset time (VOT). VOT is the primary acoustic cue to the distinction between target voiced and voiceless stop consonants in English and many other languages. In perception experiments, the influence of VOT on the identification of stop consonant voicing has been shown to be strongly categorical. Stops with VOT values that are intermediate between voiced and voiceless are typically labeled as either voiced or voiceless, and discrimination of sounds that are labeled identically is poor (Liberman et al., 1961) . Given this fact, it was generally thought at the time that Macken and Barton conducted their study that listeners should be poor at tracking within-category variation in VOT.
Macken and Barton examined four children longitudinally, eliciting target words in play sessions recorded at intervals from the middle of the second year of life to early in the third year. There were considerable differences across the recording sessions. Importantly, there were sessions where the child produced statistically significant differences in VOT between target voiced and voiceless consonants, but where the mean values were all in the short-lag range that adults would label with the voiced stop category. For example, participant "Jay" produced a significant difference between target voiced (M=7.5 ms) and voiceless (M=16.6 ms) stops in the recording made at 34 months. These values are likely to be labeled as voiced by adult listeners. A common term for this phenomenon is "covert contrast" (see, e.g., Scobbie et al., 2000) . The productions showed a contrast in the sense that the voiced and voiceless targets were produced significantly differently. The contrast was covert in the sense that productions of both targets were in the range that previous research suggested were part of a single voicing category in adults; hence, it was predicted by researchers like Liberman et al. (1961) that adults would find difficulty encoding and denoting VOT differences within categories.
Subsequent research has documented covert contrast for other emerging sounds. For example, Li et al. (2009) found evidence of covert contrast between anterior and posterior lingual sibilant fricatives in 2-3 year old children acquiring English (/s/ vs. /S/) and Japanese (/s/ vs. /C/). There is a particularly robust literature showing that covert contrasts exist in the speech of children with SSD. Baum and McNutt (1990) found acoustic differences between target /T/ and frontal variants of /s/ (which are often transcribed as [T]) in children with residual misarticulations. Edwards et al. (1997) found that some children who were transcribed as producing [t] for /k/ nonetheless produced target /t/ and /k/ with systematically different-shaped stop burst spectra (as measured by the spectral mean and skew).
Covert contrasts provide a dilemma for how to best annotate child speech databases. Ideally, the annotation should be as rich as is possible, while maintaining a high level of reliability in the annotations. If there is a way to note the "outlier" productions that are the prime contributors to the statistical differentiation of sounds that are transcribed with the same phonetic symbol, then it should be used, as the studies cited above suggest that many children do go through such stages of covert contrast in the course of early speech development.
The very term covert contrast implies that outlier productions cannot be detected by ears alone. It invokes a strong interpretation of early Structuralist theories of the "psychological reality of phonemes" (Sapir, 1933) as supported by experiments showing the "categorical perception" of speech sounds (Liberman et al., 1957 )-i.e., results suggesting that speech perception is so constrained by native-language phoneme contrasts that adults cannot detect sub-phonemic phonetic differences. However, the result that an adult listener cannot perceive VOT differences between stops that fall within the same phoneme category for the native language is based on research using synthesized CV stimuli in a combination of an identification task with closedset responses and a discrimination task with similarly categorical choices between just two (ABX) response types (e.g., Liberman et al., 1961) or among just three ("odd man out") response types (e.g., Abramson and Lisker, 1970) , and it is possible that other types of stimuli and/or other perception tasks might allow listeners to detect covert contrast.
Indeed, there is evidence that listeners can note small phonetic differences between sounds in the same phoneme category when given finer-grained response alternatives. For example, Miller (1997) reviews experiments using continuous "category goodness" ratings instead of closed-set identification and discrimination, with results that show that adult listeners are sensitive to sub-phonemic variation in VOT values and that they parse this variation in terms of their experience with systematic variation, such as differences in VOT values that are associated with different overall speaking rates. Relatedly, Massaro and Cohen (1983) examined listeners' perception of three speech continua (/bae/-/dae/, /bae/-/pae/, and /i/-/I/) using an 11-point rating scale (e.g., responses from 0 for the best /bae/ to 10 for the best /dae/). They found that listeners' mean ratings changed gradually and monotonically across the steps of the continuum. Moreover, the overall distribution of ratings for most of the listeners followed the predictions of a mathematical model in which categorization was continuous, rather than one in which it was categorical. This is consistent with more recent findings by Toscano et al. (2010) that show continuous perception is reflected in the strength of neurophysiological responses to speech continua.
What annotation options exist for noting sub-phonemic variation, such as the difference between a production of /d/ that might be transcribed as [d] because it has a canonically short-lag VOT value and a production of /t/ that might be transcribed as [d] because it has a VOT that is too short to be assimilated into the aspirated American English /t/ category? One suggestion is simply to give listeners the option of coding sounds as "fuzzy" exemplars (see, e.g., Stoel-Gammon, 2001)-e.g., as productions that are somehow intermediate between two contrasting phoneme categories. This suggestion was implemented in the annotations of consonant voicing and consonant place of articulation in the Paidologos database (Edwards and Beckman, 2008a A second possibility is that we can aggregate closed-set responses over a group of listeners, and use the degree of disagreement among listeners as a measure of the proximity of a production to a prototypical, adult-like example of that sound. The notion underlying this method is that the closer a token is to the best exemplar, the larger a proportion of listeners will rate it as a member of that category. This possibility was examined by McAllister Byun et al. (2016b) , who asked untrained listeners to judge whether children's productions of /r/ were correct or incorrect. The proportion of listeners who judged a stimulus as correct was related to an acoustic measure of rhoticity, the difference between the second and third formant frequencies at the point of F3 minimum.
A similar finding is reported by Munson and Urberg Carlson (2016) , who conducted a variety of experiments in which listeners provided complex judgements such as first labeling a sound as either the phoneme /s/ or the phoneme /S/ and then rating it for how good an example of /s/ or /S/ it was. Their results showed that the proportion of listeners who labeled a sound as /s/ was correlated with an acoustic measure of the distribution of energy in the interval of frication, the centroid frequency of the middle 40 ms of the frication interval, as illustrated in Fig. 1 for the 21 subjects in one of these experiments who were native speakers of American English. Schellinger et al. (2017) found a similar relationship in a reanalysis of responses in another of the experiments reported in Munson and Urberg Carlson (2016) , where the /s/ phoneme response was pitted against /T/ rather than against /S/. Schellinger and colleagues also showed that this aggregated closed-set response measure validated the use of intermediate categories in transcription. Sounds that phonetically trained annotators had transcribed using the intermediate transcriptions were associated with less agreement across naïve listeners in whether the sound was /s/ or /T/ than sounds that the experts had transcribed as [s] 
or [T].
A final possibility is that listeners can provide continuous ratings of cat- egory goodness, when given the right listening task. The specific measure that we and others have examined is inspired by Massaro and Cohen's (1983) results, described above. Munson et al. (2010) examined listeners' continuous ratings of children's productions of the fricatives /s/ and /T/ in wordinitial position. Listeners were presented with consonant-vowel sequences excised from real words and nonwords elicited with a picture-prompted wordrepetition task. Listeners were presented with a double-headed arrow (meant to evoke the continuous number line) anchored by the text "the 's' sound" at the left end and "the 'th' sound" at the right end. Listeners were instructed to click wherever on the line they perceived the sound to be relative to the ideal endpoints. These ratings were so fine-grained that they discriminated between correct and incorrect productions of both /s/ and /T/. That is, the tokens of [T] for target /T/ were rated as more [T]-like than were tokens of [T] for target /s/, even though they were both transcribed with [T] . The ratings also discriminated both of the intermediate categories [s:T] and [T:s] from one another, and from the other four transcription categories. This promising finding was replicated by Munson et al. (2012) , and was extended to children's productions of the /t/-/k/ and /d/-/g/ contrasts. Strömbergsson et al. (2015) similarly found that ratings were useful in discriminating Swedish-speaking children's productions of correct, intermediate, and incorrect tokens of /t/ and /k/. Strömbergsson and colleagues found evidence of an additional utility of VAS measures: tokens of /t/ produced by children with SSD were rated as less prototypically /t/-like than were productions by children without SSD. Continuous ratings of children's speech elicited with VAS are a potentially very useful tool for annotating child speech databases. For example, Munson et al. (2010) suggest that they might be especially suited to detecting a covert contrast when the specific acoustic parameter that is involved is not the primary acoustic cue to the contrast in the adult language. One example of this is given by Scobbie et al. (2000) , who documented covert contrasts involving /st/, /t/, and /d/ in a single child with SSD whose errors demonstrated the common developmental patterns of "cluster reduction" (i.e. producing target clusters as singleton stops) and of voicing neutralization. Scobbie and colleagues found evidence of covert contrast in the voice quality of the vowel following the target stop or cluster, suggesting that the wide glottal-opening gesture associated with target /s/ was extending into the vowel to create an interval of breathy voice, and that the extended aspiration that is typical of singleton /t/ in English also was being realized as breathy voice. This was found only after examining other seemingly more obvious parameters, such as VOT. Presumably, the covert contrasts between /st/ and /d/ and between /t/ and /d/ in this child's speech would be salient to listeners in a perception task.
Finer-grained perceptual measures also have the potential to be useful target annotations in the application of ASR methods to the evaluation of normal versus atypical speech development. For example, Bunnell et al. (2000) showed that a Likert-scale measure of the category goodness of a misarticulated token of /r/ was correlated with the log-likelihood of the ASR model classifying the token as an /r/ versus a /w/. Relatedly, finer-grained perceptual measures of children's productions have the potential to be useful as ways to evaluate different candidate acoustic measures for sounds that might have different developmental paths in different languages because of cross-language differences in community pronunciation norms for phonemes that might be transcribed using the same symbol (see, e.g., the literature reviewed in Edwards et al., 2015) . For example, VAS has been used to measure children's production of lingual stop place contrasts in a number of languages with different community pronunciation norms for phonemes that English-speaking listeners might assimilate to English /t/ versus /k/, including Swedish (Strömbergsson et al., 2015) , Greek (Arbisi-Kelm et al., 2010) , and Japanese (Beckman et al., 2014) .
Indeed, continuous perception measures may be especially useful for characterizing children's progressive mastery of this class of contrasts, which depend on a hidden articulatory target that is only audible earlier and/or later than the time when the target articulation is achieved. That is, for example, while the articulatory difference between /t/ and /k/ in prevocalic position might be characterized in terms of the location in the oral cavity of a coronal versus dorsal occlusion at the time of maximal contact with the teeth or palate, the acoustic evidence of this articulatory gesture is necessarily displaced in time, so that a child (or an adult second language learner) must infer the stop place from the rapidly changing spectrum from the release of the stop closure into the lingual posture for the following vowel. Languages can differ in exactly where the constriction is made and also in the part of the tongue tip or dorsum that makes contact. For example, whereas the /t/ of English is alveolar and typically apical, the /t/ of Swedish is dental and typically laminal. And the only ways to gauge from the audio signal whether the child's production is typical of the ambient language might be to analyze spectral characteristics after the lingual contact has been released and to play this portion to listeners to judge, as in Stoel-Gammon et al. (1994) .
Moreover languages differ in their patterns of temporal coordination among the consonant's occlusion gesture, the glottal opening gesture that makes it a /t/ or /k/ rather than a /d/ or /g/, and the vowel's lingual posturing gesture. And the child must also learn to produce the appropriate coordination patterns in order to sound like a fluent native speaker. While the development of ultrasound methods for observing the articulators themselves has provided another window into the development of this class of sounds (see, e.g., McAllister Byun et al., 2016a) , there will always be many more hours of speech recordings available only as acoustic records. Therefore, the exploitation of child speech databases for studying speech development requires methods that can relate perceptual measures to acoustic measures of the ways in which children's articulations can deviate from community pronunciation norms. These measures should be child-centric and not presume the phonologies or the physiologies of adults. The next section describes a very small sample of some of the acoustic measures that we and others have been developing for two classes of lingual obstruent contrast that often are implicated in speech sound disorders.
Acoustic measures of preschool children's speech
In order to acquire adult-like speech motor control, children must meet two articulatory demands: one, differentiate gestures for contrastive phonemes, in order to signal distinctive meanings (e.g., sip vs. ship); two, coordinate the gestures for phones that compose an utterance, in order to speak fluently. Over the eight decades since the foundational work on acoustic correlates of distinctive features, which enabled the first commercial speech synthesis systems, spectral analysis of child speech has revealed that skills for gestural differentiation and coordination do not necessarily develop uniformly and monotonically in preschool children. Below, we review a narrow slice of the literature where instrumental analysis has been used to describe the acoustic and spectral properties of child speech. Specifically, the review focuses on sibilant fricatives and stop consonants because their production involves a complex coordination among asynchronous supralaryngeal filter shapes and both surpralaryngeal and supralaryngeal sources that makes them more challenging to model than the source-filter combinations of vowels. Unlike the ASR systems reviewed in Section 4, which aimed at learning a speakerindependent model that could be used to predictively annotate speech from novel talkers, the instrumental analyses have generally sought to describe variation in acoustic and spectral properties of child speech with explicit reference to indexical properties of the talkers, such as their ages.
The spectra of the English sibilant fricatives /s/ and /S/ are characterized by a high-frequency concentration of energy affiliated to the size of the cavity anterior to the constriction (Toda et al., 2010) . The frequency-location of this energy concentration can be indexed by measuring either centroid frequency (center-of-gravity of the energy distribution across the frequency scale) or peak frequency (component with greatest amplitude), and many researchers have used such measures to describe how the ability to differentiate these sibilants develops continuously in preschool and school-aged children (see, e.g., Holliday et al., 2015; Nittrouer, 1993; Romeo et al., 2013) . Li (2012) described the development of the /s/ vs. /S/ contrast in children between 2 and 5 years of age by regressing centroid frequency values against age. The youngest children's productions were undifferentiated; as age increased, the fitted regression line for /s/ increased only slightly, while the one for /S/ decreased significantly. These results imply, first, that the mapping between annotation categories (discussed in the previous section) and distributions within a given feature-space (e.g., centroid-frequency space) varies with the age of the talker; and, second, that the magnitude of this variation across age is not uniform across consonants.
Despite their theoretical contributions, the above-mentioned spectral analyses of child speech were limited in that spectral properties were measured from a single time point in the frication noise. While sibilant fricatives can be modeled synthetically as being produced by static articulatory postures, recent research indicates that the spectral properties of sibilant fricatives do vary over time (Iskarous et al., 2011; Yu, 2016) and that the spectralkinematic properties of sibilant fricatives carry language-and consonantspecific acoustic information (Reidy, 2016) . Preliminary analyses of crosssectional age differences in how the /s/ vs. /S/ contrast develops in preschoolaged children acquiring American English indicate development along both static and time-varying spectral properties (Reidy, 2015) . Two-year-old children's productions of target /s/ and /S/ did not differ in terms of peak frequency trajectory. Three-year-old children's productions differed in terms of the overall levels (i.e., static aspect) of the consonants' peak frequency trajectories, but not in terms of trajectory shapes (i.e., time-varying aspects). Four-and five-year-old children's productions differed in terms of both the overall level and the shapes of consonants' trajectories. The acoustic im-plementation of this phonological contrast thus seems to develop initially in terms of spectral statics and then to be refined at later ages in terms of spectral kinematics.
While these preliminary analyses indicate that four-and five-year-old children approach the adult-like community norm of differentiating /s/ vs. /S/ in terms of both spectral statics and spectral kinematics, they further revealed that the children's productions did not yet fully conform to the community norm as they exhibited greater excursions in the peak frequency trajectories of both sibilants. At present the articulatory causes of such differences in the spectral kinematics of children's productions, as compared with adults', remains poorly understood due to the lack of models that fully explain the adult data or that attempt to explain the children's data. Using a computational model of the adult vocal tract, Toda and Maeda (2006) simulated its transfer function in response to turbulence noise sources, while varying the size of the front cavity and the constriction. They then mapped how changes in front cavity size relate to changes in the resonant frequency of the simulated transfer function. Their simulations suggest that changes in front cavity size-which might arise from the upward movement of the jawperturb resonant frequency when the front cavity is relatively small. This analysis-by-synthesis suggests that the age-related differences in excursiveness of spectral kinematics may be related to the smaller vocal tract sizes in children; however, the ranges of front cavity sizes studied by Toda and Maeda were too large to be directly applicable to children. The absence of synthesis models applicable to preschool children's speech signals the need for the greater collection of articulatory data (see Katz and Bharadwaj, 2001; Zharkova et al., 2011) that can then be used to build such models.
By contrast to the relatively recent recognition that kinematic spectral measures may be necessary to capture children's gradual acquisition of adultlike control of sibilant fricative contrasts, the history of kinematic spectral measures for stops is quite old (see, e.g., Delattre et al., 1955; Fant, 1973; Kewley-Port, 1983) . One very early kinematic measure that has recently been applied to articulatory as well as acoustic records for children's productions is the slope of locus equations.
Locus equations are fitted by regressing F2 frequency at CV boundary (first glottal pulse of the vowel) against F2 frequency at vowel midpoint, with F2 measured from multiple productions where the consonant remains fixed and vowel varies (e.g., /di, dA, du/). The slope of the locus-equation regression indexes the extent to which the tongue accommodates to the following vowel during the production of the consonant, and thus indicates a consonant's extent of lingual coarticulation across vowel contexts, with greater slopes indicating greater extent of coarticulation (see Iskarous et al., 2010) . In an early single-child study, Sussman et al. (1999) found that during the early preschool years, extent of lingual coarticulation does not necessarily develop monotonically toward an adult-like level of coarticulation. For [b]initial syllables, locus-equation slopes increased steadily between 24 and 32 months, dropped sharply between 32 and 36 months, and then rebounded between 36 and 40 months. For [d]-initial syllables, the locus-equation slopes fell between 24 and 26 months, rebounded between 26 and 30 months, and finally decreased between 30 and 40 months. This longitudinal study suggests that coarticulatory ability does not necessarily improve monotonically toward community speech norms for all consonants. Furthermore, locusequation slopes for [b] and [d] followed idiosyncratic trajectories out of phase with each other; hence, the exact character of the non-monotonic development in coarticulatory ability seems specific to each consonant.
While young preschool children's coarticulatory patterns for stops diverge from adult norms, several studies suggest that they eventually attain such norms during the later preschool years (Sussman et al., 1992) . Similarly, Noiray et al. (2013) had adult and 4-and 5-year-old child speakers of Canadian French pronounce /VCV/ sequences, where the consonant was one of /p, t, k/ and the vowel was one of /i, a, u/. Time-aligned audio and ultrasound recordings were made of the productions, and the acoustic signal was used to define the consonant-vowel boundary (first glottal pulse) and the vowel midpoint. Two types of locus equations (acoustic and lingual) were fitted for each participant, for each consonant. Acoustic locus equations were fitted to F2, while lingual locus equations were fitted to the x-coordinate of the tongue body's highest point in the ultrasound image. The acoustic and lingual locus equations revealed similar patterns: slopes were significantly lower for /t/ compared with /p/ and /k/, and there were no differences between adults and children in terms of locus-equation slope for any consonant.
A possible criticism of the locus equation slope as a measure of the degree of consonant-vowel coarticulation is that, because it relies on values taken at just two time points, and because it is a statistical summary measure of the mean relationship between those two values, it can only describe a linear relationship between two acoustic (e.g., F2) or articulatory states (e.g., tongue-body height) that obtains in the aggregate of many syllable productions. Furthermore, because the acoustic-articulatory states are measured at the consonant-vowel boundary and at the steady-state vowel midpoint, locus equations cannot capture potential developmental differences in how precisely oral and glottal gestures are temporally coordinated at the transition between the stop and the vowel. The most complete response to this criticism of locus equations would be to gather more aligned acoustic-articulatory data (similar to Noiray et al., 2013) and more densely sample both streams of data near the stop-vowel transition. Processing the data in this way would, furthermore, support the development of age-specific (or even child-specific) articulatory synthesis models, to be able to systematically explore the space of possible spatial-temporal coproduction patterns and how they map to the spectral kinematics during the transition from the stop burst into the vowel.
Summary and the road ahead
Our review of corpus elicitation methods in Sections 2 and 3 began with a description of methods that are currently being developed to exploit collections of day-long recordings made in homes and day-care centers, to enrich our understanding of infants' vocal development during the first year or two of life. The studies reviewed in VanDam and Silbert (2016) suggest that the rough diarization methods already are sufficient to pick out more than 85% of the infant's own utterances in the context of other talkers in the room (or on a television playing in the background), and Oller et al. (2010) proposed a fairly simple algorithm that can automatically tag these utterances using an annotation schema that is grounded in decades of research on phonetic models and acoustic characterizations of smaller longitudinal databases. The literature reviewed in Section 4 suggests that automatic ASR-based methods adapted from phonetic models of adult speech production might be adequate for annotating comparably large-scale databases of older school-age children's speech.
By contrast, methods for exploiting large-scale databases of preschool children's speech clearly will require that different annotation schemas be developed, in tandem with research to develop age-appropriate production models and associated acoustic measures, to better capture the protracted nature of phonetic development from the mostly not intelligible vocalizations of an 18-month-old to the mostly intelligible speech of an 8-year-old. Section 5 reviewed some ongoing research to develop such annotation schemas, and Section 6 described some research on developing acoustic measures for two classes of consonants that are challenging to model. (Both sibilants and lingual stops are also often misarticulated in children with speech sound disorders.)
The measures described in Section 6 require that multiple tokens of the target sounds be available from each child in a study. For the databases used in the two studies by Reidy (i.e., Reidy, 2015 , these multiple tokens were elicited using the picture-prompted word-repetition task described in Edwards and Beckman (2008a) . This task is an efficient way to elicit a reasonably large sample of productions of a number of target sounds. Other researchers have used even more engaging methods for eliciting multiple tokens of target sounds. For example, Bunnell et al. (2000) used a computer game in which the game character names began with the target sounds /t/, /k/, /r/, and /w/.
It is possible that multiple tokens of particular target sounds can be captured in day-long recordings, too. Indeed, for sounds that occur in many words that young children know, such as /s/, /t/, and /k/ for English, our aim would be to eventually bootstrap from studies with more controlled databases, to be able to develop ASR-based methods to pick out words containing these sounds in day-long recordings to track the changes in an individual child's productions over development. However, the identification of relevant words in such samples cannot be automated yet, given the high word-error rates of ASR models for young children, and it seems likely that even with a human transcriber, there could be even higher rates of data loss than in the more controlled language samples that were analyzed in Lowenstein and Nittrouer (2008) .
At the same time, programs such as Providence Talks 5 suggest that elicitation methods could be developed that take advantage of parents' eagerness to assess their children's language development at home. If elicitation methods such as the computer game in the Bunnell et al. (2000) study were combined with such already existing ASR-based resources, new protocols could be developed that could recruit parents to participate as fellow researchers, by playing games with their children to efficiently record multiple tokens of many more consonants than the four that Bunnell and colleagues targeted, and to do so regularly, to get dense longitudinal samples. If some of these parents were willing to bring their children into the lab to get articulatory records as well, then child-specific articulatory synthesis models could be de-veloped to apply analysis-by-synthesis methods to consonant development that are comparable to those used in studies of vowel development such as .
In summary, we probably already have methods that are adequate for eliciting the databases that we need for research in child speech development. What we need now are better schemas for annotations that do not impose adult segmental coordination models and adult phoneme categories onto children's productions. We also need more foundational research on how those annotations map to distributions in the spectral-temporal space, and we need more articulatory data to be able to build synthesis models that can capture the ways in which young children's vocal tracts and speech motor control constrain the relationship between their articulations and their acoustics.
