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Abstract
In this work we establish a result on the existence of an anti-periodic solution, which extends the theorem due to LaSalle on the
existence of a periodic solution for a periodic differential equation.
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1. Introduction
Recently anti-periodic problems have became popular. Some works can be found in [2–11] and references therein.
In 1950 LaSalle [1] proved an existence theorem for periodic solutions for periodic differential equations, which
shows that if the distance of two arbitrary solutions tends to zero uniformly in future, then the equation admits an
asymptotically stable periodic solution. This result is called the LaSalle oscillation theorem. For some further results,
refer to [12]. In this work we prove an anti-periodic LaSalle oscillation theorem.
Consider the equation
x ′ = f (t, x), (E)
where f : R × Rn → Rn is continuous and − f (t + T, x) = f (t,−x); t ∈ R.
We are going to prove the existence of anti-periodic solutions for Eq. (E).
2. Results
The following is our main result.
Theorem 1. If Eq. (E) has the solution x0(t) on [0,∞), and there exists a nonnegative function α(t) on [0,∞) with
limt→∞ α(t) = 0 such that any two solutions x(t), y(t) of Eq. (E) satisfy
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|x(t)− y(t)| ≤ α(t)|x(0)− y(0)|, t ≥ 0,
then Eq. (E) admits a T -anti-periodic solution.
Proof. First we assert that x0(t) is bounded on [0,∞).
(a) We claim that the set {x0(kT )}∞k=0 is bounded. Notice that for any natural number k, (−1)kx0(t + kT ) are the
solutions of Eq. (E).
We get
|x0((m + 1)T )+ x0(mT )| ≤ α(mT ) . . . α(T )|x0(T )+ x0(0)|.
Since α(T )→ 0 (t →∞), without loss of generality, let α(t) ≤ α0 < 1, t ≥ T .
Then
|x0((m + 1)T )+ x0(mT )| ≤ αm0 |x0(T )+ x0(0)|, m ≥ 1.
We observe that
(−1)m+1x0((m + 1)T ) = x0(0)+
m∑
k=0
((−1)k+1x0((k + 1)t)− (−1)kx0(kt)).
Then
|x0((m + 1)T )| ≤ |x0(0)| +
m∑
k=0
αk0 |x0(T )+ x0(0)|, m ≥ 1.
We deduce that {(−1)mx0(mT )} is bounded. So {x0(mT )} is bounded.
(b) We will show that the set {x0(kT + s)}k is uniformly bounded on [0, T ].
We have
(−1)m+1x0((m + 1)T + s) = x0(s)+
m∑
k=0
((−1)k+1x0((k + 1)T + s)− (−1)kx0(kT + s)).
Hence we get
|x0((m + 1)T + s)| ≤ |x0(s)| +
m∑
k=0
α0|x0(T + s)+ x0(s)|.
By (a) and (b) we obtain that x0(t) is bounded on [0,∞).
The next step is to show that any a solution of Eq. (E) is defined on [0,∞).
Let x(t, x0) be the solution of Eq. (E) with the initial value x(0) = x0. By the hypothesis it follows that
|x(t, x0)− x0(t)| ≤ α(t)|x0 − x0(0)|, t ≥ 0.
Therefore
|x(t, x0)| ≤ |x0(t)| + α(t)|x0 − x0(0)|, t ≥ 0,
which implies the desired result.
Finally, we are ready to show that there exists a unique anti-periodic solution.
For any x0 ∈ Rn , define the following map P:
P(x0) = −x(T, x0).
Then
|P(x0)− P(y0)| = | − x(T, x0)+ x(T, y0)| ≤ α(T )|x0 − y0|.
By the Banach theorem, P has a unique fixed point x∗, that is, −x(T, x∗) = x∗. By the uniqueness of the solution
with respect to the initial value, we get x(t + T, x∗) = −x(t, x∗), that is, x(t, x∗) is a unique anti-periodic solution of
Eq. (E).
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Remark. If α(t) does not satisfy α(T ) < 1, then we have the following proof.
Let N > 1 be a natural number such that α(NT + t) < 1, t ≥ 0.
When N is an even,
f (NT + t, x) = f (t, x).
Define the map P1 as follows:








1 (y0)| = |x(NT, x0)− x(NT, y0)| ≤ α(NT )|x0 − y0|.
By the Banach theorem, P
N
2
1 has a unique fixed point x∗ ∈ Rn . Then P1 has a unique fixed point x∗, that is, Eq. (E)
has a unique 2T -periodic solution x(t, x∗).







1 (y0)| ≤ α((N + 1)T )|x0 − y0|.
So P1 has a unique fixed point x∗ ∈ Rn , that is, Eq. (E) has a unique 2T -periodic solution x(t, x∗).
Next we are going to prove that x(t, x∗) is an anti-periodic solution of Eq. (E).
For N even, define the map P2:
P2(x0) = −x((N + 1)T, x0).
Then
|P2(x0)− P2(y0)| ≤ α((N + 1)T )|x0 − y0|.
Therefore, P2 has a unique fixed point xˆ , that is, Eq. (E) has a unique (N + 1)T -anti-periodic solution x(t, xˆ).
Similarly when N is an odd, we can obtain that Eq. (E) has a unique NT -anti-periodic solution x(t, xˆ).
For the above two cases and the hypothesis we have
lim
t→∞ |x(t, xˆ)− x(t, x∗)| = 0.
From the periodicity and anti-periodicity, we have
x(t, xˆ) ≡ x(t, x∗).
We can easily observe that x(t, x∗) is the T -anti-periodic solution, which completes the proof of Theorem 1. 
As an application of Theorem 1, we have the following.
Theorem 2. Let f (t, x) satisfy the Kamke monotonicity, that is, for any x, y ∈ Rn , if x j ≤ y j , j = 1, 2, . . . , n;
xi = yi , there is fi (t, x) ≤ fi (t, y). Further, assume that there exist C1 functions α, β : [0, T ] −→ Rn such that:
(H1) β ≥ 0, α = −β, β(T ) ≤ β(0);
(H2) α′ ≤ f (t, α), β ′ ≥ f (t, β).
Then Eq. (E) has the T -anti-periodic solution x∗(t), with α ≤ x∗ ≤ β.
Proof. Consider the following auxiliary equation:
x ′ = −kx + kr(t, x)+ f (t, r(t, x)), (E1)
where k is a given positive; and for j = 1, 2, . . . , n,
r j (t, x) =
β j (t), x j ≥ β j (t);x j , α j (t) < x j < β j (t);
α j (t), x j ≤ α j (t).
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Make the T -periodic continuations of α(t), β(t); and also rewrite them as α(t), β(t) respectively. Then we get
the T -periodic continuation of r(t, x). Note that α(t) = −β(t). We can see that r(t, x(t)) is also a T -anti-periodic
function if x(t) is a T -anti-periodic function.
Then
f (t + T, r(t + T, x(t + T ))) = − f (t,−r(t + T, x(t + T ))) = − f (t,−r(t, x(t))),
that is, f (t, r(t, x(t))) is anti-periodic.
Set CT = {x ∈ C(R1, Rn) : x(t) is T -anti-periodic}. CT is a Banach space with the usual maximum norm
‖x‖ = maxt∈R1 |x(t)|.
For any z ∈ CT consider the following equation:
x ′ = −kx + F(t, z(t)), (E2)
where F(t, x) = kr(t, x)+ f (t, r(t, x)).
Obviously any two solutions of Eq. (E2) satisfy
|x(t)− y(t)| ≤ e−kt |x(0)− y(0)|, t ≥ 0.
By Theorem 1, Eq. (E2) has a unique T -anti-periodic solution xz(t).
Define the map P : CT −→ CT by
[P(z)](t) = xz(t), t ∈ R1.
We can easily prove that P is completely continuous.
Next we prove that there exists a constant M > 0 such that
‖PCT ‖ ≤ M.
If this fails, there would be z j ∈ CT such that
‖P(z j )‖ → ∞, j →∞.
Set w j (t) = [P(z j )](t)/‖P(z j )‖. Then ‖w j‖ = 1, and w j (t) is the T -anti-periodic solution of the following
equation:
w′ = −kw + 1‖P(z j )‖ F(t, z j (t)).
By the construction of F there exists a positive L such that |F(t, z)| ≤ L , for t ∈ R1, z ∈ Rn . Therefore, there exists
a positive L ′ such that
‖w′j‖ ≤ L ′.
We get that {w j } is equicontinuous on [0, T ]. Applying the Arze´la–Ascoli theorem, there is a subsequence of {w j },
and rewrite it by itself. Moreover there is the map w0 ∈ CT such that w j → w0, on CT .
Then w0(t) is the T -anti-periodic solution of the equation
w′ = −kw,
where ‖w0‖ = 1. This is a contradiction because the equation w′ = −kw has one and only one T -anti-periodic
solution w(t) ≡ 0.
Let BM = {x ∈ CT : |x | ≤ M}. Then P : BM → BM . By the Schauder fixed point theorem P has the fixed point
x∗ in BM , that is, Eq. (E1) has a T -anti-periodic solution x∗(t).
Finally we prove that α(t) ≤ x∗(t) ≤ β(t), t ∈ [0, T ].
If this fails, then there exists
δ = max
t∈[0,T ], j=1,2,...n
{(x∗) j (t)− β j (t), α j (t)− (x∗) j (t)} > 0.
Without loss of generality, assume that j = j0, and t0 ∈ [0, T ] such that δ = (x∗) j0(t0)− β j0(t0).
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If t0 ∈ (0, T ), then
β j0(t)+ δ ≥ (x∗) j0(t), t ∈ [0, T ],
β j0(t0)+ δ = (x∗) j0(t0).
Thus
β ′j0(t0) ≤ (β j0(t)+ δ)′|t=t0 = (x∗)′j0(t0)
= −kδ + f j0(t0, r(t0, x∗(t0)))
< f j0(t0, r(t0, x∗(t0)))
≤ f j0(t0, β(t0)) ≤ β ′j0(t0),
a contradiction.
If t0 ∈ {0, T }, then it follows from β(T ) ≤ β(0) that t0 = T .
Thus
β ′j0(T − 0) ≤ (x∗)′j0(T − 0)
= −kδ + f j0(T, r(T, x∗(T )))
< f j0(T, r(T, x∗(T )))
≤ f j0(T, β(T )) ≤ β ′j0(T ),
a contradiction.
Since α(t) ≤ x∗(t) ≤ β(t), t ∈ [0, T ], it follows that r(t, x∗(t)) = x∗(t). By the construction of Eq. (E1), x∗(t) is
the T -anti-periodic solution of Eq. (E), which completes the proof. 
3. Example
Consider the equation
x ′ = −x3 + sin t. (E3)
Applying Theorem 2, we know that Eq. (E3) has a unique pi -anti-periodic solution.
Indeed, take β(t) = 2, α(t) = −2, for t ∈ R1. Then
β = −α, β(pi) = β(0),
β ′(t) = 0 > −8+ 1 ≥ −β3(t)+ sin t,
α′(t) = 0 < 8− 1 ≤ −α3(t)+ sin t.
So the conditions of Theorem 2 are satisfied.
The uniqueness can be proved as follows.
Let x(t) and y(t) be any two pi -anti-periodic solutions of Eq. (E3).



























by w(0) = −w(pi).
This leads to a contradiction.
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