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ABSTRACT 
Title of Thesis: Correlation Studies of Pressure Fluctuations on the 
Ground Beneath a Turbulent Boundary Layer. 
Joseph T. Priestley, Master of Science, 1965 
Thesis directed by: Alan Jo Faller, Research Associate Professor 
Narrow-band pressure correlation measurements in the frequency range 
,008 to 1 Hz(cps) were obtained from a cross spectral analysis between 
pairs of microphones placed on level ground beneath the wind stream. 
The measurements were made over a range of wind speeds from 2.1 to 
7.2 meters per second and a range of hemispheric solar radiation con-
ditions varying from 0 to 44 Langleys per hour. Plausibility arguments 
are presented which predict for the narrow-band longitudinal and 
lateral correlation coefficients: 
-0'~ Rw(£,0) = e cos(kg) and Rw(O~~) = 
e-S~ where~ and~ are the longitudinal and lateral separations, re-
spectively, and 0', S, and k are determined by the experiment. Contrary 
to similarity considerations ct and k were found not to be strictly 
proportional, but rather 0' = 0.4lk1 ' 28 , 0' and k being expressed in 
(meters)-1 , over a range 2 < (1/ot) < 500 meters. The relation between 
2 .74 Q -1 ct and S was found to be: ~ = 1. 0' , 0' and ~ expressed in (meters) , 
over a range 3 < (1/~) < 500 meters. For an arbitrary angle with 
respect to wind direction evidence is presented which indicates that 
Rw(~,~) is very slightly larger than the product Rw(g,O)Rw(O,~). A 
small amount of data taken relating the convection velocity versus 
wavelength to anemometer readings indicates the possibility of predict-
ing the wind profile from pressure fluctuations on the ground. 
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This paper reports the results of an investigation into certain 
&tatistical properties of the turbulent boundary layer that comes into 
existence whf~never there: is sufficiently rapid relative m.rJtlon between 
a fluid and a solid body. The random turbulent motions of the fluid 
cause pressure fluctuations which can be observed at the surface of 
the solid body. 
Hi.storically, the need for the pre!lent study grew out 0f a problem 
in the infrasonics group at the National Bureau of Standards. This 
group and others have for more than a decade been interest_o,d in moni-
toring and studying low frequency sound (e,.g. less than 1 Hz) i.n the 
atmosphereo Because of particularly favorable conditions to propaga-
tion of sound within this frequency range, very low absorption and a 
11channeling" effect (Cook, 1962), infrasonic waves can travel distances 
of thousands of kilometers. The most serious limitation in detecting 
these infrasonic waves is background noise caused by turbulent boundary 
layer pressure fluctuations in the wind stream (see Cook and Young, 
1962). Various efforts have been made to reduce this source of back-
ground noise (e.g., Daniels, 1959), but greater knowledge of the 
statistical properties of the turbulent pressure fluctuations is needed. 
Boundary layer "wall-pressure" fluctuations are also important in 
,;e·Jeral other fields. These pressure fluctuations acting on ship and 
5 ,Jbmarine sonar transducers diminish the signal-to-noise rati.o of 
received signalso The noise in the cabins of high speed aircraft 
1 
arises mainly from skin vibration caused by the boundary layer pres-
sure fluctuations (Dyer 1 1958). Also structural fatigue in aircraft 
can be caused by this same vibration, 
The spec:tfic aim of this study is to gain a quantitative picture 
of the statistical structure of the boundary layer pressm:e fluctua-
tions on the ground in the frequency range from one cycle per second 
to one cycle per minutf~" To the author's knowledge previous spac(,- time 
correlation or cross spectral analyses of atmospheric boun.JHry layer 
pressure fluctuations have not been attempted, 
Since the early work of Harrison (1958) and Willmarth (1959) 
many wind tunnel measurements of this nature have been made; hmvever, 
many of the results are confusing or at least inconclusive. Much 
t~1.eoretical work has been done by Kraichnan (1956a, 1956b), Lilly and 
Hodgson (1960), Lilly (1963), Gardner (1963), and White (1964) on the 
problem of surface pressure fluctuations beneath a turbulent boundary 
layer; but, generally, the complexity of the mathematics has forced 
these workers to make idealizations and approximations which many times 
can be based only upon intuition because of the lack of experimental 
data, 
The purpose of the present study is then twofold: to provide 
numerical data on atmospheric pressure fluctuations for the workers in 
!J1is field 1 and to provide experimental evidence for more general rela-
tionships which might be useful to the theoreticians. 
2 
SECTION II 
FACILITIES AND INSTRUMENTATION 
A. Introduction 
It was anticipated from the beginning that it would be desirable 
to first make measurements in a location of flat, easily definable 
terrain and then, perhaps later, in more complicated terrain. Because 
of this and other reasons it was decided early in the planning that 
the equipment should be made as portable as possible, Accordingly, a 
. 1 
used one ton panel delivery type truck was obtained and converted into 
a mobile field station. The completed field station consisted of four 
pressure transducers, anemometer and wind vane, and the digital and 
analog recording systems which were mounted in three relay racks in 
the truck. The system could thus be transported with relative ease, 
although it did require an ac power line at the site. 
B. Location 
The experiment was performed at the u.s. Weather Bureau Test and 
Evaluation Laboratory site near Sterling, Virginia. This site was 
selected because of the large area of flat terrain and the meteoro-
logical support available. The site proper is approximately one and 
a half miles long in the east-west direction and one half mile north 
1rt was perhaps unfortunate that a truck in better condition 
could not be procured, because much time was wasted attempting to stop 
up cracks and make the body water proof and mouse proof. On one 
occasion after the field mice learned to come in through the cracks, 
they built a nest using for material the data paper as it was fed out 
of the strip chart recorders. 
3 
4 
to southo It is located just beyond the northwest edge of Dulles 
International Airport. Most of the area has a closely mowed (approxi-
mately three inches high) grass cover, although there are trees around 
part of the perimeter. 
The reference p9int of the experiment (hereafter called base 1) had 
an upwind fetch of 300 to 400 meters, depending upon the exact wind 
direction, of very level mowed grass. Beyond this was a strip of small 
trees and undergrowth ten to twenty feet high. About 90 meters to the 
southwest was a 15 meter meteorological tower. The mobile field station 
was located 15 meters southeast of base 1. The wind was from the north-
west quadrant for all of the·experimental runs. 
C. Transducers 
The pressure transducers or microphones are a modification of a 
design that was developed by the National Bureau of Standards. As 
presently used a transducer consists of a capsule, an electronic oscil-
lator, and a transducer can. The capsule employs a thin metal diaphragm 
and a fixed backing plate to form a pressure sensitive capacitor. The 
oscillator which fits on top of the capsule put8 out an FM (frequency 
modulated) electrical signal whose frequency varies almost linearly
2 
with pressure on the capsule diaphragm. The nominal center frequency 
of the FM "tone" is 1550 Hz with a maximum linear swing of 250 Hz 
either side of center. 
The transducer can is a stainless steel container with a backing 
volume and a forevolume permanently built into it. Both of these 
volumes are surrounded with two inches of thermal insulation. Figure 
2For the pressures involved in the study, the nonlinearities were 
not of significance. 
5 
· la shows a schematic diagram of the microphone assembly while Fig. 
lb shows the equivalent electrical circuit. The component values 
given in the figure represents the average values over the four micro-
phones in the high frequency band pass configuration. The low band 
pass configuration is identical, except that the value of R
2 
is 
increased by a factor of approximately four. The function of the 





the resistor ~ forms a 6 dB per. octave high pass filter with a 3 dB 
point at about 1 liz. The resistor R2 with forevolume c3 form. a 6 dB 
per octave low pass filter with a 3 dB point at about 0.5 Hz (0.12 Hz 
for the low band pass system). Figure 2 shows the average response of 
the four microphones in both the high and low pass band configurations: 
The 6 dB per octave high pass filter, which is active throughout most of 
the band, is needed to complement the frequency spectrum of the tur-
bulent pressure fluctuations. The low pass filter, which is active 
only at the edge of the pass band, is used to attenuate high frequencies 
beyond the pass band so as to reduce aliasing caused by the sampling 
process. 
The backing volumes c1 and forevolumes c3 are stainless steel 
containers of approximately one and five gallons capacity respectively. 
They are filled with stainless steel wool to insure that they operate 
isothermally over the entire frequency range. The resistors were 
made by machining small axial holes in cylinders of brass approximately 
one inch long.. The machining had to be done very carefully because 
the resistance varies with the fourth power of the radius. 
3The response curves shown in Fig. 2 are corrected for the effect 
of averaging the pressure over the sampling interval. 
I 
6 
Because of the cross spectral analyses that were to be per-
formed, the phase characteristics of the microphones had to be matched 
very closely. The volumes were matched to within about 2% and the 
resistors could be machined to within about 1'7.... The capacitances of 
the capsules turned out to be very difficult
4 
to match, but after 
much troubleJ four capsules were obtained which had capacitances that 
fell within about 4% of the mean. To partially compensate for this 
mismatch, the resistors ~ were trimmed such that the measured 3 dB 






combination fell within 2% for all four 
microphones. It was impractical to reduce this error further because 
of stability problems. 
Each completed microphone consisted of a transducer can (25 
inches high by 17 inches in diameter) with the pressure inlet, an out-
door type water faucet) mounted on the side. To keep from distrubing 
the wind flow with the relatively large transducer cans) a fifty foot 
garden hose was attached to each inlet so that the "microphone openings" 
were effectively the ends of the garden hoses. 
D. Data Recording System 
One of the very important initial decisions that had to be made 
was whether the prime data recording system would be digital or analog. 
Some criteria that were considered important in making the choice were 
dynamic rangeJ accuracy, versatility, and cost. The dynamic range and 
4Matching capsules proved to be one of the most difficult parts 
of the whole experiment. After much effort was expended to find four 
capsules with matched sensitivities, the capacitances were checked and 
found to vary over a 50% range. After about three months of futile 
effort trying to match both capacitance and sensitivity, twelve new 
capsules were manufactured under very closely controlled conditions 
and the best four of these ~ere chosen. 
accuracy of a digital system is determined solely by the number of 
bits per data point; ioe., they can be set at any desired level. By 
contrast the dynamic range of an analog tape recording is about 40 dB 
for the FM mode and possibly as high as 60 dB for the direct mode, 
although 50 to 55 dB is more typical under operational conditions. 
The accuracy of an analog recorder is typically about 1 or 2 percent 
7 
of full scaleo The versatility of the two systems might be about equal 
if the recording systems alone was considered; however, a digital 
recording could be taken directly to a general purpose digital com-
puter, whereas an analog record would have to be analyzed on an analog 
computer designed specifically for the particular computation desired. 
Thus changing the analysis in the digital system means only a change 
in program while in the analog system it could mean rebuilding the 
analog computer. The cost of the two systems would probably be about 
equal if one included the cost of the analog computer in with the analog 
systemo Because of the above reasons the digital system was choseno 
The following parameters were c.hosen for the recording system: 
In order to achieve a wide dynamic range, each data point is repre-
sented by a 12 bit binary number4 This gives a dynamic range of 72 dB 
based upon the ratio of the maximum count to the least count. The 
sampling rate could be changed easily, but in the present experiment the 
sampling rate f 5 was 4 Hz for the high pass band and 1 ~ for the low 
s 
frequency pass band. 
The system, in brief, takes the FM tone from each of the four mic-
rophones, counts these tones with electronic counters for the sample 
time interval of almost 1/fs' and then "prints" these four numbers on 
5symbols are defined in Appendix A. 
4he magnetic tape~ This process is repeated f times per second to 
s 
produce a magnetic tape with a series of numbers corresponding to 
the "instantaneous" pressures at each of the ;four microphones. 
8 
Looking at the system in more detail (see Fig. 3) the FM tones 
from the microphones go through frequency multipliers to increase the 
resolution to the point of taking full advantage of the 12 bit record-
ing system. The signals out of the four frequency multipliers are each 
sent to one of the four counters6 
The 12 bit recording system has a resolution of one part in 212 
or one part in 4096. The total frequency swing of the F.M tone from a 
microphone is ±250 or 500 Hz. · Therefore, if this signal went directly 
to a counter and were counted for one second, the resolution would be 
only one part in 500. By first multiplying this frequency by eight 
we obtain a resolution of one part in 4000J making full use of the 
resolving capability of the 12 bit recording system. When 1/4 second 
sampling time is used the multiplication factor is changed to 32. 
The sequence of events in one recording cycle is the following: 
The. counters count the frequency multiplied EM signals from the micro-
phones for 1 second (or 1/4 second); then a pulse arrives from the 
clock and stops the counterso The numbers in the four counters are 
then "dumped" into a shift register, the counters are set to zero, 
and the counting is restarted. The total "dead" time of the counters 
is 40 ~s, a small fraction of the 1 second (or 1/4 second) sampling 
time. While the counters are again counting, the shift register shifts 
the characters6 out one by one and they are recorded onto the magnetic 
6A character is six bits of data. Xt thus requires two 



















.tape. For each recording cycle 12 characters (one data block) 7 are 
recorded onto the tape. One data block consists of eight characters 
from the microphone counters, two characters from the anemometer 
counter, one character from the seconds register in the clock, and a 
8 
one character flag. The data goes onto the magnetic tape in standard 
9 
computer format with parity check bits, At the end of every 2,400 
9 
data blocks the system records the tine in hours and minutes and then 
10 
inserts an inter-record gap. An end-of-file gap can be inserted any 
place in the tape by pressing a button. 
The entire digital recording systen is built in modular form. 
The frequency multiplier module which contains all four multipliers 
was designed for this project. Each multiplier is made up of five 
stages of frequency doubling. The development of some rather unique 
circuitry allows the frequency multiplier to operate over a wide range 
of input frequencies. The counters whi:h were also designed for thi~ 
project use rather conventional digital circuitry. The shift 
register and control module were standard modules which had been 
developed by the Measurement Automation Section of the National 
7A data block, being made up of 12 six bit characters, thus con-
tains 72 bits; i.e. two IBM words. 
8The seconds character and the flag that are recorded in every 
data block are checked in the computer to make sure the recording 
system was working properly. 
9At the sampling rates of 1/4 second and 1 second the 2,400 data 
blocks represent 10 minutes and 40 minu~es, respectively, of recording 
time. 
lOThe operation of recording the tlme and inserting the inter-
record gap is accomplished without the loss of data. This makes it 
possible to analyze two or more records of data as a single run. 
10 
·Bureau of Standardo The electronic clock and the stepping tape 
recorder were purchased commercially. 
The analog recording system for the microphones consisted of 
frequency-to-voltage converters and strip-chart recorders. These 
records are used chiefly for visually monitoring the microphone 
signals during recording. Strip-chart recorders were also used for 




A reference point (base 1) was chosen which had a large unob-
structed fetch for the most prevalent wind direction. The truck was 
then parked downwind from base 1 and connected to the power line. A 
surveyor's transit was used to position stakes thirty meters from base 
1 at the north, south, and west compass points and also at 15 degree 
intervals in the northwest quadrant. The anemometer and wind vane 
were mounted at a height of 4.27 meters on a mast attached to the 
truck. The truck was 15 meters southeast of base 1. Ninety meters 
southwest of base 1, a Weather Bureau anemometer and wind vane were 
mounted at a height of 10 meters on a tower. 
B. Microphone Positions 
The experimental procedure, in brief, consists of positioning the 
microphones according to a prearranged pattern relative to the wind 
direction and recording data. Actually, the transducer cans themselves 
are not placed in the "microphone positions", but rather fifty foot 
garden hoses are connected to the transducer can inlets and the other 
ends of the hoses are placed at the microphone positions. The trans-
ducer cans are placed downstream or to the side, well away from the 
microphone positions so as not to interfere with the normal flow past 
these positions. The ends of the hoses at the microphone positions are 




In order to simplify the data reduction, a small number of micro-
phone arrangements was standardized. The two basic patterns were the 
linear array and the square array. Since the meteorological conditions 
would not be expected to be exactly reproducible between runs, it was 
important to obtain data representing as many different separations as 
possible for each individual run. This was particularly true for the 
linear array when the functional form of the correlation coefficient 
versus separation was being explored. Since the system included four 
microphones, six combinations of pairs were possible. 
For a linear array, the ~idest range of spacings can be obtained. 
if the microphone separations form a logarithmic sequence. Since it is 
not possible to have the spacings form an exact logarithmic sequence 
using all six combinations, the following approximations were 
standardized. 
For a small array microphone position co-ordinates of 0, 1.5, 2.5, 
and 6.5 meters were chosen. This provided separations of 1, 1.5, 2.5, 
4, 5, and 6.5 1neters. In addition to this, a larger linear array was 
also used. The position co-ordinateso£ this array were 0, 9.75, 16.25, 
and 45.45 meters giving separations of 6.5, 9.75, 16.25, 29.2, 35.7, 
12 
and 45.45 meters. Table 1 lists the above microphone spacings as 
11
rn order to verify that only the static pressure fluctuations 
were detected, the hose ends from two microphones were placed at right 
angles together in the grass; one end facing into the wind direction 
and one perpendicular to the wind direction. The strip-chart record-
ings of the two microphone outputs were superimposed on a "light box" 
and found to agree typically within the width of the trace, a fraction 
of a percent. 
l2It was initially intended that the large microphone spacings be 
a simple scale-up of the small spacings; however, in the hurry to set 
up the large array the first time, the scaling was miscalculated. 
13 
.small and large, respectively. Several sizes of square arrays were 
also used, but only the 9.15 and the 6.10 meter arrays will be reported 
on here because the wind speed was so low on the others that there was 
considerable acoustical background interference. 
C. Data Recording 
On windy days the wind instrument strip-chart records were 
visually monitored. During periods when the wind speed and direction 
tended to maintain a constant average, the microphones would be set up 
according to one of the prearranged patterns. A steel tape would be 
anchored at base 1 and extended in the desired direction. One micro-
phone (hose end) would be placed at base 1 and the others would be 
placed at the prescribed distances along the tape line. The tape would 
then be removed and taken back to the truck. The digital recording 
system would be turned on and an end-of-file mark would be inserted. 
The time, the file number, and a description of the microphone array 
along with other recording parameters would be recorded in the log book. 
Usually, several hours of data would be recorded continuously in hopes 
of getting data during an interval of steady wind in the right direction. 
D. Data Selecting 
After a reel of magnetic tape had been recorded, the wind instru-
ment strip-chart records would be scrutinized. The average wind speed 
and direction along with an estimate of the standard deviation of each 
of these (one sixth of the peak-to-peak excursion) would be tabulated. 
From this tabulation, the most promising looking runs would be selected. 
The attempt was made to use only those records in which the average 
wind direction was within 3° of the desired direction. From other 
14 
indications, however, it turned out that, typically, the average wind 
direction was 5 to 8 degrees different from the nominal. This error 
was possibly due to deflection of the airflow past the wind vane 
because of interference with the truck body. For the linear arrays 
this error was not considered serious, however, for the square arrays 
13 
a correction was made. 
A short initial computer program was written which would select 
the desired runs by file number and clock time. These records would 
then be checked for parity error, the proper number of words, and for 
flags at the ·right locations, The data would then be rerecorded in a 
format suitable for input to the program described in Appendix B. 
13This is discussed more fully in SECTION V D. 
SECTION IV 
MATHEMATICAL CONSIDERATIONS 
Ao Relationship Between Narrow Band Correlation 
and Cross Spectral Density14 
Let p(x,y,t) be the fluctuating static pressure at time tat a 
point (x,y) on the surface under consideration. The pressure field 
will be considered to be statistically stationary and spatially homo-
geneous over the surface. The mean value of p(x,y,t) is zero. On this 
basis the two point pressure covariance, which is the mean value of 
the product p(x1 y1 t) p(x+5,y+~,t+T), is a function of the space and 
time increments only, and we denote it by 
(4.1) 
where the brackets < > indicate a large scale space or time average. 
The space-time covariance P(s 1 ~,T) can be associated with a 
frequency spectrum, the relation between the two being given by the 
Fourier transform pair 
P(s,TJ,T)• Jro K.(5,n,w)e1 wrdw 
-co (4. 2) 
1 Jco -iUlT K(s,n,w)= 211 P(5,TJ,T)e dT. 
-co 
K(s, T), w) will, in general, be a complex quantity with real and imaginary 
parts Co(s,T),Ul) and Q(s,n,w) which are, respectively, even and odd 
functions of w. K(~,n,w) is referred to as the cross-spectral density 
14The derivation in this subsection, except for notation and other 
slight changes, is that given by Bull (1963). 
15 
16 
of the fluctuating pressure; while Co(~,~,w) and Q(s,~,w) are referred 
to as the co-spectrum and quadrature spectrum respectivelyo In the 
particular case s=Tj=O the cross-spectral density K([;, ~' w) becomes the 
"power" spectral density cp(w). 
If the pressure signal p(x,y,t) is passed through a filter (a 
linear, constant parameter system) whose impulse response function is 
h(t) and frequency response function is 
fro -iwy Y(iw)= h (y) e dy 
0 
the filtered signal will be 
q(x,y,t)= Jroh(y)p(x,y,t-y)dy. 
0 
The product of filtered signals from two points will therefore be 
(4.3) 
(4.4) 
q(x,y,t)q(x+s,Y+'l,t+r)= J:h1 (~)p(x,y,t-~)dJ..L Jroh2 (v)p(x+s,y+~,t+r-v)dv 
0 0 
= Jro Jroh1 (~)h2 (v)p(x,y,t-~)p(x+s,Y+'l,t+r-v)~dv 
0 0 
Taking averages and assuming that the operations of averaging and 




(~)h2 (v) <p(x,y,t)p(x+~,y+~,t+r-v)>d~dv 
0 0 
=fro J00hl(~)h2 (v)P(g,'l,T~-v)d~dv 
0 0 
=Jro Jrohl (J..L)h2(v)Jro K(~ ,Tj,w)eiw(r+1J.-v)dwdj..Ldv 
0 0 -ro 
(4. 5) 
17 
* Where Y1 (iw) is the complex conjugate of y1 (iw). If the two filters 
have identical characteristics then 
<q (x, y, t) q(x+~, y+T), t+r)> == J':x:> I Y(iw) 12 K(~, TJ, w)eiOYT dw. (4. 6) 
-<X> 
Now suppose that the frequency response of the filters is given by 
t for (w -l:::ill/2) < I wl <(w +D.w/2) IY(iw)l 2 ::::. 0 o 0 otherwise. (4. 7) 
'rhat is, we consider band pass filters with rectangular response 
characteristics centered at w and with bandwidth D.w, which we shall 
0 
here assume to be small. Also, since the fluctuating pressure has been 
cons~dered as a stationary random variable, the filtered signals will 
be stationary random variables, and, hence, the mean value of Eq. (4.6), 
as indicated by the right hand side of the equation, is independent of 
x,y, and t; for filters described by Eq. (4.7), it will be denoted by 
P(£,~,r;w ). Thus in this case 
0 
(4.8) 
=[K(~,T),w )exp(iw r)+K(~,T),-W )exp(-iw r)]D.w 
0 0 0 0 
In vlew of the fact that Co(s,T),w) and Q(~,T),w) are respectively even 
and odd functions of w, Eq. (4.8) reduces to 
P(s, T), r; w)=2[Co(S, T), w) coswr-Q(~, T), w) sinu>r] D.w 
where the suffix on w _has now been dropped. 
0 
(4. 9) 
The correlation given by Eq. (4. 9) may be normalized by dividing 
it b7 P(O,O,O;w) to give 
) = P(g,n,r;w) Rw(S,T),T P(o,o,o;w) 




( 4. 10) 
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where e=tan -1 Q Cs, 11, w) ( 
C ( t .\o Rw ~,~,r) is called the narrow band correlation 0 SJ TIJ W; 
coefficient., 
B. A Modified Taylor's Hypothesis 
In order to proceed further, let us consider some of the experi-
1 
mentally established characteristics of turbulence. Taylor's hypothesis 
(Lumley and Panofsky, 1964, p. 56), states that if the turbulent velocity 
fluctuations are small compared with the mean stream velocity, the time 
variations in the velocity, as observed at a fixed point in the flow, 
would be approximately the same as that due to the convection of an 
unchanging spatial pattern past the point with the mean flow velocity 
U; i.e., u(t) =u~~\ where x represents position measured in the 
x=o \ u)t=o 
mean flow direction. Lin (1952) pointed out that Taylor's hypothesis 
is valid only if the turbulence level is low, viscous forces are 
negligible, and the mean shear is small. When applied to surface pres-
sure variations under a turbulent boundary layer, the first two con-
ditions are probably fairly well met, but the third is at least ques-
tionable. Despite this, it is not uncommon practice to apply Taylor's 
hypothesis to surface pressure fluctuations (Willmarth, 1959; Bull, 
1963). In the present work.we shall use a "modified Taylor's hypoth-
.,.:. 
esis" which will allow the convection velocity of disturbances Uc to 
b 15 e a function of frequency6 This will to a large degree overcome 
the requirement that the mean shear be small. 
Let us now look back at Eq., (4.10). The correlation coefficient 
Rw(~ ~,r) represents a comparison between two narrow band (almost 
sinusoidal) signals. The expression (wr+8) represents the average 
15wills (1963) gives an excellent discussion on convection velocity. 
· phase difference between the two signals. In particular, wr 
represents the phase difference due to relative time variation and e 
represents the phase difference due to relative spatial variation. 
Unde·r the assumption of the modified Taylor's hypothesis we have 
8 = - ~ where s measures separation in the flow direction. Thus 
c 
19 
R (t '1'1 r)=/K(g,n,w)Jcos(wr-~). 
w !:> ' , I' cp( w) u c (4.11) 
Also of importance is the concept of coherence which is defined: 




t: )- Co2 (t;.n.w)±Q2 (s,n.w) 
o ,, 71, w - q:f ( w) • 
C h~(t: :-.=jK(g,n,w)J , o 5 ,'1),w1 (w' , . cp 'I 
Two other forms of Eq. (4.12) will be of particular interest to us. 
1£ we optimize the correlation coefficient with respect to time delay, 
i.e. set lilT =~we obtain: 
c ~ 
R (s, 71 )=R (~, 71 , T t)= Cob (S, '1), w). opt, w w op 
(4. 13) 
Also of interest is the narrow band space correlation coefficient, i.e. 





The computer program which was used for the cross-spectral and 
Power spectral 
analyses is described briefly in Appendix B. The 
max:imum number 
of lags used was 120 for all runs. The number of data 
Points 
per microphone was either 2400 or 4800 depending upon whether 
the ru 
n number ended in one letter or two letters, respectively (see 
Table l)o 
The computer output of the analysis of a pair of channels 
is a tabular i d f b h pr nt-out which includes the spectral ensities o ot 
channels 
' the co-spectral density, and the quadrature spectral density 
Versus th 




, Co, and Q versus f. The frequencies 
(in u ) 2 
range from l/(2TL) to fs/2 in intervals of l/(2T1) where T1 is 
the max:im 
um time lag in the cross and auto-correlations, and fs is the 
samPling rate f h o t e raw data. This gives a total number of frenquen-
Cies 
equal to the maximum number of lags; i.e. 120. 
It Was considered much more useful to have the spectral data 
referred to ) h h a logarithemic (constant percentage bandwidth rat er t an 
a linear £ 
requency scale. Accordingly, the frequencies from the 
comp 
Uter output were arranged into groups representing 1/3-octave band-
\oli.dths (see 1 f h tral Tables 2 and 3) and the corresponding va ues o t e spec 
dens:tt· 
l.es - ¢1' ¢ 2' Co' and Q - were averaged within each group. This 
Proced 1 
ure had the desirable effect of decreasing the statistica 
fl uc tua tion hil 1 of the data in the high frequency region w e a so 
reduc:t 
ng the quantity of data. 
20 
21 
There is, of course, the danger of obscuring relevant features of 
the data by taking too wide a bandwidtho It has been pointed out by 
Wills (1963) and Bull (1963) that if R(m)(~,~) is the measured correla-
OJ 
tion coefficient and R (~,~) the actual correlation coefficient, we have OJ 




b. OJ OJ~ 
~-­OJ u 
c 
where ~w/OJ is the fractional bandwidth and OJ~ /U is the normalized 
c 
separationo At a separation of zero, this causes no erroro At separa-
tions of OJ~/U = n and 2n, the succeeding minimum and maximum in the c . 
correlation coefficient curve, Eqo (Sol) gives values of .98 and .92, 
respectively. Typically at distances of OJ~/U = TI and 2n, the correla-
c 
tion coefficient is not greater than 0.6 and 0.3, respectively; there-
fore, the error caused by the 1/3-octave band width is considered 
negligible. 
For each run, the quantities Coh~(~,T),OJ) and R(~,T)) for each 
pair of microphones were computed at each 1/3-octave band according to 
the relations 
Coh(~, T) ,OJ) 
and 
B. Logitudinal Correlation Coefficient 
1. Experimental data. The longitudinal data consists of seven runs 
in which a linear microphone array was oriented parallel to the nominal 
average wind direction (marked "I I" in Table 1). These runs, as shown 
.in Table 1 
,cover a range of wind speeds from 2.1 to 7.2 meters/sec (as 
measured by the anemometer at 4,27 meters). While not measured 
explicit! . 
y, an indicat~on of the range in atmospheric stability can be 
deduced from the hemispheric radiation and the relative cloud cover. 
For each of the seven runs, the values of Coh~(g,O,w) and Rw(g,O) 
Versus s 
eparation ~ were plotted, a separate graph being made for each 
Value of w. F 
igures 4a and 4p show these data plotted for a typical 
run. 
The plots of Rw(£,0), particularly the latter half, clearly 
exhibit the cosine nature of the function as ·derived in Eq. (4.14). 
Rw(£ ,0) = Coh~(s ,O,w)cos (~cs) (4.14) 
It is also. . v evident from the data that the value of Coh12(£,0,w) tends 
to form an " ( ) envelope" or a maximum amplitude for the values of Rw g,O. 
Empirically, an exponential curve fits the Coh~(g,O,w) data well 
Within experimental error, The product of the above exponential curve 
With a suitable cosine curve is an equally good fit to the Rw(g,O) data. 
The curve used to fit the Coh~(g,O,w) data is e-a; where a is chosen 
according to the best least squares fit. Using the above a, a value of 
k Was found which gave the curve e-agcos(k£) versus s the best least 
squares fit to the R (g,O) data. This provided a value for a and fork 
w 
corresponding to each of the center frequencies of the 1/3-octave bands. 
F' ~gures 4a to 4p are typical of the degree to which these functional 
forms fit the experimental data. 
2. Discussion. several investigators have measured the longi-
tudinal f bands correlation coefficient in narrow requency · Harrison 
(l958), Bull, et al. (1963) 16 and Corcos (1964) find that the 
16 
th Bull, et al. (1963) divides the spectrum into two parts 
at for the high frequencies R
00
(g,O,O)=A(wg/Uc)cos(wg/Uc) but 






· on coefficient can be expressed in the following form: 
R (~, O, O)=A(w~) cos w~ 
w u u . (5. 4) 
c c 
Likewise 
' Willmarth and Wooldridge (1962) find that the optimized cor-
relation coefficient may 
be expressed in the form 
R (t: O)=A(ws) 
opt w "'' U J c 
(5.5) 
ln au of the 
above works except Harrison (1958), the curve A(w;}Uc) 
looks very h 
muc like an exponential decay, however, save for Bull, et 
al. 0963) 
' none of the references give an analytic expression. They 
just 
Present the data with a smooth curve drawn through it. 
al. gives h 
t e expression 
for f 
A(~~) =e -0.1 w;juc 
c 








-2(£t:jU ) 2nfg 
R (t: 0 O)=e "' c cos ., f ':,) ) u (5. 7) 
l'he rapid d 
c 
ecay with respect to fs/U seems to be an artifact of using 
c 
too Wide a fil bandwidth~ In later measurements with narrower ters 
(Bakewell 
' 1963~ Bakewell, 1964), he presents the results 
2nfs 
Rf(g,o,o)=exp(-0.7 £gjuc)cos~ (5. 8) 
ln review, the consensus among the experimenters is that the cor-
relati 
on coefficient may be expressed in the general form 
Rw(g, O)=A(~:) cos~: (5. 9) 
While m (_ t: ) f a graph, a few give ost Workers give A\;: only in the form o 
it 
e~Plicitly in terms of an exponential function. 
A to be little mong both theorists and experimenters there seems 
24 
controversy that the narrow band longitudinal correlation coefficient 
can be expressed in the form 
R (s,O)=R (s,O)cosuws w opt,w (5.10) 
c 
It is understood that R t (s,O) must equal one at s=O, and it is op ,w 
generally agreed that it asymptotically approaches zero as s increases, 
but beyond this point difficulties arise. 
Taylor (1922) and Hinze (1959, p.35) give very general arguments 
17 which indicate that the slope of A (s) should be zero at s=O. While w 
the arguments themselves seem quite rigorous, historically the data 
18 have not generally substantiated this point. It must be admitted, of 
course, that to measure the ·cross correlation as a function of sepera-
tion as the separation approaches zero, requires vanishing small trans-
ducers. Since experimentally this requirement can never be achieved, 
the only hope lies in the development of a theory which predicts more of 
the curve than just the slope at s=O. 
Apparently the only existing theoretical treatments of turbulent 
space-time correlations for surface pressure fluctuations are two 
remarkable papers by Gardner (1963) and White (1964), respectively. 
White's work uses the basic approach of Gardner, but refines and 
extends this work; therefore we shall use only White's results in the 
present discussion. White presents the correlation coefficient in the 
17
rn their original contexts, both of these arguments were applied 
to broad-band velocity correlations; however, the assumptions are broad 
enough to include wall-pressure correlations. 
18 See Dryden, et al. (1937, p. 10) for an example of turbulent 
velocity correlations or Willmarth and Wooldridge (1962) for an example 







where A is a weak function of the boundary layer thickness 5. Since A 
involves integrals which ~equire numerical evaluation on a computer, 
White presents the function as a family of curves (see Fig. 5). His 
paper assumes a one-seventh power law wind profile and the resulting 
curves for A versus Ws/U do have a zero slope at s=O. 
c 
19 In later work, 
however, he assumed a different wind profile and obtained curves for A 
which had finite slopes at s=O. Because of the above rather curious 
result, the nature of the function A=R (s,O), at least in the opt,w 
neighborhood of s=O, is presently somewhat uncertain. 
While the ultimate solution to the problem undoubtedly lies in a 
good physical theory- probably similar in approach to that of Gardner 
and White- the fact remains that the present data, and that of other 
experimenters,
20 
can be much more closely represented by an exponential 
curve. For this reason, the following will be presented, by way of a 
plausibility argument, to show that it is not unreasonable to expect the 
function R t (s,O)=Coh~(s,O,w) to decay exponentially with s· op ,w 
We shall here assume that we have a constant average wind speed and 
direction blowing across a level horizontal surface. We also assume (as 
in SECTION IV) that the turbulence in homogeneous in horizontal planes 
\ 
making cross correlations, functions of co-ordinate separations only. 
The xy plane will be taken as the horizontal surface with the wind in the 
19 
Telephone conversation with White; June 23, 1965. 
20 See, for example, Serafini (1962, Fig. 27); Bull, et al. (1963, 
Figs. 53, 54); Willmarth and Wooldridge (1962, Figs. 9, 10). 
26 
Plus x d' . Lrection, 
Let the fluctuating pressures p(x,O,t) and p(x+(;,O,t+'T') pass 
through . Ldentical b narrow and filters of the type described by Eq. 
(4. 7). The filtered signals with center frequency w will be designated 
q(x,o t) ' and q(x+g,O,t+r) respectively, It is desired to consider the 
downstre am pressure q(x+g,O,t+r) at a delayed timer such that its cor-
relat' Lon with q(x,O,t) is a maximum. In SECTION IV we learned that the 
m correlation occurred at a time delay of r=s/U where the con-e 0 Ptimu 
vect' l.on velocity Uc may be a function of w, 
Therefore, we examine 
q(x+g ,0, t+g/U ) 
c . 
Let us consider the fluctuating pressures at the points A, B, and 
C located at (x,O), (x+g,O) and (x+2(;,0) respectively, We stipulate 
that the time lags r will always be optimized for maximum correlation 





Now q may be divided 
21 
B into two parts 
(5.13) 
such that 22 1 1 qBA is completely correlated with % and qBA'' is comp ete Y 
uncorr 1 23 e ated with qA. Additionally we have 
----~271--------~----------~-------------------------
See Appendix C . 
22 Plet 
1 
When more than one subscript 1s used on q the first one com-
e Y specifies the co-ordinates and time. 
23 Since th f ld · homogeneous in the xy 
pl e turbulent pressure ie LS 
ane we have <cf> = <q2> = <q2->. Therefore' the ratio of the rms 
Value A B c . 
8 of the pressures as shown in Eq. (C6) is equal to unLty, 
27 
Let us consider the pressures qBA and qBA*" Since they are both 
narrow band signals with frequency centered at ill, there is no possible 
way to distinguish between them without reference to the pressure at an 
upstream point. We conclude that the coherence of the "energy" 
represented by each of them must obey the same "decay law" as the 
coherence of the energy represented by the entire signal qB. We can 
now say that qBA' the part of the signal at B which is coherent with 
qA' will lose coherence by an additional factor Ropt,ill(~) upon traveling 
the additional distance ~ to the point C. Thus we have 
and from eq, (5.8) 
Now since 
we have the result, 
Ropt,ill(Z~)=Ftopt,ill(~) 
This may be generalized to give 









It is understood that 0! is a function of ill. From Eq. (4.14) the narrow 
band logitudinal correlation coefficient is 
where k 
ill 
-0!~ R (~,O)=e cos(k~) ill 
(5,21) 
28 
We notice that ~' and k b h i 1 1 
~ are ot rec proca engths. 1 ; measures 
the coherence scale and A ~ ~ is the wave length of the di. k sturban 
In particular, 
ce. We could at this point inquire into a possible functional 
relation bet 
ween C¥ and k; however, this will be saved for the discussion 
on relationships 
between correlation parameters. 
C. Lateral Correlation Coefficient 
l. ~. The lateral data consists of three runs in Yrhich a 1 
inear microphone array was oriented perpendicular to the nomi-nal 
· average Wind direction (marked Jlin Table 1). For each of the 
three runs 
the Values of Coh~(O,~,w) and R (0~~) were computed. 
w 
!f we set g:o in Eq. (4.1~) we obtain 
R (O,~):;:Coh~(O,T),w). (5.22) w 
rn the actual d 24 h~ b 
ata R - as a rule ~ is slightly smaller than Co , ut thi.s ca 
n be completely accounted for by slight statistical variations and a f 
ev.r degrees error in wind direction. Since error of one sort or another 
is the only reason that the measured values of Rw(O,r]) are 
~mailer 
, than the measured values of Coh~(O,T),w), the values of Coh/2(0 
.~,w) are a more reliable estimate of the lateral correlation 
Coeffi.cient th H 
an the measured values of correl4tion coefficient. ence-forth k, 
' Coh2(0,TJ,w) shall be used for lateral correlation coefficient. 
The lateral correlation coefficient versus distance could be 
fttted ~it 1 
h the exponential function equally as well as the longitudina Coh~( 
~-t_a·----------------~~------------------~~ 
here b Actual graphs of R (0 D) and Coh~(O,~,w) will not be presented 
t ecause i.. t is felt tfi'ey 'would add 1i ttle compared to the space 
i:·:~·. The degree to ~hich the Coh%(0,D,W) data fit exponential cur:es 
m~lar to that of the longitudinal data pres~nted in Figs. 4a - p. 
29 
2. .Qiscussion. 
The state of affairs regarding the lateral cor-
relation coefficient · · 
LS qUJ.te analogous to that of the longitudinal 
optimized 
correlation coefficient. Bull, et al. (1963) and Corcos 
0964) fi nd that the narrow 
e~pressed in the form 
band lateral correlation coefficient may be 
(5.23) 
13u11' et al, fi 
nd, in particular, that 
R (O,~)Ze-.715w~/Uc 
(.1) (5.24) 
for fre w•* quencies greater th v 0 36 anu= .. 
c 
On the theoretical side, ·the arguments of Taylor (1922) and Hinze 
(1959) 
should apply to the lateral correlation coefficient equally as 
Vlell as th 
ey do in the longitudinal case. The data, however, (as in 
the 1 . ongl.tudinal case) seem to indicate that the slope of R00 (0,~) at 
YJ==O has a 1 
va ue other than zero. 
Although there are much less data available in the case of the 
lateral 
correlation coefficient, the data that are available can be 
quite v.r 11 e represented by the exponential function. A plausibility 
argument 
' almost identica1
25 to that given for the longitudinal cor-
relatio 
n coefficient, can be made to justify the exponential form for 
the lat 
eral correlation coefficient. An argument using those same basic 
concept 
s v.rill be presented here in a slightly different form and with an 
import 
ant extention. 
We make the same assumptions here regarding horizontal homogeneity 
and ti 
~e stationarity that we made in previous sections. This time, 
25 . 
is The argument for the lateral case is actually simpler because it 







































, an to e oca e a e co-
we choose the three points A, B d C b 1 t d t th 
ordinate positions (0 ) (O ) ,y ' ,y+ET) 
and (O,y+TJ), respectively, where E 
is a numb er between zero and one. 
The pressure signals p, after having 
Passed th rough 
qA = q(O,y,t) 
qB = q(O,y+ET),t) 
(50 25) 
Let us agree that under the d d f. ed set of above conditions an un er a ~x 
qc = q(O ,y+TJ, t). 
turbulence parameters the lateral correlation coefficient is a 
. ' . 
un· lque funct• 0 d d s s lon of T) which has the value of unity at TJ= an ecrea e 
monot . omlcally with increasing separation Tl· 
From Appendix C the pressure signal qB maY be divided into two 
Parts such that (5.26) 
Where qBA is that part of the signal qB which iS completely correlated 
With qA and h Also we have . qBA* is completely uncorrelated wit qA. 
(5.27) 
Since . lt might be more aesthetically pleasing to deal with average 
th we square and average each 
Pow er rather 
s·d l e of E q. 
an instantaneous amplitudes, 
(5.27). Thus we have (5. 28) 
<cf,> = If (O,ET\)<cf;A> +<~A?· 
B. OJ 
lotice ~. i is the co~ri-
cross term on the right goes out because t 
ance b . etween t 1 at point C ~s, wo uncorrelated signals. The signa (5.29) 
31 
and the "power" at C is, 
(5.30) 
Substituting Eq. (5.28) into (5.30) we obtain 
(5.31) 
Now we may ask: what is the power <cfci', that part of the power <cfc> 
which is completely correlated with the signal qA. The term on the 
right containing <cf,BA~? is by hypothesis uncorrelated with q ; there-
A A 
fore, it goes out. The term <cfcB~~ has zero correlation with the 
signal at B, therefore, it would also be expected to have zero cor-
26 relation with the signal at the more distant point A. Therefore, we 
have 
(5.32) 
Considering only the points A and C we also have the relation: 
<cfci' = R~ (0, T))<c~. (5. 33) 
Thus we have the'result 
(5. 34) 
which has the solution 
(5.35) 
Let us now look back at the assumption referred to in footnote 26. 
The term <cfcB~·7 in Eq. (5.31) which has zero correlation with the 
signal at point B was also assumed to have zero correlation with the 
more remote point A. While it seems unlikely that the following 
situation would occur, let us suppose that some of the information con-
tained in the turbulent eddies at point A somehow bypasses point B and 
26 
We will come back to this point later, but for the moment let us 
accept it on an intuitive basis. 
· arrives at point C. If this situation occurs over the long-term 
average, then there will be a finite correlation coefficient between 
the signals q d an qA. 
CB~'<' 
If we represent this correlation coefficient 
by ~ then Eq. (5.32) takes the form, 
Where we have chosen TJ to h i 1 d' represent t e part cu ar LStance n1. Now 
if the S in Eq. (5.35) is the proper value, say ~l' to predict the cor-
relation coefficient at the particular separation ETJ 1 , i.e. 
(5.37) 
then if 6 is greater than zero, we would have 
(5. 38) 
Of c ourse we could choose a s 2< ~l such that 
(5.39) 
for the particular separation Tjlo Now since Sz<Sl' if we replaced sl 
by Sz in Eq. (5.37) we would obtain the relation 
(5.40) 
for 0<E<l. We now have that for separations over the open interval 
(O,TJl) the correlation coefficient is less than that given by the 
exponential of relation (5.40). If we do not wish to commit ourselves 
as to whether ~ in Eq. (5.36) is zero or greater than zero, we still 
have that the correlation coefficient in the neighborhood of zero 
separation is less than or equal to a particular exponential function. 
Therefore~ since the exponential function has a finite slope at zero 
separation, the correlation coefficient must also have a finite slope 
at the origin. 
32 
33 
The above arguments specifically apply only to the case of narrow 
band 
correlations or cross spectral densities, while the proofs of 
Taylo (1 
r 922) and Hinze (1959, p. 35), which say that the correlation 
coefficient should have a zero 1 h i 1 s ope at t e or gin, app y to the broad-
band case. 
!t appears, however, that the broad-band correlation coe£-
ficie t 
n could be obtained by integrating.the narrow-band covariance 
over the frequency range and then dividing by the product of the 
standard deviations of the individual signals. If this were done, the 
absolute value of the slope of the correlation coefficient versus 
Separation 
' as the separation approached zero, should be at least as 
great h 
as t at of the frequency component that had the minimum absolute 
slope, Th is result, of course, runs directly counter to the results 
Of Tayl 
or and Hinze. In view of this situation, it must be realized 
that th e arguments given above do not have the rigor usually associated 
With 
mathematical proofs. It is believed, however, that the concepts 
found in these 
·left to others 
arguments. 
arguments will be found useful, therefore it will be 
to explore more fully the limits of application of these 
D. Diagonal Correlation Coefficient 
To the author's knowledge, the only correlation measurements 
Other than those for either purely lateral or purely longitudinal 
Separations are those by Serafini (1962) and Bull, et al. (1963). Al-
though h d b iven at the t1."me both of no theoretical justification a een g ' 
the above authors along with Corcos (1963) used the relation, 
R (g ~)=R (g,O)Rw(O,~). 
opt,w ' opt,w 
(5.41) 




























Which indicates that th t 1 · · d · e ac ua opt~m~ze correlation coefficient is 
very slightly larger than that predicted by Eq. (5.41). I 
The present data consists of four runs using a square microphone I 
array. Th 
e runs cover a range o£ wind speeds from 2.4 to 6.1 meters/sec 
(as measured at a height of 4.27 meters). For each of the four runs, 
the Values of correlation coefficient and optimized correlation coef-
ficient were computed for all six combinations of pairs of microphones. 
Since the nominal wind direction was parallel to a side of the square 
array, corresponding measurements of the longitudinal correlation coef-
ficient were obtained from each side of the array. Likewise, two values 
of lateral correlation coefficient were obtained from the other two 
Sides and values of the diagonal correlation coefficient were obtained 
from each of the two diagonals. The small differences between corre-
sponding values of the longitudinal and also the lateral correlation 
coeff · · ~Clents gave evidence that the turbulence was quite homogeneous 
over the surface of the ground. Somewhat larger differences in the 
correlation coefficients between the two diagonals indicated that the 
average wind direction was not exactly parallel to the side of the 
array in any of the runs. Figure 6a is a graph of correlation versus 
frequency for run number 08404AB, 27 showing the average diagonal cor-
relation coefficient and the product of the average lateral and the 
average longitudinal correlation coefficients. The graph shows that 
the Product approximation, 
(5.42) 
is r easonably accurate. 
27 1 k d ery much like this, Graphs of the other three runs oo e v 
although this was slightly better than average. 
35 
Since it was noted that the wind direction was not exactly parallel 
to one "d Sl e of the array, it might be that the product approximation is 
even more an s in icated by Fig. 6a. An estimate of the accurate th i d 
error i . n Wlnd d" trection was obtained in the following manner. The 
broad b and cross covart" ance f h · d · h 1 tted o t e two upwtn mtcrop ones was p o 
as a function of time delay. 
Now if the wind direction had been 
at right angles to 1 h h t d th Precisely a ine throug t ese two rans ucers, e 
should have been a maximum at zero time delay. 
Since 
cross covariance 
the ma.,.· ""lmum occurred at a slightly different time delay, it was pos-
using the h average wind speed) to calculate an estimate of t e Sible ( 
error . ln wind direction. 
In.the actual calculation the time delay 
from th e two upwind transducers was averaged with the time delay ob-
tained f rom th e two downwind transducers. 




and R (~,~)=R (~,O)R(O,~), 
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fluctuations in the data. (3) Where the data are more reliable (to 
the left of the broken line), the diagonal correlation coefficient and 
the product approximation tend to converge at the lower frequencies, 
Characteristics (1) and (3) are in qualitative agreement with 
White's (1964) theoretical predictions. A quantitative comparison with 
White's theory could not be made because his results are presented (in 
the form of a graph) only for the case wo/U = 10. Also, the quantita-
oo 
tive reliability of the present data would be somewhat marginal for such 
a comparison, since it depends upon taking small differences between two 
relatively large quantities. 
Although we will not go into it here, it is interesting to note 
that arguments based on the principles introduced in the previous sub-
sections can be used to show that the product approximation is either 
equal to or slightly less than the diagonal correlation coefficient. 
E. Relationships Between Correlation Coefficient Parameters 
1. Longitudinal coherence versus wave number. As seen in the 
previous parts of this section, the general consensus of opinion is that 
the longitudinal correlation coefficient can be expressed in the form 
thus showing similarity with respect to the Strouhal number S = w;/U • 
c 
A notable exception to the above is White's theory (1964) which predicts 
that the optimized correlation coefficient A is a function of both w;/u , 
c 
and w6/U , where 6 is the boundary layer thickness. 
00 
As seen previously, the present experiment indicates the 
28Although not investigated in detail, it is believed by the author 





We note that if the present experimental data are to agree with Eq, 
(5.9), ~must be proportional to k. In order to explore the relation 
between a and k, a log-log plot (Fig. 7) was made showing the data from 
essentially all of the pertinent runs. Although the data represent a 
wide range of wind speeds and atmospheric stability conditions, the 
points fall into a remarkably uniform pattern. 
Upon examining Fig. 7 more closely, we notice the following 
characteristics: The data seem to divide into two regions in the 
vicinity of the vertical line.placed at k = .02 meters-l To the right 
of this line the data can be rather well represented by the line 
a= 0.4l(k) 1. 28 (5.43) 
where ~ and k are expressed in reciprocal meters. 29 Due to the scatter 
of the data, one might 11 reasonably" represent this region with a line 
having a slope anywhere from 1.2 to 1.4; however, a slope of 1.0 which 
would be required by Eq. (5.9), is clearly a poorer approximation. In 
the left-hand region of the plot (k < .02), we notice that certain 
individual runs can be reasonably well represented by ~ = constant 
where the constant may depend upon the particular run. This last finding 
is in agreement with Bull. 
Bull, et al. (1963) find that it is necessary to distinguish 
between small and large eddies; and, in particular, that for wave numbers 
less thank= .36/5* (the large eddies), the coherence scale is 
29The scatter in the .points toward the small k (large wavelength) 
end of the curve is probably due to those values of ~ and k being 
computed from Coh~ and R curves which cover only a small fraction of 
a wavelength. (See, for example, Figs. 4a - 4d.) 
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independent of k. If we assume that the turbulence in the present 
experiment is similar to that investigated by Bull, et al., and that 
the behavior of the left hand portion of Fig. 7 is the result of the 
same phenomenon they observed, we can get a rough estimate of the 
present boundary layer displacement thickness. Thus we have 
k = .02 = .36/6* 
or 
6>'< = 18 meters. (5. 44) 
By similarly scaling the boundary layer thickness we obtain, 
6 ~ 200 meters. (5.45) 
The above estimates might very well represent the average character-
istics of the present set of runs to within a factor of, perhaps, two. 
Looking now at the right-hand portion of Fig. 7, we notice that 
the relation 0! = 0.41 kl.ZS is basically in disagreement with the 
similarity relation which says that Rw(~,O) is a function of k~ 
only, In particular, we have 
R (s,O) = exp(-0.41 k 1 · 28s)cos(kg) 
ll) 
(5.46) 
which says that the coherence is a stronger function of wave number k 
than of distances· Turning now to Fig. 5, we see that, qualitatively 
at least, this is exactly what is predicted by White's theory. 
Now, from similarity considerations, one might first expect that 
the longitudinal "persistence" scale 1/a might be proportional to the 
wavelength A.. However, a few simple considerations will indicate one 
mechanism whereby such a similarity relation breaks down. Kraiclman 
(1956a and 1956b) has shown that, for the wide-band case, the dominant 
contributions to the wall pressure fluctuations come from velocity 
fluctuations which are located within one or two turbulent velocity 
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.correlation lengths of the observation point. Intuitively, there seemB 
to be no difficulty in extending this result to say that, for the 
narrow-band case, high frequency pressure fluctuations are predominantly 
due to velocity fluctuations within a distance of one or two wave 
lengths corresponding to the high frequency. Likewise, low frequency 
pressure fluctuations are predominantly due to velocity fluctuations 
within a distance of one or two wavelengths corresponding to the low 
frequency. 
The deviation from similarity can be explained by considering the 
interaction between large and small eddies in the turbulent flow. 
Suppose the average velocity U of such a flow is in the x direction. 
If a small eddy passes the point x
1 
at time t=O, it will ordinarily 




+bx at a time bx/U later; if, however, there 
happens to be a velocity fluctuation u due to a large eddy, the small 
X 
eddy will arrive at x2 at a different time. This fluctuation in travel 
time of the small eddies, due to the action of the large eddies, has 
the effect of reducing the average coherence in the frequency range of 
the small eddies. Now, consider a similar situation except that we 
have a transverse velocity fluctuation u due to a large eddy instead 
y 
of the longitudinal fluctuation, In this case, a small eddy which 
passes directly over the point x1 might just graze the point x2 or 
possibly miss it entirely. Here again the effect of the large eddies 
is to reduce the coherence of the small eddies between points x1 and 
x
2
. Now, if we look at the effect of the small eddies upon the 
coherence of the large eddy pressure fluctuations, we find that the 
velocity variations due to the small eddies cannot physically displace 
the large eddies and, therefore, cannot cause any phase variation in 
l 
40 
the large eddies. The only thing the small eddies can do is to cause 
local high frequency pressure fluctuations which simply add to the low 
frequency pressure undulations due to the large eddies. Since we are 
measuring the narrow band correlations, the high frequency pressure 
fluctuations added to the low frequency variations cannot affect the 
coherence in a low frequency pass band. 
In summary of the above, we see that longitudinal velocity 
fluctuations from large eddies cause phase fluctuations in the pressure 
signal from the small eddies, and large-eddy lateral velocity fluctua-
tions tend to replace the small-eddy signal that would normally be 
present at the downstream transducer with the signal from other 
(uncorrelated) small eddies. The effect the small eddies have upon 
the large eddies is different because the small eddies cannot physically 
displace the large eddies. Hence, we have the result that the inter-
action between the eddies of various sizes causes the high frequency 
correlations to decay faster than would be predicted from similarity 
relations. 
2. Longitudinal versus lateral scale. Very little systematic 
experimental work has been done in determining the relative longitudi-
nal and lateral scale lengths for narrow-band correlations. Serafini 
(1963) found that under the conditions of his experiment (Mach number = 
6 . 
0.6 and average Reynolds number per foot of 3.45 X 10 ) the broad-band 
longitudinal-to-lateral scale ratio was 7.4. Bull, et al. (1963, p.24) 
found that for broad-band pressure fluctuations, the turbulence is very 
nearly isotropic for small transducer spacings. However, as the spatial 
separation increases, anisotropy develops; the scale in the lateral 
direction exceeding that in the longitudinal direction.
30 
The present experimental data is based upon the four runs using 
I 
the square arrAy, Correspond:ing Coh12 (t ,O,w) terms from the two sides 
of the square parallel to the lvind flow were averaged and, similarly, 
corresponding Cohh(o,~,w) terms from the other two sides were 
averaged. Since it has been previously established that the narrow-
band optimized correlations may be represented by exponential curves, 
Q' 1 S and s's were computed from the following relations: 
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Cohh(~,O,w) = e-a~ 
CoW~ (0, TJ , w) e -S Tl 
( 5. 47) 
(5.48) 
If we define an integral sc~le of the longitudinal optimized correlation 
by the expression, 
we obtain 
1 =-Q' 
Therefore, we will use 1/a for a longitudinal scale and, similarly, 1/8 
for a lateral scale. (Note. Both of these scale lengths are fu~ctions 
of frequency.) 
Figure 8 shows a plot of 1/S versus 1/a for the four runs. The 




_Q'l) 0. 74 0. 84 (5.49) 
where 1/a and 1/S are measured in meters. Thus for the longest scale 
3
°For the longitudinal correlation coefficient, Serafini was using 
R(t,D,T ) while Bull, et al. used R(g,O,O). This, at least to some 
opt 
extent, explains the wide difference in their results. 
31 Because of the scatter in the data, one might argue for an 
exponent a~ywhere from 0,65 to 0.80. 
! 
l 
lengths measured, the longitudinal-to-lateral scale ratio is about 7; 
32 while for the shortest lengths, the ratio is about 1.6. 
Intuitively, it seems very likely that at still smaller scale 
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lengths, the turbulence would become isotropic. If we extended the 
line 1/~ = 0.84(1/~) 0 · 74 , it would intersect the line~=~ at a scale 
length of about 0.5 meters, It is very probable then, that for scale 
lengths less than 1/2 meter, the relation 
1 1 - =-s ~ (5.50) 
applies, while for larger scale lengths Eq. (5.49) is a good approxima-
tion. The above relations might be made applicable to the general 
boundary layer problem by scaling the dimensions to the previously 
estimated values of 5 or 5*. 
If we eliminate~ between Eq. (5.43) and Eq. (5.49), we obtain the 
relation 
~ = 0 • 62 (k) 0 0 9 5 (5. 51) 
for S and k in reciprocal meters. By invoking the tolerance limits on 
the exponents of the two initial equations, we see that the relation 
(5.52) 
is well within experimental error. Thus, within the limits of the 
present data, we have similarity between the lateral correlation scale 
and the longitudinal wavelength (but not between the longitudinal 
scale and the longitudinal wavelength). 
Now, since virtually_ all of the other experimenters are in agree-
ment with this result concerning the lateral similarity, it is of great 
32The range of scale lengths reported is limited purely by the 
sizes of the square arrays used. Both larger and smaller arrays would 
have been used had time permitted. 
l 
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interest to see what White's theory predicts since he alone is in agree-
ment with the present longitudinal "nonsimilarity". White (1964, Fig. 5) 
shm:JD a family of curves for 
versus w~/U ; giving one curve for each different value of the parameter 
co 
w6/U o The curves are crowded very close together, showing only a small 
co 
variation with the parameter wo/U . Although White uses free stream 
co 
velocity rather than convection velocity, it seems apparent that his 
theory does predict a "near similarity'· for the lateral correlations. 
This is in agreement with the present findings. 
3o Convection velocity versus wavelength. Corcos (1964) has 
pointed out, using the data of Willmarth and Wooldridge, that the narrow-
band convection velocity is a weak function of transducer spacing and a 
strong function of frequency. The fact that the convection velocity was 
a function of transducer spacing at all, was probably an artifact of the 
finite frequency bandwidth of the data, which was approximately one 
octave. Under this assumption, then, the convection velocity is a 
unique function of the turbulence and not a function of the method of 
measurement; i.e., transducer spacing. 
Although the convection velocity is typically plotted as a function 
of normalized frequency, we choose a somewhat different approach. As 
was pointed out previously in the discussion on longitudinal coherence 
versus wave number; it is probably safe to assume that the dominant 
influence of an eddy extends a distance approximately proportional to 
the "size" of that particular eddy. Thus we would expect the high 
frequency portion of the fluctuating pressure, the part arising from 
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small eddies, to be caused predominantly by turbulence near the ground. 
Likewise, the effective source height of the low frequencies should be 
expected to be higher since the larger eddies extend to a greater height. 
It this is true, the "size" of the eddy versus the convection velocity 
should be monotonically related to the height versus wind speed. That 
is to say, if we let convection velocity correspond to wind speed, than 
the wavelength should be monotonically related to source height. 
The convection velocities in this experiment were obtained from the 
runs using the linear array parallel to wind direction. They were com-
puted from the relation k = w/Uc. Figure 9 is a plot relating convection 
velocity to wavelength where the velocities are plotted on the horizontal 
axis and the wavelengths are shown along the left-hand vertical axis. A 
free-band curve has been drawn to indicate the general trend of the data. 
In order to arrive at a possible indication of wind profile, we 
introduce the anemometer data. The anemometer at the 4.27 meter height 
indicated a wind speed 2.1 m/sec. If we plot this wind speed, we notice 
that it intersects the curve at a wavelength of 22 meters. Therefore, on 
the basis of our modified Taylor's hypothesis, we see that the effective 
source height of the 22 meter wavelength disturbance is 4.27 meters and 
its velocity is 2.1 m/sec. On this basis we ·conclude that the wavelength 
is 5.1 times the effective source height, for the disturbance of this 
wavelength. Fortunately, corresponding data from a 10 meter high Weather 
Bureau anemometer was also available at the time of this run. 33 The 
weather Bureau anemometer was located on a mast 90 meters from the site 
of the experiment. Similar treatment of the data from the 10 meter high 
33Run number 95203A was the only pertenant run for which the 10 
meter anemometer data was available. 
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·anemometer, indicates that 55 meter wavelength disturbances are being 
convected at a velocity of 3 m/sec. Therefore, these disturbances have 
a wavelength 5"5 times the effective source height. Using a ratio of 
5.3, we can draw a scale along the right-hand side of the graph and 
name it a "height" scale, On the basis of this sketchy evidence, one 
might even be tempted to call the curve a wind profile. 
In reality, the evidence given above is far too meager to draw the 
conclusion that the effective source height is linearly related to the 
wavelength of the disturbance. Intuitively, however, it seems quite 
reasonable that the two should be monitonically related; in fact, it is 
not inconceivable that this functional relationship might be unique. 
If, indeed, this is the case, such a relationship should prove to be 
extremely useful. 
Figure 9 is fairly typical of the data for which the solar radia-
tion was very low. Figure 10 shows a convection velocity plot which is 
typical of the data made during conditions of high solar radiation. 34 
Under conditions of high solar radiation, the atmosphere is usually very 
unstable in which case there is a great deal of vertical motion of the 
air masses. Since, under these conditions, there is much mixing of 
momenta between the air at different heights, we would expect the wind 
profile to be quite constant except very near the ground. This is 
qualitatively in agreement with the shape of the plot in Fig. 10. 
34In Fig. 10 the wind speed reading from the 4.27 meter high 




The most relevant theoretical works which predict the shape of the 
wall-pressure power spectrum are the recent papers of Gardner (1963) and 
White (1964). Gardner assumes an inertial subrange and a one-seventh 
power law wind profile. After making several other approximations to 
facilitate integration, he concludes that the spectrum is proportional 
to the -3 power of the frequency. White, whose work is based upon that 
of Gardner, makes the same inertial subrange and wind profile assump-
tions; but, in place of some of the approximations of Gardner, he per-
forms numerical integrations with the aid of a computer. White's results 
are reproduced in Fig. 11. This curve, which shows a gradual curvature, 
changes 'slope from about -0.2 to -3 over the range shown. 
The power spectra in the present experiment were, for each run, 
derived from averaging the data from each of the four microphones. The 
spectra plo~s were normalized by adjusting the curves vertically for the 
best relative fit within the frequency range where the high frequency 
and the low frequency band pass data overlap,· .0271 to .352Hz. Figure 
12 shows the normalized power spectra of the more representative data, 
The absolute power spectral density for any run may be obtained by 
multiplying the relative power density by the absolute power density 
scaling factor shown on the graph. The absolute power density scaling 
factor is, thus, a measure of relative power of an individual run. 
46 
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The slopes of the various spectral plots, as shown on a log-log 
plot, were computed on the basis of a best least squares fit. Only 
those points for frequencies above .0271 Hz were used because some of 
the spectral plots tended to bend over below this frequency. The runs 
for which this computation 
35 w~s made are shown in Table 4, arranged 
in order of spectral slopes. The slopes range from -1.64 to -2.40 
with a slope of about -1.8 being representative. It is difficult to 
make a direct comparison between White's theory and the data because 
o and U
00 
are not well known for the data. We can, of course, by taking 
some liberty, compare only the shape of White's curve with the data. 
Upon doing this we find that ·the fit is only fairly good; the curvature 
of White's curve is too great to match the one and a half decade linear 
portion of the present data. A more realistic approach might be to go 
ahead and use the best estimates of 6 and ~ to line up the abscissa 
and then fit the ordinate. Since the wind speeds (measured at a height 
of 4.27 meters) of the various runs are weighted heavily in the region 
of 5 to 6 meters per second, we will guess that the ''typical" free 
stream velocity might be in the order of 10 meters per second. For 
the boundary layer thickness we will use the value estimated in the 
last section; i.e., 5=200 meters. If we take. the center of the band 
of the present data, say 0.1 Hz, as a point of reference, we obtain 
a nondimensional frequency of w5/Uro=l2.6. If we now look at White's 
curve (Fig. 11), we find that this places the center of our measured 
3SThe data taken with the square arrays had to be omitted from 
consideration in this section. The temperature during these runs was 
80 
loW the calibration could not be trusted. 
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·spectra at the right-hand end of the curve. Indeed, (by extrapolation) 
this is an almost linear portion of White's curve. However, the slope 
of White's curve is -3 in this region, while the slope of the present 
spectra is about -1.8. 
We might now turn our attention toward the experimental results 
of others. In the atmosphere Gossard (1960) found that in the range 
0.1 to 5Hz the spectral slope was about -2. In the frequency range 
of 0.033 to 1 Hz Richie (1965) found a spectral slope of about -2 in 
both low winds and high winds (0 to 4 knots and 20 to 30 knots). Both 
of these works are considered to be in quite good agreement with the 
present data. 
The wind tunnel data is, unfortunately, not very consistent. If 
we use the pr~viously mentioned parameters to convert the frequency 
scale of the present data into dimensionless form, we may compare it 
with that of several other experimenters by matching the dimensionless 
frequency scales and moving the data vertically to obtain the best fit. 
If we do this, the data of Bull, et al. (1963) match very well, the 
data of Willmarth and Wooldridge (1962) match fairly well if we apply 
corcos's (1963) resolution correction, and the data of Serafini (1962) 
match fairly well if we consider only the data taken with his smallest 
transducer. The wind tunnel data of Harrison (1958) and the water tunnel 
data of Skudrzyk and Haddle (1960) show a slope of -3 in agreement with 
the theory of Gardner (1963), but at complete variance with the present 
data. Th~ data of Bakewell, et al. (1962) agrees fairly well with the 
theory of White, but, alas, not with the present data. 
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In an attempt to explain the present data, let us note the following 
characteristics: 
1. Each individual spectrum (on a log-log plot) is remarkably 
linear for a decade or more and ltas an absolute slope substantially 
less than the theoretically predicted slope for the linear portion 
of the curveo 
2. The low frequency end of the spectra tends to bend down 
slightly from the slope exhibited by the linear portion of the curve. 
3. Though the linear portion of each curve exhibits a unique 
slope (power law), the slopes of the individual power spectra range 
from -1.64 to -2.40. 
In looking at the first characteristic, let us assume that the 
theories of Gardner (1963) and White (1964) are correct if the regime 
under consideration is far into the inertial subrange. A possible 
explanation is the following. MacCready (1962) found that for velocity 
fluctuations in a boundary layer the smallest height at which observa-
tions could be considered in the inertial subrange was about 0.6 wave-
lengths of the disturbance under consideration. We saw in the last 
section that it was reasonable to assume that the dominant contributions 
to the narrow-band wall-pressure fluctuations came from within distances 
of one or two wavelengths of the particular disturbance involved. 
The above two considerations imply that a significant portion of 
the pressure seen at a point on the wall is due to velocity fluctuations 
~hich are not within the inertial subrangeo Furthermore, since the 
]..·on close to the wall (ground in the present case) is a region of r~ 
high shear, it might be expected that eddies of various sizes would 
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be generated here. If it is true that eddies throughout the size range 
being considered are being generated in the layer of high shear, then 
the wall-pressure spectrum would be expected to have an absolute slope 
less than that predicted for the inertial subrange. The subsection on 
longitudinal versus lateral scale lengths indicates that, indeed, the 
pressure fluctuations are not originating in an isotropic region. 
It is difficult to determine exactly what is causing the third 
characteristic, the variation in slope between runs. Table 4 lists 
the runs in order of the power spectral slopes. There seems to be 
substantial correlation between the spectral slope and solar radiation 
and, somewhat, less correlation between spectral slope and wind speed. 
An increase in wind speed would increase the Reynolds number, but it 
is not clear what effect this would have upon the slope of the power 
spectrum plot. An increase in solar radiation would ordinarily have 
the effect of decreasing the stability of the atmosphere. Lumley and 
Panofsky (1964) state that energy is fed into or out of the turbulence 
depending upon whether conditions are stable or unstable, respectively. 
If some of the energy being fed into the turbulence is broad band, 
then this would be expected to lessen the steepness of the spectral 
I 
slope. This is in agreement with the trend as shown in Table 4. 
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APPENDIX A 
NOTATION 
Optimized longitudinal correlation coefficient. 
Lateral correlation coefficient. 
Acoustical or electrical capacitors. 
Co-spectrumo 
Coherence. 
Square root of coherence; identical to optimized 
correlation coefficient. 
Frequency (Hz; i.e., cycles per second). 
Sampling rate (samples per second). 
Impulse response function. 
Wave number. 
Cross-spectral density. Note: K = Co + iQ. 
Fluctuating static pressure on the ground, "wall 
pressure". 
Space-time covariance. 
Narrow-band fluctuating pressure signal. 
Quadrature spectrum. 
Narrow-band pressure at point A. 
That part of the signal qB which is completely correlated 
with qA. 
That part of qB which is completely uncorrelated with qA. 
Note: qB = qBA + qBA*' 


















Narrow-band correlation coefficient. 
Correlation coefficient as measured using filters 
with finite bandwidth. 
Optimized correlation coefficient. 
Strouhal number. 
Maximum time lag in cross and auto-correlations 
Average velocity. 
Convection velocity; Uc = w/k. 
Free stream velocity. 
Fluctuating velocity in the stream direction. 
Fluctuating component of velocity perpendicular to the 
stream. 
80 
Position co-ordinate on the ground in the stream direction. 
Time Varying signal in APPENDIX C. 
Frequency response of a filter whose impulse response 
is h(t). 
Position co-ordinate on the ground perpendicular to 
the stream. 
Time varying signal in APPENDIX C. 
Longitudinal coherence decay parameter; identical to 
reciprocal of longitudinal scale. 
Lateral coherence decay parameter; identical to 
reciprocal of lateral scale. 
Dummy variable in SECTION IV. A constant in APPENDIX C. 
A specified correlation coefficient in SECTION v. 
Boundary layer thickness. 
Boundary layer displacement thickness. 







Lateral (perpendicular to stream) component of separation 
between transducers. 
Phase angle of cross-spectral density. 
Wavelength. 
Longitudinal (along stream) component of separation 
between transducers. 
Time delay between two signals. 





A BRIEF DESCRIPTION OF THE COMPUTER PROGRAM 
USED FOR THE CROSS-SPECTRAL AND POWER SPECTRAL DENSITIEs 36 
A. IDENTIFICATION 
TITLE: Tukey Spectrum; Cross Spectra and Power Spectra, Fortran 
CO-OP ID: G6 UCSD TUKEY 
CATEGORY: Time Series Analysis 
PROGRAMMER: Gaylord Miller 
DATE: August 11 , 19 61 
B. PURPOSE 
This is a time series analysis program which contains three basic 
subprograms. The first two, filter and removal of trend, prepare 
the data (two time series at equal time intervals) for the spectrum 
analysis subprogram. Tukey Spectrum computes for the two simultaneous 
time series (6,000 or less measurements each) the cross (co-and 
quadrature-) spectra and the two power spectra. Phase and coherence 
are calculated from the cross-spectra and power spectra. For de-
tailed discussion of the mathematical method, see 11The Measurement 
of Power Spectra" by Blackman and Tukey, Dover Publications, 1958, 
and also the program listing. 
C. USAGE 
1. This is a main program not a subroutine. 




More than one data deck may be processed in one run. 
Each data deck contains up to seven items as follows: 
(a) Read control card, Format (11!3) 
LOP -usually "0", this calls a dummy subroutine LOPDEC 
which, if used, must be supplied by the user.* 
KL -generates a "1 + cos" set of filter weights KL 
time steps long for use as the low-pass filter. 
The number of filter weights must be< 550. 
KH -generates a "1 + cos" set of filter weights KH 
long for use as the high-pass filter. The number 
of filter weights must be~ 50. 
NL -number of filter weights to be read in as a 
low-pass filter (KL must be 0 ;if NL :1: 0). 
The number of weights must be < 550. 
NH -number of filter weights to be read in as a 
high-pass filter (KH must be 0 if NH :1: 0) 
The number of weights must be< 50. 
NDCMT -number of advances for low-pass filter. 
Any reasonable number of advances may be used •. 
NTIMES -number of times low-pass filter is to be 
applied. Any reasonable number of times may 
be used. 
NDEG -"0" removes mean of series, "1" removes 
trend. 
INTAPE -input tape number (Fortran number) 
*LOPDEC, when used, as a subroutine to smooth data, i.e., to low-




-number of spectral estimates and lags in 
auto- and cross-correlation. Lags must be 
< 500. 
-"1" for the last data deck, "0" for pre-
ceeding decks. 
(b) Low-pass filter deck, Format (7Fl0,6) 
If NL # 0, this filter deck must be present. 
(c) High-pass filter deck, Format (7Fl0.6) 
If NH # 0, this filter deck must be present. 
(d) Title Card 1, Format (2A6,I5,F7.1,8A6) 
The four items on thi-s card are: 
1. Format of the time series data following. 
2. Number of elements in the time series, this 
number must be~ 6,000. 
3. Time interval, ~t, for the time series. 
4. Title of the series, used only for identification. 
(e) Time series 1, format as specified in (d) and (4) above. 
(f) Title card 2, see item (d) above. 
(g) Time series 2, format as specified in (f) and (4) above. 
2. For parameter list see section C.l. 
3. 15000 locations are required total. 
4" 12000 locations are temporary storage. 
5. No alarms or special error printout. 
6. No error return. 
7. No error stop" A separate test program is used to check the 
84 
85 
input data for format and number of samples.** 
8o Systems, input and output tapes only. 
9o See Section C.l. for format information. 
10. There are no jump switch settings. 
11. The time required for a data deck is approximately given by: 
T i = (10-5) (total number of weights in filter + LAGS)/NDCMT** 
ron 
(number of elements in series) 
12. Single precision, floating point. 
13. This program has a dummy subroutine named SAVE; at the points 
where SAVE is called, the program may be dumped and reloaded 
at a later time. 
14. 1604, Fortran Systems Tape, and an input and output tape. 
15. Blackman and Tukey, Dover Publications, 1958. 
D. METHOD 
See flow diagram and Fortran Listing. 
Subroutine Filter 
This subroutine performs a simple running weighted average. The weight• 
w are either supplied by the user or if KH or KL ~ 0, are generated by 
k 
the main program. 
n-1 
X. = z:; Bi+kwk ~ k=O 
In the above: 
Bi is the original series. 
X. is the filtered series. 
l. 
**As a single bad number in the midst of the data will draatically 
change the spectrum it is often advisable to check first difference• for 
reasonableness in addition to checking the input data for correctneaa of 
form. 
86 
wk is the weighting function. 
The filtered series is always shorter than the original series by the 
number of weights n, minus one. 
If NDCMT ~ 1 then Xi is computed only for i = 1, l+NDCMT, 1+2xNDCMT, 1+3x 
NDCMT, •• o •• 
Subroutine Datrend 
This subroutine removes the mean from a time series and if NDEG = 1 
removes the "least squares trend" . 
Subroutine Coguad 
This subroutine computes the auto- and cross-correlations and from these, 
the 
1 n 1 n n 
B(.t) = n-1 L: y y -( 1)2 L: Yi-.eZ:: Yi 
i=~+l i-.e i n- i=~+l 
i=.t+l 
1 n 1 n 
C(.e) == - L: X Y - a Z:: X n y 
n-1 i=.t+l i-~ i (n-1) i=.t+l 1-.ez:: i 
i=.e+l 
D(J,) 
1 n 1 n n 
- n -1 L: y X - ( )2 L: y i- 6 L: 
i=J+l i-.e i n-1 i=~+l ~ 
i=.t+l 
A(.t), B(.t), C(.t) and D(.t) are the auto and cross correlations of the time 
series Xi and Y1; tis the lag and equals 0,1,2 ••.• up to a maximum lag m; 
n is the maximum value of the subscript i. The second term in each of 
the above expressions simply allows for the changes in the means of Xi 
and Y1 as .t varies (those parts of the lagged series that do not overlap 
are dropped). 
E(.e) = D(.0 + CCe) 
2 










13 k m-1 
2E(.t) k.tTT A(£) + A(O)] =-[I: cos-
m £=1 m 
o k m-1 
2E (.t) k.tn B (.t) + B ( o) ] =- [l: cos-
m .t=l m 
o k m:-1 
2E(J,) k.tn E(.t) + E(O)] =- [l: cos-
m £=1 m 
o k m-1 
2€ (J,) i kJ,TT F (.t) + F (0)] =-[I: s n-
m ,€,=1 m 
where 
1 
for K= 0 or m 0 = -k 2 
ok = 1 otherwise 
2E (.t) = 1 + COS TT.t 
m 
x(k) and y(k) are the spectra of Xi and Y1 . z(k) and w(k) are the co-
and quadrature-spectra. k is the dimensionless frequency. 
Two other often useful quantities are calculated: Fr (k) the coherence 
squared and¢ (k) the phase lead of Yi over xi. 
-vf3 (k)+il (k) 
Fr (k) = x(k)y(k) 
~ 
¢ (k) = ARCTAN z(k) 
' 
APPENDIX C 
A THEOREM RELATING TO CORRELATIQJ, OF SIGNALS 
Given: Let x(t) and y(t) be two signals and let R be the correla-
xy 
tion coefficient between them6 





, such that y
1 
is complEiely correlated with x 
and y
2 
is completely uncorrelated with x; i. eo, R = 1 
xyl 
and R = Oo 
xya 
The first requirement is fulfilled if y1 = Yx where Y is any constant. 
Therefore) 
y = Yx + y2 or y2 = y - Yx. 
To enforce the second condition we require, 
from which 
x(y-Yx) = 0 
xy - x2 Y = 0. 
Therefore we have 







y = R xy _1_ 
xy- R 
x 2 xy 
Therefore we have the result, 
from which the correlated part of the signal is 
~ 
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