Abstract. We i n vestigate conditions under which con uence and or termination are preserved for constructor-sharing and hierarchical combinations of rewrite systems, one of which is left-linear and convergent.
Introduction
In recent y ears there has been a spate of results on properties of rewrite systems that are preserved when two systems, each possessing the property in question, are combined. Unfortunately, these results often do not allow t h e t wo systems to share even constructor symbols in which case they are called disjoint" and also impose harsh syntactic conditions on both systems.
Our interest in this paper is in con uence and termination in the constructorsharing case, with an emphasis on minimizing the conditions imposed on one of the systems, usually at the expense of more severe conditions on the other. Our motivation is the notion that an application programmer" Alice composes a query from functions she has de ned in a system R, functions S provided by a systems programmer" Bob, and constructors. We h a ve in mind for system-provided programs things like streams of natural numbers and pseudo-higher-order functions like mapcar". In writing R, Alice is responsible for correctness of R, including termination and determinism, but should not have to concern herself with the possibility t h a t something about S will sabotage correctness of R, or vice-versa. We mainly address the case where S is terminating and con uent, but R is not necessarily left-linear.
The issue of modularity of rewrite systems was rst raised by B i d o i t 4 . An early work dealing with combining terminating systems was 5 ; con uence of disjoint systems was considered in 28 ; many other properties were dealt with in 17 .
De nitions and notation are as in 7 and 13 . See Table 1 . We will use R and ! R interchangeably for relation R and indicate composition of relations by t h e i r juxtaposition.
Counterexamples
The following examples R S serve to demonstrate the necessity o f v arious conditions we impose on the two systems. The rst 11 is not con uent though its constructorsharing components are see 15 :
The inverse of R, also denoted R . SCR R is strongly con uent: R , R R = R = , ; also denoted WCR 1 . CRR R is Church-Rosser, or con uent; this is equivalent t o SCR . In the following similarly nonterminating combination, the rst system is con uent and left-and right-linear the second is not, however:
The following nonterminating example from 30 has shared constructors on the right o n l y , but is not left-linear: a ! 0 a ! 1 fx; y; x; y; z ! f0; 1; z ; z ; z D Toyama 27 devised an example with no shared symbols at all: gx; y ! x gx; y ! y f0; 1; x ! fx; x; x E The following is a combination of non-left-linear con uent systems that share no symbols, one of which is non-overlapping has no critical pairs and the other has only a trivial overlap:
gx; x; y ! y gx; y; y ! x fx; y; x; y; z ! fa; b; z; z; z a ! 0 b ! 0 F Drosten 9 composed the following nonterminating combination of con uent s y stems, only one of which is not left-linear:
gx; x; y ! y gx; y; y ! x fa; b; x ! fx; x; x fx; y; z ! 0 a ! 0 b ! 0 G Ohlebusch 2 0 has shown that termination is also not preserved for con uent non-erasing systems. An erasing system has variables on the left that do not appear on the right.
The Pentagon Property
Before turning to rewrite relations, we look at some abstract properties relating two binary relations R and S.
Suppose T is normalizing and con uent. Then it de nes unique normal forms.
That is, there is a unique t, denoted T s, such t h a t s ! ! T t. These normal forms can be used to establish properties of the union R S.
De ne the square p r operty QR; S; T as the inclusion T , R ST , . To summarize, we h a ve t wo approaches to showing con uence of the union of two con uent systems R and S, w h e n S is terminating. They require the pentagon property PR; S; S for Lemma 7 and either a strong con uence of R Theorem 13 or b preservation of S-normal forms Theorem 15.
Con uence
Turning to rewrite systems, we look for su cient conditions under which the pentagon property PR; S; S holds. The di culty is that preservation of normal forms is hard to achieve for practical systems, since constructor-topped right s i d e s o f R can easily overlap constructor patterns of left-sides of S.
Toyama 28 proved that the union of two con uent systems that share no symbols is con uent for example, System G, but we a r e i n terested in systems that at least share constructor symbols. System A shows that such a union need not be con uent; one result for the constructor sharing case is that unique-normalization is preserved 22 ; a hierarchical combination need not be con uent, even if the union is normalizing G. The parallel rewriting relation R k applies one rule of R at any n umber of disjoint positions in a term. In general, one can show t h a t R is con uent b y s h o wing CRR 0 for any R 0 , l i k e R k , whose re exive-transitive closure is the same.
The following is standard by considering the relative positions of redexes:
Lemma 18. LLS^R l ?S l PR k ; S; S Clearly, the union of two orthogonal systems is orthogonal, hence, con uent. This has been weakened to allow critical pairs within each system: Theorem19 24 .
LLR^LLS^CRR^CRS^R l ?S l CRR S System A demonstrates the need for left linearity. We can allow non-collapsing R to be non-left-linear, by imposing termination on S. Speci cally: Theorem20.
CRR^CRS^LLS^SN S^R l ?S l^P NF R; S CRR S Again, System A demonstrates the need for left-linearity or preservation and termination.
Proof. We use the abstract properties of the previous section. By Lemma 18 , we have PR k ; S ; S , which b y L e m m a 7 g i v es P R k ; S ; S . Since R preserves normal forms, so does R k , and by Lemma 9, we g e t PR k ; S ; S ! . This implies QR k ; R k ; S ! and, by F act 2, yields con uence. In particular, since orthogonal systems are con uent, the union of an orthogonal system R that has de ned symbols at the top of every right side with any constructorsharing left-linear convergent system S is also con uent.
Unfortunately, this does not allow the right sides of R which m i g h t ordinarily be variables or constructor terms to overlap left sides of S, a s i n consists of a rule fx 1 ; : : : ; x n ! r such that all x i , b u t n o t f, appear in r. B y the above considerations, and using S for T , the combined system is terminating, since any R redex above a n f is still a redex after normalizing by S and any redex below a n f occurs at least once in r. Applying R can only duplicate redexes of S, but cannot create new ones. The extra restriction on the occurrences of x i in r are not, however, necessary, a s w e will see below.
One does not really need every R step to map to a strict decrease vis-a-vis R, only that were there an in nite derivation in the union, the decrease would be strict in nitely often.
For example, we h a ve already seen Fact 18 that P S ; R k ; S holds whenever the left sides of R and left-linear S do not overlap, whence it follows that Ss ,! R u , S t whenever s ! R t. W h e n R preserves S-normal forms, we h a ve in fact that u is an S-normal form of t. Hence, Ss rewrites to St in zero or more R steps. These conditions hold, for example, in the case considered in 29, Appendix B , where R and S share no symbols, S is left-linear, con uent and terminating, and R is noncollapsing. Since every right side of R contains a symbol that does not appear in S, any R step below and preceding an S step must be in the variable part of the left side of the rule of S. T o establish termination, one needs the added consideration that an in nite derivation with fewest alternations of layers of symbols from R and S must have in nitely many steps in the uppermost layer.
Theorem26. The union of a terminating system S consisting of one rule of the form fx 1 ; : : : ; x n ! r, where t h e x i are distinct variables, and a terminating system R that does not contain the symbol f is terminating.
Proof. As we h a ve stated in Lemma 23, R preserves S-normal forms. Consider an in nite derivation t 0 ! t 1 ! t 2 ! in the union, initiated by the smallest possible term t 0 . Since R preserves normal-forms, we h a ve St 0 ! R St 1 ! R St 2 ! R . Clearly, St = St 0 i f t ! S t 0 , but there must be in nitely many R steps as well. The only way one could have St = St 0 w h e n t ! R t 0 would be if there were an f above the R redex. Were that S-redex to be present throughout the in nite derivation, then there would be a smaller" in nite derivation with that redex omitted. It could not be that an f were the top-most symbol throughout the derivation, since then either the top is never rewritten, in which case one of its proper subterms has an in nite derivation, or else the top is rewritten in nitely by S, with R steps interspersed below, contradicting the fact that S is terminating. Were the uppermost S redex to be the result of an R step, then too there must be a smaller in nite derivation initiated by the ancestor of that S redex in the rst term of the derivation, since the only way an application of R can replace a redex with a term headed by a n f is if that f is a descendent of one already occurring in the initial term of the in nite derivation R has no f's of its own. In particular:
Corollary 27 2 . The union of a terminating non-erasing symbolic interpretation S and a terminating system R that does not contain the interpretation's de ned symbols is terminating.
Corollary 28.
1
The union of a projection rule fx 1 ; : : : ; x n ! x i and a terminating system R that does not contain f is terminating. System E shows that one cannot have more than one rule per f. The above theorem can be trivially iterated to allow a n y n umber of such rules in S for di erent f, yielding a new proof of: Corollary 29 18 . The union of a terminating recursive program scheme S and a terminating system R that does not contain the scheme's de ned symbols is terminating.
Systems B,E show what happens if one has constructor terms rather than variables in a scheme for f. All the same, we s h o w n o w h o w t o a l l o w constructorbased linear left sides fc 1 ; : : : ; c n , where the c i are constructor terms built from free constructors and variables, by insisting that R be consistent|in the sense that it does not equate instances of distinct constructor terms.
Theorem 30. The union of two constructor-sharing terminating systems R and S is terminating if S is con uent, left-linear, and constructor-based and any R-uni er of constructor terms appearing on the left of S is also an ordinary uni er.
Systems B,E are inconsistent; G shows what happens when S is not constructor-based; C shows the need for con uence; and D,F show the need for left-linearity. Proof. The proof is similar to the previous, but uses the extended relation T = RnS, instead of plain S, to take normal forms. This rewrite relation is the subset of S=R that allows R steps only below the redex p prior to applying a rule in S: This relation T is normalizing by innermost rewriting, as is the case for constructorsharing systems, in general. Furthermore, T is locally con uent, since the conditions on R prevent it from introducing new critical pairs. It is, therefore, terminating since it is overlaying; see 10 and con uent. So T gives unique normal forms and T ! is well-de ned. Also, R preserves T-normal forms, since it does not introduce any fs, and any e ect it can have to create a pattern c i is taken into account b y t h e R steps that are anyway a l l o wed in applying the extended relation T.
Consider, as before, a minimal in nite derivation t 0 ! t 1 ! t 2 ! , f o r w h i c h we h a ve Tt 0 ! R Tt 1 ! R T t 2 ! R . Clearly, T t = T t 0 i f t ! S t 0 , but there must be in nitely many R steps as well. This time, we cannot have in nitely many S rewrites at the top, with R steps interspersed below, since that would contradict the fact that T is terminating. So, there must be in nitely many R steps on top, This applies to the system mapf ! mapfx : y ! fx : mapfy J conjectured in 6 to be terminating in conjunction with arbitrary rewrite system R and : are constructors. If R is inconsistent, however, as for example f0 ! 1 fx ! ga; a; x g ; 1 : ; x ! gx; x; x gx; y; z ! 1 a ! a ! 0 : K then the union need not be terminating. In this case, gmapfa; mapfa; mapfa ! gmapf ; mapfa; m a p f a ! gmapf ; mapf0 : ; mapfa ! g ; mapf0 : ; m a p f a ! g ; f0 : mapf ; mapfa ! g ; f0 : ; mapfa ! g ; 1 : ; mapfa ! gmapfa; mapfa; mapfa !
The rules on the right are not needed for nontermination; they are included only to make i t h a ve unique constructor normal forms.
Corollary31. The union of two constructor-sharing con uent and terminating rewrite systems, one of which is constructor-based and left-linear, is terminating and con uent.
