We propose a scheme to detect signals immersed in strong, externally imposed, undesirable noise (jamming) by making use of the principle of stochastic resonance. The idea is to construct an array of simple nonlinear oscillators and to apply independent, modulating noise to each oscillator. We argue and provide evidence that the phenomenon of stochastic resonance, which is due to the interplay between nonlinearity and different noise sources, can enhance the detectability of the original signal. Stochastic resonance is a nonlinear phenomenon that has attracted much recent attention [1] [2] [3] [4] [5] [6] . Broadly speaking, stochastic resonance means that performances of the system, such as the response to periodic signals, can be enhanced by the noise and be made optimal at certain nonzero noise levels. This phenomenon is rather counter-intuitive, but the mechanism lies in the complex interplay between nonlinearity and stochasticity. In this Letter, we propose an approach, based on the principle of stochastic resonance, to an important problem in signal processing: detecting signals immersed in externally imposed, undesirable noise. This is in fact the problem of countering jamming. In particular, we propose a class of * Corresponding author.
signal-processing devices by utilizing a nonlinear dynamical system that has the potential to exhibit robust stochastic resonance. Such a system can be simple and be built at low cost. The input signal consists of both the desired signal and jamming, for which a signal-tonoise ratio (SNR) can possibly be defined. A modulating noise signal is deliberately fed into the system. The system is so designed that, at some optimal levels of modulating noise, an output signal is yielded with a higher value of the SNR than that of the input signal.
In a typical situation where a single nonlinear element is utilized to generate stochastic resonance, high values of SNR are achieved only in a small range about the optimal noise level D m . There are then two cases in the presence of jamming noise of amplitude D J : D J < D m and D J > D m . In the former case, the SNR can possibly be improved when one deliberately applies additive modulating noise of amplitude D to the system such that the combined noise amplitude is about D m . However, in the latter case where jamming is strong, applying additional noise cannot help improve the SNR. The difficulty here is due to the practical constraint that the adjustable parameter, namely the modulating-noise amplitude, can only strengthen the combined noise. In order to overcome this difficulty, it is necessary to introduce additional parameters to shape the stochastic resonance. Previous works indicate that systems consisting of an array of coupled (and uncoupled) nonlinear oscillators [3] can exhibit the phenomenon of extended stochastic resonance [4] in the sense that higher values of the SNR can be achieved in a wide range of the noise amplitude. We will use a similar strategy to address the problem of countering jamming.
In this Letter, we investigate stochastic resonance in the following class of systems of N coupled nonlinear oscillators:
vector of the ith oscillator with the nonlinear velocity field
x i is the ensemble average of all vectors (or the "mean field"), K is the coupling strength, S(t) is the signal to be detected, D J (t) is the noise term representing the jamming, and Dξ i (t) is the independent, Gaussian-white, modulating noise of amplitude D applied to the ith oscillator. The input signal is x in (t) = S(t) + D J (t) and the output signal is x out = X(t) that typically consists of a signal S out (t) related to the original signal S(t) and a noisy background signal N out (t). With a proper arrangement of the system according to Eq. (1), it is hoped that, at some optimal levels of the modulating noise, the SNR of the output signal can be enhanced compared with that associated with the input signal. Intuitively, because of the statistical independence of the modulating noisy signals applied to different oscillators, an averaging process can help reduce the overall noisy background including the contribution from the jamming, thereby enhancing the SNR. Our principal result is that in a variety of arrangements of the system, the SNR can indeed be enhanced by tuning the modulating noise amplitude D. A practical device based on Eq. (1), such as a one constructed by using nonlinear electronic circuits, will then have the potential to reduce the influence of undesirable jamming.
It should be emphasized that the coupling scheme in the model system Eq. (1) is of the global or mean-field type. Our result that the detectability of periodic signals can be enhanced by modulating noise is thus valid under this setting. In fact, as our analysis indicates, the mean-field type of coupling is important for reducing the noisy background of the signal so as to enhance the SNR. In this regard, other coupling schemes, such as the nearest-neighbor type, are expected not to be as effective.
There have been previous works on signal detection using stochastic resonance [7] [8] [9] [10] [11] . The general situation considered in these works is that there is only one noise source. As such, the SNRs of the input and output signals are defined with respect to this common noise source. It is shown that, if the system is approximately linear so that its processing of the signal can be described by the traditional linear response theory, then the gain in the SNR cannot be greater than one [9] . A fairly recent work on a single bistable system indicates that for this system, even in the nonlinear regime, the SNR gain is less than one. We note, however, that in somewhat more general settings, the SNR gain can exceed one in the nonlinear regime [7] . The problem that we address here is quite different from these previous ones in that we have two independent noise terms: one corresponding to the jamming and another to the deliberately applied control noise. The meaning of the SNR for the input signal in our case, which is the ratio of the signal power to the power of the jamming, is thus very different from that in the existing work [7] [8] [9] [10] [11] . As we will show in this Letter, our coupled configuration of nonlinear oscillators, with two independent noise sources, can in general yield SNR gains that exceed unity.
We first present numerical results with the following system of N coupled, two-dimensional FitzHughNagumo oscillators: is not a constant, the modulating noise is regarded as being multiplicative. The individual FitzHugh-Nagumo oscillator is an excitable dynamical system which has been the paradigm for studying stochastic resonance [2] [3] [4] [5] . We consider the following periodic signal: S(t) = r sin ω 0 t with amplitude r and frequency ω 0 . Because of the two independent noise terms, we find it convenient to use the Milshtein method [12] to numerically integrate the set of stochastic differential equations in (2). For concreteness, we choose r = 0.34 (arbitrarily). Other parameters are: δ = 0.005, a = 0.5, b = 0.15, K = 1.0 and ω 0 = 15.0. The jamming is assumed to be a Gaussianwhite noise with amplitude varying from 0.1 to 0.3. The total integrated power of the input signal is πr 2 , so the SNR of the input signal is πr 2 /D 2 J . The frequency of the input signal is f 0 = ω 0 /2π ≈ 2.38, so the power spectrum of the output signal X(t) contains a peak at the same frequency. The signal can be detected by using a bandpass filter centered at f 0 . The SNR of the output is determined by the height of the peak relative to the noisy background at f 0 . Fig. 1(a) shows, for D J = 0.1 and three different system sizes N , the SNR versus the amplitude of the modulating noise, where the closed circles, open circles, and stars denote system sizes of N = 50, 10 and 2, respectively. For large system size, we observe extended stochastic resonance in the sense that the SNR keeps increasing as the amplitude of the modulating noise is increased, which is desirable.
An important measure is how much the SNR can be improved. For D J = 0.1, the SNR of the input signal is about 36. We notice that in the range of the modulating noise considered, the maximum SNR that can be achieved is about 50, so indeed, there is a somewhat nontrivial gain in the SNR. Fig. 1(b) shows the SNR improvement R I versus D, which is defined to be the ratio between the SNRs of the output and input signals. Apparently, for large N (N = 50), the value of R I can be above unity for D 1.0. This indicates that an array of nonlinear oscillators can be utilized to suppress the influence of jamming.
What is the optimal system size N ? Fig. 2 shows, for D J = 0.1 and D = 1.5, R I versus N . Apparently, the value of R I first increases with N and then saturates at about N = 50, indicating that no substantial improvement in the SNR can be achieved for N 50. Thus, for the particular parameter setting in Figs. 1 and 2, N ≈ 50 seems to be the optimal system size. This implies that using very large arrays of coupled oscillators may not be advantageous from the standpoint of enhancing the SNR of the output. In general, we observe a similar behavior for other settings of the system including multiplicative modulating noise. The results above suggest that for the system of coupled FitzHugh-Nagumo oscillators, Eq. (2), the SNR of the output signal appears to increase with the amplitude D of the modulating noise. Does this mean that larger noise is always advantageous? The answer is perhaps "no" because any physical system has only a finite noise tolerance. The point here is that the results in Figs. 1 and 2 represent only the amplitude property of the system in response to a noisy sinusoidal signal. Other important quantities characterizing the overall response of the system are the following correlation measures suggested by Collins et al. [5] :
where S(t) is a zero-mean input signal, R(t) is the response function determined by, say, the bursting or the firing rate of the excitable system, and R(t) denotes the time average of R(t). Both C 0 and C 1 are scalar measures of the coherence between the input and output signals. For the special case of a periodic driving, C 0 is the transferred signal strength, and C 1 is related to the SNR [5] . Computing the correlation measures, however, requires the knowledge of the response function R(t), the determination of which can be nontrivial [5] . We notice, however, that the main characteristic of a bursting time series is the time intervals between the successive bursts. Thus, for an output bursting signal X(t), we set a threshold, say X th , and define the following quantized response function: Θ(t) = +1 if X(t) > X th (bursting phase) and Θ(t) = −1 if X(t) < X th (silent phase). Due to noise, details of X(t) in the bursting and silent phases can be quite complicated, but our definition of the response function Θ(t) ignores these details. The following correlation measure can then be introduced:
Notice that the above measure C can also be used to characterize stochastic resonance with respect to aperiodic signals. Fig. 3(a),(b) show, for fixed jamming strength and for fixed system size, respectively, the correlation measure C versus D, where the input signal is the sinusoidal one, and X th = 0.25. Specifically, for Fig. 3(a) , the jamming strength is fixed at D J = 0.1 and different curves correspond to N = 50 (filled circles), N = 10 (open circles) and N = 2 (stars). For Fig. 3(b) , the We now give a heuristic theory for stochastic resonance in the coupled system Eq. (2). To gain insight, we notice the following basic ingredients for stochastic resonance:
(1) a threshold mechanism in the response of the system, such as the bursting mechanism in a typical excitable system or that due to a potential barrier in a mechanical system; (2) a subthreshold periodic signal, one which is not sufficiently strong to trigger a burst or in the case of potential barrier, to push the particle to cross the barrier; (3) the existence of noise.
Particle motion in a one-dimensional double potential well, subject to a weak signal and noise, is perhaps the simplest system satisfying the above three conditions. We are thus led to considering the following one-dimensional model describing each individual nonlinear oscillator:
where the potential function is of the following quadrupolar form so that it possesses a double-well structure: 4 4 (a and b are constants), S 0 cos(ω 0 t) is the signal to be detected, D J (t) is the jamming, and Dξ(t) is the modulating noise term. The corresponding system of coupled double-potential-well oscillators can then be written, as follows:
where i = 1, . . ., N and the mean field
is the output signal of the full coupled system. A detailed theory for stochastic resonance in the one-dimensional model of a single oscillator, via the solutions to the associated Fokker-Planck equation, is given by McNamara and Wiesenfeld [6] . Our point is that, in an approximate sense, the system of N coupled double-well potential systems can be casted into a simple one-dimensional form, as follows. Summing over all variables in the coupled system yields the following equation for the output of the system X(t):
where b ≡ bN 2 , S (t) = S 0 cos(ωt) + Q(t), and
i /N . With these changes in the coefficient b and in the signal S(t), Eq. (7) is equivalent in form to the one-dimensional model Eq. (4). The equivalent potential is U 0 = a 2 /4b = U 0 /N 2 , meaning that the particle can go over the barrier more easily so as to enhance the SNR. More specifically, the signal and noise powers can be written down explicitly, from which the SNR can be computed. For instance, Fig. 4 shows the relationship between the SNR and N for a typical set of parameter values in the potential model, which is consistent with the numerical curve in Fig. 2 . In summary, motivated by the problem of combating jamming, we have investigated stochastic resonance in excitable dynamical systems subject to multiple, independent noisy disturbances. We suggest a scheme employing an array of coupled FitzHughNagumo oscillators for detecting signals immersed in vast jamming noise whose spectrum covers entirely that of the signal (in-band noise). Our results indicate that under fairly general settings, a marked improvement in the SNR of the output signal can be achieved. Theoretically, our results are novel in the sense that stochastic resonance in coupled excitable systems, in the presence of multiple noise sources, is a new perspective in this area. On the applied side, our study can potentially lead to an alternative methodology for countering jamming.
We remark that fairly recently, information-theoretic measures have been introduced to characterize the responses of stochastic-resonant systems to aperiodic signals [13] [14] [15] . For instance, Stokes [15] considers a summing array of threshold devices and studies how I , the average mutual information, a concept from the traditional information theory [16] , is influenced by noise. The general finding is that there is a resonant behavior in I versus the noise amplitude in the sense that I achieves its maximum at an optimal noise level. In these studies [13] [14] [15] , a common feature in the settings is again that the input signal is not contaminated by noise or, there is no jamming. For our problem with both jamming and modulating noise, such an information-theoretic measure can be still used.
