A multireference perturbation method is formulated, that uses an optimized partitioning. The zeroth-order energies are chosen in a way that guarantees vanishing the first neglected term in the perturbational ansatz for the wave function, ⌿ (n) ϭ0. This procedure yields a family of zeroth-order Hamiltonians that allows for systematic control of errors arising from truncating the perturbative expansion of the wave function. The second-order version of the proposed method, denoted as MROPT͑2͒, is shown to be ͑almost͒ size-consistent. The slight extensivity violation is shown numerically. The total energies obtained with MROPT͑2͒ are similar to these obtained using the multireference configuration interaction method with Davidson-type corrections. We discuss connections of the MROPT͑2͒ method to related approaches, the optimized partitioning introduced by Szabados and Surján and the linearized multireference coupled-cluster method. The MROPT͑2͒ method requires using state-optimized orbitals; we show on example of N 2 that using Hartree-Fock orbitals for some excited states may lead to nonphysical results.
I. INTRODUCTION
Partitioning the Hamiltonian Ĥ into the zeroth-order Hamiltonian Ĥ 0 and the perturbation operator V is one of the most crucial decisions for quantum-chemical calculation using perturbation theory ͑PT͒. The two most popular choices are Møller-Plesset ͑MP͒ partitioning 1 and Epstein-Nesbet ͑EN͒ partitioning. 2, 3 These two partitionings were introduced relatively early ͑1930s͒ and since then they proved many advantages and disadvantages. Epstein-Nesbet partitioning is very simple conceptually and can be very easily applied for computations using both single-and multi-reference zeroth-order wave functions. Moreover, since E (1) ϭ0, it allows one to simplify considerably the wave function formulas in Rayleigh-Schrödinger perturbation theory ͑RSPT͒. Unfortunately, deviations from size-consistency in low-order EN-RSPT are rather large. EN-RSPT also lacks an efficient and easily computable sum-over-orbitals formula. Therefore, Rayleigh-Schrödinger perturbation theory using EpsteinNesbet partitioning did not become very popular. Møller-Plesset partitioning uses a zeroth-order Hamiltonian that is a sum of one-electron operators. This allows for using fast, sum-over-orbitals computation formulas. Unfortunately, generalization of the MP partitioning for calculations using multiconfigurational wave function is not unique and may lead to nondiagonal resolvents. Usually, these problems are overcome by using a diagonal approximation to the zeroth-order Hamiltonian Ĥ 0 in the multideterminant basis after diagonalizing the density matrix by canonicalization of orbitals to define the orbital set. The MP partitioning used with loworder RSPT is the most popular perturbative method in quantum chemistry.
In the last few decades, many new partitionings have been proposed. 4 -20 Usually, they are various modifications of the MP partitioning designed for some specific purposes. We would like to focus here on the formulations that were designed to enhance convergence of perturbation theory. Amos, 4 following Feenberg and Goldhammer, 21, 22 used a single variational parameter in the definition of Ĥ 0 that was adjusted to make the third-order energy vanish, E (3) ϭ0. This procedure yielded better second-order energies than that one with nonoptimized zeroth-order Hamiltonian. A similar approach but using multiple variational parameters was suggested by Szabados and Surján. 10, 11 The number of variational parameters-interpreted as a state-dependent shift of the zeroth-order energy-is equal to the number of Hilbert space states used in the first-order perturbational expansion of the wave function. These parameters are obtained by variational optimization of Rayleigh quotient taken with the first-order perturbational ansatz for the wave function. This optimized partitioning was shown to work in much more efficient way than the original EN and MP partitionings. Another way of optimizing the zeroth-order energies, employing a concept of maximum radius of convergence, was proposed by Finley. 15 He used a two-state model-consisting of the reference state and one excited state at each time-to obtain an approximate equation for the radius of convergence for every state used in the wave function perturbation expansion. Subsequently, the zeroth-order energies were chosen in such a way that they yield the maximum radius of convergence for every state. Another approach presented by Finley and co-workers 12, 23 used a small subspace of the most important zeroth-order states to optimize the functional denotes the FCI energy and E [3] , and E [4] denote the perturbational energy through the third-and fourth-order, respectively; all quantities are determined within the chosen subspace.
In this paper we are going to develop a multireference perturbation method that is based on RSPT and uses optimized partitioning. This method is abbreviated as MROPT. The presented approach of optimizing the zeroth-order energies has an advantage that it can be systematically improved. The second-order version of our method, MROPT͑2͒, can be considered as a multireference version of the perturbation technique presented by Szabados and Surján. 10, 11 The equations defining MROPT͑2͒ are also identical to those for the linearized multireference coupled cluster method proposed by Laidig, Saxe, and Bartlett. 24, 25 The present paper gives a general theory of the MROPT method. We also give here discussion of theoretical and computational aspects of the second-order MROPT͑2͒ method, such as size-consistency, orbital dependence, and a comparison of total MROPT͑2͒ energies with those obtained using other related methods. Applications of MROPT͑2͒ to molecular systems will be presented in a subsequent paper.
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II. THEORY
A. Multireference perturbation theory with optimized partitioning
The aim of this Section is to develop a perturbational technique, based on Rayleigh-Schrödinger perturbation theory and using a multideterminantal wave function ͉␣͘ as the zeroth-order reference function, which is characterized by fast convergence of energy and wave function perturbation series. This is done by introducing a family of optimized zeroth-order Hamiltonians that allow for partial control of the errors arising from truncation of perturbational series.
Let ͉␣͘ be a multideterminantal wave function, obtained by diagonalizing the Hamiltonian within a reference space spanned by a given set of configuration state functions ͑CSFs͒ ͕⌽ i ͖, and corresponding to the ground or some excited state ␣ of a given molecular system. The wave function ͉␣͘ is determined uniquely by specifying a set of oneelectron orbitals, a set of configuration state functions ͕⌽ j ͖ constituting the reference space, and a set of CI coefficients of ͉␣͘ in the basis of the functions ͕⌽ i ͖. We define the zeroth-order Hamiltonian H 0 as a diagonal matrix operator
where the zeroth-order energies E i (0) are defined by
Subsequently, the matrix V of the perturbation operator V is given by
͑2.4͒
The state-dependent zeroth-energy shift parameters ⌬ i are going to be determined below in a manner ensuring fast convergence of energy and wave function perturbation series. In practical applications, the perturbational expansion of wave function ⌿ ␣ is usually cut in some low order producing an appropriate nth-order perturbational ansatz for the wave function
͑2.5͒
This approximation generally works well, since the neglected terms are rather small. However, for slowly converging series, the neglected terms may introduce rather large error when calculating energy and other molecular properties. There is no standard way of estimating these errors, since the higher-order terms of the wave function perturbational expansion are usually not computed. The perturbational technique proposed in this Section allows for a partial control of these errors. The state-dependent zeroth-energy shift parameters ⌬ i in Eqs. ͑2.3͒ and ͑2.4͒ are chosen in such a way that the largest neglected term in Eq. ͑2.5͒, namely ⌿ ␣ (nϩ1) , is identically equal to zero. The implicit equation used to determine ⌬ i is
.6͒ can be written more explicitly as a set of equations
where c j (p) are the usual wave function expansion coefficients in pth-order of RSPT. It is difficult to give an explicit and compact equation defining the shift parameters ⌬ i for a general case. However, after introducing a diagonally shifted Hamiltonian H given by
and a new variable ⌳ i given by
it is possible to give appropriate equations for low-order PT. The explicit equations defining ⌳ i for the second-, third-, and fourth-order perturbation theory are given below. ͑Note, that for calculating energy through the second-order, we use the wave function through the first-order. Therefore, the appropriate form of Eq. ͑2.6͒ for the second-order perturbational energy is not
͑2.12͒
and ⌿ ␣ (4) ϭ0⇔᭙ j:
͑2.13͒
where the index j runs over all FOCI states in Eq. ͑2.11͒ and over all FOCI, TOCI, and REF states in Eqs. ͑2.12͒ and ͑2.13͒. These equations do not define the shift parameters ⌬ i for other states; they can be set to zero, since anyway those states are not coupled to the reference state ͉␣͘. Note, that Eqs. ͑2.11͒-͑2.13͒ have a rather high symmetry: All terms appearing in lower order appear also in higher order, and the coefficients in front of every term are the binomial coefficients. Further analysis of these equations may lead to more general formulas.
B. Connection to optimized partitioning of Szabados and Surjá n
Surján and Szabados 10, 11 proposed another way of derivation of Eq. ͑2.11͒. Similarly, their partitioning is defined by Eqs. ͑2.2͒ and ͑2.4͒. The shift parameters ⌬ i are determined by optimizing the Rayleigh quotient
where ⌿ ␣ [1] is the first-order perturbational ansatz for the wave function
͑2.15͒
This leads exactly to Eq. ͑2.11͒, if all nonlinear terms are neglected. All ⌬ i not determined by this procedure are set to zero. Neglecting the nonlinear terms in ⌳ j corresponds to neglecting all the unconnected terms in the CISD scheme; these terms violate size extensivity. Surján and Szabados showed 10,11 that the partitioning defined by them exhibits many appealing features when applied to single-reference RSPT: ͑i͒ It is size-consistent, ͑ii͒ it is orbital invariant, ͑iii͒ third-order energy is identically equal zero, ͑iv͒ most fifth-order terms vanish, ͑v͒ low-order ͑2, 4͒ corrections are quite accurate, ͑vi͒ it has better convergence characteristic than the Møller-Plesset and Epstein-Nesbet partitioning RSPTs, ͑vii͒ the second-order single reference PT using the optimized partitioning is shown to be equivalent to the linearized coupled cluster method 27 and to CEPA-0 ͑coupled electron pair approximation͒ method. 28 Recently, Szabados, Surján, and Szekeres 20 have applied their optimized partitioning for general nonsymmetrical multireference perturbation theory to correct the energies and wave functions obtained from limited CC calculations. Their results show that the optimized partitioning yields significantly better corrections than these ones obtained with the MP and Dyson-type 29 zeroth-order energies. One may expect that optimizing the Rayleigh quotient using a higher-order perturbational ansatz would produce Eqs. ͑2.12͒ and ͑2.13͒. This is not, however, the case, even if the resulting formulas are somewhat similar.
C. Connection to linearized multireference coupled cluster method "MR-LCCM…
Another way of deriving Eq. ͑2.11͒ was proposed by Laidig, Saxe, and Bartlett. 24, 25 They start from the exponential ansatz for a CASSCF wave function
where the wave operator T is a sum of one-and two-electron excitation operators with coefficients, t r u and t rs uv , to be determined. All active to active excitation were excluded, i.e., all t b a and t ab cd were set to zero, where a, b, c, and d denote active orbitals. The Schrödinger equation, Eq. ͑2.1͒, is then transformed to the following form:
exp͑ϪT ͒Ĥ exp͑T ͉͒␣͘ϭE ␣ ͉␣͘.
͑2.17͒
Expanding the exponentials using the Baker-CampbellHausdorff commutator expansion and retaining only linear terms in T , yields, after projection on ͉␣͘, the MR-LCCM equation for energy
where T q␣ is given by T q␣ ϭ͗q͉T ͉␣͘.
͑2.19͒
Similar projection on the states ͉ j͘ from first-order configuration interaction ͑FOCI͒ space, produces the set of equations
which defines the coefficients T s␣ . The second term, ͚T s j H ␣s , is shown to be rather small, and it is neglected yielding the set of linear equations Multireference second-order Rayleigh-Schrödinger perturbation theory using the optimized partitioning is derived from Eqs. ͑2.2͒, ͑2.4͒, and ͑2.11͒. Energy of state ␣ is given by
where the parameters ⌳ i are obtained by solving a set of linear equations given by Eq. ͑2.11͒. The third-order energy E ␣ (3) is identically equal to zero. The higher-order energy corrections are believed to be small. Therefore, Eq. ͑2.23͒ should give a good approximation of the exact energy of the state ␣. For further use, this approach is referred to as the MROPT͑2͒ method.
E. Iterative convergence of the MROPT"2… method
Using the MROPT͑2͒ method requires solving a set of linear equations for the state-dependent shift parameters given by Eq. ͑2.11͒. Even for small size of a reference space and a basis set, the dimension of this set of equations can be very large; in our largest calculations it is close to 40 millions. Such huge sets of linear equations cannot be solved directly, they require using some iterative methods. We have used various iterative approaches: ͑i͒ Jacobi method, ͑ii͒ a modified Jacobi method, ͑iii͒ a modified Jacobi method with least-square fitting. In this section, we analyze the iterative convergence of these approaches.
In order to solve Eq. ͑2.11͒ iteratively, we rearrange it to a following form:
This form of Eq. ͑2.11͒ allows us to use iterative techniques.
Introducing new symbols, b j and A js , we write Eq. ͑2.24͒ as
Equations ͑2.24͒ and ͑2.25͒ are not well defined for states for which H ␣ j ϭ0; for these states, we set ⌬ j ϭ0. Note, that since H ␣ j ϭ0, such a choice anyway satisfies the condition
Direct use of Eq. ͑2.25͒ leads to Jacobi method. 30 Unfortunately, convergence of this method is rather poor. In our calculations it has converged only for around 20% of cases. Much better convergence characteristics is obtained if we modify Jacobi method in a following way. We split the set of linear equation in Eq. ͑2.25͒ into two halves, denoted by FOCI1 and FOCI2. The choice of these subspaces of FOCI can be done in principle in any way. In our calculations, FOCI1 consists of states j for which H ␣ j Ͼ0, and FOCI2, of states j for which H ␣ j Ͻ0. ͑Note, that it is not a good choice in a general case, since the sign of H ␣ j can be easily modified by changing the phase of ͉ j͘.) Subsequently a four-step algorithm is used which is repeated until convergence. The four steps are given by the following equations:
if jFOCI2 .
͑2.29͒
This modified Jacobi method works significantly better than the original Jacobi method. We have been able to obtain a solution of Eq. ͑2.11͒ with it in more than 80% of cases. Still, in about 20% of cases this method has produced a diverging iterative sequence, especially for large dimension of FOCI. The most successful approach has proved to be the modified Jacobi method combined with the least-squares fitting of the iterative sequence to the final solution. The fitting has been performed in a spirit similar to Refs. 31 and 32. The iterative sequence, ⌳ (1) ,⌳ (2) ,...,⌳ (M ) , is used to construct the best approximation to the unknown vector ⌳
͑2.30͒
The parameters ␤ 1 , ␤ 2 ,..., ␤ M are obtained by minimizing the 2-norm ʈ•ʈ 2 ͑defined as a square-root of a sum of squares of vector's coordinates͒ of the residual vector derived from Eq. ͑2.11͒ and given by
where
This approach yields a solution very fast; usually from 20 to 40 expansion vectors is needed to obtain the vector ⌳ for all the calculated molecular states. In our calculations, no solu-tion could be obtained for one of the computed states, the 1 E 1u state of benzene. ͑For results of calculations on benzene, see the subsequent paper.
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͒ The reason for it is probably the quasi-singularity of the matrix B for 1 E 1u . Note, that if the matrix B is singular, no solution of Eq. ͑2.11͒ exists, and if some of eigenvalues of B are close to zero, the iterative techniques are not stable any more.
III. NUMERICAL AND COMPUTATIONAL ASPECTS OF THE MROPT"2… METHOD
Second-order multireference perturbation theory with optimized partitioning, abbreviated as MROPT͑2͒, defined by Eqs. ͑2.2͒, ͑2.4͒, ͑2.11͒, and ͑2.23͒, is applied for calculating various molecular properties of ground and excited states for a set of small and medium-size molecules. The results are given in the subsequent paper; 26 here, we focus on various numerical and computational issues concerning the MROPT͑2͒ method.
A. Total energies
We perform a comparison of total MROPT͑2͒ energies with the total energies obtained by other methods. Table I gives energies of the ground and two lowest excited states of N 2 , O 2 , ethylene, butadiene, and benzene, calculated using eight different methods. For the complete active space selfconsisted field ͑CASSCF͒ method, total energies are given. For other methods, the entries are different to the CASSCF energy. We compare following methods: CASSCF, the multireference configuration interaction ͑MRCI͒ method, MRCI with the renormalized Davidson correction ͓MRCIϩQ͔, second-͓MREN͑2͔͒ and third-order ͓MREN͑3͔͒ multireference Rayleigh-Schrödinger perturbation theory with Epstein-Nesbet partitioning, second-͓MRMP͑2͔͒ and thirdorder ͓MRMP͑3͔͒ multireference Rayleigh-Schrödinger perturbation theory with Møller-Plesset partitioning, and the MROPT͑2͒ method. Table II gives average differences of total energies for MROPT͑2͒ and other methods. These results have been obtained by performing several single point calculations for low-lying states using different basis sets or geometries; for details, see below. Here, MRCIϩQ1 denotes MRCI with the original Davidson correction, 33 and MRCI ϩQ2, MRCI with the renormalized Davidson correction. 34 The MROPT͑2͒ total energies are most similar to the energies obtained using MRCI with the renormalized Davidson correction. Since MROPT͑2͒ is an ͑almost͒ sizeconsistent method and corrected MRCI approaches are sizeconsistent only in an approximate manner-for comparison see Table III -we believe that the MROPT͑2͒ energies would be very similar to the MRCI energies calculated with an ''ideal'' Davidson correction. Among the perturbative Table I are obtained using the following basis sets, geometries and active spaces: ͑i͒ ethylene: The basis set is cc-pVQZ ͑the acronym cc-pVnZ stands for correlation-consistent polarized Valence n Zeta basis set of Dunning, 35 where n is double, triple, etc.͒; the geometry is taken from experiment 36 (r CC ϭ1.337 Å, r CH ϭ1.086 Å, and ЄCCHϭ117.6°); the active space consists of two orbitals ͑ and *) and two electrons; ͑ii͒ butadiene: The basis set is cc-pVTZ; 35 
and A 3 ⌺ u ϩ ) at ten intermolecular distances. The basis sets used for calculations on O 2 and N 2 are the same as described above. 
B. Size-consistency test
Size consistency test has been performed using two neon atoms placed at the distance of 100 Å. We have used three different basis sets 35 ͑cc-pVDZ, cc-pVTZ, and cc-pVQZ͒ and two different complete active spaces. The active space denoted by 1 consisted of atomic 2 p and 3s orbitals. The 2s orbital has been correlated in the MRCI and perturbational calculations, while the 1s orbital has been kept frozen. The active space denoted by 2 consisted of atomic 2s, 2p, and 3s orbitals. The 1s orbital has been correlated in the MRCI and perturbational calculations. We have also used two different sets of orbitals, the ground-state RHF and CASSCF orbitals.
Results are given in Table III . Entries are the differences between the energy of the molecule and doubled atomic energy. The MROPT͑2͒ method, similarly to MRMP͑2͒ and MRMP͑3͒, is almost size-consistent; the largest deviation from size-consistency is 0.18 kcal/mol. Very large deviations from size-consistency are observed for the MRCI method and the perturbative methods using Epstein-Nesbet partitioning. Davidson-type corrections improve the MRCI results significantly, the renormalized correction of Siegbahn doing noticeably better than the original correction of Langhoff and Davidson.
C. Orbital dependence of the MROPT"2… method
In order to investigate the orbital dependence of the MROPT͑2͒ method, simultaneous calculations using different sets of orbitals have been performed for a few molecular systems. We have tested performance of the state-specific CASSCF orbitals versus ground-state restricted HartreeFock ͑RHF͒ orbitals for calculations of internal rotation barrier of ethylene, valence excitation energies of ethylene, potential energy curves of eight states of N 2 , and sizeconsistency check employing the Ne 2 molecule. We have also performed calculations of potential energy curves of six states of O 2 using two sets of orbitals, the state-specific CASSCF and ground state ROHF orbitals. For calculations on the rotational barrier in ethylene, we have used an active space consisting of two electrons and two orbitals ͑ and *) and ANO-type basis sets 39 with (10s6 p3d)/͓7s6p3d͔ contraction scheme for C and (7s3p)/͓6s3 p͔ for H. The geometries have been fully optimized for every value of the dihedral angle on the B3LYP/6-31ϩϩG(2d,2p) level of theory. The basis set used for calculations on excitations energies of ethylene is cc-pVQZ; 35 space are the same as described in Sec. III A. The active space and basis sets used in the calculations on dimers have been given above.
The results for Ne 2 are given in Table III . The ground state of Ne 2 has a closed-shell character and the difference between the CASSCF and RHF orbitals is believed to be rather small. As expected, also the difference between the results calculated with the two sets of orbitals is found to be small for all used methods. Similar situation happens for the ground state of other calculated molecules: The MROPT͑2͒ ground-state energy depends rather weakly on the set of orbitals used for calculations.
The internal rotation barrier of ethylene and vertical excitation energies of two excited states of this molecule cal- culated using the RHF and CASSCF sets of orbitals are given in Table IV . These results clearly show that the orbital dependence of the MROPT͑2͒ method is rather strong; it is largest among the perturbative methods. The corrected MRCI results almost does not depend on the set of orbitals used for calculations. The difference between the MROPT͑2͒/RHF and MROPT͑2͒/CASSCF results is especially large for the rotational barrier of ethylene. This is caused by the erroneous shape of the MROPT͑2͒/RHF potential energy curve shown in Fig. 1 . For the geometries close to planar, the MROPT͑2͒/RHF and MROPT͑2͒/ CASSCF curves almost coincide. For the twisted geometry, where the RHF orbitals rather poorly describe the electronic structure of ethylene, the MROPT͑2͒/RHF potential energy curve displays some nonphysical features. Similar featureshowever, in much smaller degree-can be observed for the other second-order perturbative methods, MRMP/RHF and MREN/RHF.
The equilibrium regions of the MROPT͑2͒ potential energy curves for three excited states of the N 2 molecule, Fig. 2 . The curves obtained using the state-specific CASSCF orbitals correspond to experiment very well. ͑For comparison of calculated spectroscopic parameters with experiment, see the subsequent paper. 26 ͒ However, the curves obtained using the RHF orbitals are not bounded; a closer inspection shows that for every state the weight of the reference function in the MROPT͑2͒/RHF wave function is very small. Such a situation indicates an occurrence of intruder states in the perturbation calculations, associated with quasidegeneracies in the spectrum of the zeroth-order Hamiltonian. These quasidegeneracies occur for seven of eight calculated states of N 2 . Only for the ground state, for which the RHF orbitals have been obtained, there is no intruder states. The reason for this situation can be the character of the RHF orbitals: They are obtained for the X 1 ⌺ g ϩ state that corresponds in the equilibrium region to the 1 u 4 3 g 2 electronic configuration, while the lowest excited states originate mostly from the 1 u 3 3 g 2 1 g * 1 and 1 u 3 3 g 2 3 u * 1 electronic configurations. A poor description of the 1 g * and 3 u * molecular orbitals in the set of RHF orbitals can cause divergencies. This example shows how important is using state-specific CASSCF orbitals for the MROPT͑2͒ calculations. Note, that potential energy curves obtained using the RHF orbitals with other perturbative methods do not suffer from quasidegeneracies, even if the resultant curves differ noticably from those obtained using the state-specific CASSCF orbitals. Figure 3 displays the MROPT͑2͒ potential energy curves in their equilibrium regions for three excited states of the O 2 molecule, a 1 ⌬ g , b 1 ⌺ g ϩ , and A 1 ⌺ u ϩ , obtained using the state-specific CASSCF and ground-state ROHF orbitals. Similarly to N 2 , we give also the reference weights. The MROPT͑2͒/CASSCF and MROPT͑2͒/ROHF curves are similar. We observe no intruder states in the perturbation calculations; the reference state weights are larger than 80% for all six calculated states. The essential difference between the ground-state RHF orbitals of N 2 and the ground-state ROHF orbitals of O 2 is a good description of the oxygen * molecular orbitals. We believe that the poor description of these orbitals for N 2 is the main source of differences between the MROPT͑2͒ results for these two molecules.
IV. CONCLUSIONS
We have presented a multireference perturbation method that is based on Rayleigh-Schrödinger perturbation theory and uses an optimized partitioning. We abbreviate this method as MROPT. The optimization of the zeroth-order energies for the nth-order MROPT method is performed by putting a condition ⌿ (n) ϭ0 on the first neglected term in the perturbative expansion of the wave function. This allows for cancellation of a large part of errors arising from truncating the wave function. We give explicit equations that enable determining the optimized zeroth-order energies for the second-, third-, and fourth-order perturbation theory.
The second-order multireference perturbation method with the optimized partitioning is derived from the condition ⌿ (2) ϭ0. The resulting partitioning is shown to be identical to the partitioning derived by Surján and Szabados by minimizing the Rayleigh quotient with respect to a set of the zeroth-order energies. The MROPT energy formula is also clearly the same as the energy formula for the linearized multireference coupled cluster method.
We analyze various numerical and computational issues concerning the MROPT͑2͒ method. We show on example of Ne 2 that the MROPT͑2͒ method is ͑almost͒ size-consistent. The averaged deviations of total energies of MROPT͑2͒ to some related methods are shown in Table II for a set of five molecules. The MROPT͑2͒ energies show close resemblance to those computed using MRCI with Davidson-type corrections. We notice also relatively small deviations for the second-order multireference PT with the EN partitioning. It clearly shows that the state-dependent shifts in Eq. ͑2.2͒ are not large.
We have noticed large dependence of the MROPT͑2͒ energies on a set of one-electron orbitals used for calculations. The RHF orbitals used for calculations on excited states produce some nonphysical results. The potential energy curve for barrier of internal rotation in ethylene does not depend on the set of orbitals for the geometries close to planar. However, for the distorted geometries, the curve obtained using the RHF orbitals deviates strongly from the analogous curve obtained with CASSCF orbitals, showing an artificial minimum. The situation is even more severe when the RHF orbitals are used for calculations on potential energy curves of low-lying excited states of N 2 ; none of the calculated curves is bounded. At the same time, the MROPT͑2͒ curves obtained with the state-specific CASSCF orbitals show very good agreement with the experimental data. This example stresses the importance of using stateoptimized orbitals for calculations with the MROPT͑2͒ method.
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