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Abstract – As the sizes of multimedia databases grow and grow, the access and insight into such 
voluminous databases get more and more important. A promising way to explore and query 
multimedia databases is based on interactive visualizations which allow users to satisfy their 
information needs in a flexible and intuitive way. In order to perform the visual exploration 
process efficiently, we highlight three different speed-up approaches on distinct layers: 
Perceptual pruning in the visualization area, computational pruning in the evaluation of the 
query process, and data space pruning in the underlying feature space. 
 
Interactive Exploration Process 
Nowadays, multimedia data, such as text, audio, video, and images enlarge personal, business, 
or scientific multimedia databases enormously. In order to get access and insight into 
voluminous multimedia databases, we often begin the query process by selecting a special query 
object, namely query-by-example (QBE), or by drawing a sketch of the imagination we have in 
mind. As a result, the multimedia database system provides us a ranking of the most similar 
objects and possibly allows us to refine our query for new retrieval results. 
Whereas this rigid query behavior is appropriate for a precise search of similar objects, it is 
indeed limited for interactive and visual explorations of large multimedia databases where users 
have no precise preferences of what they search for. In visual exploring, and thus querying, 
those databases, users should have the possibility to express their information needs in a visual 
attractive way with low interaction efforts and fast query processing times. Thus, the major aim 
of state-of-the-art visual exploration systems focuses on user satisfaction in terms of 
effectiveness and efficiency. 
To succeed the primary goal of effectiveness, many research activities yield in modern 
exploration systems which couple visual object representations with interactive query 
processing methodologies. These systems (c.f. [Hee 08]) allow us to interact with the displayed 
object representations and to formulate queries in an intuitive way. For instance, we are able to 
drag-and-drop, modify, add, and remove objects in the visualization area within the exploration 
process to grab multimedia objects of special interest. As a result, we visually explore 
multimedia databases with our mouse cursor on a computer screen by just clicking on 
interesting points [FAN 08]. But the challenging question is how to do this efficiently? 
Whereas flexible feature representations of multimedia objects and adaptable similarity 
measures [Fal+ 94, RTG 00] ensure the effectiveness of an exploration process, they 
simultaneously jeopardize the efficiency of it. To tackle this problem, we investigate the speed-
up of visual exploration systems on three different pruning layers: (i) Perceptual pruning in the 
visualization area, (ii) computational pruning in the evaluation of the query process, and (iii) 
data space pruning in the underlying feature space of the multimedia database. 
Before we detail the proposed pruning approaches, we illustrate the exploration concept in 
Figure 1. On the right side, we depict the user interface that visualizes objects from the database 
on the left side. In-between, the query process is depicted with dashed lines. In order to process 
a query in the visualization area the system has to find one or more objects from the database 
which fit to the given query position according to a specific evaluation function. Typical 
evaluation functions are, for instance, raw stress or Kruskal’s stress [BG 05] which measure the 
deviation among the similarities in the database and the ones in the visualization area. For that 
purpose, we highlight three different pruning concepts in the remainder, beginning from the 
user view and ending in the underlying database. 
 Perceptual pruning 
The visualization of objects in a two- or three-dimensional space, which is recognizable for 
human beings, is often done by pixel-based methods [KSS 07], such as multidimensional scaling 
(MDS) or principal component analysis (PCA) [BG 05]. They visualize objects according to their 
similarities which are obtained from the underlying database. When users freely specify queries 
by clicking interesting points or regions, they orient themselves to the given objects and the 
similarities among them. In order to increase query processing times, we claim to consider only 
those objects in the underlying evaluation of the query process which are focused by the user 
and, thus, more or less nearby the query point. We propose a skyline-based principle which 
emphasizes visible objects from the query point of view. Preliminary experiments of this 
approach show a crucial speed-up without quality loss of the query results. 
 
Computational pruning 
In addition to the perceptual pruning step which omits the non-significant objects from the 
whole exploration process, the computational pruning step aims at reducing the amount of full 
similarity computations in a filter/refinement way [SK 98]. As this can be independently done 
from the digitized object representations, exploration systems compute the evaluation function 
with the most promising objects first and discard partial result by applying an adaptive multi-
step filter approach [SK 98]. As a result, this behavior also reduces the run-time of the 
exploration process so as to find new objects fitting to the current visualization. 
 
Data space pruning 
In contrast to both preceding run-time improvements, the data space pruning approach 
exploits a concrete feature representation of the objects, such as feature histograms or 
signatures, and a used similarity measure, such as the Quadratic Form Distance or the Earth 
Mover’s Distance, to effectively and efficiently discards regions in the underlying feature space. 
We propose to reach this run-time improving principle by using a M-tree like index structure 
[CPZ 97] which should be modified to retrieve objects with specific similarities to reference 
objects. 
 
We believe that the three proposed pruning concepts should be combined in today’s modern 
exploration systems to allow users a visually intuitive exploration and query process of large 
multimedia databases. 
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Figure 1: The visual exploration process and its three different pruning levels. 
