Abstract: The paper proposes a sequential monitoring scheme for detecting changes in parameter values for general time series models using pairwise likelihood. Under this scheme, a change-point is declared when the cumulative sum of the first derivatives of pairwise likelihood exceeds a certain boundary function. The scheme is shown to have asymptotically zero Type II error with a prescribed level of Type I error. With the use of pairwise likelihood, the scheme is applicable to many complicated time series models in a computationally efficient manner. For example, the scheme covers time series models involving latent processes, such as stochastic volatility models and Poisson regression models with log link function.
Introduction
Let {X t } be a stochastic process given by a certain statistical model with parameter θ ∈ Θ. We say that there is a change-point at t * if the model for X 1 , X 2 , . . . , X t * −1 has parameter θ 0 , but the model for X t * , X t * +1 , . . . has parameter θ 1 . Suppose that {X t } is observed sequentially and the change-point t * is unknown. The problem of declaring whether the change t * has occurred is called the sequential monitoring or on-line monitoring problem.
Since Page (1954) , sequential monitoring schemes for time series data have been restricted to a few specific models. Lai (1995) proposed the window limited GLR scheme for detecting changes in time series models when the conditional log-likelihoods given all the past observations are available. Gut and Steinebach (2002) developed a truncated sequential change-point detection scheme in renewal counting process. Berkes et al. (2004) used quasi-likelihood scores to monitor changes in GARCH(p,q) models. Fuh (2006) considered change point detection in state space models. Gombay and Serban (2009) monitored changes in parameters of AR models using CUSUM methods. Na, Lee and Lee (2011) proposed estimates-based and residual-based monitoring schemes for general time series model. Na, Lee and Lee (2012) considered monitoring changes for coupula ARMA-GARCH Models. Kirch and Tadjuidje (2015) developed a general sequential change-point test for time series based on estimating functions. For a recent overview of sequential change-point methods in time series, we refer to Aue and Horváth (2013) . For more general time series models, the conditional likelihood may not be readily available. For example, for such nonlinear time series models as the Poisson regression models with log link function and stochastic volatility models, it is infeasible to compute the likelihood functions. Therefore, it will be useful to develop a sequential monitoring procedure that is applicable to more general time series models.
Composite likelihood, which is constructed by combining marginal likelihoods of small subsets of data, has been employed for statistical inference for complicated models in various fields, for example, correlated binary data (Kuk and Nott (2000) ), image analysis (Nott and Ryden (1999) ), binary spatial data (Heagerty and Lele (1998) ), survival data (Paik and Ying (2012) ), and model selection (Varin and Vidoni (2005) ). One widely used special case of composite likelihood is the pairwise likelihood, which is a product of bivariate likelihoods from various pairs of observations. As an illustrative example, consider a sample X = (x 1 , . . . , x n ) from the stochastic volatility model The series α := (α 1 , . . . , α n ) is unobserved and {α t } t=1,..., is known as the latent process. Let θ = (η, σ 2 , β) be the parameter vector, f θ (X) and g θ (α) be the joint density of X and α, respectively, and f θ (X|α) be the condition density of X given α. With the presence of the latent process, the log-likelihood of the sample involves an n-dimensional integral log f θ (X) = log
that is computationally infeasible. In this case, the so-called consecutive pairwise likelihood, which combines likelihoods from consecutive pairs of observations, is given by
The CPL(θ, X) involves n − 1 two-dimensional integrals and is feasible for computation. It is found that pairwise likelihood yields consistent and asymptotic normal estimators with reasonable efficiency (see, e.g., Davis and Yau (2011) and Ng et al. (2011) ).
In this paper, we propose a sequential monitoring scheme for general time series models based on pairwise likelihood. The scheme is based on the changes in the behavior of the score function of pairwise likelihood upon changes in parameter values. Specifically, it monitors the cumulative sum of the score function of pairwise likelihood when data-points are observed sequentially. A change-point is declared when the cumulative sum exceeds a pre-determined boundary function. With the specific structure of the pairwise likelihood, asymptotic results can be readily established. In particular, it is shown that the cumulative sum process converges to a functional of a multi-dimensional Wiener processes. Thus, a boundary function can be obtained such that the scheme has asymptotically correct size with power approaching 1. The use of pairwise likelihood allows the scheme to be implemented efficiently, and is applicable to many complicated time series models. Simulation studies demonstrate that the scheme has higher detection power than existing non-parametric monitoring schemes. This paper is organized as follows. Section 2 describes the problem setting and assumptions. Section 3 presents the sequential monitoring scheme under general conditions. In Section 4, we show that the general conditions given in Section 2 cover the class of time series models with a latent autoregressive process, which includes the Poisson regression models with log link function and stochastic volatility models. Simulation experiments and data examples are given in Section 5 and 6, respectively. Proofs and technical details are given in the Appendix.
Problem Setting and Assumptions

Settings
Let {X t } be a stationary and ergodic sequence of random variables following a model with joint density f θ where θ is the parameter vector in a compact space Θ. Suppose that, before we begin to monitor changes in the sequence, a sample of m historical data points {x 1 , x 2 , . . . , x m } is observed. Starting from time t = m + 1 onwards, we observe {X t } sequentially. We wish to test whether or not a change has occurred in θ using the null hypothesis: where θ 0 ̸ = θ 1 , t * > m is the unknown change-point, and mT the maximum number of observations that are to be inspected. A similar setting has been discussed in Gut and Steinebach (2002) and Gombay and Horváth (2009) . Let f Xt,Xt+j (x t , x t+j ; θ) be the bivariate density of the observations x t and x t+j . The l-th order consecutive pairwise likelihood for the data (X 1 , . . . , X m ) is defined by
. Thus, CPL m (l; θ) collects the likelihood of the pairs of observations that are within a time lag of l. Given the historical sample (x 1 , . . . , x m ), the parameter θ can be estimated byθ
In practice, l has to be chosen such that the model is identifiable. When the number of model parameters involved in serial dependency is d, it is usually sufficient to choose l ≥ d, see Davis and Yau (2011) and Ng et al. (2011) . As an illustrative example, consider the stochastic volatility model (1.1). To ensure identifiability, it is sufficient to take the lag l greater than or equal to the order of the latent AR process, l ≥ d = 1, see Assumption B1 of Ng et al. (2011) . From the simulation experiments in Davis and Yau (2011) and Ng et al. (2011) , it is found that l = d usually gives satisfactory results for time series data. Variously, l can be chosen by information criteria, see Lindsay, Yi and Sun (2011) .
Suppose that θ 0 is the true parameter value and 
converges to a Wiener process under some mixing conditions. Thus, sequential monitoring of changes can be developed based on these asymptotic results.
To standardize S ′ m (k, l,θ m ) by its variance, define the long-run covariance matrix M (l; θ 0 ) by
Following Andrews (1991) , M (l; θ 0 ) can be estimated by
T and ⌈x⌉ is the smallest integer greater than x. In Section 3, we develop a sequential monitoring scheme for changes in θ based on the sequence
Assumptions
The α-mixing coefficient between two σ-fields F 1 , F 2 is defined by
We say that a process {Z t } is geometrically strongly mixing if
, where A 0 and B k are the σ-field generated by {Z t ; t ≤ 0} and {Z t ; t ≥ k}, respectively. We need some assumptions for the properties of the sequential monitoring scheme. Let ∥c∥ be the supremum norm of a vector c. When A is a matrix, let ∥A∥ = sup x:∥x∥=1 ∥Ax∥.
Assumption A:
(A1) The true parameter θ 0 under H 0 is in the interior of Θ, where Θ is a compact subset of R d .
(A5) The model is identifiable:
(A6) {X t } is a sequence of geometrically strongly mixing random variables.
(A7) The change occurs after m, t * > m. 
c) Under Assumptions (A2) and (A6), we have
. Assumption (A7) ensures that the change occurs after m, and hence the prechange parameters can be consistently estimated. Assumption (A8) is needed to ensure that when there is a change-point, the cumulative sum process
θ m ) has a drift. Hence, the change in θ can be detected. This assumption is true when θ 0 is not a local maximizer of the expected L t (l; θ) under H A .
3. Monitoring Scheme 3.1. Pairwise likelihood sequential monitoring scheme (PLSMS)
is approximately a Wiener process under H 0 but, when H A is true, the cumulative sum process diverges. Therefore, it is natural to declare that a change has occurred when
� � � exceeds some threshold or boundary. Define the stopping time
1) where c is a constant, the decision boundary, and mT is the pre-specified maximum inspection time. We can also take T to infinite if we wish the inspection to continue until a change is declared. In this case, the stopping time is
For notational simplicity, suppose that the data {X t } arrive sequentially in a way that X t+m+l is observed at time t, the pairwise likelihood sequential monitoring scheme (PLSMS) is as follows:
For the case in which T > 0 and T is finite, starting from time k = 1, check whether
If yes, then T m (l) = k and the scheme terminates; we reject H 0 and declare that a change in parameter had occurred at some time on or before k. Otherwise, proceed to time k + 1 and repeat the same procedure. If the condition
has not been met at time mT , then set T m (l) = mT + 1 and the scheme terminates; we declare that a change in parameter did not occur and conclude that H 0 is not rejected. If T = ∞, then, starting from time k = 1, we have to check whether
If yes, then T * m (l) = k and the scheme terminates; we reject H 0 and declare that a change in parameter had occurred at some time on or before k.
We assess the performance of the proposed sequential monitoring test based on asymptotic size and power. The size is the probability of declaring an occurrence of change when no change has occurred, and the power is the probability that a change-point is detected before mT given that the change had occurred at t * < mT . We will derive a decision boundary c = c(α, l, T ) such that the PLSMS has power approaching 1 with a pre-specified size α. Thus, the bound-
for any fixed 0 < α < 1.
Asymptotic properties of T m (l) under H 0 and H A
The proofs of results in this section are given in the Appendix. 
where 0 < a < 1, A 0 and B k are the σ-field generated by {X t ; t ≤ 0} and (Doukhan (1994) ), then
The ρ-mixing assumption for the case T = ∞ is required to fulfill the conditions for using the ρ-mixing Hajek-Renyi inequality that controls the tail probability of the monitoring statistics when T goes to infinity. In practice, we always monitor the process of interest with finite T . Thus, if the ρ-mixing assumption is violated, we can approximate the decision boundaries using a large T and apply the monitor scheme in (3.5).
The probabilities in (3.5) and (3.7) can be evaluated explicitly using a result about the distribution function of sup 0≤t<1 |W (t)|.
Lemma 2. (Csorgo and Revesz (1981) ) For any b > 0, we have
To choose c in (3.5) such that (3.3) holds, we combine Theorem 1 and Lemma 2 to give
Therefore, for a given significant level α, we can choose c such that
A simple grid search or bisection algorithm can be performed to solve (3.8) for c.
For the PLSMS using c that satisfies (3.8) at any given significance level α ∈ (0, 1), we have
Time Series with a Latent Autoregressive Process
In Sections 2 and 3, general conditions were provided for the consistency of PLSMS. In this section, we verify these conditions for a class of time series models that feature a latent autoregressive process. Poisson regression models with log link function and stochastic volatility models fall into this class.
The process {X t } is said to be a time series with a latent Gaussian autoregressive process if
where λ t = e β+αt and {α t } is the latent AR(p) process satisfying
. We also assume that conditioned on {α t }, {X t } is an independent process. The
This definition covers some popular nonlinear time series models, as follows.
(ii) The Poisson regression model with log link function:
. The model was proposed by Zeger (1988) for time series of counts.
(iii) The Bernoulli logit model:
For model (4.1), the bivariate density of the observations (X t , X t+j ) is given by
where α j = (α t , α t+j ) and
is the covariance matrix of α j , where γ k = γ k (θ) is the autocovariance function of {α t } at lag k which depends on the parameter θ. Some assumptions on the model (4.1) are required for applying PLSMS.
Assumption B:
(B1) The true parameter θ 0 under H 0 is in the interior Θ, which is a compact set in R d .
(B3) For all θ ∈ Θ and some v > 1, both
are positive definite, where Σ j = Σ j (θ) is the covariance matrix of the latent process α j under parameter value θ and Σ 0,j = Σ j (θ 0 ).
(B4) The model is identifiable:
, where the expectation is evaluated under θ 1 .
We show that Assumption A is satisfied for model (4.1) under Assumption B, which establishes the applicability of PLSMS. First, note that (A1), (A5), (A7), and (A8) are guaranteed by (B4) and (B5). Also, that (A4) follows from Lemma A.1 of Ng et al. (2011) .
To show (A6), we can write
where {U t } is an independent sequence of uniform random variables, and F
−1
Xt|αt is the inverse of the cumulative distribution function corresponding to f Xt|λt (x) in (4.1). From Theorem 1 of Mokkadem (1988) , the stationary ARMA process {α t } is geometrically completely regular. That is, the β-mixing coefficient defined by Kolmogorov and Rozanov (1960) . Hence, {X t } is ρ-mixing with geometrical rate, and (3.6) is verified. Therefore, the PLSMS monitoring time T can be chosen to be infinite, and the inspection can continue until a change is declared. The verification of (A2) and (A3) are more technical. We put this as a lemma and provide the proof in the Appendix.
Lemma 3. For all t > 0 and θ ∈ Θ, we have
Simulation Experiments
We studied the finite sample performance of the proposed monitoring scheme through simulations. We focused on the stochastic volatility models with autoregressive order p, SV(p), given by
∼ N (0, σ 2 ) and |η i | < 1 for i = 1, . . . , p. For simplicity, we considered the SV(1) with parameter vector θ = (η, σ, β) and |η| < 1. For the lag of the consecutive pairwise likelihood l, it was sufficient to choose l = 1 for model identifiability (see Ng et al. (2011) or Davis and Yau (2011) ). The pre-change historical data were taken to be m = 500, 1,000 and 5,000 for a reasonably accurate estimate of θ and the long run covariance matrix M (l; θ 0 ). In practice, we recommend that m ≥ 500 should be used since time series with latent process are difficult to estimate. Given α and T , the boundary function c for the stopping time T m (l) in (3.1) was obtained by solving (3.8) with d = 3.
Due to the difficulty in evaluating the full likelihood function, one can resort to non-parametric methods that focus on the changes in mean or covariance structure. Standard procedures that detect changes in mean or covariance structure are not applicable to SV models and, since a change in parameter values in (5.1) induces a change in the variance of {x t }, sequential monitoring can be based on cumulative sum of the squared data. We call this monitoring scheme the cusum sequential monitoring scheme (CSSMS).
The CSSMS is based on the stopping time
andγ m (j) is the sample auto-covariance function of {X 2 t } with lag j. We reject the null hypothesis of no change point when N m < mT +1. Similar to PLSMS, for given T and α, the decision boundary c can be obtained by solving (3.8) with d = 1. See Gombay and Horváth (2009) for details.
In financial time series, the GARCH model is commonly used as an alternative to stochastic volatility models, see Tsay (2010 Tsay ( , 2012 . In particular, Berkes et al. (2004) proposed a monitoring scheme for GARCH(p,q) models. For simplicity, we call it the GARCH(p,q) sequential monitoring scheme (GASMS). The GASMS is based on the stopping time
Here, p t (θ) is the conditional likelihood at θ and � D m is the covariance matrix estimate for p t (θ m ). For the definition of � w t (θ) and the asymptotic results, see Berkes et al. (2004) . We reject the null hypothesis of no change point when G m < mT +1. For given T and α, the decision boundary c is the same as PLSMS since they have the same asymptotic distribution. Besides GASMS, Na, Lee and Lee (2011) proposed another monitoring procedure for GARCH(p,q) models by using a residual variance approach. For simplicity, we call it the Residual Variance sequential monitoring scheme (RVSMS). The RVSMS for the GARCH(1,1) model is based on the stopping time
Here, theσ 2 t are defined recursively byσ 2 t =σ 2 t (ω,α,β) =ω +αX 2 t−1 +βσ 2 t−1 , where (ω,α,β) is the QMLE of the parameters of GARCH(1,1) models. See Na, Lee and Lee (2011) for details. We reject the null hypothesis of no change point when R m < mT +1. For given T and α, the decision boundary c is the same as CSSMS since they have the same asymptotic distribution.
Since GASMS and RVSMS are derived for sequential change-point detection in GARCH(p,q) models, one is not theoretically justified in applying them to data following stochastic volatility models. Nevertheless, in view of the similarity between GARCH and stochastic volatility models, it was of interest to explore the performance of GASMS and RVSMS in our simulations.
We compared the asymptotic sizes and power of PLSMS, CSSMS, GASMS, and RVSMS on SV models. Table 1 summarizes the decision boundaries c for PLSMS, CSSMS, GASMS, and RVSMS.
Simulation results under H 0
To investigate the empirical sizes of PLSMS, CSSMS, GASMS, and RVSMS under H 0 , we carried out simulations based on the SV(1) models Model 1: η = 0.6, β = 3.5, σ ϵ = 1, 2 and 3; Model 2: η = 0.3, β = 3, σ ϵ = 1, 2 and 3; Model 3: η = 0.15, β = 2.5, σ ϵ = 1, 2 and 3. Table 2 . Empirical sizes for Model 1 of PLSMS, CSSMS, GASMS, and RVSMS in different SV(1) models with m = 500, 1,000 and 5,000 when l = 1.300 replications were carried out for each pair (α, T ).
Model 1 σ ϵ = 1 σ ϵ = 2 σ ϵ = 3 α T Method m=500 1,000 5,000 m=500 1,000 5,000 m=500 1,000 5,000 0.05 1 PLSMS 0. The models with different values of η represent different degrees of correlation in the latent autoregressive process. Within each model, different values of σ ϵ represent different volatilities of the latent autoregressive process. We also considered the combinations of α = 0.05, 0.1 and T = 1, 2, ∞. For T = ∞, since it is impossible to monitor the scheme for an unlimited time horizon, the inspection time was chosen to be 10m. Figure 1 (a) provides time series plots of some realizations of these three models with σ ϵ = 1. Figure 1 (b) provides time series plots of some realizations of Model 2 with different σ ϵ values. Notice that spikes occur more frequently under larger variance in the latent process. Tables 2 to 4 report the proportion of rejection of H 0 for the models when m = 500, 1,000, and 5,000. Table 3 . Empirical sizes for Model 2 of PLSMS, CSSMS, GASMS, and RVSMS in different SV(1) models with m = 500, 1,000 and 5,000 when l = 1.300 replications were carried out for each pair (α, T ).
Model 2 σ ϵ = 1 σ ϵ = 2 σ ϵ = 3 α T Method m=500 1,000 5,000 m=500 1,000 5,000 m=500 1,000 5,000 0. From Tables 2 to 4, the size distortion of PLSMS is reduced if a larger m or larger T is chosen. It can also be seen that the size distortion of PLSMS increases with η, which represents the correlation of the latent autoregressive process. This is consistent with the observation in Ng et al. (2011) that pairwise likelihood estimation is less efficient when there is a high latent correlation.
Comparing PLSMS, CSSMS, GASMS, and RVSMS, Tables 2 to 4 suggest that the proposed PLSMS generally has a empirical size closest to the significance level α, and GASMS has the heaviest size distortion. In particular, the size distortions of CSSMS, GASMS, and RVSMS increase with the variance of latent AR(p) processes, σ 2 ϵ . This may be related to the rapid change in variability of the sequence {X 2 t } due to the occurrence of spikes. On the other hand, the size Table 4 . Empirical sizes for Model 3 of PLSMS, CSSMS, GASMS, and RVSMS in different SV(1) models with m = 500, 1,000 and 5,000 when l = 1.300 replications were carried out for each pair (α, T ).
Model 3 σ ϵ = 1 σ ϵ = 2 σ ϵ = 3 α T Method m=500 1,000 5,000 m=500 1,000 5,000 m=500 1,000 5,000 0. of PLSMS is not sensitive to changes in σ ϵ . One possible reason is that the use of likelihood accounts for the effect of σ ϵ and gives accurate critical values for the test.
Simulation results under H A
To investigate the empirical power under H A , we carried out simulations based on three change-point models:
Model 1 Model 3, the parameters are restricted to change in a way such that the variance of the observed process {X t } remains unchanged. Tables 5 and 6 report the empirical power for Model 1 to 3 with t * = 50 and 250 when m = 500 and 1,000, respectively. The numbers in the table are the proportion of simulation trials that PLSMS/CSSMS/GASMS/RVSMS rejects H 0 . Figure 2 provides time series plots of some realizations of the three change point models with m = 1, 000 and t * = 50.
From Tables 5 and 6 , PLSMS generally outperforms CSSMS, GASMS, and RVSMS for all three models. The change-points in Model 1 are well-detected by PLSMS with power greater than 0.7 in general for m = 500, and greater than 0.9 in general for m = 1, 000. For Model 2, the change-points are well-detected by PLSMS with power greater than 0.9 in general, while the power of CSSMS and RVSMS are below 0.6 and the power of GASMS is below 0.7 in general. By construction, the change-point in Model 3 is difficult to be detected since the parameters change in a way such that the variance stays constant. Nevertheless, the performance of PLSMS and GASMS are comparable with power exceeding 0.5, much higher than the power of CSSMS and RVSMS.
Overall, the detection rule based on PLSMS has a higher empirical power in all the three models compared with that of CSSMS, GASMS, and RVSMS. 6. Data Examples 6.1. Sequential monitoring of the S&P 500 log-return series
We applied PLSMS, CSSMS, GASMS, and RVSMS to the S&P 500 index data and compared their performances. Figure 3 plots the daily closing values and daily log returns of the S&P 500 index from January 2004 to December 2009.
In applying the PLSMS, CSSMS, GASMS, and RVSMS, the daily log return series from January 2004 to December 2005, which has 504 observations (m = 504), is used as the training data. From the time series plot of the daily log return data in Figure 3 , the 504 training data points appear to be stationary and free from structural break. We then fit an ARSV(1) model to the training data and used maximum lag l = 1 to apply PLSMS. From January 2006 to December 2009, the total number of observations in the daily log return series was 1,006, about twice the number of observations in the training data set. Therefore, we Table 7 . Performance of the different monitoring schemes for the S&P 500 index. chose T = 2. We performed the detection schemes under α = 0.05 and 0.1. In Table 7 , T m represents the time point where a change in parameter was declared by PLSMS. Similarly, N m , G m , and R m represent the time point where a change in parameter was declared by CSSMS, GASMS, and RVSMS, respectively. By visual inspection of the daily log return data in Figure 3 stable market condition in US and the low volatility phenomenon reflected by the CBOE Volatility Index, which was as low as 8.6 in 2006, preceded the 2007 crash. Thus, the change point was quickly detected by PLSMS. On the other hand, both CSSMS and RVSMS had detected another change point at time around 900, August 2007. This change can be attributed to the beginning of the subprime mortgage hedge fund crisis, with the major investment bank Bear Stearns revealing, in July 2007, that their two subprime hedge funds had lost nearly all of their value. Also, it can be seen that GASMS declared a change much earlier than PLSMS, CSSMS, and RVSMS. Based on visual inspection and the large size distortions in simulation in Section 5.1, we suspected that the change point detected by GASMS was probably a false alarm. Overall, the PLSMS gave the quickest detection of the change in the log-return series.
Sequential monitoring time series of counts
In recent years, the modeling of integer-valued time series has received considerable attention. For example, Lee (2009, 2014 ) studied retrospective change point analysis for time series of counts. However, the literature on sequential change-point detection in time series of counts remains unexplored. To demonstrate the usefulness and generality of the use of pairwise likelihood in change-point analysis, we applied PLSMS to the daily trading volume (per 100,000) of Hong Kong Exchanges and Clearing Limited (0388.HK) from November 2011 to September 2015, which is depicted in Figure 4 . The series is a sequence of integers with a majority of observations less than 30 and a few values as large as hundreds, which lead to some spikes in the time series plot. This spiky structure motivates the use of a latent process model, such as the Poisson regression model with AR(1) log link function.
From November 2011 to September 2015, the total number of observations in the dataset was 956 and we used the first 500 data points, which seemed stationary, as training dataset. Therefore, we chose T = 0.912. We then fit a Poisson regression model with AR(1) log link function to the training data and used maximum lag l = 1 in our monitoring scheme.
PLSMS based on T m declares a change at time 699 under significance level α = 0.05 and at time 676 under significance level α = 0.1. Both are detected after a sudden large trading volume. On the other hand, by visual inspection of the daily trading volume in Figure 4 , a change is likely to occur at some moment after time 600 prior to the dotted line in which a more volatile trading volume is observed. This change could be attributed to the announcement of the establishment of the Shanghai-Hong Kong Stock Connect at time 602, i.e., April 10th, 2014. The change point is quickly detected by PLSMS.
Conclusion
The paper proposes a sequential monitoring scheme for detecting changes in parameter values using pairwise likelihood. The scheme is shown to have asymptotically zero Type II error for any prescribed level of Type I error. With the use of pairwise likelihood, the scheme is applicable to many complicated time series models in a computationally efficient manner. For example, the scheme covers time series models involving latent processes, such as stochastic volatility models and Poisson regression models with log link function, in which the evaluation of full likelihood is computationally inefficient or intractable. Simulation and empirical studies show that the proposed monitoring scheme works well.
as m → ∞. Combining (A.1) and (A.2), we have, as m → ∞,
By a Taylor series expansion, we have that for some θc between θ 0 andθ m , 
on both sides of (A.5) and taking supremum over k, we obtain
Hence, combining (A.3) and (A.6), we have
By the Continuous Mapping Theorem, we have
(A.8) Combining (A.7) and (A.8), we have 
(A.10) From (A.9) and (A.10), we obtain
To prove (3.7), similar to (A.9), we have to show that
By the ρ-mixing Hajek-Renyi inequality, Theorem 1 of Wan (2013) and (3.6), we get for ϵ > 0 and {c j } a sequence of non-decreasing real numbers,
Replacing m by m+mT , n by n+m, and then taking lim T →∞ lim m→∞ lim n→∞ on both sides of (A.13), and putting c k = m 1/2 (1 + k−m m )c, we get for ϵ > 0,
By the Law of Iterated Logarithm, we have
From Berkes et al. (2004) , we have that (A.12) follows from (A.8), (A.14), and (A.15).
Our proof of Theorem 2 is based on Berkes et al. (2004) .
Proof of Theorem 2.
Since
, it suffices to show that
On the other hand, asθ m − θ 0 = o p (1) and, for sufficiently large k ≥ t * − m, we have θ = θ 1 . Thus, the Ergodic Theorem implies that
] .
Hence, taking k = mT , we have .19) where f αt,αt+1 (a t , a t+1 ) is the joint density of (α t , α t+1 ) and p i (a t , a t+1 ) is a polynomial in (a t , a t+1 ).
To simplify the notation, let (x,x, a,ã) = (x t , x t+1 , a t , a t+1 ), ∫ [k] be the k-th folded integral on the real line, K β = K β (x,x, a,ã) = k β (x, a)k β (x,ã), f µ,Σ (·, ·) be the bivariate normal density function with mean µ and variance Σ, and g β,µ,Σ (x,x) = ∫ < ∞ for l > 1. Thus, the proof of Lemma 3 is complete.
