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Let X be a smooth toric variety. Cox introduced the homogeneous coordinate
ring S of X and its irrelevant ideal . Let A denote the ring of differential operators
on Spec(S). We show that the category of -modules on X is equivalent to a
subcategory of graded A-modules modulo -torsion. Additionally, we prove that the
characteristic variety of a -module is a geometric quotient of an open subset of
the characteristic variety of the associatedA-module and that holonomic -modules
correspond to holonomic A-modules. © 2001 Academic Press
1. INTRODUCTION
Let X be a smooth toric variety over a ﬁeld k. Cox [2] introduced
the homogeneous coordinate ring S of X and the irrelevant ideal . The
k-algebra S is a polynomial ring with one variable for each one-dimensional
cone in the fan  deﬁning X and a natural grading by the class group
ClX. The monomial ideal  ⊂ S encodes the combinatorial structure
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of . The following theorem of Cox [2] indicates the signiﬁcance of the
pair S . We write -Mod for the category of quasi-coherent sheaves on
X and S-GrMod for the category of graded S-modules. A graded S-module
F is called -torsion if, for all f ∈ F , there exists 	 > 0 such that 	f = 0.
Let -Tors denote the full subcategory of -torsion modules.
Theorem (Cox). (1) The category -Mod is equivalent to the quotient
category S-GrMod/-Tors.
(2) The variety X is a geometric quotient of SpecS\Var by a suit-
able torus action.
When X = n, this is Serre’s description of quasi-coherent sheaves on
projective space and the classical construction of projective space.
The aim of this paper is to provide the -module version of this theorem;
 denotes the sheaf of differential operators on X. To state the analogue
of the ﬁrst part, we introduce the following notation. We write -Mod for
the category of left -modules on X. The ring of differential operators on
Spec(S) is the Weyl algebra A; it also has a natural ClX-grading. To each
element u¯ in ClX∨ = HomClX we associate an “Euler” operator
θu¯ ∈ A [see (2) for the precise deﬁnition]. The full subcategory of graded
left A-modules F satisfying (θu¯ − u¯ a¯ · Fa¯ = 0 for all a¯ ∈ ClX and all
u¯ ∈ ClX∨ is denoted A-GrModθ.
Theorem 1.1. The quotient category A-GrModθ/-Tors is equivalent to
the category -Mod.
The special case, when X is a projective space, can be found in
Section VII.9.2 of Borel [1].
This categorical equivalence is given by two functors. The ﬁrst takes
an object F in A-GrModθ to the -module F˜ whose sections over the
afﬁne open subset Uσ associated to σ ∈  are Fxσˆ 0¯. The second maps a
-module  to L  =
⊕
a¯∈ClXH
0Xa¯ ⊗  . In fact, if F is ﬁnitely
generated then F˜ is coherent and if  is coherent then it is of the form F˜
for some ﬁnitely generated graded A-module F . Our analysis of the L
extends the work of Musson [11] and Jones [7] on rings of twisted differ-
ential operators on toric varieties.
Our second major result is
Theorem 1.2. If F ∈ A-GrModθ is ﬁnitely generated, then the charac-
teristic variety of F˜ is a geometric quotient of a suitable open subset of the
characteristic variety of F .
Moreover, given a ﬁnitely generated F ∈ A-GrModθ which has no
-torsion, we show that the dimension of F˜ is equal to the dimension of F
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minus the rank of ClX. In particular, holonomic A-modules correspond
to holonomic -modules.
The category of modules over the Weyl algebra is a well-studied algebraic
object and we hope to study -modules on X by using these methods.
In particular, effective algorithms have been developed for -modules
on afﬁne space; for example, see the work of Oaku [12], Walther [16],
Saito et al. [15], and Oaku and Takayama [13]. It would be interesting to
use our results to extend these methods to smooth toric varieties.
We expect that many of our results, in particular Theorem 3.4 and
Theorem 4.2, are valid for a simplicial toric variety if one replaces S and
A with the subrings
⊕
b¯∈PicX Sb¯ and
⊕
b¯∈PicXAb¯. Recall that, for a sim-
plicial toric variety, Cox [2] shows that quasi-coherent sheaves correspond
to graded modules over this Picard group graded subring of S modulo tor-
sion. For simplicity, we present the smooth case and leave the possible
generalizations to the reader.
The contents of this paper are as follows: The second section reviews the
basics about toric varieties, the Weyl algebra, and -modules. In the third
section, we determine the A-module associated with the sheaf  ⊗ b¯.
We introduce the ClX × ClX-graded A-A bimodule
D = ⊕
b¯∈ClX
Ab¯
A · θu¯ + u¯ b¯  u¯ ∈ ClX∨
and construct a morphism η D →⊕a¯ b¯∈ClX2 H0Xa¯ ⊗⊗ b¯.
We prove that η is an isomorphism in two steps. We ﬁrst show that η
induces an isomorphism on the associated sheaves. We then establish that
H0D = H1D = 0. The ﬁrst step is a local statement and can be reduced
to results of Musson [10]. We provide a direct proof using simpliﬁcations
due to Jones [6]. The fourth section contains the proof of Theorem 1.1.
We establish this result for both left and right -modules. In general, there
is an equivalence between these and we show how this is induced at the
level of A-modules. In the last section, we prove Theorem 1.2 and related
dimension results.
2. BACKGROUND
We collect here a number of standard deﬁnitions, results, and notation.
Throughout this paper, we work over an algebraically closed ﬁeld k of
characteristic zero.
Toric Varieties. Let X be a smooth toric variety determined by the fan
 in N ∼= n. We write v1     vd for the unique lattice vectors gener-
ating the one-dimensional cones in  and we assume that the vi span
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N ⊗ . Each vi corresponds to an irreducible torus invariant Weil divi-
sor in X. Since these divisors generate the torus invariant Weil divisors,
we may identify the group of torus invariant Weil divisors with d. Let ei
denote the standard basis for d and set e = e1 + · · · + ed.
There is a short exact sequence
0 −→ N∨ ι−→d
 −→ClX −→ 0 (1)
where ιp = p v1e1 + · · · + p vded and the second map a → a¯ is the
projection from Weil divisors to the divisor class group. Since X is smooth,
the divisor class group ClX is isomorphic to the Picard group Pic(X).
In particular, the invertible sheaf (line bundle) associated to a¯ ∈ ClX is
denoted a¯.
Following Cox [2], the homogeneous coordinate ring of X is the polyno-
mial ring S = kx1     xd with a ClX-grading induced by
degxa = degxa11 · · ·xadd  = a¯ ∈ ClX
For a cone σ ∈ , σˆ is the set i  vi ∈ σ and xσˆ = vi ∈σ xi is the asso-
ciated monomial in S. The irrelevant ideal of X is the reduced monomial
ideal  = xσˆ  σ ∈ .
Recall that each cone σ ∈  corresponds to an open afﬁne subset of X,
Uσ ∼= SpecSxσˆ 0¯. Every graded S-module F gives rise to a quasi-coherent
sheaf on X, denoted by F˜ , which corresponds to the module Fxσˆ 0¯ over
Uσ . If F is ﬁnitely generated over S, then F˜ is a coherent -module; 
denotes the structure sheaf on X. Moreover, every quasi-coherent sheaf
on X is of the form F˜ for some graded S-module F , and if the sheaf is
coherent then F can be taken to be ﬁnitely generated. For an S-module F ,
we have F˜ = 0 if and only if F = H0F; in other words, F is -torsion.
Weyl Algebra. By deﬁnition, the dth Weyl algebra is
A = kx1    xd ∂1     ∂d
 xixj − xjxi = 0∂i∂j − ∂j∂i = 0
∂ixj − xj∂i = δij


The canonical ring morphism S ↪→ A provides A with the structure of a
left S-module. As in the case of S, A has a ClX-grading given by
degxa∂b = degxa11 · · ·xadd ∂b11 · · · ∂bdd  = a¯− b¯ ∈ ClX
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and the a¯th graded component of A is denoted Aa¯. For each element u¯ of
ClX∨ = HomClX we have an Euler operator
θu¯ = u¯ e¯1θ1 + · · · + u¯ e¯dθd (2)
where θi = xi∂i. Note that θu¯ has degree zero.
The Weyl algebra A is isomorphic to the ring of differential operators
on d. The natural action of A on a polynomial f ∈ S is xi • f = xi · f
and ∂i • f = ∂f/∂xi. Since S is also a subring of A, the symbol • helps
to distinguish this action from the product · A × A → A. The ring of
differential operators on Sxa = Sx−a is denoted Axa and is equal to the
localization Ax−a.
-Modules. The sheaf of (algebraic) differential operators on X is
denoted . On an afﬁne open subset U ⊆ X, H0U = ⋃i≥0iU
where 0U = H0U and
iU =
{
s ∈ EndkH0U  fs − sf ∈ 
i−1U for
all f ∈ H0U
}

A -module is a sheaf  on X which is quasi-coherent as an -module
and has the structure of a module over . A -module is coherent if it
is locally ﬁnitely generated over . We write -Mod and Mod- for the
categories of left and right -modules, respectively. The full subcategories
of coherent left and right -modules are denoted -Coh and Coh-.
3. SHEAVES OF DIFFERENTIAL OPERATORS
The goal of this section is to describe the left S-modules corresponding
to twists of the sheaf of differential operators. Recall that, for a graded
A-module F and b¯ ∈ ClX, Fb¯ is the shift of F by b¯ Fb¯a¯ = Fb¯+a¯. We
deﬁne the graded left A-modules as
DLb¯ =
Ab¯
A · θu¯ + u¯ b¯  u¯ ∈ ClX∨
and D =⊕b¯∈ClXDLb¯. Note that D has a ClX ×ClX-grading where
Da¯ b¯ = DLb¯a¯.
Lemma 3.1. The module D is a graded A–A bimodule.
Proof. Multiplication in the ring A yields the right action of A on D,
Ab¯a¯ ⊗k Ab¯′ −→ Ab¯+ b¯′a¯ 
DLb¯a¯ ⊗k Ab¯′ −→ DLb¯+ b¯′a¯
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To see that the induced map is well-deﬁned, observe that, for all elements
f ∈ Ab¯′ and u¯ ∈ ClX∨, we have
θu¯ + u¯ b¯ · f = f · θu¯ + u¯ b¯ + u¯ b¯′ · f = f · θu¯ + u¯ b¯+ b¯′
This action is clearly compatible with the left A-module structure. It follows
that D is an A–A bimodule. Since f ∈ Aa¯′ and g ∈ Ab¯′ imply f ·Da¯ b¯ · g ⊆
Da¯+a¯′ b¯+b¯′D is bigraded. In other words, if we let A◦ denote the opposite
algebra, then A ⊗k A◦ is a ClX2-graded ring and D is a graded module
over A ⊗k A◦.
Analogously, we deﬁne right A-modules,
DRa¯ =
Aa¯
θu¯ − u¯ a¯  u¯ ∈ ClX∨ ·A
and D′ = ⊕a¯∈ClXDRa¯. Again, D′ is a ClX × ClX-graded A–A
bimodule where the multiplication on the left is induced by the multiplica-
tion in the Weyl algebra. In fact, we obtain the same module.
Lemma 3.2. There is a canonical identiﬁcation D = D′ which respects the
graded bimodule structure.
Proof. Since we have
Da¯ b¯ =
Aa¯+b¯
Aa¯+b¯ · θu¯ + u¯ b¯  u¯ ∈ ClX∨
and
D′a¯b¯ =
Aa¯+b¯
θu¯ − u¯ a¯  u¯ ∈ ClX∨ ·Aa¯+b¯

it is enough to show that Aa¯+b¯ · θu¯ + u¯ b¯ = θu¯ − u¯ a¯ ·Aa¯+b¯. How-
ever, for every f ∈ Aa¯+b¯ we have
f · θu¯ + u¯ b¯ = θu¯ + u¯ b¯ · f − u¯ a¯+ b¯ · f = θu¯ − u¯ a¯ · f
which establishes the lemma.
Now, the direct sum of sections of twists of  has an A–A bimodule
structure.
Lemma 3.3. The direct sum⊕
a¯ b¯∈ClX2
H0Xa¯ ⊗⊗ b¯
is an A–A bimodule.
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Proof. It sufﬁces to give k-linear maps,
µ Aa¯′ ⊗k H0Xa¯ ⊗⊗ b¯ ⊗k Ab¯′
−→ H0Xa¯+ a¯′ ⊗⊗ b¯+ b¯′ (3)
Locally, a section s ∈ H0Uσa¯ ⊗⊗ b¯ can be identiﬁed with an
element of HomkSxσˆ −b¯ Sxσˆ a¯, where σ is a cone in . Moreover, the
action of f ∈ Aa¯ on S descends to the action on Sxσˆ which increases degrees
by a¯. Thus, we may deﬁne µ"Uσ f ⊗ s ⊗ g = f ◦ s ◦ g. One veriﬁes that
µ"Uσ maps into H0Uσa¯ + a¯′ ⊗  ⊗ b¯ + b¯′ and that these local
deﬁnitions glue together to give the required map.
We next construct a morphism of graded A–A bimodules,
η D −→ ⊕
a¯ b¯
H0Xa¯ ⊗⊗ b¯ (4)
Since η is a graded k-linear morphism, it is enough to deﬁne ηf  for f ∈
Da¯ b¯. For f ∈ Da¯ b¯, let ηf  be the section of H0Xa¯ ⊗⊗ b¯
whose restriction over each Uσ corresponds to the map induced by the
action of f  Sxσˆ −b¯ −→ Sxσˆ a¯. To see that ηf  is well-deﬁned, consider
f ∈ Aa¯+b¯ · θu¯ + u¯ b¯. It follows that, for g ∈ Sxσˆ −b¯, we have
θu¯ + u¯ b¯ • g = −u¯ b¯ · g + u¯ b¯ · g = 0
and therefore ηf  = 0. It is clear that η is a morphism of graded A–A
bimodules. The main result of this section is the following.
Theorem 3.4. The morphism η see Eq. 4 is an isomorphism of graded
A–A bimodules.
Before proving Theorem 3.4, we collect some local results. We ﬁrst con-
sider a local version of η. By composing η with the restriction to Uσ where
σ ∈ , we obtain a morphism of left S-modules
D −→ ⊕
a¯ b¯∈ClX2
H0Uσa¯ ⊗⊗ b¯
which induces a morphism
ησ  Dxσˆ −→
⊕
a¯ b¯∈ClX2
H0Uσa¯ ⊗⊗ b¯
Taking the degree zero component yields the ring morphism
ϕ¯σ = ησ0¯ 0¯
Axσˆ 0¯
Axσˆ 0¯ · θu¯  u¯ ∈ ClX∨
−→ H0Uσ (5)
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Understanding ϕ¯σ is an important ingredient in establishing Theorem
3.4. We begin by studying the map ϕσ  Axσˆ 0¯ → H0Uσ which
induces ϕ¯σ .
By deﬁnition, H0Uσ is the ring of differential operators on the ring
Sxσˆ 0¯. However, the inclusion ισ  σ∨ ∩ N∨ ↪→ d induces a ring iso-
morphism (denoted by the same name) ισ  kσ∨ ∩ N∨
∼=→Sxσˆ 0¯. To see
this, observe that xιp ∈ Sxσˆ if and only if p vi ≥ 0, for all vi ∈ σ ,
which is equivalent to p ∈ σ∨. It follows that the isomorphism ισ induces
an isomorphism, called ψσ , from the differential operators on Sxσˆ 0¯ to
the differential operators Rσ on kσ∨ ∩ N∨. More explicitly, we have
ψσf  = ι−1σ ◦ f ◦ ισ . We will actually focus on the morphism ψσ ◦ ϕσ 
Axσˆ 0¯ → Rσ .
Following Musson [10] and Jones [6], we decompose Axσˆ 0¯ and Rσ
under the appropriate torus actions and express ψσ ◦ ϕσ in terms of these
decompositions. To be more concrete, we identify N∨ with n by ﬁxing a
basis. Let ε1     εn denote the standard basis of n and let ε = ε1 + · · · +
εn. We continue to call the natural embedding ι N∨ = n → d.
The torus k∗d acts on kx±11      x±1d  by λ ∗ xa = λaxa which pro-
duces an action on Axe given by λ ∗ xa∂b = λa−bxa∂b for λ ∈ k∗d. The
corresponding eigenspace decomposition is Axe =
⊕
a∈d x
a · W , where
W is the polynomial ring kθ1    θd. Taking the degree zero part, we
have Axe0¯ =
⊕
p∈n x
ιp ·W . Since Axσˆ 0¯ is invariant under the action
of k∗d, the decomposition of Axe0¯ yields Axσˆ 0¯ =
⊕
p∈n x
ιp · Jp,
where Jp is an ideal in W . To describe Jp, recall that Axσˆ is the ring of
differential operators on Sxσˆ . Thus, if g ∈ W , then xιpg belongs to Axσˆ 0¯
if and only if xιpg • Sxσˆ ⊆ Sxσˆ . Equivalently, for every xa satisfying ai ≥ 0
when vi ∈ σ , we have gaxιp+a ∈ Sxσˆ . We conclude that Jp is the ideal
of polynomials vanishing on
Zp =
{
a ∈ d ai ≥ 0 if vi ∈ σ and
ιpj + aj < 0 for some vj ∈ σ
}

Analogously, the afﬁne space nk has, as its associated Weyl algebra,
A′ = ky1    ynð1    ðn
 yiyj − yjyi = 0ðiðj − ðjði = 0
ðiyj − yjði = δij


and the torus k∗n acts on the Laurent ring ky±11      y±1n  = kN∨,
inducing an action on A′ye . The corresponding eigenspace decomposition is
A′y/ =
⊕
p∈n y
p ·W ′, where W ′ is the polynomial ring kϑ1     ϑn and
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ϑi = yiði. The inclusion Rσ ↪→ A′y/ identiﬁes Rσ with
f ∈ A′y/  f • kσ∨ ∩N∨ ⊆ kσ∨ ∩N∨
Since this condition is torus invariant, Rσ is also torus invariant and we
obtain Rσ =
⊕
p∈n y
p · Ip, where
Ip = f ∈ W ′  ypf  • kσ∨ ∩N∨ ⊆ kσ∨ ∩N∨
Identifying W ′ with the coordinate ring of n, we have f • yq = f qyq for
every q ∈ N∨. Hence, Ip is the ideal of polynomials vanishing on
Y p = q ∈ σ∨ ∩N∨  q + p ∈ σ∨ ∩N∨
Finally, we deﬁne a map ρ W −→ W ′. The inclusion ι n → d
induces, by tensoring with k, a linear embedding (denoted by the same
name) ι n → d of the corresponding afﬁne spaces. Identifying W and
W ′ with the coordinate rings of d and n respectively, we obtain the ring
homomorphism ρ = ι∗ W → W ′. Clearly, ρ is surjective and Kerρ =
θu¯  u¯ ∈ ClX∨.
With this notation, we have
Lemma 3.5. The ring homomorphism ψσ ◦ ϕσ  Axσ 0¯ −→ Rσ is given
by xιp · g → yp · ρg where p ∈ n and g ∈ Jp.
Proof. It sufﬁces to show that ψσ ◦ ϕσxιpg and ypρg have the
same action on yq ∈ kσ∨ ∩N∨. On one hand, we have
ψσ ◦ ϕσxιpg • yq = ι−1
(
ϕσxιpg • ιyq
)
= ι−1(ϕσxιpg • xιq)
= ι−1(gιqxιp+q)
= gιqyp+q
On the other hand, we also have
ypρg • yq = ρgqyp+q = gιqyp+q
which establishes the claim.
Before returning our attention to ϕ¯σ , we need one more lemma.
Lemma 3.6. If the elements θi and θj in W = kθ1     θd are distinct
and correspond to the rays vi and vj in the same cone σ , then, for every pair
of integers mi and mj , the elements ρθi +mi and ρθj +mj are linearly
independent over the ﬁeld k.
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Proof. Suppose otherwise, then we have ρθi +mi = c · ρθj +mj
for some c ∈ k. It follows that ρθi = c · ρθj and hence
n∑
	=1
ε	 viϑ	 = c ·
( n∑
	=1
ε	 vjϑ	
)

We deduce that ε	 vi = ε	 c · vj for all 	 and thus vi = c · vj .
However, the two rays in a strongly convex cone are linearly independent.
We are now in a position to understand ϕ¯σ . In particular, we obtain the
following proposition which is a special case of Musson’s results on rings
of differential operators; see Musson [10].
Proposition 3.7 (Musson). For every σ ∈ , the map ϕ¯σ see Eq. 5 is
an isomorphism of rings.
Proof. The fact that ϕ¯σ is a ring homomorphism follows directly from
the deﬁnition. Thus, the assertion reduces to showing that ψσ ◦ ϕσ is sur-
jective and describing its kernel. To achieve this, we determine the Zariski
closures of Y p and Zp. Since the Zariski closure of the set of integer
points inside a rational polyhedral cone is the linear space spanned by that
cone, it is easy to check that
Zp = ⋃
im∈6′
b ∈ kd  bi = m
Y p = ⋃
im∈6′
q ∈ kn  ιqi = m = ι−1Zp (6)
where 6′ = im  vi ∈ σ and 0 ≤ m ≤ −ιpi. We claim that ρJp =
Ip. Indeed, Eq. (6) implies that Ip = √ρJp, so it is enough to
check that ρJp is a radical ideal. However, Jp is the principal ideal
generated by
hp =
∏
im∈6′
θi −m (7)
From the equation (7) and Lemma 3.6, we see that ρJp is reduced and
hence Ip = ρJp. Applying Lemma 3.5, it follows that ψσ ◦ϕσ and ϕ¯σ
are surjective. To prove that ψσ ◦ ϕ¯σ is injective, recall that
Kerρ = θu¯  u¯ ∈ ClX∨
Thus, it is enough to show that we have Jp ∩ Kerρ = Jp · Kerρ,
for every p ∈ n. To see this, observe that f ∈ Jp ∩ Kerρ implies
f = hpf1. Therefore, it sufﬁces to note that ρhp = 0, which follows from
Lemma 3.6.
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We now prove the main result in this section.
Proof of Theorem 34 We must show that, for every b¯ ∈ ClX, the
homomorphism of graded left A-modules
η∗ b¯ DLb¯ −→
⊕
a¯∈ClX
H0Xa¯ ⊗⊗ b¯
is an isomorphism.
The ﬁrst step is to prove that η∗ b¯ induces an isomorphism of the asso-
ciated sheaves. Fix σ ∈  and choose b ∈ d, mapping to b¯ in ClX, such
that xb is an invertible element in Sxσˆ . Since the restriction of b¯ to Uσ is
trivial, one may always ﬁnd such a b. We then have a commutative diagram,
Axσˆ 0¯
Axσˆ 0¯ · θu¯  u¯ ∈ ClX∨
ϕ¯σ−→ H0Uσ ·xb ⊗xb
Axσˆ b¯
Axσˆ b¯ · θu¯ + u¯ b¯  u¯ ∈ ClX∨
ϕ¯′σ−→ H0Uσ⊗ b¯
where ϕ¯σ is the morphism in Proposition 3.7 and ϕ¯′σ is the analogous mor-
phism induced by η0¯ b¯. Now, Proposition 3.7 implies that ϕ¯σ is an iso-
morphism and the vertical arrows are clearly isomorphisms. It follows that
ϕ¯′σ is an isomorphism and therefore η∗ b¯ induces an isomorphism of the
associated sheaves.
If F is a graded S-module, we write LF˜ =
⊕
a¯∈ClXH
0Xa¯ ⊗ F˜.
For every such F , there is an exact sequence
0 −→ H0F −→ F −→ LF˜ −→ H1F −→ 0 (8)
where  is the irrelevant ideal; see Eisenbud et al. [3]. Hence, if H0DLb¯
and H1DLb¯ both vanish, then η∗b¯ is an isomorphism. We relegated
these vanishing results to Propositions 3.8 and 3.9 below.
Our ﬁrst vanishing result is
Proposition 3.8. The element xe ∈  is not a zero divisor on DLb¯, and
H0DLb¯ = 0.
Proof. The ﬁrst assertion implies the second, so it sufﬁces to show
that xe is not a zero divisor. Every a ∈ d can be written uniquely as
a = a+ − a−, where a+ and a− are non-negative and have disjoint sup-
port. Consider the action of the torus k∗d on the Weyl algebra A; the
corresponding eigenspace decomposition is A = ⊕a∈d xa+∂a− · W , where
W = kθ1     θd. Let L0 ⊂ W be the ideal generated by θu¯ + u¯ b¯ for
all u¯ ∈ ClX∨. Since L0 is generated by linear forms, it is a prime ideal.
-modules on smooth toric varieties 755
Let L denote the left A-ideal θu¯ + u¯ b¯  u¯ ∈ ClX∨. With this nota-
tion, we have L =⊕a∈d xa+∂a− · L0.
For xe to be a nonzero divisor on DLb¯, it sufﬁces to prove that, for g ∈
W and a ∈ d, the relation xexa+∂a−g ∈ L implies g ∈ L0. To accomplish
this, we ﬁrst note that
xe · xa+∂a− =
(∏
ai≥0
x
ai+1
i
)(∏
ai<0
xi∂
−ai
i
)
=
(∏
ai≥0
x
ai+1
i
)(∏
ai<0
∂
−ai−1
i θi + ai + 1
)
= xa+e+∂a+e− ∏
ai<0
θi + ai + 1
Hence, xe · xa+∂a−g ∈ L implies that ∏ai<0θi + ai + 1 · g ∈ L0. Suppose
g ∈ L0. Since L0 is a prime ideal, there exists an index i such that ai < 0
and θi + ai + 1 ∈ L0. Expressing θi + ai + 1 in terms of the linear generators
of L0, it follows that there is u¯ ∈ ClX∨ ⊗ k such that θi = θu¯. However,
for all w ∈ N∨, the short exact sequence (1) implies u¯ w v1e¯1 + · · · +
w vde¯d = 0, from which we deduce that w vi = 0 and vi = 0, giving a
contradiction.
We end this section with
Proposition 3.9. The local cohomology module H1DLb¯ vanishes.
Proof. Since xe is not a zero divisor on DLb¯, there is a short exact
sequence of S-modules
0 −→ DLb¯
xe·−→DLb¯ −→ Q =
DLb¯
xe ·DLb¯
−→ 0
and the long exact sequence of local cohomology gives
0 −→ H0Q −→ H1DLb¯
xe·−→H1DLb¯ (9)
Because every element in H1DLb¯ is annihilated by a power of , the
injectivity of xe· in the exact sequence (9) would imply that H1DLb¯ = 0.
Thus, it sufﬁces to prove that H0Q = 0.
Let K be the left A-ideal satisfying Q = Ab¯/K. To prove that H0Q =
0 we must show that if f ∈ A satisﬁes xσˆmf ∈ K for some m ≥ 1 and all
σ ∈ , then f ∈ K. Using the notation from the proof of Proposition 3.8,
we have K = L+ xe ·A. From the decomposition of A, we have
xe ·A = ⊕
a∈d
xe · xa+∂a− ·W
= ⊕
a∈d
(
xa+e
+
∂a+e
−
(∏
ai<0
θi + ai + 1
)
·W
)

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and we deduce K =⊕a∈d xa+∂a− ·Ka, where Ka is deﬁned to be L0 +
∏ai≤0θi + ai ·W . Thus, it is enough to consider the elements f ∈ A of
the form xa
+
∂a
−
g with g ∈ W and prove that g ∈ Ka. Moreover, we may
assume that m+ ai > 0 for 1 ≤ i ≤ d.
By induction on r, we see that xri ∂
r
i =
∏r
j=1θi − j + 1 for r ≥ 1. Hence,
for ai < 0, we have
xmi ∂
−ai
i = xm+aii x−aii ∂−aii = xm+aii ·
−ai∏
j=1
θi − j + 1
and, for σ ∈ , we obtain
xσˆmxa+∂a− =
(
xa+mσˆ
+
∂a+mσˆ
−) ·∏
i∈6̂
−ai∏
j=1
θi − j + 1
where 6̂ = i  vi ∈ σ and ai < 0. We deduce(∏
i∈6̂
−ai∏
j=1
θi − j + 1
)
· g ∈ L0 +
(∏
i∈6
θi + ai
)
·W (10)
where 6 = i  vi ∈ σ and ai ≤ 0.
For each b ∈ d, we deﬁne an automorphism αb  W −→ W given by
αbθi = θi − bi and we deﬁne ρb  W −→ W ′ to be the composition ρb =
ρ ◦ αb (the map ρ is deﬁned in the paragraph before Lemma 3.5). It is clear
that ρb is surjective and Kerρb = L0. Applying ρb to Eq. (10) gives(∏
i∈6̂
−ai∏
j=1
ρbθi − j + 1
)
· ρbg ∈
(∏
i∈6
ρbθi + ai
)
·W ′
Lemma 3.6 obviously extends to ρb and implies ρbg ∈ 
∏
i∈6 ρbθi +
ai · W ′. Since this relation holds for every σ ∈ , a second application
of Lemma 3.6 shows that ρbg ∈ 
∏
ai≤0 ρbθi + ai · W ′ and therefore
g ∈ Ka = L0 + 
∏
ai≤0θi + ai ·W .
4. -MODULES
We now use Theorem 3.4 to describe the relation between A-modules
and -modules on X. We begin by showing that the S-module associated
to a -module has a graded A-module structure.
Proposition 4.1. If  is a left -module, then the graded S-module
L  =
⊕
a¯∈ClX
H0Xa¯ ⊗  
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has a graded left A-module structure, extending the left S-module structure.
Similarly, if 	 is a right -module, then the graded S-module
R	 =
⊕
b¯∈ClX
H0X	 ⊗ b¯
has a graded right A-module structure, extending the right S-module structure.
Proof. We present the left -modules case here: the proof for right
-modules is completely analogous. For the ﬁrst assertion, it is enough as
well to construct k-linear maps
µa¯′ a¯  Aa¯′ ⊗k H0Xa¯ ⊗   −→ H0Xa¯+ a¯′ ⊗  
for all a¯ a¯′ ∈ ClX, satisfying the obvious axioms. To accomplish this, we
consider a local version of the left multiplication map (3) when b¯ = 0. More
explicitly, for each σ ∈ , this morphism is
µa¯′ a¯"Uσ  Aa¯′ ⊗k H0Uσa¯ ⊗ −→ H0Uσa¯+ a¯′ ⊗
given by µa¯′ a¯"Uσ f ⊗ s = f ◦ s. We claim that µa¯′ a¯"Uσ is a morphism of
right H0Uσ-modules. To see this, recall that sections g ∈ H0Uσ
and s ∈ H0Uσb¯ ⊗ can be identiﬁed with elements of the modules
HomkSxσˆ 0 Sxσˆ 0 and HomkSxσˆ 0 Sxσˆ b¯ respectively. In particular,
we have µa¯′ a¯"Uσ f ⊗ s · g = f ◦ s ◦ g = µa¯′ a¯"Uσ f ⊗ s · g, for all f ∈ Aa¯′ .
It follows that, by tensoring the map µa¯′ a¯"Uσ on the right with H0Uσ 
over H0Uσ, we obtain a k-linear map
µa¯′ a¯"Uσ  Aa¯′ ⊗k H0Uσa¯ ⊗   −→ H0Uσa¯′ + a¯ ⊗  
These maps glue together to give µa¯′ a¯, which makes L  into a graded
left A-module.
Let A-GrModθ be the category of graded left A-modules F such that
θu¯ − u¯ a¯ · Fa¯ = 0 for all a¯ ∈ ClX and all u¯ ∈ ClX∨ (11)
A graded A-module F is called -torsion if, for every f ∈ F , there exists
	 > 0 such that 	f = 0. Let -Tors denote the full subcategory of -torsion
modules. Similarly, GrModθ-A is the category of graded right A-modules
G satisfying Gb¯ · θu¯ + u¯ b¯ = 0 for all b¯ ∈ ClX and all u¯ ∈ ClX∨.
Let Tors- denote the full subcategory of -torsion modules in GrModθ-A.
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It is clear thatA-GrModθ and GrModθ-A are both abelian categories closed
under taking graded subquotients. The main result in this section is
Theorem 4.2. The map F → F˜ is an exact functor from A-GrModθ to
-Mod → L  is a left exact functor from D-Mod to A-GrModθ, and
there are natural equivalences of the functors
idA-GrModθ/-Tors
∼=−→L ◦ ∼ and ∼ ◦ L
∼=−→ id-Mod
Similarly, the map G → G˜ is an exact functor from GrModθ-A to Mod-,
	 → R	 is a left exact functor from Mod- to GrModθ-A, and there are
natural equivalences of the functors
idGrModθ-A/Tors-
∼=−→R ◦˜ and ˜◦R ∼=−→ idMod-
In particular, every left -module is of the form F˜ for some graded left
A-module F and every right -module is of the form G˜ for some graded
right A-module G.
Proof of Theorem 42 Again, we give the proof only for left modules.
For the ﬁrst part, we consider an object F in A-GrModθ. By deﬁnition, we
have H0Uσ F˜ = Fxσˆ 0¯, where Fxσˆ 0¯ is a left Axσˆ 0¯-module and σ ∈ .
In light of Theorem 3.4, we must show that, for every u¯ ∈ ClX∨, we have
θu¯ · Fxσˆ 0¯ = 0. Now, if f/xσˆm ∈ Fxσˆ 0¯, then f ∈ Fme¯σ where eσ =
∑
i∈σˆ ei
and the hypotheses on F imply
θu¯ ·
f
xσˆm =
(
θu¯
1
xσˆm
)
· f
= 1xσˆmθu¯ · f −
∑
i∈σˆ
mu¯ e¯i
1
xσˆm · f
= 1xσˆm θu¯ − u¯me¯σ · f = 0
Therefore H0Uσ F˜ has a structure of a left module over H0Uσ
for every σ ∈ . It is straightforward to verify that these structures glue
together to give a -module structure on F˜ . By construction, we see that
F˜ is a quasi-coherent sheaf over .
Conversely, let  be an object of -Mod. Applying Proposition 4.1, we
know that F = L  is graded left A-module, so it is enough to prove
that F satisﬁes (11). Fixing u¯ ∈ ClX∨ and a¯ ∈ ClX, it sufﬁces to show
that µ0¯ a¯"Uσ θu¯ − u¯ a¯ ⊗ s′ = 0, for every σ ∈  and all sections s′ ∈
H0Uσa¯ ⊗  . As explained in Proposition 4.1, we have
H0Uσa¯ ⊗   = H0Uσa¯ ⊗⊗  
= H0Uσa¯ ⊗ ⊗H0Uσ H0Uσ 
-modules on smooth toric varieties 759
so that we may identify s′ with a linear combination of elements of the form
s ⊗ f . By deﬁnition, we have
µ0¯ a¯"Uσ θu¯ − u¯ a¯ ⊗ s ⊗ f  = θu¯ − u¯ a¯ ◦ s ⊗ f
and we claim that θu¯ − u¯ a¯ ◦ s is zero. Indeed, for every xc ∈ Sxσˆ a¯
we have θu¯xc = u¯ e¯1c1xc + · · · + u¯ e¯dcdxc = u¯ a¯xc. Therefore, if
g ∈ H0Uσ = Sxσˆ 0, then sg ∈ Sxσˆ a¯ and
θu¯ − u¯ a¯sg = u¯ a¯sg − u¯ a¯sg = 0
Finally, the exact sequence (8) provides the ﬁrst natural transformation,
once we observe that HiF is -torsion. It follows from Cox [2] that the
sheaf associated to L  is isomorphic to  .
As a corollary, we obtain
Proof of Theorem 11 This follows immediately from Theorem 4.2.
We next turn our attention to coherent -modules and ﬁnitely gener-
ated graded A-modules. We write A-GrModfθ and GrMod
f
θ-A for the full
subcategories of A-GrModθ and GrModθ-A consisting of ﬁnitely generated
A-modules.
Proposition 4.3. If F is an object in A-GrModfθ , then F˜ is a coherent
left -module. Moreover, every coherent left -module is of the form F˜ for
some F ∈ A-GrModfθ . Similarly, G ∈ GrModfθ-A implies that G˜ belongs
to Coh- and every coherent right -module is isomorphic to G˜ for some
G ∈ GrModfθ-A.
Our proof is analogous to the -module case found in Cox [2].
Proof. Once again, we present the proof only for left modules. Suppose
that F belongs to A-GrModfθ . To establish that F˜ ∈ -Coh, we have to
check that, for every σ ∈ , Fxσˆ 0¯ is ﬁnitely generated over Axσˆ 0¯. Thus,
it sufﬁces to show that, for every element f ∈ F , there is an invertible
element g ∈ Sxσˆ such that g · f has degree zero. Consider f in Fa¯. Since X
is smooth, there is a divisor corresponding to a ∈ d supported outside σ
and whose class is a¯. It follows that x−a is an invertible element in Sxσˆ and
x−a · f has degree zero.
For the second assertion, we must show that given a coherent left
-module  there exists a ﬁnitely generated A-submodule F of L 
such that F˜ ∼=  . Since  is coherent, H0Uσ  is ﬁnitely generated
over H0Uσ, for every σ ∈ . Choose, for each σ ∈ , a ﬁnite set of
homogeneous elements in L  which are the numerators for a corre-
sponding set of generators of H0Uσ . Setting F to be the A-submodule
of L  generated by the union of these sets, we have F˜ ∼=  and F is
ﬁnitely generated over A.
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Remark 4.4. As a consequence of Theorem 4.2, we have F˜ = 0 if
and only if the graded S-module F satisﬁes F = H0F; this is equiva-
lent to saying that F is a -torsion module. At the other extreme, F has
no -torsion when H0F = 0 and we say that F is -saturated when
H0F = H1F = 0. Now, every left -module  can be represented by
a unique saturated A-module, namely L . Unfortunately, this may not
be ﬁnitely generated, even if  is coherent. However, by replacing F with
a suitable submodule of F/H0F, we may assume that F has no -torsion
and is ﬁnitely generated, whenever  is coherent.
Example 4.5. The A-module corresponding to the structure sheaf 
(which is a left -module) is L = A/A · ∂1     ∂d. In particular,
L is isomorphic to S, where S has the standard A-module structure.
Corollary 4.6. For every b¯ ∈ ClX, there is an isomorphism of graded
left A-modules L ⊗ b¯ ∼= DLb¯. Similarly, for every a¯ ∈ ClX, we
have Ra¯ ⊗ ∼= DRa¯.
Proof. The proof of Theorem 3.4 provides
η∗ 0¯  DLb¯
∼=−→L⊗ b¯
and
η0¯ ∗  DRa¯
∼=−→Ra¯ ⊗
Corollary 4.7. For a¯ b¯ ∈ ClX, we have DLa¯ ∈ A-GrModθ and
DRb¯ ∈ GrModθ-A.
Proof. This follows from Corollary 4.6 and Theorem 4.2.
Corollary 4.8. Let F be a graded left A-module generated by homoge-
neous elements fii with deg fi = b¯i. For F to belong to A-GrModθ, it is nec-
essary and sufﬁcient that θu¯ − u¯ b¯i · fi = 0 for all i and all u¯ ∈ ClX∨.
A similar assertion holds for graded right A-modules.
Proof. This condition is clearly necessary. To see the other direction,
consider the surjective graded morphism deﬁned by the given genera-
tors,
⊕
i A−b¯i −→ F . By hypothesis, this factors to an epimorphism⊕
i DL−b¯i −→ F and Corollary 4.7 implies that F ∈ A-GrModθ.
Corollary 4.9. For each  ∈ -Mod, there exist a family b¯ii of ele-
ments in ClX and an epimorphism ⊕i⊗ −b¯i −→  . The analogous
result also holds for 	 ∈ Mod-.
Proof. Theorem 4.2 implies that there exists an F ∈ A-GrModθ such
that  ∼= F˜ . Now, Corollary 4.8 gives an epimorphism ⊕i DL−b¯i −→  .
Taking the corresponding morphism of sheaves and applying Corollary 4.6
establishes the claim.
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Remark 4.10. Applying Corollary 4.9, one can construct a resolution of
a -module using the twisted modules ⊗ b¯i. More concretely, given a
graded module F satisfying F˜ ∼=  , Gro¨bner basis techniques can be used
to construct a resolution of F by modules DLb¯ which will then lift to
a resolution of  . It would be interesting to investigate the relationship
between these two types of resolutions.
The last part of this section is devoted to the categorical equivalence
between right and left -modules on the toric variety X. Recall that, for
a smooth variety X of dimension n, the sheaf of differential forms of top
degree >n has a natural structure of a right -module extending the usual
-module structure. Locally, right multiplication of an n-form ω with a
vector ﬁeld ν is deﬁned by ω · ν = −Lieνω, where Lieνω is the Lie
derivative of ω along ν; see Section VI.3.3 in Borel [1].
The equivalence of categories τLR  -Mod −→ Mod- and its inverse
τRL  Mod- −→ -Mod are deﬁned as follows: For a left -module  , we
have τLR  =  ⊗>n where the right multiplication with a vector ﬁeld ν
is f ⊗ω · ν = −νf  ⊗ω+ f ⊗ω · ν. Similarly, if 	 is a right -module,
then τRL	 = 
>n	 and left multiplication with a vector ﬁeld ν is
given by ν · ψω = ψω · ν − ψω · ν.
In particular, the left–right equivalence of A-modules is given by the
algebra involution τ  A −→ A, where xa∂b → −∂bxa. Speciﬁcally, given
a graded left A-module F , we obtain a graded right A-module Fτ which
has the same underlying additive structure and has multiplication deﬁned
by g · f = τf  · g for g ∈ A and f ∈ F . Similarly, if G is a graded right
A-module, then an analogous procedure yields the left A-module Gτ. It is
clear that Fττ = F and Gττ = G. Furthermore, for graded A-modules,
we have
Proposition 4.11. There are inverse equivalences of categories
τmodLR  A-GrModθ −→ GrModθ-A τmodRL  GrModθ-A −→ A-GrModθ
given by τmodLR F = Fτ−e¯ and τmodRL G = Gτe¯ where e¯ ∈ ClX is the
class of e = e1 + · · · + ed ∈ d.
Proof. We only need to show that the graded components of τmodLR F
and τmodRL G are annihilated by suitable Euler operators. However, this
follows from the fact that τθu¯ = −θu¯ − u¯ e¯, where u¯ ∈ ClX.
Example 4.12. Since τθu¯ + u¯ a¯ = −θu¯ − u¯ a¯ − e¯, there is an
isomorphism τmodLR DLa¯ ∼= DRa¯− e¯.
We next show that these equivalences of categories are compatible with
the functors in Theorem 4.2. We will use the fact that, for a smooth toric
variety X, there is a natural isomorphism >n ∼= −e¯. In fact, if 0 denotes
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the unique zero-dimensional cone in , then this isomorphism identiﬁes
the section dy1/y1 ∧ · · · ∧ dyn/yn with 1/x1 · · ·xd on the open subset U0;
see Section 4.3 in Fulton [4].
Proposition 4.13. For the pair of functors τmodLR  τLR, the diagrams
A-GrModθ
τmodLR−→ GrModθ-A -Mod
τLR−→ Mod- ∼  ∼ L R
-Mod
τLR−→ Mod- A-GrModθ
τmodLR−→ GrModθ-A
are commutative, up to natural isomorphisms. A similar statement holds for
the pair τmodRL  τRL.
Proof. Since τRL = τLR−1 and τmodRL = τmodLR −1, the second assertion
is a consequence of the ﬁrst. Because Fτ ∼= F as S-modules and >n ∼=
−e¯ as -modules, there is a natural isomorphism of -modules βF 
τLRF˜ = F˜ ⊗>n −→ τ˜modLR F = F˜τ−e¯. Thus, it sufﬁces to prove that
βF is compatible with the right -module structures.
By taking a presentation
⊕
i DLb¯i −→ F , we see that it sufﬁces to
establish the claim for F = DLb¯i. In this case, the restriction map
H0U F˜τ−e¯ −→ H0U ′ F˜τ−e¯
is injective for open subsets U ′ ⊆ U ⊆ X. Thus, the claim reduces to show-
ing that βF is compatible with the right -module structure on U0. Over U0,
the map βF "U0  Fx1···xd0¯ ⊗Sx1 ···xd 0¯ H
0U0>n −→ Fx1···xdτ−e¯ is given by
f ⊗ ω → f/x1 · · ·xd, where ω = dy1/y1 ∧ · · · ∧ dyn/yn. Now, it is enough
to check that βF "U0 is compatible with right multiplication with a vector
ﬁeld ν over U0. Using the notation from Lemma 3.5, we may assume that
ν = ypρθi, for some p ∈ n. We ﬁrst compute
f ⊗ω · ypρθi = −ypρθi · f  ⊗ω+ f ⊗ ω · ypρθi
By deﬁnition, we have
ω · ypϑjð1    ðn = −Lieypϑj ωð1    ðn
=
n∑
i=1
ωð1     ypϑjði    ðn
−Lieypϑj ωð1    ðn
= −
n∑
i=1
(
δij
pj + 1yp
y1 · · · yn
)
+ y
p
y1 · · · yn
= − piy
p
y1 · · · yn

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from which we deduce that ω · ypρθi = −ιpiyp · ω. Identifying the
action of ypρθi on F with the action of xιpθi, we obtain
f ⊗ω · ypρθi =
(−xιpθi − ιpxιpxιp  · f )⊗ω
On the other hand, we have
f
x1 · · ·xd
· xιpθi = τxιpθi ·
f
x1 · · ·xd
= (−xιpθi − ιpi + 1xιp) fx1 · · ·xd
= 1
x1 · · ·xd
(−xιpθi − ιpixιp)f
and we conclude that βFf ⊗ω · ν = βFf ⊗ω · ν.
In the second part, we consider  ∈ -Mod. For F = L , we con-
struct the natural map β′  τmodLR L  −→ RτLR , by composing
the morphisms
τmodLR L  = Fτ−e¯ −→ R F˜τ−e¯ (12)
βFτ−e¯  R F˜τ−e¯ −→ R ⊗>n = RτLR  (13)
Since F is -saturated, it follows that Fτ−e¯ is also -saturated and hence
that (12) is an isomorphism. Moreover, R is a functor and βFτ−e¯ is an
isomorphism, which implies that (13) is also an isomorphism.
Example 4.14. The isomorphism of -modules >n ∼= −e¯ yields an
isomorphism of S-modules R>n ∼= S−e¯. Proposition 4.13 shows that
this is an isomorphism of right A-modules if S−e¯ has the right A-module
structure given by
S−e¯ ∼= A−e¯∂1     ∂d ·A

5. THE CHARACTERISTIC VARIETY
In this section, we use the relationship between -modules on X and
graded A-modules to describe the characteristic varieties. In particular, we
relate the dimensions of F and F˜ . For simplicity, we restrict our attention
to left modules.
We start by recalling the quotient construction of X; see Cox [2] or
Musson [11]. Let T be the torus HomClX k∗ ∼= k∗d−n. The group T
can be embedded into k∗d by the projection d −→ ClX. The diago-
nal action of k∗d on the afﬁne space d induces an action of T on d
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such that the open subset U = d\Var is T -invariant; Var denotes
the subscheme associated to the ideal . Since X is smooth (and hence sim-
plicial), there is a canonical morphism U −→ X such that X is a geometric
quotient of U with respect to the action of T . Furthermore, we have
Lemma 5.1. For every z ∈ U StabT z = 1. In particular, all the
T -orbits in U have dimension d − n.
Proof. Consider a point z in U and t ∈ T satisfying t · u = u. Writing
z = z1     zd, we have t · z = te¯1z1     te¯dzd and we deduce that
te¯i = 1, for all i such that zi = 0. Because there is a σ ∈  such that
xσˆz = 0, we conclude that te¯i = 1 for every i with vi ∈ σ .
On the other hand, t belongs to HomClX k∗, so we have
th v1e¯1 + · · · + h vde¯d = te¯1h v1 · · · te¯dh vd = 1
for every h ∈ N∨. It follows that vi∈σte¯ih vi = 1. Because this holds for
each h ∈ N∨ and the vi form part of a basis of N , we also conclude that
te¯i = 1 when vi ∈ σ and therefore t = 1.
We next identify d × d with the cotangent bundle of d and con-
sider the natural T -action on it. Let S′ = kx1     xd ξ1     ξd, with
the ClX-grading given by degxi = − degξi = e¯i, be the coordinate
ring of d × d. Since the action of T on d is linear, it follows that the
action of T on d × d is given by t · z1 z2 = t · z1 t−1 · z2. It is clear
that V = U ×d⊂ d ×d is invariant under the action of T . We construct
its quotient as follows.
Proposition 5.2. There is a morphism π V −→ X ′ such that X ′
is the geometric quotient of V by the action of T . In addition, for every
z ∈ V , we have StabT z = 1, implying that all the T -orbits in V have
dimension d − n.
Proof. The ﬁrst step is to construct the morphism π V −→ X ′ as a cat-
egorical quotient—this is a local problem. For every σ ∈ , let Vσ ⊆ V be
the open subset deﬁned by the non-vanishing of xσˆ . In other words, we have
Vσ = U\Varxσˆ × d ⊆ V , which is clearly T -invariant. Thus, the cat-
egorical quotient is locally Vσ = SpecS′xσˆ−1T . Since t · xaξb = ta¯ −
b¯xaξb, for every t ∈ T and a b ∈ d, we have S′xσˆ−1T = S′xσˆ−10¯.
Now, if σ0 is a face of σ such that σ0 = σ ∩ h⊥ for h ∈ N∨ ∩ σ∨, then
we set c = h v1e1 + · · · + h vded ∈ d. It follows that S′xσˆ0−10¯ =
S′xσˆ−10¯xc , which provides an open immersion Vσ0 ↪→ Vσ . Thus, we
obtain morphisms πσ  Vσ0 −→ Vσ which glue together to give the categor-
ical quotient π V −→ X ′.
In the second step, we establish that π V −→ X ′ is in fact a geometric
quotient. By Ampliﬁcation 1.3 in Mumford, et al. [8], it sufﬁces to show that
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every T -orbit in V is closed. Consider z = z1 z2 ∈ V . Since U −→ X is a
geometric quotient, the projection V −→ U induces a morphism χ Tz −→
Tz1 = Tz1. By Lemma 5.1, the morphism γ T −→ Tz1 given by γt = tz1
is bijective. Because the characteristic of the ground ﬁeld k is zero and both
T and Tz1 are smooth, the map γ is an isomorphism. Let γ′ T −→ Tz ⊆ V
be deﬁned by γ′t = tz. Hence, the map γ′ ◦ γ−1 ◦ χ Tz −→ Tz ⊆ Tz is
the identity on Tz. It follows that γ′ ◦ γ−1 ◦ χ is the identity map on Tz and
we conclude that Tz = Tz.
Since the projection from V onto U is T -equivariant, the second assertion
follows from Lemma 5.1.
Before discussing characteristic varieties, we review some properties of
the order ﬁltration. Recall that the sheaf  is naturally ﬁltered by the order
of the differential operators. In particular, this makes H0Uσ into a
ﬁltered ring. We can also ﬁlter the ring A by the order of the differential
operators (in fact, S′ = grA, and this induces a ﬁltration on the quotient
Axσˆ 0¯
Axσˆ 0¯ · θu¯  u¯ ∈ ClX∨

As Musson observed, we have
Lemma 5.3 (Musson). For every σ ∈ , the isomorphism ϕ¯σ (see Eq. (5))
preserves the ﬁltrations induced by the order of differential operators.
Proof. See Section 4 in Musson [10].
A ﬁltration of an A-module F is called good if the associated graded
module grF is ﬁnitely generated over S′. Every ﬁnitely generated
A-module has a good ﬁltration and, conversely, any module with a good
ﬁltration is necessarily ﬁnitely generated over A. For a good ﬁltration of
F , we deﬁne the characteristic ideal F to be the radical of AnnS′ grF.
Since any two good ﬁltrations are equivalent, the characteristic ideal F
is independent of the choice of a good ﬁltration. The characteristic variety
of F is ChF = VarF ⊆ d × d. Analogously, for a -module 
with good ﬁltration, we deﬁne the characteristic variety Ch  to be the
support of the associated graded sheaf gr .
We ﬁrst describe the characteristic variety associated to the graded left
A-modules DLb¯. Let pu¯ = u¯ e¯1x1ξ1 + · · · + u¯ e¯dxdξd ∈ S′, for all
u¯ ∈ ClX∨. We consider the ideal  = pu¯  u¯ ∈ ClX∨ and the cor-
responding variety Z = Var ⊆ d × d. It is clear that Z is invariant
under the T -action.
Proposition 5.4. The variety Z is a normal complete intersection of
dimension d + n. Moreover, Z equals the characteristic variety ChDLb¯,
for every b¯ ∈ ClX.
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Proof. By choosing a basis u¯1     u¯d−n for ClX∨, we can write
 = pu¯i  1 ≤ i ≤ d − n
For each u¯i, we pick a representative ui ∈ d∨ such that u1    ud−n
are linearly independent. We then enlarge this collection to obtain a basis
u1    ud for d∨. Setting qu = u e1x1ξ1 + · · · + u edxdξd ∈ S′, for
all u ∈ d∨, it follows that the ideal qui  1 ≤ i ≤ d equals xiξi  1 ≤
i ≤ d, which has height d. Hence, the qui and pui form a regular sequence
and we deduce dimZ = d + n.
To prove that Z is normal, we apply Serre’s criterion. Because being a
complete intersection implies the (S2) condition, it sufﬁces to show that Z
satisﬁes condition (R1), which we check by using the Jacobian criterion.
The Jacobian matrix Jacx ξ of pu¯1     pu¯d−n is given by

u¯1 e¯1ξ1 · · · u¯1 e¯dξd u¯1 e¯1x1 · · · u¯1 e¯dxd

  


  

u¯d−n e¯1ξ1 · · · u¯d−n e¯dξd u¯d−n e¯1x1 · · · u¯d−n e¯dxd

 
Observe that, for 1 ≤ i ≤ d, the restriction ⊕j =i ej −→ ClX is sur-
jective. Indeed, if σi is the cone generated by vi, then every element in
ClX can be represented by a divisor whose support does not intersect
Uσi . We deduce that if the rank of Jacx ξ is strictly less than d − n, then
at least two of the pairs of coordinates x1 ξ1     xd ξd are zero. By
cutting with n extra quadrics qud−n+1     qud , we see that the codimension
of the singular locus of Z is at least two. Therefore, the variety Z is nor-
mal. Moreover, Z is a cone which implies that it is connected and hence
integral.
Recall that, for b¯ ∈ ClX∨, we have DLb¯ = Ab¯/θu¯i + u¯i b¯  1 ≤
i ≤ d− n, and for the order ﬁltration the initial term (or principal symbol)
of the above elements is inθu¯i +u¯i b¯ = θu¯i . Since the θu¯i for 1 ≤ i ≤ d−
n form a regular sequence in S′ = grA, it follows that grDLb¯ = S′/.
On the other hand, we have already seen that  is reduced, so we have
ChDLb¯ = Var = Z.
Corollary 5.5. If F ∈ A-GrModfθ , then we have ChF ⊆ Z.
Proof. By Corollary 4.8, F is a quotient of
⊕r
i=1DLb¯i, for some r and
some b¯i. It follows that ChF ⊆
⋃r
i=1 ChDLb¯i = Z.
We next relate the cotangent bundle of X to the variety Z. Consider the
diagram
Z ∩ V ↪→ V −→ U π 
πZ ∩ V  ↪→ X ′ −→ X
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where X ′ −→ X arises from the universal property of the categorical
quotient.
Proposition 5.6. There is a canonical isomorphism of varieties over X
between ζ πZ ∩ V  −→ X and the cotangent bundle T ∗X over X.
Proof. Since T ∗X is naturally isomorphic to Ch, we see that T ∗X is
isomorphic to Spec grH0Uσ over Uσ . On the other hand, from the
local description of X ′, we know that the inverse image of Uσ is SpecS′xσˆ 0¯
and therefore ζ−1Uσ = SpecS′xσˆ 0¯/pu¯  u¯ ∈ ClX∨. By Lemma 5.3,
we have an isomorphism of ﬁltered rings,
ϕ¯σ 
Axσˆ 0¯
Axσˆ 0¯ · θu¯  u¯ ∈ ClX∨
−→ H0Uσ
Note that the graded ring associated to the left-hand side is S′
xσˆ
0¯/pu¯ 
u¯ ∈ ClX∨. Indeed, following the proof of Proposition 5.4, we see that
the initial terms of θu¯1     θu¯d−n are equal to pu¯1     pu¯d−n and form a
regular sequence in S′
xσˆ
0¯. Therefore, by passing to the associated graded
rings, ϕ¯σ induces the required isomorphism. Because the ϕ¯σ are compatible
with restriction, these local isomorphisms glue together to give the required
isomorphism.
We now present the main result in this section.
Theorem 5.7. If F ∈ A-GrModfθ , then the characteristic variety of F is
T -invariant and πChF\Var × d = ChF˜.
Proof. Since F ∈ A-GrModfθ , we may choose a ﬁnite set f1     fr of
homogeneous generators for F . By using these homogeneous elements
to deﬁne a good ﬁltration of F , it follows that grF is a graded ﬁnitely
generated S′-module. Therefore, both F = AnnS′ grF and its radi-
cal  = √F are graded ideals of S′. Recall that for every t ∈ T , we
have t · xaξb = ta¯ − b¯xaξb. We deduce that every subscheme deﬁned by
a graded ideal is T -invariant; in particular, ChF = Var is T -invariant.
To prove the second assertion, we argue locally and use the identi-
ﬁcation in Proposition 5.6. Over the open subset Uσ , the ideal deﬁn-
ing ChF\Var × d ⊆ SpecS′
xσˆ
 is  · S′
xσˆ
. On the other hand,
the characteristic variety of F˜ over Uσ can be computed as follows:
If H0Uσ F˜ = Fxσˆ 0¯ has the good ﬁltration induced by the images
of f1     fr , then we obtain grH0Uσ F˜ ∼= grFxσˆ 0¯. To see that
the annihilator of grH0Uσ F˜ in S′xσˆ 0¯ is xσˆ 0¯, it is enough to
observe that grFxσˆ can be generated by elements of degree zero. Since√Fxσˆ 0¯ = xσˆ 0¯, we may identify πChF ∩ Vσ with ChF˜ "Uσ .
Because these identiﬁcations are compatible with restriction, they glue
together to give the required isomorphism.
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As a corollary, we obtain
Proof of Theorem 12 This follows immediately from Theorem 5.7.
We end the paper by relating the dimension of the A-module F
and its associated -module F˜ . By deﬁnition, the local dimension of a
-module  at a point p ∈ X is equal to the Krull dimension of the asso-
ciated graded module of p with respect to a good ﬁltration respecting the
order ﬁltration of p. It is also equal to the dimension of the characteris-
tic variety of p. The dimension of F is by deﬁnition the maximum of the
local dimensions and is equivalently the dimension of ChF.
By Theorem 5.7, the dimension of F˜ is equal to the maximum of the
local dimensions of F over the open set d\Var minus the dimension
d− n of the orbits under the group action. Before showing that when F has
no -torsion we can express this dimension in terms of dimF, we collect
two lemmas.
Lemma 5.8. If F is a ﬁnitely generated left A-module, f is an element of S,
and F ′ is a ﬁnitely generatedA-submodule of Ff−1, then dimF ′ ≤ dimF.
Proof. This claim follows immediately from standard results about the
Gelfand–Kirillov dimension; see Propositions 8.3.2(i) and 8.3.14(iii) in
McConnell and Robson [9].
Proposition 5.9. Let F ∈ A-GrModfθ and recall that  is the irrelevant
ideal in S. If F has no -torsion, then we have
dimF = maxdimFp  p ∈ d\Var
Proof. Suppose otherwise; then we have dimF > dimFz for all z ∈
d\Var. Let F ′ be the maximum submodule of F of dimension strictly
less than dimF. In other words, F ′ is the submodule consisting of all
f ∈ F such that A · f has dimension strictly less than dimF. Since F ′ is a
submodule, there is a short exact sequence
0 −→ F ′ −→ F −→ F
F ′
−→ 0
By construction, F/F ′ has no non-zero submodules of dimension strictly
less than dimF, and, hence, the irreducible components of ChF/F ′
have dimension at least dimF; see Smith [14]. By hypothesis, the irre-
ducible components of ChF of dimension dimF are contained inside
ζ−1Var where ζ T ∗X −→ X. Since ChF = ChF ′ ∪ ChF/F ′, it
follows that the ChF/F ′ is contained inside ζ−1Var. Moreover, the
support of an A-module equals the projection of its characteristic variety
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(see Granger and Maisonobe [5]), which implies that F/F ′ is supported on
Var. Taking the long exact sequence in local cohomology, we have
0 −→ H0F ′ −→ H0F −→ H0
(
F
F ′
)
−→ H1F ′ −→ · · · 
By assumption, F has no -torsion, so we have H0F ′ = H0F = 0.
Because F/F ′ is supported on Var, we have H0F/F ′ = F/F ′. Choosing
a set of generators  = s1     sr, the long exact sequence induces
0 −→ F
F ′
−→
⊕r
i=1 F
′s−1i 
F ′
−→ · · · 
Hence, F/F ′ is a ﬁnitely generated A-subquotient of
⊕r
i=1 F
′s−1i . There-
fore, Lemma 5.8 implies that dimF/F ′ ≤ dimF ′ < dimF/F ′, which
yields a contradiction.
Finally, we have
Theorem 5.10. If F ∈ A-GrModfθ has no -torsion, then we have
dimF˜ = dimF − d + n
Proof. Applying Proposition 5.9, we see that dimF is the maximum of
the local dimensions of F over d\Var. Hence, the claim follows from
Proposition 5.2 and Theorem 5.7.
A coherent -module  is holonomic if dim  ≤ dimX.
Corollary 5.11. If F ∈ A-GrModfθ is holonomic, then F˜ is holonomic.
Furthermore, every holonomic -module is of the form F˜ for some holonomic
F ∈ A-GrModfθ .
Proof. This follows immediately from Theorem 5.10 and Remark 4.4.
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