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Two output-sensitive procedures for identifying the extreme points (the “frame”) of the
convex hull of a ﬁnite point set have appeared in the literature: one by Dulá and Helgason
(1996) [10] and the other by Ottmann et al. (2001) [27]. The two procedures are in dual
spaces and differ enough to motivate the question as to how they compare in a fair
competition. We derive an improved dualized version of the procedure in Ottmann et al.
(2001) [27] and compare it to the one in Dulá and Helgason (1996) [10] using a well-
structured, large-scale, problem suite.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The convex hull of a ﬁnite point set is the bounded polyhedron generated from all convex combinations of its elements.
The frame of such a convex hull is the set of extreme points of the polyhedron. The frame is a subset of the point set. Iden-
tifying the frame is called the “frame problem” (Gerstenhaber [19]). This is not the polyhedral facial decomposition problem
from computational geometry sometimes called the “convex hull” problem, e.g., Edelsbrunner [16]. The two problems in-
volve the convex hull of a ﬁnite point set. The goal of facial decomposition is to express the polyhedron as the intersection
of halfspaces. This is an interesting problem in its own right but it is combinatorial in nature and, in the general case, has
no polynomial algorithms. Our interest is in the deterministic frame problem which is easier than facial decomposition. In
fact, it is easily solved in polynomial time. The frame problem has many applications (including as a subproblem in facial
decomposition) and presents its own theoretical and computational challenges, especially in large scale applications.
Interest in frames occurs in several areas. In nonparametric multivariate statistics it is used for ordering and for detection
of outliers (Barnett [2]). As mentioned above, it is used to streamline the facial decomposition problem. Finding frames is
dually related to ﬁnding the nonredundant constraints in systems of linear inequalities (Dulá [9]). More recently, the frame
problem appeared in stochastic programming (Wallace and Wets [29]) and data envelopment analysis (DEA) (Dulá and Thrall
[11]). DEA is an analytical tool in management science to assess the eﬃciency and performance of many, similar, entities in
transforming inputs into outputs. The methodology uses magnitude point sets representing the input and output values for
each entity. One of the objectives of the analysis in DEA is the identiﬁcation of the set of “extreme eﬃcient” entities which
is just the frame of a polyhedral hull described by the data.
The frame of the convex hull of a point set can be found with a procedure based on the familiar result that an extreme
point cannot be expressed as a convex combination of other points in the set. This requires a feasibility test for a linear
system which can be performed effectively with linear programming (LP). Any procedure based on testing all the points
* Corresponding author. Tel.: +1 (478) 471 2724; fax: +1 (478) 471 2802.
E-mail addresses: jdula@vcu.edu (J.H. Dulá), francisco.lopez@maconstate.edu (F.J. López).0925-7721/$ – see front matter © 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.comgeo.2011.12.006
J.H. Dulá, F.J. López / Computational Geometry 45 (2012) 186–197 187individually this way will be termed “naive.” Note that a full implementation of a naive procedure on a set with n points
requires the solution of n LPs, each with coeﬃcient matrix determined by the full point set. Naive algorithms are not output-
sensitive since the size of the LPs depends only on the number of points and their dimension. Naive algorithms for ﬁnitely
generated convex hulls have been extensively discussed and tested in Dulá and Helgason [10]. This paper will compare two
output-sensitive algorithms so naive procedures will not be discussed further.
Output-sensitive algorithms for the frame problem that depart dramatically from naive schemes were independently
proposed by Chan [6], Clarkson [7], Dulá and Helgason [10], and Ottmann et al. [26,27]. These algorithms depend directly
on the “frame density,” i.e., the proportion of elements in the set which belong to the frame. A rough sketch of an idea
for an algorithm that is essentially the same as the one proposed by Dulá and Helgason [10] had been provided by Clark-
son [7]. Another output-sensitive approach for ﬁnding the frame was separately and independently proposed by Chan [6]
and Ottmann et al. [26]. The algorithm by Ottmann et al. [26] was cleaned up, formalized, and corrected in Ottmann et al.
[27]. The algorithm in Ottmann et al. [27] differs from Dulá–Helgason–Clarkson in an important way. Within a given itera-
tion, what Dulá–Helgason–Clarkson do with many inner products, Ottmann et al. do with a full-data LP. There are, therefore
and up to now, two output-sensitive frame algorithms. No computational results are available in Ottmann et al. [27], so it
has not been possible to compare performances.
The objective of this paper is to implement and test a dualized and enhanced version of the procedure by Ottmann
et al. [27] we are calling “DoubleLPframe,” and compare it to an implementation of Dulá and Helgason [10] called
“SingleLPframe.” We begin with the presentation of preliminary notation and the general assumptions in Section 2. In
Section 3 we introduce additional, more specialized notation and deﬁnitions. Here we present the essential properties of
ﬁnitely generated convex hulls that unify the two procedures along with a discussion of the role of LPs. A formal presen-
tation of the procedures, SingleLPframe and DoubleLPframe, with discussions and explanations follow in Section 4.
The report on extensive computational testing appears in Section 5. We conclude with a summary.
2. Notation and assumptions
The data for the problem is a point set denoted by A with cardinality n: A = {a1, . . . ,an}. The points in A have di-
mension m. In general, calligraphic capital letters will represent point sets in m and their elements are the corresponding
lower case letters identiﬁed by a superscript or some other marking. Other lower case Latin or Greek letters will usually
be points or vectors in m . We adopt the convention that 〈a,b〉 stands for the inner product of vectors a and b. We will
use a hat to indicate subsets; thus, Aˆ ⊆ A. We denote the convex hull of the point set P as conv(P). We use F to denote
the set of frame elements; i.e., “the frame” of A. Recall that F ⊆ A and conv(F) = conv(A) and note that if Fˆ ⊂ F then
conv(Fˆ) ⊂ conv(F).
In addition to these deﬁnitions, we have three assumptions for the remainder of this work.
Assumption 1. There is no duplication of elements in the set A.
Assumption 1 is easy to achieve by sorting.
Assumption 2. We assume that any point in A on the boundary of conv(A) is an extreme point.
Assumption 2 is referred to as the “nondegeneracy” assumption in Ottmann et al. [27]. Refer to this work for information
on how to achieve it.
Assumption 3. conv(A) has m dimensions.
This assumption is easy to satisfy when n m but it is mostly convenient since it simpliﬁes notation and some instruc-
tions in the algorithms. It is not necessary, however, since the algorithms can be adapted to work when the convex hull
does not have full dimension.
3. Output-sensitive frame algorithms and the role of LPs
The following three properties are relevant to the two output-sensitive frame algorithms discussed here. For Aˆ ⊆ A and
a˜ ∈ A:
Property 1. If a˜ is an element of conv(Aˆ) then a˜ is an element of conv(A).
Property 2. If a˜ /∈ conv(Aˆ), then there exists at least one frame element not in conv(Aˆ).
Property 3. The support set of a supporting hyperplane for conv(A) contains at least one frame element. Corollary: The support set is
composed exclusively of frame elements (follows from Assumption 2).
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this, they proceed to identify at least one new frame element not in Fˆ . We will denote an LP formulation that provides this
information as LP(P,b), where P is a point set in m and b ∈ m . The two essential properties of LP(P,b) are that the
optimal solution provides:
1. A necessary and suﬃcient condition to determine whether b ∈ conv(P); and
2. The parameters, (π∗, β∗), 0 
= π∗ ∈ m and β∗ ∈  (usually the optimal dual solution), of a hyperplane, {y | 〈π∗, y〉 =
β∗}, such that if b ∈ conv(P) then it supports conv(P) at a facet and if b /∈ conv(P) then it supports conv(P) and
separates it from b. We will assume, without loss of generality, that this hyperplane is such that 〈π∗, p j〉 β∗; ∀p j ∈ P .
The LP formulation used in our implementation of the procedures in Section 5 is given next. It uses e0 = (1, . . . ,1)′ with
dimension deﬁned by the context and P the matrix whose columns are the points in P :
LP′(P,b) ≡
{
minx0〈e0, x〉
s.t. Px = b.
(1)
Notice that the LP has m rows and the number of columns depends on the cardinality of P . Formulation LP′ and its dual
have the two desirable properties for LP(P,b) as long as conv(P) contains the origin and b is in the aﬃne hull of P . The
LP in (1) is the dual of the LP used by Ottmann et al. [27]. Other formulations are possible; e.g., Dulá and Helgason [10] or
Dulá and López [12].
In what follows we present formal descriptions of the two output-sensitive frame algorithms to be compared.
4. Presentation of the procedures
We will present the pseudo-codes for the two competing output-sensitive frame algorithms. The ﬁrst, SingleLPframe,
is an implementation of the frame algorithm proposed in Dulá and Helgason [10]; the second, DoubleLPframe, is an
improved dualized version of Ottmann et al. [27].
Procedure SingleLPframe
[INPUT:] A = {a1, . . . ,an}.
1.0 Initialization: ∅ 
= Fˆ ⊆ F . /F is the frame of {a1, . . . ,an}./
2.0 For j = 1 to n, Do:
2.1 Do-Until a j ∈ conv(Fˆ) /a j is the “test point.”/
2.2 Solve LP(Fˆ ,a j). Get (π∗, β∗).
2.3 If a j /∈ conv(Fˆ), Then:
2.4 a∗ = argmax{ak∈A\Fˆ |k j} 〈π∗,ak〉. /a∗ may be different from a j./
2.5 Fˆ ← Fˆ ∪ {a∗}. /Classify a∗ as frame element./
2.6 EndIf.
2.7 Continue Do-Until Loop.
2.8 Next j.
3.0 Return Fˆ .
4.0 Finalization: F ← Fˆ .
Notes on procedure SingleLPframe.
1. The nature of the initializing Fˆ in Step 1.0 depends on the LP formulation used. If the LP in Dulá and López [12] is
used, then Fˆ can be a single extreme point, found e.g., by simple coordinate sorting. In order to use LP′ in (1), Fˆ needs
to be an aﬃne basis containing the origin. The implementations used in this study achieve this as follows. Solve LP′
using P = A and b the barycenter of these data. By our assumptions this yields at least m extreme points on a facet and
the corresponding supporting hyperplane. An additional extreme point not on this facet provides the needed aﬃnely
independent set. This point is found by “translating” the supporting hyperplane until it reaches the farthest point of
the point set (i.e., take inner products of the normal of the hyperplane with the rest of the data points and identify the
minimum inner product). Then, A is translated such that the origin is in the interior of conv(Fˆ).
2. Upper bound analysis. Assume the problem is initialized with  frame elements. Let LPk1,k2 be the time to solve an
LP with coeﬃcient matrix determined by a point set with k1 dimensions and k2 points. The cardinality of the frame is
h; the time to calculate a k1 inner product and keeping track of the maximum value is c. The run time upper bound,
not including initialization, for SingleLPframe is (n − ) ∗ LPm,h + (n−)∗n2 ∗ c where the ﬁrst term of the expression
reﬂects the work done to solve LPs. This is performed exactly n −  times because every time an LP is solved, the
status of a point is revealed. The second part comes from executing Step 2.4. Within the j-th iteration this operation
is performed a maximum of n − j times. The dependence of h in this expression makes SingleLPframe an output-
sensitive procedure.
Next we present our implementation of the procedure in Ottmann et al. [27]. The original procedure in that paper
operates in a space where the points in A deﬁne halfspaces the intersection of which is a polyhedral set. The objective of
J.H. Dulá, F.J. López / Computational Geometry 45 (2012) 186–197 189the algorithm in Ottmann is to identify nonredundant halfspaces. The dual to this problem is the problem of identifying
extreme points of the convex hull of the point set A. The two problems are equivalent (see Dulá [9]). In order to make
the two procedures perform the same task (identify the frame), and use comparable LPs, we dualized Ottmann’s procedure.
Ottmann’s adaptation consists of essentially the same sequence of operations but using the duals of the LPs. Using these
duals provides an added beneﬁt for the primal simplex implementation (as we have done in our testing) since the number
of rows will be many fewer than the number of columns in the LPs.
Procedure DoubleLPframe
[INPUT:] A = {a1, . . . ,a j}.
1.0 Initialization: ∅ 
= Fˆ ⊆ F . /F is the frame of {a1, . . . ,an}./
2.0 For j = 1 to n, Do:
2.1 If a j /∈ Fˆ , Then: /a j is the test point./
2.2 Solve LP(Fˆ ,a j). /“Small” LP using a subset of the frame./
2.3 If a j /∈ conv(Fˆ), Then:
2.4 Solve LP(A,a j). Get (π∗, β∗). /“Full” LP using entire point set./
2.5 Fˆ = Fˆ ∪ {ak | ak on support facet}. /See Lemma 1 in [27]./
2.6 Endif.
2.7 Endif.
2.8 Next j.
3.0 Return Fˆ .
4.0 Finalization: F ← Fˆ .
Notes on procedure DoubleLPframe.
1. Refer to Note 1 after SingleLPframe for a discussion on initializing this procedure.
2. Upper bound analysis. Assume the problem is initialized with  frame elements. The run time upper bound, not in-
cluding initialization, for DoubleLPframe is (n − ) ∗ LPm,h + (h − ) ∗ LPm,n where LPk1,k2 and h are as before. The
ﬁrst term is the work done to check the current iterant with respect to conv(Fˆ). The second term is the work to ﬁnd
a facet of conv(A) when the iterant is exterior to conv(Fˆ). This step is executed at most as many times as there are
unclassiﬁed frame elements. Clearly, DoubleLPframe is also output-sensitive.
3. This adaptation of Ottmann et al. [27] in DoubleLPframe solves half as many LPs as in the original presentation by
Ottmann et al. [27].
4. The information required for the operation in Step 2.5 can be extracted from the LP solution.
Procedure SingleLPframe solves n − (No. of initializing frame elements) instances of LP(Fˆ , ·) in the main loop. The
number of columns of these LPs grows as the procedure progresses but never exceeds the cardinality of the frame. Given
that at any iteration procedure DoubleLPframe may identify more than one frame element, the total number of LPs
that this procedure solves could be fewer than n − (No. of initializing frame elements). An example can be constructed
where procedure DoubleLPframe ﬁnds all frame elements solving a single instance of LP(A, ·). On the other hand the
procedure can, as we will see, end up solving more than n LPs. The issue of the number of LPs and their dimensions in the
progression of the procedures will ultimately determine their performances. In the next section we present the results of
two implementations of SingleLPframe and DoubleLPframe and compare their performances.
5. Computational results
We implemented the two procedures SingleLPframe by Dulá and Helgason [10] and DoubleLPframe by Ottmann
et al. [27] for identifying F . We used these implementations for two objectives: to test procedure DoubleLPframe and
to compare its performance with that of SingleLPframe. The tests assessed the impact of three data characteristics:
n (cardinality of A), m (dimension), and d (frame density, measured as the percentage of points in A that are extreme).
In typical applications A tends not to be sparse and to have a high aspect ratio; that is n  m. In a typical DEA
application, m ≈ 10, and zeroes in the data are rare. A DEA problem with n > 1000 is considered large although much larger
data sets are becoming common. Experience with DEA shows that d tends to be low. For example, in an early DEA study
(Barr and Durchholz [3]) involving 8000 banks, d < 1%.
We generated synthetic, fully dense point sets with n = 2500, 5000, 7500, 10,000; m = 5, 10, 15, 20; and d = 1%, 15%,
25%, 50%, 75% for a total of 80 data ﬁles. This synthetic problem suite allows control over important point set character-
istics to arrive at useful conclusions. To investigate the performance of the procedures on real data, we applied them to
a data set from the Federal Financial Institutions Examination Council [17], which contains yearly data about commercial
banks.
One reason for this effort to create an extensive and diversiﬁed problem suite is that the authors are unaware of a
standard test bank for experiments with ﬁnitely generated convex hulls. Another reason is the need to control the charac-
teristics of convex hulls that permit useful conclusions and comparisons. Similar problem suites have been used in Dulá and
López [12,14], Korhonen and Siitari [22,23], López and Dulá [25], Sueyoshi [28], and others. The procedure for generating
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the synthetic point sets is described in the preamble of each data ﬁle available at the project’s web address which can be
found at the end of the paper. A more detailed explanation of this procedure can be found in López [24].
The implementations of SingleLPframe and DoubleLPframe were coded in C which linked with the CPLEX 12.2
[20] callable library routines to manipulate and solve LPs. The CPXprimopt LP option was used since it was shown to
be faster in this type of LP (Dulá [13]). Other LP solvers can be used: e.g., FORTRAN calling the IMSL subroutine DDLPRS
[21] or CGAL [5]. Files containing the C source code, the full test problem suite, and a “ReadMe” explanatory document are
available at the time of this writing at the project’s web site. Computations were performed on a dedicated Intel Pentium
P4-630 CPU at 3.0 GHz with 1024 MB of core memory running a Windows XP operating system.
It should be noted that in each of the test problems used in this analysis it was veriﬁed that both algorithms always
identiﬁed the same frame. This validates their effectiveness and provides strong evidence of stability both in terms of the
algorithms and the implementation.
Notice that if it is found that a˜ ∈ conv(Fˆ) but a˜ /∈ Fˆ , the point a˜ can be removed from subsequent instances of LP(A, ·).
This is a result known as “Restricted Basis Entry” (RBE) (Ali [1]). This means that the size of these LPs becomes progres-
sively smaller. The effect of RBE is known to be substantial (Dulá [13]) especially when d is small. This is an additional
enhancement in our implementation of the procedure in Ottmann et al. [27].
“Warm starts” apply information about an optimal solution from one LP to solve another one. The case when only the
right-hand side is different between the two LPs has been intensely studied in Dulá [13] for the case in DEA. Dulá’s ﬁndings
were that warm starts can decrease computational times substantially when many of these LPs have to be solved. There
is no question that warm starts can beneﬁt both SingleLPframe and DoubleLPframe but there is a question as to
whether the impact is different. Because of this, we implemented the two procedures both with and without warm starts.
Warm starts can be toggled on or off in CPLEX 12 by the user for any of the simplex based procedures using the parameter
CPX_PARAM_ADVIND: set to “0” for no warm starts and to “1” for this feature to be activated. Table 3 in Appendix A
reports on the calculation of speedup per LP due to warm starts for the small and full LPs in DoubleLPframe and for
the LPs in SingleLPframe in this study. As can be seen, all types of LPs beneﬁt from warm starts. It is diﬃcult to
observe signiﬁcant trends from the data in Table 3 except for a decline in the beneﬁt from warm starts for the full LPs
in DoubleLPframe as they get larger. Taken as a whole, the times for the entire study resulted in average speedups per
LP due to warm starts of 6.23, 7.44, and 8.12 for the full LPs of DoubleLPframe, for the small LPs of DoubleLPframe,
and for the LPs in SingleLPframe, respectively. These are not dramatic differences among themselves. Since warm starts
beneﬁt both procedures and is likely to be used if available, we proceed with this analysis using the results when this
feature is activated. The results appear in Table 2 of Appendix A.
We will ﬁrst discuss the results of our tests on DoubleLPframe. The comparison between SingleLPframe and
DoubleLPframe follows. We refer to instances of LP′(Fˆ , ·) in SingleLPframe and DoubleLPframe as “small LPs”
and to instances of LP′(A, ·) in DoubleLPframe as “full LPs.”
An available implementation of DoubleLPframe and the suitable problem suite provided an opportunity for extensive
testing of this procedure. The impact of m and n on DoubleLPframe can be seen in Fig. 1. The linear appearance in the
relation between m and CPU time seen in Fig. 1a is typical of what we observed in general (see also plots in Fig. 3a). It
is well known in practice that the impact of the number of rows on LP solution times is linear (see Dantzig [8, p. 160]
and Gass [18, p. 44]). The explanation for the linear effect observed in Fig. 1a is that we expect the mix of both types of
LPs, small LPs and full LPs, to remain somewhat steady for a ﬁxed d, and each grows mostly proportionately with m. The
overall effect is just about linear. A similar explanation applies to the impact of n. The plot in Fig. 1b appears to be close
to quadratic. This is because as n increases, there is an increase in the number of LPs and in their size (this is veriﬁed for
SingleLPframe as well, see Fig. 3b). These two increases compound into a polynomial effect.
An interesting outcome of this study is understanding the effect of increasing the frame density, d, on DoubleLPframe.
What is displayed in Fig. 2 for n = 7500 and m = 10 is another typical observation. When the frame density is low, procedure
DoubleLPframe solves predominantly small LPs. This can be explained by the fact that since the number of extreme
points is small, it takes a few large LPs to uncover them. In general, for a ﬁxed cardinality and dimension, as the value for
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Fig. 3. The impact of dimension and cardinality on SingleLPframe and DoubleLPframe.
d increases the number of small LPs solved decreases while the number of full LPs grows. The trend however shows that
the rate at which these changes are occurring is not proportional to d and is different for the two types of LPs. Initially, as
d begins to grow, the decrease in the number of small LPs solved is steep, but as density gets higher, the number of small
LPs solved tends to level off and appears to stabilize. This can be clearly appreciated in Fig. 2 in the plot with the bullet
marks. Full LPs behave differently. The number of full LPs solved is initially relatively small but seems to grow superlinearly.
This is seen in Fig. 2 in the plot with the diamond marks. However, the combination of these two trends is that, at low
densities, the total number of LPs solved decreases and may actually drop below the cardinality of the point set but this
number eventually begins to rise (at d ≈ 25% for this data ﬁle) at a fast rate to a total number of LPs that may well exceed
the cardinality of the point set. This is the case of the data ﬁles in Fig. 2 as seen in the plot with the square marks. An
explanation for this is that DoubleLPframe only identiﬁes new extreme points by solving full LPs. Thus, as the frame
density increases, a larger number of these will have to be solved but, evidently their yield of new extreme points per
LP decreases eventually as the facets identiﬁed will contain fewer new extreme points. For example, the yields per full LP
solved for the data ﬁles in this discussion are 3.57, 2.73, 2.51, 1.85, and 1.57 for the 1%, 15%, 25%, 50%, and 75% frame
densities, respectively (the yield at 1% is likely distorted by the fact that the initialization uncovered 11 frame elements).
We compare now SingleLPframe and DoubleLPframe. Fig. 3a illustrates the impact of m using point sets with
n = 7500 and d = 15%. Except for small variations, the linear relationships should not surprise given the discussion above
about the impact of m on LP solution times. In this case, DoubleLPframe requires 1.20 times the CPU time needed by
SingleLPframe when m = 5 and this factor increases to 1.77 when m = 20. This difference in slope is representative
of what is observed in the case of other combinations of n and d. Fig. 3b is typical of how the two procedures compare
across cardinality n, where as expected from the reasons discussed above, each plot may be a quadratic function, although,
with just four data points, this is hard to determine conclusively. In Fig. 3b, at n = 2500 DoubleLPframe takes 1.29 times
the CPU time of SingleLPframe and this factor increases steadily to 2.10 for n = 10,000. This behavior is common for
other values of m and d, where factors of 3 or higher occur in the case of data ﬁles with n = 10,000, m 15, and d 15%.
The factors reported here conﬁrm that in Figs. 3a and 3b the curves separate superlinearly as one moves from left to right
in the ﬁgure. The reason for this widening in both cases is explained, in part, by the fact that the size of the small LPs
in DoubleLPframe grows sooner and faster than in SingleLPframe. A simple calculation using Table 2 in Appendix A
shows that, for all test problems, CPU time per small LP by DoubleLPframe is always greater than what SingleLPframe
requires for its LPs. (This ratio can be as large as 4 as in the case of m = 20, n = 10,000, d = 1%.) DoubleLPframe tends
to ﬁnd more new extreme points than SingleLPframe early in the algorithm since each time a test point is exterior to a
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Table 1
Tests with bank data.
Problem Cardinality
(n)
Dimension
(m)
Frame
density (d)
Tot. CPU (secs.)
SingleLPframe
Tot. CPU (secs.)
DoubleLPframe
1 4971 7 6.94% 8.09 11.77
2 12,456 8 5.76% 47.59 109.80
3 19,939 11 24.90% 419.90 1084.00
partial hull, SingleLPframe ﬁnds just one new extreme point whereas DoubleLPframe may ﬁnd as many as m. This
means that in the beginning the LPs’ size difference may be relatively signiﬁcant. Since the size of the LPs never decreases,
DoubleLPframe has to solve larger LPs sooner and for longer. In some cases DoubleLPframe solves relatively few small
LPs (see e.g., ﬁles with large extreme point densities). The advantage gained by solving fewer small LPs is most of the times
more than compensated by a complementary increase in the number of full LPs.
The plots in Fig. 4 compare performance based on frame density d. An interesting and widely observed effect reﬂected by
Fig. 4 is that, as density increases, the difference in relative performance between DoubleLPframe and SingleLPframe
narrows around d = 25%–50% after which the trend is reversed. This narrowing is not enough to give DoubleLPframe an
advantage over SingleLPframe except in four instances all of which occur at n = 2500: 05by02500at50, 10by02500at01,
10by02500at50, and 15by02500at50 with time ratios of 0.89, 0.95, 0.83, and 0.83 (recall that readings at d = 1% tend to
be distorted by the initialization where an aﬃnely independent set of m + 1 extreme points is used). At d = 75%, however,
the worst performance of SingleLPframe relative to DoubleLPframe was a CPU times ratio of 1.08 for 05by5000at75.
In Fig. 4 we see that SingleLPframe has a steady increase in time with respect to d. This is explainable using a dual
argument on the linear relation between number of constraints and solution times in LP mentioned earlier (this was also
observed empirically in Dulá [15]). This relation between SingleLPframe and DoubleLPframe as d increases is con-
sistent with our analysis of the performance of DoubleLPframe above with respect to d (see discussion pertaining to
Fig. 2).
A source of real DEA data has been compiled from the Report of Condition and Income [17], which contains yearly data
about U.S. commercial banks. These data are publicly available and widely used in eﬃciency analysis; e.g., Berger et al. [4].
From this data set we created the three test problems described in Table 1 which were solved using SingleLPframe and
DoubleLPframe.
The performance of the two algorithms using these data validates what was observed in our testing with synthetic data.
As seen in Table 1, SingleLPframe performs better in all three cases in terms of processing times. Problem 3 has a higher
extreme point density than the other two in a range that beneﬁts DoubleLPframe, but the increase in the size of the LPs
more than offsets any advantage this may offer DoubleLPframe. The result is that the SingleLPframe algorithm is in
this case more than two and a half times faster than DoubleLPframe.
The synthetic point sets were randomly shuﬄed such that the extreme points of the convex hull are evenly distributed
among all the points. An interesting question arises when we consider what happens if this distribution is not uniform;
that is, what is the effect if the preponderance of frame elements are located toward the beginning or toward the end
of a point set. This situation was tested using two points sets: "10by10000at15" (m = 10, n = 10,000, d = 15%) and
"10by10000at75" (m = 10, n = 10,000, d = 75%) placing the frame elements either entirely at the beginning or entirely
at the end along with the original results obtained when these were uniformly distributed. The interpretation for the case
of SingleLPframe is straight forward. From the plots in Fig. 5 it can be seen that the times are lowest when the frame is
at the end. Loading the point set with frame elements at the beginning results in the LPs reaching their maximum column
cardinality soon and these will have to be solved each time an interior point is tested and identiﬁed. If the extreme points
are at the end, although some of them will be found initially and as the procedure progresses, we can expect the number
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of columns of the LP to grow gradually and not reach their maximum size until toward the end. In the case when d = 75%,
the total time steadily decreases. The case of DoubleLPframe is not as clear and performance is harder to predict. The
variations in time for both frame densities across the three distributions does not exceed 10%, as veriﬁed in Fig. 5. This
experiment suggests that DoubleLPframe is relatively insensitive to how the extreme points are distributed in the data
set. This is consistent with the realization that the way DoubleLPframe identiﬁes extreme points is a matter of geometry
rather than relative location in the point set since it relies on the identiﬁcation of points on entire faces of the convex hull
found by solving full LPs which involve the entire data set.
6. Concluding remarks
This paper implemented a dualized, improved, and streamlined version, DoubleLPframe, of the output-sensitive frame
algorithm proposed in Ottmann et al. [27] and compared its performance with an implementation of a competing output-
sensitive frame algorithm, SingleLPframe, by Dulá and Helgason [10]. In the process, the essence of the theory and the
fundamentals of the operations of general output-sensitive frame algorithms were discussed.
There are two reasons why SingleLPframe performs better than DoubleLPframe in the vast majority of the tests
in this study: one is the fact that DoubleLPframe spends more time per small LP than SingleLPframe spends on
its similar LPs, and the other is the additional burden of solving full LPs which are not present in SingleLPframe.
The reason for the ﬁrst effect, despite DoubleLPframe always solving fewer small LPs than SingleLPframe, is that
DoubleLPframe tends to identify more than one extreme point each time it solves a full LP. The data of these extreme
points are immediately incorporated into the small LPs in the form of a new column per new extreme point found. The
result is that the LPs grow earlier and faster in DoubleLPframe than in SingleLPframe. As for the second reason, as
the density goes from low to high, the mix between small and full LPs in DoubleLPframe shifts from prevalently small
to increasingly more full LPs. Even in the cases when DoubleLPframe spends less time than SingleLPframe solving
small LPs, its total time is usually higher because of the additional full LPs solved.
There are two sets of conclusions derived from our testing. The ﬁrst relates to the performance of DoubleLPframe.
This is the ﬁrst time this procedure has been tested. In summary, DoubleLPframe requires more CPU time as n, m, and
d increase. The relation with d, however, is complex. This procedure appears to be initially less adversely affected to this
attribute but, eventually, a point is reached when the number of full LPs solved begins to have a more severe impact and
the detrimental effect of d on the total CPU time becomes increasingly more pronounced. Therefore, DoubleLPframe may
be indicated for small cardinality low-dimensional data sets and with frame densities possibly somewhere between 25%
and 50%.
The second set of conclusions relates to the comparison between SingleLPframe and DoubleLPframe. In general,
procedure SingleLPframe performed increasingly better than DoubleLPframe as either n or m increased and for
n > 2500 it was always faster than DoubleLPframe. Relative to each other, as density starts to increase, the advantage
of SingleLPframe tends to decrease. At some point this tendency is reversed and the performance of SingleLPframe
with respect to DoubleLPframe improves consistently. From the results of this experiment, using SingleLPframe in
large data sets at either very low or high frame densities will provide signiﬁcant advantages in terms of computational
times.
Project web site. The documented and self-contained source code of the implementations of SingleLPframe and Dou-
bleLPframe, the 80 synthetic data ﬁles, the three problems based on banking data, explanatory material, as well as
194 J.H. Dulá, F.J. López / Computational Geometry 45 (2012) 186–197an executable ﬁle for a Windows platform along with detailed instructions for processing a data ﬁle are available at:
http://www.people.vcu.edu/~jdula/FramesAlgorithms/.
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Appendix A
Table 2
Computational results (warm starts only).
m n d
(%)
SingleLPframe DoubleLPframe
CPU time (secs.) CPU time (secs.) # of LPs solved
Total LPs Total LPs Full Small
Full Small
5 2500 1 1.31 1.20 1.58 0.00 1.44 8 2480
5 2500 15 1.94 1.61 2.13 0.14 1.86 155 2274
5 2500 25 2.23 1.86 2.24 0.31 1.75 252 2124
5 2500 50 2.64 2.18 2.36 0.54 1.64 507 1751
5 2500 75 2.55 1.92 2.83 0.95 1.70 1050 1656
5 5000 1 4.84 4.41 5.55 0.05 5.05 23 4968
5 5000 15 6.28 5.36 7.14 0.63 5.98 348 4576
5 5000 25 7.27 6.04 8.08 1.09 6.25 584 4314
5 5000 50 8.67 6.68 9.52 2.59 6.24 1318 3794
5 5000 75 9.89 7.42 10.67 4.05 5.49 2030 3253
5 7500 1 11.88 10.61 14.11 0.11 12.74 32 7448
5 7500 15 14.50 12.28 17.42 1.83 14.48 509 6855
5 7500 25 15.95 12.95 18.70 3.10 14.20 890 6486
5 7500 50 19.53 15.48 22.28 6.70 13.91 1910 5636
5 7500 75 22.28 15.75 24.84 10.32 12.55 2873 4726
5 10,000 1 21.80 19.39 36.36 0.28 33.85 38 9931
5 10,000 15 31.25 26.99 48.41 4.75 41.67 615 9107
5 10,000 25 37.03 31.94 52.30 7.66 42.61 1007 8503
5 10,000 50 48.20 40.47 54.95 15.02 37.78 2031 7028
5 10,000 75 51.77 40.81 66.86 27.01 36.06 3794 6252
10 2500 1 1.50 1.34 1.42 0.02 1.38 7 2480
10 2500 15 3.11 2.73 4.00 0.22 3.61 103 2220
10 2500 25 3.56 3.11 4.00 0.21 3.65 174 2039
10 2500 50 4.44 3.48 3.70 0.66 2.91 349 1595
10 2500 75 4.44 3.40 5.63 2.18 3.10 1114 1725
10 5000 1 6.72 6.16 9.38 0.03 8.87 16 4962
10 5000 15 9.39 7.81 12.81 1.03 11.36 281 4507
10 5000 25 10.88 8.97 13.56 1.89 11.15 495 4220
10 5000 50 13.80 10.54 17.09 5.32 11.08 1298 3778
10 5000 75 16.59 12.07 22.61 9.47 11.97 2389 3611
10 7500 1 15.11 14.14 24.19 0.11 23.05 21 7437
10 7500 15 21.11 18.12 33.23 3.38 28.55 412 6761
10 7500 25 23.72 19.20 33.97 6.02 26.17 747 6339
10 7500 50 31.08 24.09 47.95 18.25 28.18 2028 5752
10 7500 75 37.44 27.95 63.19 32.41 28.48 3593 5453
10 10,000 1 27.53 24.90 68.84 0.39 66.52 31 9924
10 10,000 15 46.98 41.84 98.47 6.01 90.29 413 8903
10 10,000 25 57.70 50.41 100.30 10.59 87.66 713 8206
10 10,000 50 66.56 53.69 122.90 44.19 75.32 2820 7795
10 10,000 75 91.50 73.97 161.00 77.17 79.25 4985 7462
15 2500 1 1.92 1.81 2.70 0.03 2.58 3 2476
15 2500 15 3.86 3.47 5.45 0.34 4.99 121 2234
15 2500 25 5.38 4.61 6.06 0.39 5.61 130 1994
15 2500 50 6.75 5.57 5.63 1.02 4.56 272 1518
15 2500 75 6.58 5.07 8.08 3.39 4.52 966 1583
15 5000 1 7.38 6.84 10.59 0.10 10.12 12 4959
15 5000 15 13.28 11.24 20.20 1.40 18.30 239 4472
15 5000 25 15.47 12.63 20.83 2.82 17.47 457 4178
15 5000 50 19.80 15.23 22.83 6.35 15.76 1008 3493
15 5000 75 23.81 17.79 31.61 13.56 16.92 2084 3323
15 7500 1 17.64 16.29 32.47 0.22 31.26 16 7438
15 7500 15 28.83 24.70 50.23 5.15 43.63 389 6737
15 7500 25 33.73 28.01 51.91 8.30 42.11 691 6275
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m n d
(%)
SingleLPframe DoubleLPframe
CPU time (secs.) CPU time (secs.) # of LPs solved
Total LPs Total LPs Full Small
Full Small
15 7500 50 43.58 33.23 62.14 20.83 39.84 1644 5381
15 7500 75 54.48 40.64 89.02 44.28 42.41 3317 5167
15 10,000 1 35.17 32.78 117.00 0.56 114.50 20 9913
15 10,000 15 52.61 45.39 146.30 14.38 130.00 538 9000
15 10,000 25 62.36 51.19 149.50 30.02 117.20 1039 8499
15 10,000 50 97.80 78.46 203.00 74.87 124.50 2481 7445
15 10,000 75 131.80 107.40 263.20 136.60 122.40 4480 6960
20 2500 1 2.39 2.26 6.31 0.02 6.25 2 2475
20 2500 15 5.14 4.51 7.36 0.42 6.81 110 2224
20 2500 25 6.06 5.14 8.03 0.86 7.03 217 2080
20 2500 50 7.41 6.04 8.05 2.25 5.59 471 1711
20 2500 75 8.98 6.74 10.94 4.73 5.93 895 1515
20 5000 1 8.27 7.74 11.89 0.06 11.10 8 4957
20 5000 15 17.83 15.66 28.11 1.75 25.85 220 4449
20 5000 25 21.03 17.46 29.20 3.93 24.73 456 4183
20 5000 50 27.27 21.18 31.63 8.92 21.89 976 3462
20 5000 75 33.02 24.68 43.25 18.57 23.85 1938 3179
20 7500 1 21.48 20.07 41.98 0.27 40.65 14 7435
20 7500 15 38.30 33.19 67.88 5.91 60.72 349 6696
20 7500 25 45.53 38.24 72.41 11.59 59.49 676 6271
20 7500 50 59.17 46.00 87.02 27.13 58.47 1506 5237
20 7500 75 72.17 53.30 119.10 60.21 56.87 3063 4928
20 10,000 1 42.17 39.70 162.70 1.00 159.50 19 9915
20 10,000 15 66.50 57.31 207.00 24.54 180.30 528 9001
20 10,000 25 80.17 67.03 226.30 45.04 178.80 954 8417
20 10,000 50 172.60 151.20 265.10 43.13 220.00 940 5929
20 10,000 75 178.10 144.30 394.00 212.60 176.80 4141 6627
Table 3
Warm starts effect: speed-up factors per LP.
m n d
(%)
SingleLPframe DoubleLPframe
LPs Full LPs Small LPs
5 2500 1 7.76 div by zero 11.02
5 2500 15 6.82 9.90 7.95
5 2500 25 6.73 7.06 8.07
5 2500 50 6.67 8.91 7.75
5 2500 75 8.05 9.96 7.11
5 5000 1 8.20 8.10 12.24
5 5000 15 7.97 10.49 10.03
5 5000 25 7.56 9.51 9.06
5 5000 50 8.42 9.60 8.87
5 5000 75 8.67 9.65 9.15
5 7500 1 8.12 7.59 10.90
5 7500 15 7.91 8.08 9.71
5 7500 25 8.09 8.25 9.54
5 7500 50 8.07 8.12 8.87
5 7500 75 9.24 8.02 8.41
5 10,000 1 8.16 5.79 8.04
5 10,000 15 6.70 5.51 6.14
5 10,000 25 6.15 5.61 5.89
5 10,000 50 5.99 5.86 5.88
5 10,000 75 6.42 6.02 5.45
10 2500 1 10.45 4.94 17.62
10 2500 15 6.30 6.83 6.57
10 2500 25 6.20 12.18 6.08
10 2500 50 6.36 7.80 6.44
10 2500 75 6.94 7.75 6.39
10 5000 1 9.95 16.08 11.10
10 5000 15 8.89 7.82 8.11
10 5000 25 7.97 7.44 8.00
10 5000 50 7.75 7.19 7.65
10 5000 75 7.98 7.71 6.95
10 7500 1 9.45 8.65 9.85
10 7500 15 8.59 5.73 7.67
(continued on next page)
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m n d
(%)
SingleLPframe DoubleLPframe
LPs Full LPs Small LPs
10 7500 25 8.74 5.85 7.98
10 7500 50 8.21 5.31 6.98
10 7500 75 7.96 5.41 6.72
10 10,000 1 9.84 5.01 6.41
10 10,000 15 6.80 4.57 4.52
10 10,000 25 6.22 4.54 4.46
10 10,000 50 6.56 4.30 4.87
10 10,000 75 5.42 4.48 4.66
15 2500 1 10.64 1.94 13.22
15 2500 15 6.79 6.63 6.62
15 2500 25 5.85 6.33 5.61
15 2500 50 5.48 5.23 5.61
15 2500 75 6.70 5.79 5.83
15 5000 1 11.42 5.42 13.63
15 5000 15 9.60 7.65 8.15
15 5000 25 10.87 8.12 9.23
15 5000 50 9.57 8.21 8.82
15 5000 75 9.08 7.79 7.78
15 7500 1 11.34 5.28 11.18
15 7500 15 8.59 4.85 7.01
15 7500 25 8.28 5.41 6.90
15 7500 50 8.29 5.16 6.57
15 7500 75 7.49 5.09 6.13
15 10,000 1 10.79 3.29 5.27
15 10,000 15 8.82 3.58 4.48
15 10,000 25 8.41 3.34 4.74
15 10,000 50 6.40 3.26 4.13
15 10,000 75 5.31 3.27 4.06
20 2500 1 10.93 2.07 7.55
20 2500 15 6.80 6.44 6.24
20 2500 25 6.57 6.34 5.81
20 2500 50 6.55 5.31 6.45
20 2500 75 6.64 4.99 5.55
20 5000 1 13.17 6.29 16.21
20 5000 15 7.89 6.50 6.60
20 5000 25 7.67 6.10 6.73
20 5000 50 7.44 5.73 6.55
20 5000 75 7.12 5.61 5.71
20 7500 1 12.20 4.48 10.36
20 7500 15 8.60 5.16 6.65
20 7500 25 8.09 5.07 6.49
20 7500 50 7.82 4.84 5.84
20 7500 75 7.67 4.60 5.81
20 10,000 1 14.46 2.76 5.88
20 10,000 15 11.09 3.20 4.87
20 10,000 25 10.00 3.17 4.69
20 10,000 50 5.17 3.30 3.06
20 10,000 75 5.96 3.08 4.07
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