Abstract-We present a directional-edge-based object tracking system based on a field-programmable gate array (FPGA) that can process 640 × 480 resolution video sequences and provide the location of a predefined object in real time. Inspired by biological principle, directional edge information is used to represent the object features. Multiple candidate regeneration, a statistical method, has been developed to realize the tracking function, and online learning is adopted to enhance the tracking performance. Thanks to the hardware-implementation friendliness of the algorithm, an object tracking system has been very efficiently built on an FPGA, in order to realize a real-time tracking capability. At the working frequency of 60 MHz, the main processing circuit can complete the processing of one frame of an image (640 × 480 pixels) in 0.1 ms in high-speed mode and 0.8 ms in high-accuracy mode. The experimental results demonstrate that this system can deal with various complex situations, including scene illumination changes, object deformation, and partial occlusion. Based on the system built on the FPGA, we discuss the issue of very largescale integrated chip implementation of the algorithm and self initialization of the system, i.e., the autonomous localization of the tracking object in the initial frame. Some potential solutions to the problems of multiple object tracking and full occlusion are also presented.
I. Introduction

O
BJECT tracking plays an important role in many applications, such as video surveillance, human-computer interface, vehicle navigation, and robot control. It is generally defined as a problem of estimating the position of an object over a sequence of images. In practical applications, however, there are many factors that make the problem complex, such P. Zhao and T. Shibata are with the Department of Electrical Engineering and Information Systems, School of Engineering, University of Tokyo, Tokyo 113-0032, Japan (e-mail: zhao@if.t.u-tokyo.ac.jp; shibata@ee.t.u-tokyo.ac.jp).
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as illumination variation, appearance change, shape deformation, partial occlusion, and camera motion. Moreover, lots of these applications require a real-time response. Therefore, the development of real-time working algorithms is of essential importance. In order to accomplish such a challenging task, a number of tracking algorithms [1] - [6] and real-time working systems [7] - [12] have been developed in recent years. These algorithms usually improve the performance of the object tracking task in two major aspects, i.e., the target object representation and the location prediction. In the location prediction, the particle filter [13] shows a superior tracking ability and it has been used in a number of applications. It is a powerful method to localize target, which can achieve high-precision results in complex situations. Some works have proposed improvements based on the particle filter framework for better tracking abilities in very challenging tasks [6] . Despite the better performance of these algorithms with more complex structures, they suffer from the high computational cost that prevents their implementation from working in real time.
Some implementations using dedicated processors always result in power-hungry systems [10] , [14] . Many implementations parallelize the time-consuming part of algorithms, thus increasing the processing speed to achieve real-time performance [15] - [17] . These solutions depend heavily on the nature of algorithms and the performance enhancement would be limited if the algorithms are not designed for efficient hardware implementation. Some specific implementations can be employed to speed up a certain part of the algorithm, such as feature extraction [18] or localization [19] . In this case, it is necessary to consider how to integrate them into the total system most efficiently. Several problems may arise when building parallel systems, such as transmission of large amount of data.
In this paper, we have explored a solution to the object tracking task that considers an efficient implementation as the first priority. A hardware-friendly tracking framework has been established and implemented on field-programmable gate array (FPGA), thus verifying its compatibility with very largescale integration (VLSI) technology. Several problems that limit the hardware performance, such as complex computation, data transmission, and cost of hardware resources, have been resolved. The proposed architecture has achieved 150 frames per second (f/s) on FPGA, and if it is implemented on VLSI with on-chip image sensor, it is possible that it achieves the frame rate as fast as 900 f/s.
Since our solution provides a high flexibility in its configuration, it can be integrated into a lot of other more complex intelligent systems as their subsystems. Due to its real-time performance much faster than the video rate, it would provide a lot of opportunities for building real-time-operating highly intelligent systems.
In tracking algorithms, how to represent the target image is of particular importance because it greatly influences the tracking performance under certain tracking framework. Color, edge, and texture are typical attributes used for representing objects [20] , [21] . A number of other features, including active contour [11] , scale-invariant feature transform (SIFT) feature [22] , oriented energy [5] , and optical flow [23] , are also used in many works. Some works also combine these features or incorporate online learning of the model of an object and background [2] , [4] , [21] , [24] . In our research, we aim to establish both the robustness of object representation and the real-time performance of the processing because feature extraction is usually a time-consuming process.
It is well known that animals have excellent ability in visual tracking, but the biological mechanism has not yet been clarified. However, it was revealed that the visual perception of animals relies heavily on directional edges [25] . In this paper, therefore, the directional-edge-based image feature representation algorithm developed in [26] is employed to represent the object image. Robust performance of the directional-edgebased algorithms has already been demonstrated in various image recognition applications. In addition, dedicated VLSI chips for efficient directional edge detection and image vector generation have also been developed for object recognition systems [27] , [28] .
The purpose of this paper is to develop a real-time object tracking system that is robust against disturbing situations like illumination variation, object shape deformation, and partial occlusion of target images. By employing the directional-edgebased feature vector representation, the system has been made robust against illumination variation and small variation in object shapes. In order to achieve real-time performance in tracking, a VLSI hardware-implementation-friendly algorithm has been developed. It employs a statistical approach, in which multiple candidate locations are generated during tracking. The basic idea was inherited from the particle filter but the algorithm has been greatly modified and simplified from the original particle filter so that it can be implemented in VLSI hardware very efficiently. The algorithm was first proposed in [29] and the performance was verified by only simulation. In this paper, however, the algorithm was actually implemented on an FPGA, and the real-time performance and robust nature have been demonstrated by the measurement of the working system. In order to further enhance the robustness of the tracking ability, an online learning technique has been introduced to the system. When the target object changes its appearance beyond a certain range, the system autonomously learns the altered shape as one of its variations, and continues its tracking. As a result, for a large variation in the shape and for partial occlusion, the system has also shown a robust performance. The system was implemented on a Terasic DE3 FPGA board. Under the operating frequency of 60 MHz, the experimental system achieved a processing ability of 0.8 ms/frame in tracking a 64 × 64 scale object image in 640 × 480-pixel size video sequences.
Object tracking is still a challenging task for application in real world due to different requirements in complex situations. Based on the tracking system developed in this paper, we also proposed solutions to some important tracking problems, which was not included in the algorithm of [29] . We have designed a flexible architecture for multiple target tracking, using only a limited number of parallel processing elements. A new image scanning scheme has been explored to realize automated initialization of the tracking system instead of manual initialization. In this scheme, the image of the tracking target is autonomously localized in the initial frame of image sequences. The same scheme has also been used to solve a group of similar problems, full occlusion, target disappearance from the scene, and accidental loss of the target image, while requiring only a few additional logic functions in the circuitry. This paper is organized as follows. The directional edge features and the tracking algorithm are explained in Section II. The implementation of this tracking algorithm on hardware is described in Section III. Experiments and performance comparison are presented in Section IV. Advanced architectures for more difficult situations are discussed in Section V. Finally, conclusions are drawn in Section VI.
II. Algorithm
The most essential part of this algorithm is a recursive process called multiple candidate regeneration (MCR), which is similar to the prediction and update in the particle filter. The task of object tracking in a moving image sequence is defined as making a prediction for the most probable location of the target image in every consecutive frame. The iteration process is shown in Fig. 1 . At the very beginning of the tracking (the initialization stage), the target image is specified manually by enclosing an image by a square window and the center coordinates (x, y) of the window is defined as the image location. The target image enclosed in the window serves as a template in the following tracking process. At the same time, a fixed number of candidate locations are generated as possible locations for search in the next frame. In the initialization, these candidate locations are uniformly placed around the target image location so that their average location coincides the target location.
In the second frame, the similarity between the target image and the local image at each candidate location is calculated and a weight is assigned to each location based on the similarity. The larger the similarity is, the larger the weight is assigned. Then, new candidate locations are regenerated reflecting the weight (similarity) at each location. Namely, a larger number of new candidate locations are generated where the weight is large. The average of newly generated candidate locations yields the new target location in the second frame. The process continues iteratively for each coming frame. Fig. 2 illustrates the procedure of weight computation and regeneration of new candidate locations using a simple example with only four candidates. In the previous frame shown at the top, there are four candidate locations represented by black dots around the target image of a smiling face. In the present frame below, the target moves to the right and comes closer to location 3. The dotted line squares indicate the local images at candidate locations. The images at candidate locations are matched with the template image and the weights are calculated according to their similarities, which are shown as solid black circles below. A larger similarity corresponds to a larger weight, being represented by a larger solid circle. Then the same number (four) of new candidate locations are generated in the regeneration process, following the rule that a candidate with a higher weight regenerates more new candidates around its location. The old candidates are discarded after regeneration so that the total number of candidates stays constant. As shown at the bottom, four new candidates are generated and the average of their locations yields the most probable location of the target in the present frame.
The MCR inherits the basic philosophy of the particle filter. However, the algorithm has been greatly simplified so that it can be most efficiently implemented in the VLSI hardware. In particular, its application is focused only on object tracking. Thanks to the high frame-rate processing capability of VLSI chips, the target object under pursuit does not move a lot in consecutive frames, and therefore, the search area can be restricted to a small range. As a result, building a very efficient object tracking system has been made possible.
In the following, the entire algorithm is explained in detail, including the representation of object image, weight generation, candidate regeneration, and the online learning function. They are all designed specifically aiming at easy and efficient hardware implementation. Fig. 3 shows the structure of the algorithm. The principal component is the MCR block. The algorithm starts with the initialization block at the beginning, which sets up all necessary parameters, including candidate locations and the target template. The candidate container and the template container are two memory blocks that store the candidate locations and feature vectors of the templates, respectively. Initialization is carried out with the first frame image, where the target for pursuit is identified by enclosing the image with a square window as shown at the top right. This is done manually. The points in the tracking window represent locations of candidates. These points are distributed uniformly in the tracking window in the initialization step and stored in the candidate container. A feature vector of the target is generated from the image in the tracking window and stored in the template container. Throughout the algorithm, we use reduced representation of local images, and the procedure of feature vector representation is explained later in this section.
A. Algorithm Structure
There are two loops in this algorithm, loop A and B, as shown in Fig. 3 . In loop A, the output of MCR is sent back to the candidate container as inputs to the next iteration. The MCR keeps updating the candidate distribution whenever there is a new frame coming. One example is shown at the bottom right in Fig. 3 , in which the points are candidate locations and the square is located at the center of gravity of all the candidates at the present time. This yields the most probable location of the target in the present frame. Loop B represents the process of learning feedback. The online learning block generates new templates during the tracking process and stores new templates into the template container. This process is explained in detail at the end of this section.
In summary, the algorithm starts from initialization block using the first frame of the image and then processes each new incoming frame and outputs the target location continuously until there is no more input image.
B. Object Representation
As explained in Section II-A, in order to calculate the weight of each candidate, we need to evaluate the similarity between the candidate image and the template image. This is done by calculating the distance between the two feature vectors representing the two images. Therefore, employing a suitable feature representation algorithm is very important. We employed the directional-edge-based image representation algorithm [30] - [32] that was inspired by the biological principle found in the animal visual system [25] . This method needs only the grayscale information of an image as input and the output is a 64-D feature vector. It consists of three successive steps: local feature extraction (LFE), global feature extraction (GFE), and averaged principal-edge distribution (APED) [30] . Fig. 4 shows the function of each step.
1) Local Feature Extraction:
The function of LFE is to extract the edge and its orientation at each pixel location in an image. For every pixel location, the convolutions of a 5 × 5 pixel region with four directional filtering kernels (horizontal, +45°, vertical, −45°) are calculated as shown in Fig. 5 . Then, the absolute values of these four convolution results are compared, and the maximum value and its corresponding orientation are stored as the gradient and edge orientation at this pixel location, respectively.
2) Global Feature Extraction: The gradient map produced in the previous step contains edge orientation at all pixel sites. In this step, only the edges of significance are left by setting a threshold to the gradient map. All the gradient data are sorted and we find out a certain number of pixels that have larger gradient values than others. The pixel locations with these larger gradients are marked as edges in four-directional edge maps. The number of edges to be left is specified by a percentage to the total pixel number.
3) Averaged Principal-Edge Distribution: Although the information has been compressed by extracting edges in LFE and GFE, the amount of information is still massive in quantity. Therefore, a method called APED [30] is employed to reduce the four edge maps into a 64-D vector. In the APED vector representation, each edge map is divided into 16 square bins and the number of edge flags in each bin is summed up, which constitutes an element of the vector. The 64-D feature vector is the final output of the feature extraction processing and is used throughout the entire algorithm as the representation of local images, including candidate images as well as template images.
C. Weight Computation and Candidate Regeneration
Since the basic principle has already been explained, how to implement it is described here. In order to make all computations easily and efficiently implementable in the VLSI hardware, each mathematical operation was replaced by a hardware-implementation friendly analogue, which are different from that in the regular particle filter algorithm.
The local image taken from each candidate location is converted to a feature vector and the Manhattan distances are calculated with template vectors. In this algorithm, there are more than one templates in the template container to represent the target. The first template is generated at the initialization step, while others are generated during the online learning process. Therefore, the minimum Manhattan distance is utilized to determine the weight of this candidate described as follows:
(1)
Here, MD ij stands for the Manhattan distance between the candidate i and the template j, and V Ci [k] and V Tj [k] denote the kth element of the candidate vector V Ci and the template vector V Tj , respectively. D i is the minimum distance of candidate i with all the templates and W i represents the weight for the candidate i. N 0 is a constant value determining the scale of the weight. In (3), C is a threshold defining the scale of weight values, which is determined by experiments. INT means taking the integer component of the value. In this manner, those candidates that have at least one Manhattan distance value smaller than the threshold C are all preserved to regenerate new candidates in the next frame. At the same time, larger weight values are assigned to candidates with smaller distances.
In the third step, new candidates are regenerated as described below. First, the maximum weight value W max is found and it is used as a threshold number (N th ) for new candidate regeneration. Note that N th = W max (≤ N 0 ) is an integer number. At old candidate locations whose weights are equal to W max , new candidate is generated in the vicinity at each location. Then the threshold number is decreased by one and a new threshold is obtained as N th = W max − 1. Then all weight values are compared again with the new threshold number, and at those old candidate locations whose weights are greater than or equal to N th , one more new candidate is generated in each vicinity. Then, N th is decreased by one again (N th = W max − 2). The process is repeated until the total number of new candidates reaches a constant number N. After obtaining N new candidate locations, old candidates are all discarded. 
D. Online Learning
In many practical applications, the target we are concerned about is a nonrigid object, which may change its appearance and size. In addition, sufficient knowledge about the target is, in general, not available before tracking. This problem causes tracking failure if the algorithm does not flexibly learn the appearance change in the target. An online learning method is introduced to solve this problem in this paper. The learning process begins after the estimation of the target location. One feature vector is generated from the image at the target location in the present frame. Then the Manhattan distances between this feature vector and all the templates are calculated and the minimum distance is found. If the minimum distance is larger than a certain threshold, it is interpreted as the target that has changed its appearance substantially, and the feature vector is stored as a new template in the template container.
III. Implementation
This tracking system has been implemented on Terasic DE3 FPGA board that uses Altera Stratix III chip. Terasic TRDB-D5M camera is used as the image input device and a Terasic DE2 FPGA board is used for saving and displaying the tracking result. A photo of this system is shown in Fig. 6 . The following sections explain each part of the system and give the evaluation of the processing time.
A. Feature Extraction
The feature extraction stage is implemented in three serially connected functional blocks: LFE, GFE, and vectorization. In this system, the image transmission from camera to FPGA board is serial, one pixel per clock cycle. Therefore, at this stage, we built the feature extraction block working in pipeline for efficient computation. The whole system has eight such units working in parallel for efficient computation. Implementation of each part is explained in the following paragraphs and a VLSI implementation for much faster processing speed is discussed later in Section V.
The structure of LFE block is shown in Fig. 7 . There are four 68-stage shift registers, each serially connected, and the output of each shift register is inputted to the respective row of a 5 × 5 register array. It shifts pixel data of 8 bits. The shift register stores the minimum size of image data necessary for computation. The 5×5 register array works as a buffer between the shift register and the logic block. The combinational logic block deals with all the logic processing needed to calculate the gradient and orientation in two clock cycles, including doing convolution with four 5×5 kernels, taking their absolute values, and storing the largest value. The intensity values of an image are sent into the first row of the shift register and, at the same time, into the top row of the register array pixel by pixel. The four rows of data in the shift register are shifted-in to the corresponding lines of the 5 × 5 register array. In this manner, the 5 × 5-pixel filtering kernel block scans the entire image pixel by pixel and generates a directional gradient map. Because gradient values centered at the peripheral two rows and two columns are not calculated, a 64 × 64 gradient map is produced from a 68 × 68 image in 4626 clock cycles (two more cycles for processing the last value).
The following GFE block, as explained in the algorithm section, must implement the sorting function. Since we employed a hardware-friendly sorting algorithm, the processing time is only related to the bit length of the data. This algorithm is briefly explained in the following and the detail can be found in [27] .
Suppose that we need to pick out the K largest data from a group of data, the sorting starts from the most significant bits (MSBs) of the data. Before sorting, all the data are assigned a mark of "UNKNOWN." First, according to the value of MSB (1 or 0), the data are divided into two groups. The first group has all the data with "1" as MSB, while the second group owns all the data with "0" as MSB. Then the system counts how many data are in the first group. If the number is less than K, it is certain that all the data in the first group belong to the K largest and the data are marked with "YES." If the number is greater than K, all the data in the second group can be discarded as not belonging to the K largest and are marked with "NO." The data left will be still marked "UNKNOWN." In the second step, similar computation is repeated upon the second bit from MSB. The unknown data will be divided into two groups again, but the summation of the data in this step will also count in the data with mark "YES." By repeating this procedure, all the largest K data will be marked with "YES" after processing all bits of the data. This is a parallel sorting method, which can be completed in several clock cycles theoretically. The difficulty in implementation is that we need an adder that sums up all single bits coming from all the data. In this tracking system, there are totally 4096 data to process in GFE. It is not easy to implement a 4096-input adder connected to 4096 15-bit registers. Therefore, we made a tradeoff between the speed and complexity, dividing the total 4096 data into 64 groups. The implementation of this part is shown in Fig. 8 .
The 64 groups of data are processed in parallel and in a pipelined way. The "FLAG" and "MARK" are used to represent the state of each datum. The "FLAG" indicates whether the decision has already been made or still "UNKNOWN," while the "MARK" tells whether the datum is marked with "YES" or "NO." The 64 groups of data and default values of "FLAG" and "MARK" are all stored in their respective shift registers. Each shift register stores 64 data and owns one output feeding back to its input. At the beginning, the shift register shifts data for 64 clock cycles and a 64-input adder with accumulator sums up the MSB of all the data. In the next loop of 64 clock cycles, the "FLAG" and "MARK" are modified according to the summation result following the rules explained above. At the same time, the summation of the next bit from all the data are summed up, which will be used in the next loop. The calculation time for GFE is 1024 clock cycles.
The output of GFE is a binary map that contains the edge information. In the following step, this edge information is compressed effectively into a feature vector representation as explained in the algorithm section. We use shift registers and accumulators to realize this function in a common way and do not describe it in detail here.
In computer vision, SIFT [33] is an effective algorithm to detect and describe local features. From the viewpoint of hardware implementation, we compared the APED with SIFT to illustrate the performance. Implemented on VLSI and FPGA [18] , [34] , the time for computing one feature of SIFT has been reduced to about 3300 clock cycles. In order to describe a subimage, at least three features are necessary and more features are needed to describe the scene. In this paper, the feature extraction method takes about 5600 cycles to generate a global description of a candidate and in total 64 candidates are needed. Since the processing unit is not complex, it is also convenient to realize parallel processing.
B. Multiple Candidate Regeneration
The next several blocks of the system, including weight generation and new location estimation, are explained in this section. Fig. 9 shows the hardware structure of the weight generation block and candidate regeneration block. A shift register is used to store the templates. Each time when this block receives a feature vector from feature extraction block, it sends a start signal to the template container and the template container shifts out all the templates to the weight generation block. Then, Manhattan distances between the feature vector and all the templates are calculated one by one, and the minimum value of them is retained for calculating the weight. At last, the weight will be sent to the candidate regeneration block.
In the candidate regeneration block, a shift register is used to store the candidate locations, and the number of candidates is 64 in our system. The candidate regeneration block first collects all the weights for 64 candidates and then counts down from the largest weight value, which is set to 15 [N 0 = 15 in (3)] in this system. New candidate is generated when there is any candidate that has a weight value greater than the counter. As shown in Fig. 9 , there are eight directions which the new candidate can choose randomly. This avoids the problem that all the candidates may tend to be generated in the same location. A 3-bit counter is used to represent the direction for regeneration. While generating new candidates in every clock cycle, the counter is added by one. Because the process of determining whether to generate new candidate is not regular, the directions read from the counter will be like random values. For determining the distance between the old and the new candidates, this system gives a small distance variance when the weight is large, because these candidates reflect the target location better. A large distance variance is assigned when the weight is small, in order to produce a wide distribution that can cover the area for detecting the target. For example, weights larger than 12, larger than 8, and less than 8 correspond to distance of 1 pixel, 2 pixels, and 4 pixels, respectively. After the regeneration of new candidates, the new location is stored in the candidate container. The center of gravity of all the new candidate locations is sent to both the display block and the online learning block as the prediction of the new target location. For the calculation of these blocks together, a typical 620 clock cycles are needed and the maximum number of clock cycles is 1024.
C. Online Learning
After receiving the estimation of the new target location from the candidate regeneration block, this online learning block will extract the feature vector from the image at the new target location. This feature vector is compared to all the Fig. 10 . Hardware organization of this tracking system. After receiving the image data from camera, this system first allocates the data into corresponding memories. Then eight parallel candidate processing blocks work to process these data in parallel and output the weight of every candidate. These weight values are used to generate new candidate locations and the target location. The online learning block updates the templates according to the tracking result in each iteration. templates by using Manhattan distance to find the minimum distance. If the minimum distance is greater than a certain threshold, this feature vector will be stored into the template container as a new template. In order to start searching for new target locations, only a limited region in the input image that is four times larger than the tracking window is stored for saving memory resource. Fig. 10 illustrates the overview of the hardware organization of this system. Table I shows a summary of FPGA resource utilization of main processing blocks with processing time. After receiving the image data from the camera, this system first allocates the data into corresponding memories. Then eight parallel candidate processing blocks process these data in parallel and output the weight of each candidate. Then, these weight values are used to generate new candidate locations and the target location. At the same time, the online learning block updates the templates according to the tracking result in each iteration. In this system, we set up total 64 candidates for tracking. Considering the resource limitation of the FPGA board, we divided the 64 candidates into eight groups. All eight candidates in each group are processed in parallel and all eight groups are processed serially. In the experiments, on tracking with only eight candidates in total, the system still shows tracking ability, but with some degradation in the performance. Therefore, this system can be operated in different modes to achieve the balance between the tracking speed and accuracy. In the high-speed mode, the system handles a less number of candidates for higher speed search, while in the high-accuracy mode, the system takes more time and handles a larger number of candidates. At the working frequency of 60 MHz, the typical processing time for one frame (640 × 480 pixel size) is 0.1 ms in the high-speed mode and 0.8 ms in the high-accuracy mode. Such a flexible configuration provides an opportunity of realizing multiple target tracking function with a fixed number of processing elements, which is discussed in the discussion section. Data transfer is one of the most important issues in video processing system. Fig. 11 illustrates the data bandwidth of the connections between the functional blocks and memories. In Fig. 11 , only the processing of one candidate is shown, but all types of connections in the system are included. It can be observed that after the image data are transformed into a vector, the quantity of the data becomes very small for computation. It is convenient to transfer and store these vectors. Some intensive connections can be found in the GFE part, which uses row-parallel processing to reduce computational time. We considered a balance between the parallelism and the hardware resource, which is discussed in implementation of GFE in detail. In summary, the strategy for data computing in this system contains the following two aspects. First, the large amount of image data are transformed to feature vectors in an efficient way. Second, we have achieved the balance between the parallelism and the resource consumption, and limited the massive data transfer only in local regions.
D. Overall Structure
IV. Experiments
We evaluated the tracking system by using a group of challenging video sequences and showed the real-time performance of the system. For evaluation on accuracy, we did the experiments through software simulation. The program was written in a way that every logic operation is same with the implementation on FPGA. For the experiments on the real system, output of the system was real-time displayed on a monitor screen and it was recorded by a video camera. The results shown in figures are images extracted from the video. In all experiments, the parameters are fixed, such as threshold and number of candidates.
A. Evaluation on Accuracy
In this section, we show the evaluation results of the proposed system by using several challenging video sequences from a public database. For comparison, we adopted an evaluation methodology proposed in [35] and compared our system with tracking system in that work. Although this evaluation was made through software simulation, we programmed in such a way that every logic operation in program is same with the implementation on FPGA.
In Fig. 12 , tracking results on these video sequences are shown. The features of these videos are the following: the Results show the percentage of how many successful predictions are made over the total number of images in a video sequence.
Sylvester and the David Indoor video sequences present challenging lighting, scale, and pose changes: the Cola Can sequence contains a specular object, which adds some difficulty, the Tiger sequences exhibit many challenges and contain frequent occlusions and fast motion (which causes motion blur), and the Coupon Book clip illustrates a problem that arises when the tracker relies too heavily on the first frame.
In Table II , we show the tracking accuracy at a fixed threshold of 20. The threshold is a distance in pixels. If the distance between the predicted location and the ground truth in one image is larger than the threshold, the prediction in this image is considered as failed. The data in Table II show the percentage of how many successful predictions are made over the total number of images in a video sequence. Detailed information about this measurement method can be found in [35] . Table III shows evaluation on average location error on the same algorithms, including one more tracking algorithm DMLTrack [36] .
In the experiments, this tracking system shows ability of dealing with illumination change, size change, deformation, and partial occlusion. In situations of severe partial occlusion or full occlusion, this system has limitation. This is mainly because the edge feature vector we employed is a global representation, which is sensitive to severe occlusion.
B. Tracking on FPGA System
We set up the parameters of this system by optimizing them through preliminary experiments and did not change any parameter during the experiments. . 13 shows the results of an experiment, in which a cup was moved around continuously in a complex circumstance. There is a sudden illumination change on the object, produced by a spotlight coming from the right. The background also gives a disturbing brightness condition; there is light from the left side of the window, while the right side is covered by a window blind. The target changes its appearance and size while moving. According to the results, the system gave stable trace of the target in the complex situation. In this experiment, we turned off the online learning function and stored several templates of the cup in different angles and sizes before tracking. Since, in this system, the size of the tracking window is fixed, we stored some parts of the target as template when the target size is larger than the window size. The total number of templates was eight. Fig. 14 shows the online leaning process of the system. When the hand changed to several different gestures, the system detected the changes and stored the new gestures as templates. After the system learned a sufficient number of templates, it can track the target that moves around and changes its appearance continuously, as shown in Fig. 15 . Fig. 16 shows the situation where partial occlusion occurs. The target goes behind some obstacle (a chair) and a part of the target is lost from the scene. The system learns the object image partially lost by occlusion as a new template and keeps on tracking the target successfully. . Experiment on two-target tracking. In this experiment, each target had a template container, a candidate container, and 32 processing elements. Locations of the targets were initialized separately in the first frame. The result shows that the system can track two different objects well, without using additional memory or processing elements. In Table IV , we compared the performance of the proposed system with three other implementations [11] , [10] , [14] . All three other systems use particle filter as localization method but use different feature representation algorithms. These studies claimed real-time performance, but considering the calculation time for one frame, our method is much faster than the first two systems and is 40 times faster than the third system with the tracking window size 16 times larger. In addition, we also show the frame processing ability, which is, in fact, limited by the camera and the transmission between camera and processing elements. This common problem can be solved by implementing the image sensor and the processing elements on the same VLSI chip, which is discussed in the VLSI implementation section. We set up the camera to work at 25 f/s. Because the system works faster than the camera, the same frame of image is processed repeatedly (six times every frame in this system) as if it is a new frame, until the real new frame of image is captured by the camera. Since new candidates are regenerated for the same frame of image in each iteration, the tracking result is made stable when object moves faster than the movement step of candidates. For this reason, we have claimed that the processing ability of the present system is 150 f/s. The implementation of this tracking system on VLSI chips for improved performance is discussed in the following section.
V. Discussion
A. VLSI Implementation
From the analysis of the computational time of this system, it was found that most of the time is consumed in waiting for image data input and doing feature extraction computation. This is because we cannot process the image information from camera efficiently due to the data transmission limitation from the camera to the FPGA. This problem can be resolved if the algorithm is directly implemented on VLSI chips. If this algorithm is implemented with a high-performance image sensor, the performance will greatly improve. In fact, a VLSI processor has been developed for the object recognition purpose that is composed of image sensor and the feature extraction block based on the same algorithm employed in this system [27] . For a 68 × 68 image, that processor is capable of reading image data directly from the on-chip image sensor array and calculate the intensity gradients in a row-parallel way. The GFE part can be finished in only 11 clock cycles while it needs 960 cycles in this system. Therefore, a nearly six times decrease in the computational time and a higher frame rate can be expected by integrating the tracking system developed in this paper directly on the chip of [27] .
B. Multiple Target Tracking
Multiple target tracking is in great demand in certain applications. The human brain acquired such an essential ability through evolution. Although the multiple target tracking mechanism in the human brain is not yet known, in Pylyshyn and Storm's research [37] , a widely accepted theory has been proposed, which is well supported by experiments. Their data showed that participants can successfully track a subset of up to five targets from a set of ten and both accuracy and reaction times decline with increasing numbers of targets. One possible interpretation of their findings is that targets are being tracked by a strictly parallel preattentive process with limited resources.
In hardware systems, the problem of limited processing resources always exists, especially for the real-time applications. In our system, this problem is resolved by flexibly allocating the processing elements to multiple targets. Based on the implemented tracking system, we verified the tracking mechanism really works for a two-target experiment. In the experiment, there were two targets with their own templates. The 64 candidates were allocated to the two targets and the tracking process was the same as the single-target tracking. The experimental result in Fig. 17 shows that the system still tracks the targets successfully in multitarget tracking with limited resources. In different tracking applications with different number of targets and hardware resources, the mechanism of the proposed system can provide flexible and highly efficient solutions.
C. System Initialization
The algorithm adopted in this tracking system is based on a regeneration mechanism. Therefore, the initial target location must be specified manually. In this section, it is explained that the problem of initialization can also be resolved by employing Fig. 18 . Process of searching for two targets in an image based on software simulation. Images in the first row show the candidate distribution in each iteration and the location of one object is detected, as shown in the rightmost image. Images in the second row show the candidates distribution after suppressing feedback in the original image. All candidates are initialized to the default location again and go to the location of the second object after eight iterations.
the MCR mechanism developed in this paper. The merit of this solution is that it does not need any additional resources except for some simple logic elements.
In our previous experiments, initialization was done by setting up the target location manually before the tracking starts. However, there are some other requirements in different applications. For example, in some case, the system has already possessed some templates of the target and starts tracking when the target appears in the scene. Then the system must search for the target first using the templates, and when it is found, the system use this location as the initial location. We focus on this situation here and propose a solution to the initialization problem in the following.
First, the image is divided into half-overlapped subregions having the same size with the tracking window. Second, all such subregions are treated as candidates in the MCR. Similar to the tracking mechanism, all the candidates accumulate at the target location after several iterations. At last, the location determined by the candidates is stored as initial location. In the multitarget situation, the target that is already found is suppressed by giving a feedback to the image. Namely, the target found in the first round is blanked by masking. Then, the searching operation explained above is repeated to find the second target. In this iteration, the candidates accumulate at the second target location naturally. An example of finding the initial locations of two black clips in an image is shown in Fig. 18 .
For a searching task, the simplest way is to do template matching at every location in the image. This exhaustive searching strategy needs a lot of computation, especially for a large size image. In this regard, the computational complexity has been reduced significantly by this solution because only the candidate images are processed for searching.
D. Full Occlusion
Full occlusion is a very challenging problem, which may cause the tracker lose the target. This is because the tracking algorithm uses the previous target location as important information. The same searching mechanism explained in the initialization using MCR can also be used to solve this problem. When a certain condition is met while tracking (for instance, difference between the current target image and the templates is larger than a certain threshold), the tracking system enters the searching mode and keeps searching the target as it does in the initialization. When the system finds the target, it returns to the tracking mode. In this way, a target is found and tracked in real time even after disappearing for some time from the scene.
VI. Conclusion
In this paper, we proposed a real-time object tracking system, which was based on the multiple candidate-location generation mechanism. The system employed the directionaledge-based image features and also an online learning algorithm for robust tracking performance. Since the design of this algorithm was hardware friendly, we designed and implemented the real-time system on FPGA, which has the ability of processing a 640 × 480 resolution image in about 0.1 ms. It achieved 150 f/s frame rate on FPGA and can reach about 900 f/s if implemented on VLSI with on-chip image sensor. Evaluation of the tracking system on both accuracy and speed were shown and discussed, which clarify the features of this system. This paper also presented a detailed discussion on several issues of tracking, including VLSI chip implementation for faster operation, multiple target tracking, initialization problem, and full occlusion problem. The solutions presented in the discussion were based on our hardware system; this will give solutions in real-time applications.
