Abstract. Many stochastic networks encountered in practice exhibit some kind of blocking behaviour, where traffic is lost due to congestion. Examples include call dropping in cellular networks, difficulties with task migration in mobile cloud computing, and depleted stock points in spare parts supply chains.
Introduction
Stochastic networks encountered in practice often involve blocking, where customers can be delayed or lost due to various forms of congestion. A key design decision for such networks concerns the allocation of resources to limit blocking while maintaining low costs.
For example, consider cellular wireless networks in which calls are handed over between cell towers as users move and calls are dropped if the receiving tower has insufficient available capacity. Naturally, call dropping should be avoided, leading to extensive study of capacity management in cellular networks (see, e.g., [2, 36, 25] ). A similar issue plays a role in mobile cloud computing, where computational jobs are served at small "cloudlets" close to the user, rather than at a remote cloud computing facility (see, e.g., [26] ). While this can reduce delays, each cloudlet has limited capacity and migrating jobs between cloudlets due to user mobility may lead to job losses and, in turn, corresponding performance issues.
Another example concerns a supply chain network designed for maintaining capital goods with uncertain lifetimes. Any downtime of these goods is expensive and disruptive, and should be minimised to the extent possible. When a capital good breaks down, the necessary spare parts are quickly dispatched from the nearest stock point. If a spare part is unavailable at this location, blocking occurs and the parts must be sent from a more distant central warehouse, thus increasing downtime. According to [1] , sales and services related to spare parts accounted for 8% of the gross domestic product of the United States in 2003. Consequently significant research has focused on the design of spare-parts networks to balance swift response to breakdowns with costs of maintaining a large supply of spare parts (see, e.g., [35, 24, 31] ).
A similar problem arises in the context of emergency services, where ambulances and fire trucks should be located to ensure a fast response to emergencies (see, e.g., [7, 38, 37] ).
In the context of both types of examples above, the problem is often summarised as an optimisation problem max c∈C f (c), where f (c) := E F (c) is a function C → R from a set of parameters to be optimised to the real numbers representing a performance metric of interest. Here F (c) is a random variable (r.v.) that follows a different law depending on the parameter c. Let c denote a solution to this optimisation problem. While this problem is often intractable for many real-world systems of practical interest, the design of such systems requires finding a parameter choice c that ensures f ( c ) is as close to f (c ) as possible. Roughly speaking, there are two categories of existing approaches for solving capacity management problems in stochastic networks: analytical and simulation based.
Analytical approaches typically approximate the complex stochastic network with a much simpler network and solve the corresponding optimisation problem: max c∈C f (c). Examples include approximations based on product-form networks (see, e.g., [5, 21, 14] ), assumptions that network components behave independently (see, e.g., [4, 32] ), fluid-limit scalings (see, e.g., [15] ), and large-scale systems (see, e.g., [6, 16] ).
These closed-form approximations can then be used to solve the capacity management problem, either analytically (see, e.g., [23, 39] ), numerically, or using a combination of both (see, e.g., [34] ).
Simulation-based approaches typically evaluate and update capacity allocation using simulation of the stochastic network. This assumes it is possible to obtain samples f (c) of the r.v.s F (c) evaluated at specific parameters c, which are equal to f (c) in expectation, and to generate a sequence of samples ( f (c (n) )) n∈{1,...,N } . Based on these samples, algorithms aim to solve the optimisation problem max c∈C f (c), with the goals of providing rigorous performance guarantees that c (N ) → c as N → ∞ and ensuring this convergence occurs as fast as possible (i.e., c (N ) as close to c as possible for N as small as possible).
One canonical simulation-based optimisation approach is stochastic approximation (see, e.g., [18, 3] ) in which the sequence of approximate optimisers is generated according to c (n+1) = c (n) +α (n) H (n) ∇ f (c (n) ), with step-size α (n) , linear map H (n) , and estimate ∇ f (c (n) ) of the Jacobian ∇f (c (n) ). When H (n) is an identity matrix and α (n) = β/n, for some β ∈ R + , we recover the classical algorithm of [33] . Meanwhile, when H (n) is an identity matrix and ∇ f (c (n) ) is estimated using finite differences, we recover the classical algorithm of [22] ; in this case, ∞ n=1 α (n) = ∞ and other conditions on the sequence of finite difference estimates must hold for convergence to be guaranteed. These algorithms represent adaptations of gradient descent to the stochastic setting. Such adaptations of Newton and quasi-Newton type methods, where H (n) is taken to be the inverse of the Hessian matrix, is currently a very active area of research (see, e.g., [9] ).
Both analytical and simulation approaches have limitations that prevent straightforward application to the complex stochastic networks of interest. In analytical approaches, it is often impossible to find an approximation for the complex network that is sufficiently accurate and captures all relevant features; as a result, any capacity management decisions based on the approximate model may not work well in the original model. Simulation-based approaches display better accuracy, but can suffer from large computational costs, which often make their application to high-dimensional complex stochastic networks infeasible.
Recently, [12] introduced a hybrid approach that exploits theoretical properties of the stochastic network to significantly reduce the computational costs of the simulation-based approach. Simulation is exploited to evaluate the (unknown in closed form) performance metric f subject to noise at particular capacity choices according to a r.v. f (c) with E f (c) = f (c). Analytical methods are exploited to approximate f by a functional form f based on theoretical properties of the network and to directly optimise f .
The combination forms an iteration process comprising, for every iteration n, the simulation of f (c (n) ) to obtain parameters of f such that (s.t.) f (c (n) ) = f (c (n) ) and the setting of c (n+1) = arg max c∈C f (c). The authors show that, for this generated sequence with a well chosen functional form f , c (n) → c where c is close to c . Starting from c, stochastic approximation is then used to obtain a final optimal solution c . [12] show that such a hybrid approach works exceptionally well for the stochastic networks without blocking of interest therein, notably not requiring estimates of the Jacobian or Hessian.
The specific approach of [12] , however, does not easily carry over to our setting herein, where the addition of blocking fundamentally changes the dynamics of the stochastic network. Moreover, the objective function changes from a function of the queue lengths to one of the blocking probabilities, together with the additional complexity of discrete capacities for the number of servers at each station of the network rather than per-station service rates. In this paper we devise a functional-form approach to optimise stochastic networks with blocking by extending the basic approach of [12] , as well as proposing and evaluating the performance of several potential functional forms. We apply our approach to realistic examples, evaluate the method using standard and non-standard networks, and show that it can outperform stochastic approximation.
The remainder of this paper is organised as follows. Section 2 provides an overview of our functionalform optimisation approach, followed by a presentation our stochastic network model and the relevant objective function. Section 4 describes our search for a good functional form, and then we consider modifying this form to circumvent the need for a numerical solver. Section 6 demonstrates that these algorithms work well on a realistic network under a variety of scenarios, followed by concluding remarks in Section 7.
Overview of Functional-Form Approach
The objective of our study is to determine parameters c, from a set of possible network parameters C, that maximise a function f : C → R representing a performance metric of interest. Here, c ∈ C could parametrise the service rate or number of servers at each station of a stochastic network, and f (c) could capture features of the transient or steady-state behaviour of the network. In this paper we consider c to be the number of servers and f (c) to be the rate in equilibrium at which customers depart from the system without entering service (fraction of blocked customers). Note that [12] consider f (c) to be the weighted expected number of customers in the system in equilibrium.
A primary difficulty in determining the value c := arg max c∈C f (c) (1) comes from the fact that the function f is typically unknown, owing to the complexity of our stochastic network, and therefore we assume it can only be evaluated as a r.v. F s.t. E F (c) = f (c). With timeconsuming simulation, it is possible to obtain samples of F , denoted by f , and use the information contained in these samples to find an approximation of c . The objective of this paper is to develop a method for closely approximating c using as few evaluations of F as possible, for a specific model detailed in the next section.
The functional-form optimisation approach exploits underlying theoretical properties of f to augment information from simulation and speed up the iteration process of finding a good approximation to c .
This structural information is expressed as a closed-form function f (c, τ ) of both the network parameters c and some additional (potentially vector-valued) parameters τ , and used to tune f so that it fits f well locally. Depending on the complexity of f we then solve, either analytically or numerically, for
to approximate c . The function f is selected to ensure that (2) can be solved in closed form or using a fast numerical procedure, which is in stark contrast to solving for (1).
The quality of the approximation (2) relies in large part on choosing an f that properly represents fundamental behaviours of the stochastic network. We assume τ is selected from an appropriate set s.t.
the set of functions f (·, τ ) τ has elements that approximate f well and that can be reliably identified in terms of τ . For the remainder of this section we shall assume a good functional form is known and provide an iterative procedure for choosing τ , where the sequence of samples ( f (n) ) n=1,...,N is used to guide our selection of τ .
Starting with an initial value of c = c (0) , which can be chosen in various ways (e.g., [12] use their analytical solution for the corresponding product-form network), we evaluate f (c (0) ) using simulation,
), and solve for τ (1) . This renders our iteration 1 approximation function
), as depicted in Figure 1a 1 . Then, from (2), we solve c (1) := arg max c f (1) (c) to obtain our iteration 1 approximation for c .
Continuing in this manner, we evaluate f (c (1) ) via simulation and solve f (c (1) ) = f (c (1) , τ (2) ) for τ (2) to obtain our iteration 2 approximation f (2) (·) := f (·, τ (2) ) that intersects f at c = c (1) in expectation; see Figure 1b . Observe that, while selection of the functional form f requires fundamental insights into the behaviours of the stochastic network, our approach does not rely solely on inaccurate queueing formulas, in contrast to purely analytic approximations, because simulation is used to evaluate the stochastic network.
In general, our iteration process consists of the sequence of approximation functions with corresponding maximisers
where the tuning parameter τ (n) in each iteration is obtained by solving
Assuming convergence of the process, we iterate (3) -(5) until the difference ||c (n) − c (n−1) || is sufficiently small. This approach relies on the fact that f (·, τ (n) ) provides a good approximation for f around c = c (n−1) and thus the algorithm is likely to move in the proper direction at each iteration. This also provides significant computational improvements over purely simulation-based methods: Instead of, for instance, running many expensive simulations to estimate the Jacobian (or Hessian) as in stochastic approximation, our functional-form approach essentially uses f (a function C → R) to provide ∇ f (c)
as an approximation for the gradients ∇f (c), which requires only a single inexpensive evaluation of f per iteration. Beyond these computational savings, we also believe that this approach is less sensitive to the variance of F than approaches that rely on estimates of gradients (since it uses only point estimates which are likely to be less noisy than gradient estimates).
Following [12] , when this approximation needs to be further refined, the final c (n) can be used as a starting point for a simulation-based optimisation approach with guaranteed convergence properties, such as stochastic approximation. This second stage may have improved accuracy over our functional-form approach above, but it also can be computationally costly. However, by first obtaining a near-optimal solution using our fast hybrid functional-form approach, the more expensive purely simulation-based approach requires far fewer iterations to find the optimal solution, thus significantly reducing the overall computational costs over exclusively using simulation-based optimisation.
Stochastic Networks with Blocking
We now define the stochastic network model and the corresponding optimisation problem formulation, followed by some specific examples. It is important to note that the applicability of our general approach, and even of our eventual choice of functional form, is by no means limited to this class of models.
Moreover, since the full model is only evaluated using simulation (in order to estimate f (c (n−1) )) as discussed in Section 2, one may add many details and extensions to the simulation model that are not present in the model defined below. Meanwhile, it is important to retain the basic components of this stochastic model (e.g., blocking, no waiting room) in order to obtain the best possible results.
3.1. Mathematical Model. Consider a stochastic network comprising a set of stations L := {1, . . . , L};
e.g., each station could represent a base station in a cellular network or a stock point in a spare-parts network. Customers arrive to the network according to exogenous arrival processes, move between stations to receive service, and then depart from the network. Station l has c l servers that can each serve a customer; we refer to c l as the capacity of station l and define c := (c l ) l=1,...,L . When a customer arrives at a station to find no available server, it will immediately depart the network and we say the customer has been blocked or lost. However, if a station to which a customer arrives has an available server, it is accepted for service and remains at the server of the station for a generally distributed amount of time with finite expectation -we impose no other restrictions on the service distributions.
Each customer belongs to a class r ∈ R = {1, . . . , R} that is associated with a path comprising N r network stations defined by ψ r := (l
We assume no station appears more than once in any set ψ r , i.e., l
j , ∀i = j, but otherwise the path is completely general. A class-r customer arrives to the system at station l i+1 and either receives service or is blocked depending on whether a server is available at the station. The customer leaves the network after receiving service at station l i−1 and the exogenous arrivals of class-r customers. The number of exogenous class-r arrivals to the network over [0, t] is given by A r,1 (t). Based on observations of arrivals and blockages for each class at each station over a long time horizon (through simulation), we determine the long-run average class-r arrival rate that we assume exists and converges with probability 1 to a deterministic constant λ r ∈ R + as time t goes to infinity:
No further assumptions are made on the arrival processes, allowing as examples renewal type with independent and identically distributed interarrival times (see, e.g., [8, 28] ) and Markovian arrival processes with non-identically distributed interarrival times (see, e.g., [17, 27] ).
Let B r,i (t) denote the number of class-r blockages at station l that are subsequently blocked at the station. We assume this quantity, which depends on the capacity of the stations, converges with probability 1 to a deterministic constant p r,i (c) ∈ (0, 1] as time t goes to infinity:
Define r := ( r,i ) i=1,...,Nr , r,i := i j=1 (1−p r,j (c)), and let ·, · be the usual inner product operator. To optimise the performance of the above system operating in equilibrium, we express the corresponding expected net rate of reward generation by the system as
This expression serves as our objective function, which is inspired by the capacity value function investigated by [11, 10] in the context of Erlang-B loss systems and later generalised by [29] in the context of provisioning cloud computing platforms. Our optimisation formulation seeks to determine
The capacity values above are discrete, however application of our optimisation approach will involve continuous functions of c. We therefore make the following assumption.
Assumption 1. When a customer arrives to a station with (non-integer) capacity c and finds c + 1
customers, the customer is blocked. If an arrival encounters c customers, the newly arriving customer is accepted with probability c − c , and blocked otherwise. When an arrival finds less than or equal to c − 1 customers, the arrival is accepted.
The above assumption results in a continuous relaxation of the objective function that matches (8) at integer points. Whenever our (approximate) optimal solution is non-integer, we round to the closest integer. In addition, we make a natural non-degeneracy assumption that the optimal capacity allocation is strictly positive. The implication of this assumption is that we are essentially working with systems that are known to be profitable with respect to (w.r.t.) naive capacity choices and the overall goal is to improve the level of profitability.
Assumption 2. The optimal capacity is greater than or equal to one for all stations, that is c l ≥ 1 for
Illustrative problem instances. Our model represents stochastic networks with blocking such
as cellular networks where calls can be lost (dropped) from local base stations and instead resolved by the network protocol, as well as spare-parts networks where parts can be lost (unavailable) from local stock points and instead handled by a central warehouse; our formulation represents the corresponding optimisation problems where θ reflects the costs incurred for per-station capacities in both types of networks, ω reflects the rewards received for servicing calls at every base station in cellular networks with lost calls causing forfeited rewards, and ω reflects the benefits received for dispatching parts at every stock point in spare-parts networks with central warehouse delays causing forfeited benefits. The following four problem instances illustrate some of the complexities that arise in practical applications, with the last example providing a flavour of the type of systems for which our approach is intended. With capacity costs θ 1 per unit time to provision and rewards ω 1,1 per successful call service completion, the objective function (8) can be explicitly evaluated over C = N as
Although not directly amenable to calculus-based optimisation due to the discrete nature of the denominator in (10), it is straightforward to evaluate this function on modern computers and the optimal capacity can be found by brute force for relatively large c 1 .
Example 2. Now consider the above system with a second customer classes. Class r customers arrive from a Poisson process with rate λ r and, upon successful service at the station, depart the system. Hence,
1 = 1. With capacity costs θ 1 per unit time to provision and rewards ω 1,1 and ω 2,1 per successful class 1 and 2 service completion, we maximise over C = N 2 the objective function given by
Example 3. Next consider a system with two stations, a single customer class, and capacities c 1 , c 2 ;
see Figure 2b . Customers arrive to station 1 from a Poisson process with rate λ 1 and, upon successful service at station 1, attempt service at station 2. Hence,
Observe that, while p 1,1 (c 1 ) is independent of c 2 , p 1,2 (c) depends on both c 1 and c 2 because larger c 1 renders a larger number of arrivals to station 2. With capacity costs θ 1 and θ 2 per unit time to provision and rewards ω 1,1 and ω 1,2 per successful service completion at stations 1 and 2, respectively, the objective function (8) is given by
which is maximised over C = N 2 . We provide in Appendix A an explicit expression for f (c) that we exploit in Section 5.2 to evaluate the performance of our general approach. and rewards ω r,l per successful service completion of class-r customers at station l s.t. |ω| = 28.
Finding Appropriate Functional Form
Now consider our functional-form approach to solve the resource optimisation problem (9), recalling we cannot directly solve (9) because the objective function (8) must be evaluated via simulation. A functional form tailored to the specific model of interest can have significant benefits over existing frameworks that assume a generic objective function, such as stochastic approximation. We first discuss the simplest case to identify good functional-form candidates, and then we extend this approach to the case of general networks.
4.1. Simple case. For the single-station, single-class network in Example 1 of Section 3.2, and depicted in Figure 2a , the problem formulation consists of determining the server capacity c 1 ∈ N that maximises the objective function (11) . Here the costs θ 1 and rewards ω 1,1 are known constants, and the arrival rate λ 1 is independent of the capacity and assumed to be known (alternatively, it can be found from simulation). The blocking probability p 1,1 (c 1 ), however, depends on the long-term behaviour of the underlying stochastic process and is not explicitly known in general; the exception, of course, is the case of Poisson arrivals where p 1,1 is given by (10) .
Since p 1,1 contains all complex aspects of f (·), with the remainder of f only serving to connect the intricate reward-reducing blocking behaviour in the system, we need a function p 1,1 (·, τ 1,1 ) that well approximates p 1,1 in order to identify a functional-form approximation
Given an appropriate choice for p 1,1 , our Algorithm 1 implements the iterative algorithm (3) - (5) for a desired level of accuracy > 0 and a maximum number of steps N ∈ N.
Algorithm 1: Single-station optimisation Result: Approximation to optimal capacity allocation.
1 Choose c
1 > 0, > 0, N ∈ N; 2 Set n = 1 and g > ; 3 while g > and n ≤ N do
As an approximation to the optimal capacity, set c
Some key desirable properties for an appropriate functional form include: (i) behaviour similar to the blocking probability in a corresponding loss system as a function of c 1 ; (ii) p 1,1 convex and decreasing in c 1 so that the blocking probability decreases as the capacity increases; (iii) p 1,1 (0, ·) = 1, i.e., always block if there is no capacity; (iv) lim c→∞ p 1,1 (c, ·) = 0, i.e., the blocking probability goes to 0 as the capacity grows large; (v) unique τ 1,1 -solution to Step 5 of Algorithm 1, for all c 1 ≥ 0; and (vi) p 1,1 analytically differentiable in c 1 with an identified solution so that numerical solutions of Step 6 in Algorithm 1 are not necessary. Although a substantial literature exists on the analysis of the Erlang-B formula (10) (see, e.g., [19, 13, 30, 20] ), functional forms inspired by these works do not meet the desirable properties (v) and (vi) and lead to poor approximations. Instead, after extensive computational exploration of a variety of forms, we selected two far simpler expressions that showed promise: the ratio form
and the Weibull form
Note that both expressions contain an additional variable k ≥ 0 that can be fine-tuned, thus inducing a family of functional forms for each. Our primary source of inspiration for these functional forms was related to cumulative probability distribution functions for r.v.s with non-negative support. Some such forms were immediately discarded because of their complexity; for example, the gamma and log-normal distribution functions were eliminated due to the presence of factorials and error functions. We performed the computations presented later in this section for a variety of different forms (i.e., Pareto, trapezoidal, reciprocal), finding that (15) and (16) showed the most potential. We also investigated switching the role of k and τ 1,1 in (16), but the results were not encouraging.
For both the ratio and Weibull functional forms, Step 5 of Algorithm 1 can be computed in closed form. In particular, after straightforward algebraic manipulations, we have that the solution of Step 5 in Algorithm 1 for the ratio form can be written as
and that the corresponding solution for the Weibull form can be expressed as
In both cases, the solution to Step 6 of Algorithm 1 is then computed numerically.
To illustrate the quality of these functional forms, Figure 3 
1,1 ) from (14) with p 1,1 the ratio form (15) for k = 0.5, 1, 1.5, 2 and τ
1,1 obtained from (17) with c 1,1 obtained from (18) .
Inspection of these results shows that the ratio form with k = 1.5 or k = 1 provides c
1 values close to optimal, despite these functions being quite different w.r.t. how closely they track the actual value of the objective function. This highlights the importance of having an approximate function with curvature Note that p r,i only depends on the resource allocation at station l (r)
i . While done for simplicity, we shall see from computational experiments that this approximation works quite well.
Each (class
Once these τ r,i are determined, we then can obtain a new approximation to the optimal resource allocation problem by evaluating the corresponding version of (8) and (9): arg max
, τ r,j .
Algorithm 2: General network optimisation
Result: Approximation to optimal capacity allocation.
2 Set n = 1 and g > ;
3 while g > and n ≤ N do 4 For r ∈ R and i = 1, . . . , N r , evaluate p r,i (c (n−1) ) using simulation;
5
For r ∈ R and i = 1, . . . , N r , solve for τ
, τ r,i );
6
As an approximation to the optimal capacity, solve
Set g = ||c (n−1) − c (n) || and n = n + 1;
This procedure is summarised in Algorithm 2. For the single-station, single-class case of Section 4.1, both the ratio form (15) and the Weibull form (16) perform well. Table 1 provides the corresponding extensions to general networks and to τ -solutions of (19) . Note that there are two additional functional forms (c) and (d) listed in Table 1 -these form the basis for an enhancement to our approach, which is discussed in the next section.
Functional Form Refinements
Step 6 of Algorithm 2 requires a numerical solver for all but the simplest cases. To circumvent this, we now present various modifications to the functional forms that allow us to analytically solve Step 6. We show in Section 6 that these enhancements also improve the algorithm performance. Our presentation proceeds in four stages: Section 5.1 modifies the functional forms to eliminate the need for a numerical solver in a single-station network; Section 5.2 extends this to the case of a tandem network; Section 5.3 extends the approach to the case of a two-class network; and Section 5.4 extends our approach to general networks Table 1 . Functional forms and associated tuning parameters for Algorithm 2. Step 6 of Algorithm 1 requires us to find c (n) that maximises f (c
1,1 )) . Due to concavity and differentiability (and deferring consideration of boundary conditions until later), this requires analytically solving for c 
and for the Weibull form (16)
To illustrate why solving (21) and (22) is analytically intractable in general, consider the Weibull functional form with k = 2, in which case (22) reduces to
Solving the above equation w.r.t. c
1 relies on evaluation of the Lambert W function that is well-known to require numerical approximation.
The key difficulty in solving (21) and (22) is the appearance of c 
and for the Weibull function (22) we obtain
By integrating the left-hand side of (24) and (25) w.r.t. c
(n)
1 , we obtain a modified ratio functional form and modified Weibull functional form, respectively. These results are summarised in Table 1 
to simplify Step 6 of Algorithm 1. Further observe for these new functional forms that property (ii) above, i.e., p(0) = 1, does not necessarily hold. As previously seen in Figure 3 , however, this may not be an issue as long as the curvature of f matches that of f around c .
Upon solving (24) and (25) for c (n) 1 , we can explicitly replace the numerical optimisation in Step 6 of Algorithm 1 with the expressions for the ratio and Weibull modified forms
respectively, where the maximum operator is due to the boundary condition chosen to satisfy Assumption 2.
We performed extensive simulations to confirm that forms (c) and (d) perform very similarly to (a) and (b), respectively. One example is provided in Appendix C.1, where Figure 9 plots the progression of the algorithm using the modified forms (c) and (d) in comparison with the corresponding cases using (a) and (b) (with the same parameter settings as used in Figure 4 , but with an initial condition c (0) 1 = 30).
Tandem networks.
We expand our exploration to include the tandem-station, single-class network in Example 3 of Section 3.2, depicted in Figure 2b . Based on the objective function (13) for this model, we aim to find the optimal capacity allocation (c 1 , c 2 ). The costs θ 1 , θ 2 and rewards ω 1,2 , ω 1,1 are known constants, and the arrival rate λ 1 is known or can be found from simulation. As in the single-station single-class case, we need to approximate the blocking proportions p 1,1 and p 1,2 with functions p 1,1 and p 1,2 to find a good functional form
In this case we compute the iteration process (3) -(5) as described in Algorithm 2 where (20) is given more explicitly by (26) .
While this algorithm could be implemented using either of the functional-forms (a) and (b) in Table 1 and numerically solving Step 6, we seek a closed-form solution to Step 6. To do so, we evaluate (26) at (c
2 ) and differentiate, yielding the set of equations
1,1 ) dc
Setting (27) and (28) equal to 0 renders a system of equations that we want to solve in order to obtain a next approximation for the optimal capacity allocation.
We saw in the previous subsection that, when c (n) 1 appears multiple times in an equation to be solved for an optimal value (e.g., (23)), replacing all but one appearance of c (n) 1 with c (n−1) 1 yields a highly simplified equation that can be solved in closed form. However, doing so for (27) and (28) in (28) . To this end, let f l denote the use of f to optimise capacity at station l. Consequently, we work with the set of functions { f 1 , f 2 } in place of f , thus implicitly defining f 1 and f 2 as
2 ) dc
For example, under a modified Weibull form with k = 2 (introduced in (25)), we have
1 ) = −θ 1 + 2c
2 ) = −θ 2 + 2c
Setting these to 0 and solving allows us to derive explicit expressions for c 
This yields the additional functional-form options (c) and (d) in Table 1 , each of which can be varied according to a parameter k. While the functional forms (a) and (b) in Table 1 can be used in Algorithm 2 with a numerical solver, the functional form (d) can be used to directly obtain (31) and (32) for Step 6 of Algorithm 2; and the functional form (c) can be used in a similar fashion. We consider these results more generally in Section 5.
For the simple tandem network herein, it is possible to explicitly evaluate the objective function (13) using matrix analytic methods (MAMs). Although this approach does not extend to more complex settings, we present these derivations in Appendix A to enable an exact evaluation of the various functional forms, which we detail in Appendix C.2. Our key finding, as elaborated on in Appendix C.2, is that the modified functional forms for tandem networks, which do not require a numerical optimisation solver, appear to exhibit comparable accuracy and efficiency to the originally proposed forms. 
Adapting the statement of Algorithm 2 to this model is straightforward: in Steps 4 and 5 replace p 1,2
and p 1,2 with p 2,1 and p 2,1 respectively, and in Step 6 use (33) instead of (26) .
Seeking a closed-form solution to
Step 6, we differentiate f from (33) w.r.t. c
Setting this equation equal to 0, we observe that it cannot be solved in closed form and it contains multiple instances of c 
which is only fully specified given a procedure for choosing the weights w 1,1 and w 2,1 and the function p 1 . We now cover the details of such a procedure.
Recall Once again, observing sample paths of these processes allows us to estimate p r,i (c). Letting n l,r denote the index of station l (r) i , i.e., n l,r = i for station l (r)
i , we define A l (t) := r:l∈r A r,n l,r (t) to be the total number of customers arriving at station l in [0, t], and similarly define B l (t) := r:l∈r B r,n l,r (t) to be the total number of customers blocked at station l in [0, t]. Following our approach leading to (7), we define p l (c) to be the almost sure limit of the proportion of customers blocked at station l:
which is the long-run proportion of customers blocked at station l (assuming existence). Note that estimates p l (c) for p l (c) can be generated at the same time as estimates p r,i (c) with almost no additional computational burden. The weight w r,i given to p r,i when replaced with p l
which is exact if the per-class arrival processes are independent Poisson processes.
Next, we want to consider p 1 utilising the functional forms in Table 1 . For example, in the Weibull
l ). Then we can evaluate (35) at c (n) 1 and differentiate to obtain
For our modified forms (c) and (d), the above expression can be explicitly evaluated. Upon letting γ 1 = λ 1 ω 1,1 w 1,1 + λ 2 ω 2,1 w 2,1 , this renders for the modified ratio form
and for the modified Weibull form
From our computational experiments for a simple network consisting of two customer classes, as presended in Appendix C.3, we continue to observe that our modified forms provide comparable accuracy and efficiency to the originally proposed forms.
5.4. General networks. Sections 5.1 -5.3 introduced variations of our functional forms for small network instances, supporting analytical solutions of Step 6 in Algorithm 2. We now combine the lessons drawn from these special cases in order to devise an approach for general networks.
Recalling the per-station total blocking proportion p l in (36), the intuition of Section 5.2 points us towards using a set of functional-form approximations f l l∈L where in iteration n of the algorithm we
for l ∈ L \ {l} replaced by c 
, from which we derive
.
Setting this expression to 0 yields an alternative to numerical optimisation that can be used in Step 6 of our algorithm. This 'per-station' approach is summarised in Algorithm 3.
Noting that the second term in Step 6 of Algorithm 3 is just a constant, and following our handling of the modified Weibull form with k = 2 in (31) and (32) for the tandem network, we solve Step 6 of Algorithm 3 explicitly for the functional forms (c) and (d) as given in Table 2 . This renders for the modified ratio form
Algorithm 3: Per-station functional-form optimisation Result: Approximation to optimal capacity allocation.
3 while g > and n ≤ N do
4
Using simulation, evaluate p r,i (c (n−1) ) for r ∈ R, i = 1, . . . , N r , and evaluate p l (c (n−1) ) for l ∈ L;
5
For l ∈ L, solve for τ
As an approximation to the optimal capacity, for l ∈ L solve
Output c (n) . Table 2 . Functional forms and associated tuning parameters for Algorithm 3.
where in both cases
By combining the update for c l from (37) with the explicit solution for the τ l from Table 2, Algorithm 3 for the ratio form can be viewed as fixed-point iteration of the mapping
. A similar characterisation can be obtain for the Weibull form. Assuming a maximum number of servers available to be allocated, the existence of a fixed point of H can be established using Brouwer's theorem.
In the next section we investigate the performance of the algorithm presented in this subsection, and compare it to Algorithm 2 (as presented in Section 4.2).
General Computational Experiments
In Section 4 and Section 5 we performed several computational experiments on various network instances, motivating our choice of functional forms and demonstrating the benefit of our approach. In this section we further investigate the performance of our algorithm on two larger scale and more complex systems.
These examples are motivated by real-life systems and allow us to investigate high-dimensional instances of our approach.
6.1. Canonical networks. In this subsection we evaluate the performance of Algorithm 2 and Algorithm 3 on Example 4 in Section 3.2. In all of the experiments the interarrival times and service times are generated from two-stage Coxian distributions with parameters set and scaled to match a collection of coefficients of variation (CoVs). We consider 100 randomly chosen (unique) scenarios where the interarrival times have a CoV randomly sampled from {0.75, 2, 3.25}, service times at stations 1 and 2 are randomly sampled from {2, 3.75, 5.5}, service times at stations 3 and 4 are randomly sampled from {1.5, 3, 4.5}, and service times at stations 5 and 6 are always equal to 1.5. The scenarios generated by this process are given in Table 6 in Appendix D.
The interarrival times for customers of class i are sampled as
, where E 1 and E 2 are independent unit-mean exponentially distributed r.v.s, q ∈ (0, 1) is a real number, and B is a Bernoulli r.v. with parameter q. The parameter q = 1 2 v −2 is set s.t. CoV of the interarrival times matches the desired value v, specified in Table 6 for the scenario being studied. For classes i = 1, . . . , 6 we take λ i = 5
and v equal to A1 as specified in the first column of Table 6 . For classes i = 1, . . . , 6 we take λ i = 2.5 and v equal to A2 as specified in the second column of Table 6 . Service times are specified on a per-station basis. The service times of all customers at station i are sampled as
, where E 1 , E 2 , B, and q are as before. For station i the CoV is set to match the value given in the (2 + i)-th column of Table 6 . Capacity costs θ i are assumed unitary for all stations. The amount of reward generated by a successful service ω r,i is equal for all classes of customer at any particular station. We consider three different reward settings, as displayed in Table 3 .
Our first goal is to understand how well the algorithms find an approximation to the optimal solution defined in (9) . In order to find a benchmark we implemented a stochastic approximation algorithm (Algorithm 4 in Appendix B) for each scenario and reward setting. In Figure 6 we display the mean optimality gap from 10 sample paths of our Algorithm 2 and Algorithm 3 for the different scenarios and reward settings. It can be seen that both algorithms are capable of reliably achieving an optimality gap of less than 10% in most scenario and reward settings. In the equal reward setting both algorithms achieve an optimality gap of approximately 1%. In the increasing reward setting the performance is not quite as good and tends to be across the range 1-10% for both algorithms. In either of these reward settings it is positive to see that our algorithm which does not require access to a numerical optimisation package (Algorithm 3) does not lose accuracy compared to the algorithm which does have access to a numerical optimisation package (Algorithm 2). In fact, for the unordered weight setting Algorithm 3 has distinctly superior performance to Algorithm 2 in terms of accuracy.
Our second goal is to understand how efficient our algorithms are. Specifically, we would like to know how many iterations the algorithms require to reach a high level of accuracy. The average optimality Table 6 . gap at our randomly chosen initial conditions over the 3000 experiments we conducted was at least 55% (this is the average optimality gap considering only those experiments where the initial objective function value was positive) and in many cases exceeded 100%. In Figure 7 it can be seen that for all scenarios and reward settings where the optimality gap was reduced below 10%, this was always achieved in less than 5 iterations using Algorithm 3 and usually less than 5 iterations using Algorithm 2. To reduce the optimality gap below 1% the algorithms required approximately 10 iterations. Notably, since our method is derivative free it only requires a single sample of f per iteration. In contrast, stochastic approximation with central finite-difference estimates (as in Algorithm 4) requires 12 samples of f per iteration. The implication is that for many of the scenarios we considered in order to outperform our algorithm stochastic approximation would need to achieve an optimality gap of less than 1% in a single iteration. Table 6 . vastly longer to generate than the functional form approach sample paths, with the 100 station example taking several days to complete in the case of stochastic approximation and all of the functional form sample paths completing in under an hour.
Conclusion
In this paper we considered the problem of optimising a stochastic network with blocking by allocating servers to each station in the network. Since increasing the number of servers comes at a cost, finding the optimal allocation requires finding a careful balance between network performance and service costs. We observed that existing approaches in the literature do not work because the network is too complex for analytical methods that rely on product-form approximations, and too large for existing computational approaches. We proposed a novel hybrid approach that combines analytical approximation of stochastic networks with simulation optimisation, and show that this approach significantly outperforms stochastic approximation in terms of the required computational effort.
Although we limited ourselves to stochastic networks with a particular type of blocking, our approach can be extended to more general networks, both with and without blocking. For instance, instead of considering a network where customers traverse a series of stations and may be blocked at any one of them, we could consider a network where customers are redirected to new stations until they find one with sufficient capacity. This corresponds for instance to a multi-echelon spare-part network, where a customer represent a request for the closest spare part. In order to extend our approach to this and other settings, new functional-form approximations need to be formulated and tested. • Q 2 be a (c 2 + 1) × (c 2 + 1) matrix with non-zero entries
Then, use these to define
Take π to be the stationary distribution of the Markov chain generated by infinitesimal generator D,
i.e., π D = 0 and π1 (c 1 +1)(c 2 +1) = 1. We then obtain the following expression for the expected number of successfully processed customers at each station using [27, Theorem 1]:
where o(t) → 0 is a function h(t) s.t. h(t)/t → 0 as t → ∞. The quantities of interest κ 1 and κ 2 follow immediately from differentiation of this expression and multiplication by the appropriate θ term. Based on this we can explicitly compute (13) for our tandem network of loss systems.
Appendix B. Stochastic Approximation Implementation
For C ⊂ R d , let Π C be a function R d → C that, for x ∈ R d , returns c ∈ C which minimises ||c − x||. Let e l be a vector with all components 0 except for component l, which is unitary, and let {δ (n) } n∈N and {α (n) } n∈N be sequences satisfying
Then, if f are uniformly bounded r.v.s, Algorithm 4 is a convergent (in probability) stochastic approximation algorithm [22] .
Algorithm 4: Stochastic approximation.
of the Jacobian;
5
Choose a step size α (n) ;
In each iteration of this algorithm the step size α (n) can be determined using the following backtracking line-search method. First choose β > 0, 1 ∈ (0, 1), 2 ∈ (0, 1), D > 0. Set α (n) = β (n) and d = 1, and then:
Else: set α (n) = 1 α (n) and d = d + 1, and return to (i).
Choosing β (n) = βn −1/3 where β ∈ R + is a positive real number and δ (n) = n −1/6 ensures that (39) holds and the algorithm therefore converges to the true optimiser with probability 1. We observe from this example that the ratio and Weibull forms continue to perform quite well. Importantly, our modified forms do not display reduced accuracy in comparison with their original counterparts, and in some cases are in fact more accurate. The modifications for the ratio form case yield a noticeable reduction in the number of iterations needed to achieve convergence, while the number of iterations needed for convergence of the Weibull form case do not appear to be substantially affected by the modifications.
To study the accuracy and efficiency of our modified functional forms in more general tandem networks, we compare performance over 100 different scenarios. Each of these scenarios has rewards chosen uniformly at random from the interval (0, 2), mean service times chosen uniformly at random from the generating 100 suitable scenarios, we used each to compute a sample path of our algorithm for the ratio (k = 7), modified ratio (k = 8), Weibull (k = 2), and modified Weibull (k = 2) functional forms. The initial condition for each scenario was chosen uniformly at random from (1, . . . , 100) 2 and held constant across the different forms. The choices of k reflect values that performed well in the experiments used to generate Table 4 .
To investigate the accuracy of our algorithm, Figure 10a reports the optimality gap achieved by our our algorithm under the various functional forms, relative to the exact optimal value with the same stopping condition used in Table 4 . For many cases it can be observed that our algorithms achieve an optimality gap of less than 1%, with only one instance exhibiting an optimality gap of greater than 10%.
To investigate the efficiency of our algorithm, Figure 10b reports the number of iterations needed to obtain the optimality gap reported in Figure 10a . i is set s.t. the coefficient of variation (CoV) matches a chosen value. We set λ 1 = 12, λ 2 = 20, noting that this set-up means that these parameters are also the long term average arrival rates as defined in (6) . We choose q s.t. the CoV is 0.75 for class 1 customers and 1.25 for class 2 customers. We suppose that successfully serving a class 1 customer renders a reward of ω 1,1 = 0.8, and successfully serving a class 2 customer renders a reward of ω 2,1 = 1.2. The capacity cost is set to θ = 0.3, and service times follow a unit-mean exponential distribution. We applied stochastic approximation (Algorithm 4 in Appendix B) to this system several times with different initial conditions to obtain a benchmark of 21.7773 for the optimal performance. We sampled 100 unique initial conditions and then ran our algorithm with these initial conditions using each functional form with various values of k. The corresponding mean and variance of the objective function values, together with the mean number of iterations for these values, are presented in Table 5 . It can be observed that the ratio and Weibull forms, which worked well for the simple Erlang system and the tandem system, continue to work well in this setting. Of primary importance, however, is that we again see that our modified forms perform comparably to our original forms. Interestingly, higher values of k now appear to result in more variance in the optimal value obtained by the algorithm. For this reason, we proceed in further experiments with k = 8 for the ratio form, k = 6 for the modified ratio form, and k = 2 for the Weibull and modified Weibull forms. Finally, Figure 11 provides evidence that the modification presented in this subsection does not degrade our algorithm performance across various parameter settings for the system used to generate Table 5 .
Similar to the previous subsection, we randomly generated 100 different scenarios and report on accuracy and efficiency. In these experiments we selected λ 1 uniformly from (4, 9), λ 2 uniformly from (8, 18), CoVs uniformly from (1, 2), service times according to an exponential distribution with mean selected uniformly from ( 2 3 , 2). For many of the scenarios an optimality gap of less than 1% is acheived, and only approximately 3% of the scenarios had an optimality gap of greater than 10%. (In a small number of cases our algorithm achieved a final estimated objective function value slightly better than stochastic approximation, but these are not displayed in the figure and likely due to noise.) This performance occurs in many cases from less than 5 iterations; in only a small number of cases are more than 10 iterations required; and the greatest number of iterations was never more than approximately 20. We continue to observe that our modified forms provide comparable accuracy and efficiency to the originally proposed forms.
