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Abstract 
 
Existing and evolving trends and paradigms in manufacturing, such as mass customisation and personalisation, call for better communication 
among product-production design and customisation and production execution. Specifically, the lack of feedback from and to the shopfloor can 
lead to lower product quality and increased production times. In state-of-the-art industrial practices, the most common visual interface devices 
for communication comprise control unit terminals, TFT monitors mounted over work stations, as well as the growing trend of mobile PCs and 
tablets. New technologies, such as Augmented Reality (AR), have also been considered in academic research for process simulation and 
operator guidance and training. This paper proposes a novel use of AR goggles, coupled with other mobile devices for the communication of 
people, working on the shopfloor and in the engineering offices. The proposed methodology tries to address the challenges, related to the use of 
both technologies (and their respective interfaces) by presenting an integrated approach: the use of a mobile device as an input device and as a 
fiducial marker for the positioning  of a virtual screen in front of the user. After the presentation of the concept, its advantages  and 
disadvantages, compared with current practices as well with the rest of the relevant academic work, are presented. The technical 
implementation to be realised, including specific software frameworks that will be used is also described. Special attention is given to the data 
models that will support the implementation of this approach as well as to show how they can be integrated into the existing systems and 
practices. 
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1. Introduction 
 
In the era of mass customization and in the emerging of 
mass personalization, manufacturing systems need to be as 
flexible as possible [1]. Although in human based systems 
(nonautomatic, semiautomatic) flexibility is considered being 
higher than that in fully automated systems, and the systems 
themselves are considered more adaptable to changes, there is 
still potential for the flexibility and response of the shopfloor 
operators to be increased. 
The use of smartphones or similar devices as support tools 
for operators was initially examined in [2]. In a similar 
approach,  the  authors  discuss  a  software  system  utilizing 
wireless information and communication for supporting 
assembly line operators in performing their assembly tasks 
[3]: the proposed system sends information to operators to 
handheld devices (iPod Touch) of each operator. Furthermore, 
the use of tablets has been explored in a case where  the 
concept of a mobile dashboard for shop floor workers, 
providing information on process context, performance, 
knowledge and communication was presented [4]. In these 
approaches relevant data models were also created to support 
such activities. 
At the same time, the use of Augmented Reality 
technologies in support of human operators is becoming 
increasingly    investigated    into.    Through    AR,    digital 
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information and knowledge can be reused, while supporting 
assembly operators [4]. With the new advances in the AR 
hardware field, digital content can be visualized in high 
quality and fidelity, while the tracking systems utilize the 
advancements in ubiquitous computing, providing accurate 
tracking of objects in a real environment. However, there is a 
great need for integrating AR systems with information 
structures, associated to manufacturing systems [6]. In another 
approach, an iPod Touch device was used as a gesture-control 
mechanism that enabled image based manipulation [7]. 
Although it has been argued that Interfaces of AR applications 
should be intuitive for users and easily controlled with natural 
human movements, such as gestures and kinesthetic control, 
this is hardly the case for industrial applications, where users 
need to provide more elaborate input, including filling in 
alphanumeric fields [8]. Moreover, performing gestures in 
industrial environments, where heavy machinery is around 
should be avoided. A typical AR system consists of a 
hardware device that can be either head mounted or handheld. 
A typical AR software system has two main functionalities; 
user tracking and information augmentation. The hardware 
system components are usually bundled in one device, where 
the display and computational functionalities are supported on 
the same device. The most common devices in the shopfloor 
applications are Head Mounted Displays (HMDs) [6]. 
However, wearing HMD devices can create headaches, 
dizziness and nausea. This is due to the graphics lag in the 
direct view and can quickly lead to “simulator sickness” [9]. 
 
2. Synchronised use of AR goggles and handheld devices 
 
As discussed earlier, both AR equipment and handheld 
devices, such as the iPod Touch or similar devices, have been 
explored as communication tools on the shopfloor. However, 
the following limitations can be observed in each case. 
 
1. AR goggles limit the input that can be provided by the user 
since vocally or through gestures are the only techniques 
for feedback; although, the AR goggles are very easy to 
carry, and in some cases, don’t even interfere with the 
users’ field of view, they cannot be used as input devices 
as they require the use of additional tools (such as a 
smartphone bundled through Bluetooth) [6]. 
2. Handheld devices, in the form of tablets, are not flexible in 
terms of transportation; tablets can be difficult to carry, 
especially in cases that users have to perform  manual 
tasks. Although they have adequate surfaces  for 
information and allow more elaborate input, they have to 
be carried in a case or in one hand, thus limiting the user’s 
movements. 
3. Handheld devices in the form of “smartphones” can 
provide limited information due to their size. They can be 
quite difficult to read, especially when there is a lot and 
complex information to be provided. 
4. AR HMD devices can lead to headaches, dizziness and 
nausea, especially when the augmented content does not 
follow the real world context presented to the user (static 
or dynamic with lag). 
Although the simultaneous use of AR goggles  and 
handheld devices has been discussed in literature, the 
combination of additional features of Augmented Reality 
hasn’t been explored [8]. The following figure summarizes the 
disadvantages and advantages of each hardware application: 
 
 
 
Fig. 1. AR assessment for shopfloor applications. 
 
2.1. Requirements of combined use 
 
It is evident in Fig. 1 that a combined use of the existing 
hardware could be favourable in terms of uniting the benefits 
and eliminating the drawbacks of each device’s use separately. 
However, the combination of devices should happen in a way 
that it would be complimenting the pertinent application. This 
paper examines the use of AR technologies on the shopfloor 
for the provision of information regarding 3D guidance for 
manual processes and getting feedback directed to engineers 
(belonging to product or process departments) [10]. Since the 
tablet has two main drawbacks that cannot be avoided, it is 
dismissed in this context. These drawbacks are particularly 
significant when providing guidance for manual  processes 
[11]. The two hardware devices that are left are handheld 
ones, namely the Apple iPod and the AR goggles, each having 
its own disadvantages. 
The main disadvantage of the handheld devices is the 
limited size of the screen that makes reading quite 
challenging. This can be overcome by high resolution AR 
goggles. The AR goggles in turn, can be difficult to work 
with, in cases that a lot of information is displayed in a static 
way, i.e. without following the user’s movement. 
In the proposed approach the handheld device will be used 
as an input device and the AR glasses as an output device 
(Fig. 2). The applications targeted are: 
 
x Process monitoring 
x Feedback to and from engineers 
x Manual processes assistance (guidance) 
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Fig. 2. Proposed arrangement of devices. 
 
2.2. Applications of combined use 
 
As mentioned in the previous section, the applications for 
the proposed arrangement are three in principle and will be 
further explained in the following paragraphs. It should be 
noted that the applications were considered before the 
requirements for the hardware combination were, but are 
presented afterwards for the avoidance of any confusion. 
The first application is related to the monitoring of the 
process performance achieved by the operator. The process 
performance can be expressed in time, cost, quality and 
energy related values. Relevant indicators can be viewed 
through the implementation of a screen with the AR goggles 
(Fig. 3). 
 
 
 
Fig. 3. Exemplary operator’s process monitoring screen. 
 
The indicators viewed by the operator are directly related 
to the process and present his / her compliance with the 
processes planned cycle time (CT), overall product quality 
((Total number of units processed – pulls/ Total number of 
units processed)), energy consumption of the respective 
workstation against the objective as well as the cost per 
product or time unit. Finally, information on the units  to 
follow can be provided so that the operators can plan their 
actions accordingly. 
Additionally, the proposed setup may allow for more 
elaborate input mechanisms, which can assist in the 
communication between shop floor and engineering offices. 
A few existing approaches have demonstrated this potential 
[10]. Previous research on the topic also revealed the potential 
 
of wireless technologies on the shopfloor, where operators 
successfully carried out tasks on a truck assembly line by 
consulting handheld devices, in cases of uncertainty [3]. The 
handheld device can be used purely as an input device, while 
the user’s input can be displayed on the screen viewed 
through the AR goggles. 
The operator can be guided through a 3D content and 
additionally with the handheld device to navigate through the 
process steps (i.e. for manual assembly) and also provide 
feedback on possible issues during the process. 
 
 
 
Fig. 4. AR assistance to the operator [3]. 
 
3. Support of information input and output 
 
In order to support the aforementioned application the 
technical specifications that should be available are presented 
below. 
 
3.1. Handheld device as fiducial marker 
 
Since a stationary image in front of the user might cause 
nausea when following his / her field of view, the screen for 
the proposed applications will follow the handheld device. 
The screen will appear bigger over the handheld device (Fig. 
5). This can be done by using the input device’s screen as a 
fiducial marker. Furthermore, each different screen can use 
customized input fields as fiducial markers. 
Since the Augmented Reality application for the display of 
information will change what is displayed on the basis of the 
 
 
 
Fig. 5. Visualisation of the monitoring screen over the handheld device. 
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identified fiducial marker (Fig. 6), i.e. from the screen of the 
handheld device, the screen presented will be positioned over 
the user’s hand, thus avoiding any possible nausea that can be 
caused by a static screen. 
 
 
 
Fig. 6. Screen functions linked to handheld device. 
 
3.2. Handheld device as input device 
 
As mentioned earlier, the handheld device will work both 
as a marker for the positioning of a monitoring screen over the 
operator’s hand, and as an input device. The figure below 
shows the functionalities that have to be provided in each task 
of the handheld device. 
 
 
 
Fig. 7. Tasks supported through applications of the handheld and AR devices. 
 
While performing process monitoring, the handheld 
device’s screen will be used as an AR marker. During other 
tasks, the operator will need to navigate among the different 
functionalities of an application and even provide 
alphanumeric input. The alphanumeric input is necessary 
during the feedback delivery to the engineers when the 
operator will need to create a description of what the problem 
is regarding a process or a product (or more probably a 
component of a product). Furthermore, during the same tasks, 
data in the form of a picture, taken with the use of AR may be 
delivered. In Fig. 7, the four main screens that the operators 
will use are presented: 
 
(a) The initial menu where the user can log in and select the 
application that he wishes to use. 
(b) The process monitoring tool, where a marker is used to 
placing the screen as explained in section 3.1. The user 
will be able to navigate among the different monitoring 
screens using arrows. 
(c) The AR process instructions screen will allow the user to 
select the process he / she wishes to start with and go 
forward or backwards in a stepwise manner or even pause 
the application. 
(d) In the input screen regarding the feedback  to  the 
engineers, the operator will be able to select the type of 
feedback (e.g. issue or recommendation) through a drop 
down menu and will be able to provide an image through 
the AR goggles. 
 
It should be noted that all screens will be html based and 
will be connected to the main collaboration platform through 
a Wi-Fi. Each  screen beyond the initial menu will have a 
button that directly leads the user to the first screen (a). 
 
 
 
Fig. 8. Wireframes of HTML based screens of the handheld device. 
 
4. Proposed system architecture 
 
The proposed framework will be based on the data model 
presented in this section. The main components of the 
platform that would incorporate these technologies were 
presented in [12]. The two devices used by the operator need 
to be connected to the main platform at all times. This 
requires constant wireless access to the factory’s intranet. The 
main idea is that the proposed system can retrieve any type of 
data (e.g. process attributes or geometrical data and virtual 
instructions) from a central data repository. 
 
4.1. Data flow and storage 
 
AR goggles that can visualize large amounts of data have 
to be connected to a Personal Computer or a similar device. 
At present, the most commercial goggles namely the Vuzix 
star 1200 XL may connect to smartphones or similar devices 
like tablets and receive data from there. Therefore, the 
proposed implementation will be facilitated through the 
connections depicted in Fig. 9. 
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Fig. 9. Schema depicting the connections of the proposed approach. 
 
The data in the central platform will be handled by SW 
agents according to the users’ tasks. The data management 
interface will use a WSDL (Web Services Description 
Language) file. WSDL is an XML format for the description 
of network services as a set of endpoints operating on 
messages, containing either document-oriented or procedure- 
oriented information. When the user requests something like 
monitored values regarding a process through the handheld 
device, the relevant agent will generate an instance of a 
WSDL file to get the data from the data repository. The user 
will communicate with the agents, i.e. applications, over 
HTTP/SOAP protocols. This way, each screen of the relevant 
applications will be accessed through the handheld device’s 
internet browser. 
 
4.2. Data model and information structure 
 
All the relevant data for the applications will be stored into 
the data repository of the central platform. The following 
figures present the main classes used by the aforementioned 
applications, as well as their relationships. 
In Fig. 10, the main classes used by the applications can be 
seen. These classes include all the important information 
(including attributes not relevant to this paper) that can 
describe how products, processes and production resources (in 
the form of humans and equipment) are related to each other. 
Furthermore, it can be seen how each class is related to one 
named “EngineeringDataObject”. This  class  describes 
relevant files that have to do with various applications of the 
platform. 
The Engineering Data Objects (Fig. 11) can be divided into 
CAx files such as CAD and CAM, text documents etc. In the 
applications presented, the relevant data can be measurements 
required for the monitoring application, XML files describing 
task sequences, CAD files for generating 3D instructions etc. 
All these files can be stored as Engineering Data Objects. For 
example, feedback to engineers can be stored as an XML file 
and linked to the relevant process or product component based 
on the operator’s choice (see Section 3.2) as shown in Fig. 10. 
Fig. 10. Main classes used from the applications targeted to the operator. 
 
 
 
 
Fig. 11. Engineering data objects class diagram. 
 
5. Conclusions 
 
The purpose of this paper was to describe a framework that 
would be facilitating the parallel and complementary use of 
mobile digital devices that have emerged in the last years. 
These are handheld iPod-like devices and AR goggles. They 
have their own advantages and drawbacks, which can be 
overcome through their simultaneous use. 
This framework has three types of applications using the 
proposed device bundle; process monitoring, 3D manual 
process instructions and an application, aimed at feedback 
creation and management to engineers working on product or 
production design. All the applications are supported through 
the same communication protocols. Each application will be 
developed separately based on two different scenarios, one 
regarding the monitoring of a process’s KPIs and one for the 
guidance of an operator performing the assembly of an 
automobile’s subcomponent in a manual assembly line. In the 
second scenario the operator will send feedback based on a 
specific step of the process regarding the unsuitability of a 
supplied part by using the feedback creation application. 
These industrial scenarios are based on a case study focusing 
on needs and requirements provided by European automotive 
OEMs and SMEs. 
The authors of this paper believe that in the following 
years, the shopfloor operators working in manufacturing firms 
will have to perform in a more flexible, and at the same time, 
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highly specialised manner. This was the main motivation for 
the study presented in this paper. Finally, the authors believe 
that in the following years the technologies discussed in this 
paper – especially the ones related to Augmented Reality – 
will be broadly used in relevant applications, seamlessly 
integrated into the everyday practices of contemporary 
manufacturing firms. In the future, the proposed use of 
devices will be realised in case studies of the European 
automotive industry and integrated into a broader software 
platform, allowing for the exploration of further applications, 
related to knowledge management. 
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