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CONSTRUCTION OF A GROUP OF AUTOMORPHISMS FOR AN
INFINITE FAMILY OF GARSIDE GROUPS
FABIENNE CHOURAQUI
Abstract. The structure groups of non-degenerate symmetric set-theoretical so-
lutions of the quantum Yang-Baxter equation provide an infinite family of Garside
groups with many interesting properties. Given a non-degenerate symmetric so-
lution, we construct for its structure group a group of automorphisms. Moreover,
we show this group of automorphisms admits a subgroup that preserves the Gar-
side properties of the structure group. In some cases, we could also prove the
group of automorphisms obtained is an outer automorphism group.
AMS Subject Classification: 16T25, 20F36.
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Introduction
The quantum Yang-Baxter equation is an equation in the field of mathematical
physics and it lies in the foundation of the theory of quantum groups. Let R :
V ⊗V → V ⊗V be a linear operator, where V is a vector space. The quantum Yang-
Baxter equation is the equality R12R13R23 = R23R13R12 of linear transformations
on V ⊗V ⊗V , where Rij means R acting on the ith and jth components. V. Drinfeld
suggested the study of a set-theoretical solution, that is a pair (X,S) for which V
is the vector space spanned by the set X and R is the linear operator induced
by the mapping S : X × X → X × X. To each non-degenerate and symmetric
set-theoretical solution (X,S) of the quantum Yang-Baxter equation, P.Etingof,
T.Schedler and A.Soloviev associate a group G(X,S) called the structure group.
Furthermore, they show that each non-degenerate symmetric solution (X,S) is in
one-to-one correspondence with a quadruple (G,X, ρ, π), where G is a group, X is a
set, ρ is a left action of G on X, and π is a bijective 1-cocycle of G with coefficients
in ZX , where ZX is the free abelian group generated by X [14].
In this paper, given a non-degenerate symmetric solution (X,S) with | X |= n
and structure group G(X,S), we use the bijective 1-cocycle π : G(X,S) → ZX
and the fact that Aut(ZX) = GLn(Z) to construct a group of automorphisms of
G(X,S). Indeed, given σ ∈ GLn(Z), we define a bijection ϕ : G(X,S) → G(X,S)
by ϕ = π−1 ◦ σ ◦ π, such that the following diagram is commutative:
G(X,S) ZX
G(X,S) ZX
ϕ
π
π
σ
1
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We find a necessary and sufficient condition on σ ensuring that ϕ = π−1 ◦ σ ◦ π is
a homomorphism of the group G(X,S). Note that depending on the context, we
consider σ ∈ Aut(ZX) = GLn(Z) as a map or as matrix and we write the elements
in ZX multiplicatively. We prove the following result and we refer to Theorem 3.6,
where another equivalent condition is given and more generally to Section 3.
Theorem 1. Let (X,S) be a non-degenerate symmetric set-theoretical solution of
the quantum Yang-Baxter equation, with | X |= n. Let (G(X,S),X, •, π) be the
corresponding quadruple, where G(X,S) is the structure group, • denotes the left
action of G(X,S) on X by permutations extended to ZX and π : G(X,S) → ZX is
the bijective 1-cocycle defined by π(x) = tx, x ∈ X and π(a1a2) = (a
−1
2 •π(a1))π(a2),
a1, a2 ∈ G(X,S). Let ℑπ to be the following set:
ℑπ = {σ ∈ GLn(Z) | Aj σ = σ (f
−1
j ), ∀1 ≤ j ≤ n}
where (f−1j ) and Aj are the permutation matrices corresponding to the action of xj
and (ϕ(xj))
−1 respectively. We define Φπ to be the following set:
(0.1) Φπ = {ϕ : G(X,S)→ G(X,S), ϕ = π
−1 ◦ σ ◦ π | σ ∈ ℑπ}
Then ℑπ ≤ GLn(Z) and Φπ ≤ Aut(G(X,S)).
There exists a strong connection between set-theoretical solutions and Garside
groups [6, 7], [17], [11]. Indeed, there is a one-to-one correspondence between non-
degenerate symmetric set-theoretical solutions of the quantum Yang-Baxter equation
and Garside groups with a particular presentation. The structure group G(X,S)
of (X,S) is a Garside group that admits a Garside element of length n =| X |
which is the lcm of X with respect to left and right divisibility [6]. Furthermore,
G(X,S) admits a normal free abelian subgroup N of rank n, such that the finite
quotient group G(X,S)/N plays the role the finite Coxeter groups play for finite-
type Artin groups [8], [10]. The subgroup N is freely generated by the so-called
frozen elements θ1, θ2, ..θn. Whenever ϕ is an automorphism of the group G(X,S),
ϕ ∈ Φπ, a question that arises naturally is whether ϕ preserves the Garside structure
of G(X,S). The answer is negative in general, as ϕ ∈ Φπ is not necessarily an
automorphism of the underlying monoid. Nevertheless, we show that Φπ admits a
subgroup of automorphisms that preserves the Garside structure of G(X,S) and N ;
the automorphisms in this subgroup are induced by permutation matrices in ℑπ.
Theorem 2. Let (X,S) be a non-degenerate symmetric solution, with structure
group G(X,S) and | X |= n. Let ∆ be the Garside element of length n and Div(∆)
be the set of left (and right) divisors of ∆. Let N be the free abelian normal subgroup
of G(X,S) generated by the frozen elements θ1, θ2, ..θn. Let σ be a permutation
matrix in ℑπ and let ϕ ∈ Aut(G(X,S)) be induced by σ. Then ϕ is a length-
preserving isomorphism of the bounded lattice Div(∆) w.r to right and left divisibility.
Furthermore, ϕ(N) = N .
To some extent, we could extend the results of Theorem 2 to the subgroup of Φπ
induced by the generalized permutation matrices in ℑπ. We refer to Proposition
4.6. Indecomposable solutions are the “building blocks” of the solutions and there
is a parallel between the role of the indecomposable solutions and the irreducible
components of a finite-type Artin group. But, while a finite-type Artin group is
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the direct product of its irreducible components, this is not necessarily the case for
the structure group of a decomposable solution. For indecomposable solutions, the
groups ℑπ and Φπ satisfy some properties that are very specific to them and in
particular for the (unique) indecomposable solutions with | X |= 2, 3, we show the
group Φπ is an outer automorphism group. More precisely, we prove:
Theorem 3. Let (X,S) be an indecomposable non-degenerate symmetric solution
with structure group G(X,S). Assume | X |= 2, 3. Then
(i) ℑπ is a finite group of generalized permutation matrices in GLn(Z).
(ii) Φπ has a normal subgroup of index 2 that preserves the Garside structure.
(iii) Φπ = Out(G) for | X |= 2 and Φπ ≤ Out(G) for | X |= 3.
The paper is organised as it follows. In Section 1, we introduce the structure group
of a set-theoretical solution of the quantum Yang-Baxter equation, the bijective 1-
cocycle and its properties. In Section 2, we recall some basic material on Garside
theory and we present the Garside structure specific to the structure group of a set-
theoretical solution of the quantum Yang-Baxter equation. In Section 3, we describe
the construction of the group of automorphisms Φπ, we prove Theorem 1 and we
show the invariance of Φπ under some particular changes of bijective 1-cocycle. In
Section 4, we show the existence of a group of automorphisms that preserves the
Garside structure of the structure group and we prove Theorem 2. In Section 5, we
consider the special case of indecomposable solutions, we prove some properties of ℑπ
and Φπ that are specific to general indecomposable solutions and we prove Theorem
3. In Section 6, we present an application of our construction to the Coxeter-like
quotient group G(X,S)/N . At the end of the paper, we add an appendix, in which
we give for completion the proofs of the properties of the bijective 1-cocycle that
appear in Section 1.2.
Acknowledgment. I am very grateful to Arye Juhasz and Yuval Ginosar for fruitful
discussions.
1. Set-theoretical solutions of the quantum Yang-Baxter equation
1.1. Background on set-theoretical solutions of the QYBE. We follow [14]
and refer to [14], [20] and [2, 3, 4, 18, 19] for more details. Fix a finite dimensional
vector space V over the field R. The Quantum Yang-Baxter Equation on V is
the equality R12R13R23 = R23R13R12 of linear transformations on V ⊗ V ⊗ V ,
where R : V ⊗ V → V ⊗ V is a linear operator and Rij means R acting on the ith
and jth components. A set-theoretical solution of this equation is a pair (X,S) such
that X is a basis for V and S : X × X → X × X is a bijective map. The map S
is defined by S(x, y) = (gx(y), fy(x)), where fx, gx : X → X are functions for all
x, y ∈ X. The pair (X,S) is non-degenerate if for any x ∈ X, the functions fx and gx
are bijections. It is involutive if S ◦S = IdX , and braided if S
12S23S12 = S23S12S23,
where the map Sii+1 means S acting on the i-th and (i+ 1)-th components of X3.
It is said to be symmetric if it is involutive and braided. Let α : X×X → X×X be
defined by α(x, y) = (y, x), and let R = α◦S, then R satisfies the QYBE if and only
if (X,S) is braided [14]. The solution (X,S) is the trivial solution if gx = fx = IdX ,
∀x ∈ X.
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Definition 1.1. Let (X,S) be a non-degenerate symmetric set-theoretical solution.
The structure group of (X,S) is presented by Gp〈X | xy = gx(y)fy(x) ; x, y ∈ X〉.
For each x ∈ X, there are unique y, z ∈ X such that S(x, y) = (x, y) and S(z, x) =
(z, x), since gx, fx are bijective and S is involutive. So, the presentation of G(X,S)
contains n(n−1)2 defining relations, where | X |= n. Note that the structure group of
the trivial solution is the free abelian group generated by X.
Example 1.2. Let X = {x1, x2, x3, x4}, and S : X × X → X × X be defined by
S(xi, xj) = (xgi(j), xfj(i)) where gi and fj are permutations on {1, 2, 3, 4} as follows:
g1 = (2, 3), g2 = (1, 4), g3 = (1, 2, 4, 3), g4 = (1, 3, 4, 2); f1 = (2, 4), f2 = (1, 3), f3 =
(1, 4, 3, 2), f4 = (1, 2, 3, 4). The solution (X,S) is non-degenerate and symmetric
and its structure group G(X,S) has the following defining relations:
x1x2 = x
2
3; x1x3 = x2x4; x2x1 = x
2
4;
x2x3 = x3x1; x1x4 = x4x2; x3x2 = x4x1
There are four trivial relations: x21 = x
2
1, x
2
2 = x
2
2, x3x4 = x3x4, x4x3 = x4x3.
Definition 1.3. [14] Let (X,S) be a non-degenerate symmetric solution.
(i) A subset Y of X is an invariant subset if S(Y × Y ) ⊆ Y × Y .
(ii) An invariant subset Y is non-degenerate if (Y, S |Y×Y ) is non-degenerate and
symmetric.
(iii) The solution (X,S) is decomposable if X is the union of two non-empty disjoint
non-degenerate invariant subsets. Otherwise, (X,S) is indecomposable.
Two solutions (X,S) and (X ′, S′) are equivalent solutions if there exists a bijection
α : X → X ′ such that S′ ◦α×α = α×α ◦S. There exists a unique indecomposable
solution (X,S) (up to equivalence) for | X |= p, p a prime. Indeed, in this case,
(X,S) is a permutation solution, that is all the functions fi are equal to a p-cycle
f and all the functions gi are equal to f
−1. A classification of non-degenerate and
symmetric solutions with X up to 8 elements, considering their decomposability and
other properties is given in [14].
P.Etingof, T.Schedler and A.Soloviev show that non-degenerate symmetric solu-
tions, up to equivalence, are in one-to-one correspondence with quadruples (G,X, ρ, π),
where G is a group, X is a set, ρ is a left action of G on X, and π is a bijec-
tive 1-cocycle of G with coefficients in ZX , where ZX is the free abelian group
spanned by X. Indeed, they show that the group G(X,S) is naturally a subgroup
of Sym(X)⋉ZX , such that the 1-cocycle defined by the projection G(X,S) → ZX
is bijective. More precisely they define and prove the following facts:
Theorem 1.4. [14] Let (X,S) be a non-degenerate symmetric solution of the quan-
tum Yang-Baxter equation and G(X,S) be its structure group. Let Sym(X) be the
group of permutations of X and ZX be the free abelian group spanned by X. Let the
map φf : G(X,S) → Sym(X)⋉Z
X be defined by φf (x) = f
−1
x tx, where x ∈ X and
tx is the generator of Z
X corresponding to x. Then
(i) The assignment x 7→ f−1x is a left action of G(X,S) on X.
(ii) Let a ∈ G(X,S) and w = tm11 t
m2
2 ..t
mn
n ∈ Z
X . Assume a acts on X via
the permutation f . Then a acts on ZX in the following way: a • tx = tf(x) and
a • w = tm1
f(1)t
m2
f(2)..t
mn
f(n), where • denotes the extension of the left action of G(X,S)
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on X defined in (i) to ZX .
(iii) The map φf is a monomorphism.
(iv) The map π : G(X,S) → ZX , defined by π(g) = w if φf (g) = αw, with α ∈
Sym(X) and w ∈ ZX , is a bijective 1-cocycle satisfying π(a1a2) = (a
−1
2 •π(a1))π(a2).
The product in Sym(X)⋉ZX is defined by: f−1x tx f
−1
y ty = f
−1
x f
−1
y tfy(x)ty [14].
1.2. Computation rules for the 1-cocycle and its inverse. We assume (X,S)
is a non-degenerate symmetric set-theoretical solution with X finite of cardinality
n and structure group G(X,S). We denote by Zn the free abelian group generated
by X written multiplicatively. Here, we present some technical preliminary results,
in particular we give some computation rules for the 1-cocycle π and its inverse
π−1 that are implicit in [14] and can be easily derived from [10]. The proofs of
the lemmas of this section appear in the appendix. With no loss of generality, we
assume π(1) = 1.
Lemma 1.5. [14] Let T : X → X be the map defined by T (x) = f−1x (x). Then the
map T is invertible and T−1(y) = g−1y (y). Furthermore, f
−1
x ◦ T = T ◦ gx, ∀x ∈ X.
Note that inductively Tm(x) = f−1
Tm−1(x)
Tm−1(x) = f−1
Tm−1(x)
f−1
Tm−2(x)
..f−1
T (x)f
−1
x (x).
Lemma 1.6. Let π : G(X,S) → Zn be the bijective 1-cocycle defined in Prop.
1.4(iv). Let xi, xj ∈ X. Let ti, tj be generators of Z
n corresponding to xi and xj
respectively. Let u, v ∈ Zn. Then
(i) π(x−1i ) = t
−1
f−1i (i)
(ii) π−1(tj) = xj.
(iii) π−1(titj) = xf−1j (i)
xj.
(iv) π−1(uv) = π−1(π−1(v) • u)π−1(v)
Definition 1.7. Let (X,S) be a non-degenerate symmetric solution, with X finite.
(i) Let x, y ∈ X. We say (X,S) satisfies the condition C, if fx ◦ fy = IdX and
gx ◦ gy = IdX , whenever S(x, y) = (x, y). The elements xy and yx are called frozen
elements of length 2 [8].
(ii) We say (X,S) is of class m, if fx fT (x) fT 2(x) ... fTm−1(x) = IdX , for all x ∈ X.
Remark 1.8. In Defn. 1.7(ii), we use the terminology from [10]. The formulation is
not the same as Defn. 2.2[10], but it is equivalent to it. Note that satisfying condition
(C) is equivalent to being of class 2, since fx ◦ fy = IdX implies gx ◦ gy = IdX from
Lemma 1.5 and whenever S(x, y) = (x, y), y = g−1x (x) = f
−1
x (x) and the condition
C can be rewritten as fxfg−1x (x) = fxfT (x) = IdX . Note also that being of class m
implies Tm(x) = x, for all x ∈ X.
Example 1.9. In Example 1.2, T (x1) = x1, T (x2) = x2, T (x3) = x4, T (x4) =
x3, since we have the four following trivial relations: x
2
1 = x
2
1, x
2
2 = x
2
2, x3x4 =
x3x4, x4x3 = x4x3. The solution satisfies condition (C), as f
2
1 = f
2
2 = f3f4 = IdX .
In [8], the present author and E.Godelle show that if (X,S) is a non-degenerate
symmetric set-theoretical solution, with | X |= n, that satisfies the condition C, then
there is a short exact sequence 1→ N → G(X,S) → W → 1, where N is a normal
free abelian subgroup of G(X,S) and W is a finite group of order 2n. Moreover,
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N is freely generated by the n frozen elements of (X,S) of length two and W is a
Coxeter-like group, that is a finite quotient that plays the role that Coxeter groups
play for the finite-type Artin groups [8]. P.Dehornoy extends our result and using
another terminology he shows that the condition C may be relaxed [10]. Indeed, he
shows that if (X,S) is of class m, then for each x ∈ X there is a chain of trivial
relations of the form xy1 = xy1, y1y2 = y1y2, y2y3 = y2y3, .., ym−1x = ym−1x,
yi ∈ X. Here, we call the element y1y2y3..ym−1x the frozen element of length m
ending with x. The subgroup N , generated by the n frozen elements of length m,
y1y2y3..ym−1x, xy1y2y3..ym−1, .., y2y3..ym−1xy1, is normal, free abelian of rank n
and the group W defined by G(X,S)/N is finite of order mn and plays the role that
Coxeter groups play for finite-type Artin groups [10].
Example 1.10. In Example 1.2, the normal subgroup N is generated by the four
frozen elements of length two: x21, x
2
2, x3x4, x4x3; a presentation of the Coxeter-
like group W is obtained by adding the following four relations: x21 = 1, x
2
2 =
1, x3x4 = 1, x4x3 = 1 to the presentation of G(X,S).
The following lemma is useful in the characterisation of the frozen element of
length m ending with x ∈ X, where m is the class of the solution.
Lemma 1.11. Assume (X,S) is of class m. Let x ∈ X.
(i) S(x, T−1(x)) = (x, T−1(x)) and S(T (x), x) = (T (x), x).
(ii) Tm−1(x)Tm−2(x) ... T (x)x is the frozen of length m ending with x.
In the following lemma, we give some computation rules for π−1 and show the
frozen elements act trivially on Zn. It means that the normal subgroup N is con-
tained in the kernel of the left action of G(X,S) on X with the map x 7→ f−1x .
Lemma 1.12. Assume (X,S) is of class m. Let x ∈ X. Assume π(x) = t.
(i) π−1(t−1) = (Tm−1(x))−1 = (T−1(x))−1 = (g−1x (x))
−1
(ii) For ℓ > 0, π−1(tℓ) = T ℓ−1(x)T ℓ−2(x) ... T (x)x.
(iii) π−1(tm) = θ, where θ is the frozen element of length m ending with x.
(iv) π−1(t±m) • w = w, for all w ∈ Zn.
(v) π−1(t−m) = θ−1.
(vi) π−1(t±mi1 ..t
±m
ik
) • w = w, for all w ∈ Zn.
2. The connection between Garside groups and the QYBE
There exists a strong connection between set-theoretical solutions and Garside
groups [6, 7, 11, 17]. Indeed, in [6], we show there is a one-to-one correspondence
between non-degenerate symmetric set-theoretical solutions of the quantum Yang-
Baxter equation and Garside groups with a particular presentation (see Thm. 2.4).
We first begin with some basic background on Garside groups in Section 2.1 and
then in Section 2.2 we present some prior results relating Garside groups and set-
theoretical solutions of the quantum Yang-Baxter equation.
2.1. Background on Garside monoids and Garside groups. Here, we recall
some basic material on Garside theory, and refer to [11], [13] for more details. We
start with some preliminaries. If M is a monoid generated by a set X, and if g ∈M
is the image of the word w by the canonical morphism from the free monoid on X
ontoM , then we say w represents g. A monoidM is cancellative if for every e, f, g, h
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inM , the equality efg = ehg implies f = h. The element f is a right divisor (resp. a
left divisor) of g if there is an element h in M such that g = hf (resp. g = fh). The
element f is a a least common multiple w.r to right-divisibility (left lcm) of g and h
in M if g and h are right divisors of f and additionally if there is an element f ′ such
that g and h are right divisors of f ′, then f is right divisor of f ′. We denote it by
f = g∨Rh. The complement at left of g on h is defined to be an element c ∈M such
that g ∨R h = cg, whenever g ∨R h exists. We denote it by c = g \ h. The right lcm
and complement at right are defined similarly and denoted respectively by ∨L and \˜.
A monoid M is left noetherian (resp. right noetherian) if every sequence (gn)n∈N of
elements of M such that gn+1 is a left divisor (resp. a right divisor) of gn stabilizes.
It is noetherian if it is both left and right noetherian. An element ∆ is balanced if
it has the same set of right and left divisors. In this case, we denote by Div(∆) its
set of divisors. If M is a cancellative and noetherian monoid, then left and right
divisibilities are partial orders on M .
Definition 2.1. (1) A locally Garside monoid M is a cancellative noetherian monoid
such that any two elements in M have a lcm for left (and right) divisibility if and
only if they have a common multiple for left (and right) divisibility.
(2) A Garside element of M is a balanced element ∆ with Div(∆) generating M .
(3) A monoid M is a Garside monoid if M is locally Garside with a Garside element
∆ satisfying Div(∆) is finite. A group is a Garside group if it is the group of fractions
of a Garside monoid.
Garside groups have been first introduced in [12]. The seminal examples are
the braid groups and more generally the Artin groups of finite type. Recall that
an element g 6= 1 in a monoid is called an atom if the equality g = fh implies
f = 1 or h = 1. From the defining properties of a Garside monoid, if M is a
Garside monoid, then M is generated by its set of atoms, and every atom divides
every Garside element. There is no invertible element, except the trivial one, and
any two elements in M have a left (resp. right) gcd and a left (resp. right) lcm; in
particular, M satisfies the Ore’s conditions, so it embeds in its (left and right) group
of fractions [9]. The left and right gcd of two Garside elements are Garside elements
and coincide; therefore, by the noetherianity property there exists a unique minimal
Garside element for both left and right divisibilities. This element ∆ will be called
the Garside element of the monoid.
Definition 2.2. [23] Let G be a Garside group with Garside element ∆.
(i) An element g ∈ G is said to be periodic if gq is conjugate to ∆p, where p ∈ Z,
q ∈ Z≥1, p and q are prime, and q is the smallest positive integer such that g
q is
conjugate to a power of ∆.
(ii) An element g ∈ G is said to be primitive if it is not a non-trivial power of
another element, that is if g = hk with k ∈ Z, then k = ±1.
Theorem 2.3. Let G be a Garside group.
(i) [26]There exists a finite-time algorithm that, given an element g ∈ G and an
integer k ≥ 1, decides whether there exists h ∈ G such that hk = g and then finds
such an element h if it exists.
(ii) [23, Prop. 5.2] There exists a finite-time algorithm that makes a list of primitive
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periodic elements, such that each primitive periodic element of G is conjugate to
either exactly one element in the list or its inverse.
2.2. Description of the Garside structure specific to the structure group.
In the following theorem, we describe the one-to-one correspondence between non-
degenerate symmetric set-theoretical solutions of the quantum Yang-Baxter equation
and Garside groups with a particular presentation.
Theorem 2.4. [6, Thm.1] (i) Assume that Mon〈X | ℜ〉 is a Garside monoid such
that:
(a) the cardinality of ℜ is n(n− 1)/2, where n is the cardinality of X and each
side of a relation in ℜ has length 2 and
(b) if the word xixj appears in ℜ, then it appears only once.
Then, there exists a function S : X × X → X × X such that (X,S) is a non-
degenerate symmetric set-theoretical solution and Gp〈X | ℜ〉 is its structure group.
(ii) For every non-degenerate symmetric set-theoretical solution (X,S), the structure
group G(X,S) is a Garside group, whose Garside monoid is as above.
Moreover, the Garside structure of the structure groups has interesting additional
properties described below.
Proposition 2.5. [6, 7] (i) Let x, y ∈ X, x 6= y. Then x \ y = f−1x (y).
(ii) The Garside element ∆ is the lcm of X for both left and right divisibilities.
(iii) Let s belong to M . Then,
s belongs to Div(∆)
⇐⇒ ∃Xℓ ⊆ X such that s is the lcm w.r to left-divisibility of Xℓ
⇐⇒ ∃Xr ⊆ X such that s is the lcm w.r to right-divisibility of Xr.
(iv) If s belongs to Div(∆) then the subsets Xℓ and Xr defined in Point (ii) are
unique and have the same cardinality.
Note that for s ∈ Div(∆), Xℓ = Xr if and only if s is balanced. In [8], the
present author and E.Godelle show that if (X,S) is a non-degenerate symmetric
set-theoretical solution, with | X |= n, that satisfies the condition C, then there is a
normal free abelian subgroup N of G(X,S) such that G(X,S)/N is a finite quotient
group that plays the role that Coxeter groups play for the finite-type Artin groups
(Coxeter-like group), that is there is a bijection between the elements in G(X,S)/N
and Div(∆) [8]. P.Dehornoy extends our result and shows that if (X,S) is of class
m, then there is a bijection between the elements in G(X,S)/N and Div(∆m−1)
[10].
M.Picantin defines the notion of a ∆-pure Garside group. A Garside monoid M
is ∆-pure if for every x, y in X, it holds that ∆x = ∆y, where ∆x = ∨L{b \ x; b ∈
M}. He shows if G is the group of fraction of a ∆-pure Garside monoid with
exponent e, then the centre of G is infinite cyclic generated by ∆e, where e is the
order of the conjugation automorphism by ∆ [25]. We show the structure group of
(X,S) is ∆-pure Garside if and only if (X,S) is indecomposable [6]. So, if (X,S) is
indecomposable, Z(G) = 〈∆e〉 and if it is decomposable, Z(G) is the direct product
of cyclic groups.
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Example 2.6. The solution (X,S) given in Ex.1.2 is an indecomposable solution.
So, the monoid with the same presentation as G(X,S) is a ∆-pure Garside monoid
and Z(G(X,S)) = 〈∆〉, where ∆ = (x1x3)
2 = (x2x4)
2 = (x3x2)
2 = (x4x1)
2 is
the left and right lcm of X. For G2 and G3, the structure groups of the (unique)
indecomposable solutions for | X |= 2 and | X |= 3 respectively, the centre is
infinite cyclic generated by the Garside element ∆. We have Z(G2) = 〈∆2〉, where
∆2 = x
2
1 = x
2
2 and Z(G3) = 〈∆3〉, where ∆3 = x
3
1 = x
3
2 = x
3
3. Using that, we recover
the result Inn(G2) = Z2 ∗ Z2 [22].
3. Construction of a group of automorphisms of the structure group
3.1. Description of the construction of the group of automorphisms Φπ.
Let (X,S) be a non-degenerate symmetric solution of the quantum Yang-Baxter
equation and G(X,S) be its structure group. Assume | X |= n. Let π : G(X,S)→
Z
n, be the bijective 1-cocycle defined in Prop. 1.4. Let σ ∈ GLn(Z) = Aut(Z
n).
Depending on the context, σ denotes a map in Aut(Zn) or a matrix in GLn(Z). We
define a map ϕ : G(X,S)→ G(X,S) in the the following way:
(3.1) ϕ : G(X,S)→ G(X,S), ϕ(a) = π−1 ◦ σ ◦ π(a)
That is, ϕ is defined such that the following diagram is commutative:
G(X,S) Zn
G(X,S) Zn
ϕ
π
π
σ
As ϕ is a bijection ofG(X,S), the question whether ϕ is an automorphism ofG(X,S)
reduces to the question whether ϕ is a homomorphism of G(X,S). More generally,
an epimorphism of G(X,S) is necessarily an automorphism of G(X,S), as G(X,S)
is Hopfian. But, a monomorphism of G(X,S) may not be an automorphism of
G(X,S), as G(X,S) is co-Hopfian. We give the proof for completion.
Proposition 3.1. The group G(X,S) is residually finite, so G(X,S) is Hopfian.
Furthermore, G(X,S) is co-Hopfian.
Proof. The structure group G(X,S) = Zn⋊H, where Zn is the free abelian group of
rank n and H is a subgroup of Sn the symmetric group of n elements [14]. Both Z
n
and H are residually finite, so G(X,S) is residually finite [21]. This implies further
that G(X,S) is Hopfian [24, 1]. Let σ : Zn → Zn, such that det(σ) 6= 0,±1. Then σ
is a monomorphism that is not surjective. Let ϕ : G(X,S) → G(X,S) be defined by
ϕ = π−1◦σ◦π. Assume ϕ is a homomorphism of G(X,S). So, ϕ is a monomorphism
that is not necessarily surjective. That is, G(X,S) is co-Hopfian. 
We recall some notation from Section 1. The function S is defined by S(xi, xj) =
(xgi(j), xfj(i)), where fi, gi : X → X are bijections. The bijective 1-cocycle π :
G(X,S) → Zn is defined by π(xi) = ti, where xi ∈ X, ti is the generator of Z
n
corresponding to xi and π satisfies π(a1a2) = (a
−1
2 •π(a1))π(a2), for a1, a2 ∈ G(X,S),
where • is the extension of the left action x 7→ f−1x of G(X,S) to Z
n. Given
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σ ∈ GLn(Z), we denote by (wi) the i-th column of σ and by wi the element in Z
n
representing (wi) written multiplicatively, that is
wi = σ(ti) = t
σ1,i
1 ..t
σn,i
n =
j=n∏
j=1
t
σj,i
j
Example 3.2. We consider Ex. 1.2. Let σ ∈ GLn(Z) be:
−4 −3 −4 0
1 1 2 0
2 1 1 0
0 0 0 −1

We compute the function ϕ = π−1◦σ◦π, using Lemma 1.6 and Lemma 1.12: ϕ(x1) =
π−1(w1) = π
−1(t2t
2
3t
−4
1 ) = x2(x4x3)(x
−4
1 ), ϕ(x2) = π
−1(w2) = π
−1(t3t2t
−1
1 t
−2
1 ) =
x2x4x
−1
g−11 (1)
(x−21 ) = x2x4(x
−3
1 ), ϕ(x3) = π
−1(w3) = π
−1(t3t
2
2t
−4
1 ) = x3(x
2
2)(x
−4
1 ) and
ϕ(x4) = π
−1(t−14 ) = x
−1
g−14 (4)
= x−13 . From Prop. 1.4 and Lemma 1.6, the element
ϕ(x1) = x2(x4x3)(x
−4
1 ) acts on the left on Z
n via the permutation f−12 f
−1
4 f
−1
3 f
4
1 =
f−12 . The permutations corresponding to π
−1(w2), π
−1(w3) and π
−1(w4) are respec-
tively f3, f
−1
3 and f3.
Proposition 3.3. Let σ ∈ GLn(Z) and let ϕ be the bijection defined by σ. Let
1 ≤ k ≤ n. Let (wk) denote the k-th column of σ and let wk be the element in Z
n
representing (wk). Then
(3.2) ϕ ∈ Aut(G(X,S)) ⇔ (π−1(wj))
−1 • wi = wfj(i), ∀1 ≤ i, j ≤ n
That is, ϕ is a homomorphism of groups if and only if σ(x−1j •ti) = (ϕ(xj))
−1•σ(ti).
Proof. The defining relations in G(X,S) have the form: xi xj = xgi(j) xfj(i)), with
xi, xj ∈ X. So, ϕ is a homomorphism ofG(X,S) if and only if ϕ(xi xj) = ϕ(xi)ϕ(xj),
∀xi, xj ∈ X. The map π : G(X,S) → Z
n is bijective, so ϕ(xi xj) = ϕ(xi)ϕ(xj) in
G(X,S) if and only if π(ϕ(xi xj)) = π(ϕ(xi)ϕ(xj)) in Z
n. From commutativity of
the diagram 3.1, π(ϕ(xi xj)) = σ ◦ π(xi xj). From the definition of π, π(xi xj) =
tfj(i) tj, so π(ϕ(xi xj)) = σ ◦ π(xi xj) = σ(tfj(i) tj) = σ(tfj(i)) σ(tj) = wfj(i) wj .
On the other hand, π(ϕ(xi)ϕ(xj)) = π(π
−1(wi)π
−1(wj)) =
( (π−1(wj))
−1 • π(π−1(wi)) ) π(π
−1(wj)) = ((π
−1(wj))
−1 • wi) wj , using first
the definition of ϕ and next the property of π. So, ϕ is a homomorphism of
G(X,S) if and only if wfj(i) wj = ((π
−1(wj))
−1 • wi) wj , for all 1 ≤ i, j ≤ n,
that is if and only if (π−1(wj))
−1 • wi = wfj(i), for all 1 ≤ i, j ≤ n. We have
(π−1(wj))
−1 • wi = (ϕ(xj))
−1 • σ(ti) and wfj(i) = σ(tfj(i)) = σ(x
−1
j • ti), so ϕ is a
homomorphism of G(X,S) if and only if σ(x−1j • ti) = (ϕ(xj))
−1 • σ(ti). 
Example 3.4. In Ex.3.2, we find that the element (π−1(w1))
−1 acts on the left on Zn
via the permutation f2. So, (π
−1(w1))
−1 • w3 is equal to t
−4
f2(1)
t2
f2(2)
tf2(3) = t1t
2
2t
−4
3 ,
which does not represent any column of σ. So, from Prop. 3.3, ϕ /∈ Aut(G(X,S)).
We use the following notation. We denote by (fj) the permutation matrix corre-
sponding to fj, by f
′
j the permutation corresponding to the action of (π
−1(wj))
−1
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and by Aj the corresponding permutation matrix. We show that the condition for
ϕ to be a homomorphism of G(X,S) can be written in a very simple form. To sim-
plify the notation in the proof, we define the permutation matrix as a representing
matrix, that is for the permutation (1, 2, 3), its permutation matrix is 0 0 11 0 0
0 1 0

Proposition 3.5. Let σ ∈ GLn(Z) and let ϕ be the bijection defined by σ. Then
(3.3) ϕ ∈ Aut(G(X,S)) ⇔ Aj σ = σ (f
−1
j ), ∀1 ≤ j ≤ n
where (fj) is the permutation matrix corresponding to fj and Aj is the permutation
matrix corresponding to the action of (π−1(wj))
−1.
Proof. From Prop. 3.3, ϕ ∈ Aut(G(X,S)) if and only if (π−1(wj))
−1 • wi = wfj(i),
for all 1 ≤ i, j ≤ n. We fix arbitrarily 1 ≤ j ≤ n. We show that (π−1(wj))
−1 • wi
and wfj(i) are elements in Z
n representing the i-th column in the matrices Aj σ and
σ (f−1j ) respectively. The i-th column in the matrix σ (f
−1
j ) is (wfj(i)), as multiplying
on the right by (f−1j ) permutes the columns of σ with respect to fj. Assume the i-th
column (wi) is represented by wi = t
m1
1 t
m2
2 ..t
mn
n in Z
n. The i-th column in the matrix
Aj σ is equal to Aj (wi) which is represented by the element t
m1
f ′j(1)
tm2
f ′j(2)
..tmn
f ′j(n)
, as Aj
permutes the rows of σ with respect to the permutation f ′j. From Theorem 1.4(ii),
tm1
f ′j(1)
tm2
f ′j(2)
..tmn
f ′j(n)
is equal to (π−1(wj))
−1 •wi, so we have (π
−1(wj))
−1 •wi = wfj(i),
for all 1 ≤ i, j ≤ n, if and only if the equality of matrices Aj σ = σ (f
−1
j ) holds for
all 1 ≤ j ≤ n. 
We prove the set of matrices in GLn(Z) that satisfy Eqn. 3.2 (and Eqn. 3.3) is a
subgroup of GLn(Z) and the induced set of automorphisms of G(X,S) is a subgroup
of Aut(G(X,S)) that preserves the free abelian subgroup N of G(X,S) (see Sec.1.2).
Theorem 3.6. Let (X,S) be a non-degenerate symmetric set-theoretical solution
of class m, with | X |= n. Let G(X,S) be its structure group. Let θ1, .., θn be the
n frozen elements of length m ending with x1, .., xn respectively. Let N be the free
abelian subgroup of G(X,S) generated by θ1, .., θn. Let π : G(X,S) → Z
n be the
bijective 1-cocycle defined in Prop. 1.4. We define ℑπ to be the following set:
ℑπ = {σ ∈ GLn(Z) | (π
−1(wj))
−1 • wi = wfj(i), ∀1 ≤ j ≤ n}(3.4)
= {σ ∈ GLn(Z) | Aj σ = σ (f
−1
j ), ∀1 ≤ j ≤ n}(3.5)
where wj is the element in Z
n representing the j-th column of σ, (f−1j ) and Aj
are the permutation matrices corresponding to the action of xj and (π
−1(wj))
−1
respectively. We define Φπ to be the following set:
Φπ = {ϕ : G(X,S)→ G(X,S), ϕ = π
−1 ◦ σ ◦ π | σ ∈ ℑπ}
Then
(i) ℑπ ≤ GLn(Z)
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(ii) Φπ ≤ Aut(G(X,S)).
(iii) Φπ(N) ⊆ N .
Proof. (i), (ii) The trivial automorphism belongs to Φπ, since I
n×n ∈ ℑπ, as
Aj = (f
−1
j ), for all 1 ≤ j ≤ n. Let ϕ ∈ Φπ. From Prop. 3.5 and Prop. 3.3,
ϕ ∈ Aut(G(X,S)). So, Φπ ⊆ Aut(G(X,S)). We have ℑπ is a subgroup of GLn(Z)
and Φπ is a subgroup of Aut(G(X,S)), as both are closed under composition and
inverses. Indeed, if ϕ1 = π
−1 ◦ σ1 ◦ π and ϕ2 = π
−1 ◦ σ2 ◦ π belong to Φπ, then
ϕ1 ◦ ϕ2 ∈ Aut(G(X,S)). As, ϕ1 ◦ ϕ2 = π
−1 ◦ σ1σ2 ◦ π, we have σ1σ2 ∈ ℑπ and
ϕ1 ◦ ϕ2 ∈ Φπ from Prop. 3.3. In the same way, we prove closure under inverses.
(iii) Let ϕ ∈ Φπ, with ϕ = π
−1◦σ◦π. Assume σ(ti) = t
m1
1 ..t
mn
n , where 1 ≤ i ≤ n. We
show ϕ(θi) ∈ N . We have ϕ(θi) = π
−1◦σ◦π(θi) = π
−1◦σ(tmi ) = π
−1((tm11 ..t
mn
n )
m) =
π−1((tm1 )
m1 ..(tmn )
mn) = (π−1(tm1 ))
m1 ..(π−1(tmn ))
mn = θm11 ..θ
mn
n ∈ N , using first
Lemma 1.12(iii), next the definition of σ and the commutativity in Zn and at last
Lemma 1.6(iv) and Lemma 1.12(v), (vi). 
Note that if the solution is trivial, G(X,S) = Zn, we recover Φπ = ℑπ = GLn(Z).
From the proof of Thm. 3.6, we have that the correspondence σ ֌ ϕ satisfies
σ1 ◦ σ2 ֌ ϕ1 ◦ ϕ2 and σ
−1
֌ ϕ−1. T. Gateva-Ivanova and M. Van den Bergh
show the structure group G(X,S) of a non-degenerate symmetric solution (X,S)
with | X |= n is a Bieberbach group of rank n. Indeed, they show G(X,S) acts
freely on Rn by isometries with fundamental domain [0, 1]n and the action is defined
using the I-structure [18] (see also [19, 20]). P. Etingof uses the 1-cocycle π to
define a free action of G(X,S) on Rn by isometries to show the classifying space of
G(X,S) is a compact manifold of dimension n [15]. The study of the automorphisms
of a Bieberbach group has been initiated in [5] and A. Szczepanski uses the tools
developed there to study the outer automorphism group of a Bieberbach group.
In [27], he studies the question when Out(G), the outer automorphism group of a
Bieberbach group G, is finite. He shows that for any given n ≥ 3, there exists a
Bieberbach group of rank n with finite outer automorphism group and there exists
also a Bieberbach group of rank n with infinite outer automorphism group (quasi-
isometric to GLk(Z) with k ≤ n − 1 ). For all n ≥ 3, we do not know to which
category the structure groups belong, since, for each n, the number of structure
groups is less than the number of Bieberbach groups of rank n.
In what follows, we consider computational issues and we give some tools that
permit an effective construction of the groups ℑπ and Φπ. In the following lemma,
we give for each column (wj) a characterisation of the set of possible permutations
for Aj . This set is clearly finite and the lemma gives strong restrictions on it.
Lemma 3.7. Let σ ∈ GLn(Z). Let wj ∈ Z
n represent the j-th column of σ. Let f ′j be
the permutation corresponding to the action of (π−1(wj))
−1 and Aj the corresponding
permutation matrix. If Aj σ = σ (f
−1
j ), then
(i) f ′j has the same parity as fj.
(ii) f ′j has the same number of fixed points as fj.
(iii) f ′j ∈ 〈f1, f2, .., fn〉.
(iv) Assume Ai σ = σ (f
−1
i ), 1 ≤ i ≤ n. Then Ai = Aj if and only if fi = fj.
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Proof. (i), (ii) From Aj σ = σ (f
−1
j ), it results that Aj and (f
−1
j ) are similar ma-
trices, so det(Aj) = det(f
−1
j ) and trace(Aj) = trace(f
−1
j ). As (fj) is a permutation
matrix, it is an orthogonal matrix, so det(f−1j ) = det(fj) and trace(f
−1
j ) = trace(fj).
Moreover, det(fj) and trace(fj) represent respectively the parity and the number
of fixed points of the permutation fj. The same holds for Aj . So, f
′
j has the same
parity and the same number of fixed points as fj.
(iii) By induction on the length of wj . If wj = t
ǫ
k, ǫ = ±1, then π
−1(tǫk) is equal
to xk or x
−1
g−1
k
(k)
, from lemma 1.6. So, the corresponding permutation f ′j is f
−1
k
or fg−1
k
(k), that is f
′
j ∈ 〈f1, f2, .., fn〉. Using Lemma 1.6 (iv) we have inductively
f ′j ∈ 〈f1, f2, .., fn〉. (iv) results from cancellation by σ. 
Example 3.8. We consider Ex.1.2. Assume σ ∈ GLn(Z) has first column (w1) =
(−4, 2, 8, 6)t , then the element (π−1(w1))
−1 acts trivially on Zn (as the corresponding
permutation is IdX), so A1 = I
4×4. From Lemma 3.7, σ cannot be a candidate, as
f1 is an odd permutation and IdX an even one.
The following proposition gives a very efficient tool to compute the permutation
corresponding to the action of the element (π−1(wj))
−1, where wj represents the
j-th column on σ: the computations can be done modulo the class of the solution,
and whenever the solution is of class 2 only the parity of the numbers occurring in
σ is important.
Proposition 3.9. Assume (X,S) is of class m. Let σ ∈ GLn(Z). Let (wj) denote
the j-th column of σ, with representing element wj = t
m1
1 t
m2
2 ..t
mn
n in Z
n, m1, ..,mn ∈
Z. Let denote w′j = t
m′i1
i1
t
m′i2
i2
..t
m′in
in
, where m′i ≡ mi (modm) and m
′
ik
6≡ 0 (modm).
Then (π−1(wj))
−1 • w = (π−1(w′j))
−1 • w, for all w ∈ Zn.
That is, the action of (π−1(wj))
−1 is equivalent to the action of (π−1(w′j))
−1.
Proof. In Zn, wj = t
m′1
i1
t
m′2
i2
..t
m′n
in
tk1m1 t
k2m
2 ..t
knm
n , m
′
ik
≡ mi, m
′
ik
6≡ 0 (modm). So,
π−1(wj) • w = (π
−1(π−1(tk1m1 t
k2m
2 ..t
knm
n ) • t
m′1
1 t
m′2
2 ..t
m′n
n )π−1(t
k1m
1 t
k2m
2 ..t
knm
n )) • w =
π−1(t
m′1
1 t
m′2
2 ..t
m′n
n ) • w, using first Lemma 1.6(iv) and then Lemma 1.12(vi). 
We conclude Sec. 3.1 with some examples of groups of automorphisms obtained.
Example 3.10. In Ex. 1.2, we find
ℑπ = {I
4×4,−I4×4,

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 ,

0 −1 0 0
−1 0 0 0
0 0 0 −1
0 0 −1 0
}
Note that the automorphism ϕ induced by the matrix −I ∈ ℑπ satisfies ϕ(x1) = x
−1
1 ,
ϕ(x2) = x
−1
2 , ϕ(x3) = x
−1
4 and ϕ(x4) = x
−1
3 , using Lemma 1.12(i).
Let G2 = 〈x2, x3 | x
2
2 = x
2
3〉 be the structure group of the unique non-trivial (inde-
composable) solution for | X |= 2. For G2, we find
ℑπ = {σ1 = I
2×2, σ2 = −I
2×2, σ3 =
(
0 1
1 0
)
, σ4 =
(
0 −1
−1 0
)
}
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Accordingly, Φπ = Out(G2) = Z2 × Z2 [22].
Let G3 = 〈x1, x2, x3 | x1x3 = x
2
2, x2x1 = x
2
3, x3x2 = x
2
1〉, the structure group of the
unique indecomposable solution for | X |= 3 (of class 3), the group ℑπ is:
ℑπ = {σ1 = I
3×3, σ2 =
 0 0 11 0 0
0 1 0
 , σ3 =
 0 1 00 0 1
1 0 0
 , σ4 =
 −1 0 00 0 −1
0 −1 0
 ,
σ5 =
 0 0 −10 −1 0
−1 0 0
 , σ6 =
 0 −1 0−1 0 0
0 0 −1
}
And accordingly, Φπ = Z3 ⋊ Z2. In section 5, we show Φπ ≤ Out(G(X,S)). We
present a decomposable solution (X,S) with X = {x1, x2, x3}, fi = gi = (2, 3) 1 ≤
i ≤ 3, and structure group 〈x1, x2, x3 | x1x3 = x2x1, x1x2 = x3x1, x
2
2 = x
2
3〉 ≃ Z⋉G2.
Then ℑπ = {
 a b bc d e
c e d
 : e = d ± 1, a(d + e) − 2bc = ±1; a, c, d, e ∈ Z, b ∈ 2Z}
is an infinite subgroup of GLn(Z). Furthermore, Φπ ∩ Inn(G) 6= Id, as the inner
automorphism obtained from conjugation by x1 can be represented by the matrix
in ℑπ satisfying a = e = 1 and b = c = d = 0.
3.2. Invariance of the group Φπ under the change of bijective 1-cocycle.
Consider the one-to-one correspondence between non-degenerate symmetric solu-
tions with quadruples (see Sec. 1.1). If (X,S) and (X ′, S′) are different solutions,
then they are in correspondence with different quadruples (G(X,S),X, ρ, π) and
(G(X ′, S′),X ′, ρ′, π′), which, using the construction from Sec. 3.1, give the groups
Φπ and Φπ′ , respectively. In this context, a question that arises naturally is: if
G(X,S) ≃ G(X ′, S′) then what is the relation between the groups Φπ and Φπ′ ,
as the bijective 1-cocycles π and π′ may be different. We show that under some
additional conditions, G(X,S) ≃ G(X ′, S′) if and only if (X,S) and (X ′, S′) are
equivalent solutions (Lemma 3.11) and in such a case we show Φπ = Φπ′ , that is Φπ
is invariant under change of bijective 1-cocycle.
Lemma 3.11. Let (X,S) and (X ′, S′) be non-degenerate symmetric solutions, with
structure groups G(X,S) and G(X ′, S′) respectively. If (X,S) and (X ′, S′) are equiv-
alent solutions, then G(X,S) ≃ G(X ′, S′). Conversely, if G(X,S) ≃α G(X ′, S′) and
α(X) = X ′, then (X,S) and (X ′, S′) are equivalent solutions.
Proof. We recall that G(X,S) is generated by X subject to the defining relations
x y = S1(x, y)S2(x, y) for all x, y ∈ X, where S1(x, y) and S2(x, y) denote the first
and second component of S(x, y). If (X,S) and (X ′, S′) are equivalent solutions,
then G(X ′, S′) is generated by X ′ subject to the defining relations α(x)α(y) =
α(S1(x, y))α(S2(x, y)), for all x, y ∈ X. So, G(X,S) ≃ G(X
′, S′). Conversely, if
G(X,S) ≃α G(X ′, S′) and α(X) = X ′, then α(x)α(y) = α(S1(x, y))α(S2(x, y)), for
all x, y ∈ X, are relations inG(X ′, S′). As, α(x)α(y) = S′1(α(x) , α(y))S
′
2(α(x) , α(y))
holds also in G(X ′, S′), we have (X,S) and (X ′, S′) are equivalent solutions. 
Proposition 3.12. Let (X,S) and (X ′, S′) be non-degenerate symmetric solutions,
with structure groups G(X,S), G(X ′, S′), bijective 1-cocycles π : G(X,S) → Zn,
π′ : G(X ′, S′) → Zn, and groups of automorphisms Φπ, Φπ′, respectively. Assume
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(X,S) and (X ′, S′) are equivalent solutions and π(xi) = π
′(xi) = ti, with ti, 1 ≤ i ≤
n, a generator of Zn. Assume we have one of the following three situations:
Z
n G(X,S) ≃ G(X ′, S′) Zn
Z
n G(X,S) ≃ G(X ′, S′) Zn
σ
π−1
π−1
ϕ
π′
π′
σ′
Figure 3.1.
G(X,S) ≃ G(X ′, S′) Zn
G(X,S) ≃ G(X ′, S′) Zn
ϕ
π′
π
σ
Figure 3.2.
G(X,S) ≃ G(X ′, S′) Zn
G(X,S) ≃ G(X ′, S′) Zn
ϕ
π
π′
σ
Figure 3.3.
Then, in all the cases, the set of automorphisms obtained is Φπ = Φ
′
π.
Proof. Assume the case of Fig. 3.1. Let ϕ ∈ Φπ defined by σ ∈ ℑπ. We define the
bijection σ′ : Zn → Zn by σ′ = π′ ◦ ϕ ◦ π′−1. Since ϕ ∈ Φπ, ϕ ∈ Aut(G(X,S)). So,
from Prop.3.3 applied to π′, σ′ ∈ ℑπ′ . As, ϕ = π
′−1 ◦σ′ ◦π′, we have ϕ ∈ Φπ′ , that is
Φπ ⊆ Φπ′ . The reverse inclusion is obtained in the same way. Assume the case of Fig.
3.2 or Fig. 3.3 That is, ϕ is defined by ϕ = π−1◦σ◦π′ or ϕ = π′−1 ◦σ◦π. In the case
of Fig. 3.2, we obtain the group of automorphisms Φπ, as π
′(xi) = π(xi) = ti. In the
case of Fig. 3.3, we obtain the group of automorphisms Φ′π, as π(xi) = π
′(xi) = ti.
From the above, we have Φπ = Φ
′
π. 
4. A group of automorphisms that preserves the Garside structure
We show the set of automorphisms of G(X,S) induced by permutation matrices
in ℑπ is a subgroup of Aut(G(X,S)) that preserves the Garside structure of G(X,S),
and more generally the subgroup of automorphisms induced by generalized permu-
tation matrices in ℑπ preserves the properties of an extended Garside structure of
G(X,S). We begin with the description of the subgroup of generalized permutation
matrices in ℑπ.
4.1. Properties of the subgroup of generalized permutation matrices in
ℑπ. We recall that in a generalized permutation matrix there is exactly one non-
zero entry in each row and each column. Unlike a permutation matrix, where the
non-zero entry must be 1, for a generalized permutation matrix in GLn(Z) the non-
zero entry is ±1. We use the following notation. Let σ be a generalized permutation
matrix in ℑπ. Let wj be the element in Z
n representing the j-th column (wj), where
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wj = σ(tj). If σij ,j = ±1, we define the permutation σ˙ by σ˙(j) = ij and we write
wj = t
ǫj
σ˙(j)
, where ǫj = ±1.
Lemma 4.1. Let (X,S) be a non-degenerate symmetric solution, with structure
group G(X,S). Let ℑπ be the subgroup of GLn(Z) defined in Theorem 3.6. Let
σ ∈ ℑπ. Let wj and wk be elements in Z
n representing the j-th column (wj), and
the k-th column (wk) of σ. Assume xj, xk ∈ X belong to the same indecomposable
component of (X,S). Then
(i) (wj) is a permutation of the rows of (wk).
(ii) If additionally, σ is a generalized permutation matrix with wj = t
ǫj
ij
, wk = t
ǫk
ik
and ǫj, ǫk = ±1, then ǫj = ǫk.
Proof. (i) Since xj, xk ∈ X belong to the same indecomposable component of (X,S),
there exists a permutation f˜j ∈ 〈f1, .., fn〉, f˜j = fj1 fj2 ..fjl , such that j = f˜j(k).
The proof is by induction on l. If l = 1, then f˜j = fj1 and wj = wfj1 (k).
From Eqn. 3.4, (π−1(wj1))
−1 • wk = wfj1 (k). So, (wj) is a permutation of the
rows of (wk) according to the action of (π
−1(wj1))
−1. Assume l > 1. We have
((π−1(wj1))
−1 ..(π−1(wjl))
−1) • wk = ((π
−1(wj1))
−1 ..(π−1(wjl−1)
−1) • wfjl (k)
= wfj1 fj2 ..fjl(k)
= wj , using the action of G(X,S) and l times Eqn. 3.4. So, (wj) is a
permutation of the rows of (wk) according to the action of (π
−1(wj1))
−1 ..(π−1(wjl))
−1.
(ii) From (i), (wj) is a permutation of the rows of (wk), so (wj) and (wk) have ele-
ments with the same sign. 
We show that if σ is a generalized permutation matrix in GLn(Z) , the condition
for σ to belong to ℑπ or equivalently for ϕ to belong to Aut(G(X,S)) described in
Eqn.3.2 has a simple form.
Proposition 4.2. Let (X,S) be a non-degenerate symmetric solution, with structure
group G(X,S). Let σ be a generalized permutation matrix in GLn(Z) defined by
σ(tj) = t
ǫj
σ˙(j), where ǫj = ±1, 1 ≤ j ≤ n. Let ϕ be defined by σ. Then
(i) If ǫj = 1, ∀1 ≤ j ≤ n, then ϕ ∈ Aut(G(X,S)) ⇔ σ˙ ◦fj ◦ σ˙
−1 = fσ˙(j), ∀1 ≤ j ≤ n.
(ii) If (X,S) is of class 2, then ϕ ∈ Aut(G(X,S)) ⇔ σ˙◦fj◦σ˙
−1 = fσ˙(j), ∀1 ≤ j ≤ n.
(iii) If (X,S) is of class m > 2, then
ϕ ∈ Aut(G(X,S)) if and only if
{
σ˙ ◦ fj ◦ σ˙
−1 = fσ˙(j), ǫj = 1
σ˙ ◦ fj ◦ σ˙
−1 = f−1
g−1
σ˙(j)
σ˙(j)
, ǫj = −1
}
Proof. From Prop. 3.3, ϕ ∈ Aut(G(X,S)) if and only if σ ∈ ℑπ if and only if Eqn.
3.2 holds, that is (π−1(wj))
−1 •wi = wfj(i) for all 1 ≤ i, j ≤ n. We show Eqn. 3.2 is
equivalent to the condition cited in each case. Generally, we have (π−1(wj))
−1•wi =
wfj(i) ⇔ (π
−1(wj))
−1 • σ(ti) = σ(tfj(i)) ⇔ (π
−1(wj))
−1 • tǫ
σ˙(i) = t
ǫ
σ˙◦fj(i)
, from the
definition of σ and from lemma 4.1(ii), ǫi = ǫfj(i) = ǫ. Now, we need to compute
(π−1(wj))
−1 in each case.
(i) If ǫj = 1, then wj = tσ˙(j) and (π
−1(wj))
−1 = x−1
σ˙(j). So, (π
−1(wj))
−1 • tǫ
σ˙(i) =
tǫ
σ˙◦fj(i)
, ⇔ tǫ
fσ˙(j)◦σ˙(i)
= tǫ
σ˙◦fj(i)
⇔ fσ˙(j) ◦ σ˙(i) = σ˙ ◦ fj(i).
(ii), (iii) If ǫj = −1, then wj = t
−1
σ˙(j) and π
−1(wj) = x
−1
g−1
σ˙(j)
σ˙(j)
, from lemma 1.12(i).
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So, (π−1(wj))
−1 = x
g−1
σ˙(j)
σ˙(j) and (π
−1(wj))
−1 • tǫ
σ˙(i) = t
ǫ
σ˙◦fj(i)
, ⇔ f−1
g−1
σ˙(j)
σ˙(j)
◦ σ˙(i) =
σ˙ ◦ fj(i) ⇔ σ˙ ◦ fj ◦ σ˙
−1 = f−1
g−1
σ˙(j)
σ˙(j)
. If (X,S) is of class 2, then f−1
g−1
σ˙(j)
σ˙(j)
= fσ˙(j) (see
remark 1.8) and we have σ ∈ ℑπ ⇔ σ˙ ◦ fj ◦ σ˙
−1 = fσ˙(j), ∀1 ≤ j ≤ n. 
Example 4.3. Consider in Ex. 3.10 the group G3 of class 3 with f1 = f2 = f3 =
(1, 2, 3) and the matrix σ4 ∈ ℑπ, with σ˙4 = (2, 3). For 1 ≤ i ≤ 3, σ˙4 ◦ fi ◦ σ˙
−1
4 =
σ˙4 ◦ (1, 2, 3) ◦ σ˙
−1
4 = (1, 3, 2) = f
−1
i , so σ4 satisfies Prop. 4.2(iii), as expected.
4.2. Preservation of the Garside structure by groups of automorphisms.
Our first purpose is to show Thm. 4.4 which states that the group of automorphisms
induced by the permutation matrices in ℑπ preserves entirely the Garside structure.
Theorem 4.4. Let (X,S) be a non-degenerate symmetric solution of class m,
with structure group G(X,S). Let σ˙ be a permutation matrix in ℑπ and let ϕ ∈
Aut(G(X,S)) be induced by σ˙. Then ϕ is a length-preserving isomorphism of the
bounded lattice Div(∆) w.r to right-divisibility and for all s, t ∈ Div(∆):
(i) ϕ(s ∨R t) = ϕ(s) ∨R ϕ(t).
(ii) ϕ(s ∧R t) = ϕ(s) ∧R ϕ(t)
(iii) ϕ(Div(∆)) = Div(∆), with ϕ(∆) = ∆ and ϕ(1) = 1.
(iv) ϕ(N) = N , where N is the free abelian subgroup of rank n of G(X,S) generated
by the frozen elements.
Furthermore, ϕ induces an automorphism of the finite quotient group G(X,S)/N
and a permutation of the elements in Div(∆).
In order to prove Thm. 4.4, we show in the following proposition, that a bijective
function ϕ induced by a permutation matrix σ˙ is an automorphism of G(X,S) if
and only if σ˙ preserves the left complement in some sense. We use the following
notation: if xj \ xk = xm and σ˙(m) = m
′, then we write σ˙(j \ k) = m′
Proposition 4.5. Let (X,S) be a non-degenerate symmetric solution, with structure
group G(X,S). Let σ be a generalized permutation matrix in GLn(Z) defined by
σ(tj) = t
ǫj
σ˙(j), where ǫj = ±1, 1 ≤ j ≤ n. Let ϕ be defined by σ. If σ = σ˙ or (X,S)
is of class 2, then
(i) ϕ ∈ Aut(G(X,S)) if and only if σ˙(j \ k) = σ˙(j) \ σ˙(k) for all 1 ≤ j, k ≤ n.
(ii) If ϕ ∈ Aut(G(X,S)), then σ˙ belongs to CSn(T ) the centralizer of T in Sn.
Proof. (i) From Prop. 4.2, under these assumptions, ϕ ∈ Aut(G(X,S)) ⇔ σ˙ ◦ f−1j ◦
σ˙−1 = f−1
σ˙(j), ∀1 ≤ j ≤ n. Let 1 ≤ k ≤ n. We evaluate f
−1
σ˙(j) and σ˙◦f
−1
j ◦σ˙
−1 on σ˙(k).
We have f−1
σ˙(j)σ˙(k) = σ˙(j) \ σ˙(k) and σ˙ ◦ f
−1
j ◦ σ˙
−1(σ˙(k)) = σ˙ ◦ f−1j (k) = σ˙(j \ k),
from Prop.2.5(i). So, ϕ ∈ Aut(G(X,S)) if and only if σ˙(j \ k) = σ˙(j) \ σ˙(k) for all
1 ≤ j, k ≤ n.
(ii) Assume ϕ ∈ Aut(G(X,S)). From Prop. 4.2(i),(ii), σ˙ ◦f−1j = f
−1
σ˙(j) ◦ σ˙, ∀1 ≤ j ≤
n. In particular, we have σ˙ ◦ f−1j (j) = f
−1
σ˙(j) ◦ σ˙(j), that is σ˙(T (j)) = T (σ˙(j)). 
Proof of Theorem 4.4
Proof. (i), (ii), (iii) By definition xi ∨R xj = (xi \ xj)xi. So, ϕ(xi ∨R xj) = ϕ(xi \
xj)ϕ(xi) = (ϕ(xi) \ ϕ(xj))ϕ(xi) = ϕ(xi) ∨R ϕ(xj), using first ϕ ∈ Aut(G(X,S)),
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next Prop. 4.5 and the fact that ϕ(xi) = xj if and only if σ˙(i) = j (as σ˙ is a
permutation matrix) and at last the definition of the left lcm. Inductively we obtain
(∗) ϕ(xi1 ∨R .. ∨R xik) = ϕ(xi1) ∨R .. ∨R ϕ(xik). From Prop. 2.5, if s ∈ Div(∆)
then there exist a subset of X, Xr(s) = {xi1 , .., xik} such that s is the left lcm of
Xr(s). So, from (∗), ϕ(s) ∈ Div(∆) and has the same length as s. In the same way,
t ∈ Div(∆) is the left lcm of Xr(t). Clearly, s ∨R t is the left lcm of Xr(s) ∪Xr(t)
and s ∧R t is the left gcd of (Xr(s) ∩Xr(t)) ∪ {1}. So, using (∗), we have (ii) and
(iii). Furthermore, ϕ(∆) = ∆ and ϕ(1) = 1.
(iv) From Thm. 3.6, ϕ(N) ⊆ N and using the fact that σ is a permutation matrix
in the proof, we have ϕ(θi) = θσ˙(i), where θi is the frozen ending with xi. So,
ϕ(N) = N . Moreover, ϕ induces an automorphism ϕˆ of the finite quotient group
G(X,S)/N defined by ϕˆ(Na) = Nϕ(a). 
We now consider the group of automorphisms of G(X,S) induced by the general-
ized permutation matrices in ℑπ. We show this group preserves a Garside structure
which is not exactly the original one. Indeed, we define an extended Garside struc-
ture that takes into account generators with negative sign. This is done in the fol-
lowing way. Let X = {x1, .., xn}. We define X
− = {x−11 , .., x
−1
n } and X̂ = X ∪X
−.
For X−, we define left complement and left lcm in the following way: If xixj = xkxl
is a defining relation in G(X,S), we define x−1i ∨R x
−1
k = x
−1
j x
−1
i = x
−1
l x
−1
k ,
x−1i \ x
−1
k = x
−1
j and x
−1
k \ x
−1
i = x
−1
l . In the same way, we define right com-
plement and lcm. Obviously, complement and lcm are defined for every pair of
elements in X− and are unique. The element ∆−1 is the left and right lcm of X−,
using Prop. 2.5. We now extend the definition of left and right lcm to X̂ in the fol-
lowing way. If xixj = xkxl is a defining relation in G(X,S), then x
−1
i xk = xjx
−1
l and
x−1k xi = xlx
−1
j hold in G(X,S) and we can define the following elements: x
−1
i ∨L xj,
x−1k ∨L xl, x
−1
l ∨R xk and x
−1
j ∨R xi. Note that we use the same symbols for the
complement and lcm in each set of elements. If for every pair of elements in X and
for every pair of elements in X−, left and right lcm are defined and unique, this is
not the case for mixed pairs with an element from X and another one from X−.
Proposition 4.6. Let (X,S) be a non-degenerate symmetric solution, with structure
group G(X,S). Let σ be a generalized permutation matrix in ℑπ and let ϕ ∈ Φπ be
induced by σ. Let xi, xj ∈ X. Then ϕ satisfies:
(i) ϕ(xi ∨R xj) = ϕ(xi) ∨R ϕ(xj), and ϕ(xi \ xj) = ϕ(xi) \ ϕ(xj), when defined.
(ii) ϕ(xi ∨L xj) = ϕ(xi) ∨L ϕ(xj) and ϕ(xi\˜xj) = ϕ(xi)\˜ϕ(xj), when defined.
(iii) ϕ(N) = N , where N is the free abelian subgroup of rank n of G(X,S) generated
by the frozen elements.
Furthermore, ϕ induces an automorphism of the finite quotient group G(X,S)/N .
Proof. (i), (ii) Assume xixj = xkxl is a defining relation inG(X,S), with xi, xj , xk, xl ∈
X, so xi∨Lxk = xixj = xkxl. The elements xi and xl belong to the same irreducible
component and the same holds for xj and xk. We have ϕ(xi ∨L xk) = ϕ(xi)ϕ(xj) =
ϕ(xk)ϕ(xl), since ϕ belongs to Aut(G(X,S)). Moreover, as σ is a generalized per-
mutation matrix, ϕ(xi), ϕ(xj), ϕ(xk), ϕ(xl) ∈ X̂, with ϕ(xi), ϕ(xl) sharing the same
sign and ϕ(xj), ϕ(xk) sharing the same sign, from Lemma 4.1(ii). So, the equation
ϕ(xi)ϕ(xj) = ϕ(xk)ϕ(xl) is necessarily derived from a defining relation in G(X,S)
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and from our definition of ∨, \, ∨R, \L in X̂ , we have (i), (ii), (iii), (iv).
(v) From Thm. 3.6, ϕ(N) ⊆ N . From the proof of Thm. 3.6 and Lemma 1.12(v),
as σ is a generalized permutation matrix, we have ϕ(θi) = π
−1(t−m
σ˙(i)) = θ
−1
σ˙(i), where
θi is the frozen ending with xi. So, ϕ(N) = N and ϕ induces an automorphism of
the finite quotient group G(X,S)/N . 
5. Special case of indecomposable solutions with Φπ ≤ Out(G(X,S))
In this section, we consider the special case of indecomposable solutions. In
particular, for indecomposable solutions with n = 2, 3 we show Φπ = Out(G(X,S))
for | X |= 2 and Φπ ≤ Out(G(X,S)) for | X |= 3. For | X |= 3, we do not know
whether the inclusion Φπ ≤ Out(G(X,S)) is an equality. Another question that
arises naturally is whether it is possible to prove Φπ ≤ Out(G(X,S)) for general
indecomposable solutions or Φπ ∩Out(G(X,S)) is not trivial.
5.1. Properties of ℑπ for general indecomposable solutions. We show that
some properties are specific to indecomposable solutions.
Proposition 5.1. Let (X,S) be an indecomposable non-degenerate symmetric so-
lution. Let G(X,S) be its structure group. Let σ ∈ ℑπ and ϕ ∈ Φπ defined by
σ. Let wj be the element in Z
n representing the j-th column (wj) of σ. Assume
w1 = t
m1
1 t
m2
2 ..t
mn
n , with m1, ..,mn ∈ Z. Then
(i) Each column of σ is a permutation of the rows of the first column.
(ii) m1 +m2 + ..+mn = ±1
(iii) If additionally, the sum of each row is m1 +m2 + .. +mn, then ϕ(∆) = ∆
±1,
for all ϕ ∈ Φπ.
Proof. (i) From Lemma 4.1(i), if xj and xk belong to the same indecomposable
component of (X,S), then (wj) is a permutation of the rows of (wk). The solution
(X,S) is indecomposable, so each (wj) is obtained by permuting the rows of (w1)
according to some permutation (that depends on j).
(ii) From (i), in each column of σ the same numbers m1, ..,mn appear (in a different
order). The sum of each column is then m1 +m2 + .. +mn, so the number m1 +
m2 + ..+mn is an integer eigenvalue of the matrix σ, where det(σ) = ±1.
(iii) From (ii), m1 + m2 + .. + mn = ±1. Assume first m1 + m2 + .. + mn = 1.
So, σ(t1t2..tn) = σ(t1)σ(t2)..σ(tn) = w1w2..wn = t
m1+m2+..+mn
1 ..t
m1+m2+..+mn
n =
t1t2..tn, using (i) and the assumption. That means t1t2..tn is a fixed element of σ.
It holds that π(∆) = t1t2..tn. Indeed, from Prop.2.5(i), ∆ is the right and left lcm of
X and it has length n, so for all 1 ≤ i ≤ n, ti appears in π(∆) and π(∆) has length n
also. So, π(∆) = t1t2..tn. We have then σ(t1t2..tn) = σ ◦π(∆) = π(ϕ(∆)) = t1t2..tn,
from the commutativity of the diagram. Since π is bijective and π(∆) = π(ϕ(∆)) =
t1t2..tn, we have ϕ(∆) = ∆. Assume next m1 +m2 + .. +mn = −1. So, as before,
σ(t1t2..tn) = t
−1
1 t
−1
2 ..t
−1
n . It holds that π(∆
−1) = t−11 t
−1
2 ..t
−1
n . As before, for all
1 ≤ i ≤ n, π(x−1i ) appears in π(∆
−1). From lemma 1.6, π(x−1i ) = t
−1
T (i) and T is
bijective, so for all 1 ≤ i ≤ n, t−1i appears in π(∆
−1). As π(∆−1) has length n,
π(∆−1) = t−11 t
−1
2 ..t
−1
n . Using the same argument as before, ϕ(∆) = ∆
−1.

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It seems the assumption added in Prop. 5.1 (iii) holds for all indecomposable
solutions. As the following example illustrates, if the solution is decomposable,
ϕ(∆) = ∆±1 does not necessarily hold.
Example 5.2. Consider the structure group G(X,S) = Z ⋉ G2 from Ex. 3.10
and take the following σ ∈ ℑπ:
 1 2 21 3 2
1 2 3
. Then the induced automorphism
ϕ satisfies ϕ(x1) = x1x2x2, ϕ(x2) = x2(x3x2)(x2x3)(x1x1) = x2θ1θ2θ3, ϕ(x3) =
x3(x2x3)(x3x2)(x1x1) = x3θ1θ2θ3, and ϕ(x1x
2
2) = x
2
2∆
5, where ∆ = x1x
2
2. The im-
age x22∆
5 of the central element ∆ is also a central element, as Z(G) = 〈x1〉×〈x
2
2〉. In
this case, we have ϕ(N) = N , as ϕ(θ1) = θ1θ2θ3, ϕ(θ2) = θ
2
1θ
2
2θ
3
3 and ϕ(θ3) = θ
2
1θ
3
2θ
2
3.
5.2. For indecomposable solutions with n = 2, 3, we show Φπ ≤ Out(G(X,S)).
We consider the special case of indecomposable solutions with n = 2, 3 and first we
show that ℑπ is a group of generalized permutation matrices. This means that
for these solutions, the extended Garside structure is preserved by Φπ (from Prop.
4.6) and the Garside structure is preserved by its subgroup of permutation matrices
(from Thm. 4.4).
Proposition 5.3. Let (X,S) be an indecomposable non-degenerate symmetric so-
lution, with | X |= n = 2, 3. Let G(X,S) be its structure group. Then ℑπ is a group
of generalized permutation matrices in GLn(Z).
Proof. The proof is a case-by-case checking, using Prop. 5.1(i). For n = 2, the
unique indecomposable solution has structure group G2 = 〈x1, x2 | x
2
1 = x
2
2〉. The
set of matrices satisfying Eqn.3.3 has the following form:
{
(
a b
b a
)
| a, b ∈ Z, a+ b = ±1}
In order to belong to GLn(Z), a matrix in this set satisfies a
2 − b2 = ±1, that is
a = 0 and b = ±1 or b = 0 and a = ±1. This gives the set ℑπ of generalized
permutation matrices described in Ex.3.10.
For n = 3, the unique indecomposable solution has structure group G3 = 〈x1, x2, x3 |
x1x3 = x
2
2, x2x1 = x
2
3, x3x2 = x
2
1〉. The set of matrices satisfying Eqn.3.3 is a subset
of one of the two following sets of matrices:
{
 a b cb c a
c a b
 | a, b, c ∈ Z, a+b+c = ±1}; {
 a b cc a b
b c a
 | a, b, c ∈ Z, a+b+c = ±1}
In order to belong to GLn(Z), a matrix in one of these two sets satisfies (a + b +
c)(a2 − a(b+ c) + (b2 + c2 − bc) = ±1. Using very basic tools from number theory,
this gives the set ℑπ of generalized permutation matrices described in Ex.3.10. 
For n = 4, there are five indecomposable solutions, three of them are of class 4
and the two other of class 2. One of the two indecomposable solutions of class 2 is
described in Ex. 1.2 and the corresponding group ℑπ is also a group of generalized
permutation matrices in GLn(Z) as described in Ex.3.10. We conjecture this is the
case for all the five indecomposable solutions. More generally, it would be interesting
to understand the group ℑπ for indecomposable solutions.
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Theorem 5.4. Let (X,S) be an indecomposable non-degenerate symmetric solution,
with | X |= n = 2, 3. Let G(X,S) be its structure group. Let Φπ be the group of
automorphisms of G(X,S) induced by the group of generalized permutation matrices
ℑπ from Prop. 5.3. Then, for n = 2, Φπ = Out(G(X,S)) and for n = 3, Φπ ≤
Out(G(X,S)).
Proof. For n = 2, the group Φπ ≃ Z2 × Z2, with
Φπ = {ϕ1 = Id, ϕ2 :
{
x1 7→ x
−1
2
x2 7→ x
−1
1
}
, ϕ3 :
{
x1 7→ x2
x2 7→ x1
}
, ϕ4 :
{
x1 7→ x
−1
1
x2 7→ x
−1
2
}
}
Each automorphism ϕi in Φπ corresponds to a matrix σi in ℑπ (see Ex.3.10). As
G2 = Z ∗2Z Z, using the work of A. Karrass, A. Pietrowski and D. Solitar on auto-
morphisms of a free product with an amalgamated subgroup [22], Φπ = Out(G2).
For n = 3, the group Φπ ≃ Z3 ⋊ Z2, with
Φπ = {ϕ1 = Id, ϕ2 :
 x1 7→ x2x2 7→ x3
x3 7→ x1
 , ϕ3 :
 x1 7→ x3x2 7→ x1
x3 7→ x2
 ,
ϕ4 :

x1 7→ x
−1
2
x2 7→ x
−1
1
x3 7→ x
−1
3
 , ϕ5 :

x1 7→ x
−1
1
x2 7→ x
−1
3
x3 7→ x
−1
2
 , ϕ6 :

x1 7→ x
−1
3
x2 7→ x
−1
2
x3 7→ x
−1
1
}
Each automorphism ϕi in Φπ corresponds to a matrix σi in ℑπ (see Ex.3.10). We
show Φπ ∩ Inn(G3) = {Id}. Assume that there is ϕ ∈ Φπ ∩ Inn(G3). That is, there
exists an element a ∈ G such that ϕ(xi) = axia
−1, for all 1 ≤ i ≤ n. Since each
ϕ ∈ Φπ has finite order and Z(G3) = 〈∆〉 (see Ex. 2.6), we have that a is a periodic
element, that is there exists p ∈ Z and q ∈ Z≥1 such that g
q = ∆p (see Defn. 2.2).
From Theorem 2.3, there exists a finite-time algorithm that finds all the primitive
periodic elements. Applying the algorithm described in [23, Prop. 5.2] (or in [26,
Prop.2.13]), we find the following set of roots of ∆: {x1, x2, x3, x
2
1, x
2
2, x
2
3,∆}. If a is
equal to one of these roots of ∆, then ϕ fixes necessarily one of the generators. As
none of the automorphisms in Φπ except Id fixes a generator, we have ϕ = Id. 
This result holds also for the indecomposable solution with n = 4 presented in Ex.
1.2 using a case by case computation. We conclude this section with the following
observation. If we consider the unique indecomposable solution for | X |= 5, which
is a permutation solution with f = (1, 2, 3, 4, 5) and g = (1, 5, 4, 3, 2), then the group
of matrices ℑπ is not necessarily a group of generalized permutation matrices. As
an example, the circulant matrix with first column (1,−1, 1, 0, 0)t belongs to ℑπ.
The existence of matrices that are not necessarily generalized permutation matrices
in ℑπ illustrates the difficulty in understanding the connection between Φπ and
Out(G(X,S)) for general solutions.
6. Application of our results to the quotient group G(X,S)/N
6.1. Definition of a bijective 1-cocycle π˜ from the quotient group G(X,S)/N .
Let (X,S) be a non-degenerate, symmetric solution with structure group G(X,S).
Let π be the bijective 1-cocycle defined in section 1.2. Assume (X,S) is of class m.
Let N be the free abelian group generated by the n frozen elements of length m,
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θ1, .., θn, and W be the finite quotient group G(X,S)/N . We show that the nor-
mal subgroup N acts trivially on Zn and therefore there exists a bijective 1-cocycle
π˜ :W → Zn/(π(N)) that is induced by π.
Lemma 6.1. Let w ∈ Zn. Then N•w = w. Moreover, the map π˜ : W → Zn/(π(N))
defined by π˜(aN) = π(a) (π(N)) is a bijective 1-cocycle.
Proof. From Lemma 1.12 (iii), (iv), θi • w = w for all 1 ≤ i ≤ n. So, N • w = w. A
direct computation shows π˜(aN) = π(a) (π(N)) is a bijective 1-cocycle. 
Remark 6.2. Assuming m = 2, that is the solution (X,S) satisfies condition C, W
is a subgroup of Sn ⋉ Diag(n,Z) that is a Weyl (or finite Coxeter) group of type
Cn and we give another equivalent definition of the bijective 1-cocycle π˜ induced by
π. Indeed, let τ : W → Sn ⋉ Diag(n,Z) be defined by τ(xiN) = (f
−1
i , I
(i)), where
Diag(n,Z) is the subgroup of diagonal matrices in GLn(Z) and I
(i) is given by
I
(i)
i,i = −1 and I
(i)
j,j = 1, for j 6= i. A direct checking shows τ : W → Sn ⋉Diag(n,Z)
is a monomorphim. The bijective 1-cocycle π˜ induced by π is given by π˜ : W →
Diag(n,Z) and defined by π˜(aN) = A, whenever τ(aN) = (f,A).
6.2. A group of automorphisms of the quotient group G(X,S)/N . Using the
bijective 1-cocycle π˜ : W → Zn/(π(N)) and the construction of Section 3.1 applied
to W , we find a subgroup of automorphisms Φπ˜ of W . A question that arises
naturally is whether ϕˆ :W →W belongs to Φπ˜, whenever ϕˆ is an automorphism of
W induced by ϕ ∈ Φπ.
Proposition 6.3. Let ϕ ∈ Φπ. Assume ϕ(N) = N . Let ϕˆ : W → W be defined by
ϕˆ(Na) = Nϕ(a). Then ϕˆ belongs to Φπ˜.
Proof. Assume ϕ(N) = N . From the definition of ϕ, π ◦ ϕ = σ ◦ π, so σ(π(N)) =
π(N) and σ˜ : Zn/π(N) → Zn/π(N) is well-defined. Furthermore, σ˜ induces ϕˆ such
that the following diagram is commutative and ϕˆ belongs to Φπ˜:
G Zn
W Zn/π(N)
G Zn
W Zn/π(N)
π
ϕ σ
π˜
ϕˆ π
π˜
σ˜

Appendix: Proofs of Lemmas 1.6, 1.11, 1.12
Lemma. 1.6 Let π : G(X,S) → Zn be the bijective 1-cocycle defined in Prop.
1.4(iv). Let xi, xj ∈ X. Let ti, tj be generators of Z
n corresponding to xi and xj
respectively. Let u, v ∈ Zn. Then
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(i) π(x−1i ) = t
−1
f−1i (i)
(ii) π−1(tj) = xj.
(iii) π−1(titj) = xf−1j (i)
xj.
(iv) π−1(uv) = π−1(π−1(v) • u)π−1(v)
Proof. (i) and (ii) result from the definition of π and the assumption that π(1) = 1.
(iii) We have π(xf−1j (i)
xj) = tfj(f−1j (i))
tj = ti tj, from the definition of π (Prop. 1.4).
(iv) We have π(π−1(π−1(v) • u)π−1(v)) = ((π−1(v))−1) • (π−1(v) • u) v = uv, first
using the definition of π and then the fact that • is an action on Zn. 
Lemma. 1.11 Assume (X,S) is of class m. Let x ∈ X.
(i) S(x, T−1(x)) = (x, T−1(x)) and S(T (x), x) = (T (x), x).
(ii) Tm−1(x)Tm−2(x) ... T (x)x is the frozen of length m ending with x.
Proof. (i) We have S(T (x), x) = S(f−1x (x), x) = (.., fx(f
−1
x (x)) = (.., x) = (T (x), x),
using first the definition of S and then the non-degeneracy and involutivity of S.
Using the same arguments, S(x, T−1(x)) = S(x, g−1x (x)) = (x, ..) = (x, T
−1(x)).
(ii) From (i), S(T (x), x) = (T (x), x), so S(T 2(x), T (x)) = (T 2(x), T (x)), ..
S(Tm−1(x), Tm−2(x)) = (Tm−1(x), Tm−2(x)) and S(x, Tm−1(x)) = (x, Tm−1(x)),
since Tm(x) = x. So, Tm−1(x)Tm−2(x) ... T (x)x is the frozen of length m ending
with x. 
Lemma. 1.12 Assume (X,S) is of class m. Let x ∈ X. Assume π(x) = t.
(i) π−1(t−1) = (Tm−1(x))−1 = (T−1(x))−1 = (g−1x (x))
−1
(ii) For ℓ > 0, π−1(tℓ) = T ℓ−1(x)T ℓ−2(x) ... T (x)x.
(iii) π−1(tm) = θ, where θ is the frozen element of length m ending with x.
(iv) π−1(t±m) • w = w, for all w ∈ Zn.
(v) π−1(t−m) = θ−1.
(vi) π−1(t±mi1 ..t
±m
ik
) • w = w, for all w ∈ Zn.
Proof. (i) We have π((Tm−1(x))−1) = (t
f−1
Tm−1(x)
Tm−1(x))
−1 = (tTm(x))
−1 = t−1, us-
ing first Lemma 1.6(i), next the definition of T and at last since the class of the solu-
tion is m, we have Tm(x) = f−1
Tm−1(x)
f−1
Tm−2(x)
..f−1
T (x)f
−1
x (x) = f
−1
Tm−1(x)
Tm−1(x) = x.
From lemma 1.5, T−1(x) = g−1x (x) and T
−1(x) = Tm−1(x).
(ii) By induction on ℓ. For ℓ = 2, π−1(t2) = f−1x (x)x = T (x)x, using Lemma 1.6(ii).
For ℓ > 2, π−1(tℓ) = π−1(π−1(t) • tℓ−1)π−1(t) = π−1(x • tℓ−1)x = π−1(tℓ−1
f−1x (x)
)x =
T ℓ−2(T (x)) ..T (T (x))T (x)x = T ℓ−1(x) ... T (x)x, using first Lemma1.6(iii), (ii) and
then the induction assumption for tf−1x (x) and the fact that π
−1(tf−1x (x)) = T (x).
(iii) From (ii), if π(x) = t, then π−1(tm) = Tm−1(x)Tm−2(x) ... T (x)x and from
lemma 1.11(ii), this is the frozen element of length m ending with x.
(iv) The element π−1(tm) = Tm−1(x)Tm−2(x) ... T (x)x acts on Zn via the permuta-
tion f−1
Tm−1(x)
..f−1
T (x)f
−1
x . Since (X,S) is of class m, f
−1
Tm−1(x)
..f−1
T (x)f
−1
x = IdX , that
is π−1(tm) • w = w, for all w ∈ Zn. Let w ∈ Zn. We show π−1(t−m) • w =
w. On one hand, π−1(t−mtm) • w = w. On the other hand, π−1(t−mtm) =
π−1(π−1(tm) • t−m)π−1(tm), from Lemma 1.6(iv). As π−1(tm) acts trivially on
Z
n, π−1(t−mtm) • w = π−1(t−m) • w. So, π−1(t−m) • w = w.
(v) From (iv), π−1(t−mtm) = π−1(π−1(tm)•t−m)π−1(tm) = π−1(t−m)π−1(tm) = 1,
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so π−1(t−m) is the inverse of π−1(tm), that is π−1(t−m) = θ−1.
(vi) By induction on k. The case k = 1 results from (iii). Assume k > 1. Then from
Lemma 1.6(iii), π−1(t±mi1 t
±m
i2
..t±mik ) = π
−1(π−1(t±mi2 ..t
±m
ik
)• t±mi1 )π
−1(t±mi2 ..t
±m
ik
). So,
π−1(t±mi1 t
±m
i2
..t±mik ) •w = π
−1(π−1(t±mi2 ..t
±m
ik
) • t±mi1 ) •w = π
−1(t±mi1 ) •w = w, using
the induction assumption on π−1(t±mi2 ..t
±m
ik
) and then the result for k = 1. 
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