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We consider vector differential equtions x” + g(t, x, x’) = f(t), x E R”, and show 
the existence of periodic solutions under conditions which show that growth 
conditions on g required in earlier results are not needed. 
In this paper we prove a new sufficient condition for the existence of 
periodic solutions of ordinary differential equations in R” of the form 
x” + g(t, x, x’) = f(t). (1) 
Our results are related to recent results of Reissig [3], and Schmitt [4]. In 
[3], Reissig considers the equation 
x” + h(x) = f(r) (2) 
with h: R + R continuous,j: R -+ R locally integrable and l-periodic. Reissig 
assumed (i) f has zero mean value, (ii) h(x) > 0 for x > 0, (iii) 0 < h(x)x-’ 
<a < 1, for x > a > 0, (iv) h(x) ( 0 for x < -a. Then under the 
additional hypotheses that solutions to initial value problems for (2) are 
unique and continuable to the right over an interval of unit length, Reissig 
shows that (2) has a l-periodic solution (thus also extending the result of 
Schmitt [4]). Reissig points out in [3] that solutions to initial value problems 
for (2) are continuable to the right over an interval of unit length if h 
satisfies a growth restriction. In this paper we show that Reissig’s result may 
be extended to systems (1) without the assumptions of uniqueness or 
continuability for solutions to initial value problems. Indeed, we note here 
that continuability is already implied by the sign condition on h in Reissig’s 
theorem. To see this, let H(x) = jt h(u) du and observe that H has an 
absolute minimum, say, m. Now if x(t) is a local solution of (2) with 
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x(t,) = a, x’(t,) = b, multiply (2) by x’ and integrate from to to t > t,. One 
obtains 
ix’(t)* < bz + H(a) - m + I’ f(t) x’(t) dt, 
0 
from which a bound on Ix’(t)1 easily follows, and hence also a bound on 
Ix(t)\. Thus the solutions of (2) remain bounded on any finite interval 
It,,, t, + c] and hence are continuable to +co. Therefore Reissig’s theorem 
holds without any growth condition whatsoever on h(x) for x < 0, and this is 
rather remarkable. 
In the following R denotes the real numbers; gi : R X A” -+ R (1 < i < n) is 
T-periodic in its first variable and satisfies the Caratheodory conditions: 
(Al) gi(., x) is Lebesgue measurable for each fixed x E R” and g,(t. .) 
is continuous for each fixed t E R. 
(A2) For each r > 0 there is a function hl E L’(0, 7’) such that 
1 gi(t, x)[ < h:(t) for IX/ Q Y and 0 <t < T. 
For each i, 1 < i < n, h : R --) R is T-periodic and locally integrable with zero 
mean value, so that jrh(f) dt = 0. 
We consider the system of ordinary differential equations 
x:’ + g,(t, x) = J;:(t), l<i<n. (3) 
THEOREM 1. In addition to the above assumptions, suppose there is an 
integer m with 0 < m < n and nonnegative real numbers ai, pi, and ai with 
0 < ai < Tm2 such that: 
(Cl) For 1 <iCm, 
0 < gi(t7 X) < aixi + Pi 3 if Xi > Uj, 
gi(t, X) < O, if Xi<-ai. 
(C2) Form<i,<n, 
O < gi(t, X)7 if Xi>ai, 
aixi -B; < gi(l9 X> < 03 if xi<--ai. 
Then there is a T-periodic solution of (3). 
Remark. For simplicity we here assume that the nonlinear part is 
independent of x’. In our remarks following the proof of Theorem 1 we 
indicate one method of incorporating x’ into the nonlinearity and also 
indicate other extensions of Theorem 1. 
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Our proof depends on an abstract continuation theorem of Mawhin, which 
we now describe for the convenience of the reader. 
Let X and 2 be normed vector spaces, L: D(L) EX+ 2 a linear 
Fredholm mapping of index zero (index(L) = dim ker(L) - codim Im(L)), 
and N: X+ 2 a continuous mapping. It follows that there exist continuous 
projections P: X-t X and Q: 2 -+ Z such that Im(P) = ker(L) and Im(L) = 
ker(Q) = Im(1 - Q). Moreover the mapping 
L: D(L) n ker(P) -+ Im(L) 
is invertible; denote its inverse by K. Let a be an open bounded subset of X. 
The mapping N is said to be L-compact on d if QN(@ is bounded and 
K(I - Q) N: 6-+X is compact. Let J be an isomorphism from Im(Q) onto 
ker(L); such a J exists since these subspaces have the same finite dimension. 
THEOREM A (Mawhin [2]). Let L be a Fredholm mapping of index zero 
and let N be L-compact on d Suppose 
(i) For each d E (0, 1) and each x E Dom L n 30, 
Lx+ANx#O. 
(ii) QNx # Ofor each x E ker L n a0 and d(JQN, 0 n ker L, 0) # 0. 
Then the equation Lx + Nx = 0 has at least one solution in D(L) n fi. 
In the following, for x E R” by (xl we mean the Euclidean norm of x. Let 
C, deote the linear space of continuous R” valued T-periodic functions, and 
let LL, denote the space of locally integrable R” valued T-periodic functions. 
C, is a Banach space with norm IuI= supleR [u(t)1 for u E C, and LL, is a 
Banach space with norm 1~1, = ji [u(t)1 dt for u E LL,. 
Proof of Theorem 1. We may assume that the inequalities relating gi(t, x) 
to 0 in (Cl) and (C2) are strict, since the case of weak inequalities then 
easily follows by using approximations such as g;(t, x) = gi(t, x) + E 
arc tan(x,), 1 < i< m, letting E -+ 0 and using a standard convergence 
argument. 
We use Theorem A. Let X=C,, Z=LL,, D(L)={uEC,:u’EC,, 
u” E LL,}; L: D(L) --+ Z is defined by Lu = u”, and N: X+ Z is defined by 
Nu(t) = (g,(t, u(t)) -f*(t)). The Caratheodory conditions imply N does map 
X into Z. There is a T-periodic solution x = (x,) of (3) if and only if x solves 
the equation Lx + Nx = 0. 
It is well known that L is a Fredholm operator of index 0. For u E X = C, 
we define 
1 T 
Pu=-?; J u(t) dt, 0 
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and for u E Z = LL, we define Qu in the same way. Then ker(L) = 
Im(P) = R” and Im(L) = ker(Q) = Im(Z - Q), so that Im(L) is closed and 
dim ker(L) = n = codim Im(L). Thus in Mawhin’s theorem the mapping .Z 
may be chosen to be the identity on R”. It is classical that D(L) is compactly 
embedded in C, and thus K = (L) ker(P) n D(L))-’ is a compact mapping 
from Im(Z - Q) onto D(L). It is also classical that N is continuous and takes 
sets bounded in C, into sets bounded in LL, ; thus K(Z - Q) N is a 
completely continuous self map of X= Cr. We now consider the family of 
equations 
Lx+INx=O, O<A<l. (4) 
We must show an a priori bound on the solutions of (4), independent of 
0 < A < 1. A function x E C, is a solution of (4) if and only if x is a solution 
to the system 
Xy + Igi(tT X) = Ah(t), l<i<n. (5) 
Now fix i, 1 < i < m, and let E = {t E [0, T]: xi(t) > ai}. For f E E we 
have 
Ix~(f>l G aixi(t) + Pi + Ifi(t)l* 
The set E is a relatively open set in [0, T] since xi is continuous. Thus E is 
either empty or the countable union of relatively open intervals {Zj :j > 1 }. If 
E is not empty in each Zj not containing either 0 or T there must be a 
number rj with x;(rj) = 0. If one of the Zj, say, Zk, contains 0 (7) and 
x{(t) # 0 for t E I,, enlarge I, o the left (right) of 0 (T) until a point tk is 
reached with x:(7& = 0. Then for t E [zk, 0] U I, ([T, 7k] U Zk) we still have 
xi(t) > ai, and let I, now denote this enlarged interval and ET = E U I,. 
Now for any t E ET we have t E Zj for some j and 
-I 
xi(t) = ! xy (d) ds =I 
so that for t E E, = ET n [zk, T - 7k] (resp. ET n [tk - T, 7k]) 
I-WI <i,, Ix:‘I ds 
< aiT s,“,P IXi(t>I + TPi + IS~II* 
1 
Thus for t E E, 
IX:(‘)I < aiTIx,I,, + Ci, 
where lXilE, = SUPleE, IX,(t)1 and Ci = TP, + IA 11. 
(6) 
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Now the T-periodicity of x1 implies J”: g,(t, x(t)) dt = 0. Since we have 
assumed the inequalities between g, and 0 in (Cl) and (C2) to be strict, it 
follows that there is a number z E [0, T] with ]x,(z)] < a,. Thus E # [0, T] 
and each interval Z, in E must have an endpoint z, with x&J = a,. For t E Zj 
we have 
Xi(t) = ai t 
I 
t X;(S) dS 
Lj 
and from (6), for t E E, 
Ix,(t)1 < ai t aiT IXilE, t TCi. 
Thus since a,p < 1 we have 
IxtIE < IxiIE, < (1 -a,T’)-’ (ai + TCi)* 
For arbitrary t E [0, T] we have, letting F= {t: x,(t) < -a,}, G = 
{t: -a, < xi(t) < ai}, 
I 
: Ix;(t)1 dt 
< J gi(t, X) dt - ( gi(t, X) dt + J I gdt, XII dt + I&I 1 
E F G 
< Bi - I gi(t, x) dt F 
= Bi - 
I 
T gl(t, x) dt t 1 g,(t, x) dt 
0 EL6 
< 2BiP l<i&m, 
where B, is a constant. In a similar manner one can show the existence of 
constants Bi, m < i ,< n, such that 
1 T Ix;(t)] dt < 2B,, l<i<n. 0 (7) 
Now for each i, 1 Q i Q n, xi is T-periodic and thus there is a ri E [0, T] 
with x;(ri) = 0. It follows from this fact and (7) that 
I-$1< =,9 lgi<n. (8) 
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We have already shown that for 1 < i < n there is zi E [0, T] with 
]xl(zi)] < ai. Therefore, 
IXil < Ui + 2TBi9 l<i<n. (9) 
Since (9) holds for any solution x = (xi) of (4) we have verified (i) of 
Mawhin’s theorem with R = R, = {u E C, : (U ] < r} for any r sufficiently 
large, say, r > rO. The value of r0 could be estimated. 
To verify (ii) of Theorem A let x E an,n ker(L). Then x E R” with 
Ix]= r and 
QNX = (+ jr gi(t, X) dt)* 
0 
If ]x]‘>JY;=ia~=r~ then for at least one xj, 1 <j<n, JXjl~Uj SO that 
gi(t,x) #O for Og t < T and thus QNx#O. Moreover for XE R” and 
Ixl~r,,x.Qlvx>Osothatd(QN,a,nker(L),O)=lforr~r,.Thusfor 
r > max(r,, ri) and R = J2, hypotheses (i) and (ii) of Mawhin’s theorem are 
satisfied. Therefore (3) has a T-periodic solution. 
Remarks. In addition to having components gi of the nonlinear part of 
(3) satisfying (Cl) or (C2), one could have components satisfying 
gi(t, X) Xi < 0 for 1~~12 ai (with no growth restrictions) (cf. [ 11). 
Derivative trms may be incorporated into the nonlinearity as in Eq. (1) 
using, e.g., (C 1’) instead of (Cl). For 1 < i < m there are nonnegative 
(xi, pi, yi such that 
O < gi(r9 x9 Y> < aixi + PI I Yil + Yi for xi>ai, 
gitf7 x9 Y) < O for xi < -ai, 
and a similar change in (C2). If one assumes in addition that there is a 
number mi such that 
I giCt9 x7 .YI < mi for (t, Y)E R x R” and 
xER” with ]xi] <a,, 
then if the other hypotheses of Theorem 1 hold, there is a T-periodic solution 
to (1) provided max{a,,pi: 1 < i Q n} is sufficiently small. 
We also note that we could have just as easily considered differential 
equations of arbitrary order instead of second order only. 
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