Abstract. The paper deals with a weakly coupled system of functional-differential equations Let S be an arbitrary set of indices and
Let S be an arbitrary set of indices and
For p, p ∈ X where p = {p k } k∈S , p = {p k } k∈S we write 
Let a function c = {c i } i∈S , c i : Σ → R + , be given. Define
Suppose that for every i ∈ S and (t,
We consider the initial boundary value problem
where u = {u i } i∈S .
We say that a function u = {u i } i∈S , u : ∆ → X, is a regular solution of system (1) if:
If in addition, for every i ∈ S, the derivative
A Σ c -regular solution u = {u i } i∈S of (1) is called a parabolic solution of (1) in D if for any two symmetric matrices r, r ∈ M n×n such that r ≤ r, the inequality
Differential systems with a deviated argument and differential-integral problems can be obtained from (1) by specializing the operator f . Note that various models of the functional dependence in partial equations are used in the literature. Detailed comparisons between different models are presented in [4] .
The classical theory of parabolic differential inequalities has been described in the monographs [7] [8] [9] , [16] .
As is well known, they found applications in differential problems. The basic examples of such applications are: estimates of solutions of partial equations, estimates of the domain of existence of solutions, criteria of uniqueness and error estimates for approximate solutions. Moreover, discrete versions of differential inequalities are frequently used to prove convergence of approximation methods. The numerical method of lines and difference methods are classical examples.
Recently numerous papers have been published concerning parabolic functional-differential problems. Existence results can be found in [1] [2] [3] . They are based on the method of successive approximations introduced by T. Ważewski for systems without functional dependence [17] . The Chaplygin method is also used in existence theorems for parabolic functionaldifferential problems.
Functional-differential inequalities of parabolic type and uniqueness results for initial boundary value problems were first treated in [10] [11] [12] [13] . Those papers deal with finite systems of weakly coupled functional-differential equations. This means that every equation contains the vector of unknown functions and the derivatives of only one function.
Infinite systems of parabolic functional-differential inequalities were considered in [15] . Monotonicity conditions and Lipschitz estimates are the main assumptions on the right hand sides of the system in that paper. Uniqueness results for infinite systems of parabolic functional-differential equations with initial boundary conditions can be found in [14] . The Lipschitz condition with respect to the functional variable is assumed in [14] and bounded solutions are considered. It is important in [14] , [15] that the Lipschitz constant is common for all functions in the system of equations or inequalities. Similar problems for infinite systems and their solutions defined on unbounded domains and belonging to the function class E 1,∞ 2 were examined in [5] , [6] . The aim of this paper is to study general comparison theorems for parabolic functional-differential infinite systems. The first part deals with extremal solutions of infinite systems of ordinary functional-differential equations. The second part contains comparison theorems for parabolic problems, uniqueness criteria for solutions of problem (1)-(3) and a result on continuous dependence of solutions on given functions.
It is essential to our considerations that the right hand sides of the equations satisfy nonlinear estimates of the Perron type with respect to the unknown functions. We deal with infinite systems of functional-differential equations as comparison problems for (1).
The paper generalizes results of [10] , [11] , [14] and [15] . 
Extremal solutions of ordinary functional-differential systems. Put
X + = {p = {p k } k∈S : p k ≥ 0, k ∈ S}. Let C([−r 0 , a), X + ) de- note the space of all functions w = {w i } i∈S such that w i ∈ C([−r 0 , a), R + ), i ∈ S. Put Γ = (0, a) × X + × C([−r 0 , a), X + ). Assumption H[σ]. Suppose that σ = {σ i } i∈S , σ i ∈ C( Γ , R + ),
t] we have σ(t, p, w) = σ(t, p, w),
2) the following monotonicity condition holds:
a) there exists the maximum solution ω(·, η) = {ω i (·, η)} i∈S of the problem w (t) = σ(t, w(t), w), (4)
It follows ( [8] ) that there exists the right hand maximum solution W k [ψ] of the Cauchy problem
and the solution is defined on [−r 0 , a).
Denote by Ω the class of all ψ ∈ C([−r 0 , a), X + ) satisfying the differential inequality
and the initial estimate
exists and is continuous on [−r 0 , a).
On the other hand, we have
and consequently W [ ω] ∈ Ω. This gives
Inequalities (8) and (9) imply that ω = W [ ω] . Thus ω is the right hand maximum solution of (4), (5) .
It follows from (6) that ϕ ∈ Ω and this completes the proof. (4), (5) . Put
Proof. Let k ∈ S and let γ k (·, η k ) be the right hand maximum solution of the problem
where P [k, ϕ, ξ] is given by (7) with ψ = ϕ.
Fix k ∈ S. For t ∈ J k we have
which together with (10) gives the assertion of Lemma 2.
Comparison theorems.
We will estimate functions of several variables by means of functions of one variable. Therefore we will need the operator V : C(∆, X) → C([−r 0 , a), X + ) defined in the following way: for
For p = {p i } i∈S ∈ X write |p| = {|p i |} i∈S . 
Theorem 1. Suppose that Assumption H[σ] is satisfied and the function
where η = {η i } i∈S ∈ C([−r 0 , 0], X) and ω(·, η) = {ω i (·, η)} i∈S is the maximum solution of (4), (5) . Under these assumptions we have
|u(t, x)| ≤ ω(t, η) on ∆. (11)
Proof. Put W i (t) = max{|u i (t, x)| : x ∈ G} for i ∈ S, t ∈ [−r 0 , a) and let W = {W i } i∈S . We will prove that for fixed i ∈ S, D − W i (t) ≤ σ i (t, W (t), W ) where t ∈ E i = {t ∈ (0, a) : W i (t ) > ω i (t , η)}. Fix t ∈ E i . There is x i ∈ G such that (a) W i ( t) = u i ( t, x i ) or (b) W i ( t) = −u i ( t, x i ).
