The second and probably the most important advantage of SSINs is the shorter average path length. The path length in an SSIN is defined to be the number of time slices required to reach the destination.
Logically, time slices in SSINs are similar to the stages of MINs. In a MIN, every request must go through logN stages to reach its destination. But in SSINs, the maximum number of passes for an input/output connection is less than or at the most equal to logN. The average path length for all possible requests is defined to be the static average path length (SAPL). The dynamic average path length (DAPL) is obtained by considering the blocking in the switches and queuing in buffers.
II. SSIN TOPOLOGY
Various SSIN configurations can be obtained by changing the connection pattern between the processors and switching elements. The 2x2 switching elements considered here and their possible settings are shown in Figure-1 [5]. Four types of SSINs are considered and evaluated in this paper. They include the Omega type, Modified Omega type, ROT, and Zeta which are shown in Figure-2 [6] . The Omega network utilizes the perfect shuffle connection pattern [7] . The Modified Omega SSIN requires interchanging the first and last input wires of the Omega network. The ROT network topology (Fig. 2c) was designed with emphasis on fault tolerance. The concept is to divide the network inputs into (N/2) groups with 2 inputs in each group. Each pair of inputs is connected to the next switch in a cyclical manner and in the order shown. The Zeta SSIN is a single stage version of the Zeta MIN which resulted from an analysis of non -equivalent MINs [8] . Table I indicates the SAPL for these four networks as a function of network size.
PI. CONFLICT RESOLUTION S TRATEGIES
In SSINs, the outputs of the switches go to the processors and are recirculated as inputs if the final destinations of the requests have not been reached. In the case of switch setting conflict, SOme resloution strategy must be chosen. We have examined six resloution Strategies. Three use buffers to store blocked requests while three route the blocked requests to available intermediate outputs. Table II shows the effect of these strategies for a conflict between any two requests, where i and j are remaining path lengths.
A.Avvroach
The following assumptions are made in performing this analysis. i. The probability distribution of request destinations 1s uniform.
ii.The switch settings are synchronized by a system clock, i.e. the iii. No new requests are accepted until all initial requests have been satisfied.
iv.The probability of a conflict at any switch is one half (see Figure 3) . v. When buffers are included in the routing strategy, the queue length is assumed to be zero or one.
(This assumption is removed in SKN)
In what follows, we break the requests into different initial groups axording to path length and find the number of conflicts for each group. We iterate on this procedure for as many time slices as required to satisfy all requests. A group is defined as the set of requests with the same path length. Group 1 contains the requests which are satisfied after the first pass, group 2 contains the requests which are satisfied after the second pass, etc. For each type of network , the initial group distribution is determined from the distance mamx [9] and is shown in Table III . From the group distribution we can calculate the probability for a request to be in a specific group.
Suppose that there are Ro requests to be satisfied initially. We can partition them into different groups according to the distance mamx and compute the SAPL for these brequests. If there is no conflict during all passes, the DAPL equals the SAPL. In general, conflicts exist and blocked requests need more passes to reach their destination.Thus they become the elements of groups with larger path length. Therefore the number of groups increases and the population distribution of groups changes.
IV. ANALYTICAL MODEL
service of the previous time slice is completed for each request before the next time slice is initiated The dynamic average path (4.2)
Once no group is left unsatisfied, i.e. Ri=O, the overall dynamic average path length, DAPL, is determined. Finally the number of ways of selecting Ri.* q u e s t s from N inputs is ( kkJ. Thus, the probability of k switches having 2 requests in a size N network with requests during the i-th pass is NI2 N12-k
IR. RI and the probability for a switch with 2 requests to have a &hic; is 1R. Thus the expected number of conflicts during the i-th pass is
(4.4)
The next step is to partition C. into different groups assuming the no. of conflicts in a group t o b e proportional to the number of elements. Therefore, the number of conflicts in group j during the i-th Finally, we seperate'the number of conflicts in group j into two parts, the self-conflicts, which are the conflicts between two requests of the same group, and the conflicts with other groups.The probabilities of these conflict types are given by: P( the conflict is a self-conflict, given a conflict in group j ) pass is obtained as Cij = Ci*(ri-ljRi-l) 
V. OUEUING EFFECT
We have assumed in Section IV that all requests blocked at a switch can be transmitted during the next time slice, i.e. there is never more than one request in a buffer. If this is not the case, DAPL will be larger than predicted by the analytical model of Section IV. This discrepancy is expected to become more pronounced as loading increases. TO obtain an accurate analytical model we explicitly associate a separate buffer with each processor, as shown in Figure 5 .
The calculation of DAPL including delays in the buffer is based on an extension of the group transition approach previously described.
First, a group defined in the previous model is divided into several subgroups according to the request's position in the buffer. Second, each pass is described by two phases: the pre-switch phase and the post-switch phase. In the pre-switch phase, the request in front of each queue enters the switch and may compete with another request for the same switch output. Some requests will be blocked and remain at the front of the queue. In the post-switch phase, the requests which pass through the switch but do not reach their final destination are recirculated to the buffers. Some of these buffers will be populated by one or more requests blocked in previous passes.
Let's take the 8x8 SSIN as an example. Figure 6 shows the group transitions of the 8x8 SSIN during the first three passes. Figure 6a indicates that there are three groups (1,2,3) before the f i s t pass and
-
that the requests in each of these groups occupy the first position in the queue, [(l,l),(2,1),(3,1) ]. At this point, we can use the equations in Secton IV to find which portion of the 1-st subgroup in each group will be blocked and have their path length increased by one (vertical arrows) and which portion of them would pass through the switches (horizontal arrows). 
