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Using a mix of numerical and analytic methods, we show that recent NMR 17O measurements
provide detailed information about the structure of the charge-density wave (CDW) phase in un-
derdoped YBa2Cu3O6+x. We perform Bogoliubov-de Gennes (BdG) calculations of both the local
density of states and the orbitally resolved charge density, which are closely related to the magnetic
and electric quadrupole contributions to the NMR spectrum, using a microscopic model that was
shown previously to agree closely with x-ray experiments. The BdG results reproduce qualitative
features of the experimental spectrum extremely well. These results are interpreted in terms of a
generic “hotspot” model that allows one to trace the origins of the NMR lineshapes. We find that
four quantities—the orbital character of the Fermi surface at the hotspots, the Fermi surface cur-
vature at the hotspots, the CDW correlation length, and the magnitude of the subdominant CDW
component—are key in determining the lineshapes.
I. INTRODUCTION
Charge-density waves occupy a significant portion of
the phase diagram of cuprate high-temperature super-
conductors and, along with d-wave superconductivity,
antiferromagnetism, and the pseudogap, appear to be a
generic feature of the underdoped cuprates. The discov-
ery of widespread charge ordering has led to interesting
questions about the role of strong correlations in CDW
formation,1,2 the connection to the pseudogap,3–6 and the
possible entanglement of multiple order parameters.7–12
Despite the ubiquity of the CDWs, their detailed struc-
ture has only been established in certain special cases.
CDWs were originally observed by scanning
tunneling microscopy experiments in the Bi-
based cuprates, Bi2Sr2CaCu2O8+δ (Bi2212) and
Bi2−yPbySr2−zLazCuO6+x (Bi2201), where both the
periodicity and the intra-unit cell structure of the local
density of states (LDOS) have been mapped out.13–17
Experimentally, the CDW wavevectors q∗ lie along the
Cu-O bond directions, so that Cu-O bonds perpendicular
and parallel to q∗ are inequivalent. Tunneling and x-ray
experiments have further established that the LDOS
modulations on the two inequivalent O sites are out
of phase, so that when one is enhanced, the other is
reduced.16–19 This unusual intra-unit cell structure is
consistent with a charge transfer between neighboring
O sites, whose amplitude is modulated with period
2pi/|q∗|. The notation “d-wave CDW” is commonly used
to describe this state, though one does not generally
expect a pure dx2−y2 form factor when |q∗| is not zero.20
The universality of this structure has been harder to
establish in other cuprate families. While x-ray exper-
iments have obtained a comprehensive picture of q∗ as
a function of doping in YBa2Cu3O6+x (YBCO6+x),
21–25
HgBa2CuO4+δ (Hg1201),
26,27 and Bi2201,28,29 the form
factor is more difficult to determine. In YBCO6+x, both
elastic30 and resonant x-ray scattering18 point to an ad-
mixture of dx2−y2 and s-symmetry charge densities. We
note that stripe order in the La-based cuprates appears
to be distinct from the CDW order described above. Re-
cently, it was shown that La1.875Ba0.125CuO4 exhibits
charge correlations with wavevectors similar to those
found in other materials at temperatures T ∼ 90 K;31
however, as T is lowered additional quasistatic spin-stripe
correlations develop that modify the charge order. Of
particular relevance to this work, the doping dependence
of the stripe and CDW wavevectors are completely dif-
ferent: while the CDW wavevectors evolve with doping
in a way that is quantitatvely consistent with Fermi sur-
face nesting scenarios, the stripe wavevector evolves op-
positely to what one would expect in a nesting scenario.32
Because of these complications, it is unlikely that the
model presented here applies to La-based cuprates.
Important information, complementary to x-ray scat-
tering, is available from NMR experiments.33–37 Because
it is a local probe, NMR is sensitive to inhomogeneities
in both the charge density and the LDOS, and histori-
cally NMR was the first technique to identify the exis-
tence of charge order in YBCO6+x.
33 In some well-known
CDW materials, the structure of the CDW has been in-
ferred from an analysis of NMR lineshapes.38–42 Indeed,
Kharkov and Sushkov were able to extract the size of
the d- and s-symmetry CDW components in YBCO6+x,
without reference to their microscopic origins, from an
analysis of the electric quadrupole data.43 YBCO6+x
presents a particular complication, found also in other
cuprates,44 in that the quadrupole and magnetic broad-
enings are comparable, and must be disentangled for a
full analysis.
To this end, we explore the NMR lineshapes in the
context of a microscopic Hamiltonian. In particular, we
isolate the quantities that are principally responsible for
determining the lineshapes. These are: the degree of
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2orthorhombicity (which selects the dimensionality of the
CDW), the orbital character of the Fermi surface, the
Fermi surface curvature at the hotspots, and the CDW
correlation length. As found elsewhere, disorder plays a
key role both in nucleating the CDW at high T and in
limiting the correlation length at low T .34,45,46
A large body of theoretical work has shown that d-wave
CDW instabilities emerge naturally from weak-coupling
theories.1,7,10,47–52 While these theories obtain an intra-
unit cell structure similar to experiments, they generi-
cally predict that q∗ lies along the diagonal, rather than
axial, directions. In notable exceptions, it was shown via
functional-renormalization group53,54 and Monte Carlo55
calculations that for spin-fluctuation-mediated CDWs,
axial order becomes dominant close to the spin-density
wave quantum critical point. While relevant at low dop-
ing, it is not clear that this mechanism is applicable
throughout the CDW phase since spin correlation lengths
are only a few lattice constants at higher doping levels.
It is also possible that strong correlations may influence
the CDW: axial order was shown to emerge for partic-
ular choices of model parameters within a Gutzwiller
variational ansatz.56 Alternatively, it was shown that ax-
ial order appears when when the antinodal Fermi sur-
face is removed, either by d-wave superconductivity57 or
by a Fermi surface reconstruction (FSR) mimicking the
pseudogap.58 In the latter case, q∗ was found to agree
quantitatively with experiments on YBCO6+x across a
wide doping range. The implication that the CDW
emerges from the pseudogap, rather than causing it, is
supported by the observation that q∗ connects the tips
of the Fermi arcs in the pseudogap phase, rather than
nesting the sections of Fermi surface obliterated by the
pseudogap.28 We adopt the FSR model here.
The essential elements of the FSR model are shown in
Fig. 1. Figure 1(a) shows a cartoon of the CuO2 unit
cell for an idealized YBCO6.5 crystal with the “ortho-
II” structure. In YBCO6+x, the tetragonal symmetry of
the CuO2 planes is broken by one-dimensional (1D) CuO
chains that run parallel to the b-axis and sit in between
CuO2 bilayers. In the ideal ortho-II structure, there is a
chain above every second planar CuO2 unit cell, as indi-
cated by solid black lines in columns 1 and 3 of Fig. 1(a).
The Fermi surface obtained from the CuO2 planes
is shown in Fig. 1(b) (dashed curves); in the FSR
model, a staggered magnetic moment is imposed on the
Cu sites, which reconstructs the Fermi surface to form
four hole pockets (solid blue ellipses). As discussed
elsewhere,58 this provides a useful phenomenology that
captures the “Fermi arc” structure of the pseudogap
phase. For a generic short-range interaction, the lead-
ing CDW instability of the reconstructed Fermi surface
couples “hotspots” at the tips and tails of the modula-
tion wavevectors q∗ shown in the figure. For a tetrag-
onal CuO2 unit cell, a second instability with wavevec-
tor q′ is degenerate with the first for a total of eight
hotspots. This instability is subdominant for the or-
thorhombic case.
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FIG. 1. Weak-coupling CDW model in the clean limit. (a)
Schematic of the CuO2 plane for ideal (ortho-II) YBCO6.5.
Cu sites (red circles), and O(2) and O(3) sites (blue) are indi-
cated, as are the crystalline a and b axes. The ortho-II struc-
ture is orthorhombic because of 1D CuO chains running par-
allel to the b axis above alternating rows of Cu sites (straight
black lines). (b) Unreconstructed (dashed black lines) and re-
constructed (solid blue lines) CuO2 Fermi surfaces. The lead-
ing charge instability for the reconstructed Fermi surface has a
wavevector q∗ (solid arrows) that connects parallel Fermi sur-
face sections. A second set of nesting wavevectors q′ (dashed
arrows) connects additional hotspots; these are subdominant
when the crystal is orthorhombic. (c) Spectral function at the
chemical potential in the antiferromagnetic Brillouin zone for
a uniaxial CDW with wavevector q∗. The CDW washes out
spectral intensity near the hotspots. (d) Density of states for
the bare band structure (red) and in the CDW phase (blue).
The model has six bands in total, with the conduction band
extending over −1 < ω − µ < 0.2. The depletion of the
hotspots by the CDW opens a partial gap at the chemical po-
tential. The energy scale is in units of the p-d orbital hopping,
tpd ∼ 1 eV.
The key point of weak-coupling models is that the
physics of the CDW state is determined entirely by the
structure of the bands in the neighborhood of these eight
hotspots. The key role of the hotspots is illustrated in
Fig. 1(c), which shows the spectral function for a self-
consistently calculated uniaxial CDW (see appendix for
details). The spectral intensity in the neighborhood of
the hotspots coupled by q∗ is washed out by the CDW,
while other regions of the Fermi surface are unaffected.
The depletion of spectral weight at the hotspots opens
a partial gap in the density of states at the chemical
potential [Fig. 1(d)].59 Experimentally, this gap is dis-
tinct from the pseudogap,34 which affects a much larger
fraction of the Fermi surface. [We note a limitation of
the FSR model that is evident in Fig. 1(d): the density
of states does not have a pseudogap at the Fermi level;
rather, the staggered magnetic moment on the Cu sites
opens a Mott-like gap above the Fermi level. This is not
a significant problem here since we are focused on the
physics of the hotspots, which lie away from the regions
of Fermi surface associated with the pseudogap.]
3One of the main points made in this work is that the
hotspots continue to play a central role when it comes to
understanding the NMR lineshapes. For a nucleus with
total angular momentum quantum number I, there are
2I transitions between pairs of nuclear states |Im〉 and
|I m + 1〉. Crystal fields break the degeneracy of these
transitions so that 17O (I = 5/2) has five quadrupole
satellites. This can be seen in the oxygen NMR spectra
for YBCO6.56, which are shown in Fig. 2(a).
60 Lines la-
belled O(2) and O(3) refer to inequivalent O sites in the
CuO2 planes [Fig. 1(a)], while O(4) refers to the apical
oxygen immediately above planar Cu sites. When the ex-
ternal magnetic field is oriented along a nuclear principal
axis, the transition energies take a simple form,
∆Em→m+1 = γh¯H(1 +K)− 3eQ(2m+ 1)
4I(2I − 1) VZZ . (1)
The expression is slightly more complicated in the gen-
eral case (see, for example, Ref. 61); however, Eq. (1)
is sufficient for our purposes. In Eq. (1), γ is the nu-
clear gyromagnetic ratio, K is the Knight shift, H the
applied magnetic field, Q is the quadrupole moment,
and −VZZ ≡ −∂2V/∂Z2 is the the electric field gradi-
ent along the principal axis. The first term in Eq. (1)
is the so-called magnetic contribution, and the second is
the electric quadrupole contribution.
The experimental line shapes are histograms of
∆Em→m+1 values, and therefore of K and VZZ . In a
simple metal, K(r) is proportional to N0(r), the LDOS
at the chemical potential at position r, while VZZ(r) is
a function of the electron density in the neighborhood
of the atomic nucleus. Both disorder and the CDW in-
duce shifts in the Knight shift and electric field gradient
that vary from atom to atom. For simplicity, we assume
that the change δVZZ(r) at a particular atomic nucleus
is proportional to the change δn(r) in the orbital charge
density for that atom. Our analysis of the NMR spec-
trum, therefore, focuses on N0(r) and δn(r) as proxies for
the magnetic and electric quadrupole terms in Eq. (1).
With this in mind, we now summarize what has been
previously inferred from NMR spectra using Fig. 2(a) as
a representative example, and further describe some of
the puzzles that have emerged from the experiments. In
Fig. 2(a), the data at T = 67.8K are at a temperature
above the onset of long range CDW correlations.34 The
lines are broadened by disorder and by short-range CDW
correlations that develop below a high onset temperature
Tonset ∼ 150K.35 As T is lowered, there is a pronounced
leftward shift of the O(2) and O(3) satellites. The mag-
nitude of the shift is the same for all satellites, which
from Eq. (1) indicates that it is a Knight shift and can
be tied to a depletion of states at the chemical potential.
This depletion is mainly due to the pseudogap, rather
than the onset of the CDW.36 (Note that the data are
measured in a magnetic field of 28.5 T, which is believed
sufficient to suppress superconductivity.62,63)
The onset of long-range order at TCDW ≈ 50-60K is
signalled by a splitting of the quadrupole satellites as T
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FIG. 2. Comparison of experimental and theoretical line-
shapes. (a) Oxygen quadrupole satellites for YBCO6.56
(Ref. 60). Results were measured in a 28.5 T magnetic field
tilted from the c-axis by 16◦ along the a direction. This
field strength is believed sufficient to suppress superconduc-
tivity. Results are shown at T = 67.8K, where the CDW
has short-range correlations, and T = 3K, where the CDW
is long-range ordered. Following Ref. 36, the satellites are la-
beled LF (low frequency), central, and HF (high frequency).
(b) Expected lineshapes for charge density waves with differ-
ent φ′/φ. φ′ = 0 (φ′ = φ) corresponds to an ideal uniaxial
(biaxial) CDW. The peak splitting on the O(2) lines in (a),
most visible for the HF2 O(2) spectrum, is an indication of
quasi-uniaxial CDW correlations with φ  φ′. (c) and (d)
Simulated lineshapes obtained from BdG calculations aver-
aged over 50 disorder configurations. Plots are taken from
histograms of (c) δN0(r)+0.5δn(r) and (d) δN0(r)−0.5δn(r)
[see Eq. (2) and surrounding discussion]. Results are shown
at temperatures below and above the clean-limit transition
temperature TCDW.
is lowered. This can be seen most clearly in the HF2
O(2) satellite at T = 3K. This splitting (observed first
for Cu nuclei33) was originally interpreted as a signature
of commensurate order, but is also consistent with in-
commensurate quasi-uniaxial CDWs. To understand this
latter point, we consider a potential φ(r) = φ cos(q∗y)
generated by a CDW along the b-axis. If the shifts
δN0(r) and δn(r) due to the CDW are both proportional
to φ(r), then the lineshape obtained from a histogram
of ∆Em→m+1 will look like the histogram of cos(q∗y).
This corresponds to the 1D case shown in Fig. 2(b).
Such lineshapes have been observed in the well-known
quasi-1D CDW materials Rb0.3MoO3
38 and NbSe3.
39
For comparison, we also include a secondary component
with φ(r) = φ′ cos(q′x) + φ cos(q∗y) [Fig. 2(b)]. When
0 < φ′ < φ, the two peaks move inwards with increas-
ing φ′, and finally merge to form a single peak in the
two-dimensional (biaxial) limit, φ′ = φ. Note that the
histograms are independent of q′ and q∗ provided both
wavevectors are incommensurate with the lattice.
As mentioned above, the splitting of the oxygen peaks
in Fig. 2(a) is not equally apparent in all satellites. This
has been attributed to the quadrupole and magnetic
4terms in Eq. (1) having comparable magnitude.36 We il-
lustrate this point qualitatively by plotting in Fig. 2(c)
and (d) histograms of linear combinations of δN0(r)
and δn(r) for the O(2) sites (representing magnetic and
quadrupole terms, respectively). The LF2 and HF2 satel-
lites in Fig. 2(a), corresponding to m = − 52 and m = 32
in Eq. (1), have equal magnetic contributions and equal-
but-opposite quadrupole contributions. To model this,
we calculate the distributions
P [δN0(r)±Aδn(r)] . (2)
In this expression, the LDOS and charge densities are
taken from self-consistent Bogoliubov-de Gennes (BdG)
calculations for the CDW (described in Sec. II). Results
are shown at two temperatures: T = 2TCDW, which lies
above the the transition to long-range order at TCDW,
and T = 0.1TCDW, which lies deep in the long-range or-
dered phase. To obtain a near cancellation for the upper
sign in Eq. (2), we take A = 0.5; this generates the nar-
row single peak shown in Fig. 2(c), similar to the LF2
line in Fig. 2(a). Then, for the same set of data, the
lower sign in Eq. (2) yields the pair of low-T peaks in
Fig. 2(d), similar to the HF2 line in Fig. 2(a). The key
point is that because δN0(r) and δn(r) are correlated,
one may obtain different lineshapes for the upper and
lower signs in Eq. (2).
The fact that the magnetic and quadrupole terms have
comparable magnitude complicates the interpretation of
the NMR spectrum, but also presents a unique opportu-
nity to obtain simultaneous information about the charge
density and LDOS in the CDW phase. Empirically:
• The short range CDW correlations that develop
below Tonset can, in some instances, affect
the quadrupole and magnetic terms differently.35
Whereas the O(2) line broadening comes equally
from both magnetic and quadrupole terms, the
O(3) line broadening in YBCO6.56 comes almost
exclusively from the quadrupole term. This dis-
crepancy is puzzling because the O(2) and O(3)
lineshapes are determined by the same Fermi sur-
face hotspots. Differences between O(2) and O(3)
sites are harder to identify in YBCO6+x samples
with higher oxygen content.
• Similarly, the long-range correlations that de-
velop below TCDW affect the O(2) magnetic and
quadrupole terms equally.33,34 That is, the splitting
that is clearly resolved in the O(2) HF lines comes
from both quadrupole and magnetic contributions.
Although details of the O(3) lines are difficult to
resolve experimentally, ortho-II YBCO appears to
exhibit a dichotomy between the O(2) and O(3)
sites similar to that above TCDW.
60
• In addition to line-splitting, the long-range cor-
relations below TCDW also produce a lineshape
asymmetry that grows with decreasing tempera-
ture. This asymmetry is manifested in both the
tails and the heights of the two peaks (for those
satellites that are split),36 and is clearly visible for
both the O(2) and O(3) lines in the 3K spectrum
of Fig. 2(a). The asymmetry is clearly tied to long-
range order, and indeed has an order parameter-like
T -dependence; nonetheless, it is distinct from the
splitting because it comes entirely from the mag-
netic contribution (namely, all satellites have iden-
tical skewness). Asymmetric lineshapes are rare
in NMR. They have been observed in hexagonal
2H-NbSe2,
40,41 where the CDW is two-dimensional
(2D) with three distinct wavevectors with compa-
rable weight; however, there is no evidence for this
mechanism in ortho-II YBCO. In the La-cuprates,
lineshape asymmetry was attributed to glassy spin
stripes.44,64 Asymmetry has also been seen in Zn-
doped YBCO6+x,
65 where it is attributed to a com-
bination of near-unitary Zn resonances and locally
induced antiferromagnetism.66 Ref. 36 did indeed
find that the left and right linewidths scale with the
amount of disorder in the crystal; however, it is also
clear that long-range CDW order is prerequisite for
this effect, suggesting a different mechanism.
In this work, we address these observations via a mix
of numerical BdG calculations (Sec. II) and analytic cal-
culations (Sec. III). Our main results are:
• Differences between O(2) and O(3) lineshapes can
be traced back to the orbital character of the
hotspots. As there is only a single Fermi surface
per CuO2 plane, and the structure of the CDW is
entirely determined by that Fermi surface in the
neighborhood of the nesting hotspots, the charge
modulations on the Cu, O(2), and O(3) orbitals
are not independent. Rather, it is the admixture of
the different orbitals making up the Bloch states at
the hotspots that determines both the amplitude
and phase of the CDW on each orbital. In many
cases, the differences between O(2) and O(3) line-
shapes are mild; however, in some cases the lines
may have qualitatively different shapes.
• The CDW potential introduces a homogeneous
shift in the density of states (i.e. a partial gap at
the Fermi energy) and an inhomogeneous modu-
lation of the LDOS. The Knight shift distribution
is equally sensitive to both of these; however, the
quadrupole term is mostly determined by the in-
homogeneous modulation. For this reason, the two
terms probe different aspects of the CDW.
• Weak disorder plays a key role because it induces
spatial variations of the CDW wavevector. The
Knight shift distribution is especially sensitive to
these variations, which sample the band dispersion
near the hotspots. In particular, the asymmetry of
the lineshapes can be traced back to a combination
of the distribution of CDW wavevectors and the
curvature of the Fermi surface near the hotspots.
5• The presence of a secondary CDW component, with
amplitude φ′, qualitatively changes the shape of the
NMR line. Lineshapes in the clean limit generically
have two peaks whenever φ′ 6= φ, as in Fig. 2(b).
However, in the presence of weak disorder, there is
a wide range of φ′ values for which the line has a
single peak. We find that orthorhombicity reduces
φ′, while disorder enhances it.
II. BOGOLIUBOV-DE GENNES
CALCULATIONS
In this section, we describe self-consistent solutions
of the BdG equations for a CDW on a finite lattice.
These calculations allow us to explore numerically the
various factors—orthorhombicity, disorder, band struc-
ture, etc.—that influence the structure of the CDW, and
therefore of the NMR spectrum.
A. Model
Our approach is to solve a simple mean-field three-
orbital model for a single CuO2 plane, similar to that of
Ref. 58, in real space on an L × L lattice with periodic
boundary conditions. The model includes the Cu dx2−y2
orbitals and those Op orbitals that form σ-bonds with the
Cu sites, as shown in Fig. 3(a). Additionally, there is an
implicit Cu4s orbital that has been downfolded into the
Hamiltonian matrix elements.58 We refer to this as the
ALJP model, after Andersen et al. who first pointed out
the importance of the 4s orbital.67 As discussed in the
previous section, we further include an antiferromagnetic
(AF) moment on the Cu sites as a means to generate a
Fermi surface reconstruction. As in the real materials,
the local moments reduce double occupancy on the Cu
sites, and change the character of the Fermi surface from
primarily Cu-like to primarily O-like. The AF moments
double the unit cell, as shown in Fig. 3(a).
In Ref. 58, we proposed that the CDW may be driven
by short-range Coulomb repulsion between neighboring
O sites. However, because the density of states contribut-
ing to CDW formation is quite small (involving only
states near the hotspots), large values for the Coulomb
interactions are required to induce CDW order. Other in-
teractions, notably antiferromagnetic superexchange, are
also attractive in the charge ordering channel (at least in
one-band models20,50), and a quantitative description of
the CDW may indeed require multiple interactions. We
do not address this point here, and simply treat the in-
teractions in our model as a phenomenological means to
generate CDW order.
The Hamiltonian has the form
Hˆ =
∑
iασ
˜iασnˆiασ +
∑
iα,jβ
∑
σ
t˜iα,jβc
†
iασcjβσ (3)
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FIG. 3. Structure of the ALJP model. (a) Hopping matrix
elements are ±tpd between nearest-neighbor Cud and Op or-
bitals, ±tpp between nearest-neighbor Op orbitals, and −t′pp
between next-nearest-neighbor Op orbitals. The signs of the
matrix elements are given by the phase difference between the
overlapping portions of the orbitals involved in the hopping
process. The AF potential on the Cu sites doubles the unit
cell, which is indicated by a dashed box. (b) For a finite L×L
lattice, k-space comprises a discrete set of points separated by
∆k = 2pi/L (gray dots). Because the periodic charge modu-
lation must be commensurate with the lattice, allowed CDW
wavevectors qm, corresponding to period L/m modulations,
must connect distinct k-points. The wavevector q4 shown in
(b) is close to the optimal wavevector q∗ for which the CDW
amplitude is maximized. The difference between qm and q
∗
is minimized by adjusting the filling. (c) When the nesting
wavevector is close to q∗, the density of states at the Fermi
energy is partially gapped, similar to Fig. 1. The results in
(c) are for a uniaxial CDW with disorder potential w = 0.2 at
temperatures above (T = 0.050) and below (T = 0.002) the
onset of long-range order at TCDW ≈ 0.020. Throughout this
work, the charge density is n = 4.82 electrons per unit cell
and L = 14.
where nˆiασ = c
†
iασciασ is the number operator for spin-
σ electrons in orbital α of unit cell i, and ciασ (c
†
iασ) is
the corresponding electron annihilation (creation) opera-
tor. The site-energies ˜iασ and hopping matrix elements
t˜iα,jβ are renormalized by mean-field interactions, and
are calculated self-consistently. The CDW appears as a
periodic modulation of both ˜iασ and t˜iα,jβ .
The renormalized site energies are
˜iασ = α−σ(−1)iδα,dM+Uα〈∆nˆiα〉+
∑
jβ
Viα,jβ〈∆nˆjβ〉,
(4)
where α is the bare site energy and M is the AF poten-
tial on the Cu sites. The remaining terms in Eq. (4) de-
scribe the intraorbital (Uα) and nearest-neighbor (Viα,jβ)
interactions in the charge channel. The main effect of
the Hubbard interactions Ud and Up is to reduce charge
modulations on the Cu and O sites, respectively. The
6Parameter Value
d − p 0.5
tpd 1.0
tpp -0.6
t′pp 0.6
Ud 6.0
Up 2.0
Vpd 1.0
Vpp 2.6
M 1.5
TABLE I. Model parameters used in the BdG calculations.
Energies are in units of tpd, which is of order 1 eV.
nearest-neighbor interactions are
Viα,jβ =
{
Vpd Cu-O pairs,
Vpp O-O pairs.
(5)
Vpp drives the CDW transition, and we treat it as an
adjustable parameter. Values for model parameters are
given in Table I. To avoid double-counting of interactions,
we have included in Eq. (4) only contributions due to the
deviation
∆nˆid = nˆid − nCu, (6)
∆nˆix/y = nˆix/y − nO, (7)
from the average charge densities nCu and nO.
Similarly, the renormalized hopping matrix elements
are
t˜iα,jβ = tiα,jβ − 1
2
Viα,jβ
∑
σ
〈∆c†jβσciασ〉, (8)
where tiα,jβ are the bare hopping matrix elements,
tiα,jβ =

±tpd nearest-neighbor p and d orbitals,
±tpp nearest-neighbor p orbitals,
−t′pp next-nearest-neighbor p orbitals.
(9)
The ± prefix in Eq. (9) is bond-dependent, and is given
by the phase difference between adjacent orbitals, as pic-
tured in Fig. 3(a). The matrix element t′pp describes
indirect hopping between Op orbitals via the Cu4s or-
bital. Density-functional theory calculations by ALJP
show that this is large and cannot be neglected.67
The expectation value 〈∆c†jβσciασ〉 measures the de-
viation of the exchange energy along the bond (jβ, iα)
from the system average of all bonds of that type:
∆c†jβσciασ = c
†
jβσciασ − sgn(tjβ,iα)Xβ,α, (10)
where
Xβ,α = |〈c†jβσciασ〉| (11)
is averaged over sites and spins.
The BdG calculation proceeds as follows: the Hamil-
tonian in Eq. (3) is expressed as a matrix in the space
of orbitals and unit cells, and is diagonalized to find
eigenenergies and eigenstates; these are used to evaluate
〈∆nˆiα〉 and 〈∆c†jβσciασ〉, which are then used to update
˜iασ [Eq. 4] and t˜iα,jβ [Eq. (9)]; the renormalized orbital
energies and hopping matrix elements are then fed back
into Eq. (3) to obtain an updated Hamiltonian, and the
cycle is repeated until self-consistency of ˜iασ and t˜iα,jβ
is achieved.
We find that, for a tetragonal band structure, self-
consistent calculations obtain a biaxial CDW as the lead-
ing instability. Ortho-II YBCO is orthorhombic, how-
ever, and to model this we introduce an asymmetry in the
bare hopping parameters by increasing tpd by 5% along
the b-direction, parallel to the chain direction. As we
show below, this preferentially selects CDW order along
q∗ (i.e. along the b direction); however, a weak subdomi-
nant CDW, which is enhanced by disorder, appears along
q′.
Disorder plays a central role in our calculations. At
high T , disorder nucleates local charge order, while at low
T it weakly distorts the long-range CDW. We adopt the
simplest possible disorder model, consisting of a random
shift of all bare site energies by amounts
wiα ∈ [−w/2, w/2]. (12)
Unless otherwise stated, results in this work are for
w = 0.1, which is an order of magnitude smaller than the
conduction bandwidth W ∼ 1.2tpd. Within a Born ap-
proximation, the scattering rate for box-distributed dis-
order is
γ = pi
w2
12
N0, (13)
where N0 is the single-spin density of states at the chem-
ical potential. For w = 0.1, this gives an elastic mean-
free path ` = h¯vF /γ ≈W/piγ ∼ 300 unit cells. The bare
disorder potential is an extremely weak source of quasi-
particle scattering, but is an important source of pinning
for the CDW.
Obtaining self-consistent solutions is severely con-
strained by finite-size effects. Charge order emerges from
a nesting of Fermi surface hotspots. These hotspots cor-
respond to parallel sections of different Fermi surface
pockets, as shown in Fig. 3(b), and the nesting wavevec-
tor q∗ that connects distinct hotspots determines the pe-
riodicity λ = 2pi/|q∗| of the charge modulation. For pe-
riodic boundary conditions, however, the charge modu-
lation must be commensurate with the supercell (that is,
mλ = L, where m is an integer), such that allowed values
qm of the modulation are generally not close to the opti-
mal value q∗. On an L×L lattice with periodic boundary
conditions, the k-space resolution is ∆k = 2pi/L so that
qm = (0,m∆k). We minimize the difference |q∗ − qm|
by tuning the filling. Even small deviations from optimal
filling introduce finite-size effects, such as spurious first
order transitions and reentrant behavior at low T .
7Other finite-size effects may occur when the typical
energy level spacing is greater than other relevant en-
ergy scales, such as the CDW gap. This situation can
be improved by treating the L× L lattice as a supercell
in a periodic array of NK × NK supercells. Then, the
eigenstates of the system are Bloch states of the superlat-
tice, and are characterized by a superlattice wavevector
K = 2pi(m,n)/(LNK). The effective size of the system is
thus LNK , and the spectrum is correspondingly denser.
In the clean limit, this process provides an exact descrip-
tion of the system; however, in the disordered case, the
disorder potential is the same in each supercell (for a
given configuration), which is unphysical. To address
this, we have checked for a few representative cases that
doubling L while keeping LNk fixed does not change the
results shown below.
The results shown in this work are for an L = 14
lattice with NK = 4 supercell k-points in each dimen-
sion. The filling is tuned such that the nesting wavector
is |q∗| ≈ 8pi/14. For our model parameters, this cor-
responds to n = 4.82 electrons per unit cell, or a hole
doping of p = 0.18. This lies outside the range where
CDWs are observed in cuprates; rather, it is chosen here
to minimize the finite-size issues described above. We
emphasize that the hotspot physics that is central to this
work is independent of the filling.
B. Results
The BdG calculations contain a number of simplifica-
tions that make it unlikely that all features of the ex-
perimental NMR lines can be replicated. Notably: we
have made no attempt to incorporate a realistic model for
the CuO chains, but rather make the system orthorhom-
bic by introducing a hopping anisotropy; our disorder
model [Eq. (12)] is chosen for computational convenience
and does not capture the leading source of disorder in
YBCO6+x, namely oxygen disorder in the CuO chains;
and to compensate for finite-size effects we have inflated
Vpd, which leads to an overly-large CDW amplitude and
transition temperature. For these reasons, we use the
BdG calculations as a qualitative tool to establish the
generic physics of the weak-coupling model. On the ba-
sis of the BdG results, we then develop a microscopic
phenomenology to explain the lineshapes in Sec. III.
Figure 4 illustrates typical results for our BdG calcu-
lations. Self-consistent solutions for the CDW find an
admixture of s, p, and d symmetries with similar ampli-
tudes. To help visualize the CDW, panels (a) and (b)
show the dx2−y2 component constructed from the O or-
bital charge densities,
Di =
1
4
[nix + ni−xˆ x − niy − ni−yˆ y], (14)
for a single disorder configuration below (T = 0.002)
and above (T = 0.050) the clean-limit transition tem-
perature TCDW = 0.020. (All energies and temperatures
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FIG. 4. Self-consistently calculated charge density. The
dx2−y2 component of the charge density is shown for a sin-
gle disorder configuration at (a) low temperature (T = 0.002)
and (b) high temperature (T = 0.050). Fourier transforms
of niα (α = x, y), averaged over 50 disorder configurations,
are shown for (c) O(2) sites at T = 0.002, (d) O(2) sites at
T = 0.050, (e) O(3) sites at T = 0.002. Peaks at q = (0, 0)
are removed for clarity. Peak heights nα(q
∗) for the different
orbital types are plotted versus temperature in (f).
are given in units of the Cu-O(2) hopping matrix ele-
ment tpd ∼ 1 eV. TCDW is therefore ∼ 230K, which is
inflated by a factor of four over the experimental value.)
While (a) shows a long-range ordered uniaxial CDW that
is weakly distorted by the disorder potential, (b) shows
a heavily disordered CDW that is induced by the dis-
order potential. That static CDW correlations may
be pinned by disorder is well-understood in canonical
CDW materials,41,42,68,69 and has been inferred to hap-
pen above TCDW in YBCO6+x.
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The evolution from short- to long-range CDW correla-
tions is further illustrated in Fig. 4(c)-(e), which show the
root-mean-square disorder-average of the Fourier trans-
formed orbital charge:
nα(q) =
√
|〈niα〉q|2, (15)
where the overline refers to a disorder average and 〈. . .〉q
to a Fourier transform. At high T , the charge density
nx(q) on the O(2) sites has broad peaks along both x
and y axes, showing that CDW correlations are biaxial.
This is consistent with a recent x-ray study of YBCO6.54
at temperatures slightly above TCDW,
30 which found bi-
axial CDW correlations with similar amplitudes along
q∗ and q′ directions. As the temperature is lowered be-
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FIG. 5. Charge and LDOS distributions on oxygen sites. Dis-
tributions of (a), (b) the density of states at the chemical
potential and (c), (d) the orbital charge are shown at high
(T = 0.080), intermediate (T = TCDW = 0.020), and low
(T = 0.002) temperature. In (a)-(d), the low-T distributions
are fitted to pairs of bi-gaussians [Eq. (16)]. Temperature de-
pendencies of (e) the fitted peak heights, (f) peak positions,
and (g) fitted left and right peak widths are shown for the
O(2) LDOS distributions. The skewness for the O(2) LDOS,
γDOS, and O(2) orbital charge, γchrg are shown in (h). Panel
(i) shows the correlation lengths associated with the main
peak in nx(q). Because the main peak at q
∗ is anisotropic,
it is characterized by two correlation lengths, one parallel to
q∗ (ξb‖) and one perpendicular to q
∗ (ξb⊥). Empty symbols
indicate that ξb‖ exceeds (and is truncated by) the system
size L. Results are averaged over 50 disorder configurations.
low TCDW, peaks along the y direction narrow and grow
in height as long-range uniaxial order develops. These
peaks correspond to q∗ in Fig. 1(b), while the secondary
peaks along the x axis correspond to q′. The peak heights
at q∗ are plotted for each of the three orbital types in
Fig. 4(f) as a function of temperature.
Figure 5 shows histograms of the LDOS and orbital
charge for the O(2) and O(3) sites at low, intermediate,
and high temperatures. Although the NMR lines may
be simulated by taking linear combinations of the LDOS
and orbital charge (as we did in Fig. 2), we find it useful
to separate the two in order to study their qualitative
features. Several features of these histograms are readily
apparent.
First, there is a progressive leftward shift of the LDOS
histograms as T is lowered, corresponding to an overall
Knight shift due to the opening of the CDW gap. As
noted in Ref. 34 this is a small shift owing to the small
region of Fermi surface affected by the CDW.
Second, the O(2) LDOS histograms in (a) broaden very
little between T = 0.080 and TCDW (the histograms are
normalized, so the peak height is inversely proportional
to the linewidth). Conversely, the histogram for the O(2)
orbital charge, [Fig. 5(c)] approximately doubles in width
over the same temperature range. Thus, the quadrupole
broadening is more sensitive than the magnetic broad-
ening to the development of short-range CDW correla-
tions. Interestingly, this is not the case for the O(3)
site [Figs. 5(b) and (d)], where the LDOS and charge
histograms broaden by nearly the same factor between
T = 0.080 and TCDW. This dichotomy between O(2)
and O(3) is very much like experiments, except that the
roles of the O(2) and O(3) sites are reversed: experimen-
tally, the magnetic broadening is small on the O(3) site
and large on the O(2) site. Nonetheless, the important
message here is that quantitatively different behavior is
possible for the two sites, even though the physics of
the NMR lineshapes is determined by the same set of
hotspots. As we discuss in Sec. III, this shows that or-
bital matrix elements play a key role in the cuprates.
Third, below TCDW, both the O(2) LDOS and O(2)
orbital charge distributions split into a pair of peaks, re-
flecting the onset of uniaxial CDW correlations. Con-
versely, we see that the O(3) LDOS histogram remains
as a single peak down to the lowest temperature. Again,
the dichotomy between O(2) and O(3) sites demonstrates
the key role of orbital matrix elements.
Fourth, the histograms become skewed below TCDW,
with the onset of long-range charge order. For the model
parameters used in Fig. 5, the LDOS and orbital charge
distributions are skewed by comparable amounts. We
show in Sec. III that in general, the skewness of the
charge distribution may be much less than that of the
LDOS, depending on the band structure and level of dis-
order.
Thus, we find that all of the main qualitative features
of the NMR experiments can be found from a weak-
coupling BdG calculation, although there are some dis-
crepancies in the details. To quantifiy our results, we
have made fits of the histograms to pairs of bi-gaussian
functions. Bi-gaussians have different left and right
widths, which allows us to fit the line asymmetry, and
we take a sum of two bi-gaussians to allow for peak split-
ting in the CDW phase. We write
P (x) =
∑
i=1,2
Ai
[
e−(x−xi)
2/2σ2`Θ(xi − x)
+e−(x−xi)
2/2σ2rΘ(x− xi)
]
, (16)
where Ai and xi are the height and location of the ith
peak, Θ(x) is a step function, σ` and σr are the left and
right widths of the peaks, and x is either the LDOS or
orbital charge as appropriate. To constrain the fitting
procedure, we require that the left and right widths be
the same for each of the bi-gaussians. Once the left and
right widths are known, we can define the skewness of
each peak in the distribution,70
γ =
|σ` − σr|
σ` + σr
. (17)
9Examples of the fits are shown by the solid red curves
in Figs. 5(a)-(d) for T = 0.002, and the temperature
dependencies of the fitting parameters are shown in (e)-
(h) for the O(2) LDOS.
From Fig. 5(e)-(h), it is clear that there is a qualita-
tive distinction between T < TCDW and T > TCDW. This
point is emphasized in Fig. 5(i), which shows the correla-
tion lengths obtained from the widths of the main peak
of nx(q) [recall Fig. 4(c)]. The peak widths are obtained
from the second moment, and because the main peak
at q∗ is anisotropic, we obtain two distinct correlation
lengths: one in the direction parallel to q∗ (ξb‖) and one
transverse to q∗ (ξb⊥). This figure confirms that TCDW
marks the onset of a rapid rise in the correlation length
as temperature is lowered. ξb⊥ rises to a maximum of
around 8 lattice constants at low T , while ξb‖ exceeds
the system size L = 14 at T = 0.012; values of ξb‖ are
truncated by L below this temperature. Experimentally,
ξb‖ ∼ 15 lattice constants, and ξb⊥ ∼ 7 lattice constants
in ortho-II YBCO at TCDW.
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Below TCDW, we see that the two peaks have approxi-
mately the same height (A1 ∼ A2), and that their sepa-
ration x1 − x2 grows as T decreases [Fig. 5 (e) and (f)].
This is exactly what one expects for a uniaxial CDW
with long-range order. However, unlike the clean limit,
the two peaks do not merge at TCDW; instead, their sep-
aration saturates and the height of the left peak drops
towards zero as T increases. This rather unusual behav-
ior occurs at temperatures where the CDW crosses over
from uniaxial to biaxial [recall Figs. 4(c) and (d)], and
indeed the single peak at high T is consistent with a bi-
axial CDW. (It is no longer possible to resolve a second
peak when T > 0.040.)
If the crossover occurred homogeneously, that is if the
two CDW components φ and φ′ were spatially homo-
geneous, then the lineshape evolution would be simi-
lar to that shown in Fig. 2(b), with two equal-weight
peaks merging to form a single peak in the biaxial limit.
Instead, Fig. 5 is consistent with an inhomogeneous
crossover in which coexisting domains of uniaxial and
biaxial order span the range 0.020 <∼ T <∼ 0.040, and
in which the fraction of the sample occupied by uniaxial
domains shrinks with increasing T . Experimentally, the
degree to which the transition at TCDW is homogeneous
or inhomogeneous depends on the level of disorder.
Figure 5(g) shows the left and right bi-gaussian widths.
Above TCDW the lines are symmetric (σ` ≈ σr) and the
linewidth grows with decreasing T . We emphasize that
this broadening is not simply an unresolved splitting, but
rather that each of the two peaks making up the LDOS
histograms broadens with decreasing T . Below TCDW, σ`
and σr are distinctly different, and the individual peaks
become skewed. Figure 5(h) shows that the skewness for
the O(2) LDOS, γDOS, and orbital charge, γchrg, are small
and equal above TCDW, and that γDOS is approximately
twice γchrg below TCDW. Like experiments, then, we find
that the lineshape asymmetry comes predominantly from
the Knight shift distribution, although the difference be-
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FIG. 6. Effect of disorder on the CDW. LDOS distributions
on the (a) O(2) and (b) O(3) sites for three different disorder
strengths at T = 0.002. (c) CDW anisotropy [Eq. (18)] for a
fixed crystalline orthorhombicity, showing a uniaxial-biaxial
crossover as w increases. (d) Peak height of the Fourier trans-
formed dx2−y2 charge density, D(q) =
√
|〈Di〉q|2, with Di
given by Eq. (14). All results are averaged over 50 disorder
configurations.
tween magnetic and quadrupole contributions is larger in
experiments. We revisit this point in Sec. III, where we
unpack the factors controlling the two quantities.
To clarify the role of disorder, we show LDOS his-
tograms for three different disorder strengths in Fig. 6
(a) and (b). The results are for the lowest temperature,
T = 0.002, in the long-range ordered phase. These plots
show two important trends as the disorder increases:
first, there is a crossover from two peaks to a single peak;
second, the lineshape asymmetry increases.
The first of these is tied to the dimensionality of the
CDW. We define the CDW anisotropy by∣∣∣∣nα(q∗)− nα(q′)nα(q∗) + nα(q′)
∣∣∣∣ . (18)
This anisotropy is one for a purely uniaxial CDW and is
zero for a purely biaxial CDW. The anisotropy is plot-
ted in Fig. 6(c), and shows a smooth crossover between
the two limits with varying w. Thus, dimensionality is
affected both by the orthorhombicity of the unit cell and
by the strength of disorder, with the latter making the
CDW more biaxial.
One intriguing feature of these results is that the
crossover in lineshape happens at different points for the
O(2) and O(3) sites: the anisotropy is always higher for
the O(2) sites than for the O(3) sites, which means that
the CDW appears more 2D in the latter case. We thus
have a situation for w = 0.1 in which the CDW appears
quasi-uniaxial to the O(2) sites and quasi-biaxial to the
O(3) sites.
As noted already, Fig. 6 (a) and (b) demonstrate that
disorder is key to the lineshape asymmetry. We empha-
size that the mechanism for this asymmetry is different
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from that proposed by Zhou et al.,36 who suggested that
near-unitary impurity resonances generate an asymmet-
ric LDOS distribution. The scattering potential used in
this work is far too weak to generate such resonances, and
instead we propose below that its main role is to disorder
the CDW, which in turn generates skewed lineshapes.
For completeness, we show in Fig. 6(d) the effect of
disorder on the charge order. For simplicity, we plot the
dx2−y2 component of the charge density as a function of
temperature at three different disorder potentials. Pre-
viously, we defined a dx2−y2 real-space component Di
[Eq. (14)], and here we show the root-mean-square dis-
order average D(q) =
√
|〈Di〉q|2, evaluated at the main
peak q = q∗. This figure shows clearly that disorder in-
duces charge order at high T , but has little effect on the
CDW amplitude at low T .
III. ANALYTIC RESULTS FOR A HOTSPOT
MODEL
Having established that the main features of the NMR
spectrum can be obtained from a BdG calculation, we
now analyze these calculations in the context of a hotspot
scenario. We consider a simple model in which electrons
are scattered between hotspot regions by a potential φq
that is generated by a uniaxial CDW. In this model, the
hotspots are separated by q∗, and the CDW wavevector
is q ≡ q∗+∆q, where ∆q represents a static variation of
the CDW away from q∗ due to a weak disorder potential.
Cuprate superconductors have only a single Fermi surface
per CuO2 plane, and φq therefore represents the CDW
potential felt by Bloch electrons in the conduction band.
In principle, three distinct kinds of CDW disorder must
be considered: amplitude and phase variations of φq, and
variations of q. Because a complex phase corresponds to
a translation of the CDW, phase disorder has no effect on
the LDOS and charge distributions, and can be ignored;
we therefore take φq to be real.
Figure 7(a) illustrates the structure of the model: we
consider a single pair of hotspots connected by q∗, and
expand the dispersion k to leading order in kx and ky
around each of these hotspots to obtain two effective
bands. (We have aligned the coordinate system so that
kx is parallel and ky is perpendicular to the Fermi surface
at the hotspots.) We let the dispersion near the lower and
upper hotspots be 1k and 2k respectively, with
1k = k = −vF ky − κk2x (19)
2k = k+q∗ = vF ky − κk2x. (20)
where vF is the Fermi velocity at the hotspot and κ is
the Fermi surface curvature.
Within the subspace of two hotspots coupled by φq,
we can write an effective Hamiltonian for the conduction
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FIG. 7. Local density of states distributions in the hotspot
model. (a) Basic model ingredients for a uniaxial CDW: Fermi
surfaces (black lines) are connected at the hotspots by the
nesting wavevector q∗ (red arrow). The dispersions near each
hotspot expanded to leading order in kx and ky, and depend
on the Fermi velocity vF and curvature κ at the hotspot. (b)
Universal functions F0(ω/φ) and F1(ω/φ) from Eq. (30). (c)
Histogram of the dimensionless LDOS, δN0 ≡ 2pi2vF δN(r, 0)
at ω = 0 from Eq. (30). For convenience, the weight factor
|ψα|2 is set to one. For comparison, histograms are also ob-
tained separately for terms proportional to F0 and F1. We
take κ = 0.5vF , φ = 0.1vF , ξb‖ = 10pia0 and ξb⊥ = 5pia0,
where a0 is the lattice constant. (d) Histograms of δN0 for
a weakly biaxial CDW. The main peak (amplitude φ) is as-
sumed to have infinite correlation length, while the secondary
peak (amplitude φ′) has a finite correlation length with the
same anisotropic correlation lengths as in (b). For simplic-
ity, we have set |ψα|2 = |ψ′α|2 = 1. Model parameters are
otherwise as in (b). (See text for details.)
band:
Hˆ =
∑
k
(
c†1k, c
†
2k+∆q
)[
1k φq
φq 2k+∆q
](
c1k
c2k+∆q
)
.
(21)
The Green’s function in this space is
G(k,q, ω) =
1
(ω − 2k+∆q)(ω − 1k)− |φq|2
×
[
ω − 2k+∆q φq
φq ω − 1k
]
(22)
with the diagonal elements corresponding to G(k,k, ω)
and G(k + q,k + q, ω), and the off-diagonal elements
corresponding to G(k,k + q, ω) and G(k + q,k, ω).
To obtain an orbitally resolved local density of states,
we project the Green’s function onto individual orbitals,
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and then Fourier transform to real space:
Gαα(r, r, ω) =
1
L2
∑
k
[
|ψkα|2G11(k,q, ω)
+|ψk+qα|2G22(k,q, ω)
+ψ∗kαψk+qαG12(k,q, ω)e
−iq·r
+ψ∗k+qαψkαG21(k,q, ω)e
iq·r
]
, (23)
where |ψkα|2 is the weight of orbital α in the conduc-
tion band at wavevector k. Assuming that the orbital
character of the Fermi surface does not vary strongly in
the neighborhood of the hotspots, we make the approx-
imations |ψkα| = |ψk+q∗α| ≈ |ψα|, and ψ∗kαψk+q∗α =|ψα|2e−iθα , where ψα is the weight of the orbital α at the
hotspots associated with q∗ and θα is the phase difference
between the two hotspots. Then
Gαα(r, r, ω) =
|ψα|2
L2
∑
k
[
G11(k,q, ω) +G22(k,q, ω)
+G12(k,q, ω)e
−i(q·r+θα) +G21(k,q, ω)ei(q·r+θα)
]
.
(24)
The LDOS is then obtained from the imaginary part
of the Green’s function as
Nα(r, ω) = −|ψα|
2
pi
[g′′0 (ω) + g
′′
r (ω) cos(q · r + θα)] (25)
where (taking the cutoff for the ky integration to infinity)
g′′0 (ω) = Im
1
L2
∑
k
[G11(k,q, ω) +G22(k,q, ω)]
= Im
2
L2
∑
k
ω − (1k + 2k+∆q)/2
(ω − 1k)(ω − 2k+∆q)− |φq|2
= − 1
2pivF
∫
dkx
|ω + κk2x|√
(ω + κk2x)
2 − |φq|2
, (26)
and
g′′r (ω) = Im
1
L2
∑
k
[G12(k,q, ω) +G21(k,q, ω)]
= − 1
2pivF
∫
dkx
|φq|√
(ω + κk2x)
2 − |φq|2
, (27)
with
ω = ω − vF∆qy
2
+ κ
(∆qx)
2
4
. (28)
From Eq. (25), g′′0 (ω) determines the spatially uniform
shift in the LDOS (i.e. the CDW gap), while g′′r (ω) is
the amplitude of the LDOS modulation. Furthermore, it
is clear from Eq. (25) that the phase difference between
O(2) and O(3) sites determines the admixture of symme-
tries in the CDW: the charge modulations on the O(2)
and O(3) sites are out-of-phase when θx = θy±pi, and in-
phase when θx = θy. The values of θx and θy are set by
the band structure. The two key points about Eq. (28)
are that (i) the variations of q appear as shifts in the
energy ω and (ii) these shifts are not evenly distributed
between positive and negative values because ∆qx enters
quadratically (i.e. it is always a positive energy shift).
The quadratic dependence on ∆qx reflects the curvature
of the Fermi surfaces in Fig. 7(a), and the resultant asym-
metry in ω is the reason for the skewed lineshape.
The integral in Eq. (26) does not converge quickly, and
it is therefore convenient to define δg′′0 (ω), the difference
between the normal and CDW phases:
δg′′0 (ω) = −
1
2pivF
∫
dkx
[
|ω + κk2x|√
(ω + κk2x)
2 − |φq|2
− 1
]
.
(29)
This integral is restricted to the region around the
hotspot. ∆g′′0 (ω) naturally vanishes in the normal state.
Note that g′′r (ω), being proportional to φq, also vanishes
in the normal state.
It is now straightforward to show that the LDOS in the
CDW phase takes on a universal form. The difference
δNα(r, ω) between the CDW and normal phases is
δNα(r, ω) =
|ψα|2
2pi2vF
×
√
φ
κ
[
F0
(
ω
φ
)
+ F1
(
ω
φ
)
cos(q · r + θα)
]
(30)
where φ ≡ |φq|, and
F0(y) = Re
∫ ∞
0
dx
[
|x2 + y|√
(x2 + y)2 − 1 − 1
]
, (31)
F1(y) = Re
∫ ∞
0
dx
1√
(x2 + y)2 − 1 . (32)
F0 and F1 are plotted in Fig. 7(b). From Eq. (30),
F0(ω/φ) determines the spatially uniform shift in the
LDOS due to the CDW. The feature extending from
[−1, 1] in Fig. 7(b) is thus the homogeneous component
of the CDW gap that would be seen in a tunneling ex-
periment, and we note that it has the same asymmetric
structure as the CDW gap shown in Fig. 1(c). Similarly,
F1(ω/φ) determines the amplitude of the spatial modu-
lation of the LDOS.
Equation (30) is the first main result of this section.
It applies in the case of a strictly uniaxial CDW. In this
limit, the orbital matrix elements ψα appear as a simple
prefactor that modifies the amplitude of δNα(r, ω). Be-
cause of this, Eq. (30) implies that the LDOS histograms
for the O(2) and O(3) sites have the same shape, albeit
with different widths and heights. Furthermore, both
the depth of the CDW gap and the amplitude of the spa-
tial LDOS modulations are proportional to |ψα|2. (The
width of the gap is set by φ.) Since the depth of the
gap determines the Knight shift, and the amplitude of
the modulations determines the line splitting, we have
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the testable prediction that the ratio of O(2) and O(3)
Knight shifts should equal the ratio of O(2) and O(3)
magnetic line splittings.
For a given value of ω, the LDOS distribution
P [δNα(r, ω)] obtained from Eq. (30) has the form of an
ideal uniaxial CDW. To explore the effects of disorder,
we consider in turn variations of the wavevector q and
of the amplitude φq. In Eq. (30) ∆q appears in the co-
sine term, in the amplitude φq, and in ω. Provided q
is incommensurate with the lattice, the distribution of
cosine values is independent of q (and θα). ∆q therefore
affects P [δNα(r, ω)] implicitly through the amplitude φq
and explicitly through ω. We discuss the latter influence
first.
Keeping φq fixed, we average P [δNα(r, ω)] over the
interval
∆qy ∈
[−2pi
ξb‖
,
2pi
ξb‖
]
, ∆qx ∈
[−2pi
ξb⊥
,
2pi
ξb⊥
]
. (33)
The results are shown at the Fermi energy (ω = 0) in
Fig. 7(c). When both F0 and F1 are included in the
calculation, we obtain a skewed structure that has two
peaks of unequal height, much like the BdG results from
Fig. 5(a). To understand the separate roles of F0 and F1,
we can set each to zero in turn and calculate the resultant
histogram. When F0 = 0, P [δNα] has a symmetric two-
peaked structure, much like the ideal uniaxial case, but
with broadened peaks. When F1 = 0, P [δNα] has a single
broad peak that is strongly skewed to the right.
Where does the skewness come from? Because ∆q ap-
pears as an effective energy shift in ω, averaging over
nonzero values of ∆q amounts to sampling the curve
F0(ω/φ) over some window around ω = 0. The form
of ω shows that ∆qy samples positive and negative val-
ues equally, but that ∆qx samples positive values only.
This skews the distribution towards higher values. Typ-
ical variations are ∆qx ∼ ξ−1⊥ and ∆qy ∼ ξ−1‖ , so that
the asymmetry in the sampling of ω is a function of the
dimensionless ratio κξ‖/vF ξ2⊥.
One can make a similar analysis of the role of ampli-
tude disorder. In this case, we fix q, let φ = φ0 + ∆φ,
and allow ∆φ to vary. Provided the variations are not too
large (∆φ  φ0), Eq. (30) is symmetrically distributed
around its mean value if ∆φ is symmetrically distributed
around zero. Amplitude disorder, therefore, broadens
NMR lines but does not cause skewness.
The second important result of this section, then, is
that the skewness of the distribution of Knight shifts
comes from the homogeneous shift in the LDOS due to
the opening of the CDW gap. The gap, represented by F0
in Fig. 7(b), is asymmetric and is preferentially sampled
to the right by variations around the nesting wavevector
q∗.
The third important result is that, because F0 and F1
appear with equal weight in Eq. (30) and have compara-
ble magnitude near ω = 0, they make similar contribu-
tions to the LDOS distributions. Thus, the magnitudes
of the splitting and the skewness in the Knight shift dis-
tributions are comparable.
So far, the analysis has been for a single Fourier com-
ponent q near q∗. To study the dimensional crossover
that was observed in Fig. 6, we extend the analysis to in-
clude two orthogonal CDW components, at q∗ and at q′.
For simplicity, we assume that φq has infinite correlation
length and we fix q = q∗ for this component; the sub-
dominant component φ′q, however, is assumed to be dis-
ordered. For this latter component, we take q = q′+∆q,
and average over the same window of ∆q values as before
[Eq. (33)]. Equation (30) must then be modified to give
δNα(r, ω) =
|ψα|2
2pi2vF
√
φ
κ
[
F0
(
ω
φ
)
+ F1
(
ω
φ
)
cos(q∗y + θα)
]
+
|ψ′α|2
2pi2vF
√
φ′
κ
[
F0
(
ω
φ′
)
+ F1
(
ω
φ′
)
cos(q · r + θ′α)
]
,
(34)
where |ψ′α|2 is the weighting factor for orbital α at the
hostpots associated with q′. Because these hotspots oc-
cupy different regions of the Fermi surface, we can in
general expect |ψ′α|2 6= |ψα|2.
Results are shown in Fig. 7(d) for two different am-
plitudes, φ′/φ = 0.05 and φ′/φ = 0.25. The former has
a two-peak structure, while the latter has only a single
peak. This is very different from the ideal case (with ∆q
set to zero) shown in Fig. 2(b), which has two peaks for
any φ′/φ < 1. Thus, it is the confluence of a subdominant
CDW component and disorder that gives a single-peaked
distribution.
In Fig. 7, we have set |ψα|2 = |ψ′α|2 = 1 for sim-
plicity; however, the role of orbital matrix elements is
straightforward to understand from Eq. (34). First, we
recall that the |ψα|2 and |ψ′α|2 refer to hotspots associ-
ated with charge modulations along the b- and a-axis,
respectively. Then, the distinction between the O(2) and
O(3) sites in Fig. 5 reflects the different weights |ψ′x|2 and
|ψ′y|2 at the secondary hotspots. These weights deter-
mine the projection of the a-axis CDW component onto
the O(2) and O(3) sites, respectively. An analysis of the
bands shows that the Fermi surface near the secondary
hotspots has stronger O(3) character than O(2) charac-
ter. The secondary CDW component therefore shows up
more strongly on the O(3) sites, which in turn look more
2D than the O(2) sites.
The orbital weightings in Eq. (34) have interesting im-
plications. For example, while NMR experiments at low
T have been interpreted in terms of a uniaxial CDW,43
quantum oscillation experiments at similar fields and
temperatures are consistent with quasi-biaxial charge
order.72 Equation (34) shows that a biaxial CDW, with
|φ′| ∼ |φ|, may look uniaxial to NMR if |ψx|2 and |ψy|2
are much different than |ψ′x|2 and |ψ′y|2, respectively.
Physically, this scenario corresponds to two orbitally se-
lective CDWs, one of which predominantly involves the
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O(2) sites, and the other of which predominantly involves
the O(3) sites. Depending on the true magnitude of the
orbital anisotropy of the hotspots, such a scenario might
reconcile the NMR and quantum oscillation experiments.
To understand the electric quadrupole broadening, we
calculate the local charge density from
δnα(r) =
∫ 0
−Λ
dω δNα(r, ω) (35)
where −Λ is a cutoff on the order of the bandwidth. Be-
cause F0(ω/φ) vanishes for ω < −φ, the integral is dom-
inated by F1, and for the case of a uniaxial CDW,
δnα(r) ≈ φ
3/2|ψα|2
2pi2vFκ1/2
∫ 0
−Λ/φ
d
(
ω
φ
)
F1
(
ω
φ
)
cos(q·r+θα).
(36)
The integral gives a function of ∆q that determines the
amplitude of the cosine modulation. For a fixed q, the
histogram P [δn(r)] is that of an ideal uniaxial CDW. Av-
eraging over q symmetrically broadens this histogram, so
that the resultant distribution resembles the “F1 only”
curve from Fig. 7(c). P [δnα(r)] thus has a two-peaked
structure with a splitting proportional to φ3/2/vFκ
1/2.
The contribution to δnα(r) due to F0, which is neglected
in Eq. (36), skews the histogram; however, this effect is
weak: the analagous integral to Eq. (36) for F0 has a
lower cutoff of ω/φ = −1, beyond which F0(ω/φ) van-
ishes. Consequently, the contribution from F0 to δnα(r)
is a factor φ/Λ smaller than that from F1.
The final important result of this section, then, is
that the electric quadrupole distribution is most sensitive
to the inhomogeneous component of δnα(r), and should
therefore show a symmetric splitting with little skewness.
This resolves an experimental puzzle first pointed out in
Ref. 36, that both the line splitting and the skewness
are clearly tied to the onset of long-range CDW order,
but that only the former appears in the quadrupole con-
tributions to the lineshape. Furthermore, we can now
understand why it is that we did find asymmetric charge
histograms in the BdG calculations shown in Fig. 5: To
compensate for finite size effects, we inflated the interac-
tion strengths in our BdG calculations, and consequently
the CDW potential is a substantial fraction of the band-
width. Indeed, taking the φ to be the Hartree potential
on the oxygen sites, and Λ to be the bandwidth, our BdG
calculations obtain φ ≈ Λ/3, which is not small. The F0
contribution to δnα(r) is therefore not negligible in this
case.
IV. CONCLUSIONS
We have used a multi-orbital model with a Fermi sur-
face reconstructed by staggered moments on the Cu sites
to describe the 17O NMR spectrum for the CDW phase
of cuprate superconductors. Because the most com-
plete set of experimental results is available for ortho-
II YBCO6.56, the Hamiltonian was made weakly or-
thorhombic to account for the influence of CuO chains.
In the clean limit, the model has a mean-field phase
transition at a temperature TCDW. Above this temper-
ature, disorder induces CDW modulations (or, equiva-
lently, pins CDW fluctuations); below TCDW, disorder
disrupts the long-range CDW correlations. Because of
the orthorhombicity, the correlations at low T are pre-
dominantly uniaxial, with a weak secondary component.
With this model, we have identified and explained nearly
all features of the experimental NMR lineshapes that are
characteristic of these two temperature regimes.
Above TCDW, our numerical calculations find sym-
metric, single-peaked lines whose width grows with de-
creasing temperature. This structure is traced back to
the fact that the CDW correlations at high temperature
are biaxial, and that the linewidth is a measure of the
typical CDW amplitude. In general, we find that the
temperature-dependent broadening appears in both the
magnetic and electric quadrupole contributions to the
lineshape.
As the temperature is lowered through TCDW, we ob-
serve that the NMR peaks split to form two-peak struc-
tures, which are associated with a long-range-ordered
quasi-uniaxial CDW. We find that this splitting appears
in both the magnetic and quadrupole terms. In addition
to splitting, the measured NMR peaks develop an asym-
metry below TCDW. We connect this asymmetry to the
disordering of the CDW by impurities; variations of the
CDW wavevector asymmetrically broaden the NMR lines
by an amount proportional to the Fermi surface curva-
ture. This asymmetry appears primarily in the magnetic
contribution to the lineshape.
Our calculations have identified a particular role for
orbital matrix elements. This leads to the prediction,
for example, that for a purely uniaxial CDW, the ratio
of O(2) and O(3) Knight shifts should equal the ratio
of O(2) and O(3) magnetic line splittings. We have also
shown that differences between O(2) and O(3) lineshapes
can be traced back to the orbital character of the Fermi
surface hotspots. In some cases, these lineshapes may be
qualitatively different, even though they are generated by
the same set of hotspots. This offers a potentially valu-
able perspective, namely that NMR (which is generally
considered a real-space probe) provides a unique tool for
measuring the character of the Fermi surface near the
hotspots.
While our model was developed explicitly for
YBCO6.56, the NMR signatures identified above, and
their connection to the microscopic Hamiltonian, should
be the same in all of the cuprates. In tetragonal mate-
rials with a biaxial CDW, the lines remain unsplit, and
the onset of long-range CDW correlations below TCDW is
marked only by the growth of the lineshape asymmetry.
In summary, we have found that four quantities—the
orbital character of the hotspots, the Fermi surface cur-
vature at the hotspots, the dimensionality of the CDW,
and the CDW correlation length—determine the shapes
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of the quadropole satellites in NMR experiments.
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APPENDIX: CHARGE ORDER IN THE CLEAN
LIMIT
Here, we outline the procedure for obtaining a self-
consistent solution for the CDW in the clean limit (w =
0). The solution is approximate, but valid for the limit
in which the CDW potential is much less than the band-
width. To start, we obtain the bare Hamiltonian, in
the absence of both disorder and a CDW. Equation (3)
is then written conveniently in k-space. In this case,
the unit cell comprises two CuO2 plaquettes or six or-
bitals because of the staggered moment on the Cu sites
[Fig. 3(a)].
After substituting ciασ = L
−1∑ exp(ik · riα)cαkσ,
where α ∈ {1d, 1x, 1y, 2d, 2x, 2y} labels the six orbitals
making up the unit cell, we obtain
Hˆ0 =
∑
k
∑
σ
Ψˆ†kσh0σ(k)Ψˆkσ, (37)
where the k-sum is over the magnetic Brillouin zone, and
Ψˆ†kσ =
[
c†1dkσ, c
†
1ykσ, c
†
1xkσ, c
†
2dkσ, c
†
2ykσ, c
†
2xkσ
]
.
The Hamiltonian matrix is
h0σ(k) =
[
h1σ(k) h2(k)
h2(k)
† h1σ(k)
]
, (38)
where
h1σ(k) =
 d −Mσ tpdeiky/2 −tpdeikx/2tpde−iky/2 p 2tppc−
−tpde−ikx/2 2tppc− p
 , (39)
h2(k) =
 0 −tpde−iky/2 tpde−ikx/2−tpdeiky/2 −2tpp cos ky −2tppc+
tpde
ikx/2 −2tppc+ −2tpp cos kx
 ,
(40)
and σ = −σ. The primitive lattice constant is a0 = 1,
and c± = cos(kx2 ± ky2 ). The signs of the off-diagonal
matrix elements h0,αβ(k) are determined by the prod-
uct of signs of the closest lobes of orbitals α and β, as
shown in Fig. 3(a). Because the supercell contains two
primitive unit cells, the Brillouin zone is halved and the
Fermi surface is folded into the (reduced) antiferromag-
netic Brillouin zone.
In the absence of disorder, we proceed with the as-
sumption that the CDW potential has only a single q-
vector. The CDW potential is then a 6 × 6 matrix that
scatters electrons between k and k±q. Following Ref. 12,
we write the CDW potential energy as
VˆCDW =
∑
kσ
∑
α,β
∑
±
Pαβσ(k,±q)c†αk± q2 σcβk∓ q2 σ (41)
where Pαβσ(k,q) is a 6× 6 matrix in orbital space. For
short-range interactions, the k and q dependence is sim-
plified by expanding in terms of a set of 38 basis functions
g`αβ(k) [see Table I of Ref. 12],
Pαβσ(k,q) =
∑
`
P˜ `σ(q)g
`
αβ(k). (42)
The matrix elements P˜ `σ(q) in this basis can then be ob-
tained from the self-consistent equation
P˜ `σ(q) =
1
L2
∑
k
∑
`′,µ,ν
V˜ ``
′
(q)g`
′
µν(k +
q
2
)∗〈c†kνσck+qµσ〉,
(43)
where V˜ ``
′
(q) is the projection of the electron-electron
interactions onto the basis functions g`αβ(k). Explicit ex-
pressions for V˜ ``
′
(q) are given in Ref. 12.
For general q, the self-consistent equation (43) for
P˜ `σ(q) can be solved only approximately; the simplest
approach is to work within a restricted subspace that
considers scattering between k and k ± q, but ignores
higher order scattering, e.g. between k and k ± 2q. In
this subspace, the Hamiltonian is approximately
Hˆ ≈
∑
kσ
[
Ψˆ†kσ Ψˆ
†
k+qσ Ψˆ
†
k−qσ
] h0σ (k) P†σ(k + q2 ,q) Pσ(k− q2 ,q)Pσ(k + q2 ,q) h0σ (k + q) 0
P†σ(k− q2 ,q) 0 h0σ (k− q)

 ΨˆkσΨˆk+qσ
Ψˆk−qσ
 . (44)
It is then straightforward to obtain the correlations 〈c†kνσck+qµσ〉 that are required for Eq. (43). Once the 6×6 matrix
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Pσ(k,q) is obtained, the spectral function and density of states shown in Fig. 1 is calculated directly from Eq. (44):
A(k, ω) = − 1
pi
Im
 ω + iη − h0σ (k) −P†σ(k + q2 ,q) −Pσ(k− q2 ,q)−Pσ(k + q2 ,q) ω + iη − h0σ (k + q) 0
−P†σ(k− q2 ,q) 0 ω + iη − h0σ (k− q)

−1
11
, (45)
where [. . .]−111 indicates the top-left 6 × 6 block of the matrix inverse, and η is a positive infinitesimal. The spectral
function shown in Fig. 1(c) results from the trace (i.e. sum over orbitals) of the 6× 6 maxtrix A(k, ω).
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