Images exist in different formats in real time applications.
INTRODUCTION
Digital images contain information of significant importance for many research applications like satellite television, computer tomography, magnetic resonance imaging etc. [1] . The images used by these applications should be of high quality to yield superior results.
Denoising these images plays a crucial role in enhancing the image for further processing. Luo used a fuzzy approach for the efficient removal of impulse noise from the digital images. [2] Abreu et al. have designed a framework using Rank ordered mean filter for the removal of noise from highly corrupted images. [3] A statistical model using Bayesian least squares estimator is used for image denoising by Hammond and Simoncelli. [4] Noise is also removed from image data using recursive neuro fuzzy filters [5] Research in the past has revealed that automated techniques for the identification of the noise is of higher significance in the recent times and Motwani and Harris have discussed many denoising approaches. [6] Chehdi and Sabri have defined the identification criteria based on the analysis of local variations of the average and the standard deviation of the observed image. [7] Beaurepaire et al, have characterized each class of noise by a parameter obtained from histograms computed on several homogeneous regions of the observed image. [8] The homogeneous regions are obtained by segmenting images. Then, the estimation of the standard deviation is achieved from the analysis of a histogram of local standard deviations computed on each of the homogeneous regions. Vozel et al. has proposed an unsupervised variational classification through a multi thresholding method. [9] Chen and Das have proposed a simple pattern classification based noise identification by making use of the statistical features. [10] Santhanam and Radhika have used a neural network based approach to classify the noises. [11] The main objective of this research was to conduct a comparative study among the BPN and MLP neural network models to classify the Gaussian white, non Gaussian white and salt and pepper noise present in the images stored in different formats like BMP, JPG, TIFF, GIF and PNG. The result of this classification leads to efficient denoising, that is a preliminary process of other automated image processing operations.
Image formats
Images are stored in different formats based on the applications in which they are used. BMP is a common image format in Windows Applications. It offers millions of colors and there is no loss in the quality of the image stored. But it results in large file size.
JPG is the format for photo images used in a digital camera. JPG modifies the image pixel data to be more convenient for compression. The compressed form results in lossy compression. The lost data is always unrecoverable. But this is compromised with the reduction in file size which helps in transfer of web pages and email files that needs to be small, when transferred via modem.
TIFF is recognized by various computers and is suitable for text and black and white images. It is the standard format for scanned documents and Optical Character Recognition. It makes use of lossless compression which results in high quality of image, but with a larger file size which consumes memory storage.
advantage of this format is that it supports animation and is largely used on the web to give special effects to the contents in the web pages. The drawback is that the maximum number of colours is limited to 256 so that some images will not look good in this format.
PNG is used by the internet community in the recent times. It allows users to save, change and resave the file without loss of quality. But it doesn't support animations and also not compatible with all browsers.
Artificial Neural Networks (ANN)
An ANN is a powerful data-modeling tool to capture and represent complex input/output relationships. The motivation for the development of neural network technology stemmed from the desire to develop an artificial system that could perform "intelligent" tasks similar to those performed by the human [12] Further, Eriki and Udegbunam used an ANN for evaluating the prices of housing units in Nigeria. [13] In this paper, the performance analysis of Back Propagation Network (BPN) and Multi Layer Perceptron (MLP) is discussed. The results of the correctly classified noise present in the images stored in BMP, JPG, TIFF, GIF and PNG format is also tabulated.
Back Propagation Network (BPN)
Back propagation is a form of supervised learning for multilayer nets, also known as the generalized delta rule. Error data at the output layer is "back propagated" to earlier ones, allowing incoming weights to these layers to be updated. It is most often used as training algorithm in current neural network applications. The back propagation algorithm was developed by Paul Werbos [14] and then, Rumelhart et al [15] and Parker [16] worked on it. From then onwards, the back propagation algorithm has been widely used as a learning algorithm in feed forward multilayer neural networks. BPN is widely used for classification problems. Kumaravel and Reddy [17] have used BPN for classification of bone samples at different locations of the jawbone region and Ibrahim et al have used it to classify document zone content in technical document images. [18] Khanale and Chitnis have used BPN for classifying and recognising handwritten devanagiri characters. [19] Coban has employed BPN to identify the genotypes of grapevine and has concluded that the network handles the unknown variety with certainty. [20] Md Saad et al used the BPN to classify the heart abnormalities by utilising the features from Time frequency Spectogram. [21] The BPN architecture is shown in Figure 1 The process starts by applying the first input pattern and the corresponding target output. The input causes a response to the neurons of the first layer, which in turn cause a response to the neurons of the next layer, and so on, until a response is obtained at the output layer. That response is then compared with the target response; and the difference (the error signal) is calculated. From the error difference at the output neurons, the algorithm computes the rate at which the error changes as the
Input pattern
activity level of the neuron changes. So far, the calculations were computed forward (i.e., from the input layer to the output layer). Now, the algorithm steps back one layer before that output layer and recalculate the weights of the output layer (the weights between the last hidden layer and the neurons of the output layer) so that the output error is minimized. The algorithm next calculates the error output at the last hidden layer and computes new values for its weights (the weights between the last and next-to-last hidden layers). The algorithm continues calculating the error and computing new weight values, moving layer by layer backward, toward the input.
When the input is reached and the weights do not change, (i.e., when they have reached a steady state), then the algorithm selects the next pair of input-target patterns and repeats the process. Although responses move in a forward direction, weights are calculated by moving backward, hence the name back propagation.
Multi Layer Perceptron (MLP)
An MLP is a network of simple neurons called perceptrons. It is a feedforward neural network with one or more layers between input and output layer. Feedforward means that data flows in one direction from input to output layer. MLPs are widely used for pattern classification, recognition, prediction and approximation. Foody [22] have used MLP to classify remote sensed data of an agricultural site and Antani et al. [23] have used it for vertebra shape classification. The MLP architecture is shown in Figure 2 
Figure 2 Architecture of a MLP
This network has an input layer (on the left) with three neurons, one hidden layer (in the middle) with three neurons and an output layer (on the right) with three neurons.
There is one neuron in the input layer for each predictor variable. In the case of categorical variables, N-1 neurons are used to represent the N categories of the variable.
Input Layer -A vector of predictor variable values (x 1 ...x p ) is presented to the input layer. The input layer distributes the values to each of the neurons in the hidden layer.
Hidden Layer -Arriving at a neuron in the hidden layer, the value from each input neuron is multiplied by a weight (w ji ), and the resulting weighted values are added together producing a combined value u j . The weighted sum (u j ) is fed into a transfer function, σ, which outputs a value h j . The outputs from the hidden layer are distributed to the output layer.
Output Layer -Arriving at a neuron in the output layer, the value from each hidden layer neuron is multiplied by a weight (w kj ), and the resulting weighted values are added together producing a combined value v j . The weighted sum (v j ) is fed into a transfer function, σ, which outputs a value y k . The y values are the outputs of the network.
MATERIALS AND METHODS

Noise Identification
Image noise is ubiquitous despite sophisticated image capturing techniques. There are different types of image noise, viz. Gaussian noise, salt and pepper noise, speckle noise, shot noise and quantization noise. Understanding the noise characteristics helps in the classification of noise, so that appropriate filters can be used to enhance the quality of image. Skewness is the opposite of symmetry. i.e. pixels that is darker or lighter than the mean. Kurtosis is a measure of peakedness. It represents for a given variance, the over representation or under representation of frequencies in the middle of the range compared to normal distribution. The use of these statistical measures helps in classifying the noises. They are measured as given in equations (1) and (2).
Skewness is the standardized third central moment of the probability distribution. Skewness is a measure of symmetry, or more precisely, the lack of symmetry. A distribution, or data set, is symmetric if it looks the same to the left and right of the center point.
……………. (1)
Kurtosis is the standardized fourth central moment of the probability distribution. Kurtosis is a measure of whether the data are peaked or flat relative to a normal distribution. That is, data sets with high kurtosis tend to have a distinct peak near the mean, decline rather rapidly, and have heavy tails. Data sets with low kurtosis tend to have a flat top near the mean rather than a sharp peak. A uniform distribution would be the extreme case.
………… (2) where the (-3) term makes the value zero for a normal distribution.
Implementation
The noises that are classified in this proposed technique are Non Gaussian white, Gaussian white and salt and pepper. These noises are additive in nature. When gaussian noise is present in an image, each pixel in the image is changed from its original value by a small amount and in case of salt and pepper noise's presence in an image; pixels in the image are very different in color or intensity from their surrounding pixels.The steps involved in the methodology of noise classification are summarized as follows: The CASIA-Irisv3 database has been used to test the proposed technique. (http://www.sinobimetrics.com) The database contains about 4500 iris images of which 250 left eyes and 250 right eye images were selected at random resulting in 500 images. Then, the three different types of noises were introduced with intensity as 0.02, making the mugshot database to 1500 images. i.e. (500 images with Non-Gaussian white noise, 500 images with Gaussian white noise and the rest 500 with salt and pepper noise). Online image converter software was used to convert the images in to various formats. The experiment was performed using the MATLAB tool.
Findings
The values in Table 1 indicate the percentage of images classified correctly by the BPN and MLP network for the images given in JPG, BMP, PNG, GIF and TIFF formats. BPN is showing a classification accuracy of 90% classifying non Gaussian White noise and salt and pepper noise in images stored in GIF format and an accuracy of an average of 94% in classifying gaussian white noise in images stored in JPG, BMP and GIF format. Whereas, MLP exhibits a superior performance in classifying non gaussian white noise (96.6%) and salt and pepper noise (98.92%) in images stored in TIFF and PNG format respectively. Further, MLP scores better than BPN in classifying non Gaussian White noise in images stored in JPG, BMP, PNG and TIFF format.
CONCLUSION
The article discusses about the performance of BPN and MLP neural networks in classifying the various noises like Nongaussian white, Gaussian white and salt and pepper noise present in images stored in various formats like JPG, BMP, TIFF, PNG and GIF. The scope of the future work is to find out a neural network to yield consistent performance to detect the noises present in the images of any format. The classification accuracy of both networks employed in this study is satisfactory with BPN giving an average accuracy of 88.23% and that of MLP is 90.93%. From this study, one can easily conclude the type of neural network to be considered for detecting the various kinds of noises present and as well for a particular image format.
