[1]- [3] ), statistical modeling (e.g., predictive compression [1] , [2] ), linear filter ng (e.g., subband compression [4] , [5] ), and pyramidal image decomposition e i (e.g., Gaussian and Laplacian pyramids [6] ). Most of these techniques ar nherently linear, and are limited when effective compression of high-resolution The use of a pyramidal image decomposition approach for image compression s a has been first proposed in [6] . In the following, we shall briefly discuss thi pproach, by using a more general formulation than the one in [6] . Consider a t decreasing sequence of sets of points in , such tha
⊆ , for every , where denotes the set of integers.
S S Z k = 0 , 1 , ... , K − 1 Z , valued with distinct gray-levels). Finally, consider a sequence
Given an image ∈ , the image pyramid , of image , is defined by (se lso [14]) (1a)
I 0 = I , and (1c)
H Definition (1) is quite general, and assumes no particular form for and owever, as it is common in practice, we shall assume throughout that is a S = Z S k 2 t sequence of orthogonal, increasing in size, grids of points in , such tha , for , whereas, may take a variety
of forms, to be discussed in the following. To perform image compression b eans of image pyramids, we should also define the error pyramid. Consider , another sequence of image transformations
Define the image by (see also (1c)) 
Knowledge of the error pyramid , of image , allows lossless reconstruction of . Indeed, it is not difficult to see that (see also (2) and (3)) I xpected to be largerly uncorrelated [1] , [2] , [6] . However, the exact specification of the optimal predictor (e.g., by means of (7)), is impossible
in general; therefore, should be approximated. A variety of such approxis mations have been proposed in the literature, and they will be reviewed hortly. otence, anti-extensitivity, and factorability. These four properties uniquely identify the transformation as being a morphological erosion from
nto , whereas, they uniquely identify the transformation as being s a morphological dilation from into . In this case, the predictor i images with successively lower resolutions and sampling densities. In this case, transformation is defined by
, is a weighting two-dimensional sequence. Various
which lead to different image pyramids. The image pyramid proposed i 6] (which is also known as the Gaussian pyramid) assumes that the same impulse response
or , is employed at each level, where is separable;
i.e.,
and symmetric; i.e.,
he choice for adopted in [6] is
n where is a tuning parameter, usually chosen to be between and . Whe , has approximately Gaussian shape, and thus the name Gaussian
yramid for . The transformation , which expands an image ∈ into an image ∈ , is defined by
, where, only terms for which
lso known as the Laplacian pyramid) is now given by (3), and (8) -(12). In . this case, is viewed as a set of linearly band-passed copies of image [6] 
It is not difficult to see that, in this case, the ''best'' predictor is approxi ated by , given by (5), and (8) - (12), which is a linear predictor for . , otherwise), and by the erosion of image by ; i.e. [7] , [8] ,
where denotes set translation [7] , [8] . Furthermore, and shal enote morphological opening and closing, respectively; i.e., 
where , is a sequence of structuring e elements (see also (16)). In (14), denotes sampling of image by th
(15)
he application of a morphological opening, followed by a morphological closing which is known as alternating filtering) smoothes the image under consideraf tion, by removing image structures of a certain ''size''. Although various choices or , , are possible, which lead to different image pyramids,
(which is also known as the morphological low-pass pyramid) assumes that 1
for , where is the , symmetric, flat structuring element, defined on with support
The transformation , which expands an image ∈ into a mage ∈ , is now defined either by
where denotes the expansion of image on
The error pyramid (which is also known as the morphological band-pas . In their procedure, transformation is defined
For convenience and simplicity, all structuring elements considered here will be of the form (16 
esults in the image pyramid . The transformation , which s expands an image ∈ into an image ∈ , is now defined by (this i
or, by comparison with (17b), it may be defined by
. The error pyramid (which is also a morphologica and-pass pyramid) is now given by (3), (15) Maragos prefer to filter the image before sampling. In Toet's approach, th 'best'' predictor is approximated by either or , where (see (5) , (6), (14), and (17))
for . In Sun and Maragos' approach the ''best'' predictor k s approximated by either or , where (see also (5) , (6), (19),
Although this choice has not been considered in [12], we shall refer to it as the SM choice, in order t 2 C o keep an analogy with (17b).
and (20))
and
Additionally,
whereas,
and 
closed; therefore, they all behave as shape filters which remove fine detail rom image .
I k
To conclude this section, we should mention that an additional approach to [ morphological pyramid image decomposition has been recently proposed in 13]. This approach will be thoroughly discussed in the next section. , given by (5), for every .
Although the solution of an optimization problem that results in an optimal , choice for , which minimizes a distance measure between and 
, for every ∈ , we should have tha (26)
Property 2 (Idempotence):
For every image ∈ , we should have tha
Property 3 (Anti-extensitivity):
For every image ∈ , we should have tha (28)
a Property 4 (Factorability): There exist transformations nd : , such that (5) is satisfied.
Property 1 reflects our intuition that the predictor under consideratio hould preserve ordering; i.e., the prediction of an image , which
is brighter than (in the sense that , for every ∈ )
hould naturally be brighter than the prediction of image . Pro- is not ''optimal'', then further application of on wil
esult in a new prediction , which may be different -than at some, or all, points in . In this case, may not be the ''best'' pos
ible prediction for , and an iterative application of on may be ecessary in order to achieve ''optimality''. However, if Property 2 is satisfied, then we know a-priori that one application of on will be sufficient. 
In the case of the morphological decomposition schemes discussed in Section 2, the error image will b (29c)
for every , where is the structuring element defined by (16). In (29), the erosion , from into , and the dilation , from Observe that the predictor , defined by (29a), satisfies Properties 1-4
by construction. However, it can be shown from (8) - (12), and (21) - (24), that , the predictor satisfies only Properties 1 (for and 4
whereas, the predictors and satisfy only Properties 1, 2, an . Finally, the predictors and satisfy only Properties 1 and
. These results are summarized in Table 1 . It is now worthwhile noticing that (see also (30))
and (31b)
n this case, and from (29) and (31), we have that
or every . From (22a) and (32) observe that (see also [17])
, for every I ∈ I n Therefore, the predictor is -open; i.e., details of ''size'' smaller tha ith a variety of structural detail. In Table 2 we summarize the size, bits per pixel, and entropy of these images. The entropy of image , which provides 
here denotes the frequency of occurrence of gray level in image . Table 4 . Since error images at different levels have different sizes, e their entropies cannot be directly added to produce the total entropy of the rror pyramid. If image is of size pixels and if is the entropy of the
error image of size pixels, then the entropy of the erro yramid will be given by
H E I
The entropy has also been summarized in Table 4 . It is now clear that the s H procedure performs systematically better (in terms of entropy reduction, a T compared to the other techniques), at all levels of the error pyramid. Notice a that, only moderate reduction in total image entropy is achieved by considering ll error images. However, exact image reconstruction (lossless reconstruction) is guaranteed in this case.
The first level of the error pyramid mostly contains high frequency com-
ponents, which correspond to fine variations in image intensity. Furthermore, he size of this level is the largest one in the pyramid (which equals to the size e a of the image itself), and, therefore, requires a large number of bits for storag nd transmission. If we allow some degradation of quality in the reconstructed e p image (lossy reconstruction), we may omit this level, in order to obtain th runed error pyramid . The entropy , of , is
ow given by
and is expected to be substantially smaller than . Table 5 
s also summarized in Table 5 
