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Abstract
Schnorr randomness is a notion of algorithmic randomness for real numbers closely
related to Martin-Lo¨f randomness. Since its initial development in the 1970s, the
notion has received considerably less attention than Martin-Lo¨f randomness. In this
article, we explore the properties of Schnorr random reals, and in particular the c.e.
Schnorr random reals. We show that there are c.e. reals that are Schnorr random
but not Martin-Lo¨f random, and provide a new characterization of Schnorr random
real numbers in terms of preﬁx-free machines. We prove that unlike Martin-Lo¨f
random c.e. reals, not all Schnorr random c.e. reals are Turing complete, though
all are in high Turing degrees. We use the machine characterization to deﬁne a
notion of “Schnorr reducibility” which allows us to calibrate the Schnorr complexity
of reals. We deﬁne the class of “Schnorr trivial” reals, which are ones whose initial
segment complexity is identical with the computable reals, and demonstrate that
this class has non-computable members.
1 Introduction
The concern of this paper is the algorithmic randomness of reals, which will
be considered as inﬁnite strings. The roots of the study of algorithmic ran-
domness go back to the work of von Mises at the dawn of the 20th century. He
suggested that randomness of a sequence a1a2 . . . could be based on the ability
to predict the next bit given the ﬁrst n bits. Von Mises problem was what
would correspond to “acceptable” prediction functions. Of course what was
needed was the notion of a computable function. Lacking the language and
concepts from computability theory, this work languished until the middle of
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the 20th century, when it was revisited by Church who suggested a notion of
computable randomness 4 .
Nevertheless, the real work acceptably clarifying the notion of algorithmic
randomness only really came with the work of Solomonoﬀ [14], Kolmogorov
[4], Chaitin [3], Levin [8], Martin-Lo¨f [11] and Schnorr [12,13].
There are three basic approaches taken: measure theoretic, compressibility,
and predictability. The ﬁrst is measure theoretic. A real should be random if
it avoids all “eﬀectively null” properties. The canonical version of this is due
to Martin-Lo¨f [11], and is based on computably enumerable (c.e.) open sets.
A c.e. open set is a computably enumerable collection of open intervals with
rational endpoints. A computable collection of c.e. open sets {Un}, n ∈ ω, is
a collection for which there is a single computable function able, given any n,
to enumerate the intervals of the set Un.
Deﬁnition 1.1 (Martin-Lo¨f [11]) A Martin-Lo¨f test {Un}, n ∈ ω, is a com-
putable collection of c.e. open sets such that µ(Un) ≤ 2−n. A real number
x withstands the test Un if x ∈ ∩n∈ωUn, and x is Martin-Lo¨f random if it
withstands all Martin-Lo¨f tests.
Martin-Lo¨f randomness was until recently the most commonly accepted
notion of algorithmic randomness. There are several reasons for this. First, if
has all the desired “stochastic” properties one would like (see Van Lambalgen
[7]). Additionally, it is easy to work with. For instance, there are “universal”
Martin-Lo¨f tests: There is a Martin-Lo¨f {Un}, n ∈ ω, such that α is Martin-
Lo¨f random iﬀ α ∈ ∩nUn. More importantly, Martin-Lo¨f randomness has
other equivalent formulations.
This brings us to the second approach, that of compressibility. We feel that
strings should be random iﬀ they are not easy to compress, and hence reals
should be random iﬀ all their initial segments are also random. This approach
leads to a machine notion of randomness. The Kolmogorov complexity C(σ)if
a string σ relative to a Turing machine M , is the length of the shortest string
τ with M(τ) = σ. We call a string random iﬀ C(σ) = |σ|. We’d like to say
that a real is random iﬀ all of its initial segments are 5 , but this deﬁnition is
inadequate for inﬁnite strings. Levin [8] and later Chaitin [3] found a remedy
for inﬁnite strings via preﬁx-free machines.
A Turing machine M with domain a subset of Σ∗, is called preﬁx free iﬀ
for all σ if M(σ) ↓, then M(τ) ↑ for all τ with σ ≺ τ. As is well known,
preﬁx free machines are important because the domain of a Turing machine
is (eﬀectively) measurable essentially provided that it is preﬁx free. Thus
the notion allows a bridge from eﬀective measure theory to computability.
There is a universal preﬁx free machine M which has the nice property that
4 We refer the reader to Li-Vitanyi [9] and van Lambalgen [7] for a more thorough discussion
of the history and evolution of the concept of algorithmic randomness.
5 That is there is a constant c such that, for all n, C(α  n) ≥ n − c. Unfortunately, no
real has this property.
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for all other preﬁx free machines N , there is a c, such that for all strings σ,
KM(σ) ≤ KN(σ)+ c, where K denotes the preﬁx free Kolmogorov complexity
(that is, KN(σ) is C(σ) relative toN , provided that N is a preﬁx free machine).
Capitalising on this minimality property we ﬁx a universal preﬁx free machine
M , and the subscript on KM is dropped
6 .
Deﬁnition 1.2 (Levin [8], Chaitin [3]) We call a real α Chaitin random iﬀ
all of its initial segments are random using preﬁx free complexity: there is a
constant c such that, for all n, K(α  n) ≥ n− c.
One of the key reasons that Martin-Lo¨f randomness was seen as good was
the following theorem of Schnorr.
Theorem 1.3 (Schnorr) A real α is Martin-Lo¨f random iﬀ it is Chaitin ran-
dom
The ﬁnal standard approach used in the study of randomness is via Mar-
tingales, which formalize von Mises intuition that randomness should equal
unpredictability. A Martingale is a function f : Σ∗ → R, such that, for all
strings σ,
f(σ) =
f(σ0) + f(σ1)
2
.
We say that a Martingale f succeeds on a real α iﬀ lims f(α  s) = ∞. For
example suppose that α had the property that every 10th bit was 1. Then,
starting with f(λ) = 1 and keeping f(ν) = 1, until bit 10 where we would
have f(ν0) = 0 and f(ν1) = 2, etc, we could build a computable Martingale
which would succeed on α. Schnorr proved the following: a real x is Martin-
Lo¨f random iﬀ no c.e. Martingale succeeeds on x. (Here we recall that a real
α is c.e. iﬀ it is the limit of a computable (or c.e.) increasing sequence of
rationals, and a function f(σ) is c.e. iﬀ there is a computable function fˆ(σ, s)
such that for all σ, (∀s)fˆ(σ, s) ≤ fˆ(σ, s+ 1) and lims fˆ(σ, s) = f(σ)).
Again we see that there is an equivalence. Schnorr eﬀectivised Ville’s
observation that null sets are those on which Martingales succeed, as Martin-
Lo¨f random reals are those on which no c.e. Martingales succeed.
We remark that Martingales are also important also in that they form the
basis of most miniaturizations of randomness and measure to classes like P .
(Lutz [10]).
In an important paper [13], Schnorr proved a number of the above results.
Additionally, he pointed out a number of deﬁciencies with the Martin-Lo¨f
notion of randomness. To wit, the crucial notion is that a real should be
random iﬀ if avoids all eﬀectively given null sets. He argued that a Martin-Lo¨f
test is more like a computably enumerably given set, more akin to the halting
problem, than a computably given test. Similar deﬁciencies he argued, can be
found in the Martingale equivalence.
6 Here we use C for Kolmogorov complexity and K for preﬁx free Kolmogorov complexity;
in some papers these are denoted K and H respectively.
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To remedy these deﬁciencies, he proposed the following.
Deﬁnition 1.4 (Schnorr [12,13]) A Schnorr test {Un}, n ∈ ω, is a computable
collection of c.e. open sets such that µ(Un) ≤ 2−n and the function f(n) =
µ(Un) is a computable function of n. A real number x is Schnorr random if it
withstands all Schnorr tests.
Observe that for a Schnorr test, one can eﬀectively compute membership.
Schnorr also gave a Martingale characterization of Schnorr randomness, and
argued that this notion correctly reﬂects algorithmic randomness.
While Schnorr’s argument has weight, the Schnorr notion of randomness
attracted less attention than Martin-Lo¨f randomness. Part of this was be-
cause the primary workers in this area found that the Martin-Lo¨f notion was
enough for many results. Another important reason, however, was that the
notion of Schnorr randomness proved far harder to deal with than Martin-Lo¨f
randomness. For instance, there is no universal Schnorr test 7 . Also, many
of the basic questions were open. For instance, as we will see, there was no
known machine characterization of Schnorr’s notion of randomness, and this
was seen as a signiﬁcant obstacle to the notion’s development.
In this paper, we will begin a systematic study of Schnorr’s notion of ran-
domness. Our ﬁrst contribution is to provide a machine deﬁnition of Schnorr
randomness, the existence of which has been a longstanding open question
(See e.g. Ambos-Spies and Kucˇera [1], Ambos-Spies and Mayorodomo [2],
etc). These are in terms of a new class of machines miniaturizations of which
should be relevant to resource bounded complexity. Speciﬁcally, a preﬁx free
machine M is called computable iﬀ
∑
σ∈dom(M)
2−|σ|
is a computable real.
Theorem 1.5 A real α is Schnorr random iﬀ for all computable machines
M , there is a constant c such that, for all n, KM(α  n) ≥ n− c.
We also establish some other characterizations of Schnorr randomness in
terms of Solovay tests. Next we turn to trying to understand the class of
Schnorr random reals and, in particular, the class of Schnorr random c.e.
reals. For any preﬁx free machine, the quantity
∑
σ∈dom(M) 2
−|σ| is a typical
c.e. real. The most famous such c.e. real is Chaitin’s Omega, the halting
probability:
ΩM =
∑
σ∈dom(M)
2−|σ|
7 This follows from the contradiction that a universal Schnorr test {Sn}, n ∈ ω, would
contain all computable reals in its null set, but on the other hand there is a computable
real in the complement of every Schnorr test’s null set (Schnorr [12])
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where now M is a universal preﬁx free machine. In the context of algorith-
mic randomness, computably enumerable reals occupy the same distinguished
place that computably enumerable sets do in the study of decision problems.
Schnorr [12] showed that there is a Schnorr random real that is not Martin-
Lo¨f random using a series of results based on Martingale characterizations of
randomness. Another argument proving the existence of such a real, this time
using a kind of forcing within a universal Martin-Lo¨f test, can be found in
van Lambalgen [7]. We demonstrate that such reals can be c.e. This is by no
means easy since determining whether a Martin-Lo¨f test is a Schnorr test is
a Π02 question, and this is diﬃcult to use in an eﬀective construction. Indeed
our argument is in fact an inﬁnite injury priority argument.
Since the class of Schnorr random c.e. reals diﬀers from the class of c.e.
Martin-Lo¨f random reals, it is natural to try to understand them. It is not
hard to prove that all Martin-Lo¨f random c.e. reals have the same Turing
degree as the halting problem. We prove the following.
Theorem 1.6(i) All Schnorr random c.e. reals have high Turing degree. That
is, if α is Schnorr random, then α′ ≡T ∅′′.
(ii) There are Schnorr random c.e. reals α such that α does not have complete
Turing degree.
Of course a consequence of Theorem 1.6 is another proof that Schnorr
random c.e. reals need not be Martin-Lo¨f random. We believe that the degrees
of Schnorr random c.e. reals are precisely the high c.e. degrees.
The machine characterization of Martin-Lo¨f randomness allows one to cal-
ibrate randomness. That is, we say that α ≤H β iﬀ there is a constant c such
that, for all n,
K(α  n) ≤ K(β  n) + c.
Thus, by the work of Solovay [15], Kucˇera [5] and Kucˇera and Slaman [6], we
know that a c.e. real α is random iﬀ β ≤H α for all c.e. reals β.
Inspired by this we can calibrate the complexity of c.e. reals in terms of
their Schnorr complexity. That is, we say that α ≤Sch β iﬀ for all computable
machines M , there is a constant c and computable machine Mˆ such that for
all n,
KMˆ(α  n) ≤ KM(β  n) + c.
Clearly a real α is Schnorr random if β ≤Sch α for all (c.e.) reals β.
Solovay proved the remarkable fact that there are noncomputable reals α
with α ≤H ω = {1n : n ∈ ω}. We call these H-trivial reals. This has been
recently improved by Downey, Hirschfeldt, Nies and Stephan to construct c.e.
sets with this property, and to show that such reals form an ideal in the c.e.
reals. We prove the following.
Theorem 1.7 There are c.e. noncomputable reals α such that α ≤Sch ω.
Again, the proof is signiﬁcantly more complex than the corresponding proof
for ≤H .
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2 Schnorr Randomness
Schnorr [12] showed that there is a Schnorr random real that is not Martin-Lo¨f
random. We use a priority argument approach to show that this result also
holds for c.e. reals.
In the proofs we often use the following notation: for any ﬁnite string σ
denote by [σ] the set of all inﬁnite extensions of σ, equivalently this is the
closed interval [0.σ, (0.σ) + 2−|σ|]. Also we make use of the following technical
result which allows us to simplify the class of Schnorr tests we need to consider.
Lemma 2.1 If f, g : ω → R are a non-increasing computable functions with
limit 0 and Vn is a test such that (∀n)µ(Vn) = f(n), then from an index for
Vn we can eﬀectively ﬁnd a test Un such that:
∩n∈ωVn = ∩n∈ωUn and (∀n)µ(Un) = g(n)
The proof of this involves manipulation of the c.e. sets to show that the
following three steps can be accomplished: (i) choose increasing sequences
ni, and mi such that such that f(ni) > g(mi) > f(ni+1), (ii) build Vmi as a
superset of Uni+1 , usually by adding elements of Uni but without adding any
element to the null set, and (iii) deﬁne sets of the appropriate size between
Vmi and Vmi+1 .
The implication of the lemma is that we can choose to deal with Schnorr
tests having a particular computable function for the measure of test sets
f(n) = µ(Un) and still produce all the Schnorr null sets. Henceforth we
will assume that all Schnorr tests satisfy not only µ(Un) ≤ 2−n but in fact
µ(Un) = 2
−n.
There is no eﬀective enumeration of all Schnorr tests, as such an enumer-
ation could be used to immediately produce a Universal Schnorr test, which
Schnorr showed not to exist [12]. As a result, in many of the proofs below we
use an eﬀective enumeration of the Martin-Lo¨f tests, and monitor whether or
not each one appears to be a Schnorr test, that is, whether say, V mn , the n
th
c.e. set from the mth Martin-Lo¨f test, appears to satisfy µ(V mn ) = 2
−n. The
proof of the following theorem uses this technique in a priority argument.
Theorem 2.2 There is a Schnorr random c.e real which is not Martin-Lo¨f
random.
Before turning to the machine characterisation of Schnorr randomness we
show there is another characterisation analogous to one provided by Solovay
for Martin-Lo¨f randomness.
Deﬁnition 2.3 (Solovay [15]) We say that a real x is Solovay random iﬀ for
all computable collections of c.e. sets Un, n ∈ ω, such that Σnµ(Un) < ∞, x
is in only ﬁnitely many Ui.
Solovay [15] showed that a real is Solovay random iﬀ it is Martin-Lo¨f ran-
dom. This notion, as with many connected with Martin-Lo¨f randomness, can
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be directly related to Schnorr randomness if the right way to “increase the ef-
fectivity” can be found. (The following deﬁnition is equivalent to a deﬁnition
in terms of Martingales mentioned in Wang [16].)
Deﬁnition 2.4 A total Solovay test is a computable collection of c.e. open
sets Vi: i ∈ ω, such that the sum Σ∞i=0µ(Vi) is ﬁnite and a computable real. A
real α passes a total Solovay test if α ∈ Vi for at most ﬁnitely many Vi.
The proof of the theorem below follows that same path as the proof of
Solovay’s result that Martin-Lo¨f randomness is equivalent to Solovay random-
ness.
Theorem 2.5 y is Schnorr random iﬀ y passes all total Solovay tests.
Proof (←) Suppose y is not Schnorr random, so it fails some Schnorr test
{Un}n∈ω. The inﬁnite sum of the measures of these sets is computable, and y
is in inﬁnitely many of them so fails the total Solovay test represented by Un.
(→) Suppose y is Schnorr random. Let {Un}n∈ω be an arbitrary total
Solovay test. We note that f(n) = µ(Un) is a computable function, since each
µ(Un) is left computable and their sum is bounded and computable. Deﬁne a
c.e. open set Vk = {y ∈ (0, 1) : y ∈ Un for at least 2k of the Un}.
Now µ(Vn) < 2
−n and furthermore g(n) = µ(Vn) is a computable function
of n, as to determine µ(Vn) to within  we enumerate U0 till its measure is
within 2−2 of its ﬁnal value, U1 to within 2−
5
2 , and Un to within 2
−n−4
2 , up
to the point where 2−n
′
< 2−
n′−4
2 (we can ignore Um for m > n
′). Most (in
the sense of at least ‘ﬁnal measure’−) of the elements of Vk are already in Vk
deﬁned as in terms of being in at least 2k of these approximations to each Un,
even if n′ < 2k.
As y is Schnorr random, y ∈ ∩nVn so y is in only ﬁnitely many Ui, y passes
the total Solovay test.
✷
The following theorem gives the ﬁnal tool needed to provide the machine
characterisation of Schnorr randomness in terms of the computable machines
deﬁned in the introduction.
Theorem 2.6 (Kraft, see [9])(i) If A is preﬁx free then Σn∈A2−|n| ≤ 1
(ii) (sometimes called Kraft-Chaitin) Let d1, d2, ... be a collection of lengths,
possibly with repititions. Then Σi2
−di ≤ 1 iﬀ there is a preﬁx-free set A
with members σi and σi has length di. Furthermore, from the sequence di
we can eﬀectively enumerate such a set A.
The proof of part (i) uses the map f which takes σ to the real interval [σ]
with the right end-point removed, as for a preﬁx free set the images under f of
any two strings in the set do not intersect. Notice that µ(f(σ)) = 2−|σ|. The
inﬁnite sum is equal to the sum of µ(f(σ)) and so is less than µ([0, 1)) = 1. An
important implication of (ii) is that if we are given an eﬀective enumeration of
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length-string pairs 〈di, σi〉 then, provided Σi2−di ≤ 1, we can build a preﬁx-free
machine M and a collection of strings τi with |τi| = di and M(τi) = σi. Now
we can prove the machine characterisation of Schnorr randomness is correct:
Theorem 1.5 A real α is Schnorr random iﬀ for every computable machine
M ,
(∃d)(∀n)KM(α|`n) ≥ n− d
Proof ( Only If direction) Suppose z is Schnorr random. For any f given by a
computable machine, suppose for the sake of contradiction that (n−Kf (z |`n))
is unbounded as a function of n. Let M = Σx∈dom(f)2−|x|.
Deﬁne Uk = {x : ∃nKf (x|`n) ≤ n − k}. If µ(Uk) > δ then there exists a
preﬁx-free subset of 2<ω, {x1, ..., xn}, such that Σnj=12−|xj | > δ and Kf (xj) ≤
|xj| − k for all j = 1, 2, ..., n, in each case via a pj with f(pj) = xj and
|pj| ≤ |xj| − k. We notice that:
Σnj=12
−|pj | ≥ 2kΣnj=12−|xj | > δ2k
Now as δ2k < M we have δ < M2−k, and considering this for all δ > 0 we
have µ(Uk) ≤ M2−k. Furthermore µ(Uk) is a computable function of k as
to approximate µ(Uk) to within  we need only enumerate the strings of the
domain of f in order of increasing length y1, y2, ..., yt untilM−Σtj=12−|yj | < 2k.
We can then determine all possible pj relevant to the deﬁnition of Uk, except
some that may provide extra xi with the sum of 2
−|xi| less than . From some
point on the Uk form a Schnorr test giving the contradiction, since z ∈ ∩k∈ωUk.
Hence (n−Kf (z |`n)) must be bounded for any such f : (∃d)n−Kf (z |`n) ≤ d,
so Kf (z |`n) ≥ n− d.
(If direction) Suppose z is not Schnorr random. Let Uk be a Schnorr test such
that z ∈ ∩kUk, Uk+1 ⊂ Uk, and µ(Uk) = 2−k. Represent each Uk as a union of
extensions [σk,i] of a preﬁx-free set {σk,i : i ∈ ω}, such that g(〈k, i〉) = σk,i is
a computable function from ω to 2<ω. Note that Σa∈ω2−|g(a)| = 2.
Since µ(U2n+2) = 2
−2n−2 we have, for all i ∈ ω, |σ2n+2,i| ≥ (2n + 2).
Consider the collection of ‘lengths’ (|σ2n+2,i| − n) for n, i ∈ ω.
Σn,i∈ω2−(|σ2n+2,i|−n) = Σn∈ω(2nΣi∈ω2−|σ2n+2,i|) = Σn2n2−2n−2 = 12 . We wish to
map a string of length |σ2n+2,i| − n to the string σ2n+2,i for each i ∈ ω, n ∈ ω;
and by Kraft-Chaitin there is a preﬁx-free machineM that does precisely this.
The partial computable function f deﬁned by M satisﬁes Σx∈dom(f)2−|x| = 12 .
Since ∀n∃i z ∈ [σ2n+2,i], we have (n−Kf (z |`n)) is unbounded.
✷
We use the Solovay-type characterisation of Schnorr randomness to prove
Theorem 1.6(i) All Schnorr random c.e. reals have high Turing degree.
Proof (Sketch.) Let αs be a strictly increasing c.e. sequence of rationals with
limit α, a Schnorr random real. Let T be a c.e. set such that 〈i, j〉 ∈ T iﬀ
|Wi| > j. We show that there exists a computable reduction Γˆ with Γˆα′ =
Tot, the index set of total functions, by constructing Γ such that Γα(i, k) =
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T (〈i, k〉).
As the construction proceeds in stages s we deﬁne Γαs(i, k) = Ts(〈i, k〉)
with use k. The main problem is ensuring we can change this deﬁnition from
0 to 1 if 〈i, k〉 later enters T . We ensure that we get the needed change in the
Γ(i, k) use (all but ﬁnitely often) by adding the interval (αs |` 〈i, k〉, αs |` 〈i, k〉+
2−k) to a total Solovay test. Since it is Schnorr random, αt, t > s, must
eventually move out of all but ﬁnitely many such intervals if i ∈ Tot.
✷
The proof of the second part of Theorem 1.6 is quite diﬀerent in character;
it is an inﬁnite injury priority argument.
Theorem 1.6(ii) There is an incomplete Schnorr random c.e. real.
Proof (Requirements only.) We construct a c.e. real α and a c.e. set C such
that α is Schnorr random but C ≤T α. Let V ek denote the kth test set of the
eth Martin-Lo¨f test in some eﬀective enumeration of all such tests. We will
deﬁne a sequence of closed sets Xs with α = lims αs = limsmin(Xs). Our
requirements are
Re : (∃k)[µ(V ek ) = 2−k → V ek ∩ (∩s∈ωXs) = ∅]
Ni : Φ
α
i = C
Our strategy for Re is to keep Xs ∩ V ek [s] = ∅ if it appears at stage s that
µ(V ek ) = 2
−k. For Ni we use a Freidberg-Muchnik strategy.
✷
The result below on Schnorr trivial reals is stated in terms of computable
machines, and is proved by ‘building’ the required computable machines.
There is no eﬀective enumeration of computable machines, just as there is no
eﬀective enumeration of Schnorr tests. Hence we need to use an enumeration
of all preﬁx-free machines and monitor approximations to the Π02 condition
that the machine is a computable machine. This produces an inﬁnite injury
tree construction.
Deﬁnition 2.7 The size ν(M) of a machine M is a property of its domain:
ν(M) = Στ∈dom(M)2−|τ |. If the sum is not convergent we say M has inﬁnite
size.
Remark: The size of any preﬁx-free machine is between 0 and 1, and is
often referred to as the halting probability. Any machine F with ﬁnite size is
equivalent to a machine P with the same range and size between 0 and 1 in
the sense that
(∃c ∈ ω)(∀τ ∈ ra(F )) KP (τ) = KF (τ) + c
The machine P can be obtained simply by letting P (1cσ) = F (σ) = τ where
ν(F ) < 2c. Furthermore, by the eﬀective version of Kraft-Chaitin the machine
P can be constructed to be preﬁx-free using not 1cσ but a string of length c+|σ|
in the domain of P , for each σ in the domain of F .
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Finally, if ν(F ) is computable and τ0 is in the range of F then P can
be preﬁx-free and have size 1. The domain size of P can be increased by
1− 2−cν(F ), also a computable number, by adding axioms of the form 〈γ, τ0〉
for a c.e. set of γ of the appropriate length. We can ensure that KP (τ0) <
KF (τ0) + c by requiring for all γ that |γ| ≥ KF (τ0) + c.
Theorem 1.7 There is a Schnorr trivial c.e. non-computable set A. That is,
for every computable machine M there is a computable machine M ′ satisfying
(∀n)KM ′(A|`n) ≤ KM(1n) + cM .
Proof (Idea only.) By the remark above it is suﬃcient to consider computable
machines M of size 1. We monitor how close each machine M is to size 1, and
build M ′ if M appears to be approaching that size: roughly, when we see an
‘axiom’ of the form 〈σ, 1n〉 entering M , we put one of the form 〈τ, A|`n〉 into
M ′, where the lengths of σ and τ are related in some eﬀective way. This is
further complicated by Friedberg-Muchnik strategies to ensure that A is not
computable. ✷
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