An Index Theory for Singular Solutions of the Newtonian $n$-body Problem by Hu, Xijun et al.
ar
X
iv
:1
91
0.
02
26
8v
1 
 [m
ath
.D
S]
  5
 O
ct 
20
19
AN INDEX THEORY FOR SINGULAR SOLUTIONS OF THE
NEWTONIAN n-BODY PROBLEM
XIJUN HU
Department of Mathematics, Shandong University, Jinan, Shandong, Peoples
Republic of China
YUWEI OU
School of Mathematics (Zhuhai), Sun Yat-Sen University, Zhuhai, Guangdong,
Peoples Republic of China
GUOWEI YU
Chern Institute of Mathematics and LPMC, Nankai University, Tianjin, People’s
Republic of China
Abstract. In the Newtonian n-body problem, for solutions with arbitrary
energy, that start and end either at infinity or total collision, we prove some
basic results about their Morse and Maslov indices. Moreover for homothetic
solutions with arbitrary energy, we give a simple and precise formula that re-
lates the Morse indices of homothetic solutions to the spectra of the normalized
potential at the corresponding central configurations. Potentially these results
could be useful in the application of non-action minimization methods in the
Newtonian n-body problem.
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1. Introduction
The Newtonian n-body problem studies the motion of n point masses, mi > 0,
according to Newton’s law of universal gravitation. LetM = diag(m1Id, . . . ,mnId)
be the mass matrix, where Id is the d × d identity matrix with d ≥ 1. Then
q = (qi)
n
i=1 (qi ∈ Rd represents the position of mi) satisfies
(1) M q¨ = ∇U(q),
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2 AN INDEX THEORY FOR SINGULAR SOLUTIONS
where U(q) =
∑
1≤i<j≤n
mimj
|qi−qj | is the potential function (the negative potential
energy) and ∇ is the gradient with respect to the Euclidean metric.
The solutions of (1) are invariant under linear translations, so there is no loss of
generality to restrict ourselves to the n∗ := d(n− 1) dimension subspace
X := {q ∈ Rdn :
n∑
i=1
miqi = 0},
where the center of mass is fixed at the origin.
Let TX be the tangent bundle of X . The Lagrangian L : TX → [0,+∞)∪{+∞}
(2) L(q, v) = K(v) + U(q), where K(v) :=
1
2
|v|2M :=
1
2
〈Mv, v〉,
has singularities at the collision configurations
∆ = ∪1≤i<j≤n∆ij , where ∆ij = {q ∈ X : qi = qj}.
It is well-known (see [2]) the Lagrangian action functional
(3) A(q; t1, t2) :=
∫ t2
t1
L(q(t), q˙(t))dt,
is C2 on W 1,2([t1, t2], Xˆ ), Xˆ := X \∆ represents collision-free configurations, and
any collision-free critical point of A is a classical solution of (1). .
Because the Newtonian gravity is a weak force, the action value of a path with
collisions could still be finite. This means the critical points we find using varia-
tional methods may contain a subset of collision moments with zero measure and
only satisfies (1) in the complement of it. Such solutions were named generalized
solutions by Bahri and Rabinowitz in [3] and [4].
In the last twenty years, a lot of progress has been made regarding how to rule
out collisions in minimal critical points for the Newtonian n-body problem (or the
general weak force n-body problem), details can be found in [15], [14], [20], [13],
[34] and the references within.
However very few results are available on how to rule out collision in none-
minimal critical points. In [35], based on an idea of Tanaka [33], it was shown
the Morse index can be used to given an upper bound of the number of possible
binary collisions (in certain cases eliminate all the possible binary collisions). We
believe similar results should be available for collisions with more than two bodies.
However this demands an efficient way of computing the Morse indices of collision
solutions, and this will be one of the main results of this paper.
Besides collision solutions we are also interested parabolic and hyperbolic solu-
tions where the distance between each pairs of masses goes to infinity as time goes
to negative or positive infinity. For simplicity, we treat them as different types of
singularities alongside the collision singularity as defined below.
Definition 1.1. Let q ∈ C2((T−, T+), Xˆ ) be a solution of (1), where T± ∈ R ∪
{±∞}. We say
(1) q(T±) is a collision singularity, if T± ∈ R and limt→T± q(t) = 0;
(2) q(T±) is a parabolic singularity, if T± = ±∞, limt→T± |qi(t)− qj(t)| =
+∞, for all i 6= j, and limt→T± q˙i(t) = 0, for all i;
(3) q(T±) is a hyperbolic singularity, if T± = ±∞, limt→T± |qi(t)−qj(t)| =
+∞, for all i 6= j, and limt→T± q˙i(t) exists and does not equal to zero, for
all i.
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Such a solution q(t) will be called a singular solution, if both q(T−) and q(T+)
are one of the singularities defined above.
Remark 1.1. The readers should notice that in the above definition, collision
means total collision, parabolic (hyperbolic) means complete parabolic (hyperbolic).
There are singularities correspond to partial collision, elliptic-parabolic, elliptic-
hyperbolic, parabolic-hyperbolic and so on, which will not be discussed in this paper.
Write a singular solution q(t) defined as above in polar coordinates:
r =
√
I(q), s = (si)ni=1 = q/r = (qi/r)ni=1,
where I(q) = 〈Mq, q〉 is the moment of inertia. Then E := {q ∈ X : I(q) = 1} is
the set of normalized configurations. The gradient of U restricted on E is
(4) ∇U |E(s) = ∇U(s) + U(s)Ms.
It is well-known a collision-free configuration in E is a central configurations, if and
only if ∇U |E vanishes.
When q(T±) is a hyperbolic singularity, by Chazy [11], s(t) converges to some
s± ∈ E \∆, as t→ T±. On the other hand, when q(T±) is a collision or parabolic
singularity, we only know s(t) converges to the set of central configurations, as
t→ T±. It is not clear whether there is a definite limit, except when n ≤ 3. In our
results, we shall assume such a limit always exists.
The scattering theory concerns the possible pairs of normalized configurations
that can be connected by singular solutions that come in and go out to infinity
after normalization, for more details see [19]. Notice that when the energy is zero,
the limit configurations must be central configurations. While it is possible to
construct half of such a solution that either comes in from infinity or goes out to
it using action minimization method, see [28] and [29], it is impossible to find the
entire trajectory defined on R that goes from infinity to infinity as a minimizer in
the n-body problem, see [17]. Meanwhile for the spatial n-center problem, it is
possible to construct such entire solutions using some minimax approach [9]. To
generalizes the result to the n-body problem it also seems necessary to develop
some Morse index theory for the singular solutions.
Since the domain of a singular solution is not compact, some care has to be
taken when we try to define its Morse index. Notice that for any [t1, t2] ⊂ (T−, T+),
q|[t1,t2] is a collision-free critical point of the action functional A inW 1,2([t1, t2], Xˆ ).
Then the Morse index of q|[t1,t2] in H10 ([t1, t2], Xˆ ), denoted by m−(q; t1, t2), is the
dimension of the largest subspace in H10 ([t1, t2], Xˆ ), where the second derivative
d2A(q; t1, t2) is negative.
Definition 1.2. Let {t±k }k∈Z+ be two sequences satisfying T− < t−k < t+k < T+
and limn→∞ t±k = T
±. We define the Morse index of the singular solution q ∈
C2((T−, T+), Xˆ ) as
(5) m−(q;T−, T+) = lim
k→∞
m−(q; t−k , t
+
k ).
Remark 1.2. Because of the following monotone property (see [16] or [25])
m−(q; t1, t2) ≤ m−(q; t∗1, t∗2), if t∗1 ≤ t1, t2 ≤ t∗2,
m−(q) is well-defined and independent of the choice of the sequences {t±k }. The
above definition of Morse index is not a surprise. The main challenge is to compute
it and this will be the main contribution of our paper.
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For any s ∈ E \ ∆, the Hessian of U at s restricted on E with respect to the
Euclidean inner product is
(6) D2U |E(s) = D2U(s) + U(s)M.
Therefore with respect to the M inner product, the Hessian is
(7) M−1D2U |E(s) =M−1D2U(s) + U(s)I.
Definition 1.3. Given a central configuration s0 ∈ E. We denote the eigenvalues
of M−1D2U |E(s0) by
λ1(s0) ≤ λ2(s0) ≤ · · · ≤ λn∗−1(s0).
We say s0 satisfies
(1) the spiral condition, if λ1(s0) < − 18U(s0),
(2) the non-spiral condition, if λ1(s0) ≥ − 18U(s0);
(3) the strict non-spiral condition, if λ1(s0) > − 18U(s0).
Remark 1.3. In [6], the strict non-spiral condition was called [BS]-condition. We
prefer the current name because of the following reason. In McGehee coordinates,
see subsection 2.2, central configurations give rise to equilibria on the collision man-
ifold. The above conditions determine whether some of the eigenvalues of the lin-
earized systems at the equilibria have non-zero imaginary parts, see Remark 2.2,
which then determine whether the corresponding stable and unstable manifolds spi-
ral into and out of the equilibria. For details see [18] and [31].
Theorem 1.1. Given a singular solution q ∈ C2((T−, T+), Xˆ ) with both limits
exist limt→T± s(t) = s±.
(a). If q(T±) is a collision or parabolic singularity with the corresponding s±
satisfying the spiral condition, then for any t1 ∈ (T−, T+),
(8) lim
t2→T±
m−(q; t1, t2)
| lnβ(t2)| =
1
3
√
2π
l∑
i=1
√
−1
8
− λi(s±)
U(s±)
,
where l = #{1 ≤ i ≤ n∗ − 1 : λi < −U(s
+)
8 } and
(9) β(t) =
{
|t− T±|, when q(T±) is a collision singularity,
|t|, when q(T±) is a parabolic singularity.
In particular this implies m−(q;T−, T+) = +∞.
(b). If s± satisfying the strict non-spiral condition, whenever q(T±) is a collision
or parabolic singularity, then m−(q;T−, T+) is finite.
Proof. Property (a) and (b) follow from Theorem 3.1 and 3.2 in section 3 respec-
tively. 
The result that m−(q : T−, T+) = +∞ under the condition in property (a) of
the above theorem were already obtained for solutions with collision singularities
in [7] and solutions with parabolic singularities in [6]. Compare with approaches
used in these papers, the one used in this paper allows us to achieve two additional
things: first we can given an estimate of how fast the Morse index grows when the
solution approaches a collision or parabolic singularity as in (8); second we are able
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to give a simple and precise formula for the computation of the Morse index of
homothetic solutions as stated in the next theorem .
Let q(t) be a homothetic solution, then s(t) ≡ s0, for all t, where s0 is a normal-
ized central configuration. When s0 satisfies the spiral condition, then property (a)
in Theorem 1.1 applies. Our next result tells what happens otherwise.
Theorem 1.2. Let H0 be the energy of the homothetic solution q ∈ C2((T−, T+), Xˆ ).
If the corresponding normalized central configuration s0 satisfies the non-spiral con-
dition,
m−(q;T−, T+) =
{
m−(M−1D2U |E(s0)), when H0 < 0;
0, when H0 ≥ 0,
where m−(M−1D2U |E(s0)) is the number of negative eigenvalues of the matrix
M−1D2U |E(s0).
Remark 1.4. We point out that in Theorem 1.2, the central configuration s0 only
needs to satisfies the non-spiral condition, while in property (b) of Theorem 1.1 the
corresponding central configuration needs to satisfies the stronger strict non-spiral
condition. The improvement is possible because we have precise expressions for the
homothetic solutions.
Proof. The theorem follows from Proposition 4.6. 
Our paper is organized as follows: in Section 2, the McGehee coordinate will
be used to study the asymptotic behavior of the system near a collision/parabolic
singularity and a variation of the McGehee coordinates (which will be called hy-
perbolic McGehee coordinates) is also introduced for understanding the asymptotic
behavior of the system near a hyperbolic singularity; in Section 3, we establish an
index theory for general singular solutions and prove Theorem 1.1; in Section 4,
we show how to compute the Morse index of homothetic solutions with arbitrary
energy and prove Theorem 1.2.
Notations. Following notations will be adopted throughout the paper.
• I is the identity matrix and J =
(
0 −I
I 0
)
. The dimensions of these
matrix will not always be the same, but can be easily found out through
the context.
• Given a function f : Rk → R, ∇f represents the gradient of f with respect
to the column vector and D2 the Hessian of f .
• For any positive integer k, VD represents the momentum space Rk ⊕ {0},
which corresponds to the Dirichlet boundary condition, and VN represents
the configuration space {0}⊕Rk, which corresponds to the Neumann bound-
ary condition.
• Given a vector ξ ∈ Rk , 〈ξ〉 will represent the line subspace spanned by the
vector.
• Given a finite set A, #A will represent the number of elements in the set.
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2. McGehee coordinates and dynamics of the linear system along a
singular solution
Throughout this section, let q ∈ C2((T−, T+), Xˆ ) be a singular solution of the
n-body problem with energy constant H0 and satisfying
(10) lim
t→T±
s(t) = lim
t→T±
q(t)/r(t) := s±.
In order to compute the Morse index of such a singular solution, we need to
understand its asymptotic behaviors as it approaches to the singularities. For a
collision or parabolic singularity, this can be achieved by McGehee coordinates (see
[30] and [31]). For a hyperbolic singularity, we introduce a new set of coordinates
following the spirit of McGehee, which will be called hyperbolic McGehee coordi-
nates.
2.1. Asymptotic estimates. Since E is an n∗ := d(n − 1)-dimension ellipse, we
introduce a smooth coordinate chart (Ω, ψ) on E ,
ψ : Ω→ ψ(Ω) ⊂ Rn∗−1; s 7→ x.
Set Uˆ(x) := U(ψ−1(x)) and
(11) Mˆ :=
(
∂ψ−1
∂x
)T
M
(
∂ψ−1
∂x
)
.
Remark 2.1. Notice that Mˆ depends on x and MˆT = Mˆ .
Under the new variables (r, x), the Lagrangian can be written as
L(r, x, r˙, x˙) = K(r, x, r˙, x˙) + r−1Uˆ(x)
=
1
2
(r˙2 + r2〈Mˆx˙, x˙〉) + r−1Uˆ(x).
Moreover
(12) lim
t→T±
x(t) = lim
t→T±
ψ(s(t)) = ψ(s±) := x±,
and
(13) Mˆ± := lim
t→T±
Mˆ(x(t)).
Further introduce the new variables (p1, p2) as
(14) p1 = r˙, p2 = r
2Mˆx˙.
We obtain the corresponding Hamiltonian
(15) H(p1, p2, r, x) =
1
2
(
p21 +
〈Mˆ−1p2, p2〉
r2
)
− Uˆ(x)
r
.
Let ζ(t) = (p1, p2, r, x)(t) represent the singular solution q(t) in the new coordi-
nates introduced as above. Then it satisfies the following Hamiltonian equation
(16) ζ˙ = J∇H(ζ),
where
∇H(ζ) =
(
p1,
pT2 Mˆ
−1
r2
,
Uˆ(x)
r2
− 〈Mˆ
−1p2, p2〉
r3
,
Dx〈Mˆ−1p2, p2〉
2r2
− DxUˆ(x)
r
)T
.
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Moreover the linearized system of (16) along ζ(t) is
(17) ξ˙(t) = JB(t)ξ(t) := JD2H(ζ(t))ξ(t),
where
D2H(ζ(t)) =

1 0 0 0
0 Mˆ
−1
r2 − 2r3 Mˆ−1p2 Dx(Mˆ
−1p2)
r2
0 − 2r3 pT2 Mˆ−1 3〈Mˆ
−1p2,p2〉
r4 − 2Uˆ(x)r3 DxUˆ(x)r2 − Dx〈Mˆ
−1p2,p2〉
r3
0
∇x(pT2 Mˆ−1)
r2
∇xUˆ(x)
r2 − ∇x〈Mˆ
−1p2,p2〉
r3
〈Mˆ−1p2,p2〉xx
2r2 − Uˆxx(x)r

 (t).
(18)
Lemma 2.1. (a). If q(T±) is a collision singularity or parabolic singularity,
lim
t→T±
r(t)β−
2
3 (t) = [18U(s±)]
1
3 ,
lim
t→T±
|r˙(t)|β(t) 13 = [2U(s±)/3] 13 ,
lim
t→T±
r
3
2 (t)|s˙(t)|M = 0,
where β(t) is defined as in (9).
(b). If q(T±) is a hyperbolic singularity,
lim
t→T±
r(t)|t|−1 =
√
2H0,
lim
t→T±
|r˙(t)| =
√
2H0,
lim
t→T±
r(t)|s˙(t)|M = 0.
Proof. (a). This is the well-known Sundman-Sperling estimates, detailed proofs
can be found in [5, Theorem 4.18] or [8, Theorem 7.7].
(b). Since q(T±) is a hyperbolic singularity, T± = ±∞. We show the details for
T+ = +∞ (T− = −∞ can be proven similarly).
As I(q) = 〈Mq, q〉,
(19) I¨(q) = 2〈Mq˙, q˙〉+ 2〈Mq, q¨〉.
By the homogeneity of U , 〈Mq, q¨〉 = −U(q). Then
(20) I¨(q) = 4K(q˙)− 2U(q) = 4H0 + 2U(q).
Recall that limt→+∞ |qi− qj | = 0, for all i 6= j, U(q(t))→ 0, as t→ +∞. Therefore
limt→+∞ I¨(q(t)) = 4H0. As a result,
(21) lim
t→+∞
I˙(q(t))t−1 = 4H0, lim
t→+∞
I(q(t))t−2 = 2H0.
They immediately imply the first two identities in property (b), as r(t) =
√
I(q(t)).
Since s = (si)
n
i=1 and si = I−
1
2 qi,
q˙i = I 12 (q)s˙i + 1
2
I−1(q)I˙(q)qi.
Then
2K(q˙) = 〈Mq˙, q˙〉 = I(q)|s˙|2M +
1
4
I−1(q)I˙2(q).
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As a result,
I(q)|s˙|2M = 2K(q˙)−
1
4
I−1(q)I˙2(q) = 2H0 + 2U(q)− 1
4
I−1(q)I˙2(q).
Since (21) implies limt→+∞ 14I−1(q(t))I˙2(q(t)) = 2H0,
lim
t→+∞
I(q(t))|s˙(t)|2M = limt→+∞U(q(t)) = 0.
This then implies the third identity in property (b).

2.2. McGehee coordinates. Following McGehee we define the new coordinates
v and u as
(22) v = r1/2p1 = r
1
2 r˙, u = r−
1
2 p2 = r
3
2 Mˆx˙.
Then equation (16) becomes
(23)


v˙ = r−
3
2
(
1
2v
2 + 〈Mˆ−1u, u〉 − Uˆ(x)),
u˙ = r−
3
2
(− 12uv + Uˆx(x)− 12 〈(Mˆ−1)xu, u〉),
r˙ = r−
1
2 v,
x˙ = r−
3
2 Mˆ−1u.
By changing the time parameter from t to τ with dt = r
3
2 dτ , we have
(24)


v′ = 12v
2 + 〈Mˆ−1u, u〉 − Uˆ(x),
u′ = − 12uv + Uˆx(x) − 12 〈(Mˆ−1)xu, u〉,
r′ = rv,
x′ = Mˆ−1u,
where ′ means ddτ throughout the paper.
In these new coordinates, the energy identity becomes
(25)
〈Mˆ−1u, u〉+ v2
2
− Uˆ(x) = rH0.
Remark 2.2. Notice that (
√
2Uˆ(x0), 0, 0, x0) is an equilibrium of (24), where
x0 = ψ(s0) with s0 being a normalized central configuration. By a straight for-
ward computation, one can see, if s0 satisfies the spiral condition, then at least
one of the eigenvalues of the linearized system at the equilibrium will have non-zero
imaginary part.
Lemma 2.2. If q(T±) is a collision or parabolic singularity,
(a). τ = τ(t)→ ±∞, as t→ T±;
(b). (|v|, u)(τ)→ (
√
2U(s±), 0), as τ → ±∞.
Proof. (a). By the definition of τ and Lemma 2.1,
dτ
dt
= r−
3
2 (t)→ (3
√
2U(s±)β(t))−1, as t→ T±.
This immediately implies property (a).
(b). Recall that v = r
1
2 r˙ and u = r
3
2 Mˆx˙. Lemma 2.1 implies
lim
τ→±∞
|v(τ)| = lim
t→T±
r
1
2 (t)|r˙(t)| =
√
2U(s±),
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lim
τ→±∞
|u(τ)|2 = lim
t→T±
r3(t)〈Mˆx˙, Mˆx˙〉 = lim
t→T±
r3(t)|s˙|2M = 0.

Remark 2.3. Since v = r
1
2 r˙ with r > 0, the sign of v is the same as r˙. When
τ → ±∞, we can determine the sign of v(τ) by simply checking whether the system
is expending or shrinking. The same principle applies to Lemma 2.7 as well.
From an index point of view, it is difficult to work with (24), as it is not Hamil-
tonian. Hence we shall still work with the linear Hamiltonian system (17). However
to use the information obtained through the McGehee coordinates, we need to make
a couple of transformations of (17).
First we change the time parameter from t to τ . Then (17) becomes
(26) ξ′(τ) = JB(τ)ξ(τ) := r
3
2 (τ)JD2H(ζ(τ))ξ(τ),
where
B(τ) =

r
3
2 0 0 0
0 Mˆ
−1√
r
− 2Mˆ−1p2
(
√
r)3
Dx(Mˆ
−1p2)√
r
0 − 2pT2 Mˆ−1
(
√
r)3
3〈Mˆ−1p2,p2〉
(
√
r)5
− 2Uˆ(x)
(
√
r)3
Uˆx(x)
T
√
r
− 〈(Mˆ−1)xp2,p2〉T
(
√
r)3
0
∇x(pT2 Mˆ−1)√
r
∇xUˆ(x)√
r
− ∇x〈Mˆ−1p2,p2〉
(
√
r)3
〈Mˆ−1p2,p2〉xx
2
√
r
− r 12 Uˆxx(x)

 .
(27)
Next the variable r will be separated from the system. For this we introduce the
following lemma (its proof is a straightforward computation).
Lemma 2.3. Let R(τ) be a path of symplectic matrices depending on τ . If ξ′(τ) =
JB(τ)ξ(τ), then η(τ) = R(τ)ξ(τ) satisfies η′(τ) = JΦR(B)(τ)η(τ) with
(28) ΦR(B)(τ) := −JR′(τ)R−1(τ) +R−T (τ)B(τ)R−1(τ).
In particular, when R(τ) is a constant matrix, ΦR(B)(τ) = R
−TB(τ)R−1.
In the rest of the subsection, set Bˆ(τ) = ΦR(B)(τ) with ΦR(B) given by (28)
and
(29) R(τ) = diag(r
3
4 , r−
1
4 I, r−
3
4 , r
1
4 I)(τ)
By the above lemma, η(τ) = R(τ)ξ(τ) satisfies
(30) η′(τ) = JBˆ(τ)η(τ),
where
Bˆ(τ) =

1 0 − 34v 0
0 Mˆ−1 −2Mˆ−1u Dx(Mˆ−1u) + vI4
− 34v −2uTMˆ−1 3〈Mˆ−1u, u〉 − 2Uˆ(x) DxUˆ(x)−Dx〈Mˆ−1u, u〉
0 ∇x(uT Mˆ−1) + vI4 ∇xUˆ(x)−∇x〈Mˆ−1u, u〉 12 〈Mˆ−1u, u〉xx − Uˆxx(x)

 .
(31)
Notice that by (22),
v = r
1
2 p1 = r
′r−1, u = r−
1
2 p2 = Mˆx
′.
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To simplify notation, in the rest of this subsection we set
(32) τ∗ = ±∞, s∗ = s±, x∗ = x±, v∗ = ±
√
2U(s±), Mˆ∗ = Mˆ±,
without specifying the + or −. This is because as τ goes to −∞ or +∞, we need
to make the corresponding choices between − and + for s∗, x∗, v∗ and Mˆ∗.
Lemma 2.4. If q(T±) is a collision or parabolic singularity,
(33) Bˆ(τ∗) = lim
τ→τ∗ Bˆ(τ) =


1 0 − 34v∗ 0
0 Mˆ−1∗ 0
1
4v
∗I
− 34v∗ 0 −2Uˆ(x∗) 0
0 14v
∗I 0 −Uˆxx(x∗)

 .
Proof. The result follows from Lemma 2.1, as it implies limτ→τ∗(v, u)(τ) = (v∗, 0).

Rewrite Bˆ(τ∗) as Bˆ(τ∗) = Bˆ1(τ∗) ⋄ Bˆ2(τ∗), where
(34) Bˆ1(τ
∗) =
(
1 − 34v∗
− 34v∗ −2Uˆ(x∗)
)
, Bˆ2(τ
∗) =
(
Mˆ−1∗
1
4v
∗I
1
4v
∗I −Uˆxx(x∗)
)
.
Here ⋄ represents the symplectic sum introduced by Long (see [26]): for any two
2mk × 2mk matrices, Ok =
(
Ak Bk
Ck Dk
)
, k = 1, 2,
O1 ⋄O2 =


A1 0 B1 0
0 A2 0 B2
C1 0 D1 0
0 C2 0 D2

 .
JBˆ(τ∗) being hyperbolic or not will play crucial roles in our proofs. We will
show this only depends on s∗ (or equivalently x∗). To prove this, we introduce two
lemmas first.
Lemma 2.5. Let s0 be a normalized central configuration and x0 = ψ(s0). Then
λi(s0), i = 1, . . . , n
∗−1 (see Definition 1.3), are eigenvalues of AT Uˆxx(x0)A, where
A is a matrix satisfying AT Mˆ0A = I and
Mˆ0 =
(
∂ψ−1
∂x
)∣∣∣∣
T
x=x0
M
(
∂ψ−1
∂x
)∣∣∣∣
x=x0
.
Proof. By (11) and the fact Uˆxx(x0) =
(
∂ψ−1
∂x
)T
D2U |E(s0)
(
∂ψ−1
∂x
)
,
AT Uˆxx(x0)A = A
−1Mˆ−10 Uˆxx(x0)A
= A−1
(
∂ψ−1
∂x
)−1
M−1
(
∂ψ−1
∂x
)−T
Uˆxx(x0)A
= A−1
(
∂ψ−1
∂x
)−1
M−1D2U |E(s0)
(
∂ψ−1
∂x
)
A.

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Lemma 2.6. Given a matrix P =
(
I Q
QT QTQ −R
)
. If Q is symmetric, JP is
symplectic similar to JPˆ with Pˆ =
(
I 0
0 −R
)
.
Proof. Since Q = QT , O =
(
I −Q
0 I
)
is symplectic. A direct computation shows
OTPO = Pˆ . As a result,
JPˆ = JOTPO = O−1(JP )O.

Proposition 2.1. If q(T±) is a collision or parabolic singularity, JBˆ(τ∗) is hyper-
bolic if and only if s∗ satisfies the strict non-spiral condition.
Proof. Since JBˆ(τ∗) = JBˆ1(τ∗) ⋄ JBˆ2(τ∗), it is hyperbolic if and only if JBˆ1(τ∗)
and JBˆ2(τ
∗) are hyperbolic. A direct computation shows the eigenvalues of JBˆ1(τ∗)
are ± 5
2
√
2
√
Uˆ(x∗).
For JBˆ2(τ
∗), we can always find an invertible matrix A satisfying AT Mˆ∗A = I.
Meanwhile Ad = diag(A
T , A−1) is a symplectic matrix. Therefore
Ad(JBˆ2(τ
∗))A−1d = JA
−T
d Bˆ2(τ
∗)A−1d = JΦAd(Bˆ2(τ
∗)),
where ΦAd(Bˆ2(τ
∗) is defined as in (28). This means JBˆ2(τ∗) is hyperbolic if and
only if JΦAd(Bˆ2(τ
∗)) is.
Now notice that
ΦAd(Bˆ2(τ
∗)) =
(
I 14v
∗I
1
4v
∗I −AT Uˆxx(x∗)A
)
.
Let P = ΦAd(Bˆ2(τ
∗)) and O =
(
I − 14v∗I
0 I
)
. By Lemma 2.6,
O−1JΦAd(Bˆ2(τ
∗))O = JPˆ , where Pˆ =
(
I 0
0 −( (v∗)216 I +AT Uˆxx(x∗)A)
)
.
Recall that v∗ = ±
√
2Uˆ(x∗) = ±
√
2U(s∗), by a simple computation,
(JPˆ )2 =
(
U(s∗)
8 I +A
T Uˆxx(x
∗)A 0
0 U(s
∗)
8 I +A
T Uˆxx(x
∗)A
)
.
By Lemma 2.5, the eigenvalues of JPˆ are
±
√
U(s∗)
8
+ λi(s∗), i = 1, . . . , n∗ − 1.
This implies the desired result.

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2.3. Hyperbolic McGehee coordinates. To deal with the hyperbolic singular-
ities, we introduce the following coordinates
(35) v = p1 = r˙, u = r
−1p2 = rMˆ x˙.
Then equation (16) becomes
(36)


v˙ = r−1
(〈Mˆ−1u, u〉 − r−1Uˆ(x)),
u˙ = r−1
(− uv + r−1Uˆx(x) − 12 〈(Mˆ−1)xu, u〉),
r˙ = v,
x˙ = r−1Mˆ−1u.
Like the previous subsection, we change the time parameter from t to τ , but this
time with dt = r dτ
(37)


v′ = 〈Mˆ−1u, u〉 − r−1Uˆ(x),
u′ = −uv + r−1Uˆx(x) − 12 〈(Mˆ−1)xu, u〉,
r′ = rv,
x′ = Mˆ−1u.
The energy identity now becomes
(38)
1
2
(〈Mˆ−1u, u〉+ v2)− r−1Uˆ(x) = H0.
Lemma 2.7. If q(T±) is a hyperbolic singularity,
(a). τ = τ(t)→ ±∞, as t→ T±;
(b). (|v|, u)(τ)→ (√2H0, 0), as τ → ±∞.
Proof. (a). Since q(T±) is a hyperbolic singularity, the energy constant H0 > 0.
By Lemma 2.1,
dτ
dt
= r−1(t)→ |t|√
2H0
, as t→ T±.
Combining this with the fact that T± = ±∞ (see Definition 1.1), we get the desired
property.
(b). By (35) and Lemma 2.1, we have
lim
τ→±∞
|v(τ)| = lim
t→T±
|r˙(t)| =
√
2H0;
lim
τ→±∞
|u(τ)|2 = lim
t→T±
r2(t)〈Mˆx˙, Mˆx˙〉 = lim
t→T±
r2(t)|s˙(t)|2M = 0.

Like in the previous subsection, we change the time parameter in the linear
system (17) from t to τ . Now as dt = r dτ , we get
(39) ξ′(τ) = JB(τ)ξ(τ) := r(τ)J∇2H(ζ(τ))ξ(τ).
For the rest of this subsection, set Bˆ(τ) = ΦR(B) with ΦR(B) given by (28) and
(40) R(τ) = diag(r
1
2 , r−
1
2 I, r−
1
2 , r
1
2 I)(τ).
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By Lemma 2.3,
Bˆ(τ) =

1 0 − 12v 0
0 Mˆ−1 −2Mˆ−1u Dx(Mˆ−1u) + 12vI
− 12v −2uTMˆ−1 3〈Mˆ−1u, u〉 − 2Uˆ(x)r DxUˆ(x)
T
r −Dx〈Mˆ−1u, u〉
0 ∇x(Mˆ−1u) + 12vI ∇xUˆ(x)r −∇x〈Mˆ−1u, u〉 12 〈Mˆ−1u, u〉xx − Uˆxx(x)r

 .
(41)
Make the same assumption in notations as in (32) for the rest of this subsection.
Lemma 2.8. If q(T±) is a hyperbolic singularity,
(42) Bˆ(τ∗) = lim
τ→τ∗ Bˆ(τ) =


1 0 − 12v∗ 0
0 Mˆ−1∗ 0
1
2v
∗I
− 12v∗ 0 0 0
0 12v
∗I 0 0

 .
Proof. Since r(τ) → +∞, when τ → ±∞. The desired result follows from Lemma
2.1, as it implies limτ→τ∗(v, u)(τ) = (v∗, 0). 
As a result, we may write Bˆ(τ∗) = Bˆ1(τ∗) ⋄ Bˆ2(τ∗) with
(43) Bˆ1(τ
∗) =
(
1 − 12v∗
− 12v∗ 0
)
, Bˆ2(τ
∗) =
(
Mˆ−1∗
1
2v
∗I
1
2v
∗I 0
)
.
By a similar argument as in the proof of Proposition 2.1, we find
Proposition 2.2. If q(T±) is a hyperbolic singularity, JBˆ(τ∗) is always hyperbolic.
3. A Morse index theory for singular solutions
A proof of Theorem 1.1 will be given in this section. Since the Morse index of
a singular solution is an integer associated to an unbounded Fredholm operator in
an infinite dimension space, it is difficult to compute it directly. Meanwhile for a
Hamiltonian system it is known the Morse index is related with the Maslov index,
which is an intersection index between two paths of Lagrangian subspaces. In the
following we give a brief introduction of the Maslov index that will be needed in
our proofs.
Given a 2k-dimension symplectic space (R2k, ω), where ω represents the stan-
dard symplectic form. Let Lag(2k) represents the Lagrangian Grassmanian, i.e.
the space of all Lagrangian subspaces in (R2k, ω). For any two continuous paths
L1(t), L2(t), t ∈ [a, b], in Lag(2k), the Maslov index µ(L1, L2; [a, b]) is an integer
invariant, uniquely determined by a set of axioms listed as Property I to VII below
(for the details see [10]).
Property I. (Reparametrization invariance) Let ̺ : [c, d] → [a, b] be a
continuous and piecewise smooth function satisfying ̺(c) = a, ̺(d) = b, then
(44) µ(L1(t), L2(t)) = µ(L1(̺(τ)), L2(̺(τ))).
Property II. (Homotopy invariant with end points) If two continuous
families of Lagrangian paths L1(s, t), L2(s, t), 0 ≤ s ≤ 1, a ≤ t ≤ b satisfies
14 AN INDEX THEORY FOR SINGULAR SOLUTIONS
dim(L1(s, a) ∩ L2(s, a)) = C1, dim(L1(s, b) ∩ L2(s, b)) = C2,, for any 0 ≤ s ≤ 1,
where C1, C2 are two constant integers, then
(45) µ(L1(0, t), L2(0, t)) = µ(L1(1, t), L2(1, t)).
Property III. (Path additivity) If a < c < b, then
(46) µ(L1(t), L2(t)) = µ(L1(t), L2(t); [a, c]) + µ(L1(t), L2(t); [c, b]).
Property IV. (Symplectic invariance) Let γ(t), t ∈ [a, b] be a continuous
path of symplectic matrices in Sp(2n), then
(47) µ(L1(t), L2(t)) = µ(γ(t)L1(t), γ(t)L2(t)).
Property V. (Symplectic additivity) Let Wi, i = 1, 2, be two symplectic
spaces, if Li ∈ C([a, b], Lag(W1)) and Lˆi ∈ C([a, b], Lag(W2)), i = 1, 2, then
(48) µ(L1(t)⊕ Lˆ1(t), L2(t)⊕ Lˆ2(t)) = µ(L1(t), L2(t)) + µ(Lˆ1(t), Lˆ2(t)).
Property VI. (Symmetry) If Li ∈ C([a, b],Lag(2n), i = 1, 2, then
(49) µ(L1(t), L2(t)) = dimL1(a) ∩ L2(a)− dimL1(b) ∩ L2(b)− µ(L2(t), L1(t)).
In the case L1(t) ≡ V0, L(t) = γ(t)V , where γ is a path of symplectic matrix we
have a monotonicity property (cfr. [22]).
Property VII (Monotone property) Suppose for j = 1, 2, Lj(t) = γj(t)V ,
where γ˙j(t) = JBj(t)γj(t) with γj(t) = I2n. If B1(t) ≥ B2(t) in the sense that
B1(t)−B2(t) is non-negative matrix, then for any V0, V1 ∈ Lag(2n), we have
µ(V0, γ1V1) ≥ µ(V0, γ2V1).(50)
An efficient way to study the Maslov index is via crossing form introduced by [32].
For simplicity and since it is enough for our purpose, we only review the case of the
Maslov index for a path of Lagrangian subspace with respect to a fixed Lagrangian
subspace. Let Λ(t) be a C1-curve of Lagrangian subspaces with Λ(0) = Λ, and let
V be a fixed Lagrangian subspace which is transversal to Λ. For v ∈ Λ and small
t, define w(t) ∈ V by v + w(t) ∈ Λ(t). Then the form
Q(v) =
d
dt
∣∣∣∣
t=0
ω(v, w(t))(51)
is independent of the choice of V (cfr.[32]). A crossing for Λ(t) is some t for which
Λ(t) intersects W nontrivially. At each crossing, the crossing form is defined to be
Γ(Λ(t),W, t) = Q|Λ(t)∩W .(52)
A crossing is called regular if the crossing form is non-degenerate. If the path is
given by Λ(t) = γ(t)Λ with γ(t) ∈ Sp(2n) and Λ ∈ Lag(2n), then the crossing form
is equal to (−γ(t)TJγ˙(t)v, v), for v ∈ γ(t)−1(Λ(t) ∩W ), where ( , ) is the standard
inner product on R2n.
For Λ(t) and W as before, if the path has only regular crossings, following [27],
the Maslov index is equal to
µ(W,Λ(t)) = m+(Γ(Λ(a),W, a)) +
∑
a<t<b
sign(Γ(Λ(t),W, t))−m−(Γ(Λ(b),W, b)),
where the sum runs all over the crossings t ∈ (a, b) and m+,m− are the dimensions
of positive and negative definite subspaces, sign = m+ −m− is the signature. We
note that for a C1-path Λ(t) with fixed end points, and we can make it only have
regular crossings by a small perturbation.
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When the Hamiltonian system is given by the Legender transformation of a
Sturm-Liouville system, since all the crossing are positive, we have
µ(VD,Λ(t)) = dim(Λ(a) ∩ VD) +
∑
a<t<b
dim(Λ(t) ∩ VD).
For more details see [32], [21].
Given a Lagrangian path t 7→ Λ(t), the difference of the Maslov indices of it
with respect to two Lagrangian subspaces V0, V1 ∈ Lag(2n), is given in terms of the
Ho¨rmander index (see [32, Theorem 3.5])
(53) s(V0, V1; Λ(0),Λ(1)) = µ(V0,Λ(t))− µ(V1,Λ(t)).
The Ho¨rmander index is independent of the choice of the path connecting Λ(0)
and Λ(1), and it satisfied
(54) |s(V0, V1; Λ(0),Λ(1))| ≤ 2n.
With the above preparation on index theory, now we are ready to study the index
of singular solutions in the n-body problem. Let q ∈ C2((T−, T+), Xˆ ) be a singular
solution of the n-body problem. The linearized Hamiltonian system along such a
solution was given in (17). We denote its the fundamental solution as γ(t, t1), i.e.
γ˙(t, t1) = JB(t)γ(t, t1), γ(t1, t1) = I.
Recall that for any [t−, t+] ⊂ (T−, T+), m−(q; t−, t+) represents the Morse index
of q|[t−,t+]. By the Morse index theorem (see [24]),
(55) m−(q; t−, t+) + n∗ = µ(VD, γ(t, t−)VD; [t−, t+]),
where the right hand side is the Maslov index of the two paths VD and γ(t, t
−)VD,
t ∈ [t−, t+].
In order to compute the limit of the above Morse index as t± converge to T±,
it is crucial to use results obtained in the previous section. In particular we with
use the hyperbolic McGehee coordinates, when the corresponding singularity is
hyperbolic, and the usual McGehee coordinates, otherwise. Recall that the change
of coordinates transfers (17) to the following system
(56) η′(τ) = JBˆ(τ)η(τ), where Bˆ(τ) = ΦR(B)(τ).
Recall that ΦR(B)(τ) is defined in (28) with R(τ) given by (29) in McGehee coor-
dinates and by (40) in hyperbolic McGehee coordinates. The fundamental solution
of (56) will be denoted as γˆ(τ, τ1).
Next lemma shows the Maslov index is invariant under the change of the (hy-
perbolic) McGehee coordinates.
Lemma 3.1. For any T− < t1 < t2 < T+, in (hyperbolic) McGehee coordinates,
µ(VD, γˆ(τ, τ1)VD; [τ1, τ2]) = µ(VD, γ(t, t1)VD; [t1, t2]),
where τi = τ(ti), i = 1, 2.
Proof. Recall that γˆ(τ, τ1) = R(τ)γ(τ, τ1)R
−1(τ1), where R(τ) is either (29) or (40).
Then R(τ)VD = VD, R
−1(τ)VD = VD and
µ(VD, γˆ(τ, τ1)VD; [τ1, τ2]) = µ(VD, R(τ)γ(τ, τ1)R
−1(τ1)VD; [τ1, τ2])
= µ(R−1(τ)VD, γ(τ, τ1)R−1(τ1)VD; [τ1, τ2])
= µ(VD, γ(τ, τ1)VD; [τ1, τ2])
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Since the Maslov index is invariant under the change of time parameter, we have
µ(VD, γ(t, t1)VD; [t1, t2]) = µ(VD, γˆ(τ, τ1)VD; [τ1, τ2]).

3.1. The spiral case. We will prove Property (a) in Theorem 1.1. For this we
need the following lemma.
Lemma 3.2. For any [t1, t2] ⊂ (T−, T+) and any tˆ ∈ [t1, t2],
|m−(q; t1, t2)−m−(q; t1, tˆ)−m−(q; tˆ, t2)| ≤ 3n∗.
Proof. Let Λs, s ∈ [0, 1], be a continuous path of Lagrangian subspaces satisfying
Λ0 = γ(tˆ, t1)VD and Λ1 = VD. By the homotopy invariant property of the Maslov
index,
µ(VD,Λs; [0, 1]) + µ(VD, γ(t, tˆ)VD; [tˆ, t2])
= µ(VD, γ(t, tˆ)Λ0; [tˆ, t2]) + µ(VD, γ(t2, tˆ)Λs; [0, 1]).
Then
µ(VD, γ(t, tˆ)VD; [tˆ, t2])− µ(VD, γ(t, tˆ)Λ0; [tˆ, t2])
= µ(VD, γ(t2, tˆ)Λs; [0, 1])− µ(VD,Λs; [0, 1])
= µ(γ(tˆ, t2)VD,Λs; [0, 1])− µ(VD,Λs; [0, 1])
= s(γ(tˆ, t2)VD, VD; Λ0, VD).
(57)
By the Morse index theorem (55),
(58)
m−(q; t1, t2) + n∗ = µ(VD, γ(t, t1)VD; [t1, t2])
= µ(VD, γ(t, t1)VD; [t1, tˆ]) + µ(VD, γ(t, tˆ)Λ0; [tˆ, t2]).
Meanwhile
m−(q; t1, tˆ) +m−(q; tˆ, t2) + 2n∗ = µ(VD, γ(t, t1)VD; [t1, tˆ]) + µ(VD, γ(t, tˆ)VD; [tˆ, t2]).
Combining this with (57), (58) and (54), we get
|m−(q; t1, t2)−m−(q; t1, tˆ)−m−(q; tˆ, t2)|
≤ n∗ + |s(γ(tˆ, t2)VD, VD; Λ0, VD)| ≤ 3n∗.
This completes the proof. 
Theorem 3.1. If q(T±) is a collision or parabolic singularity with the correspond-
ing s± satisfying the spiral condition, then for any t1 ∈ (T−, T+),
lim
t2→T+
m−(q; t1, t2)
| lnβ(t2)| =
1
3
√
2π
l∑
i=1
√
−1
8
− λi(s+)
U(s+)
,
lim
t2→T−
m−(q; t2, t1)
| lnβ(t2)| =
1
3
√
2π
l∑
i=1
√
−1
8
− λi(s−)
U(s−)
,
where l = #{i : λi < −U(s
+)
8 } and β(t) satisfies (9).
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Proof. Let’s assume q(T+) is a collision or parabolic singularity with s+ satisfying
the spiral condition (the case for q(T−) can be proven similarly).
To keep the notations consistent with those in Section 2. Let
τ∗ = +∞, s∗ = s+, v∗ =
√
2U(s+), x∗ = ψ(s+), Mˆ∗ = Mˆ+ = Mˆ(x∗).
Then
lim
τ→τ∗
Bˆ(τ∗) = Bˆ1(τ∗) ⋄ Bˆ2(τ∗),
where Bˆ1(τ
∗), Bˆ2(τ∗) are given by (34).
For ε > 0 small enough (its precise value will be given later), there exists a τε
(depending on ε) large enough, such that ∀τ > τε,
Bˆ1(τ
∗) ⋄ Bˆ2(τ∗)− εI2 ⋄ EMˆ∗ ≤ Bˆ(τ) ≤ Bˆ1(τ∗) ⋄ Bˆ2(τ∗) + εI2 ⋄ EMˆ∗ .
where EMˆ∗ = diag(Mˆ
−1
∗ , Mˆ∗).
Let γˆ(τ, τε) be the fundamental solution of (56), i.e.,{
γˆ′(τ, τε) = JBˆ(τ)γˆ(τ, τε),
γˆ(τε, τε) = I.
By the monotone property of the Maslov index{
µ(VD, γˆ(τ, τε)VD; [τε, τ2]) ≤ µ(VD, γˆ+(τ, τε)VD; [τε, τ2]);
µ(VD, γˆ(τ, τε)VD; [τε, τ2]) ≥ µ(VD, γˆ−(τ, τε)VD; [τε, τ2]).
(59)
where γˆ±(τ, τε) satisfies{
γˆ±
′
(τ, τε) = J(Bˆ1(τ
∗) ⋄ Bˆ2(τ∗)± εI2 ⋄ EMˆ∗)γˆ±(τ, τε);
γˆ±(τε, τε) = I.
Meanwhile by the decomposition property of the Maslov index,
µ(VD, γˆ
±(τ, τε)VD; [τε, τ2]) =
2∑
i=1
µ(VD, γˆ
±
i (τ, τε)VD; [τε, τ2]),(60)
where γˆ±1 (τ, τε), γˆ
±
2 (τ, τε) satisfy{
γˆ±
′
1 (τ, τε) = J(Bˆ1(τ
∗)± εI)γˆ±1 (τ, τε);
γˆ±1 (τε, τε) = I,{
γˆ±
′
2 (τ, τε) = J(Bˆ2(τ
∗)± εEMˆ∗)γˆ
±
2 (τ, τε);
γˆ±2 (τε, τε) = I.
Let γˆ±1 (τ, τε)VD = (b
±(τ), d±(τ))T , then
µ(VD, γˆ
±
1 (τ, τε)VD; [τε, τ2]) = #{τ : d±(τ) = 0, τ ∈ [τε, τ2]}.
Direct computations show that d(τ) satisfy

d±
′′
(τ) = g±(ε)d±(τ),
d±
′
(τε) = 1± ε,
d±(τε) = 0.
where
g±(ε) =
9
16
v∗
2
+ (1 ∓ ε)(2U(s+)± ε),
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and g(ε) > 0, when 0 < ε < min{1, 2U(s∗)}. Hence
µ(VD, γˆ
±
1 (τ, τε)VD; [τε, τ2]) = 1.(61)
For γˆ±2 (τ, τε), there exist two matrices A and C satisfying
AT Mˆ∗A = I, CTC = I,
and
CT (AT Uˆxx(x
∗)A)C = diag(λ1(s∗), · · · , λn∗−1(s∗))).
Set Ad = diag(A
T , A−1) and Cd = diag(CT , C−1). Then
ξˆ±(τ, τε) = CdAdγˆ±2 (τ, τε)A
−1
d C
−1
d
satisfies equations,{
ξˆ±
′
(τ, τε) = JΦCdAd(Bˆ2(τ
∗)± εEMˆ∗)ξˆ±(τ, τε),
ξˆ±(τε, τε) = I.
where
ΦCdAd(Bˆ2(τ
∗)± εEMˆ∗) =
(
1± ε 14v∗
1
4v
∗ −λ1(s∗)± ε
)
⋄ · · ·
· · · ⋄
(
1± ε 14v∗
1
4v
∗ −λn∗−1(s∗)± ε
)
A similar argument as in the proof of Lemma 3.1 shows
µ(VD, γˆ
±
2 (τ, τε)VD; [τε, τ2]) = µ(VD, ξˆ
±(τ, τε)VD; [τε, τ2]).(62)
By the decomposition property of the Maslov index again,
µ(VD, ξˆ
±(τ, τε)VD; [τε, τ2]) =
n∗−1∑
i=1
µ(VD, ξˆ
±
i (τ, τε)VD; [τε, τ2]),(63)
where each ξˆ±i (τ, τε) satisfies

ξˆ∗
′
i (τ, τε) = J
(
1± ε 14v∗
1
4v
∗ −λi(s∗)± ε
)
ξˆ±i (τ, τε),
ξˆ±i (τε, τε) = I.
Let ξˆ±i (τ, τε)VD = (a
±
i (τ), c
±
i (τ))
T . Then
µ(VD, ξˆ
±
i (τ, τε)VD; [τε, τ2]) = #{τ : c±i (τ) = 0, τ ∈ [τε, τ2]}.(64)
By a direct computation, c±i (τ) satisfies
(65)


c±
′′
i (τ) = f
±
i (ε)c
±
i (τ),
c±
′
i (τε) = 1± ε,
ci(τε) = 0,
where
f±i (ε) =
1
16
v∗
2
+ (1∓ ε)(λi ± ε).(66)
Recall that l = #{1 ≤ i ≤ n∗ − 1 : λi(s∗) < −U(s
∗)
8 }. Further assume
w = #{1 ≤ i ≤ n∗ − 1 : λi(s∗) = −U(s
∗)
8
}.
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Let ε be smaller than
−λl(s
∗)
2
+
1
2
− 1
2
√
(λl(s∗) + 1)2 + U(s∗)/2
and, if l + w + 1 ≤ n∗ − 1, also smaller than
λl+w+1(s
∗)
2
− 1
2
+
1
2
√
(λl+w+1(s∗) + 1)2 + U(s∗)/2.
Then {
f+i (ε) < 0, if 1 ≤ i ≤ l + w,
f+i (ε) > 0, if l + w < i ≤ n∗ − 1.
and {
f−i (ε) < 0, if 1 ≤ i ≤ l,
f−i (ε) > 0, if l < i ≤ n∗ − 1.
.
Then by (65), we get
c+i (τ) =


1+ε√
−f+
i
(ε)
sin(
√
−f+i (ε)(τ − τε)), if 1 ≤ i ≤ l + w;
1, if l + w < i ≤ n∗ − 1,
c−i (τ) =


1−ε√
−f−
i
(ε)
sin(
√
−f−i (ε)(τ − τε)), if 1 ≤ i ≤ l;
1, if l < i ≤ n∗ − 1.
These imply
#{τ : c+i (τ) = 0, τ ∈ [τε, τ2]} =
{
[
√
−f+
i
(ε)(τ2−τε)
π ] + 1, if 1 ≤ i ≤ l + w;
1, if l + w < i ≤ n∗ − 1,
#{τ : c−i (τ) = 0, τ ∈ [τε, τ2]} =
{
[
√
−f−
i
(ε)(τ2−τε)
π ] + 1, if 1 ≤ i ≤ l,
1, if l < i ≤ n∗ − 1.
Together with (59),(60),(61),(62),(63),(64), we get
µ(VD, γˆ(τ, τε)VD; [τε, τ2]) ≤
l+w∑
i=1
[
√
−f+i (ε)(τ2 − τε)
π
] + n∗.
µ(VD, γˆ(τ, τε)VD; [τε, τ2]) ≥
l∑
i=1
[
√
−f−i (ε)(τ2 − τε)
π
] + n∗.
Let tε = t(τε) and t2 = t(τ2) be the Newtonian times corresponding to τε and
τ2. By the Morse index theorem (55) and Lemma 3.1, we have
(67)
m−(q; tε, t2) ≤
l+w∑
i=1
[
√
−f+i (ε)(τ2 − τε)
π
],
m−(q; tε, t2) ≥
l∑
i=1
[
√
−f−i (ε)(τ2 − τε)
π
],
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From the proof of Lemma 2.2, we get
lim
t→T+
τ(t)
| lnβ(t)| =
1
3
√
2U(s+)
.
Combining this with (67) gives us
limt2→T+
m−(q; tε, t2)
| lnβ(t2)| ≤
1
3
√
2π
l+w∑
i=1
√
−f+i (ε)
U(s+)
,
limt2→T+
m−(q; tε, t2)
| lnβ(t2)| ≥
1
3
√
2π
l∑
i=1
√
−f−i (ε)
U(s+)
.
Fix an arbitrary t1 < tε, combining the above ineqaulities with Lemma 3.2 and
the fact that limt2→T+ |β(t2)| = +∞ gives us
limt2→T+
m−(q; t1, t2)
| lnβ(t2)| ≤ limt2→T+
m−(q; tε, t2)
| lnβ(t2)| ≤
1
3
√
2π
l+w∑
i=1
√
−f+i (ε)
U(s+)
,
limt2→T+
m−(q; t1, t2)
| lnβ(t2)| ≥ limt2→T+
m−(q; tε, t2)
| lnβ(t2)| ≥
1
3
√
2π
l∑
i=1
√
−f−i (ε)
U(s+)
.
Since the above equalities hold for any ε > 0 small enough, the desired result follows
from the fact that
lim
ε→0
f±i (ε) =
{
U(s∗)
8 + λi, when 1 ≤ i ≤ l;
0, when l + 1 ≤ i ≤ l+ w.

3.2. The strict non-spiral case. In this subsection, we assume q(T±) is either
a hyperbolic singularity or a collision/parabolic singularity with the corresponding
limit s± = limt→T± s(t) exists and satisfies the strict non-spiral condition. A proof
of Property (b) in Theorem 1.1 will be given in this subsection.
In this case, it is difficult to compute the Maslov index in (55) directly. Instead
we introduce and compute another Maslov index. Then estimate the difference
between these two different Maslov indices using the Ho¨rmander index. This new
Maslov index was first introduced in [12] to study the index of homoclinic solutions
(further works can be found in [21] and [23]).
Definition 3.1. At each moment τ ∈ R, we define the stable subspace V s(τ)
and unstable subspace V u(τ) associated with the linear system (56) as
V s(τ) = {v ∈ R2n∗ | lim
σ→+∞
γˆ(σ, τ)v = 0},
V u(τ) = {v ∈ R2n∗ | lim
σ→−∞
γˆ(σ, τ)v = 0}.
(68)
To study the limiting behaviors of the stable and unstable subspaces. Some
topology of linear subspaces will be needed. Let G(R2k) be the Grassmannian of
R
2k, i.e. the set of all closed linear subspaces of R2k. For any W ∈ G(R2k), let PW
be the orthogonal projection of R2k to W . Then
dist(W,W ∗) := ‖PW − PW∗‖, for any W,W ∗ ∈ G(R2k),
defines a complete metric on G(R2k). Here ‖ · ‖ represents the metric on the space
of bounded linear operators from R2k to itself.
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Definition 3.2. Given an arbitrary hyperbolic matrix A, we define V +(A) and
V −(A) as the invariant linear subspaces corresponding to the eigenvalues with pos-
itive and negative real parts.
Set τ∗ = ±∞. By Proposition 2.1 and 2.2, Bˆ(τ∗) = limτ→τ∗ Bˆ(τ) exist and
JBˆ(τ∗) always is a hyperbolic matrix under our assumption. Next result gives the
limits of the linear subspaces introduced above, for a proof see [1, Theorem 2.1].
Proposition 3.1. (a). If JBˆ(+∞) is a hyperbolic matrix and W is a linear
subspace satisfying W ⋔ V s(τ1) in R
2n∗ , for some τ1, then
lim
τ→+∞
V s(τ) = V −(JBˆ(+∞)), lim
τ→+∞
γˆ(τ, τ1)W = V
+(JBˆ(+∞)).
(b). If JBˆ(−∞) is a hyperbolic matrix and W is a linear subspace satisfying
W ⋔ V u(τ1) in R
2n∗ , for some τ1, then
lim
τ→−∞
V u(τ) = V +(JBˆ(−∞)), lim
τ→−∞
γˆ(τ, τ1)W = V
−(JBˆ(−∞)).
With the above proposition, we define the following Maslov index for heteroclin-
ics.
Definition 3.3. For any τ0 ∈ R, we define the Maslov index as
µ(Bˆ; τ0) := µ(VD, V
u(τ); (−∞, τ0]).
and its limit as (if the limit exists)
µ(Bˆ;R) := lim
τ0→∞
µ(Bˆ; τ0).
We define the degenerate index as
ν(Bˆ) := dim(V u(0) ∩ V s(0)).
We say Bˆ is degenerate, if ν(Bˆ) 6= 0.
The index defined above was introduced in the study of heteroclinic orbits (see
[21, 23]). Since we have assumed Bˆ(t)|VD > 0, then all crossing are positive [32].
(69) µ(VD, V
u(τ);R) =
∑
τ∈R
dim(V u(τ) ∩ VD).
Under the condition JBˆ(±∞) is hyperbolic, −J ddt − Bˆ is a Fredholm operator and
ν(Bˆ) = dim ker(−J d
dt
− Bˆ),
For the details, see [23].
Now we use Ho¨rmander index to estimates the difference between the two Maslov
indices.
Lemma 3.3. (a). For any τ1 < τ2,
µ(VD, γˆ(τ, τ1)VD; [τ1, τ2])− µ(VD, V u(τ); [τ1, τ2]) = s(γˆ(τ1, τ2)VD, VD;V u(τ1), VD).
(b). For any τ0 ∈ R and T0 = t(τ0). If VD ⋔ V u(τ0) and VD ⋔ V +(JBˆ(−∞)),
(70) m−(q;T−, T0) + n∗ − µ(Bˆ; τ0) = s(V −(JBˆ(−∞)), VD;V +(JBˆ(−∞)), VD).
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(c). If V s(0) ⋔ V u(0), VD ⋔ V
+(JBˆ(+∞)) and VD ⋔ V +(JBˆ(−∞)), then
µ(Bˆ;R) is a finite number and
(71) m−(q;T−, T+) + n∗ − µ(Bˆ;R) = s(V −(JBˆ(−∞)), VD;V +(JBˆ(−∞)), VD).
Proof. (a). Let Λs, s ∈ [0, 1], be a continuous path of Lagrangian subspaces satisfy-
ing Λ0 = V
u(τ1) and Λ1 = VD. By the homotopy invariant property of the Maslov
index,
µ(VD,Λs; [0, 1]) + µ(VD, γˆ(τ, τ1)VD; [τ1, τ2])
= µ(VD, V
u(τ); [τ1, τ2]) + µ(VD, γˆ(τ2, τ1)Λs; [0, 1]).
Then
µ(VD, γˆ(τ, τ1)VD; [τ1, τ2])− µ(VD, V u(τ); [τ1, τ2])
= µ(VD, γˆ(τ2, τ1)Λs; [0, 1])− µ(VD,Λs; [0, 1])
= µ(γˆ(τ1, τ2)VD,Λs; [0, 1])− µ(VD,Λs; [0, 1])
= s(γˆ(τ1, τ2)VD, VD;V
u(τ1), VD).
(72)
(b). For any τ− < τ0. Let t− = t(τ−). By (55) and Lemma 3.1,
m−(q; t−, T0) + n∗ = µ(VD, γˆ(τ, τ−)VD; [τ−, τ0]).
Then Proposition 3.1 and the monotone property of Morse index implies
(73) m−(q;T−, T0) + n∗ = lim
τ−→−∞
µ(VD, γˆ(τ, τ−)VD; [τ−, τ0]).
Since VD ⋔ V
u(τ0), then limτ→−∞ γˆ(τ, τ0)VD = V −(JBˆ(−∞)). Then
lim
τ→−∞
s(γˆ(τ, τ0)VD, VD;V
u(τ), VD)
= s(V −(JBˆ(−∞)), VD;V +(JBˆ(−∞)), VD).
(74)
VD ⋔ V
+(JBˆ(−∞)) implies that
(75) µ(Bˆ; τ0) = lim
τ−→−∞
µ(VD, V
u(τ); [τ−, τ0]).
(70) now follows from (73), (74) and (75).
(c). Since V s(0) ⋔ V u(0), by Proposition 3.1,
(76) lim
τ→−∞
V u(τ) = V +(JBˆ(−∞)), lim
τ→+∞
V u(τ) = V +(JBˆ(+∞)).
This means there exist τ1 < 0 small enough and τ2 > 0 large enough, such that
VD ⋔ V
u(τ), ∀τ ∈ (−∞, τ1] ∪ [τ2,+∞).
Hence for any τ ′1 ≤ τ1 and τ ′2 ≥ τ2, µ(VD, V u(τ); [τ ′1, τ ′2]) is a finite constant and
(77) µ(Bˆ;R) = µ(VD, V
u(τ);R) = µ(VD, V
u(τ); [τ ′1, τ
′
2]).
This implies µ(Bˆ;R) must be finite.
Let ti = t(τi), i = 1, 2. By (55) and Lemma 3.1,
m−(q; t1, t2) + n∗ = µ(VD, γˆ(τ, τ1)VD; [τ1, τ2]).
Then Proposition 3.1 and the monotone property of Morse index implies
(78) m−(q;T−, T+) + n∗ = lim
τ2→+∞
lim
τ1→−∞
µ(VD, γˆ(τ, τ1)VD; [τ1, τ2]).
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Since VD ⋔ V
+(JBˆ(+∞)), the second identity in (76) implies VD ⋔ V u(τ ′2),
∀τ ′2 ≥ τ2, when τ2 is large enough. Then by Proposition 3.1,
lim
τ1→−∞
γˆ(τ1, τ
′
2)VD = V
−(JBˆ(−∞)), ∀τ ′2 ≥ τ2.
As a result, for τ2 large enough,
lim
τ2→+∞
lim
τ1→−∞
s(γˆ(τ1, τ2)VD, VD;V
u(τ1), VD)
= s(V −(JBˆ(−∞)), VD;V +(JBˆ(−∞)), VD)
(79)
Combining (72), (77), (78) and (79), we get the desired identity. 
The identity (71) express the difference between the two different Maslov in-
dices as the Ho¨rmander index. The next lemma will be useful in computing the
Ho¨rmander index.
Lemma 3.4. Given a matrix B = diag(1, b) with b < 0. Then
V ±(JB) =
〈( ±√−b
1
)〉
⋔ VD
and
s
(
V −(JB), VD;V +(JB), VD
)
= 1.
Proof. Let Λt =
〈( √−b
1− t
)〉
, t ∈ [0, 1], then Λ0 = V +(JB), Λ1 = VD. The result
follows from the facts that µ(V −(JB),Λt) = 0 and µ(Λ1,Λt) = −1.

Now we are ready to prove property (b) in Theorem 1.1.
Theorem 3.2. Let q ∈ C2(T−, T+), Xˆ ) be a singular solution satisfying the con-
ditions given in property (b) of Theorem 1.1.
(a). For any τ0 ∈ R, let T0 = t(τ0) be the corresponding Newtonian time. If
VD ⋔ V
u(τ0), then
(80) m−(q;T−, T0) = µ(Bˆ; τ0).
Moreover if V s(0) ⋔ V u(0), then
(81) m−(q;T−, T+) = µ(Bˆ;R).
(b). m−(q;T−, T+) is finite.
Proof. (a). We will prove (80) first. Depending on the type of singularity of q(T−),
different McGehee coordinates need to be used. First let’s assume q(T−) is a
collision/parabolic singularity. Set τ∗ = −∞. Following the notations from Section
2, s∗ = limτ→τ∗ s(t) is a central configuration, x∗ = ψ(s∗), and Bˆ(τ∗) = Bˆ1(τ∗) ⋄
Bˆ2(τ
∗) with Bˆ1(τ∗), Bˆ2(τ∗) given as in (34). Recall that Proposition 2.1 shows
JBˆ(τ∗) is a hyperbolic matrix.
By Lemma 2.5, there exists a matrix A, such that AT Mˆ∗A = I and the eigenval-
ues of AT Uˆxx(x
∗)A are λi(s∗), i = 1, · · · , n∗−1. We can further find an orthogonal
matrix C, such that
CT (AT Uˆxx(x
∗)A)C = diag(λ1(s∗), · · · , λn∗−1(s∗)).
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Set R = R1 ⋄ (R3R2) with
R1 =
(
1 − 34v∗
0 1
)
, R2 =
(
CTAT 0
0 C−1A−1
)
,
R3 =
(
1 14v
∗
0 1
)
⋄ · · · ⋄
(
1 14v
∗
0 1
)
,
where R2 and R3 are 2(n
∗ − 1)× 2(n∗ − 1) matrices. According to (28),
ΦR(Bˆ)(τ
∗) =
(
1 0
0 − 258 U(s∗)
)
⋄
(
1 0
0 −U(s∗)8 − λ1(s∗)
)
⋄
· · · ⋄
(
1 0
0 −U(s∗)8 − λn∗−1(s∗)
)
.
Recall that the strict non-spiral condition implies
−U(s
∗)
8
− λi(s∗) < 0, 1 ≤ i ≤ n∗ − 1.
Combining these with Lemma 3.4, we get
(82) s(V −(JΦR(Bˆ)(τ∗)), VD, V +(JΦR(Bˆ)(τ∗)), VD) = n∗.
Direct computations show
RVD = VD, RV
±(JBˆ(τ∗)) = V ±(JΦR(Bˆ)(τ∗)).
Therefore
s(V −(JBˆ(τ∗)), VD; V +(JBˆ(τ∗)), VD)
= s(RV −(JBˆ(τ∗)), RVD;RV +(JBˆ(τ∗)), RVD)
= s(V −(JΦR(Bˆ)(τ∗)), VD;V +(JΦR(Bˆ)(τ∗)), VD) = n∗
Together with (70), they imply (80).
To prove (81), let’s assume V s(0) ⋔ V u(0), then together with (71) implies the
result.
The proof is exact the same, when q(T−) is a hyperbolic singularity. The only
difference is in this case Bˆ1(τ
∗), Bˆ2(τ∗) are given by (43), and
R1 =
(
1 − 12v∗
0 1
)
, R2 =
(
AT 0
0 A−1
)
, R3 =
(
1 12v
∗
0 1
)
⋄· · ·⋄
(
1 12v
∗
0 1
)
.
This finishes our proof of property (a).
(b). Now let’s drop the assume that V s(0) ⋔ V u(0). In this case, we can
always find another Lagrange subspace V satisfying V ⋔ V u(0) and V ⋔ V s(0). By
Proposition 3.1, this implies
(83) lim
τ→+∞
γˆ(τ, 0)V = V +(JBˆ(+∞)), lim
τ→−∞
γˆ(τ, 0)V = V −(JBˆ(−∞)).
After replacing V u(τ) by γˆ(τ, 0)V , a similar argument as in the proof of property
(a) of Lemma 3.3 shows, for any τ1 < τ2,
µ(VD, γˆ(τ, τ1)VD;[τ1, τ2])
= µ(VD, γˆ(τ, 0)V ; [τ1, τ2]) + s(γˆ(τ1, τ2)VD, VD; γˆ(τ1, 0)V, VD).
Meanwhile VD ⋔ V
+(JBˆ(+∞)), VD ⋔ V −(JBˆ(−∞)). With (83), they imply
lim
τ2→+∞
lim
τ1→∞
µ(VD, γˆ(τ, 0)V ; [τ1, τ2]) < +∞.
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Since the Ho¨rmander index s(γˆ(τ1, τ2)VD, VD; γˆ(τ1, 0)V, VD) is also bounded (54),
together with the monotonicity of µ(VD, γˆ(τ, τ1)VD; [τ1, τ2]), they imply
lim
τ2→+∞
lim
τ1→∞
µ(VD, γˆ(τ, τ1)VD; [τ1, τ2]) < +∞.
Then the finiteness of m−(q;T−, T+) follows from (78). 
4. the Morse indices of homothetic solutions
In this section, we give a proof of property (b) in Theorem 1.2. Throughout
the entire section, we assume q ∈ C2((T−, T+), Xˆ ) is a homothetic solution with
energy H0. As a result, there is a normalized central configuration s0, such that
s(t) = q(t)/
√
I(q(t)) ≡ s0, ∀t ∈ (T−, T+).
When H0 < 0, the homothetic solution starts from a total collision at a finite
time and comes back to the total collision at another finite time. When H0 ≥ 0,
the homothetic solution either starts from a total collision at a finite time and goes
to infinity, as time goes to positive infinite, or it ends at the total collision at a
finite time and goes to infinity, as time goes to negative infinity. However a simple
time reversal changes one to the other. Without loss of generality, in the rest of the
section we assume q(T−) is a total collision with a finite T− ∈ R. Then T+ ∈ R is
finite, when H0 < 0 and T
+ = +∞, when H0 ≥ 0.
To compute the index of q(t), we rewrite it in McGehee coordinates (v, u, r, x)(τ)
with time parameter τ as defined in subsection 2.2. Although when the energy H0
is positive, we have a hyperbolic singularity, as t goes to T+ = +∞. However
we will not switch to the hyperbolic McGehee coordinates, but continue to use
the McGehee coordinate. Because of this, when H0 > 0, the corresponding time
τ = τ(t) goes to some finite τ+, when t goes to T+ = +∞.
Since q(t) is a homothetic solution, x(τ) ≡ x0 = ψ(s0) and u(τ) ≡ 0, for all τ .
Then the second and fourth equations in (24) are always zero on both sides, and
the first and third equations become
(84)
{
v′ = 12v
2 − b,
r′ = rv
where b = Uˆ(x0) through out this section. The energy identity (25) now reads
(85)
1
2
v2 − b = rH0.
Moreover (31) now becomes Bˆ(τ) = Bˆ1(τ) ⋄ Bˆ2(τ), where
(86) Bˆ1(τ) =
(
1 − 34v
− 34v −2b
)
, Bˆ2(τ) =
(
Mˆ−1 14vI
1
4vI −Uˆxx(x0)
)
.
Here and in the rest of the section, we set
Mˆ = Mˆ(x0) =
(
∂ψ−1
∂x
)∣∣∣∣
T
x=x0
M
(
∂ψ−1
∂x
)∣∣∣∣
x=x0
.
Let V u1 , V
u
2 is unstable subspaces of Bˆ1 and Bˆ2 respectively according to Definition
3.1. Then V u = V u1 ⊕ V u2 . By the Symplectic additivity of Maslov index, we have
µ(Bˆ; τ0) = µ(Bˆ1; τ0) + µ(Bˆ2; τ0),(87)
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When both limits limτ→+∞ V ui (τ), i = 1, 2, exist. After passing τ0 to +∞, we get
µ(Bˆ;R) = µ(Bˆ1;R) + µ(Bˆ2;R).(88)
LetR1(τ) =
(
1 − 34v(τ)
0 1
)
. By Lemma 2.3, ξ1(τ) satisfies ξ
′
1(τ) = JBˆ1(τ)ξ1(τ)
if and only if η1(τ) = R1(τ)ξ1(τ) satisfies
(89) η′1(τ) = JΦR1(Bˆ1)(τ)η1(τ),
where according to (28),
(90) ΦR1(Bˆ1) =
(
1 0
0 34v
′ − 916v2 − 2b
)
=
(
1 0
0 − 311v2 − 114 b
)
.
Next lemma will be useful in computing µ(VD, V
u(τ), (−∞, τ0]).
Lemma 4.1. [21, Lemma 3.10] If y(τ), τ ∈ R, satisfies
y′′(τ) = f(τ)y(τ),(91)
where f ∈ C0(R, [0,+∞)) satisfies ∫ τ2
τ1
f(τ)dτ > 0 for any τ1 < τ2, and the
limτ→±∞ f(τ) > 0. Then
(a). for any τ1 < τ2, there is no non-trivial solution of (91), which satisfies
y(τ1)y
′(τ1) ≥ y(τ2)y′(τ2);
(b). there is no non-trivial solution of (91) satisfying y(τ0)y
′(τ0) = 0 for some
τ0 ∈ R and y(τ)→ 0, y′(τ)→ 0 as τ → −∞ (or τ → +∞);
(c). there is no non-trivial solution of (91), which is bounded on R.
Proof. The key idea of the proof is to multiply both sides of (91) y, and then use
integration by parts. For details see [21, Lemma 3.10]. 
Proposition 4.1. Given a homothetic orbit with arbitrary energy. For any τ0 ∈ R,
µ(Bˆ1; τ0) = 0.
Proof. Let V u(τ), V˜ u(τ) be the unstable subspaces of the linear Hamiltonian sys-
tem associated to Bˆ1 and ΦR1(Bˆ1) respectively. By Lemma 2.3, V˜
u(τ) = R1V
u(τ).
Since R1VD = VD, the symplectic invariant property of Maslov index implies
µ(Bˆ1; τ0) = µ(VD, V
u(τ); (∞, τ0]) = µ(VD, V˜ u(τ); (∞, τ0]).(92)
Hence it is enough to show µ(VD, V˜
u(τ); (∞, τ0]) = 0. Notice that V˜ u(τ) is a 1-dim
space. There exist ξ(τ) = (y(τ), x(τ))T , such that V˜ u = 〈ξ(τ)〉. Then ξ(τ) satisfies
(89) and limτ→−∞ ξ(τ) = 0, which implies
x′′(τ) = (
3
11
v2(τ) +
11
4
b)x(τ) and lim
τ→−∞
x(τ) = 0.
Since 311v
2+ 114 b >
11
4 b, from property (b) of Lemma 4.1, we have x(τ) 6= 0, ∀τ ∈ R.
This implies that there is no crossing occur for VD, then we have the result. 
Now we show how to compute µ(Bˆ2,R). Recall that we can find a matrix A such
that AT MˆA = I and
ΦAd(Bˆ2(τ)) =
(
I 14vI
1
4vI −AT Uˆxx(x0)A
)
,
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where Ad = diag(A
−T , A). Let λi, i = 1, . . . , n∗ − 1, represent the eigenvalues of
M−1D2U |E(s0). By Lemma 2.5, they are the eigenvalues of AT Uˆxx(x0)A as well.
Then after a change of basis, we have(
I 14vI
1
4vI −AT Uˆxx(x0)A
)
=
(
1 14v
1
4v −λ1
)
⋄ · · · ⋄
(
1 14v
1
4v −λn∗−1
)
.
To simplify notation, let λ represent any λi, i = 1, . . . , n
∗− 1. Let V uλ (τ) be the
unstable subspaces of the linear Hamiltonian system
(93) η′(τ) = JBλ(τ)η(τ), where Bλ =
(
1 14v
1
4v −λ
)
.
By the symplectic additivity of Maslov index, we have
(94) µ(Bˆ2; τ0) =
n∗−1∑
i=1
µ(Bλi ; τ0).
Let R2(τ) =
(
1 14v(τ)
0 1
)
, then
(95) ΦR2(Bλ) =
(
1 0
0 − 316v2 + b4 − λ
)
=
(
1 0
0 − 38rH0 − b8 − λ
)
,
where we have use the energy relation (85). Let V˜ uλ (τ) be the unstable subspaces of
the linear Hamiltonian system η′(τ) = JΦR2(Bλ)η(τ). Then V˜ uλ (τ) = R2(τ)V uλ (τ).
Since R2(τ)VD = VD, we have
µ(VD, V
u
λ (τ); (−∞, τ0]) = µ(VD, V˜ uλ (τ); (−∞, τ0]),(96)
which is equivariant to µ(Bλ; τ0) = µ(ΦR2(Bλ); τ0).
If H0 ≥ 0, 38rH0 + b8 + λ > 0. Then a similar argument as in the proof of
Proposition 4.1 shows that for any τ0 ∈ R,
µ(VD, V˜
u
λ (τ); (∞, τ0]) = 0.
From (94), we get the following proposition
Proposition 4.2. For H0 ≥ 0, µ(Bˆ2; τ0) = 0.
Now we compute the Morse index of q(t). Since the homothetic solution behav-
iors quite differently for different energies, we first consider the case that the energy
is non-negative.
Proposition 4.3. If the energy H0 ≥ 0, then m−(q;T−, T+) = 0.
Proof. First let’s assumeH0 = 0. Then the energy identity (85) implies v(τ) ≡
√
2b,
for all τ ∈ R. Notice that v(τ) is positive, as we assume q(t) goes from the total
collision to infinity. From Proposition 4.1 and Proposition 4.2, we have
µ(Bˆ; τ0) = 0, ∀τ0 ∈ R.
Since the system is non-degenerate, let τ0 → +∞, we have
µ(Bˆ;R) = 0.(97)
From (81), we have
m−(q;T−, T+) = µ(Bˆ;R) = 0.(98)
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Now let’s assumeH0 > 0. Recall that by our assumption q(T
−) is a total collision
with a finite T− ∈ R and q(T+) is a hyperbolic singularity with T+ = +∞. Let’s fix
an arbitrary finite T0 > T
−, and rewrite q(t), t ∈ (T−, T0) in McGehee coordinates.
Then by the energy identity (85),
v(τ) =
√
2(H0r(τ) + b), ∀τ ∈ (−∞, τ0).
Here τ0 = τ(T0) is the time moment in McGehee coordinates corresponding to T0.
Notice that since q(T+) is a hyperbolic singularity and we in McGehee coordinates
instead of the hyperbolic McGehee coordinates, there is a finite τ+, such that
limT0→T+ τ(T0) = τ
+.
From Proposition 4.1 and 4.2, we have
µ(Bˆ; τ0) = 0, ∀τ0 ∈ (−∞, τ+).
The proofs of Proposition 4.1 and 4.2 show that VD ⋔ V
u(τ0). From (80), we have
m−(q;T−, T0) = µ(Bˆ; τ0) = 0
for any T0 < T
+. Since this is true for any finite T0 > T
−, we have
m−(q;T−, T+) = lim
T0→T+
m−(q;T−, T0) = 0.

From now let’s assume the energy H0 < 0. Notice that in this case v(τ0) = 0 for
some finite τ0, where r(τ) reaches its maximum. Without loss of generality, let’s
assume τ0 = 0. Solving the first equation in (84) directly, we get
(99) v(τ) = −
√
2b tanh
√
2bτ
2
.
As a result,
Bλ(±∞) = lim
τ→±∞
Bλ(τ) =
(
1 ∓
√
2b/4
∓
√
2b/4 −λ
)
Lemma 4.2. For any λ > −b/8, the eigenvalues of JBλ(±∞) are ±
√
b/8 + λ,
and the corresponding eigenspaces are
(100) V ±(JBλ(−∞)) =
〈(
±
√
b/8 + λ−
√
2b/4
1
)〉
,
(101) V ±(JBλ(+∞)) =
〈(
±
√
b/8 + λ+
√
2b/4
1
)〉
.
Moreover,
(102) s(VD, VN;V
+(JBλ(−∞)), V +(JBλ(∞))) =
{
1, if λ ∈ (−b/8, 0),
0, if λ ∈ (0,+∞).
Proof. The eigenvalues and eigenspaces follow from direct computations. To com-
pute the Ho¨rmander index. Let
Λλ(t) =
〈( √
b/8 + λ+ t
√
2b/4
1
)〉
, for t ∈ [−1, 1].
Then Λλ(−1) = V +(JBλ(−∞)) and Λλ(1) = V +(JBλ(∞)). When λ > 0,√
b/8 + λ+ t
√
2b/4 > 0, ∀t ∈ [−1, 1].
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Therefore Λλ(t) is transversal to VD and VN, for any t ∈ [−1, 1]. Then µ(VD,Λλ) =
µ(VD,Λλ) = 0. This implies
s(VD, VN, V
+(JBλ(−∞)), V +(JBλ(∞))) = 0.
When −b/8 < λ < 0, Λλ(t) ⋔ VD, ∀t ∈ [−1, 1], which means µ(VD,Λλ) = 0.
Meanwhile notice that there is only one negative crossing for VN, so µ(VD,Λλ) =
−1. As a result,
s(VD, VN, V
+(JBλ(−∞)), V +(JBλ(∞))) = 1.
This completes our proof. 
In the following, let V sλ (τ) and V
u
λ (τ) be the stable and unstable subspaces of
the linear Hamiltonian system (93) according to Definition 3.1. For λ = 0, Bλ is
degenerate according to Definition 3.3 as shown in the next lemma.
Lemma 4.3. µ(B0;R) = 0 and ν(B0) = 1.
Proof. Notice that ξ1(τ) = r
1
4 (τ)(0, 1)T , τ ∈ R, is a solution of (93) with λ = 0,
where r(τ) satisfy (84). Since q(t) is a homothetic solution with negative energy,
r(τ) as well as ξ1(τ) goes to 0, as τ → ±∞. Therefore V s0 (τ) = V u0 (τ) = 〈ξ1(τ)〉.
By Definition 3.3, this implies ν(Bˆ0) = 1. Meanwhile since V
u
0 (τ) has no crossing
with VD, we have µ(B0;R) = 0. 
Next lemma shows Bλ is non-degenerate, for λ 6= 0.
Lemma 4.4. ν(Bλ) = 0, for any λ ∈ (−b/8, 0) ∪ (0,+∞).
Proof. By contradiction, suppose that there is a λ0 ∈ (−b/8, 0)∪(0,+∞), such that
ν(Bλ0) = 1. This means V sλ0(0) = V uλ0(0). This further implies V sλ0(τ) = V uλ0(τ).
Then there exists a solution ξ1(τ) = (y(τ), x(τ))
T of (93), such that
〈ξ0(τ)〉 = V sλ0(τ) = V uλ0 (τ), ∀τ ∈ R.
Then limτ→±∞ ξ0(τ) = limτ→±∞(y(τ), x(τ))T = (0, 0)T . Meanwhile 〈ξ0(τ)〉 →
V +(JBˆλ0(−∞)), when τ → −∞. Since λ0 6= 0, by (100), y(τ) can not be zero,
when τ is close enough to −∞.
On the other hand, as ξ0(τ) satisfies (93), we have
(103)
y′ = −v
4
y + λ0x,
x′ = y +
v
4
x
Take derivative with respect to τ on both sides of the first equation in (103). After
simplification we get
(104) y′′ = f(τ)y,
where
f(τ) :=
b
8
(1− tanh2(
√
2bτ
2
)) + λ0 +
b
8
> 0.
From property (c) of Lemma 4.1, there is no non-trivial bounded solution of (104),
which is a contradiction to what I showed above.
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By the previous two lemmas and the decomposition property, we get
ν(Bˆ2) = #{λi : λi = 0, 1 ≤ i ≤ n∗ − 1} = dim(ker(M−1D2U |E(s0))).
This immediately implies.
Corollary 4.1. ν(Bˆ) = ν(Bˆ1) + ν(Bˆ2) = dim(ker(M
−1D2U |E(s0))).
Lemma 4.5. For λ > −b/8 and λ 6= 0, µ(VN, V uλ ;R) = 0.
Proof. The proof is similar to Lemma 4.4. Assume V uλ (τ) = 〈ξ(τ) = (y(τ), x(τ))T 〉,
for all τ . Then y(τ) satisfies (104) and limτ→−∞ y(τ) = 0. Since y(τ) can not be
zero for all τ , from (ii) of Lemma 4.1, we have y(τ) 6= 0 for τ ∈ R. This implies
that V u(τ) ⋔ VN for any τ ∈ R, so we get the results.

Proposition 4.4.
µ(VD, V
u
λ (τ);R) =
{
1, if λ ∈ (−b/8, 0),
0, if λ ∈ [0,+∞).
Proof. For λ = 0, the desired result follows from Lemma 4.3. For λ 6= 0, the system
is non-degenerate, so
lim
τ→−∞
V uλ (τ) = V
+(JBλ(−∞)), lim
τ→+∞
V uλ (τ) = V
+(JBλ(∞)).
Then
µ(VD, V
u
λ ;R)− µ(VN, V uλ ;R) = s(VD, VN;V +(JBλ(−∞)), V +(JBλ(∞)).
Now the desired result follows from (102) and Lemma 4.5. 
With the above result, we have the following proposition which implies property
(b) in Theorem 1.2, when H0 < 0.
Proposition 4.5. If the energy H0 of q(t) is negative with the associated the nor-
malized central configuration s0 satisfies the strict non-spiral condition, then
m−(q;T−, T+) = m−(M−1D2U |E(s0)).
Proof. From (88) and (94),
µ(Bˆ;R) = µ(Bˆ1;R) + µ(Bˆ2;R) = µ(Bˆ1;R) +
n∗∑
i=1
µ(Bλi ;R).
Then Proposition 4.1 and 4.4 implies
µ(Bˆ;R) = m−(M−1D2U |E(s0)).
This actually means µ(Bˆ; (−∞, τ0]) = m−(M−1D2U |E(s0)) for any τ0 large enough.
Let T0 = t(τ0) be the corresponding Newtonian time. Meanwhile for any τ0 large
enough, VD ⋔ V
u(τ). By Property (a) in Theorem 3.2,
m−(q;T−, T0) = µ(Bˆ; (−∞, τ0]) = m−(M−1D2U |E(s0)).
Since T0 = t(τ0) goes to T
+, when τ0 goes to +∞. We get
m−(q;T−, T+) = µ(Bˆ;R) = m−(M−1D2U |E(s0)).

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Proposition 4.6. If s0 satisfies the non-spiral condition, then
m−(q;T−, T+) =
{
m−(M−1D2U |E(s0)), when H0 < 0;
0, when H0 ≥ 0.
Proof. We shall use a perturbation argument. For ε > 0 small enough, set
Bˆ(τ, ε) = Bˆ1(τ) ⋄ Bˆ2(τ, ε), where Bˆ2(τ, ε) =
(
Mˆ−1 14vI
1
4vI −Uˆxx(x0)− εMˆ
)
.
Then Bˆ(τ)−Bˆ(τ, ε) is a non-negative matrix. By the monotone property of Maslov
index (see Property VII in page 14),
µ(VD, γˆ(τ, τ1)VD; [τ1, τ2]) ≥ µ(VD, γˆε(τ, τ1)VD; [τ1, τ2]),(105)
where γˆε(τ, τ1) satisfies {
γˆ′ε(τ, τ1) = JBˆ(τ, ε)γˆε(τ, τ1);
γˆε(τ1, τ1) = I.
This system satisfies the strict non-spiral condition.
First let’s assume H0 < 0. By previous results,
lim
τ1→−∞
lim
τ2→+∞
µ(VD, γˆε(τ, τ1)VD; [τ1, τ2])− n∗ = m−(Uˆxx(x0) + εMˆ).(106)
Meanwhile for ε small enough,
m−(Uˆxx(x0) + εMˆ) = m−(Uˆxx(x0)) = m−(M−1D2U |E(s0)).
By the monotone property (105) and the Morse index theorem (55),
m−(q;T−, T+) ≥ m−(M−1D2U |E(s0)).
Meanwhile (106) implies that for any τ1 < τ2,
µ(VD, γˆε(τ, τ1)VD; [τ1, τ2])− n∗ ≤ m−(M−1D2U |E(s0))(107)
By contradiction, let’s assume the desired identity does not hold. Then
m−(q;T−, T+) ≥ m−(M−1D2U |E(s0)) + 1.
According to the Morse index theorem (55) and Lemma 3.1, there exist τ1 < τ2,
such that
µ(VD, γˆ(τ, τ1)VD; [τ1, τ2])− n∗ ≥ m−(M−1D2U |E(s0)) + 1.
From the index theorem (see [24]), the index µ(VD, γˆ(τ, τ1)VD; [τ1, τ2]) is equivalent
to the Morse index of the Sturm-Liouville operator of this system. This implies
such an index will not decrease by a small perturbation. Hence for ε small enough,
we still have
µ(VD, γˆε(τ, τ1)VD; [τ1, τ2])− n∗ ≥ m−(M−1D2U |E(s0)) + 1.
This contradicts (107). Hence under the non-spiral condition, we still have
m−(q;T−, T+) = m−(M−1D2U |E(s0)).
The case for H0 ≥ 0 is similar and even simpler. For any τ1 < τ2, we have
m−(qǫ; t(τ1), t(τ2)) = µ(VD, γˆε(τ, τ1)VD; [τ1, τ2])− n∗ = 0,(108)
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where m−(qǫ; t(τ1), t(τ2)) is the Morse index of the ǫ perturbation system. Since
the Morse index is non-decrease under small perturbations, we have
m−(q; t(τ1), t(τ2)) = 0,
for any τ1 < τ2. Let τ1 → −∞, τ2 → +∞ (τ2 → τ+ in the case of H0 > 0), we get
the desired result.

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