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Abstract 
Systems engineers have long been using analytical and computational models to approximately predict the behaviors of systems 
and use these models to guide the design of engineered systems. However, until now, systems engineers are still forced to 
compromise on model fidelity, modeling accuracy, and the optimality of the selected design alternatives through the whole 
engineering design process. Although high-fidelity models can provide an accurate estimation, running these models is usually 
time-consuming. On the other hand, low-fidelity models are much faster, but their results may contain significant bias and 
variability. In this research, we propose a Multi-fidelity Optimization with Ordinal Transformation and Optimal Sampling 
(MO2TOS) framework to integrate both high- and low-fidelity model to efficiently identify a (near) optimal design. The proposed 
framework uses low-fidelity models to evaluate all design alternatives efficiently and then assigns a fixed budget of high-fidelity 
models to search the best design based on low-fidelity simulation results. We show the benefits of MO2TOS via theoretical 
analysis and numerical experiments. We compare MO2TOS to Equal Allocation (EA) and Optimal Computing Budget Allocation 
(OCBA). 
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1. Introduction 
Although models are widely used in analyzing and designing complex systems, using a full-scale and high-fidelity 
model are still difficult in complex systems design due to the system complexity. Systems engineers are forced to 
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compromise on model fidelity, modeling accuracy, and the optimality of the selected design alternatives. While the 
multidiscipline design optimization (MDO) (Kalsi et al., 1999; Simpson and Martins, 2012; Du and Chen, 2002; 
Martins and Lambe, 2013) has dramatically increased capabilities of incorporating all discipline models 
simultaneously, the model efficiency, fidelity and accuracy are still facing big concerns.  The main challenge is the 
large number of the possible design alternatives in a complex system (Chapman et al. 2001). Although low-fidelity 
models may speed up on the searching of the best design, the model accuracy will be another issue. Two examples 
of approaches towards efficient designs are the following: 
Multiscale design approaches. Multiscale design approaches try to efficiently integrate of information from 
different level models, including horizontal and vertical coupling, to gain a holistic understanding of systems 
(Panchal et al. 2005). Panchal et al. (2005) also propose a domain independent coupling strategy which maps the 
requirement hierarchy with model hierarchy and uses the interaction patterns to identify similarity between different 
problems. Multiscale design approaches are also applied to material designs for examining martensites (Olson 
2006), designing a component in a gas turbine engine (Jou et al. 2004), and designing high-performance alloy steel 
(Olson 1997; Olson 1998). Seepersad et al. (2006) propose a robust topology design method for designing materials 
on mesoscopic scales by topologically and parametrically tailoring them to achieve properties that are superior to 
those of standard or heuristic designs, customized for large-scale applications, and less sensitive to imperfections in 
the material. 
Model-based optimal design. Opposed to multiscale design approaches, this approach does not work with 
different levels of models. Instead, there is a single model that can be used to determine the utility score of a design 
alternative. When the model is not computationally expensive, one can directly search for better designs as judged 
by the utility scores given by the model. Metaheuristics such as genetic algorithms (Khajavirad et al. 2009, Obayashi 
et al. 2000, Goldberg 1989), evolutionary algorithms (Sutcliffe et al. 2007), simulated annealing (Ho et al. 2004), 
tabu search (McMullen 1998, Glover and Laguna 1998), nested partition (Shi and Olafsson 2000), particle swarm 
optimization (Kennedy et al. 2001, Roberge et al. 2013), ant colony optimization (Dorigo and Stützle 2004, Manan 
et al. 2010) are often used because they do not require any additional knowledge on the model, are relatively easy to 
implement. When the model is very time-consuming to run, surrogate models (also called metamodels) are often 
built to approximate the output of the model for different design alternatives (Regis and Shoemaker 2013, Jones et 
al. 1998). To build a good surrogate model, design of experiment (DOE) approaches (Santner et al. 2003, Myers et 
al. 2009) are applied to carefully select a small set of design alternatives to be evaluated by the expensive model. 
The utility scores of design alternatives are then approximated by the surrogate model and the most promising 
design according to the surrogate model is selected and evaluated by the expensive model. The process then refines 
the model with the new information and iterates towards a better design.  
In this research, we aim to establish a rigorous foundation for integrating models with different fidelities to 
estimate the system utility efficiently and efficiently allocate the design resources among models and design 
alternatives. Most model-based optimal design methods utilize the obtained information from the system-level 
performance and hopefully will converge to the optimal solution. Under a limited design resource, evaluating 
several design alternatives in a full-scale system may not be always feasible. On the other hand, the randomness of 
models and the future uncertainty also bring the challenge of estimating the expected system utility. A key difficulty 
involves a trade-off between allocating resources for searching the design space versus estimating a better expected 
system utility. 
 
2. Complex Systems Design Problem and Challenges 
During the design stage, the actual system performance cannot be known with precision and certainty. We consider 
the stochastic complex system design problem extended from (Balling and Sobieszczanski-Sobieski 1996; 
Ostrovskya et al., 1998; Allison et al., 2007; Martins and Lambe 2013) and formulated as follows: 
 ˆmin ( ) [ ( ( ))]
x
H x E u H x
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where x is a p-dimensional vector of variables including design variables of components and coupling 
variables, the set X is the feasible design space, and A  is the set of all design constraints. 
 
The output of an actual system, ˆ ( )H x  , is formulated as a random variable and u  as the system utility function. 
Depending on different applications, H  may refer to the actual system or a very high-fidelity simulation model. 
The objective is to find the best design which minimizes the expected system utility. 
For a complex system, the cost of evaluating H  for a given x, denoted as ( )T x , can be extremely expensive. 
Evaluating all design alternatives and finding the best alternative within limited design resources, t , may not be 
always feasible, i.e., ( )
x
t T x ¦ . It is common that we use a low-fidelity model jL  to find its expected system 
performance, ( )jL x . However, compared to the actual system, the low-fidelity models may be biased. The 
difference between two models, denoted as ( ) ( ) ( )j jG x H x L x  ,  can be any function including nonlinear or 
discontinuous functions. Even if we estimate it using existing statistics methods, the quality of ( )jG x  still depends 
on 1) design variables which can be non-parametric; 2) the model jL  we chose, and; 3) the H and jL  which are not 
explicitly known. Furthermore, to find the best design within limited resource t , multiple replications must be 
performed in order to have a good estimate of the randomness. The stochastic complex system design problem 
considering multiple low-fidelity models is formulated as follows.  
 min ( ) ( ) ( )j jx H x L x G x&     . .s t  
  ( ) ( )jx j Hx
j x x
N C x N T x t d¦¦ ¦  
  ,jx HxN N  are nonnegative integers. 
where ( )jC x  is the cost of evaluating the low-fidelity model jL  given the design x, ( )jL x  is the 
expected system utility which is ˆ( ) [ ( ( ))]j jL x E u L x , and jxN  and HxN  are the number of 
replications of ( )jL x  and ( )H x , respectively. 
 
Using a low-fidelity model with relative low cost to find design approaches may identify and exclude some 
irrational design alternatives, and hopefully converge to a set of good designs. However, the whole design process is 
not optimized. The foundation needs to address. 
3. Multi-fidelity Optimization with Ordinal Transformation and Optimal Sampling (MO2TOS) 
As motivated in Section 2, the computation cost for H(x) is very expensive and so we can only afford to evaluate 
H(x) for a very small number of alternative designs. On the other hand, the estimating cost L(x) is much cheaper due 
to its model simplicity. We can easily evaluate L(x) for all designs. We propose to utilize simple models to improve 
the efficiency of finding the best design through the development of a new method called Ordinal Transformation. 
In this subsection, we introduce our idea. 
In order to estimate H(x) for different x’s and then find the best x, one may take a regression-type approach 
and/or some search methods because of the expensive evaluation of H(x). However, x is a p-dimensional vector and 
can be non-parametrical. Regression is not effective or may not even be applicable.  
3.1. Ordinal Transformation 
We propose an ordinal transformation method by utilizing the low-fidelity model, L(x). Because the computational 
cost L(x) is much cheaper due to its model simplicity, we can evaluate L(x) for all designs. After evaluation, we 
rank L(x) and define the ordinal transformation  
 TL: X o I { {1, 2, 3, ..., |X|},  
where 
 TL(x) = { i  I | L(x) is ranked as the i-th best}. 
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With this transformation, i = TL(x) gives the rank of a given x corresponding to the model L. Reversely, given an 
integer i, )(1 iTL
  indicates which x is ranked as the i-th best, i.e, 
 TL-1(x) = { x  X | L(x) is ranked as the i-th best}. 
With this notation, design TL-1(1) is ranked as the best design, design TL-1(2) is the second best, and design 
|)X(|1LT  is the worst, again if the model L is applied to evaluate the performance. Thus, 
 1( (1))L TL
  d 1( (2))L TL
  d ... d 1( (| X |))L TL
 . 
3.2. Motivation Example 
We use a flexible semiconductor manufacturing system as an example to illustrate our ideas. There are two types of 
products and five work stations. Each product type has a processing sequence and needs to re-enter some work 
stations multiple times. Each station has multiple machines. Inter-arrival and service times are all independent, 
identical, and normally distributed (truncated between zero and infinity).  
Figure 1 shows the flow of jobs through this manufacturing system. When more than one type of products is 
waiting for the same machine, product 1 has higher priority over product 2. The machine can perform serial batches 
with two same products to save the setup time. The re-entrant process flow and the non-exponential inter-arrival and 
service times make simulation necessary. We need to determine the number of machines in each machine group. 
The objective is to minimize the average production time. The total number of machines in the system is 37 and the 
number of machines in each work station must be between 5 and 10. So the optimization problem has five integer 
decision variables and a total of 780 feasible solutions. A high-fidelity model H(x) is a discrete-event simulation 
model that fully captures the re-entrant and batching aspects of the system.  
  
Fig. 1. A reentrant semiconductor manufacturing system with two product types. 
 
One possible low-fidelity simulation model L(x) can be obtained by assuming that all inter-arrival and service 
times are exponentially distributed and estimating the average production time using M/M/c equations. Obviously, 
computing these closed-form equations are faster. But the simplification may lead to significant bias in final results. 
We use the M/M/c queuing equations as the low-fidelity model to estimate the production time for all 780 
alternative solutions. We run a large number of simulations to obtain very reliable estimates of the performance of a 
solution according to the high-fidelity model. 
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Fig. 2. (a) left: High-fidelity simulation results plotted in the original solution space;  (b) right: Low- and high-fidelity simulation results after OT. 
In Figure 2(a), we plot high-fidelity model results. Because this is a 5-dimensional problem, we cannot draw the 
results in the original 5-dimensional space. Instead, we indexed solutions based on their positions in the original 
space and then placed them on one axis using the indices. This represents one possible way to partition the original 
solution space. We then show in Figure 2(b) both the low- fidelity (the blue curve above) and the high-fidelity (the 
red curve below) simulation estimates of all 780 solutions after OT. The horizontal axis gives the rank of a solution 
as determined by the low-fidelity model. The left side represents solutions that are ranked to be better.    
From Figure 2, it is quite remarkable that despite the big bias in low-fidelity results, the relative order among 
solutions is actually quite accurate, which is shown by the roughly monotonic trend in the high-fidelity model result 
curve. Figure 2 also compares the drastically different groups that could be formed. It is quite obvious that we can 
partition solutions in Figure 2(b) into three groups, as shown in the figure. Solutions within the left and the middle 
groups have quite similar performance and thus these two groups have quite small group variance. While the right 
group shows substantial variability, it is less a problem because these three groups have large group distances and 
we can safely sample within the left and middle groups to search for the optimal solution. In comparison, the 
partition in Figure 2(a) would only lead to groups with high group variance and very small group distances. 
Therefore, a sampling strategy would have to keep sampling from all three groups. 
For this particular example, the low-fidelity model results agree very well with the high-fidelity results in terms 
of ordinal ranking and thus the partition based on the low-fidelity results turns out to be a very good one. Based on 
this partition, one may be tempted to conclude that the middle and right groups can be thrown away and sampling 
should only focus on the left group. In general, we would not know a priori whether the partition based on low-
fidelity model results alone is good or not. Therefore, it is important to design an optimal sampling strategy that 
focuses on more promising groups and at the same time also sample other groups to avoid being misled by the 
unknown bias in the low-fidelity model. 
3.3. Foundation of Ordinal Transformation 
The quality of the low-fidelity model has a major impact on the performance of ordinal transformation. We propose 
to measure the quality of a low-fidelity model by ρ, the correlation between H and L. We make the following 
assumptions on L(x), H(x), and δ(x): 
 
Assumption 1 H(xi)’s, i=1,2,…,N, are N i.i.d realizations of a random variable with finite variance c2; L(xi)’s, 
i=1,2,…,N, are N i.i.d realizations of a uniformly distributed random variable; for each design xi, L(xi) and δ(xi) are 
independent.  
 
Notice that the independence of L(xi) and δ(xi) means that the bias in the low-fidelity model is independent of design 
xi.  We have observed in the previous section that ordinal transformation allows us to place designs of similar 
OT 
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performance close to each other. We thus consider the partitioning of designs before and after ordinal 
transformation. For simplicity, we consider equal group size for now and assume we form k groups each containing 
n solutions (for simplicity, we assume N is divisible by k). So the total number of solutions is N=kn. As a 
benchmark, we form equal-size groups in the original solution space by random sampling. In comparison, with 
ordinal transformation, we rank all solutions using the low-fidelity model L. The solution deemed to be the best by 
the low-fidelity model receives a rank of 1 and the worst receives a rank of N. We then partition solutions into equal 
size groups based on their ranks. For example, if n=100, then the first group includes solutions with ranks 1 to 100, 
and the second group includes solutions with ranks 101 to 200, etc. We use )(xH j to denote the group mean of 
group j. 
¦
 
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)(1 .             (1) 
We then define the group variance of group j as 
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When the group is formed by i.i.d. sampling n solutions from the original space, group variance is simply the 
variance of H(x), which is simply c2 according to Assumption 1.  
Under Assumption 1, we have Theorem 1 on the reduction of group variance described in (2) after ordinal 
transformation. 
Theorem 1: When m designs are partitioned into k groups, ordinal transformation can reduce group variability by at 
least %
6
2
31100 2
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º«¬
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¹¸
·
©¨
§  kmU , and increase the normalized distance between two neighboring groups by at 
least %
)1(
12100 »¼
º«¬
ª
mk
mU  (Xu et al., 2014).   
 The above theorem formally establishes the conceptual benefit of ordinal transformation. Compared to 
other ways of partitioning the original decision space, our approach can place decisions with similar performance 
into one group, which might be far apart from each other in the original decision space. As a result, the performance 
of decisions within a group tend to have similar performance and thus just evaluating a few decisions with high-
fidelity simulations can help us quickly and quite accurately determine the quality of this group of decisions. 
Furthermore, the differences between different groups also become more pronounced, and thus we can screen out 
groups that are not promising. We plot the percentage of group variance reduction and the increase in group distance 
after ordinal transformation as a function of ρ in Figure 3. 
 
  
Fig. 3. (a) Percentage of group variance reduction through ordinal transformation; (b) Normalized group distance between two neighboring 
groups. 
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3.4. Optimal Sampling approach 
Low-fidelity models may have significant bias and variability. Focusing only on a few top ranked designs is not a 
robust approach and may not even be efficient. Therefore, we propose an optimal sampling approach (OS) to search 
decisions in the transformed space for optimal decisions using high-fidelity models. We propose the OS method that 
works with the groups of decisions formed after OT.  
Assume that the distribution of f(X) within a group can be approximated by a normal distribution with an 
unknown but constant group mean and variance. The following theorem is derived by using the OS to select the best 
group (i.e., with the best average group performance).  The OS strategy is based on the Optimal Computing Budget 
Allocation (OCBA) (Chen et al. 2000; Chen et al. 2014; Yan et al. 2012).  
 
 Theorem 2: Assume f(X)’s are independent and normally distributed for all X in a group. Let b be the index 
for the group of solution with the best group mean thus far. Let Nj be the number of high-fidelity evaluations 
allocated to group j, j=1,2,…,k. An approximation of the probability of correctly selecting the best group, i.e., the 
group distance  is asymptotically maximized when  
2
,
,
/
/
¸¸¹
·
¨¨©
§ 
llb
jjb
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This theorem can be used to design an OS strategy that optimally allocates the sampling efforts using the 
high-fidelity model among the groups to maximize the probability of correctly selection of the best group which is 
the group with the largest group mean. As shown in Theorem 2, the larger the group distance between group l and 
the current observed best group b, the smaller the number of high-fidelity evaluations will be allocate to group l. 
This is reasonable as such a group is unlikely to contain better solutions. If the group variance 2lV is larger, group j 
will also receive more evaluations using high-fidelity models since the uncertainty about the performance of the 
solution in this group is also higher. Equation (3) also illustrates the benefit of the OT. OT typically reduces group 
variances 2jV  and increases group distances Gb,i. As a result, if we have more computing budget on exploring more 
promising groups rather than reducing uncertainty in each group, it is reasonable to expect that the OS strategy will 
be able to work more efficiently and it can lead to even more savings in computing budget. 
4. Numerical Experiment 
We propose a two-stage multi-fidelity model integration framework named MO2TOS (Multi-fidelity Optimization 
via Ordinal Transformation and Optimal Sampling). To have a preliminary result on the experiments, we have 
compared MO2TOS to two optimization algorithms to demonstrate the benefit of multi-fidelity model integration 
framework. The benchmark case (legend “Equal” in Fig. 4) works with randomly sampled equal-sized groups from 
the original solution space and equally allocates high-fidelity simulation budget to groups. The second algorithm 
uses OCBA as the optimal sampling method on equal-sized groups formed by neighboring solutions in the original 
solution space. Fig. 4 plots the performance of the best solution found by these three procedures as a function of 
total design resources. MO2TOS achieves significant savings in design resources. 
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Fig. 4. Results of the machine allocation optimization. 
 
5. Conclusion 
In this research, we propose a multi-fidelity model integration framework, MO2TOS. The proposed framework 
provides a flexible, effective, and robust to integrate multiple models with fidelities. Although the low-fidelity 
models may lead the bias and variability, the proposed MO2TOS framework efficiently uses this information on the 
relative orders of feasible design alternatives. The ordinal information is used to transform the original design space, 
which may be high-dimensional and highly nonlinear and multimodal, into a one-dimensional and much better 
behaved design space. We show through a rigorous theoretical analysis how groups formed after OT have reduced 
group variances and enlarged group distances. Then, the OS strategy enhances its efficiency of searching decisions 
in the transformed space for optimal decisions. We conduct numerical experiments comparing MO2TOS to equal 
allocation and OCBA on a realistic machine allocation. Results demonstrate how MO2TOS can be applied in 
practice.  
The proposed MO2TOS framework is very general and flexible and opens up a new research avenue. While this 
study is preliminary, it points out to many future research directions that may provide a solid theoretical and 
algorithmic foundation for successful MO2TOS-based model integration. We highlight the following key questions 
that need to be further explored: 
1. When more than one lower-fidelity model is available, how should we select the model and use when 
performing OT?  
2.  The results of low- and high-fidelity models can be stochastic, how should we integrate several models with 
different fidelities in this case?  
3.  The possible design alternatives can be very large. Even the low-fidelity model may not be able to evaluate all 
designs. How should we enhance the MO2TOS-based model integration?  
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