INTRODUCTION {#SEC1}
============

The three-dimensional (3D) organizations of chromosomes in nucleus are closely related to diverse genomic functions, such as transcription regulation, DNA replication and genome integrity ([@B1]). Therefore, decoding the 3D genomic architecture has important implications in revealing the underlying mechanisms of gene activities. Unfortunately, our current understanding on the 3D genome folding and the related cellular functions still remains largely limited. In recent years, the proximity ligation based chromosome conformation capture (3C) ([@B5],[@B6]), and its extended methods, such as Hi-C ([@B7]) and chromatin interaction analysis by paired-end tag sequencing (ChIA-PET) ([@B8]), have provided a revolutionary tool to study the 3D organizations of chromosomes at different resolutions in various cell types, organisms and species by measuring the interaction frequencies between genomic loci nearby in space.

To gain better mechanistic insights into understanding the 3D folding of the genome, it is necessary to reconstruct the 3D spatial arrangements of chromosomes based on the interaction frequencies derived from 3C-based data. Indeed, the modeling results of 3D genome structure can shed light on the relationship between complex chromatin structure and its regulatory functions in controlling genomic activities ([@B1]). However, the modeling of 3D chromatin structure is not a trivial task, as it is often complicated by uncertainty and sparsity in experimental data, as well as high dynamics and stochasticity of chromatin structure itself. Generally speaking, in the 3D genome structure modeling problem, we are given Hi-C data, which can be represented by a matrix where each element represents the interaction frequency of a pair of genomic loci, and our goal is to reconstruct the 3D organization of genome structure and obtain the 3D spatial coordinates of all genomic loci. In practice, in addition to Hi-C data, additional known constraints, such as the shape and size of the nucleus, can also be integrated to achieve more reliable modeling results and further enhance the physical and biological relevance of the reconstructed genomic structure ([@B9],[@B10]).

In recent years, numerous computational methods have been developed to reconstruct the 3D organizations of chromosomes ([@B5],[@B7],[@B11]). Most of these approaches, such as the multidimensional scaling (MDS) ([@B29],[@B30]) based method, ChromSDE ([@B17]), ShRec3D ([@B18]) and miniMDS ([@B27]), heavily depended on the formula *F*∝1/*D*^α^ to represent the conversion from interaction frequencies *F* to spatial distances *D* (where α is a constant). Instead of using the above relationship of inverse proportion, BACH ([@B16]) employed a Poisson distribution to define the relation between Hi-C interaction frequencies, spatial distances and other genomic features (e.g., fragment length, GC content and mappability score). After converting Hi-C interaction frequencies into distances, these previous modeling approaches applied various strategies to reconstruct chromatin organizations that satisfy the derived distance constraints. Among them, the optimization based methods, such as the MDS ([@B29],[@B30]) based model and ChromSDE ([@B17]), formulated the 3D chromatin structure modeling task into a multivariate optimization problem which aims to maximize the agreement between the reconstructed structures and the distance constraints derived from Hi-C interaction frequencies. More specifically, the MDS ([@B29],[@B30]) based method minimized a strain or stress functions ([@B31]) describing the level of violation in the input distance constraints, while ChromSDE ([@B17]) used a semi-definite programming technique to elucidate the 3D chromatin structures. In ([@B19]), an expectation-maximization based algorithm was proposed to infer the 3D chromatin organizations under a Bayesian like framework. Several stochastic sampling based methods, such as Markov chain Monte Carlo (MCMC) and simulated annealing ([@B32]), were also used in a probabilistic framework to compute chromatin structures that satisfy the spatial distances derived from Hi-C data. In addition, a shortest-path algorithm was used in ShRec3D ([@B18]) to interpolate the spatial distance matrix obtained from Hi-C data, based on which the MDS algorithm was then applied to reconstruct the 3D coordinates of genomic loci.

Despite the significant progress made in the methodology development of 3D chromatin structure reconstruction, most of existing reconstruction methods still suffer from several limitations. For example, few methods integrate the experimental Hi-C data with the previously known biophysical energy model of 3D chromatin structure, raising potential concerns about the biophysical feasibility and structural stability of the reconstructed 3D structures. More importantly, as mentioned previously, most of existing chromatin structure modeling methods ([@B5],[@B7],[@B11],[@B13],[@B15],[@B26],[@B27]) heavily rely on the underlying assumptions about the explicit relationships between interaction frequencies derived from 3C-based data and spatial distances between genomic loci. If the specific forms of hypothetical functions or distributions are not sufficiently accurate, they will mislead the optimization process and cause bias during the modeling process. Thus, the accuracy of the chromatin structures reconstructed by these methods is heavily dependent on the goodness of the assumed relationships between interaction frequencies and spatial distances.

Recently, manifold learning, such as t-SNE ([@B33]), has been successfully applied as a general framework for nonlinear dimensionality reduction in machine learning and pattern recognition ([@B31],[@B34]). It aims to reconstruct the underlying low-dimensional manifolds from the abstract representations in the high-dimensional space. In this work, to address the aforementioned issues in 3D chromatin structure reconstruction, we propose a novel manifold learning based framework, called GEM (**G**enomic organization reconstructor based on conformational **E**energy and **M**anifold learning), which directly embeds the neighboring affinities from Hi-C space into 3D Euclidean space using an optimization process that considers both Hi-C data and the conformational energy derived from our current biophysical knowledge about the polymer model. From the perspective of manifold learning, the spatial organizations of chromosomes can be interpreted as the geometry of manifolds in 3D Euclidean space. Here, the Hi-C interaction frequency data can be regarded as a specific representation of the neighboring affinities reflecting the spatial arrangements of genomic loci, which is intrinsically determined by the underlying manifolds embedded in Hi-C space. Based on this rationale, manifold learning can be applied here to uncover the intrinsic 3D geometry of the underlying manifolds from Hi-C data.

Our extensive tests on both simulated and experimental Hi-C data ([@B7],[@B14]) showed that GEM greatly outperformed other state-of-start modeling methods, such as the MDS ([@B29],[@B30]) based model, BACH ([@B16]), ChromSDE ([@B17]) and ShRec3D ([@B18]). In addition, the 3D chromatin structures generated by GEM were also consistent with the distance constraints driven from the previously known fluorescence *in situ* hybridization (FISH) imaging studies ([@B37],[@B38]), which further validated the reliability of our method. More intriguingly, the GEM framework did not make any explicit assumption on the relationship between interaction frequencies derived from Hi-C data and spatial distances between genomic loci, and instead it can accurately and objectively infer the latent function between them by comparing the modeled structures with the original Hi-C data.

Considering the dynamic nature of chromatin structures ([@B2],[@B39],[@B40]), we model the chromatin structures by an ensemble of conformations (i.e., multiple conformations with mixing proportions) instead of a single conformation. Furthermore, as a novel extended application of the GEM framework, we have introduced a structure-based approach to recover the long-range genomic interactions missing in the original Hi-C data mainly due to experimental uncertainty. We demonstrated this new application of our chromatin structure reconstruction method on both Hi-C and capture Hi-C data, and showed that the recovered distal genomic contacts can be well validated through different interaction frequency datasets or epigenetic features. The competence to recover the missing long-range genomic interactions not only offers a novel application of GEM but also provides a strong evidence indicating that GEM can yield a physically and physiologically reasonable representation of the 3D organizations of chromosomes.

MATERIALS AND METHODS {#SEC2}
=====================

Overview of the GEM framework {#SEC2-1}
-----------------------------

We introduced a novel modeling method, called GEM (**G**enomic organization reconstructor based on conformational **E**nergy and **M**anifold learning), to reconstruct the 3D spatial organizations of chromosomes from the 3C-based interaction frequency data. In our modeling framework, each chromatin structure is considered a linear polymer model, i.e., a consecutive line consisting of individual genomic segments. In particular, each restriction site cleaved by the restriction enzyme is abstracted as an end point (which we will also refer to as a node or genomic locus) of a genomic segment and the line connecting every two consecutive end points represents the corresponding chromatin segment between two restriction sites. This model has been widely used as an efficient and reasonably accurate model given the current resolution of Hi-C data ([@B15]).

In the GEM pipeline (Figure [1](#F1){ref-type="fig"}), we first model the input Hi-C interaction frequency data as a representation of neighboring affinities between genomic loci in Hi-C space, and then construct an interaction network (in which each edge indicates an interaction frequency between two genomic loci) to reflect the organizations of chromosomes in Hi-C space. Our goal is to embed the organizations of chromosomes from Hi-C space into 3D Euclidean space such that the embedded structures preserve the neighborhood information of genomic loci, while also maintaining the stable structures as possible (i.e., with the minimum conformational energy). The meaningful spatial organizations of chromosomes can be interpreted as the geometry of manifolds in 3D Euclidean space, while the Hi-C interaction frequency data can be viewed as a specific representation of the neighboring affinities reflecting the spatial arrangements of genomic loci, which is intrinsically determined by the underlying manifolds embedded in Hi-C space. Inspired by manifold learning (see [Supplementary Methods](#sup1){ref-type="supplementary-material"} and [Supplementary Figure S1](#sup1){ref-type="supplementary-material"}), GEM reconstructs the chromatin structures by directly embedding the neighboring affinities from Hi-C space into 3D Euclidean space using an optimization process that considers both the fitness of Hi-C data and the biophysical feasibility of the modeled structures measured in terms of conformational energy (which is derived mainly based on our current biophysical knowledge about the 3D polymer model). Unlike most of existing methods for modeling chromatin structures from Hi-C data, GEM does not assume any specific relationship between Hi-C interaction frequencies and spatial distances between genomic loci. On the other hand, such a latent relationship can be inferred based on the input Hi-C data and the final structures modeled by GEM (details can be found in the next section).

![A schematic illustration of the GEM pipeline. The genomic loci A, B, C and D are selected as an example to demonstrate our pipeline. We first build up an interaction network from the input Hi-C data to represent the organizations of chromatin structures in Hi-C space. In this interaction network, each node represents a genomic loci and each edge represents a pairwise interaction describing the neighbouring affinity between genomic loci in Hi-C space. Based on an optimization that considers both the KL divergence between experimental and reconstructed Hi-C data and the conformational energy, the interaction network is then embedded into 3D Euclidean space to reconstruct the 3D chromatin structures. During the embedding process, we first calculate an average conformation as an initial structure, and then refine the initial structure to obtain an ensemble of conformations through a multi-conformation optimization technique (see Materials and Methods). Finally, we can infer the latent function between Hi-C interaction frequencies and spatial distances between genomic loci based on the input interaction frequency matrix and the output spatial distance matrix derived from GEM (shown in the dashed box). Neighboring probability, NP(B), in the figure represents the probability of the spatial interaction between current genomic and genomic locus B.](gky065fig1){#F1}

We use ψ~*i*~ to represent the *i*th genomic locus of the chromatin structure Ψ in Hi-C space. Given two genomic loci ψ~*i*~ and ψ~*j*~, their neighboring affinity, denoted by *p*~*ij*~, is defined as$$\documentclass[12pt]{minimal}
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}{}\begin{equation*} p_{ij}=\frac{f_{ij}}{\sum _{i \ne j}f_{ij}}, \end{equation*}\end{document}$$where *f*~*ij*~ stands for the interaction frequency between ψ~*i*~ and ψ~*j*~. Here, the neighboring affinity represents the probability that two genomic loci are neighbors. The neighborhood of a genomic locus thus can be featured by its neighboring affinities of this genomic locus. Here, we use the normalized interaction frequencies instead of the raw count information, which is more robust and happens to be the same as in t-SNE ([@B33]). Inspired by the idea of t-SNE, we map the Hi-C space representation of a chromosome, denoted by Ψ = {ψ~1~, ψ~2~, ⋅⋅⋅, ψ~*n*~} (where *n* is the total number of genomic loci) into 3D Euclidean space to derive the final 3D chromatin structure, denoted by *S* = {*s*~1~, *s*~2~, ⋅⋅⋅, *s*~*n*~}, where *s*~*i*~ represents the coordinates of the *i*th genomic locus in 3D Euclidean space, based on a neighboring affinity embedding process, which preserves the neighborhood information of genomic loci in Hi-C space as much as possible. That is, if two genomic loci are neighbor in Hi-C space, they would have a large probability of being neighbor in 3D Euclidean space.

In the t-SNE framework, which is a typical model of manifold learning, a Student t-distribution which generally has much heavier tails than Gaussian distribution is used to alleviate the 'crowding problem' (i.e., many close-by neighbors would be placed far off because of limited room when arranging high-dimensional data into low-dimensional space) in the embedding from high-dimensional to low-dimensional space ([@B33]). In our chromatin structure modeling problem, we use *q*~*ij*~ to denote the probability that genomic loci *s*~*i*~ and *s*~*j*~ pick each other as neighbors in 3D Euclidean space after embedding, which is defined as$$\documentclass[12pt]{minimal}
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}{}\begin{equation*} q_{ij}=\frac{(1+{\Vert s_i-s_j \Vert }^2)^{-1}}{\sum _{k\ne l}(1+{\Vert s_k-s_l \Vert }^2)^{-1}}. \end{equation*}\end{document}$$where ‖ · ‖ stands for the Euclidean distance.

Chromatin can change dynamically in the nucleus especially during interphase. Thus, unlikely its structure can be accurately described by one single consensus conformation. In our framework, we develop a multi-conformation version of the embedding approach to model an ensemble of chromatin conformations. In particular, we use multiple 3D conformations with mixing proportions instead of a single conformation to interpret the Hi-C data. Here, we redefine the joint probability *q*~*ij*~ as$$\documentclass[12pt]{minimal}
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}{}\begin{equation*} q_{ij}= \frac{\sum _{m} \pi ^{(m)} (1+{ \Vert s_i^{(m)}-s_j^{(m)} \Vert }^2)^{-1}}{\sum _k \sum _{l\ne k} \sum _{m^{\prime }} \pi ^{(m^{\prime })} (1+{ \Vert s_k^{(m^{\prime })}-s_l^{(m^{\prime })} \Vert }^2)^{-1}}, \end{equation*}\end{document}$$where π^(*m*)^ stands for the mixing proportion of the *m*-th conformation, and $\documentclass[12pt]{minimal}
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}{}$s^{(m)}=\left\lbrace s_1^{(m)},s_2^{(m)},\cdots ,s_n^{(m)} \right\rbrace$\end{document}$ represents the coordinates of the *m*-th conformation.

From the perspective of neighbor embedding ([@B33],[@B41]), if an ensemble of chromatin conformations in 3D Euclidean space, denoted by {(*s*^(1)^, π^(1)^), (*s*^(2)^, π^(2)^), ⋅⋅⋅, (*s*^(*m*)^, π^(*m*)^)}, correctly models the neighborhood system of Ψ in Hi-C space, the joint probabilities *p*~*ij*~ and *q*~*ij*~ should match to each other. As in other t-SNE based learning tasks ([@B42],[@B43]), we minimize the Kullback--Leibler (KL) divergence to find a low-dimensional (3D Euclidean space in our case) data representation that has the lowest degree of mismatch to the original Hi-C data (which can be considered in high-dimensional space). We use *P*~*i*~ to denote the neighborhood system of ψ~*i*~ in Hi-C space and *Q*~*i*~ to denote the neighborhood system of *s*~*i*~ in 3D Euclidean space. Moreover, we add a conformational energy term *C*~2~ to ensure that the modeled structures have high energy stability. That is, the overall cost function *C* is defined as$$\documentclass[12pt]{minimal}
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}{}\begin{equation*} C=C_1+\lambda _E C_2, \end{equation*}\end{document}$$$$\documentclass[12pt]{minimal}
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}{}\begin{equation*} C_1=\sum _i KL(P_i \Vert Q_i)=\sum _i \sum _j p_{ij} \log \frac{p_{ij}}{q_{ij}}, \end{equation*}\end{document}$$$$\documentclass[12pt]{minimal}
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}{}\begin{equation*} C_2= \sum _m \pi ^{(m)}E^{(m)}, \end{equation*}\end{document}$$where *E*^(*m*)^ stands for the conformational energy of the *m*-th conformation in the ensemble and λ~*E*~ stands for the coefficient that weighs the relative importance between the data term representing the fitness of Hi-C data and the energy term. More details about the optimization of the above cost function *C* can be found in [Supplementary Methods](#sup1){ref-type="supplementary-material"}.

Taking a deeper look at *C*~1~, it is obvious that KL divergence is not symmetric ([@B43]). From a different perspective, $\documentclass[12pt]{minimal}
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}{}$\log \frac{p_{ij}}{q_{ij}}$\end{document}$ represents a mismatch term and *p*~*ij*~ can be regarded as the weighting factor of such a mismatch term. This observation means that, there is a relatively large cost to use points far from each other (i.e. with small *q*~*ij*~) in 3D Euclidean space to represent nearby genomic loci (i.e., with large *p*~*ij*~) in Hi-C space, while it is of relatively small cost to use nearby points to represent two genomic loci far away in Hi-C space. In other words, GEM aims to preserve local structure when mapping from Hi-C space into 3D Euclidean space. This merit of retaining local structure particularly meets the requirement of 3D chromatin structure modeling, as Hi-C data exactly reflect the topological properties of local structures of chromosomes. In addition, it is reasonable to associate pairs of genomic loci with higher interaction frequencies with more confidence during the modeling process.

Inference of the relationships between Hi-C interaction frequencies and spatial distances {#SEC2-2}
-----------------------------------------------------------------------------------------

Once the chromatin structures are reconstructed, the distances between individual pairs of genomic loci can be determined. The zeros in the Hi-C interaction frequency matrix generally indicate missing or undetected values, and cannot be used to infer the relationships between Hi-C interaction frequencies and spatial distances. Thus, we only consider a set of the distances of the pairs of genomic loci whose Hi-C interaction frequencies are larger than zero, defined as *D* = {*d*~*i*~, *i* = 1...*n*~*D*~}, where *n*~*D*~ denotes the size of *D*. Suppose that the corresponding set of interaction frequencies of *D* is defined as *F* = {*f*~*i*~, *i* = 1...*n*~*D*~}. Then, we can perform curve fitting on data pairs {(*d*~*i*~, *f*~*i*~), *i* = 1...*n*~*D*~} to derive a concrete function $\documentclass[12pt]{minimal}
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}{}$f=\mathcal {F}(d,\beta )$\end{document}$ that best describes the relationships between Hi-C interaction frequencies and spatial distances, where β denotes the parameters of the function model. To implement curve fitting, we optimize the nonlinear least-squares by the Trust-Region-Reflective Least Squares algorithm ([@B44]), that is,$$\documentclass[12pt]{minimal}
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}{}\begin{equation*} \min _{\beta } \sum _i^{n_D} (f_i-\mathcal {F}(d_i,\beta ))^2. \end{equation*}\end{document}$$Also, the goodness of curve fitting is evaluated by the root-mean-square error (RMSE), that is,$$\documentclass[12pt]{minimal}
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}{}\begin{equation*} {\rm RMSE}= \sqrt{\frac{1}{n_D}\sum _i^{n_D} (f_i-\mathcal {F}(d_i,\beta ))^2}. \end{equation*}\end{document}$$In addition, we argue that making specific assumptions about the form of the relation function $\documentclass[12pt]{minimal}
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}{}$\mathcal {F}$\end{document}$ is not advisable, which is also validated in our experiment (Figure [5](#F5){ref-type="fig"}). Thus, here, the form of relation function is determined mainly based on the fitness to data which is measured by RMSE. Specifically, we use several common function forms (e.g., power model $\documentclass[12pt]{minimal}
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}{}$\mathcal {F}_{\rm power}= \beta _1 d^{\beta _2}$\end{document}$ or gaussian model $\documentclass[12pt]{minimal}
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}{}$\mathcal {F}_{\rm gaussian}= \beta _1 e^{-(\frac{d-\beta _2}{\beta _3})^2}$\end{document}$) to fit the data and select the one with the lowest RMSE.
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}{}$\mathcal {F}$\end{document}$ is inferred as mentioned above, we can use it to back compute the interaction frequencies of the pairs of genomic loci whose Hi-C data are missing or undetected (i.e., the experimentally measured interaction frequencies are zero). Because the reconstructed chromatin structures include full spatial information of the whole chromosome, we can easily obtain the spatial distance of any pair of genomic loci whose Hi-C interaction frequency is missing or undetected and then apply $\documentclass[12pt]{minimal}
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RESULTS {#SEC3}
=======

Validation on simulated Hi-C data {#SEC3-1}
---------------------------------

We first validated the modeling performance of GEM on the simulated Hi-C data (see [Supplementary Methods](#sup1){ref-type="supplementary-material"}). The simulated Hi-C data were then fed into GEM to reconstruct the chromatin structures. We tested GEM on different simulated Hi-C maps which were generated by varying a wide range of parameter settings during the simulation process (Figure [2](#F2){ref-type="fig"}, [Supplementary Figures S2--S4](#sup1){ref-type="supplementary-material"}). Here, we evaluated the Pearson correlations between the distance matrices of our reconstructed models and the original conformations that were used to generate the simulated data. We also compared the modeling performance of GEM to that of three other reconstruction methods, including the MDS ([@B29],[@B30]) based model, ChromSDE ([@B17]) and ShRec3D ([@B18]). As our simulation process did not consider the sequence content (e.g., GC content) of chromatin structures, here we did not include BACH ([@B16]) in the comparison tests on simulated Hi-C data. All the validation tests on synthetic Hi-C data generated by a variety of conditions showed that GEM achieved the best modeling performance in terms of the closeness to the original structures that were used to generate the simulated data (Figure [2A](#F2){ref-type="fig"}, [Supplementary Figures S2A, S3A and S4A](#sup1){ref-type="supplementary-material"}).

![The validation results on the simulated Hi-C data, which were generated according to different settings of the trapping rate α~*t*~ (see [Supplementary Methods](#sup1){ref-type="supplementary-material"}). (**A**) The comparisons of Pearson correlations between GEM and other modeling methods, including the MDS ([@B29],[@B30]) based model, ChromSDE ([@B17]) and ShRec3D ([@B18]). (**B** and **C**) show the typical examples of the simulated Hi-C maps and the corresponding distributions of the simulated interaction frequencies as α~*t*~ increases, respectively. In the simulated Hi-C maps, the axes denote the genomic loci (1 Mb resolution) and the values of the entries indicate the simulated interaction frequencies. In the histograms, the x axes denote the interaction frequencies obtained from the Hi-C maps and the y axes denote the numbers of data points falling into individual interaction frequency intervals.](gky065fig2){#F2}

Validation on experimental Hi-C data {#SEC3-2}
------------------------------------

We then evaluated the modeling performance of GEM on experimental Hi-C data ([@B7],[@B14]). We first used Pymol ([@B45]) to visualize the overall ensemble of the chromatin conformations reconstructed by GEM, taking human chromosome 14 at a resolution of 1 Mb as an example (Figure [3A](#F3){ref-type="fig"}). The modeled 3D organizations of chromosomes can provide a direct and vivid visualization about the 3D spatial arrangements of chromosomes, which may offer useful mechanistic insights about the 3D folding of chromatin structure and its functional roles in gene regulation. Through simple visual inspection of the ensemble of four chromatin conformations reconstructed by GEM (Figure [3A](#F3){ref-type="fig"}), we observed that they displayed similar but not identical 3D spatial organizations. In addition, we found that they are all organized into alike obvious isolated regions that agreed well with those identified from the Hi-C map. Such consistency of domain partition also suggested the reasonableness of the chromatin conformations reconstructed by GEM. Also, the similar domain partitions of different conformations were consistent with the previous studies ([@B28],[@B46],[@B47]) that topological domains are hallmarks of chromosomal conformations in spite of their dynamic structural variability.

![The chromatin structure modeling results on human chromosomes under 1 Mb resolution. (**A**) Visualization of the computed ensemble of human chromosome 14. The four conformations {*s*^(1)^, *s*^(2)^, *s*^(3)^, *s*^(4)^} in the derived ensemble are shown in red, blue, green and orange, respectively. The middle shows the superimposition of all four conformations, which were all aligned using the singular value decomposition (SVD) algorithm ([@B54]). The three large isolated regions (α, β, γ) which can be facilely distinguished from the reconstructed 3D conformations were consistent well with those detected based on the original Hi-C map (see (C)). (**B**) The 10-fold cross-validation results for human chromosome 14, in which the scatter plot of the reconstructed Hi-C data derived from the modeled structures vs. the original Hi-C data is shown. (**C, D**) The original interaction frequency map derived from experimental Hi-C data and the reconstructed Hi-C map predicted by the modeled structures for human chromosome 14 in the 10-fold cross-validation results, respectively. In the Hi-C maps, the axes denote the genomic loci (1 Mb resolution) and the values of the entries indicate the experimentally measured (**C**) and predicted (**D**) interaction frequencies, respectively. (**E**) Bar graph depicting mutual validation by two sets of experimental Hi-C data for individual 23 human chromosomes, which were collected using two different restriction enzymes (i.e., HindIII vs. NcoI), respectively. (**F**, **G**) Comparison results between different modeling methods, in terms of the agreement between experimental and predicted Hi-C data and the conformational energy, respectively.](gky065fig3){#F3}

Next, we performed a 10-fold cross-validation procedure to assess the modeling performance of GEM on experimental Hi-C data (see [Supplementary Methods](#sup1){ref-type="supplementary-material"}). Our 10-fold cross-validation on human Hi-C data demonstrated that GEM was able to reconstruct accurate 3D chromatin structures that agreed well with the hold-out test data. For example, the predicted Hi-C data of human chromosome 14 inferred from the reconstructed conformations were consistent with the original experimental Hi-C data, with the Pearson correlation above 0.93 (Figure [3B](#F3){ref-type="fig"}--[D](#F3){ref-type="fig"}).

We also conducted a mutual validation based on different Hi-C datasets collected from distinct experimental platforms. In particular, we chose two Hi-C datasets ([@B7]) that were collected using two different restriction enzymes (i.e., HindIII versus NcoI). These two datasets were fed into GEM separately and their modeling results were then evaluated by cross examining the correlations between the chromatin structures reconstructed from individual datasets. Such a mutual validation indicated that GEM was able to elucidate accurate chromatin structures that were consistent with the other independent dataset, achieving the Pearson correlations of distance matrices close or \>0.8 (Figure [3E](#F3){ref-type="fig"}).

In the above cross-validation tests, we also compared the modeling results of GEM to those of other existing methods, including the the MDS ([@B29],[@B30]) based model, BACH ([@B16]), ChromSDE ([@B17]) and ShRec3D ([@B18]). The comparisons demonstrated that GEM outperformed other four modeling methods, in terms of the Pearson correlation between the reconstructed interaction frequency data and the original experimental Hi-C data (Figure [3F](#F3){ref-type="fig"} and [Supplementary Figure S5](#sup1){ref-type="supplementary-material"}). Here, the reconstructed Hi-C maps for the other modeling methods were computed according to their hypothesis functions (MDS based model, ChromSDE and ShRec3D) or distributions (BACH) on the relationships between interaction frequencies and spatial distances between genomic loci. In addition, since our method also considered the conformational energy term during the modeling process, its reconstructed structures had significantly lower energy than those modeled by other four approaches (Figure [3G](#F3){ref-type="fig"}), which implied that GEM can yield biophysically more reasonable spatial representations of the observed Hi-C data.

Taken together, the above validation tests on experimental Hi-C data demonstrated that GEM can outperform other existing modeling methods, and reconstruct an ensemble of more accurate and biophysically more reasonable 3D organizations of chromosomes.

Validation on FISH data {#SEC3-3}
-----------------------

In addition to the cross-validation tests on experimental Hi-C data, we also verified the modeled chromatin structures using a sparse set of known pairwise distance constraints between genomic loci driven by the FISH imaging techniques (Figure [4](#F4){ref-type="fig"}). In particular, we first examined the agreement between the chromatin structures reconstructed by GEM and the sparse FISH distance constraints obtained from the previously known studies ([@B7],[@B37],[@B38]), which included ARS603-ARS606, ARS606-ARS607, ARS607-ARS609 on yeast chromosome 6 and L1-L3, L2-L3, L2-L4 on human chromosome 14 (Figure [4](#F4){ref-type="fig"}). We compared the average distances between genomic loci driven from the FISH imaging data and our reconstructed models. In addition, we also analyzed the feasibility of the pairwise spatial distances between genomic loci predicted by GEM based on the relative sequence distances and corresponding compartmentalization information ([@B7]). On yeast chromosome 6 (Figure [4A](#F4){ref-type="fig"}), the reconstructed distance between ARS603 and ARS606 was relatively larger than those of other pairs, which was consistent with the fact that the pair ARS603-ARS606 crosses two different compartments (A and B), while the other two pairs (i.e., ARS606-ARS607 and ARS607-ARS609) are located within the same compartment (B). In the same compartment (B), the reconstructed distance between ARS606 and ARS607 was less than that between genomic loci ARS607 and ARS609, suggesting that a pair of genomic loci with small sequence distance preferentially stay close in space, which was also consistent with the previous studies ([@B5],[@B37]). On human chromosome 14 (Figure [4B](#F4){ref-type="fig"}), the reconstructed distance between genomic loci L1 and L3 was notably smaller than that between L2 and L3, which agreed with the fact that, L2 and L3 are closer along the sequence but belong to different compartments (L2 in B and L3 in A), while L1 and L3 are further far away along the sequence but belong to the same compartment (A).

![The validation results on the known pairwise distance constraints derived from the FISH imaging data of yeast and human. (**A**) The validation results on the FISH imaging data of yeast chromosome 6. ARS603, ARS606, ARS607 and ARS609 lie consecutively along the chromosome. The genomic distance intervals of ARS603, ARS606, ARS607 and ARS609 are 103, 32 and 56 kb, respectively. ARS603 belongs to compartment A, while the other three loci belong to compartment B. (**B**) The validation results on the FISH imaging data of human chromosome 14. L1, L2, L3 and L4 lie consecutively along the chromosome. The genomic distance intervals of L1, L2, L3 and L4 are 23, 22 and 19 kb, respectively. L1 and L3 belong to compartment A, while L2 and L4 belong to compartment B. In (A) and (B), top shows the schematic illustrations of the locations of genomic loci used in the validation. Compartment partition was performed based on the eigenvectors of the Hi-C maps computed by principal component analysis (PCA) ([@B7]). Bottom shows the bar graphs depicting the comparisons between the mean distances between genomic loci derived from FISH imaging data and reconstructed by GEM. (**C**--**E**) The validation results on the FISH data ([@B48]) that include FISH distances between 34 TADs on human chromosome 21. (**C**) Visualization of the relative errors between the reconstructed distances by GEM and FISH distances, in which the axes denote the index of TADs and the values of the entries indicate the relative errors. (**D**) Comparison between different models in terms of relative errors between reconstructed spatial distances and FISH distances averaged over all pairs of TADs. (**E**) Red scatter plot shows the inverse Hi-C interaction frequencies between individual pairs of TADs versus their corresponding spatial distances derived from the FISH imaging data, while blue scatter plot shows the inverse Hi-C interaction frequencies between individual pairs of TADs versus their corresponding mean spatial distances computed by GEM.](gky065fig4){#F4}

We also compared our reconstructed distances with the abundant FISH data derived from ([@B48]), which measured the spatial distances between all 34 TADs across human chromosome 21 in single cells (Figure [4C](#F4){ref-type="fig"}--[E](#F4){ref-type="fig"}). We fed the corresponding 40 kb resolution Hi-C data ([@B46]) into GEM to reconstruct the chromosome structures and then computed the spatial distances between the centers of 34 TADs of the reconstructed structures, denoted by *d*~reconstruct~. We used *d*~fish~ to denote the spatial distances derived from FISH between 34 TADs averaged across single cells, and then measured the relative error (RE) values, that is,$$\documentclass[12pt]{minimal}
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}{}\begin{equation*} {\rm RE}= \frac{|d_{\rm reconstruct}-d_{\rm fish}|}{d_{\rm fish}}. \end{equation*}\end{document}$$We visualized the relative errors for all pairs of TADs (Figure [4C](#F4){ref-type="fig"}) and also compared the average relative errors between different modeling methods (Figure [4D](#F4){ref-type="fig"}). GEM significantly outperformed MDS ([@B29],[@B30]) based model, ChromSDE ([@B17]) and ShRec3D ([@B18]). More surprisingly, even without assuming any specific relationship between Hi-C interaction frequencies and spatial distances, our reconstructed distances still closely matched the scatter plot obtained from the FISH data ([@B48]) (Figure [4E](#F4){ref-type="fig"}).

Taken together, the above validation results showed that the chromatin structures modeled by GEM were in good agreement with the known pairwise distance constraints derived from FISH data in terms of both average spatial distances and compartment partition, which further verified the modeling power of our method.

Validation on modeling local topology {#SEC3-4}
-------------------------------------

To test the competence of our framework in modeling local topology, we also ran GEM to reconstruct the structures of the ENCODE ENm008 region containing the α-globin locus on GM12878 cells and K562 cells, respectively. As shown in [Supplementary Figure S7](#sup1){ref-type="supplementary-material"}, the distance between the two ends of the modeled region (i.e. positions 55911--56690 and 402437--418222 on chromosome 16) was 0.4 folds shorter in GM12878 than in K562. It revealed that the compactness of this region in GM12878 was much smaller than K562, which was consistent with the previous reconstructed structures ([@B10],[@B26]) and FISH data ([@B10]). Thus, GEM also works well for modeling local topology at the gene level.

Analysis of the relationships between Hi-C interaction frequencies and spatial distances {#SEC3-5}
----------------------------------------------------------------------------------------

Here, we argued that the specific assumptions about the relationships between Hi-C interaction frequencies and spatial distances in most of previous chromatin structure modeling approaches are not advisable, based on our tests on the simulated Hi-C data, in which the true relationships between interaction frequencies and spatial distances were considered known and thus can be used to examine all possible hypothetical functions defining their relationships. First, the latent relationships between interaction frequencies and spatial distances can be affected by various factors and tend to display different concrete forms despite their similar inverse proportion forms. In addition, the relationships are generally complex and it is usually difficult to describe them by a consensus expression. As validated by the simulated Hi-C data (Figure [5](#F5){ref-type="fig"}), the latent functions between Hi-C interaction frequencies and spatial distances varied on the simulated Hi-C data generated according to different conditions. Moreover, many previous modeling approaches ([@B14]) mainly focused on the reciprocal forms (e.g. *F*∝1/*D*^α^) between interaction frequencies and spatial distances and ignored the proportional factor. Thus, the final modeled structures were merely the scaled models of the true conformation conformations. To obtain the exact true structures, knowledge about the scaling factors was also required in these modeling methods. Here, GEM is able to reconstruct chromatin structures at the true scale by taking both the fitness of Hi-C data and the structure stability measured in terms of conformational energy into consideration during the embedding process.

![Relationships between Hi-C interaction frequencies and reconstructed spatial distances derived based on different test settings of simulated Hi-C data. The purple curves depict the latent relationships between Hi-C interaction frequencies and reconstructed spatial distances derived based on the tests on simulated Hi-C data, which were generated according to different settings of the trapping rate α~*t*~ (**A**), the maximum interaction probability *P*~*m*~ (**B**), the standard deviation of Gaussian function σ (**C**), and the number of cells *N*~*c*~ (**D**), respectively. The blue, orange and green curves show the functions inferred by GEM, the hypothetical function *F*∝1/*D* used in the MDS ([@B29],[@B30]) based model and ShRec3D ([@B18]), and the hypothetical function *F*∝1/*D*^α^ used in ChromSDE ([@B17]), respectively. The root-mean-square error (RMSE) was used to measure the distances between these functions used in the modeling frameworks (shown in blue, orange or green curves) and the latent functions (shown in purple curves), which can be derived from the parameter settings used to generate the simulated Hi-C data.](gky065fig5){#F5}

By comparing the modeled structures with the original Hi-C data (as shown in the dashed box in Figure [1](#F1){ref-type="fig"}), GEM can also infer the latent relationships between interaction frequencies and spatial distances. We used the tests on simulated Hi-C data to demonstrate this point. Specifically, the plotted scatters between the simulated Hi-C interaction frequencies and the spatial distances derived from our modeled structures showed that there existed a certain function between them, which was roughly in a reciprocal form that had been widely accepted in the literature of chromatin structure modeling ([@B7],[@B15],[@B49]). We further estimated the latent functions in more detail by curve fitting into the scatter plots, which is implemented by finding the proper function forms and parameters with the lowest RMSEs (see Materials and Methods) to best interpret the scatters. The comparisons showed that our derived expressions were much closer to the real functions (which can be obtained from the simulated Hi-C data) between Hi-C interaction frequencies and spatial distances than the specific inverse proportion formulas assumed in the previous modeling approaches, including the MDS ([@B29],[@B30]) based model, ShRec3D ([@B18]) and ChromSDE ([@B17]) (Figure [5](#F5){ref-type="fig"}). These results suggested that GEM can accurately capture the latent relationships between Hi-C interaction frequencies and spatial distances without making any specific assumption on the specific forms of their inverse proportion relationships during the structure modeling process.

Next, we analyzed the derived relationships between Hi-C interaction frequencies and spatial distances reconstructed by GEM on experimental Hi-C data (Figure [6](#F6){ref-type="fig"}). Indeed, there existed a certain inverse proportion function between the experimental Hi-C interaction frequencies and the reconstructed spatial distances, which can be confirmed by the goodness of the fitting results measured by the RMSEs. In addition, our investigation showed that chromatin structures from different chromosomes, at different resolutions or from different species can display distinct inverse proportion forms defining the relationships between Hi-C interaction frequencies and reconstructed spatial distances. This result further implied that it would be generally unadvisable to assume the existence of a single consensus expression for the relationships between Hi-C interaction frequencies and spatial distances between genomic loci.

![Relationships between Hi-C interaction frequencies and reconstructed spatial distances derived from the chromatin structures modeled by GEM on experimental Hi-C data. (**A--D**) The latent functions inferred by GEM between Hi-C interaction frequencies and reconstructed spatial distances on human chromosome 13 at 1Mb resolution, human chromosome 14 at 1Mb resolution, a 130Mb-180Mb region of human chromosome 1 at 250 kb resolution, and yeast chromosome 6 at 10 kb resolution, respectively. The functions were obtained by curve fitting to the points representing the pairs of Hi-C interaction frequencies and reconstructed spatial distances in the modeled structures. The expressions of the derived functions and the fitting results measured in terms of the root-mean-square errors (RMSEs) are also shown.](gky065fig6){#F6}

Application of the modeled chromatin structures to recover missing long-range genomic interactions {#SEC3-6}
--------------------------------------------------------------------------------------------------

Most of previous studies mainly used the 3D chromatin structures reconstructed from Hi-C data to visualize and inspect the topological and spatial arrangements among different genomic regions ([@B5],[@B7],[@B11]). The modeled chromatin structures were rarely applied to expand the geometric constraints derived from the original experimental Hi-C data. On the other hand, due to experimental uncertainty, Hi-C data may miss a certain number of long-range genomic interactions or contain extra noisy spatial contacts between distal genomic loci. Nevertheless, the long-range spatial contacts derived from current Hi-C data are generally able to provide a sufficient number of geometric restraints to reconstruct accurate 3D scaffolds of chromosomes. In addition, the conformational energy incorporated in our modeling framework can provide an extra type of restraints to infer biophysically stable and reasonable chromatin structures. For example, conformational energy can provide useful information about the stretching and bending conditions of the chromatin fibres. Thus, the 3D chromatin scaffolds derived by GEM can provide accurate chromatin structure templates to recover those long-range genomic interactions that were missing in the original Hi-C map. This potential application can also be supported by the previous excellent validation results of GEM (Figure [3](#F3){ref-type="fig"}). For example, the 10-fold cross-validation results showed that the reconstructed Hi-C map inferred from the reconstructed conformations derived by GEM was consistent with the hold-out dataset in the original experimental data (Figure [3B](#F3){ref-type="fig"}--[D](#F3){ref-type="fig"}), which basically indicated that the reconstructed structures can also be used to restore the missing long-range genomic interactions from the original input Hi-C data. Also, the additional validation tests on cross-platform Hi-C data demonstrated that the 3D chromatin conformations reconstructed by GEM from one Hi-C dataset can fit well into another independent dataset (Figure [3E](#F3){ref-type="fig"}).

We further used the tests on the Hi-C data ([@B50]) collected from different replicates or platforms to demonstrate the potential application of GEM in the recovery of the missing long-range genomic interactions in the original Hi-C map. We first fed the Hi-C data of one replicate into GEM and then used the Hi-C map from the other replicate to validate the missing loops indicated by the modeled chromatin structures. In particular, we looked into the fraction of missing distal chromatin loops that can be validated through another independent dataset. We found that the missing chromatin loops detected by GEM exhibited much closer spatial contacts than the background (i.e., all the reconstructed distances; rank sum test, *P* \< 1 × 10^−23^; Figure [7A](#F7){ref-type="fig"} and [B](#F7){ref-type="fig"}). In addition, the distributions of the reconstructed distances of missing and known loops (which were present in the Hi-C data of current replicate) were actually close to each other, with the probability plot correlation coefficients \>0.97 (Figure [7A](#F7){ref-type="fig"} and [B](#F7){ref-type="fig"}). These observations imply that the missing chromatin loops in Hi-C maps can be potentially restored by the chromatin structures modeled by GEM.

We also applied the chromatin structures reconstructed by GEM to detect the missing promoter--promoter or promoter--enhancer contacts based on the promoter-other contact map derived from the capture Hi-C technique, a recently developed experimental method to identify promoter-containing chromosome interactions at the restriction fragment level ([@B51]). In capture Hi-C experiments, typically two types of long-range genomic interactions can be observed, i.e., promoter--promoter contacts and promoter-other contacts, depending on whether both ends of the DNA fragments are captured by the promoter regions in the genome. In general, the promoter-other contacts dominate the total number of the interaction frequencies detected by capture Hi-C. Here, we fed all the promoter-other contacts derived from the capture Hi-C data ([@B51]) into GEM, and then used the independent Hi-C datasets including conventional Hi-C data ([@B50]) and promoter--promoter contacts which were also derived from capture Hi-C experiments ([@B51]), to validate those missing long-range genomic contacts recovered by the reconstructed structures. Considering that the distal genomic contacts with more interaction frequencies in Hi-C maps tend to reflect the topological properties of genomic structures with more confidence, here we mainly examined the top 5, 25 and 50 missing promoter--promoter contacts with the highest interaction frequencies in the validation Hi-C data (Figure [7C](#F7){ref-type="fig"} and [D](#F7){ref-type="fig"}). In addition, we used the promoter--enhancer contacts identified by PSYCHIC ([@B52]) from the conventional Hi-C data ([@B50]) to verify the missing distal contacts indicated from the reconstructed structures (Figure [7E](#F7){ref-type="fig"}). Our analysis results showed that these recovered promoter--promoter interactions displayed significantly shorter spatial distances than the background of all reconstructed spatial distances (Figure [7C](#F7){ref-type="fig"}--[E](#F7){ref-type="fig"}; rank sum test, *P* \< 5 × 10^−4^). These results indicated that GEM can be potentially applied to recover the missing long-range genomic interactions caused by the sparsity of the capture Hi-C data.

![Application of the chromatin structures reconstructed by GEM into the recovery of missing long-range loops or contacts. (**A**, **B**) The recovery results on the missing loops on human chromosome 19 in the GM12878 cell line at 5 kb resolution from the Hi-C data of replicate 1 and replicate 2 ([@B50]), respectively. The orange curves represent the distributions of known loops (which were present in the Hi-C data of current replicate), while the blue curves represent the distributions of missing loops (which were missing in current replicate but present in the other replicate). The purple curves show the background distributions, i.e., the distributions of spatial distances in the reconstructed structures. The HiCCUPS algorithm ([@B50]) implemented in the Juicer tools ([@B55]), with 0.1% FDR, was used to call chromatin loops from Hi-C maps. (**C**--**E**) The recovery results on the missing promoter--promoter and promoter--enhancer contacts on human chromosome 19, using the chromatin structures reconstructed by GEM based on the promoter-other contacts derived from the capture Hi-C data ([@B51]). The purple curves show the background distributions, i.e. the distributions of all the reconstructed spatial distances (as in (A, B)), while the other curves represent the distributions of the promoter--promoter or promoter--enhancer contacts that were missing in the input promoter-other capture Hi-C data ([@B51]) but present in an independent Hi-C map (C), the promoter--promoter contacts derived from another capture Hi-C data (D), or the promoter--enhancer contacts identified by PSYCHIC ([@B52]) from an independent Hi-C map ([@B50]), all of which were also called the validation Hi-C data. In (C) and (D), the blue, orange and green curves represent the distributions of the top 5, 25 and 50 missing promoter--promoter contacts which had the highest interaction frequencies in the validation Hi-C data. In Panels (**F**), the blue curve represents the distribution of the missing promoter--enhancer contacts in the validation Hi-C data. (**F, G**) Two examples on the recovered promoter--enhancer (F) or promoter--promoter (**G**) contacts on human chromosome 19 of the GM12878 cell line that were recovered from the chromatin structures reconstructed by GEM from one Hi-C dataset and can be validated by another independent Hi-C dataset. The recovered loops are shown by orange linkers on the bottom, while the connected promoter and enhancers regions (which were annotated using the combination of ENCODE Segway ([@B56]) and ChromHMM ([@B57]) as in ([@B58])) are shown in blue and green, respectively. Among the lists of chromatin features, H3K27 and DNase-seq signals indicate the active and accessibility states of both ends of chromatin loops, while the states of promoters and enhancers are marked by H3K4me3 and H3K4me1, respectively. All ChIP-seq and DNase-seq data were obtained from the ENCODE portal ([@B59]). The human reference genome GRCh38/hg38 was used.](gky065fig7){#F7}

Careful examination of these missing loops indicated that they were of comparable biological importance to those known chromatin loops, and can also be well supported by the known evidence derived from available chromatin features. For example, the two missing chromatin loops involving promoter--enhancer and promoter--promoter interactions were also consistent with different epigenetic profiles, including chromatin accessibility and histone modification markers H3k27ac, H3k4me3 and H3k4me1 (Figure [7F](#F7){ref-type="fig"} and [G](#F7){ref-type="fig"}). In addition, we observed a similar level of the enrichment of functional elements (e.g., H3K27ac, H3k4me3 and H3k4me1 signals, DNA accessible regions, annotated promoter and enhancer regions) in both missing and known chromatin loops ([Supplementary Table S2](#sup1){ref-type="supplementary-material"}). All these results also demonstrated that the chromatin conformations reconstructed by GEM can provide useful structural templates to recover those missing long-range genomic interactions from the original Hi-C data.

DISCUSSION {#SEC4}
==========

In this paper, we have developed a novel manifold learning based framework, called GEM, to reconstruct the 3D spatial organizations of chromosomes from Hi-C interaction frequency data. Under our framework, the 3D chromatin structures can be obtained by directly embedding the neighboring affinities from Hi-C space into 3D Euclidean space, and integrating both Hi-C data and conformational energy. Extensive validations on both simulated and experimental Hi-C data of yeast and human demonstrated that GEM can provide an accurate and robust modeling tool to derive a physically and physiologically reasonable 3D representations of chromosomes.

To our best knowledge, our work is the first attempt to exploit the chromatin structure modeling methods to recover long-range genomic interactions that are missing from original Hi-C data. Here, the ability to recover the missing long-range genomic interactions not only demonstrated a novel extended application of GEM but also provided a strong evidence corroborating the superiority of GEM in terms of physical and physiological reasonability.

Similar to many other computational methods for modeling 3D chromatin structures from interaction frequency data, GEM also faces several technical challenges, e.g., parameter selection and computational efficiency. In GEM, only one parameter (i.e., the coefficient of the energy term λ~*E*~) need to be chosen for an input Hi-C dataset. It can be determined by an automatic parameter tuning method employed in our framework. In practice, due to the robustness of GEM, the default setting for this parameter often works well for most occasions, which can save the running time required in parameter selection. Considering that GEM takes a multi-conformation optimization strategy which is usually a time-consuming process, we suggest using a small number of conformations in the ensemble for those tasks with relatively large datasets (e.g., high-resolution Hi-C data) or applications that pay less attention to structural diversity of chromatin structures (e.g. recovery of missing long-range genomic interactions). In principle, more parallel computational schemes can also be employed to further accelerate the optimization process. When applying GEM to recover missing genomic interactions for high-resolution Hi-C and capture Hi-C data, we only demonstrated the distributions of the reconstructed spatial distances for those missing contacts (Figure [7](#F7){ref-type="fig"}). In the future, we will further extend GEM to infer the interaction counts of missing contacts under the scenario of extremely sparse Hi-C data.

DATA AVAILABILITY {#SEC5}
=================

The GEM model and the analysis data files can be downloaded from <https://github.com/mlcb-thu/GEM>. The Hi-C data of yeast can be downloaded from Duan *et al.* ([@B14]) (<http://noble.gs.washington.edu/proj/yeast-architecture/sup.html>). The Hi-C data of human used for model validation can be downloaded from NCBI GEO GSE18199 ([@B7]) and NCBI GEO GSE48262, and the normalized version can be downloaded from Yaffe *et al.* ([@B53]) (<http://compgenomics.weizmann.ac.il/tanay/?page_id=283>). The FISH data which measured the spatial distances between all 34 TADs across human chromosome 21 in single cells and the corresponding Hi-C data can be downloaded from [www.sciencemag.org/cgi/content/full/science.aaf8084/DC1](http://www.sciencemag.org/cgi/content/full/science.aaf8084/DC1) and <http://chromosome.sdsc.edu/mouse/hi-c/download.html>, respectively. The Hi-C data and capture Hi-C data of human used for the recovery test are available in NCBI GEO GSE63525 and ArrayExpress E-MTAB-2323, respectively.
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