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Abstract  
This note proposes a symmetric majority network as an energy function in discrete problem solving. As in the Lyapunov function in non-
linear dynamical systems, the energy function can show convergence on stable fixed points. Similarly, the symmetric majority network, 
when mapped properly, can show convergence on the solution. The state transition process to the solution can also indicate a problem-
solving process. As an example of discrete problem solving, a matching problem is adopted and the problem-solving process will be 
visualized by a simulation of a mapped majority network. The stable marriage problem, size 3 and size 4 in part, is considered and the 
majority network is extended to solve it. 
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1. Introduction 
Stability analysis of non-linear dynamical systems requires an ad-hoc construction of a kind of energy function, called 
Lyapunov function (e.g., 1, 2). There is no systematic way to find the Lyapunov function for non-linear systems, and indeed, 
the function still remains to be found for most non-linear systems. However, once found, the Lyapunov function plays a 
critical role in stability analysis. For example, when the Lyapunov function is expressed (such as a quadratic form of the 
state variables) for the target non-linear system, the state of the non-linear system is shown to converge on a fixed point with 
a scope of attraction (an attractor with a basin). 
On the other hand, a majority network with symmetric interaction (MN) has attractors with period one or two3, 4, 
similarly to the Lyapunov function. MN is a kind of networked automaton where all the automata determine the next state 
by majority decision rule. If we regard the majority network as a discrete version of the Lyapunov function, many discrete 
problems could be solved by mapping them to a majority network. 
This note proposes that MN can be used as an energy function in discrete problem solving. As in the Lyapunov function 
in non-linear dynamical systems, the energy function allows us to show convergence on stable fixed points. Similarly to the 
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Lyapunov function, the symmetric MN, when mapped properly, can show convergence on the solution as well as the 
problem-solving process. As an example of discrete problem solving, a matching problem is adopted and the problem-
solving process will be visualized by a simulation of mapped MN. 
Section 2 presents the majority network as a specific networked automaton, which is stable in the sense of having 
attractors with only period one and two. The balance condition for a majority network to have an attractor with period two is 
also presented by a generalized bipartite graph. We will point out that a majority network can be considered as a Lyapunov 
function in problem solving. Section 3 introduces a matching problem as an example to be solved by the majority network: 
the stable marriage problem (SMP). SMP is mapped to a majority network. It is well known that SMP has two extreme 
stable solutions (man-optimal matching and woman-optimal matching). The two extreme solutions in SMP can be found to 
correspond to the attractor with period two and that with period one when the two extreme solutions coincide. Section 4 
presents the cases when the proposed MN does not work for solving the SMP with size 3 and 4. A graphical structure has 
been characterized for the size 3 SMP, however, it remains to be characterized for size 4. 
 
Nomenclature 
SMP stable marriage problem  
MN majority network with symmetric interaction 
 
2. Majority network 
In a mathematical formulation, the networked automaton consists of three elements (N, E, R) where N is a set of 
automata (expressed as nodes), E is a set of connections among automata (expressed as edges), and R is a set of rules of the 
interaction among automata. The majority network is a kind of networked automaton similar to the well-known cellular 
automaton. However, unlike the cellular automaton, majority networks can have any graphical structure and each node 
decides the next state only by the majority rule. Majority networks (with symmetric interactions) can be defined as follows. 
 
Definition (Majority Networks3, 4) 
The majority network is a networked automaton (N, E, R) where R is the majority decision rule: each automaton 
determines its next state as the state of the majority number of the connected automata. For tie breaks, if the two states 
requiring a tie break are not the same state as the current state of the automaton, then randomly choose any of the two. If one 
of the two states requiring a tie break is the same as the current state of the automaton, then the automaton remains in that 
state in the next step, too. 
 
Majority networks have several interesting properties; we focus here on their stability. Any majority networks defined 
above will converge on either a fixed point (attractor with period one) or an alternating state (attractor with period two), 
regardless of the graphical structure and the number of states allowed3, 4. 
This property (stability) reminds us of the energy function or Lyapunov function, both of which have a quadratic form 
used to show the stability of equilibrium points in non-linear systems when the trajectory can be successfully mapped to a 
quadratic form so that the form converges on zero. This paper proposes a new style of discrete problem solving where 
majority networks are used instead of Lyapunov functions. 
2.1. Stability in a Symmetric Majority Network 
Majority networks have two attractors: the attractor with period one (fixed point) and the attractor with period two. 
Starting from any initial state, the states of the majority network will converge on either attractor. The graph of the 
theoretical condition for the existence of the attractor with period two can be visualized by using the concept of a 
generalized bipartite graph. Let us use two types of degree: 
 
Definition (inner-degree and outer-degree in a bipartite graph) 
Inner-degree (i-degree) is the number of edges with the nodes in the same part, and outer-degree (o-degree) is that with 
the nodes in the other part. 
 
Definition (a generalized bipartite graph) 
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A generalized bipartite graph consists of two parts such that each node in the generalized graph must satisfy the condition 
that the o-degree is greater than the i-degree. 
 
Note that the conventional bipartite graph also satisfies this condition. That is, the i-degree of all the nodes is zero, while 
the o-degree is greater than one. 
 
Theorem (condition for existence of attractors with period two by a generalized bipartite graph) 
If a symmetric majority network with binary state can be configured as a generalized bipartite graph, then the majority 
network has an attractor with period two. 
 
Proof 
By assigning one value (say, 1) to the nodes in one part and another value (0) to the nodes in another part, the state of the 
majority network oscillates, with the state of each node alternating due to the definition of the generalized bipartite graph 
and majority decision rule. 
 
This theorem obviously indicates the initial condition to enter the attractor with period two: that is, one value for one part 
and another value for another part (Fig. 1). Fig. 1 shows an example of a generalized bipartite graph. As a majority network, 
the states are assigned as an attractor with period two. 
         
3. Stable marriage problem solved by majority network 
3.1. Stable marriage problem: a discrete matching problem 
The Stable Marriage Problem (SMP)5-8 assumes N women and N men each of whom has an ordered preference list (or 
ranking) without ties over all the individuals of the opposite gender. That is, the preference ordering is complete and strict. 
 
Example 1. (a 4 by 4 instance of SMP) 
An instance of the SMP can be specified by two ranking matrices. For example, consider an SMP instance as shown by 
Tables 1 (a) and (b). As in Table 1 (a), the woman w1 has the ordered preference list (m4, m1, m2, m3), which means w1 
likes m4 best, and she prefers m4 to m1, m1 to m2, and m2 to m3. With two sets of 4 women and 4 men whose preferences 
are as specified by Table 1 (a) and (b) respectively, let us consider the following two matchings Mu and Ms: 
 
 Mu = {(w1, m4), (w2, m2), (w3, m3), (w4, m1)} 
Ms = {(w1, m1), (w2, m2), (w3, m3), (w4, m4)} 
 
In the matching Mu, the two pairs (w1, m4) and (w4, m1) are blocked by the pair (w4, m4), for m4 prefers w4 to the 
current partner w1, and w4 also prefers m4 to the current partner m1, thus making Mu unstable. By exchanging the partners 
in the two pairs (w1, m4) and (w4, m1), the stable matching Ms is obtained. The SMP seeks stable matching, that is, 
matching without blocking pairs. 
Fig. 1. An example of a generalized bipartite graph with initial condition after which the state will oscillate (attractor with period two). The state 
is indicated by the colour. 
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3.2. Designing an energy function by the majority network 
Let us first formalize a majority network to accommodate instances of the SMP. For a given SMP with n women and n 
men with two preference lists from women to men and men to women, we will consider a majority network with 2n nodes 
(n nodes corresponding to women and the other n nodes to men). Each node is labeled with the same label as women and 
men. However, for the state of each automaton, we involve not only the label of the node but also the label of the current 
partner, and the unordered pair of two labels is considered to be the state. The label for the individual is put close to the 
node but outside of the node, while the label for the current partner is put inside of the node. The individual labels do not 
change, however, the partner labels change as the majority network changes its state. Because of these two labels for each 
node, we call the node bi-labeled: one for the individual (called owner) and another for the current partner (called renter). 
The generalized state is specified by the combination of the owner and the renter. The renter can change in the state 
transition. In the majority network we are formalizing, all the nodes are bi-labeled. The bi-directed arcs (equivalent to 
edges) are weighted with the affinity defined as follows: A(mi, wj) = N + 1 − R(mi, wj), where R(mi, wj) is the rank of mi to wj, 
varying from N to 1 as the rank changes from 1 to N. 
The weight with arrow indicates the affinity of the person corresponding to the label of nodes where the weights are 
indicated close to the nodes. In the majority decision rule of each automaton (node), the number of the weight is counted as 
if the same number of nodes (hence states) are existing. 
Next, let us specify the initial state assigned to each node in the majority network mapped from an SMP instance. The 
initial state can be naturally specified by assigning the label of the first preferred person of the person labeled on the node. If 
there is no duplication of the first preference person, we will refer to this situation in preference lists as no first preference 
competitors. If there are no first preference competitors for both the women side and the men side, then the following 
theorem holds. The Gale-Shapley algorithm guarantees that both man-optimal (woman-pessimal) stable matching and 
woman-optimal (man-pessimal) stable matching exist. Hence there are two cases: one solution (when the man-optimal 
solution is identical with the woman-optimal solution) or more than two solutions including the woman-optimal solution 
and a distinct man-optimal solution. The next theorem shows that the network will converge on the attractor with period one 
in the former case (one solution), and the network will converge on the attractor with period two in the latter case (switching 
the man-optimal and the woman-optimal). 
 
Lemma (cross belt preference) 
For a majority network with two women and two men, the state will converge on the attractor with period two alternating 
women’s optimal and men’s optimal in both sides if the first preference arcs form a simple cycle visiting the four nodes. 
 
Proof 
Suppose otherwise, and for the state corresponding to a pair, there exists a blocking pair. 
Remark 
The above lemma can be regarded as the N = 2 case (Fig. 2 (b)) for the next general theorem (Fig. 2 (c)). The N = 1 case 
(Fig. 2 (a)) is the trivial SMP with single woman and single man where the mapped majority network is composed of two 
nodes forming one cycle of length two, but the attractor is obviously the one with period one. 
 
Theorem (cross belt preference) 
For a majority network with N women and N men, the state will converge on the attractor with period two alternating 
women’s optimal and men’s optimal in both sides if the first preference arcs form a simple cycle visiting the 2N nodes. 
Proof 
Omitted (by a mathematical induction with respect to the size N). 
 
Table 1.  The ranking from women to men (a) and that from men to women (b) 
 
(a)                                             (b)                                         
 1st 2nd 3rd 4th   1st 2nd 3rd 4th 
w1 m4 m1 m2 m3  m1 w1 w2 w3 w4 
w2  m4 m1 m2 m3  m2 w1 w2 w3 w4 
w3 m2 m4 m3 m1  m3 w1 w2 w3 w4 
w4 m3 m4 m2 m1  m4 w4 w1 w3 w2 
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Without the first preference competitors, the function from a set of women (men) to their first preferred man (woman) 
forms a bijection, hence all the states appear for both parts of the nodes in the initial setting. This mutual selection from both 
sides reminds one of Adachi’s characterization of stable matchings where he used mutual maximization with respect to 
woman and man, while it is also a mutual constraint9, which he considered to be similar to the Nash equilibrium. 
If there are first preference competitors, we need a different scheme for setting the initial state in the majority network, 
otherwise two persons share the label of the partner, which means that one label is missing as the partner. As we know from 
the character of the majority network, only those states that appear in the initial state can remain as the converged state (that 
is, no new state is born in the transient or convergent state). 
3.3. Extended majority network with sub-nodes in a house (box) 
The extended model can have N-1 sub-nodes other than the main node that holds the first preference name of the 
opposite gender as the initial node state. Each sub-node, as a state, holds from the second-preferred to the last-preferred 
name of the opposite gender as an initial state. These nodes are contained in a box (a generalized node called a house) where 
the label beside the box is the name of the generalized node (called the owner of the house) which remains fixed throughout 
the state transition of the extended MN. The main node and sub-nodes in a box are labeled by k-th where k is the rank R(pi, 
pj) with pi the label of the box (owner of the house) and pj the state of nodes in the box (called renter). That is, k = 1 for the 
main node and k = 2, …, N for sub-nodes (called k-th sub-node). While the owner remains unchanged, the renter can change 
by state transition caused by the majority rule. 
The state of the extended MN is considered to be a pair of owner’s name (of a box containing the main node and sub-
nodes) and the node state (state in the node). Matchings consisting of all the pairs with a woman’s (man’s) name as an 
owner are indicated as MD (MH). 
For calculating the majority, each edge between nodes ij is weighted with the following weight Wij: 
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where N is the size of the SMP and wij is an integer ranging from N2 to 1 reflecting kth of nodes ij (larger wij for smaller k) 
and the rank between the owner of the nodes ij (larger wij for smaller the rank). Thus, wij= N2 for the main nodes ij where the 
owners of the nodes ij mutually likes highest. 
In the extended majority network, the state of nodes (main node and sub-nodes) will change to the majority state of nodes 
which are adjacent to the node of interest. The state consists of not only the node state but also the owner’s name combined. 
That is, among the adjacent nodes, only nodes with the state equal to the owner’s label will be counted in determining the 
(a)                                                                       (b)                                                                     (c) 
 
Fig. 2. An example of a generalized bipartite graph with initial condition after which the state will oscillate (attractor with period two). The state is 
indicated by the colour. 
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majority state. Fig. 3 shows an extended MN of an instance of the size 2 SMP in Table 2, where solid edges are incident to 
main nodes and dotted edges are incident to sub-nodes. 
 
 
 
 
 
Table 2. An instance of the size 2 SMP 
 
 
 
 
 
 
 
 
 
 
 
 
In executing majority rule, among the nodes adjacent to the node whose state is of interest, weights only from the nodes 
whose state (a renter) is the same as the label of the box of the node of interest are summed up. In Fig. 4, which depicts a 
majority counting of an instance of the size 2 SMP shown in Table 2, if the main node of the box m1 is of interest, then all 
the nodes in the boxes w1 and w2 are adjacent to the node of interest. However, only from the sub-node m1 in the box w1 
and the main node m1 in the box w2 are considered, for the node of interest is in the box m1; hence, the generalized state 
(w1, m1) must include m1, although w1 can change. Thus, only (m1,w1) and (m1,w2)4 are considered, and hence 
(m1,w2) wins by the majority rule and the main node of the box owned by m1 will change from w1 to w2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 3. An instance of the size 3 SMP 
 
 
 
 
 
 
 
 1st 2nd   1st 2nd 
w1 m2 m1  m1 w1 w2 
w2 m1 m2  m2 w2 w1 
 1st 2nd 3rd   1st 2nd 3rd 
w1 m1 m2 m3  m1 w1 w2 w3 
w2 m1 m2 m3  m2 w1 w2 w3 
w3 m1 m2 m3  m3 w1 w2 w3 
Fig. 4. An example of an extended majority network for the size 2 SMP. Labels beside the boxes are the names of owners, and there is one sub-node 
other than the main node in each box. 
Fig. 3. An example of an extended majority network for the size 2 
SMP. The initial state for Table 2 is shown. Labels beside the boxes 
are the names of owners, and there is one sub-node (thin circle) other 
than the main node (thick circle) in each box. 
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Fig. 5. An example of the state transition of an extended majority network for the size 3 SMP. Labels beside the boxes are the names of owners, 
and there are two sub-nodes other than the main node in each box. Solid edges are between main nodes, and dotted edges are between main nodes 
and sub-nodes. Yellow nodes for the woman side right (man side left) show the woman-optimal matching (the man-optimal matching). 
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It is known that any state transition of the majority network will eventually engage in period two or period one3, 4. That is, 
after the transient phase, the network enters the transient state where the states of MH and MD are exchanged. When MH and 
MD respectively become man-optimal matching and woman-optimal matching, we consider that the majority network has 
solved the stable marriage problem. If MH and MD coincide, then the period is one and man-optimal and woman-optimal 
matching coincides. 
 
Fig. 5 shows the state transition of the extended majority network of the SMP instance in Table 3. After time step = 5, the 
state will engage in the period one loop. If we leave the owner label and the main node, we can get the stable matching as in 
Fig. 5. In this case, man-optimal matching and woman-optimal matching coincide and hence the period is one. As observed 
at the time step = 5 in Fig. 5, MH is {(m1,w1), (m2,w2), (m3,w3)} and MD is {(w1,m1), (w2,m2), (w3,m3)}. 
4. Characterizing SMP with size 3 and 4 to be solved by the extended MN 
The size 3 SMP has 46,656 (= (3!)6) combinations of instances. Among them, 2,568 instances are indecomposable 
instances, of which 366 could not be solved by the extended majority network. The instances that cannot be solved may be 
graphically characterized as having the sub-graph shown in Fig. 6 (a). Fig. 6 (b) is an example of the size 3 SMP which has 
the sub-graph of (a). 
 
 
 
 
 
 
 
 
 
 
If the above structure shown in Fig. 6 (a) with size 3 SMP exists, then the state in the extended MN corresponding to stable 
matching will disappear during the state transition. However, for the size 4 SMP even without the sub-graph (a), the SMP 
with structure shown in Fig. 6 (c) cannot be solved by the extended MN. (An instance of the SMP is shown in Table 1 (a) 
(b).) Thus, it remains as a challenge to characterize the preference structure of the SMP whose size is greater than 3 to be 
solved by the extended MN. 
5. Conclusion 
The result that the majority network has a stationary state of only period two or one successfully corresponds to the fact that 
the stable marriage problem (SMP) has at least man-optimal and woman-optimal stable matching or only one stable matching 
when they coincide. However, this correspondence can be achieved at the cost of a rather awkward extension of the majority 
network, and even with this cost, only the size 3 SMP and size 4 SMP in part can be characterized by solving them using the 
extended majority network. The challenge is to characterize the graphical structure of the SMP of size greater than 3 by the 
extended majority network. 
(a)                                                    (b)                                                                     (c) 
 
Fig. 6. The graph expressing a substructure which makes the SMP unsolvable if the SMP includes the graph as a sub-graph. Different colours of nodes 
represent different genders. Solid arcs represent the first preference and dotted arcs the second preference. 
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