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Abstract—Recent work in unsupervised feature learning and 
deep learning has shown that being able to train large models 
can dramatically improve performance. In this paper, we 
consider the problem of training a deep network with 
hundreds of parameters using distributed CPU cores. We have 
developed Bagging-Down SGD algorithm to solve the 
distributing problems. Bagging-Down SGD introduces the 
parameter server adding on the several model replicas, and 
separates the updating and the training computing to 
accelerate the whole system. We have successfully used our 
system to train a distributed deep network, and achieve state-
of-the-art performance on MINIST, a visual handwriting font 
library. We show that these techniques dramatically accelerate 
the training of this kind of distributed deep network. 
Keywords-component; Distributed Deep Network; Bagging-
Down SGD; Parameter server 
I.  INTRODUCTION  
As a cutting-edge disruptive technology, deep learning 
has attracted a significant research attention. Since Hinton 
introduced a layer-wise training algorithm for multilayered 
networks, the theory and applications of deep learning have 
been greatly developed. State-of-the-art of this kind of 
machine learning has been reported in several domains, 
ranging from speech recognition [2, 3], visual object 
recognition [4, 5], to text processing [6, 7].Some big companies 
invested money and personnel to build their own deep 
network and achieved outstanding results [8]. Google 
announced its own distributed deep network framework 
“Tensorflow”, which has a more flexible programming 
model than others [29]. 
It has been testified that increasing the scale of deep 
learning, with respect to the number of training examples, 
can drastically improve ultimate classification accuracy [4, 5, 
9]. These results have led to a surge of interest in scaling up 
the training and inference algorithms used for these models 
and in improving applicable optimization procedures [9, 10]. 
The use of GPUs [1, 2, 3, 11] is a significant advance in recent 
years that makes the training of modestly sized deep 
networks practical. A known limitation of the GPU approach 
is that the training speed-up is small when the model does 
not fit in GPU memory (typically less than 6 gigabytes). To 
use a GPU effectively, researchers often reduce the size of 
the data or parameters so that CPU-to-GPU transfers are not 
a significant bottleneck [11].  
While data and parameter reduction work well for small 
problems (e.g. acoustic modeling for speech recognition), 
they are less attractive for problems with a large number of 
examples and dimensions (e.g., high-resolution images). 
Our Contribution: In this paper, we describe an efficient 
approach: Bagging-Down SGD, an asynchronous stochastic 
gradient descent procedure which leverages learning rates 
and supports a large number of model replicas, to assure the 
learning rate and accuracy while processing large scale of 
data. 
The remainder of this paper is organized as four parts: 
We begin with a description of previous work in Section 2 
and propose the Bagging-Down SGD (Stochastic gradient 
descent) algorithm in Section 3. And we conclude with 
experiments in Section 4. 
II. RELATED WORK  
In recent years data sets have been growing dramatically 
fast. In order to deal with large-scale of datasets, a great 
many authors have explored scaling up machine learning 
algorithms through parallelization and distribution [12, 13, 14, 15, 
16, 17, 18]. Within this area, some groups have relaxed 
synchronization requirements, exploring delayed gradient 
updates for convex problems [13, 18]. This can accelerate 
computationally intensive problems whenever gradient 
computations are relative expensive while sharing a common 
parameter vector [13]. In parallel, other groups working on 
problems with sparse gradients (problems where only a tiny 
fraction of the coordinates of the gradient vector are non-
zero for any given training example) have explored lock-less 
asynchronous stochastic gradient descent on shared-memory 
architectures (i.e. single machines) [6, 19]. But the entire 
network needs to wait the slowest machine to training. 
In the context of deep learning, most work has focused 
on training relatively small models on a single machine (e.g., 
Theano [20]). Suggestions for scaling up deep learning include 
the use of a farm of GPUs to train a collection of many small 
models and subsequently averaging their predictions [21], or 
modifying standard deep networks to make them inherently 
more parallelizable [22]. 
For special cases where one layer dominates computation, 
distributing computation has been considered in that one 
layer and replicating computation in the remaining layers [6]. 
But in the general case where many layers of the model are 
computationally intensive, full model parallelism [23] is 
required. 
We are interested in an approach that allow the use of a 
cluster of machines asynchronously computing gradients, but 
without requiring that the problem be either convex or sparse. 
And our focus is distributing deep learning techniques in the 
direction of training, those with a few hundred parameters, 
but without introducing restrictions on the form of the model. 
III. A DISTRIBUTED OPTIMIZATION ALGORITHM 
In order to train a large model in a reasonable amount of 
time, we need to parallelize computation not only within a 
single instance of the model, but to distribute training across 
multiple model instances. To be specific, we need to 
consider three Elements to combine those single models： 
• The structure of each single model. 
• The input data of each single model. 
• The problem of speed allocation. 
A. The Bagging-Down SGD algorithm 
Stochastic gradient descent (SGD) is perhaps the most 
commonly used optimization procedure for training deep 
neural networks [4, 26, 27]. Unfortunately, the traditional 
formulation of SGD is inherently sequential, making it 
impractical to apply to very large data sets where the time 
required to move through the data in an entirely serial 
fashion is prohibitive. For synchronous SGD (standard SGD), 
if one machine fails, the entire training process is delayed 
waiting the slowest machine finish training. 
To apply SGD to large data sets and avoid the problem of 
synchronous SGD, we introduce Bagging-Down SGD, a 
variant of asynchronous stochastic gradient descent that uses 
multiple replicas of a single model. The processing of the 
algorithm is as Figure 1. The basic approach is as follows: 
we divide the training data 	ℒ = {(ݕ௡, ݔ௡), n = 1… ,N}  , 
where y denotes the output and the x denotes the input data, 
into several subsets ℒ୩ = {(y୬, x୬), n = kଵ …k୫}  as the 
input datasets of each single model. The models interact with 
a centralized parameter server for model updating. Each 
model replica asks the parameter server service for an 
updated copy of its model parameter Wᇱ, and provides the 
rate of parameter changing ∆W. The parameter server needs 
to compute the final rate of parameter changing after it 
receives ∆W  from model replicas. The algorithm of this 
parameter server is shown as Figure 2. Bagging and Speed 
Monitor collect all the rates Wᇱ  and create a sequence 
	(∆Wଵ ……∆Wஶ) . The monitor extracts the first T 
parameters, which is used to compute the final Wᇱ . After 
computing, the monitor deletes those Wᇱ  to get a updated 
result in the next step. The monitor can solve the problem of 
the whole speed depending on the slowest one. 
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Figure 1.  Bagging-Down SGD 
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Figure 2.  Parameter Monitor 
In each step of the training, each single model require the 
newest Wᇱ. In the algorithm, every model replica conducts 
computing independently and the communication with the 
input dataset is simple. Each model will never affect the 
training of others; as such it could reduce the 
communication-load and reducing the whole speed of the 
network.  
Bagging-Down SGD is more robust to machines failures 
than synchronous SGD. For synchronous SGD, if one 
machine fails, the entire training process is delayed; whereas 
for Bagging-Down SGD, if one machine in a model replica 
fails, the other model replicas continue processing their 
training data and updating the model parameters via the 
parameter servers. On the other hand, the multiple forms of 
asynchronous processing in Bagging-Down SGD introduce a 
great deal of additional stochasticity in the optimization 
procedure. Most obviously, a model replica is almost 
certainly computing its gradients based on a set of 
parameters that are slightly out of date, in that some other 
model replica will likely have updated the parameters on the 
parameter server in the meantime. But there are several other 
sources of stochasticity beyond this: Because the parameter 
server shards act independently, there is no guarantee that at 
any given moment the parameters on each shard of the 
parameter server have undergone the same number of 
updates, or that the updates were applied in the same order. 
Moreover, because the model replicas are permitted to fetch 
parameters and push gradients in separate threads, there may 
be additional subtle inconsistencies in the timestamps of 
parameters. There is little theoretical grounding for the safety 
of these operations for nonconvex problems, but in practice  
One technique that we have found to greatly increase the 
robustness of Bagging-Down SGD is the use of η (learning 
rate). 
Rather than using a single fixed learning rate on the 
parameter sever (η in Figure 1), we use a separate adaptive 
learning rate for each parameter. Let η௜,௞ be the learning rate 
of the i-th parameter at iteration k, then we set: 
  η୧,୩ = Υ
ට∑ ∆W୧,୨ଶ୏୨ୀଵ൙
 (1) 
The value of Υ, the constant scaling factor for all learning 
rates, is generally larger (perhaps by an order of magnitude) 
than the best fixed learning rate. The changing extends the 
maximum number of model replicas that can productively 
work simultaneously, and combines with a practice of 
“warmstarting” model training with only a single model 
replica before unleashing the other replicas. This has 
virtually eliminated stability concerns in training deep 
networks using Bagging-Down SGD. 
 
B. The Validation of Bagging and Speed Monitor. 
We assume that the (∆W, x) sampled from distribution P 
independently. ∆φ஺(ݔ) = ܧℒ∆φ(ݔ, ℒ)  is the observation 
vector representing the final ∆W. 
 ܧℒ൫∆ܹ − ∆߮(ݔ, ℒ)൯ଶ = ∆ܹଶ − 2∆ܹ∆߮(ݔ, ℒ) + ܧℒ∆߮ଶ(ݔ, ℒ)    (2) 
We set ܧℒ∆φ(ݔ, ℒ) = ∆φ஺(ݔ) and use the inequality of 
ܧܼଶ ≥ (ܧܼ)ଶ and we get： 
  ܧℒ൫∆ܹ − ∆φ(ݔ, ℒ)൯ଶ ≥ ൫∆ܹ − ∆φ஺(ݔ)൯ଶ (3) 
From the inequality (3), we can find that the mean square 
error in the Bagging-down algorithm is smaller than in others 
in most cases.  
 
IV. EXPERIMENTS 
A. Parameter Designing 
Because the aim of this paper is to prove the superiority 
of the proposed distributed algorithm, we have chosen a 
simple single model in deep learning. In our experiment, we 
selected the AutoEncoder as the structure of each model 
replica. The advantage of AutoEncoder is that we could get 
less hidden layers and use more hidden nodes. 
To facilitate the training of very large deep networks, we 
use a framework named DisDeepNet as Figure 3 which 
supports distributed computation in neural networks and 
layered graphical models with four machines. The messages 
should be passed during the upward and downward phases of 
the computation. The framework automatically parallelizes 
computation in each machine using all available cores, and 
manages communication, synchronization and data transfer 
between machines during both training. 
We use the MINIST font library as the input data of the 
whole system. We set reconstruction error as:  
 
ܮு(ݔ, ݖ) = −∑ ሾݔ௞݈݋݃ݖ௞ + (1 − ݔ௞)log	(1 − ݖ௞)ሿௗ௞ୀଵ  (4) 
 
Each model replica has 28*28 input nodes, also 28*28 
output nodes because of the AutoEncoder structure, and 500 
hidden nodes. 
In the distributed platform, we select the value of T in the 
bagging and speed monitor as the argument. We have 
designed six groups which T ranges in the array (0, 1, 2, 4, 6, 
8). Note that if T=0 it represents the situation of no 
distributed training.  
 
 
Figure 3.  Conception of DisDeepNet 
B. The experimental results 
Figure 4 shows the value of the reconstruction error in 
each step. It can be seen from the results that the model 
optimization gets better with the increase of T. And the rate 
of reconstruction error change is faster with a higher T. 
 
 
Figure 4.  Reconstruction Error 
Figure 5 shows the changing of training time. The curve 
get stable after T = 4. 
 
 
Figure 5.  Time cost 
 
V. CONCLUSIONS 
In section 4.2, we proved the validation of the proposed 
algorithm. From the experiment we have shown the rate of 
the reconstruction error is more remarkable using a higher T, 
and changing the parameter T in the Bagging and Speed 
Monitor is remarkably effective. 
We can tell that the values of time-cost are different. The 
final cost is increased with T ranging from 0 to 4. It is not 
difficult to think of the communication-load as the main 
cause for this. Also, the speed of updating in parameter 
server is fast, which makes the fact that different machines 
get different value and the slower machine does the same job 
as the faster machine did several steps back. We conclude 
that the T in parameter server can reduce the 
communication-load and gives the whole system better speed 
allocation. 
At the moment, the algorithm is offline; however we 
could train online datasets because we divide the entire input 
dataset using a sampling method. And we inferred to add 
more machines to training in order to get faster training 
speed and lower reconstruction error. 
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