Abstract-Keyhole multiple-input-multiple-output (MIMO) channels have recently received significant attention since they can model, to a certain extend, some practically important propagation scenarios and also relay channels in the amplify-and-forward mode. This paper investigates instantaneous signal-to-noise ratio (SNR) and outage capacity distributions of spatially correlated keyhole MIMO channels with perfect channel state information (CSI) at the receive end and with or without CSI at the transmit end. For a small number of antennas, the impact of correlation on the capacity distribution can be characterized by the effective average SNR. This SNR, as well as the outage capacity, decreases with correlation. For a large number of transmit (receive) antennas, the keyhole channel is asymptotically equivalent (in terms of capacity) to the Rayleigh diversity channel with a single transmit (receive) antenna and multiple receive (transmit) antennas. The outage capacity of the keyhole channel is upper-bounded by that of the equivalent Rayleigh diversity channel. When the number of both transmit and receive antennas is large, the outage capacity distribution of the keyhole channel is asymptotically Gaussian. In some cases, the asymptotic Gaussian approximation is accurate already for a reasonably small number of antennas. The perfect transmit CSI is shown to bring a fixed SNR gain. A more general channel model with multiple keyholes is proposed. For a large number of antennas, the capacity of a multikeyhole channel is a normally distributed sum of the capacities of single keyhole channels. The fact that, despite the strong degenerate nature of the keyhole channel, its outage capacity distribution is asymptotically normal indicates that Gaussian distribution has a high degree of universality for the capacity analysis of MIMO channels.
I. INTRODUCTION
Multiple-input-multiple-output (MIMO) systems have become an attractive solution in wireless communications due to potentially high spectral efficiency. One of the major statistical characteristics of MIMO channels in a multipath environment is their outage capacity, which gives the ultimate upper limit on the error-free information rate with a given probability of outage [1] , [35] , [2] . The outage capacity distribution of various MIMO channels has been extensively studied, and many analytical and empirical results have been obtained. The uncorrelated and correlated Rayleigh/Rice MIMO channels have been well studied and closed-form expressions for their outage capacity distributions have been found [3] . Many measurement-based works show that a wide range of real channels follows closely those analytical results [4] . Closed-form expressions for the mean capacity and outage capacity distribution of various MIMO channels deploying space-time block coding (STBC) have been also obtained [5] , [6] .
On the contrary, the outage capacity distribution of keyhole MIMO channels has not been studied in sufficient depth yet. The keyhole channel was analytically predicted in [7] as a channel in multipath environment, where certain propagation mechanisms reduce the channel rank. It can be represented as a concatenation of two fading subchannels separated by a keyhole whose dimension is much smaller than the wavelength. The presence of a keyhole degenerates the channel, i.e., its rank is one regardless of the number of transmit (Tx) and receive (Rx) antennas [7] . Thereby, the capacity of such a channel deteriorates significantly compared to the Rayleigh channel with the same number of Tx and Rx antennas. There is a significant interest in keyhole channels in recent literature as they can describe some practically important propagation scenarios. Chizhik et al. [8] suggest a keyhole scenario where the only link between Tx and Rx ends is due to the 1-D diffraction. The measurements of the channel capacity along a hallway reported in [9] show a decrease in capacity with distance, which is explained by the keyhole effect in long corridors. The first convincing experimental evidence of a keyhole channel was demonstrated in [10] and [11] , where it was shown, in particular, that the keyhole model describes well the wireless channels where the wave propagates via narrow tunnels or waveguides. The importance of a MIMO keyhole channel is also due to its unique position as a channel with only one nonzero eigenmode, which describes the worst case MIMO propagation scenario. It should also be mentioned that relay channels in the amplify-and-forward mode can be represented by the keyhole channel model considered here and, thus, our results apply to such channels as well. However, the literature dealing with the information theoretic analysis of such channels is rather limited. Closed-form expression for the mean (ergodic) capacity of spatially uncorrelated keyhole channels is presented in [12] . Performance analysis of space-time block codes over uncorrelated keyhole channels is given in [13] , where, in particular, the moment generating function of the instantaneous postdetection signal-to-noise ratio (SNR) is derived, and the symbol error rates (SER) for various codes are evaluated. A tight lower bound and an approximation of the mean capacity of spatially correlated keyhole channels are proposed in [14] and [15] , respectively.
These papers, however, do not consider the outage capacity, which is a more relevant performance measure in a fading channel from a practical perspective (i.e., for a given quality of service) as compared to the mean capacity. To fill the gap, the present paper derives the closed-form expressions for the instantaneous SNR and the outage capacity distributions of correlated keyhole MIMO channels. We consider a particular but common case where the correlation matrices at the Tx and Rx ends are nonsingular and have distinct eigenvalues. We show that the keyhole channel distribution and so its outage capacity is different from that of traditional diversity channels with single antenna at one end, which also have rank one. However, in terms of capacity and when the number of Tx (Rx) antennas is large, the keyhole channel is asymptotically equivalent to the Rayleigh diversity channel with a single Tx (Rx) antenna. The capacity distribution of the keyhole channel is bounded from below by that of the equivalent Rayleigh diversity channel.
Since the expression for the exact capacity distribution with arbitrary number of Tx and Rx antennas is rather complicated and does not allow for significant insight, we consider two cases, where the number of antennas is either small or asymptotically large. We show that for a small number of antennas, the impact of correlation is characterized by the effective average SNR, i.e., an increase in correlation results in smaller effective SNR and consequently in smaller outage capacity. To derive the outage capacity distribution of keyhole channels with a large number of Tx and Rx antennas, we use the asymptotic analysis, which has been already successfully exploited in [16] and [17] for correlated and uncorrelated Rayleigh-fading MIMO channels, respectively. We show that, under certain mild conditions on correlation and despite the 0018-9448/$25.00 © 2008 IEEE degenerate nature of the keyhole channel, its outage capacity distribution is asymptotically Gaussian; while the mean is affected by the average SNR and is independent of correlation, the latter affects the variance. The analogy in asymptotic capacity distribution between the Rayleigh and keyhole MIMO channels indicates that Gaussian approximation has a high degree of universality for MIMO capacity analysis in general. In order to study the impact of the correlation on the outage capacity in explicit form, we propose a scalar measure of MIMO channel correlation and consider as an example the exponential and quadratic exponential correlation matrix models [18] , [19] , [20] to show analytically that the larger the correlation, the larger the variance of the asymptotic outage capacity. In turn, larger variance results in smaller capacity at low outage probabilities. We demonstrate that in some cases the exact capacity distribution follows closely the asymptotic one already for a reasonably small number of Tx and Rx antennas; the discrepancy is insignificant from the practical point of view. Hence, not only does the simple asymptotic expression offer a significant insight, but can also be applied to realistic problems.
We show that the upper [12] and lower [14] bounds on the mean capacity of keyhole channels can be easily obtained based on the derived instantaneous SNR distribution. Moreover, the upper bound is tight for small SNR and the lower bound is tight for large SNR.
Unlike high-rank MIMO channels with a perfect knowledge of channel state information (CSI) at the Tx end, where finding the capacity is usually associated with significant mathematical complexity, it is shown that in keyhole channels, the perfect Tx CSI brings a fixed SNR gain. Moreover, we find an explicit expression for the optimal input covariance matrix, which shows that the best transmission strategy in this case is the Tx beamforming to the keyhole. Since the fixed SNR gain does not change the channel statistics, we conclude that the results obtained for the keyhole channel with no CSI at the Tx end hold true for the channels with a perfect CSI at both ends as well.
When the channel state information is available at the Rx end only, Alamouti space time code [22] is the optimal transmission technique in keyhole channels with one or two Tx antennas and any number of Rx antennas, since it achieves the capacity.
As an application of the outage capacity distribution, we demonstrate that a simple yet reasonably accurate estimate of SER in a fading keyhole channel for a variety of modulation formats can be obtained using the outage probability derived from the outage capacity distribution, which becomes especially simple when the number of antennas is large.
Since the ideal keyhole channel in not often encountered in real propagation environment [10] , [11] , we propose a generalized model of a channel with multiple keyholes, the "multikeyhole channel." We show that asymptotically the capacity of such a channel is a Gaussiandistributed sum of capacities of single keyhole channels. Moreover, while the mean capacity of the multikeyhole channel increases with the number of keyholes, its outage capacity may decrease.
The rest of the paper is organized as follows: In Section II we give basic expressions for the capacity of keyhole channels. The exact distributions of the instantaneous SNR and the outage capacity when CSI is available at the Rx end only are derived in Section III. The asymptotic outage capacity distribution is obtained in Section IV. The mean capacity is discussed in Section V. The capacity of keyhole channels with prefect CSI at the Tx end and capacity achievability are considered in Sections VI and VII, respectively. A SER estimate is proposed in Section VIII. The multikeyhole channel is introduced in Section IX. Section X concludes the correspondence.
II. KEYHOLE MIMO CHANNEL CAPACITY
Consider a spatially correlated keyhole MIMO channel with n t Tx and n r Rx antennas (see Fig. 1 ). Let element H km ; k = 1 11 1n r ; m = 1 111nt, of the channel matrix H be a complex gain from the mth transmit to the kth receive antenna. The keyhole channel matrix is given by [7] When the CSI is available at the Rx end but not the Tx end, the instantaneous capacity (i.e., the capacity of a given channel realization) of a frequency-flat quasi-static MIMO channel in natural units [nat] is given by [2] C = ln det I + 0 n t n r HH H (2) where det is the determinant, I is nr 2 nr identity matrix, and 0 is the total average SNR at the Rx end. Substituting (1) in (2) and using the fact that for any matrices A and B with suitable dimensionality det[I + AB] = det[I + BA] [1] , [35] , it is straightforward to show that the instantaneous capacity of the keyhole channel is [21] C = ln 1 + 0 n t n r 
where F (x) is the cdf of . The exact expression for F (x) is given and analyzed in the next section. 
III. SNR AND OUTAGE CAPACITY DISTRIBUTION
and A k is either A t k or A r k ; k is either t k or r k , and n is either n t or nr.
Proof: See Appendix A.
Consider a number of cases where Theorem 1 does not apply or applies with some modifications.
i) The channel at the Tx, Rx, or both ends is uncorrelated, i.e., k = 1 for k = 11 11 n (the eigenvalues are not distinct). While Theorem 1 does not apply in this case, f (x) and F (x) can be evaluated based on the characteristic function (CF) 8(!) given in [12] for uncorrelated keyhole channels.
ii) There is a number of fully correlated antennas, i.e., R t ; R r or both have some zero eigenvalues. In this case the pdf and so cdf of is also calculated by (5) and (6), respectively, but the summation is taken over nonzero eigenvalues only, i.e., zero eigenvalues and corresponding eigenvectors are excluded as they do not contribute to the SNR. This follows directly from the proof of Theorem 1. In particular, when the channel is fully correlated at both the Tx and Rx ends, it is equivalent to a keyhole channel with a single antenna at each end and the gains equal to n t and n r , respectively. In this case, A t 1 = A r 1 = 1; t 1 = n t and r 1 = nr, so that (5) and (6) reduce to f(x) = 2 n t n r K0 4x n t n r ; x 0 (8) F (x) = 1 0 4x n t n r K 1 4x n t n r ; x 0:
In all the cases, the exact expression for the outage capacity distribution is obtained from (4) using the instantaneous SNR cdf.
The analytical expressions above have been validated by MonteCarlo simulations for various nt; nr; 0; Rt and Rr. In all considered cases, no difference has been found between analytical and numerical results.
To get some insight into (4), let us consider a 2 2 2 keyhole MIMO channel with equal correlation matrices Rt = Rr = 1 r r 3 1
; jrj < 1 (10) where r 3 is a complex conjugate of r. Using the Maclaurin series of where c = 5 0 4(e 0 ln (2)) and e 0:577 is the Euler constant [24] . Using numerical simulations, we found that the lower bound in (11) gives a good approximation for the capacity distribution at outage probabilities FC(x) > 10 07 . Moreover, from (11) , an effective average SNR, i.e., the SNR of an uncorrelated keyhole channel with the same probability of outage, can be defined as
Apparently, an increase in correlation decreases the effective average SNR and results in lower capacity. For example, jrj = 0:7 corresponds to a 3 dB decrease in e . Interestingly, (12) is identical to the effective SNR in the correlated Rayleigh channels with maximum ratio combining (MRC) [23] and in full-rank MIMO channels [18] . From numerical simulations, the impact of correlation on the outage capacity is accurately characterized by the effective average SNR not only for 2 2 2 keyhole channels, but also for channels with up to four antennas at each end. To demonstrate this, Fig. 2 compares the outage capacity distribution of 2 2 2, 3 2 3, and 4 2 4 correlated keyhole channels to that of the equivalent (with respect to effective average SNR) uncorrelated keyhole channels. For the correlated channels, Rt and Rr are simulated using exponential correlation model [18] with the same correlation parameter jrj = 0:7 at both Tx and Rx ends. The average SNR at the uncorrelated channels is set to e given by (12) . The difference between the capacity distributions of correlated and corresponding uncorrelated channels increases with the number of antennas. Similar observations can also be made for the channels where Rt and Rr are modeled by quadratic exponential correlation matrices 1 [19] , [20] .
For more than 4 2 4 systems, the effective SNR alone is not enough to represent the effect of correlation. In this case (4) has a complicated form, which makes it difficult to obtain insight and to evaluate the effect of various parameters on the capacity. In particular, the effect of correlation is difficult to see. Moreover, when n t or n r are large and the correlation at the Tx or Rx ends is low, the partial fraction decomposition coefficients in (7) become too large, so that numerical evaluation of (4) suffers from the loss of precision. To overcome these problems, we derive below the asymptotic outage capacity distributions when n t ; n r or both are asymptotically large. 
IV. ASYMPTOTIC OUTAGE CAPACITY DISTRIBUTIONS
where p ! denotes convergence in probability.
ii) Due to the symmetry in (3) and under the same conditions, (13) holds true as n r ! 1, if Tx and Rx ends are exchanged.
Proof: See Appendix B.
The asymptotic behavior of the keyhole channel indicated by Theorem 2 is well explained by the fact that when n t (n r ) ! 1, the Rayleigh subchannel (see Fig. 1 ) at the Tx (Rx) end is asymptotically a nonfading AWGN one with a single equivalent Tx (Rx) antenna, and the whole keyhole channel is equivalent to the Rx (Tx) diversity Rayleigh channel. This observation has already been made in [13] for uncorrelated keyhole channels. Theorem 2 shows that the same is true for the correlated keyhole channels under the aforementioned conditions. 2 Corollary 2.1: If Rr is nonsingular and has distinct eigenvalues, the asymptotic outage capacity distribution of the keyhole channel is given by Proof: See Appendix B. 2 A physical interpretation to the conditions of Theorem 2 can be found in [27] .
Consider the outage capacity distribution when the number of antennas increases. Assume that new antennas do not change the electromagnetic environment and thereby the channel for already existing ones. In such a case, an increase in the number of Tx antennas has two opposite effects: 1) under a total Tx power constraint, it decreases the average transmitted power per Tx antenna, and 2) increases the diversity order of the channel. At low outage probabilities the effect of the increasing diversity order is dominant, which causes F C (x) to decrease. At high outage probabilities, the effect of decreasing Tx power prevails over the increasing diversity order so that FC(x) increases. Thus, the cdf curves of two keyhole channels with n and m(m > n)
Tx antennas and a fixed (same) number of Rx antennas should cross each other, so that at low outage probabilities the channel with m antennas has higher outage capacity and, correspondently, the channel with n antennas has higher outage capacity at high outage probabilities. Since the equivalent Rayleigh diversity channel is an asymptotic case of the keyhole channel as n t ! 1 the following inequality holds at low outage probabilities
where F K C (x) and F R C (x) are the capacity distributions of the keyhole and equivalent Rayleigh diversity channels, respectively, i.e., at low outage probabilities, the outage capacity of the equivalent Rayleigh channel upper-bounds that of the keyhole one. To validate (16), the capacity distributions of correlated n t 2 3 keyhole and equivalent 1 2 3 Rayleigh diversity channels are plotted in Fig. 3 . The exponential correlation model [18] with the correlation parameter jrj = 0:7 was used to simulate both R t and R r . Clearly, the outage capacity of the Rayleigh channel is higher than that of the keyhole one, the latter approached the former as nt increases.
Even though Theorem 2 shows the relationship between the keyhole channel and the equivalent Rayleigh diversity channels, the asymptotic distribution in (14) is still complicated and does not contribute much to the understanding of the impact of various parameters in general and correlation in particular on the outage capacity. To gain such understanding, we proceed with the following theorem.
Theorem 3: Let C be the instantaneous capacity of the correlated keyhole channel defined in (2) . When both nt and nr tend to infinity, the distribution of C is asymptotically Gaussian if 
Proof: See Appendix C.
Note that the conditions of Theorem 3 do not require distinct eigenvalues of the correlation matrices Rt and Rr. Hence, the outage capacity distribution of the uncorrelated keyhole MIMO channel with R t = R r = I is asymptotically normal, with = ln(1 + 0 ) and 2 = (0=(1 + 0)) 02 (n 01 t + n 01 r ). From (17), it is not always true that an increase in the number of antennas decreases the variance and thereby the outage probability (as one would intuitively expect based on the increasing diversity argument), but only if 2 is monotonically decreasing with n t and n r , i.e., if kR t k and kR r k increase not faster than n 10" t and n 10" r , respectively, for some "1; "2 > 0. Even though the conditions of Theorem 3 do not require such monotonicity, we show below that the exponential [18] and quadratic exponential [19] , [20] correlation models possess this monotonicity property.
Since is a function of 0 only, the effect of correlation on the mean capacity vanishes asymptotically. In contrast, the variance 2 is affected by the correlation, but does not depend on the average SNR from moderate to high 0 , since 0 =(1 + 0 ) 1 in (17). This explains why for large nt and nr the effect of correlation is not adequately represented by the effective average SNR in (12) . Note also that the asymptotic mean capacity in (17) is identical to the upper bound on the mean capacity of the finite order uncorrelated keyhole channel given in [12] , i.e., Theorem 3 shows that the bound also holds for the correlated channels and it is asymptotically tight.
To analyze 2 in (17), let R 2 <, where < is a set of all n 2 n correlation matrices such that tr(R) = n. Using Cauchy-Schwarz's inequality 
with the equality if k = n for some k, and m = 08m 6 = k. Thus, n 02 kRk 2 achieves its maximum when the channel at the Tx (Rx) end is fully correlated. From (18) , (19) and following the properties of the L 2 norm [24] , n 02 kRk 2 is a mapping of < onto a closed interval of real numbers [1=n; 1] (note that [1=n; 1] converges to (0; 1] as n ! 1, which has a certain degree of similarity with the scalar correlation coefficient). This leads to the following definition.
Definition 1:
A channel with correlation matrix R1 2 < is said to be equally or more correlated than one with R 2 2 < if n 01 kR 1 k n 01 kR 2 k (20) Definition 1 introduces n 02 kRk 2 as a measure of correlation for channels with large n, alternative to that in [25] . Unlike [25] , Definition 1 is not based on the majorization theory [26] and allows comparing correlations between any pair R1;R2 2 <, with no exception. 3 Equation (17) shows that the variance of outage capacity is directly proportional to the total measure of correlations (n 02 t kR t k 2 + n 02 r kR r k 2 ). As a simple application of this definition and Theorem 3, we have the following result.
Corollary 3.1:
Consider two keyhole channels with the same n t ; n r ; 0 and with different variances 3 The majorization-theory-based definition does not allow full ordering of correlation matrices with more than two nonzero eigenvalues [25] , i.e., some correlation matrices cannot be compared. To validate the general discussion above and to show explicitly the impact of correlation on asymptotic outage capacity distribution, consider two single-parameter correlation matrix models for Rt and Rr.
A. Exponential Correlation Model
In this model the elements of correlation matrix R, either Rt or R r , are represented through a single complex correlation parameter r, which is the correlation between adjacent antennas [18] R km = r m0k ; m k (r 3 ) k0m ; m < k ; jrj < 1 (21) This model allows for significant insight and has been successfully used for many communications problems. Despite its simplicity, it is a physically reasonable model in the sense that the correlation decreases as the distance between antennas increases. It can be shown that R in 
where r t and r r are the correlation parameters in R t and R r , respectively. Note that 2 is monotonically decreasing with nt and nr (monotonicity property). To get some insight, assume that n = n t = n r and r = r t = r r ; then, for the same 0 in both channels, the capacity distributions of uncorrelated r = 0 and correlated r 6 = 0 channels have the same mean = ln(1 + 0 ), but different variances 
From (24), Thus, following the general discussion above, the outage capacity of the uncorrelated asymptotic channel is larger than that of the correlated one at outage probabilities less than 0:5. Note that even for small jrj, the capacity gap between correlated and uncorrelated channels can still be significant at low outage probabilities. As an example, Fig. 4 shows the asymptotic outage capacity distributions of the 3 2 3 keyhole channels with exponential correlation at both ends for jrj = jrtj = jrrj. Clearly, the outage capacity decreases at outage probabilities less than 0:5 as jrj increases. For jrj 0:2, correlation has no significant impact on the asymptotic capacity except at extremely low outage probabilities.
B. Quadratic Exponential (QE) Model
This is a physically based single-parameter correlation matrix model where the elements of the correlation matrix R are given by [19] , [20] R km = r (m0k) ; m k 
Here the correlation between different antennas decays much faster with distance jm 0 kj than in the previous example. This is a physical model as it represents the scenario with a Gaussian profile of multipath angle-of-arrival [19] , [20] . Similarly to the exponential model, the QE one also satisfies the conditions of Theorem 3, i.e., n 01 trfRg = 1 and for a sufficiently large n and jrj < 1
where ( 
From the numerical simulations, 2 , as well as its upper and lower bounds, decreases monotonically with nt and nr (monotonicity property), and increases with jrtj and/or jrrj. As the result, similarly to the exponential model, the outage capacity decreases with correlation at outage probabilities less than 0:5.
To demonstrate the effect of correlation structure (the rate of correlation decay with distance jm 0 kj) on the outage capacity, Fig. 5 shows n 02 kRk 2 versus jrj for n = 100 when R is given by the exponential and QE models. n 02 kRk 2 is numerically evaluated for both models and is shown together with the approximation in (22) (for the exponential model) and the bounds in (26) (for the QE model). For low correlations, jrj < 0:4, the behavior of n 02 kRk 2 in both models is similar. For jrj 0:4; n 02 kRk 2 in the exponential model increases more rapidly with jrj as compared to the QE model, i.e., the more rapidly the correlation decays with distance, as in the QE model, the higher r can be tolerated without significant loss in capacity. Thus, the effect of correlation on outage capacity is characterized not just by the correlation Fig. 5 . n kRk in exponential and QE models versus correlation parameter.
The variance of outage capacity distribution follows the same tendency [see (17) ].
between adjacent antennas, but also by its rate of decay with distance jm 0 kj, which is accounted for in Definition 1.
The uniform correlation model [28] can also be considered. However, unlike the exponential and QE, this model does not satisfies the conditions of Theorem 3 (limn!1 n 02 kRk 2 6 = 0), so it impossible to say based on Theorem 3 whether the outage capacity of a keyhole channel with uniform correlation is asymptotically Gaussian as nt; nr ! 1.
C. Convergence Rate and Numerical Results
From the practical point of view, the asymptotic analysis above is important as an approximation to real channels with a finite number of antennas. From the proof of Theorem 3 (see Appendix C), the outage capacity converges to the Gaussian distribution with the same rate as n 01 t kRtk and n 01 r kRrk go to zero, which is 1= p n (n is either nt or n r ) for the exponential and QE correlation models [see (22) and (26)]. Extensive numerical simulations were used to assess the accuracy of the asymptotic approximation. Some of the results are shown in Fig. 6 , where the exact capacity distributions of 2 2 2, 3 2 3, and 5 2 5 keyhole channels with exponential correlation at both Tx and Rx ends are compared to the corresponding Gaussian approximations. Clearly, the difference between the Gaussian approximation and the exact distribution is negligible for most practical purposes. Usually, for finite nt and nr, the asymptotic distribution overestimates the exact one. When the approximation (22) and the upper bound in (26) are used in place of the true 2 , the exact distribution, in some cases, follows closely the asymptotic one already for two antennas at each end. However, we were not able to find a compact general rule indicating the accuracy of the approximation for given parameters. The asymptotic normality of outage capacity of keyhole channels with Rayleigh-fading subchannels can be generalized for a wider class of keyhole channels.
Theorem 4: Let C be the instantaneous capacity of the correlated keyhole channel where h t / R 1=2 t g t and h r / R 1=2 r g r ; / denotes identical distribution, gt and gr are zero mean complex random vectors with independent entries (not necessarily complex Gaussian or identically distributed). When both n t and n r tend to infinity, the distribution of C is asymptotically normal if: i) m 2+ (k) < 1 and m 2 (k) > 0 for all k and some > 0, where m (k) = Ef(jg k j 2 0Efjg k j 2 g g is the central moment of jg k j 2 of order , and g k is the kth entry of either gt or gr. ii) Both R t and R r satisfy a Lyapunov-type condition Lyapunov-type condition (28) is also important for asymptotic analysis of Rayleigh-fading channels [17] . Its detailed theoretical analysis and some practical implications are presented in [27] . Even though the condition (28) is in a closed form, its usefulness for practical computations is rather limited due to two reasons: 1) The eigenvalues are known in a closed form only for some simple matrices. Consequently, the above condition can be evaluated analytically only in such cases. 2) Numerical evaluation of this condition is also difficult, since the numerical complexity (number of operations, inaccuracy, etc.) of the eigenvalue problem increases rapidly with n, so that n ! 1 is problematic if possible at all. The following Corollary gives a condition that is easier to evaluate.
Corollary 4.1:
If both R t and R r have Toeplitz structure, i.e., the k 0 mth element of R (either Rt or Rr) is R km = R k0m , then (28) is equivalent to lim n!1 n 01 kRk 2 < 1 (29) for both Rt and Rr. that the measure of correlation proposed in Definition 1 has a higher degree of universality than just for MIMO channels defined through complex Gaussian random vectors.
V. BOUNDS ON THE MEAN CAPACITY
Even though the outage capacity is the relevant performance measure for nonergodic fading channels, the mean capacity is also important as it gives an upper limit on error-free information rate supported by ergodic channels. The exact expression for the mean capacity C of a correlated keyhole channel is rather complicated and involves Meijer G-functions [12] . However, using (3) and Jensen inequality it is straightforward to show that the upper bound on C of correlated keyhole channels is C ln(1 + 0):
This bound does not depend on correlation and is identical to that proposed by Shin and Lee [12] for the uncorrelated channels. Cui and Feng [14] have proposed a tight lower bound C ln 1 + 0 ntnr exp[2(R t ) + 2(R r )] (31) where, based on (15) in [14] , if R, either R t or R r , is nonsingular and has distinct eigenvalues, 2(R) = 0 e + n k=1 A k ln( k ) (32) (for a proof see Appendix F). From Theorem 3, the upper bound (30) is asymptotically tight with respect to the number of antennas at both the Tx and Rx ends, in addition, in Appendix F, we show the following.
i) The lower bound (31) is easily obtained using the instantaneous SNR distribution given by Theorem 1 (this indirectly validates (5), (6)).
ii) While the upper bound (30) is tight as 0 ! 0, the lower bound (31) is tight as 0 ! 1 (the last statement has been proven in [14] for noncorrelated channels; we extend this results for correlated channels). To illustrate i) and ii), Fig. 7 shows the mean capacity and its bounds of 2 2 2 and 12 2 12 keyhole channels versus 0.
C was numerically evaluated using the instantaneous SNR pdf in (5) . The exponential correlation model with the same correlation parameter was used at both the Tx and Rx ends. Clearly, the lower bound is tight (for 12 2 12 channel, it is practically indistinguishable from the true mean capacity), the upper bound becomes tight for both 2 2 2 and 12 2 12 at low SNR.
A. Impact of Correlation
Unlike the outage capacity, which reduces significantly with correlation, the mean capacity of keyhole channels is almost independent of correlation (even very high one), as Fig. 8 demonstrates. An intuitive explanation of this is that high correlation reduces the effective rank of a full-rank channel; for instance, the rank of a fully correlated (jrj = 1) Rayleigh-fading channel is one regardless of the number of antennas. As the result, the mean capacity, in this case, reduces dramatically with correlation [18] , primarily due to loss in the effective rank at high correlation. Unlike full-rank channels, the rank of a keyhole channel is already one, regardless of correlation, and hence nor further loss in rank is possible, so that the mean capacity is not affected much.
It also follows from the comparison between the mean capacity of various keyhole channels and the upper bound in (30) that the discrepancy between the two does not exceed 30% in the worst case. Thus, the upper bound can be used as a simple rough approximation for the mean capacity regardless of correlation.
VI. ACHIEVABILITY OF THE KEYHOLE CHANNEL CAPACITY
It is always intriguing and important to find a system architecture that achieves the capacity. While Alamouti scheme [22] (with appropriate temporal coding) is known to achieve the capacity of channels of nt = 1 or nr = 1, it is strictly suboptimal for nt = 2 rank-2 channels. However, in keyhole channels, Alamouti scheme achieves the full capacity with either n t = 1 or n t = 2 and any n r . Theorem 5 below formalizes this result. (33) where the equality is achieved for rank-1 channels only.
Q:E:D:
Note that Theorem 5 holds for all MIMO channels irrespectively of the underlying fading distribution.
VII. THE IMPACT OF PERFECT TX CSI
In general, finding the channel capacity when the perfect CSI is available at both Tx and Rx ends is associated with significant mathematical complexity. However, as indicated by the following theorem, in the keyhole channels the effect of Tx CSI is a fixed SNR gain, and therefore does not induce additional complexity into the analysis.
Theorem 6: Consider a keyhole channel with the channel matrix H given by (1) . Under the transmitted power constrain P T n t , the perfect Tx CSI at Tx is equivalent to n t -fold SNR gain, i.e., the instantaneous channel capacity CCSI in this case is C CSI ( 0 ) = C(n t 0 ) (34) where C is given by (3). The optimal input covariance matrix that achieves the capacity in (34) is Q = h t h H t kh t k 2 nt (35) i.e., the optimal transmission strategy is the beamforming to the keyhole.
Proof: From [1] , [35] , the instantaneous capacity of the keyhole channel with full CSI at both Tx and Rx ends is given by where the second equality is due to (1) . Note that max trfQgn h H t Qh t = n t kh t k 2 . The maximum is achieved when Q has a single nonzero eigenvalue max = nt, with the corresponding eigenvector h t =kh t k, i.e., Q is as in (35) . Substituting (35) in (36), one obtains (34) .
Since the fixed SNR gain does not change the channel statistics, due Theorem 5, the results obtained above for the keyhole channel with no Tx CSI, including mean and outage capacities, hold true for the channels with the perfect CSI at both ends as well, with the correspondingly adjusted SNR.
VIII. OUTAGE CAPACITY AND SYMBOL ERROR RATE
Consider an application of the outage capacity distribution to estimating symbol error rate (SER). If an M -ary modulation is used to transmit digital data over a pass-band channel, the maximum rate in natural units per unit bandwidth, which satisfies the zero ISI Nyquist criterion, is R = ln(M ). If C < R, the channel is in outage and all the received blocks of symbols are in error with high probability. Assuming that the outage events are the dominant contributor to the block error rate (BLER), it can be estimated via the outage probability P e (M ) PrfC < Rg = F C (ln(M )) (37) where F C (x) is given by (4) . In general, the BLER upper bounds the SER [33] . When the coherence time of the channel significantly exceeds the symbol duration (i.e., long bursts of errors during outage events), the two are close and (37) can serve as an estimate of the SER as well. Table I compares Pe(M ) in (37) using the exact F(x) in (6) and the SER of 8-PSK and 16-QAM with Alamouti scheme in the 2 2 2 uncorrelated keyhole channel given in [13] . As expected, (37) indeed upper-bounds the SER and is of the same order of magnitude. Thus, the outage probability provides a simple estimation of the SER, which captures the effect of modulation level M , without detailed and complicated analysis usually encountered in such problems. Furthermore, for large systems the asymptotic capacity distribution can be used in (37) for this purpose, simplifying the estimation even further.
IX. MULTIKEYHOLE CHANNEL
The ideal keyhole channel is not often encountered in practice [10] , [11] , since the assumption of a single nonzero eigenmode is only a rough approximation for most propagation scenarios. More often, the channels may be comprised of multiple keyholes (see Fig. 9 ), the "multikeyhole channels." Following (1) and assuming that contribution of the Tx-Rx paths propagating via more than one keyhole is negligible, the transfer matrix of the multikeyhole channel can be represented as:
where M is a number of keyholes, a k is the complex gain of the kth keyhole, h tk [nt 2 
i.e., we compare between the channels when the average SNR is constant regardless the number of keyholes. By substituting (38) in (2), it is straightforward to show that the instantaneous capacity of a frequency-flat quasi-static multikeyhole MIMO channel in natural units with CSI available at Rx end only is given by C = ln det(I + 0BrABtA H ) 
Proof: See Appendix F.
From Theorem 7, the asymptotic instantaneous capacity of a multikeyhole channel is the sum of the capacities of M single keyhole channels, i.e., the subchannels supported by different keyholes are essentially decoupled of each other. 
Proof: Under the conditions of Theorem 7, C in (41) is a sum of independent random variables, which, from Theorem 3, 4 are asymptotically Gaussian. Therefore, C is also asymptotically Gaussian with the mean and variance given by (42).
Using Jensen inequality and the normalization in (39), it is straightforward to show that
with equality if ja k j = 1=M ; k = 1 1 1 1 M , i.e., if the gains of all the keyholes are same. Since M ln(1+ 0 =M ) increases monotonically with M , the channel with more equal-gain keyholes has higher mean capacity. However, this is not necessarily true for the outage capacity, since an increase in M increases not only but also 2 (see (42)). Thus, the outage capacity for some outage probabilities may increase, while for others it may decrease. To demonstrate this, consider a marginal case where the channel has M equal-gain keyholes and M is large. From (43), limM!1 = 0, i.e., asymptotically does not depend on the number of keyholes. In contrast, 2 increases with M . Thus, from the analysis given in Section IV for two Gaussian cdfs with the same mean and different variances, we conclude that an increase in M decreases the outage capacity of such a multikeyhole channel at outage probabilities less than 0.5 and increases it at outage probabilities greater than 0:5 (we stress that this conclusion holds true under normalization (39) and may change if a different normalization is adopted).
Similarly to (17) , 2 in (42) is a sum of correlation measures over all keyholes at the Tx and Rx ends. Based on Definition 1 and the analysis presented above, a decrease in correlation and/or an increase in, decrease
X. CONCLUSION
A profound reason to study keyhole channels is not only in practical applications (i.e., as a model of physical propagation channels, including relay amplify-and-forward channels), but also due to the unique position of these channels as a model of the worst case MIMO propagation scenario (i.e., rank-one MIMO channels). The investigation of the keyhole channels can reveal how well a system performs in channels other than the Rayleigh ones (which were extensively studied and are well understood by now), and how much the results established for the Rayleigh channels apply elsewhere (i.e., robustness). The present study shows that, despite the degenerate nature of keyhole channels, their outage capacity is, similarly to full-rank Rayleigh channels, asymptotically Gaussian, when the number of antennas is large, regardless of whether or not the channel state information is available at the Tx end. This conclusion, together with other results on the asymptotic outage capacity of uncorrelated and correlated Rayleigh channels [16] , [17] indicates that the Gaussian distribution has a high degree of universality (robustness) in the outage capacity analysis of MIMO channels in general. 
Since the equality in (A2) holds for every !, at ! = 0j 01
which proves (7).
Based on (A1), the pdf and the cdf of are given for x 0 by
Since is a product of t; r, and t; r are assumed to be independent, the pdf f (z) and the cdf F (z) of are
where F (x); f (x) and F (x);f (x) are the cdf and the pdf of t and r, respectively. Thus, by substituting (A4) and (A5) in (A6) and (A7) one obtains (5) and (6).
Q:E:D: i) n t ! 1; n r < 1 : Let J = ln(1 + 0 r =n r ). Since J is a continuous monotonically increing function of r, its cdf is F J (x) = F (n r (e x 0 1)= 0 ). Thus, from Theorem 2 and using the fact that convergence in probability implies convergence in distribution, as nt ! 1 F C (x) ! F J (x) = F (n r (e x 0 1)= 0 ):
If Rr is nonsingular and has distinct eigenvalues r t ; k = 1 111n t ; F (x) is given by (A5). ii) n t < 1; n r ! 1 : Due to the symmetry, the proof follows the same arguments when the Tx and Rx ends exchanged. Q:E:D:
Define a function f(x; y) = ln(1 + 0x 1 y). From (3), C = f(n 01 t t ; n 01 r r ). From Lemma B, as n t ! 1 and nr ! 1; n 01 t t and n 01 r r are asymptotically Gaussian in distribution with the means E(n 01 t t ) = E(n 01 r r ) = 1 and the variances n 02 t kR t k 2 and n 02 r kR r k 2 . Since the derivative of f(x; y)
is continuous in the neighborhood of x = 1 and y = 1, using Cramer
Theorem [31] , [30, Th. 7] , C is asymptotically Gaussian with the mean = f(1; 1) = ln(1 + 0 )
and the variance 
B. Quadratic Exponential Model
Consider an n2n quadratic exponential correlation matrix R whose elements are defined in (25) . Then n 01 trfRg = 1 < 1: 
The second inequality is due to (D7), since E 1 [m 1 (r) ] is an increasing sequence of m. Thereby, as n ! 1 
i.e., as n ! 1 Under the conditions of Lemma E, M 1=(2+) =m 1=2 < 1. Thereby, from (E4), if Z() = 0, the limit in (E3) holds, i.e., n 01 khk 2 is asymptotically normal in distribution.
Q:E:D:
Proof of Theorem 4: Define a function f(x; y) = ln(1 + 0 x 1 y).
From (3), C = f(n 01 t t ; n 01 r r ). From Lemma E and under the adopted normalization, as nt ! 1 and nr ! 1; n 01 t t and n 01 r r are asymptotically Gaussian in distribution with the means E(n 01 t t ) = E(n 01 r r ) = 1. Since C is a smooth function (first-order derivative is continuous) in the neighborhood of E(n 01 t t) and E(n 01 r r ), Q:E:D:
