Scheduling with time-dependent processing times is concerned with scheduling situations in which the job processing times vary with some situational parameters. Research on time-dependent scheduling problems has spawned a new area in the scheduling field. It has uncovered many new properties that are absent in classical scheduling theory and led to new methodological approaches to algorithmic design and NP-hardness proof. Due to its theoretical challenge and practical value, scheduling with time-dependent processing times has attracted a considerable amount of research attention in the literature. We publish in this issue a number of state-of-the-art studies on the topic that span the singlemachine, flow shop, and parallel settings.
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For research involving learning and/or deteriorating jobs on a single machine, X. Zhang and Q. Xie consider single-machine scheduling with job ready times under the assumptions of group technology and position-dependent processing times. Their objective is to find the optimal group sequence and the optimal job sequence to minimize the makespan. P. Ji and L. Li consider single-machine group scheduling with general position-dependent learning effects and deteriorating jobs simultaneously. Under the assumption that the group setup time is a positive strictly decreasing continuous function of the amount of consumed resource, they show that the makespan minimization problem is polynomially solvable under the constraint that the total resource consumption does not exceed a given limit, and the total resource consumption minimization problem is also polynomially solvable under the constraint that the makespan does not exceed a given limit. J.-G. Kim et al. consider the lotorder assignment problem with the objective of minimizing the total tardiness of the orders with distinct due dates. They show that the proposed problem can be solved optimally by finding an optimal sequence for the single-machine total tardiness scheduling problem with nonnegative time-dependent processing times. Assuming that the actual processing times of all the jobs are subject to a sum-of-processing-timesbased aging effect, D. G. Kim and J. Y. Choi consider a twoagent single-machine scheduling problem that minimizes the total weighted tardiness of one agent under the restriction that the second agent is prohibited from having tardy jobs. S.-C. Liu et al. investigate a single-machine problem with sum-of-processing-times-based learning and ready times to minimize the makespan. To solve the problem, they build a branch-and-bound algorithm and a heuristic algorithm to find the optimal solution and near-optimal solution, respectively. T. Wang and D. Xu consider a maximum lateness minimization scheduling problem on a single machine with a mandatory maintenance whose duration is workload dependent. They show that the problem is NP-hard and propose an approximation algorithm for it. K. Li and H. Tian investigate a new variant of the single-machine scheduling problem by considering sequence-dependent setup costs and demands of downstream production lines. They formulate it as a mixed integer linear programming model and propose an improved particle swarm optimization to solve it. Y. Qi et al. investigate a scheduling problem on a single machine with a maintenance, in which the starting time of the maintenance is given in advance but its duration depends on the load of the machine before the maintenance. They formulate it as an integer programming model, discuss the complexity, and propose an FPTAS and fast heuristic algorithms for the problem.
Three papers study parallel-machine or multiple-machine scheduling with deteriorating jobs or learning effects or both. C. Miao and J. Zou consider parallel-machine scheduling in which the machines have availability constraints and the processing time of each job is a simple linear increasing function of its starting times. They discuss the complexities for the makespan, total completion time, and total weighted completion time minimization problems. W. Ma et al. consider parallel-machine scheduling with past-sequence-dependent delivery times and aging maintenance. They develop polynomial algorithms for three versions of the problem of minimizing the total absolute deviation of job completion times, the total load, and the total completion time. Y. Zhou and Q. Zhang study cooperative games based on multiplemachine scheduling with learning effects.
In the flow shop setting, G. Six potential topics include the papers discussing a compensated numerical method for solving stochastic differential equations with variable delays and random jump magnitudes by Y. Du and C. Mei, investigating individual traffic police on duty behaviour analysis method with time series scheduling by H. Peng et al., addressing agent behaviour-based simulation on the mass collaborative product development process by X. Zhang et al., studying a novel model for lattice-based authorized searchable encryption with special keywords by F. Zeng and C. Xu, investigating online scheduling with delivery times on a bounded parallel batch machine with limited restart by H. Liu et al., and addressing a spatial resource constrained project scheduling problem by S. Hu et al.
We hope these papers help readers to further explore research on scheduling with time-dependent processing times and related topics.
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