1. ONERA M6, M = .84, α = 3.06°, inviscid 2. ONERA M6, M = .20, α = 0°, Re = 5000 3. ONERA M6, M = .20, α = 1°, Re = 5000 4. ONERA M6, M = .84, α = 3.06°, Re = 11.7x10 6 5. ONERA M6, M = .84, α = 5.06°, Re = 11.7x10 6 6. ONERA M6, NACA 00098 Airfoil, M = .84, α = 3.06°, Re = 11.7x10 6 (As described in Subsection 5.3, each number in the shaded portion of the table is a ratio of the AD-generated derivative value D AD to the DD-generated derivative value D DD . In experiment 1, the blank entries indicate derivatives that were computed to be zero by both D AD and D DD . In experiment 2, each "*" indicates a ratio having a highly suspect D DD value.) 
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with respect to non-geometric inputs, geometric inputs, and algorithmic and physics modeling parameters. Our experiments demonstrate that the AD method has several distinct advantages in comparison to DD:
• AD requires a short, initial, code-development lead time to obtain SD codes capable of providing accurate SD. Our initial application of ADIFOR to TLNS3D required O(man-month) time. Subsequent efforts required O(manweek) or less.
• Accurate SD can be computed without the need to determine a step-size for the DD perturbation capable of providing an accurate derivative approximation. This is especially important in cases, such as the experiment to compute geometric sensitivities with respect to planform derivatives, in which DD failed to produce accurate approximations to the SD's despite several attempts with different perturbation sizes.
• Accurate SD can be computed for code that has been deemed to be too complicated to be differentiated by hand. For example, in the 2-D quasi-analytical SD code of reference 10, the turbulence model was deemed too complicated for differentiation by hand; its treatment as constant led to sizable relative errors in some resulting global sensitivities. ADIFOR, however, successfully differentiated the TLNS3D Baldwin-Lomax turbulence model providing answers consistent with those produced by DD.
• Small derivative values can easily be calculated. DD accuracy for small derivatives is often suspect.
• "Consistent" derivatives of oscillatory output functions can be obtained. For cases for which the convergence was poor due to a noisy output, the DD based upon instantaneous output values failed to adequately approximate the SD. The AD code appeared to capture several meaningful digits of each SD computed for the turbulent case using the noisy Johnson-King turbulence model.
• Convergence of the SD via AD can be monitored during code execution, whereas SD via DD are usually constructed after the runs are complete, and this precludes convergence monitoring during execution.
Unfortunately, at this stage, the time required for an AD-augmented code to compute derivatives is still larger than we would like it to be for codes as complex as TLNS3D. As reported above, for a sufficiently large number of design variables, AD outperforms DD; however, the memory required for large numbers of design variables, is prohibitive. AD fares far better if all of the costs actually incurred by using DD are considered:
• Time and space required to manage the data from multiple perturbed function evaluations.
• Time required to verify that the DD step-size is providing accurate SD approximations.
• Time required to compute DD by central differences, if one-sided divided differences are not able to provide accurate SD approximations.
It should be stressed that, from a purely mathematical point of view, the differentiation of iterative processes does not seem to be a problem, despite the fact that the assumptions of known derivative convergence theorems have not been verified and are almost certainly not satisfied by multigrid algorithms. Since even the convergence of the iterates themselves has not been proven under reasonably general assumptions, attempts to prove the convergence of their derivatives seem premature. As our theoretical studies and numerical experiments indicate, one may expect that both solutions and derivatives converge at about the same rate once the iteration has settled down.
Future Work
We are considering several approaches to reduce the cost of AD for iterative flow solvers.
First, we are investigating the "by-hand" application of AD in the context of an incremental iterative strategy. This approach should have two beneficial effects. Since less code will be processed by AD, the space required will be significantly reduced. This reduction in space, in turn, means that the number of design variables can be increased, leading to a significant improvement in vector efficiency and consequent reduction in computational effort.
Second, we are investigating automatic "deactivation" concepts in which an attempt will be made to avoid the unnecessary differentiation of preconditioners and other intermediates that affect only the solution process but not the solution function and its derivatives. Unless the original code is appropriately structured, "deactivating" such intermediates will be a difficult task. However, the resulting simplified derivative calculation should be very efficient.
Third, we are investigating techniques to improve the vectorization and parallelization of the derivative code, so that their running time is at worst equal to that of the original code multiplied by the number of design parameters.
points. Similarly, define to be the time required to compute sensitivities by AD taking I multigrid iterations over a grid with G grid points. Then, define and as follows. (5) and .
(
The ratio of to , referred to as the "relative work ratio," indicates the relative amount of work performed by an iteration of the AD code at a grid point to that performed by an iteration of the DD code at a grid point. Table 2 The Cray compiler Flowtrace and Loopmark options were used to identify subroutines, function calls, and "do loops" that did not vectorize as well as the corresponding ones in the original code and, thus, probably consumed far too much execution time in the AD code. After this evaluation, it was possible to use simple code modifications (changing one recurrent subroutine argument to a parameter, restoring intrinsic Cray vector functions which ADIFOR could not process) and more compiler options (use of the aggressive compile option, and inlining of the Fortran intrinsic and error handling functions provided by ADIFOR) to improve the derivative code vectorization. After this processing, some degradation of the vector inefficiency still exists, most likely caused by the inability of the Cray compiler to vectorize the more complex loops generated by ADIFOR. Manual loop segmentation, known as loop distribution in the compiler community, allows the compiler to vectorize more of the remaining loops. Additional segmentation may recover even more of the vector performance. Both the turbulence modeling parameter sensitivity studies and geometric sensitivity studies were executed with this "hand-tuned" code. The improved efficiency of this AD code is demonstrated by the relative work ratio of 1.440 for the viscous modeling parameter sensitivity of experiment 8 and the relative work load of 1.807 for the geometric sensitivity of experiment 16.
Experience gained through manually postprocessing the TLNS3D code will be incorporated into future versions of ADIFOR, thereby improving vector efficiency and decreasing user intervention.
To document the impact of number of independent variables on the efficiency of TLNS3D AD , a series of experiments were run with number of independent variables ranging from 1 to 48 as shown in Table 3 . It is significant to note how the time per design variable increases sharply in going from 4 to 6 design variables, and then slowly decreases as the number of design variables increases beyond six. This is due to the Cray compiler which will only automatically unroll the innermost loops up to length 5. However, as the time per design variable indicates, extremely good vectorization was achieved with the 48 design variable case.
Memory requirements for the AD codes created in the experimental studies, in general, required between NIV and NIV+1 times as much memory as that required for the original TLNS3D code. One would expect that the memory would increase by a factor of about NIV+1 over the original code in order to accommodate calculation and storage of the function plus the NIV derivatives by an iterative scheme. ADIFOR dependence analysis reduces the memory requirements somewhat by augmenting only the "relevant" portion of the function code.
Ease-Of-Use
The experimental sensitivity studies demonstrated that reliable (and verified) SD could be obtained for complex CFD codes in O(man-week), an enormous improvement over the time required to construct a "by-hand" derivative code. After an initial successful application of ADIFOR to a code such as TLNS3D, subsequent applications to compute new sets of sensitivities should take only O(man-hours) which is quite competitive with divided differences, but is free of the uncertainty inherent in the use of divided differences.
As an indication of the ease-of-use of ADIFOR and the unreliability of DD, the majority of time dedicated to performing each of these experiments was spent verifying the ADIFOR-generated derivatives by DD -not applying ADI-FOR to generate the AD code.
Conclusions
Automatic differentiation of TLNS3D, an efficient, complex, state of the art 3-D CFD code, has been quantitatively demonstrated to provide accurate SD of output flow properties ratio of the AD-generated derivative value D AD to the DDgenerated derivative value D DD . A ratio near unity indicates good agreement between the AD and DD derivatives. Note that in almost all cases AD and DD were in agreement to between 3 and 4 significant digits of accuracy.
Experiments 1 through 14 were run using a restart-based approach in which the original TLNS3D code was run to reasonably good convergence and then a restart solution file was generated. Then, the SD augmented TLNS3D code was run from the restart file to converge the SD. Experiments 15 through 17 were run from a scratch start. For more information on these two approaches, again refer to references 7, 8 and 9.
In experiment 1, the blank entries indicate derivatives that were computed to be zero by both D AD and D DD . In experiment 2, each "*" indicates a ratio having a highly suspect D DD value computed by taking function differences of magnitude O (10 -14 ). The sensitivities computed by AD have magnitude O (10 -8 ) and we believe them to be correct.
Experiments 10, 11 and 12 highlight the differences between the asymptotic convergence behavior of the Baldwin-Lomax and Johnson-King turbulence models. At the low angle-ofattack (α = 3.06°) condition of experiments 10 and 11, the Johnson-King residual converges several orders of magnitude and then "hangs up" in an oscillatory low amplitude noise; the Baldwin-Lomax residual can be driven to machine zero without difficulty. At the high angle-of-attack (α = 5.06°) condition of experiment 12, the amplitude of the noise is increased. Noise also appears in the computations for the dependent variables C L , C D and C M . DD based on such a noisy function cannot be expected to give meaningful SD as indicated by the poor agreement of four of the six sensitivity ratios computed in experiment 10. However, the AD's are expected to give meaningful results because the SD calculations via AD are driven by the most significant digits of the function evaluation, whereas the DD are constructed by subtraction, where the most significant digits of the function evaluation are lost. In experiment 11, an attempt was made to factor out the oscillatory noise by "time-averaging" the dependent variables used in the DD calculation. Underlined values in Table 1 Experiments 14 and 15 demonstrate a case where DD may be difficult to use to obtain accurate SD approximations due to the use of a highly stretched grid. The DD used in these ratios were one-sided forward differences, but recent calculations using one-sided backward, and central differences show little improvement over these results. We believe the sensitivities of the wing drag coefficient C D to the tip leading edge spanwise location z tip,LE computed by AD to be correct.
The numerical results reported here show that even the naive application of ADIFOR to multigrid solvers viewed essentially as black-box programs can produce accurate sensitivity information at tolerable costs. In fact, for the majority of the sensitivity studies, all calculated derivatives could be reproduced with several digits agreement by carefully evaluated DD.
Running Time and Storage Requirements
To generate a code that computes sensitivities with respect to a set of independent variables of size NIV, ADIFOR inserts vector loops of length NIV to compute "gradient objects" for each intermediate involved in the function evaluation, using roughly NIV times as much memory as the original code. If NIV is sufficiently large, then the resulting AD code will be an efficient vector code. For standard test problems, ADIFOR achieves and undercuts this bound regularly on scalar and super-scalar chips. 31 Unfortunately, the large memory requirements of TLNS3D and the factor of NIV expansion in memory required for the forward mode of AD, practically limits the number of independent variables that can be computed by TLNS3D AD to about 10 for reasonably fine grids. Therefore, all of the vector loops inserted by ADIFOR are "short loops." With current Cray compiler technology, these inner-most short loops prevent the longer TLNS3D outer loops from being pipelined leading to an inordinately long running time. For up to 5 independent variables, significant improvements can be made to the AD code by making minor code changes "by-hand" and by directing the Cray compiler to unroll the short vector loops. Unfortunately, these changes are insufficient to create an efficient vector version of TLNS3D AD .
Since the multigrid solver and its derivatives appear to converge at roughly the same asymptotic rate for smoothly converging functions, the cost of AD versus DD can be assessed by comparing the cost of a "single iteration" of the AD code and the DD code normalized based on grid size. The concept of "single iteration" of the AD code is well defined. For the DD code, the cost of a "single iteration" is the sum of the costs of each iteration of the NIV+1 perturbed function evaluations required to compute the one-sided DD approximations.
Define
to be the time required to compute sensitivities by DD taking I multigrid iterations over a grid with G grid T DD investigated derivatives with respect to free stream Mach number M, angle of attack α, and stream Reynold's number based on mean aerodynamic chord Re. Derivatives were verified for inviscid transonic flow, laminar subsonic flow and turbulent transonic flow. Both the differentiable mixinglength turbulence model and the Baldwin-Lomax turbulent models were compared for the transonic flow case.
The algorithmic parameter sensitivity study investigated the second-and fourth-order damping coefficients (VIS2 and VIS4) of the CFD solution algorithm of the TLNS3D code which uses a blending of scalar second-and fourth-difference artificial dissipation to maintain numerical stability. Derivatives were verified for transonic turbulent flow.
The physics modeling parameter sensitivity study investigated two turbulence parameters: the Clauser constant K of the outer-region eddy viscosity coefficient and A+ of the Van Driest correction to the Prandtl mixing length of the inner-region viscosity coefficient. Derivatives were verified for transonic turbulent flow. The Baldwin-Lomax turbulence model was examined on both the 97x25x17 and 193x49x33 grids. The Johnson-King turbulence model was only investigated on the 193x49x33 grid due to the excessive noise encountered while trying to converge the residual on the coarser grid.
The application of ADIFOR for geometric inputs investigated derivatives with respect to planform and section parameters. The planform parameters are the tip chord, the tip leading edge streamwise location, and the tip leading edge spanwise location (c tip , x tip, LE , and z tip, LE ). The section parameters are the twist angle, maximum camber, location of maximum camber, and the thickness-to-chord ratio at the wing root and tip (α root , cmax root , xcmax root , τ root , α tip , cmax tip , xcmax tip , τ tip ). Derivatives with respect to planform were computed for both the original ONERA M6 wing and an ONERA M6 planform with a NACA 00098 wing section (that is, a symmetric "four-digit" airfoil of thickness-tochord ratio 0.098) that approximates the original ONERA M6 wing section. Both inviscid and turbulent transonic flows were studied.
All ADIFOR preprocessing of codes for these experiments was performed on a SPARC workstation. All TLNS3D results were obtained on one processor of the NASA Langley Research Center Cray Y-MP.
ADIFOR Code Processing
In preparation for the non-geometric sensitivity studies, ADIFOR was applied to TLNS3D in a very simple and straightforward manner, with the non-geometric inputs identified as the independent variables, to construct the sensitivity code TLNS3D AD . Prior to processing with ADIFOR, minor changes to the TLNS3D code required for ADIFOR were performed. ADIFOR differentiated through the entire multigrid solution algorithm; the specified dependences were traced from independent to dependent variables and the SD code inserted as required. The resulting SD modules were assembled into a working code based on the template shown in Figure 3 . The SD code was later modified to improve its performance on the Cray Y-MP as described later in this section.
For the algorithmic and physics modeling parameter sensitivity studies, ADIFOR was again applied to TLNS3D, with the algorithmic and physics modeling parameters identified as independent variables, to construct the sensitivity code TLNS3D AD .
In preparation for ADIFOR processing for the geometric sensitivity study, ADIFOR was applied to WTCO to generate the new code WTCO AD with the geometric parameters specified as the independent variables, and the grid coordinates (x, y, z) generated by WTCO specified as the dependent variables. In addition to generating a grid, WTCO AD also generates the derivatives or grid sensitivities to the geometric parameters (either planform or section). ADIFOR is then applied to TLNS3D, to create TLNS3D AD , with the grid coordinates declared as the independent variables and the flow coefficients as the dependent ones. Both grid and grid sensitivities are read as input by TLNS3D AD . The grid sensitivities initialize the seed matrix within TLNS3D AD so that an application of the chain rule can be used to calculate the required SD's as (4) where G is a generic geometric variable and X is the grid generated by WTCO AD and used as the input to TLNS3D AD . The grid sensitivity array is the seed matrix input to TLNS3D AD . Table 1 presents a summary of seventeen experiments investigating the ADIFOR-generated codes WTCO AD and TLNS3D AD . Each experiment has been assigned a number given in the "exp #" column. The flow case column identifies the configuration and flow condition as indicated in the legend under the table. Flow type labels I, L, T ML , T BL and T JK indicate inviscid transonic flow, laminar subsonic flow, and turbulent transonic flow modeled with a mixing-length model, Baldwin-Lomax model, or Johnson-King model, respectively. Each number in the shaded portion of the table is a
Accuracy
For the sake of discussion, assume that our iteration for solving Equation 1 and throughout has the schematic form shown in Figure 2 .
Let the notation R z and R x represent and , respectively. Newton's method, for example, is a particular instance of this scheme with defined as follows.
In the following, a "prime" notation (such as ) always denotes total differentiation with respect to x. Applying AD to the schematic iteration shown above, and modifying the stopping criterion, provides the derivative iteration shown in Figure 3 .
Given and , one can obtain the derivative residual at a cost roughly equal to that of evaluating multiplied by the number of design parameters (i.e., components in x). In particular, this derivative evaluation does not require the calculation of the Jacobian , which may contain very many elements. The stopping criterion based solely on has been replaced by one that also requires to be small. While it is natural to do so, an automatic tool cannot be expected to detect the stopping criterion in a potentially complifor m = 1, ... do evaluate and stop if it is small compute a suitable preconditioner update endfor These results have been extended to quasi-Newton methods, where the derivatives may grow unbounded but still tends to zero, because of the superlinear rate of convergence. 30 Whenever the iterates themselves converge superlinearly there is the danger that the R-linearly convergent derivative approximations may lag behind. For such methods, it is particularly important that the stopping criterion enforce a significant reduction of . In large-scale applications, a reasonable linear rate is often the best one can achieve, so that the asymptotic rate of convergence is likely to be the same.
Experimental Studies
In order to evaluate the promised abilities of AD and ADI-FOR to deliver SD of complex numerical processes accurately and efficiently, a sequence of experiments was performed in which ADIFOR was applied to the WTCO wing grid generation code and TLNS3D to compute the sets of derivatives described above. Highlights from those experiments will now be presented. For more complete information on the results of these studies, refer to references 7, 8 and 9. For example, in this overview, almost all of the investigations into the question of what actually defines "good convergence for the flow solver" and "good convergence for the ADIFOR-generated codes" are ignored.
The primary concerns about the use of AD in computing SD were accuracy, running time requirements and memory requirements of the derivative code generated by ADIFOR. Ease-of-use was a secondary concern. Accuracy and running time were assessed by comparing the results of the ADIFORgenerated code with DD.
The Experiments
Each of the experimental studies investigated derivatives given an ONERA M6 wing described by a C-O mesh. The lift coefficient C L , drag coefficient C D and wing pitching moment C M were taken as the output of TLNS3D with respect to differentiation.
The application of ADIFOR for non-geometric sensitivities
properties such as improved convergence rate or improved accuracy.
In the studies described below, the WTCO wing grid generation code has been coupled with the TLNS3D thin-layer Navier-Stokes code.
The WTCO wing grid generation is a batch-mode, algebraic, transfinite interpolation grid generation program. The code includes the capability to generate grids around wings of at least two airfoil sections, described by pairs of coordinates or NACA four-digit airfoils. In this case, the usual NACA fourdigit airfoil family has been expanded by allowing the maximum camber (cmax), location of maximum camber (xcmax), and the thickness-to-chord ratio (τ) to be specified as real number inputs, rather than deduced from an integer designation. A true NACA 2412 has the cmax = 0.02, xcmax = 0.4, and τ = 0.12; the WTCO program has been modified to allow for small perturbations to this shape, such as cmax =0.02002, xcmax = 0.4004, and τ = 0.12012. These modifications were necessary to perform the DD runs used to verify the SD calculations by AD. The user specifies spacing constants at several points on the grid boundaries as well as the type of boundary. The user also specifies the type of boundary surface, interior interpolation, and the amount of smoothing required. WTCO was chosen for use in this study because it has performed reliably with the flow solver on many previous occasions; it is non-iterative and does not include any coding extraneous to the grid generation (such as graphics). The source code necessary for AD application was readily available. The total number of design variables can be changed by changing the number of input sections which describe the wing.
The TLNS3D code is a high-fidelity aerodynamic computer program that solves the time-dependent 3-D thin-layer Navier-Stokes equations with a finite-volume formulation.
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The code employs grid sequencing, multigrid, and local time stepping to accelerate convergence and efficiently obtain steady-state high Reynolds number turbulent flow solutions. When temporally converged to a steady-state solution, the method is globally second-order accurate. The TLNS3D code is a central-difference code that employs second-order central differences for all spatial derivatives and employs a blending of scalar second-and fourth-difference artificial dissipation to maintain numerical stability. The solution is advanced explicitly in time with a five-stage Runge-Kutta time-marching algorithm. The code includes both the Baldwin-Lomax (B-L) and Johnson-King (J-K) turbulence model. 25, 26 This code has been used successfully in a number of applications across the flight speed range from low subsonic to hypersonic and for a number of flight vehicle types. The TLNS3D code is a highly vectorized code and this aspect contributes greatly to its overall computational efficiency on the Cray Y-MP. The newly released multiblock version of TLNS3D, TLNS3D-MB 27 , promises the flexibility needed for modeling complex geometric configurations and is basically organized in incremental iterative form, which may allow for significant improvements in the ADIFOR applications in the future.
Differentiation of Iterative Functions
Despite the lack of convergence theory under realistic assumptions, iterative techniques are now the state of the art in 3-D CFD codes for nontrivial geometries and stream conditions. 24 The iterative flow solvers may take hundreds of steps and often involve discontinuous adjustments of solution operators, grids, shock waves, or free boundaries. This iterative nature of advanced CFD codes poses the most significant challenge regarding the automatic generation of sensitivities.
If applied to a CFD code as a "black-box," ADIFOR would simply differentiate the whole iterative process. Unfortunately, the resulting sensitivity code would only apply the stopping criterion from the original iterative process which has been shown to be insufficient to guarantee convergence of the sensitivities themselves. If the stopping criterion of the sensitivity code is modified to monitor convergence of the sensitivities as well, then the sensitivities computed by AD should be accurate. 28, 29 Theoretical results on the rate of convergence of derivatives for iterative processes have not yet been extended to multigrid methods, such as that underlying TLNS3D, but our experience so far indicates that for smoothly converging functions, the derivatives and the function converge at roughly the same asymptotic rate. 9 Consider a function of x * defined implicitly by the following nonlinear system.
(1)
The goal of an iterative solver is to find the value of the function implicitly defined by R. The question is under what circumstances does an AD version of the code for this rootfinding process compute the following desired derivatives.
In contrast to the approximation of derivatives by DD, AD does not incur any truncation error so that the resulting derivative values are usually obtained with the working accuracy of the original function evaluation. In contrast to fully symbolic differentiation, both operations count and storage requirements can be bounded a priori in terms of the complexity of the original function code for all modes of AD. In many cases, the calculations initiated by an AD tool for the evaluation of derivatives mirror those of a carefully handwritten derivative code. For more information, refer to the comprehensive collection on AD theory, implementation, and applications 17 , and a review of the earlier AD tools 18 .
ADIFOR uses sophisticated program analysis techniques to extract control flow and dependence information directly from the user's source code to determine which intermediate variables within a program require the propagation of derivative information. 19, 20 This approach allows for a simple, intuitive interface and may greatly reduce the space and time requirements of the derivative code by eliminating the need to compute derivatives for all intermediate quantities in the program. Application of ADIFOR to Fortran codes requires specifying the independent and dependent variables to be used in forming the SD.
The ADIFOR tool produces portable Fortran 77 code and accepts almost all of Fortran 77, in particular, arbitrary calling sequences, nested subroutines, common blocks, and equivalences. The ADIFOR-generated code employs a consistent subroutine naming scheme that allows for code tuning, the use of domain-specific knowledge, and the exploitation of vendor-supplied libraries. ADIFOR-generated code can be used in various ways. Instead of simply producing code to compute the Jacobian J, ADIFOR produces code to compute J * S, where the "seed matrix" S is initialized by the user. Therefore, if S is the identity, ADIFOR computes the full Jacobian; whereas if S is just a vector, ADIFOR computes the product of the Jacobian by a vector. "Compressed" versions of sparse Jacobians can be computed by exploiting the same graph coloring techniques that are used for DD approximations of sparse Jacobians. 21, 22 The running time and storage requirements of the ADIFOR-generated code are roughly proportional to the number of columns of S, so the computation of Jacobian-vector products and compressed Jacobians requires much less time and storage than does the generation of the full Jacobian matrix.
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Although AD techniques can be applied to augment codes in their entirety, significant reduction in the space and time required to compute sensitivities are often possible if domainspecific application knowledge is coupled with AD techniques in sophisticated ways. For instance, we expect that the derivative code created by applying AD to the components of a CFD code for use in an incremental iterative strategy will significantly outperform the code generated by fully differentiating the CFD iterative solver.
SD Requirements for CFD
The computational process of CFD, when coupled with a grid generator, maps geometric shape inputs, non-geometric stream inputs and a collection of algorithmic and physical modeling parameters to a flow solution as shown in Figure 1 .
Geometric inputs include wing planform and wing section parameters. Non-geometric inputs include the free stream Mach number M, stream Reynold's number based on mean aerodynamic chord Re, and angle of attack α. Algorithmic and physical modeling parameters include the coefficients of the artificial dissipation terms and parameters used in turbulence modeling which control stability and convergence acceleration. The flow solution includes C L , the wing lift coefficient, C D , the wing drag coefficient, and C M , the wing pitching moment. Interesting SD for the complete grid generation and CFD process include derivatives of any of the outputs (C L , C D or C M ) with respect to any of the geometric or non-geometric inputs or any of the algorithmic and modeling parameters. Geometric and non-geometric sensitivities might be used to guide an MDO system, for example, in determining an optimum wing shape. Sensitivities with respect to algorithmic and modeling parameters could be used in a formal parameter identification regime to achieve particular program 
Non-geometric Geometric
Algorithmic and physical modeling parameters Numerous research efforts have examined the issue of efficient computation of SD for CFD, but most have concentrated on the use of direct solvers to solve the large systems of linear algebraic sensitivity equations generated by direct differentiation of the system of discrete nonlinear algebraic equations which model the Euler or thin-layer Navier-Stokes (TLNS) equations for 2-D flow. Unfortunately, the extremely large computer storage requirement of direct solvers make their extension to 3-D implausible. Advanced 3-D CFD codes, therefore, typically employ iterative solution algorithms to solve the implicit nonlinear partial differential equations that express the fluid conservation laws; it is exactly those iterative techniques that must be augmented with SD computations.
Typical techniques for "augmenting" a code to compute sensitivities include "by hand," "by use of a symbolic expression differentiator" and "by approximation via divided differences." Unfortunately, none of these techniques can be counted on to deliver fast and reliable derivatives in a flexible and timely fashion for large computer codes. Hand coding of derivatives is impractical and symbolic approaches may require as much effort as hand coding. Divided differences (DD) may not be accurate and are obtained too slowly. Since DD errors tend to grow with problem complexity, larger models will have to deal with ever-more-inaccurate derivatives, even though a faithful modeling of their complex nonlinear behavior requires very accurate derivatives. In addition, the cost of DD will restrain the magnitude of problems that can be done in practice.
Automatic differentiation (AD) promises to address the need for a flexible and scalable technology capable of computing derivatives of large codes accurately, irrespective of the complexity of the model. This paper presents an overview of a sequence of three efforts designed to determine the potential of AD with respect to the SD requirements of MDO for advanced CFD codes. [7] [8] [9] In each of these efforts, the ADIFOR automatic differentiation tool was applied to TLNS3D, a state of the art, 3-D, thin-layer Navier-Stokes, multigrid flow solver. In each of these efforts AD was applied to compute sensitivities of the entire iterative multigrid process. In contrast to this "black-box" approach, automatic differentiation could be applied to components of a CFD solver to obtain derivative computations in an incremental iterative form analogous to quasi-analytical hand differentiated code. The incremental iterative form, also known as the "delta" or "correction" form, is commonly used in CFD for obtaining the solution state vector from the nonlinear governing flow equations. References 10 and 11 discuss the benefits of using this form to solve the large systems of linear equations needed to obtain SD. Ongoing efforts are evaluating these alternative strategies. This paper is organized as follows. Section 2 briefly overviews automatic differentiation and ADIFOR. Section 3 describes TLNS3D and examines sets of SD that might be needed in an MDO context. Section 4 discusses the application of AD to iterative CFD solvers. Section 5 presents results from the experimental studies in which ADIFOR was applied to compute sets of SD like those described in Section 3. Section 6 and Section 7 conclude the paper and present ideas for future work. As will be seen, the results of these efforts are both significant and encouraging; but challenges remain.
Automatic Differentiation and ADIFOR

Automatic differentiation
12 is a chain-rule-based technique for evaluating the derivatives of functions defined by computer programs with respect to their input variables and has been investigated since 1960. For the most part, implementations of AD were conceived by the need for accurate firstand higher-order derivatives in a certain application. Distribution for the mainstream of scientific computing was not a major concern. Recently, progress towards a general-purpose AD tool has been made with the development of ADIFOR by a joint effort of Argonne National Laboratory and Rice University. [13] [14] [15] ADIFOR differentiates programs written in Fortran 77; that is, given a Fortran procedure (or collection of procedures) that describe a "function" and an indication of which variables in parameter lists or common blocks correspond to "independent" and "dependent" variables with respect to differentiation, ADIFOR produces Fortran 77 code that computes the derivatives of the dependent variables with respect to the independent ones. Automatic differentiation has two basic modes which are usually referred to as the forward and reverse modes. The forward mode computes derivatives of intermediate variables with respect to the independent variables during a "forward" pass through a function. In contrast, the reverse mode propagates derivatives of the final result with respect to intermediate quantities during a "reverse" pass through the function. Ignoring sparsity issues, the running time and storage requirements of the forward mode are roughly proportional to the number of independent variables. The reverse mode is closely related to adjoint methods and has a lower operations count for gradient computations, but potentially very large memory requirements. 16 ADIFOR employs a hybrid of the forward and reverse modes of AD. That is, for each assignment statement, code is generated for computing the partial derivatives of the result with respect to the variables on the right-hand side and then the partials are employed in the forward mode to propagate overall derivatives. The resulting decrease in complexity compared to an entirely forward mode
