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1. Consider a linear algebraic system, 
At=11 (1) 
where A is a matrix (a,,) and 5 and q are vectors in two N-dimensional 
vector spaces S, and S,. In iterative methods of treatment of such systems 
often single equations and single groups of equations are used in a 
conveniently chosen order. We shall consider here a fixed grouping of 
the equations of the system (1) and of the corresponding components 
of the vectors E and 7. In order to do so systematically we shall consider 
the N-dimensional spaces St and S,, as Cartesian products of 1z linear 
vector spaces SE(l), . . . ,S,c”) and Sdl), . . . ,SQ(n) of dimensions m,, . . . ,m, 
respectively, where of course 
ml+ . . . +m,=N. (2) 
Then the system (1) can be written as a system of 12 matricial equations 
9‘ 
2 4, xv = yp (P = 1 >*  .?)I (3) 
Y=l 
where generally A,, is a (m, x m,)-matrix, x, is a vector from S,(“), 
and yy a vector from SV@‘). The matrix A becomes then a partitioned 
matrix 
A AI, 11’ * * 
A = (ABY) = ; . (4 
A Am rtl. - * 
In our treatment of the system (3) we shall consider single equa- 
tions (3) as well as certain groufis of these equations. So far it could 
* The preparation of this paper was sponsored by the U. S. Army under Contract 
No. DA-ll-022-ORD-2059. I am indebted for discussions to Mr. Howard Bell. 
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appear as if the consideration of a /ised groufiiq is not justified. However, 
the convergence conditions need not be satisfied in the general case, 
while they could be satisfied for a conr.enientlv chosen grouping of 
I.ariables, as we shall see in examples later. (5~~ Sees. 9, 28.) 
2. As a matter of fact, our theory. does not depend at all on the fact 
that the A,, in (3) and (4) arc matrices, and we shall therefore usuall> 
assume that these symbols denote general linear operators. 
We shall therefore from now on assume that we have 12 linear spaces 
S,(l), . . . ,S,(‘“), n linear spaces SOu), . . ,S,(“) and fzz linear operators 
A,, (p, v = 1,. . . ,n), such that the operator A,, is defined in S$(“) and 
assumes the values from .Sli(/‘). The elements of S,(“) will be denoted by x,, 
those of Sri(“) by yy. 
The Carthesian sums of .S,(“’ resp. of SI,@) are the spaces 
(5) 
the elements of which are the “generalized vectors” 
t = (Xl> * . . Jfl), “17 = (Yl,. . . ,YtL). (6) 
The matrix (4) is then an operator in the space SE, which assumes values 
from the space S,. 
3. The spaces SC@‘) and S,@‘) are assumed to be normed and the norm 
of an element x, from S,@‘) and an element yy from SV(“) will be denoted 
bY IbYh IYvld independently of the value of v. In particular, the norms 
chosen for the x, can be quite different from those chosen for the yy. 
These norms will be chosen once for all and the subscripts 4, # will be 
therefore usually dropped. S, is assumed to be complete for the norm 4. 
As to the operators, we will use for an operator A defined in a space 
S, with the norm 1 I9 and assuming the values from a space S, with the 
norm 1 I+ the expressions 
where again the subscripts #, C$ will be dropped, as + and $ are assumed 
fixed throughout the whole paper. 
Then to the matrix (4) belongs its associated matrix 
- A(A,,) . .. 
W‘2‘2) ... (7) 
- &&I) - A(A,,z) . . . 
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4. The convergence conditions for the iterative methods considered 
in this paper, depend on the matrix (7) being a so-called M-matrix. 
In Sets. 7-9 we will consider the simultaneous iteratio?b method; in 
Sec. 8 we will deduce the necessary and sufficient condition for its conver- 
gence, if the A,, are matrices, and we will prove its convergence in the 
general case if [A] is an M-matrix. 
In the rest of the paper we shall be concerned with the single step 
and group iterations and prove, as the main result of the paper, generaliz- 
ing the main result of Ostrowski [3], that such an iteration always 
converges, for the so-called free steering, if [A] is an M-matrix. Here the 
case of the so-called incomplete relaxation (overrelaxation or underrelaxa- 
tion) will be taken into account and bounds for the relaxation factors 
will be obtained which depend, in a certain sense, on “the degree of 
M-ness of [A]“. 
5. We call a matrix M(m,,) of order n a Minkowski matrix if we have 
mpp> 0, m,,< 0 (p#v; f&v=l,...,n) (8) 
and 
n 
c m,,> 0 p=l , * * . $12) (9) 
V=l 
A matrix M(m,J is called an M-matrix if there exist n positive numbers 
Yl,YZJ * . .,yn such that if we multiply the columns of M resp. by the yy, 
the obtained matrix (y,,m,,) becomes a Minkowski matrix. 
We shall need in this paper several results about these classes of 
matrices, which shall be formulated as lemmas. 
6. LEMMA 1. A necessary and sufficient condition for the matrix M(m,J 
satisfy&g (8) to be alz M matrix is that the determinalzt of M as well as 
all #winci$al milzors of M are positive. If M is an M matrix, so is M’. 
(See Ostrowski [l], pp. 74, 75.) 
LEMMA 2. The inverse matrix of an M matrix is nonnegative (has non- 
negative elements). If we have for an M matrix M(m,“) and 1z real 
numbers x, 
then all x, are Izonpositive. (See Ostrowski [l], p. 71; [3], p. 206.) 
Before formulating the following lemmata, we remind the reader that 
by a theorem of Perron, to any nonnegative (1~ x s)-matrix B(b,,) belongs 
the so-called maximal characteristic root of B, p, that is, a nonnegative char- 
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acteristic root of B, such that the modulus of every other characteristic 
root of B does not exceed p. On the other hand, if the matrix M(m!,,,) 
satisfies (8), the matrix 
I - (rn,“/rn,,) = ,i - m,Jm= 0 - m2Jm22 ‘l (11) 
is nonnegative. 
‘I-. . m,dm,, - mn2/hr . 0 
LEMMA 3. A necessary ami sufficient condition for a matrix M(m,,) 
satisfying (8) to be an M matrix, is that the maximal characteristic root 
of the corresponding matrix (11) is < I. (See Ostrowski [3], p. 182.) 
Into the same connection belongs the 
LEMMA 4. If K(k,,) is art (n x n)-matrix with nonnegative elements 
and the maximal characteristic root a < s, there exists an n-tuple (p,, . . . ,p,) 
of n positive p, such that we have 
2 kfiv P,,Pv< s (v= l,...,lz). (12) 
jI=I 
If K is irreducible, the positive p,, can be found such that we have evelz 
i k,, Pp/lIpv = a (II = 1,. . .,n). (12’) 
/AC=1 
(See Ostrowski [3], p. 191.) 
7. We consider first the simultaneous iteration method [“Iteration in 
Gesamtschritten”] going back to Jacobi, and apply it to (3). As the 
system (3) can be written in the form 
A PP 5 = Y/J - xA,x, (p= 1,. . .,n), 
V#Il 
it appears reasonable to form a sequence of approximating vectors to l: 
El)&. . .A,. . . starting with &,, by the iteration procedure 
A x@+~) = yp - ZAP” xt”’ lw a (p = 1,. . .,n), (13) 
Vflr 
where we put generally 
6, = (xy, . . . ,$‘). (14) 
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If we introduce the matrix 
then the iteration procedure (13) can be written in the form 
C&+1 = 7 - (A - CL (K = o,l,. . .). (16) 
In order to discuss the convergence of (14) denote by 5 the solution 
of (1). Then from (13) it follows that 
q&+1 - 6) = - (A - C)(L - E), 
t K+I - 5 = (I- C-lA)(E, - EL 
kc - E = (I- C-lA)“(&, - 6) (K = 1,2,. . .). (17) 
8. Assume first that the A,, are matrices. Then it is well known, 
that the necessary and sufficient condition for the convergence of the 
right-side vector in (17) to 0 for any choice of &, is that the moduli of 
all eigenvalues of I - C-1 A are < 1. But the characteristic equation 
of this matrix can be written as 
and this becomes after multiplication by C 
W, A,, . . . AI, 
; A,, AA,, . . . 42, = 0. 
i f 
(18) 
A t&l A fi:! .*. &fl 
We see that for the convergence of our procedure it is necessary and 
sufficient that the moduli of all roots of (18) are < 1. 
9. We give now an example of a matrix of order 3 for which the 
simultaneous iteration method in the usual sense diverges, while after 
suitable partitioning we obtain a convergent n-step iteration. For the 
matrix 
/I 1 2 0 
!a 1 2 
II 0 1 1 
(19) 
the convergence of the classical simultaneous iteration depends on the 
moduli of the roots of the equation 
Since here the maximum modulus of a root is 1/6> 1, the classical 
simultaneous iteration is divergent. On the other hand, if (19) is parti- 
tioned taking 
the corresponding equation (18) becomes 
ia 2a 01 
1 i 
22 a 2 = 0, 3L(P - 2/3) = 0, 
;l 1 il, 
and as here the maximal modulus of the roots of v2/3 < 1, we obtain 
a convergent simultaneous iteration. 
10. We return now to the general case. The matrix I - C-r A in 
(17) becomes 
! 
0 A,,-lA,, . . . AylA~n 1, 
I i il = ((1 - c$,,)A,;~A,,). (20) 
/ A,-lAfil Ann-1An2 . . . 0 
The upper bounds of the elements of (29) are the elements of the matrix 
0 (l(A,,-lA,,) . . . il(A,l-lAl,) 1 
11 E T. (21) 
il(A,mLIA,l) LI(A,-~A,~) . . . 0 
Therefore (see Ostrowski, [5], Sec. 12) the upper bounds of the elements 
of (I - C-l A)” are majorated by the corresponding elements of T” 
and go to 0 if T”-+ 0. On the other hand we have (see Ostrowski [5], 
Sec. IS), 
4%%A ,< d (AJWd (22) 
If we therefore put 
4&)IGL) = GYP # 4, u,w = 0 (p=l,...,fg, (23) 
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we see that our iteration procedure converges if the maximal root of the 
nonnegative matrix (c(,,) is < 1. 
From the lemma 3 it follows now: 
THEOREM 1. The simultaneous iteration procedure defined by (13) is 
convergent if the matrix [A] defined by (7) is an M-matrix. 
11. We shall now generalize the so-called single-step and gvozlp 
iterations (see Ostrowski [3]) to the case of the system (3). We shall 
obtain in any case, starting with an initial generalized vector to arbitrarily 
chosen, the sequence of vectors 5, which, if the procedure is convergent, 
converge to a solution 5 of the equation (1). 6, ‘7 and all vectors 5, are 
then decomposed as in (6) into their “Cartesian components,” x,,, yy, ~7)(~). 
In generalizing the single-step iteration to the case considered here, 
we choose at the K-th step, for the transition from 5, to t,+i, an index 
N, among the indices 1,. . . ,n and change only the corresponding Cartesian 
component of 5,. We put therefore 
c+l) = @) X/A (P#fK)l 
while in order to obtain xfiil’ K ’ we use the corresponding equation (3) 
with ,U = N,: 
A .~,pK %V, (‘+” = y.v, - 12: ANKv x!:‘. (25) 
v#NK 
This can be written differently by introducing 
Then we obtain 
n 
AN,N, CW = ye, - 2 AN~V xY. (27) 
1’ = 1 
12. However, in the numerical computation the vector 6(K) obtained 
from (27) will not be used in (26) with its exact numerical value. We shall 
rather use instead of (26) the more general formula 
where QK is a suitable operator defined in Sp’ and assuming values 
from the same space. Then, of course, (25) and (26) are not necessarily 
satisfied unless QK is the unity operator. Equations (27) and (28) describe 
the generalization of the single-step iteration to the case of the system (3). 
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In numerical practice, the operator QK need not be taken in a very 
close neighborhood of the unity operator, since the numerical experience 
shows that a convenient choice of QK can improve the convergence \erJ. 
considerably. 
13. The single-step iteration as described by the formulas (27) and (68) 
can again be generalized to the case where at the K-th step not necessaril! 
a single component but a whole subset of Cartesian components of [, 
is changed by using the corresponding set of equations (3). We shall 
obtain thus the generalization of the group iteration procedures to (3). 
For each index K (K = O,l,. . .) we choose a certain subset g, of the 
indices 1,. . . ,n. The complementary set to g,, consisting of all indices 
1,. . . ,n not contained in g,, will be denoted by gK. The indices of g, will 
be called active indices at the tc-th step, and the letters a, p will run through 
these indices. The indices contained in gK are the passive indices at the 
tc-th step and will usually be denoted by X. 
Then the transition from 5, to EKtl will be described in the simplest 
case, corresponding to QK = I by the formulae 
%:+I) = xp (76 E&)F (29) 
c Aa~X~+l=y~- JY4&) bEgA. (30) 
Bq( n%?, 
If we introduce the notation 
,$+I) - &’ = g’ (a E gKL (31) 
the equations (30) become 
&Iy A@3 sb”’ = ya - 2 A,, xi? (a E A. (32) 
Bq( v=I 
14. In order to account for rounding-off errors and to leave open the pos- 
sibility of convergence-accelerating discussions, we shall now replace (31) by 
$+I) = %!’ + Qf’ St’ (a E&J, (33) 
where QatK) are conveniently chosen operators. Then we drop (30) and 
(3l),.and our group iteration is described by (32) and (33). 
The “steering” of our procedure is then done by the choice of the 
sets g, and the operators Qa(‘). 
If we introduce the elements of SF(P), 
r, (4 = yp - 2 A,, xl”‘, (34) 
V=l 
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and the generalized vector 
(35) 
the so-called K-th residual vector, then (32) becomes 
2 A& SF’ = Y :’ (EE&) (36) 
BE& 
and the K-th step of our procedure is described by (29), (36), and (33). 
15. In all following discussions we shall assume that the matrix [A j 
is an M matrix. By the lemma 3 the matrix (a,,), where the apv are given 
by (23), then has a maximal characteristic root p < 1. Assume a number s, 
satisfying 
p<s<l. (37) 
Then by lemma 4 there exists an ?z-tuple of positive numbers p,, 
(,u = 1,. . . ,n), such that we have 
.i u,v*,,~v~ s (Y = 1,. . .,?z). (38) 
,‘ = 1 
We can even assume, if the matrix (a,,) is irreducible, that all 
left-hand side expressions in (38) have the value p. 
From the theorem 2 of Ostrowski [5] it now follows that the system (1) 
is satisfied in S, by a generalized vector [. Introducing the differences 
5‘ - 5 as new variables, we reduce our problem to the case that [ = 0. 
We can therefore from now on without loss of generality assume that 
we have 
r/ = 0, YY = 0 (v = 1,. .,?%). (39) 
Then the solution of (1) becomes the zero vector and we shall have to 
discuss whether &,- 0 or not. 
In the further discussions we can and shall also assume that we have 
A,,= I (p = 1,. . .,+z). (40) 
Indeed, this amounts to multiplying the ,u-th equation (3) by A;,‘. 
The E, are not changed by this multiplication. The a,, are replaced by 
A(A,;,’ AJ. Since we have, however (see Ostrowski [5], Sec. 18) 
44~-14v) d 444IWw)~ 
the maximal root p of (c+) is not increased and the relations (38) remain 
valid. 
16. Consider now the linear system 
By Hadamard’s theorem and from (37) and (3X) it follows that the 
determinant of (41) is # 0 and by lemma 2 all AEcK’ are nonnegative. 
On the other hand, by (40), (36) can be rewritten as 
and if follows 
Subtracting from this term by term (41) we obtain 
and by lemma 2 we have 
We now put for K = O,l, . . 
choose an E with 
(43) 
(44) 
(46) 
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and assume that for all K we have 
A(Q:’ - 1) < F (UE&, K = o,l,. . .). (47) 
Then we are going to prove that for each K we have 
w+1 - w, < - (1 - s - 41 + s))tw (48) 
lpnpl’ - p, fPl G (1 + -h (7c E&c). (4% 
The proof of (48) and (49) will be given in the Sets. 17-19. 
17. It follows from (41), (43), and (45), summing (41) on CI, that 
and therefore 
Consider now the expression 
But here the subtrahend is, by (50), = rra - t,, while the minuend, by 
(38) and (45), is < so,. We obtain therefore 
If, in particular, the matrix (a,,) is irreducible, the minuend has even 
the exact value pa, and the left-hand side of (52) is = po, - oK + r,. 
18. Writing (34) for K + 1 and K and subtracting we have by (33) 
and (29) 
ppYf+1’ - pp Y(K) = - 2 P$L A,, Qy pa $), 
12 
ae&( 
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If, in particular, ,// is an active index iI(, the first sum on the right i.\, 
by (36), = - P, y/t (K) and wc obtain 
If we now use (47) and (42), it follows from (53), replacing there j( 
by a passive index ;r, 
and summing this over all passive indices JI, 
On the other hand, from (54), (47), and (42) we have, as qLj = 0, 
and summing this over all active indices ,8, 
1 
2 IP PYP I\ (Kt I’ < & 3 
7PS -a/&) + &csK. 
P fF pa 
Adding (55) and (56), we have by (44) 
(56) 
19. In (57) we use for the first term on the right the estimate (52). 
As for the second term on the right, we have from (38) and (45) 
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and we have from (57) using (51) 
~~~+1-Cc),+t,~(S~K-OK+tK)+FSOx+&(T~=t~-(l-&-s(1+E))u~, 
and therefore finally 
co,+1 - w, < - (1 - s - &(l + s))a,. (58) 
By (51) and (46), (48) follows now immediately. 
On the other hand, from the last inequality in (55) we have by (52) 
and (49) follows now from s < 1. 
20. It is now easy to show that our iteration procedure converges if 
the QiK) satisfy (47), (46). Indeed, then the right-hand bound in (48) 
can be written, putting p = 1 - s - ~(1 + s) > 0, as - ptK, and (48) 
becomes 
WC+1 - WK < - PG. (59) 
We see that the sequence w, is monotonically decreasing and tends 
therefore to a nonnegative limit w, 
w,l w>o. (60) 
The infinite series Zb”, 0 (w, - co,+i ) is therefore convergent, and as 
we have from (59) 
the series 
(62) 
is convergent. We have therefore in the sequence 
2, = jr0 (K = o,l,. . .) (63) 
0=x 
a sequence monotonically decreasing to zero. 
21. In order to obtain further estimates for co, consider the passive 
indices at the K-th step, ‘zi, . . . ,?cf. 
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?\:e shall now assume that each of these indices becomes active at oue 
of the followiq steps, and we denote for the general 7~ by k the smallest 
index > K for which .T becomes active. We have then 
Observe that here for each CT in the right-hand sum sz is a passive 
index at the a-th step. We have therefore by (49) and (63) 
lp*r:) - p,r:+l)/ < (1 + &)Tn, 
Cc 
Ip, Yt’ -p,~~‘I<(1+E) Z’GJ=(l+E)AK, 
cl=K 
ipnr!$ < (1 + .?)A, + lpdfI < (I + &)A, + tk < (2 + E)L 
Lo, = tK + 2 IpnrlrK)/ < a(2 + &)A,. (64) 
XE& 
We see that uo K + 0 as K - w and cu in (60) is 0. 
22. If we now isolate in (34) for yW = 0 the term xPcK) we have 
and summing over ,U by (38) and (64) 
(1 - s) i: p, lxj?I d c-J.& d fl(2 + 4L 
p=l 
(65) 
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We see that 6, + 0, and OUY procedure is convergent. The formula (65) 
gives at each step a measure for the error implied in 6, in terms of e), 
formed for the corresponding residual vector p(“). 
If we put max pP/py = y, we have 
I’. 1’ 
and from (65) 
The value of the sum Z; IY~(~)I is easily estimated at every step of the 
computation. If we have a suitable estimate of y, we have at each step 
also a good estimate of error made by using E, instead of [. 
23. In practical computation, the steering will usually be chosen 
according to the relative values of t, and 0,. One possibility is of course 
to choose the active indices a at the K-th step in such a way that z, is as 
large as possible, as long as the solution of the corresponding system (30) 
does not become too complicated. 
This approach appears to be technically the best, although, as a matter 
of fact, it may even slow down the convergence in the long run. 
In any case, if for a positive constant 6, at each step T, is chosen in 
such a way that we have 
TK > BWK, 
this is certainly possible if S < l/n, then it follows from (59) that 
(66) 
%+1< (1 - p&%3 (67) 
and we see that the co, and with them the 5, converge at least as the terms 
of a suitable geometric series. The convergence is then linear. 
24. We can now formulate our results in the following 
THEOREM. Consider a linear system (3) in which each A,, is a linear 
operator defined ifi a normed complete linear space S,@k and assuming 
values from a normed linear space .5$(p). Assume that each A,, establishes 
a one-to-one correspondence between SC(‘) and Sli@) and that the matrix 
[A] is an M-matrix. Denote the maximal characteristic root of (a,,) by 
G, and by 8 a positive number satisfying 
l-a 
O<&<-. 
l+a (68) 
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Consider thelz the iteration fivoceduve dejined by (2!1), (3d), and (xs), 
where the linear operators QacK) satisj, the ronditiox (47), and assume that 
for the chosen steerin g of the iteration each index v among 1,. ,IL is used 
irtfinitely often as au active i&rx ilz t/w selw of Sec. 13. 
Then the sequence of the up~wuimati~~,~ wcto~s ct, is converge& to the 
solution to of (1). 
If, further, r,, CO, aye defined 11y (43) and (44) a& the steering is such 
that at every step we have (66) with a conveltient positiw 6, then the cower- 
gence of the 6, is at least linear ilz the sense that for a convenient 0, 0 < 0 .C 1, 
use have 
L - : = O(@), o< u< 1 (K-’ W). (6U) 
To prove this theorem, observe that if the condition (68) is satisfied, 
thenforanys>aandsufficientlyclosetoawehave also& < (1 - s)/(l + s). 
But then the condition (46) is also satisfied and the assertion of the 
theorem follows from the results of the Sections 22 and 23. 
25. In the practical applications of our error estimates the difficulty 
arises that usually the value of u is not known and an estimate of the 
quotients of the fir satisfying (38) is missing. 
As to the value of cr, by a theorem of Frobenius, o lies between the 
greatest and smallest of the sums ZT= i up,,. Since o does not change if 
the matrix (Q) is transformed by a positive diagonal matrix, (T lies also 
between the greatest and the smallest of the sums 
(70) 
L’ = 1 
for any set of positive 9,. If the matrix (c(,,) is irreducible, there exists 
a set of positive pr, for which all sums (70) have the same value C, namely 
the set of the eigenvector components corresponding to cr. Otherwise, 
sets of positive py can be found, for which the greatest and the smallest 
of the sums (70) differ by an arbitrarily small quantity. Therefore o 
can usually be enclosed between narrow limits in choosing conveniently 
the p,, unless an exact computation of the maximal root of (x~,,) is 
justified by the nature of the problem. 
26. As to the quotients of the pee, we can, if the matrix (cc,,) is positive 
or at least irreducible, use some results about the quotients of the compo- 
nents of the (left sided) eigenvector of (tcJ correspondent to B entering 
into (12’). 
Put 
M = maxu,,; m = mm or,, (71) 
P>V PZV 
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K = mm or,, b%“>O> p# 4: (72) 
Then we have (Ostrowski [6], formulas (lo), (14), and (33) replacing 
or, M, by 0, ~2 by m and M, by M), if all c+ (,u # Y) are positive 
and all tlplr vanish, 
rz; y-.. <Mo+m; a-r+m m m o+M y<-,-. (‘4) 
If we have tcpV > 0 and (olpV) is irreducible, we have (Schneider [l]) 
An improvement of (75) can be obtained in the following way, applying 
the results of Ostrowski [6] to the matrix A’. Put 
K(P) = min tcVp (%I > 0) (p = 1,2,. * . ,4, (76) Y 
then we have 
(77) 
27. If the matrix A is reducible the above results do not apply. 
However, as we are only interested in the inequalities (38), the following 
method can be still used. Fill up the zeros in the matrix A by a positive 
constant E. The matrix A, thus obtained has a maximal root (T’ > CT 
which is still < s if E is chosen sufficiently small. Then the corresponding 
component of the left sided eigenvector of A, can be then taken as the 
p, in (38). As to the value of E, it can be obtained using the results 
of Ostrowski [a]. If we choose E in any case < M = max aBv, the 
cc> v 
expression 6 defined by (4) l.c. is < (w2 E)/M; then it follows easily from 
the estimate (5) of Ostrowski [4] that we have 
CT’ - CT < (PZ + 2) MS/” f (n + 2) M . 
Therefore the sufficient condition for o’ to be < s is 
E< (S-fP 
(% + qn+2 M-*+l. (78) 
We obtain then an estimate for y, for instance, from the first inequality 
(74) replacing there m 1~. 
28. Consider now again the case where A,,, are matrices and the 
operator A the partitioned matrix (4) of total order N. Then it could 
be asked whether, if (7) is an A4 matrix, then already for the matrix A, as 
an (N x N)-matrix, the corresponding condition is satisfied. This however 
is not generally the case. Consider indeed the matrix 
I 3 : 1 
3 1. f 1 (79) 
. . . . . . . . 
-1 -I f 3 
For this matrix, considered as a nonpartitioned matrix of order 3, our 
condition is not valid, since the corresponding associated matrix 
1 -3 -11 
I’ -3 1 - 1 ~~ 
I;-1 -1 3 ’ 
1 --s’ 
is not an M-matrix. (We have ‘-s 1 = - 8 < 0). On the other 
hand, if (79) is considered as a partitioned matrix with the partitioning 
as indicated and n = 2, we have 
A,,-IA,, = (- 4 - Q), and using Euclidean norms, obtain for the 
corresponding matrix T in (21) 
with the maximal root 1/1/6 < I. 
1 See the detailed treatment of such norms in Ostrowski i6], Chap. I. 
2 These bounds are extensively discussed in Ostrowski [5], Chap. II. 
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