Abstract: Integrated Systems Health Management (ISHM) provides the ability to maintain system health and performance over the life of a system. For safety-critical systems, ISHM must maintain safe operations while increasing availability by preserving functionality and minimizing downtime. This paper discusses a model-based approach to ISHM that combines fault detection, isolation and identification, fault-adaptive control, and prognosis into a common framework. At the core of this framework are a set of component oriented physical system models. By incorporating physics of failure models into component models the dynamic behavior of a failing or degrading system can be derived by simulation. Current state information predicts future behavior and performance of the system to guide decision making on system operation and maintenance. We demonstrate our approach on a pump that is part of a Water Recovery System used for NASA applications.
INTRODUCTION
Complex, safety-critical systems, such as automobiles, aircraft, spacecraft, and power generation systems have interacting subsystems that operate in multiple physical domains. A number of catastrophic accidents involving these systems have demonstrated that they can degrade and fail in ways that are hard to predict at design time. The need for accurate assessment of system health and performance has generated increased demands for systematic monitoring, analysis, and decision making schemes during system operation. The drive toward increased safety and autonomy imposes requirements for system operation and performance in the presence of degradation and faults in components.
Integrated Systems Health Management (ISHM), the ability to maintain system health and performance over the life of a system, requires closing the loop between degradation and fault analysis with control and maintenance to preserve system functionality, avail- 1 The authors are supported in part by by NASA ALS grant NCC 9-159 and NSF ITR grant ability, and safety. To be truly effective, a comprehensive ISHM solution must operate on multiple time scales:
• Real-time, to ensure system behavior and functionality are maintained. This is handled by robust or compensatory control.
• Short duration behavior and performance analysis, to ensure functional requirements are met and degradation and failure effects are mitigated. This is handled by fault detection, isolation and identification (FDII) coupled with fault-adaptive control (FAC).
• Long-duration system performance, to ensure mission objectives are met and system safety is not compromised. This requires prognosis capabilities to predict future behavior and performance. This can be coupled with fault anticipatory control to span operations and maintenance.
Heuristic and data-driven approaches to this problem produce ad-hoc solutions, that do not generalize, and are not scalable. Systematic model-based schemes are more general, but they become expensive and unwieldy unless one can develop a comprehensive modeling approach that applies to all ISHM components. Our goal is to develop an integrated model-based framework for an ISHM approach that seamlessly brings together its different components and works across time scales through the system's life cycle.
ISHM APPROACH
At the core of this framework are the physical system models that are used to design the controller, and the FDII and prognostics engines. The use of physical system models in prognosis and ISHM research is not new (Luo et al., 2003) . The innovation here is to develop component-oriented models, constructed using a topological modeling paradigm suitable to describe hybrid dynamic system behaviors, and augmenting these with temporal physics of failure models for system components. Fig. 1 illustrates a layered approach to developing an ISHM architecture, with the core infrastructure being supported by model-based approaches for analysis and control at all levels of the system. The figure combines reconfiguration approaches for FAC and maintenance decisions (a form of reconfiguration) into the supervisory control layer. Model-based FAC techniques exploit the predictive and adaptive capabilities of welldesigned system models to provide robust, reliable, and efficient control strategies for multi-variable, nonlinear systems. Model-based simulation schemes form the basis for designing prognosis algorithms directed toward predicting future system performance and remaining life of components. The derived information is used for scheduling, resource allocation and control for system operations, and maintenance and repair tasks to maintain system health and safety. For clarification, we make a distinction between data driven and model driven approaches to prognosis. Data driven approaches rely on historical data patterns and classifier schemes to establish trends and predict future behavior (Jaw and Friend, 2001) . They are effective only if reliable historical data is available. This is not always the case, therefore, we propose a more general model driven approach to predicting future behavior by simulating the changing system model.
A pre-requisite to FDII, FAC, and prognosis is a reliable monitoring function to detect deviations from expected system behavior. Deviations can manifest as variable value deviations (e.g., changes in pressures, flows, and temperatures), occurrence of abnormal signals (e.g., vibrations), or changes in measured performance metrics (e.g., an increase in power consumption). The detected changes lead to the isolation and identification of faults and degradations in system components, sensors, and actuators. Faults will typically require a timely response to ensure system safety and functionality are maintained, whereas degradations and performance changes will imply likely future fault occurrences. Classification of the change and the corresponding response is often determined by the estimated size and rate of the change (i.e., the identification problem), and its impact (criticality) on future system performance.
EXAMPLE SYSTEM: WASTE WATER RECOVERY
We illustrate our approach on part of a bio-regenerative Water Recovery System (WRS) built at the NASA Johnson Space Center for long duration manned space flights (Pickering et al., 2001 ). The Reverse Osmosis (RO) subsystem, shown in Fig. 2 , includes a multiposition valve, a feed pump that transfers water from the previous stage reservoir into the RO loop, where it first mixes with water in a coiled section of pipe that plays the role of a small reservoir. A recirculation pump in the loop pushes the water against the membrane, and clean water permeates through to the next stage. The remaining water gets dirtier (brine) as it cycles in the loop as does the membrane, and when the clean water outflow rate decreases sufficiently the system transfers the highly concentrated brine from the loop into an evaporation subsystem, and the process repeats with a new batch of water. 
PHYSICAL SYSTEM MODELING FOR ISHM
Plant and system models are constructed by a welldefined composition scheme. The modeling task is facilitated by a library of component models. Computational structures for analytical tasks (FDI and ISHM) and simulation can be derived from the plant and process model automatically. A component-oriented modeling environment is used that is developed with the Generic Modeling Environment (GME) (Manders et al., 2004) .
System dynamics
Bond graphs (Karnopp et al., 2000) provide an energybased compositional modeling framework for multidomain physical system modeling. To model hybrid behaviors, we have extended bond graphs with switching constructs to create the Hybrid Bond Graph (HBG) paradigm (Mosterman and Biswas, 1998) . Component models are objects that encapsulate HBG fragments. Component interfaces include energy and signal ports.
A comprehensive model of the RO system for ISHM involves multiple interacting physical domains (fluid, mechanical, thermal, and electrical), and its operation includes discrete configuration changes to handle different modes of operation. Fig. 3 illustrates a component-oriented model for the RO system developed using GME. The primary components from A more detailed model of the recirculation pump shows its decomposition into its subsystems. The electric motor is abstracted to an idealized source of electrical energy (the single Se component) that is modulated by a pressure setpoint signal, and a transformer (TF) that captures the transformation of electrical to mechanical energy. The pump is represented as a lumped parameter HBG model, with a mechanical inertia (I) of the shaft and veins, mechanical resistance (i.e., friction) (R), and a mechanical to hydraulic energy efficiency conversion factor that is a function of the area and geometry of the vanes. This is represented by a gyrator (GY ) parameter. This level of modeling is sufficient for the FDII task, with each HBG model parameter as a possible fault or degradation candidate.
Modeling for Diagnosis
For the FDII task, parameterized model forms, where model parameters map to system components, define the set of possible fault candidates. The granularity required for the diagnostic hypotheses defines the level at which the system model needs to be constructed. In the pump model the motor, represented by two parameters, can be diagnosed for loss of electrical power, and change in motor efficiency (this aggregates a number of possible causes for the loss in efficiency). The pump model with three parameters, inertia, friction, and conversion efficiency can be diagnosed in a little more detail. Our diagnosis models also allow two kinds of fault profiles: (i) abrupt that correspond to a discrete change in parameter value, and (ii) incipient that may be modeled by a slow linear change in a parameter value over time.
Prognosis
Prognostic analysis requires further refinement in the models so that the parameterized degradation/failure models used for diagnosis can be linked to physics of failure (POF) models that establish the root cause stressors and the mathematical relations between the stressor parameters and the parameters of the HBG models. POF is a term that identifies the root causes for degradation and failure in a system through an understanding of the physical processes and mechanisms for failure (Deckert, 1994) . Fig. 4 illustrates the modeling refinements that capture bearing degradation (e.g., increased friction) and failures (e.g., seizure) in a generic pump model. The subsystem level models for the pump are expanded to include the degradation and failure mechanisms (e.g., wear, misalignment, and corrosion), which are in turn linked to root causes, such as oil contamination and overheating through the POF models. Model refinement using POF models develops simulation models that link the root causes (i.e., the stressors) to system behavior and performance. This provides a quantitative framework for reliability analysis, computing end of life measures, and performance monitoring, which aid in decision making for maintenance and repair. Consider an example, where fault detection and isolation implicates the resistance parameter in the pump model. A possible explanation is increase in friction in the pump bearings, which can be attributed to wear in the bearing assembly. This in turn can be linked to one of the primary stressors (root cause), i.e., contamination of the lubricant oil caused by suspended particles in the oil. Once this is established by additional measurements (filters, spectroscopic analysis), a mathematical model that links particle type and density to viscosity of the fluid (Nikas et al., 1998; Krithivasan and Khonsari, 2003 ) is used to compute the change in viscosity and from this the temporal change in the resistance parameter of the HBG model of the pump over time. 
Simulation Testbed
An algorithmic transformation procedure transforms a HBG model into a abstract block diagram (Beers et al., 2006) . A code generator translates this into specific simulation models, in our case MATLAB/Simulink R . The simulation environment supports run-time updating of the model parameters (defined by fault profiles and by the introduction of POF models), and this allows us to simulate nominal, degraded, and faulty system behavior over time. Parameter value changes are controlled using a Finite State Automata (FSM) that can mimic the manifestation of complex faults. Fault scenarios can be state dependent (e.g., a sticky valve), i.e., the FSM transitions are a function of control or measurement signals. Fig. 5 illustrates the fault scenario enabled simulation model.
ALGORITHMS FOR DIAGNOSIS, FAULT-ADAPTIVE CONTROL, AND PROGNOSIS
We briefly review our past work in FDII and FAC, detailed results of the techniques for the RO system 
Fault Detection, Isolation and Identification
Our FDII approach to analyzing additive and multiplicative faults is innovative. It combines qualitative methods with quantitative parameter estimation techniques for efficient on-line analysis (Biswas et al., 2003) . Our core fault isolation scheme is directed to analysis of abrupt parameter value changes and the corresponding analysis of transient behavior (Narasimhan and Biswas, 2005) . The FDII scheme explicitly separates the fault detection task from the fault isolation and identification tasks (Manders et al., 2004) . Fault identification uses search methods to perform quantitative parameter estimation with multiple candidate hypotheses using a least square error technique.
In this work, the diagnosis scheme is further extended to aid in root cause analysis. The hierarchical modeling framework, illustrated in Fig. 4 , is combined with additional measurements, e.g., vibration signatures, temperatures, and spectroscopic analyses, to isolate the "root cause" for the observed parameter value deviation. The root cause model forms the basis for simulation-based prognosis.
Fault-Adaptive Control
The Fault Adaptive Control (FAC) scheme is designed as a hierarchical limited look-ahead control scheme . The control scheme is designed to satisfy given specifications (e.g., maintain throughput for the WRS ) by monitoring the system state and selecting input from a finite control set that best meets the given specifications. The controller's objective is expressed as a multiattribute utility function that takes the form ∑ i V i (P i ), where each V i corresponds to a value function associated with performance parameter, P i . The parameters, P i , can be continuous or discrete-valued, and they are derived from the system state variables, x(t), i.e., P i (t) = p i (x(t)). The value functions employed have been linear weighted functions. For example, the utility function for the RO system is given by:
where K is the conductivity of the water, f 3 is the outflow rate, S v is the number of valve switches, P is the power consumption, and the a i s are the weight coefficients. Note that the weight coefficients and the utility function itself can change from one mode of operation to another.
Simulation based Prognosis
We use prognosis schemes to help the supervisory controller compute performance measures and make decisions on whether the system has to be reconfigured or parts of the system need to be taken offline for maintenance and repair (see Fig. 1 ). Our model-based approach implements this using three interconnected modules: (i) a POF-based simulator for predicting future system behavior, (ii) compute performance measures that are relevant to determining system health and safety, and (iii) a decision scheme embedded in the supervisory controller that uses the performance measures to decide on when to reconfigure operation, and when to schedule maintenance.
Simulation for Prognosis
When using simulation for prognostic analysis, it is important for the simulation models to incorporate mechanisms that capture faults and degradations in the system, then generate accurate predictions of future system behavior from the current state and operating modes of the system. The first step in the simulation is to incorporate the appropriate POF model to correctly predict future behavior of the degraded component, and from this, derive system behavior at future time points. For example, if the FDII module reports that the resistance in the pump model has increased, and this is linked to wear in the pump bearings caused by contamination of the lubricating fluid (this may be determined by magnetic detectors or spectrometers (Lukas and Anderson, 2003) ), mathematical POF models (cf. to those defined by (Nikas et al., 1998; Zweiri et al., 2000) ) may be employed to link the particle size, type, and density to changes in the lubricant viscosity, and the change in viscosity to the frictional coefficient and ultimately the HBG pump R parameter. For example, the resistance parameter, R = k · µ, where µ is the lubricant viscosity, and k is a complex term that depends on pump geometry and crankshaft angular position.
Other issues that make the prognosis task complex is that the environments in which the system operates and the mode of use can change over time. In our work, we assume the potential modes of future operation will be input by the user, and the environmental variable variations are known. The user can set parameters to choose the range of environmental variations over which prediction of future behavior and the computation of performance metrics will be based.
To avoid a blowup in inaccuracies in the prediction analysis because of uncertainty, our simulation environment is designed to evaluate multiple scenarios that can inform the user on either most likely, worst case, or what-if scenarios using a Monte-Carlo approach. As discussed above, parameter ranges are currently set by the user, but in future work, we will look for more systematic techniques derived from reliability analysis to set the bounds of the simulation, and derive results that are statistically significant.
Simulating complex models is fairly resource intensive. Here the ability to customize the system models based on needs is critical. Our modeling approach, discussed in section 4, allows for the construction of simulation models on the fly with appropriate physical system model refinements to balance model precision and simulation accuracy. It should be clear that the simulation models include the system controllers, and the control strategies are allowed to adapt during the simulation, just like the real system. Fig. 6 illustrates a scenario where the resistance of the recirculation pump slowly increases. We show both the nominal and the degrading behavior that starts shortly after the onset of the second control cycle. A threshold can be applied on either the allowed pressure drop, or alternatively a power measurement can be computed as a pressure-flow product. Time (H) Fig. 6 . Simulation of a degradation in the RO system pump resistance.
Prognosis, Decision Making, and Control
In the work we have done thus far , prognosis is looked upon as a combination of prediction with an assumed POF degradation model that is evaluated in the context of a realistic resource management strategy. Therefore, our measures compute the predicted use of resources (e.g., power consumption and water consumption). Other metrics specify thresholds on system variables and parameters, and can be linked to system safety (e.g., pressure in a pipe should be kept less that p 0 , otherwise the pipe is likely to burst).
Decision making schemes use the predicted measures to compute when performance and resource levels may decrease below a value, where the system functionality can be maintained in a safe and reliable manner . The safety measures with implied thresholds also indicate when to terminate system operation and go into maintenance mode. The decision making scheme, is built into the supervisory control scheme, and includes maintenance and reconfiguration options (currently these are coded as rules).
CONCLUSIONS
This paper has discussed an integrated architecture for ISHM that combines diagnosis, fault-adaptive control, and prognosis. A common component-oriented modeling framework provides the core around which the different analysis schemes are designed. Furthermore, ISHM is looked upon as a key component of a control architecture to support the safe and efficient operation of complex systems. The control architecture, described as a three-level scheme, connects the real-time temporal scale for robust control, to a short-time horizon performance-based fault-adaptive control scheme at the intermediate level, to a longer time horizon performance and resource-based supervisory control scheme at the highest level. The role of monitoring, diagnosis, and simulation-based prognosis in supporting this control architecture has also been discussed. We have presented the algorithms we have developed for supporting this ISHM architecture. This approach has been successfully applied to managing components of an Advanced Life Support system (ALSS) for a simulated 90 day manned mission to a lunar habitat .
In future work, the simulation-based prognosis scheme and the decision-making schemes of the supervisory controller will be extended with more sophisticated probabilistic reasoning and decision analysis schemes. We will develop systematic decisiontheoretic schemes that can handle situations like a subsystem shutdown followed by an estimated repair time, and startup. This will support the analysis of trade-offs between the utility of maintenance versus continued operation in degraded mode.
