Abstract: A Bayesian algorithm is developed for estimating measurement noise variances, disturbance intensities and model parameters in nonlinear stochastic differential equation (SDE) models of interest to chemical engineers. The proposed Bayesian algorithm uses prior knowledge about parameters and builds on the Laplace Approximation Maximum Likelihood Estimation (LAMLE) algorithm (Karimi and McAuley, 2014). The effectiveness of the proposed algorithm is compared with LAMLE using a nonlinear continuous stirred tank reactor (CSTR) model. Parameter estimation using 2000 simulated datasets reveals that the proposed method provides more precise and less biased estimates, especially for small data sets.
INTRODUCTION
Stochastic Differential Equation (SDE) models are dynamic models that take into account process disturbances and model mismatch. SDEs can be used for optimization of chemical processes and for model predictive control. A challenge that modelers face when estimating parameters in SDEs is that experiments and measurements are often limited due to cost or difficulties in measuring certain variables. Maximum likelihood estimation (MLE) methods are commonly used to estimate parameters in SDEs because of their asymptotic efficiency and consistency (Casella and Berger, 1990) . MLE methods provide biased parameter estimates from small datasets (Casella and Berger, 1990) . The dynamics of many chemical and biochemical processes can be represented by nonlinear SDE models of the form: where x is an X-dimensional state vector, f is an Xdimensional vector of nonlinear functions, u is a Udimensional vector of input variables, θ is a P-dimensional vector of parameters, η(t) is an X-dimensional continuous zero-mean stationary white-noise process with covariance matrix E{η(t1)η(t2)}=Q δ(t2-t1), where Q is the X ×X power spectral density function:
The diagonal elements of Q are sometimes referred to as disturbance intensities (Varziri et al. , 2008). δ(.) is the Dirac delta function, y is a Y-dimensional output vector and Nr (r=1…Y) is the number of measurements of the rth response. Measurements for the rth response (r=1…Y) are available at times tm r,j (j = 1…Nr). g is a Y-dimensional vector of nonlinear functions. ε is the Y-dimensional zero-mean random measurement error. Assume that errors in measurements are independent with covariance matrix:
Consider a vector Ym that contains the stacked measured values:
knowledge when estimating parameters (Box and Cox, 1965) . In Bayesian estimation, the probability density function of the parameters given the measured data ) | ( m Y ζ p (i.e., the posterior) is maximized to estimate the unknown parameters:
is the probability density function of the measurements given the parameters and ) (ζ p is the prior distribution of the parameters. Incorporating prior knowledge of parameters, Bayesian estimation methods can provide less biased parameter estimates compared to MLE methods when the size of the dataset is small (Robert and Casella, 1999) .
In nonlinear models, the posterior density function does not have an analytical expression (Jang and Gopaluni, 2011; Ljung, 1999) . Particle filter methods (Coleman and Block, 2006; Jang and Gopaluni, 2011; Ninness and Henriksen, 2010; Geweke and Tanizaki, 2001 ) are used to numerically calculate the posterior. Particle filter methods are asymptotically efficient and consistent and require few assumptions about the posterior (Casella and Berger, 1990) . A drawback of particle filter methods is that they are computationally demanding, particularly when the number of states and parameters is large (Andrieu et al., 2003) . This article proposes a more computationally efficient Bayesian algorithm for estimating deterministic and stochastic parameters in nonlinear SDEs.
Previously, we developed three computationally-efficient MLE-based algorithms for estimating parameters in SDE models McAuley, 2013, 2014a,b) . These methods can lead to poor parameter estimates when the data set is small. Recently, we developed an approximate Bayesian expectation maximization (ABEM) algorithm (Karimi and McAuley, 2015) that provides disturbance intensity estimates that are more accurate (Karimi and McAuley, 2014a) . One shortcoming of the ABEM algorithm is that this algorithm requires measurement noise variances to be known a priori. Here, we develop a Laplace approximation Bayesian (LAB) algorithm that builds on our previous Laplace approximation maximum likelihood estimation (LAMLE) algorithm (Karimi and McAuley, 2014b) . The LAB algorithm can be used to estimate measurement noise variances along with process disturbance intensities and model parameters. Inclusion of prior knowledge in the LAB method leads to improved estimates. First, necessary notation is introduced and an analytical expression for the Bayesian posterior is derived. LAB is then tested using CSTR model and results are compared with those from LAMLE, confirming that the LAB provides more accurate parameter estimates than the LAMLE, which was shown to provide better results than a competing MLE-based method (Kristensen et al., 2004) .
DEVELOPMENT OF THE LAPLACE APPROXIMATE BAYESIAN ALGORITHM
First, discretize the SDE in (1) using an Euler scheme:
where x(ti) is the value of the state vector at one of q uniformly-spaced time points ti (i=0,..,q), and ηd is a discrete white noise vector. Consider 
where x is the vector of state estimates obtained using Bspline basis functions:
and βs is the vector containing cs B-spline coefficients for the sth state
HX~ is the Hessian matrix of )
to Xq evaluated at Xq~:
The prior density function ) (ζ p in (5) 
The initial guess for a parameter can be used as i  and the initial uncertainty of the parameter can be used to specify i , 0 
A commonly used prior distribution for the covariance matrix  is the inverse-Wishart distribution (Bouriga and Féron, 2013) :
where Ω (    positive definite matrix) and  denote the scale matrix and degrees of freedom of the inverse-Wishart distribution and Γ(·) is the multivariate gamma function (Lynch, 2007) . Assuming that the probability density functions of  and θ are independent gives:
Prior information about Q is not commonly available so no term for p(Q) is considered in (14). Since ) ( m p Y is independent of the parameters, it is considered in the constant term. Substituting (14) into (5) and taking the natural logarithm gives:
Taking the logarithm of (12) and (13) and substituting in (15) gives:
from (7) into (16) gives the following objective function for estimating model parameters θ, B-splines parameters B, and disturbance intensities Q:
The difference between the LAB and LAMLE objective functions is the three last terms that appear in (17) which are related to prior knowledge about the parameters.
An analytical expression for the Hessian matrix in (17) is difficult to obtain, so an iterative method was proposed (Karimi and McAuley, 2014b) . A similar iterative procedure for LAB is shown in appendix A. The first step of the proposed algorithm involves minimizing objective function (18) to estimate θ and Β, using initial guesses for Q and : 
Iteration between these two steps continues until convergence is obtained.
ILLUSTRATIVE EXAMPLE: CSTR MODEL
A two-state nonlinear CSTR model (Marlin, 1995) is used to illustrate the application of the LAB algorithm for parameter estimation in SDEs. The two SDEs for the concentration of reactant A, CA and reactor temperature T are:
), ( ) ( In (20a) and (20b) Estimating the parameters using LAB requires a two-step procedure wherein kref, E/R, a, b and B are estimated by optimizing objective function (21) using assumed values of . βC and βT are the B-spline coefficients corresponding to CA~ and T~, respectively. These two steps were repeated until convergence was obtained. Estimates of the disturbance and noise parameters were deemed to have converged when the change in the relative error e(k) was less than 10 -3 where e(k) is defined as:
The "ode45" solver in MATLAB™ was used to generate simulated data affected by Gaussian measurement errors and process disturbances, using input trajectories shown in Fig. 1 (Varziri et al., 2008) . Simulated data were generated using true parameter values at the top of Table 2 . The duration of each experiment is 64 minutes. Prior guesses of the parameters were set at between 50 and 150% of the respective true value. The prior parameter uncertainties were set at 60% of the initial guesses for the corresponding parameter values. A discretization interval of Δt=0.5 min was used so that in (21), qC = qT =128. The LAB and LAMLE algorithms were programed using AMPL™ (Fourer et al., 2003) and optimized using the IPOPT solver (Wächter and Biegler, 2006) . Cubic B-splines were used with 128 equallyspaced knots. Estimates of ζ were obtained for different sets of simulated data under two scenarios (see Table 2 ). In each scenario, parameter estimation was repeated 1000 times with 1000 different sets of random initial guesses for the parameters (chosen from a uniform distribution between 50% and 150% of their true values). Different random sequences for process disturbances and measurement noise were used to generate the 1000 data sets. To compare the quality of the parameter estimates obtained from LAB and LAMLE, medians and interquartile ranges (IQRs) of the parameter estimates and sum of squared errors of predictions are reported in Table 2 . Note that SSE1 and SSE2 in Table 2 are IFAC DYCOPS-CAB, 2016 June 6-8, 2016 . NTNU, Trondheim, Norway the sum of squared errors for concentration and temperature predictions, respectively. In Scenario I, 17 equally-spaced concentration and temperature measurements were available for parameter estimation. Despite the small number of measurements, estimates of parameters obtained from LAB are quite good and are slightly biased as expected. Some of the bias is because of approximations used when deriving the LAB objective function For example, using B-spline approximations for the state trajectories can cause some bias.
Estimates obtained from LAMLE are significantly more biased and have larger variability (IQR) than those obtained from LAB. For example, the estimates of a obtained from LAMLE have a large bias (median of a from LAMLE is 5.96 compare to the true value 1.68). The estimates of QC and QT obtained from LAB have no significant improvement compared to those obtained using LAMLE because no prior information about them was specified. The medians and the IQRS of SSE1 and SSE2 obtained from LAB are smaller than those obtained from LAMLE indicating that LAB provides better predictions.
In Scenario II, 128 equally-spaced concentration measurements and 128 equally-spaced temperature measurements were used for parameter estimation from each dataset. No significant difference between the estimates of parameters obtained from LAB and LAMLE are observed because a large dataset is available for parameter estimation. In cases where there are enough data for parameter estimation, the results of the Bayesian estimation method converge to those obtained using the MLE method, as expected, and no noticeable bias is observed. Prediction errors for concentration (SSE1) and temperature (SSE2) are almost the same for both LAB and LAMLE.
Results in Table 2 indicate that LAB provides adequate accuracy for estimating parameters when there are small datasets and prior information is available for some parameters. It is recommended that the LAB method should be tested on larger-scale parameter estimation problems and that the performance of LAB should be compared with particle filter methods. In future, it will be beneficial to investigate the effect of choosing different priors and different numbers of measurements on the quality of the parameter estimation results.
CONCLUSIONS
A Laplace Approximation Bayesian (LAB) method for estimating measurement noise variances along with model parameters and process disturbance intensities in nonlinear SDEs is proposed. The LAB method uses prior information about parameters. The use of the LAB for parameter estimation is most advantageous in situations where some prior knowledge about some of the parameters is available and the size of dataset is small. A nonlinear CSTR model with additive stochastic disturbances was used to test the LAB algorithm. Estimates of measurement noise variances, process disturbances and model parameters are compared with those from our LAMLE algorithm for two scenarios using simulated data. For the examples studied, LAB is more efficient for the cases where there is prior knowledge about parameters, especially when the dataset is small. Varziri et al. (2008) and ) ( ln θ p from (12) into (A.1) and taking the logarithm gives: (17) 
