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Tocˇkovni je proces stohasticˇki proces cˇija se realizacija sastoji od odredenog broja tocˇaka u
prostoru. Prostor mozˇe biti vrlo opc´enit, no u praksi je dovoljno uzeti Rd. Tocˇkovni proces
predstavlja model za nasumicˇno rasporedene tocˇke u d-dimenzionalnom prostoru. Tocˇke
mogu predstavljati lokacije promatranih objekata ili dogadaja u odredenom podrucˇju. Po-
kazuje se kao koristan model u astronomiji, seizmologiji, racˇunalnoj neuroznanosti, aktu-
arskoj matematici itd. Iz svega navedenog prirodno se namec´e zˇelja za uvodenjem mate-
maticˇkih alata kojima bi definirali tocˇkovni proces.
Tocˇkovni se proces matematicˇki mozˇe shvatiti na dva razlicˇita nacˇina, kao slucˇajna brojec´a
mjera ili kao slucˇajan skup te kao takav ima vazˇnu ulogu i u stohasticˇkoj geometriji. Cilj
ovog diplomskog rada je definirati pojam tocˇkovnog procesa koristec´i brojec´e mjere, pri-
kazati matematicˇke alate koji se koriste za karakterizaciju razdioba tocˇkovnih procesa te
proucˇiti njihove mjere momenata.
Rad se sastoji od tri poglavlja. Prvo poglavlje sastoji se od pregleda osnovnih definicija i
rezultata teorije mjere i integrala, vjerojatnosti i statistike te slucˇajnih procesa buduc´i da je
njihovo poznavanje potrebno za razumijevanje ostatka rada.
U drugom c´emo poglavlju nakon intiutivnog pristupa dati preciznu matematicˇku definiciju
tocˇkovnog procesa . Definirat c´emo matematicˇke koncepte poput konacˇno dimenzionalnih
distribucija i Laplaceovih funkcionala koje karakteriziraju distribuciju tocˇkovnog procesa.
Posebno, definirat c´emo i funkcional kapaciteta stacionarnog tocˇkovnog procesa. Upoznat
c´emo dva jednostavna, ali izrazito vazˇna primjera tocˇkovnih procesa – binomni te Poisso-
nov tocˇkovni proces. Dodatno, definirat c´emo slucˇajnu varijablu kontaktne udaljenosti
tocˇkovnog procesa od fiksne tocˇke te pokazati vezu izmedu funkcije razdiobe spomenute
varijable i funkcionala kapaciteta.
U trec´em poglavlju upoznajemo mjere momenata tocˇkovnih procesa. Definiramo mjeru in-
tenziteta te funkciju intenziteta. Nadalje, dokazujemo Campbellovu formulu koja sluzˇi za
racˇunanje ocˇekivanja i varijance slucˇajne sume. Nastavljamo s definicijom mjere drugog
momenta te funkcije gustoc´e drugog momenta. Koristec´i prethodno, definiramo funkciju
korelacije koja je analogon korelaciji slucˇajnih varijabli. U nastavku se poblizˇe upozna-
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jemo s drugim momentima stacionarnih procesa te K-funkcijom kojom mozˇemo opisati
interakciju izmedu tocˇaka procesa. Posebno, opisujemo metode statisticˇke procjene K-
funkcije te ilustriramo njihovu primjenu na stvarnim podacima koristec´i statisticˇki softwer
R. Rad zavrsˇavamo upoznavajuc´i se s Janossyjevim mjerama tocˇkovnih procesa te ih do-
vodimo u vezu s prethodno definiranim mjerama momenata.
Posebno se zahvaljujem mentoru prof. dr. sc. Bojanu Basraku na korisnim savjetima,
strpljenju i pomoc´i prilikom izrade i pisanja ovog rada.
Poglavlje 1
Osnovni pojmovi i koncepti
U ovom uvodnom poglavlju definirat c´emo i iskazati osnovne pojmove i rezultate oda-
branih grana matematike potrebnih za razumijevanje ostatka rada. Posebno, iskazat c´emo
granicˇne teoreme teorije mjere i integrala, definirati Laplaceovu transformaciju slucˇajne
varijable te definirati Poissonov slucˇajni proces koji je fundamentalni primjer slucˇajnog
procesa i ujedno specijalni slucˇaj jednodimenzionalnog tocˇkovnog procesa.
1.1 Mjera i integral
U ovom dijelu dajemo pregled osnovnih pojmova i rezultata iz teorije mjere i integrala.
Prisjetit c´emo se definicije elementarnih pojmova poput σ-algebre, mjere, izmjerive funk-
cije te integrala. Iskazat c´emo granicˇne teoreme te Radon– Nikodymov teorem.
Neka je X skup. Kazˇemo da je F σ-algebra na X ukoliko vrijedi
(i) ∅ ∈ F
(ii) A ∈ F ⇒ Ac ∈ F
(iii) Ai ∈ F , i ∈ N⇒ ∪i∈NAi ∈ F .
Neka je C familija podskupova od X. Definiramo σ-algebru generiranu s C, u oznaci
σ(C), kao presjek svih σ-algebri na X koje sadrzˇe C. Lako se pokazuje da je σ(C) zaista
σ-algebra te kazˇemo da je σ(C) najmanja σ-algebra koja sadrzˇi C (u smislu relacije ⊂).
Ukoliko je C kolekcija svih otvorenih skupova uRd tada seσ(C) naziva Borelovaσ-algebra
na Rd i oznacˇava B(Rd). Lako se mozˇe pokazati da vrijedi
B(Rd) = σ((a1, b1) × · · · × (ad, bd) : ai, bi ∈ R) = σ((−∞, b1) × · · · × (−∞, bd) : bi ∈ R).
3
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Josˇ jedna vazˇna σ-algebra jest praslika neke σ-algebre po funkciji f . Naime, ukoliko je
f : X → Y funkcija te G σ-algebra na Y , tada je f −1(G) := { f −1(G) : G ∈ G} σ-algebra.
Neka je F familija podskupova od X , ∅ takva da ∅ ∈ F te µ : C → [0,+∞]. Kazˇemo
da je µ σ-aditivna ukoliko je µ(∅) = 0 te ako za E1, E2 . . . En ∈ F takve da ∪n∈NEn ∈ C
vrijedi µ(∪n∈NEn) = ∑n∈N µ(En). Ukoliko je F σ-algebra te µ : F → [0,+∞] σ-aditivna
funkcija onda µ zovemo mjerom. Ureden par (X,F ) nazivamo izmjeriv prostor, a uredenu
trojku (X,F , µ) prostor s mjerom. Rec´i c´emo da je mjera µ konacˇna ukoliko je µ(X) < 1,
vjerojatnosna ukoliko je µ(X) = 1, te σ-konacˇna ukoliko postoje Ai ∈ F , i ∈ N takvi da
vrijedi ∪i∈NAi = X i µ(Ai) < +∞ za svaki i ∈ N.
Primjer 1.1.1. (i) Neka je X , ∅ i x0 ∈ X. Tada je funkcija δx0 : P(X) → [0,+∞]
definirana formulom
δx0(A) :=
1, x0 ∈ A0, x0 < A
mjera koju nazivamo Diracova mjera u tocˇki x0.
(ii) Neka je X , ∅. Tada je funkcija µ : P(X)→ [0,+∞] definirana formulom
µ(A) :=
card(A), A ⊂ X konacˇan+∞, A ⊂ X nije konacˇan
mjera na (X,P(X)) koju nazivamo brojec´a mjera na skupu X.
Nadalje, mozˇe se pokazati da postoji jedinstvena mjera na (R,B(R)) takva da za sve a, b ∈
R, a < b vrijedi
λ((a, b]) = b − a.
Tu mjeru nazivamo Lebesgueova mjera. Lako se pokazuje da je Lebesgueova mjera σ-
konacˇna mjera te da za proizvoljan prebrojiv skup A vrijedi λ(A) = 0. Slijedi jedan vazˇan
rezultat koji nam daje nacˇin za pokazivanje jednakosti dviju mjera. Neka je (X,F ) izmje-
riv prostor te C pi-sustav na X, tj. neprazna familija zatvorena na konacˇne presjeke, takav
da je σ(C) = F . Ukoliko su λ, µ konacˇne mjere koje se podudaraju na (X,F ) te na svim
elementima pi-sustava C, onda se te dvije mjere podudaraju u potpunosti.
Neka su (X,F ) i (Y,G) izmjerivi prostori. Kazˇemo da je f : X → Y izmjeriva (u paru
σ-algebri F i G) ako vrijedi f −1(G) ⊂ F , tj. f −1(G) ∈ F za svaki G ∈ G. Lako se po-
kazuje da je kompozicija izmjerivih funkcija izmjeriva te da je svaka linearna kombinacija
izmjerivih funkcija takoder izmjeriva. Neka je (X,F , µ) prostor s mjerom te f : X → R
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izmjeriva. Ukoliko je f jednostavna nenegativna izmjeriva, f =
∑m





i=1 aiµ(Ai). Nadalje, ukoliko je f nenegativna izmjeriva, tada definiramo∫
f dµ := sup
{∫
gdµ : g nenegativna jednostavna izmjeriva, g ≤ f
}
. Konacˇno, ukoliko je




f +dµ − ∫ f −dµ, pri cˇemu su f + := max{ f , 0} te
f − := max{− f , 0} tako da je f = f + − f −. Kazˇemo da je izmjeriva funkcija f integrabilna
ukoliko je zadovoljeno
∫
f +dµ < +∞ i ∫ f −dµ < +∞.
Granicˇni teoremi daju nam uvjete uz koje je opravdana zamjena limesa i integrala∫
lim
n→∞ fndµ = limn→∞
∫
fndµ .
Teorem 1.1.2. (Lebesgueov teorem o monotonoj konvergenciji – LTMK) Neka je (X,F , µ)
prostor s mjerom, te ( fn)n∈N niz F -izmjerivih funkcija. Ako vrijedi:
(i) f (x) := limn→∞ fn(x) za µ-g.s. x ∈ X,
(ii) 0 ≤ f1(x) ≤ f2(x) ≤ . . . za µ-g.s. x ∈ X,
tada vrijedi ∫




Korolar 1.1.3. (Beppo Levijev teorem) Neka je (X,F , µ) prostor s mjerom i neka su fn :







Teorem 1.1.4. (Lebesgueov teorem o dominiranoj konvergenciji – LTDK) Neka je (X,F , µ)
prostor s mjerom, ( fn)n∈N niz F -izmjerivih funkcija, te g : X → [0,+∞]. Ako vrijedi:
(i) f (x) := limn→∞ fn(x) za µ-g.s. x ∈ X ,









Za mjeru λ na (X,F ) kazˇemo da je apsolutno neprekidna u odnosu na mjeru µ na (X,F )
ukoliko za proizvoljan B ∈ F vrijedi µ(A) = 0 =⇒ λ(A) = 0 i pisˇemo λ  µ. U nastavku
slijedi teorem koji ima vazˇnu primjenu u teoriji vjerojatnosti.
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Teorem 1.1.5. (Radon – Nikodymov teorem) Neka su λ i ν σ-konacˇne mjere na (X,F )






za svaki B ∈ F . Funkcija je jedinstvena µ-g.s. i naziva se Radon–Nikodymova derivacija
te pisˇemo f = dλdµ ili dλ = f dµ.
Dokazi gornjih rezultata mogu se nac´i u [6].
1.2 Vjerojatnost i statistika
U nastavku dajemo pregled odabranih pojmova i rezultata iz teorije vjerojatnosti i sta-
tistike. Fundamentalni pojam svake statisticˇke rasprave je slucˇajna varijabla. Definirat
c´emo slucˇajnu varijablu te pojmove vezane uz opisivanje slucˇajnih varijabli koristec´i te-
oriju mjere i integrala. Posebno, definirat c´emo i Laplaceovu transformaciju slucˇajne vari-
jable buduc´i da se pokazuje vazˇnom u teoriju tocˇkovnih procesa.
Neka je (Ω,F ) proizvoljan izmjeriv prostor te neka je za k ≥ 1 dan i izmjeriv prostor
(Rk,B(Rk). Slucˇajna varijabla (k = 1) ili slucˇajni vektor (k > 1), u oznaci s.v., je izmjerivo
preslikavanje X : (Ω,F )→ (Rk,B(Rk)), odnosno preslikavanje za koje vrijedi
X−1((−∞, x]) ∈ F , za svaki x ∈ Rk,
pri cˇemu za x = (x1, x2, . . . , xk), k ≥ 2 imamo (−∞, x] := (−∞, x1] × · · · × (−∞, xk].
Neka je P vjerojatnost na (Ω,F ). Tada vjerojatnost PX : B(Rk) → [0, 1] definiranu s
PX(B) := P(X ∈ B) = P(X−1(B)) zovemo zakonom razdiobe od X. Funkciju FX : Rk →
[0, 1] definiranu s FX(x) := PX((−∞, x]) za x ∈ Rk nazivamo funkcija distribucije od X.
Nadalje, za s.v. X kazˇemo da je neprekidna ukoliko postoji funkcija f : Rk → [0,+∞)
takva da vrijedi FX(x) =
∫ x
−∞ f (y)dλk(y). Zapravo, ukoliko je PX  λk, prema Radon–
Nikodymovom teoremu postoji funkcija f takva da vrijedi PX(B) =
∫
B
f dλk za B = (−∞, x].
Dakle, funkcija gustoc´e f je Radon–Nikodymova derivacija vjerojatnosti PX u odnosu na
Lebesgueovu mjeru λk. Kazˇemo da je s.v. X diskretna ukoliko postoji prebrojiv podskup
D ∈ B(Rk) takav da vrijedi PX(D) = 1. Neka je D = {a1, a2, . . . } i PX(D) = 1. Tada je s
µD(B) :=
∑
i 1{ai}(B) definirana brojec´a mjera mjera na (R
k,B(Rk)) koja je σ-konacˇna. PX














dµD = PX({ai}) = P(X = ai).
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Kazˇemo da slucˇajna varijabla X ima ocˇekivanje ukoliko je X, kao izmjeriva funkcija na
vjerojatnosnom prostoru (Ω,F,P), integrabilna u odnosu na mjeru P te definiramo E[X] :=∫
Ω
XdP. Ocˇekivanje diskretne slucˇajne varijable X sa zakonom razdiobe P(X = ai) = pi za
i ∈ N dano je s ∑i∈N ai pi, dok je ocˇekivanje neprekidne slucˇajne varijable Y s funkcijom
gustoc´e f dano s
∫
R
y fY(y)dy. Dodatno, r-ti moment slucˇajne varijable X definira se kao
E[Xr]. Ukoliko je ocˇekivanje slucˇajne varijable X konacˇno, mozˇe se definirati varijanca od
X sa Var(X) = E[(X − E[X])2]. U nastavku dajemo primjere razdiobi slucˇajnih varijabli.
Primjer 1.2.1. (a) Kazˇemo da slucˇajna varijabla X ima binomnu razdiobu s parametrima





pk(1 − p)n−k. Tada
je E[X] = np te Var(X) = np(1 − p).
(b) Kazˇemo da slucˇajna varijabla X ima Poissonovu razdiobu s parametrom λ > 0 ukoliko
za k ∈ N0 vrijedi P(X = k) = λkk! e−λ. Tada je E[X] = Var(X) = λ.
(c) Kazˇemo da slucˇajna varijabla X ima eksponencijalnu razdiobu s parametrom λ > 0




Laplaceova transformacija integralna je transformacija s brojnim moguc´nostima primjene u
matematici, fizici, elektrotehnici, teoriji vjerojatnosti i drugdje. Nas c´e konkretno zanimati
Laplaceova transformacija slucˇajnog vektora.





e−λxdµ(x) za λ > σ0, (1.1)




Ukoliko je X nenegativna slucˇajna varijabla te µ = PX zakon razdiobe od X, slijediLµ(λ) =
E[e−λX]. Nadalje, ukoliko je dµ(x) = f (x)dx za neku nenegativnu funkciju f , onda je
Lµ(λ) = L f (λ) = ∫
[0,+∞) e
−λx f (x)dx. Dakle, ako je X neprekidna slucˇajna varijabla s funk-
cijom gustoc´e fX onda je L fX(λ) = E[e−λX]. Mozˇe se pokazati da Laplaceova transforma-
cija konacˇne mjere µ jedinstveno odreduje tu mjeru (vidi Mimica [4]). Dakle, Laplaceova
transformacija jedinstveno odreduje razdiobu slucˇajne varijable.
Definicija 1.2.3. Neka je X : Ω → Rn+ nenegativan slucˇajan vektor. Laplaceova tran-
sformacija slucˇajnog vektora (X1, X2, . . . , Xn) je funkcija L(X1,X2,...,Xn) : R
n
+ → R+ definirana
s
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Laplaceova transformacija jednistveno odreduje razdiobu slucˇajnog vektora.
1.3 Slucˇajni procesi
Neka je (Ω,F ,P) vjerojatnosni prostor. Slucˇajni proces X = {Xt, t ∈ T } je familija slucˇajnih
varijabli na (Ω,F ,P), gdje je T ⊂ R skup indeksa ili parametarski skup. Ukoliko je skup T
prebrojiv kazˇemo da je X proces s diskretnim vremenom. Skup stanja S slucˇajnog procesa
X je skup svih vrijednosti koje mozˇe poprimiti svaka slucˇajna varijabla Xt. Slucˇajni proces
X mozˇemo shvatiti kao funkciju dviju varijabli
X : T ×Ω→ S .
Dakle, ukoliko fiksiramo t ∈ T promatramo slucˇajnu varijablu koja opisuje realizaciju
slucˇajnog procesa u trenutku t. S druge strane, ukoliko fiksiramo ω ∈ Ω promatramo
trajektoriju slucˇajnog procesa X, tj. funkciju koja svakom trenutku t pridruzˇuje realiza-
ciju Xt(ω). Elementarni primjer slucˇajnog procesa s diskretnim vremenom je homogeni
Poissonov proces.
Definicija 1.3.1. Slucˇajni proces N = {Nt, t ∈ N0} s vrijednostima u skupu {0, 1, 2, . . . }
nazivamo homogeni Poissonov proces s intenzitetom λ > 0 ukoliko vrijedi
(1) N0 = 0
(2) N ima nezavisne priraste, tj. za 0 < t1 < t2 < · · · < tn su slucˇajne varijable
Nt1 ,Nt2 − Nt1 , . . . ,Ntn − Ntn−1
nezavisne.
(3) Za 0 ≤ s < t slucˇajna varijabla Nt − Ns ima Poissonovu distribuciju s ocˇekivanjem
λ(t − s).
Vrijednost slucˇajne varijable Nt interpretira se kao broj realizacija odredenog dogadaja
u vremenskom intervalu duljine t. Uocˇimo da vrijedi Nt − Ns d= Nt−s za 0 ≤ s < t,
kazˇemo da Poissonov proces ima stacionarne priraste. Dodatno, za n ∈ N0 definiraju
se vremena dolaska sa Tn = inf{t ≥ 0 : Nt ≥ n} te za n ∈ N vremena medudolaska
sa Wn = Tn − Tn−1. Mozˇe se pokazati da su W1,W2, · · · ∼ Exp(λ) nezavisne pa slijedi
Tn = W1 +W2 + . . .Wn ∼ Γ(n, 1λ ). Spomenimo josˇ i superpoziciju te stanjivanje Poissonovih
procesa. Ukoliko su X i Y nezavisni Poissonovi procesi s intenzitetom λ > 0 i µ > 0.
Tada je sa Nt = Xt + Yt definiran Poissonov proces s intenzitetom λ + µ. Takva je pojava
poznata kao superpozicija Poissonovih procesa. Nadalje, neka je dan Poissonov proces
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Slika 1.1: Prikaz jedne trajektorije homogenog Poissonovog procesa za λ = 2.
X s intenzitetom λ > 0 te vjerojatnost registriranja svakog dogadaja koji se dogodio p ∈
(0, 1). Tada je proces N koji predstavlja broj registriranih dogadaja Poissonov proces s
intenzitetom pλ. Takvu pojavu nazivamo stanjivanje Poissonovog procesa. Dokazi ovih
tvrdnji mogu se nac´i u [7], str. 129-131. Dodajmo da je homogeni Poissonov proces
specijalni slucˇaj nehomogenog Poissonovog procesa N cˇiji se intenzitet zadaje izmjerivom




λ(u)du, dok se preostala dva uvjeta podudaraju s onima iz defincije 1.3.1.
Poglavlje 2
Tocˇkovni procesi
U ovom c´emo poglavlju prvo prikazati intuitivnu generalizaciju jednodimenzionalnog slucˇaja
tocˇkovnog procesa koja c´e nas motivirati za strogu definiciju. Korisˇtenjem koncepata te-
orije vjerojatnosti definirat c´emo tocˇkovni proces i njegovu distribuciju te zatim prikazati
razlicˇite nacˇine karakterizacije distribucije uvodec´i pojmove Laplaceovog funkcionala i
funkcionala kapaciteta. Konstruirat c´emo primjere, a posebno c´emo se usredotocˇiti na Po-
issonov tocˇkovni proces. Poglavlje c´emo zavrsˇiti uvodec´i pojam kontaktne udaljenosti u
tocˇkovnom procesu koja se pokazuje korisnom u procjeni podataka.
2.1 Intuitivni pristup
Tocˇkovni procesi koriste se za modeliranje slucˇajnog rasporeda tocˇaka u d-dimenzionalnom
prostoru. U slucˇaju jednodimenzionalnog prostora tocˇke mogu predstavljati trenutke udara
munje tijekom oluje, a u dvodimenzionalnom prostoru oznake za mjesta udara munje unu-
tar odredenog podrucˇja. Za jednodimenzionalni tocˇkovni proces u kojem su sve tocˇke
medusobno razlicˇite, namec´e se prirodni poredak tocˇaka – po vremenu dolaska. Vremena
dolaska su slucˇajne varijable T1 ≤ T2 ≤ . . . gdje Ti predstavlja trenutak u kojem se pojavila
i-ta tocˇka. Kako su zbog cˇinjenice Ti ≤ Ti+1 vremena dolaska zavisna, korisno je razmatrati
i vremena medudolaska S i := Ti+1−Ti koja su za odredene modele nezavisna. U kontekstu
teorije slucˇajnih procesa jednodimenzionalni tocˇkovni proces mozˇemo precizirati tako da
uvedemo brojec´i proces Nt :=
∑∞
i=1 1[0,t](Ti) za t ≥ 0 gdje Nt predstavlja broj pristiglih
tocˇaka do trenutka t. Zbog zavisnosti Nt za razlicˇite t, uvodi se takozvani intervalni brojacˇ
N(a, b] := Nb − Na, 0 ≤ a ≤ b,
koji predstavlja broj pristiglih tocˇaka unutar intervala (a, b].
10
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U visˇedimenzionalnom slucˇaju izostaje prirodni poredak stoga nije moguc´e generalizi-
rati vremena dolaska S i ni brojec´i proces Nt. Pokazuje se da generalizacija takozvanog
intervalnog brojacˇa N(a, b] mozˇe opisati opc´eniti tocˇkovni proces. Dakle, promatra se
N(B) := broj tocˇaka unutar B, B ⊂ Rd.
Dodatno, pokazuje se korisnim proucˇavati indikator praznina
V(B) :=
1, N(B) = 00, inacˇe , B ⊂ Rd.
Brojec´e varijable N(B) su prirodne za promatranje aditivnih, a indikatori praznina V(B) za
promatranje geometrijskih i multiplikativnih svojstava tocˇkovnog procesa. Neka su dana
dva tocˇkovna procesa na istom podrucˇju, npr. promatramo rast ljubicˇica i tratincˇica na
jednoj livadi gdje tocˇke predstavljaju mjesto na kojem je niknuo cvijet. Ako su Nl j(B) i
Nt(B) pripadne brojec´e varijable za ljubicˇice, odnosno tratincˇice, onda je brojec´a varijabla
za zbrojeni proces (proces kojim modeliramo rast i tratincˇica i ljubicˇica na polju) N(B) =
Nl j(B) + Nt(B). Analogno, indikator praznina za takav proces je V(B) = Vl j(B)Vt(B).
Slika 2.1: Realizacija gore navedenog tocˇkovnog procesa i brojec´e varijable N(B).
Vrijednosti brojec´ih varijabli N(B) za sve podskupove B pruzˇaju moguc´nost rekonstrukcije
pozicija svih tocˇaka procesa. Naime, x je tocˇka procesa ukoliko je zadovoljeno N({x}) > 0.
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Dakle, slucˇajne varijable N(B) sadrzˇe potpunu informaciju o tocˇkovnom procesu. S druge
strane, ukoliko je poznata vrijednost V(B) za sve B ∈ B(Rd) moguc´e je odrediti poziciju
svake tocˇke procesa. Neka je G unija svih otvorenih skupova B za koje vrijedi V(B) = 1,
tada komplement skupa G cˇine upravo tocˇke procesa. Nakon ovih razmatranja mozˇemo
dati strogu definiciju tocˇkovnog procesa.
2.2 Definicija
Tocˇkovni proces mozˇe se opisati statisticˇkim terminima definirajuc´i prostor moguc´ih is-
hoda i odredivanjem vjerojatnosti razlicˇitih dogadaja. Cilj nam je odrediti distribuciju
tocˇkovnog procesa.
Neka je E podskup euklidskog prostora Rd i E σ-algebra Borelovih skupova na E. Za




δxn(B), B ∈ E, (2.1)
pri cˇemu je δxn tzv. Diracova mjera u tocˇki xn. Ukoliko je m(B) konacˇan broj za svaki
ogranicˇeni skup B ∈ E onda m zovemo tocˇkovnom mjerom. Dakle, m(B) predstavlja broj
tocˇaka xn koje se nalaze unutar skupa B.
Oznacˇimo sa Mp = Mp(E) skup svih tocˇkovnih mjera na E. Promatramo skupove oblika
EB,k := {m ∈ Mp : m(B) = k}, k ≥ 0, B ∈ E. (2.2)
SaMp =Mp(E) oznacˇimo σ-algebru generiranu skupovima EB,k. Primjetimo da se uMp
nuzˇno nalaze skupovi oblika
EB1,k1 ∩ EB2,k2 ∩ · · · ∩ EBs,ks = {m ∈ Mp : m(B1) = k1,m(B2) = k2 . . . ,m(Bs) = ks},
koji opisuju dogadaj da se tocˇno ki tocˇaka nalazi unutar podrucˇja Bi, i ∈ {1, 2, . . . , s}.
Takoder,Mp sadrzˇi i dogadaj koji opisuje da ne postoji niti jedna tocˇka unutar bilo kojeg
skupa B:
{m ≡ 0} = {m ∈ Mp : m(B) = 0,∀B} = ∩n∈NEK(0,n),0.
Sada imamo sve potrebno za definiciju tocˇkovnog procesa.
Definicija 2.2.1. Neka je (Ω,F ,P) vjerojatnosni prostor. Tocˇkovni proces sa skupom sta-
nja u E je izmjerivo preslikavanje
N : (Ω, F )→ (Mp, Mp). (2.3)
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Dakle, za svaki E ∈ Mp vrijedi
{N ∈ E} = {ω ∈ Ω : N(ω) ∈ E} ∈ F ,
pa je dobro definirana vjerojatnost dogadaja {N ∈ E}.
Kazˇemo da je tocˇkovni proces lokalno konacˇan ukoliko vrijedi
P({N(B) < +∞}) = 1, za sve omedene B ∈ E. (2.4)
U daljnjem razmatranju pretpostavljat c´emo lokalnu konacˇnost tocˇkovnih procesa. Tada
je N(ω) tocˇkovna mjera za dano ω ∈ Ω. Nadalje, primjetimo da je matematicˇki ispravno
pisati N kao funkciju dva argumenta N(ω, B). Mi c´emo sa N(ω) = N(ω, ·) oznacˇavati
tocˇkovnu mjeru za fiksni ω ∈ Ω , a sa N(B) = N(·, B) slucˇajnu varijablu za fiksni B ∈ E.
Posebno se promatraju oni tocˇkovni procesi koji ne dopusˇtaju ponavljanje iste tocˇke. Takav
tocˇkovni proces zovemo jednostavnim.
Definicija 2.2.2. Za tocˇkovni proces rec´i c´emo da je jednostavan ukoliko vrijedi
P({N({x}) ≤ 1,∀x ∈ E}) = 1. (2.5)
Jednostavni tocˇkovni proces mozˇe se poistovjetiti sa slucˇajnim skupom tocˇaka. Sˇtovisˇe,
teorija slucˇajnih skupova koristi se za alternativnu definiciju tocˇkovnih procesa. Za neza-
visne jednako distribuirane slucˇajne varijable X1, X2, . . . , Xn , n ∈ N, tocˇkovni proces je
slucˇajni skup X = {X1, X2, . . . , Xn}. Nedostatak takvog pristupa je nemoguc´nost mo-
deliranja ponavljanja iste tocˇke. U nastavku c´emo odredeni tocˇkovni proces oznacˇavati sa
X (zamisˇljajuc´i ga kao slucˇajni skup tocˇaka), a pripadajuc´u tocˇkovnu mjeru sa NX . Na
primjer, u skladu s tom notacijom vrijedi {X = ∅} ⇔ {NX ≡ 0}.
Nakon sˇto smo precizno definirali tocˇkovni proces mozˇemo definirati i njegovu distribu-
ciju.
Definicija 2.2.3. Distribucija tocˇkovnog procesaX na vjerojatnosnom prostoru (Ω,F ,P)
je vjerojatnosna mjera PX na izmjerivom prostoru (Mp, Mp) koja zadovoljava
PX(A) = P(NX ∈ A), A ∈ Mp. (2.6)
Dakle, ukoliko je poznata distribucija tocˇkovnog procesa moguc´e je odrediti vjerojatnost
bilo kojeg dogadaja koji ovisi o N. Za dva tocˇkovna procesaX i Y kazˇemo da su jednako
distribuirana ukoliko vrijedi PX = PY te pisˇemo X
d
= Y . Nakon definicije distribucija
tocˇkovnog procesa prirodno se namec´e pitanje kako ih mozˇemo karakterizirati.
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2.3 Karakterizacije distribucije tocˇkovnog procesa
Poznavanje tocˇkovnog procesa povezujemo s poznavanjem njegove distribucije koja ga u
potpunosti opisuje. Pronalazˇenje karakterizacije omoguc´ava elegantniji nacˇin opisivanja
tocˇkovnog procesa.
Definicija 2.3.1. Konacˇno dimenzionalne distribucije tocˇkovnog procesa su distribucije
slucˇajnih vektora
(N(B1), N(B2), . . . , N(Bk)),
pri cˇemu su k ∈ N te B1, B2, . . . , Bk iz E proizvoljni.
Uocˇimo da su time odredene vjerojatnosti svih dogadaja oblika
{N(B1) = n1, N(B2) = n2, . . . , N(Bk) = nk},
za bilo koje nenegativne cijele brojeve n1, n2, . . . , nk te proizvoljni k ∈ N. S druge strane,
vjerojatnost dogadaja {X = ∅} nije odredena buduc´i da se ne mozˇe prikazati kao konacˇan
presjek gore opisanih dogadaja. Ipak, pokazuje se da je distribucija tocˇkovnog procesa
jedinstveno odredena konacˇno dimenzionalnim distribucijama. Naime, zbog cˇinjenice da
je familija svih konacˇnih presjeka skupova oblika
{m ∈ Mp : m(B) = k}, k ≥ 0, B ∈ E,
Π − sustav koji generira Mp slijedi da je svaka mjera iz Mp jedinstveno odredena vje-
rojatnostima dogadaja iz opisane familije. Kako je distribucija tocˇkovnog procesa mjera
definirana naMp, a njene vrijednosti na gore opisanoj familiji su upravo konacˇno dimen-
zionalne distribucije zakljucˇujemo da vrijedi sljedec´i rezultat.
Propozicija 2.3.2. Konacˇno dimenzionalne distribucije tocˇkovnog procesa jedinstveno
odreduju njegovu distribuciju.
Zbog toga c´e dva tocˇkovna procesa biti jednako distribuirana ukoliko im se podudaraju
konacˇno dimenzionalne distribucije.
Temeljne definicije i svojstva koncepta Laplaceove transformacije prikazali smo u prvom
poglavlju. Napomenuli smo da Laplaceova transformacija slucˇajnog vektora jedinstveno
odreduje njegovu razdiobu. U nastavku pokazujemo da slicˇan koncept opisuje distribuciju
tocˇkovnog procesa. Neka je B+ = { f : E → R : f nenegativna , ogranicˇena i izmjeriva}.
Za m ∈ Mp i f ∈ B+ definiramo







pri cˇemu su (xn)n∈N tocˇke iz definicije tocˇkovne mjere.
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Definicija 2.3.3. Laplaceov funkcional tocˇkovnog procesaX je preslikavanje
ΨNX : B+ → R definirano sa
ΨNX ( f ) = E[e
−NX ( f )]. (2.7)
Propozicija 2.3.4. Laplaceov funkcional tocˇkovnog procesa X jedinstveno odreduje nje-
govu distribuciju PNX .





pri cˇemu su λi ≥ 0, Bi ∈ E proizvoljni za svaki i ∈ {1, 2, . . . , k}. Tada je















 dNX  
= E












a to je upravo Laplaceova transformacija slucˇajnog vektora (N(B1), N(B2), . . . , N(Bk))
koja jedinstveno odreduje njegovu distribuciju. Specijalno, time su jedinstveno odredene
konacˇno dimenzionalne distribucije tocˇkovnog procesa. Sada tvrdnja slijedi iz prethodne
propozicije. 
Jednostavni tocˇkovni procesi mogu se promatrati kao slucˇajan skup tocˇaka. Prisjetimo se,
za jednostavni tocˇkovni procesX vrijedi
P ( NX({x}) ≤ 1, ∀x ∈ E) = 1.
Za takve procese definirat c´emo poseban objekt za koji se pokazuje da u potpunosti odreduje
distribuciju tocˇkovnog procesa.
Definicija 2.3.5. Funkcional kapaciteta jednostavnog tocˇkovnog procesaX jest preslika-
vanje TX : E → R definirano sa
TX(K) := P ( NX(K) > 0 ) , K ∈ E. (2.8)
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Uocˇimo, TX(K) = 1 − P ( NX(K) = 0 ) sˇto je relativno mali podskup informacija koje
odreduju konacˇno dimenzionalne distribucije. Unatocˇ tome, mozˇe se pokazati da funkci-
onal kapaciteta jednostavnog tocˇkovnog procesa jedinstveno odreduje njegovu distribu-
ciju.
U proucˇavanju tocˇkovnih procesa vazˇan je i koncept stacionarnosti.




= X + v, ∀v ∈ Rd. (2.9)
Mozˇe se pokazati da vrijedi sljedec´i rezultat.
Propozicija 2.3.7. Jednostavni tocˇkovni proces X je stacionaran ako i samo ako je funk-
cional kapaciteta TX invarijantan obzirom na translacije, to jest ukoliko je zadovoljeno
TX(K) = TX(K + v), ∀K ∈ E, ∀v ∈ Rd.
Dokaze gornjih rezultata mogu se nac´i u [3]. Slicˇno, za tocˇkovni proces kazˇemo da je izo-
tropan ukoliko je distribucija invarijantna obzirom na rotacije u Rd.
Sve vazˇne rezultate ovog dijela mozˇemo sazˇeti u sljedec´i teorem.
Teorem 2.3.8. Neka je (Ω,F ,P) vjerojatnosni prostor, (Mp,Mp) ranije definiran izmjerivi
prostor te neka suX i Y dva tocˇkovna procesa. Sljedec´e tvrdnje su ekvivalentne:
(i)X d= Y ,
(ii) (NX(B1), NX(B2), . . . , NX(Bk))
d
= (NY (B1), NY (B2), . . . , NY (Bk)), za sve B1, B2, . . . , Bk
iz E, za svaki k ∈ N,
(iii) ΨNX ( f ) = ΨNY ( f ), za sve f ∈ B+,
Ukoliko suX i Y jednostavni, onda je svaka od gore navedenih tvrdnji ekvivalentna sa
(iv) TX(B) = TY (B) za sve B ∈ E.
2.4 Primjeri
Binomni tocˇkovni proces
Razmotrimo prvo jedan vrlo jednostavan i intuitivan primjer. Zˇelimo razmjestiti n tocˇaka
na slucˇajne pozicije unutar omedenog podrucˇja W ⊂ R2. Neka su X1, X2, . . . , Xn nezavisne
slucˇajne varijable uniformno distribuirane na W. Pojedina varijabla predstavlja slucˇajnu
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tocˇku unutar W. Kako je funkcija gustoc´e slucˇajne varijable Xi dana sa
f (x) =
 1λ2(W) , x ∈ W,0, inacˇe,
gdje je λ2(W) povrsˇina od W, slijedi da za proizvoljni ogranicˇeni skup B ⊂ R2 vrijedi







, za sve i ∈ {1, 2, . . . , n}.





Za cjelobrojno k ≥ 0 vrijedi











gdje je p = λ2(B∩W)
λ2(W)
, q = 1 − p. Dakle, N(B) ima binomnu distribuciju s parametrima n i
p = λ2(B∩W)
λ2(W)
pa je zbog tog razloga jasno zasˇto se ovakav tocˇkovni proces naziva binomni.
Primjetimo josˇ da za funkcional kapaciteta T (K) vrijedi
T (K) = P(N(K) > 0) = 1 − P (N(K) = 0)
= 1 − qn
= 1 −
(





Slika 2.1 dobivena je simuliranjem realizacija 60 nezavisnih slucˇajnih varijabli uniformno
distribuiranih na [0, 1]2 ⊂ R2 (od kojih 35 predstavljaju tratincˇice, a 25 ljubicˇice). Dakle,
na navedenoj slici prikazana je realizacija binomnog tocˇkovnog procesa. Gore opisani
primjer specijalni je slucˇaj sljedec´e definicije.
Definicija 2.4.1. Neka je f funkcija gustoc´e na W ⊂ Rd i n ∈ N. Tocˇkovni procesX koji se
sastoji od n nezavisnih, jednako distribuiranih slucˇajnih tocˇaka (varijabli) cˇija je funkcija
gustoc´e f nazivamo binomni tocˇkovni proces i pisˇemoX ∼ Bin(W, n, f ).
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Poissonov tocˇkovni proces
Poissonov tocˇkovni proces igra fundamentalnu ulogu u teoriji tocˇkovnih procesa. Posje-
duje svojstvo ne-interakcije izmedu tocˇaka te sluzˇi kao referentni proces pri proucˇavanju
tocˇkovnih procesa. U prvom poglavlju upoznali smo se s Poissonovim slucˇajnim proce-
som, a sada c´emo uvesti generalizaciju.
Definicija 2.4.2. Neka je µmjera na izmjerivom prostoru (E,E) koja je konacˇna na svakom
kompaktnom podskupu B ⊂ E. Poissonov proces na E s mjerom inteziteta µ, u oznaci
PRM(µ), je tocˇkovni proces koji zadovoljava:
(1) Za svaki B ∈ E takav da µ(B) < +∞ , N(B) ima Poissonovu distribuciju s ocˇekivanjem
µ(B),
(2) za proizvoljne m ∈ N te medusobno disjunktne skupove B1, B2, . . . , Bn iz E, slucˇajne
varijable N(B1),N(B2), . . . ,N(Bn) su nezavisne.
Dakle, X je Poissonov tocˇkovni proces ukoliko slucˇajan broj tocˇaka unutar kompakta B
ima Poissonovu distribuciju s ocˇekivanjem µ(B) te ako su brojevi tocˇaka na disjunktnim
kompaktima nezavisne slucˇajne varijable. Uocˇimo da µ odreduje ocˇekivani broj tocˇaka
unutar B,
E[N(B)] = µ(B).
Od ranije znamo da distribuciju tocˇkovnog procesa karakterizira i Laplaceov funkcional, a
za Poissonov tocˇkovni proces taj rezultat dan je sljedec´im teoremom.
Teorem 2.4.3. Distribucija Poissonovnog tocˇkovnog procesa PRM(µ) jedinstveno je odredena
tvrdnjama (1) i (2) iz prethodne definicije. Nadalje, tocˇkovni proces X je PRM(µ) ako i
samo ako je Laplaceov funkcional tog procesa oblika





(1 − e− f (x))µ(dx)
)
, f ∈ B+.
Dokaz se mozˇe pogledati u Resnick [5], str. 337.





za neku nenegativnu i ogranicˇenu funkciju f . Funkcija f naziva se funkcija intenziteta.
Za Poissonov tocˇkovni proces kazˇemo da je homogen ukoliko je funkcija intenziteta kons-
tantna, tj. ukoliko je
µ(B) = βλd(B),
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pri cˇemu λd(B) oznacˇava Lebesgueovu mjeru ogranicˇenog skupa B ∈ B(Rd), inacˇe kazˇemo
da je nehomogen. Promatrajmo homogeni Poissonov proces s intenzitetom β. Tada je




za svaki cjelobrojni k ≥ 0. Posebno,
P(N(B) = 0) = e−βλd(B),
pa slijedi da je funkcional kapaciteta Poissonovog procesa s intenzitetom β
T (K) = 1 − e−βλd(K). (2.11)
Iz gornjeg zakljucˇujemo da je homogeni Poissonov proces stacionaran i izotropan. Nadalje,
neka je W ⊂ R2 ogranicˇen i neka je N(W) = n dano. Za B ⊂ W mozˇemo promatrati uvjetnu
distribuciju od N(B). Za 0 ≤ k ≤ n imamo
P(N(B) = k | N(W) = n) = P(N(B) = k, N(W\B) = n − k)
P(N(W) = n
=






























gdje druga jednakost slijedi iz uvjeta (2) definicije Poissonovog tocˇkovnog procesa. Dakle,
uvjetna distribucija od N(B) uz dano N(W) = n je binomna distribucija s parametrima n
i p = λ2(B)
λ2(W)
. Zakljucˇujemo da su uvjetne distribucije od N(B1),N(B2), . . . ,N(Bm) za pro-
izvoljne B1, B2, . . . , Bm iz W jednake kao distribucije takvih varijabli binomnog procesa.
Posebno, ako je dan broj tocˇaka n homogenog Poissonovog procesa u W, slijedi da su te
tocˇke uvjetno nezavisne i uniformno distribuirane u W. Prethodni zakljucˇak daje nam iz-
ravan nacˇin za simuliranje Poissonovog procesa. Za generiranje realizacije Poissonovog
procesa intenziteta β u W prvo generiramo slucˇajnu varijablu M iz Poissonove razdiobe
s ocˇekivanjem βλ2(W) i zatim uz M = m generiramo m nezavisnih uniformni slucˇajnih
tocˇaka unutar W. Na taj se nacˇin Slika 2.1, uz nerazlikovanje boja, mozˇe shvatiti kao reali-
zacija Poissonovog procesa u W = [0, 1]2 u kojoj se dogodilo da je tocˇno 60 tocˇaka unutar
W. Razlika u odnosu na binomni tocˇkovni proces je ta da se u razlicˇitim realizacijama
Poissonovog procesa mozˇe pojaviti razlicˇit broj tocˇaka.
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2.5 Udaljenost
Dani tocˇkovni proces mozˇe se promatrati i pomoc´u koncepta udaljenosti izmedu tocˇaka.
Definicija 2.5.1. Neka jeX tocˇkovni proces te a ∈ Rd. Kontaktna udaljenost (engl. contact
distance) tocˇkovnog procesa X od a, u oznaci dist(a,X), jest najkrac´a udaljenost tocˇke
procesaX od tocˇke a, tj.
dist(a,X) := inf{r ≥ 0 : NX(K(a, r)) > 0}. (2.13)
Dakle, dist(a,X) ≤ r ako i samo ako je NX(K(a, r)) > 0. Kako je NX(K(a, r)) slucˇajna va-
rijabla za fiksne a i r, slijedi da je {NX(K(a, r)) > 0} izmjeriv. Posebno, skup {dist(a,X) ≤
r} je izmjeriv pa je kontaktna udaljenost dobro definirana slucˇajna varijabla.
Nadalje, ukoliko je X Poissonov proces u Rd s intenzitetom β sljedec´i racˇun daje dis-
tribuciju od dist(a,X)
P(dist(a,X) ≤ r) = P(NX( K(a, r) ) > 0)
= 1 − exp(−βλd(K(a, r)))
= 1 − exp(−βκdrd),
gdje je κd = λd(K(0, 1)) volumen jedinicˇne kugle u Rd. Iz upravo provedenog racˇuna slijedi
da za slucˇajnu varijablu V = κddist(a,X)d vrijedi
P(V ≤ v) = 1 − exp(−βv), ∀v ≥ 0,
pa mozˇemo zakljucˇiti da V dolazi iz eksponencijalne distribucije s intenzitetom β. Uocˇimo
da V predstavlja volumen kugle slucˇajnog polumjera dist(a,X) odnosno kugle sa sredisˇtem
u a takva da ne sadrzˇi niti jednu tocˇku procesaX .
Naposljetku, pokazˇimo vezu izmedu kontaktne udaljenosti i funkcionala kapaciteta sta-
cionarnog procesaX .
Definicija 2.5.2. Neka jeX stacionarni tocˇkovni proces u Rd. Funkcija razdiobe praznog
prostora (engl. empty space distribution function) F : R → [0, 1] je funkcija distribucije
slucˇajne varijable kontaktne udaljenosti dist(a,X), tj.
F(r) := P(dist(a,X) ≤ r), ∀r ≥ 0. (2.14)
Zbog stacionarnosti F ne ovisi o a. Naime,
F(r) = P(N(K(a,X)) > 0) = T (K(a, r)) = T (K(0, r)),
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gdje je T funkcional kapaciteta stacionarnog procesaX . Uocˇimo da nam funkcija praznog
prostora daje vrijednosti funkcionala kapaciteta na svim kuglama. Kako funkcional kapa-
citeta u potpunosti opisuje jednostavni tocˇkovni proces, funkcija praznog prostora zapravo
daje mnogo informacija o procesu. Zbog svega navedenog, funkcija praznog prostora po-
kazuje se vrlo korisnom u analizi i procjeni podataka. Detaljnije o procjeni funkcije F
mozˇe se vidjeti u Baddeley [1], str. 23-24.
Poglavlje 3
Momenti tocˇkovnih procesa
U ovom c´emo poglavlju opisati analogone momenata slucˇajnih varijabli za tocˇkovne pro-
cese. Znamo da su momenti izrazito znacˇajni za teorijsko proucˇavanje i statisticˇku analizu
slucˇajnih varijabli pa ocˇekujemo da njihovi analogoni za tocˇkovne procese budu podjed-
nako korisni. Uvest c´emo intenzitet tocˇkovnog procesa kao analogon ocˇekivanju slucˇajne
varijable. Dokazat c´emo Campbellovu formulu koja se pokazuje znacˇajna za intenzitet te
mjere drugog momenta. Mjere drugog momenta intuitivno odgovaraju pojmovima vari-
jance i kovarijance slucˇajne varijable. Definirat c´emo faktorijelnu mjeru drugog momenta
te pokazati njenu dekompoziciju u slucˇaju stacionarnih procesa. Upoznat c´emo K-funkcije,
metode njihove procjene te na primjeru ilustrirati njihovu primjenu na stvarnim podacima.
Poglavlje zavrsˇavamo uvodec´i pojam Janossyjevih mjera konacˇnih tocˇkovnih procesa te ih
povezujemo s njihovom distribucijom i faktorijelnim mjerama k-tog momenta.
3.1 Intenzitet
Intenzitet ili prvi moment tocˇkovnog procesa je analogon ocˇekivanju slucˇajne varijable.
Definicija 3.1.1. Neka jeX tocˇkovni proces na E ⊂ Rd. Mjera intenziteta odX je presli-
kavanje ν : E → [0,+∞] definirano izrazom
ν(B) := E[NX(B)], B ∈ E. (3.1)
Primijetimo da vrijedi
ν(∅) = E[NX(∅)] = E[0] = 0, (3.2)







za svaki niz medusobno disjunktnih skupova (Bn)n∈N iz E. Druga jednakost u (3.3) vrijedi
zbog cˇinjenice da su skupovi Bn medusobno disjunktni, a trec´a zbog Beppo Levijevog
22
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teorema. Dakle, opravdano je ν zvati mjerom. Sˇtovisˇe, zbog pretpostavke o lokalnoj
konacˇnosti tocˇkovnog procesa slijedi da je ν lokalno konacˇna mjera. Razmotrimo mjeru
intenziteta binomnog te Poissonovog tocˇkovnog procesa.
Primjer 3.1.2. Neka je X ∼ Bin(W, n, f ) pri cˇemu su W ⊂ Rd, n ∈ N te f funk-
cija gustoc´e slucˇajne varijable uniformno distribuirane na W. Pokazali smo da je tada
NX(B) ∼ Bin(n, p) gdje je p = λd(B∩W)λd(W) za svaki B ∈ E, sˇto povlacˇi




Dakle, mjera intenziteta binomnog tocˇkovnog procesa ν(B) proporcionalna je Lebesgu-
eovoj mjeri skupa B ∩W.
Primjer 3.1.3. Neka jeX PRM(µ), tada je ν ≡ µ. Posebno, u slucˇaju homogenog Poisso-
novog procesa s intenzitetom β slijedi da za svaki skup B ∈ E vrijedi
ν(B) = βλd(B).
Zakljucˇujemo da je mjera intenziteta homogenog Poissonovog procesa ν(B) proporcionalna
Lebesgueovoj mjeri skupa B.
U slucˇaju stacionarnog tocˇkovnog procesaX na Rd vrijedi
ν(B + v) = E[NX(B + v)] = E[NX(B)] = ν(B)
za svaki v ∈ Rd. Dakle, mjera intenziteta stacionarnog tocˇkovnog procesa invarijantna je
obzirom na translacije. Za svaku mjeru µ na (Rd,B(Rd)) invarijantnu obzirom na translacije
koja zadovoljava µ([0, 1]d) < +∞ postoji c ≥ 0 tako da vrijedi µ = cλd (vidi Schilling
[6], str. 34-35). Posebno, za mjeru intenziteta ν stacionarnog tocˇkovnog procesa X na
Rd postoji konstanta c ≥ 0 tako da vrijedi ν = cλd. Konstantu c nazivamo intenzitetom
stacionarnog tocˇkovnog procesaX .
Definicija 3.1.4. Neka jeX tocˇkovni proces na Rd i ν pripadna mjera intenziteta. Ukoliko





tada se funkcija β naziva funkcija intenziteta odX .
Intuitivno, ocˇekivani broj tocˇaka unutar male okoline volumena dx tocˇke x dan je sa β(x)dx.
U nastavku dokazujemo tvrdnju cˇija c´e posljedica dati jednu od upotreba funkcije intenzi-
teta.
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Teorem 3.1.5. (Campbellova formula) Neka je X tocˇkovni proces s vrijednostima u E te
ν pripadna mjera intenziteta. Neka je f : E → [−∞,+∞] izmjeriva. Tada je NX( f ) =∫








pri cˇemu je f nenegativna ili zadovoljava
∫ | f (x)|dν(x) < +∞.
Dokaz. Teorem dokazujemo takozvanom Lebesgueovom indukcijom.





Dakle, NX( f ) = NX(B) pa je NX( f ) slucˇajna varijabla i vrijedi
E[NX( f )] = E[NX(B)] = ν(B) =
∫
f dν.





za n ∈ N i neke b1, b2, . . . , bn ∈ R+ te B1, B2, . . . , Bn ∈ E. Tada je











gdje druga jednakost slijedi iz linearnosti integrala, a trec´a iz prvog koraka indukcije.
Slijedi da je NX( f ) slucˇajna varijabla kao linearna kombinacija slucˇajnih varijabli te
je zadovoljeno














3. Neka je f nenegativna izmjeriva funkcija. Tada postoji rastuc´i niz nenegativnih jed-
nostavnih izmjerivih funkcija ( fn)+∞n=1 tako da vrijedi fn ≤ f za svaki n ∈ N te
limn→+∞ fn = f (vidi Schilling [6], str. 61-62). Sada imamo
NX( f ) =
∫
lim
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pa zakljucˇujemo da je NX( f ) izmjeriva kao limes niza izmjerivih funkcija pri cˇemu
druga jednakost slijedi iz Lebesgueovog teorema o monotonoj konvergenciji. Poka-
zali smo da vrijedi NX( f ) = limn→+∞ NX( fn), a zbog monotonosti integrala vrijedi
0 ≤ ∫ f1dNX ≤ · · · ≤ ∫ fndNX ≤ ∫ f dNX . Dakle, ispunjene su pretpostavke
LTMK-a. Koristec´i prethodni korak indukcije i LTMK dobivamo
E[NX( f )] = lim





4. Za izmjerivu f koja zadovoljava
∫ | f (x)|dν(x) < +∞ postoje nenegativne ν-integrabilne
izmjerive funkcije f + i f − td. f = f + − f −. Iz prethodnog koraka indukcije sli-
jedi da su NX( f +) i NX( f −) slucˇajne varijable. Koristec´i linearnost integrala slijedi
NX( f ) = NX( f +) − NX( f −) pa je NX( f ) slucˇajna varijabla kao razlika slucˇajnih
varijabli. Konacˇno, zbog linearnosti integrala i prethodnog koraka indukcije slijedi




Zbog cˇinjenice da je NX tocˇkovna mjera mozˇemo pisati NX( f ) =
∑
x∈X f (x). Neka je X








Jednakost (3.6) dobivena je pomoc´u sljedec´e leme koja se takoder dokazuje Lebesgueovom
indukcijom.
Lema 3.1.6. Neka su µ i ν mjere na izmjerivom prostoru (X,F ) tako da vrijedi ν(A) =∫
A




za svaku izmjerivu funkciju f : X → [−∞,+∞] koja je nenegativna ili koja zadovoljava∫ | f |dν < +∞.
Za ilustraciju pretpostavimo da se X sastoji od fiksnog, konacˇnog broja slucˇajnih tocˇaka
u Rd, tj. X = {X1, . . . , Xn}, pri cˇemu slucˇajna varijabla Xi ima vjerojatnosnu gustoc´u fi za
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Lako se pokazuje da je NX zaista tocˇkovni proces. Racˇunamo pripadajuc´u mjeru intenzi-
teta





















Zakljucˇujemo da je β ≡ ∑ni=1 fi funkcija intenziteta takvog tocˇkovnog procesaX .
3.2 Mjere drugog momenta
Neka jeX tocˇkovni proces na E. Za B ∈ E zˇelimo proucˇavati varijancu od NX(B)
Var(NX(B)) = E[NX(B)2] − E[NX(B)]2
= E[NX(B)2] − ν(B)2,
te kovarijancu od NX(B1) i NX(B2)
Cov(NX(B1),NX(B2)) = E[NX(B1)NX(B2)] − E[NX(B1)]E[NX(B2)]
= E[NX(B1)NX(B2)] − ν(B1)ν(B2),
gdje je ν mjera intenziteta odX . Preostaje precizirati sˇto predstavlja izraz NX(B1)NX(B2).
Prisjetimo se, ukoliko su (X,F , µ1) i (Y,G, µ2) prostori s mjerom, tada pi = µ1⊗µ2 oznacˇava
produktnu mjeru na F ×G = σ({A × B : A ∈ F , B ∈ G}), pri cˇemu je pi(A×B) = µ1(A)µ2(B)
za A ∈ F , B ∈ G. Dakle, NX( · )NX( · ) definira mjeru na E × E. Pregled teorije produktne
mjere mozˇe se nac´i u [7], dodatak.
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pa je time definirana tocˇkovna mjera procesaX×X . Sada mozˇemo definirati mjeru drugog
momenta tocˇkovnog procesaX .
Definicija 3.2.1. Neka jeX tocˇkovni proces na E. Mjera drugog momenta odX je pres-
likavanje ν2 : E × E → [0,+∞] definirano izrazom
ν2(B1 × B2) := E[NX(B1)NX(B2)], B1, B2 ∈ E. (3.9)
Dakle, mjera drugog momenta tocˇkovnog procesaX jest mjera intenziteta tocˇkovnog pro-
cesaX ×X . Mjera drugog momenta sadrzˇi sve potrebne informacije o varijanci i kovari-







f (x, y)dν2(x, y),
za izmjerivu funkciju f : E × E → R.
Promotrimo homogeni Poissonov proces s intenzitetom β > 0 i tocˇkovnom mjerom N
te nadimo pripadnu mjeru drugog momenta ν2. Za ogranicˇene A, B ∈ E vrijedi
ν2(A × B) = E[N(A)N(B)]
= E[N(A\B)N(B) + N(A ∩ B)N(B)]
= E[N(A\B)N(B) + N(A ∩ B)N(B\A) + N(A ∩ B)2]
= E[N(A\B)]E[N(B)] + E[N(A ∩ B)]E[N(B\A)] + E[N(A ∩ B)2]
= β2λ2(A\B)λ2(B) + β2λ2(A ∩ B)λ2(B\A) + βλ2(A ∩ B) + β2λ2(A ∩ B)2
= β2λ2(A\B)λ2(B) + β2λ2(A ∩ B)λ2(B) + βλ2(A ∪ B)
= β2λ2(A)λ2(B) + βλ2(A ∩ B),
(3.10)
pri cˇemu smo u racˇunu koristili svojstva iz definicije Poissonovog tocˇkovnog procesa te
poznate cˇinjenice o ocˇekivanju i varijanci Poissonove slucˇajne varijable. Uocˇimo da se
mjera ν2 sastoji od dva sumanda. Prvi se sumand sastoji od konstante β2 koja mnozˇi mjeru
skupa A × B i predstavlja umnozˇak ocˇekivanog broja tocˇaka u skupu A i B dok drugi su-
mand predstavlja ocˇekivani broj tocˇaka koje se nalaze u presjeku skupova A i B. Ukoliko
se tocˇka x nalazi u A ∩ B onda se i uredeni par (x, x) nalazi u A × B te mozˇemo rec´i da
se takva tocˇka nalazi na dijagonali. Uklanjajuc´i dijagonalu dobivamo jednostavniji oblik
mjere drugog momenta.
Promotrimo sada opc´i tocˇkovni proces X . Sa X ∗ X oznacˇimo proces svih uredenih
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parova tocˇaka procesa X izuzev parove oblika (x, x) (tj. X ×X bez dijagonale). Tada je
pripadna tocˇkovna mjera dana sa

































= NX(A)NX(B) − NX(A ∩ B).
(3.11)
Pokazuje se korisnim promatrati mjeru intenziteta tocˇkovnog procesaX ∗X .
Definicija 3.2.2. Neka jeX tocˇkovni proces na E. Faktorijelna mjera drugog momenta od
X je preslikavanje ν[2] : E × E → [0,+∞] definirano izrazom
ν[2](A × B) := E[NX(A)NX(B)] − E[NX(A ∩ B)], A, B ∈ E. (3.12)
Naziv faktorijelne mjere dosˇao je zbog
ν[2](A × A) = E[NX(A)2] − E[NX(A)]
= E[NX(A)(NX(A) − 1)].
Nadalje, primijenimo li Campbellovu formulu na proces X ∗X i izmjerivu funkciju f :









f (x, y)dν[2](x, y).
Dodajmo josˇ da je faktorijelna mjera drugog momenta homogenog Poissonovog tocˇkovnog
procesa s intenzitetom β > 0 na Rd dana sa
ν[2] = β
2λd ⊗ λd.
Definicija 3.2.3. Neka je X tocˇkovni proces na E i g2 : E × E → [0,+∞] izmjeriva





za svaki kompaktni skup C = A × B ⊂ E × E.
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Neformalno, g2(x, y) daje vjerojatnost postojanja tocˇaka procesa X na dva odredena po-
drucˇja malog volumena, tj. P(NX(dx) > 0,NX(dy) > 0) ≈ g2(x, y)dxdy. Nadalje, uocˇimo
da je funkcija gustoc´e drugog momenta Poissonovog homogenog procesa s intenzitetom
β > 0 na Rd dana sa g2 ≡ β2.
Dosad smo uveli funkciju intenziteta koju povezujemo s mjerom prvog momenta te funk-
ciju gustoc´e koju povezujemo s mjerom drugog momenta. Navedene c´emo funkcije pove-
zati te njihov odnos opisati takozvanom funkcijom korelacije.
Definicija 3.2.4. Neka jeX tocˇkovni proces na E s funkcijom intenziteta β : E → [0,+∞]
i funkcijom gustoc´e drugog momenta g2 : E×E → [0,+∞]. Definiramo funkciju korelacije





Uocˇimo da je funkcija korelacije nenegativna te je svojevrsni necentrirani analogon ko-
relacije slucˇajnih varijabli. Vrijednost ρ2 ≡ 1 odgovara nekoreliranosti u obicˇajenim sta-
tisticˇkim terminima. Naime, za disjunktne skupove A i B iz E vrijedi sljedec´e
ρ2 ≡ 1
















⇒ E[NX(A)NX(B)] − E[NX(A ∩ B)] = ν(A)ν(B)
⇒ E[NX(A)NX(B)] − E[NX(∅)] = E[NX(A)]E[NX(B)]
⇒ Cov(NX(A),NX(B)) = 0.
Iz primjera 3.1.3 znamo da je funkcija intenziteta Poissonovog homogenog procesa s in-
tenzitetom β > 0 dana sa β(x) = β, a pokazali smo da je funkcija gustoc´e drugog momenta
g2 ≡ β2 pa slijedi da je pripadna funkcija korelacije ρ2 ≡ 1.
Primjer 3.2.5. Neka je X binomni tocˇkovni proces na W ⊂ Rd. Podsjetimo se, za fiksni
n ∈ N dane su nezavisne slucˇajne varijable X1, X2, . . . , Xn uniformno distribuirane na W.
Funkcija gustoc´e pojedine varijable Xi dana je sa f (x) = 1λd(W) za x ∈ W dok je inacˇe 0.
Za proizvoljni B ∈ B(Rd) vrijedi P(Xi ∈ B) =
∫
B
f (x)dx = λd(B∩W)
λd(W)
, a tocˇkovna je mjera tog
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procesa dana sa NX(B) =
∑n
i=1 1Xi∈B. Sada racˇunamo

















































pa zakljucˇujemo da je funkcija gustoc´e drugog momenta g2(x, y) =
n(n−1)
λd(W)2
za x, y ∈ W, a
0 inacˇe. Kako je ν(B) = nλd(B∩W)
λd(W)
slijedi da je funkcija intenziteta β(x) = n
λd(W)
za x ∈ W.
Prethodni zakljucˇci impliciraju da je funkcija korelacije binomnog tocˇkovnog procesa koji
se sastoji od n tocˇaka u podrucˇju W dana sa ρ2(x, y) = 1 − 1n .
Neka je tocˇkovni proces dan sa X = {X1, . . . , Xn}, pri cˇemu slucˇajna varijabla Xi ima
vjerojatnosnu gustoc´u fi, a slucˇajni vektor (Xi, X j) gustoc´u fi j za svaki i, j ∈ {1, 2, . . . , n}.
Slicˇno kao u prethodnom primjeru imamo
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fi, j funkcija gustoc´e drugog momenta pro-
cesa X . Zajedno sa zakljucˇkom dobivenim racˇunom (3.7) slijedi da je funkcija korelacije















3.3 Drugi momenti stacionarnih procesa i K-funkcija
Za stacionaran tocˇkovni procesX na Rd vrijedi
E[NX(A + v)NX(B + v)] = E[NX(A)NX(B)],
za sve v ∈ Rd pa slijedi da su mjera drugog momenta ν te faktorijelna mjera drugog mo-
menta ν[2] invarijantne obzirom na simultane pomake
(x, y) 7→ (x + v, y + v).
Nadalje, primijenimo transformaciju T (x, y) = (x, y − x) na Rd × Rd. Time smo Rd × Rd
preslikali na samog sebe. Simultani pomaci postaju pomake prve koordinate, tj.
(s, t) 7→ (s + v, t),
za sve v ∈ Rd. Slika od ν[2] uz transformaciju T je mjera µ koja je invarijantna na tran-
slacije u prvom argumentu. Kako su mjere koje su invarijantne na translacije skalirane
Lebesgueove mjere µ mozˇemo zapisati u obliku
µ = βλd ⊗ K , (3.16)
gdje je β intenzitet stacionarnog tocˇkovnog procesa, a K mjera na B(Rd) koju nazivamo
reducirana mjera drugog momenta procesaX . Dakle, faktorijelnu mjeru drugog momenta
rastavili smo na produkt Lebesgueove mjere te reducirane mjere duzˇ u = y − x. Campbel-







 = ∫ ∫ f (x, y)dν[2](x, y)
=
∫ ∫
f (x, x + u)dµ(x, u)
= β
∫ ∫
f (x, x + u)dxdK(u).
(3.17)
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Slika 3.1: Pretpostavimo da je jedna realizacija procesa dana sa S = {1, 2, 3}. S lijeve je
strane prikazan S ∗ S te istovremeni pomak tih tocˇaka za v = 12 . S desne je strane prikazan
isti proces, ali transformiran sa T .
Time smo dokazali sljedec´i rezultat.
Teorem 3.3.1. Neka jeX stacionarni tocˇkovni proces na Rd s intenzitetom β. Tada postoji







 = β∫ ∫ f (x, x + u)dxdK(u). (3.18)
Mjera K naziva se reducirana mjera drugog momenta procesaX .











= µ(A × B)
= βλd(A)K(B).
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Kako je βλd(A) = E[NX(A)] slijedi
K(B) = E
[∑
x∈X∩A NX({B + x}\{x})]
E[NX(A)]
. (3.19)
Desna se strana gornje formule mozˇe shvatiti kao prosjek, po svim tocˇkama x, broja tocˇaka
y koje zadovoljavaju y − x ∈ B. Dodajmo da za Poissonov homogeni proces s intezitetom
β > 0 vrijedi
ν[2] = β
2λd ⊗ λd,
µ = β2λd ⊗ λd,
K = βλd.
Neka jeX stacionaran te g2 pripadna gustoc´a drugog momenta. Tada usporedujuc´i (3.13)
sa (3.18) mozˇemo zakljucˇiti da g2(x, y) ovisi samo o y − x, tj. postoji funkcija g : R → R
tako da vrijedi
g2(x, y) = g2(0, y − x) = g(y − x), za svaki x, y ∈ R.
Slicˇnim racˇunom kao ranije dobivamo
βλd(A)K(B) =
∫ ∫
1A(x)1B(y − x)dν[2](x, y)
=
∫ ∫














Za prakticˇnu analizu tocˇkovnog procesa potrebno je pojednostaviti mjeru K .
Definicija 3.3.2. Neka je X stacionaran tocˇkovni proces na Rd te K pripadna mjera re-




K(b(0, r)), r ≥ 0, (3.21)
naziva se K-funkcija.
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Dakle, βK(r) predstavlja prosjecˇan broj tocˇaka y procesaX , uz danu tocˇku x, koje zadovo-
ljavaju y ∈ b(0, r)+x, odnosno y ∈ b(x, r). Nadalje, uocˇimo da za homogeni Poissonov pro-
ces s intenzitetom β vrijedi K(r) = 1
β
βλd(b(0, r)) = λd(0, 1)rd. U ovom slucˇaju faktor 1β cˇini
K-funkciju neovisnom o intenzitetu β. Spomenimo da za opc´eniti stacionarni procesX za







zbog cˇega se K-funkcija povezuje s funkcijom korelacije ρ2.
U nastavku zˇelimo procijeniti K-funkciju. U primjeni, promatrani uzorak u prostoru dolazi
u obliku konacˇnog skupa tocˇaka x = {x1, x2 . . . , xn} unutar podrucˇja (okvira) W ⊂ R2,
pri cˇemu je xi ∈ W te n = n(x) ≥ 0 varijabilan. Takvi se podaci tretiraju kao realizacija
stacionarnog tocˇkovnog procesa X unutar W. Iz definicije K-funkcije te izraza (3.19) za








, za svaki r ≥ 0. (3.22)
Primjenom gornje jednakosti javlja se tzv. problem s rubom (engl. edge effect problem)
zbog toga sˇto u brojniku promatramo samoX∩W. Naime, ukoliko je tocˇka x u blizini ∂W,
Slika 3.2: Problem s rubom pri procijeni K-funkcije. Kako promatramo tocˇke unutar okvira
W (pravokutnika na slici), broj tocˇaka unutar kugle radijusa r nije poznat ukoliko kugla
prelazi granice pravokutnika.
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kugla b(x, r) mozˇe izlaziti izvan granica okvira W. Kako se proces X ne promatra izvan
W, tako se ni broj tocˇaka odX unutar kugle b(x, r) u tom slucˇaju ne mozˇe promatrati.
Jedno jednostavno rjesˇenje tog problema je tzv. metoda granice (engl. border method). Pri
procijeni K(r), u jednakosti (3.22) zamijenimo W sa skupom
W−r = {x ∈ W : dist(x, ∂W) ≥ r}, (3.23)
koji se sastoji od onih tocˇaka unutar W koje su od ruba ∂W udaljene barem r. Tada je

















gdje se za βˆ obicˇno uzima n(x)
λ2(W)
. Visˇe o K-funkciji i metodama uklanjanja problema s ru-
bom mozˇe se vidjeti u [2], poglavlje 7.
U sljedec´em c´emo primjeru koristec´i statisticˇki softver R prikazati procjenu K-funkcije
na konkretnim podacima.
Primjer 3.3.3. Koristit c´emo paket spatstat unutar kojeg su pohranjeni brojni uzorci. Raz-
motrit c´emo podatke dva uzorka: swedishpines i redwood. Podaci uzorka swedishpines
cˇine lokacije stabala bora u jednoj sˇumi u Sˇvedskoj, a podaci uzorka redwood cˇine loka-
cije gigantskih stabala iz porodice sekvoja u Kaliforniji. Funkcijom Kest izracˇunavamo
procjene K-funkcije za pojedini uzorak. Procjenjenu vrijednost K-funkcije usporedujemo s
teorijskom vrijednosti K-funkcije dvodimenzionalnog homogenog Poissonovog tocˇkovnog
procesa, K(r) = r2pi. Na slici koja slijedi mozˇemo uocˇiti da je u slucˇaju podataka swedi-
shpines, gdje su tocˇke poprilicˇno slucˇajno i ravnomjerno rasporedene u okviru, vrijednost
procjenje K-funkcije uglavnom manja od teorijske dok je u slucˇaju podataka redwood,
gdje se tocˇke izrazito grupiraju, vrijednost procjenjene K-funkcije vec´a od teorijske.
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Slika 3.3: Prikaz podataka swedishpines (lijevo) i procjene K-funkcije (desno).
Slika 3.4: Prikaz podataka redwood (lijevo) i procjene K-funkcije (desno).
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3.4 Janossyjeve mjere
U ovom c´emo se dijelu usredotocˇiti na konacˇne tocˇkovne procese, tj. pretpostavit c´emo da
su zadovoljeni sljedec´i uvjeti
1. Tocˇke su smjesˇtene u potpunom metricˇkom prostoru E koji je separabilan (postoji
prebrojiv podskup S ⊂ E tako da vrijedi S = E). Dovoljno je uzeti E = Rd kao i u
dosadasˇnjem razmatranju.
2. Dana je vjerojatnosna distribucija (pn)n∈N0 kojom je zadan ukupan broj tocˇaka.
3. Za proizvoljan n ≥ 1 zadana je vjerojatnosna distribucija Πn(·) na Borelovim sku-
povima od En = E × · · · × E koja odreduje zajednicˇku distribuciju pozicija tocˇaka
procesa tako da je ukupan broj tocˇaka n.
Prethodni uvjeti daju nacˇin simuliranja procesa: generiramo slucˇajan broj N ≥ 0 te uzi-
majuc´i N = n u slucˇaju n , 0 generiramo slucˇajni vektor (x1, x2, . . . , xn). Uocˇimo da tocˇke
zapravo cˇine skup koji je neureden, odnosno tocˇke medusobno ne razlikujemo pa se pri-
rodno namec´e da distribucije Πn(·) daju istu tezˇinu svim n! permutacija n-torke (x1, x2, . . . , xn).
Drugim rijecˇima, namec´e se simetricˇnost distribucije Πn. Simetricˇnost se mozˇe postic´i re-
definiranjem distribucije Πn(·). Za bilo koju particiju (A1, A2, . . . , An) od E definiramo
Π
sym
n (A1 × A2 · · · × An) = 1n!
∑
perm
Πn(Ai1 × Ai2 · · · × Ain), (3.25)
gdje
∑
perm oznacˇava sumiranje po svim n! permutacija n-torke (i1, . . . , in) prirodnih brojeva
(1, 2, . . . , n), a faktor 1n! ima svrhu normiranja. Alternativno, uvode se sljedec´e (nevjerojat-
nosne) mjere
Jn(A1 × A2 · · · × An) := pn
∑
perm
Πn(Ai1 × Ai2 · · · × Ain)
= n!pnΠ
sym
n (A1 × A2 · · · × An),
(3.26)
koje se nazivaju Janossyjeve mjere. Ukoliko je E = Rd te jn(x1, x2, . . . , xn) gustoc´a od
Jn(·) obzirom na Lebesgueovu mjernu na (Rd)n onda jn(x1, x2, . . . , xn)dx1dx2 . . . dxn intu-
itivno predstavlja vjerojatnost da se proces sastoji od tocˇno n tocˇaka pri cˇemu se po jedna
tocˇka nalazi u svakom od n disjunktnih infinitezimalnih podrucˇja (xi, xi + dxi). Ovakva
interpretacija daje Janossyjevim gustoc´ama jn fundamentalnu ulogu u opisivanju konacˇnih
tocˇkovnih procesa.
U nastavku slijede temeljni rezultati koji isticˇu vazˇnost Janossyjevih mjera. Kako je Jn(En) =
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pn
∑







Zakljucˇujemo da iz proizvoljne familije simetricˇnih mjera Jn koja zadovoljava (3.27) mozˇemo
konstruirati vjerojatnosnu distribuciju (pn)n∈N0 i simetricˇne vjerojatnosne mjere Π
sym
n (·) tako
da su zadovoljeni uvjeti s pocˇetka ovog dijela, i obratno. Sada zˇelimo povezati distribu-
ciju slucˇajne varijable broja tocˇaka N(Ai) s Janossyjevim mjerama. Neka je (A1, . . . , Ak)
particija od E, tada je vjerojatnost dogadaja da se tocˇno ni tocˇaka nalazi u skupu Ai za
i = 1, 2, . . . , k uz n1 + n2 + · · · + nk = n dana sa
P(N(Ai) = ni, i = 1, 2, . . . k) =
Jn(A
n1
1 × An22 × . . . Ankk )










1 × An22 × . . . Ankk ),
(3.28)
gdje se multinomni koeficijent interpretira kao broj nacˇina na kojih se n tocˇaka mogu gru-
pirati tako da ni tocˇaka pripada skupu Ai.
Dosad smo se susreli s faktorijelnom mjerom drugog momenta. Definicija se mozˇe poopc´iti
na faktorijelnu mjeru k-tog momenta. Prisjetimo se, r-ta faktorijel padajuc´a potencija
broja n definira se sa n[r] = n(n − 1) . . . (n − r + 1) cˇim je r = 0, 1, . . . n, dok je inacˇe 0. Za
proizvoljan pravokutnik oblika Ak11 × Ak22 × · · · × Akrr pri cˇemu je k1 + k2 + · · · + kr = k te su
Ai disjunktni skupovi iz E, faktorijelna mjera k-tog momenta definira se sa
µ[k](A
k1
1 × Ak22 × · · · × Akrr ) := E[N(A1)[k1]N(A2)[k2] . . .N(Ar)[kr]]. (3.29)
Ukoliko je (A1, A2, . . . , Ar) particija od E te je E[N(E)k] < +∞ mozˇe se pokazati da vrijedi
µ[k](A
k1







1 × Ak22 × · · · × Akrr × En), (3.30)







Slicˇno, mozˇe se pokazati
Jn((A
k1





1 × Ak22 × · · · × Akrr × En), (3.32)
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µ[k+n](B × Ek). (3.33)
Visˇe o Janossyjevim mjerma te detaljni raspis gornjih jednakosti mozˇe se vidjeti u [3] str.
123-137.
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Cilj ovog diplomskog rada bio je upoznati tocˇkovne procese i mjere njihovih momenata.
Nakon prvog poglavlja upoznati smo s osnovnim konceptima potrebnim za razumijevanje
ostatka rada. Nakon definicije tocˇkovne mjere slijedi precizna definicija tocˇkovnog pro-
cesa. Prikazani su matematicˇki alati koji se koriste za karakterizaciju distribucije tocˇkovnih
procesa. Dani su najvazˇniji primjeri tocˇkovnih procesa koji se koriste za ilustraciju vazˇnih
pojmova. Dodatno, upoznajemo se sa stacionarnim tocˇkovnim procesima. Navodimo defi-
niciju kontaktne udaljenosti procesa od tocˇke te njenu distribuciju dovodimo u vezu s funk-
cionalom kapaciteta. Nastavljamo s definicijom mjere intenziteta kao ocˇekivanja slucˇajne
varijable koja predstavlja broj tocˇaka u odredenom podrucˇju. Lebesgueovom indukcijom
dokazana je Campbellova formula koja se koristi za racˇunanje ocˇekivanja slucˇajne vari-
jable
∑
x∈X f (x). Zatim su definirane mjere drugog momenta te funkcija gustoc´e drugog
momenta. U nastavku se upoznajemo s mjerama drugog momenta stacionarnih tocˇkovnih
procesa te s K-funkcijom koja sluzˇi za opisivanje interakcije izmedu tocˇaka. Ilustriramo
primjenu K-funkcije na stvarnim podacima. Na kraju je dan prikaz Janossyjevih mjera koje
dovodimo u vezu s distribucijom tocˇkovnih procesa te njihovim mjerama momenta.
Summary
The aim of this thesis was to get acquainted with point processes and their moment measu-
res. In the first chapter, we introduce the basic concepts needed to understand the rest of the
work. After the definition of point measure, a precise definition of point process is given.
We have presented the mathematical tools which are used for characterization of the point
processes distribution. The most important examples of point processes that illustrate the
main concepts are given. In addition, we introduce with stationary point processes. There
is the definition of contact distance of the process from the given point and its distribution
is brought into connection with the capacity functional. We continue with the definition of
the intensity measure as the expectation of a random variable that represents the number of
points in a given area. Campbell’s formula is used to calculate expected value of random
variable
∑
x∈X f (x), which is proved by Lebesgue induction. Second moment measures
and second moment density are defined as well. We present the second moment measu-
res of stationary point processes and the K-function that describes the interaction between
points. We illustrate the application of K -function on real data. Finally, we define Jano-
ssy measures that we connect with the distribution of point processes and their moment
measures.
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