We formulate the error and disturbance in quantum measurement by invoking quantum estimation theory. The disturbance formulated here characterizes the non-unitary state change caused by the measurement. We prove that the product of the error and disturbance is bounded from below by the commutator of the observables. We also find the attainable bound of the product.
I. INTRODUCTION
Heisenberg discussed a thought experiment about the position measurement of a particle by the γ-ray microscope and found the trade-off relation between the error ε(x) in the position measurement and the disturbance η(p) to the momentum caused by the measurement process η(p) [1] :
This inequality epitomizes the complementarity of quantum measurements: we cannot perform the measurement of an observable without causing disturbance to its canonically conjugate observable. At the inception of quantum mechanics, the Kennard-Robertson inequality [2, 3] ∆X∆Y ≥ 1 2
was erroneously interpreted as the mathematical formulation of the trade-off relation of error and disturbance in quantum measurement, where X := Tr[ρX] is the expectation value ofX over the quantum stateρ, the square bracket denotes the commutator, and (∆X) 2 := X 2 − X 2 . However, ∆X does not depend on the measurement process. Thus, the Kennard-Robertson inequality reflects the inherent nature of a quantum system alone, and does not concern any trade-off relation of the error and disturbance in the measurement process. By performing the measurement we obtain some pieces of the information about the quantum state. However, the measurement process causes a non-unitary state change and decreases the information on the postmeasurement state. Since the information is conserved under the unitary process, it can characterize the nonunitary effects of the measurement process. Therefore, it is expected that there exist the trade-off relations between the information obtained by the measurement and the information on the post-measurement state.
Ozawa [4] discussed the measurement processes and defined the error and disturbance, and derive a tradeoff relation. According to his trade-off relation, it is possible to construct the measurement scheme such that the product of the error and disturbance vanishes. However, this does not mean that we can obtain information about the observable without dicreasing the information about the canonically conjugate observable on the postmeasurement state, since his definitions of the error and disturbance per se do not always give quantitative information concerning observables.
In this paper, we formulate the complementarity of quantum measurements in terms of the information. Among several types of information contents in quantum theory, we use the Fisher information which gives precision of the estimated value calculated from the measurement outcomes. Because the measurement is performed to know the expectation value of an observableX 1 , it is natural that the error is measured by the precision of the estimated value of X 1 . The non-unitary state change caused by the measurement process hinders us from estimating the expectation value of the conjugate observable. Thus the disturbance is characterized by the Fisher information corresponding to the estimation from the outcome of the sequential measurement, This paper is organized as follows. In Sec. II, we define the measurement error and disturbance by invoking quantum estimation theory. In Sec. III, we derive tradeoff relations between the measurement error and disturbance. In Sec. IV, we summarize the main results of this paper and discuss some outstanding issues.
II. ERROR AND DISTURBANCE IN QUANTUM MEASUREMENT

A. Measurement Error
Suppose we have n independent and identically distributed (i.i.d.) unknown quantum statesρ on ddimensional Hilbert spaces. To know the expectation value X := Tr[ρX] of an observableX, suppose that we perform the same measurement described by meausrement operators M = {M i,a } [5] , where the first index i denotes the measurement outcome. The probability distribution of the measurement outcomes and the post-measurement stateρ are given by
where E = {Ê i } is the positive operator-valued measure (POVM) corresponding to M . If the measurement is the projection measurement, then the estimated value of X is calculated by
where α i are the eigenvalues ofX, and n i is the number of times that the outcome i is obtained (n = i n i ). In general, the measurement error affects the outcomes, and thus the estimation of X is nontrivial. A reasonable requirement to the estimators is the so-called consistency that for all quantum statesρ and an arbitrary δ > 0 the estimated value asymptotically converges to X :
An example of the consistent estimator is the maximum likelihood estimator. Since the estimated value is calculated from the measurement outcomes, the estimator of X is a function of {n i }:
The expectation value and variance of the estimator X est are calculated to be
where the summation in (7) is taken over all sets {n i } that satisfy n i ≥ 0 and i n i = n, and p({n i }) is the probability that each outcome i is obtained n i times:
From (6), the average of the estimator satisfies
The variance Var[X est ] is caused by three different kinds of errors: the quantum fluctuations, measurement errors and estimation errors (see Fig. 1 ). The estimation error arises unless we use optimal estimators that minimize Var[X est ] such asthe maximum likelihood estimator. The variance Var[X est ] is bounded from below by the Cramér-Rao inequality [6] :
where T denotes the transpose of the vector, J(M ) is the Fisher information matrix
and the column vector x is given by
with ∂ µ = ∂/∂θ µ , and θ = (θ 1 , . . . , θ d 2 −1 ) are real parameters that characterizeρ such that any quantum state can be uniquely determined by specifing θ. The Fisher information matrix may have 0 eigenvalues. The right-hand side (RHS) of (11) is calculated to be
+ is the Moore-Penrose pseudoinverse of J(M ). The case that the RHS of (11) is infinite means there exists no consistent estimator of X . It occurs, for example, by performing the projection measurement of an observable which does not commute withX. If the RHS of the Cramér-Rao inequality (11) is finite, there always exist estimators that satisfy the equality of (11) such as the maximum likelihood estimator. Since such estimators minimize the variance, they are optimal to estimate X from the measurement outcomes, and lim n→∞ n Var[X est ] of the optimal estimators, equivalent to the RHS of (11), does not caused in the estimation process. Therefore, the RHS of (11) shows the quantum fluctuation and measurement error.
The RHS of (11) is independent of the specification of ρ by θ. Thus, we use the following parameterization.
whereÎ is the identity operator, andλ = {λ 1 , . . . ,λ d 2 −1 } is the generators of the Lie algebra su(d). The generator λ satisfŷ
In terms of this generator, the observableX, and the POVM E can be written aŝ
The expectation value X and the probability distribution can be calculated as
Then, the RHS of (11) can be calculated to be The Fisher information matrix J(M ) varies with varying M , but it is bounded from above by the quantum Cramér-Rao inequality [7] :
where J Q is the quantum Fisher information, that depend only on quantum stateρ. The quantum Fisher information is a monotone metric on the quantum state space with the coordinate system θ. Here, by monotone means that for any quantum operation O the following inequality is satisfied:
where J Q is the quantum Fisher information on O(ρ). Although the quantum Fisher information is not uniquely determined, from the monotonicity condition there exist the minimum and the maximum [8] . The minimum is the symmetric logarithmic derivative (SLD) Fisher information J S [9] . The SLD Fisher information is a real symmetric matrix, whose µν-element is defined as
where the curly brackets { , } denote the anticommutator, andL µ is a Hermitian operator called SLD operator defined as the solution to the following operator equation:
The maximum quantum Fisher information is the right logarithmic derivative (RLD) Fisher information J R . The RLD Fisher information is a Hermitian matrix, whose µν-element is defined as
whereL µ is an operator called RLD operator defined as the solution to the following operator equation:
The inverse of the SLD and RLD Fisher information matrices are calculated to be
where C s and C are the symmetrized and nonsymmetrized correlation functions. For the observableŝ X = x 0Î + x Tλ andŶ = y 0Î + y Tλ ,
From (22) and (30), the RHS of (11) is bounded from below as
The equality is achieved if and only if M is the projection measurement ofX, that is the POVM E corresponding to M satisfiesÊ
Since the left-hand side (LHS) shows the quantum fluctuation and measurement error, and the RHS is the quantum fluctuation, the difference of both sides gives the measurement error. We define the measurement error as
From (33), the measurement error ε(X; M ) is nonnegative, and vanishes if and only if M is the projection measurement ofX. Since the Fisher information matrix is defined by the probability distribution of the measurement outcomes, the measurement error ε(X; M ) is independent of the post-measurement state. Moreover, if the measurement processes M and M satisfy
with unitary operatorsÛ i,a , the measurement error ε(X; M ) and ε(X; M ) are equivalent.
B. Disturbance
Next, we discuss the disturbance caused by the measurement M . The disturbance cannot be quantified by the variance of an observable on the post-measurement state. It is essential to consider another measurement on the post-measurement state and estimation process. If the disturbance caused by the measurement M is small, then we can accurately estimate the expectation value of another observableŶ from the post-measurement state by performing an appropriate measurement. If the disturbance causes a drastic state change, then it is hard to estimate Ŷ from the post-measurement state. Suppose that we perform the measurement N = {N j,b } on the post-measurement stateρ . The probability distribution of the measurement outcomes is given by
The estimated value of Ŷ is calculated from the outcomes of the measurement N . The average and the variance of the estimator Y est are
where n j is the number of times that the outcome j is obtained, the summation in (38) is taken over all sets {n j } that satisfy j n j = n, and the probability q({n j }) is
The variance Var [Y est ] is caused by four kinds of errors: the quantum fluctuation on the original quantum statê ρ, the disturbance caused by M , the measurement error in N , and the estimation error. The error in the second measurement N and estimation error vanish if we perform the optimal measurements and estimations that minimize Var [Y est ]. From the classical and quantum Cramér-Rao inequalities, any consistent estimator of Ŷ satisfies
The RHS implies the quantum fluctuation and disturbance caused by M . The SLD Fisher information matrix may have 0 eigenvalues. The RHS of (41) is defined by
That the RHS of (11) is infinite means that for any measurement there does not exist consistent estimator Ŷ . Since the SLD Fisher information J S is the monotone metric, it satisfies J S ≤ J S . Thus we obtain
The difference of both sides corresponds to the disturbance caused by M . We define the disturbance caused by M as
From the definitions of the SLD Fisher information matrix (24) and the SLD operators (25), the SLD Fihser information matrix J S is invariant under the unitary transformation:ρ →Ûρ Û † . If the measurement processes M and M satisfy
the disturbances η(Ŷ ; M ) and η(Ŷ ; M ) are equivalent. Thus, the definition (44) of the disturbance in terms of the Fisher information can extract the non-unitary effect in the measurement process.
III. TRADE-OFF BETWEEN MEASUREMENT ERROR AND DISTURBANCE
A. Inequalities on Error and Disturbance
To derive the trade-off relations between error and disturbance in quantum measurement, we show some inequalities satisfied by the error and disturbance.
In Ref [10] , it is shown that there exist the measurement N opt such that
This measurement N opt is the optimal measurement that retrieves the information about Ŷ from the disturbed stateρ . The disturbance η(Ŷ ; M ) can be written as
Performing measurements M = {M i,a } and N opt = {N opt j,b } sequencially is equivalent to performing the measurement A = {Â ij,ab } whose elements arê
The probability r i,j that the outcome i and j are obtained is
The probability distributions p i and q j are calculated to be
These imply that the mapping from r i,j to p i and the mapping to q j are the Markovian mapping. From the monotonicity of the Fisher information, we obtain
where J(A) is calculated to be
Therefore, the noise and disturbance in the measurement M satisfy
where the equalities are simultaneously satisfied if and only if that the POVM E satisfies
for all outcomes i, and the associated post-measurement stateρ i = p In Ref [11] , it is proved that any quantum measurement satisfies ε(X; A)ε(Ŷ ; A)
From (54) and (55), we obtain that the noise and disturbance in the measurement M satisfies
The inequalities (58) and (59) are similar, but their physical meaning are completely different. The inequality (58) is the trade-off relation of the measurement errors of the two observables, and implies that we cannot perform the precise measurements of the non-commutable observables simultaneously. Since the measurement error is independent of the post-measurement state, (58) indicates nothing about the disturbance in the measurement process. The inequality (59) is the trade-off relation between the error and disturbance in the measurement process, and implies that we cannot retrieve the information about an observable without dicreasing the information on the post-measurement state. The trade-off relation originally discussed by Heisenberg is rigorously proved by the inequality (59).
