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ABSTRACT
We develop techniques to convexify a set that is invariant under permutation and/or change of sign
of variables and discuss applications of these results. First, we convexify the intersection of the unit
ball of a permutation and sign-invariant norm with a cardinality constraint. This gives a nonlinear
formulation for the feasible set of sparse principal component analysis (Sparse PCA) [7], and an
alternative proof of the K-support norm [1]. Second, we develop new relaxations for the exterior
product of sparse vectors and show numerically that, on several problem instances, our relaxation
closes 95% of the gap left by the relaxation in [7]. Third, we generalize a convex hull result given
in [15]. Fourth, we derive convex and concave envelopes of various permutation-invariant nonlinear
functions and their level-sets over hypercubes, with congruent bounds on all variables. Finally, we
study permutation-invariant sets in 0 − 1 variables, including those that arise in the formulation of
various logical requirements. For these models, we project the convex hull descriptions in the space
of original variables, generalizing several classical results [28, 6, 36, 2].
Keywords Convexification, permutation-invariant sets, majorization
1 Introduction
We study the convex hull of permutation-invariant sets. A set S ⊆ Rn is permutation-invariant if x ∈ S implies that
Px ∈ S for all n-dimensional permutation matrices P . Permutation-invariant sets appear in a variety of optimization
problems. Sparse principal component analysis is the problem of finding sparse vectors that explain most of the
variance present in a data set. The problem of finding the first sparse principal component is formulated in [7] as
max{x⊺Σx | x ∈ S} where S = {x ∈ ℜn | card(x) ≤ K, ‖x‖ ≤ 1} and Σ is the covariance matrix of the given data.
The feasible set of this model is permutation-invariant because card(Px) = card(x) and ‖Px‖ = ‖x‖ for any vector
x ∈ ℜn and for any permutation matrix P . The convex hull of S is the unit ball associated with the K-support norm
[1], a result obtained in the machine learning community to construct approximation of S tighter than the elastic net
{x ∈ Rn | ‖x‖1 ≤
√
K, ‖x‖ ≤ 1}. Various sets of matrices are expressed using their singular values and are invariant
when singular values are permuted. In [15], the authors study {M ∈ Mm,n(R) | rank(M) ≤ K, ‖M‖sp ≤ r}
where Mm,n(R) is the set of m × n real matrices and ‖M‖sp is the spectral norm of M . The elements of this
set are characterized by their spectral values because the rank of a matrix equals the cardinality of the vector of
spectral values and the spectral norm of matrix equals the largest spectral value of the matrix. In global optimization,
characterizing or approximating the convex envelope of the multilinear function
∏n
i=1 xi over a hypercube is a central
problem in the construction of relaxations for factorable programs. Previous studies have convexified
∏n
i=1 xi over
[0, 1]n and over [−1, 1]n [31, 25]. More generally, the convex hull of this multilinear function over [a, b]n {(x, y) ∈
R
n × R | ∏ni=1 xi ≤ y, x ∈ [a, b]n} is permutation-invariant with respect to x ∈ Rn. Other classical examples
include {x ∈ {0, 1}m | ∑mi=1 xi ∈ K}, where K ⊆ {1, . . . ,m}, a set that generalizes cardinality constraints
whose convex hull is studied in [28], and {(x, y) ∈ {0, 1}m × {0, 1}n | ∑mi=1 xi ≥ k → ∑nj=1 yj ≥ l}, a set
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that models logical constraints between 0 − 1 variables whose convex hull is obtained in [36]. Both of these sets
exhibit permutation-invariance among subsets of their variables. We will show that all these results by analyzing the
underlying permutation-invariance.
Consider ∆π := {x | xπ(1) ≥ · · · ≥ xπ(n)} where π is an n-dimensional permutation. Any set S can be expressed
as a disjunctive union of n! sets of the form S ∩ ∆π. Even if conv(S ∩ ∆π) for each π has a polynomial-sized
representation, it does not follow in general that S has a polynomial-sized representation. Consider, for example,
the boolean-quadric polytope B = {xxT | x ∈ {0, 1}n}. If x ∈ ∆π, then for any i < j, the bilinear function
xπ(i)xπ(j) = xπ(j). In other words, B ∩ ∆π has a simple polynomial-sized representation. However, it is known
that B itself does not have a polynomial-sized formulation [8]. Treating permutation-invariant sets S in this way has
a specific advantage since the sets S ∩ ∆π are congruent to one another. Exploiting this fact, we show that that it is
possible to construct a polynomial-sized extended formulation for S whenever a polynomial-sized formulation exists
for S ∩∆π. Our construction makes use of the well-known extended formulations of a permutahedron along-side the
convex hull of S ∩ ∆π . The outline of the construction is as follows: first, we consider a permutation-invariant set
S and assume that its convex hull over ∆n := {x ∈ Rn | x1 ≥ · · · ≥ xn} has a polynomial description. Then, the
convex hull is simply the union of permutahedra where each permutahedron is generated by a point in conv(S ∩∆n).
Each permutahedron is then modeled using a polynomial number of linear equalities and inequalities to obtain an
extended formulation for conv(S). The techniques involved apply in other settings as well. For example, they can be
used to obtain convex hulls of sign-invariant sets using convex hull representations of S ∩ {x | x ≥ 0}.
The remainder of the paper is organized as follows. We present basic convexification results for permutation- and/or
sign-invariant sets in Section 2. We then explore various applications of the results in the ensuing sections. In Sec-
tion 3, we derive the convex hull of the intersection of a unit ball associated with a permutation-invariant norm and
a cardinality constraint. The resulting convex hull defines another norm for which we give an explicit formula. As
a result, we show that it is simple to determine whether an arbitrary point belongs to the convex hull, and to con-
struct a separating hyperplane when it does not. We study the connection between permutation-invariant sets and
sets of matrices characterized by their singular values. Furthermore, we investigate semidefinite-representability of
rank-constrained sets of matrices.
In Section 4, we develop convex and concave envelope characterizations of various permutation-invariant functions
and sets described using such functions. For example, we derive the convex hull of the lower level-set of a Schur-
concave function, which is convex when all but one variable is fixed, a lifted representation of the convex hull of the
graph of
∏n
i=1 xi over [a, b]
n, and the convex hull of
∏m
i=1 y
α
i ≥
∏n
i=1 x
β
j over [c, d]
m × [a, b]n with a, c ≥ 0 and
α, β > 0. We show numerically that the convex hull of
∏n
i=1 xi over [a, b]
n is significantly tighter when compared to
the widely-used recursive McCormick relaxation, for general a and b. This is in contrast to the fact that the recursive
McCormick procedure yields the convex hull when a = −1 and b = 1 [25].
In Section 5, we study permutation-invariant sets in 0 − 1 variables. After characterizing their structure, we de-
rive extended formulations for the convex hull of sets where independent sets of variables are required to belong to
distinct 0− 1 permutation-invariant sets when certain logical conditions are satisfied. We then show that these higher-
dimensional formulations can be projected onto the space of original variables to provide alternate derivations and
extensions of results first presented in [28, 6, 36, 2].
In Section 6, we study the set of rank-one matrices whose generating vectors lie in a permutation-invariant set. We
construct semidefinite programming relaxations of the convex hull by proposing various valid inequalities derived
from the rank-one condition of the matrix and the fact that every extreme point of a permutahedron generated by a
vector is a permutation of the generating vector. Finally, we perform computational experiments with our relaxation
for sparse PCA on several instances taken from the literature and other randomly generated instances. We compare
our results to the relaxation proposed by [7].
2 Convex hull of permutation-invariant and sign-invariant sets
In this section, we show that the convex hulls of permutation-invariant and sign-invariant sets can be readily con-
structed if their convex hulls over a fundamental sub-domain are known.
For a positive integer k, we denote the set of k-by-k permutation matrices by Pk. Given a positive integer n and a
nonnegative integer p, a set S ⊆ {(x, z) ∈ Rn × Rp} is called permutation-invariant with respect to x if (x, z) ∈ S
implies that (Px, z) ∈ S for all permutation matrices P ∈ Pn. When S ⊆ {x ∈ Rn} is permutation-invariant
with respect to x, we simply say that S is permutation-invariant. A real-valued function (x, z) 7→ f(x, z) with
(x, z) ∈ ℜn×ℜp is called permutation-invariant with respect to x if f(x, z) = f(Px, z) for all permutation matrices
P ∈ Pn. When f : x 7→ f(x) is permutation-invariant with respect to x, we say that f is permutation-invariant.
2
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Moreover, any permutation-invariant set S can be written as the lower-level set S = {(x, z) : f(x, z) ≤ 0} of a
permutation-invariant function f by choosing the function to be the indicator function of the S, which takes value 0
on the set and∞ otherwise.
A set S ⊆ {(x, z) ∈ Rn × Rp} where n is a positive integer and p is a nonnegative integer is called sign-invariant
with respect to x if (x, z) ∈ S implies that (x¯, z) ∈ S for all x¯ that satisfy |x¯| = |x|.
Lemma 2.1 describes an important property of the convex hull of sets that are closed under certain linear transforma-
tions of the coordinates of their elements.
Lemma 2.1. Let T ∈ Rn×n and let S ⊆ Rn be such that for each x ∈ S, Tx ∈ S as well. Then, if x ∈ conv(S),
Tx ∈ conv(S).
Proof. The result follows because TS ⊆ S implies that T conv(S) = conv(TS) ⊆ conv(S).
It follows from Lemma 2.1 that if S is permutation-invariant (resp. sign-invariant) then conv(S) is also permutation-
invariant (resp. sign-invariant).
For each x ∈ Rn, we denote the ith largest component of x by x[i] for i = 1, . . . , n. Given two vectors x, y ∈ Rn,
we say that x majorizes y, a property we denote by x ≥m y, if
∑j
i=1 x[i] ≥
∑j
i=1 y[i] for j = 1, . . . , n − 1, and∑n
i=1 x[i] =
∑n
i=1 y[i].
The result of Lemma 2.2 relates majorization and permutation. Its proof follows from combining Hardy, Littlewood,
and Po´lya’s theorem with Birkhoff’s theorem; see 2.B.2 and 2.A.2 in [26].
Lemma 2.2 ([30], Corollary 2.B.3 of [26]). If x ≥m y if and only if y is a convex combination of x and its permuta-
tions.
An extension of majorization, which is known as G-majorization in the context of a group of transformations, is
defined using the property in Lemma 2.2 as the set of all doubly stochastic matrices form a semigroup. See 14.C of
[26] for more detail aboutG-majorization.
We say that x weakly majorizes y from below if
∑j
i=1 x[i] ≥
∑j
i=1 y[i], ∀j = 1, . . . , n. We denote this relation by
x ≥wm y. Similarly, we say that x weakly majorizes y from above if
∑n
i=j x[i] ≤
∑n
i=j y[i], ∀j = 1, . . . , n and denote
this relation by x ≥wm y.
Lemma 2.3. LetK be a convex subset of Rn × Rp. Then
Y :=
{
(x, u, z) ∈ Rn × Rn × Rp
∣∣∣∣∣
(u, z) ∈ K,
u ≥m x,
u1 ≥ · · · ≥ un
}
is convex.
Proof. First, observe that
∑j
i=1 u[i] =
∑j
i=1 ui since u1 ≥ · · · ≥ un. Further,
∑j
i=1 x[i] is a convex function being
the maximum of all possible sums of j elements chosen from x. Next,
∑n
i=1 x[i] =
∑n
i=1 xi and is, therefore, linear.
Therefore, Y has the following convex representation:
Y =

(x, u, z) ∈ Rn × Rn × Rp
∣∣∣∣∣∣∣
(u, z) ∈ K,∑j
i=1 ui ≥
∑j
i=1 x[i], for j = 1, . . . , n− 1,∑n
i=1 ui =
∑n
i=1 xi,
u1 ≥ · · · ≥ un

 .
Theorem 2.1. Suppose S ⊆ {(x, z) | Rn × Rp} is permutation-invariant with respect to x ∈ Rn. Then,
conv(S) = X :=
{
(x, z)
∣∣∣∣ (u, z) ∈ conv(S0),u ≥m x
}
, (1)
where S0 is any set that satisfies
conv(S) ∩ {(u, z) | u1 ≥ · · · ≥ un} ⊇ S0 ⊇ S ∩ {(u, z) | u1 ≥ · · · ≥ un}.
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Proof. To prove that X is convex using Lemma 3, it suffices to show that (u, z) ∈ conv(S0) implies u ∈ ∆n. This is
clear because we assumed that conv(S0) ⊆ conv(S) ∩ {u, z) | u1 ≥ · · · ≥ un}.
We now show that S ⊆ X . As X is convex, this will also show that conv(S) ⊆ X . Consider an arbitrary (x, z) ∈ S
and define u as ui = x[i] for i = 1, . . . , n. Then, (u, z) ∈ S0 because S is permutation-invariant and u is in descending
order. Since u ≥m x, (x, z) ∈ X .
We next prove that X ⊆ conv(S). Let (x, z) ∈ X . We show that it can be expressed as a convex combination of
points in S. Since (x, z) ∈ X , there exists u such that (u, z) ∈ conv(S0) ⊆ conv(S) and u ≥m x. It follows from
the permutation-invariance of S with respect to x and Lemma 2.1 that conv(S) is permutation-invariant with respect
to x. By Lemma 2, x can be written as x =
∑
i λi(Piu) for where λi ≥ 0, i = 1, . . . , n and
∑
i λi = 1. Therefore,
(x, z) = (
∑
i λi(Piu), z) =
∑
i λi(Piu, z), concluding the proof.
Theorem 2.1 gives an explicit description of the convex hull of a permutation-invariant set when an explicit description
of the convex hull of its intersection with the cone x1 ≥ · · · ≥ xn is available. This description only requires the
introduction of a copy of the variables x together with majorization constraints. We next present classical results
that allow for a linear formulation of these majorization constraints; see Section 3.3.4 of [29] for a more involved
discussion.
To model
∑j
i=1 x[i], we express it as the value function of the following optimization problem, where x1, . . . , xn ∈ R
and j ∈ {1, . . . , n− 1}:
max
∑n
i=1 xisi
s.t.
∑n
i=1 si = j,
0 ≤ si ≤ 1, i = 1, . . . , n.
(2)
To model majorization constraints, we need to enforce that for all feasible s,
∑n
i=1 xisi does not exceed
∑j
i=1 uj .
By taking the dual of (2), we exchange the quantifier “for-all’ to “there-exists”, and obtain the following formulation
which is amenable to direct inclusion in the model:
LS(j) : min jr +
∑n
i=1 ti
s.t. xi ≤ ti + r, i = 1, . . . , n,
ti ≥ 0, i = 1, . . . , n.
(3)
Since (2) is feasible, (3) exhibits no duality gap. The constraint
∑j
i=1 ui ≥
∑j
i=1 x[i] is then modeled by existence of
an (r, t) that is feasible to (3) such that
∑j
i=1 ui ≥ jr +
∑n
i=1 ti.
Theorem 2.2. Suppose S ⊆ {(x, z) ∈ ℜn ×ℜp} is permutation-invariant with respect to x. Then,
conv(S) =


(x, z)
∣∣∣∣∣∣∣∣∣∣∣∣
(u, z) ∈ conv(S0)
u1 ≥ · · · ≥ un∑n
i=1 ui =
∑n
i=1 xi∑j
i=1 ui ≥ jrj +
∑n
i=1 t
j
i , j = 1, . . . , n− 1,
xi ≤ tji + rj , j = 1, . . . , n− 1, i = 1, . . . , n,
tji ≥ 0, j = 1, . . . , n− 1, i = 1, . . . , n,


. (4)
The formulation given in (4) expresses conv(S) as the projection of a convex set with n2 + n + p variables. This
formulation is much smaller than that which would have been obtained using a classical application of disjunctive
programming. An even more compact representation is possible, as discussed later, using a more compact formulation
of the permutahedron.
The ideas underlying the proof of Theorem 2.2 can also be applied when sets are invariants with respect to collections
of linear transformations that are not permutation matrices. In particular, we describe next a related convexification
result for sign-invariant sets.
Theorem 2.3. Suppose S ⊆ {(x, z) ∈ Rn × Rp} is sign-invariant with respect to x. Then,
conv(S) = X := {(x, z) | (u, z) ∈ conv(S0), u ≥ |x|} (5)
where S0 = S ∩
(
R
n
+ × Rp
)
.
Proof. Set X is convex because it is the projection of an intersection of two convex sets. We now show that S ⊆ X .
For an arbitrary (x, z) ∈ S, define u = |x|. By sign-invariance of S, (u, z) ∈ S and hence (u, z) ∈ S0 ⊆ conv(S0).
By definition, u satisfies u ≥ |x|. This shows that conv(S) ⊆ X .
4
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We next show that X ⊆ conv(S). Let (x, z) ∈ X . There exists u ∈ Rn such that (u, z) ∈ conv(S0) ⊆ conv(S)
and u ≥ |x|. Since conv(S) is sign-invariant by Lemma 2.1, it follows that {(x¯, z) | x¯i ∈ {ui,−ui}} ⊆ conv(S).
Therefore, (x, z) ∈ {(x¯, z) | |x¯i| ≤ ui} ⊆ conv(S), where the containment follows from the convexity of conv(S).
The above convexification results can be easily extended to the sets which are permutation-invariant or/and sign-
invariant with respect to multiple subsets of independent variables.
Theorem 2.4. Let S ⊆ {(x1, . . . , xm, z) ∈ Rn1 × · · · × Rnm × Rp}.
1. Suppose S is a permutation-invariant set with respect to xk for all k = 1, . . . ,m. Then,
conv(S) =
{
(x1, . . . , xm, z)
∣∣∣∣ (u1, . . . , um, z) ∈ conv(S0),uk ≥m xk, k = 1, . . . ,m
}
(6)
where S0 = S ∩ (∆n1 × · · · ×∆nm × Rp).
2. Suppose S is sign-invariant with respect to xk for all k = 1, . . . ,m. Then,
conv(S) =
{
(x1, . . . , xm, z)
∣∣∣∣ (u1, . . . , um, z) ∈ conv(S0),uk ≥ |xk|, k = 1, . . . ,m
}
(7)
where S0 = S ∩
(
R
n1
+ × · · · × Rnm+ × Rp
)
.
3. Suppose S is permutation-invariant and sign-invariant with respect to xk for all k = 1, . . . ,m. Then,
conv(S) =
{
(x1, . . . , xm, z)
∣∣∣∣ (u1, . . . , um, z) ∈ conv(S0),uk ≥wm |xk|, k = 1, . . . ,m
}
(8)
where
S0 = S ∩
{
(u1, . . . , um, z) | uk1 ≥ · · · ≥ uknk ≥ 0, k = 1, . . . ,m
}
.
We remark that our convexification result on sign-invariant sets can also be used to convexify reflections on a hy-
perplane [20]. In particular, consider a set S and assume that the set is closed under reflection on 〈a, ·〉 = 0
for some a with ‖a‖2 = 1. Assume further that S0 = S ∩ {x | 〈a, x〉 ≥ 0} is available. Consider any or-
thogonal matrix U that aligns a along the first principal direction, so that Ua = e1. Observe that US is sign-
invariant with respect to variable x1. Then, conv(US) =
{
z
∣∣ (t, z2, . . . , zn) ∈ U conv(S0), t ≥ |z1|} and so,
conv(S) =
{
x
∣∣ x+ (t− z1)a ∈ conv(S0), t ≥ |z1|}, where we have used the fact that U⊺e1 = a.
3 Sparsity theorem
In this section, we study the convex hull of the set
NK‖·‖s = {x ∈ Rn | ‖x‖s ≤ 1, card(x) ≤ K}, (9)
where ‖ · ‖s is a sign- and permutation-invariant norm (also known as a symmetric gauge function). We denote by
Bs(r) the set {x ∈ ℜn | ‖x‖s ≤ r}. WhenK = 1, the convex hull is an ℓ1-norm ball. The set is trivial whenK = n.
Therefore, we assume 1 < K < n. When the associated norm ‖ · ‖s is the ℓ2-norm, NK‖·‖ is the feasible set of the
sparse principal component analysis problem (sparse PCA); see [7].
We define ∆n+ := ∆
n ∩ ℜn+ and, for any vector x ∈ ℜn, define x∆n as (x∆n)i = x[i] and x∆n+ as (x∆n+)i = |x|[i]
for i = 1, . . . , n. When the dimension of the set and the associated vector is clear in the context, we use the simpler
notations∆,∆+, x∆, and x∆+ .
By sign- and permutation-invariance of the norm ‖ · ‖s and that of the cardinality requirement, NK‖·‖s is sign- and
permutation-invariant and hence we can apply Theorem 2.4 to obtain its convex hull as a projection of a higher
dimensional set
conv
(
NK‖·‖s
)
=
{
x ∈ Rn
∣∣∣∣ u ∈ NK‖·‖s ∩∆+,u ≥m |x|
}
=

x ∈ Rn
∣∣∣∣∣∣∣
‖u‖s ≤ 1,
u1 ≥ · · · ≥ uK ≥ 0,
uK+1 = · · · = un = 0,
u ≥m |x|

 . (10)
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The extended formulation (10) can be written in closed form with O(nK) additional variables and constraints based
on the modeling technique described in Section 2. Other extended formulations are proposed in [23] and [24] for the
case where ‖ · ‖s is an ℓp-norm. In these papers, the formulations are obtained either through dynamic programming
concepts or Goemans’ extended formulation of the permutahedron using a sorting network [10].
In this section, we describe the convex hull as a norm ball in the original variable space. The induced norm is easily
calculable if the associated norm ‖ · ‖s is calculable. Moreover, given an arbitrary point in ℜn not in the convex hull,
we provide an algorithm to construct a separating hyperplane.
We first present the following lemma introduced in [22].
Lemma 3.1. Suppose x ≥m y. Then, for any permutation-invariant norm f(·), f(x) ≥ f(y).
A set in Rn is called a convex body if it is a compact convex set with non-empty interior. In the next proposition, we
show that conv(NK‖·‖s) is a convex body.
Proposition 3.1. The set conv(NK‖·‖s) is a convex body.
Proof. SinceNK‖·‖s is a compact set, it follows that conv(N
K
‖·‖s
) is a compact convex set [4, Corollary I.2.4]. To see that
conv(NK‖·‖s) has a non-empty interior, observe that there exists ǫ > 0 such that B1(ǫ) ⊆ Bs(1) because of equivalence
of norms in a finite vector space. Since, for any x ∈ vert(B1(ǫ)), card(x) = 1, it follows that vert(B1(ǫ)) ⊆ NK‖·‖s ,
and, so B1(ǫ) ⊆ conv(NK‖·‖s). The result follows because 0 ∈ int
(
B1(ǫ)
)
.
It is well-known that there exists a one-to-one correspondence between norms in Rn and convex bodies symmetric
about 0 and containing 0 in their interior; see Section 14.4 of [27] for instance. Given an arbitrary norm ‖ · ‖, we can
construct its unit ball {x | ‖x‖ ≤ 1}, which is a convex body of the desired type. Conversely, given any compact
convex body C that is symmetric about 0 and contains 0 in its interior, we can define the function
fC(x) := min
{
t > 0
∣∣∣ x
t
∈ C
}
(11)
for x ∈ Rn. It is known that the function fC satisfies the properties of norms. Further, the convex body C is a
lower-level set of this norm, that is, C = {x | fC(x) ≤ 1}.
Since conv(NK‖·‖s) is a compact convex body that is symmetric about 0 and contains 0 in its interior, a norm associated
with conv(NK‖·‖s) can be defined as in (11). We denote the corresponding norm by ‖ · ‖c. Since ‖ · ‖c is sign- and
permutation-invariant, the following result holds.
Proposition 3.2. The set conv(NK‖·‖s) is the unit ball for a sign- and permutation-invariant norm, that is,
conv(NK‖·‖s) = Bc(1).
We next show that the values of the norms ‖·‖c and ‖·‖s are the same for vectors that satisfy the cardinality constraint.
Proposition 3.3. If card(x) ≤ K , ‖x‖c = ‖x‖s.
Proof. We first show that ‖x‖c ≥ ‖x‖s. Since NK‖·‖s ⊆ Bs(1), it follows that Bc(1) = conv(NK‖·‖s) ⊆ Bs(1). This
implies that Bc(r) ⊆ Bs(r) for any r. In particular, when r = ‖x‖c, we have x ∈ Bc(r) ⊆ Bs(r), which implies that
‖x‖c ≥ ‖x‖s. We now show ‖x‖c ≤ ‖x‖s when card(x) ≤ K . Let r = ‖x‖s and observe that xr ∈ NK‖·‖s ⊆ Bc(1).
Therefore, x ∈ Bc(r) or ‖x‖c ≤ ‖x‖s.
We next present an explicit formula to evaluate ‖ · ‖c. For an arbitrary x ∈ Rn, define s(x) ∈ RK as s(x)i =∑n
j=i |x|[j]
K−i+1 , i = 1, . . . ,K . Let ix be the minimum among those indices that minimize s(x)i, and let δ(x) = s(x)ix .
We use as a convention that s(x)0 = s(x)K+1 =∞. Now, define u(x) ∈ Rn as
u(x)i =
{ |x|[i], i ∈ {1, . . . , ix − 1}
δ(x), i ∈ {ix, . . . ,K}
0, otherwise.
(12)
Proposition 3.4. Let s(x), ix, δ(x), and u(x) be defined as above. Then,
1. s(x)i+1 − s(x)i = 1K−i+1 (s(x)i+1 − |x|[i]) = 1K−i(s(x)i − |x|[i]) for i = 1, . . . ,K − 1
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2. s(x)1 ≥ · · · ≥ s(x)ix and s(x)ix ≤ · · · ≤ s(x)K
3. u(x) ≥m |x|
4. u(x)1 = max{|x|[1], s(x)1}
Proof. Part 1 follows from equality
(K − i)s(x)i+1 − (K − i+ 1)s(x)i = −|x|[i],
which can be established directly from the definition of s(x)i for i ∈ {1, . . . ,K − 1}. To see Part 2, if there is no
index i in {1, . . . ,K − 1} so that s(x)i < s(x)i+1, the result holds trivially. Assume now that i is the smallest such
index. Then, s(x)i+1 > s(x)i > |x|[i] ≥ |x|[i+1], where the second inequality is by Part 1. This in turn shows, using
Part 1 that if i < K − 1 that s(x)i+2 > s(x)i+1. By induction, s(x)i < · · · < s(x)K and, by the definition of i,
s(x)1 ≥ · · · ≥ s(x)i. Then, Part 2 follows by defining ix as the first index such that s(x)ix = s(x)i.
We next prove Part 3. We first show that u(x) is nonincreasing. It suffices to show that |x|ix−1 ≥ δ(x) for ix ≥
2 because the case where ix = 1 is clear. By Part 1, s(x)ix − |x|[ix−1] = (K − ix)(s(x)ix − s(x)ix−1) ≤ 0.
Therefore, |x|[ix−1] ≥ s(x)ix = δ(x), completing the proof that u(x) is nonincreasing. Thus, u(x)[i] = u(x)i
for all i = 1, . . . , n. Next, observe that
∑n
i=ix
u(x)i =
∑n
i=ix
|x|[i] by definition of δ(x). This implies in turn
that
∑n
i=1 u(x)i =
∑n
i=1 |x|[i]. We next show that
∑j
i=1 u(x)i ≥
∑j
i=1 |x|[i] for all j = 1, . . . , n − 1. When
j = 1, . . . , ix − 1, the inequality holds with equality by definition of u(x). We next consider the case j ≥ ix. If
ix = K , the inequality holds because
∑j
i=1 u(x)i =
∑n
i=1 u(x)i =
∑n
i=1 |x|[i] ≥
∑j
i=1 |x|[i]. Now assume that
ix < K . Since s(x)ix+1 ≥ s(x)ix and s(x)ix+1 − s(x)ix = 1K−ix (s(x)ix − |x|[ix]) by Part 1, s(x)ix ≥ |x|[ix] and
hence δ(x) = s(x)ix ≥ |x|[i] for all i ≥ ix. Therefore,
∑j
i=1 u(x)i −
∑j
i=1 |x|[i] =
∑j
i=ix
u(x)i −
∑j
i=ix
|x|[i] =∑j
i=ix
(δ(x) − |x|[i]) ≥ 0.
For Part 4, first assume ix = 1. Then, u(x)1 = s(x)1. By Part 1, s(x)1 ≥ |x|[1] and hence u(x)1 =
max{|x|[1], s(x)1}. Next, assume that ix ≥ 2. Then, u(x)1 = |x|[1]. By Part 2, s(x)2 ≤ s(x)1 and hence, by
Part 1, s(x)1 ≤ |x|[1]. Therefore, u(x)1 = max{|x|[1], s(x)1}.
Proposition 3.4 shows that, for arbitrary x ∈ Rn, we can construct a vector u(x) ∈ ∆+ that satisfies the cardinality
constraint and majorizes |x|. In the following theorem, we show that u(x) can be used to compute ‖x‖c if ‖ · ‖s is
calculable.
Theorem 3.1. For an arbitrary x ∈ Rn, let u(x) be defined as in (12). Then, ‖x‖c = ‖u(x)‖s.
Proof. Let s(x), ix, and δ(x) be defined as in Proposition 3.4. We have ‖x‖c ≤ ‖u(x)‖c = ‖u(x)‖s, where the first
inequality is because of Part 3 of Proposition 3.4 and Lemma 3.1, while the equality is due to Proposition 3.3. We next
show ‖x‖c ≥ ‖u(x)‖s. Let r = ‖u(x)‖s so that u(x) ∈ Bs(r). Let βˆ be an optimal solution to
max
{
β⊺u(x)
∣∣ ‖β‖s∗ ≤ 1}, (13)
where ‖ · ‖s∗ is the dual norm of ‖ · ‖s. By the definition of ‖ · ‖s, we have βˆ⊺u(x) = r. Moreover, βˆ⊺u ≤ ‖u‖s ≤ r
for all u ∈ Bs(r), where the first inequality is because βˆ ∈ Bs∗(1) and the second inequality is because u ∈ Bs(r).
Because u(x) ∈ ∆+, it follows from rearrangement inequality that, without loss of generality, we may assume that
βˆ ∈ ∆+. We now define θ ∈ Rn as follows:
θi =


βˆi, i = 1, . . . , ix − 1∑K
j=ix
βˆj
K−ix+1
, i = ix, . . . ,K
0, otherwise
,
and show that θ⊺u ≤ r for all u ∈ Bs(r). Define β¯ := (βˆ1, . . . , βˆK , 0, . . . , 0) and βˇ :=
(βˆ1, . . . , βˆK ,−βˆK+1, . . . ,−βˆn) and observe that β¯ = βˆ+βˇ2 . By sign-invariance of ‖·‖s and thus of ‖·‖s∗ , βˇ ∈ Bs∗(1),
and, so β¯ ∈ Bs∗(1). However, since β¯ ≥m θ, Lemma 3.1 shows that θ ∈ Bs∗(1). This in turn shows that θ⊺u ≤ r is
valid for Bs(r).
Next, define χ ∈ Rn by χi = βˆi for i = 1, . . . , ix − 1 and
∑K
i=ix
βˆi/(K − ix + 1) otherwise. We claim that
χ⊺u ≤ 1 is valid for NK‖·‖s . Assume that, on the contrary, there exists uˆ ∈ NK‖·‖s such that χ⊺uˆ > 1. Because of
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rearrangement inequality and χ ∈ ∆+, we may assume that uˆ ∈ ∆+. However, then we obtain the contradiction
1 ≥ θ⊺uˆ = χ⊺uˆ > 1, where the first inequality is by the validity of θ⊺u ≤ 1 for Bs(1) which outer-approximates
NK‖·‖s . It follows that χ
⊺u ≤ r is valid for Bc(r) or, in other words, that χ ∈ Bc∗(1), where ‖ · ‖c∗ is the dual norm
of ‖ · ‖c. Therefore, ‖x‖c = ‖x∆+‖c = max{β⊺x∆+ | ‖β‖c∗ ≤ 1} ≥ χ⊺x∆+ , where the inequality is because‖χ‖c∗ ≤ 1. However, the following calculation shows that
χ⊺x∆+ =
ix−1∑
i=1
βˆi|x|[i] +
∑K
i=ix
βˆi
K − ix + 1
n∑
i=ix
|x|[i] =
ix−1∑
i=1
βˆi|x|[i] +
K∑
i=ix
βˆi
∑n
i=ix
|x|[i]
K − ix + 1 = βˆ
⊺u(x) = r. (14)
Combining, we derive ‖x‖c ≥ ‖u(x)‖s.
Corollary 3.1. For a fixed x ∈ Rn, let χ be as defined in the proof of Theorem 3.1. Then, χ⊺u ≤ 1 is valid for NK‖·‖s ,
‖χ‖c∗ = 1, and χ⊺x∆+ = ‖x‖c. In particular, χ⊺u ≤ 1 separates x∆+ if x 6∈ conv(NK‖·‖s).
Proof. It was already shown in the proof of Theorem 3.1 that χ⊺u ≤ 1 is valid for NK‖·‖s . Let u(x) be as defined
in (12). Then, χ⊺x∆+ = ‖u(x)‖s = ‖x‖c, where the first equality is from (14) and the second equality is from
Theorem 3.1. Therefore, ‖x∆+‖c = χ⊺x∆+ ≤ ‖χ‖c∗‖x∆+‖c ≤ ‖x∆+‖c, where the first inequality is due to Cauchy-
Schwarz inequality and the second inequality is because the proof of Theorem 3.1 shows that ‖χ‖c∗ ≤ 1. Therefore,
equality holds throughout and, in particular, ‖χ‖c∗ = 1. If x 6∈ conv(NK‖·‖s) = Bc(1) then χ⊺x∆+ = ‖x‖c > 1,
where the inequality is because x 6∈ Bc(1).
Remark 3.1. In the proof of Corollary 3.1, let T be the transformation (a composition of sign-conversions and
permutations) that maps x to x∆+ . Then, the hyperplane that separates x and N
K
‖·‖s
is T−1(χ)⊺u ≤ 1.
Theorem 3.2 (Sparsity Theorem). For an arbitrary x ∈ Rn, u(x) as defined in (12) is an optimal solution to
min ‖u‖s
s.t. u1 ≥ · · · ≥ uK ≥ 0,
uK+1 = · · · = un = 0,
u ≥m |x|.
Proof. First, u(x) is feasible because of its definition and Part 3 of Proposition 3.4. Further, the objective function
value of any feasible solution u satisfies ‖u‖s = ‖u‖c ≥ ‖x‖c = ‖u(x)‖s where the first equality follows from
Proposition 3.3, the inequality from Lemma 3.1, and the second equality from Theorem 3.1. Therefore, u(x) is an
optimal solution.
Example 3.1. Consider the set N3‖·‖2 where n = 6. Let N = {1, . . . , 6} and x :=
(
27
28 ,
5
28 ,
4
28 ,
3
28 ,
2
28 ,
1
28
)
. Note that
‖x‖2 = 1 and x ∈ ∆+. For illustration, we establish that x /∈ conv(N3‖·‖2) by constructing an explicit separating
hyperplane using the procedure described in the proof of Theorem 3.1. First, we construct the vector s(x) ∈ R3 as
follows:
s(x)1 =
∑6
j=1 xj
3−1+1 =
1
3
(
27
28 +
5
28 +
4
28 +
3
28 +
2
28 +
1
28
)
= 2856
s(x)2 =
∑6
j=2 xj
3−2+1 =
1
2
(
5
28 +
4
28 +
3
28 +
2
28 +
1
28
)
= 1556
s(x)3 =
∑6
j=3 xj
3−3+1 =
1
1
(
4
28 +
3
28 +
2
28 +
1
28
)
= 2056 .
Observe that s(x)2 = min
{
s(x)1, s(x)2, s(x)3
}
. Next, we compute that
u(x)1 = x1 =
27
28 , u(x)2 = u(x)3 = s(x)2 =
15
56 , u(x)4 = u(x)5 = u(x)6 = 0.
Since ‖u(x)‖2 = 1.036 · · · > 1, we conclude from Theorem 3.1 that x /∈ conv
(
N3‖·‖2
)
. We now derive the separating
hyperplane. We first separate u(x) from B2(1). Since ‖ · ‖2 is self-dual βˆ = u(x)/‖u(x)‖2 is an optimal solution to
(13). Then, the inequality βˆ⊺u ≤ 1 (or equivalently u(x)⊺u ≤ ‖u(x)‖2) is valid for B2(1). Furthermore, it separates
u(x) because u(x)⊺u(x) = ‖u(x)‖22 > ‖u(x)‖2. We next construct a hyperplane that separates x from N3‖·‖2 . Define
θ and χ as follows:
θ1 = β1 =
1
‖u(x)‖2
u(x)1 =
1
‖u(x)‖2
27
28 , θ2 = θ3 =
1
3−2+1 (β2 + β3) =
1
‖u(x)‖2
15
56 , θ4 = · · · = θ6 = 0
χ1 = β1 =
1
‖u(x)‖2
u(x)1 =
1
‖u(x)‖2
27
28 , χ2 = · · · = χ6 = 13−2+1 (β2 + β3) = 1‖u(x)‖2 1556 .
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Observe that ‖β‖2 = ‖θ‖2 = 1, but ‖χ‖2 > 1. Now consider the inequality χ⊺y ≤ 1. It is valid for N3‖·‖2
because for any u ∈ N3‖·‖2 , χ⊺u ≤ χ⊺u∆+ = θ⊺u∆+ ≤ ‖θ‖2‖u∆+‖2 ≤ 1. Moreover, it separates x because
χ⊺x = 1‖u(x)‖2
(
27
28 ,
15
56 ,
15
56 ,
15
56 ,
15
56 ,
15
56
)⊺ ( 27
28 ,
5
28 ,
4
28 ,
3
28 ,
2
28 ,
1
28
)
= 1.036 · · · > 1.
Next, we consider some special cases of the set NK‖·‖s defined in (9) and provide explicit convex hull descriptions.
Proposition 3.5. Let S = {x ∈ Rq | card(x) ≤ K, ‖x‖∞ ≤ r} where ‖x‖∞ = |x|[1]. Then,
conv(S) = {x ∈ Rq | ‖x‖1 ≤ rK, ‖x‖∞ ≤ r} (15)
where ‖x‖1 :=
∑q
i=1 |xi|.
Proof. Observe that S/r = {x ∈ Rq | card(x) ≤ K, ‖x‖∞ ≤ 1}. Then,
conv(S) = r conv(S/r) = {y ∈ Rq | ‖u(y)‖∞ ≤ r} = {y ∈ Rq | max{|y|[1], s(y)1} ≤ r}
where the second equality follows from Proposition 3.2 and Theorem 3.1 and the third equality from Part 4 of Propo-
sition 3.4. Since s(y)1 =
1
K
∑q
j=1 |y|[j] by definition of s(y), the result follows.
When ‖ · ‖s is the ℓ2-norm, the norm ‖ · ‖c associated with conv(NK‖·‖2) is known to be the K-support norm (or
K-overlap norm). An explicit formula for this norm is introduced in [1]. We next provide an alternate derivation of
this formula using our arguments. For consistency with literature, we denote theK-support norm by ‖ · ‖spK .
Lemma 3.2. The unique integer r ∈ {0, . . . ,K − 1} that satisfies
|x|[K−r−1] > s(x)K−r ≥ |x|[K−r]. (16)
is r = K − ix where |x|[0] =∞ by convention.
Proof. This result follows from Proposition 3.4 and we refer to its parts directly in the proof. Let |x|[i] ≤ s(x)i <
|x|[i−1] for some i ∈ {1, . . . ,K}. We show that i = ix. First, we show that |x|[j] ≤ s(x)j for all j ≥ i. Let j + 1 be
the first index larger that i so that |x|[j+1] > s(x)j+1. Then, we obtain the contradiction |x|[j+1] ≤ |x|[j] ≤ s(x)j ≤
s(x)j+1 < |x|[j+1], where the third inequality is by Part 1. Therefore, |x|[j] ≤ s(x)j for j ≥ i which implies by Part 1
that s(x)i ≤ · · · ≤ s(x)K and by Part 2 that i ≥ ix. Since |x|[i−1] > s(x)i, it follows by Part 1 that either i = 1 or
s(x)i−1 > s(x)i. In either case, it follows that i ≤ ix. Therefore, i = ix = K − r.
Proposition 3.6 (Proposition 2.1 of [1]).
‖x‖spK =

K−r−1∑
i=1
x2[i] +
1
r + 1
(
n∑
i=K−r
|x|[i]
)2
1
2
. (17)
where r is the unique integer in {0, . . . ,K − 1} satisfying (16).
Proof. By Theorem 3.1,
‖x‖spK = ‖u(x)‖2 =
(
ix−1∑
i=1
|x|2[i] + (K − ix + 1)δ(x)2
) 1
2
=

ix−1∑
i=1
|x|2[i] +
1
K − ix + 1
(
n∑
i=ix
|x|[i]
)2
1
2
.
The result then follows since Lemma 3.2 establishes that r = K − ix.
3.1 Convexification of sets of matrices characterized by their singular values
Let Mm,n(R) be the set of m × n real-valued matrices. For M ∈ Mm,n(R), let σ1(M) ≥ · · · ≥ σq(M) de-
note the singular values of M where q = min{m,n} and let σ : Mm,n(R) → Rq be defined as σ(M) =
(σ1(M), . . . , σq(M)). Let ‖M‖sp = σ1(M) and ‖M‖∗ =
∑q
i=1 σi(M) be the spectral norm and the nuclear norm of
M , respectively. In this subsection, we consider sets of matrices that are characterized by their singular values. More
specifically, we are interested in sets of the form S¯ = {M ∈ Mm,n(R) | fi
(
σ(M)
) ≤ 1, i = 1, . . . , r} and their con-
vex hulls where each fi is a sign- and permutation-invariant function. Define S = {x ∈ Rq | fi(x) ≤ 1, i = 1, . . . , r}
where q = min{m,n}. It is clear thatM ∈ S¯ if and only if σ(M) ∈ S. As we show next, Theorem 2.4 implies that
convex hulls of sets of the form S¯ can be obtained easily by studying S instead. Similar results, although dealing with
closed convex hulls, can be derived using conjugacy results of [21]. We include a direct proof based on Theorem 2.4.
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Theorem 3.3. For p ∈ Z++ and q ∈ Z+ and each i ∈ {1, . . . , r}, let fi : (x, z) 7→ R, where (x, z) ∈ Rp × Rq
be sign- and permutation-invariant functions with respect to x ∈ Rp. Let m,n ∈ Z, such that min{m,n} = p, and
define S¯ =
{
(M, z) ∈ Mm,n(R) × Rq
∣∣ fi(σ(M), z)≤ 1, i = 1, . . . , r}. Further, define S = {(x, z) ∈ Rp × Rq |
fi(x, z) ≤ 1, i = 1, . . . , r
}
. Then, conv
(
S¯
)
= X :=
{
(M, z) ∈Mm,n(R)× Rq
∣∣ (σ(M), z) ∈ conv(S)}.
Proof. We first show that conv(S¯) ⊆ X . Consider (M, z) ∈ conv(S¯), so that (M, z) = ∑j γj(M j , zj), where
(M j , zj) ∈ S¯ and γj are convex multipliers. For k ∈ {1, . . . , p} and any Y ∈ Mm,n(R), define sk(Y ) :=∑k
i=1 σ(Y )[i] be the k
th Ky Fan norm. Then, it follows by sublinearity and positive-homogeneity of norms that
sk(M) ≤ ∑j γjsk(M j). In other words, ∑j γjσ(M j) ≥wm σ(M). Let σj = σ(M j). Since (M j , zj) ∈ S¯, it
follows that fi(σ
j , zj) ≤ 1. Therefore, (∑j γjσj , z) ∈ conv(S0) where S0 = S ∩ {(σ, z) | σ1 ≥ · · · ≥ σp ≥ 0}.
Then, it follows by Part 3 of Theorem 2.4 that
(
σ(M), z
) ∈ conv(S) and (M, z) ∈ X .
We now show that conv(S¯) ⊇ X . Let (M, z) ∈ X and let U diag(σ)V ⊺ be the singular value decomposition of M ,
where diag(σ) ∈Mm,n is the diagonal matrix, whose diagonal is the vector σ and σ1 ≥ . . . ≥ σp ≥ 0. Since (σ, z) ∈
conv(S), it follows that there exist σ′ ∈ Rp, (σj , zj) ∈ S0 and convex multipliers γj so that (σ′, z) =
∑
j γj(σ
j , zj)
and σ′ ≥wm σ. Now, if θj is obtained by permuting σj or changing the sign of some of its entries, it follows readily
that (U diag(θj)V T , zj) ∈ S¯, because these operations do not alter the singular values of the matrix. Since σ′ ≥wm σ,
σ =
∑
k χkTkσ
′, where χk are convex multipliers and each Tk permutes the entries of σ
′ and possibly changes the
sign of a few of the entries. Then, it follows (σ, z) =
∑
k χk(Tkσ
′, z) =
∑
k
∑
j χkγj(Tkσ
j , zj). Since U diag(θ)V T
is a linear operator of θ,
∑
j
∑
k χkγj = 1, and we have already shown that (U diag(Tkσ
j)V T , zj) ∈ S¯, it follows
that (M, z) ∈ conv(S¯).
In the following, we denote the set of p × p real symmetric matrices as Sp and, for any M ∈ Sp, we denote the
eigenvalues as λ(M). In this context, a similar result can be shown using eigenvalues instead of singular values.
Theorem 3.4. For p ∈ Z++ and q ∈ Z+ and each i ∈ {1, . . . , r}, let fi : (x, z) 7→ R, where (x, z) ∈ Rp × Rq
be permutation-invariant functions with respect to x ∈ Rp. Define S¯ = {(M, z) ∈ Sp × Rq ∣∣ fi(λ(M), z)≤ 1, i =
1, . . . , r
}
. Further, define S =
{
(x, z) ∈ Rp × Rq | fi(x, z) ≤ 1, i = 1, . . . , r
}
. Then, conv
(
S¯
)
= X :=
{
(M, z) ∈
Sp × Rq
∣∣ (λ(M), z) ∈ conv(S)}.
Proof. We only provide a proof sketch since the proof is similar to that of Theorem 3.3. To show that conv(S¯) ⊆ X ,
we consider (M, z) =
∑
j γj(M
j , zj) ∈ conv(S¯) and use the fact that ∑j γjλ(M j) ≥m λ(M) [17, Theorem
4.3.27]. Then, the result follows from Part 1 of Theorem 2.4. To show that conv(S¯) ⊇ X , we consider (M, z) ∈ X
and express
∑
j γj(λ
j , zj) ≥m (λ(M), z) for some (λj , zj) ∈ S. Then, we observe that this implies that for any
orthogonal matrix U and a permutation π, (U diag(π(λj))U⊺, z) ∈ S¯. The result is then derived in a manner similar
to that in the proof of Theorem 2.4 except that instead of using the singular value decompositionU diag(σ)V ⊺, we use
the eigenvalue decomposition UΛU⊺.
Notice that the rank of a matrix can be represented as the cardinality of the vector of singular values and cardinality is
a sign- and permutation-invariant function. Therefore, we have the following result as a special case of Theorem 3.3.
Corollary 3.2. Let S¯ = {M ∈Mm,n(R) | rank(M) ≤ K, ‖σ(M)‖s ≤ r}. Then,
conv(S¯) = {M ∈Mm,n(R) | ‖σ(M)‖c ≤ r} .
Consider S¯ in Corollary 3.2. Recall that determining if an arbitrary matrix M ∈ Mm,n(R) is in the convex hull
conv(S¯) can be easily done when the norm ‖ · ‖s can be calculable. In particular, when ‖ · ‖s is the Euclidean
norm, a given matrix M is in conv(S¯) if ‖σ(M)‖spK ≤ r. See (17) for an explicit formula for ‖ · ‖spK . Semidefinite
representability of the convex hull will be discussed in Subsection 3.2.
Next, we consider the special case where ‖ · ‖s is the l∞ norm. Proposition 3.5 and Theorem 3.3 together give an
alternative proof for the following result.
Proposition 3.7 (Theorem 1 of [15]). Let S¯ = {M ∈ Mm,n(R) | rank(M) ≤ K, ‖M‖sp ≤ r}. Then, conv(S¯) =
{M ∈ Mm,n(R) | ‖M‖∗ ≤ rK, ‖M‖sp ≤ r}.
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3.2 Semidefinite-representability of sets of matrices characterized by their singular values
We presented a convex hull result of a set of matrices S¯ that is described using their singular values in Corollary 3.2.
The resulting convex hull is written in a norm ‖ · ‖c induced by the defining norm ‖ · ‖s of S¯. In this subsection, we
discuss representability of this set as the feasible set of an semidefinite programming (SDP) problem. In particular, we
consider the set: S = {M ∈ Mm,n(R) | rank(M) ≤ K, f(σ(M)) ≤ r} where q = min{m,n} and f : ∆+ → R
is a quasiconvex function. A set is called semidefinite-representable if it is a projection of a set expressed by a linear
matrix inequality. We remark the following well-known results about semidefinite-representability. (see Section 4.2
of [5]).
Lemma 3.3. The following sets are semidefinite-representable:
1. The epigraph of the sum of p largest singular values of a rectangular matrix.
2. The epigraph of the sum of p largest eigenvalues of a symmetric matrix.
3. The graph of the sum of all eigenvalues of a symmetric matrix.
4. The set A ∩B, where A and B are semidefinite-representable.
Theorem 3.5. Let q = min{m,n} and S¯ = {M ∈ Mm,n(R) | rank(M) ≤ K, f(σ(M)) ≤ r}, where f : ∆+ →
R is a quasiconvex function, whose lower level sets are semidefinite-representable. Then, conv(S¯) is semidefinite-
representable.
Proof. Define g : Rq 7→ R so that g(x) = f(x∆+). Observe further that g is sign- and permutation-invariant. Then,
let S = {x ∈ Rq | card(x) ≤ K, g(x) ≤ r}. By sign- and permutation-invariance of S and Theorem 2.4,
conv(S) =

x ∈ Rq
∣∣∣∣∣∣∣
f(u) ≤ r,
u1 ≥ · · · ≥ uK ≥ 0,
uK+1 = · · · = un = 0,
u ≥wm |x|

 .
Therefore, by Theorem 3.3,
conv(S¯) =

M ∈Mm,n(R)
∣∣∣∣∣∣∣
f(u) ≤ r,
u1 ≥ · · · ≥ uK ≥ 0,
uK+1 = · · · = un = 0,
u ≥wm σ(M)

 .
By the definition of weak majorization, the convex hull has the following representation:

f(u) ≤ r,
u1 ≥ · · · ≥ uK ≥ 0,
uK+1 = · · · = un = 0,∑j
i=1 ui ≥
∑j
i=1 σj(M), j = 1, . . . ,K.
(18)
The semidefinite-representability of (18) follows from Lemma 3.3 and the semidefinite-representability of the level
set {u | f(u) ≤ r} and the introduced linear inequalities.
Although Theorem 3.5 is similar to Proposition 4.2.2 in [5], we discuss the main differences. First, we introduce a
rank constraint and thus treat a nonconvex set. Second, we discuss the representation of the convex hull rather than
the set itself. Third, we do not require monotonicity of f(x) and require quasiconvexity only over∆+(= ∆
q
+) instead
of R
q
+. We explain the intuition of why exact representation is not possible without the added assumptions on f(x)
in Proposition 4.2.2 in [5]. In essence, if f(x) is not monotonic, it follows that g(x) = f(x∆+) is not quasiconvex,
and as such, its lower level-set does have an exact semidefinite representation. To see this, consider y, z ∈ ∆+ so that
0 ≤ y ≤ z but g(y) > f(z). However, since g(·) is sign-invariant, this implies that the level set {x | g(x) ≤ g(z)}
is not convex, thereby contradicting that g(x) is quasiconvex. On the contrary, if f(x) is a monotone permutation-
invariant quasiconvex function over R
q
+, then the set C = {x | f(|x|) ≤ r} is convex and can alternately be expressed
as X = {x | f(u) ≤ r, u ∈ ∆+, u ≥wm |x|}. This property makes exact representation possible. To see that C is
convex, first observe that C is sign- and permutation-invariant. Therefore, by Theorem 2.4,X = conv(S) ⊇ S. Now,
we argue that X ⊆ S. Consider x ∈ X . Then, there exists u ≥wm |x| so that f(u) ≤ r. This implies that there is a
u′ such that u ≥m u′ ≥ |x|. Since u′ can be expressed as a convex combination of u and its permutations, it follows
from the quasiconvexity of f that f(u′) ≤ f(u). By monotonicity, f(|x|) ≤ f(u′). Therefore, f(|x|) ≤ r and x ∈ C.
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Corollary 3.3. Let S = {M ∈ Mm,n(R) | rank(M) ≤ K, ‖σ(M)‖s ≤ r} where ‖ · ‖s is permutation-invariant
monotone norm. Then, conv(S) is semidefinite-representable. In particular, when ‖σ(·)‖s is Ky Fan p-norm for
p = 1, . . . ,min{m,n}, the convex hull is semidefinite-representable.
Similarly, we can prove the following result, where S+q ∈ Rq×q is the set of positive semidefinite symmetric matrices.
Theorem 3.6. Let S¯ =
{
M ∈ S+q (R)
∣∣ rank(M) ≤ K, f(λ(M)) ≤ r}, where f : ∆+ → R is a quasiconvex
function, whose lower level sets are semidefinite-representable. Then, conv(S¯) is semidefinite-representable.
Proof. Define g : Rq+ 7→ R so that g(x) = f(x∆). Then, let S = {x ∈ Rq+ | card(x) ≤ K, g(x) ≤ r}. By
permutation-invariance of S and Theorem 2.4,
conv(S) =

x ∈ Rq+
∣∣∣∣∣∣∣
f(u) ≤ r,
u1 ≥ · · · ≥ uK ≥ 0,
uK+1 = · · · = un = 0,
u ≥m x

 .
Therefore, by Theorem 3.3,
conv(S¯) =

M ∈ Sq(R)
∣∣∣∣∣∣∣
f(u) ≤ r,
u1 ≥ · · · ≥ uK ≥ 0,
uK+1 = · · · = un = 0,
u ≥m λ(M)

 .
By the definition of majorization, the convex hull has the following representation:

f(u) ≤ r,
u1 ≥ · · · ≥ uK ≥ 0,
uK+1 = · · · = un = 0,∑j
i=1 ui ≥
∑j
i=1 λj(M), j = 1, . . . ,K − 1,∑K
i=1 uj =
∑q
i=1 λi(M).
(19)
The semidefinite-representability of (19) follows from Lemma 3.3 and the semidefinite-representability of the level
set {u | f(u) ≤ r} and the introduced linear inequalities.
The ideas in the above proof can be extended to symmetric matrices using disjunctive programming techniques by
decomposing the rank constraint into requiring that ua+1 = · · · = ua+n−K = 0 for some a ∈ {0, . . . ,K}. Then,
we can express conv(S) as a union of semidefinite representable sets. Using the disjunctive programming argument
of Proposition 3.3.5 in [5], we obtain a semidefinite representation of a set that outer-approximates conv(S) and is
contained in cl conv(S).
4 Convex envelopes of nonlinear functions
In this section, we explore the use of Theorem 2.4 in the development of relaxations of non-convex functions. These
techniques can be extended to handle epigraphs of singular values/eigenvalues of matrices using the ideas presented
in Section 3.1 and 3.2.
Lemma 4.1. Let x′ ∈ P , where P is a permutation-invariant polytope. Let π be a permutation of {1, . . . , n} such
that for each i ∈ {1, . . . , n− 1}, x′π(i) ≥ x′π(i+1). Then, there exists u′ ∈ P with u′ ≥m x′ and u′∆ 6= x′∆ if and only
if there does not exist a ∈ Rn such that aπ(i) > aπ(i+1) for all i ∈ {1, . . . , n− 1} and
∑n
i=1 ai(xi − x′i) ≤ 0 is valid
for P .
Proof. We first show that if such a exists, there does not exist u′ ∈ P such that u′ ≥m x′ and u′∆ 6= x′∆. Assume
by contradiction that such a u′ exists. Because P is permutation-invariant we may assume that u′π(i) ≥ u′π(i+1)
for all i ∈ {1, . . . , n − 1} by sorting u′ if necessary. Since u′ ≥m x′ and u′ 6= x′, there exists y′, θ > 0 and
k ∈ {1, . . . , n − 1} such that u′ ≥m y′ ≥m x′, y′π(k) = x′π(k) + θ, and y′π(k+1) = x′π(k+1) − θ. Since u′ ∈ P , P is
convex and permutation-invariant, and since y′ can be written as a convex combination of u′ and its permutations, it
is clear that y′ ∈ P . Therefore,∑ni=1 ai(y′i − x′i) ≤ 0 or aπ(k) − aπ(k+1) ≤ 0. This is a contradiction to the assumed
ordering of a.
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Now, we show that if there does not exist u′ ∈ P such that u′ ≥m x′ and u′∆ 6= x′∆, then such a vector a exists.
Define polyhedral cone K := {x′ +∑n−1i=1 απ(i)(eπ(i) − eπ(i+1)) | α ≥ 0} and construct polyhedron C = P −K .
Since x′ ∈ P ∩K , it follows that 0 ∈ C. Let 〈a′, x〉 ≤ 0 define the minimal (possibly trivial) face F of C containing
0. We show next that a can be chosen to be a′. Since eπ(i+1) − eπ(i) ∈ C for all i ∈ {1, . . . , n − 1}, we have
that a′π(i+1) − a′π(i) ≤ 0. We now show that the inequality is strict. Assume, on the contrary, that there exists
k ∈ {1, . . . , n − 1} such that 〈a′, eπ(k+1) − eπ(k)〉 = 0. Then, there exists a positive but sufficiently small ǫ such
that ǫ
(
eπ(k) − eπ(k+1)
) ∈ C because F contains solutions ǫ(eπ(k+1) − eπ(k)) for all ǫ ≥ 0 and because 0 is in the
relative interior of F because it is assumed to be minimal. It follows that there exists u′ ∈ P and α′ ≥ 0 such
that ǫ
(
eπ(k) − eπ(k+1)
)
= u′ − x′ −∑n−1i=1 α′π(i)(eπ(i) − eπ(i+1)). Therefore, u′ = x′ + ǫ(eπ(k) − eπ(k+1)) +∑n−1
i=1 α
′
π(i)
(
eπ(i) − eπ(i+1)
)
. Since ǫ > 0 and u′ ∈ P , we deduce from the above equality that u′ ≥m x′, u′ 6= x′,
and u′∆ 6= x′∆. This is a contradiction to the assumption that such u′ does not exist. We conclude that, for all
i ∈ {1, . . . , n− 1}, a′π(i+1) − a′π(i) < 0.
Definition 4.1. A function φ : C 7→ R is said to be Schur-concave on C, if for every x, y ∈ C, x ≥m y implies that
φ(x) ≤ φ(y).
Various functions have been shown to be Schur-concave including the Shannon entropy
∑n
i=1 xi log(
1
xi
) and elemen-
tary symmetric functions
∑
J⊆{1,...,n}:|J|=k
∏
i∈J xi.
In this section, for any function φ : C 7→ R we denote {(x, φ) | φ(x) ≤ φ ≤ α, x ∈ C} as epi≤α(φ). A common
tool in the construction of convex envelopes is to restrict the domain of the function to a smaller subset. We will
say that a function φ : C 7→ R can be restricted to X , where X ⊆ C, for the purpose of obtaining convC(φ) if
convC(φ|X) = convC(φ), where φ|X(x) is defined as φ(x) for any x ∈ X and +∞ otherwise. Theorem 2.4 can play
a key role in obtaining the restriction as we illustrate below.
Lemma 4.2. Let φ : P 7→ R be a Schur-concave function, where P ⊆ Rn is a permutation-invariant polytope.
Let M := {x ∈ P |6 ∃u ∈ P with u ≥m x and u∆ 6= x∆}. Let S := {(x, φ) | φ(x) ≤ φ ≤ α, x ∈ P} and
X := {(x, φ) | φ(x) ≤ φ ≤ α, x ∈M}. Then, conv(S) = conv(X).
Proof. Since M ⊆ P it follows that X ⊆ S and, therefore, conv(X) ⊆ conv(S). Now, consider (x′, φ′) ∈ S\X .
Therefore, φ(x′) ≤ φ′ ≤ α and x′ ∈ P\M . Let x′′i = 1n
∑n
i′=1 x
′
i′ for all i ∈ {1, . . . , n}. Let u′ := argmax
{‖u−
x′′‖ | u ≥m x′, u ∈ P
}
. The maximum is achieved because the feasible set is compact and because the objective is
upper-semicontinuous. Assume by contradiction that there exists y′ ∈ P such that y′ ≥m u′ and y′∆ 6= u′∆. Since u′
can be written as a convex combination of at least two permutations of y′ and the objective of the problem defining
u′ is permutation-invariant and strictly convex, it follows that ‖y′ − x′′‖ > ‖u′ − x′′‖ violating the optimality of
u′. Therefore, there does not exist y′ ∈ P such that y′ ≥m u′ and y′∆ 6= u′∆. In other words, u′ ∈ M . It follows
that, for any Q ∈ Pn, Qu′ ∈ M . Since φ is Schur-concave, then φ(Qu′) = φ(u′) ≤ φ(x′) ≤ φ′ ≤ α. Therefore,
(Qu′, φ′) ∈ X . Finally, since x′ ≤m u′, x′ can be written as a convex combination of permutations of u′. Therefore,
(x′, φ′) ∈ conv(X). We conclude that S ⊆ conv(X).
It is often useful to restrict the set S to a superset of its extreme points before using Theorem 2.1 to construct the
convex hull. We discuss such applications. We are interested in sets S(Z, a, b) := {(x, z) | (x, z) ∈ Z, x ∈ [a, b]n},
where Z is compact and permutation-invariant in x. Further, for F = {F1, . . . , Fr}, where Fi are faces of [a, b]n, we
defineX(Z, a, b,F) := {(x, z) ∈ [a, b]n × Rm | (x, z) ∈ Z, x ∈ ⋃ri=1 Fi}. Observe that by choosing F = {[a, b]n},
there is a trivial collection of faces such that conv
(
S(Z, a, b)
)
= conv
(
X(Z, a, b,F)). However, more importantly,
as we shall discuss later, there are many situations, where we can identify an exponential collection of faces F ′
such that conv
(
S(Z, a, b)
)
= conv
(
X(Z, a, b,F ′)) and conv(X(Z, a, b, {Fi})) has a polynomial (possibly extended)
formulation. For concreteness, consider Z =
{
(x, z) | z = ∏ni=1 xi}. In this case, F ′ = {a, b}n, the collection of
extreme points of [a, b]n satisfies the preceding hypotheses. Although, in these situations, an extended formulation for
conv(S(Z, a, b)) can be constructed using disjunctive programming, such results have found limited use, since the size
of F ′ is often exponential. Next, we argue that Theorem 2.1 allows the construction of a polynomial-size extended
formulation in these situations.
Theorem 4.1. Let a, b ∈ R, Z ⊆ {(x, z) | x ∈ Rn, z ∈ Rm} be a compact permutation-invariant set
with respect to x, and F = {F1, . . . , Fr} be a collection of faces of [a, b]n such that conv
(
S(Z, a, b)
)
=
conv
(
X(Z, a, b,F)). Moreover, assume that conv(X(Z, a, b, {Fi})) has a polynomial-sized compact extended for-
mulation. Then, conv
(
S(Z, a, b)
)
has a polynomial-sized extended formulation.
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Proof. For brevity of notation, in this proof, we shall write S(Z, a, b) as S andX(Z, a, b,F) as X(F). We construct
conv(S) using its equivalence to conv
(
X(F)). We may assume for computing conv(X(F)), by taking the union of
all permutations of X(F) with respect to x if necessary, that X(F) is permutation-invariant in x. This is because a
permutation of X(F) with respect to x, say Xπ(F) :=
{
(x, z) | π(x) ∈ X(F)}, is contained in conv(X(F)) as is
seen from Xπ(F) ⊆ S ⊆ conv
(
S
)
= conv
(
X(F)), where the first inclusion is by permutation invariance of S and
the equality is by the assumed hypothesis. Since S is permutation-invariant with respect to x, by Lemma 2.1, conv(S)
is also permutation-invariant. We shall use Theorem 2.1 to construct conv
(
X(F)). We first show that we can limit
the faces of [a, b]n that need to be considered in the construction of S0. Consider an arbitrary face Fi of [a, b]
n, which
is determined by setting a set of variables with indices in Bi ⊆ {1, . . . , n} to their upper bound b and a disjoint set
of variables Ai ⊆ {1, . . . , n} to their lower bound a. The only faces, Fi, i = 1, . . . , r that need to be considered are
such that Bi and Ai are hole-free, i.e., Bi is of the form {1, . . . , p} and Ai is of the form {q, . . . , n}. To see this,
let j(i) = max{j | j ∈ Bi} and Xi = X({Fi}) ∩ {(x, z) | x1 ≥ · · · ≥ xn}. Assume i′ is the index of a face
such that j(i′) > |Bi′ |, Xi′ contains a point which is not in
⋃
i:j(i)=|Bi|
Xi. Among all such faces, we choose i
′ to
minimize j(i) − |Bi|. Since Bi′ is not hole-free, there exists j /∈ Bi′ such that j < j(i′). Any point that belongs
to Xi′ must satisfy b ≥ xj ≥ xj(i′) = b. Therefore, xj = b. Since Xi′ 6= ∅, j 6∈ Ai. Consider now i′′ such that
Bi′′ = Bi ∪ {j}\{j(i′)} and Ai′′ = Ai′ . Such a face exists in F since we assumed that for every face Fi ∈ F , F
contains all faces obtained by permuting the variables, and Fi′′ is obtained from Fi′ by exchanging the variables xj
and xj(i′). Moreover, since Xi′′ ⊇ Xi′ , it contains a point not in
⋃
i:j(i)=|Bi|
Xi, establishing that j(i
′′) > |Bi′′ |.
However, since j(i′′)−|Bi′′ | < j(i′)−|Bi′ |, this contradicts our choice of i′. A similar argument can be used to show
that we only need to consider faces Fi such that Ai is hole-free.
There are at most
(
n+2
2
)
such faces, one for each choice of (p, q), where 0 ≤ p ≤ q − 1 ≤ n. Since each X({Fi})
is assumed to have a polynomial-sized compact extended formulation, it follows, by disjunctive programming, that
conv(S0) has a polynomial-sized compact extended formulation. The result then follows directly from Theorem 2.1.
We record and summarize the extended formulation of conv
(
S(Z, a, b)
)
for later use in the following result. We also
note that our construction applies even when Z is not compact, as long as the convex hull of the disjunctive union
X(Z, a, b, {Fi}) for the faces of interest is available. We say a collection of faces F is permutation-invariant, if for
a face described by an inequality, there is another face in F that is described by a permutation of coefficients of the
inequality. For a face F , we define l(F ) = {j ∈ {1, . . . , n} | xˆj = a, ∀xˆ ∈ F} and u(F ) = {j ∈ {1, . . . , n} | xˆj =
b, ∀xˆ ∈ F}.
Corollary 4.1. Let a, b ∈ R, Z ⊆ {(x, z) | x ∈ Rn, z ∈ Rm} be a permutation-invariant set with respect to x, and
F = {F1, . . . , Fr} be a permutation-invariant collection of faces of [a, b]n. Let I =
{
i ∈ {1, . . . , r} | ∃p, q, p <
q s.t. u(Fi) = {1, . . . , p} and l(Fi) = {q, . . . , n}
}
. Then,
conv
(
X(Z, a, b,F)) = {(x, z) ∣∣∣ (u, z) ∈ conv(⋃
i∈I
X
(
Z, a, b, {Fi}
))
, u1 ≥ · · · ≥ un, u ≥m x
}
.
We remark that conv
(⋃
i∈I X(Z, a, b, {Fi})
)
can be constructed using disjunctive programming techniques if the
recession cone of X(Z, a, b, {Fi}) does not depend on i [32, Corollary 9.8.1]. Theorem 4.1 shows that even though
the number of faces in F may be exponentially large, we can exploit the permutation-invariance of the set to consider
only a polynomial number of faces in the construction. More explicitly, there are 2n−d
(
n
d
)
d-dimensional faces of
[a, b]n and
(
n+1
d+1
)
d-dimensional faces of the simplex b ≥ x1 ≥ · · · ≥ xn ≥ a. But, there are only n − d + 1 of the
faces of the hypercube, namely, Fl for l ∈ {0, . . . , n− d}, where Bl = {1, . . . , l} and Al = {l + d+ 1, . . . , n} with
conventionB0 = An−d = ∅.
Combining Lemmas 4.1 and 4.2 implies that we may restrict φ to the set of points which have no other point majorizing
them in the domain. For a point x′ ∈ M as defined in Lemma 4.2, it follows that there must be a vector a such that
〈a, x− x′〉 ≤ 0 is valid for P , where coefficients of a can be sorted in a strictly monotonic decreasing sequence. Now,
construct a graph G = (V,E) where the vertices are labeled 1, . . . , n. Then, for {i, j} connect the vertices with a
directed arc labeled with the index of the facet-defining inequality if the coefficient of xi is larger than that of xj in the
inequality. Then, for a point x′ to be in M , it must be tight on inequalities that yield a hamiltonian path through the
vertices. For example, if each inequality only yields k arcs, then x′ must be tight on ⌈n−1k ⌉ facet-defining inequalities.
As such, it will belong to a face of P of dimension at most n − ⌈n−1k ⌉. This is particularly interesting in the case of
hypercubes, where k = 1 and the result implies that the function can be restricted to one-dimensional faces for the
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purpose of constructing convex envelope of the function or its level set. In this case, the direct proof is straightforward,
and we include it below.
Proposition 4.1. Consider a Schur-concave function φ(x) : [a, b]n 7→ R and the set Sα := {(x, φ) | φ(x) ≤ φ ≤
α, x ∈ [a, b]n}. For any x ∈ [a, b]n, define S(x) = ∑ni=1(xi − a). For any s ∈ [0, n(b − a)], let is = max{i |
i(b− a) < s} and
usi =


b if i ≤ is
a+ s− (b− a)is if i = is + 1
a otherwise.
(20)
Let Θα :=
{
(x, φ) | φ(uS(x)) ≤ φ ≤ α, x ∈ [a, b]n}. Then, conv(Sα) = conv(Θα). Moreover, if φ is component-
wise convex then Θα is convex.
Proof. We first show that uS(x
′) ≥m x′ for each x′ ∈ [a, b]n. This follows because uS(x′) simultaneously maximizes
the continuous knapsack problems max
{∑j
i=1 xi |
∑n
i=1 xi = S(x
′) + na, x ∈ [a, b]n} for all j because the ratio
of objective and knapsack coefficient of xi reduces with increasing i, and x
′ is a feasible solution to these knapsack
problems.
We now show that Sα ⊆ Θα. Let (x′, φ′) ∈ Sα. Therefore, φ(uS(x′)) ≤ φ(x′) ≤ φ ≤ α, where the first inequality
follows from Schur-concavity of φ and uS(x
′) ≥m x′, and the remaining inequalities follow because (x′, φ′) is feasible
to Sα. Therefore, (x′, φ′) ∈ Θα.
Now, we show that Θα ⊆ conv(Sα). Let (x′, φ′) ∈ Θα. Since uS(x′) ∈ [a, b]n and φ(uS(x′)) ≤ φ′ ≤ α, we conclude
that (uS(x
′), φ′) ∈ Sα. Then it follows that (x′, φ′) ∈ conv(Sα) since uS(x′) ≥m x′ implies that x′ can be written as
a convex combination of permutations of uS(x
′) and Sα is permutation-invariant in x.
To show that Θα is convex when φ is component-wise convex, we write Θα as proj(x,φ) Ξ
α, where Ξα =
{
(x, s, φ) |
ϕ(s) ≤ φ ≤ α, x ∈ [a, b]n, s =∑ni=1(xi−a)} and ϕ(s) = φ(us). The result follows if ϕ(s) is convex over [0, n(b−
a)] sinceΘα is expressed as the projection of the convex setΞα. First, observe that, for s ∈ (i(b−a), (i+1)(b−a)), the
convexity of ϕ(s) follows from the assumed convexity of φ(us) when us varies only along the ith coordinate. Choose
k ∈ {0, . . . , n− 1} and let s¯ = k(b− a). To prove the result, it suffices to check that the left derivative of ϕ(s) at s¯ is
no more than the corresponding right derivative. For a sufficiently small ǫ > 0, observe that us¯ + ǫek ≥m us¯ + ǫek+1
because b = us¯k > u
s¯
k+1 = a. Since φ(·) is Schur-concave, it follows that φ(us¯ + ǫek) ≤ φ(us¯ + ǫek+1) = ϕ(s¯+ ǫ).
Then, the following chain of inequalities follows
lim
ǫ↓0
ϕ(s¯)− ϕ(s¯− ǫ)
ǫ
= lim
ǫ↓0
φ(us¯)− φ(us¯ − ǫek)
ǫ
≤ lim
ǫ↓0
φ(us¯ + ǫek)− φ(us¯)
ǫ
≤ lim
ǫ↓0
ϕ(s¯+ ǫ)− ϕ(s¯)
ǫ
,
where the first equality is by the definition of ϕ(·) and us¯, the first inequality is from the assumed convexity of φ(·)
when the argument is perturbated only along the kth coordinate, and the second inequality is because φ(us¯ + ǫek) ≤
ϕ(s¯+ ǫ) and φ(us¯) = ϕ(s¯).
In essence, Proposition 4.1 shows that we can reduce our attention to the edges of the hypercube in our construction
of conv(Sα). A similar result can be shown for upper level sets of quasiconcave functions over general polytopes
[33]. Symmetric quasiconcave functions are a subclass of Schur-concave functions. In other words, both the results
show that for symmetric quasiconcave functions over permutation-invariant polytopes it suffices to consider the edges
of the polytope to construct the convex hull. However, the result in [33] applies to general quasiconcave functions
over arbitrary polytopes while Proposition 4.1 applies to Schur-concave functions over a hypercube. Perhaps more
importantly, the result in Proposition 4.1 also applies to level sets of the functions while the result in [33] only applies
to convex envelope construction.
Applications of Theorem 4.1 extend beyond Schur-concave functions. For example, consider the convex hull of
{(x, α) ∈ [a, b]n × R | ∏ni=1 xi ≤ α}, where a is not necessary positive. The product function is not Schur-concave
when some of the variables can be negative, for example consider x1x2x3 and observe that although (1,−1,−3) ≥m
(0, 0,−3), the function value is higher at (1,−1,−3) than at (0, 0,−3).
Proposition 4.2. Consider a function φ(x) : [a, b]n 7→ R, that is permutation-invariant in x and whose convex
envelope remains the same even if its domain is restricted to {a, b}n. For i = 1, . . . , n and j = 0, . . . , n, let pij = a if
i > j and b otherwise and let p·j denote the j
th column of this matrix. Define f(x) := φ(p·0) +
∑n
i=1
xi−a
b−a
(
φ(p·i)−
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φ(p·i−1)
)
. Then, the convex envelope of φ(x) over [a, b]n can be expressed as the value function of the following
problem:
conv
[a,b]n
φ(x) = min
{
f(u)
∣∣ u ≥m x, b ≥ u1 ≥ · · · ≥ un ≥ a}. (21)
Proof. Observe that the points in {a, b}n that intersect with x1 ≥ · · · ≥ xn are precisely the columns p·j described
in the statement of the result. Consider the column p·j and observe that f
(
p·j
)
= φ(p·j). Moreover, f is linear. Let
Γ = {x ∈ {a, b}n | x1 ≥ · · · ≥ xn}. Then, we show that f = convconv(Γ)(φ|Γ), where φ|Γ denotes the restriction
of φ to Γ. Clearly, f(x) ≤ convconv(Γ)(φ|Γ)(x) because it matches φ|Γ at all the points in the domain and is a convex
underestimator. Also, f(x) ≥ convconv(Γ)(φ|Γ)(x) because of Jensen’s inequality applied to convconv(Γ)(φ), observing
that f(x) is exact at the extreme points ofΓ, and because f(x) is affine. Now consider Corollary 4.1. LetF be the set of
extreme points of [a, b]n and Z = {(x, z) | z ≥ φ(x)}. By assumption, conv(S(Z, a, b)) = conv(X(Z, a, b,F)). By
Corollary 4.1, it follows that conv(X(Z, a, b,F)) =
{
(x, z)
∣∣∣ (u, z) ∈ conv(⋃nj=0X(Z, a, b, {p·j})), u ≥m x} =
{(x, z) | z ≥ f(u), b ≥ u1 ≥ · · · ≥ un ≥ a, u ≥m x}.
Proposition 4.3. Consider S =
{
(x, y) ∈ H
∣∣∣ ∏mi=1 yαi ≥∏nj=1 xβj }, where H = [a, b]n × [c, d]m, with a ≥ 0,
c ≥ 0, α > 0, and β > 0. Let k = min{m, ⌊βα⌋}. Define the convex sets:
Sij = S ∩
{
(x, y) ∈ H
∣∣∣∣ (yr)ir=1 = d, (yr)mr=i+k+1 = c, y ∈ ∆m,(xs)js=1 = b, (xs)ns=j+2 = a,
}
Cj = S ∩
{
(x, y) ∈ H
∣∣∣ (xs)js=1 = b, (xs)ns=j+1 = a, y ∈ ∆m}
where Sij is defined for i = 0, . . . ,m − k and j = 0, . . . , n − 1 and Cj is defined for j = 0, . . . , n. Let T =⋃
i,j Sij ∪
⋃
j Cj . Then
conv(S) = X := {(x, y) | v ≥m y, u ≥m x, (u, v) ∈ conv(T )}.
In particular, ifmα ≤ β, then
conv(S) = X ′ :=

(x, y) ∈ H
∣∣∣∣∣∣
m∏
i=1
y
1
m
i ≥
n∏
j=1
u(x)j
β
mα

 , (22)
where u(x) := uS(x), defined as in Proposition 4.1.
Proof. Let φ(x) :=
∏n
j=1 x
β
j and consider the set Υ(γ) = {x ∈ [a, b]n | φ(x) ≤ γ}. By Theorem 3.A.3 in
[26], φ(x) is Schur-concave over [a, b]n because it is permutation-invariant and ∂φ∂x1 ≤ · · · ≤
∂φ
∂xn
at any point with
x1 ≥ · · · ≥ xn. Let Υi(γ) =
{
x
∣∣ xβi b(i−1)βa(n−i)β ≤ γ}. Then, it follows by Proposition 4.1 and Corollary 4.1
that conv(Υ(γ)) =
{
x
∣∣ u ≥m x, u1 ≥ · · · ≥ un, u ∈ conv(⋃ni=1Υi(γ))}.
Therefore, it follows that we may restrict n − 1 of the xj variables to their bounds. Now, let ψ(y) :=
∏m
i=1 yi and
consider the set Θ =
{
(x, y) ∈ [a, b] × [c, d]m ∣∣ ζψ(y) ≥ δx βα}, where δ, ζ ≥ 0. Consider a point (x′, y′) ∈ Θ.
Then, by restricting attention to y¯ = λy′, where λ ∈ ℜ, we obtain the subset Λ of Θ such that Λ = {(x, λ) ∈
[a, b] × [c′, d′] ∣∣ λθ ≥ δ′x βmα}, where θ = ζ 1mψ(y′) 1m , δ′ = δ 1m , c′ = max{λ | λy′i ≤ c for some i}, and
d′ = min{λ | λy′i ≥ d for some i}. If x′ ∈ {a, b}, the point belongs to the convex subset of Θ obtained by fixing
x′ at its current value because the defining inequality can be written as ζ
1
mψ(y′)
1
m ≥ δx′ βα , a convex inequality. A
permutation of such a point is included in one of the Cj . Therefore, we may assume that x
′ ∈ (a, b). First, consider
the case where y′ ∈ (c, d)m. Then, it follows that c′ < 1 and d′ > 1 and (x′, 1) ∈ Λ. Assume m > βα and let
s = δ′ βmα (x
′)
β
mα
−1. If x′ ∈ (a, b), then, for sufficiently small ǫ > 0, we show that (x′, 1) can be written as a convex
combination of (x′ − ǫθ, 1− sǫ) and (x′ + ǫθ, 1 + sǫ). The latter points are feasible in Λ because:
δ′(x′ ± ǫθ) βmα ≤ δ′x′ βmα + s(x′ ± ǫθ − x′) ≤ θ(1 ± sǫ),
where the first inequality is by concavity of x
β
mα form ≥ βα and the second inequality is because δ′x′
β
mα ≤ θ as (x′, 1)
belongs toΛ. Sinceψ(y)
1
m is homogeneous,we have expressed (x′, y′) as a convex combination of
(
x′−ǫθ, (1−sǫ)y′)
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and
(
x′ − ǫθ, (1 + sǫ)y′), each of which is feasible to Θ. Since ǫ > 0 and x′ > a ≥ 0 implies s > 0, it follows that
these points are distinct and that (x′, y′) is not an extreme point of the feasible region. Therefore, we may assume that
there exists an i such that y′i ∈ {c, d}. However, in this case, we can reduce the dimension of the set by fixing yi at y′i
and effectively reducingm. In other words, we may assume without loss of generality thatm ≤ βα . Then, we rewrite
the defining inequality of Θ as ζ
1
mψ(y)
1
m ≥ δ 1mx βmα and observe that this is a convex inequality since ψ(y) 1m is a
concave function and x
β
mα is a convex function. Therefore, we need to consider faces where either all xj are fixed at
their bounds or where we fix all yi except for a set of cardinalitymin
{
m,
⌊
β
α
⌋}
and fix all xj except for one; all such
sets being represented by Cj or Sij upto permutation.
Since Sij ⊆ S and Cj ⊆ S and S is permutation-invariant, it follows that conv(S) ⊇ X . Since X is convex and S
is compact, we only need to show that the extreme points of S are contained in X . However, we have shown that the
extreme points of S belong to T or a set obtained by permuting x and/or y variables, it follows that the extreme point
belongs toX . Therefore,X = conv(S).
Now, consider the case where mα ≤ β. Clearly, k = m. If we fix y at y¯, it follows from Proposition 4.1 that the
convex hull of this slice is defined by
∏m
i=1 y¯
1
m
i ≥
∏n
j=1 u(x)
β
mα
j . Then, as in the proof of Proposition 4.1, we let
ϕ(s) =
∏n
j=1 u(x)
β
mα
j , where s =
∑n
i=1(xi−a), and rewrite the above inequality as ϕ(s)−
∏m
i=1 y
1
m
i ≤ 0. Since the
left-hand-side is jointly convex in (s, y) and s is a linear function of x, this proves that X ′ in (22) is convex in (x, y).
By Schur-concavity of
∏n
j=1 x
β
mα
j , it follows that
∏n
j=1 x
β
mα
j ≥
∏n
j=1 u(x)
β
mα
j . This implies that S ⊆ X ′ ⊆ conv(S).
SinceX ′ is convex, it must be conv(S).
In this section, we have given various results where we describe the convex hull of a set in an extended space by
introducing variables u. We now discuss how inequalities in the original space can be obtained by solving a separation
problem.
Usually, given a set X and an extended space representation of its convex hull, C, we separate a given point x¯ from
X by solving the problem inf(x,u)∈C ‖x − x¯‖. By duality, the optimal value matches max‖a‖∗≤1
{〈x¯, a〉 − h(a)},
where h(·) is the support-function of C and ‖ · ‖∗ is the dual norm. Then, if the optimal value, z∗ is strictly larger than
zero and the optimal solution to the dual problem is a∗, we have 〈x¯, a∗〉 − z∗ ≥ 〈x, a∗〉 for all x ∈ projxC and this
inequality separates x¯ from C.
However, such an inequality is typically not facet-defining for conv(X) even when the latter set is polyhedral. We
now discuss a separation procedure that often generates facet-defining inequalities. The structure of permutation-
invariant sets and their extended space representation allows for this alternate approach. Assume we are interested in
developing the convex envelope of a permutation-invariant function φ, such as
∏n
i=1 xi, over [a, b]
n. Let the convex
envelope of φ at x be obtained by expressing x as a convex combination of u and its permutations, where u ≥m x.
Moreover, assume that the convex envelope at u is obtained as a convex combination of the extreme points of the
simplex a ≤ x1 ≤ · · · ≤ xn ≤ b with convex multpliers γ. Since x = Su for some doubly stochastic matrix S and
u = V γ, where columns of V correspond to vertices of the simplex, it follows that x = SV γ. Therefore, we can find
a representation of x as a convex combination of vertices in V and their permutations.
We implement the above procedure for convex hulls of multilinear sets over [a, b]n to evaluate their impact on the
quality of the relaxation. For the purpose of illustration, consider the special case of
∏n
i=1 xi over [a, b]
n. In this case,
(21) reduces to
min an +
n∑
i=1
bi−1an−i(ui − a)
s.t. u ≥m x (23)
b ≥ u1 ≥ · · · ≥ un ≥ a.
Given x ∈ Rn in general position inside [a, b]n, assume that the optimal solution to (23) is u. Then, we express
x = Su, where S ∈ Rn×n is a doubly-stochastic matrix. Given x and u, this can be done through the solution of a
linear program. Although S can also be derived as a product of T-transforms (see proof of Lemma 2 in Section 2.19
of [13]), we use the LP approach in our numerical experiments, given its simplicity of implementation. Then, we
express S as a convex combination of permutation matrices. Such a representation exists due to Birkhoff Theorem.
We obtain it using a straightforward algorithm, which we describe next. Observe first that the desired representation is
such that all permutation matrices with non-zero convex multipliers have a support that is contained within the support
of S. This implies that the bipartite graph, we describe next, has a perfect matching. The bipartite graph is constructed
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with nodes labeled {1, . . . , n} in each partition and edges that connect a node i in the first partition to j in the second
partition if and only if Sij > 0. Observe also that all entries of a doubly stochastic matrix are nonnegative because it
is a convex combination of permutation matrices, which have binary entries. Given a bipartite matching, we construct
a permutation matrix P so that Pij = 1 if node i in the first partition is matched to node j in the second partition.
Then, we associate P with a convex multiplier π which is chosen to be minij{SijPij |Sij > 0}. If π = 1, we have a
representation of S as a convex combination of permutation matrices. Otherwise, observe that 11−π (S − πP ) is again
a doubly-stochastic matrix with one less non-zero entry. Therefore, by recursively using the above approach we obtain
S as a convex combination of at most n2 permutation matrices. Then, we permute u according to these permutation
matrices. For each such u, the convex envelope is given by the optimal function value of (23). Each permuted u can
be expressed as a convex combination of the corner points of the permuted simplex {b ≥ u1 ≥ · · · ≥ un ≥ a}. The
extreme points with non-zero multipliers must all be tight on the inequality. We obtain the desired inequality by fitting
an inequality to be tight at these points.
We conclude this section by presenting the results of a numerical experiment that suggests that the bounds obtained
when building convex relaxations of ψn(x) =
∏n
i=1 xi over [a, b]
n using the procedure described above are signif-
icantly stronger than those obtained using factorable relaxations. To this end, we consider functions ψn(x) where
n = 10 over two permutation-invariant hyper-rectangles. The first one, B1 = [2, 4]
10 is contained in the positive
orthant, while the second, B2 = [−2, 3]10, contains 0 in its interior. We generate nine points uniformly at random
inside ofB1 andB2. At each point, we compare the value zr of the relaxation obtained using a recursive application of
McCormick’s procedure with the value ze of the convex envelope, obtained using the results described in this section.
We then compute the existing gap (Gap) and relative gap (%Gap), using the formulas ze − zr and ze−zrze , respectively.
Results are presented in Tables 1 and 2 where it can be observed that the proposed approach leads to substantial
improvements in bounds, especially when variables x take both positive and negative values.
S.No. ze zr Gap Gap%
1 18943.5 7584.8 11358.6 60.0%
2 52904.9 21933.9 30970.9 58.5%
3 22754.2 8622.1 14132.1 62.1%
4 26299.0 8526.7 17772.3 67.6%
5 13817.1 5750.7 8066.3 58.4%
6 25028.6 8906.2 16122.4 64.4%
7 13852.4 5694.1 8158.3 58.9%
8 16059.4 8069.1 7990.2 49.8%
9 10122.1 4812.2 5309.9 52.5%
Average 59.1%
Table 1: Gap at a randomly chosen point for
∏10
i=1 xi on [2, 4]
10
S.No. ze zr Gap Gap%
1 -12314.6 -25655.4 13340.9 108.3%
2 -16221.2 -29559.4 13338.2 82.2%
3 -13247.0 -29405.9 16158.9 122.0%
4 -14069.4 -28248.4 14179.0 100.8%
5 -10660.9 -23134.2 12463.3 116.9%
6 -10979.5 -21263.1 10283.7 93.7%
7 -9367.8 -21327.4 11959.6 127.7%
8 -10245.9 -24782.6 14536.8 141.9%
9 -9182.8 -21137.0 11954.2 130.2%
Average 113.7%
Table 2: Gap at a randomly chosen point for
∏10
i=1 xi on [−2, 3]10
5 Logical and cardinality constraints in integer programming
We now investigate the use of permutation-invariance in the convexification of 0-1 mixed integer programs containing
logical and sparsity constraints. For integers i and j where i ≤ j, we define 〈i : j〉 = {i, . . . , j} and use the shorthand
notation 〈i〉 for 〈1 : i〉 and 〈〈i〉〉 for 〈0 : i〉. Given a vector x ∈ Rp and a subset S ⊆ 〈p〉, we define xS =
∑
i∈S xi.
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When given indexed vectors xi ∈ {0, 1}mi for i ∈ 〈s〉, we denote their concatenation (x1, x2, . . . , xs) using boldface
font as x and also use boldface fonts to denote the dimension of the corresponding vector, i.e.,m =
∑s
i=1mi. Further,
when s = 1, we write x1 as x andm1 asm to streamline notation. We use similar notation for vectors y
j ∈ {0, 1}nj
for j ∈ 〈t〉.
In the ensuing discussion, for a subset T of P := 〈p〉, we use the notation eT to represent the vector in Rp having
entries with index in T equal to 1, and entries with index in P\T equal to 0. We also use ei as a shorthand notation
for e{i} and e as a shorthand notation for eP .
One of the simplest combinatorial requirement that can be imposed on optimization problems with 0-1 variables is
that feasible solutions are sparse. This requirement yields sets of the form S = {y ∈ {0, 1}n | e⊺y ≤ k} where
k < n. Set S is permutation-invariant. Its convex hull description matches its LP relaxation. There are however
several other permutation-invariant sets defined on 0-1 variables, whose convex hulls descriptions are not as simple to
obtain. Before we study these sets, we first argue that permutation-invariant sets in 0-1 variables have very specific
structures. For a subset L ⊆ 〈〈n〉〉, we define S[L] = {y ∈ {0, 1}n | e⊺y ∈ L}.
Lemma 5.1. Let S ⊆ {0, 1}n be permutation-invariant. Then, S = S[L∗] for some L∗ ⊆ 〈〈n〉〉.
Proof. Define L∗ = {l ∈ 〈〈n〉〉 | l = e⊺y for some y ∈ S}. For y ∈ S, define O[y] := S[{e⊺y}]. Clearly, y ∈ O[y].
Therefore S = ∪y∈S{y} ⊆ ∪y∈SO[y] = S[L∗]. Further, permutation-invariance implies that O[y] ⊆ S for all y ∈ S.
Hence, S[L∗] = ∪y∈SO[y] ⊆ S.
Lemma 5.1 establishes that, when seeking convex hulls characterizations for permutation-invariant sets in {0, 1}n, it
is sufficient to study
P (y) = {y | y ∈ S[L]},
where ∅ 6= L ⊆ 〈〈n〉〉. This set has been studied extensively in the integer programming literature. For example, the
convex hull of P (y) when L = 2〈〈⌊n2 ⌋〉〉 is given in [19]. When there is no restriction on L, a convex hull description
in the space of original variable is presented in [28, 6]. This description is obtained through an exponential family of
forbidden inequalities, for which we will provide an alternate derivation later in this section.
In practical applications, logical requirements are often imposed between disjoint sets of binary variables xi ∈
{0, 1}mi for i ∈ 〈s〉 and yj ∈ {0, 1}nj for j ∈ 〈t〉. For instance, one may be interested in studying
P⇒(x, y) := {(x, y) | (x ∈ S[K])⇒ (y ∈ S[L])},
where ∅ 6= K ⊆ 〈〈m〉〉 and ∅ 6= L ⊆ 〈〈n〉〉. Such a set is not globally permutation-invariant. Nevertheless, it
is permutation-invariant with respect to variables x, and is permutation-invariant with respect to variables y. When
S[K] and S[L] are up-monotone (i.e., when K = 〈k : m〉 for k ∈ Z+ and when L = 〈l : n〉 for l ∈ Z+) a
polyhedral description of conv(P⇒(x, y)) in the space of variables x and y is obtained in [36]. Down-monotone
variants of the results are easily obtained by complementing the variables. A streamlined derivation of these results
based on disjunctive programming is given in [2]. It is obtained by observing that P⇒(x, y) is the disjunctive union
of {(x, y) | e⊺x ≤ k − 1} and {(x, y) | e⊺y ≥ l}. This interpretation is also conducive to the study of
P⊘⇒⊙(x,y) := {(x,y) | ⊘si=1 (xi ∈ S[Ki])⇒ ⊙tj=1(yj ∈ S[Lj ])},
where ⊘,⊙ are logical operators in {∨,∧}. In particular, [2] obtains an explicit description of conv(P∨⇒∧) for the
case where s = t = 2 and the sets S[Ki] and S[Lj ] are monotone. Also provided is a disjunctive programming
blueprint on how the convex hulls of similar sets can be obtained. The reason that disjunctive programming allows
closed-formed derivations of convex hulls in this case is intimately related to underlying geometric properties of the
disjuncts, which are studied more deeply in [3]; see also [34] for related work.
The derivations that lead to all previously cited results do not make use of the fact that the sets under study exhibit
permutation-invariance properties with respect to subsets of variables. In the remainder of this section, we show that
permutation-invariance allows for a unified derivation of these results and leads to hitherto unknown generalizations.
In addition, it provides polynomially-sized extended ideal formulations for these sets.
Next, we focus on P⊘⇒⊙, as P⇒ is the special case of P⊘⇒⊙ where s = t = 1, and P can be obtained from P⇒
whereK1 = 〈〈m1〉〉 through projection, i.e., P = projy1(P⇒).
To prove the announced results, we will make use of the following description of S[L] ∩ ∆n[0,1] where we define
∆q[0,1] = {y ∈ Rq | 1 ≥ y1 ≥ . . . ≥ yq ≥ 0} for any positive integer q.
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Lemma 5.2. Let S ⊆ {0, 1}n be a permutation-invariant set such that S = S[L] for L = {l1, . . . , lr} with 0 ≤
l1 < l2 < . . . < lr ≤ n. Using the convention that y0 = 1 and yn+1 = 0, the linear function ℓL : Rn 7→ R, where
ℓL(y) =
∑r
i=1(yli − yli+1) is such that
1. ℓL(y) ∈ [0, 1] for y ∈ ∆n[0,1] and ℓL(y) ∈ Z for y ∈ {0, 1}n.
2. S ∩∆n[0,1] = {y ∈ {0, 1}n ∩∆n[0,1] | ℓL(x) = 1}.
Proof. Given y ∈ Rn, we define δ(y) ∈ Rn as δj(y) = yj − yj+1 for j ∈ 〈〈n〉〉. Clearly ℓL(y) =
∑
j∈L δj(y).
We first prove Part 1. Let y ∈ ∆n[0,1]. Then δ(y) ≥ 0. It follows that ℓL(y) =
∑
j∈L δj(y) ≥ 0. Further ℓL(y) =∑
j∈L δj(y) ≤
∑n
j=0 δj(y) = y0 = 1. It follows that ℓL(y) ∈ [0, 1]. The fact that when y ∈ {0, 1}n, ℓL(y) ∈ Z is
clear since in this case δ ∈ Zn+1. We next prove Part 2. Consider y ∈ S ∩∆n[0,1]. Then y0 = y1 = . . . = yli = 1
and yli+1 = . . . = yn = yn+1 = 0. It follows that δli(y) = 1 and δj(y) = 0 for j 6= li. We conclude that ℓL(y) = 1
since ℓL(y) =
∑r
j=1 δlj (y). For the reverse direction, consider y ∈ {0, 1}n ∩ ∆n[0,1] such that ℓL(y) = 1. Since
δj(y) ∈ {0, 1} for all j ∈ 〈〈n〉〉 and ℓL(y) =
∑r
i=1 δli(y) = 1, we must have that δli(y) = 1 for a single i ∈ 〈r〉.
This shows that y ∈ S.
Definition 5.1. Vector ν ∈ Rp is alternating if∑ri=q νi ∈ {−1, 0, 1} whenever 1 ≤ q ≤ r ≤ p.
Components of alternating vectors belong to {−1, 0, 1} (use q = r in the definition.) Further, the first nonzero
component following a 1 in an alternating vector must be −1.
Function ℓL(y) described in Lemma 5.2 is affine and can therefore be represented as ℓL(y) = λL + Λ
⊺
Ly. In this
representation, the vector ΛL ∈ {−1, 0, 1}n is such that
(ΛL)i =
{
1 if i ∈ L and i− 1 /∈ L
−1 if i /∈ L and i− 1 ∈ L
0 otherwise,
for i ∈ 〈n〉. Further λL = 1 if 0 ∈ L and λL = 0 otherwise. We observe that ΛL is alternating.
We next seek linear descriptions of conv(P⊘⇒⊙). As a preliminary step, we define
Q∨⇒∨ =
{
(σ, τ) ∈ Rs+t ∑tj=1 τj ≥ σi, ∀i ∈ 〈s〉 }
Q∨⇒∧ =
{
(σ, τ) ∈ Rs+t τj ≥ σi, ∀i ∈ 〈s〉, ∀j ∈ 〈t〉
}
Q∧⇒∨ =
{
(σ, τ) ∈ Rs+t ∑tj=1 τj ≥∑si=1 (σi − 1) + 1 }
Q∧⇒∧ =
{
(σ, τ) ∈ Rs+t τj ≥
∑s
i=1 (σi − 1) + 1, ∀j ∈ 〈t〉
}
.
Remark 5.1. When (σ, τ) ∈ {0, 1}s+t, it is readily verified that Q∨⇒∨ models the requirement that at least one of
the variables τ is positive when at least one of the variables σ is positive. Similarly, Q∨⇒∧ requires that all variables
τ are positive when at least one of the variables σ is positive, Q∧⇒∨ requires that at least one of the variables τ is
positive when all variables σ is positive, andQ∧⇒∧ requires that all variables τ are positive when all variables σ are
positive.
For ⊘,⊙ ∈ {∨,∧}, we denote the (nonnegative) constraint matrices in the definition of Q⊘⇒⊙ by M⊘⇒⊙, N⊘⇒⊙
and µ⊘⇒⊙, i.e., Q⊘⇒⊙ = {(σ, τ) | −M⊘⇒⊙σ +N⊘⇒⊙τ ≥ −µ⊘⇒⊙}. Next, we use boldface notation∆m[0,1] for
∆m1[0,1] × . . . ×∆ms[0,1] and we use u ∈ ∆m[0,1] to represent ui ∈ ∆mi[0,1] for i ∈ 〈s〉. We also use notation u ≥m x to
represent the relations ui ≥m xi for i ∈ 〈s〉.
Lemma 5.3. For ⊘,⊙ ∈ {∨,∧}, conv(P⊘⇒⊙(u,v) ∩ (∆m[0,1] ×∆n[0,1])) = proj(u,v) Q¯⊘⇒⊙ where
Q¯⊘⇒⊙ :=

 (u,v, σ, τ)
−M⊘⇒⊙σ +N⊘⇒⊙τ ≥ −µ⊘⇒⊙
σi − ΛKiui = λKi , ∀i ∈ 〈s〉
τj − ΛLjvj = λLj , ∀j ∈ 〈t〉
u ∈∆m[0,1], v ∈∆n[0,1]

 .
20
A PREPRINT - OCTOBER 8, 2019
Proof. We first argue that matrix S := [−M⊘⇒⊙, N⊘⇒⊙] is totally unimodular (TU). When (⊘,⊙) = (∨,∧), S is
essentially the transpose of the constraint matrix of the transportation problem and is therefore TU; see [14, 16]. When
(⊘,⊙) = (∧,∨), matrix S contains a single row with entries in {−1, 0, 1}. For the other cases, we use Ghouila-
Houri’s [9] necessary and sufficient characterization. In particular, for any subsetR of the rows of S, we show thatR
can be partitioned into R1 and R2 so that ξ =
∑
i∈R1
Si,. −
∑
i∈R2
Si,. ∈ {−1, 0, 1}s+t. For both the cases where
(⊘,⊙) = (∨,∨) and where (⊘,⊙) = (∧,∧), givenR, it suffices to select anyR1 ⊆ R such that |R1| = ⌊|R|/2⌋.
Next, we argue that the matrix defining Q¯⊘⇒⊙, which contains all other constraints, is also TU. Consider any subset
R of the rows of this matrix. For the rows corresponding to the matrix S, let (R1,R2) be a partition satisfying
Ghouila-Houri’s characterization. Let ξ be the vector obtained by combining these rows accordingly. If constraint
σi − ΛKiui = λKi is in R and the coefficient corresponding σi in ξ is 1 (resp., −1), add this constraint to R2 (resp.,R1). A similar procedure can be applied to τj − ΛLjvj = λLj . This partial partition of the rows of R is such
that ξ ∈ {−1, 0, 1} for all variables σ, τ, ui and vj . Observe that the coefficients within each subvector ui and vj
are alternating (possibly all equal to zero.) We next argue that the constraints of R occurring in ui ∈ ∆mi[0,1] (resp.,
vj ∈ ∆nj[0,1]) can be assigned to R1 or R2 so that all components of ξ corresponding to ui (resp. vj) remain in
{−1, 0, 1} and remain alternating. The claim is clear if the constraint added is 1− ui1 ≥ 0 or uimi ≥ 0. Assume wlog
that constraint uir − uir+1 ≥ 0 is part ofR and denote the corresponding components of ξ as ξr and ξr+1. If ξr = −1
or ξr+1 = 1, then add the constraint to R1. Vector ξ remains alternating since ξr 6= ξr+1. If ξr = 1 or ξr+1 = −1,
then add the constraint to R2. Vector ξ remains alternating since ξr 6= ξr+1. Finally when ξr = 0 and ξr+1 = 0, then
add the constraint toR1 orR2, whichever option keeps ξ alternating.
We are now ready to prove the result. To prove the first inclusion, consider (u,v) ∈ P⊘⇒⊙(u,v)∩(∆m[0,1]×∆n[0,1]).
Define σi := ΛKiu
i + λKi for i ∈ 〈s〉 and τj := ΛLjvj + λLj for j ∈ 〈t〉. Because of Lemma 5.2, σi ∈ {0, 1} and
τj ∈ {0, 1}. Further ui ∈ S[Ki] if and only if σi = 1 while vj ∈ S[Lj ] if and only if τj = 1. It then follows from
Remark 5.1 that (u,v) ∈ Q¯⊘⇒⊙. For the reverse inclusion, consider an extreme point (u,v) of proj(u,v) Q¯⊘⇒⊙.
There exists (σ, τ) ∈ Rs+t such that (u,v, σ, τ) is an extreme point of Q¯⊘⇒⊙. Since the constraint matrix of Q¯⊘⇒⊙
is TU, this vector is integral. Because (u,v) ∈ ∆m[0,1] × ∆n[0,1], its components (u,v) are 0-1. It then follows
from Lemma 5.2 that σi and τj are binary and are indicator variables for u
i ∈ S[Ki] and vj ∈ S[Lj ] respectively.
Remark 5.1 then implies that (u,v) ∈ P⊘⇒⊙(u,v) ∩ (∆m[0,1] ×∆n[0,1]).
Theorem 5.1. For ⊘,⊙ ∈ {∨,∧},
conv(P⊘⇒⊙(x,y)) = proj
(x,y)


(u,v, σ, τ,x,y)
−M⊘⇒⊙σ +N⊘⇒⊙τ ≥ −µ⊘⇒⊙
σi − ΛKiui = λKi , ∀i ∈ 〈s〉
τj − ΛLjvj = λLj , ∀j ∈ 〈t〉
u ∈∆m[0,1], u ≥m x
v ∈∆n[0,1], v ≥m y


.
Variables σ and τ are introduced for convenience in notation and presentation. They can be easily eliminated from the
formulation using equations σi = ΛKiu
i + λKi and τj = ΛLjv
j + λLj . Doing so leads to an extended formulation
of conv(P⊘⇒⊙(x,y)) in R2m+2n. Theorem 5.1 yields polynomial size descriptions for the convex hulls of sets
P (y) studied in [28, 6], P⇒(x, y) when S and T are up-monotone studied in [36, 2], and conv(P∨⇒∧(x,y)) when
s = t = 2 and Si and Tj are up-monotone studied in [2]. We present these results next.
Corollary 5.1. ForK ⊆ 〈〈m〉〉 and L ⊆ 〈〈n〉〉,
conv(P⇒(x, y)) = proj
(x,y)

 (u, v, x, y)
λL + ΛLv ≥ λK + ΛKu
u ∈ ∆m[0,1], u ≥m x
v ∈ ∆n[0,1], v ≥m y

 .
Further, for up-monotone polytopes, inequality λL + ΛLv ≥ λK + ΛKu reduces to vl ≥ uk.
Proof. When s = t = 1, P⇒(x, y) = P⊘⇒⊙(x, y)) for any ⊘,⊙ ∈ {∨,∧}. We have thatM⊘⇒⊙ = [1], N⊘⇒⊙ =
[1] and µ⊘⇒⊙ = 0. Theorem 5.1 directly yields the result. When K and L are up-monotone with k > 0 and l > 0,
respectively, we compute that ΛK = ek, λK = 0, ΛL = el, and λL = 0.
Corollary 5.2. For L ⊆ 〈〈n〉〉, conv(P (y)) = projy Z where
Z :=
{
(v, y)
ΛLv ≥ 1− λL
v ∈ ∆n[0,1], v ≥m y
}
.
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Further, when L = 2〈〈⌊n2 ⌋〉〉, as studied in [19], then ΛLv ≥ 1− λL reduces to
∑n
i=1(−1)ivi ≥ 0.
Proof. WemodelP (y) as projy(P
⇒(x, y)), whereK = 〈〈m〉〉. We have that λK = 1 andΛK = (0, . . . , 0). Defining
Z ′ = {(u, x) |u ∈ ∆n[0,1], u ≥m x}, we write that
conv(P (y)) = conv proj
y
(P⇒(x, y)) = proj
y
conv(P⇒(x, y))
= proj
y
proj
(x,y)
{(u, v, x, y) | (v, y) ∈ Z and (u, x) ∈ Z ′} = proj
y
Z,
where the second equality holds because projection and convex hull operators commute, the third equality holds
because of Corollary 5.1, and the last equality holds because projection over (v, y) simply removes variables (u, x) as
they are decoupled from variables (v, y). The proof of the last statement is then clear as, for the given L, λL = 1 and
ΛL = (−1, 1,−1, 1, . . .).
The above higher-dimensional characterizations also open the way for descriptions of these sets in their original spaces
of variables. Such characterizations can be obtained through projections of the variables u and v in Theorem 5.1 and
Corollaries 5.1 and 5.2.
We next obtain a polyhedral description of conv(P⊘⇒⊙(x,y)) in the space of original variables x and y. To stream-
line the description of the obtained inequalities, we use xi[p] as a shorthand notation formaxS⊆〈mi〉 s.t. |S|=p
∑
k∈S xk
for i ∈ 〈s〉 and p ∈ 〈mi〉. We define yj [p] similarly. The projection cone C associated with the description in
Theorem 5.1, where variables σi and τj have been eliminated is described by the inequalities:∑mi
p=q α
i
p − βiq−1 + βiq − (ΛKi)q
(
M⊘⇒⊙•,i
)⊺
γ = 0, ∀i ∈ 〈s〉, ∀q ∈ 〈mi〉∑nj
p=q α¯
j
p − β¯jq−1 + β¯jq + (ΛLj)q
(
N⊘⇒⊙•,j
)⊺
γ = 0, ∀j ∈ 〈t〉, ∀q ∈ 〈nj〉
αiq ≥ 0, βi0 ≥ 0, βiq ≥ 0, βimi ≥ 0 ∀i ∈ 〈s〉, ∀q ∈ 〈mi − 1〉
α¯jq ≥ 0, β¯j0 ≥ 0, β¯jq ≥ 0, β¯jnj ≥ 0, ∀j ∈ 〈t〉, ∀q ∈ 〈nj − 1〉
γ ≥ 0,
where dual variable αip is associated with constraint
∑p
q=1 u
i
q ≥ xi[p] for p ∈ 〈mi − 1〉, α˙imi is associated with
constraint
∑mi
q=1 u
i
q =
∑mi
q=1 x
i
q , β
i
p is the dual variable associated with constraint u
i
p − uip+1 ≥ 0 for p ∈ 〈mi〉, βi0 is
the dual variable associated with constraint 1 − ui1 ≥ 0, βimi is the dual variable associated with constraint uimi ≥ 0,
and γ are the dual variables on the remaining constraints.
Given a feasible solution to C, we can construct the valid inequality
s∑
i=1
(
mi∑
p=1
αipx
i[p]− βi0
)
+
t∑
j=1
( nj∑
p=1
α¯jpy
j [p]− β¯j0
)
≤ γ⊺(µ⊘⇒⊙ −M⊘⇒⊙λK +N⊘⇒⊙λL). (24)
Further, all facet-defining inequalities for conv(P⊘⇒⊙(x,y)) are of the form (24) for extreme rays of C. Inequality
(24) can be expressed as an exponential collection of linear inequalities. This follows from the fact that xi[mi] is in
fact
∑mi
p=1 x
i
p and that x
i[p] ≥ ∑k∈S xik, for all S ⊆ 〈mi − 1〉 with |S| = p since coefficients αip are nonnegative.
Even though βi and β¯j are present in the description of C, only components βi0 and β¯
j
0 are needed when constructing
(24).
Because γ are the only variables linking (αi, βi0,β
i) and (α¯j , β¯j0, β¯
j) in C and because matricesM⊘⇒⊙ andN⊘⇒⊙
have 0− 1 entries, all extreme rays of C can be obtained from the generators of polyhedra
Cp(ν) =
{
(α, β0,β) ∈ Rp × R+ × Rp+
∑p
i=r αi − βr−1 + βr = νr, ∀r ∈ 〈p〉
αr ≥ 0, ∀r ∈ 〈p− 1〉
}
,
where v is an alternating vector among 0, ΛKi for i ∈ 〈s〉, and−ΛLj for j ∈ 〈t〉, as we will record next. In this result,
we use the well-known fact that, given a polyhedron P and a scalar θ > 0, a vector x is an extreme point of P if and
only if θx is an extreme point of θP .
Proposition 5.1. Assume that
(
(αi, βi0,β
i)i∈〈s〉, (α¯
j , β¯j0 , β¯
j)j∈〈t〉, γ
)
is an extreme ray of C. For i ∈ 〈s〉, define
γˆi =
(
M⊘⇒⊙•,i
)⊺
γ and for j ∈ 〈t〉, define γ˜j =
(
N⊘⇒⊙•,j
)⊺
γ. Then (i) if γˆi > 0, then
1
γˆi
(αi, βi0,β
i) is an extreme
point of Cmi(Λ
Ki), (ii) if γˆi = 0, then (α
i, βi0,β
i) is an extreme ray of Cmi(0), (iii) if γ˜j > 0, then
1
γ˜j
(α¯j , β¯j0, β¯
j)
is an extreme point of Cnj (−ΛLj), (iv) if γ˜j = 0, then (α¯j , β¯j0, β¯j) is an extreme ray of Cnj (0).
22
A PREPRINT - OCTOBER 8, 2019
The following result, whose proof is given in the Appendix, provides an inner description of Cp(ν).
Theorem 5.2. Let ν be a nonzero alternating vector. Assume that (α, β0,β) is an extreme ray of Cp(ν). Then (i)
(α, β0) = (0, 1), (ii) (α, β0) = (ei′ − ep, 0) for i′ ∈ 〈〈p − 1〉〉, or (iii) (α, β0) = (ei, i) for i ∈ 〈p〉. Further, all
such vectors are rays of Cp(ν).
Assume that (α, β0,β) is an extreme point of Cp(ν). Then, α = 0 and β0 = −(minr∈〈p〉 ν〈r〉)− or
α =
1
i′ − i+ 1ei′ +
1
j − j′ + 1ej′ −
1
j − j′ + 1ep (25)
for 0 ≤ i ≤ i′ ≤ j′ ≤ j ≤ p, where i = i′ when i = 0; where j′ = j when j = p; where (νi, νi+1, . . . , νj , νj+1) =
(1, 0, . . . , 0,−1) with β0 = i−1i′−i+1 − ν〈i−1〉 when i ≥ 1; and β0 = 0 when i = 0. Further, all such vectors belong to
Cp(ν).
When ν is the zero vector, Cp(ν) is a pointed cone with a single extreme point satisfying (α, β0) = (0, 0). Extreme
rays of C where γ = 0 correspond to inequalities that could have been obtained from the sets xi ∈ {0, 1}mi (resp.
yj ∈ {0, 1}nj ). We refer to such inequalities as trivial. All other inequalities are said to be nontrivial.
The following result is simple to prove.
Lemma 5.4. Let S ⊆ Rn and Q =
{
x ∈ S | ∑qj=1 λjα⊺j x+ α⊺0x ≤∑qj=1 λjβj + β0, ∀λ ∈ Rq+} where αj ∈ Rn,
βj ∈ R for j ∈ 〈〈q〉〉. Then Q = Q′ := {x ∈ S |α⊺j x ≤ βj , ∀j ∈ 〈〈q〉〉}.
We now provide a description of conv(P⊘⇒⊙) in the space of orginal problem variables (x,y).
Theorem 5.3. Nontrivial facet-defining inequalities for conv(P⊘⇒⊙(x,y)) are of the form
1.
(∑mi
p=1 α
i
px
i[p]− βi0 + λKi
)
+
∑t
j=1
(∑nj
p=1 α¯
j
py
j [p]− β¯j0 − λLj
)
≤ 0, ∀i ∈ 〈s〉 when (⊘,⊙) = (∨,∨)
2.
(∑mi
p=1 α
i
px
i[p]− βi0 + λKi
)
+
(∑nj
p=1 α¯
j
py
j[p]− β¯j0 − λLj
)
≤ 0, ∀i ∈ 〈s〉, ∀j ∈ 〈t〉 when (⊘,⊙) =
(∨,∧)
3.
∑s
i=1
(∑mi
p=1 α
i
px
i[p]− βi0 + λKi
)
+
∑t
j=1
(∑nj
p=1 α¯
j
py
j [p]− β¯j0 − λLj
)
≤ (s−1), when (⊘,⊙) = (∧,∨)
4.
∑s
i=1
(∑mi
p=1 α
i
px
i[p]− βi0 + λKi
)
+
(∑nj
p=1 α¯
j
py
j [p]− β¯j0 − λLj
)
≤ (s − 1), ∀j ∈ 〈t〉 when (⊘,⊙) =
(∧,∧)
where, for i ∈ 〈s〉, (αi, βi0,βi) is an extreme point of Cmi(ΛKi) and for j ∈ 〈t〉, (α¯j , β¯j0 , β¯j) is an extreme point of
Cnj (−ΛLj).
Proof. Define λK = (λK1 , . . . , λKs) and λL = (λL1 , . . . , λLt). Consider any nontrivial facet-defining inequality for
conv(P⊘⇒⊙(x,y)). There exists an extreme ray
(
(αi, βi0,β
i)i∈〈s〉, (α¯
j , β¯j0 , β¯
j)j∈〈t〉, γ
)
of C that produces it using
(24). Since it is nontrivial, γ 6= 0. Proposition 5.1 establishes that (αi, βi0,βi) (resp. (α¯j , β¯j0 , β¯j)) must be either an
extreme point or extreme ray of Cmi(γˆiΛ
Ki) (resp. Cnj (−γ˜jΛLj)), depending on the value of γˆi) (resp. γ˜j), where
the notation used is that of Proposition 5.1. Referring to
(∑mi
p=1 α
i
px
i[p]− βi0
)
as li(xi) and to
(∑nj
p=1 α¯
j
py
j [p]− β¯j0
)
as l¯j(yj), (24) can be written as∑
i∈〈s〉 | γˆi>0
γˆil
i(xi) +
∑
i∈〈s〉 | γˆi=0
li(xi) +
∑
j∈〈t〉 | γ˜j>0
γ˜j l¯
j(yj) +
∑
j∈〈t〉 | γ˜j=0
l¯j(yj) ≤ ρ. (26)
When (⊘,⊙) = (∨,∨), γˆi = γi for i ∈ 〈s〉, γ˜j =
∑
i∈〈s〉 γi for j ∈ 〈s〉, and ρ = −
∑
i∈〈s〉 γiλKi+(
∑
i∈〈s〉 γi)e
⊺λL.
Define I = {i ∈ 〈s〉 | γi > 0}. Since γ 6= 0, I 6= ∅ and γ˜j > 0. We conclude that (αi, βi0,βi) is an extreme point
(resp. extreme ray) of Cmi(−ΛKi) for i ∈ I (resp. i /∈ I) and (α¯j , β¯j0, β¯j) is an extreme point of Cnj (−ΛLj) for
j ∈ 〈t〉. Inequality (26) reduces to ∑i∈I γili(xi) +∑i/∈I li(xi) +∑j∈〈t〉 (∑i∈I γi) l¯j(yj) ≤ −∑i∈I γiλKi +
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(
∑
i∈I λi)e
⊺λL. Lemma 5.4 then implies that only inequalities l
i(xi) +
∑
j∈〈t〉 l¯
j(yj) ≤ −λKi + e⊺λL for i ∈ I
and li(xi) ≤ 0 for i /∈ I are needed. Further, Theorem 5.2 implies that inequalities li(xi) ≤ 0 for i /∈ I are of the
form −1 ≤ 0, xi[j′] ≤ xi[mi] for j′ ∈ 〈〈mi − 1〉〉, and xi[j] ≤ j for j ∈ 〈mi〉, and are therefore implied by trivial
inequalities. We obtain 1. The remaining cases are similar, so we provide less detail.
When (⊘,⊙) = (∨,∧), γˆi =
∑
j∈〈t〉 γij , γ˜j =
∑
i∈〈s〉 γij , and ρ = −
∑
i∈〈s〉 λKi γˆi +
∑
j∈〈t〉 λLj γ¯j . Lemma 5.4
implies that only inequalities li[xi] + l¯j [yj ] ≤ −λKi + λLj for all (i, j) such that γij > 0, li[xi] ≤ 0 for all i such
that γˆi = 0, l¯
j[yj ] ≤ 0 for all j such that γ˜j = 0 are needed. As above, the inequalities where γˆi = 0 and γ˜j = 0 are
implied by trivial inequalities We obtain 2.
When (⊘,⊙) = (∧,∨), γˆi = γ˜j = γ and ρ = γ(s − 1 − e⊺λK + e⊺λL). Lemma 5.4 implies that only inequality∑
i∈〈s〉 l
i[xi] +
∑
j∈〈t〉 l¯
j[yj ] ≤ s− 1− e⊺λK + e⊺λL is needed. We obtain 3.
When (⊘,⊙) = (∧,∧), γˆi =
∑
j∈〈t〉 γj , γ˜j = γj , and ρ = (s − 1) − (
∑
j∈〈t〉 γj)e
⊺λK +
∑
j∈〈t〉 γjλLj . Define
J = {j ∈ 〈t〉 | γj > 0}. Lemma 5.4 implies that
∑
i∈〈s〉 l
i[xi] + l¯j [yj ] ≤ (s − 1) − e⊺λK + λLj for j ∈ J and
l¯j[yj ] ≤ 0 for j /∈ J are needed. As above, inequalities l¯j[yj ] ≤ 0 are implied by trivial inequalities. We obtain 4.
Remark 5.2.
1. Consider w = −ΛL where L = {l1, . . . , ls} ⊆ 〈〈n〉〉. Define l0 = −1 and ls+1 = n + 1. Then
(wi, wi+1, . . . , wj , wj+1) = (1, 0, . . . , 0,−1) if and only (i, j) = (lp + 1, lp+1 − 1) for p ∈ 〈〈s〉〉 and
lp + 2 ≤ lp+1.
2. Consider ν = ΛK where K = {k1, . . . , kt} ⊆ 〈〈m〉〉. Define K¯ = {k¯1, . . . , k¯t¯} where t¯ = m + 1 − t.
Define k¯0 = −1 and k¯t¯+1 = m + 1. Then, (νi, νi+1, . . . , νj , νj+1) = (1, 0, . . . , 0,−1) if and only if
(i, j) = (k¯p + 1, k¯p+1 − 1) for p ∈ 〈〈t¯〉〉 and k¯p + 2 ≤ k¯p+1.
We remarked previously that P⊘⇒⊙(x,y) generalizes various constraint sets studied in the literature. Theorem 5.3
gives an explicit description of conv(P⊘⇒⊙(x,y)), and therefore, we can specialize this result to obtain various
results from the literature in a mechanical fashion by expanding the inequalities in Theorem 5.3 using the descriptions
of extreme points for Cmi(Λ
Ki), extreme rays of Cmi(0), extreme points of Cnj (−ΛLj), and extreme rays of Cnj (0)
provided explicitly in Theorem 5.2. We provide several such examples next. First, we give a description of conv(P (y))
in the space of original variables. When L is the set of even integers between 0 and n, this result was obtained in [19].
More generally, conv(P (y)) is described in [6, 28]. Our derivation of this result is different, however, as it uses the
permutation-invariance structure of the set.
Corollary 5.3. For L = {l1, . . . , ls} ⊆ 〈〈n〉〉, conv(P (y)) = R where
R :=

y ∈ [0, 1]n
∣∣∣∣∣∣
l1 ≤ e⊺y ≤ ls
(lp+1 − |S|)e⊺Sy − (|S| − lp)e⊺N\Sy ≤ lp(lp+1 − |S|),
∀p ∈ 〈s− 1〉, ∀S ⊆ 〈n〉 with lp < |S| < lp+1

 .
Proof. We model P (y) as projy P
⊘⇒⊙(x,y) where s = t = 1, m = 1, and K = {0, 1}. Then ΛK = 0 and
λK = 1. Trivial inequalities are x ∈ [0, 1] and y ∈ [0, 1]n. Lemma 5.3 shows that all nontrivial inequalities of
conv(P⊘⇒⊙(x,y)) are of the form (α1x1 − β0 + λK) +
(∑
p∈〈n〉 α¯
⊺
py[p]− β¯0 − λL
)
≤ 0 where (α1, β0) is an
extreme point of C1(0) and where (α¯, β¯0) is an extreme point of Cn(−ΛL). The only possible choice for (α1, β0) is
(0, 0). By Remark 5.2, extreme points are of the form (25) where i− 1 = lp and j + 1 = lp+1 for p ∈ 〈〈s〉〉.
When p = 0, β0 = 0 and we obtain
1
l1−j′
(y[j′] − y[n]) ≤ −1 for 0 ≤ j′ < l1. These inequalities simplify to
y[n] ≥ y[j′] − j′ + l1. Since y[j′] − j′ ≤ 0 is implied by the trivial inequalities, only inequality y[n] ≥ l1 (where
j′ = 0) is required. When p = s, β¯0 =
ls
n−ls
− ν〈ls〉 and we obtain 1i′−ls y[i′] − ( lsi′−ls − ν〈ls〉) ≤ −1 + λL for
ls < i
′ ≤ n. As ν〈ls〉 = −1 + λL, these inequalities simplify to y[i′] ≤ ls for ls < i′ ≤ n. Since y ≥ 0 is among the
trivial inequalities, only y[n] ≤ ls is required. When p ∈ 〈s− 1〉, we obtain
1
i′ − lp y[i
′]− 1
lp+1 − j′ (y[n]− y[j
′])− ( lp
i′ − lp − ν〈lp〉) ≤ −1 + λL (27)
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for lp < i
′ ≤ j′ < lp+1. Since ν〈lp〉 = −1 + λL, multiplying (27) throughout by (i′ − lp)(lp+1 − j′) yields the
(i′, j′)-inequality (lp+1 − j′)y[i′]− (i′ − lp)(y[n]− y[j′]) ≤ lp(lp+1 − j′). When ι = i′ = j′ (and so lp < ι ≤ lp+1),
this inequality is
(lp+1 − lp)y[ι]− (ι− lp)y[n] ≤ lp(lp+1 − ι). (28)
When i′ < j′, a conic combination of (28) for ι = i′ and (28) for ι = j′ with weights
lp+1−j
′
lp+1−lt
and
i′−lp
lp+1−lp
, respectively,
yields the (i′, j′)-inequality, showing that it is not necessary. Linearizing (28) by replacing y[ι] with
∑
i∈S yi, for each
S such that |S| = ι yields the result.
We next focus on the requirement that imposes that, if at least k among the variables x are positive, then at least
l among the variables y are also positive. Textbook formulations of this constraint introduce a binary variable z to
indicate whether the number of x variables with true assignment has reached level k. The implication can then be
replaced with the following linear constraints (k − 1) + (m − k + 1)z ≥ e⊺x and e⊺y ≥ lz. We next describe the
convex hull of this requirement. This result can be found in [36] and [2].
Corollary 5.4. ForK = 〈k : m〉where k ∈ 〈m〉 and forL = 〈l : n〉where l ∈ 〈n〉, it holds that conv(P⇒(x, y)) = R
where
R :=
{
(x, y) ∈ [0, 1]m+n
∣∣∣∣ 1|S|−k+1e⊺S x¯+ 1l−|T |e⊺N\T y ≥ 1∀S ⊆M with |S| ≥ k, ∀T ⊆ N with |T | ≤ l − 1
}
.
Proof. Proof We model P⇒(x, y)) as projy P
⊘⇒⊙(x,y) where s = t = 1, Given the assumptions on K and L, we
have that ΛK = ek, λK = 0, ΛL = el, and λL = 0. Trivial inequalities are x ∈ [0, 1]m and y ∈ [0, 1]n.
Nontrivial inequalities of conv(P⊘⇒⊙(x,y)) are of the form
(∑
p∈〈m〉 α
⊺
px[p]− β0 + λK
)
+(∑
p∈〈n〉 α¯
⊺
py[p]− β¯0 − λL
)
≤ 0 where (α, β0) belongs to Cm(ΛK) and where (α¯, β¯0) belongs to Cn(−ΛL); see
Lemma 5.3
It follows from Theorem 5.2 that α = 1i′−k+1ei′ for k ≤ i′ ≤ m with β0 = k−1i′−k+1 − ν〈k−1〉 = k−1i′−k+1 and that
α¯ = 1l−j′ (ej′ − en) for 0 ≤ j′ ≤ l − 1 with β¯0 = 0. We obtain
1
i′ − k + 1x[i
′]− ( k − 1
i′ − k + 1 − ν〈k−1〉) +
1
l − j′ (y[j
′]− y[n]) ≤ −λK + λL
As ν〈k−1〉 = 0, we obtain after representing x[i
′] and y[j′] through collections of linear terms that
1
|S| − k + 1e
⊺
S(x− 1) +
i′ − k + 1
i′ − k + 1 +
1
l − |T |(e
⊺
T y − e⊺y) ≤ 0
for S ⊆M with k ≤ |S| ≤ m and for T ⊆ N with 0 ≤ |T | ≤ l − 1.
6 Set of rank-one matrices associated with permutation-invariant sets
For a positive integer n and a given set S ∈ Rn, define MS := {(x,X) ∈ Rn ×Mn | X = xx⊺, x ∈ S}. For each
element (x,X) ∈ MS , it is clear that rank(X) = 1. StudyingMS is particularly important when constructing valid
inequalities for semidefinite relaxations of non-convex optimization problems. In this section, we study the case where
the base set S is permutation-invariant.
As a motivating example, consider sparse PCA, which, for a given covariance matrix Σ, finds a sparse vector with
maximum variance x⊺Σx. A semidefinite relaxation of sparse PCA therefore aims to approximate
M := {(x,X) ∈ Rn ×Mn | X = xx⊺, ‖x‖ ≤ 1, card(x) ≤ K} (29)
for a positive integerK ∈ {1, . . . , n−1}. The setM can be seen asMS by choosing S to be the permutation-invariant
set S = {x ∈ Rn | ‖x‖ ≤ 1, card(x) ≤ K}. The separation problem associated withM is known to be NP-hard [35].
Hence semidefinite relaxations have been considered that relax the non-convex constraint X = xx⊺ with X  xx⊺,
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which is equivalent to the convex constraint
[
X x
x⊺ 1
]
 0. Linear valid inequalities in (x,X) are then developed by
exploiting the property that X = xx⊺. For example, the authors of [7] introduce the valid inequality 1⊺X1 ≤ K for
(29), which is implied by valid inequality
∑n
i=1 xi ≤
√
K and the conditionX = xx⊺.
We next show that additional valid inequalities can be constructed in a higher dimensional space by using the
permutation-invariance of the base set S. To this end, we prove the following result.
Proposition 6.1. Suppose S ⊆ Rn is a permutation-invariant set. Let
N =
{
(x, u,X,U) ∈ Rn × Rn ×Mn ×Mn
∣∣∣∣∣
X = xx⊺, U = uu⊺,
x = Pu for some P ∈ Pn
u ∈ S ∩∆
}
.
Then,MS = proj(x,X)N .
Proof. To prove MS ⊆ projx,XN , consider (x,X) ∈ MS . Let P ∈ Pn be such that u := P−1x ∈ ∆ and let
U = uu⊺. Then, (x, u,X,U) ∈ N . To proveMS ⊇ projx,XN , consider (x, u,X,U) ∈ N and let P ∈ Pn be such
that x = Pu. By permutation-invariance of S, x ∈ S, showing (x,X) ∈MS .
Now we develop linear inequalities implied by the conditions in N . For any (x, u,X,U) ∈ N , observe that X =
xx⊺ = (Pu)(Pu)⊺ = PUP ⊺ for a permutation matrix P . Therefore, we consider any linear inequalities implied by
the facts that x is a permutation of u, and X is obtained by permuting some columns and rows of U symmetrically.
Perhaps, the most straightforward such inequalities are
1
⊺u = 1⊺x
trace(X) = trace(U),
1
⊺X1 = 1⊺U1,
(30a)
(30b)
(30c)
More generally, consider any function φ : Rn ×Mn → R such that φ(x, xx⊺) is permutation-invariant with respect
to x. Then, we can impose the equality φ(x,X) = φ(u, U) if φ is linear in (x,X). In fact, if φ is linear in (x,X)
then we argue that this identity is implied by (30). To see this, observe that φ(x, xx⊺) is a quadratic function in x. Let
ψ(x) = φ(x, xx⊺) = x⊺Cx+ d⊺x+ e for C ∈ Sn, d ∈ Rn, and e ∈ R. By permutation-invariance of ψ, the function
ψ(x) − ψ(Px) is the zero function in x for every P ∈ Pn. Observe that
ψ(x)− ψ(Px) = x⊺(C − P ⊺CP )x+ (d− P ⊺d)⊺x ≡ 0.
Therefore, d = P ⊺d and C = P ⊺CP . For i 6= j ∈ {1, . . . , n}, consider the permutation matrix P such that
(Px)i = xj , (Px)j = xi, and (Px)k = xk for all k 6= i, j. Then, di = dj , Cii = Cjj , and Cij = Cji. Since the
choices for i and j are arbitrary, it holds that d = ρ1 for some ρ ∈ Rn, the diagonal entries of C are identical, and C is
symmetric. We next claim that all off-diagonal entries of C are identical. We assume n ≥ 3 since it is clear otherwise.
For any q ∈ {1, . . . , n} \ {i, j}, [C − P ⊺CP ]iq = Ciq − Cjq . That is, all entries of qth column of C except for Cqq
are equal. By symmetry of C, all entries of qth row of C except for Cqq are equal. Since q is arbitrary, all off-diagonal
entries of C are identical because for any i < j and p < q with q < j, Cij = Cpj = Cpq . Therefore,
ψ(x) = x⊺(c1 diag(1) + c21n×n)x + (ρ1)
⊺x+ e
= c1 trace(xx
⊺) + c21
⊺(xx⊺)1+ ρ(1⊺x) + e.
Now, the desired equality φ(x,X) = φ(u, U) is
c1 trace(X) + c21
⊺X1+ ρ(1⊺x) = c1 trace(U) + c21
⊺U1+ ρ(1⊺u),
which is implied by equalities in (30).
Another type of constraints can be obtained when S ⊆ Rn+. That is, u ∈ S is chosen to be nonnegative and in
descending order. Then, entries in each row of uu⊺ are also in descending order, yielding the inequalities.
Ui,j ≥ Ui,j+1, 1 ≤ i ≤ n, 1 ≤ j < n− 1. (31)
Similar arguments can be made for column entries. These inequalities, however, are redundant because of the symme-
try of U .
We next introduce a general framework that constructs tighter linear relaxations by exploring the conceptual relation-
ship that x is a permutation of u. This allows to model or relax identities of the form φ(x, xx⊺) = φ(u, uu⊺) where
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φ is a certain real-valued nonlinear permutation-invariant function. To this end, for fixed integers p, q ∈ {1, . . . , n},
r ∈ {1, . . . ,min{pn, qn}}, andW ∈ Mn, consider the optimization problem
max
∑n
i=1
∑n
j=1Wijtij
s.t.
∑n
j=1 tij ≤ q, i ∈ {1, . . . , n}∑n
i=1 tij ≤ p, j ∈ {1, . . . , n}∑n
i=1
∑n
j=1 tij ≤ r
0 ≤ tij ≤ 1, i, j ∈ {1, . . . , n}.
(32a)
(32b)
(32c)
(32d)
Its dual is
min q
n∑
i=1
αi + p
n∑
j=1
βj + rγ +
n∑
i=1
n∑
j=1
δij
s.t. αi + βj + γ + δij =Wij + θij i, j ∈ {1, . . . , n}
αi ≥ 0, βj ≥ 0, γ ≥ 0, δij ≥ 0, θij ≥ 0 i, j ∈ {1, . . . , n},
(33a)
(33b)
where dual variables α, β, γ, and δ correspond to primal constraints (32a), (32b), (32c), and the upper-bound con-
straints of (32d), respectively. We denote these optimization problems by max{fW (t) | t ∈ Φ} and min{g(z) |
z ∈ Ω(W )}. Strong duality holds since both (32) and (33) are feasible. We denote h(W ) := max{fW (t) | t ∈
Φ} = min{g(z) | z ∈ Ω(W )}. Observe that h(ww⊺), as a function of w is permutation-invariant with respect to w.
Therefore, if (x, u,X,U) ∈ N , it holds that h(U) = h(X). Since the linearity of the identity is not guaranteed, we
construct linear inequalities in (x, u,X,U) by taking the identity and the conditions in the set description of N into
account. In the following discussion, we assume that (x, u,X,U) ∈ N .
We first consider the case where a closed-form description of the optimal value h(ww⊺) is known, h(U) is linear in
U , and h(X) is not linear inX . Since h(X) and fX(t) are both nonlinear in (X,W ) and (t,W ), respectively, we use
the dual objective formulation to reformulate the identity h(U) = h(X) because the dual objective function and the
constraints are linear in (z,W ). We obtain a reformulation by replacing h(X) with g(z) and adding the conditions in
the feasible set Ω(X) into the formulation.
We next consider the case where either a closed-form of h(ww⊺) is unknown or h(U) is nonlinear in U . Then,
we construct the relaxation by replacing both h(U) and h(X) with linear functions g(zU ) and g(zX) with distinct
variables zU = (αU , βU , γU , δU , θU ) and zX = (αX , βX , γX , δX , θX) and add the conditions in Ω(U) and Ω(X).
Then, we tighten the relaxation by exploring the permutation relationship between u and x and the rank-one conditions.
Assume that x = Pu and that zU = (αU , βU , γU , δU , θU ) is an optimal solution to the dual with W = uu⊺.
Then, (PαU , PβU , γU , P δUP ⊺, P θUP ⊺) is an optimal solution to the dual with W = xx⊺. Therefore, we can
tighten the relaxation by considering conditions αX = PαU , βX = PβX , γU = γX , and δX = PδUP ⊺ for some
P ∈ Pn. For example, we can add the baseline linear conditions 1⊺αU = 1⊺αX , 1⊺βU = 1⊺βX , γU = γX ,
trace(δU ) = trace(δX), trace(θU ) = trace(θX), 1⊺δU1 = 1⊺δX1, and 1⊺θU1 = 1⊺θX1. If αU ∈ ∆ (resp.
βU ∈ ∆) then we can add the linear reformulation for αU ≥m αX (resp. βU ≥m βX ). Furthermore, we can take
advantage of a “good” feasible solution of the dual. Let zU0 = (α
U
0 , β
U
0 , γ
U
0 , δ
U
0 ) be a feasible solution to the dual
withW = uu⊺. Then, we can replace the left-hand side with g(zU0 ) and the equality with the inequality ≥. We may
add inequalities that capture the permutation relationships. Obviously, we can add γU0 = γ
X . In addition, we can
impose the linear reformulations of αU0 ≥m αX and βU0 ≥m βX because αU0 and βU0 are constants. In addition,
any linear inequalities implied by the relationship δU0 = P
⊺δXP for some P ∈ Pn, such as trace(δU0 ) = trace(δX)
and 1⊺δU0 1 = 1
⊺δX1, can be considered. Similar relations can also be introduced for θ. More generally, arbitrary
linear functions that are permutation-invariant in α, β, γ, δ, and θ can be considered instead of the specific one in the
objective of the dual.
We next present some special but important cases where the closed-form of h(W ) is known.
Lemma 6.1. WhenW = ww⊺ for w ≥ 0 and p = q = 1, the optimal value of (32) is∑ri=1 w2[i].
Proof. Without loss of generality, we assume that w ∈ ∆ and prove that the optimal value is∑ri=1 w2i . Define t′ as
t′ij = 1 if i = j ≤ r and 0 otherwise. Then, t′ is feasible for the primal. Its objective value is
∑r
i=1 w
2
i . We next
define z′ := (α′, β′, γ′, δ′) ∈ Rn × Rn × R ×Mn as α′i = β′i = max
{
w2i−w
2
r
2 , 0
}
for i = 1, . . . , n, γ′ = w2r , and
δ′ij = 0 for i, j ∈ {1, . . . , n} and prove that z′ is feasible for the dual. Nonnegativity of z′ is clear. We next show that
z′ satisfies (33a). First, suppose i ≤ r and j ≤ r. Then, α′i+β′j + γ′+ δ′ij = w
2
i+w
2
j
2 ≥ wiwj . Next, consider the case
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where i ≤ r and j > r. Then, α′i + β′j + γ′ + δ′ij = w
2
i+w
2
r
2 ≥ wiwr ≥ wiwj where the last inequality holds because
w ∈ ∆. The case where i > r and j ≤ r is symmetrical, and the case where i > r and j > r is clear. Since t′ and
z′ satisfy complementarity-slackness conditions, they are optimal solutions to the primal and the dual, respectively.
Their common objective value is
∑r
i=1 w
2
i .
By Lemma 6.1, when p = q = 1, h(W ) is the sum of r largest diagonal entries ofW . While h(W ) is nonlinear, h(U)
is linear because it is the sum of the first r diagonal entries. On the other hand, the inequalities h(U) ≥ h(X) for
r ∈ {1, . . . , n− 1} are equivalent to the inequality parts of the majorization diag(U) ≥m diag(X). The equality part
of the majorization is equivalent to the existing constraint (30b). Therefore, diag(U) ≥m diag(X) is a special case of
the aforementioned modeling technique.
Lemma 6.2. WhenW = ww⊺ for w ≥ 0 and r = pq, the optimal value of (32) is∑pi=1∑qj=1 w[i]w[j].
Proof. Without loss of generality, we assume that w ∈ ∆+. First, define t′ as t′ij = 1 if i ≤ p and j ≤ q and
0 otherwise. It is clear that t′ is feasible and that its objective function value is (
∑p
i=1 wi)(
∑q
j=1 wj). Next, we
consider its dual (33) and define z′ := (α′, β′, γ′, δ′) ∈ Rn × Rn × R×Mn as follows:
α′i = max{(wi − wp)wq , 0}, i = 1, . . . , n
β′j = max{wp(wj − wq), 0}, j = 1, . . . , n
γ′ = wpwq
δ′ij =
{
(wi − wp)(wj − wq) if i ≤ p and j ≤ q
0 otherwise.
We first show that z′ is feasible for the dual. Nonnegativity of the variables is clear from their definition. To prove that
they satisfy (33a), we first consider the case where i ≤ p and j ≤ q. Then, we compute that α′i+β′j+γ′+δ′ij = wiwj ,
showing the result. Next, consider the case where i > p or j > q. Without loss of generality, we assume that i > p.
When j > q, it holds that α′i + β
′
j + γ
′ + δ′ij = γ
′ = wpwq ≥ wiwj where the inequality holds because i > p, j > q,
and w ∈ ∆. When j ≤ q, it holds that α′i + β′j + γ′ + δ′ij = β′j + γ′ = wpwj ≥ wiwj where the inequality holds
because i > p and w ∈ ∆. Since t′ and z′ satisfy complementarity-slackness conditions, they are optimal solutions to
the primal and dual, respectively. Their common objective value is
∑p
i=1
∑q
j=1 wiwj .
While h(W ) is nonlinear because the order of w is unknown, h(U) is linear because it is the sum of the entries of
the p-by-q upper-left submatrix of U . In particular, for q = n and p ∈ {1, . . . , n}, the inequalities h(U) ≥ h(X) are
equivalent to the inequality parts of RU ≥m RX where RU and RX are the vectors of the row sums of U and X ,
respectively. The equality part of the majorization is equivalent to (30c). Therefore, RU ≥m RX is a special case of
the aforementioned modeling technique.
In the remainder of the section, we introduce strengthened semidefinite programming relaxations for sparse PCA.
6.1 An SDP relaxation for sparse PCA
Principal Component Analysis (PCA) is a well-known dimension reduction technique in statistical analysis. A prin-
cipal component is a linear combination of independent variables. It also typically stands for the coefficient vector of
the linear combination. The first principal component is a unit principal component for which variance is maximized;
it is the eigenvector corresponding to the largest eigenvalue of the covariance matrix. Even though the first principal
component explains the most variance of the data, it is often hard to interpret because most of its coefficients are
nonzero. Sparse PCA is a variant of the approach introduced to resolve this issue by finding linear combinations with
few explanatory variables.
Formally, let Σ ∈ Sn be the covariance matrix of the data set. The following optimization problem, where x ∈ Rn
is the coefficient vector of the principal component, finds a unit sparse vector with at most K nonzero entries that
explains most the variance of the data:
max x⊺Σx
s.t. ‖x‖ ≤ 1,
card(x) ≤ K,
(Sparse PCA)
whereK is a positive integer satisfying 1 < K < n.
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We studied the feasible set of sparse PCA in Section 3 where we denoted it asNK‖·‖ assuming ‖ · ‖ is the ℓ2-norm. The
feasible region of sparse PCA is non-convex because of the sparsity constraint. We established in Section 3 that
conv(NK‖·‖) =

x
∣∣∣∣∣∣∣
‖u‖ ≤ 1,
u1 ≥ · · · ≥ uK ≥ 0,
uK+1 = · · · = un = 0,
u ≥m |x|

 . (34)
Because sparse PCA maximizes a convex function, we can replace the feasible set with its convex hull, thereby obtain-
ing a new problem formulation. This formulation, however, remains difficult to solve as it is a convex maximization
problem. Next, we introduce new positive semidefinite relaxations for sparse PCA. The most commonly used (and, to
the best of our knowledge, only) SDP relaxation for sparse PCA was introduced in [7] as follows
max trace(ΣX)
s.t. trace(X) ≤ 1,
1
⊺|X |1 ≤ K,
X  0.
(35)
We next present a strengthened SDP relaxation based on the convex hull description (34). First, we introduce the
matrix variableX to model the relationshipX = xx⊺. Then, we introduce variables y and Y to represent |x| and |X |,
respectively. Further, we add the auxiliary variables v, w, V , andW to model the absolute values. The variables and
the constraints are as follows: {
x = v − w, y = v + w
v,w ∈ Rn+, x, y ∈ Rn (36)
and {
X = V −W, Y = V +W
V,W ∈ Mn+, X, Y ∈ Sn, (37)
whereMn+ is the set of n-by-n (component-wise) nonnegative matrices and Sn is the set of n-by-n symmetric matri-
ces. Next, we introduce the vector u majorizing y(= |x|) and the matrix U to model uu⊺. The constraint u ∈ ∆+ and
the constraint (31) in the cardinality setting can be written as

u1 ≥ · · · ≥ uK
ui = 0, i ≥ K + 1
Ui,1 ≥ · · · ≥ Ui,K , i = 1, . . . ,K
Ui,j = 0, i ≥ K + 1 or j ≥ K + 1
u ∈ Rn+, U ∈ Sn+,
(38)
where Sn+ is the set of n-by-n (entry-wise) nonnegative symmetric matrices. In the following construction, we use the
relationship between Y and U that Y = PUP ⊺ for some P ∈ Pn. (That is, the entries of Y and U equal up to row
permutations and the corresponding column permutations.) We impose the constraints (30) as follows:{
trace(U) ≤ 1
1
⊺U1 = 1⊺Y 1
(39a)
(39b)
The nonconvex relationshipsX = xx⊺, Y = yy⊺, and U = uu⊺ can be relaxed using Schur complements as[
X x
x⊺ 1
]
 0,
[
Y y
y⊺ 1
]
 0,
[
U u
u⊺ 1
]
 0. (40)
By constraintX  xx⊺, it holds thatX  0; hence, diag(X) ≥ 0. Therefore, the constraint trace(U) = trace(Y ) can
be replaced with
trace(U) = trace(X). (41)
We next present modeling details for the majorization constraints using the arguments presented earlier. First, the
majorization relationship u ≥m y is represented as

∑j
i=1 ui ≥ jrj +
∑n
j=1 tij , j = 1, . . . , n− 1
yi ≤ tij + rj , i = 1, . . . , n, j = 1, . . . , n− 1
r ∈ Rn−1, t ∈ Rn×(n−1)+ .
(42)
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Even though the modeling techniques using (32) and (33) can potentially derive several inequalities, we only present
certain representative inequalities in the proposed SDP relaxation for the sake of exposition. First, the row sum
majorizationRU ≥m RY and the diagonal majorization diag(U) ≥m diag(Y ) are represented as

RUi =
∑n
j=1 Uij , R
Y
i =
∑n
j=1 Yij i = 1, . . . , n∑j
i=1R
U
i ≥ jrRj +
∑n
j=1 t
R
ij , j = 1, . . . , n− 1
RYi ≤ tRij + rRj , i = 1, . . . , n, j = 1, . . . , n− 1
rR ∈ Rn−1, tR ∈ Rn×(n−1)+ , RU , RY ∈ Rn
(43)
and 

∑j
i=1 Uii ≥ jrDj +
∑n
j=1 t
D
ij , j = 1, . . . , n− 1
Xii ≤ tDij + rDj , i = 1, . . . , n, j = 1, . . . , n− 1
rD ∈ Rn−1, tD ∈
Re
n×(n−1)
+ ,
(44)
respectively. Lastly, we represent the relationships 1⊺(Upq)1 = 1⊺(Y pq)1 for p ∈ {1, . . . , n} and q ∈ {1, . . . , n} as
we discussed in Lemma 6.2. In fact, the underlying cardinality constraint implies stronger relationships, which are yet
nonlinear, as 

1
⊺(Upq)1 = 1⊺(Y pq)1 p ∈ {1, . . . ,K − 1}, q ∈ {p, . . . ,K − 1}
1
⊺(UKq)1 = 1⊺(Y nq)1, q ∈ {1, . . . ,K − 1}
1
⊺(UKK)1 = 1⊺(Y nn)1
(45)
The index q is chosen to be q ≥ p because of the symmetry of U and Y . The last equality is redundant because of (38)
and (39b). The constraints corresponding to these relationships can be relaxed using the dual formulation (33) as

p∑
i=1
q∑
j=1
Uij = q¯
n∑
i=1
αpqi + p¯
q∑
j=1
βpqj + p¯q¯γ
pq +
n∑
i=1
n∑
j=1
δpqij ,
p ∈ {1, . . . ,K}, q ∈ {p, . . . ,K}
αpqi + β
pq
j + γ
pq + δpqij ≥ Yij , p ∈ {1, . . . ,K}, q ∈ {p, . . . ,K}, i, j ∈ {1, . . . , n}
α ∈ R
K(K−1)
2 ×n
+ , β ∈ R
K(K−1)
2 ×n
+ , γ ∈ R
K(K−1)
2
+ , δ ∈ R
K(K−1)
2 ×n×n
+
(46)
where p¯ =
{
p if p ≤ K − 1
n if p = K
and q¯ =
{
q if q ≤ K − 1
n if q = K
.
The proposed SDP relaxation is
max trace(ΣX)
s.t. (36)− (44), (46). (47)
Theorem 6.1. All constraints in (35) are implied by constraints in (47).
Proof. First, trace(X) = trace(U) ≤ 1 where the equality and the inequality directly follow from (41) and (39a),
respectively. We next show that 1⊺|X |1 ≤ K is implied. Let UK be the upper-left K-by-K submatrix of U and
let 1K be the K-dimensional vector of ones. Define f : R
K → R as f(x) := x⊺UK,Kx. Since U  0, we have
UK,K  0, showing that f is convex. Furthermore, f(αx) = α2f(x) for any scalar α. Therefore,
1
⊺U1 = 1⊺KUK,K1K = f(1K) = f
(∑K
i=1 ei
)
= f
(
K
∑K
i=1
1
K ei
)
= K2f
(∑K
i=1
1
K ei
)
≤ K2 1K
∑K
i=1 f(ei) = K trace(U) ≤ K,
where the inequality follows from the convexity of f . Therefore,
1
⊺|X |1 = 1⊺|V −W |1 ≤ 1⊺(V +W )1 = 1⊺Y 1 = 1⊺U1 ≤ K, (48)
where the first two equalities and the first inequality follow from (37), the third equality from (39b), and the last
inequality from (48). The positive semidefiniteness of X follows from the first Schur complement condition in (40).
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Remark 6.1. We present another relaxation of (45) which improves computational efficiency compared to (46), albeit
this approach provides a weaker bound. First, we introduce variables (SR)iq to define the sum of q-largest components
of ith row of Y as follows:

(SR)iq ≥ qrbqi +
n∑
j=1
tbqij i = 1, . . . , n, q = 1, . . . ,K
Yij ≤ tbqij + rbqi i = 1, . . . , n, j = 1, . . . , n, q = 1, . . . ,K
tb ≥ 0
tb ∈ RK × Rn × Rn, rb ∈ RK × Rn.
Then, the first condition of (45) can be represented as

p∑
i=1
q∑
j=1
Uij ≥ prBpq +
n∑
i=1
tBpqi p = 1, . . . ,K, q = 1, . . . ,K
(SR)iq ≤ tBpqi + rBpq p = 1, . . . ,K, q = 1, . . . ,K, i = 1, . . . , n
tB ≥ 0
tB ∈ RK × RK × Rn, rB ∈ RK × RK
because 1⊺(Y pq)1 equals the sum of p largest (SR)iq, i = 1, . . . , n. Last, the second condition of (45) can be
modeled as
K∑
i=1
q∑
j=1
Uij ≥
n∑
i=1
(SR)iq, q = 1, . . . ,K.
6.2 Computational experiments for sparse PCA
We next report our computational results on sparse PCA. We denote the optimal value of sparse PCA by z∗ and that
of the SDP relaxation (35) by z∗D. We refer to the relaxation obtained by dropping constraints (44) and (46) from (47)
as row-sum relaxation and we denote its optimal value by z∗rowsum. We refer to the relaxation obtained by dropping
constraints (43) and (46) from (47) as diagonal relaxation and we denote its optimal value by z∗diag. Finally, we refer
to the relaxation (47) as submatrix relaxation and we denote the optimal value to (47) by z∗submat. We report test
results for the diagonal, row-sum, and submatrix relaxations in Tables 3 and 4. We use CVX version 2.1 [12, 11] to
solve SDPs in the experiments. To measure the relative tightness of a relaxation when compared to (35), we calculate
gap closed as (
z∗D − z∗SDP
z∗D − z∗
)
× 100.
where z∗SDP is the SDP relaxation (row-sum, diagonal, or submatrix relaxation) that we want to test.
6.2.1 pitprops problem
The pitprops problem [18] is one of the most commonly used problems for sparse PCA algorithms. The instance
has 13 variables and 180 observations. Table 3 shows the test results for cardinalityK = 3, . . . , 10.
K z∗ z∗D
Row-sum relaxation Diagonal relaxation Submatrix relaxation
z∗rowsum Gap closed z
∗
diag Gap closed z
∗
submat Gap closed
3 2.4753 2.5218 2.5033 39.78 2.4949 57.86 2.4753 100.00
4 2.9375 3.0172 2.9766 50.89 2.9671 62.83 2.9477 87.15
5 3.4062 3.4581 3.4104 91.82 3.4072 97.96 3.4062 100.00
6 3.7710 3.8137 3.7710 100.00 3.7710 100.00 3.7710 100.00
7 3.9962 4.0316 3.9962 100.00 3.9962 100.00 3.9962 100.00
8 4.0686 4.1448 4.0770 88.99 4.0721 94.22 4.0721 95.48
9 4.1386 4.2063 4.1399 98.20 4.1386 100.00 4.1386 100.00
10 4.1726 4.2186 4.1807 82.42 4.1766 91.32 4.1766 91.41
Average 81.53 Average 88.18 Average 96.76
Table 3: Optimal values and gaps closed for the test problem pitprops
Observe that the diagonal (resp. submatrix) relaxation reduces the gaps of (35) by more than 88% (resp. 96%),
returning global optimal solutions for three (resp. five) problems.
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6.2.2 Experiments with randomly generated matrices
We next report test results for randomly generated covariance matrices. Random matrices are generated using the
following procedure. First, we choose a random integer m ∈ {1, . . . , n} for the number of nonzero eigenvalues of
the matrix by setting m = ⌈nU⌉ where U is randomly drawn from the uniform distribution U(0, 1). Second, we
generatem random vectors vi ∈ Rn ∼ N (0, In), for i = 1, . . . ,m for rank-1 matrices. Third, we generatem positive
random eigenvalues λi ∼ U(0, 1), for i = 1, . . . ,m. Finally, we construct the desired random covariance matrix as
Σ =
∑m
i=1 λiviv
⊺
i .
The tests are performed for problems with size n ∈ {4, . . . , 10}, and small cardinalities K ∈ {2, . . . , ⌈n/3⌉} are
chosen to reflect the motivation of sparse principal components analysis to produce sparse vectors. Reported results
are based on the test problems with CVX outputs status “Solved.” In Table 4, we present average gap closed for each
SDP relaxation. The computational results that our SDP relaxations improve the gaps of the SDP relaxation (35)
significantly.
n K # Problems
Row-sum relaxation Diagonal relaxation Submatrix relaxation
Gap closed Time (sec) Gap closed Time (sec) Gap closed Time (sec)
4 2 1000 89.31 0.4593 96.53 0.4546 97.38 0.8337
5 2 1000 90.29 0.4973 95.92 0.4878 97.52 0.9854
6 2 1000 86.57 0.6403 92.94 0.6245 95.58 1.3345
7 2 1000 85.06 0.7320 92.00 0.6768 95.43 1.5757
7 3 500 84.56 1.2670 92.95 0.7408 94.83 2.4726
8 2 500 83.43 0.8655 90.68 0.8078 94.99 1.9763
8 3 500 81.59 1.4245 90.99 0.7402 93.32 2.6886
9 2 500 81.72 0.9129 90.39 0.7960 94.82 1.2221
9 3 500 78.54 1.6953 88.27 0.8257 92.31 3.2588
10 2 200 79.24 1.0888 88.84 0.9451 94.43 1.3810
10 3 200 77.09 2.0328 86.49 0.9548 90.35 3.9459
10 4 100 79.28 2.1342 89.81 0.9690 91.57 5.8494
Overall Average 85.05 0.8927 92.58 0.6680 95.31 1.7413
Table 4: Test results for randomly generated covariance matrices with n ∈ {4, . . . , 10} andK ∈ {2, . . . , ⌈n/3⌉}
7 Conclusion
In this paper, we present an explicit convex hull description of permutation-invariant sets and applications of the
results to various important sets/functions in optimization. The construction of the convex hull is based on the fact that
a permutation-invariant set is a union of permutahedra and the generating vectors in ∆ = {x ∈ Rn | x1 ≥ · · · ≥ xn}
of the permutahedra lie in a set whose convex hull is obtainable. We then discover a variety of applications for which
the results can be used. We present an extended formulation for the convex hull of permutation-invariant norm balls
constrained by a cardinality requirement. We extended this result to the sets of matrices that are characterized by their
singular values. We used permutation-invariance to find convex/concave envelopes of various nonlinear functions
and convex hulls of sets defined using nonlinear functions when bounds for variables are congruent. For logical
constraints, where the antecedent and consequent are permutation-invariant, we showed that the extended formulation
can be projected to the space of the problem variables, recovering and generalizingmany results from the literature. On
the semidefinite programming side, we studied sets of rank-onematrices whose generating vectors lie in a permutation-
invariant set. We use majorization inequalities in the space of generating vectors to construct valid inequalities for the
convex hull in the matrix space. As a motivating problem, we construct tight semidefinite programming relaxations
for sparse principal component analysis and report computational results that show that our relaxation reduces more
than 95% of gaps generated by the classical relaxation proposed by [7] for the test datasets.
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A Appendix
In Section 5, we obtain convex hull descriptions for various sets containing logical and cardinality constraints in higher
dimension using permutation invariant concepts. We project these formulations to obtain descriptions in the space of
original variables. Performing these projections requires the knowledge of extreme rays of certain projection cones,
which can all be deduced from the extreme rays and extreme points of polyhedra of the form
Cp(ν) =
{
(α, β0,β) ∈ Rp × R+ × Rp+
∑p
i=r αi − βr−1 + βr = νr, ∀r ∈ 〈p〉
αr ≥ 0, ∀r ∈ 〈p− 1〉
}
,
where ν is an alternating vector. In this appendix, we obtain the generators of Cp(ν). Let L0(·) : R2p+1 7→ R2p+1 be
the linear transformation L0(α, β0,β) = (A˜, β˜0, β˜) where A˜r =
∑p
k=r αr for r ∈ 〈p〉 and β˜r = βr for r ∈ 〈〈p〉〉.
Applying this transformation to the constraints of Cp(ν), we obtain
Ar − βr−1 + βr = νr, ∀r ∈ 〈p〉 (49)
A1 ≥ . . . ≥ Ap. (50)
It follows that L0(Cp(ν)) = Cp(ν) where
Cp(ν) =
{
(A, β0,β) ∈ Rp × R+ × Rp+ | (49), (50)
}
.
Transformation L0(·) is invertible and L−10 (A, β0,β) = (α˜, β˜0, β˜) where α˜r = (Ar − Ar+1) for r ∈ 〈p − 1〉,
α˜p = Ap, and β˜r = βr for r ∈ 〈〈p〉〉. Because Cp(ν) and Cp(ν) are related through an invertible linear map, their
faces also are.
Next, we observe that reordering the indices of the variables from p to 1, instead of 1 to p, in Cp(ν) yields a set of the
form Cp(ν) for which the sign of the right-hand-side vector ν is switched and the order of its components is reversed.
Formally, define L(·) : R2p+1 7→ R2p+1 to be the linear map L(A, β0,β) = (A˜, β˜0, β˜) where A˜i = −Ap+1−i for
i ∈ 〈p〉 and β˜i = βp−i for i ∈ 〈〈p〉〉. As L(·) is invertible, we obtain
Lemma A.1. It holds that L(Cp(ν)) = Cp(ν˜) where ν˜i = −νp+1−i for i ∈ 〈p〉. Further (A, β0,β) is an extreme
point of Cp(ν) if and only if L(A, β0,β) is an extreme point of Cp(ν˜).
Lemma A.1 simplifies arguments as it establishes certain symmetries between the first and last components of extreme
vectors of Cp(ν).
Lemma A.2. Polyhedron Cp(ν) is nonempty and pointed. Further, dim(Cp(ν)) = p+ 1.
Proof. Solutions where Ar = 0 and βr = ν〈r〉 + β0 for r ∈ 〈p〉 satisfy (49) and (50). Choosing β0 = 1 ensures that
β ≥ 0 since ν〈r〉 ∈ {−1, 0, 1}. It follows that Cp(ν) 6= ∅. If (A, β0,β) 6= 0 belongs to lin(Cp(ν)), then (β0,β) = 0
since Cp(ν) ⊆ Rp × Rp+1+ . This implies that A = 0. Since Cp(ν) has 2p + 1 variables and p linearly independent
equalities (49), it is clear that dim(Cp(ν))) ≤ p + 1. Since Cp(ν) is nonempty and contains the independent rays
(A, β0,β) = (0, 1, e) and (A, β0,β) = (
∑k
i=1 ei, k,
∑k
i=1(k− i)ei) for k ∈ 〈p〉, we have that dim(Cp(ν)) ≥ p+1.
We next seek to determine the generators (extreme points and extreme rays) of Cp(ν). We first focus on extreme rays.
Lemma A.3. Assume that (A, β0,β) is a ray of Cp(ν). If βi = 0, then Ai+1 ≤ 0 and Ai ≥ 0. Further if βi−1 =
βi′ = 0 for i ≤ i′, then Ai = . . . = Ai′ = 0.
Proof. The recession cone of Cp(ν) is Cp(0). Assume βi = 0. Equation (49) for r = i is Ai−βi−1 = 0, which shows
that Ai ≥ 0 as βi−1 ≥ 0. Equation (49) for r = i + 1 is Ai+1 + βi+1 = 0, which shows that Ai+1 ≤ 0 as βi+1 ≥ 0.
When βi−1 = βi′ = 0, the above result shows that Ai ≤ 0 andAi′ ≥ 0. Equation (50) then implies thatAi = Ai′ = 0
and shows the result.
Lemma A.4. Assume that (A, β0,β) is an extreme ray of Cp(ν).
1. If, for i ≥ 1, βi = 0 and βk > 0 for k ∈ 〈〈i− 1〉〉, then A1 = . . . = Ai > 0.
2. If, for i′ ≤ p− 1, βi′ = 0 and βk > 0 for k ∈ 〈i′ + 1 : p〉, then Ai′ = · · · = Ap < 0.
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Proof. We prove Part 1 only as Part 2 follows from Lemma A.1. The result is clear when i = 1 as (49) for r = 1 is
A1 − β0 = 0. Consider now i ≥ 2. Assume by contradiction that there exists k ∈ 〈i − 1〉 such that Ak > Ak+1.
Construct the solutions (A±, β±0 ,β
±) different from (A, β0,β) in the components A
±
r = Ar ± ǫ for r ∈ 〈k〉,
β±r = βr ± (k − r)ǫ for r ∈ 〈〈k − 1〉〉. Vectors (A±, β±0 ,β±) belong to Cp(0) and are not scalar multiples of
(A, β0,β) since β
+
k = β
−
k = βk while A
+
1 = A1 + ǫ and A
−
1 = A1 − ǫ for ǫ > 0. This provides the desired
contradiction. Finally, note that (49) for r = i is Ai − βi−1 = 0, showing that Ai > 0.
Lemma A.5. Extreme rays (A, β0,β) of Cp(ν) are of the form
1. A = 0 and β0 = 1.
2. A = −∑pk=i′+1 ek and β0 = 0, for i′ ∈ 〈〈p− 1〉〉.
3. A =
∑i
k=1 ek and β0 = i, for i ∈ 〈p〉.
Further, all such vectors are rays of Cp(ν).
Proof. Let (A, β0,β) be an extreme ray of Cp(ν).
Assume first that (β0,β) > 0. Construct solutions (A
±, β±0 ,β
±) = (A, β0± ǫ,β± ǫe) for ǫ positive but sufficiently
small. These two vectors belong to Cp(0) and (A, β0,β) belongs to their conic hull. As (A, β0,β) is extreme, it must
be that they are scalar multiple of each other. We conclude that A = 0, β0 = γ, β = γe for some γ ∈ R, producing
ray 1.
Assume second that (β0,β) 6> 0. Let i (resp. i′) be the smallest (resp. largest) index of a zero component of (β0,β).
There are four subcases. Assume first that i = 0 and i′ = p. LemmaA.3 shows thatA = 0. It follows that (β0,β) = 0,
which is not a ray. Assume second that i = 0 and i′ < p. Lemmas A.3 and A.4 show that A1 = . . . = Ai′ = 0 and
that Ai′+1 = . . . = Ap < 0. We conclude that A = −γ
∑p
k=i′+1 ek, β0 = 0, and β = γ
∑p
k=i′+1(k − i′)ek for
γ > 0, which is ray 2. Assume third that i ≥ 1 and i′ = p. Lemmas A.3 and A.4 show that Ai+1 = . . . = Ap = 0 and
A1 = . . . = Ai > 0. We conclude thatA = γ
′
∑i
k=1 ek, β0 = γ
′i, β = γ′
∑i−1
k=1(i−k)ek where γ′ > 0, which is ray
3. Assume last that 1 ≤ i ≤ i′ ≤ p− 1. Then, similar to before, we conclude thatA = γ′∑ik=1 ek − γ∑pk=i′+1 ek,
β0 = γ
′i, β = γ′
∑i−1
k=1(i − k)ek + γ
∑p
k=i′+1(k − i′)ek, which is not extreme since it is a conic combination of
rays 2 and 3.
Applying transformation L−10 (·) to the vectors obtained in Lemma A.5, we obtain
Lemma A.6. Extreme rays (α, β0,β) of Cp(ν) are of the form
1. α = 0 and β0 = 1.
2. α = ei′ − ep and β0 = 0 for i′ ∈ 〈〈p− 1〉〉.
3. α = ei and β0 = i for i ∈ 〈p〉.
Further, all such vectors are rays of Cp(ν).
We now focus on deriving the extreme points of Cp(ν).
Lemma A.7. If (A, β0,β) is an extreme point of Cp(ν), there exists at least two distinct indices r and s such that
βr = βs = 0.
Proof. Consider (A, β0,β) of Cp(ν). If (β0,β) > 0, construct A±r = Ar ∓ ǫ for r ∈ 〈p〉 and β±r = βr ± rǫ for
r ∈ 〈〈p〉〉. If (β0,β) has one zero component, say βk = 0, then defineA±r = Ar± ǫ, β±k = 0, β±r = βr± (k− r)ǫ for
r ∈ 〈〈k−1〉〉, and β±r = βr∓(r−k)ǫ for r ∈ 〈k+1 : p〉. These solutions are feasible to Cp(ν) for a sufficiently small
positive ǫ. Since (A, β0,β) =
1
2 (A
+, β+0 ,β
+)+ 12 (A
−, β−0 ,β
−), we conclude that (A, β0,β) is not an extreme point
of Cp(ν), a contradiction.
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Let (A, β0,β) be a feasible solution to Cp(ν). We say that B = 〈i : i′〉, where i < i′ ∈ 〈〈p〉〉 is a block if (i) i = 0,
βr > 0 for r ∈ 〈〈i′− 1〉〉, and βi′ = 0, (ii) βi = 0, βr > 0 for r ∈ 〈i+1 : i′− 1〉, and βi′ = 0, or (iii) i′ = p, βi = 0,
βr > 0 for r ∈ 〈i+ 1 : p〉. Blocks that satisfy condition (ii) are called closed blocks while those that satisfy condition
(i) or (iii) are called open blocks. We say that a closed block is bare if i′ = i + 1. Extreme points of Cp(ν) can be
decomposed into consecutive (possibly bare) interlocking blocks B1 = 〈i1 : i′1〉, . . . ,Bs = 〈is : i′s〉 where s ≥ 1,
i1 = 0, i
′
s = p, and i
′
r = ir+1 for r ∈ 〈s− 1〉. Lemma A.7 establishes that at least one of these blocks is closed.
Next, we establish additional properties of the blocks of extreme points of Cp(ν). We say that a block B = 〈i− 1 : i′〉
is positive (resp. null/negative) if ν〈i:i′〉 > 0 (= 0/< 0). Further, we say that a block B = 〈i − 1 : i′〉 is a plateau if
Ai = . . . = Ai′ .
Lemma A.8. Let B = 〈i− 1 : i′〉 be a closed block of (A, β0,β) ∈ Cp(ν). Then A〈i:i′〉 = ν〈i:i′〉. Further, if B is not
bare, then
1. νi = 1 and νk = 0 for k ∈ 〈i+ 1 : i′ − 1〉 when ν〈i:i′〉 ≥ 0.
2. νi′ = −1 and νk = 0 for k ∈ 〈i+ 1 : i′ − 1〉 when ν〈i:i′〉 ≤ 0.
Proof. Summing (49) for r ∈ 〈i : i′〉 yieldsA〈i:i′〉−βi−1+βi′ = ν〈i:i′〉. The definition ofB requires that βi−1 = βi′ =
0, proving the result. We now show Part 1 assuming B is not bare. The assumption implies that A〈i:i′〉 = ν〈i:i′〉 ≥ 0.
Because of (50), we have that Ai ≥ 0. Equation (49) for r = i is Ai + βi = νi. Since βi > 0, we have that νi = 1.
Assume now for a contradiction that ν¯ = (νi+1, . . . , νi′−1) 6= 0. Let k be the index of the first nonzero entry of ν¯.
Then, νk = −1 since ν is alternating. Summing (49) for r ∈ 〈i : k〉, we obtain A〈i:k〉 − βi−1 + βk = ν〈i:k〉 = 0. This
implies that A〈i:k〉 < 0 as βi−1 = 0 and βk > 0, contradicting the fact that A〈i:i′〉 = ν〈i:i′〉 ≥ 0. The proof of Part 2
is obtained similarly, using Lemma A.1.
Lemma A.8 implies that, for a closed block B = 〈i− 1 : i′〉 that is not bare, vector ν¯ = (νi, νi+1, . . . , νi′−1, νi′) is of
the form (1, 0, . . . , 0, 0) if B is positive, (0, 0, . . . , 0,−1) if B is negative, and (1, 0, . . . , 0,−1) if B is null.
The ensuing lemma provides the foundation to prove in Lemma A.10 that extreme points of Cp(ν) only have plateau
blocks.
Lemma A.9. Let (A, β0,β) be a feasible solution to Cp(ν) with βk−1 = 0 and Ak > 0 for some k ∈ 〈2 : p〉. Then,
βl > 0 for l ∈ 〈〈k − 2〉〉.
Proof. Feasible solutions to Cp(ν) satisfy νk = Ak − βk−1 + βk. It follows that νk > 0 as βk−1 = 0, Ak > 0 and
βk ≥ 0. Since νk ∈ {−1, 0, 1}, we have that νk = 1. Let l ∈ 〈〈k−2〉〉. Summing (49) for r ∈ 〈l+1 : k−1〉, we obtain
βl = A〈l+1:k−1〉 − ν〈l+1:k−1〉 + βk−1. We conclude that βl > 0 since (50) and Ak > 0 imply that A〈l+1:k−1〉 > 0,
the facts that ν is alternating and νk = 1 imply that ν〈l+1:k−1〉 ≤ 0, and βk−1 = 0.
Lemma A.10. Let (A, β0,β) be an extreme point to Cp(ν). The blocks of (A, β0,β) are plateaus. For a closed block
B = 〈i − 1 : i′〉, then Ar = ν〈i:i′〉i′−i+1 for r ∈ 〈i : i′〉. Further, for open block B = 〈0 : i′〉, then Ai′ = Ai′+1 and for
open block B = 〈i : p〉, then Ai−1 = Ai.
Proof. Consider first the case where B = 〈i−1 : i′〉 is a closed block. Assume by contradiction that B is not a plateau.
By definition βi−1 = 0, βi′ = 0, and βk > 0 for r ∈ 〈i : i′ − 1〉. Let t be the maximum index in 〈i : i′ − 1〉 such
that At > At+1. We claim that Ai > 0 or Ai′ < 0. Assume not, then 0 ≥ Ai ≥ At > At+1 ≥ Ai′ ≥ 0, which is
a contradiction. Wlog, assume that Ai > 0 as the other case follows using the same argument and Lemma A.1. By
Lemma A.9, we have that βk > 0 for k ∈ 〈〈i − 2〉〉. We consider two subcases.
Assume that Ai′ < 0. Then by Lemmas A.9 and A.1, we have that βk > 0 for k ∈ 〈i′ + 1 : p〉. Now define the
solutionsA±r = Ar ∓ (i′− t)ǫ for r ∈ 〈t〉, A±r = Ar± (t+1− i)ǫ for r ∈ 〈t+1 : p〉, β±r = βr∓ (i− 1− r)(i′− t)ǫ
for r ∈ 〈〈i− 1〉〉, β±r = βr± (r− i+1)(i′− t)ǫ for r ∈ 〈i : t〉, β±r = βr± (i′− r)(t+1− i)ǫ for r ∈ 〈t+1 : i′− 1〉,
β±r = βr ∓ (r − i′)(t + 1 − i)ǫ for r ∈ 〈i′ + 1 : p〉. Since (A, β0,β) = 12 (A+, β+0 ,β+) + 12 (A−, β−0 ,β−), we
conclude that (A, β0,β) is not an extreme point of Cp(ν), a contradiction.
Assume that Ai′ ≥ 0. We argue next that Ai′ > 0 and Ai′+1 < 0. Summing (49) for r ∈ 〈i : i′〉 yields ν〈i:i′〉 =
A〈i:i′〉 − βi−1 + βi′ . Since βi−1 = βi′ = 0, we conclude that ν〈i:i′〉 > 0 as A〈i:i′〉 ≥ Ai > 0. Therefore ν〈i:i′〉 = 1.
Assume for a contradiction that Ai′ = 0. Then (49) for r = i
′ shows that βi′−1 = −νi′ as βi′ = 0. It follows
that νi′ = −1. As ν〈i:i′−1〉 = ν〈i:i′〉 − νi′ , we obtain that ν〈i:i′−1〉 = 2, which is the desired contradiction. Assume
therefore that Ai′ > 0. Constraint (49) for r = i
′ + 1 shows that Ai′+1 = νi′+1 − βi′+1. This implies that Ai′+1 ≤ 0
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since νi′+1 ≤ 0 (as ν〈i:i′〉 = 1) and since βi′+1 ≥ 0. Now consider the solutions (A˙±, β˙±0 , β˙±) constructed as
(A±, β±0 ,β
±) for components r ≤ i′ and where A˙±r = Ar for r ∈ 〈i′ + 1 : p〉 and β˙± = βr for r ∈ 〈i′ + 1 : p〉.
Since (A, β0,β) =
1
2 (A˙
+, β+0 , β˙
+)+ 12 (A˙
−, β−0 , β˙
−), we conclude that (A, β0,β) is not an extreme point of Cp(ν),
a contradiction.
Consider next the case where B = 〈0 : i′〉 is an open block; the case where B = 〈t : p〉 follows using the same
argument after applying Lemma A.1. Because of Lemma A.7, we know that i′ + 1 ≤ p. We show that A1 = . . . =
Ai′ = Ai′+1, proving that B is a plateau and that Ai′ = Ai′+1. Assume by contradiction that there exists k ∈ 〈i′〉
such that Ak > Ak+1. Construct (A
+, β+0 ,β
+) and (A−, β−0 ,β
−) by modifying (A, β0,β) in the components (i)
A±r = Ar ± ǫ for r ∈ 〈k〉 and (ii) β±r = βr ± (k − r)ǫ for r ∈ 〈〈k − 1〉〉. These solutions are feasible to Cp(ν) for
ǫ positive but sufficiently small. Since (A, β0,β) =
1
2 (A
+, β+0 ,β
+) + 12 (A
−, β−0 ,β
−), this is a contradiction to the
fact that (A, β0,β) is an extreme point.
Lemma A.11. Let B = 〈i − 1 : i′〉 and B′ = 〈j′ : j + 1〉 be closed blocks where i ≤ i′ ≤ j′ ≤ j. Then
1. B is a positive block, B′ is either a bare null block or a negative block, or
2. B is a null block and B′ is either a null block or a negative block.
Further, if at least one of B and B′ is not null, then all blocks between B and B′ are bare null.
Proof. Assume first that B is positive. Since ν〈i:i′〉 = 1, we must have that ν〈i′+1:r〉 ≤ 0 for all r ∈ 〈i′ + 1 : j′ + 1〉
as ν is alternating. This shows that B′ is either bare null or negative. Assume second that B is null. If B′ was positive,
then Lemma A.10 would imply that Ai ≤ 0 and Ai′+1 > 0, which contradicts (50). Assume finally that B is negative.
Since ν〈i:i′〉 = −1, we must have that ν〈i′+1:r〉 ≥ 0 for all r ∈ 〈i′ + 1 : j′ + 1〉 as ν is alternating. Lemma A.10 then
implies that Ai < 0 while Ai′+1 ≥ 0, which contradicts (50).
We next characterize all extreme points of Cp(ν). In this result, we use the convention that statements regarding
components ν0 and νp+1 of a vector ν ∈ Rp can be disregarded.
Lemma A.12. Let (A, β0,β) be an extreme point of Cp(ν) where ν 6= 0. ThenA = 0 and β0 = −(minr∈〈p〉 ν〈r〉)−
or
A =
i′∑
r=1
1
i′ − i+ 1er −
p∑
r=j′+1
1
j − j′ + 1er (51)
where 0 ≤ i ≤ i′ ≤ j′ ≤ j ≤ p, where i = i′ when i = 0, where j′ = j when j = p, where (νi, νi+1, . . . , νj , νj+1) =
(1, 0, . . . , 0,−1) with β0 = i−1i′−i+1 − ν〈i−1〉 when i ≥ 1 and β0 = 0 when i = 0. Further, all such points belong to
Cp(ν)
Proof. It follows from LemmaA.7 that there exists at least one closed block. Let B = 〈i−1 : i′〉where 1 ≤ i ≤ i′ ≤ p
be the first closed block of (A, β0,β).
Consider first the situation whereB is positive. LemmaA.10 shows thatA1 = . . . = Ai′ = 1i′−i+1 with (νi, . . . , νi′) =
(1, 0, . . . , 0). If i′ = p, then this point corresponds to (51) where j′ = j = p. Therefore, we assume that i′ < p. We
claim that (A, β0,β)must have another closed block. If not, then Lemma A.10 shows that Ai′ = . . . = Ap =
1
i′−i+1 .
Summing (49) for r ∈ 〈i′ + 1 : p〉 yields A〈i′+1:p〉 + βp = ν〈i′+1:p〉. This provides a contradiction since we have
established that A〈i′+1:p〉 > 0, assumed that βp > 0, and since ν〈i′+1:p〉 ≤ 0 as ν is alternating. Let B′ = 〈j′ : j + 1〉
where i′ ≤ j′ ≤ j ≤ p− 1 be the last closed block of (A, β0,β). Lemma A.11 shows that (i) either all closed blocks
following B are bare null blocks or (ii) that all closed blocks strictly between B and B′ are bare null blocks while
B′ is a negative block. In the former case, Lemma A.10 shows that Ar = 0 for r ∈ 〈i′ + 1 : j + 1〉 with νr = 0.
We claim that j + 1 = p. Assume not, then Lemma A.10 shows that Aj+1 = . . . = Ap = 0. Equation (49) for
r = j + 2 then provides a contradiction as Aj+2 = 0, βj+1 = 0, βj+2 > 0 and νj+2 ≤ 0. This point therefore
corresponds to (51) where j′ = j = p. In the latter case, Lemma A.10 shows that Ar = 0 for r ∈ 〈i′ + 1 : j′〉 and
Aj′+1 = . . . = Ap = − 1j−j′+1 . This corresponds to (51).
Consider second the situation where B is not positive. We consider two subcases based on the last closed block
B′ = 〈j′ : j + 1〉 where 0 ≤ j′ ≤ j ≤ p− 1. Assume first the B′ is negative. ThenAj′+1 = . . . = Ap = − 1j−j′+1 . If
B = B′, it follows from Lemma A.10 that A1 = . . . = Aj′+1 = − 1j−j′+1 = Aj = . . . = Ap. In this case, we claim
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that j′ = 0. Assume not, then (49) for r = j′ is Aj′ − βj′−1 + βj′ = νj′ where Aj′ < 0, βj′−1 > 0, βj′ = 0, and
νj′ ≥ 0 (since ν is alternating), a contradiction. This point therefore corresponds to (51) where i = i′ = 0. If B 6= B′,
then because of Lemma A.11, all blocks between B and B′ must be bare null. We then have that Ai = . . . = Aj′ = 0.
Lemma A.10 then shows that A1 = . . . = Ai = 0. We claim that i = 1. Assume not, then (49) where r = i − 1
reduces to Ai−1 − βi−2 + βi−1 = νi−1 which is a contradiction since Ai−1 = 0, βi−2 > 0, βi−1 = 0 and νi−1 ≥ 0
since ν is alternating. This corresponds to (51) when i = i′ = 0. Assume second that B′ is null. This implies that all
closed blocks are null. We conclude from Lemma A.10 thatA = 0.
Now, we compute β0 for points of the form (51). When i ≥ 1, the point has B = 〈i− 1 : i′〉 as initial block. Summing
(49) for r ∈ 〈i − 1〉, we obtain β0 = A〈i−1〉 − ν〈i−1〉 = i−1i′−i+1 − ν〈i−1〉 where we use the convention that ν〈0〉 = 0.
When i = 0, the point has B = 〈0 : j + 1〉 as initial block, and so β0 = 0.
We remark that the condition that ν 6= 0 implicitly requires that j− i ≤ p−1. As argued before, the extreme points of
Cp(ν) can be obtained from those of Cp(ν) through the transformation α˜r = (Ar −Ar+1) for r ∈ 〈p− 1〉, α˜p = Ap,
and β˜r = βr for r ∈ 〈〈p〉〉. We obtain the following result, where vector e0 is to be interpreted as 0 and statements
regarding components ν0 and νp+1 of a vector ν ∈ Rp can be disregarded.
Lemma A.13. Assume that (α, β0,β) is an extreme point of Cp(ν) where ν 6= 0. Then α = 0 and β0 =
−(minr∈〈p〉 ν〈r〉)− or
α =
1
i′ − i+ 1ei′ +
1
j − j′ + 1ej′ −
1
j − j′ + 1ep (52)
where 0 ≤ i ≤ i′ ≤ j′ ≤ j ≤ p, where i = i′ when i = 0, where j′ = j when j = p, where (νi, νi+1, . . . , νj , νj+1) =
(1, 0, . . . , 0,−1) with β0 = i−1i′−i+1 − ν〈i−1〉 when i ≥ 1 and β0 = 0 when i = 0. Further, all such points belong to
Cp(ν).
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