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BANACH SPACES OF ANALYTIC FUNCTIONS
MICHAEL NIMCHEK

ABSTRACT.

In this paper, we explore certain Banach spaces of analytic functions. In par-

ticular, we study the space A- 1 , demonstrating some of its basic properties including nonseparability. We ask the question: Given a class C of analytic functions on the unit disk ]])>
and a sequence { Zn} of points in the disk, is there an non-zero analytic function

f(zn) = 0 for all n? Finally, we explore the Mz invariant subspaces of
that they may possess the codimension-2 property.

A- 1 ,

f

E C with

demonstrating

1. INTRODUCTION
In this paper we will study the space A - 1 consisting of analytic functions
open unit disk lil> = {z E C: lzl < 1} for which

f

defined on the

sup(1- lzl)lf(z)l < +oo.
zElD

In particular, we will demonstrate that

• A - 1 is a non-separable Banach space.
• The closure of the polynomials in the norm of A - 1 is the space

{f E A- 1 : lim (1 -lzl)lf(z)l = 0}.
lzl-+1

• The zero sets of A- 1 are very complicated. In particular, the union of two zero sets
is not necessarily a zero set. In fact, it may be a set that can "sample" the norm (see
Section 6).
• We will also explore the invariant subspaces for the linear transformation

Mz: A- 1

--+

A- 1 such that Mz(f)

= zf.

We will focus our attention on the (closed) subspaces S C A- 1 for which MzS C S,
the invariant subspaces for the linear transformation Mz on A- 1 • In particular, we will
show that these Mz invariant subspaces of A- 1 can have the codimension-2 property,
that is, the quotient space S / MzS is two dimensional. This result had previously
been observed by Hakan Hedenmalm in other spaces of analytic functions [5]. It is
intriguing because, for many spaces of analytic functions, their Mz invariant subspaces
must always have the codimension-1 property [1] [8].
Our paper is organized as follows:
1
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• In Section 2 we discuss basic properties of metric spaces and define the metric spaces
we will use throughout the paper.
• Section 3 discusses vector spaces and quotient spaces. This background discussion is
necessary in order to understand the results in Section 6.
• In Section 4 we discuss Banach spaces of analytic functions. We demonstrate that
A - 1 is a non-separable Banach space and identify the closure of the polynomials.
• Section 5 discusses the zero sets of various spaces of functions, including A - 1 .
• Finally, in Section 6 we consider the Mz invariant subspaces of A - 1 and prove that
they may have the codimension-2 property.
2. METRIC SPACES

In this section, we define some basic terminology and give examples of metric spaces.

Definition 2.1. A metric space is a set X and distance function
d: X-+ IR+

= {x E lR: x ~ 0}

which satisfy the following for all x, y, z EX

(2.1)
(2.2)

(2.3)
(2.4)

d(x,y)~O

d(x, y)

= 0 ¢> x = y

d(x, y) = d(y, x)
d(x, y) + d(y, z)

~

d(x, z)

This last item is the familiar "triangle inequality" [4], p. 11.

Example 2.2. The real numbers lR form a metric space under the absolute value of subtraction, that is

d(x,y)

= lY- xl

(1) ly-xl~O

(2) IY- xl = 0 {:} x = y
(3) lY- xl = lx- Yl
(4) lY- xl + lz- Yl > lz- xl
All of this we know from the basic properties of numbers.

Example 2.3. Let n E N and define !Rn to be

ZEROS
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This is the familiar n-dimensional Euclidean space and forms a metric space under
n

d(x, y)

=

'L)xj- Yi)2

= llx- Yll, X= (xt, x2, ... , Xn), y = (y~, Y2, ... , Yn)·

j=l

For this metric, (2.1) and (2.3) are obvious.
To see (2.2), if d(x, y) = 0 =} "L,'J= (xi- Yi) 2 = 0
1

Conversely, if x = y =} Xj = YiVj
To verify (2.4), first note that

=}

n

llx + Yll

2

d(x, y)

=}

Xj

= yj''Vj =} x = y

=0

n

= 2:)xi + Yi? = L)xJ + 2xiYi + YJ) = llxll 2 + 2 <
j=l

x, Y > +IIYII

2

j=l

where "L,'J= 1 XjYi is the inner-product < x, y >.
By the Cauchy-Schwartz inequality
I< x,y >I~ llxiiiiYII

=}

llx + Yll < llxll + 2llxiiiiYII + IIYII = (llxll + IIYID 2
2

*

2

2

llx + Yll ~ llxll + IIYII·

Thus, for x, y, z E JRn

d(x,z)

= llx- Y + Y- zll = ll(x- Y) +

Example 2.4. The complex numbers C
metric space under

(y- z)ll ~ llx- Yll + IIY- zll

= {x + iy:

= d(x,y) + d(y,z).

x,y E lR} (as usual i

= .J=T) form

a

where z = Xz + iyz and w = Xw + iYw· Since x + iy can be identified with the vector
( x, y) E JR2 , this distance function is the 2-dimensional metric previously discussed.
Our next examples of metric spaces consist of spaces of complex valued functions. In
particular we will look at classes of functions

f: lD>-+

c,

where
lD>

= {z E C : lzl <

1}

is the "unit disk" and C (as above) denotes the complex numbers. Also, we use the notation
lzl = lx + iyl = -Jx2 + y 2 to denote the modulus of a complex number.
Example 2.5. Let C 00 (lD>) define the complex valued functions on the disk whose partial

derivatives (of all orders) exist and are continuous on JD>. The partial derivatives are taken
with respect to the functions' real and imaginary components.

4
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We wish to define a distance function that will make C 00 (1D>) a metric space. The choice
that seems immediately obvious is

d(f,g) =sup lg(z)- f(z)l.
zelD>

But let g(z) = l~z and f(z) = 0, both of which are in C 00 (1D>). Then lg(z)- f(z)l ~ +oo as
z ~ 1 and so

d(f,g) =sup lg(z)- f(z)l = +oo
zelD

which cannot be possible since the "distance function" must be finite valued. Clearly, we
must try something different.
Fortunately, we can write 10> as an infinite union of compact subsets Kn where

1
-1
Kn = { z E lD> : lzl :::; 1 - -} = B(O; 1 - -)
n

n

for each n E N. Clearly,
00

10> =

U Kn

with Kn+t :J Kn.

n=l

Now for each f,g E C 00 (ID) define

Pn(/,g) = sup lg(z)- f(z)l.
zEKn
Note that Pn(/,g) < oo since Kn is compact and f and g are continuous on Kn. Also notice
that
Pn (!,g) < 1 V n E N
1 + Pn(/,g) and so we can define

p(f,g)

= f)!t

Pn(/,g) .
2 1 + Pn(/,g)
To show that p(f,g) is a metric for C 00 (1D>), we first prove the following two lemmas.
n=l

Lemma 2.6. Given A C 10>, let XA be the set of bounded functions on A. Then for f, g E XA

PA(/,g) =sup lg(z)- f(z)l
zEA
serves as a metric for XA.
Proof. Conditions (2.1), (2.2) and (2.3) are obvious. To prove (2.4), the triangle inequality,
consider f, g, h E XA and note that
PA(f, h)= sup lh(z)- g(z) + g(z)- f(z)l :::; sup(lh(z)- g(z)l + lg(z)- f(z)l)
zEA
zEA
<sup lh(z)- g(z)l +sup lg(z)- f(z)l = PA(/,g)

zEA
zEA
This shows that PA is a metric for XA. 0

+ PA(g, h).

ZEROS
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Lemma 2.7. Let p(x,y) be a metric on a set A and let f be a real-valued function satisfying
the following four properties:

0\lu ~ 0
(2) f(O) = 0
(3) f is strictly increasing on the interval (0, oo)
(4) f(u + v)::::; f(u) + f(v) \1 u,v > 0

(1) f(u)

~

Then u(x,y) = f(p(x,y)) is a metric on A.
Proof. Let x, y, z EA. Then, since p(x, y)
u(x,y)

~

0, we have

= f(p(x,y))

~ 0

so (2.1) is esta?lished.
Next, note that if u(x,y) = f(p(x,y)) = 0 this implies that p(x,y) = 0 since f is strictly
increasing and f(O) = 0. But since p(x, y) is a metric, then p(x, y) = 0 implies that x = y.
Conversely, if x = y then p(x, y) = 0 which, by (2), implies that f(p(x, y)) = u(x, y) = 0,
thus establishing (2.2).
Condition (2.3) is obvious.
To prove the triangle inequality (2.4) note that

u(x, y) + u(y, z)

= f(p(x, y)) + f(p(y, z))

~

f(p(x, y) + p(y, z))

by property (4) for f. But, since pis a metric, this implies p(x, y) + p(y, z)
since f is strictly increasing

f(p(x,y)

+ p(y,z)) ~

~

p(x, z). Thus,

f(p(x,z))

and therefore

u(x,y) + u(y,z) ~ u(x,z)
which establishes (2.4). Sou is a metric on A. 0
Corollary 2.8. If d(x,y) is a metric on a set A then

d(x,y)

p(x,y)

= 1 + d(x,y)

is also a metric on A.
Proof. Let

u

f(u)=-.

1+u

Properties (1), (2) and (3) for fin Lemma 2.7 are obvious. To prove property (4), note that
u+v
u
v
u
v
f(u+v)=
=
+
< --+-1+u+v 1+u+v 1+u+v -1+u 1+v
since u, v > 0.
Thus, by Lemma 2.7, JL = f(d) is a metric on A. 0

6
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Theorem 2.9. C 00 (D) is a metric space under

p(f,g) = f:(~t Pn(f,g)
n=l 2
1 + Pn(f,g)
where Pn(f, g)

= SUPzeKn lg(z)- f(z)l

and I<n

= B(O; 1- ~)

Proof. To prove this result, we first make the following observations:

(1) Pn(f,g) = PB(o;t-~)(f,g) and thus by Lemma 2.6, Pn(f,g) is a metric on the set of
bounded functions on I<n.
(2) 1 ~;~·j,~) is also a metric on the set of bounded functions on I<n by Corollary 2.8.
00 (l)n Pn(f,g)
Pn(f,g)
< 1 and Eoo
(l)n = 1 then p(f' g) = ~
is finite
( 3) Since 0 < l+Pn(f,g)
n=l 2
Lm=l 2
l+Pn(f,g)

\f J,g E C 00 (D).
It suffices to prove the triangle inequality, since (2.1), (2.2) and (2.3) are obvious. For

J,g, hE C

00

([ll), we know by result (2) just demonstrated that

Pn(f, h) < Pn(f,g)
1 + Pn(f, h) - 1 + Pn(f,g)

+ Pn(g, h)
1 + Pn(g, h)

where this is true \f n EN.
Thus, multiplying by )n and summing over n yields

(!

p(f, h)~ p(f,g) + p(g, h)
where convergence of the sum is guaranteed by result (3) above. Thus p is a metric for
C 00 ([ll). 0
Definition 2.10. We say a function

f

E C 00 (D) is analytic on [ll iff satisfies the Cauchy-

Riemann partial differential equation

(2.5)
We will denote the space of analytic functions by H(D). (We remark that the symbol "H"
is used since these functions are also called "holomorphic" .) It is easily verified that the
same metric discovered for C 00 (D) also forms a metric for H([ll). The following are examples
of analytic functions since each satisfies the Cauchy-Riemann p.d.e.

(1) f(z) = z 2
(2) f(z) = ez
(3) f(z) = sinz
The following

coo functions

are not analytic:

(1) J(x,y) = y, since lJJ = i/2 "¢ 0

(2) f(x,y)=x 2 +y 2 ,sincelJJ=x+iy=z"¢0

ZEROS
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Example 2.11. The bounded analytic functions
H 00 (ID>) = {f E H(D): sup lf(z)l < +oo Vz ED}
zeD
By Lemma 2.6

d(f, g)= sup lg(z)- f(z)l
zeiD>
forms a metric for n= (D) because we have now restricted ourselves to functions that are
bounded.
The following space of analytic functions will be the focus of most of this paper.
Definition 2.12. A- 1

= {f E H(ID>) : supzeiD>(1 -lzl)lf(z)l < +oo}

Lemma 2.13. d(f,g)

= supzeD(1 -lzl)lg(z)- f(z)l

forms a metric for A- 1 •

Proof. Clearly conditions (2.1), (2.2) and (2.3) hold. We just need to check (2.4), the triangle
inequality. Let f,g, hE A- 1 . Then
d(J,g)

+ d(g, h)= sup(1- lzl)lg(z)- f(z)l + sup(1 -lzl)lh(z)- g(z)l
zeD

~

zeD

sup(1 -lzl)(lg(z)- f(z)l
zeD
~ sup(1 -lzl)lh(z)-

zeD
This proves dis a metric on A- 1 • D

+ lh(z)- g(z)l)

f(z)l = d(f, h).

We conclude this section by defining some terms that will be used throughout the rest of
this paper.
Definition 2.14. Given a set X with metric d, we define the following [4]:
(1) A set A C X is open if for each x E A 3 t:

> 0 such that

{y EX: d(x,y) < t:}

= B(x;t:) C

A

(2) A set B C X is closed if its complement X\F is open.
(3) A sequence { xn} in X converges to x, that is, Xn ---+ x or x = liiDn-+oo Xn, if for every
t: > 0 3N EN such that d(x,xn) < t:Vn ~ N.
(4) A sequence {xn} in X is Cauchy if for every t: > 0 3N EN such that d(xn,xm) <

t:Vm,n> N.
(5) X is said to be a complete metric space if each Cauchy sequence converges in X. [4],
p. 12, 18.

8
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(6) The closure of a set A C X is the set

n{B: B is closed and B :::>A}.
By the completeness axioms for JR, the spaces JRn and <C are complete. But the fact that
C (llJ>) and H(D) are complete is not at all transparent. For a method of demonstrating the
completeness of these metric spaces, we refer the reader to Conway [4], p. 151-152.
00

3. VECTOR SPACES
In this section we define numerous important terms that will be used throughout the rest
of the paper. We begin with the standard definition of a vector space [7], p. 154.
Definition 3.1. A set V is a vector space over the complex numbers if it satisfies the
following for all vectors x, y, z E V and a, {3 E <C:

+ y is a unique vector in V.
(2) X+ y = y +X.
(1) x

(3) (x+y)+z=x+(y+z).
(4) There exists 0 E V such that x + 0 = x V x E V.
(5) For all x E V 3 - x E V such that x + (-x) = 0.
(6) ax is a unique vector in V.
(7) a(x + y) =ax+ ay.
(8) (a+ f3)x =ax+ {3x.
(9) (af3)x = a(f3x).
(10) The product of x and unity equals x.
Note that items (1) and (6) imply respectively that a vector space is closed under addition
and multiplication by a complex scalar.
Example 3.2. We shall demonstrate that the following vector spaces are closed under addition and multiplication by a scalar. The reader may verify that these sets also satisfy the
other properties of a vector space. Let a E <C for the remainder of this example.
(1) Let J,g E C 00 (ID). Then the partial derivatives (of all orders) of both f and g exist
and are continuous on llJ>. But by the basic properties of derivatives, this implies that
the partial derivatives (of all orders) of f +g also exist and are continuous on llJ>. This
implies f + g E C 00 (1D).
Also, since the partial derivatives (of all orders) of f exist and are continuous on llJ>,
then clearly the partial derivatives (of all orders) of af also exist and are continuous on

E C 00 (D). Thus, C 00 (D) is closed under addition and scalar multiplication.
(2) Let J,g E H(D). Then both f and g satisfy (2.5), the Cauchy-Riemann equation. But
llJ>. So af

again, by elementary properties of derivatives, this implies that

f

+g

also satisfies

ZEROS
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Cauchy-Riemann. This implies that f + g E H(JI))). Also, it is obvious that af
also satisfies (2.5), so af E H(JI))). Thus, H(JI))) is closed under addition and scalar
multiplication.
(3) Let J,g E H 00 (JI))). Since SUPzeiD lf(z)l < +oo and SUPzeJI)) lg(z)l < +oo, then by the
triangle inequality
sup I(!+ g)(z)l ::::; sup lf(z)l +sup lg(z)l < +oo
zeiD
zeiD
zeiD
00
which demonstrates that f + g E H (1D). Also,
sup l(af)(z)l = Ia! sup lf(z)l < +oo
zeJI))
zeiD
so af E H 00 (1D). Thus, H 00 (JI))) is closed under addition and scalar multiplication.
(4) Let f, g E A - 1 • Then by the triangle inequality,
sup(l -lzl)l(f + g)(z)l ::::; sup(l -lzl)lf(z)l + sup(l -lzl)lg(z)l < +oo
zeiD
zeJI))
zeJI))
which demonstrates that

f

+ g E A - 1 • Also,

sup(l -lzl)l(af)(z)l = Ia! sup(l -lzl)lf(z)l < +oo
zeJI))
zeJI))
so af E A- 1 . Thus, A- 1 is closed under addition and scalar multiplication.
(5) Cis obviously closed under addition and multiplication.
The following definitions will be used later in the paper.

Definition 3.3. Let V be a vector space over C. Then W C V is a subspace of V if it is
also a vector space over C with the same operations of addition and scalar multiplication as
on V [6] p. 34.
Example 3.4. The reader may verify that the set K = {f E A- 1 : f(O) = 0} is a subspace
of A - 1 . Specifically, note that if J, g E K then (f + g)(O) = f(O) + g(O) = 0, so K is closed
under addition. Also, given f E K and c E C then (cf)(O) = cf(O) =cO= 0, which implies
that K is closed under scalar multiplication.
Definition 3.5. Let V be a vector space over C with S C V. Then the intersection W of
all subspaces of V which contain S is the span of S [6] p. 36.
Definition 3.6. Let V be a vector space over C and S C V. Then Sis linearly independent
if for all distinct St, s2, •.. , Sn E S, c1 s1 + c2s2 + ... + CnSn = 0 implies that c1 = c2 = ... = 0.
Otherwise, S is linearly dependent [6] p. 40.
Example 3. 7. Fix an n E N. Consider the set of functions P = {1, z, z 2 , ••• , zn} and note
that P c A- 1 . We proceed to show that P is linearly independent. Given eo, Ct, ••• , Cn E C
then it must be proved that if g(z) =Co+ c1z + c2 z 2 + ... + enzn = 0 V z E ID this implies that

10
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=

= c1 = ... = Cn = 0. Since g 0, clearly g(O) = 0. But g(O) = Co + c1 (0) + c2(0) + ... +
cn(O) = 0 further implies that Co = 0. Also, since g 0, this implies that g'(O) = 0, where
g'(z) = c1+2c2z+ ... +ncnzn-l. Thus, g'(O) = c1 +2c2(0)+ ... +ncn(O) = 0 implies that c1 = 0.
Continuing by induction, it is easily seen that since g 0, this implies that g(k)(O) = 0 for
all k :::; n which further implies that Ck = 0 for all k:::; n. Therefore, Co = c1 = ... = Cn = 0,
which proves that P is linearly independent.
Since P is also a subset of the spaces C 00 (ID>), H(ID>), and H 00 (ID>), it follows that P is also
linearly independent in these spaces.
Co

=
=

Definition 3.8. A linearly independent set of vectors which spans a vector space V is a
basis for V [6] p. 41.
Definition 3.9. The dimension of a vector space V is equal to the number of elements in
any basis of V.
This definition is well-defined since, given a basis for a vector space, the number of elements
in any other basis must be the same.
Example 3.10.
(1) It is easy to see that C, treated as a vector space over the complex
numbers, is spanned by unity. Note that there are no strict subspaces of C which
contain one, so the "intersection" of all "subspaces" of C which contain the number
one is simply C, which demonstrates that one spans C. Since one is obviously linearly
independent, it serves as a basis for C, which implies that C has a dimension of one.

(2) Consider the set C XC= (x,y) V x,y E C, the set of all ordered pairs of complex
numbers. We leave it to the reader to verify that C x Cis indeed a vector space. Since

(cb c2) = c1(1, 0) + c2(0, 1), this implies that (1, 0) and (0, 1) span C x C. Clearly, if
c1(1, 0) + c2(0, 1) = (0, 0) then c1 = c2 = 0, and therefore (1, 0) and (0, 1) are a basis
for C X C. This implies that C X C has a dimension of two.
(3) We proceed to demonstrate that the vector spaces C 00 (ID>), H(ID>), H 00 (ID>) and A- 1
are all of infinite dimension. Recall from the previous example that the set P =
{1, z, z 2, z 3 , ••• , zn} belongs to all four of these spaces and, given any n, is linearly
independent. Thus, there can be no finite set of functions which spans these spaces,
which implies there is no finite basis, which proves that the spaces are not of finite
dimension.
Definition 3.11. Let V and W be vector spaces over C. A linear transformation from V
into W is a function T: V-+ W such that T(cx + y) = cT(x) + T(y) V x, y E V, c E C.
Example 3.12.

(1) Fix a E C and define T: C-+ C by T(z) = az. Then

T(cz1 + z2) = a(cz1 + z2) = caz1 + az2 = cT(z1) + T(z 2)
which demonstrates that T is a linear transformation.

J1

ZEROS

(2) Define T: A- 1 - t A- 1 by T(J(z)) = zf(z). First, it is not immediately obvious that
iff E A-1 then T(J) E A-1 • So given f E A- 1 then

IIT(J)II = sup(l -lzl)lzf(z)l = sup(l -lzl)lzllf(z)l ~ sup(l -lzl)lf(z)l
zeD

zED

zED

which proves that zf E A- 1 •
The following demonstrates that T is indeed a linear transformation.
T(cf +g)= z(cf +g)= zcf

+ zg = c(zf) + zg = cT(J) + T(g).

(3) We leave it to the reader to demonstrate similarly that T(J)
formation from C 00 (D) - t C 00 (D), H(D) ~ H(D), and H 00 (D)

= zf is a linear trans-t

H 00 (D).

Definition 3.13. Let T : V ~ W be a linear transformation from a vector space V to a
vector space W. Then the kernel ofT consists of all vectors v E V such that T( v) = 0 [7) p.
309.
Definition 3.14. Let T : V - t W be a linear transformation from a vector space V to a
vector space W. Then the range ofT consists of the wE W for which there exists a vector
v E V such that T(v) = w [7], p. 311.
The following two lemmas are elementary results of linear algebra. We state them here
without proof.
Lemma 3.15. The kernel I< of a linear transformation T: V
Lemma 3.16. The range R of a linear transformation T : V

-t

-t

W is a subspace of V.

W is a subspace of W.

Example 3.17. LetT: C x C - t C x C be defined as T(c~,c2 ) = (c~,O). This example will
first demonstrate that T is a linear transformation and will then proceed to calculate its
kernel and range.
Let x, y E C X C and let c E C. Then

which demonstrates that T is a linear transformation.
Keeping the notation that x = ( Ct, c2 ), since T (x) = (Ct, 0) the kernel
all points inC x C such that T(x) = (0, 0). It is easy to see that

J(

of T consists of

= (0, 0).
Since T( c1, c2) = (c~, 0), the range ofT is simply_ the set of points (Ct, 0) for all c1 E C.

since T(O, c2 )

To
see this, note that the second element of the ordered pair of the range must be zero because
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there are no points in C

X

C such that T maps them to any ordered pair the second element

of which does not equal zero.
Definition 3.18. Let V be a vector space with subsets S1 , S2 , ••• , Sk. Then the set of all

+ 82 + ... + Sk of vectors Si E si is the sum of the sets St, s2, ... , sk, and is denoted
as St + S2 + ... + Sk [6], p. 37.
sums St

Definition 3.19. Let Wt, W2 , ••• , Wk be subspaces of a vector space V. These subspaces are

independent if for all

Wi

E

wi then
Wt

implies that each

Wi

+ W2 + ... + Wk =

0

= 0.

Definition 3.20. Let V be a vector space with subspaces W1 , W2 , ... , Wk. The sum of these
subspaces is a direct sum if W1 , W2 , ••• , Wk are independent. This direct sum is denoted

w1 EB W2 EB ... EB wk

[6], p. 210.

Lemma 3.21. Two subspaces W1 and W2 of a vector space V are independent if and only
ifWt n W2 = o.
Proof. Suppose W1 and W2 are independent and let wE W1 n W2. Then w = w2 for some
vector w 2 E W2. Thus, w + (-w 2) = 0, and since w E Wt, this implies by the definition of
independence that w = w 2 = 0.
Conversely, let W1 n W2 = 0 and suppose that W1 and W2 are not independent. Then
there exists Wt E W1 and w2 E W 2 such that if w1 + w 2 = 0 then either w1 or w 2 does not
equal zero. Assuming without loss of generality that w 1 "I 0, then w 1 = -w2 "I 0. But since

-w2 E W2, this implies that W1 n W2 # 0, which is a contradiction. D
Corollary 3.22. If Wt and W2 are subspaces of a vector space V, then the sum of W1 and

W2 is a direct sum if and only if Wt n W2 = 0.
In section six, we will have occasion to use this interpretation of the direct sum of two
subs paces.
Definition 3.23.

(1) Given vector spaces V and W, a one-to-one linear transformation

T from V onto W is called an isomorphism of V onto W.
(2) A vector space Vis isomorphic to a vector space W if there exists an isomorphism of
V onto W.
We state the following elementary results from linear algebra without proof.

Lemma 3.24.
(1) IfV is isomorphic toW then W is isomorphic to V.
(2) IfV is isomorphic to W, then both V and W are vector spaces of the same dimension.
We conclude this section with a discussion of quotient spaces.

ZEROS
Definition 3.25. Let W be a subspace of V. Then the quotient of
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V and W

is

V/W=U(v+W)
veV

Lemma 3.26. Let W be a subspace of V and let v11 v 2 E V. Then

Vt

+W

= V2

+W

{:} Vt - V2 E W.

Proof. First assume that v1 + W = v2 + W. Then for all Wt E W there exists a w2 E W
such that Vt + Wt = v2 + w2. Thus, Vt- v2 = w2- Wt E W since W is a vector space.
Conversely, assume that w = v1 - v 2 E W. Then Vt = w + v2. So given Wt E W,
v1 + w 1 = v 2 + (w + wt). But w + w 1 E W since W is a vector space, which suffices to prove
that Vt + W = v2 + W. 0
Lemma 3.27. Let W be a subspace over C of V and let v0 , Vf3 E V. Also, let c E C. Then
V /W is a vector space if addition and scalar multiplication are defined as follows:

(va + W) + (vf3
c(va

+ W) = (va + Vf3) + W

+ W) =(eva)+ W

Proof. It is not transparent that these operations of addition and scalar multiplication are
well defined. If Va + W = Va + W and Vf3 + W = Vb + W then it must be shown both that
(va + Vf3) + W = (va + Vb) +Wand CVa + W = CVa + W.
First consider addition. Since by the previous lemma Va - Va E W and Vf3 - Vb E W then
clearly ((va- va) + (vf3- vb)) E W. Or equivalently, ((va + Vf3)- (va + vb)) E W. But this
implies by the previous lemma that (va + Vf3) + W = (va + vb) + W, which shows closure
under addition.
Now consider scalar multiplication. Again, Va- Va E W so clearly c(va- va) E W. Or
equivalently, eva- eva E W. So according to the previous lemma, eva+ W = eva+ W,
which shows closure under scalar multiplication. We leave it to the reader to test that V fW
satisfies the ten properties of a vector space with respect to these well defined operations. D
In section six we will make frequent use of the following famous result from basic algebra.
Theorem 3.28 (First Homomorphism Theorem). Let V and W be vector spaces over
C. If there exists a linear transformation </> : V -+ W then the quotient space V /I< ( </>) is

isomorphic to R( </>), where I<(</>) denotes the kernel of</> and R( </>) denotes the range of</>.
Proof. Let </> be a linear transformation from V to W. Then by the definition of a quotient
space,
V/I<(</>) =

U(v +I<(</>)).
veV
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For any v E V, define a new function ~ : V /I< (</>) -+ R( </>) by
~(v +I<(¢>))= <f>(v).

If we can show that ~ is a well defined bijective linear transformation then this will prove
that VJ I<(</>) is isomorphic to R( </> ).
( 1) First we show that ~ is well defined. Let v1 , v2 E V and suppose that Vt +/( (</>) = v2 +
I<(¢>). Then, by Lemma 3.26 this implies that Vt- v2 E I<(¢>). Thus, ¢>(v1- v2) = 0,
and since ¢> is a linear transformation, ¢>( v1 ) - ¢>( v2) = 0, or equivalently,

</>(vt)

= ~(vt +I<(¢>))= ¢>(v2) = ~(v2 +I<(¢>))

which demonstrates that ¢> is well defined.
(2) Next we show that ~is a linear transformation. Let c E C and v~, v2 E V. Then
~(c(vt +I<(¢>))+ (v2 +I<(¢>)))= ~((cv1

+ v2) +I<(¢>))

= ¢>(cv1 + v2) = c</>(vt) + ¢>(v2) = c~(vt +I<(¢>))+ ~(v2 +I<(¢>))
which demonstrates that ~ is a linear transformation.
(3) Clearly, R( ~) = R( ¢>).
(4) All that remains is to show that ~ is one-to-one. Let v~, v 2 E V and suppose that
~(v 1 +I<(¢>))= ~(v 2 +I<(¢>)). Then ¢>(v1) = ¢>(v2), so </>(vt)- ¢>(v 2) = 0. Since</> is
a linear transformation, ¢>(v1 - v2) = 0. Therefore, V t - v2 E I<(¢>). But according to
Lemma 3.26 this implies that v1 +I<(¢>)= v2 +I<(¢>), which demonstrates that~ is
indeed one-to-one.
This completes the proof.

0

Example 3.29. Let </> : C XC -+ C be defined by ¢>( Ct, c2) = c1 for c 1, c2 E C. Then, recalling
the definition of the kernel I< of a linear transformation, it is clear that I<(¢>) = 0 x C. Thus,
by the third homomorphism theorem, C X C/0 XC is isomorphic to C. Since C has a dimension
of one, then by Lemma 3.24, C x C/0 x C also has a dimension of one.
4.

BANACH SPACES

Definition 4.1. A norm of a vector space X is a function f! : X -+ JR.+ satisfying the
following for all x E X

(4.1)

e(x) > 0

(4.2)

e(x) = 0 <=> x = 0

(4.3)

f!(ax) = lale(x) where a E C

(4.4)

ZEROS
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We remark that (given x,y EX) if e(x) is a norm for X then clearly p(x,y) = e(y- x)
serves as a metric for X.
X is called a normed space if p( x, y) ::::: e(y - x) is a metric for X and e( x) is a norm for

X.
Definition 4.2. A vector space X is a Banach space if it is both normed and complete,
where completeness implies that all Cauchy sequences converge in X.
We indicated at the end of the section two that H([)) is a complete metric space under
the distance function
p(f,g) =
Pn(f,g)

f:(.!.t

. n=1 2 1 + Pn(f,g)
where Pn(f,g) = supzEKn lg(z)- f(z)l and I<n = B(O; 1- ~) as before.
Is this metric of the form p(J,g) = e(g- f) with e(J) being a norm? To see that it is not,

let

hn(f) = sup lf(z)l
zEKn

and

Then

p(J,g)

= h(g- f).

Thus, if H([)) is a normed space under the metric p(J,g) then h(J) must satisfy all four
of the properties for a norm. We shall demonstrate that the third property h(af) = lalh(J)
is not necessarily satisfied.
Let

f

= 1 and a= 2. Note that

f

E H([)). Then

hn(af)

= hn(2) =

sup 121
zEKn

=2

and similarly
Thus

00

2 00 1
2
h(af) = h(2) = I:(-t- =- I:(-t =n=l 2
2+1
3 n=l 2
3
1

2

But

Since 1 =J ~ this implies

h(af) "¢ lalh(J) V f E H(JI))
Therefore, since H(JI)) is not normed, it is not a Banach space.
This next result can be found in [4], p. 145.
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Proposition 4.3. A sequence converges in the metric of H([)l)
uniformly on all compact subsets ojD.

¢:>

the sequence converges

We use this well-known result to prove the following.
.

i

Theorem 4.4. H 00 (D) is a Banach space.
Proof. Let g(J) = IIIII = supzelf) lf(z)l and note that by Lemma 2.6 this satisfies the properties of a norm for H 00 (D). It remains to be shown that H 00 ([)l) is complete.
Recall that

p(J,g)
is a metric for H (D). Let {fn}
the following useful results:
00

= llg- !II= sup lg(z)- f(z)l

ze[)l
be a Cauchy sequence in H 00 ([)l). We proceed to first prove

(4.5)

sup llfn II <

(4.6)

Given fixed zo ED, 3f(zo) : fn(zo) -+ f(zo) as n -+

n

+oo
+oo.

IIIII < +oo

(4.7)
(4.8)

fn(z)

-+

f

(4.9)

f(z) \1 z E If)

E H([)l)

Since {fn} is Cauchy then 3 N EN such that \1m, n ~ N, llfn-

llfnll

= llfn-

JN +/Nil

~

llfn- /Nil+ II/NII

fmll

~ 1. So

~ 1 + IIJNII

Let

C

= 1$n$N
max {llfnll}

Then

llfnll ~ M = max{C, 1 + II/NII} \1 n
Therefore
sup llfnll ~ M
n

< +oo,

which proves (4.5).
Fix z0 ED. Given
Now \lm,n ~ N

f

> 0, 3 N

EN such that \1m, n ~ N, llfn-

fmll

~f.

lfn(zo)- fm(zo)l ~sup lfn(z)- fm(z)l = llfn- fmll ~

so {fn(z0 )}

zeD
is a Cauchy sequence in C. Thus, by the completeness of C
3 f(zo) : fn(zo) -+ f(zo),

f

\1 n ~ N

ZEROS
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which proves (4.6)
Note that for fixed z0 E lD
lf(zo)l = lim lfn(zo)l :::; lim sup lfn(z)l :::; sup llfnll
n--++oo
n--++oo zelD
n
But we have already shown that
supllfnll
n

< M < oo

But since z 0 was chosen arbitrarily, this implies

lf(z)l < M Vz E lD
and so III II < +oo, which proves (4. 7).
Let f > 0 be given. Since {fn} is a Cauchy sequence then 3 N EN such that V m, n
llfn- fmll <f. Thus for fixed ZoE ID,

~

N

lfn(zo)- f(zo)l = lim lfm(zo)- fn(zo)l :::; sup lfm(zo)- fn(zo)l
m~~N

m--++oo

< sup sup lfm(z)- fn(z)l = sup llfm- fnll < f.

zelD
But since z 0 was chosen arbitrarily we have
m,n~N

m,n~N

lfn(z)- f(z)l < t: V z E !D.
Thus
sup lfn(z)- f(z)l <
zEID

f

that is,
or equivalently

fn--+ J
in the metric of H 00 (1D), which proves (4.8).
Let I< C lD be compact. Then
sup lfn(z)- fm(z)l:::; sup lfn(z)- fm(z)l = llfn- fmll
zeK
zelD
Since llfn- fmll --+ 0 as m, n --+ +oo then {fn} is Cauchy with respect to H(!D). But
since H(JD) is a complete metric space, there exists 9 E H(lD) such that fn --+ 9 uniformly on
compact subsets of!D in the metric of H(ID) by Proposition 4.3. But fn(zo)--+ f(zo) V z0 E JD.
Since z0 , as a single point, is a compact subset oflD, then fn(zo) --+ g(z0 ). Thus f(zo) = 9(z0 ).
Since z0 is arbitrary we have J( z) = 9( z) V z E JD. Therefore,

f
which proves (4.9).

E H(lD)
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This demonstrates that H 00 (ID) is complete and thus a Banach space.

D

Lemma 4.5. A - 1 is a Banach space.

Proof. The proof that A- 1 is complete is essentially the same as the completeness proof for
H 00 (ID). We will prove that
e(f) = sup(1 -lzl)lf(z)l

zeiD>
is a norm for A - 1. Recalling the four properties of a norm from the beginning of this section:
(1) Condition (4.1) is obvious
(2) For condition (4.2) note that if e(f) = supzeJD(1 -lzl)lf(z)l = 0
strictly less than 1. Thus, f = 0.
Conversely, iff= 0 then lf(z)l = 0
(3) For condition (4.3) notice that

=> f =

0 since lzl is

v z E]]) and so SUPzeiD>(1 -lzl)lf(z)l =

e(f) = 0.

e(af) = sup(1 -lzl)laf(z)l = sup(1 -lzl)lallf(z)l = lal sup(1 -lzl)lf(z)l = lale(f).

zeiD
zeiD
(4) To prove condition (4.4) notice that

zeiD

eU1 +h)= sup(1 -lzl)lf1(z) +
zeiD

h(z)l :5 sup(1 -lzi)(I/I(z)l + lh(z)l)
zeiD>

< sup(1

-lzl)lf1(z)l +sup lf2(z)l = e(f!) + e(h).
zeiD
zeiD
1
Thus, A- is normed. Since it is also complete, it is a Banach space. D

Definition 4.6. A set Y is dense in a complete metric space X if the closure of Y equals

X.
Definition 4. 7. A complete metric space is separable if it contains a countable dense set.
Lemma 4.8. Let X be complete with metric d. Let {xt} C X with t E [0, 1] and

d(xt,Xs)

~

1VS

:/:-

t.

Then X is not separable.
Proof. Let Y be dense in X. For each t E [0, 1] form an open ball around Xt of radius
denoted B(xt; !). Since d(xt, Xa) 2 1 V s :/:- t we have
1

B(xt; 2)

nB(xa; 2) = 0 V
1

s

!,

#- t.

Since the closure of Y equals X (as the result of Y being dense in X) then given Xt, there
exists {Ys} C Y with sEN such that Ys ~ Xt as s ~ +oo. Thus, there exists Yt E Y with
1

Yt E B(xt; 2).

Thus, Y must contain an uncountable number of elements and therefore X is not separable. D
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Using an idea from [2] which shows the non-separability of a different space, we proceed
to demonstrate the non-separability of A - 1 •

Theorem 4.9. A-1 is not separable.
Proof. Let a be a point on the unit circle, so lal

= 1.

Define

a2

(4.10)

ga(z)

= (1 + az)(1- az)

By partial fractions we obtain
a2

a2

9a(z) = 2( 1 + az )

+ 2(1- az

r

We proceed to demonstrate first that ga(z) E A- 1 • By the triangle inequality,

11- azl > 1- lazl = 1- lzl
and similarly

11

+ azl

~

1- lzl.

Thus

1
< 1
and
1
< 1
11 - azl - 1 -lzl
11 + azl - 1- lzl
This implies that
1

1

:~~(1-lzl)lga(z)l = :~~(1-lzl)(2)( 11 + azl
1

1

+ 11- azl)

2

< ~~~(1 -lzl)(2)(1-lzl) = 1 < +oo
which proves that ga(z) E A- 1 •
This result is now used to prove that A - 1 is not separable. Let b be another point on the
unit circle distinct from a.

b2

a2

9a(z)- 9b(z) = (1

+ az)(1- az)

-:-------:-,..----:---:------:-:------:-

(1

+ bz)(1- bz)

(1- a2z2)(1- b2z2)

Let 0 < r < 1 so that ra is a line segment in lDl from the origin in the direction of a (where
a denotes the complex conjugate of a). Then

a2- b2
a2- b2
ll9a- 9bll = :~~(1 -lzl)l (1 _ a2z2)(1 _ b2z2) I> {z=r:~~r< 1 /1 -lzl)l (1- a2z2)(1 _ b2z2) I

=
since a 2 a 2
(4.11)

sup (1- r)l

o~r<1

= lal 4 = 1.

a2- b2
a2- b2
I=
sup
(1r)l
I
(1 - a 2r 2a 2)(1 - b2r 2a 2)
o~r<1
(1 - r 2)(1 - r 2b2a 2)

But this last result is greater than
sup

o~r<l

a2- b2
I
1 - r 2b2a 2

I
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because 0 :s; r < 1 implies that 1- r 2 > 1- r. Now since lal

= lal = 1, (4.11) equals

la12a2- lal2b2
1 - a2b2
1- a2b2
sup 1
1
=
sup
1
1
>
lim
1
1= 1.
O$r<1
1 - r 2b2a2
O$r<1 1 - r 2a2b2 - r-+1 1 - r 2a2b2
We have now demonstrated that

Since the unit circle contains an uncountable number of points that may be indexed according
to [0, 1], this implies by Lemma 4.8 that A- 1 is not separable. D
Having discovered various properties about A - 1, we will now investigate an important
subspace of A- 1. The following subspace is endowed with the same norm as A- 1.
Definition 4.10. A01 = {f E A- 1 : limlzl-+1(1 -lzl)lf(z)l = 0}
Lemma 4.11. A 01 is closed.

Proof. Let {fn} be Cauchy in A01 and note that A01 C A - 1. Thus, fn --. f E A - 1. We
must show additionally that f E A01 •
lim (1 -lzl)lf(z)l = lim (1- lzl)lf(z)- fn(z)
lzl-+1
lzl-+1

:s;
Let

f

lim (1- lzl)lf(z)- fn(z)l
lzl-+1

+ lzl-+1
lim (1- lzl)lfn(z)l.

> 0 be given. Since fn --. fin A- 1 there exists N
llf(z)- fn(z)ll

+ fn(z)l

EN such that for all n ~ N we have

= sup(1 -lzl)lf(z)- fn(z)j <f.
zEliJl

Since
lim (1 -lzl)lf(z)- fn(z)l
lzl-+1

< sup(1 -lzl)lf(z)- fn(z)l
zEI!)

this implies
lim (1 -jzl)lf(z)j
lzl-+1

< f + lim (1 -jzl)lfn(z)j = f + 0 = f
lzl-+1

recalling that fn E A 01 • Thus, f E A01 which proves closure.

Proof. Let f E H 00 (l1Jl). Then supzEliJllf(z)l
lim (1- lzl)lf(z)j
lzl-+1
This implies that

D

= C < oo. =;.. lf(z)l :s; C Vz E liJl.
:s; C

lim (1- lzl) = 0.
lzl-+1

f E A01 which completes the proof. D

Thus,
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Example 4.13. This example will demonstrate that A01 is not equal to A- 1 but is in fact
a strict subset.
By the technique used at the beginning of Theorem 4.9, it is easily verified that f(z) =
E A- 1 • We will show that f does not belong to A01 . Let {zn} = 1- ~· Then {zn}--+ 1
1
as n --+ +oo but
1
lim (1 -lznl)l
I= lim (.!_)(!) = lim !: = 1 =I 0.
n-++oo
1 - zn
n-++oo n
-n
n-++oo n

:z

Thus, f(z) =

1

:z is not in A0

1

•

This example, together with the lemma preceding it, allow us to identify the relationships
between all of the classes of analytic functions that have been discussed.

(4.12)
The following discussion may appear at first to be unrelated to what has been discussed
thus far, but will ultimately be utilized to determine whether or not A01 is separable. (Of
course, we have already demonstrated that A- 1 is not separable).

Lemma 4.14. Let 0 < r < 1 and let [)lr denote the open disk of radius ~ about the origin.
Also, let f E H(llJlr) and let
n f(k)(O)
zk
Pn(z) = I:
1
k.

k=O

Then Pn--+ f in A- 1 .
Proof. The notation iD will be used to denote the closure of llJl. It is obvious that iBi is a
compact subset of [)lr since 0 < r < 1. Also, note that Pn is the first n terms of the familiar
Taylor series expansion off, which converges uniformly on compact subsets of llJlr to f, (4]
p. 72. Thus, given t: > 0 there exists N E N such that for all n ~ N we have
lf(z)- Pn(z)l < f V z E iBi.
Multiplying by 1 - lzl, and noting that 1 -lzl

< 1Vz

E llJl, yields

(1 -lzl)lf(z)- Pn(z)l < (1 -lzl)t:::::; t: V z E llJl and n > N.
Thus, Pn --+

f

as n --+ +oo in the norm of A - 1 .

D

Lemma 4.15. Let 0 < r < 1 with f E A- 1 and z E llJl. Also, let fr denote f(rz). Then
fr E A() 1 •
Proof. The proof is almost trivial. Since 0 < r < 1, it is clear that f(rz) must be bounded,
that is, fr E H 00 (llJl). But by Lemma 4.12, this implies fr E A01 • D
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Theorem 4.16. Let 0 < r < 1 and f E A01 with fr
norm of A- 1 •

= f(rz)

as before. Then fr

--+

f in the

> 0 be given. f E A01 =} limlzl-+1(1 - lzl)lf(z)l = 0. Thus, there exists h > 0
such that for all1- h < lzl < 1 we have
Proof. Let

f

(4.13)

(1- lzl)lf(z)l <

Note that

h

f

4
h

ID>= {lzl ~ 1- 2}U{1- 2

< lzl < 1}

which implies the following:
(4.14)
sup(1- lzl)lf(rz)- f(z)l
zelD>

< sup (1- lzl)lf(rz)- f(z)l
lzl9-~

+

sup

(1 -lzl)lf(rz)- f(z)l

1-~<lzl<1

The theorem is proved if we can show convergence to zero as r --+ 1 of the left hand side
of this equation. To accomplish this, we will prove that both terms on the right hand side
converge to zero as r --+ 1.
We will now prove convergence for the first term on the right hand side of (4.14). Clearly,
f(z) E H(ID>) since A- 1 C H(ID>). Let K = {lzl < 1- ~}and note that K is a compact subset
of ID>. Thus, f is uniformly continuous on K. So given f > 0 there exists a hK > 0 such that,
for z, wE K we have
f

lf(z)- f(w)l < 2 \1 lz- wl < hK

(4.15)
Now consider that
(4.16)

lrz- zl = lzllr- 11 = (1- r)lzl

since 0 < r < 1. Fix r 0 near unity such that 1- ro ~ hK. So for all z E K (noting that this
implies lzl < 1) we have, by (4.16), lroz- zl < 1- ro ~ hK. Therefore, for all z E K and for
all r > r 0 , by (4.15),

lf(z)- f(rz)l <
that is, f(rz)
(4.17)

--+

f

2

f(z) uniformly on K. This implies
sup (1-lzl)lf(rz)- f(z)l
lzl<1-~

f

<-

\1 r > ro

2

which demonstrates that the first term of the right hand side of (4.14) is bounded above by
l

2•

It remains to be shown that the second term is similarly bounded. Let 1 - ~ < lzl < 1
and let
1-h
r1 = - - 6 .
1--2
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Then for all 1 > r > r 1
1-

s

s = 11- Sl = 1- S

lrzl > lrtllzl > l -6 111- -1
1--2
2

(4.18)

(since obviously 0 < S < 1). Since r < 1, this implies Jrzl < lzl which implies -lrzl > -lzl.
Using this, together with (4.18) and (4.13), we find that
f

4·

(1 -lzl)lf(rz)l < (1 -Jrzi)Jf(rz)l ~
In conjunction with (4.13), this demonstrates that
(1- lzl)llf(z)l-lf(rz)ll <

f

f

f

4 + 4 = 2 'V

s

1- 2 < Jzl < 1.

And therefore, utilizing the triangle inequality,
f

sup (1- lzl)lf(z)- f(rz)l < 1-~<lzl<l
2

(4.19)

which demonstrates convergence for the second term on the right hand side of (4.14 ). Finally,
by (4.17) and (4.19) it is clear that 'V r > max{r0 ,rt}
f

sup(1 -lzl)lf(z)- f(rz)l < -

2

zelD>

+-f =

f

2

which proves that fr --+fin the norm of A- 1 . 0
The following discussion of polynomials is motivated in the hope that it will shed more
insight into the space A0 1 • Specifically, we will eventually relate A0 1 to polynomials.
Definition 4.17.

( 1) A polynomial is a function of the form
p(z)

= ao + a1z + a2z 2 + ... + anzn

where ai E C 'V 0 ~ j ~ n. We denote the set of polynomials by P.
(2) Let Q denote the rational numbers with respect to the complex plane, that is,
Q

= { z E C such that both Re( z) and I m( z) are rational}.

Lemma 4.18. Given a polynomial p(z) = ao + a1z + ... + anzn, let {rij} ben+ 1 sequences
such that Tii E Q and rii --+ ai for each j as i--+ oo. Also let Pi(z) =rio+ ritZ+ ... + rinZn.
Then Pi(z) --+ p(z) in A- 1 .
Proof.

.lim IIPi(z)- p(z)JI
• --+00

= Jim sup(1
-Jzi)J(riO +ritZ+ ... + rinZn)- (ao + a1z + ... + anzn)l
z eiD>
t--+ 00

= I-+OO
Jim sup(1 -lzl)l(riO- ao) + (ril- at)z + ... + (rin- an)znl
zeiD
~ Jim sup(1 -lzl)(lrio- aol
a-+oo zelD>

~ Jim(ho- aol
1-+00

+ lril- "atllzl + ... + lrin- anllznl)

+ Jril- a1l + ··· + lrin- ani)= 0.
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which completes the proof.

D

Lemma 4.19. Let 'P denote the closure of'P in the norm of A- 1 • Then 'P

-:f A- 1 •

Proof. Let 'PQ denote the set of polynomials with rational coefficients (in the sense defined
by Definition 4.17) and let 'PQ denote the closure of these rational polynomials. Lemma 4.18
implies that
(4.20)
that is, the rational polynomials can approximate any polynomial. Note that 'PQ is a countable set (because is only contains polynomials with rational coefficients). Thus, if 'PQ = A - 1
then 'PQ is dense in A-t which would imply that A - 1 is separable, which contradicts Theorem 4.9. Thus, 'PQ is a strict subset of A - 1 which by (4.20) implies that 'P is also a strict
subset of A- 1 and thus does not equal A- 1 • D
The following theorem relates the polynomials to A 01 •
Theorem 4.20. -'P

= A 0-1

Proof. Let f E A 01 • Then given 0 < r < 1, we know that fr E A 01 and fr -+ f as r -+ 1
by Lemma 4.15 and Theorem 4.16 respectively. Also, Pn-+ fr where Pn(z) = L:k=O f(k~lo)zk
according to Lemma 4.14. Consider,
(4.21)

IIPn- Jll

= IIPn- Jr + Jr- Jll

Since fr -+ f by Theorem 4.16 then given
this implies

f

~ IIPn- frll

+ IIJr- Jll

> 0 there exists 8 > 0 such that for all r > 1-8

llfr - Jll < ~- Also, since Pn -+ fr then there exists N E N such that for all
implies IIPn- frll < ~- Thus, by (4.21), IIPn- Jll ~ ~ + ~ = f and therefore

n > N this
Pn -+f. Since Pn E 'P this demonstrates that
(4.22)

Conversely, since 'P E H 00 (1J)) and H 00 (1J)) C A01 , this implies that 'P E A01 • And since,
according to Lemma 4.11, A01 is closed, this implies that 'PC A01
Together with (4.22), this demonstrates that 'P = A0 1 • D

= A01 •

We conclude this section with the result to which we have been building which demonstrates the separability of the closure of the polynomials.
Theorem 4.21. A 0 1 is separable.

Proof. The proof is trivial. Since 'PQ = 'P as demonstrated by (4.20), and since 'P = A 01 ,
this implies that 'PQ = A 01 • Thus, 'PQ, the set of rational polynomials, is dense in A 01 •
Since it is also countable, this demonstrates that A01 is separable. D
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5.

ZERO SETS

In this section we will explore the zero sets of spaces of analytic functions. But in order to
give the reader a better intuitive understanding of the problem, we begin with an example
utilizing a space of functions that is not analytic.
Example 5.1. Recall the space c=(ID>) from Example 5 of Section 2. This is the space
of complex valued functions on the disk whose partial derivatives (of all orders) exist and
are continuous on ID>. It is obvious that C 00 (1D>) :J H(ID). The following is an example of a
function that is C 00 (1D>) but not analytic:

f(z) = Im(z).

(5.1)

Let Re(z) = x and Im(z) = y. Then (5.1) implies that f(z) = 0 whenever y = 0, regardless
of the value of x. We can visualize this geometrically by stating that the function f evaluated
at any point on the real line within the unit disk is equal to zero. Yet another way of stating
this is to say that the open set ( -1, 1) of real numbers is the "zero set" of the function f.
Definition 5.2. A set Sis relatively closed in ID> if there exists a set I< closed inC such that
I< niD> = s.
Note that if S is relatively closed then ID\S is open.
Theorem 5.3. Let S be both a strict subset of ID> and be relatively closed in ID>. Then there
exists a f E C 00 (1D>) (f ¢ 0) such that f evaluated at any point of S equals zero.

Proof. Fix z0 E ID>\S. Since JD>\S is open, there exists

ff(z) =

f

> 0 such that B(z0 ; t)

C ID>\S. Then

exp (lz-za 12 - 1)-1 if z E B(zo; t)
{ 0

t:

if z E ID>\B(z0 ; t)

is such that f E c=(ID>), f((z) = 0 V z E S, and f ¢ 0. In particular, note that there is
no discontinuity in any of the partial derivatives of f((z) at any of the points z such that

lz- zol

=f.

0

This result motivates us to ask the following: Given a set S C ID> and a space C of analytic
functions, can we find a function f E C (with f ¢ 0) such that Sis the zero setoff?
Definition 5.4. Given f analytic in a neighborhood of a point zo, then zo is a zero of order
m for f if f(zo) = f'(zo) = ... = /(m-t)(zo) = 0 but f(m)(zo) =f. 0.
This definition is motivated by the fact that if f is analytic in a neighborhood of z0 then
we know from elementary complex analysis that f has a power series expansion about z 0 •
(See, for example, [9) p. 200.)

f(z) = ao + a1(z- zo) + a2(z- zo) 2 + a3(z- zo? + ...
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where

aj=

fU>(zo) .
.1
(J=0,1,2,3, ... )

J.

Thus, if f has a zero of order m then ao
write f as

=a1 =

... =

am-l

= 0 but am

-:f. 0.

Thus, we can

From this we observe that so long as f ¢. 0 then any zero of f must be finite. For if it were
infinite, then all of the coefficients in the power series off would be zero, which would make
f identically equal to zero.
Please also observe the following fact which will be used in the next lemma. By simply
factoring (5.2) we obtain

where g is also analytic in a neighborhood of z0 but is such that g(z0 ) =am

-:f. 0.

Lemma 5.5. Let f E H(ID>) with f ¢. 0. Then the zeros off are isolated.
Proof. Let z 0 E IfJJ be a zero off of order m. Then by (5.3) we can rewrite f as
f(z) = (z- zo)mg(z)
where g E H(ID>) and g(zo) -:f. 0. Since g is obviously continuous at z0 , there exists a
neighborhood about z 0 throughout which g is non-zero. But this implies that f is non-zero
in a punctured neighborhood about z 0 • (The neighborhood is punctured of course because

f(zo) = 0 by hypothesis.) Because f is non-zero in a punctured neighborhood of z 0 , this
implies that z 0 is isolated from any other zero. And since z 0 is an arbitrary zero off, this
implies that all the zeros of f are isolated. 0
The well known Bolzano-Weierstrass theorem is needed to prove our next lemma. We
state it here without proof.

Theorem 5.6 (Bolzano-Weierstrass). Every bounded sequence of complex numbers has
a convergent subsequence.
Lemma 5. 7. If A C ID> has no accumulation points in ID> then A must be countable.
Proof. Suppose that A has no accumulation points and yet is uncountable. Define sets An
to be
1
An = B(O; 1 - -) A V n > 2
n
and note that clearly

n

00

U An= A.
n=2
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We proceed to show that each An must be a finite set. We know that An C B(O; 1 - ~),
which is bounded. So if An were an infinite set then by Theorem 5.6, the Balzano-Weierstrass
Theorem, this would imply that there exists a subsequence of An which converges to a point
in B(O; 1 - ~) C ]J)l. But clearly An cannot have any accumulation points inside ]J)l because
An C A and A does not accumulate in ID> by hypothesis. Thus we reach a contradiction,
which demonstrates that An must be finite. Since A is the infinite union of all these finite
sets, it clearly must be countable. This contradicts our assumption that it was uncountable,
and thus completes the proof. D

Corollary 5.8. Given f E H(]J)l) with f "¢ 0 then the zeros off are countable.
Proof. Since the zeros of f are isolated by Lemma 5.5 they cannot accumulate in ]J)l, which

means by the previous lemma that they must be countable.

D

The following proposition simply restates these results in a convenient "geometric" form
that the reader can easily conceptualize.

Proposition 5.9. If A is a zero set for f E H(]J)l) then A must both be countable and may
accumulate only on the boundary of]J)l.
The obvious question is, if we're simply given a countable set A (i.e. -a sequence {an} = A)
that accumulates only on the boundary of ]J)l, can we find a function f E H(]J)l) such that A
is the zero set of f? In other words, can we make the previous proposition both necessary
and sufficient? The answer is "Yes", but it turns out to be a much more difficult task to
prove the "sufficient" direction. The result is the famous Weierstrass Factorization Theorem,
which we state here without proof, (4] p. 170.

Theorem 5.10. Given a sequence {an} C ID> which accumulates only on the boundary of]J)l,
the following non-zero function f is analytic in the unit disk and has zeros only at the points

(5.4)
where

(5.5)

E 0 (z)

= 1- z

.

and En(z)

n

zi

j=l

J

= (1- z) exp[L --:-]

V n ~ 1.

Note that not only does Weierstrass give us "sufficiency", but as an added bonus he even
derives a closed-form expression for a particular analytic function that possesses A as a zero
set! Thus, the zeros of analytic functions are completely classified.
The following example is motivated by the desire to obtain a geometric picture of what
these Weierstrass products "look" like.
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Example 5.11. Unfortunately, we cannot graph a function of a complex variable from the
complex plane to the complex plane because this would require four dimensions (that is,
two for each plane). However, if instead of mapping complex numbers to complex numbers,
we could somehow map complex numbers to real numbers, then we would only need three
dimensions in order to visualize the "complex" function. One method by which this is
accomplished is to consider the square of the absolute value of the mapping, which is a
real number. In other words, given a complex function J, we can graph 1/1 2 on the z-axis
above the complex plane. Note that graphing l/1 2 is a reasonable choice for two reasons:
first, the absolute value of a complex number does retain some information about the real
and imaginary components of the number, and second, since the absolute value involves an
awkward square root, squaring the absolute value serves to "smooth" out the graph.
For the sake of simplicity and purposes of visualization, this example does not correspond
exactly to the Weierstrass product defined by {5.4). Instead, we consider merely E 1 (z)
(as defined by {5.5)). The following are graphs corresponding to the Weierstrass product
utilizing E 1 (z). Specifically, the function being "graphed" is

(5.6)

(Of course, we are really graphing the square of the absolute value of this function.) The
reader will notice that the zeros of this function are not contained within the unit disk, a
result of substituting the simpler functions E1 {azn) for

= 1, z = 2 and z = 3.
The first graph shows the zeros of {5.6) that occur at z = 1, z = 2 and z = 3. But because
the function becomes so large between z = 2 and z = 3, it is impossible to both see all three

This enables us to conveniently place zeros at z

of the zeros and simultaneously to see the maximum of the function between z = 2 and
z

= 3.

Therefore, we have included a second graph of the function (5.6) which only includes

the portion of the graph between z

= 2 and z = 3.
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We remark first that the use of this altered Weierstrass product does force the function to
equal zero at z = 1, z = 2 and z = 3. But notice how the function "blows up" between z = 2
and z = 3. This is not particularly surprising- after all, we are working with exponentials but it indicates the essentially unbounded nature of the Weierstrass product. We have not
proved this explicitly, but we use this example as an easy way to show that (5.4) could grow
arbitrarily "large" between two elements of the zero sequence {an} as lzl

-t

1.

The above example demonstrates why the Weierstrass product sometimes faHs to produce
bounded analytic functions. The next question is, given a sequence in the unit disk which
accumulates on the perimeter, can we find a non-zero bounded analytic function which equals
zero when evaluated at the points of the sequence?
The answer to this question resulted in a theorem similar in essence to the Weierstrass
Factorization Theorem and was discovered earlier this century by Blaschke. Again, because
this is such a well-known classical result, we omit the proof, [4) p. 173.
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Theorem 5.12. Let {an} C 10> with an =/:. 0 V n be a sequence accumulating only on the
boundary of!D with
00

I:(1 -lanl) < +oo.

(5.7)

n=l

Then

(5.8)
is a non-zero bounded analytic function with B( an) = 0 V n.
Conversely, if {an} C 10> are the zeros of a function BE H 00 (1D) then

n=l

The most important point to notice in comparing this result with the Weierstrass Factorization Theorem is that Blaschke's Theorem places an extra convergence restriction, (5. 7),
on the zero sets. The reader should note that this makes good intuitive sense because, since
H 00 (1D) C H(ID), then surely not every sequence that is a zero set for an analytic function
could be a zero set for a bounded analytic function. Therefore, the idea is to put some
kind of extra restriction upon the zero sets of analytic functions in order to pick out only
those sequences that are zero sets for bounded analytic functions. This is precisely what is
accomplished by (5. 7).
Example 5.13. In order to better understand the Blaschke restriction, consider that the
sequence

1
n

{an}= 1 - does not satisfy (5. 7) since
00

1

00

1

n=l

n

n=l

n

I:(l- 11- -1) = I:-= +oo
However, the sequence

does satisfy (5. 7) because

which is a convergent series.
Example 5.14. It is also possible to construct more interesting sequences which accumulate
at all points on the perimeter of the unit disk. Let {zm} be the following finite sequence
containing 2m elements,

(5.9)
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As an example, it is easily verified that
i -1 -i 1

{z2 }

= {2'2'2'2}.

Now define {an} to be the union over all m of the sequences

Zm,

that is,

(5.10)
m=l

where {an} is indexed such that {a2m-t, a2m, ... , a 2m+L 3 , a 2m+t_ 2 }
a graph of the first 510 points of this sequence.

= {zm}·

The following is
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We proceed to convince the reader that {an} accumulates everywhere on the perimeter of
the unit disk using a geometric argument. Consider again the finite sequences {zm} defined
by (5.9). {zm} contains 2m points in the unit disk all separated in polar coordinates by
a radial angle of (27r)(2-m) = 2-m+t7r at a distance of
from the perimeter of the disk.
So as m becomes large, the distance from the elements of { Zm} to the perimeter becomes
small and simultaneously the points are located closer together because the radial angle
separating them also becomes small. Thus, as m ~ oo the sequences {zm} start to approach
every point on the perimeter of the unit disk since the distance from the points to the
perimeter is becoming infinitesimal and the angle between each point is approaching zero.
The sequence {an}, which is simply the infinite union of the {zm} as defined by (5.10), must
therefore approach every point on the perimeter of JD>. But since it is a countable sequence
with no accumulation points inside the disk, then by the Weierstrass Factorization Theorem
we can construct an analytic function with zeros at all of the points of {an}·

!

Example 5.15. The sequence {an} from the previous example obviously does not satisfy

the Blaschke restriction (5. 7) because it is seen to contain the subsequence {1-!} which has
already been shown in Example 5.13 to violate (5.7). So the obvious next question is whether
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it is possible to construct a sequence analogous to {an} that accumulates everywhere on the
perimeter of ][)l but also satisfies the Blaschke restriction.
Let {Ym} be finite sequences containing 2m elements and defined by
{ym}

= {(1- 41m)exp( 27rki
m_ 1 ) : 1 :5 k :5 2m}

and let {bn} be the infinite union of these sequences

m=l

indexed such that {b2m-t, ••. , b2m+1_ 2 } = {ym}· The following is a graph of the first 510
points of this sequence. Note that this sequence converges to the perimeter more quickly
than the sequence in the previous example.

,......,..

I

__......

/
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-0.5

\ ..
\

0.5

I

-o.5

~.......

__

........

"-i

_/

Clearly, by the geometric arguments used in the previous example, {bn} accumulates
at every point on the boundary of ][)l. We proceed to demonstrate that {bn} satisfies the
Blaschke restriction (5.7). Fix an m and note that the distance from an element of {ym}
to the perimeter of IDl is 4-m. Since there are 2m elements in {ym}, tp.is implies that the
sum of the distances of the elements of {Ym} to the perimeter is 2m4-m = (!)m. Now since
{bn} is the union of all the {Ym} this further implies that the sum of the distances of all the

elements of {bn} to the perimeter is

f:(!)m=1
m=l

2

thus demonstrating that the sequence {bn} does indeed satisfy the Blaschke restriction. This
interesting result implies that one can construct a sequence which accumulates everywhere
on the boundary of the disk and still be able to find a bounded analytic function which
equals zero when evaluated at each point of the sequence.

ZEROS

33

Example 5.16. Assume that a 1 = .5 + .5i, a 2 = .5- .5i, a 3 = -.5 + .5i and a4 = -.5- .5i
are the first four elements of a sequence {an} which satisfies the Blaschke restriction (5.7).
To graphically explore the nature of the Blaschke product (5.8), we construct a function
based upon the Blaschke product but using only these first four elements of {an}·

b(z)

=IT lanl( 1an~)
n=l an

anZ

This function should equal zero at a 1 , a 2 , a 3 and a 4 . Following the pattern of Example 5.11,
we plot lb(z)l 2 on the z-axis above the complex plane.

The reader can observe how b equals zero at each of the desired points. We also remark
that the corners of the graph are on the perimeter of the unit disk (so that the region above
which the function is graphed is the square circumscribed within the closed disk). Notice
how b(z) does not become arbitrarily large as lzl --+ 1. This example helps demonstrate
visually why B(z) from (5.8) is a bounded analytic function.
Having completely classified the zero sets for H(D) and for H 00 (ID), we now move to A-t,
the space that forms the main body of our research. The remainder of this section will be
concerned with discussing the zeros of A-t.
The following definitions are valid with respect to any class C of analytic functions on the
unit disk.
Definition 5.17.

(1) A sequence {zn} C

If)

is a vanishing sequence for C if there exists

f E C with f :/= 0 such that f(zn) = 0 V n.
(2) A sequence {zn} C If) is a zero sequence for C if there exists
that j- 1 ( {0}) = {zn}·

f

E C with

f :/=

0 such

Though at a superficial first glance these definitions may seem to be describing the same
thing in two different ways, closer inspection actually reveals that a zero sequence is a
stricter classification than a vanishing sequence. In other words, all zero sequences are
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vanishing sequences but not all vanishing sequences are zero sequences. To see why, note
the requirement for a zero sequence that J- 1 ( {0}) = {zn} implies that the points in the
sequence {zn} are the only zeros of/, whereas the requirement for a vanishing sequence that
f(zn) = 0 V n leaves open the question of whether or not there are points other than those
in the sequence {zn} which may be zeros of f. To give a concrete example, note that any
subset of a zero sequence is a vanishing sequence.
The following definition is given with respect to the space A- 1 •
Definition 5.18. A sequence {zn} C IDl is a sampling sequence if there exists c > 0 independent of f such that

II/II

~ csup(l -lznl)lf(zn)l V f E An

1

•

Why are these sequences called sampling? Recall that 11/11 = supzeiDl(l - lzl)lf(z)l. Note
that, because we are taking the supremum over the entire disk we know that

II/II > sup(llznl)l/(zn)l
n
for any given sequence {zn}· Therefore, by the definition just given, a sequence {zn} is
sampling if

1ltll

II/II =

sup(l- lzl)lf(z)l > sup(l -lznl)lf(zn)l ;:::
zeiDl
n
c
1
for some c > 0 independent of all f E A - . This can be thought of intuitively as saying
that as II/II becomes small or large when evaluated at the points of {zn}, then cll/11 also
becomes small or large respectively at these points. The new norm cllfll then serves as an
"equivalent" norm to 11/11. {zn} is called a sampling sequence because this implies that one
need only consider those points in {Zn} evaluated with respect to the new norm cll/11 in
order to understand the behavior of the original norm II/II· We don't have to look at the
entire disk, we can merely take a "sampling" of points in the disk.
Lemma 5.19. A sampling sequence is not a vanishing sequence.

Proof. If {zn} is a sampling sequence then there exists a c > 0 such that for all

f

E A-t,

II/II < csupn(l-lznl)lf(zn)l.

Now if {zn} were also a vanishing sequence then there would
exist a g E A- 1 not identically equal to zero such that supn(l -lznl)lg(zn)l = 0 V n. But
this implies that llgll ~ csupn(l- lznl)lg(zn)l = c(O) = 0, which means that g is identically
equal to zero, a contradiction. 0
The following definition is the last one we need in our discussion of sequences.
Definition 5.20. A sequence {Zn} E IDl is an interpolating sequence for A - 1 if given any
sequence {an} E C with
sup(l -lznl)lanl
n

< +oo
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then there exists a f E A- 1 such that f(zn) =an.
These sequences are called "interpolating" because for each sequence there exists a function
f which can map it essentially anywhere in the plane. Since the sequence can be thus be
"inserted" into any arbitrary sequence under a particular mapping, the original sequence is
designated as interpolating.
Lemma 5.21. If {zn} is an interpolating sequence for A- 1 then it is also a vanishing sequence for A - 1 •
Proof. First consider the sequence {an}

= 0 \1 nand note that clearly supn(l- lznl)lanl

is
bounded. (Indeed, it equals zero.) Since {zn} is interpolating by hypothesis, there exists an
f E A- 1 with f(zn) =an= 0.
The only problem with this is that we have no guarantee that f is not identically equal to
zero, which would violate the requirements for {zn} being a vanishing sequence. To overcome
this, consider the sequence {at} = 1 and {an} = 0 \1 n =/:- 1. Note again that this sequence
satisfies the requirement that supn(l - lznl)lanl < +oo. Since {zn} is interpolating, this
implies that that there exists an f E A- 1 such that f(z1) = 1 and f(zn) = 0 for all n =/:-1.
Unfortunately, now it no longer appears that {zn} is a vanishing sequence.
But consider the function g(z) = (z- zt)f(z). Note that this function does equal zero
when evaluated at z = z1. Also, g evaluated at any Zn such that n =f:. 1 must equal zero
because f evaluated at these points equals zero. Thus, g(zn) = 0 \1 n. Also, recall that
f(zt) = 1, which implies that f ¢ 0. Since z - z1 is also not identically zero, this implies
that g "¢ 0. And since g is obviously in A - 1, this demonstrates that {zn} is indeed a vanishing
sequence. D
Corollary 5.22. An sampling sequence is not an interpolating sequence.
Proof. This immediately follows from Lemma 5.19.

D

Kristian Seip [10] has not only completely characterized the sampling and interpolating
sequences for A- 1, but has also constructed interesting examples of them using the Caley
Transform

(5.11)

z

-l

z

+l

<P(z) = - .

Lemma 5.23. <jJ defined by (5.11} maps the upper half-plane into the unit disk.
Proof. Let z be in the upper half-plane. Since i is also in the upper half-plane, they are both

above the real axis of the complex plane. Since the real axis perpendicularly bisects the line
segment from i to -ion the imaginary axis, this implies that lz- il < lz- ( -i)l = lz + il,
which further demonstrates that 14>1 < 1, thus completing the proof. D
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The sequences are generated according to </>(f( a, b)) where

(5.12)

r(a,b)

= am(bn + i) such that m,n E Z,a > 1,

and b > 0.

Corollary 5.24. </>(f( a, b)) lies in the unit disk.

Proof. This immediately follows from Lemma 5.23 since f(a, b) clearly lies in the upper

half-plane.

D

Example 5.25. Seip has demonstrated that if blog(a) < 27r then </>(f(a, b)) is a sampling
sequence, whereas if blog( a) > 27r then </>(f( a, b)) is an interpolating sequence. The following
is a graph of 19881 points of a sampling sequence formed by letting a = 1.1 and b = 1 so
that blog(a) < 27r.

........... . ..... ...
0.5

-0. 5

...... ..... ...
-0.5

Notice how "thick" the sequence is as it approaches the perimeter of the disk. This is
not surprising, for the sequence must be dense near the perimeter in order for it to contain
enough points to effectively sample the norm.
This next graph is 19881 points of an interpolating sequence formed by letting a
and b = 75 so that blog(a)

> 27r.

= 1.1
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i
-1

l

l

0.5

-0.5

0.5

-0.5

Obviously, if we graphed more points we would eventually be able to see accumulation on
the perimeter near -1, but notice how "thin" the sequence is as it approaches the perimeter
compared with the thick density of the sampling sequence. This is also not surprising, for
we expect that an interpolating sequence, as a vanishing sequence, would be too dense near
the perimeter.
The reason why these sequences are so interesting is because they accumulate everywhere
on the boundary of [l). (We will presently prove this for a particular choice of a and b.) This
implies that the only difference between these sampling and interpolating sequences is how
"dense" the sequence is as it approaches the perimeter.
Theorem 5.26. ¢>(f(2, 1)) accumulates at every point of the boundary of][l).
In order to prove this theorem, we first prove the following two lemmas.
Lemma 5.27. If <P(z) = exp(iO) for a fixed(} E lR then z E R

Proof. Let a = exp(iO) and note that lal = 1, that is, a lies on the perimeter of the unit
disk. By hypothesis, ¢>(z) =a, and so by the definition of¢>,

z-z
z+z

--.=a.
One may perform simple algebra (which we leave to the reader to verify) upon this equation
to discover that

i(1 +a)
z = --'-----'1-a
which implies that

_

z=

-i(l

+a)

1-a

.
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We proceed to demonstrate that z = z, which clearly suffices to prove the lemma. Obtaining
a common denominator implies that

_

z- z

since

lal = 1.

Thus,

z = z,

i(1 + a)(1- a)+ i(1 + a)(1- a)
= --'----'--'----'---'---.....::......:-____:_
(1- a)(1- a)

2i(1- aa) _ 2i(1 - lal 2 )
(1- a)(1- a)
(1 - a)(1- a)
which proves that z is real. D

=0

Corollary 5.28. ¢> maps the real line onto every point of the perimeter oj'ID.

Proof. This follows from the fact that we could choose a E bd(ID) arbitrarily and find a z E lR
such that ¢>(z) =a. D
Let us pause for a moment to interpret this lemma in the context of what we are ultimately
trying to prove. The goal is to show that ¢>(f(2, 1)) accumulates everywhere on the perimeter
of ID>. The previous lemma, together with its corollary, implies that it suffices to prove that
the sequence f(2, 1) accumulates everywhere on the real line.

Lemma 5.29. f(2, 1) :J {:t} V k E Z,j EN.
Proof. Recalling (5.12), f(2, 1) = {2mn + 2mi} V m, n E Z. Fix k E Z, m < 0 and j E N
such that j < -m. Let n = k2-m-i. Note that n E 7l since 2-m-j E 7l due to the fact that
j ~ -m. Then 2mn, the real component of f(2, 1) satisfies

2mn
Also, in the limit as m

--t

= 2m{k2-m-j) = k2-j.

-oo, the imaginary component of f(2, 1), that is, 2mi, approaches

zero. This suffices to prove the lemma. D
We now proceed to prove Theorem 5.26

Proof. Lemma 5.27 implies that it suffices to prove that f(2, 1) accumulates everywhere on
the real line, and Lemma 5.29 demonstrates that f(2, 1) does accumulate at "many" points
on the real line. We proceed to use this to demonstrate that f(2, 1) does indeed accumulate
everywhere on R
We know from the basic properties of numbers that any natural number can be written
as the sum of powers of two (including 2° = 1). It is thus easy to see that for fixed j, kEN
such that k < 2i there exists a sequence {an} of zeros and ones such that
j

Xj

because

an

k

= n=l
L 2n = 2i
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Nownote that any real number x E [0, 1] can be written as a binary expansion

for an appropriate sequence {an} of zeros and ones. Since Xj -+ x as j -+ +oo, this
demonstrates that f(2, 1) accumulates everywhere on [0, 1]. And since any real number
can be written as the sum of an integer and an element of [0, 1], this implies that f(2, 1)
accumulates everywhere on~. D
We conclude this section with a theorem which demonstrates that there are vanishing
sequences for A- 1 which are not vanishing for H 00 (ITJ>).
Theorem 5.30. <P(f(a, b)) does not satisfy the Blaschke restriction {5.1}.

Proof. It suffices to prove that a subsequence of <P(r(a, b)) does not satisfy (5.7). Let n = 0
and m < 0. Then r( a, b) :::> {ami}. We proceed to demonstrate that <PC ami) does not satisfy

(5. 7).
<P(

m·
·
m
1
a z- z a a z = ami + i = am + 1
m ")

implies that

Consider

where we have made a "change of variables" from m tom' to fit the form of (5.7).
But this sum is easily seen to diverge because, since a> 1 and m' 2:: 1, then a-m'+ 1 < 2,
which implies that the elements we are summing over are all greater than one. Since

L

00

1 -I<P(r(a, b))l >

m,n

L 1- I<P(ami)l = L
m

m 1=1

2
a-m'

+1

=

+oo

this completes the theorem. 0
Corollary 5.31. There exist vanishing sequences for A- 1 that are not vanishing for H 00 (ITJ>).

Proof. Since Seip has demonstrated that r(a,b) is an interpolating sequence if bloga > 21r,
and since by Lemma 5.21 all interpolating sequences in A - 1 are vanishing sequences, then
this result immediately follows from Theorem 5.12 and the theorem just proved. 0
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6. INVARIANT SUBSPACES
In this section we will explore the invariant subspaces of the linear transformation

Mz : A - 1 ~ A - 1 such that Mz(f)

= z f.

Definition 6.1. A subspace S of a space of analytic functions is z-invariant if given any
function f E S then Mz(J) E S where Mz(J) = zf.
For purposes of convenient notation, we write the set of all functions zf such that f E :F
as z:F. We encourage the reader to refer back to Example 3.12 which demonstrated that A- 1
is z-invariant. This example can be used similarly to show that C00 (ID>), H(ID), and H 00 (ID>)
are all z-invariant.
The "shift operator" Mz is an important operator which plays a fundamental role in the
theories of functions and operators. It was examined successfully (in a much different setting)
by Arne Beurling in 1949 (3]. Since then it has been studied by many others. A general
discussion of the shift operator can be found in (11]. For many spaces of analytic functions
the Mz invariant subspaces have been completely classified. However, this is not the case for
A - 1 , and in this section we explore the difficulties that arise in the characterization of the
Mz invariant subspaces of A - 1 • In particular, we will give examples of how the Mz invariant
subspaces of A - 1 can be very complicated.
Our ideas are based upon observations made by Hedenmalm of the complexity of the Mz
invariant subspaces of a slightly different space (5]. To accomplish this, we will use (as did
Hedenmalm) certain ideas of Seip [10].

Lemma 6.2. zA- 1 = {f E A- 1 : f(O) = 0}

Proof. Let f E zA- 1 and I<= {f E A- 1 : f(O) = 0}. Then f = zg for some g E A- 1. Thus,
f(O) = (zg)(O) = Og(O) = 0, which implies f E I<.
Conversely, let f E I< so f(O) = 0. Since f E H(ID) then f can be written in a Taylor
series expansion as [4] p. 72
oo
n
f(n)
f(z) = L anz where an = - 1 •
n=O
n.
Since f(O) = 0, this implies that a0 = 0, and therefore

f(z)

= a1z + a2z 2 + ... = z(a1 + a2z + ... ) =

zg(z)

where g is clearly in A- 1. This demonstrates that f E zA-1, thus completing the proof.
We leave it to the reader to similarly show that

(1) zH(ID>) = {f E H(ID>) : f(O) = 0}
(2) zH 00 (ID) = {f E H 00 (1D) : f(O) = 0}

D
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Lemma 6.3. dim(A- 1 /zA- 1 ) = 1
Proof. Since C has a dimension of one, we will use Theorem 3.28, the first homomorphism

theorem, and show that A- 1 /zA- 1 is isomorphic to C. Define¢: A- 1 ~ C by¢(!)= f(O).
¢ is clearly a linear transformation since given c E C we have
¢(cf +g)= (cf + g)(O) = cf(O) + g(O) = c¢(!) +¢(g).

By definition, the kernel ]{ of ¢ is
I<(¢)= {f E A- 1 : f(O)

= 0}.

But by the previous lemma, this implies that I<(¢)= zA- 1 • Thus, according to the first
homomorphism theorem,
which completes the proof. 0
Again, we leave it to the reader to similarly show that
dim(H(ID>)/zH(ID>))

= dim(H

00

(ID>)/zH00 (ID>)) = 1.

Definition 6.4. Let V be a vector space over C and W be a z-invariant subspace of V.
Then the codimension of W is the dimension of the quotient space W/zW.
The codimension of W / z W can be thought of as measuring the reduction in the dimension
of W that results from its multiplication by z. By "dividing" W by its subspace zW, we
obtain a space with the dimension of which is equal to difference between the dimensions of
W and z W. This is precisely the codimension of W. Recent results of Aleman, Richter, and
Ross have demonstrated that there are many subspaces of the holomorphic functions with a
codimension equal to unity.
Theorem 6.5 ([1] [8]). Let p

~

1 and define

Dp = {f E H(ID>) :

kj

lf'(z)!Pdxdy

< +oo }.

Then given any closed z-invariant subspace S of Dp {S =/: 0}, the codimension of SfzS is
equal to one.

Our ultimate goal in this section is to construct a subspace of A - 1 which has a codimension
not equal to one, for which we will employ an idea of Hedenmalm [5]. The above theorem
indicates that this most likely will not be a simple task. For example, at first glance the
following lemma does not appear to help us.
Lemma 6.6. Let A= {an}, a countable sequence such that an=/: 0 V n. Define

(6.1)

I(A) = {f E A- 1 : f(an) = 0 V n}.

Then I(A) is a Banach space and diml(A)/zl(A) = 1.
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Proof. We leave it to the reader to verify that I(A) is indeed a subspace of A- 1 • However, it
is not immediately obvious that I( A) is closed. Let fn be a Cauchy sequence in I( A). Since
I(A) C A- 1 and, by Lemma4.5, A- 1 is closed, we know that fn - t f E A- 1 • We must show
additionally that f E I(A).
Let a E A C ID>. Then
{1 -lal)lf(a)l ~ sup{1 -lzl)lf(z)l = llfll.
zeiD>

Thus
{6.2)

lf{a)l

~ IIIII .
1-lal

Now
IJ(a)l =If( a)- fn(a)

+ fn(a)

~ If( a)- fn(a)i

+ lfn(a)l =

If( a)- fn(a)i = I(J- fn)(a)l

since fn(a) = 0 as a result of being part of a Cauchy sequence in l(A). But by {6.2),

IU- fn)(a)i ~ 11 { =~~II
which implies that
lf(a)l = lim lf(a)l
n--+oo

~

lim

n--+oo

II!(Ill
1- a

= 0

since fn - t f E A- 1 • Therefore J(a) = 0, demonstrating that f E I(A) {since a E A was
chosen arbitrarily).
To show that diml(A)/zl(A) = 1, we first convince the reader that I(A) is indeed zinvariant. This is easy to see since given f E I(A) then f(an) = 0 V n. So therefore
(zf)(an) = anf(an) =anD= 0 V n, which demonstrates that zl(A) C l(A).
We proceed to use the first homomorphism theorem to demonstrate that I( A)/ zl(A) ~ C,
which suffices to complete the proof. Let f E I( A) and define~{!)= f(O). Then the kernel
[{of~ is

K( ~) = {f E J(A): J(O)

= 0}

so diml(A)/I<(~) = 1. It must be shown that I<(~)= zl(A).
Clearly, zl(A) C I<(~) both because zl(A) C I(A) and, given f E zl(A) then f = zg for
some g E J(A) whereby f(O) = (zg)(O) = Og(O) = 0.
Conversely, let f E I<(~). Then f(an) = 0 and f{O) = 0. But we may "divide out the
zero" {see Lemma 6.2) to construct a function g such that g = f, or equivalently, f = zg.
All that remains is to show that g E I( A). Since by hypothesis none of the points {an}
equal zero, this implies that {f)(an) = g(an) = 0 V n, which shows that g E I(A). Thus,
I<(~) C zl(A), thus completing the proof. 0
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The effort to construct a subspace of A- 1 with a codimension not equal to one is further
complicated by the fact that the sum of two closed z-invariant strict subspaces of A - 1 is not
necessarily also a closed z-invariant strict subspace of A - 1 , as demonstrated by the following
example.

Example 6. 7. Let a, bE 10> with a, b =f:. 0 and a =f:. b. Then, keeping the same notation as in
the previous lemma, let

I(a) = {f E A- 1 : f(a) = 0}
I(b)

= {g E A- 1 : g(b) =

0}

so that

I( a)+ I(b) = {f + g E A- 1 : f(a)

= O,g(b) = 0}.

We proceed to demonstrate that J(a) + I(b) = A-I, and is therefore not a strict subspace
of A- 1 . First note that f(z) = z- a E J(a) and g(z) = z- bE I(b). Let h be an arbitrary
function in A - 1 . Then h can be written as the following linear combination of elements
of I(a) and I(b). The reader can verify algebraically that the right hand side does indeed
reduce to h.

h

=-b-a
( z - a)+ - ( z - b)= - f + - g .
a-b
b-a
a-b
h

h

h

h

Note that since f E J(a) then (hf)(a) = h(a)f(a) = 0, which implies that hf E J(a).
Similarly, hg E I(b). This proves that h can be written as a linear combination of elements
of I( a) and I(b), thus demonstrating that I( a)+ I(b) = A- 1 •

Example6.8. Let A= {a 11 a 2 } and B = {bt,b2 } with a1,a2,b1,b2 =f:. 0, AnB
at, a 2, bt, b2 E 10>. Then if hE A- 1, a calculation with Mathematica shows that

where

a 1a 2 - a1b1- a2b1 + b~- a1~- a2b2 + b1b2
Ct =
(b1 - at)(b1 - a2)(b2- a1)(b2- a2)

0,

+ b~

bt + b2 - a1 - a2
c2 = (a 1 - b1)(a 2 - bt)(ai- b2)(b2- a2)
ai
dt

=

+ a 1a 2 +a~- a1b1- a2b1- a1b2- a2b2 + b1b2
(b1 - a 1)(b1 - a2)(b2- a1)(b2- a2)

d2 = (a 2 - bi)(b1 -

at)(~- at)(b2- a2) ·

Note that h has been written as the sum of two functions; one from J(A) and one from J(B).
This implies that A- 1 = I(A)

+ I(B).
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Similarly, if we let A = {at, ... , an} and B = {bt, ... , bm} for n, m < +oo, An B = 0,
ai, bj E II) V 1 < i ~ n and 1 < j ~ m and ai, bi f:. 0 V 1 ~ i ~ n and 1 ~ j < m then it
can be shown similarly that I( A)+ I( B)= A- 1 by letting h be an arbitrary function in A- 1
and showing that h can be written as a linear combination of functions from I( A) and I( B).
Needless to say, the algebra becomes tedious for all but the simplest of examples.
The reason why one can write any function in A - 1 as a linear combination of functions
from I( A) and I( B) (where A and Bare finite sequences) is because the sum I( A)+ I( B) is
not a direct sum, that is, I(A) and I(B) are not independent. To see this using the previous
example, note that the function f(z) = (z- a)(z- b) is a non-zero function that is in both
I( a) and J(b). Thus, I( a) n I(b) f:. 0, which by Corollary 3.22 implies that J(a) + l(b) is not
a direct sum.
It is now clear that we will have to use infinite sequences A= {an}, B = {bn} to have any
hope that J(A) + I(B) will be a strict closed z-invariant subspace of A- 1 • The following is a

result of Kristian Seip which demonstrates that there are vanishing sequences whose union
is a sampling sequence.

Theorem 6.9. (Seip) There exists two sequences A, BE II) such that

(1) no elements of A orB equal zero.
(2) An B = 0.
(3) A and B are both interpolating in A- 1 •
(4) AU B is sampling in A- 1 [10].
The following lemma demonstrates how this amazing result might be used to overcome
the problems we encountered with finite sequences.

Lemma 6.10. Let A, B be the two sequences guaranteed by Theorem 6.9. Then the sum of
I(A) and I(B) is a direct sum, I(A) EB I(B).
Proof. Let f E J(A) n I( B). Then f equals zero when evaluated both at all points of A and
at all points of B. Thus, f evaluated at the points of A U B equals zero. But since A U B

=

is a sampling sequence, then f
0 since AU B, as a sampling sequence, cannot also be a
vanishing sequence, as was demonstrated by Lemma 5.19. Thus, I(A) n I(B) = 0, which
completes the proof.

D

For the remainder of this section, A and B will denote the two interpolating sequences
guaranteed by Theorem 6.9. Our ultimate goal is to demonstrate that I(A) EB J(B) is a
Banach space that does not have a codimension with respect to Mz of one. However, first
we demonstrate that I( A) EB I( B) is indeed z-invariant.

Lemma 6.11. I(A) EB J(B) is z-invariant. Moreover, z(I(A) EB J(B)) = zl(A) EB zl(B).
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Proof. Let f E I(A) E9 I(B). Then f =fa+ /b where fa E I(A) and /b E /(B). Thus,
(6.3)
where zfa E I(A) and zfb E /(B). Thus, zf E I(A) E9 I(B), which proves the first part of
the lemma.
Next, note that by Lemma 6.10 I(A) n I(B) = 0. Since zl(A) C I(A) and zl(B) C I(B),
this implies that zl(A) n zl(B) = 0, so the sum of zl(A) and zl(B) is indeed a direct sum.
Furthermore, (6.3) implies that z(I(A) E9 I( B))= zl(A) E9 zl(B). D
Theorem 6.12. I(A) E9 I(B) has the codimension-2 property.

Proof. We will use Theorem 3.28, the first homomorphism theorem, to prove the theorem by
demonstrating that there exists a well defined linear transformation¢>: I(A) E9 I(B)--+ C x C
such that the kernel I< of ¢> is such that I<(¢) = z(I(A) E9 I(B)). So for fa E I(A) and
/b E /(B) let
First we show that ¢>is well defined. It is not obvious that for fa, fa E I(A) and
/b, ffJ E l(B) where fa+ /b =fa+ ffJ then </>(fa+ /b)= </>(fa+ ffJ)· So let g =fa- fa and
h = /b - ffJ· Then
(6.4)

9 + h =(fa- fa)+ (fb- ffJ) =(fa+ /b)- (fa+ ffJ) = 0

since by hypothesis fa + /b = fa + ifJ. Moreover, note that g = fa - fa E /(A) and
h = /b - ffJ E /(B). We proceed to demonstrate that fa = fa and /b = ffJ· Suppose
g =fa- fa =f 0. Then by (6.4), -h = ffJ- /b =fa- fa= g =/: 0. But this is a contradiction,
for it implies that I(A) n /(B) f. 0, which by Lemma 6.10 is false. Thus, fa- fa = 0, or
equivalently, fa =fa· And by (6.4) it then follows that /b = ffJ· This in turn shows that </>
is well defined, for it implies that

Next it must be shown that¢> is a linear transformation. Let g, hE I(A)EBI(B) and c E C.
Then there exists fa, fa E J(A) and /b, ffJ E J(B) such that g = fa+ /b and h = fa+ ffJ·
Thus,

</>(cg+h) = </>(c(fa+ /b)+(fa+ ffJ))
= c(fa(O), /b(O))

= </>((cfa+ fa)+(cfb+ ffJ))

+ (fa(O), ffJ(O)) =

= (cfa(O)+ fa(O), cfb(O)+ ffJ(O))

c</>(fa +/b)+ </>(fa+ ffJ) = c¢>(g) +</>(h)

which proves that ¢> is a linear transformation.
In order to use the first homomorphism theorem, it is necessary to demonstrate that the
range of ¢> is all of C x C and not a strict subset of C X C. So given (Ct, c2) E C X C, we must
show that there exists an g E I( A) and hE /(B) such that </>(g+ h)= (g(O), h(O)) = (c1, c2).
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Since by Theorem 6.9 no points of the sequences A or B equal zero, then by simply referring
to the definitions of I(A) and I(B) from (6.1) it is clear that there exists fa E I(A) and
fb E I(B) such that !a(O) =/:- 0 and fb(O) =/:- 0. So suppose fa(O) = .\1 =/:- 0 and b(O) = .\2 =/:- 0.
Then let g = f; fa E I(A) and h = Sf; fb E I(B). This implies that g(O) = f; fa(O) = Ct and
h(O) = !f;fb(O) = c2. Thus, </>(g +h) = (ct, c2), which proves that the range of </> is all of

ex c.
At this point we know that I(A) EB !(B)/I<(¢>) ~ C x C. It remains to be shown that
the kernel of</> is equal to z(I(A) EB I(B)). So let f E I<(¢>). Then there exists fa E I(A)
and fb E I(B) such that f = fa+ fb and ¢>(!) = (Ja(O), fb(O)) = (0, 0), which implies that
fa(O) = 0 and fb(O) = 0. But by Lemma 6.6 we know that zl(A) = {g E I(A) : g(O) = 0}
and similarly zl(B) = {h E I(B) : h(O) = 0}. Thus, fa E zl(A) and fb E zl(B). This
implies that f E zl(A) EB zl(B), and therefore by Lemma 6.11, f E z(I(A) EB I(B)), which
demonstrates that I<(</>) C z(I(A) EB I( B)).
Conversely, suppose f E z(I(A) EB I(B)). Again, by Lemma 6.11, this means that

= {g E I(A): g(O) = 0} EB {hE J(B): h(O) = 0}.
Thus, there exists g E zl(A) and h E zl(B) such that f = g + h whereby g(O) = h(O) = 0.
Thus, ¢>(!) = <f>(g +h) = (g(O), h(O)) = (0, 0) which shows that f E I<(¢>). Therefore,
I<(</>) = z(I(A) EB I( B)).
f E zl(A) EB zl(B)

Since by Example 3.29 we know that C x C has a dimension of two, this suffices to prove
that I( A) EB I( B) has the codimension-2 property. 0
Corollary 6.13. I(A) EB I(B)

=f. A- 1 •

Proof. Since by Lemma 6.3, A - 1 has a codimension with respect to z of one, then it clearly
cannot be identical to I(A) ffi I(B). Thus, I(A) EB I(B) must be a strict subspace of A- 1 • 0
Having found a strict subspace of A - 1 with a codimension of two, we have accomplished
our goal. As an added bonus, it is not too difficult to show that I(A) EB I(B) is a Banach
space.
Theorem 6.14. I( A) EB I(B) is closed.

Proof. Let g E I(A) and hE I(B). Then there exists a c > 0 independent of g such that
11911 = sup(1- lzl)lg(z)l ~ c sup (1- lzl)lg(z)l
zeiD>

zEAUB

since AU B is a sampling sequence. But since g E I(A), this implies that g vanishes on all
points in the interpolating sequence A. Thus,
c sup (1 - lzl)lg(z)l
zEAUB

= csup(1 -lzl)lg(z)l.
zEB
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Moreover, since h E J(B), this implies that h vanishes on all points in the interpolating
sequence B, and therefore
csup(1- lzl)ly(z)l
zEB

= csup(1
-lzl)ly(z) + h(z)l
zEB

since adding h in this context is adding zero. But clearly
csup(1 -lzl)ly(z) + h(z)l ~ csup(1 -lzl)ly(z) + h(z)l
zelD>

zEB

since 10> is a larger set than B. Thus,

(6.5)
Similarly for h,
llhll ~ c sup (1- lzl)lh(z)l
zeAuB

where this c is the same as that used above since A U B is the same sampling sequence. By
the same argument as that just offered,
c sup (1- lzl)lh(z)l = csup(1 -lzl)lh(z)l
zeAuB

=c

zEA

sup (1- lzl)ly(z)
zeAuB

+ h(z)l ~ csup(1- lzl)ly(z) + h(z)l
ze!D>

which demonstrates that
Together with (6.5), this implies

(6.6)
Let {fn} be a Cauchy sequence in I(A)EBI(B). Clearly, since A- 1 is a Banach space, then
fn ~ f E A- 1 • It must be shown that f E J(A) EB I(B). Now there exists {Yn} E J(A) and
{hn} E I(B) such that {fn} = {Yn + hn}· Thus, we must demonstrate that

Yn
Given
(6.7)

f

+ hn ~ y + h =

f E J(A) EB I(B).

> 0 there exists N > 0 such that for all m, n
llfn- fmll

~

N,
f

= II(Yn + hn)- (Ym + hm)ll = II(Yn- Ym) + (hn- hm)ll < 2C

where we may choose this c to be the same as that used above. But by (6.6),

II(Yn- Ym)

+ (hn- hm)ll ~

1
C(IIYn- Ymll
2

+ llhn- hmll)

or equivalently,

llYn- Ymll

+ llhn- hmll

~ 2cii(Yn- Ym)

f

+ (hn- hm)ll < 2c 2C = f

by (6.7). This clearly implies that llYn- Ymll < f and llhn- hmll < f, thus demonstrating
that {Yn} and {hn} are both individually Cauchy. But since, by Lemma 6.6, both I(A) and
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!(B) are Banach spaces, this implies that {gn} is Cauchy in I(A) and {hn}
/(B), or equivalently, Un--+ g E /(A) and hn --+hE I(B). And therefore,
fn
which completes the proof.

IS

Cauchy in

= 9n + hn --+ g + h = J E /(A) E9 /(B)
D
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