The rate of passage of molecules of carbon dioxide and nitrogen through the vapor-liquid interface of water at 300 K is studied by simulation. Previous work has established the form of the free energy profile which has a minimum when the solute molecule is on the surface and a barrier between this state and solution in the bulk liquid. In one set of simulations, trajectories were initiated in the gas phase. From these, the average lifetime of molecules in the surface is determined to be considerably longer than the inverse of the energy relaxation rate, so that the sticking coefficient is one and exiting molecules have no memory of their original velocities. However, most molecules do return to the gas phase rather than entering the bulk solution. The rate of passage of molecules over the free energy barrier is studied using the reactive flux method with trajectories initiated near the top of the barrier. The results for nitrogen, in particular, give a good plateau in the time-dependent transmission coefficient and hence a reliable rate constant. The results from these two sets of simulations are combined to give an effective interface width which is used to determine the permeability of thin water films. These results are compared to experimental permeabilities of thin Newton black soap films. The ratedetermining step for solution in bulk water is not passage through the few Ångstroms width of the interface we study, but rather the transport from the vicinity of the interface into the bulk over the larger distance scale of μm. The rate of passage of molecules of carbon dioxide and nitrogen through the vapor-liquid interface of water at 300 K is studied by simulation. Previous work has established the form of the free energy profile which has a minimum when the solute molecule is on the surface and a barrier between this state and solution in the bulk liquid. In one set of simulations, trajectories were initiated in the gas phase. From these, the average lifetime of molecules in the surface is determined to be considerably longer than the inverse of the energy relaxation rate, so that the sticking coefficient is one and exiting molecules have no memory of their original velocities. However, most molecules do return to the gas phase rather than entering the bulk solution. The rate of passage of molecules over the free energy barrier is studied using the reactive flux method with trajectories initiated near the top of the barrier. The results for nitrogen, in particular, give a good plateau in the time-dependent transmission coefficient and hence a reliable rate constant. The results from these two sets of simulations are combined to give an effective interface width which is used to determine the permeability of thin water films. These results are compared to experimental permeabilities of thin Newton black soap films. The rate-determining step for solution in bulk water is not passage through the few Å ngstroms width of the interface we study, but rather the transport from the vicinity of the interface into the bulk over the larger distance scale of m.
I. INTRODUCTION
The process of solution of molecules such as CO 2 and N 2 in water is important in many contexts, ranging from the production of bubbles when a champagne bottle is opened to the extent to which the oceans can act as a sink for CO 2 . Recent experiments [1] [2] [3] have addressed the problem of measuring the rate of solution of small molecules in liquids both macroscopically and with molecular beams.
In this paper we describe the results of simulation studies of this process. Atomistic simulation is appropriate for the investigation of the passage of molecules across the interface, as the width of the interface region is the order of magnitude of a few intermolecular spacings, which is accessible to simulation.
The thermodynamics of solution is determined by the free energy, energy, and entropy profiles of the system as a solute molecule crosses the interface. While the kinetics is not completely determined by the thermodynamics, these profiles have a profound effect on them. In Fig. 1 we reproduce graphs showing the density of water across its liquidvapor interface, and free energy profiles at 300 K for CO 2 and N 2 traversing the interface which were determined in previous simulations of solute molecules and thin films of water. 4 The dashed line in the figure shows the water density for one-half of the film ͑the position zϭ0 corresponds to the center of the simulated film͒. The water density is slightly enhanced just below the interface and then drops to a negligible value as the interface is traversed from liquid to vapor. The width of the interface is about 4-5 Å. The free energy curves ͑in which the common zero corresponds to the solute in the gas phase͒ show that the influence of the interface on the solvation process extends over a wider region ͑10-14 Å͒. The equilibrium solute concentration c eq (z) also varies over this wider region, as at any point z it is determined by A͑z ͒ϭϪRT ln͓c eq ͑ z ͒/c gas eg ͔, ͑1.1͒
where the concentrations are measured in moles per unit volume and c gas eq is the concentration of the solute in the gas phase. It follows that the value of the Ostwald solubility L is given by a͒ Present address: Department of Chemistry, UMIST, Manchester M60 1QD, United Kingdom.
Lϭc bulk eq /c gas eq ϭexp͓ϪA bulk /RT͔, ͑1.2͒
where A bulk is the limiting value of the free energy A(z) on the liquid side of the interface and c bulk eq is the equilibrium concentration of the solute in the liquid. For both solutes considered here, the free energy has a minimum on the vapor side of the water surface and a small barrier between the bulk liquid and the surface. These minima correspond to regions in which the equilibrium solute concentration is enhanced. We deduce that both gases, but particularly CO 2 , form a surface-adsorbed layer in which solute molecules lie on the water surface, and have a significant surface excess concentration.
These free energy profiles suggest that the process of solution of these gases should be considered as a two-step process in which the molecules first move from the gas phase to the surface to form an adsorbed layer and then move from the adsorbed layer into the bulk. The passage of a gas molecule through a film consists of five steps, gas-surface, surface-bulk, diffusion through the bulk, bulk-surface, and finally surface-gas on the far side of the film. The two steps at the interface are very different in character from each other. In the first step ͑gas-surface͒, the solvent density is low and the solute motion is gaslike with a mean free path much greater than the distances considered here. In the second step ͑surface-bulk͒, the density of water rapidly increases to that of the bulk, and molecular motion becomes increasingly interrupted by solvent-solute interactions.
In this paper we present the results from a number of complementary simulation methods to determine the kinetics involved in the different steps outlined above. The gassurface process was studied by following trajectories of the solute molecule moving from the gas phase toward the surface of a film of water at 300 K. This work and its results are described in Sec. III. The main conclusions are that incoming molecules are trapped on the surface in the free energy well where they are rapidly thermalized, and that the sticking coefficient is equal to unity.
The process of passing over the barrier from the surface into the bulk has been studied in two ways. First, by following the fate of the molecules trapped in the adsorption site ͑see Sec. III͒, and second, by following trajectories of molecules which were initially placed at the barrier and applying the reactive flux method. This is described in Sec. IV.
Passage through the region of a film which has bulk liquid properties is described by the diffusion equation as the molecules lose memory of their velocities before they move a significant distance. The diffusion of CO 2 and N 2 in bulk water was investigated by us in earlier work 5, 6 using the same potential models, and good agreement with experimental values was found. We have also investigated the extension of this macroscopic approach to part of the interface region using the free energy A(z) as an external potential. This is described in Sec. V.
Finally, the results from the different simulation methods are brought together so that the permeation of CO 2 through films ͑Sec. V͒ and the rates of solution of CO 2 in water ͑Sec. VI͒ can be described and discussed. These methods give consistent results for the liquid-surface kinetics, although the uncertainties are large.
II. MODELS AND METHODS
All the simulations were performed using the method of molecular dynamics. The DL -POLY program 7 was adapted for the particular simulations. The simulation cell was the same as used in earlier work. 4 It contained a slab of liquid water about 15 Å thick with gas above and below. This cell was periodically repeated in space.
The water was modeled by the SPC/E model, 8 in which the geometry is fixed and there are partial charges on each atom site. In addition, every pair of oxygen atoms interacts with a Lennard-Jones potential. The water-CO 2 and water-N 2 interactions were modeled using a similar philosophy with partial charges on each atomic site ͑and an additional site at the center of the N 2 molecule͒, together with LennardJones potentials between each atomic site and each wateroxygen. Table I gives values for the potential parameters. These were the same as in our earlier work [4] [5] [6] and were found to give good agreement with bulk thermodynamics and diffusion constants. The long-range Coulomb terms were treated using Ewald summation with the parameters used previously. 4 A time step of 2 fs was used. Simulations were initiated with the center of mass of the solute at a particular point and trajectories followed until the solute reached a predetermined point or a specified time interval had passed. In the gas-liquid trajectories, which were run at constant energy, the initial position of the center of mass of the solute was at 15 Å from the center of the film, which is about 7.5 Å from the midpoint of the interface ͑see Fig. 1͒ . In order to conserve momentum and increase the efficiency of the calculations, trajectories were initiated with a pair of molecules on opposite sides of the film approaching the surfaces with equal and opposite velocities. Their trajectories were followed for 25 ps ͑sometimes longer͒ or until both molecules had left the interface region ͑defined for this purpose as being between 3.5 and 13.25 Å͒. Occasional trajectories had to be stopped when one solute molecule moved through the boundaries to reach the image of the other side of the film. Information from these trajectories was included in the analysis to prevent bias. In all, 285 trajectories for CO 2 and 173 for N 2 were run. Typical trajectories lasted for 10-40 ps.
The liquid-surface trajectory calculations were performed with a Nosé -Hoover thermostat with time constant of 0.4 ps. Trajectories were initiated with the center of mass of the solute at a point near the tops of the respective barriers ͑4 for CO 2 and 3 Å for N 2 ͒. Our earlier work 4 showed periods of about 300 ps were sometimes necessary to sample a full range of configurations consistent with a particular constrained center of mass position. In order to obtain a thermal distribution of independent starting configurations, these were taken at intervals during a 7.5 ns run with a fixed solute center of mass at 300 K. About 800 trajectories were run for each solute. Typically each trajectory was followed for 4 ps.
III. FROM GAS TO SURFACE
In this section we describe the results of trajectory calculations initiated in the gas phase. Figure 2 shows the decay of the number of trajectories in which solute molecules remain in the surface region as a function of time. The curves for both N 2 and CO 2 decay exponentially after the first few ps. The reason that the first 3-4 ps of these curves do not fall on the exponential decay is because the time origin is when the CO 2 is above the surface ͑at zϭ15 Å͒, and before it can escape it must reach the surface, interact, and move out again beyond the boundary of the surface region. At 300 K the average forward velocity is about 2 Å/ps ͑200 m/s͒ for CO 2 . The decay times obtained from the exponential fits are given in Table II for both CO 2 and N 2 . The lifetime of a CO 2 molecule adsorbed on the surface is about 15 ps, while that of N 2 is much shorter, about 3 ps.
A very important parameter in the discussion of kinetics of solution is the value of the sticking coefficient, that is the number of molecules which stay on the surface rather than immediately bouncing off it. Our conclusion is that the sticking coefficient is one, although most of the molecules which stick eventually escape back to the gas phase. This conclusion is based on the facts that first, at short times the number of molecules leaving the surface is not higher than the fitted exponential decay ͑see Fig. 2͒ , and second, that the rate of thermalization occurs on a faster time scale than the lifetime of the adsorbed molecules. This point is illustrated in Fig. 3 , which shows the change in average translational kinetic energy for three series of trajectories in which the initial velocity of the CO 2 molecule approaching the film is different from that which would be expected from a thermal distribution at 300 K. After only 2 ps from the start of the trajectories, the average translational kinetic energy has reached the value for thermal equilibrium ͑3.74 kJ mol Ϫ1 at 300 K͒, while only 2% of the molecules have escaped from the surface. The rate constants for thermalization of the incoming molecules can be found by fitting the decay after an initial delay for the molecules to reach the surface to an exponential. The resulting time constant is 0.3 ps, which is much shorter than the residence time on the surface.
The second important parameter needed for the description of the kinetics of crossing the interface is the fraction f of molecules leaving the surface which end in the bulk, as opposed to those which return to the gas phase. This number cannot be obtained from thermodynamic arguments and must be measured in kinetic experiments such as these. The value of f could be determined reasonably accurately for CO 2 , but too few molecules of N 2 reached the interior to give anything but a very uncertain estimate of f for N 2 . The results from this section are summarized in Table II . Figure 4 gives some more detailed information about the dynamics of the solute in the interface region. It shows histograms of the number of solute velocity reversals as a function of solute position. Velocity reversals are defined as points at which the z component of the solute velocity changes sign. The dashed line shows the total number of reversals at different positions, while the two full curves show the numbers toward and away from the bulk liquid. This figure illustrates the contrast between motion in a potential well and in a free energy well. In the former, all velocity reversals to the right of the minimum would be toward the left, while those to the left of the minimum would be toward the right. In a free energy well such as in this system, interactions are more random and velocity reversals in either direction occur on both sides of the minimum, but relative numbers change as one goes through the minimum. Note that the curves cross near the free energy minimum, whose position is shown by the line S.
The overall picture is then that the incoming molecules strike the surface and stick in the adsorbed layer where they quickly lose memory of their original velocity and kinetic energy. After several picoseconds, the thermalized molecules escape either into the bulk with probability f or back into the gas phase with probability (1Ϫ f ).
IV. PASSAGE OVER THE BARRIER
The use of molecular dynamics to study rates of crossing activated barriers in chemical reactions is well established. In the reactive flux method, 9 trajectories are initiated at the barrier and the probability of finding the system on the product side at later times monitored. This method can be used for the current problem to investigate the rate constants for passage over the barriers which lie between the liquid and the surface. These barriers are comparatively low compared with most chemical reactions and it is not clear a priori that a rate constant exists, particularly for the CO 2 where the barrier is 0.5 kT. In fact we do find rate constants for both solutes.
Using the ideas of transition state theory we can calculate the flux J LS from liquid to surface per unit area across a plane parallel to the surface and passing through the barrier. At thermal equilibrium the flux is the product of the number density of molecules at the barrier, their mean forward velocity ͉͗v z ͉͘/2, and a transmission function . As the equilibrium concentration of molecules at the barrier, c B eq is related to that in the bulk fluid c L eq by c B eq ϭc L eq exp͓Ϫ͑A͑z B ͒ϪA liq ͒/kT͔, ͑4.1͒
the flux across the barrier at equilibrium from liquid to surface is
͑4.2͒
where the rate constant k LS Ј has units of a velocity. We adopt the convention that rate constants without primes have dimensions of inverse time while those with primes have dimensions of velocity. In this expression all the variables ex- cept can be determined from equilibrium statistical mechanics. In the transition state approximation is equal to one. This assumes that no trajectories recross the barrier; in general, is less than one to correct for recrossings. The determination of from trajectory calculations has been described by Chandler. 9 In our case the reaction coordinate is the z position of the center of mass of the solute molecule. The flux of molecules crossing a plane perpendicular to the z axis at a point z 0 on the reaction path is given by
where the average is taken over trajectories whose initial positions at tϭ0 are zϭz 0 . H(z) is the Heaviside function whose value is 0 for a negative argument and 1 for a positive argument. Comparing this expression for the flux with Eq. ͑4.2͒, we obtain ͑z 0 ,t ͒ϭ ͗v͑tϭ0͒H͓z͑t͒Ϫz 0 ͔͘ ͉͗v z ͉/2͘
.
͑4.4͒
If reaches a plateau value after a short time, the process can be described by first-order kinetics, and a rate constant exists. Thus from Eq. ͑4.2͒ we obtain
͑4.5͒
where is determined from reactive flux calculations, A(z 0 )ϪA bulk from our earlier free energy measurements, and
. It should be noted that Eq. ͑4.3͒ is valid at all values of z 0 , changes in c(z 0 ) being compensated by changes in (z 0 ). However, as z 0 moves away from the top of the barrier, the concentration increases rapidly and the values of become close to zero. Consequently, accurate values are difficult to obtain unless trajectories are started near the top of the barrier. Figure 5 shows (t) for N 2 starting at zϭ3 Å, near the top of the barrier. It is clear that a plateau is reached after about 0.6 ps and the plateau value of is 0.15Ϯ0.02. This substantial reduction from unity shows that barrier recrossings are common. As a result, both forward and backward trajectories contribute to the value. These two terms are shown separately in the figure and contribute about equally to the decay of from unity. This is further evidence for multiple barrier crossing.
The results for CO 2 were more noisy and are shown in Fig. 6 for trajectories starting from zϭ4 Å. This is a point on the surface side of the barrier. The plateau value at about 2 ps gives ϭ0.15Ϯ0.04.
Using these values of and the values of the free energy at the corresponding starting points, we obtain values for the rate constants from liquid to surface of
V. RATES OF PERMEATION OF FILMS
We have seen that the passage of a molecule through a film is made up of several steps, namely reaching the surface, passing through the interface, moving through the central part of the film which has bulk properties, passing through the far interface, and leaving the surface. We have already discussed the surface and interface processes. The movement of CO 2 and N 2 through the central portion of the film can be described by the diffusion equation, provided that the thickness of the film is considerably greater than the amplitude of motion of a molecule in its cage. For a thick film, it is this process that limits the permeation so that the rate is inversely proportional to the film width. We shall show in this section that the effects of the interfaces can be described in terms of an effective interface width ͑which may be negative͒ which should be added to the true film width to determine the effective width. We compute values of this correction for CO 2 and N 2 .
Fick's law states that 
The crudest model for permeation through a film is one where the interfaces at Ϯh/2 are sharp and the concentrations just inside the interfaces are in equilibrium with the neighboring gas. Assuming that the gas-phase pressure on each side ͑and hence the concentrations͒ are kept constant, we have
where L is the Ostwald solubility of the gas defined in Eq. ͑1.2͒. This can be rewritten ͑assuming the gases are ideal͒,
The effects of the processes at the interfaces modify these equations so that the width of the film h is replaced by an effective width h eff ϭhϩ2⌬. The interface correction, ⌬, is the same for films of all widths, but will only be significant when the interface correction is a similar order of magnitude as the film width. This correction may be positive or negative depending on the properties of the solute and the interface. Once its value has been determined for a particular solute/ solvent combination, we can estimate the permeation of films of any thickness.
Our next task is to combine the information from the simulations described in earlier parts of this paper and previous papers [4] [5] [6] in order to estimate ⌬ for CO 2 and N 2 crossing the water gas-liquid interface at 300 K. Figure 7 shows the water density in the film ͑above͒ and the free energy A(z) ͑below͒ schematically. We define the true film width h as being the distance between the points H 1 and H 2 in the interface where the density is half the liquid density in the interior of the film. The positions of the barriers, B 1 and B 2 , and the limits of bulk behavior, L 1 and L 2 , lie within the film. a is the distance between the limit of bulk behavior and the edge of the film. We assume that solute is flowing from left to right in a steady state so that the flux J is constant throughout the film. Thus the values of J across different planes P 1 , B 1 , B 2 , and P 2 perpendicular to z can be equated to obtain expressions for the overall permeation rate. The flux across the plane P 1 between the gas phase (G 1 ) and the surface adsorbed layer (S 1 ) is
͑5.5͒
where we have used the observation that the sticking coefficient is equal to one. In this expression c S1 Ј is the surface concentration in the adsorbed layer S 1 and c G1 the volume concentration in the gas phase G 1 .
The flux across barrier B 1 is
͑5.6͒
where c L1 is the concentration just inside the barrier and the rate constants between liquid and surface (k LS Ј ) and surface and liquid (k SL ) have dimensions of velocity and inverse time, respectively. Combining Eqs. ͑5.5͒ and ͑5.6͒, the corresponding equations for the fluxes across planes B 2 and P 2 , and the solution of the diffusion equation for the flux in the interior of the film, we obtain
The steady-state concentrations in the surfaces and the interior can be eliminated to give
͑5.8͒
This equation has the expected form ͓cf. Eq. ͑5.3͔͒. By manipulation we obtain two independent expressions for the effective film width of the form
where f is the fraction of trajectories starting from the surface adsorbed phase which enter the bulk and (1Ϫ f ) is the fraction that escape to the gas phase. The other quantities have been defined before. We note that the first of these equations ͑the ''surface'' equation͒ depends primarily on information from the trajectories initiated in the gas phase, while the second ͑the ''barrier'' equation͒ depends primarily on information from the trajectories initiated on the barrier. The other information we require is the offset a ͑see Fig.  7͒ of the points L1 and L2 just inside the barrier from the edge of the interface defined by the point at which the water density is 50% of its value in the center of the film. The points L1 and L2 are not precisely determined, but from the free energy curves ͑Fig. 1͒ we estimate
͑5.13͒
Thus the offsets are aϭ5Ϯ0.5 Å for CO 2 and aϭ6Ϯ0.5 Å for N 2 . These quantities are the least accurately determined contributions to the interface correction, as the precise point at which the properties of the solution are the same as those of the bulk is not well determined. The remaining quantities needed to determine ⌬ from our previous work [4] [5] [6] and experiment are collected in Table   III . Table IV the values of ␦ is significant owing to the low value of the solubility of the model CO 2 compared to the experimental value. It should be noted that this difference in solubility corresponds to a difference of 1.5 kJ mol Ϫ1 , which is not large. The ''surface'' equation gives a more precise value for CO 2 , while for N 2 , where the value of f is too small to be determined accurately from the gas to surface trajectories, the ''barrier'' equation is more accurate. The less accurate values are bracketed in the table.
We note that the total interface correction ⌬ is negative, showing that it is easier to pass through the interface than through an equivalent distance of bulk water. Why is this? Although the existence of a barrier impedes the passage of the gas, this is more than compensated for by the attraction of the free energy minimum at the surface. This balance is illustrated by another expression for ⌬ which is obtained from solving the diffusion equation in the presence of the mean force on the molecule due to the free energy ͓ϪdA(z)/dz͔,
The integral runs from the surface z S into the bulk liquid. Regions where the free energy is lower than in the bulk give negative contributions, while the barrier region where A(z) ϾA bulk gives a positive contribution to the value of ⌬. The main problems with applying this approach in a quantitative manner is that the diffusion constant D(z) is expected to drop rapidly through the interface and it is doubtful whether the conditions for validity of the diffusion equation are met in this region. Nevertheless we include values estimated from this equation in the last column of Table IV .
VI. RATES OF SOLUTION IN LIQUIDS
There have been various types of experimental studies of the rate of solution of CO 2 in water. In the more traditional methods, the rate of solution into bulk liquid has been studied with various arrangements including flowing and stirred liquids, 2,3,10 while Davidovits et al. 11 have developed an ingenious method of studying the absorption of highly soluble gases in small droplets of the order of 0.1 mm in diameter. The study of scattering and absorption of molecular beams from liquid surfaces provides a complementary view of the problem. 1, 12 Experimentally, the solution of gases in liquids has been found to be a first-order process in which the net flux of material from the gas phase into liquid is described by the equation
where k exp Ј is a rate constant with dimensions of a velocity and c bulk is the actual concentration of the gas in the liquid. Although the value of the rate constant depends on the rate of stirring of the solution, Noyes et al. 2 found that it reached a plateau value at moderate stirring rates; further increases were attributed to vortexing. They evaluated the accommodation coefficient, ␥ ͑defined as the probability that a molecule hitting the surface reaches the bulk͒, using the plateau value of the rate constant. They found that the accommodation coefficient for CO 2 entering pure water was found to be ␥ϭ(5.4Ϯ0.4)ϫ10
Ϫ8 at 25°C, that is only two molecules in a thousand million which hit the surface reach the bulk liquid. This number is orders of magnitude smaller than the values either of the sticking coefficient ͑ϭ1͒ or the fraction of molecules passing through the interface ( f Ϸ0.1) measured in these simulations. This shows that the ratedetermining step for solution in bulk liquid is neither the initial collision with the surface nor the passage through the interface. It has been generally recognized that the transport of the molecules from the interface into the bulk is important. There have been a number of models proposed for this process. The simplest of these is the stagnant layer model, 13 in which the rate-determining process is the diffusion through a stagnant layer which is not affected by stirring. Using our results and the experimental value of ␥ it is possible to estimate the thickness of such a layer.
From an analogous treatment to that used to obtain the rate of permeation for films in Sec. V, we obtain an expression for the steady-state flux through the interface and stagnant layer
where h stag is the width of the stagnant layer and ␦ is the quantity associated with the interface defined in Eqs. ͑5.10͒ and ͑5.11͒. As the flux onto the surface is given by showing that the interface term, ␦, is negligible.
In the renewal theory of the rate of gas absorption, 10, 14 it is supposed that the layer of liquid just below the interface is mixed with the bulk from time to time. We can make no comment on this theory from our simulations.
VII. DISCUSSION AND CONCLUSIONS
In this paper we have presented results from simulations of carbon dioxide and nitrogen in and near thin films of water which give quantitative information about the processes involved in dissolving these gases in liquid water. Although the liquid-gas interface of water is about 5 Å wide as defined by density variations, it is much wider ͑10-15 Å͒ from the point of view of a solute molecule, which begins to interact with the liquid at some distance away in the gas phase and does not reach its bulk properties until it is far enough inside the liquid to form at least one complete solvation shell. The process of solution can be divided into two parts which we have studied separately. The initial encounter of the solute with the surface results in it sticking on the surface in a free energy minimum. For both the solutes considered here the molecule is less likely to penetrate into the bulk solution than to escape back into the gas phase, so the rate-determining step in the passage through the interface is the surface-liquid step. On the other hand, the subsequent diffusion of the molecule in the bulk liquid is more important in macroscopic problems.
The simulations all involved one or two solute molecules only, and have been carried out at 300 K. Thus effects of concentration and temperature have not been investigated. However, at 1 atmosphere pressure, only 2.5 10 Ϫ5 carbon dioxide molecules hit each square Å ngstrom of surface every picosecond. Using the numbers in the table this gives an equilibrium concentration of 3.2 10 Ϫ4 molecules per square Å ngstrom in the adsorbed layer. The average separation of these surface-adsorbed molecules ͑Ϸ50 Å͒ is greater than the width of our simulation cell ͑14.7 Å͒ and is large enough that interactions between molecules is unlikely to be important.
The most direct application of these results would be to permeation of thin films of pure water under steady-state conditions. Such films are unstable and have not been investigated experimentally. The stability of thin water films is greatly enhanced by the presence of surfactant monolayers. The permeation rates of thin soap films have been thoroughly investigated; see, for example, the review by Exerowa et al. 15 It was established that the permeability is dependent on temperature, the type of electrolyte, type of surfactant, and their concentrations. [16] [17] [18] [19] [20] [21] The thinnest soap films, known as Newton black films, consist of two surfactant monolayers absorbed onto each other. Somewhat thicker thin soap films, for which the monolayers are separated by a water layer, are known as common black films. It has been found that the permeability of a typical Newton black film is usually larger than the permeability of a typical common black film. Table V shows a comparison between the permeation rates of thin water films and a typical thin soap film. All the results are obtained under steady-state conditions at T ϭ300 K. The thin soap film consists of two layers of surfactant back-to-back with width of about 60 Å. It will be seen from the figures in the table that a water film is a factor of 2-4 times more permeable than the soap film of the same thickness. The water film thickness has to be increased to over 150 Å to give the same permeability. This is probably due to a lower solubility of the CO 2 in the alkyl chain region.
We have shown the feasibility of our approach for calculating permeation rates of films of any thickness under steady-state conditions. The rates of solution of gases in liquids is a more complex problem. Unlike most chemical reactions where passage goes from reactant to product, the passage of the gas through the interface is not the end of the story. Our simulations support the idea that it is the movement of the solute away from the surface that is usually rate-determining. This is affected by local conditions such as stirring ͑both in experiments and by ocean waves͒ and currents caused by convection and other processes. In the experimental method developed by Davidovits et al., 1 the rate of gas uptake into small droplets of about 100 m is measured. They have only published results on much more soluble gases than CO 2 , but the values of ␥ they find are nearer the order of magnitude that we calculated for f ͑e.g., ␥ϭ0.1 for dimethylsulfoxide in water at 273 K͒. This may be coincidental, as one expects larger values of f for more soluble gases, but it should be noted that the droplet size is comparable to the deduced thickness of the stagnant layer for water and processes of stirring and convection must be very different in micro-droplets and bulk liquids.
A more microscopic experimental investigation of the process of adsorption on and passage through the interface has been performed by Nathanson and colleagues ͑for a review see Ref. 22͒. They have used incident beams of molecules of known energy ͑ranging from kT to 60 kT͒ scattering off a freshly made surface of a liquid and determined the velocity distribution of scattered molecules using time-offlight measurements. In general, the results show two overlapping velocity distributions which are interpreted as representing direct scattering from hard-sphere-like collisions and trapping followed by thermalization and desorption, respectively. Their results show that there is a high probability of trapping when the incident molecules are already near thermal velocity. At higher incident velocities a prominent direct peak appears, which is attributed to hard-sphere-like collisions. Our results for incident molecules at thermal energies have a sticking coefficient of unity with all the molecules becoming thermalized before leaving. Even at incident energies up to 5 kT we saw no sign of directly scattered molecules. However, there are important differences between their experiments and our simulations. In the experiments the liquid must have a very low vapor pressure so as not to interfere with the incoming molecular beam. They note that the fraction of molecules thermalized is lower if the gas molecules are light compared to the liquid molecules and if the incident beam has high energies and near glancing incidence. Our incident molecules are a factor of 2-3 more massive than the liquid molecules ͑water͒ and the impact direction in the gas-liquid trajectories is either perpendicular to the surface or at 54°. It is possible that the sticking coefficient will be reduced at much higher energies.
In this work we have used simulation methods to estimate free energies of CO 2 and N 2 molecules penetrating the surface of liquid water, the sticking probability of molecules incident from the gas phase ͑ϳ1͒, the barrier transmission coefficient ͑ϳ0.15͒, the lifetime of molecules adsorbed in the surface layer ͑ϳ15 ps for CO 2 ͒, and the fraction of adsorbed molecules which enter the bulk ͑ϳ0.1 for CO 2 ͒. We have used two different methods to estimate a correction to the permeability of a thin layer of water to CO 2 and N 2 molecules caused by a nonuniform layer at the liquid surface. Both methods agree as to the thickness of this layer. In each case the correction is negative, which means that a thin layer of water with this nonuniform surface layer is slightly more permeable than a sharply truncated bulk. However, the change in permeability caused by this layer, for all but the thinnest liquid layers, is relatively small.
Simulation results for the process of adsorption are similar to those found by molecular beam scattering experiments at liquid surfaces where molecules are observed to stick with a high probability and then mostly desorb again after thermalization is complete. Estimates of the permeation rate of thin films of water from the simulation results are similar to the experimental values found for permeation rates in thin soap films. Experimental measurements of the accommodation coefficient indicate that only a very small fraction of molecules incident on a water surface actually reach the true bulk. There are therefore other important processes which are rate-limiting in dissolution of small molecules in liquids. 
