Making judicious channel access and transmission scheduling decisions is essential for improving performance (delay, throughput, etc.) as well as energy and spectral efficiency in multichannel wireless systems. This problem has been a subject of extensive study in the past decade, and the resulting dynamic and opportunistic channel access schemes can bring potentially significant improvement over traditional schemes. However, a common and severe limitation of these dynamic schemes is that they almost always require some form of a priori knowledge of the channel statistics. A natural remedy is a learning framework, which has also been extensively studied in the same context, but a typical learning algorithm in this literature seeks only the best static policy (i.e., to stay in the best channel), with performance measured by weak regret, rather than learning a good dynamic channel access policy. There is thus a clear disconnect between what an optimal channel access policy can achieve with known channel statistics that actively exploits temporal, spatial and spectral diversity, and what a typical existing learning algorithm aims for, which is the static use of a single channel devoid of diversity gain. In this paper we bridge this gap by designing learning algorithms that track known optimal or suboptimal dynamic channel access and transmission scheduling policies, thereby yielding performance measured by a form of strong regret, the accumulated difference between the reward returned by an optimal solution when a priori information is available and that by our online algorithm. We do so in the context of two specific algorithms that appeared in [1] and [2], respectively, the former for a multiuser single-channel setting and the latter for a single-user multichannel setting. In both cases we show that our algorithms achieve sub-linear regret uniform in time and outperforms the standard weak-regret learning algorithms.
INTRODUCTION
Making judicious channel access and transmission scheduling decisions is essential for improving performance (delay, throughput, etc.) as well as energy and spectral efficiency in wireless systems, especially those consisting of multiple users and multiple channels. Such decisions are often non-trivial because of the time-varying nature of the wireless channel condition, which further varies across different users and different spectrum bands. Such temporal, spatial and spectral diversity provide opportunities for a radio transceiver to exploit for performance gain and the past decade has seen many research advances in this area. For instance, a transmitter can seek the best channel through channel sensing before transmission, see e.g., [3] [4] [5] for such dynamic multi-channel MAC schemes that allow transmitters to opportunistically switch between channels in search of good instantaneous channel condition; if a transmitter consistently selects a channel with better instantaneous condition (e.g., higher instantaneous received SNR) from a set of channels, then over time it sees (potentially much) higher average rate [6] [7] [8] . Similarly, a transmitter can postpone transmission if the sensed instantaneous condition is poor in hopes of better condition later, see e.g., [1] for stopping rule based sequential channel sensing policies, in the single-user multichannel and single-channel multiuser scenarios, respectively. Variations on the same theme include [9] where a distributed opportunistic scheduling problem under delay constraints is investigated, and [2] where a generalized stopping rule is developed for the single-user multichannel setting.
These dynamic channel access schemes (both optimal and suboptimal) improve upon traditional schemes such as channel splitting [10, 11] , multichannel CSMA [12] , and multi-rate systems [13] . However, a common and severe limitation of these dynamic schemes is that they almost always require some form of a priori knowledge of the channel statistics. For instance, a typical assumption is that the channel conditions evolve as an IID process and that its distribution for each channel is known to the transmitter/user, see e.g., [1, 2, 5] . While in some limited setting such information may be acquired with accuracy and low latency, this assumption does not generally hold. Furthermore, the channel statistics may be time-varying, in which case such an assumption can only be justi-fied if there exists a separate channel sampling process which keeps the assumed channel statistics information updated.
To relax such an assumption, it is therefore natural to cast the dynamic channel sensing and transmission scheduling problem in a learning context, where the user is not required to possess a priori channel statistics but will try to learn as actions are taken and observations are made. Within this context, the type of online learning or regret learning, also often referred to as the Multi-Armed Bandit (MAB) [14] [15] [16] framework, is particularly attractive, as it allows a user to optimize its performance throughout its learning process. For this reason, this learning framework has also been extensively studied within the context of multichannel dynamic spectrum access, see e.g., [17] for single-user and [18, 19] for multiuser settings. However, in most of this literature, the purpose of the learning algorithm is for a transmitter to find the best channel in terms of its average condition and then use this channel for transmission most of the time. It follows that the performance of such learning algorithms is measured by weak regret, the difference between a learning algorithm and the best single-action policy which in this context is to always use the channel with the best average condition. Accordingly, the key ingredient in these algorithms is to form accurate estimates on the average condition for each channel.
We therefore see a clear disconnect between what an optimal channel access policy can achieve with known channel statistics (e.g., by employing a stopping rule based algorithm) that actively exploits temporal, spatial and spectral diversity, and what a typical existing learning algorithm aims for, i.e., essentially the static use of a single channel, which unfortunately completely eliminates the utilization of diversity gain 1 .
Our goal is to bridge this gap and seek to design learning algorithms that instead of trying to track the best average-condition channel, attempt to track a known optimal or sub-optimal channel access and transmission scheduling algorithm, thereby yielding performance measured by a form of strong regret. Our presentation and analysis strongly suggest that such learning algorithms may be constructed in a much broader context, i.e., they can be made to track any prescribed policy and not just those cited earlier or even limited to the dynamic spectrum access context. However, to make our discussion concrete, we shall present our results in the context of specific channel sensing and access algorithms.
Specifically, we present the general framework of such a learning algorithm, followed by the detailed instances designed to track the stopping rule policies given in [1] and [2] , respectively. The choice of these two algorithms is not an arbitrary one. Our intention is to use two representatives to capture a fairly wide array of similar algorithms of this kind. The stopping rule algorithm in [1] is a relatively simple one, designed for multiple users competing for access to a single channel; it exploits temporal and spatial (multiuser) diversity, the idea being for a user to defer transmission if it perceives poor channel quality thereby giving the opportunity to another user with better conditions. The stopping rule algorithm in [2] , on the other hand, is much more complex in construction; it is designed for a single user with access to multiple channels by exploiting spectral and temporal diversity, the idea being to find the channel with the best instantaneous condition. Both algorithms assume that channel qualities evolve in an IID fashion with known probability distributions, though different channels may have different statistics [2] ; both are provably optimal (or near-optimal) under mild technical conditions. For other stopping-rule based policies see also [3] [4] [5] . We show that in both cases our algorithms achieve a sub-linear cumulative strong regret (against their respective reference algorithms from [1] and [2] ), thus achieving zero-regret averaged over time.
The rest of the paper is organized as follows. Problem formulation is presented in Section 2, and the two reference optimal offline algorithms in Section 3. We present our online learning algorithms in Section 4 with performance analysis given in Section 5. Numerical results are given in Sections 6 and possible extensions to this work are discussed in Section 7. Section 8 concludes the paper.
PROBLEM FORMULATION
In this section we present two system models and their corresponding transmission scheduling problems. This lays the foundation for us to introduce the two offline optimal stopping-rule policies from [1] and [2] , respectively in Section 3; these are the policies our learning algorithm presented in Section 4 aims to track.
Model I: multiuser, single-channel
Under the first model (studied in [1] ), there is a finite number of users/transmitters, indexed by the set M = {1, 2, ..., M}, M ≥ 1, and a single channel. The system works in discrete time slots indexed by n = 1, 2, · · · . Denote the channel quality by X(n), n = 1, 2, · · · . This quantity measures how good a channel is; for example, X(n) could model the Signal-Noise-Ratio (SNR) for the channel at time n. At time n, if no one is transmitting on the channel, a user i ∈ M attempts to access with probability 0 ≤ p i ≤ 1 by sending a carrier sensing packet. A carrier sensing period takes a constant amount of time denoted by ζ (slots). The contention resolution is done by random access, i.e. an access attempt is successful with probability p s = ∑ i∈M p i · ∏ j =i (1 − p i ), when there is only one user attempting access. Denote the random contention time between two successful accesses by η; it follows that E[η] = ζ/p s (slots). We assume the process {X(n k )} k=1,2,..., forms an IID process, where n k is the time the k-th contention succeeds. That is we assume the samples collected at successful accesses are generated in an IID fashion (as assumed and argued in [1] ). Upon a collision, the current slot will be abandoned and users re-compete in the next time slot. On the other hand, users keep silent if there is an active transmission on the channel. For simplicity it is assumed that X(n) stays unchanged during each transmission, which may be justified if transmission times are kept on a smaller time scale than channel coherence times [21] . Once a user gains access right (and sees the channel quality X(n)), it has two options:
• access the channel right away for K time slots (stop); or
• give up the access opportunity, release the channel for all users to re-compete (continue).
This can be more formally stated as an optimal stopping rule (OS-R) problem: users decide at which time to stop the decision process and use the channel. There are a number of variations of this problem with slightly different model, see e.g., [4] . The idea is when the channel quality is poor, a user would give up the transmission opportunity so that it is more likely that a user with better perceived channel quality will get to use it. Denote the stopping time by τ, then the objective is to design a stopping rule for all users so as to maximize the rate-of-return, which is the effective data rate for each successful access ( [1] )
where Π is the strategy space and η k is the k-th contention time and K τ = ∑ τ k=1 η k + K is the total amount of time spent for each successful transmission.
In this model, we regard the decision process between two consecutive successful transmissions (note that no successful transmission occurs if a user who wins access forgoes the transmission opportunity) as one meta stage. Suppose there are all together H meta stages (thus H successful transmissions). We define the following strong regret performance measure,
In the above formulation, since channel conditions are IID over time, for each meta stage we restart the clock, i.e., we always set the first time slot for each meta stage as n = 1. α l is the stopping time for the l-th meta stage and X(∑ α l k=1 η k ) is the corresponding reward.
Here we denote by the F l := ∪ j∈M F j l the set of observations of channel qualities at meta stage l ( with F j l for each user j).
Model II: single-user, multichannel
Under the second model (studied in [2] ), there is a finite number of channels, denoted and indexed by O = {1, 2, ..., N}, each of which yields a non-negative reward when selected for transmission (e.g., throughput, delay etc). For any subset S ⊆ O we will use O − S to denote the set { j :
There is one decision maker (user/transmitter) within the system. The system again works in discrete time slots n = 1, 2, ..., τ ≤ N; these however are much smaller time units than those under Model I because they are used only for channel sensing and not transmission. The user sequentially chooses a set of channels to probe for their condition, stops at a stopping time τ using certain stopping rule, and selects a channel for transmission (over a period of time larger than a slot). The decision process thus consists of determining in which sequence to sense the channels, when to stop, and which channel to use for transmission when stopping.
For consistency we reuse the terminology meta stage to describe the above decision process between n = 1 and τ; this will be referred to as one meta stage. Each time a new meta stage starts the clock is reset to n = 1. The meta stages are indexed by t = 1, 2, ..., T . There is a period of transmission between two successive meta stages. It is assumed that the channel condition remains constant within a single meta stage and forms an IID process over successive meta stages. This is modeled by a reward X i (to generate {X i (t)} t ) for the i-th channel given by a pdf f X i (·) and cdf F X i (·), respectively. Channels are independent of each other, i.e., a specific channel i's realization X i (t; ω) does not reveal any
The transmitter is able to sense one channel (to observe X i ) at each decision step n with a finite and constant sensing cost c i ≥ 0 for each channel i. The system works in the following way at each n of meta stage t: The transmitter makes a decision between the following choices:
• continues sensing; if this is the case then furthermore decide which channel to probe next (sense);
• stops sensing and proceeds to transmit (access). Under this case there are two more options to choose from:
access the channel with the best observed instantaneous condition (access with recall); -access the best channel (with highest expected reward) from the un-probed set without sensing (access with guess).
For the offline problem, due to the IID assumption on the channel condition, the decision strategy at each meta stage t is the same. We thus suppress the time index t; the transmitter's objective is to choose the strategy that maximizes the collected reward minus the sum of probing costs:
where π denotes a probing strategy and τ the stopping time. From [2] , it can be shown for time slots n = 1, 2, ..., τ at any meta stage t, a sufficient information state is given by the pair (x(n), S n ) where S n is the un-probed channel set and x(n) is the highest observed reward among the set of probed channels O − S n . Let V (x, S) denote the value function, the maximum expected remaining reward given the system state is (x, S), the problem/decision process at the n-th decision step is equivalent to the following dynamic programming (DP) formulation
where the three terms on the RHS correspond to the decision options sense, access with recall and access with guess, respectively. Our goal is to design an online algorithm α t ,t = 1, 2, ..., T based on past observed history F t−1 , ..., F 1 , so as to minimize the following strong regret measure,
where π t is the optimal decision at meta stage t when the information on {X i } i∈O is known and τ the stopping time; π t (n), n = 1, 2, ..., τ are the channels selected at decision step n of each meta stage t. α t is the decision actually made at t by the user based on past observations when channel statistics is unknown. For both problems, if an algorithm can achieve regret
T ) → 0 then it is called sub-linear in total regret and zero-regret in time average.
Weak regret
To contrast with strong regret, below we also illustrate the notion of weak regret, a more commonly used objective as mentioned earlier. It is the difference between an algorithm and the best singleaction policy that always uses the option with the best average. For instance, under Model II the weak regret is given by
This can be similarity defined for Model I, where max i E[X i ] corresponds to always letting the "best user" (with the highest average access rate) use the channel.
OFFLINE SOLUTIONS REVISITED
To be self-contained as well as to provide certain intuition for the design of the online algorithms, below we present the optimal offline solutions to the scheduling problems in Model I and Model II respectively.
Algorithm description: Model I
The solution for the scheduling problem in Model I is surprisingly clean and elegant, and can be easily described as follows. Within each meta stage l, the optimal stopping rule is given by a threshold policy [1] :
where x * is given by the solution for u in the following equation:
The corresponding algorithm is straightforward: at each n when a user needs to make a decision, if X(n) ≥ x * , a user will transmit and otherwise will release the channel. Intuitively this says that when the channel quality is sufficiently good (as compared to x * which separates the decision regions for stop and continue), a user should transmit. This algorithm will be referred to as Offline_MU (MultiUser) in our subsequent discussion.
Algorithm description: Model II
The solution for Model II is much more involved; this is primarily due to it allowing access with guess as an option, which is very different from classical stopping time problems. In this sense this model presents a generalization. The optimal policy is shown to have three major steps in [2] : parameter calculation, sorting, and decision making, as detailed below. 2: First compute R := j ∈ S, a j = max i∈S a i , and then j * :
. STEP 1 is based on a threshold property for the optimal policy proved in [2] . Intuitively speaking, a, b separate the decision region as follows. A state larger than a j means further probing is not profitable whereas a state below b j suggests gain from continued sensing. For STEP 2 we refer to each of its sub-steps m as STEP 2.m (we will re-use this numbering style in later discussions). The sorting process is straightforward: we start with the full set O and at each step we first calculate R , the set of channels with the highest a j . Then within R we further order the channels based on the one-step reward of probing channel j when x(n) = a j and j being the only remaining channel. The ordering repeats until all channels are in order.
Given the current information state is (x(n), S n ) at decision epoch n and denoting by d s the solution to the following equation (solution is guaranteed to exist [2] ): (
is the expected reward of probing channel 1 facing information state (x, {1, 2}) while g 2 (x) is the reward for probing channel 2.
We denote the algorithm consisting of (STEP 1, STEP 2, STEP 3) as Offline_MC (MultiChannel) and it serves as the offline benchmark solution for the multichannel scheduling problem.
DESIGN OF ONLINE ALGORITHMS
We detail our online learning algorithm in this section. To generalize the discussion we shall refer to the users in Model I and the channels in Model II as units. Then for a unifying framework of the online learning process there are two main phases, exploration and exploitation, described as follows. (1) Exploration: sample the units with sampling times less than D 1 (t) = L · t z · logt up to meta stage t, with L > 0, 0 < z < 1 being constant parameters. Here L is a sufficiently large (we shall specify its bounds later alongside the analysis) exploration parameter. When the unit represents a channel, the sampling process is to probe the channel quality; when such a unit represents a user, the process corresponds to letting the user gain access to the channel to gather samples. (2) Exploitation: execute the optimal scheduling policy using collected statistics as detailed in the offline solution, but with built-in tolerance for estimation errors as detailed below. The sensing results (possibly multiple) from exploitation phases will also be collected and utilized for training purpose.
The above steps are rather standard within the regret learning literature: when a unit has not been explored/sensed sufficiently (e.g., a user has not accessed a channel for a sufficient number of times in Model I or a channel has not been sampled sufficiently in Model II), the algorithm enters the exploration phase. Otherwise the algorithm mimics the procedures of calculating the optimal strategies as detailed in the offline solutions but with empirically estimated channel statistics. One notable difference here is that since the offline dynamic policies involve channel sensing as part of the decision process, effectively additional samples are collected during exploitation phases and used toward estimation. The general framework of this online approach is summarized as follows.
The exploitation phase is intended for the algorithm to compute and execute the optimal offline strategy using statistics collected during the exploration phase. However, due to the estimation error, Online Solution : A unifying framework 1: Initialization: Initialize L, z,t = 1 and sample each unit at least once. Update the collection of sample as F 0 and the number of samples for each unit j as n j (t).
2: Exploration:
the set E(t) of units. 3: Exploitation: If E(t) = / 0, calculate the optimal strategy according to steps in the corresponding offline algorithm (with relaxation) based on collected statistics {Ft } t−1 t=1 . 4: Update: t := t + 1; update sample set and for sampled unit j update n j (t) := n j (t) + 1. 
Figure 2: Online_MU
the executed version has to be error tolerant, e.g., by relaxing the conditions for the steps involving strict equalities. We show how this relaxation is done for the problem in Model II below.
We now detail the online counterparts for Offline_MU and Of-fline_MC by filling the details in above general framework. As a notational convention, we will denote byỹ the estimated version of y, t j (k) the meta stage when the k-th sample is collected for channel j and E[X] the sample mean of X.
In Online_MC, besides the clear separation between exploration and exploitation phases, several relaxations are invoked and the relaxation term 1 t z/2 could be viewed as the tolerance/confidence region. This tolerance region decreases in time t and approaches 0 asymptotically as the estimation errors decrease as well. There is an inherent trade-off between exploration and the tolerance region. With more exploration steps (a larger z), a finer degree of tolerance region could be achieved. We shall further discuss the roles of z in the analysis.
REGRET ANALYSIS
In this section we analyze performance of the online algorithm. We present the main results for both Online_MU and Online_MC. Since Online_MC is a much more complex algorithm and its analysis can be easily adapted for Online_MU, as well as for brevity, we will only provide details for Online_MC.
Before formalizing the regret analysis for Online_MC, we outline the key steps. The regret consists of two parts: that incurred during exploration phases and that during exploitation phases. For exploration regret, we will try to bound the number of exploration Online_MC: Algorithm details 1: Initialization: Initialize L, z,t = 1 and sense each channel once. Update the number of channels being sensed and observed as n j (t) = 1. Update the collection of sample for each channel j as 
Online.STEP 2: Follow STEP 2 of Offline_MC but with the following relaxatioñ
. 4: Update: t := t + 1; for sensed channel j update n j (t) := n j (t) + 1 and sample set F t .
Figure 3: Online_MC
steps that are needed. For the exploitation phase, the regret is determined by how accurate decisions are made using estimated values. Specifically, Online.STEP 1 does not have a decision making step as it is simply a calculation, though we will show later in the proof the calculation of {a j , b j } j∈O does play an important role in the sorting and decision making process. In Online.STEP 2 if the sorting is done incorrectly then this could lead to error in Online.STEP 3. as all decision making and sensing orders are based upon the ordering of the channels. Online.STEP 3 has the following error: (1) error in the calculation of a j , b j s, (2) error in calculating d s , and (3) error in calculating a set of value functions for sub-step 3.3.
Assumptions
We state a few mild technical assumptions. We will assume non-trivial channels, i.e., E[X j ] > 0, ∀ j ∈ O, so that they all have positive average rates. We will also assume all channel realizations are bounded, i.e., finite support over all channel condition, 0 ≤ sup j∈O,ω X j (t; ω) < ∞, ∀t, ω being an arbitrary channel realization. This is not a restrictive assumption since in reality the transmission rate is almost always non-trivial and bounded.
Moreover denote
∆ * can be viewed as an upper bound for a one step loss when a sub-optimal decision is made and ∆ * < +∞ (note c i s are finite). Finally, we assume the cdf of each channel i's condition satisfies the Lipschitz condition, i.e., there exists L(note different from L), α > 0 such that
The Lipschitz condition has been observed to hold for various distributions, for example the exponential distribution and uniform distribution [22] .
Main results for Online_MC
We first separate the regret for different phases. We have the following simple upper bound on the regret R II (T ),
The first term R e (T ) is the regret from exploration phases. R s (T ) is the regret from exploitation which could be further upper bounded by the two terms from Online.STEP 2&3 of Online_MC respectively: R 2 (T ) comes from the sorting procedure and R 3 (T ) comes from the last step of decision making. Notice for Online.STEP 1 there is no direct regret incurred by parameter calculation: the errors in the calculation are reflected in Online.STEP 2&3 later. The idea of upper bounding the regret by a union bound will be repeatedly utilized in the following analysis. For example, we can show that the regret in each step above can again be upper bounded by the sum of regrets of each of its sub-steps. Therefore we will not restate the details of the bounding for the rest of the proof. Denote the sum s p (T ) := ∑ T t=1 1 t p . We have our main result for the regret analysis summarized as follows.
THEOREM 1. There exists a constant L such that the regret for
Online_MC is bounded by Here L is larger than a certain positive constant which we detail later. It is easy to notice since T z log T and s α·z/2 are both sub-linear terms (s α·z/2 is on the order of 1 − α·z 2 while s 2 (·) is bounded by a constant since s p (T ) < ∞, ∀p > 1, T .), R II (T ) is also sub-linear and asymptotically we achieve zero-regret on average (lim T →∞ R II (T )/T = 0). The first term T z log T is due to the exploration while the term s α·z/2 comes from exploitation. Clearly we see with a larger z (more exploration invoked), we will have a larger regret term from exploration phases; however the regret for exploitation will decrease. The balanced setting is achieved at
Bounding the exploration regret
We start with bounding the exploration regret R e (T ).
THEOREM 2. The exploration regret R e (T ) is bounded as
PROOF. Note since the exploration phase requires D 1 (T ) samples for each channel up to time T , we know there are at most N · D 1 (T ) exploration phases being triggered. For each exploration phase, the regret is bounded by ∆ * , completing the proof.
Bounding the exploitation regret
We next consider regret incurred during exploitation phases, that associated with the sorting (Online.STEP 2) and that associated with decision making (Online.STEP 3), respectively. Main steps and sketches of the proofs are given below, while the details can be found in the Appendix.
To bound the regret associated with sorting, we have the following result. LEMMA 3. Regret R 2 (T ) is bounded as follows,
To bound the regret associated with decision making, we have the following result. LEMMA 4. Regret R 3 (T ) is bounded as follows,
where C 1 ,C * 2 are positive constants. Combining R e (T ), R 2 (T ), R 3 (T ) gives us the main result. The general challenge in providing the above results lies in relating estimation errors to errors in decision making. For instance, in proving Lemma 3, we first show that the calculations of E[X j ], a j , b j fall into certain confidence regions when the number of exploration steps is sufficiently large. This then allows us to bound the error in determining j * which is characterized by two types. The first is in declaring whetherã j =b j , and the second is in calculating the indices for determining j * as detailed in STEP 2. Similarly, the proof of Lemma 4 is obtained by bounding the decision errors in each of the sub-steps Online .STEP 3.1, 3.2, 3. 3.
Discussion on parameter L
In most of our proved results, we assumed L to be significantly large. We summarize the actual conditions on L below (please refer to the appendix for details): 
From (Condition 1) we know when {a i }s are closer to each other, L should be chosen to be larger. Also from (Condition 2) we know when channels' expected reward E[X j ] and E[X j ]−c j P(X≥a j ) (can be viewed as potential term when sensed) are closer to each other, again L should be chosen to be larger. The intuition here is that in such cases a larger L can help achieve higher accuracy for the estimations to differentiate two channels that are similar.
The selection of L depends on a set of εs, which further depends on statistical information of X j s (though weaker as we only need to know a lower bound on them), but this is assumed unknown. Following a common technique [23] , this assumption can be relaxed but with potentially larger regret. In particular one can show that at any time t with L being a positive constant the estimation error ε t for any terms (e.g., a, b or E[X j ]) satisfy the following, P(ε t > 1 t θ ) ≤ 1 t ν , with θ, ν > 1. Therefore with the error region ε t being small enough, there would be no error associated with differentiating the channels of the algorithm. Thus there exists a constant T 0 such that, ε t < min ε, ∀t > T 0 . Consider the the case ε t ≤ 1 t θ . Since when the error happens under this case, two estimated terms (the sub-optimal and optimal one) are separated by at most 2ε t . The probability of the corresponding term falls into this region is bounded as
t α·θ by the Lipschitz condition. Therefore we have the extra error bounded by ∑ T 0 t=1 L · 2 α · 1 t α·θ , which is a constant growing sub-linearly up to time T 0 .
Main results for Online_MU
For Online_MU we can similarly prove the following result THEOREM 5. There exists a constant L such that the regret for Online_MU is bounded by
Notice though R I (H) looks similar to R II (T ), they may have very different parameters for each term, i.e,Ĉ 1 ,Ĉ 2 may be quite different from C 1 ,C 2 , as well as different constraints for L due to the different statistical structure of the two problems. Again the first term is coming from exploration phases, the second term due to inaccurate calculations of x * and last term bounds the event thatx * is too different from x * .
SIMULATION
In this section we show a few examples of the performance of the proposed online algorithm via simulation. We measure the average regret rate R I (l)/l(R II (t)/t) and compare our performance to the optimal offline algorithm, a static best single channel policy, as well as that of a weak-regret algorithm.
For simplicity of demonstration we assume channel qualities follow exponential distribution but with different parameters 2 . The corresponding distributions' parameters are generated uniformly and randomly between [0, 0.5]. Users' attempt rate p i s are uniformly generated in the interval [0, 0.5] (in Model I). The costs for sensing the channels (in Model II) are also randomly generated according to uniform distribution between [0, 0.1]. In the following simulation for Model I we have M = 5 users while for Model II we have N = 5 channels. Simulation cycle is set to be H = T = 4, 000. In the set of results for performance comparison with offline solutions, we set the exploration parameters as L = 10, z = 1/5. Later on we show the performance comparison w.r.t. different selection of L and z.
Comparison with Offline Solution
We first take the difference between the oracle (Offline_MU) and Online_MU at each step t and divide it by t (i.e., we plot R I (t)/t). This regret rate is plotted in Figure 4 and clearly we see a sub-linear convergence rate. We repeat the experiment for On-line_MC and the regret convergence is shown in Figure 5 , which validate our analytical results. To make the comparison more convincing, we compare the accumulated reward between Online_MC, Offline_MC and the best single-channel (action) policy, which always selects the best channel in terms of its average rate (channel statistics is assumed to be known a priori) in Figure 6 . In particular we see the accumulated rewards of Online_MC (red square) is close to the performance of the oracle (blue circle) who has all channel statistical information and follows the optimal decision process as we previously depicted in Offline_MC. We observe the dynamic policies clearly outperform the best single channel policy. 2 We have similar observations for other distributions. The details are omitted for brevity. 
Comparison with UCB1
We next demonstrate the advantages of our algorithm Online_MC by comparing it with UCB1, a classical online learning algorithm that achieves logarithmic weak regret for IID bandits [16] . The performance gain is quite clearly seen in Figure 7 . It is worth pointing out that there also exists extensive literature in reinforcement learning (RL), which is generally targeted at a broader set of learning problems in Markov Decision Processes (MDPs) [24] . Bandit problems constitute a special class of MDPs, for which the regret learning framework (using index policies) is generally viewed as more effective both in terms of convergence and computational complexity.
Effects of parameter selection
We next take a closer look at the effects of parameter selection, primarily with L and z. We demonstrate with Online_MC. We repeat the above sets of experiment w/ different L, z combinations and tabulate the average reward per time step. From Table 1 the selection of L is not monotonic: a smaller L incurs less exploration steps but more errors will be invoked at exploitation steps due to its less confidence in calculating the optimal strategy. On the other hand, a large L inevitably imposes higher burden on sampling and thus becomes less and less favorable with its increase. Similar observations hold for z since z controls the length of exploration phases jointly with L but with different scale. However it is indeed interesting to observe that when z grows large enough (e.g., z = 1 2 ), the performance drops drastically: this is due to the fact in such a case more than enough efforts have been spent in sensing steps. 
DISCUSSION
In this section we discuss several possible extensions of the results presented in this paper, concerning the relaxation of assumptions on channel properties. Note that our basic idea and method of tracking an offline optimal (or near-optimal) algorithm by estimating key parameters remain unchanged regardless of the assumptions on the channel model. However, two factors will be at play with more challenging models: (1) Different channel models may lead to only sub-optimal offline solutions, or approximations which may or may not have a performance guarantee; tracking such algorithms would lead to a "weakened" strong regret measure. (2) If the computation of an offline algorithm is complex either in terms of computation or in the amount of information it requires, then this could also affect the effectiveness of our learning procedure.
For instance, throughout the paper we have assumed that the channel quality over time evolves as an IID process, though with unknown distributions. An immediate extension is to consider Markovian channel evolution, which leads to a restless bandit problem which does not have a known structured solution in general. In some special cases optimal solutions can be derived and may take on a simple form, see e.g., the greedy policy under the two-state channel model considered in [25, 26] , or the LP relaxation approximation developed in [27] . Tracking these algorithms requires the estimation of a set of two-state transition probability matrices, and conceptually can be done and likely will not change the order of the regret bound; however, none of these algorithms are generally optimal so in some cases we could be tracking a target with poor performance. On the other hand computing the optimal offline algorithm even with full channel statistics is computationally intensive (restless bandit problems are known to be PSPACE complete [28] , so tracking it becomes non-trivial).
Similarly, throughout this study we have not considered interferences from multiple users; the channel quality perceived by a user is assumed to be entirely the result of factors like fading and shadowing but not interference. It would be an interesting extension to consider multiuser interference, and investigate the effectiveness our learning approach in tracking a certain offline multiuser algorithm. A natural way to design the learning procedure in this case is to combine stochastic bandit learning (for channels availability) with adversarial learning (for users interference). Possible candidates of target offline algorithms include e.g., [29] which studied a capacity maximization problem in distributed wireless network under SINR interference model and showed a constant factor approximation bound compared to the global optimum is achievable, by using an adversarial model to capture the effects of interference, and [30] that proposed a scheduling algorithms for a similar problem but under Reyleigh-fading interference models and showed a logarithmic order approximation.
Last but not least, the assumption that the channel statistics stay unchanged is needed only in deriving the bound under the current technique. It is however not needed for the learning algorithm to work as the exploration aspect of the algorithm is in principle designed to detect and adapt to changes in the underlying statistics. The challenge is in how to quantify the learning/adaptation performance when such changes are present. Some recent results may prove very helpful, see e.g., [31] on a sharp bound (sub-linear) for certain cases when such non-stationary statistical properties satisfy bounded variation [31] .
CONCLUSION
In this paper we studied online channel sensing and transmission scheduling in wireless networks when channel statistics are unknown a priori. Without knowing such information we propose an online learning algorithm which helps collect samples of channel realization while making optimal scheduling decisions. We show our proposed learning algorithm (for both a multiuser and multichannel model) achieves sub-linear regret uniform in time, which further gives us a zero-regret algorithm on average.
Notations
Physical meaning M/M number/set of users N/O number/set of channels S subset of channels X i (X i (t)) channel i's reward (at time t) c i cost for sensing channel i p i access attempt rate of user i V (x, S) value function with state (x, S) f X i , F X i p.d.f./c.d.f. of channel i π, α access & sensing policies t, n system (meta) stage, decision step for each t R I(II) (H(T )) accumulated regret up to stage H(T ) (x(n), S n ) information state at n-th epoch L, z exploration parameters L, α 
Lipschitz parameters
where ε, c 1, j , c 2, j are positive constants.
Based on above results we could show LEMMA 7. At time t with sufficiently large L, and any iteration steps of the sorting procedure of Online.STEP 2 we have
Consider calculating j * we have the following results, Putting up all terms and multiple by ∆ * we have results claimed in Lemma 3.
