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ﺇﱃ ﺷـﻜﻠﻬﺎ ﺍﳌﺘـﺼﻞ ( ﺍﻟﻌـﺸﻮﺍﺋﻲ )ﺍﻟﻄﺮﻕ ﺍﳌﺨﺘﻠﻔﺔ ﻹﻧﺘﺎﺝ ﺍﻟﻨﻤﺎﺫﺝ ﺍﻷﺭﺿـﻴﺔ ﺍﻟﺮﻗﻤﻴـﺔ ﻣـﻦ ﺷـﻜﻠﻬﺎ ﺍﳌﺘﻘﻄـﻊ 
ﺑﺎﺳﺘﺨﺪﺍﻡ ﺩﻭﺍﻝ ﺍﻻﺳﺘﻜﻤﺎﻝ ﺍﻟﺒﻴﲏ ﺍﻟﺒﺴﻴﻄﺔ ﺗﻌﺎﱐ ﻣـﻦ ﺗـﺄﺛﲑ ﺗﻌﻘﻴـﺪﺍﺕ ﻃﺒﻮﻏﺮﺍﻓﻴـﺔ ﺍﻟـﺴﻄﺢ ﻭﻛﺜﺎﻓـﺔ ﺍﻟﻨﻘـﺎﻁ 
  .ﻟﻨﻬﺎﺋﻲﺍﳌﺘﻘﻄﻌﺔ ﻭﺍﻟﱵ ﻣﻦ ﺍﳌﻤﻜﻦ ﺃﻥ ﺗﺴﺒﺐ ﺍﺧﻄﺎﺀ ﻣﺆﺛﺮﺓ ﰲ ﺍﻻﳕﻮﺫﺝ ﺍﳌﻨﺘﺞ ﺍ
ﺍﺳﺘﻜﻤﺎﻝ ﻧﻘﺎﻁ ﺍﻟﺸﺒﻜﺔ ﰲ ﺍﻟﻨﻤﺎﺫﺝ ﺍﻷﺭﺿﻴﺔ ﺍﻟﺮﻗﻤﻴﺔ ﺬﻩ ﺍﻟﺪﻭﺍﻝ ﺗﻌﺘﻤـﺪ ﻋﻠـﻰ ﺍﻓﺘـﺮﺍﺽ ﺃﻥ ﺍﺭﺗﻔﺎﻋـﺎﺕ ﺍﻟﻨﻘـﺎﻁ 
ﻫﺬﺍ ﺍﻻﻓﺘـﺮﺍﺽ ﺻـﺤﻴﺤﺢ ﻓﻘـﻂ ﺇﺫﺍ ﻛﺎﻧـﺖ ﻃﺒﻮﻏﺮﺍﻓﻴـﺔ ﺳـﻄﺢ . ﺍﳌﺘﻘﻄﻌﺔ ﻭﺍﻟﻘﺮﻳﺒﺔ ﻣﻦ ﺑﻌﻀﻬﺎ ﺍﻟﺒﻌﺾ ﻣﺘﺴﺎﻭﻳﺔ 
ﺘـﺴﺎﻭﻱ ﺍﺭﺗﻔﺎﻋـﺎﺕ ﺍﻟﻨﻘـﺎﻁ ﺍﻟﻘﺮﻳﺒـﺔ ﰲ ﺣﺎﻟﺔ ﺍﻟﻄﺒﻮﻏﺮﺍﻓﻴﺔ ﺍﳌﻌﻘﺪﺓ، ﻳﺼﺒﺢ ﺍﻻﻓﺘـﺮﺍﺽ ﺍﻟﻘﺎﺋـﻞ ﺑ . ﺍﻷﺭﺽ ﻣﺴﺘﻮﻳﺔ 
ﺇﻻ ﺃﻥ . ﻟﻼﺳﺘﺨﺪﺍﻡ ﺍﻷﻓﻀﻞ ﻟﻠﺪﻭﺍﻝ ﺍﻟﺒﺴﻴﻄﺔ ﰲ ﻫﺬﻩ ﺍﳌﻨـﺎﻃﻖ ﳚـﺐ ﺯﻳـﺎﺩﺓ ﻛﺜﺎﻓـﺔ ﺍﻟﻨﻘـﺎﻁ ﺍﳌﺘﻘﻄﻌـﺔ . ﻏﲑ ﻭﺍﺭﺩ 
ﻗﻴﺎﺱ ﻫﺬﻩ ﺍﻟﻨﻘﺎﻁ ﺑﻄﺮﻕ ﺍﳌﺴﺎﺣﺔ ﺍﻷﺭﺿﻴﺔ، ﺍﳌﺴﺎﺣﺔ ﺍﻟﺘﺼﻮﺭﻳﺔ ﺃﻭ ﺍﻟﺮﻗﻤﻴﺔ ﺗـﺴﺘﻐﺮﻕ ﻭﻗﺘـﺎﹰ ﻃـﻮﻳﻼﹰ ﻭﲤﺜـﻞ ﺗﻜﻠﻔـﺔ 
ﻣـﻦ ﻫـﺬﺍ ﻧﻼﺣـﻆ ﺃﻥ ﺍﺳـﺘﺨﺪﺍﻡ ﺩﻭﺍﻝ . ﻧﺘﺎﺝ ﺍﻟﻨﻤـﺎﺫﺝ ﺍﻷﺭﺿـﻴﺔ ﺍﻟﺮﻗﻤﻴـﺔ ﺍﻗﺘﺼﺎﺩﻳﺔ ﻋﺎﻟﻴﺔ ﻣﻦ ﲨﻠﺔ ﻋﻤﻠﻴﺎﺕ ﺇ 
ﺍﻷﺳﺘﻜﻤﺎﻝ ﺍﻟﺒﺴﻴﻄﺔ ﰲ ﺇﻧﺘﺎﺝ ﺍﻟﻨﻤﺎﺫﺝ ﺍﻷﺭﺿـﻴﺔ ﺍﻟﺮﻗﻤﻴـﺔ ﰲ ﺍﳌﻨـﺎﻃﻖ ﺫﺍﺕ ﺍﻟﻄﺒﻮﻏﺮﺍﻓﻴـﺔ ﺍﳌﻌﻘـﺪﺓ ﻟﻴـﺴﺖ ﺫﺍﺕ 
 .ﺟﺪﻭﻯ ﺇﻻ ﺇﺫﺍ ﻗﻠﻞ ﻋﺪﺩ ﺍﻟﻨﻘﺎﻁ ﺍﳌﺘﻘﻄﻌﺔ ﺍﳌﻘﺎﺳﺔ
ﻴﺔ ﺍﻟﺮﻗﻤﻴـﺔ ﰲ ﺍﳌﻨـﺎﻃﻖ ﺍﻟـﻮﻋﺮﺓ ﻭﺍﳌﻨـﺎﻃﻖ ﰲ ﻫﺬﺍ ﺍﻟﺒﺤﺚ، ﰎ ﺍﻗﺘﺮﺍﺡ ﻃﺮﻳﻘﺔ ﺟﺪﻳﺪﺓ ﻹﻧﺘـﺎﺝ ﺍﻟﻨﻤـﺎﺫﺝ ﺍﻷﺭﺿ  ـ
ﺍﻟﻄﺮﻳﻘﺔ ﺍﳉﺪﻳﺪﺓ، ﻭﺍﻟﱵ ﺗﻌﺮﻑ ﺑﺎﻟﻄﺮﻳﻘﺔ ﺍﳌﻮﺣﺪﺓ، ﺗﺴﺘﺨﺪﻡ ﻋﻨﺪ ﺍﺳـﺘﻜﻤﺎﻝ ﻧﻘـﺎﻁ ﺍﻟـﺸﺒﻜﺔ ﻋـﺪﺩﺍﹰ ﻗﻠـﻴﻼﹰ . ﺍﳉﺒﻠﻴﺔ
ﺍﻟـﺘﻐﲑﺍﺕ ﰲ ﺍﺭﺗﻔﺎﻋـﺎﺕ ﻫـﺬﻩ ﺍﻟﻨﻘـﺎﻁ ﻭﺍﻟﻨﺎﲡـﺔ ﻋـﻦ . ﻣﻦ ﺍﻟﻨﻘﺎﻁ ﺍﳌﺘﻘﻄﻌﺔ ﺣﻮﻝ ﺍﻟﻨﻘﺎﻁ ﺍﳌﺮﺍﺩ ﺇﳚﺎﺩ ﺍﺭﺗﻔﺎﻋﺎﺎ 
 ecnairavoC)ﺔ ﺳﻄﺢ ﺍﻷﺭﺽ ﻳـﺘﻢ ﳕﺬﺟﺘـﻬﺎ ﺇﺣـﺼﺎﺋﻴﺎ ﺑﺪﺍﻟـﺔ ﺗﻌـﺮﻑ ﺑﺪﺍﻟـﺔ ﺍﻟﺘﻐـﺎﻳﺮ ﺍﻟﺘﻐﲑﺍﺕ ﰲ ﻃﺒﻮﻏﺮﺍﻓﻴ
ﺑـﲔ ﺍﺭﺗﻔﺎﻋـﺎﺕ ﺍﻟﻨﻘـﺎﻁ ﺍﳌﻘﺎﺳـﺔ ( noitalerroC)ﺗﺴﺘﺨﺪﻡ ﺩﺍﻟﺔ ﺍﻟﺘﻐﺎﻳﺮ ﰲ ﲢﻠﻴـﻞ ﺍﻻﺭﺗﺒـﺎﻁ  (.noitcnuF
ﻭﺍﻟﻮﺍﻗﻌﺔ ﺣﻮﻝ ﺍﻟﻨﻘﻄﺔ ﺍﳌﺮﺍﺩ ﺍﺳﺘﻜﻤﺎﻝ ﻗﻴﻤﺘـﻬﺎ ﻭﰲ ﺣـﺴﺎﺏ ﻣـﺼﻔﻮﻓﺎﺕ ﺍﻟﺘﻐـﺎﻳﺮ ﺍﻟﻼﺯﻣـﺔ ﻻﺳـﺘﻜﻤﺎﻝ ﻗﻴﻤـﺔ 
ﻛﻔـﺎﺀﺓ ﻋﻤـﻞ ﺍﻟﻄﺮﻳﻘـﺔ ﺍﳉﺪﻳـﺪﺓ .ﻗﻴﻢ ﺍﻟﻨﻘﺎﻁ ﺍﻬﻮﻟﺔ ﲢﺴﺐ ﺑﺎﺳﺘﺨﺪﺍﻡ ﻃﺮﻳﻘﺔ ﺃﻗﻞ ﺍﻟﺘﺮﺑﻴﻌـﺎﺕ . ﻬﻮﻟﺔﺍﻟﻨﻘﻄﺔ ﺍ 
ﺍﳌﻮﺍﻗﻊ ﺍﳌﺨﺘﺎﺭﺓ ﲤﺜـﻞ ﻃﺒﻮﻏﺮﺍﻓﻴـﺔ ﻣﻌﻘـﺪﺓ ﻭ ﻧﻘـﺎﻁ ﺍﻻﺧﺘﺒـﺎﺭ ﰎ . ﻭﺍﻟﻄﺮﻕ ﺍﻟﺴﺖ ﺍﻷﺧﺮﻯ ﰎ ﺍﺧﺘﺒﺎﺭﻫﺎ ﰲ ﻣﻮﻗﻌﲔ 
  .ﺍﺧﺘﻴﺎﺭﻫﺎ ﻋﺸﻮﺍﺋﻴﺎﹰ ﰲ ﻛﻞ ﻣﻮﻗﻊ
 II
ﻞ ﻋﺪﺩ ﺍﻟﻨﻘﺎﻁ ﺍﳌﻘﺎﺳـﺔ ﺍﻹﻣﻜﺎﻧﻴـﺔ ﺍﻟﻌﺎﻟﻴـﺔ ﻟﻠﻄﺮﻳﻘـﺔ ﺍﳉﺪﻳـﺪﺓ ﰲ ﲢـﺴﲔ ﻧﺘﺎﺋﺞ ﺍﻻﺧﺘﺒﺎﺭ ﺃﻇﻬﺮﺕ ﺑﺎﻹﺿﺎﻓﺔ ﻟﺘﻘﻠﻴ 
  .ﺩﻗﺔ ﺍﻟﻨﻘﺎﻁ ﺍﳌﺴﺘﻜﻤﻠﺔ
ﺭﻏﻢ ﺍﻋﺘﺒﺎﺭ ﺍﻟﻄﺮﻳﻘﺔ ﺍﳉﺪﻳﺪﺓ ﺩﻗﻴﻘـﺔ ﰲ ﺍﺳـﺘﻜﻤﺎﻝ ﻗـﻴﻢ ﺍﻟﻨﻘـﺎﻁ ﰲ ﺍﳌﻨـﺎﻃﻖ ﺫﺍﺕ ﺍﻟﻄﺒﻮﻏﺮﺍﻓﻴـﺔ ﺍﳌﻌﻘـﺪﺓ ﺇﻻ ﺃﻥ 
ﻴﺠـﺔ ﻟﺒﻌـﺪ ﺍﻟﻨﻘـﺎﻁ ﻫـﺬﺍ ﻟـﻴﺲ ﻋﻴﺒـﺎﹰ ﰲ ﺍﻟﻄﺮﻳﻘـﺔ ﺑـﻞ ﺭﲟـﺎ ﻧﺘ . ﻫﻨﺎﻟﻚ ﺑﻌﺾ ﺍﳊﺎﻻﺕ ﺗﻘﻞ ﻓﻴﻬﺎ ﻫﺬﻩ ﺍﻟﺪﻗﺔ 
ﺍﳌﺘﻘﻄﻌﺔﻋﻦ ﺑﻌﻀﻬﺎ ﺍﻟﺒﻌﺾ، ﺑﻌﺪ ﺍﻟﻨﻘﺎﻁ ﻣﻦ ﺍﻟﻨﻘﻄﺔ ﺍﻬﻮﻟﺔ ﺃﻭ ﺳـﻮﺀ ﺍﺧﺘﻴـﺎﺭ ﺍﻟﻨﻤـﻮﺫﺝ ﺍﻟﺮﻳﺎﺿـﻲ ﺍﻟـﺴﻤﺘﺨﺪﻡ ﰲ 























  ABSTRACT 
 
 
Recent studies have shown that the various methods of generating Digital 
Terrain Model (DTM) from its discrete form to a continuous one using 
simple functions suffer from the influence of terrain complexity and the 
density of the data points that can introduce significant errors in the final 
generated model. 
The interpolation of the grid node is generally carried out using some functions. These 
functions are based on the assumption that the measured height values are auto-
correlated i.e. the adjacent points on the surface are expected to have the same value. 
This assumption is only true when the terrain surface is smooth. However, in the case 
of a variable and mountainous terrain, the assumptions made about the underlying 
variation (correlation) of the measured height values can be critical.  
For a successful application of the simple functions in these terrain the density of the 
measured sample data must be increased. The acquisition of this data by ground 
survey methods, photogrammetric method or digitization is time consuming and 
financially constitutes a major cost in the overall process of DTM generation. It can 
be seen from the above that the use of the simple functions in DTM genearation in a 
variable terrain surface would be of no meaning if the number of measured height 
values is not reduced. 
In this thesis a new method that can effectively be used in the generation of DTM in a 
variable terrain surface is proposed. The new method which is known as a combined 
method uses a few number of discrete sample points in the interpolation of grid nodes.  
IV 
The variations in the measured height values resulting from the variations in terrain 
surface are modelled statistically in a function known as covariance function. 
The covariance function is used for an apriori analysis of the correlation between the 
measured heights around the interpolated point and to compute the necessary 
covariance matrices which are used to interpolate the value of the unknown point.  
The height value of each grid node is computed using a combination of least squares 
surface fitting and least squares collocation method.  
The performances of the new method together with performance of the six chosen 
interpolation methods in two sites were evaluated. The sites considered represent two 
variable terrain types. Test points were selected randomly for each site considered, 
and the interpolated values at the selected points were tested statistically. These tests 
revealed in addition to the reduction of the need for measurement of large data points, 
a high potential of the combined method in relation to a substantial improvement in 
the precision. Although, the method may be regarded as an accurate method of 
generating DTM in variable terrain, there are cases when the performance of the 
method decline. This is not a disadvantage of the method itself but is rather due to 
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The pervasiveness of computers has contributed to a significant change in the 
way survey and map data are collected, processed and stored.  For many 
decades, surveyors and photogrammetrists manually trace contour lines from 
stereoimagery.  This contour representation of the terrain, plotted on a stable 
base material (such as mylar), become the archival medium from which 
subsequent terrain analysis and engineering planning and design were done. 
The recent developments in survey instrumentation for data collection and 
the capabilities of computers have introduced two fundamental changes into 
the area of terrain representation. First, the terrain data are now collected, 
mostly, as a sequence of discrete (X, Y, Z) data points.  These posts, together 
with some supplementary data, such as abrupt changes in terrain slope or 
breaklines constitute a discrete sampling of a continuous terrain surface that 
should suffice for its mathematical reconstruction.  Second, the stored record 
is a digital coordinates file itself rather than a particular graphic depiction. 
Such graphical depictions as contours, profiles or wire frame perspective 
views can be generated as needed, but only the original terrain points and 
features are considered to be archival data which can be stored in the digital 
computers.  These changes have led to the development of a new method for 
terrain surface representation known as a Digital Terrain Model (DTM).  
1 
A Digital Terrain Model (DTM) is defined as a geometric representation of 
the terrain relief (earth surface) which can be stored in the memory of a 
computer in such a way that the height of any point on that surface can be 
automatically derived provided its planimetric coordinates are given. 
Depending on the location of the points showing the terrain, digital models 
can be classified as regular, structural and irregular models. 
In regular models of terrain, the points are located in a network of a definite 
form that is spaced at specified intervals from one another.  Models with the 
points located at the intersections of nets of squares, rectangles, equilateral or 
isosceles triangles are especially popular.  Other models are systems of cross-
sections (profiles) drawn along a given line so that each profile and every 
point on every profile are spaced at equal intervals.  Another system of 
regular model is one of equidistant points of definite height arranged along 
the contour lines of a plan or map showing a specified vertical interval. 
Structural models are compiled using the coordinates of spots where there are 
characteristic changes in the structural lines or at the apices of structural 
triangles lying at such spots.  The points of a structural digital model can be 
sited both at the principle and at subsidiary turning points.  They may also 
include points located on slopes along the lines of the greatest gradient at 
turning points showing the rate of slope and the directions of lines. 
In irregular digital terrain models, the selection of points is not necessarily 
judged by the topography.  
The ground height of any point that can be measured is suitable, and the three 
coordinates (X, Y, and Z) are stored in the computer data bank.   
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The points of a digital terrain model whether regular, structural or irregular 
show a definite pattern that is characteristic of the shape of a particular area 
of the earth’s surface.  This pattern may be linear if the surface between 
adjoining points is a plane or may be stepped if the surface is uneven. 
The relationships between adjoining points in a digital terrain model can be 
represented through a linear interpolation or, alternatively, in terms of a 
surface that would mirror the relief features. 
The objectives of a DTM may be summarized as follows:  
1. Suitability for computer processing; 
2. Establishment of data banks (storage-retrieval systems); 
3. Providing data suitable for spatial analyses such as the prediction of the flow of 
water on the earth’s surface, prediction of stability of soil and selection of an 
optimum route; 
4. Providing information suitable for the automation of photogrammetric and 
cartographic processes, especially with regard to large-scale applications.  
Currently, the subject of DTM is one research area receiving much attention. The 
DTM technique is becoming a powerful tool for the representation of both an existing 
and a design surface in the fields of civil, surveying, geology, and mining 
engineering. In some situations, for example in the numerical simulation of the 
sediment transport process, the DTM is essential for a meaningful understanding of 
the physical process. Since the development of DTM a number of methods have been 
proposed and the literature is now extensive.  Petrie and Kennie (1990), provided a 
good overview review of the various methods for digital terrain modeling developed 
to up to now in civil and surveying engineering. 
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Using the classification terminology of Petrie and Kennie (1990), the most 
popular and common methods can be summarized in two main categories as 
follows: 
• triangulation – based methods; 
• grid-based methods.  
In triangulation-based methods for terrain modeling, the measured data 
points are first used to construct a triangulation, usually the 2-D Delauney 
triangulation. The triangulation is then used to model the terrain surface.  
 
The grid -based methods that approach terrain surface by rectangular facets, can be 
broken down into two sub-categories: direct -and indirect-to-grid methods. Both sub-
categories use a network of point values arranged in a regular mesh, such as squares, 
rectangles or isosceles triangles. 
In the direct-to-grid methods, the locations of a grid node are directly collected from 
the field measurement and used to model the terrain surfaces.  
Obviously, the direct-to-grid methods cannot match all the characteristics of terrain 
surfaces being modeled; perhaps finer and significant terrain features may not be 
measured and consequently lost from the model. That is because the distribution of 
grid nodes is not related to the characteristics of the terrain itself. 
 
In the indirect-to-grid methods, the measured data points are randomly located. In this 
case, a random-to-grid interpolation is necessary to convert the measured none-grid 
data to a regular grid.  
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The random to grid includes two steps:  
The first is the search for the nearest neighbours of a grid node. This is usually 
achieved by using one of the following criteria or their combination: 
1. The distance criterion: the data points that have fallen into a circle of 
predefined radius or into a box of predefined size, are taken as the 
nearest neighbours. 
2. The number criterion: the closest N data points to the grid node 
considered are taken as the nearest neighbours. Where N is the number 
of data points. 
3. The sector-number criterion: the area around the grid node is divided 
into equal sectors (e.g. quadrants, Octants).  The closest two to four 
data points to the grid node considered in each sector are taken as the 
nearest neighbours.  
Although these criteria are simple and computationally easier, they have an apparent 
shortcoming in that the relative location of the nearest neighbours to the grid node, i.e. 
the contribution of the nearest neighbours to the grid node, is not taken into account.  
Such nearest neighbours, in fact, should be called ‘nearby points’.  
 The second step is the determination of the value of grid node based, on the nearest 
neighbours. 
This is followed by either averaging the heights of the nearest neighbours weighted by 
their inverse distances from the position of the grid node, or constructing a 
polynomial equation of the form: 
               .....),( 254
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Where ia  are constants 
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From the description above, it can be seen that the triangulation-based methods are 
direct and usually accurate.  However, the triangulation is normally complicated and 
an eventual triangulation improvement by edge swapping is needed to avoid the 
problem of surface distortion.  In comparison, the grid-based methods provide results 
which are not as accurate as those provided by the triangulation-based methods. 
However, since the grid-based methods are simple and it is easy to integrate grid 
DTMs with other raster data, such as remotely sensed images, it becomes necessary, 
therefore, to improve the accuracy of the grid-based methods to meet the wider use of 
their application. 
1.2 RESEARCH OBJECTIVES 
The initial concept of digital terrain model (DTM) originated in late 1950’s 
(Miller and La Flame, 1958).  Since then a number of interpolation methods 
have been developed and studied. 
The development has revealed the significance of several main aspects, such 
as data acquisition, computer programs, accuracy, applications and 
interpolation methods. Those aspects are interrelated, which may explain the 
difficulties in developing a unique system. 
Among the various aspects, the interpolation has been given a serious 
attention in this research work. Methods of interpolation can be divided into 
two groups; global and local deterministic methods. Global interpolation 
methods use all available data to provide prediction for the whole area of 
interest. They are often based on standard statistical ideas of regression that 
explore a possible functional relation between measured heights and points to 
be interpolated. 
6 
 Although the methods produce a smooth and continuous surface, they have a 
major disadvantage that none of the measured data are likely to be on the 
surface. In other words, the terrain profile is not very well represented by the 
points. So this is the real problem, of course, this is a function of the type of 
terrain you deal with. 
Local deterministic methods on the other hand use the information from the 
nearest data points directly to linearly interpolate the height of the unknown 
point. The interpolation of the grid node is based on the assumption that the 
density of measured data points around the interpolated grid point is so large 
and that the unknown points and the sample points are to some extent auto-
correlated (in other words, adjacent points on the surface are expected to 
have the same value). However, in a variable and mountainous terrain, the 
assumptions made about the underlying variation that has been sampled and 
the choice of method and its parameters can be critical if one is to avoid 
misleading results. 
From the brief descriptions of the two groups of interpolation methods, it can 
be seen that no single method mentioned above is appropriate in generating 
DTMs in a variable and mountainous terrain surfaces. The development of a 
method that combined the two approaches is therefore necessary. 
 The objectives of this research work are therefore as follows: (a) to evaluate 
existing methods suitable for generating DTMs in a variable terrain using 
sparse data, and (b) to develop a new method that can effectively be used in 
the generation of smooth and accurate DTM in a variable terrain 
(uncorrelated data). 
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The possibility of changes in correlation across a surface suggests that for 
most accurate interpolation of data at unsampled locations, it may be 
desirable to perform an apriori analysis of data set to determine the nature of 
correlation between the given sample points. 
The most employed methods that provide a prior analysis of data set are 
known as Kriging. In this Kriging method, the variation in height values is 
modelled during interpolation by a function known as variogram. The 
variogram is then used to optimize the weights that are used to interpolate the 
height of the unknown point. However, for an accurate analysis of the data 
set it is necessary to increase the number of data required for the computation 
of a variogram function.  
The new method in (Chapter Seven) which we termed the combined method 
is formed from the combination of least squares surface fitting (Section 7.2.1) 
and least squares collocation method (Section 7.2.2). 
The main characteristic of the new method is that the variation in the height 
value is modelled by a function known as a covariance function, (Section 
7.2.2.1). The covariance functions are used to compute the covariance 
matrices, the later are then used to interpolate the value of the unknown 
point. 
The approach decided upon for the evaluation is to test the chosen 





1.3 THESIS OVERVIEW 
In Chapter Two, an extensive review of the methods of data acquisition, 
sampling and processing of DTM are presented. The various instruments 
used in the acquisition of data for each method is also given. 
The basic forms of digital terrain model are shown in Chapter Three. This 
includes grid-based and a triangulated irregular network. Chapter four is 
devoted to the modeling techniques, which include functional methods, local 
deterministic methods and optimal interpolation methods.  
The existing interpolation methods chosen for evaluation are presented in 
Chapter Five. Chapter Six. presents the statistical expression of accuracy 
applied in the evaluation. The application and results of the existing and the 
new method in the two sites considered in this work are presented in Chapter 
Seven. Analyses of the results are given in Chapter Eight. Two topics are 
investigated:  
1. The effect of density of sampled data in the generation of DTM in a                           
variable terrain and  
 2. The development of a new method that can effectively be used in the             
generation of DTM in a variable terrain. 
 
The conclusions reached and the recommendations made are presented in 
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Data acquisition, sampling and processing are usually the most time 
consuming and thus considered to be the most costly phases in the total 
process of DTM generation. They may influence the economy and accuracy 
of DTM to a much greater extends than any other phase involved. Therefore, 
they require the most careful consideration. 
In this chapter, the various methods of data acquisition, sampling and 
processing are defined. The suitability of the application of each method is 
also described. 
 
2.1 DATA ACQUISITION 
The choice of data sources and the method of their acquisition are critical for 
the quality of the resulting DTM. Data for the generation of DTM may be 
acquired directly, indirectly or combined from one of the following sources: 
field survey; aerial photography; satellite imagery and digital image. 
Essentially there are  four methods by which data may be acquired for the 
generation of DTM (Kennie and Petrie, 1983) These include : 
• Ground surveying techniques; 
• Photogrammetric methods; 
• Graphics digitising methods; and 
• Digital images. 
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2.1.1 Ground Survey Techniques  
Digital terrain model data by ground survey techniques is normally acquired 
using electronic tacheometers or total stations instruments.  
It is also possible to acquire the data using the traditional optical instruments, 
such as theodolites, tacheometers or even surveyor’s levels. 
Elevation data for smaller areas such as agricultural fields or strip of area 
along a proposed centreline of a road, canals and pipelines can be captured 
most efficiently using Real-Time Kinematics GPS (RTK-GPS). The 
advantages of using (RTK-GPS) in the acquisition of DTM data are that, the 
coordinates can be immediately used in the field for real time applications 
and that storage capacity is minimised since only the calculated coordinates 
are to be stored. 
Recently, RTK-GPS combined with Gyroscope and laser sensors has been 
developed by Roadware firm (Canada) to collect data for the generation of 
DTM. The method is known as a Combined Approach. It provides highly 
accurate DTMs and is expected very soon to revolutionise the way highway 
overlay projects and resurfacing jobs are done.  
In general, the ground survey techniques whether using traditional methods 
or GPS systems provide the most accurate data for DTM generation. The 
main limitations of these methods however, are that they are only practical 
and economic to implement over relatively small areas of limited areal extent 
such as planning of building areas or new roads constructions. 
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Over large areas, it will be economical to obtain the data for the generation of 
DTMs either using Photogrammetric methods, remote sensing techniques or 
by digitising the contours on the existing topographic maps. 
 
2.1.2 Photogrammetric Techniques 
Photogrammetric  techniques    provide  data  for  the  generation  of  DTMs  by taking 
measurements from aerial photographs. It is the  most   preferred  technique  for  data 
acquisition when: 
• The area to be   modelled is very large; 
• The information can not be obtained from the existing maps; and 
• DTMs generation is part of a more elaborate re-surveying project. 
The acquisition of DTM's data by photogrammetric technique is carried out 
either using analogue or analytical stereoplotters. In analogue stereo-plotters, 
the height measurements are carried out either manually by an operator or 
automatically by electronic correlators usually under computer control. 
Analytical    stereo-plotters,   on   the other   hand,   use   numerical   solutions  for the 
measurement of DTM heights. The measurement is executed in real time by a suitably  
programmed high-speed mini-computers. 
One of the major advantages of using an analytical plotter for the acquisition of 
terrain elevation data is that, it can be programmed to derive to any desired position or 
a series of positions corresponding to the required pattern and density of points in the 
stereo-model. Thus, with the use of analytical plotters, the rate of acquisition of the 
terrain elevation data is greatly increased as compared to that of analogue stereo-
plotting instruments. 
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2.1.3 Graphic Digitising Techniques 
The acquisition of DTM data over large areas as acquired for aircraft simulators, 
landscape modelling and visualisation where the accuracy of the output is not a 
dominant factor, is normally carried out by digitising the height information contained 
in the existing topographic maps. Height information can be digitised from the maps 
by one of the following digitising methods: 
• Manual point and line following methods; 
• An automatic or semi-automatic line following method; and  
• An automatic raster scan method. 
 
2.1.3.1 Manual Point and Line Following Methods 
Manual operated digitisers  probably  provide the widely  used  means  of   converting 
     Pre-existing maps into digital forms. It is recognised as the most simplest and    
least expensive technique.  
     The digitising systems usually include facilities for measuring plan 
coordinates along lines i.e. contours in either point or stream mode and 
recording device for the registration of (x, y) coordinates. 
The most common manually operated digitizers now days are the digitising tablets.  
In digitising tablets, the operator traces out and identifies the contour line on the map. 
The plane coordinates (X,Y) along the specified  line are either recorded manually or 
automatically.  
The quality of the data obtained  by manual point and line following methods depends  
on the errors  introduced  during  the  production  process  of  the  contour such as line 
drawing, reproduction and the errors introduced during the digitising process. 
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The main advantage of manual digitizers is that the operator has  the responsibility for 
ensuring that adequate standards of accuracy are maintained. On  the  other  hand,  
manual digitization is  a tedious  and time consuming operation specially when a large 
number of points and lines are to be digitised. 
 
2.1.3.2 Semi-automatic Line –Following  Method 
Due to the fact that manual digitising is such a time consuming procedure, 
considerable effort has been done into attempts to develop automatic digitisers. This 
effort has resulted in the development of automated Line-following devices, which in 
practice are only semi-automatic. 
 In the semi automatic line-following method, the digitizer must be positioned 
manually at the beginning of each linear feature to be digitised. They may, sometimes, 
also need to be guided manually when they encounter junctions between two or more 
linear features.  
The earliest Line-following digitisers were based on mechanical designs which 
typically, has a flat surface on which the document is to be laid down and over which 
a sensing device, mounted on a cross slide or gantry, moves. These were superseded 
by laser-based technology. Here the source map is generally presented on a 
transparent sheet. A laser beam, deflected by mirrors is used to execute a local rasting 
scanning pattern over a portion of the line to be digitised and the scanned image is 
recorded on a film negative.  
This is automatically analysed to determine the path of the centre of the line. The 
resulting coordinates then serve the additional purpose of helping to determine where 
the next local scan should be centred in order to follow the line.  
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The Laser-Scan Company improved considerably the efficiency of the laser- based 
line-following digitiser. The improved digitisers work entirely in a raster mode. 
Instead of executing a local rasting scanning pattern over a portion of the line, the 
digitizer fully scannes the map to be digitised. The operator is able to monitor the 
progress of the digitizer on a conventional screen display. Lines that have been 
digitised are marked automatically by a change in colour or symbolisation. 
The effectiveness of line-following digitizers is a function of the frequency with 
which the operator must intervene to guide it. Thus they are more inefficient on 
detailed urban maps which have many line junctions at small intervals on the map. 
Conversely, they have proved most useful for digitising contour maps with long, 
relatively discontinuous and generally smooth lines. Ideally, for contour maps, the 
document to be digitised should be a separate sheet with no other map data apart from 
the contour values.  
 
 2.1.3.3 Automatic Raster Scan Digitizers 
Automatic raster scan digitizers are digitizers that scan entire documents and 
create a digital representation of the source in the form of a two-dimensional 
array of pixel values.  
Early application of scanner systems was confined to digitising simple high-
quality line works, such as the colour separates of contours of published 
maps. Current systems use pattern recognition techniques to distinguish 
between features and hence provide feature identification codes for a variety 
of point, line and area symbols. They can also interpret, to a high degree of 
success, both printed and hand written text.  
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With the recent improvements in processing of scanned data, it can be 
expected that these systems will continue to become more widely used in the 
acquisition of data for DTM generation.  
Raster Scanners are usually based on either drum or flat bed design. Drum 
scanners, such as those manufactured by Optronics, Scitex and Tetronix, 
wrap the document around a drum, which is rotated at a constant speed below 
a photodetector head which, is moved continuously forward in steps along 
the axis of the drum.  
The step size defining the width of the scan lines. With these devices, it is 
possible to digitise either black and white (monochromatic) sheets, as in the 
case of colour –separated contour sheets or full- colour maps. 
The flat-bed raster scanners such as system KartoScan (West Germany), and 
the Broomall Scan graphics system (USA), the map sheet is to be laid flat on 
a base board and then scanned by a cross-slide or gantry which rapidly 
traverses the sheet from the top to the bottom. Alternatively, the gantry may 
be held fixed and the sheet is passed below it as in the newer types of 
Kartoscan devices. The elements which sense the presence or absence of 
lines on the sheet are an array of solid-state photodiodes in the case of the 
Kartoscan device and a laser source travelling bi-directionally across the 
gantry in the case of the scan graphics equipments. In each case, the 
coordinate data is read out continuously on a line- by- line basis and stored 
on discs or tapes. Recently, various alternative types of low-cost, small-
format raster scan digitizers have appeared which utilises linear or areal 
arrays of charge coupled devices to scan graphics documents.  
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However, if a large- format such as a plan or map is to be scanned, then it is 
necessary to scan the document in patches. The individual scanned patches 
are to be joined together to reconstruct the original plan or map which results 
in an increased time in the subsequent data processing.  
The main advantage of a raster-scan digitising is the sheer speed of the 
digitising process. The time taken is a function of the size of the graphic 
document and quite independent of the length of the line to be digitised. This 
is the main factor in both manual and semi-automatic line-following 
methods. 
If the map data digitised by raster scanners does not need to be identified, or 
labelled, and if there is no need to record or structure the data, then raster 
scanning is an ideal method of map digitising. However, in other situations, 
line-following digitising has the advantages of economy (in that only those 
lines and areas which exist are measured) and of selectivity (since only those 
features required for a specific purpose need to be measured). With complex 
maps containing numerous graphic symbols, it will certainly be necessary to 
supplement the raster- scanning with manual digitising.  
 
2.2 SAMPLING 
The generation of a DTM requires a sample of regular or irregular points of 
known heights. These points can be acquired using different sampling 
patterns, which sometimes coupled with interpretation of the terrain surface 
or with the analysis of data already sampled. 
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According to the classification of (Petrie and Kennie,1990), the required 
digital terrain model data may be obtained in any one of the following 
sampling patterns: Systematic Sampling; Progressive Sampling; Random 
Sampling; Composite  Sampling; and Sampling along contour lines. 
 
2.2.1 Systematic Sampling 
A systematic pattern of spot heights may be measured in a regular geometric 
pattern (square, rectangular, triangular…etc). Fig(2.1) shows the systematic 
sampling  approach. Such an approach is that favoured in any type of 
photogrammetric operation which is either fully or partially automated, 
where the locations of the required grid node points can be programmed and 
pre-set to a specific interval and then driven to under computer control.  
The advantages of the systematic sampling are the good structuring of the 
output files and the easy automation. On the other hand, the distribution of 
data points in the systematic sampling may not relate to the characteristics of 
the terrain itself, which is the obvious disadvantage of the method.  
If the data point sampling density is high enough to portray accurately the 
smallest terrain features present in the area being modelled, then there will be 
an unnecessary data redundancy in many other areas of the model where the 
terrain is fairly flat. For this filtering of the measured data may need to be 
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                Fig 2.1   Regular geometric patterns (Petrie and Kennie, 1990) 
 
2.2.2 Progressive Sampling 
No interpolation method can regain information that has been lost during 
sampling due to too scarce data. Therefore the segments of the terrain surface 
between sampled points must show only negligible irregularities.  
The applied standards are that segments between sampled points should 
approximate planes or hyperbolic surfaces. To achieve these standards, a 
Progressive Sampling method originally proposed by Makarovic, 
(Makarovic, 1973), is applied. In this method, the density of the sampling is 
varied in different parts of the grid to match the local roughness of the terrain 
surface. 
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In the progressive sampling method, the sampling and analysis of data are 
performed in several successive runs, starting with a coarse grid and 
proceeding to incomplete grids of high densities (Fig 2.2). The basic grid is 
first densified by having the size of the grid-cell in certain limited areas based 
on the results of the preceding terrain analysis. Measurements of the height 
points at the increased density are carried out under computer control only in 
these pre-defined areas. A further analysis is then carried out for each of 
these areas for which the measured data has been increased or densified.  
Based on this second analysis, an increased density of points may be 
rescribed for still smaller areas. Normally, three such runs or iterations are 
sufficient to acquire the terrain data necessary to define a satisfactory model.  
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           Fig 2.2 Grid structure for Progressive Sampling (Makarovic, 1973) 
 
Traditionally, the sampling density in the progressive sampling is selected 
using one of the following methods: predetermination; continuous 





In this method, the density is determined prior to sampling. If the point 
density is adapted to small terrain forms, there will be a great 
redundancy of data. Otherwise small terrain forms cannot be recovered 
and large errors may occur.  
A predetermined point density requires the knowledge of terrain 
characteristics and the specification of the accuracy. The main 
advantage of this method is that sampling process is relatively simple. 
2. Continuous Adjustment 
Point density can be adjusted to terrain characteristics during sampling. 
In this method, the operator visually scans a stereo model, interprets the 
relief and then, based on experience, decides which points should be 
sampled. 
3. A Combined Method   
A combination of predetermined and continuously adjusted point 
density is possible and feasible in sampling specially when sampling 
along profile or contour lines. In the combined method, the profile or 
contour lines may be predetermined while the point density along these 
lines may be adopted to terrain characteristics. 
The properties of progressive sampling can be summarised as follows: 
1. The effort is less and the speed is higher than in the systematic grids especially 




2. The grid density is locally adopted; 
3. Gross-errors can to some extent be detected in real time; 
4. The grid is densified in the vicinity of abrupt changes, and 
5. The semi-regular grid is easily convertible to a regular grid, which is desirable 
for further processing. 
 
2.2.3 Random Sampling 
Random sampling is an alternative approach widely used by field surveyors 
and sometimes employed by photogrammetrists. In this approach, selective 
heights at significant points i.e. at the tops of hills, in hollows and along 
breaks of slopes, ridgelines and streams are measured. Thus all the points to 
be measured are randomly identified by the surveyor or photogrammetrist on 
the basis of his inspection and interpretation of the terrain features. The 
consequence of this is that thought must be given to the structuring and 
arrangement of the measured data more than if a purely grid-based approach 
to data acquisition had been adopted. 
 
2.2.4 Composite Sampling 
Quite often, the approach to data acquisition taken by photogrammetrists will 
combine the elements of the above approaches, especially if a non-
automated, operator-controlled type of a stereo-plotting instrument is being 
used for height measurements.  
This combined approach is often referred to as composite sampling  
(Makarovic, 1977).  
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In the composite sampling pattern, the basic grid-measuring pattern will be 
supplemented by the measurements made at significant points in the terrain 
e.g. on hilltops, along breaklines and streams. Furthermore, if a road line is 
also selected, then additional points will be measured both along the centre 
line to give a longitudinal profile and at right angles to give a series of lateral 
cross-sections to provide accurate estimates of earthwork quantities (cut and 
fill) for alternative designs.  
2.2.5 Sampling Along Contour lines 
In this method, the (X, Y, Z) coordinates of the points are systematically 
measured along the contour lines in a stereomodel or from an existing 
topographic map over the whole area to be modelled. Again this may be 
supplemented by spot heights measured along terrain breaklines or along 
streams.  A breakline and break points are defined as a morphological data 
such as natural and man-made features. In DTM data sampling such features 
are isolated from the surrounding area and sampled manually. This data can 
later be integrated into any sampling method. 
  2.2.6 Choice  of A Sampling Pattern 
The choice of a particular sampling pattern might vary, its suitability depends 
on its application. For example, sampling along contour lines is the most 
suitable pattern if the contour line plotting is the final output, where as 
sampling along profiles is more suitable for providing control data if only 
orthophoto printing is required and the grid is most suitable if the volumetric 
data is needed...etc.. If on the other hand, a central data bank for different 
applications is required, then the grid DTM will be most suitable. 
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A combination of morphological lines and points with other patterns might 
provide a way of representing the terrain comprehensively with less sampling 
effort. This could be particularly useful in a special type of terrain where 
neither contouring nor profiling is adequate. 
Systems that allow semi-automatic sampling (such as scanning along 
profiles) provide the most favourable sampling method, if speed is the main 
concern. The availability of the necessary equipment will however, greatly 
influence the choice of the sampling pattern. 
In summary, the choice of a sampling pattern is  a function of the following 
factors: 
•  The purpose of DTM; 
•  The type of terrain; 
•  The operational aspects such as the available equipment,    sampling time,        
operator’s comfort, digital processing... etc. 
 
2.3    DATA  PROCESSING 
Processing of DTM data for a particular purpose e.g. contouring, off-line 
orthophoto printing, volumetric calculations.... etc. may be regarded as a 
conversion of one data form into another. A universal DTM system should 
include any type of input (e.g. profiles, contours, grids, morphologic 
lines...etc.) and any type of output (e.g. contours, profiles, volumes, 
slopes...etc.).  
This obviously implies a large number of conversion procedures. Data 
processing can be implemented in different ways as follows:  
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 2.3.1 Pre-processing 
DTM data (i.e. input data), is rarely found in a form suitable for an 
immediate application. Therefore an extensive computer pre-processing may 
be required to convert the data into a standardized data structure e.g. regular 
grid, which permits relatively simple conversion to any desired output e.g. 
contours,  profiles, slopes...etc. 
The first requirement in pre-processing is usually data editing. This may be 
done either by producing a graphic product on a digitally controlled plotting 
table, or by displaying the data on a digitally controlled cathode ray tube 
(CRT). The operator can then determine overlapping, erroneous, or missing 
data and either send the copy back for digitizing or make the corrections 
directly on the CRT. 
Another requirement of the pre-processing is format conversion. It is usually 
necessary to provide programs to convert data interchangeably between 
contours, profiles, to regular grids of recorded elevation. For data acquired by 
raster scanning devices, it is usually necessary to transform to linear data by 
vectorization. 
Coordinate transformations are another important part of data pre-processing. 
Data acquired in a stereomodel coordinate system, for example, may have to 
be converted to universal Mercator coordinates or into latitude and longitude 
before storage.   
Some applications of DTM require that the surface be expressed as a 
mathematical function. The parameters of such a function may be found by 
any one of the mathematical techniques of surface fitting. 
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Still another step in pre-processing is interpolation. Even after a coordinate 
transformation, elevation data may not be in the proper locations for the final 
file. For example, elevation data may have been acquired as profiles where as 
the final file should be a regular grid of elevation data in the final coordinate 
system.  
Interpolation techniques may be as simple as bi-linear interpolation or as 
complicated as multi- parameters surface fitting by polynomials or a series. 
 
2.3.2 Conversion Processes 
A conversion can be carried out in two successive steps: reference point selection and  
     data conversion. Reference point selection which may be achieved by means of 
Patchwise partitioning, or searching (e.g. along a radial direction, shortest cross-
distance, with an angular segment…etc). Data conversion, which can be broken down 
into pre-, main-, and post- conversion processes. 
 
2.3.2.1 Pre- conversion  
A pre-conversion operation, corresponds particularly to post- sampling 
operations. The purpose of a pre-conversion operation is to remove gross 
errors and changes the raw data into a more useful form for further 
applications. 
 
2.3.2.2 Main- conversion 
The main-conversion usually implies an interpolation, which may be 
pointwise, patchwise, or combined.  
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The corresponding functional models may be parametric (e.g. a polynomial 
with a finite range of interpolation) or non-parametric (e.g. a moving average 
with an infinite small range of interpolation). 
The associated stochastical models can be weight functions or covariance 
functions. 
From the view point of output specifications and simplicity of processing, a 
distinction can be made between two basic approaches to interpolation: 
1. Interpolation by smooth surface generation (e.g. second and higher order 
polynomials with splines, moving average, linear prediction...etc). 
2.    Linear interpolation (e.g. simple linear, bi- linear...etc). 
 
The main properties of interpolation by smooth surface generation can be 
summarized as follows: 
(a) The reference points can be distributed irregularly; and output data are smooth; 
(b) The    adjacent contour lines are mutually adapted; 
(c) Edge editing can be omitted (except for overlapping zones between the adjacent 
models); and 
(d) Inclusion of boundary constraints/ or supplementary morphological data increases 
the complexity of the procedure substantially. 
Linear interpolations on the other hand have the following properties: 
(a) They are simple and efficient; 
(b) The supplementary morphological data can easily be handled; 
(c) The transitions across patch boundaries are simple; and  
(d) The output data are generally unsmooth. 
27 
(c)    Post - Conversion 
Post-conversion involve some common operations such as: data compression, 
editing, supplements interpolation, compilation of the partitioned data into 
large units (i.e. models, mapsheets) coordinates transformation, and 
smoothing of line-or surface data. It can be realized that some of the above 





































CHAPTER 3  
 


























DIGITAL TERRAIN MODEL FORMS 
 
Generation of terrain surfaces in a digital form can be accomplished using various 
data structures such as contours, profiles, grids (regular or irregular), triangular 
networks...etc. However, in spite of the different data structures, a large number of 
programs which have been developed for terrain modelling applications basically use 
one of the two common approaches; namely Grid-based DTM and Triangulated 
Irregular Network (TIN) (Kennie, and Petrie, (1990)). 
These two forms of terrain modelling are interconvertible and the preference of one or 
the other depends on the kind of data analysis that needs to be carried out. 
3.1 GRID-BASED TERRAIN MODELLING  
Grid-based modelling is one of the oldest and most common forms of terrain 
modelling that approach terrain surface by rectangular facets. Originally they were 
derived from quantitative measurements of stereoscopic aerial photographs made on 
analytical stereoplotters. Alternatively, the grid-based terrain modelling can be 
produced by interpolation from irregularly or regularly spaced data points in the same 
way as other quantitative data. Because of the ease with which matrices can be 
handled in the computers, particularly in raster-based systems, the grid-based 
modelling has become the most available form of DTM. The limitations of grid- 
based modelling are as follows: 
• Non-honouring of the data points 
1. The lack of flexibility in responding to variation in the slope of the ground; 
2. The need for considerable computer time for interpolation of the regular 
grid;  
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• The need for relatively complex techniques to represent cliffs and 
breaklines adequately. 
Inspite of the limitations encountered, the grid-based method is a suitable method in 
generating smooth contour lines and extracting heights within the model. 
3.2 TRIANGULATED IRREGULAR NETWORK (TIN) 
Avery versatile approach to surface representation is to triangulate the sample points 
to produce a triangulated irregular network. The resulting triangular facets of the TIN 
are usually regarded as planar and will, therefore, constitute a full-defined continuous 
model of the surface. A major attraction of triangulated networks is the fact that they 
honor the original measured sample points unlike regular grids, which are typically 
interpolated from original observations and are, therefore, more liable to error. 
Another benefit of triangulated networks is that, the density of sampling is adaptable 
to the original data source. Thus there may be closely spaced points with a few 
number of small triangles where the original surface is relatively flat or of constant 
slope. Furthermore, the use of triangles offers a relatively easy way of incorporating 
breaklines and fault lines. Compared to the grid-based model, the TIN model is 
cumbersome and consumes a lot of time to establish. The model also requires a 
considerably large storage capacity than the grid-based model. 
Although TINs are usually regarded as defining a surface by planar facets, this need 
not necessarily be the case. For the purpose of visualisation, the TIN can be used as 
the basis of a set of quintic surface patches that are continuous in gradient from one 
triangular region to the next (Akima, 1978).  
In triangulating a set of sample points, it is usually desirable to create triangles that 
are as equilateral as possible and with minimum side lengths (Mc Cullagh, 1983). 
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In doing so, individual triangles will tend to be locally representative of the value of 
the surface. Another desirable characteristic of a triangulation procedure is that it 
should produce a unique triangulation independent of the starting point of orientation 
of the data set. Thus its results will be predictable and easily repeatable. Although 
other possibilities exist, usually one or the other of the two main algorithms is used to 
meet these objectives these are (a) the Delaunay triangulation and (b) the Radial 
sweep method. 
3.2.1 Delaunay Triangulation Method   
The Delaunay triangulation is closely related to the Direchlet Tesselation, which 
define geometrically the region of influence of a point on aereal bases. This is done by 
constructing a series of perpendicular bisectors on each of the triangles which 
intersect at the Thiessen vertices. The polygon so defined by the Thiessen vertices is 
called the Thiessen polygon and the data points surrounding a specific point (e.g. O in 
figure 3.1 below) are known as its Thiessen neighbours.  
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               Fig 3.1 Construction of the Thiessen polygon (McCullagh,1983) 
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A preliminary step before carrying out the Delauny triangulation is to define a set of 
artificial boundary points to form a perimeter around the edges of the data set area. 
This is a necessary step in creating a frame to the terrain model and a set of boundary 
triangles, which will allow contours to be extrapolated outside the area of the data set 
itself. As these boundary points (which may have arbitrary values) are defined and 
their values added to the data set, the whole area can then be triangulated.  
The triangulation then starts with a pair of the artificial boundary points, e.g. those 
located at the bottom left hand corner of the area as the initial known neighbours e.g. 








                                          Fig 3.2 Delaunay triangulation:  
                     Expanding circle search for nearest neighbour (Mc Cullagh, 1983) 
                  
The search for the next neighbour is then made by constructing a circle with the base 
AB as diameter and searching to the right (i.e. clockwise) to find if any data point falls 
within this circle.  If no point lies within the circle, then the circle is increased in size 
to perhaps twice the area of the original circle with AB now a chord in the larger 
circle. Any data point lying within the new circle is tested to discover which point 
meets the criteria set for the nearest Thiessen neighbours. This continues in a 
systematic manner until the neighbours for all the points that exist in the data set have 
been found and the corresponding triangles formed. 
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3.2.2 The Radial Sweep Method 
The radial sweep algorithm is an alternative to the Delaunay triangulation, which was 
derived and published by Mirante and Weingarten in 1982. As before, the input data 
is in the form of randomly located points with X, Y and Z coordintes. The points will 
have been located on summits, along ridges, breaklines...etc. in the usual way. The 
point or node, which is located nearest to the centroid of the data set, is selected as the 
starting point of the triangulation. From this central point, the distance and bearing to 
all the other points in the data set are calculated and the points are then stored and 
placed in an order by bearing. 
Once this has been done, the radiating line to each point is established and a long thin 
triangle formed by connecting a line between the new point and the previous point Fig 
3.3. 
 












               Fig 3.3 Radial sweep triangulation (Mirante and Weingarten,1982) 
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If two points have the same bearing, then they are used to form a pair of triangles on 
each side of the common line. As each point is accessed, it is added to a linked list, 
which forms the outer boundary of the triangulated network. 
After the initial radial sweep has been achieved, the concavities created by the initial 
radial sweep triangulation must be filled by new triangles. Each point or node on the 
boundary list is combined and compared with the next two nodes on the list and 
checked to see if an inside triangle can be formed. If so, then the new triangle is added 
to the database, and the second (inside) node is removed from the list of outer 
boundary points. 
After the process has been completed, the list will comprise the points or nodes 
forming the convex edge of the terrain model. 
3.3 Selection of Critical Points 
The construction of a triangulated surface depends upon the existence of a set of 
points to be triangulated. The points may be an originally surveyed data 
corresponding in location, for example, to ground survey stations or, alternatively, if 
the purpose of triangulation is to create an efficient and convenient data structure, the 
points may have to be selected from an existing surface representation. This is often 
likely to be in the form of a regular grid or randomly located points. On the other 
hand, if efficient storage is required, the objective of point selection is then to find the 
smallest number of points that after triangulation can represent the original gridded 
surface to within a given tolerance. 
It is generally assumed that the appropriate points to select are thosewhich are located 
at maxima and minima and at breaks of slope. Such points correspond topographically 
to peaks, pits, ridges, valleys and pass points. 
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If, however, the entire surface must be represented equally and accurately, it may be 
necessary to select less obvious points in addition to these other points. Methods of 
selecting the critical points can be classified as local and global, depending on how 
much of a data set is examined in order to select the individual point.  
 
3.3.1 Local Methods 
Most critical point selection methods are local and involve classifying each grid point 
in terms of its relationship with its immediately adjacent points, typically by means of 
a 2×2, 3×3 or 5 ×5 matrix located on the point under consideration. The well known 
methods are: 
 
• Jenson’s   Technique 
Jenson’s technique is a simple procedure for identifying the valleys or channels of 
drainage network using a 3×3 matrix. In this technique each point within a gridded 
data set is examined to determine whether it can be classified as a drainage cell. The 
criterion is that the point is to be lower in elevation than each of any two neighbouring 
points, which are not themselves adjacent. The technique can also be applied to the 
detection of ridges by looking for points that are higher than two symmetric 
neighbours. The detected points, which represent valleys and ridges, are then selected 
as critical points, which are, used to generate the triangulated surface. 
 
• Surface  Climbing  Approach 
The selection of peak, pit, ridge and valley points described by the Jonson's technique 
may not be sufficient to reconstruct the original surface accurately.  
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A solution to this problem, is to make an initial selection of points which, after 
vectorising and simplification are triangulated. Points in the original grid are then 
compared with their equivalent values in the triangulation by interpolation within the 
triangles. If the error exceeds a given tolerance, the point in the grid where the largest 
error is identified within a particular triangle is added to the critical point data set, 
which is then triangulated. The process is repeated until no errors exceed the 
tolerance. 
 
• Greedy Insertion Algorithm 
Greedy insertion algorithm is one of the simplest algorithms. It starts by making an 
initial triangulation with four corner points of input height data. This initial 
triangulation has two triangles, which cover the whole terrain with minimal 
approximation. The local error criterion is used to choose a point for adding into the 
data set for triangulation. For a point p the criterion can be written as: 
                              )()( pfzpe −=                                                                          (3.1) 
Where P is any point of known coordinates (x,y,z) and f (p) is the height computed at 
p as a linear interpolation of the z values at the vertices of the triangle whose 
projection encloses the projection of point P, Fig 3.4.   
 




                                                      f(p) 
                                            
                            Fig 3.4 Local error measurement (De Foriani, 1989) 
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After inserting a point, the algorithm splits the triangle which encloses the new point 
into three sub-triangles and the edges common are pushed into the stach for 
evaluation whether the sub- triangles is sufficient to the Delaunay triangulation. The 
evaluation is done using the circle criterion which states that a triangulation of a set 
pof points is a Delaunay triangulation since no points of is interior to the circumcircle 
of any triangle of the triangulation. The three edges common are tested with the circle 
criterion. If any sub-triangle is identified as not valid under Delaunay triangulation, 
the common edges are swapped with the opposite diagonal of its enclosing 








             
Fig 3.5 The circle criterion (a)  The circle criterion (b) the edge swamping (De Foriani, 1989) 
                                  
• Drop Heuristic  Method 
Lee has provided a quite computationally method of point selection based on the so-
called drop heuristic. The approach is the opposite to that of surface climbing 
approach. In this approach, rather than starting with a sparse selection of points and 
adding what appear to be the most significant ones, he starts with a complete 
triangulation of all points in a grid and progressively eliminates points. The criterion 
for elimination of a point in this iterative process is that its removal causes the least 
error when compared with all possible other points.  
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The error mentioned above is calculated as the vertical distance between the height of 
the point before its elimination and its height interpolated from the newly triangulated 
surface without the point. In order to eliminate a single point, each point in a 
triangulation must systematically be removed and the surface is temporarily 
retriangulated. The point is then replaced before choosing the point associated with 
the minimum error.  
Although the great number of retriangulation required may be performed using a 
localised triangulation procedure, the method has the definite advantages of 
constraining the error in the resulting surface. 
 
3. 3.2 The Global Method 
The Global method for point selection is based on fitting mathematical functions of 
surface representation to data points. By approximating an entire surface by a simple 
mathematical function the primary characteristics of the surface can be identified by 
examining a map of residuals, which represents the difference between the original 
data and the fitted trend surface. 
If the residuals exceed a given tolerance, the points in the entire area where the largest 
error is identified are selected as the critical point data set, which is then triangulated. 
Compared to local methods, the global method is more efficient when a large number 


















































As mentioned before, data for the generation of DTM are commonly collected at 
specific locations either in the field using optical or electronic instruments or by 
photogrammetric methods. In these cases, if a continuous surface in the form of grid- 
based terrain modelling is to be generated (using such specific but randomly located 
points), then a random-to-grid interpolation must be carried out to convert this 
measured data to a suitably dimensioned regular grid. The conversion of the data into 
a regular grid is also necessary when: 
• The discretized surface has different levels of resolution, cell size or 
orientation from that required. Examples of these are the conversion 
of scanned images (maps, aerial photographs, remotely sensed 
images) from one gridded tessellation with a given size and 
or/orientation. 
• The continuous surface is represented by a data structure that is 
different from that required. A typical examples of this is the 
transformation of a continuous surface from one kind of tessellation to 
another (e.g. TIN to grid or grid to TIN). 
• The observed data do not cover the domain of interest. An examples 
of this is the conversion of data from sets of sample points to a 
discretized continuous surface. 
The logical reason behind point interpolation is the very common observation that, on 
average, values at point’s closer together in space are more likely to be similar than 
points further apart.  
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In general two observation points a few meters apart are more likely to have the same 
height value than points on two hills some kilometres apart. However, if the 
relationship between the points is carefully observed during interpolation, the 
estimated value of any given point at unsampled locations will be similar to its 
observed value.  
The methods of interpolation can be classified into three basic groups: mathematical 
methods, local deterministic methods and optimal interpolation methods. 
 
4.1 MATHEMATICAL METHODS  
Mathematical methods for surface representation use mathematical functions to 
describe surfaces at all locations even though the points may only have been 
measured, originally, at particular discrete locations. Thus the methods can be used to 
interpolate between known sample points providing estimates at unsampled locations 
or they can be used to provide approximating surfaces which describe the nature of 
variation in measured terrain points without necessarily fitting the original samples 
exactly. In context of storing representation of surfaces, mathematical functions may 
be used implicitly in association with discrete representation such as point samples 
and TINs.   
Alternatively, it is possible to store the mathematical representation explicitly. In this 
case it is the parameters of derived functions that are stored rather than the original 
sample data. 




4.1.1 Global Functions 
Global mathematical functions of surface representation use all data to provide 
predictions for the whole area of interest. They are mostly used not for direct 
interpolation but for examining, and possibly removing the effects of global variations 
as caused by major trends (Draper and Smith (1981)). 
The process of interpolation using global mathematical functions involve the fitting of 
a single three dimensional surface defined by a high order polynomial function  
through all the measured randomly located terrain height points existing within the 
model. The polynomial can take the form below: 
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Where   iZ   are the height values of an individual point i; 
           X, Y are the plane coordinate of point i; and 
              ao , a1, a2...   are unknown coefficients or parameters of the polynomial 
equation. 
 
The coefficients of the global surface a0, a1, a2...  are determined from the set of 
simultaneous equations generated by substituting the coordinates of the known X, Y 
and Z data points within the model into the equation. Once the values of the 
coefficient of the polynomial have been determined, then for any given grid node 
point with known ( X,Y) coordinates the corresponding height value Z can be 
calculated. 
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Global interpolators are usually simple to compute and are often based on standard 
statistical ideas of regression.  The main problem however, is the difficulties which 
may arise if many terms and large data set is required to form the model resulting in 
an extensive large amount of computation time.  Another problem is the unpredictable 
nature of the oscillation produced by such higher polynomial that may produce poorly 
interpolated values of grid nodes particularly at the edges. 
 
4.1.2 Local Mathematical Function 
Global Functions are only best for representing a given trend and analysing 
periodicities in a surface.  However, if a closed fitting representation is needed, then it 
is necessary to use local functions that are based on a mosaic of surface patches 
(Jancaits and Junkins, 1973). 
In patch methods, the whole area to be modelled is divided into a series of equal sized 
patches of identical shape (typical square or rectangular). A local mathematical 
function, defined by a low-order polynomial, is then fitted to the measured data in 
each patch. The interpolation of the height of all grid points falling within each 
individual patch is carried out using the coefficients of that particular function. The 
common functions used are simple planar, Bi-linear saddle, quadratic surface, cubic 
surface, etc. 
The problem with the division of the area into equal sized patches however, is that it 
is not possible for a fixed degree of polynomial to ensure that all errors are within a 
pre-specified tolerance.  
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On the other hand, if the degree of an individual patch polynomial function is 
progressively increased until the error is acceptable then data storage will be 
complicated since the number of coefficients to be stored for each cell is not, 
predictable. A solution to the problem of equal sized patches is proposed by (Chen 
and Tobler, 1986).  In this solution, the sizes of the patches are varied using a fixed 
degree of polynomial function, or at least a single type of some other function. The 
division of the area into patches of variable sizes starts with a large patch size. An 
attempt is first made to fit the data in that patch with the given function.  If any error 
exceeds the given tolerance, the patch is divided into four quadrants and the process 
repeated for each quadrant.  Individual quadrants continue to be subdivided until all 
patches meet the error tolerance.  The result is a quadtree representation with the 
usual variable sized patches and a fixed amount of data to be stored for each patch. 
According to the relationships between different patches, patchwise methods can be 
divided into exact fit patches and overlapping patches. 
• Exact Fit Patches 
In the exact fit patch, each patch abuts exactly on to its neighbour.  The difficulty 
that may result from the use of such patches is that they may result in sharp 
discontinuities along their junctions that show up markedly when the isolines or 
contours are finally produced. 
• Overlapping Patches. 
Overlapping patches are the alternative to the exact fit patches.  In this method, 
there will be common points lying within the overlap which will be used in the 
computation of the parameters for each patch, and indeed, can be used to ensure a 
smooth continuity or transition between adjacent patches. 
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The advantages of using patch methods over global methods are that quite low 
order terms can be used to describe each patch satisfactory and a few number of 
unknowns need to be solved, (via simultaneous equations) using least squares 
methods for each patch. Also, once the unknown parameters have been solved for, 
it is easy to calculate the derived points, that is the grid nodes, by back substitution 
in the function or equations describing the patch.   
However, the major shortcomings of the patchwise methods are that, they need 
much more organization of their data and of their processing than global methods. 
Also, the subdivision of the model surface into patches, need to be carried out with 
care, i.e. if the data is poorly distributed towards the patch corners, then this will 
affect the computed parameters and, in turn, the accuracy of the subsequent 
derived height, of the grid node points. 
4.1.3 Polynomials used for Surface Representation 
As noted above, polynomial equations are used to represent the terrain surfaces in 
the global and patch wise methods of interpolation. The basic general polynomial 
equation used is (see also Table 4.1). 
 
...210 +++= YaXaaZi                                                                            (4.2) 
Where 
           Zi  is the height value of an individual  point i 
           Xi, Yi are the rectangular coordinates of the point i 
           a0, a1, a2, etc., are the coefficients or parameters of the polynomial. 
Table (4.1) shows individual terms of polynomial equation used to 
represent terrain surfaces. 
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         Table 4.1 Polynomial equations used for a surface representation. 




No. of  
terms 
a0 























10 XYaYXaYXaYaXa +++++  


























The simpler types of surface used to model individual grid cells or patches 
are: 
 
(i) The 4-term bilinear polynomial , with the form 
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   4.2 DETERMINISTIC METHODS 
Mathematical methods for surface representation presented so far, have imposed an 
external, global spatial structure on the interpolation.  In all cases, short-range, local 
variations have been dismissed as a random, unstructured noise.  This is not 
sensible if the value at an unvisited point is expected to be similar to values 
measured close by. Local deterministic methods however, use the nearest data 
points to interpolate the value of the grid node directly.  The methods are 
considered as exact interpolators.   
The quality of inexactance of the interpolation methods is often indicated by the 
statistics of the differences between measured and predicted values at data points.  
Interpolation of grid nodes using local deterministic methods involves the 
following processes: 
• Defining a search area or neighbourhood around the point to be predicted; 
• Finding the data points within this neighbourhood; 
• Choosing a mathematical function to represent the variation over this limited 
number of points; and 
• Evaluating the mathematical function for the point on a regular grid. 
In practice, these processes are carried in two steps: The first, is the search for a set of 
nearest neighbours of a grid node and the second, is the interpolation of the height 
value of a grid node based on the nearest neighbours.  
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The search for the nearest neighbours is usually carried out using one of the following 
criteria: the distance criterion; the number criterion; the sector-number criterion, the 
directionally controlled searches and the sequential steepest slope algorithm.  
• In the distance criterion, the data points that fall into a circle of 
predefined size are taken as the nearest neighbours.  
• In the number criterion, the closed N data points to the grid node considered 
are taken as the nearest  neighbours.  
• In the sector-number criterion the area around the grid node is divided into 
equal sectors (e.g. quadrants or octants).  
•  The closest two to four data points to the grid node considered in each sector 
















                                                     (c) Sectored search 
                         
           Fig 4.1 Nearest Neighbour Criterion (Petrie and Kennie, 1990) 
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• Directionally controlled searches 
 
In the directionally controlled searches, the search for the nearest neighbours may 
be constrained by sampling from all quadrants or octants within a given maximum 
distance to ensure that the interpolated point is not based on the value at a cluster 









               Fig 4.2. Directionally controlled searches (Petrie and Kennie, 1990) 
. 
 
The entire search criterion mentioned above defines the local neighbourhood of 
points to be considered when interpolating each grid node.  However, the 
preference of choosing these search methods for a particular interpolation depends 
mainly on the number and distribution of data points and the direction in which 
these points lie. For small and evenly distributed data over a map area, it is 
necessary to use all data points within the area.  This type of search increases the 
gridding speed.  The distance weighting factors are applied here. Therefore, points 
far from the grid node are still used when calculating the grid node value. These 
points may carry a relatively little weight compared to data points close to the grid 
node.  
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If the sample points are not fairly evenly distributed, it is possible for nearest-
neighbor searches to find clusters of points which might all be in one direction 
from the interpolated point thereby biasing its value.  This problem can be 
overcome to some extent by the sector-number criterion in which a minimum 
number of sample points are found in each of, say, four or eight sectors around the 
estimated point. The later solution could also result in a poor estimation if distance 
weighting or a maximum search radius is not applied.  
Directionally controlled searches using quadrants or octants with a maximum 
search radius (search ellipse) may be appropriate when interpolating from shot-
points, which are densely distributed along traverses that are far apart compared to 
the shot-point spacing along the traverse. 
A one-sector search might attempt to estimate grid nodes using data points from a 
single direction.  This type of search criterion might generate an unrealistic slope 
between traverses and an unrealistic polygonal shaped pattern across the map area. 
 
• Sequential steepest slope algorithm  
If the measured terrain model data takes the form of contours, another form of 
search may be implemented via the so-called sequential steepest slope algorithm 
described by Leberl and Olsen (1982). In this procedure, a search is made along 
each of the four lines passing through the required grid node and oriented along the 
grid directions (VV and HH) and their bisectors (UU and GG) Fig (4.3). 
The intersection of each of the eight directions with the nearest contours is 
established and the slope of each of four lines calculated. 
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The line with the steepest slope is then selected, and the value of the elevation of 
the grid node established by linear interpolation along this line – for instance, in 
the example shown in Fig (4.3). Search line GG is the steepest, and the height of 
the grid node P is derived from: 
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4.3 OPTIMAL INTERPOLATION METHOD 
All techniques for modeling a continuous  surface  from a limited set of sample points 
described in section 4.2 are based on the  assumption that  the unknown points and the 
sample   points are at  least, to some  extent,  autocorrelated. In  other  words, adjacent 
points  are  expected  to  be  similar  to each  other.  This is  true  only  when  data  are 
abundant.  However, in   the  case  of  sparse  data, the  assumptions   made  about  the 
correlation between the unknown points and the sample points can be critical if one is 
to avoid misleading results.  
The possibilities of changes in correlation across a surface suggest that for 
most accurate interpolation of data at unsampled locations, it may be 
desirable to perform an apriori analysis of the data set to determine the nature 
of correlation between the given sample points.  
This section describes two methods of interpolation which provide an apriori 
analysis of a data set namely, least squares collocation and Kriging methods. 
4.3.1 Least Squares Collocation Method 
Collocation as defined by (Moritz,1980) is the determination of a function by 
fitting an analytical approximation to a given number of linear functions. An 
essential feature of the least squares collocation method is that quantities 
which are by nature deterministic are described in a statistical manner, 
particularly, by the use of covariance matrices. This is in contrast to the rest 
of least squares techniques which use statistics only for measured quantities 
(or for functions of them). 
The application of least squares collocation to interpolate the heights of 
unknown points is not as directly obvious as the application of the other least 
squares methods. That is because the prediction of the unknown height of a 
point surrounded by a number of points of known heights could require a 
computation of a function known as a covariance function.  
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This function is then used to compute the covariance matrix which describes 
the correlation between heights of neighbouring points in the area. 
 
4.3.1.1 Determination of Covariance Matrices 
Consider n random points (Fig 4.4) at which the heights Z  i.e Z1, Z2, Z3, ….., 










                                             Fig 4.4 Random points 
 
The determination of a covariance function would proceed as follows: 
First assume that the correlation of the height between any two points i and j 
is a function of the distance, dij, between them. Then using all n1 pairs of 
points separated by a distance of up to r1 meters, compute their covariance 
from 
                   ∑= jiZZnC 11
1                                                           (4.3) 
 
Where C1 is a covariance of distance r1 
The process is then repeated using all n2 pairs of points separated by a distance greater 
than r1 and less than r2 meters etc. Generally for the nk pairs of points separated by a 
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Plot, a covariance histogram and draw a curve to represent the covariance function 
(Fig 4.5). 
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                    Fig 4.5 Covariance Histogram 
 






































Any individual element Cij,, that corresponds to the covariance between points i and j 
is determined simply by computing the distance rij between them and reading off the 
value of C from the curve.  
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Alternatively, mathematical function of the form shown in equation (4.6) below (a 
and b are constants) could be used to fit a curve to the data and subsequently used to 
compute each element of CZ. 
 
                            )exp( ijij braC −=                                                                        (4.6) 
 
4.3.1.2 Analysis of the Covariance Matrix 
The covariance matrix describes the variation of heights in the area in a statistical 
manner. It is therefore, an essential step on the analysis of terrain surfaces. For 
instance, in flat areas, the heights of neighbouring points would be correlated leading 
to a large covariance whereas in highly undulating areas we would expect small 
covariances (i.e. the height of a point would be largely unrelated to the heights of 
neighbouring points). 
 
4.3.1.3 Interpolation using Least Squares Collocation Method 
Once a covariance matrix has been computed from a set of data it would be common 
to use the same matrix to interpolate the heights at unknown points. 
The optimal interpolated height 2Zˆ  at the unknown points using least squares 
collocation method is given as 
 
                  1
1
11212
ˆ ZCZ C −=                                                                              (4.7) 
 
Where  
            Z1  Contains the values at the known heights (called data points) ; 
            Z2  contains the values at unknown points (called interpolated points) ; 
            C21 is the covariance matrices between the data and interpolated points and 
            11C  to be inverted is the covariance matrix of the quantities at the data points   
    




Equation (4.7) is often written in the following manner for the interpolation of the 



























































21                     (4.8)  
 
 
Where Cpi represents the vector of covariance between point P and the ith data point 
and Z1, Z2… Zn are the values of the quantity at the data points and the square matrix 
11C  to be inverted is the covariance matrix of the quantities at the data points. 
Least square collocation is an optimal interpolation method which gives a linear 
estimate with minimum variance property. Another significant property of collocation 
method is that the variation of heights in the area is determined before the estimation 
of the heights at unsampled points. This property allows an  apriori analysis of a data 




4.3.2 Kriging  
The most employed methods that provide a prior analysis of a data set are known as 
Kriging. Kriging is an optimal interpolation method named after a South African 
mining engineer D.G.Krige who developed the technique in an attempt to more 





The development of Kriging technique came as a solution to the limitation of 
deterministic methods, which are characterized by the following limitations 
• All the deterministic methods mentioned before gave large differences in the 
predicted values. Clearly, these different results would certainly cause 
difficulties in decision making to choose an appropriate interpolation method. 
• None of the methods of interpolation discussed so far can provide direct 
estimates of the quality of the predictions made in terms of an estimation 
variance for the predicted value at unsampled locations.  In all cases, the only 
way to determine the quality of the predictions would be to compute estimates 
for a set of extra points that had been used in the original interpolation. 
• All the methods have no a priori method of knowing whether the best values 
have been chosen for the weighting parameters or if the size of the search 
neighbour hood is appropriate.  
Kriging techniques provide ways to deal with these limitations to ensure that the 
predicted value at unsampled points is optimal.  The method is now being 
increasingly used in ground water modelling, soil mapping, and related fields.  
It has also become a remarkable method for preliminary analysis of data sets to 
determine the nature of correlation between the given sample points. 
 
4.3.2.1 Regionalized Variables 
Kriging interpolation starts with the recognition that the spatial variation of any 
continuous variables, such as elevation above mean sea level, soil type, atmospheric 
pressure...etc is often too irregular to be modelled by a simple and smooth 
mathematical function. 
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Instead, the variation can be better described by a stochastic surface.  The parameters 
of such continuous variables are known as regionalized variables.  
The regionalized variable is any numerical function with a spatial distribution that 
varies from one place to another with apparent continuity whose changes cannot be 
represented by any workable function. 
This definition characterizes many variables that describe a given natural phenomena, 
such as elevation above mean sea level, or the ore content of a mineralized body. 
Some common characteristics of regionalized variables include: 
• Localization (a regionalized variable is numerically defined by a value 
that is associated with a sample of specific size, shape, and 
orientation); 
• Anisotropy (some regionalized variables are anisotropic; that is, 
changes in value are gradual in one direction and rapid or irregular in 
another);  
• Continuity (the spatial variation of a regionalized variable may be 
extremely very small, depending on the phenomenon; however, 




4.3.2.2   Philosophy of Kriging 
The purpose of Kriging is to estimate the value of a random function Z(x) at a 
specified location X = (x, y, z), from a series of measurements Zi of a continuous 
variable taken at locations iX , 1 ≤ i ≤ N. 
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In Kriging the unknown function Z(x) is decomposed into the sum of three 
components. 
      exbxaxZ ++= )()()(                                                              (4. 9) 
 
Where )(xa  is the structural component (known as drift).  The drift 
represents the average behavior of )(xZ : It is usually a constant or a linear 
polynomial i.e.                  )(xa = ai or 
.....)( 321 yaxaaxa ++=  
 Fig 4.6. illustrates three drift patterns constants, linear or quadratic which 










                                                 Linear drift 
                                               Constant drift  
                                                Quadratic drift 
 
                 Fig 4.6   Drift Patterns (Peter and Rachael ,1998). 
 
The b(x) is the correction term denoting the stochastic locally varying but 
spatially correlated residuals from a(x), the regionalized variable.  
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The correction term is adjusted in Kriging so that the interpolation matches 
the data points.   
The more closely the drift follows the actual phenomenon; the better 
becomes the Kriging interplant. 
e is a residual spatially independent Gaussian noice term having zero mean )(µ  and 
variance )(
2σ .  
The relationship between the three components is shown in Fig 4.7. 
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The character of the spatially correlated variation b(x) is encapsulated in 
function such as semi-variance )(hγ  and variogram.  
These functions provide the information for optimizing interpolation weights 
and search radii. The semi-variance )(hγ  can be estimated from a sample 
data using equation (4.10) below. 
   












                                            (4.10)                               
Where n is the number of pairs of sample points of observations of the values of 
attribute Z separated by a distance h.  
A complete derivation of the basic Kriging equation and variogram model can be 
found in appendix B. 
A plot of estimated semi-variances )(ˆ hγ  against the distance h is known as the 
experimental variogram model (Fig 4.8).  The experimental variogram is the first step 
towards a quantitative description of a regionalized variable. 
                       )(ˆ hγ  






                                 
                                                                                                             Lag (h) 
Fig 4.8 Variogram model fitting an experimental variogram data (Peter and Rachael, 
1998). 
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The variogram model is a simple mathematical function that models the trend 
in the experimental variogram. It provides useful information for 
interpolation, optimizing sampling and determining spatial patterns.  
The interpolation weights, which are applied to data points during the 
calculations of the grid node in Kriging are direct function of the variogram 
model. The variogram model may also be used to quantitatively assess the 
spatial continuity of data even when the Kriging algorithm is not used. 
 
4.3.2.3 Construction of Variogram model 
Variogram modeling is not an easy or a straight forward task.  The 
development of an appropriate variogram model for a data set requires the 
understanding and application of advanced statistical concepts and 
approximation inherent in fitting a theoretical model to a real world data. It 
also requires numerous correct decisions.  These decisions can only be 
properly addressed with an intimate knowledge of the data at hand and 
competent understanding of the underlying processes from which the data are 
drawn. The construction of a variogram model can be shown by considering 
measured points at which the heights Z1, Z2...Zn are known. 
The fitting of the model variogram from these points can be carried as 
follows: 
 
1.  From the plane coordinates of the measured points, compute the distance     
      between these points. 
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2. Using all 1n , pairs of points separated by a distance up to h1 meters,    














                                           (4.11)                               
3. The process is then repeated using all nk pairs of points separated by a 
distance greater than h1, and less than h2 meters etc. 
       Generally, for nκ pairs of points separated by a distance greater than 
hk-1 and less than hk metres, the semi-variance is computed from: 












1)(γ                                        (4.12) 
4. Using the computed semi-variance)(hγ above, plot the experimental 
variogram. Finally، 
5. Fit the best variogram model through the experimental variogram 
model. 
Fig 4.9 shows a typical model variogram curve drawn through an experimental 
variogram of data from a smoothly varying attribute. 
                       )(ˆ hγ                                                           Sill  
 
 
                                                                  range                 C1 
                                                  
 
                                    Co     nugget                                                                            
                                                                                                                 Lag (h)  
                            
             Fig 4.9 Model variogram with range, nugget, and Sill (Peter and Rachael,1998). 
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4.3.2.4 Features of the variogram Curve 
 
The fitted variogram curve displays several important features that are 
important for the prior analysis of a data set.   
First, at large values of the lag, h, the curve level off.  This horizontal part is 
known as the sill; it implies that at these values of lag there is no spatial 
dependence between the data points because all estimates of variances of 
differences will be invariant with sample separation distance. 
Second, the curve rises from a low value of )(hγ  to the sill, reaching it at a 
value of h known as the range. This is the critically important part of the 
variogram because it describes how inter-site differences are spatially 
dependent within the range, the closer sites are together the more similar they 
are likely to be. The range gives us an answer to the question posed in 
weighted moving average interpolation about how large the window should 
be.  Clearly if the distance separating an unvisited site from a data point is 
greater than the range, then that data point can make no useful contribution to 
the interpolation.  
Third, the fitted model does not pass through the origin, but cuts the y- axis 
at a positive value of
)(hγ . That is because the semi-variance is zero when h= 
0.  On the other hand, the differences between points and themselves are by 
definition zero.  The positive value of ),(hγ  h→0 is an estimate of the 
residual, spatially 
The uncorrelated noise estimate, e,. 
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This estimate is known as the nugget; and is the variance of measurement 
errors combined with that from spatial variation at distances much shorter 
than the sample spacing, which cannot be resolved.  
 
4.3.2.5 Forms of Variogram models 
The forms of the variogram can be quite revealing about the kind of spatial 
variation present in an area and can help to decide how to proceed further. 
The most common forms include spherical, exponential, Gaussian and linear 
models. 
• When the nugget variance is important but not too large, and there is a 
clear range and sill, a curve known as the spherical model often fits 
observed variograms well i.e. 
 

















        for   0< h < a 
                                                                                      (4.13)     
                   = co +c1                                  for h ≥ a                                              
(a)                     Where 
                  a   is the range؛ 
                   h   is the lag؛ 
                    co  is the nugget variance; and  
 co + c1  is equal to sill.   
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• If there is a clear nugget and sill, but only a gradual approach to                          
the range, the exponential model ، 







hcch o exp1)( 1γ                                            (4.14) 
                      is often a good choice. 
 
• When the variation is very smooth and the nugget variance is very small   
compared to the spatially dependent  random variation b(x), then the 
variogram can often best be fitted by a curve having an inflection, such 













hcch oγ                                      (4.15) 
 
• All the above models are known as transitive variograms because the 
previous spatial correlation structure varies with h; a non-transitive 
variogram have no sill within the area sampled and may be modelled by 
a linear model. 
 
  bhcoh +=)(γ                                                                    (4.16) 
 
                      Where 
                                  b is the slope of the line. 
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                                   Fig (4.10)   Variogram Models  
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                                          (d)  Linear model 
 
 
A Linear variogram typifies attributes which vary at all scales, such as 
Brownian motion. A variogram that becomes increasingly steep with h 
indicates a trend in the data that should be modelled separately. 
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Variogram estimation and modelling is extremely important for interpolation. 
The variogram models cannot be randomly chosen, as they must obey certain 
mathematical constraints (Issacks and Srivastara 1989). Also the models 
must not be fitted to the experimentally estimated semi-variances; for the 
various lags without taking the numbers of pairs of points at each lag into 
consideration.  Because the data are used repeatedly when estimating 
variograms, the effective degrees of freedom are greatest for the shortest lag 
and then decrease in a complex way with the lag. Consequently the fitting of 
variogram models usually proceeds using a weighted least squares method 
where the weights are computed from the number of pairs. 
  
4.3.2.6 Analysis of Variogram Model 
The variogram is an essential step towards the determination of optimal 
weights for interpolation.  The optimal weights are reached if the variogram 
model is properly analyzed. These analysis include the nugget variance; 
experimental variogram and the range a. 
 
When the nugget variance, co , is so dominat in the local variation to the 
extent that the experimental variogram shows no tendency to diminish as  
h→0, then the interpretation is that: the data is so noisy that interpolation is 
meaningless thereby wasting, of time and money.  In this situation, the best 
estimate of Z(x) is the overall mean computed from all sample points in the 
region of interest without taking spatial dependence into account.  
 
A noisy variogram, in which the experimentally derived semi-variances are 
scattered, suggests that too few samples have been used to compute )(hγ .  
A rule of thumb suggests that possibly at least 50-100 data points are 
necessary to achieve a stable variogram depending on the kind of spatial 
variation encountered, though smooth surfaces require fewer points than 
those with an irregular variation. Smoother variogram can also be obtained 
by increasing the size of the search window. 
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The range a of the variogram provides clear information about the size of the 
search window that should be used. If the distance from a data point to an 
unsampled point exceeds the range, then that data point can make no useful 
contribution to the interpolation. If all data points are further away than the 
range, the best estimate is then obtained by the general mean.  These 
distances can be modified by anisotropy, which modifies the shape of the 
search neighbourhood from a circle to an ellipse. 
A variogram that can be fitted by a Gaussian variogram model indicates a 
smoothly varying pattern, such as the one that often occurs with elevation 
data. A variogram modelled by a spherical variogram model has a clear 
transition point, which implies one pattern is dominant.  The choice of an 
experimental variogram model may suggest that the pattern of variation 
shows a gradual transition over a spread of ranges or that several patterns 
interfere.  
 
4.3.2.7 Kriging Techniques  
Kriging is a wide range interpolation technique that relies on an 
understanding of the underlying spatial correlation structure of the data 
(variogram model).  It provides a great flexibility for interpolation and 
analysis of data.  The most common Kriging techniques are: Ordinary, 
Simple, Universal and Zonal Kriging. 
 
(a) Ordinary Kriging 
The interpolation in the ordinary Kriging starts with the construction of a 
variogram from the scatter point set to be interpolated. Once the model 
variogram is constructed, it is used to compute the weights used in Kriging. 
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The basic equation used in ordinary Kriging is as follows: 
                              







)()( λ                                                   (4.17) 
          
Where  
 n is the number of scattered points in the set; 
 Z (xi) are values of the scattered points, and 
            λi   are weights assigned to each scatter point. 
 
This equation is essentially the same as the equation used for inverse distance 
weighted interpolation except that rather than using weights based on an 
arbitrary function of distance, the weights used in Kriging are based on the 
model variogram.  
 
 (b) Simple Kriging 
Simple Kriging is similar to ordinary Kriging except that the weight do not 
sum to unity.  Simple Kriging uses the average of the entire data set for the 
interpolation while Ordinary Kriging uses a local average (the average of the 
scatter points in the Kriging subset for a particular interpolation point).  As a 
result, simple Kriging can be less accurate than ordinary Kriging, but it 
generally produces a result that is “smoother” and more pleasing. 
 
(c) Universal Kriging 
One of the assumptions made in Kriging is that the data being estimated are 
stationary.  That is, as you move from one region to the next in the scatter 
point set, the average Z value of the scatter points is relatively constant.  
When ever, there is a significant spatial trend in the data values such as a 
sloping surface or a localized flat region, this assumption is violated. In such 
cases, the stationary condition can be temporarily imposed on the data by use 
of a drift.  The drift is a simple polynomial function that models the average 
Z value of the scatter points.  The residual is the difference between the drift 
and the actual Z values of the scatter points.  
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Since the residuals should be stationary, Kriging is performed on the 
residuals and the interpolated residuals are added to the drift to compute the 
estimated Z values.  Using a drift in this fashion is often called “Universal 
Kriging”. 
 
The main characteristics of universal Kriging is the intensive use of the 
correlation that exists between spatially non independent random variables, 
which resemble stochastic processes. Universal Kriging is a complex 
statistical method, which is not recommended for preliminary examinations 
or cases where precision and error estimation are not necessary. However, 
universal Kriging should be adopted in any mapping project involving 
significant research economic decisions, or any kind of analysis where spatial 
estimation has an important bearing on the decision-making process. 
 
 (d)  Zonal Kriging 
Zonal Kriging can only be used on a grid with uniform row and column 
widths. It cannot be used with meshes of TINS.  Prior to performing Zonal 
Kriging, a set of Zones should be defined on the grid using the grid materials.  
Then, when defining the variograms, a separate variogram is constructed for 
each of the Zones.  In other wards, when computing an experimental 
variogram for a particular zone, only those scattered points located in the 
zone are used to define the variogram.  Using these localized experimental 
variograms, a model variogram is assigned to each zone.  When the 
interpolation is performed, only those scattered points in the same zone are 
used and the variogram defined for the zone are used in the Kriging 
calculations. For points near the boundary of a zone, a gradual transition 





















CHAPTER 5  
 


























EXISTING INTERPOLATION METHODS 
 
The mathematical models and other characteristics of the six common 
interpolation methods chosen for evaluation- inverse distance to a power, 
modified Shepard’s method, radial basis function, minimum curvature, 
triangulation with linear interpolation, and Kriging - are presented. A new 
method experienced with for different terrain type data is presented in 
Chapter Seven. 
5.1 INVERSE DISTANCE TO A POWER 
The inverse distance squared method is a weighting average interpolation 
that can either be an exact or smoothing interpolator (Davis, 1986) and 
(Franke, 1982). 
With the inverse distance to a power, the distance weighting is changed by 
raising the distance id  to power 2, such that the influence of one point 
relative to another declines with the distance from the grid node. 
The greater the weighting power, the less effect points far from the grid node 
value will have during interpolation. 
As the power increases, the grid node value approaches the value of the 
nearest point.  For smaller powers, the weights are more evenly distributed 
among the neighbouring data points. Normally, inverse distance squared 
behaves as an exact interpolator.   
When calculating a grid node, the weights assigned to the data points are 
fractions, and the sum of all weights is equal to unity (1). 
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When a particular observation is coincident with a grid node the distance 
between that observation and the grid node is zero and that observation is 
given a weight of 1.0, while all other observations are given weights of zero.  
Thus the grid node is assigned the value of the coincident observation. 
Using inverse distance to a power, the value Z of the grid node would be 
given by: 


















                                                                  (5.1)                              
                          22 σ+= ijij dh                                                           (5.2) 
Where 
             hij   is the effective separation distance between grid node i and the          
                       neighbouring point j; 
             Zi   is the height of the neighbouring point i ; 
             dij  is the distance between the grid not i and the neighbouring point j; 
            β   is the weighting power. 
          σ   is the smoothing factor. 
 
As the power increases, the generated surface is a “nearest neighbour” 
interpolation and the resultant surface becomes polygonal.  
The polygons represent the nearest observation to the interpolated grid nodes. 
The power values accepted usually fall between one and three. 
The smoothing factor parameter allows to incorporate an “uncertainty” factor 
associated with the data used.  
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The larger the smoothing factor, the overwhelming influence any particular 
observation has in computing a neighbouring grid node  
One of the characteristics of inverse distance to a power is the generation of 
“built-eyes” surrounding the position of observations within the gridded area.  
Assigning a smoothing factor can reduce this effect. Inverse distance to a 
power is a very fast method for gridding with few numbers of points.  In this 
case the gridding method can use all data to interpolate the grid node. 
5.2 MINIUM CURVATURE  
The minimum curvature interpolating method is widely used in the earth 
science.  The interpolated surface generated by minimum curvature is analog 
to a thin, linearly elastic plate passing through each of the data values with a 
minimum amount of bending.    
Minimum curvature generates the smoothest possible surface while 
attempting to honor the data as closely as possible.  It is therefore not an 
exact interpolator. This means that the data are not always honored exactly. 
Minimum curvature produces a grid by repeatedly applying an equation over 
the grid in an attempt to smooth the grid.  Each pass over the grid is counted 
as one iteration. 
The grid node values are recalculated until successive changes in the values 
are less than the maximum residuals value, or the maximum number of 
iterations is reached.  
Minimum curvature approach has been completely revised.  The new 
approach implements the concepts of tension as described and detailed in 
Smith and Wessel (1990).  
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In the new approach, the final grid is generated in four steps: First, a simple 
planar model of the form 
                                      cbyaxyxZ ++=),(                                                      (5.3) 
is fit to the data using least squares regression. 
Second, the values of the planar regression model at the data locations are subtracted 
from the data values. This yields a set of residual data values. 
Third, the minimum curvature algorithm is used to interpolate the residuals at the grid 
node. 
Fourth, the values of the planes regression node at the grid nodes are added to the 
interpolate residuals, yielding a final interpolation surface. 
The Minimum Curvature algorithm generates the surface that interpolates the 
available data and solves the modified biharmonic differential equation with tension: 
                      0)()()1(
222 =∇−∇∇− ZTZT ii                                                           (5.4)   
There are three sets of associated boundary conditions: 
 










                                                   (5.5) 
On the edges: 
                                     
( ) 02 =∂∇∂ nZ                                                                          (5.6) 
On the edges: 







                                                                           (5.7) 
At the corners: 
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Where: 
           
2∇   is the Laplacian operator 
            n    is the boundary normal  
            Ti   is the internal tension 
            Tb is the boundary tension  
 
Internal and Boundary Tensions  
Qualitatively, the Minimum Curvature algorithm is attemting to fit a piece of sheet 
metal through all of the observations without putting any creases or kinks in the 
surface. Between the fixed observation points, the sheet bows a bit. The internal 
tension is used to control the amount of this bowing on the interior: the higher the 
tension, the less the bowing. For example, a high tension makes areas between 
observations look like facets of a gemstone. The boundary tension controls the 
amount of bowing on the edges.  
(a) Relaxation Factor 
The Minimum Curvature algorithm is actually solving the specified partial differential 
equation using a successive over-relaxation algorithm.  
The interior is updated using a "chessboard" strategy, as discussed in Press, et al. 
(1988). The only difference is that the biharmonic equation must have nine different 
"colors," rather than just black and white. 
In general, the Relaxation Factor should not be altered. Roughly, the higher the 
Relaxation Factor, (closer to two) the faster the Minimum Curvature algorithm 
converge, but the algorithm is slower. The optimal Relaxation Factor is derived 
through trial and error. 
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 (b) Convergence 
The relaxation approach is a local smoothing process and, consequently, short-
wavelength components of Z are found quickly. ON the other hand, the relaxation 
process does not propagate the effects of the data constraints to longer wavelengths 
efficiently. 
 As recommended by Briggs (1974), and Smith and Wessel (1990), this routine 
determines convergence by comparing the largest magnitude nodal change in one 
iteration to the specified tolerance (Maximum Residual). 
5.3 MODIFIED SHEPARD'S METHOD 
The Modified Shepard’s method is similar to the inverse distance to a power 
interpolator. It uses an inverse distance weighting least squares method. The 
basic equation used in Shepard's Method interpolation is given as: 







                                                                (5.4) 
Where 
          n   is the number of scattered points in the set; 
          Zi    are the value at the scattered point I, and 
         wi   is the weight assigned to the scattered point i. 
The individual weights are given as 















                                                                    (5.5) 
   Where 
            β     is an arbitrary positive real number (typical β = 2 ) and 
            ih    is the distance from the scattered point to the interpolation point. 
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The weight function varies from a value of unity at the scattered point to a 
value-approaching zero as the distance from the scattered point increases.  
The weight functions are normalized so that the weights sum to unity. 
Although the weight function shown above is the classical form of the weight 
function in inverse distance weighted interpolation, the following equation is 
used in most of the applications e.g. GMS. 
























                                                              (5.5)                      
Where 
     hi, hj   are the distances from the interpolation point to the scattered points iand j; 
     R is the distance from the interpolation point to the most distant scattered                             
point;  and 
     n   is the total number of scattered points. 
 
The weight function is a function of the euclidean distance and is radially 
symmetric about each scattered point. As a result, the interpolating surface 
is somewhat symmetric about each point and tends towards the mean 
value. Shepard’s method has been used extensively because of its 
simplicity. Its limitation is that the interpolating surface is a simple 
weighted average of the data values of the scattered points and is 
constrained to lie between the extreme values in the data set.  This 
problem can be circumvented by using the Modified Shepard’s method. 
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In the Modified Shepard’s method, the basic form of the equation for 
Shepard’s method is generalized in the following manner 
 







),(                                                        (5.6) 
Where  
qi is a nodal function or an individual function defined at each  
scattered point i. 
The value of an interpolation point is calculated as the weighted average of 
the values of the nodal functions at that point. The nodal functions used in the 
inverse distance weighted interpolation can be a higher degree polynomial 
function constrained to pass through the scattered point and approximates the 
nearly points in a least squares manner. 
Surfer 7 contains a complete reworking of the Modified Shepard's Method 
algorithm. This algorithm implements Franke and Nielson's (1980) Modified 
Quadratic Shepard's Method that interpolate the value of the grid node using 
a distance-weighted average of the quadratic neighbours Renka (1988).   
 
(a) Quadratic Neighbours 
The Modified Shepard's Method starts by computing a local least squares fit 
of a quadratic surface around each point observation. The quadratic 
neighbours parameters specify the size of the local neighbourhood by 
specifying the number of local neighbors. The local neighbourhood is a circle 
of sufficient radius to include exactly this many neighbours.  
 
79 
(b) Weighting Neighbours 
The interpolated values are generated using a distance-weighted average of 
the previously computed quadratic fits associated with neighbouring 
observations. The weighting neighbours parameter specifies the size of the 
local neighbourhood by specifying the number of local neighbours. The 
neighbourhood is a circle of sufficient radius to include exactly this many 
neighbours. 
5.4 RADIAL BASIS FUNCTION 
Radial Basis Function interpolation is a diverse group or data interpolation 
methods.  In terms or the ability to fit the data and to produce a smooth 
surface the multiquadric method is considered by many to be the best. All of 
the Radial Basis Function methods are exact interpolations. 
They attempt to honor the data points. A smoothing factor can be introduced 
to all the methods in an attempt to produce a smoother surface. 
Radial Basis Function interpolation uses the basis Kernel functions.  These 
functions define the optimal set of weights to apply to the data points when 
interpolating a grid node. The basis kernel functions are analogous to the 
variograms in Kriging.  
The available functions are:  
             






=                                            (5.7) 
                                                                    
Multilog                          )log()( 22 RhhB +=                                         (5.8) 
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Multiquadric                     22)( RhhB +=                                            (5.9)      
                                                                                                                  
 Natural Cubic Spline        2/322 )()( RhhB +=                                        (5.10) 
 
          Thin Plate Spline  ( ) ( )2222 log)( RhRhhB ++=                                  (5. 11)  
Where  
        h is the distance from the point to the node; and 
       R
2
 is the smoothing factor. 
 
The larger the R
2 smoothing factor the rounder the mountaintops and the 
smoother the contour lines become.  
There is no universally accepted method for computing an optional value for 
that factor.  A reasonable trial value for R2 is between the average sample 
spacing and one-half the average sample spacing. 
Experience has indicated that the multiquadric basis function works quite 
well in most cases. A concise and readable introduction to Radial Basis 
Function interpolation can be found in Carison and Foley (1991).  
 
 5.5 TRIANGULATION WITH LINEAR INTERPOLATION  
In this method, (X, Y, Z) coordinates are measured at selected points forming 
vertices of irregularly shaped triangles. The ground slopes with-in the 
boundary of any triangle are considered to be plane surfaces. Points are 
selected to avoid false levels and are located where slopes change in the 
topography.  
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A particular regard is paid to the ease of measurement of levels in the 
photogrammetric models and consequently it is likely that more accurate 
levels will be obtained on which to base the interpolation. In the case of 
random points, the triangulation is then formed using either Delaunay 
triangulation method (Section 3.2.1) or the radial sweep method (Section 
3.2.2). 
 
                                  Z 
 
                       Fig (5.1) Interpolation of a grid node using a triangulation method 
 
Referring to Fig 5.1, a uniform plane surface is shown through points A, B 
and C of measured X, Y, Z coordinates. The level ZP of point P with plane 
coordinates  XP  and  YP is given as  
                                 ZP=AXP+BYP+C                                                      (5.11) 
Where A, B and C are constants. Their values can be determined by 
substituting the coordinates of the verteces of the triangle into the equation 
above and solving using least square techniques. 
Triangulation with linear interpolation is a simple method. The main 
disadvantage of the method however, is that three coordinates for each point 
must be measured and stored in the computer data bank. 
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P
A(X1 , Y1 ,Z1) 
q
B(X2 , Y2 ,Z2) 
                        X 
C(X3 , Y3 ,Z3)
Y
Also the search procedure to find the appropriate three points surrounding the 
point P has to be carefully determined in the computation procedure. 
The Triangulation with linear Interpolation method in Surfer uses the optimal 
Delauny triangulation. The algorithm creates triangles by drawing lines 
between data points. The original points are connected in such a way that no 
triangle edges are intersected by other triangles. The result is    a patchwork 
of triangular faces over the extent of the grid. This method ia an exact 
interpolator. 
Each triangle defines a plane over the grid nodes lying within the triangle, 
with the tilt and elevation of the triangle determined by the three original data 
points defining the triangle.  
All grid nodes within a given triangle are defined by the triangular surface. 
Because the original data are used to define the triangles, the data are 
honored very closely. 
The Surfer implementation of Triangulation with Linear Interpolation is 
based upon four papers. Lee and Schachter (1980) presents a complete 
discussion of (Delaunay) triangulation, including the details of two 
algorithms and the underlying mathematical proofs. Lawson (1977) is 
equally informative. The algorithm presented in Guibas and Stolfi (1985) 
form the basis for the Surfer implementation. 
5.6 ORDINARY KRIGING 
The interpolation in the ordinary Kriging starts with the construction of a 
variogram from the scattered points set to be interpolated. Once the model 
variogram is constructed, it is used to compute the weights used in Kriging.  
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The basic equation used in ordinary Kriging is as follows 
                    







)()( λ                                                                  (5.12) 
Where  
 n is the number of scattered points in the set; 
 Z (xi) are the values of the scattered points, and 
            λi   is the weight assigned to each scattered  point i. 
 
This equation is essentially the same as the equation used for the inverse 
distance weighted interpolation except that rather than using weights based 
on an arbitrary function of distance, the weights used in Kriging are based on 


























CHAPTER 6   
 
 
































In order to test the performance of the new method and to compare the chosen 
methods of interpolation to determine their range of applicability, and to find the most 
precise method, it is necessary to evaluate their precision. 
The approach followed for the evaluation of the precision of any individual method 
requires a comparison of the original heights with heights obtained from the DTM 
surface. Such a comparison results in height differences (residuals) at tested points. 
To analyse the pattern of deviation between two sets of height data, conventional 
ways of statistical expressions of precision is to be used. In this chapter, the test 
statistics needed for the evaluation are described. 
 
6.1 TEST STATISTICS 
 
Test statistics are the various measures that will be used to evaluate the performances 
of the chosen methods based on the difference ∆Z obtained between the original and 
interpolated heights. In this section, the test statistics to be defined include (1) the 
mean differences ∆Z; (2) the standard deviation S of observations about the mean; and 




6.1.1 The Difference of Heights  
The difference in height,∆Ζ , between the original and interpolated height values at a 
grid- node are given by:  
                            diri Ζ−Ζ=∆Ζ                                                                        (6.1)                               
Where  
             Zri  is the ith  height value measured on the DTM surface; 
             Zdi   is the corresponding original height value. 
If the interpolation method was perfect, the difference ∆Z would ideally be zero. But 
it would rarely be so because the interpolations are not perfect, and that the original 
height value is not without error. It is, however, the best measure for testing how well 
the interpolation method has performed in interpolating the height value at a given 
point. 
6.1.2 Mean Difference 
The mean difference Ζ∆  is the mean of differences ∆Z generated by an interpolation 
method in a particular terrain, and is given by the expression: 







1                                                              (6.2)                               
Where 
i∆Ζ is the difference between the interpolated and the original height                              
value at point i, and 
 n is the number of the sample points. 
The mean difference Ζ∆  is an unbiased and consistant estimator of the 
population mean which is known to be zero. Hence, ideally, the mean Ζ∆  
should be equal to zero.  
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Therefore, an interpolation method with the smallest Ζ∆  is considered to have given 
the best performance in whatever terrain situation is considered. 
 
6.1.3 The Standard Deviation of Observations  
The standard deviation, S, of the differences ∆Z about the mean difference Ζ∆  is 
given as: 






S i                                                             (6.3)                               
Where  Ζ∆∆Ζ ,i  and  n are as defined above. 
Since the mean difference is an estimate of the population mean, one degree of 
freedom is given up for using the observations again. Hence, the use of the factor 
1/(n-1). The standard deviation S is a measure of the dispersion of the differences 
about the mean. A small value of S indicates that the variable S is clustered tightly 
around the mean, while a large value indicates a wide scatter about the mean. An 
interpolation with the smallest S is also considered to have given the best performance 
in whatever terrain situation considered. 
6.1.4 Root Mean Square Error (RMSE) 
The (RMSE) is the most widely used measure. It measures the dispersion of the 
frequency distribution of deviations between the original height data and the DTM 
data, mathematically it is expressed as: 
 













                                                 (6.4) 
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Where 
    Zdi  is the ith height value measured on the DTM surface; 
                Zri  is the corresponding original height value; and  
                n  is the number of height value points checked. 
The larger the value of the RMSE, the greater the discrepancy between the two data 
sets. 
The main attraction of the RMSE lies in its ease of computation and its 
straightforward concept. Compared to the difference ∆Z between original and 
interpolated height values (which measures the accuracy of the interpolation at one 
point), RMSE, is a single global measure of deviation for the entire DTM surface. 
Therefore, it is a good measure for the comparison of the overall performances of the 
different methods. 
 
6.2 THE DIFFERENCE OF HEIGHT AS A STATISTICAL SAMPLE 
One of the purposes in this work as stated in Chapter One is to evaluate the 
performances of the new and chosen interpolation methods; and the differences ∆Z 
between observed and interpolated heights provide the necessary information for the 
evaluation (see 6.1.1). The quantity ∆Z is generated every time an interpolation 
method is used to interpolate at a sample point.  
If the sample points are selected randomly, then ∆Z values can be regarded as random 
variables, and the sample from which these quantities are derived, using an 




6.2.1 Basic Postulate 
Any random sample is considered to belong to a population infinite in size 
( ekciVan γ′ ,1974), and the distribution of the population is usually postulated for the 
random sample.  
A very large number of random variables observed in nature are known to possess a 
normal probability distribution. Hence, the Probability Density Function (PDF) for the 
population of most random variables is usually the normal distribution. 
 The postulated PDF for the sample of differences ∆Z is, therefore, the normal PDF. It 
is necessary to test this postulate for statistical validity, so that any inferences that 
may eventually be made based on it would be justifiable. 
 
6.2.2 Standardization of The Difference in Height 
The outcome t of the standardization of the difference ∆Z is given by: 
 
                            t = ∆Z/σ∆Z                                                                            (6.5) 
Where 
       ∆Z is the difference between original and interpolated height value; 
        σ∆Z is the standard deviation of ∆Ζ . 
 
If ∆Z was a random variable with mean value Ζ∆ , and variance 2∆Ζσ , the out come t 
would also be a random variable with mean value and variance µt and 2tσ  




6.3 TESTING THE BASIC POSTULATE 
Two postulates are tested in this section these are: the test for the mean Z∆ of 
differences ∆Z, and the test for standard deviation Z∆σ  of the difference ∆Z. 
 
6.3.1 Test for the Mean of Difference  
The mean Z∆  of differences ∆Z is given by equation 6.2, namely: 
 







1                                                          
Where 
∆Zi is the difference between original and interpolated height                              
value for the ith sample point. 
n    is the number of the sample point. 
 
This mean is an unbiased and consistent estimator of the population mean which is 
known to be zero. Hence, ideally the mean Z∆  should be equal to zero but it is 
seldomly so. 
The test on Z∆ , therefore, compares it with the population mean and tries to establish 
whether the difference between them ( Z∆ ,µ) is statistically significant or not. The 
null hypothesis (Ho) being tested is that the sample has the PDF-N ( Z∆ : µ, S2). 
The test computes a statistic t which is later compared with a t-distribution (tdf) with 




The statistic t in this research work is given as:  
 
                                 
nS
Zt µ−∆=                                                                          (6.6) 
    Where  
              Z∆  is the mean of the residuals; 
               µ=0  is the population mean value; 
               S   is the sample standard error; and 
               n   is the number of measurements. 
 
  The standard error S is computed from equation (6.3), recalled here for convenience,   
 







S i                                                                 
 
The test is carried out as follows: 
 
                                        0: =∆ZHo  
                                        0: ≠∆ZHo                       then  if, 
 
                                        ttv ≤       accept   Ho 
                                       Otherwise    reject Ho and accept HA. 
 
Where ν  is the number of degree of freedom (n-1). 
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6.3.2 Test on the Sample Variance ( 2S )  
The variance 2S of the sample is given by:  










1                                                 (6.7) 
Where      
              iZ∆  is the difference between observed and interpolated value for  
                       the thi sample point; 
              Z∆   is the mean of differences ( Z∆ ); and  
              n       is the number of measurements. 
 
The null hypothesis (Ho), is that the sample variance 2S  be not statistically different 
from unity. 
The test on the variance 2S  is given as: 
 












S ≤                                                                (6.8) 
Where 
          meanS 2  is the variance of the mean and is given by 










1                                                                      (6.9) 
           2vS      is the variance of unit weight;  
            1v       degree of freedom (n-1); and 
            2v = ∞ 
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The test is carried out as follows: 
                                    1: 2 =SHo  
                                    1: 2 ≠SH A                  then if, 
 







FS ≤               accept   Ho 
 
                                    Otherwise                  reject  Ho 
 




                       























































   TESTS AND RESULTS      
 
To evaluate the performance of the new method and to test the accuracy of 
the existing methods for the suitability of their applications, various tests are 
needed. In this chapter, two tests were carried out; namely, tests on the 
existing methods and the newly developed method.  
 
7.1 THE EXISTING METHODS 
It has been demonstrated that DTM precision can vary to certain degree with different 
interpolation methods and the density of data points. Six spatial interpolation methods 
commonly used are examined and compared in this study. They include inverse 
distance square, kriging, minimum curvature, modified Shepard's method, radial basis 
function, and triangulation with linear interpolation. These interpolators convert 
randomly spaced data points into regularly gridded data points, which can then be 
used to generate DTM surfaces. Depending on the position of the original data points 
on the final interpolated surface, the interpolators can be classified as either exact 
interpolators (if the original data points are preserved on the interpolated surface) or 
approximate interpolators(if the points do not lie on the surface). 
Two test sites were selected. The first site considered represents a variable terrain. 
The site is located in the Northern State at El Hamadab area, and has a size of 1.0x1.2 
square km. The maximum and minimum elevations of this site are 304.5m and 
259.2m above mean sea level respectively, with a standard deviation of 8.662m.  
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These statistical indicators should be compared when a new study area is selected 
because the accuracy of interpolation is to a certain degree, subject the influence of 
terrain complexity. The data for this test site is obtained photogrammetrically by the 
Section of photogrammetry, National survey corporation (Sudan). 
A composite sample (Section 2.2) was designed for this site. There are approximately 
953 measured points in this site.  The coordinates of this data can be found in 
appendix C. The rule for the selection of points is to distribute them evenly 
throughout the area examined. The initial data set includes a total of 100 points. With 
an increment of 100 randomly distributed points every time, each subsequent data set 
is generated. At the end, nine data sets with 100,200,300,400,500,600,700,800 and 
900 points density was ready for interpolation. 
The second site is located in the Nile State (Shendi area) and has a size of 6.0×6.0 
square km. The maximum and minimum elevations of this site are 487.2m and 
452.0m above mean sea level respectively, with a standard deviation of 6.17m. 
The data for this test is also obtained photogrammetrically. 900 data points were 
measured. The initial data set include a total of 100 points. Nine data sets with 
100,200,300,400,500,600,700,800 and 900 points density were designed for the 
interpolation. 
The designed data sets were used to interpolate the values of ten selected test 
points in each of the two test sites. The distributions of the selected points in 








                                    Figure 1   Distribution of test points  



















                            
 




                                                                             


























      








The interpolation package used in this study is Surfer 7. The following two questions 
were taken into account in evaluating the accuracy of interpolation of elevation data: 
(1) among the interpolation algorithms examined, which one will produce the most 
precise results, statistically and spatially (2) does data points density have an impact 
on interpolation uncertainty ? To answer these questions, the RMSE of the residuals is 
computed to reveal the closeness of an interpolated surface to the reality. Check 
points were selected randomly in each test site considered and their known elevations 
compared with the corresponding elevations on an interpolated surface. 
The fact that the accuracy reported by the RMSE assumes a uniform error value for an 
entire DTM surface, accuracy surfaces were also created to show the spatial pattern of 
uncertainty that resulted from the interpolation. With regard to this, the magnitude of 
uncertainty is represented by means of contours. This representation has the 
advantage of clearly indicating where serious and perhaps anomalous errors occur. 
Comparison of such a surface, for example with a plot of the original input contours, 
can be extremely informative with respect to the occurrence and magnitude of errors. 
 
7.1.1 Test Results 
In assessing the precision of various interpolation methods in the two test sites, two 
samples were used. The samples consist of 100 and 900 measured points. These 
samples represent few and dense data points. The data sets assembled before are used 
to assess the effect of density on the different interpolation methods. Tables 7.1, 7.2 




                           Table 7.1 Precision of the Existing Interpolation Methods 
      
                                                                      100 Sample Points 
Interpolation Method         Mean 
         (m) 
 Standard Error 
         (m) 
       RMSE 
          (m) 
Inverse Distance       4.045        2.691         4.783 
Kriging       3.374        1.868         3.811 
Minimum Curvature       3.504        1.610         3.822 
Modified Shepard's       3.486        1.693         3.839 
Radial Basis Function      3.542        1.555         3.836 
Triangulation Method      3.736        2.417         4.384 
                                                    
                                                                      900 Sample Points 
Interpolation Method         Mean 
         (m) 
 Standard Error 
         (m) 
       RMSE 
          (m) 
Inverse Distance       3.273       4.043        4.956 
Kriging       3.358       3.914        5.006 
Minimum Curvature       3.716       3.954        5.280 
Modified Shepard's       4.477       4.454        6.156 
Radial Basis Function       3.400       3.843        4.986 
Triangulation Method       2.714       3.894        4.584 
                                                  (a) (El Hamadab Area) 
 
                                                                     100 Sample Points 
Interpolation Method         Mean 
         (m) 
 Standard Error 
         (m) 
       RMSE 
          (m) 
Inverse Distance 3.777 1.825 4.150 
Kriging 2.688 1.851 3.211 
Minimum Curvature 2.690 1.873 3.224 
Modified Shepard's 2.773 2.036 3.379 
Radial Basis Function 2.708 1.899 3.252 
Triangulation Method 2.828 2.197 3.591 
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                                                                     900 Sample Points 
Interpolation Method         Mean 
         (m) 
 Standard Error 
         (m) 
       RMSE 
          (m) 
Inverse Distance 2.038 1.770 2.641 
Kriging 1.684 1.562 2.245 
Minimum Curvature 1.773 1.613 2.663 
Modified Shepard's 2.023 1.855 2.682 
Radial Basis Function 1.804 1.335 6.908 
Triangulation Method 1.608 1.551 2.180 
 
(b) (Shendi Area) 
 
Table 7.2 Effect  of different input densities on the quality of the existing interpolation methods  
                                                                 
 
     RMSE(m) 


















100 4.783 3.811 3.822 3.839 3.836 4.384 
200 5.503 6.370 6.849 8.127 6.227 7.211 
300 5.569 5.853 5.853 8.375 5.693 6.079 
400 4.859 4.541 4.595 4.657 4.531 4.336 
500 4.830 4.752 5.076 5.703 4.670 4.477 
600 4.913 4.878 5.333 8.739 4.697 4.608 
700 4.979 5.028 5.394 10.370 4.887 4.608 
800 4.972 5.014 5.223 6.183 4.911 4.599 
900 4.956 5.006 5.280 6.156 4.986 4.584 
 
                                                     (a )Test site1 (El Hamadab Area) 
     RMSE(m) 


















100 4.150 3.211 3.224 3.379 3.252 3.591 
200 3.609 2.935 3.049 3.127 2.980 3.220 
300 3.168 1.995 1.995 1.945 2.072 1.946 
400 2.176 1.751 1.854 1.802 1.808 1.745 
500 2.256 1.799 1.943 2.190 6.503 1.745 
600 1.888 1.866 2.015 2.235 6.538 1.745 
700 2.191 2.106 2.176 2.531 6.677 2.056 
800 2.325 2.246 2.656 2.671 6.955 2.180 
900 2.641 2.245 2.663 2.682 6.908 2.180 
 
  






7.1.2 Analysis of the  Results  
The results of the different interpolation methods given in Tables 7.1 and 7.2 are 
analyzed for the precision of the different interpolation methods and the effect of 
density of sample points on the precision.  
(a) Precision 
Among the interpolators in the first site, the Kriging method gives the best 
precision (Mean = 3.374 meters and RMSE=3.811meters) for 100 sample points. 
However, when the sample points increased to 900 then the Triangulation method 
is the best (Mean=2.714m and RMSE=4.584 m). If the standard deviation is the 
only concerned; then the Radial basis Function is the best in this terrain. Inverse 
distance to a power interpolator produces the worst statistical accuracy with 100 
sample points while Modified Shepard's with 900 sample points. Minimum 
curvature interpolator, produce a reasonable precision with the two tested samples. 
In the second test site ((Shendi Area), which is considered as a variable terrain 
with sparse data points), Kriging generates the best statistical precision 
(Mean=2.688m and RMSE=3.211m) with 100 sample points while Triangulation 
method with 900 sample points (Mean=1.608m and RMSE=2.180m). Inverse 
distance to a power interpolator gives the lowest statistical Mean with the two 
tested samples. If the standard error is the only concern, then the Inverse distance 
to a power is the best (Standard error=1.825m) with 100 sample points and Radial 
Basis Function (standard error=1.335m) with 900 sample points. The lowest 
standard error with 100 sample points is produced by Triangulation method while 
Modified Shepard's produce the lowest standard error with 900 sample points. 
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The accuracy surface resulted from the different interpolations in the two tested 
sites are shown in Fig 7.2.  
It is clear from these maps that uncertainty tends to cluster in rugged areas of the 
test sites where elevation changes rapidly as indicated by the closed contour lines. 
 
Fig 7.2   Accuracy Surfaceof Different Interpolation Methods 
























































































(e) Radial Basis Function
(f) Triangulation 
Fig. 7.1 Accuracy Surfaces of DTM of El Hamadab Site  
                                        (a) Test Site1 (El Hamadab Area) 
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(a) Inverse Distance to a Power
(b) Kriging
(c) Minimum Curvature (f) Triangulation
(e) Radial Basis Function
(d) Modified Shepard's
Fig. 7.2 Accuracy Surfaces of DTM of Shendi Site




(b)  Effect of density on the quality of the interpolation methods 
The quality of the generated DTM is directly related to the number of sampled 
points and thus to the sampling density. However, in this terrain, although 
different input densities were used, the results in Table 7.2 indicated that the 
increase in the number of input data points has little impact on the quality of the 
interpolation. This is attributed to the fact that the sampled data is uncorrelated 
which is opposed to the basic assumption of the methods which use correlated 
data for the interpolation of grid nodes. The results also show that the statistical 
accuracy (RMSE) in the test site2 is better than that in the test site1. This is due to 
the fact that the variability of terrain surface in relative term is better in the test 
site 1 than in test site2. 
 
                                             
7.2 THE NEW METHOD 
The existing interpolation methods which were discussed in Chapter Five 
require the density of measured data points around the interpolated grid point 
to be large so that the interpolation of the grid node can be obtained using a 
linear interpolation. 
A new method, which we termed A Combined Method, attempts to 
interpolate the grid node from uncorrelated data.  
In the new method, the apriori analysis of a data set to determine the nature of 
correlation between the given sample points is carried out using a covariance 
function. The function is then used to compute the necessary covariance matrices 




However, before describing the approach of the new method, the mathematical 
models of the two existing methods which are combined to form the new method, 
namely least squares surface fitting method and least squares collocation method are 
described. 
 
7.2.1 Least Squares Surface Fitting Method 
As noted in Section 4.1, polynomial equations for surface representation are used to 
represent the terrain surfaces in the global and patchwise methods of interpolation. 
The basic general polynomial equation used is  
 
                        ....2 +++= iiioi YCXCCZ                                                       (7.1) 
 
Where 
           Zi   is the height value of an individual point i ; 
           Xi, Yi are the plane coordinates of point i, and 
          C1, C2, C3 etc are the coefficients or parameters of the polynomial. 
 
One such equation will be generated for each individual point i with coordinate Xi, Yi, 
Zi occurring in the terrain model. Thus the values of the coefficients Co, C1, C2.... can 
be determined from the set of simultaneous equations which have been set up one for 
each data point. Once the values of the coefficients Co, C1, C2.... have been 
determined, then for any grid node point with known coordinates X and Y ,the 
corresponding height value Z can be calculated. 
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The selection of the correct terms which will best represent or model the terrain 
surface, and the method by which the coefficients are determined decide the nature of 
the approximation method. The number of terms are usually selected with due 
consideration to the nature of the terrain or otherwise the selection has to be made 
arbitrarily.  
In this work the number of terms used to model individual grid node is selected 
arbitrarily. The simplest choice being the first order polynomial surface of the form 
given in equation (7.1).  
The general form is given as: 
 














),(                                                        (7.2) 
 
Where 
           n is the order of polynomial;  
          k = is a positive integer typically = n/2; and 
         ijc  is the coefficient to be determined. 
 
The order of the polynomial, n, determines the dimension of the vector of coefficients 
C. It is, therefore chosen such that the dimension of C is smaller than the number of 
available data. In this way, when trying to solve for C, one is faced with an 




Since we now have the solution for the vector C we can approximate the height value 
in the area by equation (7.1) namely 
 
                              Zi = Co +C1Xi +C2Yi…   
                                                             
7.2.2 Least Squares Collocation Method 
The method of least squares was first used by C.F. Gauss and A.M.Legendre to 
process astronomical observations in 1795.  
It has since developed considerably through the works of mathematicians and other 
scientists who succeeded in generalizing the original method of static and dynamic 
applications, and for sequential solutions of problems (Balimino, 1977). 
It was further modified in the works of Krarup (1969) and Mortiz (1972) such that in 
addition to solving for unknown parameters, it can also predict for quantities at points 
other than the observation points. This modified method is known as Least- Squares 
Collocation. 
 
An essential feature of the method is that quantities, which are by nature 
deterministic, are described in a statistical manner, particularly by the use of 
covariance matrices. This is in contrast to the rest of techniques, which use statistics 
only for measured quantities (or for functions of them). For instance, if we were to 
use least squares collocation (to predict the unknown height of a point surrounded by 
a number of points of unknown height), we would need to establish a function known 
as a covariance function.  
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The covariance function would then describe the variation of height in the area in a 
statistical manner. In flat areas, the heights of neighbouring points would be highly 
correlated leading to large covariance whereas in highly undulating areas we would 
expect small covariances (i.e. the height of a point would be highly uncorrelated to the 
heights of neighbouring points).  
This procedure is in contrast to the better known process of fitting a mathematical 
surface to the known points and using it to predict the heights of other points. 
Before discussing the technique of least squares collocation in detail, it is necessary to 
consider the covariance function and the methods used for their determination. 
 
7.2.2.1 The Covariance Function 
If we form the average of all heights, Z, over the whole earth, we get the value zero 
(Weiko and Helmut (1981)). i.e. 
 
                       { } ∫∫ =≡ σ σπ .041 ZdZM                                                        (7.3) 
The symbol M stands for the average over the whole earth (over the unit sphere); this 
average is equal to the integral over the unit sphere divided by its area .4π  
Clearly the quantity M {Z}, which is zero, cannot be used to characterize the average 
size of heights. Consider then the average square of Z, 
 




It is called the variance of the heights. Its square root is the root mean square (r.m.s). 
                     }{}var{}{.. 2ZMZZsmr =≡                                            (7.5) 
 
The r.m.s. is a very useful measure of the average size of the heights. Instead of the 
average square of Z consider the average product of the heights ZZ' at each pair of 
points P and P' that are at a constant distance r apart. This average product is called 
the covariance of the height values for the distance r and is defined by 
 
              }'{}{cov ZZMZr ≡                                                                     (7.6) 
 
The average is to be extended over all pairs of points P nd P' for PP'= r = constant. 
The covariance characterizes the statistical correlation of the height values Z and Z', 
which is their tendency to have about the same value. If the covariance is zero, then 
the height values Z and Z' are uncorrelated or independent of one another. Height 
values at points that are far apart may be considered uncorrelated because the value of 
Z have almost no influence on Z' and vice versa. 
If we consider the covariance as a function of r =PP', then we get the covariance 
function 
 






For r =0 we have  
                        },var{}{)0( 2 ZZMC ==                                                  (7.8) 
 
A typical form of the function C(r) is shown in Fig 7.3. For small distances r Z' is 
almost equal to Z, so that the covariance is almost equal to the variance; in other 
words, there is a very strong correlation.  
The covariance C(r) decreases with increasing r, because then the height values Z and 
Z' become more and more independent. For very large distances the covariance will 










                                               Fig 7.3 The covariance function 
 
7.2.2.2 Determination of the Covariance Function  
 
The practical determination of the covariance function C(r) is somewhat problematic. 





Here the average M is extended over a limited area only, instead of over the whole 
earth as above. The covariance functions for the computation of the necessary 
covariance matrices are determined as follows: 
 
Consider n points at which the heights values Zi, i=1,2,….,n are known. Assuming 
that the correlation of heights at any two points i and j is a function of the distance 
between them. Then using all n1 pairs of points, separated by a distance of up to 1r  
meters, compute their covariance from: 
 
 
                                  ∑= ji ZZnC 11 /1                                                    (7.9)  
                                                               
The process is then repeated using 2n  pairs of points separated by a distance greater 
than 1r  and less than 2r  meters etc.  
Generally for the kn  pairs of points separated by a distance greater than 1−kr  and less 
than kr  meters, 
 
 
                                 ∑= jikk ZZnC /1                                                    (7.10)  
                                                               
Using the constant distances krrrr ....,, 321  and the corresponding 
covariances nCCCC ,......, 3,21 , the covariance histogram can be plotted and a curve 
representing covariance functions drawn.  
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The covariance matrix uC  for the n points can then be obtained from the covariance 
function and written as: 
 





















                                        (7.11)                               
Where any individual element ijC , corresponding to the covariance between points i 
and j, is defined simply by computing the distances ijr  between them and reading off 
the value of C from the curve. Alternatively, mathematical functions can be used. In 
this work, the mathematical function used is of the form                
                                 221 iioji raraaC ++=                                               (7.12)    
 Where a0, a1 and a2 are constants that could be fitted to the data and subsequently 
used to compute each element of Cu 
Once a covariance function has been computed from a set of data, it would be 
common to use the same function for other similar areas especially those that do not 
involve enough data to enable an internal computation of the covariance matrix. 
 
7.2.2.3 Determination of the Height Value of a Grid Node 
The covariance function determined above is used to compute the covariance matrices 




Once the covariance matrices have been computed, the height value of the grid node 
can be determined by the least squares collocation as: 
 
                                        ip ZCCZ
1
1121
ˆ −=                                                 (7.13)  
                              
A complete derivation of the least squares collocation method equation (7.13) is 
presented in Appendix A.  
Equation (7.14) is often written in the following manner for the prediction of Z at any 
particular computation point p 




































ˆ                    (7.14)   
                                                                                                           
Where  
       piC   represents the vector of covariance between point P and the i
th  
               data points; 
      iZ    are values of the height at the data points; and  
      111
−C  is the covariance matrix of the distance between data     points. 
 
7.2.3 Approach of the New Method 
For a successful application of collocation method in this terrain, the variation in the 
heights had to be removed from the data. This is equivalent to fitting a plane to the 
height data and treating the residuals from this as correlated data.  
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The new method uses the least squares surface fitting Section 7.2.1 to fit a surface to 
the data surrounding the interpolated point, takes the resulting residuals and inputs 
them as data into a least squares collocation method Section 7.2.2. The later 
interpolation is, therefore, used too refine that from the former.  
The covariance functions used to compute the necessary covariance matrices for the 
collocation method (to refine the first interpolation) are computed from the same data 
surrounding the interpolated point by using a polynomial approximation, to the 
analytical covariance functions: 
 
 
                                      ∑= iidcdiC )(                                                              (7.15) 
Where  
           C (di)   is covariance expressed as functions of distance d; 
                ci   coefficients to be determined and 
                di   separation (distance) between two points in space.  
 
The data for covariance computations are residuals δZ obtained from the first order 
polynomial surface to the data surrounding the interpolated point. 
The covariance value C (ri) for the distance ri is obtained as 
 




 δZi ,δZj are the residual height values obtained at any two points i and 
j  using the first order polynomial surface and  
n is the number all of  pairs of points separated by distance of up to ri   
The process of the interpolation of the grid node G is then carried using the following 
approach: 
1. Compute the trend value of the grid node G and of the 
nearest neighbours using simple polynomial of surface 
representation. 
2. Find the residuals δZ between the original height of the nearest  
eighbours and the corresponding value obtained by the polynomial of 
surface representation above. 
3. Using the plane coordinates, compute the matrix of distance dij 
between the nearest neighbors themselves and the vector of distance 
between these points and the grid node.   
                  22 )()( ijijij YYXXd −+−=                                                       (7.17) 
        Where 
                    Xi, Xj are the X-coordinate between any two points i and j; 
                   Yi, Yj is the corresponding Y-coordinate. 
4. Using the computed matrix of distance in (3) above the           
covariance values C(r1), C(r2), C(r3)... for a distance r1, r2, r3... are 




                                  ∑= jii ZZnrC δδ1)(                                                    (7.18) 
              Where ji and ΖΖ δδ  are as defined before. 
5. Plot the covariance histogram using the distances and covariance 
values obtained in (4) above and then draw a curve to represent the 
covariance function. 
6. From the curve, define the approximate mathematical function to be 
used to compute the elements of the covariance matrices C11 and 
elements of the covariance vector Cp. 
7. The refinement value ZR, is computed using the collocation method 
from 
                                    ZR = Cp C-111 δZ                                                                (7.19) 
          Where 
1
11
−C  is the inverse of the covariance matrix of the distance between the 
data points. 
Cp is the covariance vector of the distance between the data points and 
the grid node. 
δZ   is the vector of the height residuals.  
8.  The final value of the grid node ZG is then given by  
 
                                     ZG= ZT+ZR                                                                     (7.20) 
 




 7.2.4 Testing the New Method 
The approach outlined in Section 7.2.3 is applied to the two test sites 
mentioned in Section 7.1. The data for the interpolation is assembled just 
prior to the interpolation. The procedure followed is to select five sample 
points with interpolation point at the centre. The distribution of data around 
an interpolated point is set in such a way that there is at least one point in 




              
                                                                                          Measured data points 
                                                                                          + Unknown  point 
                           
                              Fig 7.4 Distribution of data points 
The average circle sizes for the two test sites are 250 and 500 meters 
respectively. The packages used are Surfer 7 and MATLAB 6. Ten local 
covariance functions are obtained in this way for each test site. The data 
around each interpolated point is used to compute the coefficients of the 
covariance function presented in Tables 7.3. The results of the interpolations 
are shown in Table 7.4. The statistical measures of precision applied are 
shown in Table 7.5.The same data assembled as described before is applied 
to the existing interpolation methods tested before. The results of the new 
tests are shown in Tables7.6, 7.7 and 7.8. 
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                                        Fig 7.3 Coefficients for local covariance functions  
           Local covariance        function 
              221)( dCdCCdC o ++=  





  C0      C1    C2 
1 5.8259 -0.1108 0.0003 
2 15.4903 -0.2878 0.0007 
3 16.8857 -0.1887 0.0004 
4 3.352 -0.0520 0.0001 
5 0.495 -0.0080 0.0000 
6 0.425 -0.1230 0.0003 
7 1.423 -0.0266 0.0001 
8 7.625 -1.0040 0.0002 
9 1.861 -0.0520 0.0002 
10 3.181 -0.0820 0.0003 
 
                                               (a)   Test site 1   (El hamadab Area)   
           Local covariance        function 
              221)( dCdCCdC o ++=  





  C0      C1    C2 
1 0.995 -0.0030 0.0000 
2 1.311 -.01000 0.0000 
3 7.572 -0.0700 0.0000 
4 0.118 -0.0002 0.0000 
5 0.154 -0.0010 0.0000 
6 9.867 -0.0380 0.0000 
7 0.169 -0.0010 0.0000 
8 0.059 -0.0004 0.0004 
9 2.840 -0.0130 0.0000 
10 3.426 -0.0080 0.0000 
 
                                                  (b)   Test site 2       (Shendi Area) 
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                                                Table 7.4 Interpolation using the combined method  
Grid 
node 
Least square surface 
fitting  
        ZT(m) 
Least Square 
Collocation 






  (m) 
1 274.6 -0.800 273.8 273.6 
2 282.1 -2.000 280.1 280.3 
3 280.2 1.400 281.6 280.5 
4 282.4 0.900 283.3 284.9 
5 294.3 -0.900 293.4 294.0 
6 272.9 -1.800 271.1 271.8 
7 277.7 0.200 277.9 277.8 
8 288.4 -0.700 287.7 283.6 
9 293.3 0.300 293.6 294.4 
10 288.8 0.600 289.4 288.5 
 




Least square surface 
fitting  
        ZT(m) 
Least Square 
Collocation 






  (m) 
1 471.6 -0.400 471.2 475.2 
2 467.0 -0.400 466.6 472.8 
3 473.1 -0.500 472.6 467.8 
4 458.0 0.400 458.4 453.9 
5 467.3 1.500 468.8 472.0 
6 475.9 -3.100 472.8 473.3 
7 461.8 0.600 462.4 461.5 
8 461.3 0.200 461.5 461.8 
9 456.2 -0.200 456.0 454.8 
10 468.6 0.600 469.2 473.1 
 
(b)   Test site 2   (Shendi Area) 
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                                     Table 7.5 Precision of the new method for test sites 1 and 2  
                  
Test site 
          Mean     
       )(mΖ∆  
Standard error 
      S(m) 
RMSE 
(m) 
1 1.030 1.172 1.516 
2 2.950 2.075 3.546 
 
 
For the comparison of the performance of the new method against the established 
methods, the methods are tested with the data as assembled in Section 7.2.4 above. 
The results of the tests are shown in Tables 7.6 and 7.7. 
 
 
                     Table 7.6 Results of the existing interpolation methods  


















1 274.4 275.0 275.3 275.0 275.0 276.0 273.6 
2 281.7 282.3 283.3 283.0 282.4  284 .7  280.3 
3 281.9 283.5 287.1 289.6 283.1 2 85 .0 280.5 
4 281.4 281.5 281.2 279.8 281.6 280.6 284.9 
5 294.8 294.3 293.9 294.1 294.2 293.7 294.0    
6 271.8 271.1 270.6 271.3 271.3 270.7 271.8 
7 277.0 277.3 278.6 277.4 277.7 277.9 277.8 
8 287.0 288.9 288.1 289.2 288.9 286.3 283.6 
9 292.2 293.1 292.6 292.9 293.2 292.9 294.4 
10 288.9 288.8 290.2 290.2 288.8 290.5 288.5 
 


























1 472.7 472.3 472.4 472.7 472.3 471.9 475.2 
2 467.2 467.3 467.2 467.6 467.3 468.7 472.8 
3 475.7 473.5 473.5 473.6 473.5 474.8 467.8 
4 458.5 458.3 458.1 458.3 458.3 458.3 453.9 
5 467.0 467.4 467.6 467.6 467.4 467.2 472.0 
6 478.4 478.4 479.2 479.8 477.9 478.2 473.3 
7 461.7 461.9 461.7 461.8 461.8 461.8 461.5 
8 461.8 461.6 461.7 461.6 461.6 461.6 461.8 
9 456.5 456.2 456.8 456.7 456.2 456.1 454.8 
10 468.7 468.0 468.7 468.1 468.1 466.8 473.1 
 
                                                           (b) Test site 2 
                    Table 7.7 Precision indicators  of the different interpolation 
methods  
Interpolation 












  Mean(m) 1.470 1.820 2.510 3.170 1.700 2.330 
Standard error(m) 1.204 1.636 1.961 2.796 1.668 1.647 
RMSE(m) 
  
1.861 2.392 3.125 4.133 2.322 2.806 
                                              (a) Test site 1 
Interpolation 













Mean(m) 3.700 3.530 3.530 3.620 3.460 3.660 
Standard 
error(m) 
2.529 2.141 2.168 2.251 2.114 2.373 
RMSE(m) 
  
4.410 4.072 4.085 4.203 3.999 4.297 
 
                                               (b)    Test site 2 
















CHAPTER 8  
 
 
































ANALYSIS OF RESULTS 
 
The measured height values of selected sample points are used as observed 
quantities. The height values at a test point is interpolated using the data 
assembled as described in Section 7.2.4. Using the same technique, this 
process is repeated until height values have been generated for every test 
point. The results of all the interpolation methods obtained in Chapter Seven 
together with precision measures are summarized in Tables 8.1 and 8.2. The 
test statistics Ζ∆ , S and RMSE tabulated have been defined in Chapter Six.  
 
 
                       Table 8.1 Comparison of heights between all interpolation methods (in meters) 
 



















1 474.4 275.0 275.3 275.0 275.0 276.0 273.8 273.6 
2 281.7 282.3 283.3 283.0 282.4 284.7 280.1 280.3 
3 281.9 283.5 287.1 289.6 283.1 285.0 281.6 280.5 
4 281.4 281.5 281.2 279.8 281.6 280.6 283.3 284.9 
5 294.8 294.3 293.9 294.1 294.2 293.7 293.4 294.0 
6 271.8 271.1 270.6 271.3 271.3 270.7 271.1 271.8 
7 277.0 277.3 278.6 277.4 277.7 277.9 277.9 277.8 
8 287.0 288.9 288.1 289.2 288.9 286.3 287.7 283.6 
9 292.2 293.1 292.6 292.9 293.2 292.9 293.6 294.4 
10 288.9 288.8 290.2 290.2 288.8 290.5 289.4 288.5 
 


























1 472.7 472.3 472.4 472.7 472.3 471.9 471.2 475.2 
2 467.2 467.3 467.2 467.6 467.3 468.7 466.6 472.8 
3 475.7 473.5 473.5 473.6 473.5 474.8 472.6 467.8 
4 458.5 458.3 458.1 458.3 458.3 458.3 458.4 453.9 
5 467.0 467.4 467.6 467.6 467.4 467.2 468.8 472.0 
6 478.4 478.4 479.2 479.8 477.9 478.2 472.8 473.3 
7 461.7 461.9 461.7 461.8 461.8 461.8 462.4 461.5 
8 461.8 461.6 461.7 461.6 461.6 461.6 461.5 461.8 
9 456.5 456.2 456.8 456.7 456.2 456.1 456.0 454.8 
10 468.7 468.0 468.7 468.1 468.1 466.8 469.2 473.1 
                                                                 





8.1 TESTING FOR THE MEAN OF DIFFERENCES OF HEIGHTS 
The null hypothesis in this test (Section 6.3.1) is that the mean difference Ζ∆  
is not significantly different from the population mean ).0( =µµ  The test 
passed at the 95٪ probability (5٪ significance level) for each sample and 
interpolation method in the two test sites. The results are summarized in 











                     Table 8. 2 Precision indicators of all interpolation methods  
  
Interpolation      














Mean (m) 1.470 1.820 2.510 3.170 1.700 2.330 1.030 
Standard 
error (m) 
1.204 1.636 1.961 2.796 1.668 1.647 1.172 
RMSE (m) 
  
1.861 2.392 3.125 4.133 2.322 2.806 1.516 
                                                           (a) Test site 1 
 
Interpolation     














Mean (m) 3.700 3.530 3.530 3.620 3.460 3.660 2.950 
Standard 
error (m) 
2.529 2.141 2.168 2.251 2.114 2.373 2.075 
RMSE (m) 
  
4.410 4.072 4.085 4.203 3.999 4.297 3.546 
                                                                 
                                                                 (b) Test site 2 
 
8.2 Testing for the Standard Deviations 
The test for the standard deviation S is described in Section 6.3.2. The test 
uses the standardized differences expected to have a standard normal 
Probability Density Function (PDF) – N(t;0;1), and checked their variances 
2S  for statistical compatibility with the corresponding standard normal 
















S ≤  then the test passes, and the standard deviations 
are considered to have been computed properly.  
If the test fails because the variance 2S is too large then this indicates that 
precision estimate, S, is much larger than it should be as indicated by the 
value of the difference∆Ζ . If on the other hand, the test fails because 2S is 
too small, this is an indication that the values are much larger than they 
should be, and the method is in effect saying the interpolated value is not 
good enough when, in actual fact, it is good as indicated by the difference 
∆Ζ . The results of the tests are summarized in Table 8.4. 
The tests on the variances 2S  in test site1 passed for each sample and 
interpolation method except with the Modified Shepard's method. 
In test site2, the tests on the variances failed for each sample and 
interpolation method at the 5٪ level of significance except with the combined 
method. 
An interpolation method with the smallest S value is considered to have 
given the best performance in whatever terrain is being considered. From the 
standard deviation S in Table 8.4, it can be seen that the smallest value of S is 
given by the combined method. This indicates that the best performance in 
the two test sites is given by this method. 
The method of modified Shepard's gave the largest value of S in test site1 
while the inverse distance to a power method gave the largest value in test 
site 2.  
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                         Table 8. 3 Results of Test for the mean difference at 5٪ significance level 
                          Test site 1                 Test site 2 Interpolation  
method )(mΖ∆  Test for Bias )(mΖ∆  Test for Bias 
Inverse distance 1.47 pass 3.700 pass 
Kriging 1.820 pass 3.530 pass 
Minimum curvature 2.510 pass 3.530 pass 
Modified Shepard's 3.170 pass 3.620 pass 
Radial Basis  1.700 pass 3.460 pass 
Triangulation 2.330 pass 3.660 pass 




            Table 8.4 Results of Test on the standard deviation at 5٪ significance level 
 
                 Test site 1                 Test site 2 Interpolation  
method     S(m) 
Test on 2S      S(m) Test on 2S  
Inverse distance 1.204 Pass 2.529 Fail 
Kriging 1.636 Pass 2.141 Fail 
Minimum curvature 1.961 Pass 2.168 Fail 
Modified Shepard's 2.796 Fail 2.251 Fail 
Radial Basis  1.668 Pass 2.114 Fail 
Triangulation 1.647 Pass 2.373 Fail 











8.3 INTERPOLATION METHODS 
 
8.3.1 Inverse Distance to a Power 
The performance of the inverse distance method in test site1, with the mean 
difference, standard deviation and RMSE values of 1.470, 1.204 and 1.861 
meters respectively (Table 8.3) is reasonable. The mean difference is not 
statistically different from zero, (Table 8.5).  
In test site2, the method gave the largest value of mean, standard deviation 
and RMSE compared to the performance of the other methods in the same 
site. 
The trend shown in these results is that the performance of the method 
worsened as we go from test site1 to test site2.  
This is attributed first to the density of height data coverage (in relative 
terms), is best in test site1and worsened in test site2; and second, to the fact 
that the degree of variation of the data increases as we move from test site1 to 
test site 2. The decline in performance is also apparent when the search 
radius increases i.e. from 250 meters to 500 meters. 
It is also noticed that the estimates of accuracy in test site1 are, in fact, closer 
to reality than those in test site2. This is again attributed to the two factors 
mentioned above. 
8.3.2 Kriging Method 
The Kriging method gave a reasonable performance in test site1 compared to 
the other methods. The mean difference (Table 8.5) is not statistically 
different from zero. 
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The test on the standard deviation fail at 95٪ level of confidence and the 
standard deviation is better than that obtained from the other methods under 
study except the combined, inverse distance and radial basis function 
methods. 
The trend noted above for Kriging method, with regard to the decline in the 
performance of the interpolation method as we move from test site1 to test 
site2 (Tables 8.3 and 8.4) is also apparent here. This is due to the fact that, 
the density of height data to compute variograms that are used to optimize the 
interpolation (in relative terms) is best in test site1 than in test site2.  
 
8.3.3 Minimum Curvature 
Minimum curvature gave poor performance in test site1. The mean difference 
is statistically not different from zero. The test on standard deviation again 
fails at 5٪ level of significance. The mean difference, standard deviation and 
RMSE values of 2.510, 1.961 and 3.125 meters are reported. The decline in 
performance as the data coverage becomes sparser and the terrain (or data) 
becomes more variable (Tables 8.4 and 8.5) is apparent here too. The reason 
again is as indicated above.  
8.3.4 Modified Shepard’s Method 
The modified Shepard’s method gave the worst performance compared to all 
interpolation methods in test site1. The mean difference, standard deviation 
and RMSE values of 3.170, 2.796 and 4.133 meters are obtained. The 
performance of the method as we go from test site1 to test site 2 (Table 8.1a 
and b) is better relative to the other methods chosen. 
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The mean difference is not statistically different from zero and the test on the 
standard deviation fail at the 5٪ level of significance. 
The results given by this method show that, the performance of the method 
also worsened as we go from test site1 to test site2.                     
8.3.5 Radial Basis Function 
The performance of the radial basis function method in test site1, with mean 
difference, standard deviation and RMSE values of 1.700, 1.668 and 2.322 
meters (Table 8.3) is reasonable and comparable with that of Kriging method. 
The mean difference is not statistically different from zero.  
The trend noted in the above methods is also clear here. However, the 
estimates of precision particularly the mean as the data coverage becomes 
sparser is the best compared to the other methods. 
8.3.6 Triangulation Method 
The performance of the method in test site1 is better than the minimum 
curvature and modified Shepard's methods. The mean difference is not 
significantly different from zero. The mean difference, standard deviation 
and RMSE values of 2.330, 1.647, and 2.806 meters respectively are 
obtained. 
In test site2, the performance of the method is better than that obtained by the 
inverse distance to a power. The decline in performance as we move from 
test site1 to test site2 is again apparent here. The trend shown above for the 




8.3.7 The Combined Method 
The best performance in test site1 is given by this method. The mean 
difference is not significantly different from zero. The mean difference, 
standard deviation and RMSE given by this method are reasonable. The 
standard deviation and RMSE are improved compared to those given by the 
six methods under study in the same terrain. 
In test site 2, the method again gave the best performance. The mean, 
standard deviation and RMSE values of 2.950, 2.075 and 3.546 are obtained 
respectively. 
The trend shown in these results is that the performance of the method is 
statistically the best in the two test sites  
This is attributed first to the covariance function used to model the variation 
in the terrain. Second, to the fact that the data for the interpolation is the 
residuals which are assumed to be highly correlated; and third to the use of 
least squares collocation method which incorporated the variation in the data 
during the interpolation process. It is also noted that the method gives the 
best performance as the data coverage becomes sparser this is again 
attributed to the reasons mentioned above. 
8.4 General Analysis 
The following general analysis can be drawn as regard to all interpolation 
methods: 
• All methods pass the test for bias at the 5٪ level of significance. Thus 
the mean differences are statistically not different from zero. 
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• The mean difference obtained by the combined and inverse distance 
method is better than that given by the other methods in test site1.  
• The best standard deviation in the two sites tested is given by the 
combined method.  









   



























CHAPTER 9  
 



















CONCLUSIONS AND RECOMMENDATIONS  
 
The generation of DTM in a variable and mountainous terrain is problematic 
due to the variation in the measured height values. The performance of six 
interpolation methods suitable for the generation of DTM and a proposed 
new method have been evaluated for two terrain types which correspond to a 
variable terrain. The tests were set up such that each technique was given a 
fair chance. The results of the tests carried out have revealed the following:  
 
9.1 Interpolation Methods 
1. The method of inverse distance to a power was the simplest of the six 
techniques conceptually. It performed well in the two terrain situations. 
With exception to the combined method, inverse distance to a power 
gave the best results in test site1 (Table 8.2) however, in test site2, the 
method seen to have the worst performance in estimating its precision.  
2. Kriging is the most complicated interpolation method conceptionally. It 
requires the knowledge of geostatistical technique that attempt to 
optimize interpolation by incorporating the spatial variation into a 
function known as vairogram. The method gave consistently good 
results in the two terrains (Table 8.2).  
3. Minimum Curvature method gave poor performance in test site1 (Table 
8.2). The performance of the method improved compared to the other 
methods as we move   from test site1 to test site2. 
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4. Modified Shepard's method gave the poorest estimate of precision in test 
site1 (Table 8.2). The performance of the method improved in test site2 
as the data   become sparser. 
5. Radial Basis Function interpolation is almost identical to Kriging method. 
The method performs well in estimating its precision in the two test sites 
(Table 8.2). 
6. The method of Triangulation which interpolate the values of the grid 
nodes from a triangular facets gave poor performance in the two test 
sites compared to the tested methods in these terrains. The precision 
estimates are also poor. 
7. The combined method that consist of a combination of surface fitting and 
collocation methods applied in the two sites gave improved results 
compared to all interpolation methods tested (Table 8.2). The 
covariance functions and the second order polynomial function of 
surface representation used in these terrains were felt adequate. 
Although the method requires considerable computational time, its 
estimate of precision is the best.  
9.2 Conclusions 
Based on the performances of the tested interpolation methods in the two 
variable terrains, the following conclusions can be drawn: 
1. The use of the existing interpolation methods in a variable and 
mountainous terrain is not appropriate particularly when a high precision 
model is to be generated. 
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2. The increase in the density of the sample points does not significantly 
contribute to the precision of the interpolation methods. 
3. Precision of the interpolation methods decline as the sample data become 
sparser. 
4. The combined method provides the best interpolation method in a variable 
terrain. This superior performance is due to the fact that the correlations 
of measured heights at observation and predicted points were modelled 
through a covariance function.  
5. The use of a local covariance function which is extended over a limited 
area around the interpolated point is appropriate in modelling the 
variations in the measured values. 
6. The rapid decrease in the values of the coefficients of the mathematical 
representation of the covariance function shows that the contribution of 
high order polynomial to the values of covariance function is little. From 
a quantitative point of view, these results led to the conclusion that if used 
in approximating the covariance functions, the second order polynomial 




The evaluation of the combined method and six common interpolation 
methods chosen is a simplified one. Based on this and the work already done, 
further work can be carried out along the following lines: 
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The fact that the accuracy of the interpolation of the grid nodes in the digital 
terrain model is a subject of terrain complexity, the performance of the 
combined method and the six chosen interpolation methods in a mountainous 
terrain should be investigated.  
(1) This point is worth considering in future work which might lead to a 
conclusion of which method or methods are appropriate in different 
terrain types. 
 
(2) So far, the tests carried out use polynomial functions as a 
mathematical approximation of the covariance function. However, the 
rapid decrease in the values of the coefficients of the polynomial, 
which may possibly result in a function that does not model the 
variations properly, it become necessary to design approximate 
functions that can be used to compute the covariance matrices other 
than the polynomial function. 
 
(3) The tests carried out are based on five sample points around the 
interpolated point. More tests are needed using less or more sample 
points and different height variations. These may give some indication 
of the limitations of the combined method. 
 
(4) The values of the tests obtained are computed using two different 
packages. The development of a complete programme to handle the 














































BIBLIOGRAPHY AND REFERENCES 
 
 
Abdul Rahman (1992), Triangular Network In Digital Terrain Relief Modelling. M. 
Sc. Thesis, ITC, Enschede, The Netherlands. 
 
Akima, H. (1978), A Method of Bivariate Interpolation and Smooth Surface Fitting 
for Irregularly distributed data points. ACM Transactions on Mathematical Software, 
4(2), 148-159. 
 
Balmino, G. (1977), Introduction to Least- Squares Collocation. Approximation 
Methods in Geodesy ;  Lectures Delivered on Mathematical Methods in Physical 
Geodesy at the second International Summer School in the Mountains, Ramsau, 
Austria, August 28-Septembr 2, 1977. 
 
Bolastad P.V. and Stowe T. (1994), An evaluation of DEM accuracy: elevation, slope 
and aspect. Photo. Eng. and Remote Sensing 60(11), 1327-1332. 
 
Briggs, i.c. (1974), ''Machine Contouring Using Minimum Curvature,'' 
Geophysics,v.39,n.1, p.39-48 
 
Brown D.G. and Bara J.J. (1994), Recognition and reduction of systematic error in 
elevation and derivative surfaces from 7.5 minute DEMs. Photo . Eng. Remote 
Sensing 60 (2), 189 – 194. 
 
Carison, R. E., and  Foly, T.A. (1991a), '' Radial  Basis  Method on Track Data, '' 
Larwrence Livemore National Laboratory, UCRL-JC-1074238. 
 
Cebrian, J.A., J.E.Mower and D. M.Mark, (1985), Analysis and Display of Digital 
Elevation Models withina Quadtree-based Geographic Information System. 
Proceedings of AUTOCARTO 7 DigitalRepresentation of Spatial Knowledge, pp 55-
64. 
135 
Chan, Z.T., and W.R. Tobler, (1986), Quadtree Representation of Digital Terrain. 
Proceedings of AUTOCARTO LONDON, m. Blakemore (ed.) Vol. 1, pp. 475-484. 
 
Craig R.G. (1982), Criteria for constructing optimal digital terain models In R. G. 
Craig and J. L. Craft (eds) Applied Geomorphology, George, Allen and Unwin, 
London, 108-130. 
 
Cressie, N. A. C.(1990), ''The Origin of Kriging,'' Mathematical Geology, v. 22, p. 
239-252. 
 
Cressie, N. A. C.(1990),  '' Statistic for Spatial Data, John wiley and Sons, Inc, New 
York, 900 pp. 
 
Davis, J.C. (1986), Statistics and Data Analysis in Geology, 2nd edition. Wiley, New 
York, 646 pp. 
 
Desmet P.J.J. (1997), Effect of interpolation errors on the analysis of DEMs. Earth 
Surface Processes and Landforms 22, 563-580. 
 
Desmet, O.J.J. (1997), Effect of interpolation errors on the analysis of DEMs. Earth 
Surface Process and Landforms 22,53-580. 
 
Deutsch, C., and Journel, A.G. (1992), GSLB Geostatistical Handbook. Oxford 
University Press, New York 
 
Ebner H. and Reiss, P. (1984), Experience with height interpolation by finite 
elements. Photogrammetric Engineering and Remote Sensing 50(2) 177-182. 
Ehlschlaeger C.R. and Shortridge A.M. (1996) Modeling Uncertainty in Elevation 
Data for Geographical Analysis. Proceedings of the 7th International Symposium on 





FelicismoA.M. (1994), Parametric statistical method for error detection in digital 
elevation models. ISPR. J. Photogrammetry and Remote Sensing 49 (4), 29-33. 
Franke,R.(1982), '' Scattered Data Interpolation: Test of Some Methods'', 
Mathematics of Computations,v.33,n.157,p.181-200. 
  
Franke, R. J.(1988), '' Smooth Interpolation of Large Sets of Scattered Data,'' 
International Journal for Numerical Methods in Engineering, v. 15, p. 1691-1704. 
 
Gao J. (1995), Comparison of sampling schemes in constructing DTMs from 
topographic maps. ITC Journal 1995-1, 18-22. 
 
Gao J. (1997), Resolution and accuracy of terrain representation by grid DEMs at a 
microscale. Int. J. Geographical Information Science 11 (2) , 199-212. 
 
Guibas, L., and J. Stolfi (1985), '' Primitives for the Manipulation of General 
Subdivisions and the Computation of Voronoi Diagrams,'' ACM Transactions on 
Graphics.v.4,n.2,p.74-123. 
 
Hannah M.J. (1981), Error detection and correction in digital terrain models. Photo. 
Eng. Remote Sensing 47 (1) , 63-69. 
 
Hunter G. J. and Pumar M. F. (1997), Modeling the uncertaintly of slope and aspect 
estimates derved from spatial databases. Geog. Analysis 29 (1),   35-49. 
 
Huss R. E. and Pumar M.A. (1997) Effects of database errors on intervisibility to 
Terrain and Climate Analysis. In  Goodchild M.F., Parks B.O. and Steyaert L.T. (eds) 
Environmental modeling with GIS. 392-399. Oxford, Oxford University Press. 
 
Isaaks,E.H., and Srivastava, R. M. (1989), An introduction to Applied Geostatistics. 
Oxford University Press, New York, 561 pp. 
 
Jancaitis, J.R., and J.L. Junkins, 1973. Modelling Irregular Surfaces, 
Photogrammetric Engineering and Remote Sensing Vol. 39, pp. 413-420. 
137 
Krarup, T. (1969), A contribution to the Mathematical Foundation of Physical 
Geodesy. Publication No. 44, Danish Geodetic Institute, Copenhagen. 
 
Krige D.G. (1951), Astatistical approach to some basic mine valuation problems on 
the Witwatersrand. J. Chem. Metall. Min. Soc. S. Afr., 52,119-139. 
 
Kubik K and Botman A.G. (1976), Interpolation accuacy for topographic and 
geological surfaces.ITC Journal 1976 -1, 236-274. 
 
Kumler M.P. (1994), An intensive comparison of Triangulated Irregular Networks 
(TINs) and Digital Elevation Models (DEMs). Cartographica 31 (2) (Special issue). 
 
Lawson,C. L. (1977),''Software for C1 surface interpolation,'' in Mathematical 
Software III, J. Rice (ed.), Academic press, New York, p.161-193. 
 
Leberl, F. W. and Olsen, D. (1982), Raster scanning for operational digitizing of 
graphic data. Photogrammetric Engineering and Remote Sensing 48(4) 615-627. 
 
Lee, D. T., and Schachter,B.J. (1980), '' Two Algorithm for Constructing a Delaunay 
Triangulation,'' International Journal of Computer and Information Sciences, v.9, n.3, 
p.219-242. 
 
Lee, J. (1991), Comparison of existing methods for building triangular irregular 
network models of terrain models. International Journal of Geograghical Information 
System, 5: 267-285. 
 
Ley R. G. (1986), Accuracy assessment of digital terrain models. In Proc. AutoCarto 
London, volume 1, 455-464, AutoCarto London, London. 
 
Li Z. (1993a), Theoretical models of the accuracy of digital terrain models: An 




Li Z. (1993b), Mathematical models of the accuracy of digital terrain model surfaces 
linearly constructed from square gridded data. Photogrammetric Record 14(81): 661-
673 
 
Li Z. (1994), A comparative study of the accuracy of digital terrain models (DTMs) 
based on various data models. ISPRS Journal of Photogrammetry and Remote Sensing 
49 (1) : 2-11 
 
Li Z. (1991), Elfects of check points on the reliablity of DTM accuracy estimates 
obtained from experimental tests. Photo. Eng. and  Remote Sensing 57 (10), 1333-
1340. 
 
Li Z. (1997) A comparative study of the accuracy of digitial terrain models (DTMs) 
based on various data models. ISPRS J. Photo Rem. Sens. 49 (1),  2-11. 
 
Lopez (1997), Locating some types of random errors in Digital Terrain Models. Int.J. 
Geographical Information Science 11(7),677-698. 
  
Makarovic, B. (1977), Composite sampling for DTMs. ITC Journal, 1977-3, pp, 406-
433. 
Makarovic, B., (1973), Progressive sampling for digital terrain models. ITC Journal, 
1873-3, pp. 397-416. 
Makarovic, B. (1977), Amended strategy for progressive sampling. ITC Journal 
1975-1, 117-128. 
 
Mark, D.M., (1976), C oncpt of ‘Data Structure’ For Digital Terrain Models, 
American Society for  Photogrammetry (ASP)- ACSM Proceedings of Digital Terrain 
Models (DTM) Symposium, St. Louis, pp. 24-31. 
 
Mark, D.M., (1976), Concept of  Data Structure For Digital Terrain Models.American 
Society forPhotogrammetry (ASP)-ACSM Proceedings of Digital Terrain Models 
(DTM) Symposium, St. Louis, pp. 24-31. 
 
139 
Mc Cullagh, M.J. (1983a), 'If you're sitting comfortablly we'll begin'. Workshop Notes 
on Terrain Modelling, Australian Computing Society, Siren Systems, 158pp.  
 
McKenna, D.G., (1987), The Inward Spiral Method: An Improved TIN Generation 
Technique and Datas Structure for Land Planning Applications. 
 
Miller, C. and La Flame, R.A. (1958), The digital terrain model- theory and 
applications. Photogrammetric Engineering, 24(3) 433-442. 
 
Mirante, A. and Weingarten, N. (1982), The radial sweep algorithm for constructing 
triangulated irregular networks. IEEE computer G raphics and Applications 2 (3) 11-
21. 
 
Monckton, C. (1994), An investigation into the spatial structure of error in digital 
elevation data In: Innovations in GIS 1. Taylor and Francis, London, pp 201-211. 
 
Moritz, H. (1972), Advanced Least Squares Methods . Report No. 175, Department of 
Geodetic Science, The Ohio State University, Columbus, Ohio. 
 
Moritz, H. (1970), ''A Generalized Least Squares Model'' Studia Geophsica et 
Geodetica, 14, (pp.353-362). 
 
Moritz, H. (1973), '' Elements of Collocation''. Lecture Notes on Mathematical 
Methods in Physical Geodesy, International Summer School in the Mountains, 
Ramsau, Austria. 
 
Moritz, H. (1980), '' Advanced Physical Geodesy'' Herbert Wichmann Verlag, West 
Germany. 
 
Olea, R.A. (1974), Optimal contour mapping using Universal Kriging. Journal of 




 Peter A. Burrough and Rachael A. Mc Donnell,(1998), Principles of Geographical 
Information Systems, Oxford University Press Inc., New York. 
 
Peucker, T.K., (1978), Data Structures for Digital Terrain Models: Discussion and 
Comparison. Ist.Int. Advanced Study Symposium on Topological Data Structures for 
Geographical Information Systems, Harvard paper on Geographical Information 
Systems, Edited by G.Dutton, Vol. 5. 
 
Petrie, G. (1990), Photogrammetric methods of data acquisition for terrain modelling. 
In:  Petrie G, Kennie TJM (eds) Terrain modeling in Surveying and Engineering. 
Whittles Publishing Services, Caithness, pp 26-48. 
 
Petrie G, Kennie TJM (eds) Terrain Modeling in Surveying and Engineering. Whittles 
Publishing Services, Caithness, pp 315-336 
 
Peucker, T.K., R.J.Fowler, J.J.Little, and D.M. Mark, (1978), The Triangulated 
Irregular Network. American Society for Photogrammetry (ASP)-ACSM Proceedings 
of Digital Terrain Models (DTM) symposium, St, Louis, pp G. Petrie and T.J.M. 
Kennie, Whittles Publishing, pp. 26-48. 
 
Pilouk, M., (1992) Fidelity Improvement of DTM from Contours, M. sc. Thesis, ITC, 
Enschede, TheNetherlands. 
 
Polidori L., Chorowicz  J. and Guillande R. (1991),  Description of terrain as a fractal 
surface and application to digital elevation model quality assessment. Photo. Eng. and 
Remote Sensing 57 (10), 1329-1332. 
 
Press,W.H.F., Flannery, B.P., Teukolsky,S.A., and Vettering, W.T.(1988), Numerical 
Recipes in C, Cambridge University Press. 
 
Rees W. G. (2000), The accuracy of Digital Elevation Models interpolated to higher 
resolutions. Int. J. Remote Sensing 21 (1), 7-20. 
141 
Renka,R. J. (1988), '' Multivariate Interpolation of large Sets of Scattered Data,'' ACM 
Transaction on Mathematical Software, v. 14, n. 2, p.139-148. 
 
Robinson G. J. (1994), The accuacy of digital elevation models derived from digitised 
contour data. Photogrammetric Record 14(83), 805-814. 
 
Samet, H., (1984), The Quadtree and Related Hierarchical Data structures. ACM 
Computing Survey, Vol.16, No. 2, pp. 167-260. 
 
Schmutter B. and Doytser Y. (1990), DTM accuracy estimates. Proceedings, 4th 
Inernational Symposium on Spatial Data Handling, Columbus, Ohio,    263-272. 
 
Shepard D (1968), A two dimensional interpolation function for irregularly spaced 
data. In :   Proceeding 23rd National Conference ACM. Brandon/Systems Press, 
Princeton, pp 517-523. 
 
Smith, W. H. F., and Wessel, P. (1990), '' Gridding with Continuous Curvature 
Splines in Tension,'' Geophysics, v. 55,n.3, p. 293-305. 
 
Torlegard K, Ostman A, Lindgren R (1987) A comparative test of 
photogrammetrically sampled digital elevation models. Transactions of the Royal 
Institute of Technology, Photogrammetric Reports Nr 53, Sweden.  
 
Vanicek, P. (1974), '' Introduction to Adjustment Calculas''. Lecture Notes No. 35, 
Departementof Surveying Engineering, U.N.B., Federiction 
 
Walker J. P. and Willgoose G. R. (1999) On the effect of digital elevation model 
accuracy on hydrology and geomorphology water Resources Research 35 (7), 2259-
2268. 
 
Wang K. and Lo C-p (1999) An assessment of the accuracy of Triangulated Irreegular 
Networks (TINs) and Lattices in ARC/INFO. Transactions in GIS 3(2), 161-174. 
 
142 
Weibel, R., and M.Heller, (1991), Digital Terrain Modelling, In: 
Geographical Information Systems, Vol. 1 : Principles, (Ed), D.J.Maguire, M.F.. 
Goodchild, and D.W.Rhind. Longman Scien. Publishing, pp 269-297. 
 
Weibel R. and BrSndli M. (1995) Adaptive methods for the refinement of digital 
terrain models for geomorphic applications. Z. Geomorph N.F. Suppl.Bd. 101, 130-30  
 
Weibel R. and Heller M. (1991) Digitl Terrain Modelling. In Maguire D.J., Goodchild 
M.F. and Rhind D.W. (eds) Geographical Information Systems, Volume 1, 269-297. 
Longman, Harlow 
 
Wempfli, K., and A. M. Tuladhar, (1991), Lecture Notes on Digital Terrain 
Modelling, PHM 120. ITCPublication, Enschede, The  Netherlands. P. 80. 
 
Wolock D.M. and price C.V. (1994), Effects of Digital Elevation Model map scale 
and data resolution on a topography-based watershed model. Water Resources 
Research 30 (11), 3041-3052. Wood, J.D. and Fisher P.F. (1993), Assessing 
interpolation accuracy in elevation models. IEEE Comp. Graphics and Applications 
13 (2), 48-56. 
 
Wood, J.D. (1994), Visualizing contour interpolation accuracy in Digital Elevation 
Models. In Hearnshaw H.M. and Unwin D.J. (eds) Visualization in Geographic 
Information Systems, Wiley, Chichester, 168-180. 
 
Wood J, Fisher P (1993), Assessing interpolation accuracy in elevation models. IEEE 
Computer Graphics and Applications 13 (2) : 48-56 
 
Wood J.D. and Fisher P.F. (1993) Assessing interpolation accuracy in elevation 













































Consider the simple case of least squares prediction. Referring to Fig A1, let 
U1 be a vector of known heights at points 1, 2, 3, etc. and U2 be the unknown 
values of heights at a, b, c, etc. It is emphasized that we are not here 
concerned with measurement errors, i.e. U1 is perfectly known, but it is 
required to estimate U2. 
 






                                   Fig A.1 Position of known and unknown data points 
                                      
 
Any linear estimates of U2, say Û2, must be of the form 
 
                                   Û2 =Q U1                                                              (A.1) 
Where 
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Let e* be the true error of the estimate Û2, then 
 
                             e* = Û2 –U2                                                              (A.2) 
 
and substituting (A.1) in (A.2) we have 
 
                             e* = Q U1 –U2                                                           (A.3) 
 
Which can be rewritten as 
 






UIQe                                                      (A.4) 
Then applying the propagation of error law to (A.4) we obtain the covariance 
matrix of e* 
 













1211                                         (A.5)            
                                                        
Which multiplies out to  
 
                        Ce* = Q C11 QT- QC12- C21QT+ C22                            (A.6) 
and reorders to 
 
                        Ce* = C22+QC11QT-  QC12- C21QT                              (A.7)  
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Now C21C-111C12  is subtracted and added to (A.7) to yield  
 
      Ce*=C22–C21C-111C12+QC11QT–QC12–C21QT+C21C-111C12            (A.8) 
 
Since ICC =−11111  (A.8) can be written in the expanded form as  
 
  Ce*=C22–C21 111
−C  C12+QC11QT–QC11 111
−C  C12–C21C11 111
−C  QT 
 
           +C21 111
−C C11 111
−C C12                                                                 (A.9) 
 
Which after putting C12= TC21 , becomes  
           
 Ce*=C22 – C21 111
−C  TC21 + (Q – C21
1
11
−C  )C11(Q – C21 111
−C  )T               (A.10) 
 
 
Writing (A.10) as the sum of two matrices, yield 
 
                               Ce* = F + G                                                           (A.11) 
 
Where 
                              F = C22 – C21 111
−C  TC21                                            (A.12) 
and 
                             G = (Q – C21 111
−C  ) C11 (Q – C21 111
−C  )T                     (A.13) 
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Hence we have derived an expression for the precision of any linear estimate, 
Û2, of U2. We now pose the question: What choice of Q in (A.1) will result in 
the best estimate of Z2. 
Examination of (A.12) shows that F is independent of Q; hence we are only 
concerned with the effect of Q on G in (A.13). In fact any choice of Q will 
yield a matrix G with non-negative diagonal elements. This is because the ith 
diagonal element of G in (A.13) is given by the quadratic form 
 
                      Gii = gC11gT                                                                    (A.14) 
 
Where g is the ith row of (Q – C21 111
−C ) and C11 is positive- definite. Hence 
any choice of Q will make variances of the error in each element of 2Ζˆ  equal 
to or larger than the diagonal elements of F. The minimum variance estimate 
will therefore be obtained when G is a null matrix, i.e. 
                     
                     Q – C21 111
−C  =0                                                                  (A.15) 
Or 
                      Q= C21 111
−C                                                                      (A.16) 
 
Substituting (A.16) in (A.1) gives the best (in the sense of minimum 
variance) linear estimate of U2 as  
                         Û2 = C21 111
−C   U1                                                   (A.17) 
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Which because of its minimum variance property is also termed the least 
squares estimate. (A.17) is often written in the following manner for the 
prediction of U at any particular computation point P: 
 
                                                                                       


















































           (A.18)                              
                              
 
Where  
 Cpi represents the vector of covariances between point P and the ith data 
point; 
Z1, Z2,......,Zn are values of the height at the data points (1,2,3,…..,n); and  
1
11
−C is the covariance matrix of the distance between data points. 
The standard error of the least squares prediction  2pm  is given as 
 









12                                              (A.19) 
 































































2      (A.20) 
 
Where  
          Co is the value of the covariance function  C(d) at distance d=0. 
 
In the same way the error covariance in points P and Q is given as: 
 









1σ                                       (A.21) 































































By these two formulae, the error covariance function fo least squares 
prediction is given, so that PZˆ  and its precision can be calculated at the same 
time. 
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The main advantage of least squares prediction is that it permits a systematic, 
purely numerical processing of height data. The formula applies to both 
interpolation and extrapolation, so that height data make no difference in the 





























Regionalized variable theory assumes that the spatial variation of any 
variable can be expressed as the sum of three major component, Fig 
B.1.These are (a) a structural component, having a constant mean or trend; 
(b) a random, but spatially correlated component, known as the variation of 
the regionalized variable, and (c) a spatially uncorrelated random noise or 
residual error term. 













                                                                                                  Average behavior 
                                                                                                  Random uncorrelated      
                                                                                                  Spatially correlated 
 
                  Fig B.1 Components of Regionalized Variables (Peter and Rachael, 1998) 
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Let x be a position of 1, 2, or 3 dimensions. Then the value of a random 
variable Z at x is given by  
                      
                                    Z(x)= m(x)+ε ′ (x) +ε ′′                                                       B.1 
Where 
 m(x) is a deterministic function describing the 'structural' component of Z at 
x; ε ′ (x) is the term denoting the stochastic, locally varying but spatially 
dependent residuals from m(x) (the regionalized variable), and ε ′′  is a 
residual, spatially independent Gaussian noise term having zero mean and 
variance 2σ . Note the use of the capital letter to indicate that Z is a random 
function and not a measured attribute z. 
 
The first step is to decide on a suitable function for m(x). In the simplest case, 
where no trend or drift is present, m(x) equals the mean value in the sampling 
area and the average or expected difference between any two x and x+h 
separated by a distance vector h, will be zero: 
 
                E [Z(x)-Z(x+h)] =0                                                            B.2 
 
Where Z(x), Z(x+h) are the values of a random variable z at locations x, x+h. 
Also, it is assumed that the variance of differences depends only on the 
distance , h, between the sites, so that 
              )(2])}()([{])}()([{ 22 hhxxEhxZxZE γεε =+′−′=+−                        B.3 
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Where )(hγ is known as the semivariance. 
The two components, stationarity of difference and variance of differences, 
define the requirements for intrinsic hypothesis of regionalized variable 
theory.  
This means that once structural effects have been accounted for, the 
remaining variation is homogeneous in its variation so that differences 
between sites are merely a function of the distance between them. We can 
rewrite equation B.1 as: 
 
                 Z(x)= m(x)+ )(hγ +ε ′′                                                    B.4 
 
in order to show that ε ′ (x) is now being represented by )(hγ . 
 
If the conditions specified by intrinsic hypothesis are fulfilled, the 
semivariance can be estimated from the sampled data as: 










1)(γˆ                                       B.5 
 
Where n is the number of pairs of sample points of observations of the values 
of attribute z separated by distance h. A plot of )(ˆ hγ against h is known as the 
experimental variogram. The experimental variogram is the first step towards 
a quantitative description of the regionalized variation. The variogram 
provides useful information for interpolation, optimizing sampling and 




MEASURED DATA POINTS 
 
 
C.1 Hamadab  Data Points 
 
Point X(m)    Y(m) Z(m) 
1 401440 2063800 268.1 
2 401480 2063800 271.2 
3 401520 2063800 271.6 
4 401560 2063800 271.8 
5 401640 2063800 267.4 
6 401680 2063800 270.0 
7 401720 2063800 271.9 
8 401760 2063800 274.6 
9 401840 2063800 277.4 
10 401880 2063800 277.8 
11 401920 2063800 281.3 
12 401960 2063800 279.2 
13 402040 2063800 271.2 
14 402080 2063800 273.8 
15 402120 2063800 278.2 
16 402160 2063800 275.4 
17 402240 2063800 273.4 
18 402280 2063800 272.5 
19 402320 2063800 275.6 
20 402360 2063800 275.8 
21 402440 2063800 277.8 
22 402480 2063800 278.0 
23 402520 2063800 284.0 
24 402560 2063800 279.8 
25 401400 2063840 265.8 
26 401440 2063840 265.8 
27 401480 2063840 268.8 
28 401520 2063840 269.8 
29 401560 2063840 269.8 
30 401600 2063840 269.8 
31 401640 2063840 265.6 
32 401680 2063840 269.4 
33 401720 2063840 271.9 
34 401760 2063840 273.8 
35 401800 2063840 272.8 
36 401840 2063840 273.6 
37 401880 2063840 273.5 
38 401920 2063840 275.4 
39 401960 2063840 280.2 
40 402000 2063840 277.4 
154 
Point   X(m)  Y(m) Z(m) 
41 402040 2063840 274.0 
42 402080 2063840 274.0 
43 402120 2063840 278.0 
44 402160 2063840 275.6 
45 402200 2063840 275.0 
46 402240 2063840 275.1 
47 402280 2063840 275.1 
48 402320 2063840 278.6 
49 402360 2063840 278.0 
50 402400 2063840 280.1 
51 402440 2063840 278.5 
52 402480 2063840 282.1 
53 402520 2063840 285.6 
54 402560 2063840 282.8 
55 402600 2063840 286.6 
56 401400 2063880 261.1 
57 401440 2063880 266.2 
58 401480 2063880 268.0 
59 401520 2063880 268.1 
60 401560 2063880 266.0 
61 401600 2063880 268.0 
62 401640 2063880 270.0 
63 401680 2063880 270.2 
64 401720 2063880 271.4 
65 401760 2063880 273.6 
66 401800 2063880 269.0 
67 401840 2063880 273.2 
68 401880 2063880 276.1 
69 401920 2063880 277.2 
70 401960 2063880 276.0 
71 402000 2063880 273.6 
72 402040 2063880 271.4 
73 402080 2063880 270.3 
74 402120 2063880 273.6 
75 402160 2063880 274.0 
76 402200 2063880 274.5 
77 402240 2063880 275.1 
78 402280 2063880 277.6 
79 402320 2063880 277.8 
80 402360 2063880 277.4 
81 402400 2063880 278.3 
82 402440 2063880 278.3 
83 402480 2063880 280.0 
84 402520 2063880 285.6 
85 402560 2063880 290.1 
 
155 
Point   X(m)  Y(m) Z(m) 
86 402600 2063880 290.2 
87 401400 2063920 263.8 
88 401440 2063920 263.5 
89 401480 2063920 284.0 
90 401520 2063920 264.4 
91 401560 2063920 264.6 
92 401600 2063920 264.8 
93 401640 2063920 265.6 
94 401680 2063920 268.9 
95 401720 2063920 268.8 
96 401760 2063920 268.9 
97 401800 2063920 268.6 
98 401840 2063920 268.2 
99 401880 2063920 266.9 
100 401920 2063920 275.0 
101 401960 2063920 270.2 
102 402000 2063920 270.2 
103 402040 2063920 275.2 
104 402080 2063920 275.2 
105 402120 2063920 275.2 
106 402160 2063920 275.3 
107 402200 2063920 273.5 
108 402240 2063920 273.1 
109 402280 2063920 273.2 
110 402320 2063920 275.8 
111 402360 2063920 277.6 
112 402400 2063920 278.0 
113 402440 2063920 278.6 
114 402480 2063920 280.0 
115 402520 2063920 282.1 
116 402560 2063920 281.5 
117 402600 2063960 288.3 
118 401400 2063960 262.0 
119 401440 2063960 261.5 
120 401480 2063960 261.3 
121 401520 2063960 266.4 
122 401560 2063960 266.8 
123 401600 2063960 266.0 
124 401640 2063960 265.4 
125 401680 2063960 267.5 
126 401720 2063960 268.0 
127 401760 2063960 268.0 
128 401800 2063960 269.6 
129 401840 2063960 270.0 
130 401880 2063960 273.4 
 
156 
Point X(m) Y(m) Z(m) 
131 401920 2063960 275.2 
132 401960 2063960 274.0 
133 402000 2063960 271.8 
134 402040 2063960 274.8 
135 402080 2063960 276.0 
136 402120 2063960 275.8 
137 402160 2063960 275.5 
138 402200 2063960 280.4 
139 402240 2063960 280.0 
140 402280 2063960 280.8 
141 402320 2063960 281.4 
142 402360 2063960 280.6 
143 402400 2063960 280.0 
144 402440 2063960 280.0 
145 402480 2063960 282.0 
146 402520 2063960 278.6 
147 402560 2063960 279.8 
148 402600 2063960 284.0 
149 401440 2064000 263.0 
150 401480 2064000 265.0 
151 401520 2064000 267.4 
152 401560 2064000 268.6 
153 401640 2064000 267.2 
154 401680 2064000 270.0 
155 401720 2064000 269.3 
156 401760 2064000 273.6 
157 401840 2064000 269.8 
158 401880 2064000 270.8 
159 401920 2064000 271.5 
160 401960 2064000 272.6 
161 402040 2064000 271.9 
162 402080 2064000 275.8 
163 402120 2064000 277.0 
164 402160 2064000 275.8 
165 402240 2064000 281.8 
166 402280 2064000 283.8 
167 402320 2064000 283.6 
168 402360 2064000 284.0 
169 402440 2064000 284.8 
170 402480 2064000 287.9 
171 402520 2064000 280.0 
172 402560 2064000 282.5 
173 402600 2064040 267.4 
174 401440 2064040 268.1 
175 401480 2064040 270.6 
 
157 
Point X(m)  Y(m) Z(m) 
176 401520 2064040 270.8 
177 401560 2064040 269.5 
178 401640 2064040 271.2 
179 401680 2064040 270.0 
180 401720 2064040 274.0 
181 401760 2064040 278.0 
182 401840 2064040 275.8 
183 401880 2064040 271.6 
184 401920 2064040 270.3 
185 401960 2064040 269.5 
186 402040 2064040 272.5 
187 402080 2064040 272.8 
188 402120 2064040 274.8 
189 402160 2064040 276.5 
190 402240 2064040 267.8 
191 402280 2064040 278.4 
192 402320 2064040 278.6 
193 402360 2064040 282.4 
194 402440 2064040 283.5 
195 402480 2064040 286.6 
196 402520 2064040 284.8 
197 402560 2064040 284.6 
198 402600 2064040 282.8 
199 401440 2064040 284.6 
200 402480 2064040 290.0 
201 402520 2064040 280.2 
202 402560 2064040 281.6 
203 402600 2064040 284.2 
204 401400 2064080 268.1 
205 401440 2064080 274.2 
206 401480 2064080 269.5 
207 401520 2064080 273.5 
208 401560 2064080 274.1 
209 401600 2064080 273.8 
210 401640 2064080 273.6 
211 401680 2064080 275.6 
212 401700 2064080 278.2 
213 401720 2064080 275.6 
214 401760 2064080 273.8 
215 401800 2064080 272.8 
216 401840 2064080 271.2 
217 401880 2064080 270.5 
218 401920 2064080 273.8 
219 401960 2064080 277.8 
220 402040 2064080 278.6 
 
158 
Point X(m)  Y(m)  Z(m) 
221 402080 2064080 281.5 
222 402120 2064080 284.6 
223 402160 2064080 282.8 
224 402200 2064080 283.6 
225 402240 2064080 283.8 
226 402280 2064080 282.0 
227 402320 2064080 286.0 
228 402360 2064080 285.6 
229 402400 2064080 284.6 
230 402440 2064080 282.1 
231 402480 2064080 284.0 
232 402520 2064080 290.8 
233 402560 2064080 290.0 
234 402600 2064080 292.0 
235 401400 2064120 276.9 
236 401440 2064120 270.0 
237 401480 2064120 271.9 
238 401520 2064120 273.8 
239 401560 2064120 280.0 
240 401600 2064120 275.8 
241 401640 2064120 276.0 
242 401680 2064120 282.0 
243 401720 2064120 279.6 
244 401760 2064120 277.4 
245 401800 2064120 275.6 
246 401840 2064120 274.8 
247 401880 2064120 273.2 
248 401920 2064120 271.4 
249 401960 2064120 274.0 
250 402000 2064120 277.8 
251 402040 2064120 277.4 
252 402080 2064120 281.6 
253 402120 2064120 285.1 
254 402160 2064120 286.1 
255 402200 2064120 285.3 
256 402240 2064120 284.3 
257 402280 2064120 286.1 
258 402320 2064120 288.0 
259 402360 2064120 284.0 
260 402400 2064120 285.2 
261 402440 2064120 286.8 
262 402480 2064120 286.0 
263 402520 2064120 294.8 
264 402560 2064120 298.3 
265 402600 2064120 286.3 
 
159 
Point X(m)   Y(m) Z(m) 
266 401400 2064160 269.4 
267 401440 2064160 267.3 
268 401480 2064160 270.0 
269 401520 2064160 277.4 
270 401560 2064160 282.0 
271 401600 2064160 284.0 
272 401640 2064160 284.6 
273 401680 2064160 281.6 
274 401720 2064160 279.6 
275 401760 2064160 278.0 
276 401800 2064160 275.6 
277 401840 2064160 2876.0 
278 401880 2064160 274.2 
279 401920 2064160 271.4 
280 401960 2064160 275.6 
281 402000 2064160 277.6 
282 402040 2064160 280.0 
283 402080 2064160 282.0 
284 402120 2064160 281.6 
285 402160 2064160 285.4 
286 402200 2064160 290.0 
287 402240 2064160 285.2 
288 402280 2064160 286.4 
289 402320 2064160 286.8 
290 402360 2064160 287.3 
291 402400 2064160 286.4 
292 402440 2064160 290.8 
293 402480 2064160 292.4 
294 402520 2064160 295.8 
295 402560 2064160 292.6 
296 402600 2064160 286.8 
297 401440 2064200 273.5 
298 401480 2064200 270.0 
299 401520 2064200 275.8 
300 401560 2064200 282.6 
301 401640 2064200 281.8 
302 401680 2064200 279.6 
303 401720 2064200 279.2 
304 401760 2064200 279.0 
305 401840 2064200 278.0 
306 401880 2064200 274.0 
307 401920 2064200 273.6 
308 401960 2064200 272.8 
309 402040 2064200 279.6 
310 402080 2064200 278.4 
 
160 
Point X(m)  Y(m)  Z(m) 
311 402120 2064200 281.5 
312 402160 2064200 285.4 
313 402240 2064200 285.5 
314 402280 2064200 284.9 
315 402320 2064200 288.2 
316 402360 2064200 290.0 
317 402440 2064200 291.5 
318 402480 2064200 296.8 
319 402520 2064200 294.8 
320 402560 2064200 288.4 
321 401400 2064240 282.0 
322 401440 2064240 282.0 
323 401480 2064240 274.0 
324 401520 2064240 281.5 
325 401560 2064240 280.0 
326 401600 2064240 282.6 
327 401640 2064240 279.6 
328 401680 2064240 279.6 
329 401720 2064240 279.4 
330 401760 2064240 279.2 
331 401800 2064240 280.0 
332 401840 2064240 281.2 
333 401880 2064240 276.4 
334 401920 2064240 275.3 
335 401960 2064240 274.2 
336 402000 2064240 274.8 
337 402040 2064240 276.2 
338 402080 2064240 280.0 
339 402120 2064240 281.9 
340 402160 2064240 284.1 
341 402200 2064240 259.2 
342 402240 2064240 291.4 
343 402280 2064240 291.8 
344 402320 2064240 290.0 
345 402360 2064240 288.6 
346 402400 2064240 288.2 
347 402440 2064240 291.8 
348 402480 2064240 298.0 
349 402520 2064240 292.0 
350 402560 2064240 288.2 
351 402600 2064240 286.2 
352 401400 2064280 270.8 
353 401440 2064280 282.0 
354 401480 2064280 278.8 
355 401520 2064280 280.0 
 
161 
Point X(m)  Y(m) Z(m) 
356 401560 2064280 282.0 
357 401600 2064280 278.1 
358 401640 2064280 278.0 
359 401680 2064280 278.1 
360 401720 2064280 279.5 
361 401760 2064280 283.1 
362 401800 2064280 286.2 
363 401840 2064280 282.4 
364 401880 2064280 280.2 
365 401920 2064280 277.4 
366 401960 2064280 274.8 
367 402000 2064280 274.4 
368 402040 2064280 279.5 
369 402080 2064280 282.1 
370 402120 2064280 282.6 
371 402160 2064280 282.7 
372 402200 2064280 286.4 
373 402240 2064280 290.0 
374 402280 2064280 296.4 
375 402320 2064280 294.2 
376 402360 2064280 291.4 
377 402400 2064280 289.6 
378 402440 2064280 294.3 
379 402480 2064280 292.5 
380 402520 2064280 288.6 
381 402560 2064280 287.8 
382 402600 2064280 290.6 
383 401400 2064320 271.8 
384 401440 2064320 275.6 
385 401480 2064320 282.0 
386 401520 2064320 275.8 
387 401560 2064320 270.0 
388 401600 2064320 275.4 
389 401640 2064320 274.8 
390 401680 2064320 278.8 
391 401720 2064320 280.0 
392 401760 2064320 284.0 
393 401800 2064320 286.0 
394 401840 2064320 284.6 
395 401880 2064320 280.2 
396 401920 2064320 282.1 
397 401960 2064320 278.0 
398 402000 2064320 276.8 
399 402040 2064320 276.6 
400 402080 2064320 279.5 
 
162 
Point X(m)  Y(m)  Z(m) 
401 402120 2064320 282.4 
402 402160 2064320 282.5 
403 402200 2064320 281.4 
404 402240 2064320 287.1 
405 402280 2064320 290.0 
406 402320 2064320 293.6 
407 402360 2064320 293.5 
408 402400 2064320 292.4 
409 402440 2064320 293.6 
410 402480 2064320 288.0 
411 402520 2064320 289.5 
412 402560 2064320 294.2 
413 402600 2064320 293.0 
414 401400 2064360 273.2 
415 401440 2064360 272.0 
416 401480 2064360 280.2 
417 401520 2064360 276.4 
418 401560 2064360 272.6 
419 401600 2064360 272.8 
420 401640 2064360 273.6 
421 401680 2064360 275.6 
422 401720 2064360 279.5 
423 401760 2064360 283.5 
424 401800 2064360 284.0 
425 401840 2064360 286.5 
426 401880 2064360 283.3 
427 401920 2064360 283.5 
428 401960 2064360 279.5 
429 402000 2064360 277.9 
430 402040 2064360 281.6 
431 402080 2064360 280.0 
432 402120 2064360 282.0 
433 402160 2064360 282.6 
434 402200 2064360 282.2 
435 402240 2064360 284.5 
436 402280 2064360 291.5 
437 402320 2064360 292.0 
438 402360 2064360 292.0 
439 402400 2064360 291.5 
440 402440 2064360 292.0 
441 402480 2064360 291.2 
442 402520 2064360 289.6 
443 402560 2064360 289.8 
444 402600 2064360 290.1 
445 401440 2064400 269.8 
 
163 
Point X(m)  Y(m)  Z(m) 
446 401480 2064400 275.5 
447 401520 2064400 270.0 
448 401560 2064400 270.0 
449 401640 2064400 274.2 
450 401680 2064400 276.2 
451 401720 2064400 276.0 
452 401760 2064400 278.2 
453 401840 2064400 282.8 
454 401880 2064400 282.0 
455 401920 2064400 284.6 
456 401960 2064400 280.0 
457 402040 2064400 284.4 
458 402080 2064400 282.5 
459 402120 2064400 282.3 
460 402160 2064400 285.6 
461 402240 2064400 283.4 
462 402280 2064400 287.5 
463 402320 2064400 289.8 
464 402360 2064400 293.8 
465 402440 2064400 296.6 
466 402480 2064400 293.5 
467 402520 2064400 293.6 
468 402560 2064400 289.9 
469 401400 2064440 270.0 
470 401440 2064440 267.5 
471 401480 2064440 269.5 
472 401520 2064440 267.9 
473 401560 2064440 270.0 
474 401600 2064440 274.0 
475 401640 2064440 273.8 
476 401680 2064440 273.8 
477 401720 2064440 273.6 
478 401760 2064440 275.4 
479 401800 2064440 276.8 
480 401840 2064440 279.6 
481 401880 2064440 278.2 
482 401920 2064440 279.6 
483 401960 2064440 281.8 
484 402000 2064440 281.2 
485 402040 2064440 282.5 
486 402080 2064440 282.6 
487 402120 2064440 284.0 
488 402160 2064440 284.3 
489 402200 2064440 286.0 
490 402240 2064440 287.4 
 
164 
Point X(m)   Y(m) Z(m) 
491 402280 2064440 286.2 
492 402320 2064440 287.1 
493 402360 2064440 290.8 
494 402400 2064440 295.8 
495 402440 2064440 300.0 
496 402480 2064440 296.0 
497 402520 2064440 291.8 
498 402560 2064440 293.2 
499 401600 2064440 292.8 
500 401400 2064480 268.8 
501 401440 2064480 267.5 
502 401480 2064480 267.4 
503 401520 2064480 276.5 
504 401560 2064480 278.0 
505 401600 2064480 275.6 
506 401640 2064480 276.0 
507 401680 2064480 272.5 
508 401720 2064480 274.8 
509 401760 2064480 276.0 
510 401800 2064480 276.0 
511 401840 2064480 277.6 
512 401880 2064480 276.8 
513 401920 2064480 278.8 
514 401960 2064480 279.6 
515 402000 2064480 281.9 
516 402040 2064480 286.4 
517 402080 2064480 286.9 
518 402120 2064480 286.6 
519 402160 2064480 283.1 
520 402200 2064480 284.6 
521 402240 2064480 288.0 
522 402280 2064480 288.0 
523 402320 2064480 287.4 
524 402360 2064480 286.0 
525 402400 2064480 294.0 
526 402440 2064480 294.8 
527 402480 2064480 297.4 
528 402520 2064480 297.4 
529 402560 2064480 295.1 
530 401600 2064480 293.8 
531 401400 2064520 264.8 
532 401440 2064520 265.6 
533 401480 2064520 267.8 
534 401520 2064520 274.8 
535 401560 2064520 286.0 
 
165 
Point  X(m)  Y(m) Z(m) 
536 401600 2064520 278.0 
537 401640 2064520 274.0 
538 401680 2064520 273.4 
539 401720 2064520 272.0 
540 401760 2064520 273.6 
541 401800 2064520 273.2 
542 401840 2064520 274.1 
543 401880 2064520 276.2 
544 401920 2064520 277.8 
545 401960 2064520 279.4 
546 402000 2064520 281.5 
547 402040 2064520 285.2 
548 402080 2064520 286.8 
549 402120 2064520 286.6 
550 402160 2064520 287.4 
551 402200 2064520 287.4 
552 402240 2064520 290.4 
553 402280 2064520 291.8 
554 402320 2064520 292.0 
555 402360 2064520 291.8 
556 402400 2064520 293.8 
557 402440 2064520 300.0 
558 402480 2064520 302.0 
559 402520 2064520 297.6 
560 402560 2064520 298.0 
561 401600 2064520 295.8 
562 401400 2064560 266.0 
563 401440 2064560 268.0 
564 401480 2064560 268.0 
565 401520 2064560 271.8 
566 401560 2064560 276.0 
567 401600 2064560 274.0 
568 401640 2064560 272.8 
569 401680 2064560 272.1 
570 401720 2064560 271.5 
571 401760 2064560 271.8 
572 401800 2064560 273.8 
573 401840 2064560 274.1 
574 401880 2064560 278.5 
575 401920 2064560 279.4 
576 401960 2064560 279.6 
577 402000 2064560 279.8 
578 402040 2064560 281.4 
579 402080 2064560 284.3 
580 402120 2064560 286.0 
 
166 
Point X(m)   Y(m)  Z(m) 
581 402160 2064560 284.8 
582 402200 2064560 284.8 
583 402240 2064560 287.2 
584 402280 2064560 290.0 
585 402320 2064560 292.0 
586 402360 2064560 292.0 
587 402400 2064560 295.5 
588 402440 2064560 298.0 
589 402480 2064560 300.2 
590 402520 2064560 300.0 
591 402560 2064560 298.5 
592 401600 2064560 296.0 
593 401440 2064600 276.8 
594 401480 2064600 276.6 
595 401520 2064600 269.2 
596 401560 2064600 270.1 
597 401640 2064600 276.9 
598 401680 2064600 267.6 
599 401720 2064600 268.6 
600 401760 2064600 270.0 
601 401840 2064600 271.5 
602 401880 2064600 275.2 
603 401920 2064600 276.0 
604 401960 2064600 279.5 
605 402040 2064600 280.8 
606 402080 2064600 282.5 
607 402120 2064600 286.4 
608 402160 2064600 288.0 
609 402240 2064600 286.0 
610 402280 2064600 290.4 
611 402320 2064600 290.2 
612 402360 2064600 290.9 
613 402440 2064600 294.4 
614 402480 2064600 298.9 
615 402520 2064600 300.0 
616 402560 2064600 298.9 
617 401400 2064640 263.5 
618 401440 2064640 265.5 
619 401480 2064640 261.8 
620 401520 2064640 266.0 
621 401560 2064640 268.5 
622 401600 2064640 266.0 
623 401640 2064640 276.5 
624 401680 2064640 270.2 
625 401720 2064640 271.5 
 
167 
Point X(m)  Y(m) Z(m) 
626 401760 2064640 274.0 
627 401800 2064640 267.8 
628 401840 2064640 275.8 
629 401880 2064640 275.2 
630 401920 2064640 275.3 
631 401960 2064640 279.2 
632 402000 2064640 281.4 
633 402040 2064640 282.6 
634 402080 2064640 288.5 
635 402120 2064640 286.4 
636 402160 2064640 289.5 
637 402200 2064640 292.6 
638 402240 2064640 291.8 
639 402280 2064640 294.0 
640 402320 2064640 291.8 
641 402360 2064640 292.0 
642 402400 2064640 292.0 
643 402440 2064640 296.0 
644 402480 2064640 299.5 
645 402520 2064640 300.0 
646 402560 2064640 298.6 
647 402600 2064640 300.0 
648 401400 2064680 266.8 
649 401440 2064680 265.6 
650 401480 2064680 266.0 
651 401520 2064680 267.8 
652 401560 2064680 266.6 
653 401600 2064680 268.0 
654 401640 2064680 267.9 
655 401680 2064680 270.0 
656 401720 2064680 273.6 
657 401760 2064680 275.5 
658 401800 2064680 280.0 
659 401840 2064680 280.0 
660 401880 2064680 283.4 
661 401920 2064680 278.0 
662 401960 2064680 279.5 
663 402000 2064680 279.1 
664 402040 2064680 280.6 
665 402080 2064680 282.8 
666 402120 2064680 286.9 
667 402160 2064680 290.8 
668 402200 2064680 292.5 
669 402240 2064680 294.0 
670 402280 2064680 293.3 
 
168 
Point X(m)  Y(m) Z(m) 
671 402320 2064680 292.0 
672 402360 2064680 292.0 
673 402400 2064680 296.0 
674 402440 2064680 296.0 
675 402480 2064680 304.0 
676 402520 2064680 302.0 
677 402560 2064680 300.0 
678 402600 2064680 298.0 
679 401400 2064720 266.5 
680 401440 2064720 268.8 
681 401480 2064720 266.5 
682 401520 2064720 268.8 
683 401560 2064720 268.0 
684 401600 2064720 272.8 
685 401640 2064720 271.6 
686 401680 2064720 272.5 
687 401720 2064720 271.6 
688 401760 2064720 274.0 
689 401800 2064720 279.5 
690 401840 2064720 285.5 
691 401880 2064720 285.6 
692 401920 2064720 283.1 
693 401960 2064720 282.2 
694 402000 2064720 280.5 
695 402040 2064720 280.6 
696 402080 2064720 281.9 
697 402120 2064720 284.0 
698 402160 2064720 287.5 
699 402200 2064720 286.0 
700 402240 2064720 290.0 
701 402280 2064720 288.5 
702 402320 2064720 291.6 
703 402360 2064720 294.0 
704 402400 2064720 295.8 
705 402440 2064720 302.0 
706 402480 2064720 306.0 
707 402520 2064720 301.9 
708 402560 2064720 299.6 
709 402600 2064720 300.0 
710 401400 2064760 268.5 
711 401440 2064760 268.4 
712 401480 2064760 268.2 
713 401520 2064760 269.8 
714 401560 2064760 271.2 
715 401600 2064760 272.3 
 
169 
Point   X(m)   Y(m)  Z(m) 
716 401640 2064760 274.8 
717 401680 2064760 271.6 
718 401720 2064760 271.6 
719 401760 2064760 274.6 
720 401800 2064760 279.4 
721 401840 2064760 278.0 
722 401880 2064760 284.8 
723 401920 2064760 280.1 
724 401960 2064760 283.2 
725 402000 2064760 281.5 
726 402040 2064760 280.0 
727 402080 2064760 280.0 
728 402120 2064760 281.9 
729 402160 2064760 283.9 
730 402200 2064760 286.9 
731 402240 2064760 290.5 
732 402280 2064760 287.1 
733 402320 2064760 288.3 
734 402360 2064760 292.0 
735 402400 2064760 295.5 
736 402440 2064760 298.0 
737 402480 2064760 302.4 
738 402520 2064760 304.5 
739 402560 2064760 300.0 
740 402600 2064760 300.0 
741 401440 2064800 270.1 
742 401480 2064800 270.2 
743 401520 2064800 271.5 
744 401560 2064800 276.2 
745 401640 2064800 275.4 
746 401680 2064800 272.4 
747 401720 2064800 275.6 
748 401760 2064800 275.4 
749 401840 2064800 277.6 
750 401880 2064800 279.4 
751 401920 2064800 281.6 
752 401960 2064800 282.4 
753 402040 2064800 282.6 
754 402080 2064800 282.8 
755 402120 2064800 282.0 
756 402160 2064800 286.2 
757 402240 2064800 285.5 
758 402280 2064800 286.8 
759 402320 2064800 290.0 
760 402360 2064800 291.6 
 
170 
Point X(m)   Y(m)  Z(m) 
761 402440 2064800 296.0 
762 402480 2064800 300.0 
763 402520 2064800 304.0 
764 402560 2064800 300.0 
765 401400 2064840 271.5 
766 401440 2064840 272.2 
767 401480 2064840 272.2 
768 401520 2064840 272.6 
769 401560 2064840 276.8 
770 401600 2064840 277.4 
771 401640 2064840 278.0 
772 401680 2064840 275.0 
773 401720 2064840 275.8 
774 401760 2064840 275.8 
775 401800 2064840 279.2 
776 401840 2064840 275.4 
777 401880 2064840 276.8 
778 401920 2064840 279.4 
779 401960 2064840 283.2 
780 402000 2064840 286.0 
781 402040 2064840 286.6 
782 402080 2064840 285.5 
783 402120 2064840 285.6 
784 402160 2064840 285.8 
785 402200 2064840 290.0 
786 402240 2064840 286.5 
787 402280 2064840 285.6 
788 402320 2064840 287.8 
789 402360 2064840 287.9 
790 402400 2064840 291.8 
791 402440 2064840 295.8 
792 402480 2064840 297.2 
793 402520 2064840 302.1 
794 402560 2064840 298.4 
795 401400 2064880 272.8 
796 401440 2064880 273.1 
797 401480 2064880 275.4 
798 401520 2064880 276.8 
799 401560 2064880 277.4 
800 401600 2064880 277.8 
801 401640 2064880 277.6 
802 401680 2064880 274.8 
803 401720 2064880 274.0 
804 401760 2064880 276.1 
805 401800 2064880 276.3 
 
171 
Point X(m)   Y(m) Z(m) 
806 401840 2064880 279.2 
807 401880 2064880 279.8 
808 401920 2064880 280.5 
809 401960 2064880 281.8 
810 402000 2064880 284.0 
811 402040 2064880 282.4 
812 402080 2064880 282.0 
813 402120 2064880 284.4 
814 402160 2064880 282.4 
815 402200 2064880 291.9 
816 402240 2064880 286.4 
817 402280 2064880 286.6 
818 402320 2064880 286.7 
819 402360 2064880 288.5 
820 402400 2064880 292.4 
821 402440 2064880 301.0 
822 402480 2064880 297.8 
823 402520 2064880 294.6 
824 402560 2064880 296.5 
825 402600 2064880 298.2 
826 401400 2064920 273.1 
827 401440 2064920 275.3 
828 401480 2064920 279.6 
829 401520 2064920 280.1 
830 401560 2064920 280.6 
831 401600 2064920 281.4 
832 401640 2064920 284.6 
833 401680 2064920 273.8 
834 401720 2064920 272.6 
835 401760 2064920 273.6 
836 401800 2064920 273.8 
837 401840 2064920 277.6 
838 401880 2064920 279.5 
839 401920 2064920 280.0 
840 401960 2064920 279.6 
841 402000 2064920 279.6 
842 402040 2064920 279.8 
843 402080 2064920 283.5 
844 402120 2064920 285.6 
845 402160 2064920 288.0 
846 402200 2064920 290.0 
847 402240 2064920 288.4 
848 402280 2064920 286.0 
849 402320 2064920 288.2 
850 402360 2064920 289.1 
 
172 
Point X(m)   Y(m)  Z(m) 
851 402400 2064920 292.8 
852 402440 2064920 291.6 
853 402480 2064920 298.4 
854 402520 2064920 298.0 
855 402560 2064920 293.6 
856 402600 2064920 298.0 
857 401400 2064960 273.5 
858 401440 2064960 273.8 
859 401480 2064960 294.9 
860 401520 2064960 275.8 
861 401560 2064960 275.6 
862 401600 2064960 279.6 
863 401640 2064960 278.9 
864 401680 2064960 278.3 
865 401720 2064960 272.8 
866 401760 2064960 274.0 
867 401800 2064960 276.5 
868 401840 2064960 278.0 
869 401880 2064960 277.4 
870 401920 2064960 277.6 
871 401960 2064960 277.8 
872 402000 2064960 278.8 
873 402040 2064960 282.4 
874 402080 2064960 281.6 
875 402120 2064960 283.4 
876 402160 2064960 287.6 
877 402200 2064960 288.4 
878 402240 2064960 285.6 
879 402280 2064960 283.5 
880 402320 2064960 288.3 
881 402360 2064960 290.6 
882 402400 2064960 291.6 
883 402440 2064960 294.1 
884 402480 2064960 294.0 
885 402520 2064960 296.2 
886 402560 2064960 291.4 
887 402600 2064960 295.6 
888 401440 2065000 274.5 
889 401480 2065000 274.4 
890 401520 2065000 274.1 
891 401560 2065000 273.8 
892 401640 2065000 271.8 
893 401680 2065000 271.3 
894 401720 2065000 273.6 
895 401760 2065000 272.5 
 
173 
Point X(m) Y(m) Z(m) 
896 401840 2065000 273.8 
897 401880 2065000 276.8 
898 401920 2065000 274.0 
899 401960 2065000 279.8 
900 402040 2065000 278.6 
901 402080 2065000 282.1 
902 402120 2065000 282.3 
903 402160 2065000 286.5 
904 402240 2065000 288.5 
905 402280 2065000 286.0 
906 402320 2065000 284.4 
907 402360 2065000 288.1 
908 402440 2065000 293.6 
909 402480 2065000 293.8 
910 402520 2065000 292.0 
911 402560 2063800 294.0 
912 401600 2063800 268.8 
913 401800 2063800 275.3 
914 402000 2063800 276.1 
915 402200 2063800 275.5 
916 402400 2063800 276.2 
917 402600 2063800 289.4 
918 401400 2063800 269.9 
919 401600 2064000 268.7 
920 401800 2064000 271.6 
921 402000 2064000 273.6 
922 402200 2064000 281.7 
923 402400 2064000 280.3 
924 402600 2064000 287.4 
925 401400 2064000 261.9 
926 401600 2064000 283.9 
927 401800 2064200 277.9 
928 402000 2064200 277.8 
929 402200 2064200 294.0 
930 402400 2064200 286.6 
931 402600 2064200 286.5 
932 401400 2064200 273.9 
933 401600 2064400 272.4 
934 401800 2064400 280.0 
935 402000 2064400 280.0 
936 402200 2064400 283.6 
937 402400 2064400 296.6 
938 402600 2064400 291.2 
939 401400 2064400 271.9 
940 401600 2064600 272.2 
 
174 
Point X(m) Y(m) Z(m) 
941 401800 2064600 277.8 
942 402000 2064600 278.4 
943 402200 2064600 288.5 
944 402400 2064600 292.2 
945 402600 2064600 295.6 
946 401400 2064600 263.9 
947 401600 2064800 270.0 
948 401800 2064800 276.6 
949 402000 2064800 273.8 
950 402200 2064800 284.9 
951 402400 2064800 289.2 
952 402600 2064800 294.4 
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C.2 Shendi Data Points: 
Point X(m) Y(m) Z(m) 
1 495200 1853000 478 
2 495400 1853000 474 
3 495600 1853000 473.5 
4 495800 1853000 472.8 
5 496200 1853000 472.1 
6 496400 1853000 472 
7 496600 1853000 472 .4 
8 496800 1853000 472.8 
9 497200 1853000 473.2 
10 497400 1853000 473 
11 497600 1853000 472.8 
12 497800 1853000 473.6 
13 498200 1853000 472.8 
14 498400 1853000 473.2 
15 498600 1853000 473.6 
16 498800 1853000 474 
17 499200 1853000 473 
18 499400 1853000 472.5 
19 499600 1853000 470 
20 499800 1853000 469.5 
21 500200 1853000 470.2 
22 500400 1853000 466.4 
23 500600 1853000 464 
24 500800 1853000 463.6 
25 495000 1853200 476.6 
26 495200 1853200 474.8 
27 495400 1853200 472.4 
28 495600 1853200 472.2 
29 495800 1853200 472 
30 496000 1853200 471.8 
31 496200 1853200 470.6 
32 496400 1853200 470.4 
33 496600 1853200 470.2 
34 496800 1853200 472.1 
35 497000 1853200 473.0 
36 497200 1853200 473.1 
37 497400 1853200 473.0 
38 497600 1853200 472.2 
39 497800 1853200 472.0 
40 498000 1853200 472.1 
41 498200 1853200 472.8 
42 498400 1853200 473.1 
43 498600 1853200 473.0 
44 498800 1853200 473.8 
45 499000 1853200 473.4 
176 
Point X(m) Y(m) Z(m) 
46 499200 1853200 473.0 
47 499400 1853200 470.0 
48 499600 1853200 471.0 
49 499800 1853200 471.2 
50 500000 1853200 472.0 
51 500200 1853200 469.0 
52 500400 1853200 466.0 
53 500600 1853200 464.0 
54 500800 1853200 462.5 
55 501000 1853200 460 
56 495000 1853600 470 
57 495200 1853600 469.8 
58 495400 1853600 467.4 
59 495600 1853600 468.6 
60 495800 1853600 468.8 
61 496000 1853600 470 
62 496200 1853600 471.2 
63 496400 1853600 472.4 
64 496600 1853600 472.8 
65 496800 1853600 473 
66 497000 1853600 474 
67 497200 1853600 474 
68 497400 1853600 474.1 
69 497600 1853600 474.1 
70 497800 1853600 473.6 
71 498000 1853600 473.2 
72 498200 1853600 472.2 
73 498400 1853600 471.1 
74 498600 1853600 470.4 
75 498800 1853600 474 
76 499000 1853600 478 
77 499200 1853600 480 
78 499400 1853600 483 
79 499600 1853600 474 
80 499800 1853600 472.2 
81 500000 1853600 472 
82 500200 1853600 466.8 
83 500400 1853600 466.8 
84 500600 1853600 463.5 
85 500800 1853600 460.2 
86 501000 1853600 458.8 
87 495200 1854400 468.2 
88 495400 1854400 468.4 
89 495600 1854400 468.8 
90 495800 1854400 470.8 
 
177 
Point X(m) Y(m) Z(m) 
91 496000 1854400 472.4 
92 496200 1854400 472.8 
93 496400 1854400 473 
94 496600 1854400 474.8 
95 496800 1854400 475 
96 497000 1854400 474.8 
97 497200 1854400 474.6 
98 497400 1854400 474.2 
99 497600 1854400 470 
100 497800 1854400 467.8 
101 498000 1854400 467.8 
102 498200 1854400 467.8 
103 498400 1854400 467.2 
104 498600 1854400 463.8 
105 498800 1854400 463.8 
106 499000 1854400 462.8 
107 499200 1854400 465.2 
108 499400 1854400 465.4 
109 499600 1854400 461. 6 
110 499800 1854400 456.8 
111 495000 1854400 468.4 
112 495200 1854400 468.2 
113 495400 1854400 467.6 
114 495600 1854400 467.2 
115 495800 1854400 467.4 
116 496000 1854400 467.6 
117 496200 1854400 467.6 
118 496400 1854400 467.7 
119 496600 1854400 467.8 
120 496800 1854400 470 
121 497000 1854400 472.5 
122 497200 1854400 474.2 
124 497600 1854400 473.6 
125 497800 1854400 472.6 
126 498000 1854400 472.8 
127 498200 1854400 472.4 
128 498400 1854400 467.8 
129 498600 1854400 467.8 
130 498800 1854400 467.8 
131 499000 1854400 467.8 
132 499200 1854400 465.5 
133 499400 1854400 463.8 
134 499600 1854400 463.6 




Point     X(m) Y(m) Z(m) 
136 500000 1854400 461.8 
137 500200 1854400 461.4 
138           500400 1854400 458.8 
139           500600 1854400 459.2 
140 500800 1854400 459.8 
141 501000 1854600 457.4 
142 495000 1854600 455.6 
143 495200 1854600 469.6 
144 495400 1854600 468.2 
145 495600 1854600 467.4 
146 495800 1854600 467.8 
147 496000 1854600 467.8 
148 496200 1854600 468 
149 496400 1854600 468.8. 
150 496600 1854600 470.2 
151 496800 1854600 472.8 
152 497000 1854400 473.4 
153 497200 1854400 472.8 
154 497400 1854400 472.8 
155 497600 1854400 472.4 
156 497800 1854400 470 
157 498000 1854600 467.4 
158 498200 1854600 466 
159 498400 1854600 465.4 
160 498600 1854600 465.6 
161 498800 1854600 463.8 
162 499000 1854600 462.8 
163 499200 1854600 461.8 
164 499400 1854600 461.6 
165 499600 1854600 461.2 
166 499800 1854600 461 
167 500000 1854600 458.8 
168 500200 1854600 457.6 
169 500400 1854600 455.2 
170 500600 1854600 455 
171 500800 1854600 469.8 
172 501000 1854600 468 
173 495200 1855000 467.6 
174 495400 1855000 468.8 
175 495600 1855000 469.3 
176 495800 1855000 469.8 
177 496000 1855000 470.1 
178 496200 1855000 472.8 
179 496400 1855000 466.8 
180 496600 1855000 465.4 
 
179 
Point X(m) Y(m) Z(m) 
181 496800 1855000 466.8 
182 497000 1855000 465.4 
183 497200 1855000 465.8 
184 497400 1855000 470.2 
185 497600 1855000 470.1 
186 497800 1855000 465.8 
187 498000 1855000 465.4 
188 498200 1855000 465.6 
189 498400 1855000 461.4 
190 498600 1855000 461.2 
191 498800 1855000 459.2 
192 499000 1855000 458 
193 499200 1855000 457.2 
194 499400 1855000 455.6 
195 499600 1855000 454.2 
196 499800 1855000 453.6 
197 495000 1855400 469.8 
198 500200 1855400 467.8 
199 500400 1855400 467.8 
200 500600 1855400 467.9 
201 500800 1855400 468.4 
202 496000 1855400 469 
203 496200 1855400 468.4 
204 496400 1855400 467.9 
205 496600 1855400 467.8 
206 496800 1855400 470.4 
207 497000 1855400 472.8 
208 497200 1855400 468.9 
209 497400 1855400 467.4 
210 497600 1855400 466.6 
211 497800 1855400 465.8 
212 498000 1855400 465.8 
213 498200 1855400 465.4 
214 498400 1855400 464.4 
215 498600 1855400 463.8 
216 498800 1855400 463.8 
217 499000 1855400 463.2 
218 499200 1855400 460. 
219 499400 1855400 458.9 
220 499600 1855400 458.8 
221 499800 1855400 458.4 
222 5000000 1855400 458.0 
223 495200 1855400 456.4 
224 495400 1855400 455.6 
225 495600 1855400 454.2 
 
180 
Point X(m) Y(m) Z(m) 
226 500800 1855400 453.6 
227 501000 1855400 453.4 
228 495000 1855600 467.9 
229 495200 1855600 467.8 
230 495400 1855600 467.9 
231 495600 1855600 467.9 
232 495800 1855600 467.9 
233 496000 1855600 467.9 
234 496200 1855600 467.9 
235 496400 1855600 467.9 
236 496600 1855600 467.9 
237 496800 1855600 470.8 
238 497000 1855600 472.8 
239 497200 1855600 470.2 
240 497400 1855600 466.5 
241 497600 1855600 465.8 
242 497800 1855600 465.8 
243 498000 1855600 465.8 
244 498200 1855600 465.8 
245 498400 1855600 463.8 
246 498600 1855600 463.8 
247 498800 1855600 462.0 
248 499000 1855600 461.8 
249 499200 1855600 460.2 
250 499400 1855600 458.8 
251 499600 1855600 458.4 
252 499800 1855600 459.2 
253 5000000 1855600 458.4 
254 500200 1855600 457 
255 500400 1855600 455.8 
256 500600 1855600 455.2 
257 500800 1855600 453.8 
258 501000 1856000 453.5 
259 495200 1856000 469.9 
260 495400 1856000 467.9 
261 495600 1856000 467.9 
262 495800 1856000 467.9 
263 496000 1856000 467.9 
264 496200 1856000 467.8 
265 496400 1856000 470.0 
266 496600 1856000 471.2 
267 496800 1856000 470.4 
268 497000 1856000 468.6 
269 497200 1856000 465.5 
270 497400 1856000 465.4 
 
181 
Point X(m) Y(m) Z(m) 
271 497600 1856000 463.8 
272 497800 1856000 463.4 
273 498000 1856000 462.2 
274 498200 1856000 461.8 
275 498400 1856000 461.2 
276 498600 1856000 459.2 
277 498800 1856000 462.4 
278 499000 1856000 464.0 
279 499200 1856000 455.8 
280 499400 1856000 453.8 
281 499600 1856000 453.6 
282 499800 1856000 453.5 
283 495000 1856200 472.5 
284 500200 1856200 470.8 
285 500400 1856200 467.8 
286 500600 1856200 468 
287 500800 1856200 467.8 
288 496000 1856200 467.8 
289 496200 1856200 467.9 
290 496400 1856200 467.9 
291 496600 1856200 468.8 
292 496800 1856200 467.8 
293 497000 1856200 471.4 
294 497200 1856200 467.9 
295 497400 1856200 467.8 
296 497600 1856200 467.6 
297 497800 1856200 465.8 
298 498000 1856200 465.2 
299 498200 1856200 463.2 
300 498400 1856200 463.4 
301 498600 1856200 461.8 
302 498800 1856200 461.8 
303 499000 1856200 461.8 
304 499200 1856200 461.8 
305 499400 1856200 463.2 
306 499600 1856200 466 
307 499800 1856200 465.8 
308 5000000 1856200 465.4 
309 500200 1856200 459.3 
310 500400 1856200 457.4 
311 500600 1856200 455.2 
312 500800 1856200 453.8 
313 501000 1856200 453.4 
314 495000 1856400 472.4 
315 495200 1856400 427.3 
 
182 
Point X(m) Y(m) Z(m) 
316 495400 1856400 469.8 
317 495600 1856400 467.8 
318 495800 1856400 467.5 
319 496000 1856400 467.8 
320 496200 1856400 469.1 
321 496400 1856400 469.1 
322 496600 1856400 469.1 
323 496800 1856400 469.1 
324 497000 1856400 469.1 
325 497200 1856400 469.1 
326 497400 1856400 467.5 
327 497600 1856400 467.5 
328 497800 1856400 465.8 
329 498000 1856400 465.2 
330 498200 1856400 465.8 
331 498400 1856400 467.2 
332 498600 1856400 467.4 
333 498800 1856400 463.6 
334 499000 1856400 464.8 
335 499200 1856400 461.8 
336 499400 1856400 461.8 
337 499600 1856400 461.4 
338 499800 1856400 459.2 
339 5000000 1856400 455.8 
340 502000 1856400 455.4 
341 500400 1856400 453.4 
342 500600 1856400 453.2 
343 500800 1856400 452.8 
344 501000 1856400 452.0 
345 495000 1856600 472.4 
346 495200 1856600 471.8 
347 495400 1856600 469.9 
348 495600 1856600 469.9 
349 495800 1856600 469.8 
350 496000 1856600 469.8 
351 496200 1856600 469.1 
352 496400 1856600 469.1 
353 496600 1856600 469.1 
354 496800 1856600 469.1 
355 497000 1856600 469.1 
356 497200 1856600 469.2 
357 497400 1856600 469.2 
358 497600 1856600 467.8 
359 497800 1856600 467.5 
360 498000 1856600 469.5 
 
183 
Point X(m) Y(m) Z(m) 
361 498200 1856600 474.6 
362 498400 1856600 480.2 
363 498600 1856600 470 
364 498800 1856600 463.6 
365 499000 1856600 462.8 
366 499200 1856600 461.8 
367 499400 1856600 461.8 
368 499600 1856600 459.8 
369 499800 1856600 456.4 
370 495000 1856600 456.5 
371 500200 1856600 455.2 
372 500400 1856600 453.8 
373 500600 1856600 453.6 
374 500800 1856600 453.4 
375 501000 1856600 453.2 
376 495000 1856600 473.2 
377 495200 1856800 472.8 
378 495400 1856800 469.9 
379 495600 1856800 469.8 
380 495800 1856800 469.6 
381 496000 1856800 469.6 
382 496200 1856800 468.5 
383 496400 1856800 468.6 
384 496600 1856800 486.3 
385 496800 1856800 467.4 
386 497000 1856800 466.4 
387 497200 1856800 467.3 
388 497400 1856800 469.2 
389 497600 1856800 468.5 
390 497800 1856800 468.8 
391 498000 1856800 473.4 
392 498200 1856800 472 
393 498400 1856800 474 
394 498600 1856800 467.4 
395 498800 1856800 463.6 
396 499000 1856800 463.8 
397 499200 1856800 461.5 
398 499400 1856800 461.4 
399 499600 1856800 459.8 
400 499800 1856800 457.4 
401 5000000 1856800 456 
402 500200 1856800 454.8 
403 500400 1856800 453.8 
404 500600 1856800 453.6 
405 500800 1856800 453.4 
 
184 
Point X(m) Y(m) Z(m) 
406 501000 1856800 453.2 
407 495200 1857000 473.6 
408 495400 1857000 469.9 
409 495600 1857000 469.9 
410 495800 1857000 469.8 
411 496000 1857000 468.8 
412 496200 1857000 468.8 
413 496400 1857000 467.4 
414 496600 1857000 466.8 
415 496800 1857000 467.8 
416 497000 1857000 468.8 
417 497200 1857000 468.8 
418 497400 1857000 471.6 
419 497600 1857000 474.6 
420 497800 1857000 474.4 
421 498000 1857000 470.2 
422 498200 1857000 464.2 
423 498400 1857000 461.8 
424 498600 1857000 458.2 
425 498800 1857000 456.5 
426 499000 1857000 458.0 
427 499200 1857000 456.2 
428 499400 1857000 453.6 
429 499600 1857000 453.4 
430 499800 1857000 453.2 
431 495000 1857600 470 
432 495200 1857600 469.8 
433 495400 1857600 468.5 
434 495600 1857600 469.4 
435 495800 1857600 469.6 
436 496000 1857600 469.3 
437 496200 1857600 469.2 
438 496400 1857600 473.2 
439 496600 1857600 476 
440 496800 1857600 478 
441 497000 1857600 474.8 
442 497200 1857600 468.6 
443 497400 1857600 468.9 
444 497600 1857600 467.2 
445 497800 1857600 474.8 
446 498000 1857600 474.8 
447 498200 1857600 468.4 
448 498400 1857600 464.2 
449 498600 1857600 463.2 
450 498800 1857600 461.8 
 
185 
Point X(m) Y(m) Z(m) 
451 499000 1857600 459.8 
452 499200 1857600 459.6 
453 499400 1857600 459.4 
454 499600 1857600 457.6 
455 499800 1857600 457.4 
456 500000 1857600 457.6 
457 500200 1857600 455.4 
458 500400 1857600 453.2 
459 500600 1857600 453.1 
460 500800 1857600 453.1 
461 501000 1857600 453.1 
462 -  - 
463 495000 1857800 468.9 
464 495200 1857800 468.8 
465 495400 1857800 468.4 
466 495600 1857800 469.2 
467 495800 1857800 469.6 
468 496000 1857800 469.4 
469 496200 1857800 469.6 
470 496400 1857800 473.0 
471 496600 1857800 477.6 
472 496800 1857800 475.8 
473 497000 1857800 477.6 
474 497200 1857800 468.8 
475 497400 1857800 468.6 
476 497600 1857800 469.9 
477 497800 1857800 469.8 
478 498000 1857800 466.0 
479 498200 1857800 465.4 
480 498400 1857800 463.6 
481 498600 1857800 462.5 
482 498800 1857800 462.6 
483 499000 1857800 461.8 
484 499200 1857800 459.9 
485 499400 1857800 459.6 
486 499600 1857800 459.6 
487 499800 1857800 459.5 
488 5000000 1857800 459.5 
489 500200 1857800 457.4 
490 500400 1857800 455.6 
491 500600 1857800 455.7 
492 500800 1857800 455.7 
493 501000 1857800 455.2 
494 495200 1858000 466.8 
495 495400 1858000 467.6 
 
186 
Point X(m) Y(m) Z(m) 
496 495600 1858000 472.0 
497 495800 1858000 472.8 
498 496000 1858000 472.6 
499 496200 1858000 473.4 
500 496400 1858000 475.5 
501 496600 1858000 475.3 
502 496800 1858000 473.1 
503 497000 1858000 470.6 
504 497200 1858000 469.8 
505 497400 1858000 469.2 
506 497600 1858000 468.0 
507 497800 1858000 463.2 
508 498000 1858000 462.6 
509 498200 1858000 461.8 
510 498400 1858000 459.9 
511 498600 1858000 459.6 
512 498800 1858000 458.2 
513 499000 1858000 452.1 
514 499200 1858000 458.1 
515 499400 1858000 457.2 
516 499600 1858000 455.9 
517 499800 1858200 455.7 
518 495000 1858200 466.8 
519 495200 1858200 470.0 
520 495400 1858200 474.2 
521 495600 1858200 475.8 
522 495800 1858200 477.6 
523 496000 1858200 469.2 
524 496200 1858200 473.8 
525 496400 1858200 473.8 
526 496600 1858200 473.6 
527 496800 1858200 473.3 
528 497000 1858200 473.3 
529 497200 1858200 472.5 
530 497400 1858200 470.2 
531 497600 1858200 476.9 
532 497800 1858200 468.2 
533 498200 1858200 467.1 
534 498400 1858200 465.1 
535 498600 1858200 463.8 
536 498800 1858200 462.5 
537 499000 1858200 462.1 
538 499000 1858200 461.8 
539 499200 1858200 459.6 
540 499400 1858200 456.2 
 
187 
Point X(m) Y(m) Z(m) 
541 499600 1858200 458.2 
542 499800 1858200 458.2 
543 500000 1858200 458.8 
544 500200 1858600 458.1 
545 500400 1858600 457.4 
546 500600 1858600 455.6 
547 500800 1858600 455.2 
548 501000 1858600 455.0 
549 495000 1858600 469.1 
550 495200 1858600 469.3 
551 495400 1858600 471.1 
552 495600 1858600 472.0 
553 495800 1858600 471.8 
554 496000 1858600 471.6 
555 496200 1858600 467.5 
556 496400 1858600 471.8 
557 496600 1858600 476.2 
558 496800 1858600 480.0 
559 497000 1858600 474.2 
560 497200 1858600 470.0 
561 497400 1858600 469.8 
562 497600 1858600 468.0 
563 497800 1858600 468.0 
564 498000 1858600 467.4 
565 498200 1858600 467.2 
566 498400 1858600 464.2 
567 498600 1858600 464.0 
568 498800 1858600 464.2 
569 499000 1858600 461.6 
570 499200 1858600 459.9 
571 499400 1858600 458.8 
572 499600 1858600 458.6 
573 499800 1858600 458.4 
574 500000 1858600 458.2 
575 500200 1858600 458.1 
576 500400 1858600 458.1 
577 500600 1858600 457.8 
578 500800 1858600 456.5 
579 501000 1858600 457.6 
580 495200 1859000 469.8 
581 495400 1859000 468.5 
582 495600 1859000 468.2 
583 495800 1859000 467.2 
584 496200 1859000 466.9 
585 496400 1859000 471.8 
 
188 
Point X(m) Y(m) Z(m) 
586 496600 1859000 471.8 
587 496800 1859000 472.4 
588 497200 1859000 468.0 
589 497400 1859000 468.1 
590 497600 1859000 468.1 
591 497800 1859000 467.9 
592 498200 1859000 466.9 
593 498400 1859000 465.5 
594 498600 1859000 463.6 
595 498800 1859000 461.9 
596 499200 1859000 461.4 
597 499400 1859000 459.4 
598 499600 1859000 458.2 
599 499800 1853800 458.9 
600 500200 1853800 458.6 
601 495000 1853800 466.8 
602 495200 1853800 470.1 
603 495400 1853800 470.4 
604 495600 1853800 471.2 
605 495800 1853800 471.8 
606 496000 1853800 472.0 
607 496200 1853800 471.8 
608 496400 1853800 471.6 
609 496600 1853800 470.2 
610 496800 1853800 472.6 
611 497000 1853800 474.3 
612 497200 1853800 473.8 
613 497400 1853800 473.4 
614 497600 1853800 473.2 
615 497800 1853800 472.6 
616 498000 1853800 472.4 
617 498200 1853800 472.3 
618 498400 1853800 472.8 
619 498600 1853800 472.6 
620 498800 1853800 474.4 
621 499000 1853800 473.8 
622 499200 1853800 478.1 
623 499400 1853800 474.2 
624 499600 1853800 468.8 
625 499800 1853800 466.4 
626 500000 1853800 466.6 
627 500200 1853800 466.1 
628 500400 1853800 465.3 
629 500600 1853800 463.4 
630 500800 1853800 459.8 
 
189 
Point X(m) Y(m) Z(m) 
631 501000 1853800 472.5 
632 495000 1856200 470.8 
633 495200 1856200 467.8 
634 495400 1856200 468.0 
635 495600 1856200 467.8 
636 495800 1856200 467.8 
637 496000 1856200 467.9 
638 496200 1856200 467.9 
639 496400 1856200 468.8 .                
640 496600 1856200 467.8 
641 496800 1856200 471.4 
642 497000 1856200 467.9 
643 497200 1856200 467.8 
644 497400 1856200 467.6 
645 497600 1856200 465.8 
646 497800 1856200 465.2 
647 498000 1856200 463.2 
648 498200 1856200 463.4 
649 498400 1856200 463.4 
650 498600 1856200 461.8 
651 498800 1856200 461.8 
652 499000 1856200 461.8 
653 499200 1856200 461.8 
654 499400 1856200 463.2 
655 499600 1856200 466.0 
656 499800 1856200 465.8 
657 500000 1856200 465.4 
658 500200 1856200 459.3 
659 500400 1856200 457.4 
660 500600 1856200 455.2 
661 500800 1856200 453.8 
662 501000 1856200 453.4 
663 495000 1858400 467.2 
664 495200 1858400 469.6 
665 495400 1858400 471.2 
666 495600 1858400 475.8 
667 495800 1858400 471.6 
668 496000 1858400 469.5 
669 496200 1858400 471.5 
670 496400 1858400 473.8 
671 496600 1858400 468.8 
672 496800 1858400 469.1 
673 497000 1858400 469.8 
674 497200 1858400 469.7 
675 497400 1858400 469.8 
 
190 
Point X(m) Y(m) Z(m) 
676 497600 1858400 469.6 
677 497800 1858400 469.4 
678 498000 1858400 467.2 
679 498200 1858400 465.3 
680 498400 1858400 464.5 
681 498600 1858400 463.5 
682 498800 1858400 467.8 
683 499000 1858400 461.6 
684 499200 1858400 459.8 
685 499400 1858400 458.9 
686 499600 1858400 458.6 
687 499800 1858400 458.9 
688 500000 1858400 458.9 
689 500200 1858400 458.1 
690 500400 1858400 457.5 
691 500600 1858400 457.1 
692 500800 1858400 456.2 
693 501000 1858400 457.0 
694 499000 1856200 461.8 
695 499200 1856200 463.2 
696 499600 1856200 466.0 
697 499800 1856200 465.8 
698 500000 1856200 465.4 
699 500200 1856200 459.3 
700 500400 1856200 457.4 
701 495000 1853400 470.2 
702 495200 1853400 468.0 
703 495400 1853400 468.4 
704 495600 1853400 468.0 
705 495800 1853400 468.2 
706 496000 1853400 468.8 
707 496200 1853400 470.0 
708 496400 1853400 469.9 
709 496600 1853400 469.6 
710 496800 1853400 468.9 
711 497000 1853400 470.2 
712 497200 1853400 472.0 
713 497400 1853400 472.2 
714 497600 1853400 474.1 
715 497800 1853400 473.1 
716 498000 1853400 472.8 
717 498200 1853400 472.6 
718 498400 1853400 472.4 
719 498600 1853400 472.8 
720 498800 1853400 473.0 
 
191 
Point X(m) Y(m) Z(m) 
721 499000 1853400 473.6 
722 499200 1853400 473.4 
723 499400 1853400 472.0 
724 499600 1853400 473.2 
725 499800 1853400 470.0 
726 500000 1853400 468.8 
727 500200 1853400 466.2 
728 500400 1853400 466.1 
729 500600 1853400 464.0 
730 500800 1853400 461.0 
731 501000 1853400 460.0 
732 495000 1854800 469.8 
733 495200 1854800 468.0 
734 495400 1854800 467.8 
735 495600 1854800 468.2 
736 495800 1854800 469.0 
737 496000 1854800 469.2 
738 496200 1854800 468.8 
739 496400 1854800 467.8 
740 496600 1854800 467.8 
741 496800 1854800 467.3 
742 497000 1854800 474.1 
743 497200 1854800 474.2 
744 497400 1854800 472.0 
745 497600 1854800 465.9 
746 497800 1854800 465.8 
747 498000 1854800 465.8 
748 498200 1854800 465.8 
749 498400 1854800 465.8 
750 498600 1854800 465.6 
751 498800 1854800 465.4 
752 499000 1854800 465.2 
753 499200 1854800 463.8 
754 499400 1854800 462.6 
755 499600 1854800 461.8 
756 499800 1854800 460.2 
757 500000 1854800 459.8 
758 500200 1854800 458.8 
759 500400 1854800 487.2 
760 500600 1854800 456.2 
761 500800 1854800 456.1 
762 501000 1854800 453.8 
763 495000 1857400 472.8 
764 495200 1857400 468.9 
765 495400 1857400 469.9 
 
192 
Point X(m) Y(m) Z(m) 
766 495600 1857400 469.9 
767 495800 1857400 469.0 
768 496000 1857400 469.4 
769 496200 1857400 468.6 
770 496400 1857400 468.7 
771 496600 1857400 470.8 
772 496800 1857400 470.0 
773 497000 1857400 468.8 
774 497200 1857400 468.8 
775 497400 1857400 468.3 
776 497600 1857400 467.1 
777 497800 1857400 474.2 
778 498000 1857400 472.0 
779 498200 1857400 468.4 
780 498400 1857400 465.1 
781 498600 1857400 463.8 
782 498800 1857400 462.6 
783 499000 1857400 461.8 
784 499200 1857400 456.8 
785 499400 1857400 459.6 
786 499600 1857400 459.4 
787 499800 1857400 457.2 
788 500000 1857400 457.1 
789 500200 1857400 455.6 
790 500400 1857400 454.4 
791 500600 1857400 453.3 
792 500800 1857400 453.1 
793 501000 1857400 453.1 
794 495000 1855800 469.5 
795 495200 1855800 467.9 
796 495400 1855800 467.9 
797 495600 1855800 467.9 
798 495800 1855800 467.8 
799 496000 1855800 467.8 
800 496200 1855800 467.9 
801 495000 1854200 468.2 
802 495200 1854200 468.4 
803 495400 1854200 468.8 
804 495600 1854200 470.0 
805 495800 1854200 471.8 
806 496000 1854200 472.0 
807 496200 1854200 472.4 
808 496400 1854200 472.8 
809 496600 1854200 473.4 
810 496800 1854200 474.6 
 
193 
Point X(m) Y(m) Z(m) 
811 497000 1854200 474.8 
812 497200 1854200 474.2 
813 497400 1854200 474.2 
814 497600 1854200 473.6 
815 497800 1854200 472.8 
816 498000 1854200 470.8 
817 498200 1854200 467.6 
818 498400 1854200 467.8 
819 498600 1854200 467.8 
820 498800 1854200 466.8 
821 499000 1854200 466.4 
822 499200 1854200 465.2 
823 499400 1854200 464.0 
824 499600 1854200 463.8 
825 499800 1854200 461.8 
826 500000 1854200 461.9 
827 500200 1854200 461.6 
828 500400 1854200 461.4 
829 500600 1854200 461.4 
830 500800 1854200 459.6 
831 501000 1854200 457.4 
832 495000 1855200 469.9 
833 495200 1855200 467.8 
834 495400 1855200 467.9 
835 495600 1855200 467.8 
836 495800 1855200 469.9 
837 496000 1855200 468.6 
838 496200 1855200 469.2 
839 496400 1855200 469.6 
840 496600 1855200 470.2 
841 496800 1855200 472.6 
842 497000 1855200 473.0 
843 497200 1855200 469.6 
844 497400 1855200 468.6 
845 497600 1855200 466.4 
846 497800 1855200 466.2 
847 498000 1855200 468.4 
848 498200 1855200 465.8 
849 498400 1855200 465.6 
850 498600 1855200 463.8 
851 498800 1855200 463.8 
852 499000 1855200 463.4 
853 499200 1855200 462.4 
854 499400 1855200 458.8 
855 499600 1855200 458.0 
 
194 
Point X(m) Y(m) Z(m) 
856 499800 1855200 457.4 
857 500000 1855200 457.2 
858 500200 1855200 455.0 
859 500400 1855200 454.8 
860 500600 1855200 454.4 
861 500800 1855200 453.8 
862 501000 1855200 453.8 
863 495000 1855200 473.4 
864 495200 1857200 470.1 
865 495400 1857200 468.8 
866 495600 1857200 469.9 
867 495800 1857200 469.9 
868 496000 1857200 469.4 
869 496200 1857200 468.9 
870 496400 1857200 468.6 
871 496600 1857200 469.1 
872 496800 1857200 468.2 
873 497000 1857200 468.2 
874 497200 1857200 468.4 
875 497400 1857200 468.3 
876 497600 1857200 468.4 
877 497800 1857200 468.2 
878 498000 1857200 466.1 
879 498200 1857200 468.2 
880 498400 1857200 466.3 
881 498600 1857200 465.8 
882 498800 1857200 463.6 
883 499000 1857200 461.8 
884 499200 1857200 456.9 
885 499400 1857200 459.6 
886 499600 1857200 459.6 
887 499800 1857200 459.4 
888 500000 1857200 457.0 
889 500200 1857200 456.0 
890 500400 1857200 455.4 
891 500600 1857200 453.6 
892 500800 1857200 452.2 
893 501000 1857200 452.1 
894 499800 1857200 458.8 
895 500000 1855800 457.1 
896 500200 1855800 456.0 
897 500400 1855800 453.8 
898 500600 1855800 453.8 
899 500800 1855800 453.6 
900 501000 1855800 453.5 
 
195 
  
 
