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A Markovian lattice model for photoreceptor cells is introduced to describe the growth of mosaic
patterns on fish retina. The radial stripe pattern observed in wild-type zebrafish is shown to be
selected naturally during the retina growth, against the geometrically equivalent, circular stripe pat-
tern. The mechanism of such dynamical pattern selection is clarified on the basis of both numerical
simulations and theoretical analyses, which find that the successive emergence of local defects plays
a critical role in the realization of the wild-type pattern.
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I. INTRODUCTION
Arrangement of the color detecting photoreceptors
(cone cells) on a retina is believed to be functionally im-
portant for animals to determine the spatial resolution
of the color imaging [1]. In some teleost fishes, the cone
cells sensitive to green (G ), red (R ), blue (B ) and
ultra-violet (UV ) lights with G and R forming a pair
called the “double cones” (GR ), form two-dimensional
patterns: They are called the “cone mosaics” and have
been known since 19th century (see e.g. [2] and refer-
ences therein). However, the mechanism for the pattern
formation is still unclear.
Among others, the cone mosaic of the zebrafish shown
in FIG. 1 has a prominent feature with two major char-
acteristics; directionality and long periodicity [3]. Stripes
of cells run radially from the central to the marginal re-
gion of the retina, and the periodicity of the pattern dif-
fers between radial and circular directions as shown in
FIG. 1(a). Although the two patterns, (a) and its +90◦
rotation (b), have the same c2mm symmetry of the wall-
paper group [4] and thus the same binding energy, only
pattern (a) is realized in nature. In this paper, we refer to
(a) as the “radial” (∗) stripe pattern since it is along the
growing direction of the retina, and (b) as the “circular”
() one.
The retina of an adult fish grows continuously through-
out its life by generating new photoreceptors in the
germinal zone of the retinal margin called the ciliary
marginal zone (CMZ). The rearrangement of those new
cone cells after cellular differentiation is considered to
play a crucial role in mosaic pattern formation. This is
supported by a cell-trace experiment in which most of
the cells are found not to change their subtypes after the
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first determination [5].
Theoretically, cell rearrangement models for cone mo-
saics have been formulated on a two-dimensional square
lattice: It was found that different patterns (such as the
zebrafish pattern with c2mm symmetry and the medaka
pattern with p4mg symmetry) can be generated success-
fully by stochastic cell movements biased by appropriate
cell-cell adhesion force [6–8]. However, such models have
failed to distinguish the characteristics of directionality,
such as the distinction between (a) and (b) in FIG. 1.
The main purpose of this paper is to propose a mech-
anism in which the sequential accretion of new cone cells
from CMZ triggers dynamical pattern selection (DPS)
among those with the same binding energy. We demon-
strate it explicitly by taking the zebrafish as a charac-
teristic example. Although we will focus on the cellular
mosaic patterns in this paper, they have suggestive sim-
ilarities with other examples in non-equilibrium physics
of pattern formations in growing systems, where various
spatial or temporal patterns emerge due to infinitesimally
small perturbations [9].
This paper is organized as follows. In Sec.II, we intro-
duce a Markovian model with a transition matrix Tˆ for
the retinal growth. In Sec.III, we classify possible sta-
tionary patterns obtained from our model. In Sec.IV, we
investigate the dynamical pattern formation by numer-
ical simulations and by theoretical analyses on Tˆ , and
we introduce the concept of dynamical pattern selection.
Sec.V is devoted to summary as well as discussions on
future directions. Details of the theoretical analyses on
DPS in the full model and in a minimal toy-model are
discussed in Appendix A and Appendix B, respectively.
II. MODEL FOR PATTERN FORMATION
A. Static Lattice Model
Before introducing our dynamical model for retina
growth, we briefly review a static lattice model for mosaic
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FIG. 1: Schematic picture of the Zebrafish retina and possible
cone mosaic patterns. Typical size of the retina and the cone
cell are several hundred µm (3-4 days after fertilization) and
a few µm (along the retina surface), respectively. The ciliary
marginal zone (CMZ) where new cone cells are born is denoted
by gray area surrounding the retina.
FIG. 2: (a) Radial growth of a part of the fish retina with
a vertical size w due to the accretion of new cone cells. The
transition matrix from one column to the next is denoted by
Tˆ (see (4)). (b) Binding energies between neighboring sites
for Zebrafish patterns.
patterns originally introduced by one of the present au-
thors [6]. Let us consider a two-dimensional square lattice
without growth and assume that each of the lattice sites
is occupied either by , , , , or . To quantify
the effective “binding energy” between neighboring cells,
the parameters σpq with p and q taking either B, R, G, or
UV are introduced. The parameters σpq could be related
to the intercellular adhesion by the binding proteins on
the cone cell membranes, although specific proteins are
not fully identified experimentally. The binding energies
to the double cones are assumed to be proportional to
the contact area, e.g. the side-by-side coupling between
and is chosen to be (σ
BG
+ σ
BR
)/2. The total ef-
fective energy of each cell arrangement is defined as the
sum of binding energies of all the neighboring pairs: It
determines possible stable patterns under the chosen pa-
rameter set.
Analyses of the “phase diagram” of cell patterns in
the multi-dimensional σpq-space [6, 7], showed that the
patterns (a)(b) in FIG. 1 are equally realized as stable
states if the three inequalities below are simultaneously
satisfied [13]:
3σ
RG
− σ
BU
< σ
BR
+ σ
UG
, (1a)
3σ
BU
− σ
RG
< σ
BR
+ σ
UG
, (1b)
σ
BR
+ σ
UG
< 2(σ
BU
+ σ
RG
)− (σ
BG
+ σ
UR
). (1c)
B. Markovian Lattice Model
To take into account the fact that a retina grows dy-
namically by receiving new cone cells born in CMZ, we
extract a rectangular region of the retina margin as indi-
cated in FIG. 1 and introduce a dynamical model where
cone cells are supplied stochastically from the “CMZ
pool” to the two-dimensional rectangular lattice column-
by-column as shown in FIG. 2(a). The radial growth of
the retina is represented by the horizontal growth toward
the right direction, while the vertical size of the lattice is
fixed to be w [14].
The growth is dictated by the action of a transition
matrix Tˆ whose explicit form will be specified shortly.
In the CMZ pool, we consider B, UV and the double
cone (RG) with the number ratio 1 : 1 : 2, anticipating
the possible stripe structures in FIG. 1(a,b). Then, we
have six degrees of freedom on each lattice site with the
probability, : : : : : = 14 :
1
4 :
1
8 :
1
8 :
1
8 :
1
8 .
For the choice of binding parameters σpq, we take the
inequalities (1) as guidelines: our particular choice of σpq
is shown in FIG. 2(b):
σ ≡ σBR = σUG , σ′ ≡ σBU = σRG (1 < σ/σ′ < 2),
σ
BG,UR,BB,RR,GG,UU
= 0. (2)
Therefore, in FIG. 2(b), we have σ′/2 < σ/2 < σ′ < σ.
In our analyses below, we take a specific value
σ/σ′ = 3/2. (3)
We have checked that the essential conclusions of our
paper are unchanged as long as 1 < σ/σ′ < 2.
In the Markov chain shown in FIG. 2(a), the lat-
tice sites are empty at the beginning and the six types
of cone cells in FIG. 2(b) occupy the sites column-by-
column in a stochastic manner. Each column with a pe-
riodic boundary condition in the vertical direction has
6w different configurations labeled by the index j(=
1, 2, · · · , N = 6w). The probability of having the con-
figuration j in the n-th column is defined as P
(n)
j so
that the probability vector for the n-th column reads
|P (n)〉 ≡ (P (n)1 , P (n)2 , · · · , P (n)N )> with
∑
j P
(n)
j = 1,
3where (· · · )> denotes the transpose (−90◦ rotation). The
Markov chain is generated by theN×N transition matrix
Tˆ as
|P (n+1)〉 = Tˆ |P (n)〉, (4)
where the matrix element Tij with
∑N
i=1 Tij = 1 is the
probability of having a configuration i in the (n + 1)-th
column after the configuration j in the n-th column.
To model the retinal growth, we consider Tij having a
Boltzmann form with an “effective” temperature β−1:
Tij =
pie
−βEij
Nj
, Nj =
∑
i
pie
−βEij ,
Eij(σ, σ′) = −B(intra)i −B(inter)ij ≤ 0. (5)
Here B
(intra)
i is a sum of the intra binding energies in
the configuration i, while B
(inter)
ij is a sum of the inter
binding energies between i and j. The prior probability
factor pi is computed by taking into account the number
ratio of the cone cells in the CMZ pool: For example,
pi =
1
4 × 18 × 14 × 18 for i = ( )>. Magnitude of the
fluctuation among cell patterns with different binding en-
ergies is dictated by β−1. Since Eij is a linear function of
σ and σ′, βEij and Tij can be written in terms of the di-
mensionless variables, t ≡ 2/βσ′ (reduced temperature)
and σ/σ′ (coupling ratio). By definition, the fluctuation
becomes large as t increases.
For later convenience, we introduce a bra-ket notation:
Each configuration i is represented by a state vector |i〉,
so that Tij = 〈i|Tˆ |j〉. The eigenvalues of Tˆ and the cor-
responding left-right eigenvectors are defined by
〈λl|Tˆ = 〈λl|λl, Tˆ |λl〉 = λl|λl〉, (l = 1, 2, · · · , N) (6)
with a relative normalization, 〈λl|λl′〉 = δll′ . Then, we
have
Tˆn =
∑
l
|λl〉λnl 〈λl|, |P (n)〉 =
∑
l
clλ
n
l |λl〉, (7)
where cl’s are the expansion coefficients at n = 0.
Note that λl’s are in general complex, since Tˆ is non-
symmetric.
At t = 0, Tˆ is reducible, i.e., there appear multiple
closed subspaces and |P (∞)〉 is not unique. Correspond-
ingly, there arise multiple eigenvectors with the eigen-
value 1. For t > 0, all the components of Tˆ are positive,
so that the finite Markov chain becomes irreducible and
aperiodic [10]. Then the Perron-Frobenius theorem for
positive matrices leads to the facts that:
(i) Tˆ has one and only one unit eigenvalue λl=1 = 1
with the left eigenvector being 〈λ1| = (1, 1, 1, · · · ).
(ii) The absolute values of other eigenvalues obey |λl| <
1 with the sum of components for each right eigen-
vectors being 0 due to 〈λ1|λl′〉 = 0 (l 6= l′).
Consequently, there exists a unique stationary distribu-
tion vector |P (∞)〉 (which is nothing but |λ1〉), irrespec-
tive of the initial vector. Furthermore the property (i)
and
∑
j P
(n)
j = 1 imply 〈λ1|P (n)〉 = 1, which in turn
leads to c1 = 1 by (7). The essential question in DPS
is to identify a particular pattern which dominates the
state |λ1〉 at n→∞.
III. STATIONARY PATTERNS AT t = 0
For zero effective temperature, the following 8
columns play crucial roles in pattern formation: (A)
( · · · )>, (B) ( · · · )>, (C) ( · · · )>,
(D) ( · · · )>, (E) ( · · · )>, (F) ( · · · )>,
(G) ( · · · )>, (H) ( · · · )>, where · · · de-
notes the repetition. In terms of the bra-ket nota-
tion, |A〉 = (1, 0, 0, 0, · · · )>, |B〉 = (0, 1, 0, 0, · · · )>,
|C〉 = (0, 0, 1, 0 · · · )>, etc. Then, Tˆ0 (the transition
matrix at t = 0) in the state-space spanned by M ≡
{A,B,C,D,E, F,G,H} and the others are reducible and
sparse:
Tˆ0 =
A B C D E F G H · · ·
0 1 0 0
1 0 0 0
0 0 0 1 0
0 0 1 0
0 0 0 1
1 0 0 00 0 1 0 0
0 0 1 0
· · ·
0 . . .

. (8)
Since (Tˆ0)i 6∈M,j∈M = 0, all the probability flows into
the subspace M, while it does not flow out from M.
Furthermore, the subspaceM is reducible to three closed
sets, {A,B}, {C,D}, and {E,F,G,H}, so that they form
the following stable patterns;
Growth−−−−−−→
ABABAB ···
· · ·
...
...
...
...
...
...
,
C DCDCD ···
· · ·
...
...
...
...
...
...
,
E F GH E F ···
· · ·
...
...
...
...
...
...
.
(9)
The first two patterns, which are equivalent under the pe-
riodic boundary condition in the circular direction, cor-
respond to the radial stripe pattern of the wild-type ze-
brafish in FIG. 1(a), while the third one corresponds to
the circular stripe pattern in FIG. 1(b). This implies that
both of the patterns (a) and (b) in FIG. 1 can be realized
as a result of the growth of the retina, depending on the
initial conditions, at t = 0. It does not agree with real
observations. In the next section, we will see how it is
altered at t > 0.
4Corresponding to the multi-stability due to the
reducibility of (8), there arise eight eigenvectors
{|λl〉}l=1...8 with |λl| = 1, and in particular, there are
three with λl = 1. They are manifestly shown in (A5)
and (A6) in Appendix A. The eight eigenvalues are dis-
played on the complex plane, in FIG. 3(a).
1
i
−1
−i
Reλ
Imλ
t = 0
λ1,4,5
λ2,3,8
λ6
λ7
(a) (b)
Reλ
t > 0
λ1 = 1
λ4
λ5
FIG. 3: (a): Major (largest 8) eigenvalues {λ(0)i } of Tˆ0 and (b):
the perturbed eigenvalues λ1,4,5 for t > 0. The cyan and blue
points (λ1,2,3,4) corresponds to the eigenmodes responsible for
the radial stripes, while the red and orange ones (λ5,6,7,8) are
for the circular stripes. At finite t, the cyan (l = 1) does not
move, whereas the others go toward the inner direction.
IV. DYNAMICAL PATTERN SELECTION
(DPS) AT t 6= 0
Let us now study DPS at a finite effective temperature
t > 0. In this case, the degeneracy of the eigenvalues
of Tˆ is broken by infinitesimal fluctuations. Apart from
λ1 = 1 which is unchanged under the fluctuations, the
other seven major eigenvalues move toward the inside of
the unit circle |λl=2,··· ,8| < 1. (This is sketched in FIG. 3.
Detailed analyses of {λl} and {|λl〉} at t > 0 are given in
Appendix A.)
To study what happens in this case in a manifest way,
we perform a stochastic simulation with the transition
matrix (5). At each n-th column (n ≥ 1), we start with
a random configuration and sweep through all the sites
inside the column by Nsw times using the Metropolis up-
date with Eij . Then we fix the configuration and go to the
(n+ 1)-th column. This procedure gives a single pattern
(a trajectory) for each trial starting from an initial con-
figuration at n = 0. By repeating this procedure either
by changing or keeping the initial condition, trajectories
with the total number Ntraj. are generated. One may
consider each trajectory as a pattern realized in individ-
ual zebrafish. Mean properties of the patterns can be
obtained by averaging over the trajectories.
To check whether the circular stripe pattern is in-
deed unstable, let us consider the initial configurations
of circular-type (E,F,G,H). Shown in FIG. 4(a) are
two examples sampled from 2048 trajectories with the
F -type initial configuration at n = 0 with w = 16 (about
10% of the retina circumference) and Nsw = 2
17−18 (large
enough for thermalization). From the simulations carried
out for t = 0.2−0.5, examples at t = 0.4 are displayed in
(a) Growth−−−−−−−→
(b)
0
0.2
0.4
0.6
0.8
1
0 5 10 15 20 25 30 35 40
−→ n
I∗(n) (t = 0.25)
I∗(n) (t = 0.3)
I∗(n) (t = 0.4)
I(n) (t = 0.25)
I(n) (t = 0.3)
I(n) (t = 0.4)
FIG. 4: (a): Two cases sampled from 2048 trajectories with
F -type initial configuration for w = 16 and t = 0.4. (b):
Similarity measures I∗(n) (star, at t = 0.25, 0.3, 0.4 from
bottom to top curve) and I(n) (circle, at t = 0.25, 0.3, 0.4
from top to bottom curve), averaged over 2048×4 trajectories
under (E,F,G,H) initial configurations with equal weight.
the figure: Although the circular stripe pattern is as well
a stationary pattern as the radial one at t = 0, it decays
into radial stripes after certain steps at t > 0. Also, a
close look at the figure shows that the transition from
the circular stripes to the radial stripes is initiated by
the creation and propagation of small local defects.
In FIG. 5, we show the results of simulations with
w = 16 starting from random initial configurations. This
is more realistic and is expected to be realized in the
wild-type zebrafish. Dynamical pattern selection toward
the radial stripe pattern occurs in qualitatively the same
way as the case of circular-type initial configurations
in FIG. 4: Qualitatively, I∗(n) (I(n)) in the present
case approaches to 1 (0) more quickly with weaker t-
dependence.
In order to quantify similarity of a configura-
tion at given n with the radial and circular stripes,
5(a) Growth−−−−−−−→
(b)
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−→ n
I∗(n) (t = 0.25)
I∗(n) (t = 0.3)
I∗(n) (t = 0.4)
I(n) (t = 0.25)
I(n) (t = 0.3)
I(n) (t = 0.4)
FIG. 5: (a): Two cases sampled from 4096 trajectories with
random initial configuration for w = 16 and t = 0.4. (b):
I∗(n) (star, at t = 0.25, 0.3, 0.4 from top to bottom curve in
n ≤ 5 and from bottom to top in n ≥ 9 ) and I(n) (circle, at
t = 0.25, 0.3, 0.4 from top to bottom curve in n ≤ 7 and from
bottom to top in n ≥ 9), averaged over 4096 trajectories.
we introduce a similarity measure. First, we note
that the radial stripe pattern at given n consists
of the basic units {( )>, ( )>, ( )>, ( )>},
while the circular stripe pattern consists of
{( )>, ( )>, ( )>, ( )>}. Then, we count
how many basic units are contained in a column at given
n. Dividing the resultant number by w and averaging
it over trajectories, we obtain the similarity measures
I∗(n) and I(n).
Plotted in FIG. 4(b) are the similarity measures av-
eraged over (E,F,G,H)-type initial configurations, as
a function of n for t = 0.25, 0.3 and 0.4. One finds
that I∗(n) (I(n)) approaches to 1 (0) as n increases,
which indicates that the radial stripe pattern is the true
asymptotic configuration corresponding to |P (∞)〉. The
approach to the radial stripe pattern becomes slower as
t decreases, as expected by the formation probability of
small defects. The qualitative above features hold also
in the realistic situation with random initial configura-
tions, although the approach to the radial stripe pattern
is achieved faster with less t-dependence (FIG. 5(b)).
All of the results above display fairly good qualitative
agreements with real observations at retina, where the
radial stripe pattern is gradually formed along the growth
and the circular pattern never appears.
Let us finally discuss the essential mechanism of DPS
in terms of the eigenvalues and eigenvectors of Tˆ . The
similarity measure with R = ∗, can be written as
IR(n) =
N∑
j=1
I
(j)
R P
(n)
j =
N∑
l=1
clI
(λl)
R λ
n
l , (10)
where I
(j)
R is the similarity measure of a state |j〉 to R,
and I
(λl)
R ≡
∑
j I
(j)
R 〈j|λl〉. For small t, I(λ1)∗ , I(λ5)∗ and
I
(λ5)
 are close to 1, while others are close to 0 (see Ap-
pendix A). This shows that the evolution of the similar-
ity measure along with the growth is directly governed
by the eigenvectors and eigenvalues of the transition ma-
trix. For large n, we have I∗(n)→ I(λ1)∗ + c5I(λ5)∗ λn5 ' 1
and I(n) → c5I(λ5) λn5 ' 0. Here λ5 = 1 − O(g2)
with g ≡ e−1/t corresponds to the eigenvector |λ5〉 ∝
(−1,−1,−1,−1, 1, 1, 1, 1,~0)> + O(g2) which swaps the
radial and circular stripe patterns. These are consistent
with what are shown in FIG. 4. From the figure, one
may also extract the “decay constant” of the circular
patterns I(n) ∼ λn5 = exp(−n/n¯) as n¯−1 = − lnλ5 '
(11.6 ± 1.4)g2. Thus the mean number of steps for the
circular stripes to decay is found to be n¯ = 13.0± 1.6 for
t = 0.4 (see Appendix B).
For DPS to take place, the escaping rates from the
radial and circular patterns to other patterns in each step
play a crucial role. They are governed by the smallest
excitation energy to disturb the present pattern in the
next column, which we call the minimum deficit energies
for the patterns. They are computed as
∆E∗ = min
X 6=B
{EXA} − EBA, (11)
∆E = min
{
min
X 6=F
{EXE} − EFE , min
X 6=G
{EXF } − EGF
}
,
where X runs over the (6w − 1) configurations in the
next column. Since the escaping rates behaves as ∼
exp(−∆E/t), the configuration having larger ∆E survives
at large n (see Appendix C).
When w is large and σ/σ′ is not close to 2, only local
defects contribute to X in (11). Then, under the param-
eter choice in (2) and the periodic boundary condition,
we have
∆E∗ = σ > σ′ = ∆E. (12)
This implies the radial stripe survives against the circular
stripe. For σ/σ′ being close to 2, global defects may also
contribute. It is an interesting problem to be studied in
the future.
6V. SUMMARY AND DISCUSSION
In this paper, we have introduced a Markovian lattice
model to describe the dynamics of cone-cell mosaic pat-
terns in growing retina. With numerical simulations in
the 6w-dimensional state-space (w = 16) together with
theoretical analyses of eigenvalues and eigenvectors of the
transition matrix Tˆ , we found that the growing process
naturally selects the radial stripe pattern observed in the
wild-type zebrafish against the circular stripe pattern.
A characteristic feature of our model is that the dy-
namical pattern selection (DPS) takes place sponta-
neously by the successive appearance of small defects
which transfer arbitrary patterns to the radial stripes
during the growth. We note that some additional mech-
anisms for directional cues, such as concentration gra-
dients of morphogens and cell polarities [11], may also
provide the origin of the directionality. Clarifying the re-
lation and the difference between such a mechanism and
DPS would be an interesting future problem.
In the present study, the cell-cell bindings σpq and the
effective temperature t are unknown free parameters. To
make firm connections of σpq and t to microscopic cell
dynamics, it would be necessary to make quantitative
comparisons between our model predictions and in vivo
data. For the theoretical side, realistic numerical sim-
ulations with round shaped retina needs to be carried
out. For the experimental side, more data are needed on
the cells in accretion region and on the defect frequen-
cies with wild-type and mutant embryos. Direct mea-
surements of the cell-cell bindings using the atomic force
microscope [12] would also be useful.
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Appendix A: Perturbation theory for the transition
matrix
Here we show a perturbation analysis of the transition
matrix at low temperature t in terms of the expansion
parameter,
g ≡ e−1/t. (A1)
We consider the 6w × 6w transition matrix where w is
a multiples of 4, i.e., w = 4w0 with w0 = 2, 3, 4, · · · .
The numerical results shown in the text correspond to
w = 4w0 = 16. The transition matrix at low t can be
expanded by g around Tˆ0 in Eq.(8). For Eq.(2) with
σ/σ′ = 3/2, we have
Tˆ = Tˆ0 +
∑
α= 12 ,1,
3
2 ,
5
2
gαTˆα + g
2Tˆ2 + g
3Tˆ3 +O(g7/2), (A2a)
with
Tˆ0 =

0 1 0 0
1 0 0 0
0 0 0 1 0
0 0 1 0
0 0 0 1
1 0 0 00 0 1 0 0
0 0 1 0
P0
0 Q0

, Tˆα =

0 0
0 0
Pα
0 Qα

(
α =
1
2
, 1,
3
2
,
5
2
)
,
7Tˆ2 =

0 0
0
0 0 0 −µ2w0
−µ1w0 0 0 0
0 −µ2w0 0 0
0 0 −µ1w0 0
· · ·
0 J . . .

,
Tˆ3 =

0 −νw0 0 0
−νw0 0 0 0
0 0 0 −νw0
0 0 −νw0 0
0
0
0 0 0 −ξ2w0
−ξ1w0 0 0 0
0 −ξ2w0 0 0
0 0 −ξ1w0 0
· · ·
K L M . . .

, (A2b)
where P0, Pα, Q0, Qα, J , K, L and M are the matrices
with the sizes, 8×(6w−8), 8×(6w−8), (6w−8)×(6w−8),
(6w−8)×(6w−8), (6w−8)×4, (6w−8)×2, (6w−8)×2 and
(6w−8)×4, respectively. With the probability discussed
in the main text, : : : : : = 14 :
1
4 :
1
8 :
1
8 :
1
8 :
1
8 , the numerical factors in the above matrices are
computed explicitly as
µ1 = 8, µ2 = 3, ν = 5, ξ1 = 32, ξ2 = 6. (A3)
For later convenience, we define
Sˆ ≡ Tˆ0 +
∑
α= 12 ,1,
3
2 ,
5
2
gαTˆα, (A4a)
P ≡ P0 +
∑
α= 12 ,1,
3
2 ,
5
2
gαPα, (A4b)
Q ≡ Q0 +
∑
α= 12 ,1,
3
2 ,
5
2
gαQα, (A4c)
Note that both Tˆ0 and Sˆ are reducible and non-
symmetric matrices. Also they have the same 8×8 matrix
in the upper left corner. Because of these properties, they
share 8 eigenvalues with |λ(0)l=1,··· ,8| = 1. We label these
eigenvalues and the corresponding left (right) eigenvec-
tors of Sˆ as
λ
(0)
l , 〈λ(0)l | =
(
~xl, ~rl
)
, |λ(0)l 〉 =
(
~yl, ~0
)>
(l = 1, · · · , 8), (A5)
with
λ
(0)
1 = 1, ~x1 = (1, 1, 1, 1, 1, 1, 1, 1), ~y1 =
1
4
(1, 1, 1, 1, 0, 0, 0, 0), (A6a)
λ
(0)
2 = −1, ~x2 = (1,−1, 0, 0, 0, 0, 0, 0), ~y2 =
1
2
(1,−1, 0, 0, 0, 0, 0, 0), (A6b)
λ
(0)
3 = −1, ~x3 = (0, 0, 1,−1, 0, 0, 0, 0), ~y3 =
1
2
(0, 0, 1,−1, 0, 0, 0, 0), (A6c)
λ
(0)
4 = 1, ~x4 = (1, 1,−1,−1, 0, 0, 0, 0), ~y4 =
1
4
(1, 1,−1,−1, 0, 0, 0, 0), (A6d)
λ
(0)
5 = 1, ~x5 = (0, 0, 0, 0, 1, 1, 1, 1), ~y5 =
1
4
(−1,−1,−1,−1, 1, 1, 1, 1), (A6e)
λ
(0)
6 = i, ~x6 = (0, 0, 0, 0, 1, i,−1,−i), ~y6 =
1
4
(0, 0, 0, 0, 1,−i,−1, i), (A6f)
8λ
(0)
7 = −i, ~x7 = (0, 0, 0, 0, 1,−i,−1, i), ~y7 =
1
4
(0, 0, 0, 0, 1, i,−1,−i), (A6g)
λ
(0)
8 = −1, ~x8 = (0, 0, 0, 0, 1,−1, 1,−1), ~y8 =
1
4
(0, 0, 0, 0, 1,−1, 1,−1), (A6h)
and the residual vectors,
~rl = ~xlP
(
λ
(0)
l −Q
)−1
. (A7)
Here the left and right eigenvectors satisfy 〈λ(0)l |λ(0)l′ 〉 =
δll′ . We have chosen particular bases within the same
eigenvalue as shown above for later convenience. Since
the sum of each columns ofQ is equal to or smaller than 1,
the absolute magnitude of each eigenvalue of Q is smaller
than 1, so that
(
λ
(0)
l −Q
)−1
in (A7) always exists. Also,
we have ~r1 = (1, 1, 1, . . . ) ≡ ~1.
Now, we consider the effects of the first-order pertur-
bation given by Tˆ2,3 in (A2). Since the eigenvalues +1
and −1 have triple degeneracy, respectively, we need to
diagonalize Tˆ2,3 in each degenerate subspace according
to the degenerate perturbation theory. Then we obtain
the general form of the eigenvalues,
λ = λ(0) + ag2 + bg3 +O(g4). (A8)
Here a and b are written in terms of the matrix elements
of P,Q, J,K,L,M . Note that the coefficients a and b
depend on g, since P and Q are the function of g. In case
that we need to obtain a strict power series expansion of
λ in terms of g, further expansions of a(g) and b(g) should
be made.
1. Perturbation in λ
(0)
1,4,5 = 1 subspace
The eigenspace with λ(0) = 1 in the unperturbed sys-
tem is spanned by the l = 1, 4, 5 eigenvectors. Then, Tˆ2
is expressed by a 3× 3 matrix as
〈λ(0)l |Tˆ2|l′(0)〉(l,l′)∈{1,4,5}2 =
0 0 00 0 0
0 0 14~r5 ·~j − 12 (µ1 + µ2)w0

with ~j ≡ J

1
1
1
1
 . (A9)
where we used ~r4 ·~j = 0 obtained from the symmetry of
the 1-cell shift. (Due to the periodic boundary condition,
our model is invariant under the 1-cell shift of each col-
umn, e.g. ( )> → ( )>. With
this transformation, ~j is trivially invariant, whereas ~r4
changes its sign. Therefore, the parity-odd quantity such
as ~r4 ·~j vanishes.)
Together with the -perturbation by Tˆ3,
〈λ(0)5 |Tˆ3|λ(0)5 〉 = −
(
ν +
1
2
(ξ1 + ξ2)
)
w0
+
1
4
~r5 · (−~k + ~`+ ~m), (A10)
with ~k, ~` and ~m being the sum of the columns in K, L
and M respectively, we obtain
λ5 = 1 +
(
−11
2
w0 +
1
4
~r5 ·~j
)
g2
+
{
−24w0 + 1
4
~r5 · (−~k − ~`+ ~m)
}
g3 +O(g4).
(A11)
The degeneracy between λ1 and λ4 even under the in-
fluence of Tˆ2 is removed by Tˆ3 represented as
〈λ(0)l |Tˆ3|λ(0)l′ 〉(l,l′)∈{1,4}2
=
(
1
4
~1 · (~k + ~`)− νw0 14~r4 · (~k + ~`)
1
4
~1 · (~k − ~`) 14~r4 · (~k − ~`)− νw0
)
=
(
0 0
0 14~r4 · (~k − ~`)− νw0
)
. (A12)
This leads to
λ1 = 1, λ4 = 1−
{
5w0 − 1
4
~r4 ·
(
~k − ~`)} g3 +O(g4).
(A13)
The major eight eigenvalues for t = 0 (A6) and the per-
turbed λ1,4,5 for small positive t (A11)(A13) are sketched
in FIG. 3.
2. Perturbation in λ
(0)
2,3,8 = −1 subspace
The λ(0) = −1 eigenspace in the unperturbed system
is spanned by the l = 2, 3, 8 eigenvectors,
〈λ(0)l |Tˆ2|λ(0)l′ 〉(l,l′)∈{2,3,8}2 =
0 0 00 0 0
0 0 12 (µ1 + µ2)w0 +
1
4~r8 ·~j8

with ~j8 ≡ J

1
−1
1
−1
 . (A14)
9Together with the perturbation by Tˆ3,
〈λ(0)8 |Tˆ3|λ(0)8 〉 =
ξ1 + ξ2
2
w0 +
1
4
~r8 · ~m8,
with ~m8 ≡M

1
−1
1
−1
 , (A15)
〈l(0)|Tˆ3|l′(0)〉(l,l′)∈{2,3}2 =
(
νw0 +
1
2~r2 · ~k− 12~r2 · ~`−
1
2~r3 · ~k− νw0 + 12~r3 · ~`−
)
,
(A16)
we have
λ8 = −1 +
(11
2
w0 +
1
4
~r8 ·~j8
)
g2 +
(
19w0 +
1
4
~r8 · ~m8
)
g3 +O(g4), (A17)
and
λ2,3 = −1 +
{
νw0 +
1
4
(~r2 · ~k− + ~r3 · ~`−)± 1
4
√
(~r2 · ~k− − ~r3 · ~`−)2 + 4(~r2 · ~`−)(~r3 · ~k−)
}
g3 +O(g4). (A18)
3. Perturbation for λ
(0)
6,7 = ±i
The O(g2) and O(g3) perturbations on λ6 are obtained
from
〈λ(0)6 |Tˆ2|λ(0)6 〉 = −
1
2
(µ1 + µ2)w0i+
1
4
~r6 ·~j6,
〈λ(0)6 |Tˆ3|λ(0)6 〉 = −
1
2
(ξ1 + ξ2)w0i+
1
4
~r6 · ~m6, (A19a)
where
~m6 ≡M

1
−i
−1
i
 , ~j6 ≡ J

1
−i
−1
i
 . (A19b)
One then finds
λ6 =i+
(
− 11
2
w0i+
1
4
~r6 ·~j6
)
g2
+
(
− 19w0i+ 1
4
~r6 · ~m6
)
g3 +O(g4), (A20)
λ7 =(λ6)
∗.
These eigenvalues (A11), (A13), (A17), (A18) and
(A20) reveal the behaviors of this Markovian lattice
model at low temperature. First, the stationary distribu-
tion after a long sequence generated by Eq.(4) is given by
the λ = 1 eigenstate, |1〉. At the leading order, it is solely
composed of the radial stripes, which directly shows the
dynamical pattern selection. The O(g2)-perturbation
(A11) implies that the circular stripes decay to the ra-
dial stripes rather quickly with a lifetime of O(g−2). The
shifts of the radial stripes (from ABAB. . . to CDCD. . . or
BABA. . . , for example), corresponding to the decay of
the modes of |λ2〉, |λ3〉 or |λ4〉, are much slower than
that, with a lifetime of O(g−3).
4. Perturbation for eigenvectors
As well as the eigenvalues discussed above, the corre-
sponding eigenvectors also receive perturbation,
|λl〉 = |λ(0)l 〉+ g2|λ(2)l 〉+ g3|λ(3)l 〉+O(g4),
|λ(2)l 〉 =
∑
λ
(0)
m 6=λ(0)l
〈λ(0)m |Tˆ2|λ(0)l 〉
λ
(0)
l − λ(0)m
|λ(0)m 〉,
|λ(3)l 〉 =
∑
λ
(0)
m 6=λ(0)l
〈λ(0)m |Tˆ3|λ(0)l 〉
λ
(0)
l − λ(0)m
|λ(0)m 〉. (A21)
In particular, for l = 1, 2, 3, 4, we have Tˆ2|λ(0)l 〉 = 0 lead-
ing to |λ(2)l 〉 = 0. Because the similarity measures I(λl)R
depend linearly on the state vectors, we obtain
I
(λl)∗ =

1 +O(g3) (l = 1)
O(g3) (l = 2, 3, 4)
−1 +O(g2) (l = 5)
O(g2) (l = 6, 7, 8)
, (A22a)
I
(λl)
 =

O(g3) (l = 1, 2, 3, 4)
1 +O(g2) (l = 5)
O(g2) (l = 6, 7, 8)
. (A22b)
Appendix B: Numerical values of perturbative
coefficients
1. Analytic formulas for w = 8
For w = 4w0 = 8, we can explicitly compute the matri-
ces P , Q, J , K, L, M and the resulting perturbative co-
efficients. The formula (A7) for the “unperturbed” eigen-
10
vectors (including the effects up to Tˆ3/2) is expanded as
~rl = ~xl
P
λ
(0)
l
∞∑
n=0
(
Q
λ
(0)
l
)n
, (B1)
from which we can calculate the coefficients of ~rl ex-
panded in terms of g with a pretty good convergence by
taking the sum up to n = 128. Substituting them into
(A11), (A13), (A17), (A18) and (A20), we finally obtain
the perturbative coefficients for λl as
λ1 = 1, (B2a)
λ2,3 = −1 +O(g4), (B2b)
λ4 = 1− 10g3 +O(g4), (B2c)
λ5 = 1− 5.8g2 − 16.84g5/2 + 9.068g3 − 371.51767˙40˙g7/2 +O(g4), (B2d)
λ6,7 = ±
(
1− 5.8g2 − 16.84g5/2 + 9.068g3 + 324.10434˙07˙g7/2
)
i− 47.413˙g7/2 +O(g4), (B2e)
λ8 = −1 + 5.8g2 + 16.84g5/2 − 9.068g3 + 276.69100˙74˙g7/2 +O(g4), (B2f)
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FIG. 6: Plot of I(n) (at t = 0.2, 0.22, 0.25, 0.3, 0.35, 0.375,
0.4, 0.5 from top to bottom curve) by simulations for w = 8,
averaged over 4096× 4 trajectories under (E,F,G,H) initial
configurations with equal weight for each temperature.
where the dots represent recurring decimals. The true
coefficients are known to be rational numbers, so that
the above coefficients must be exact although obtained
numerically. We find that |λ5,6,7,8| are degenerated up to
O(g3), and the O(g7/2) contributions start to break the
degeneracy. Also, λ6,7 acquire nonzero real parts from
O(g7/2). We note that λ2,3 are not perturbed from −1
up to O(g7/2): Their absolute values should eventually
become smaller than 1 in higher orders due to the Perron-
Frobenius theorem.
2. Numerical results for w = 8
The analytic result (B2d) can be checked from the nu-
merical result of I(n) as a function of n. Shown in
FIG. 6 are the results of simulations for 4096×4 trajecto-
ries with equal-weight (E,F,G,H) initial configurations.
Corresponding initial state at n = 0 is written as∑
l
cl|λl〉 = |λ(0)1 〉+ |λ(0)5 〉, (B3)
which leads to the coefficient {cl} as
c1 = 1, c4 = O(g4), c5 = 1 +O(g4),
cl = −〈λ
(0)
l |Tˆ2|λ(0)5 〉
1− λ(0)l
g2 +O(g3) (l 6= 1, 4, 5). (B4)
From (10) together with (A22) and (B4), we have
I(n) ' λn5 I(λ5) , (B5)
in a range of n satisfying 1 n −g−2 log g. Therefore,
we obtain
λeff5 '
I(n+ 1)
I(n)
. (B6)
Plotted in FIG. 7(a) is a comparison of the analytic re-
sult of λ5 in (B2d) and the numerical result of λ
eff
5 in
(B6). They show good agreement at low temperature
(t ≤ 0.25), while the the discrepancy appears for t ≥ 0.3
indicating the breakdown of the perturbative estimate
at high temperature. By fitting the numerical data at
t = 0.2, 0.22, 0.25 with an ansatz, λ5 = 1 − γg2 − δg5/2,
we obtain
γ ' 5.78± 1.82, δ ' 20.2± 10.5, (B7)
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which are quite consistent with analytic results in (B2d);
(γ, δ) = (5.8, 16.84).
3. Numerical results for w = 16
For w = 4w0 = 16, it is numerically demanding to
obtain the analytic formula similar to (B2). Nevertheless,
we can extract the coefficients γ and δ by plotting λeff5
in (B6) as shown in FIG. 7(b). By fitting the data at
t = 0.2, 0.22, 0.25, 0.30, 0.35, we find
γ ' 11.6± 1.4, δ ' 38.4± 8.0. (B8)
These results together with (B5) lead to the temperature
dependence of the decay rate of the circular stripe pattern
as given in the main text.
Appendix C: Mechanism of DPS in a Minimal Model
To identify the essential origin of the dynamical pat-
tern selection (DPS), let us consider a minimal toy-model
with only 3 states (rather than 6w states discussed in the
main text). They represent two stable patterns (which
we call X and Y ) and a transition state (Z). They have
intra energies B
(intra)
X,Y,Z and and the inter binding energies
B
(inter)
Y X,ZX,ZY and obey the Markov chain with Eq.(5). The
transition matrix at zero temperature (t = 0) is given as
X Y Z
Tˆ0 =
1 0 p10 1 p2
0 0 q
 , (C1)
where p1,2 and q are positive with the constraint p1 +
p2 + q = 1. The eigenvalues of this matrix is λ
(0) = 1, q,
and we define the corresponding basis vectors as
〈λ1| =
(
1, 0,
p1
p1 + p2
)
, |λ1〉 =
10
0
 ;
〈λ2| =
(
0, 1,
p2
p1 + p2
)
, |λ2〉 =
01
0
 ;
〈λ3| = (0, 0, 1) , |λ3〉 =
−
p1
1−q
− p21−q
1
 . (C2)
For small nonzero temperature, 0 < t 1, we perturb
the transition matrix as Tˆ = Tˆ0 + δTˆ by
δTˆ =
−a− a′ b′ ca′ −b− b′ d
a b e
 , (C3)
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FIG. 7: Ranges of I(n + 1)/I(n) for 10 ≤ n ≤ 30 (red
marks) and the perturbative λ5 up to g
7/2-order (B2d) (black
curve), (a) for w = 8 from the data of FIG. 6 and (b) for
w = 16 from that of FIG. 4.
where a, b, a′, b′ > 0. In terms of the binding energies,
a =
p
X
e−βEZX
p
X
e−βEXX + p
Y
e−βEYX + p
Z
e−βEZX
∼ e−β(EZX−EXX),
b =
p
X
e−βEZY
p
X
e−βEXY + p
Y
e−βEY Y + p
Z
e−βEZY
∼ e−β(EZY −EY Y ),
a′ =
p
X
e−βEYX
p
X
e−βEXX + p
Y
e−βEYX + p
Z
e−βEZX
∼ e−β(EYX−EXX),
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b′ =
p
X
e−βEZY
p
X
e−βEXY + p
Y
e−βEY Y + p
Z
e−βEZY
∼ e−β(EZY −EY Y ).
(C4)
where Eij ’s are defined in the same way as Eq.(5).
Projected on the λ(0) = 1 unperturbed eigenspace, δTˆ
becomes
〈λ(0)l |δTˆ |λ(0)l′ 〉(l,l′)∈{1,2}2 =
(
− p2p1+p2 a− a′
p1
p1+p2
b+ b′
p2
p1+p2
a+ a′ − p1p1+p2 b− b′
)
,
(C5)
whose eigenvalues read
δλ1 = 0, δλ2 = −(a+ b+ a′ + b′). (C6)
Corresponding eigenvectors in the original 3-
dimensional space are
|λ1〉 =
p1b+ (p1 + p2)b′p2a+ (p1 + p2)a′
0
 , |λ2〉 =
−11
0
 . (C7)
Then in the first-order perturbation theory, |λ1〉 is the
eigenvector of Tˆ for the eigenvalue λ = 1, i.e., it repre-
sents the stationary distribution of the system.
When p1 and p2 are of the same order, which one
of X and Y dominates the steady distribution is deter-
mined by which of max{a, a′} and max{b, b′} is larger
than the other. From (C4), the magnitude of max{a, a′}
(max{b, b′}) corresponds to the minimum excitation en-
ergy from X (Y ). If we define
∆EX = min{EZX , EY X} − EXX ,
∆EY = min{EZY , EXY } − EY Y , (C8)
then ∆EX > ∆EY (∆EX < ∆EY ) indicates that |λ1〉 '
(1, 0, 0)> [|λ1〉 ' (0, 1, 0)>], i.e. the pattern X (Y ) is
dynamically selected. Also, the mean-number of steps n¯
for the unstable pattern to decay is derived from (C6) as
n¯−1 = − lnλ2 ∼ e−βmin{∆EX ,∆EY }. (C9)
Although we analyzed the minimal 3-state model here,
it is straightforward to generalize it to a full-scale model
with a block structure,
Tˆ0 =
S1 0 P10 S2 P2
0 0 Q
 , (C10)
which includes the case of the 6w-state model discussed
in the main text and in (A2). In this context, X
(Y ) in the minimal model corresponds to the radial
stripes {A,B,C,D} (circular stripes {E,F,G,H}). Also
|λ1〉 (|λ2〉) in the minimal model corresponds to |λ1〉 in
Eq.(A6e) (|λ5〉 in Eq.(A6e)). Then, the stability of the
radial stripes is a result of
∆E∗ = σ > σ′ = ∆E. (C11)
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