Abstract-As living organisms, one of our primary character istics is the ability to rapidly process and react to unknown and unexpected events. To this end, we are able to recognize an event or a sequence of events and learn to respond properly. Despite advances in machine learning, current cognitive robotic systems are not able to rapidly and efficiently respond in the real world:
the challenge is to learn to recognize both what is important, and also when to act. Reinforcement Learning (RL) is typically used to solve complex tasks: to learn the how. To respond quickly -to learn when -the environment has to be sampled often enough. For "enough", a programmer has to decide on the step-size as a time representation, choosing between a fine-grained representation of time (many state-transitions; difficult to learn with RL) or to a coarse temporal resolution (easier to learn with RL but lacking precise timing). Here, we derive a continuous-time version of on-policy SARSA-Iearning in a working-memory neural network model, AuGMEnT. Using a neural working memory network resolves the what problem, our when solution is built on the notion that in the real world, instantaneous actions of duration dt are actually impossible. We demonstrate how we can decouple action duration from the internal time-steps in the neural RL model using an action selection system. The resultant CT-AuGMEn T successfully learns to react to the events of a continuous-time task, without any pre-imposed specifications about the duration of the events or the delays between them.
I. INT RODUCTION
A self-driving car travels along the way when suddenly a man crosses the street. The car has to stop immediately to avoid the impact. This is an example of the complexity of the environment that we live in, where many unknown and unexpected events have to be recognized and processed rapidly and continuously. Despite advances in machine learning, cur rent robotic systems are not able to rapidly and efficiently respond in the real world: the challenge is to learn to recognize both what is important, and also when to act. Reinforcement Learning (RL) algorithms are commonly used as a learning
paradigm to learn what to respond to in complex environments.
In RL, the agent changes its behavior according to experience collected during the exploration of the world [1] . In typical RL tasks however, ad hoc abstractions are used: the actual relevant events are provided in compact representations. Much attention has been given recently to learning compact state rep resentations from high-dimensional observations, where deep learning is the most well-known approach for this, including approaches like Long Short-Term Memory (LSTM) [2] , [3] , [4] .
Here, we observe that in standard RL not only the repre sentation is abstracted, but also the timing of events that is sampled in the ordered presentation. State-transitions in RL are defined in discrete steps and the agent state is updated every step. Effectively, the agent is given the information on when a decision has to be taken. To respond quickly however, the environment has to be sampled often. A programmer has to decide on the step-size as a time-representation, choosing between a fine-grained representation of time or to a coarse temporal resolution. The former corresponds to many state action transitions that are difficult to learn, while in the latter correct action sequences are easier to learn but lack precise timing. For a learning self-driving car, this means it will either be very difficult to learn to avoid unexpected obstacles, or it will respond too late and hit the man. [1] , [6] . Another common approach for continuous-time RL is based on actor-critic models, e.g. [7] .
We find however that for the latter, there is no current work that includes methods for learning compact working memory representations, and our own efforts had great difficulty with reaching convergence when using an actor-critic method.
AuGMEnT (Attention-Gated MEmory Tagging) [8] 
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In AuGMEnT, as defined in [8] , action selection follows a policy 'IT known as Max-Boltzmann rule to ensure a good balance between exploration and exploitation. It selects the greedy action (highest qk(t)) with probability 1 -E, and, with a small probability E, a random action sampled from the Boltzmann distribution [12] .
When we consider discrete-size time steps dt, any explo ration rate Ed t implies that, potentially, a new action can be selected every dt, lasting also only for a duration of dt. Baird in 1993 [5] demonstrated that for standard RL algorithms like Q-Iearning, reduction of the time-step duration in tasks affects convergence rate. The difficulty in learning the corresponding many state-action transitions can be explained intuitively: the shorter the time-step duration, the less is the effect of that action on the final reward. In principle, for instantaneous actions no effect can be seen at the end, and it becomes impossible to assign the right credit to the right action. This is exacerbated when state-approximators are used, like artificial neural networks, as they introduce their own imprecision in the computed Q-values. To resolve this problem, we observe that real-world actions have a typical duration: they take some time to execute from start to finish, and our everyday experience is that this execution is to some degree (at least initially) non-interruptible. Such action-duration behavior can be implemented as an action selection mechanism, for example as the basal ganglia model described in [10] . This is achieved by connecting the Z-layer to the Q-Iayer with off-center on surround connectivity: each neuron in the Q-layer transmits its value qi to all output neurons but sends inhibition to only one output neuron (see the connections between the two layers in Fig. 1 ). The input to the Z-layer neuron is:
where the balance between inhibition and excitation has been chosen as v = w-/w+ = 3. Then, the activity of the neuron can be modeled as a leaky integrator: where p is a rate constant which determines the speed at which the activity reaches the equilibrium (with p = 1 the activity is instantaneous). Finally, the output activation of the Z-layer is bounded using the same sigmoidal activation function used in
Yi(t) = CT(ai(t)).
(10)
Winner-take-all is guaranteed if the minimum activation is selected at every dt, thus the actions are selected continuously.
In this case the Q-layer determines the degree of inhibition in the action space, which means that all the actions that are not selected are inhibited, and the action that is selected receives less inhibition. 
j#ei Where lex is the magnitude of the extra inhibition (we chose 5) and Tex is the time constant of the decay which determines the effective duration of the exploration (here we set to 0.01).
D. Feedback model
During learning, two factors modulate the network plas ticity: a global neuromodulatory signal and an attentional feedback signal. Once an action is selected, the unit that codes the winning action a feeds back to earlier processing levels to create synaptic Tags (equivalent to eligibility traces) on the responsible synapses. The decaying Tag update for Tags k is defined as:
. (12) With Zk = 1 for the selected action, Zk = 0 elsewhere, and J stands either for j or m indexes. Thus, the association units that provided strong input to the winning action a also receive strongest feedback. Equivalently, Tags on connections between regular units and instantaneous units are computed as:
(note that feedback connections W� j and feedforward connec tions Wja have the same strength, as in [13] ). Synaptic traces between sensory units and memory cells are used for learning working memory:
With the SARSA temporal difference learning rule, the network compares the predicted outcome qa (T -1) to the sum of the reward r(t) and the discounted action-value qa,(T) of the unit a' that wins the subsequent competition:
where T is the time-step defined in standard compound defini tion of RL algorithms. However, in the case of continuous-time TD learning, the estimate of the predicted outcome is defined as in [7] :
. 1 Q7r(s,a) = -Q7r(s,a) -r(t).
T (16) If the equivalence in (16) is not satisfied, the prediction should be adjusted to decrease the inconsistency:
Using the backwards Euler approximation for dt [7] gives the following discrete TD update:
In this case we consider the discount factor, = 1-df and the Q-values have been rescaled as qa( T ) = ;tqa(t). Moreover, to be consistent with the previous representation of AuGMEnT which defines the Tag decay as ex = (1 -A,) , we have:
1-!li
A = 1-:1; the reward r(t) also has to be rescaled as r(t)/dt.
Note th at by defining dt = 1 we obtain the same equations of
AuGMEnT.
Finally, the plasticity of all synapses (either R or M units)
is defined as:
It is worth mentioning that the Tags and synaptic weights are 
Given (20) and (17) , the gradient of the objective function with respect to the weights w,J; becomes:
T 8wj a 8wj a (21) Since the boundary condition for the Q-function, defined in (6) , is given at t -7 00, it is more appropriate to update the past estimates without affecting the future estimates [7] . Thus, recalling (18) and discretizing (21), a reduction of the gradient is guaranteed if:
8wj a 8wj a =o(t)yf(t -dt), (22) which is consistent with the trace update in (12) for a = l.
The same can be shown for the synapses between memory units M and Q-values:
. wma (23) Note that in the latter equations the update of the synapses has to be consistent with the neuron activity at the previous dt, which is stored in the Tags (see (12) and (13)). Thus, Tags have to be updated after the weights. Gradient decent for the weights v� is similarly computed: (24) and for vt:,:
= o(t) 8qa(t -dt) 8y:;[ (t -dt) 8inp:;[ (t -dt) 8y[;[(t -dt) 8inp[;[(t -dt) 8vt:, =o(t)w ��O"' (inp ::; (t -dt)) sT r acel m(t -dt), (25)
where we assume for simplicity that the strength of the feedback from the motor layer back to the association layer
W a j IS equa to Wj a an , ana ogous y, Wam = Wma·
B. L-maze task
The L-Maze task is a simple fast-response scenario that mimics the case where a self-driving car has to stop as soon as a man appears in front of it. In the task, the agent has to move in a corridor and turn right as quickly as possible at the end of it. The agent has actions N, E, S, W to move in all compass directions. When the agent remains in the same place (e.g. by moving into a wall), it receives a negative reward (-0.1). The correct decision at the end of the maze is worth 4, and the wrong decision -1. The task also has a time-out condition: after 1.5N + 2 time-steps we automatically stop the trial, and start a new one. In the input space a wall is
Step size Rather than the how, here the difficulty of the task is the when. Suppose we update the network every 1 second and the agent travels with constant velocity such that it takes 10 seconds to reach the turning point. The turning signal appears just after that time, and the agent has to wait the next update to change its direction. It will make an error equal to the space it covers during that second (see Fig. 2 a) . If we want to reduce this error we can increase the number of updates.
In standard time-step implementations, this is equivalent to a task with longer corridor length: we tested standard time-step AuGMEnT with corridor lengths of 10,20,40,100. Standard time-step AuGMEnT is obtained by setting dt = 1. In contrast to standard time-step AuGMEnT, in CT-AuGMEnT we can decrease the dt size to update the network more often without affecting the duration of actions (Fig. 2) . To compare with the previous example we chose dt = 0.5,0.25,0.1. This is true since the number of updates (or decisions) required to cross the corridor is the same. Furthermore, we also tested for dt = 0.05,0.02,0.01,0.005, which correspond to a corridor length of 200,500,1000,2000 respectively (for these corridor lengths standard AuGMEnT does not reach the convergence criterium). 
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C. T-maze task
The T-Maze task is a working memory task based on [3] and [14] . Information presented at the beginning of the maze has to be remembered to make optimal decisions at the end of the corridor. As for the L-Maze, the agent has actions N, E, S, W to move in all compass directions; task difficulty is scaled by increasing the corridor length N (see Figure 4) . The For the simulations, we gave each network at most 50000 trials to learn the task. Convergence was determined by checking at 80% optimal choices as in [3] and [14] for each condition. 
D. Saccade!antisaccade task
We also apply CT-AuGMEnT to the working memory saccade/anti-saccade task as in [8] . This task introduces the effect of context in selecting a specific strategy to follow Fig.   7 . In this case, the agent has to learn that the color of the a fixation mark determines the strategy. The sequence of time events in this task is shown in Figure 8 . Every trial started with an empty screen, shown for one second. Then a fixation mark was shown that was either black or white, indicating that a pro or anti-saccade would be required. The model had to fixate within ten seconds, otherwise the trial was terminated without reward. If the model fixated for two consecutive seconds, we presented a cue on the left or the right side of the screen for one second and gave the fixation reward r fix. This was followed was complete when the model made 90% optimal choices for each of the four possible conditions over the last 50 examples of each. Every network had 2.5 x 104 trials to learn the task. We obtained a convergence rate of 100%, 97% and 98% respectively. The mean of the convergence rate for the standard AuGMEnT was 4120. Also in this task decreasing the dt duration helps the time-to-convergence: for dt = 0.5, CT-AuGMEnT needed on average 3400 trials, and for dt = 0.1 it required 2490 (Fig. 9d) .
IV. CONCLUSION
We derived a continuous-time version of SARSA-Iearning in a working-memory neural network model, AuGMEnT. Our main contribution is that we decouple action duration from the Moreover, as AuGMEnT is considered biologically plausible [9] , the continuous-time equivalent presented here allows us to directly compare unit activations in the network with electro physiological measurements. CT-AuGMEnT solves the credit assignment problem with the same 'attentional' feedback mechanisms described in the standard version [9] . Feedback connections form the output layer to the earlier levels Tag the relevant synapses that were responsible for the action selection [13] . AuGMEnT thus provides a biological explanation of the eligibility traces toward the Tag mechanisms [15] , which permits learning if time passes between the action and the reward-prediction error [16] . It is worth noting that, while the rapid alternation of forward and feedback activity every dt in the network seems biologically implausible, we can see from the update equa tions that in principle, a separate feedback network can be constructed to carry the feedback signal, similar to [18] . This leaves unresolved the issue that in real networks, both forward and feedback activations take time. Such delays will introduce a fixed offset between forward and feedback signals. One solution we can envision here is to have neurons match this delays through delayed plasticity windows, similar to what is observed in cerebellum [19] . Whit respect to other approaches,
CT-AuGMEnT provides a continuous-time on-policy neural reinforcement learning network with working memory. Recent works based on actor-critic architecture emphasize the role of basal ganglia in action selection with spiking neurons in continuous-time [20] , [21] . These models are based on the Doya's work [7] . However, these approaches do not include working memory, and thus do not have the ability to keep track of past events. A remarkable approach of working memory units in continuous-time is shown in [22] and [23] based on LSTM; this somewhat related working-memory approach however does not consider action selection.
It is important to note that we show here that a continuous time representation changes the way in which we define the task for the network. For example, in the standard time step representation a new action can be selected every time step, exactly during specific changes in the task. The time step representation requires the network to give an answer at specific moments of the trial. This is even more impor tant in the case of explorative actions: here actions can be interrupted in every dt due to a change of the inputs or an explorative action. The action selection system we introduce here accounts for the fact that before deciding on an action, especially when sampling often and in a noisy environment, the optimal decision requires accumulation of evidence [24] . The action-selection mechanism we implemented adheres to this notion: for large relative changes in computed Q-values, the mechanism quickly switches to a new action. For small relative changes this process is slower, and may even be reversed before switching actions when the computed Q-values change back again, as could be the case for noisy observations.
Taken together, CT-AuGMEnT is able to learn how to solve complex non-linear working memory tasks, thus making an actual step into a more realistic representation of learning.
