Vehicular ad hoc networks are an important new class of wireless networks with applications ranging from safety and crash avoidance to Internet access and multimedia distribution. In this article, an efficient method of message dissemination using rateless coding is proposed. Both vehicle-to-vehicle and vehicle-to-infrastructure data transfer are allowed. By employing rateless coding at road side units and using vehicles as data carriers, messages can be propagated efficiently. To limit the buffer capacity required in vehicles, buffer management is employed. The network considered has a grid topology. The effects of vehicle speed, number of lanes, broadcast interval, and decoding distance on the performance are examined.
Introduction
The need of humans to be connected has led to rapid growth in wireless communications technology. Vehicular ad hoc networks (VANETs) are an emerging part of this trend. These networks can be used to disseminate information such as weather, traffic conditions, and commercial information such as restaurant and gas station locations. The many VANET applications can be divided into two main categories: safety and non-safety. Safety applications include spreading an alarm or warning with the aim of avoiding danger and reducing risk. Non-safety applications include information about a new product or business, the closest restaurant or gas station, or the shortest path to a destination. This information may be transmitted in response to a request. Since this information may include multimedia content, the message size can be considerably greater than that of safety messages. Road side units (RSUs) must therefore distribute messages of varying sizes and content, and this is done according to time, current policy, traffic conditions, etc.
The applications mentioned above are just the beginning of the flood of applications anticipated for VANETs. As with other types of networks, VANETs have their own advantages and disadvantages. VANETs are a subset of mobile ad hoc networks (MANETs) with restricted node behavior. Vehicle (node) velocity and their limited ability to change direction are two significant differences between MANETs and VANETs. Due to their highly dynamic and restricted characteristics, VANETs are more vulnerable to the fragmentation problem. This means that delivery of a message to an arbitrary vehicle can be very difficult. One of the proposed methods for mitigating this problem is store-carry-forward (SCF) [1] .
Every RSU broadcasts messages based on time, policy, or network-specific criteria. Vehicles approaching an RSU receive these messages, and they should be decoded and a decision made before passing the RSU. For example, suppose a multimedia message which contains a gas station location is being transmitted. A vehicle looking for a gas station should decode this message before the corresponding RSU is encountered. In other words, the vehicle must be given sufficient time to make a decision, safely reduce speed, and possibly change direction. Every message has a validation period, after which it is replaced with another message according to the corresponding policy.
The distance between a vehicle with a message and the source of that message is called the decoding distance. In this article, the decoding distance is increased by combining rateless coding with the SCF technique. The tradeoffs between vehicle speed, broadcast interval, number of lanes, and decoding distance are examined. Due to buffer limitations, we employ a buffer management mechanism. The impact of this mechanism is investigated. The effect of an RSU changing its messages, and the ability of vehicles to sense these changes, is also examined. Finally, message dissemination patterns around each RSU are determined. This shows the effectiveness of the proposed approach.
The remainder of this article is organized as follows. Section 2 provides a review of related work, and Section 3 gives a brief introduction to rateless coding. Data dissemination in VANETs is introduced in Section 4. The network model and the assumptions used in the analysis are given in Section 5. Performance results are presented and explained in Section 6. Finally, some conclusions are given in Section 7.
Related work
Data dissemination in VANETs has been the subject of significant research in recent years. Various dissemination techniques, particularly for safety applications, have been developed. Techniques have also been proposed to provide multimedia data, social networking, and traffic information.
Initial studies on data dissemination to multiple nodes have been done in [2, 3] . The problem of data dissemination from an RSU to vehicles on a highway is considered in [4] . In [5] , network coding was employed for video streaming in VANETs. However, broadcasting this type of data can lead to severe congestion and significantly reduce the data delivery ratio. Zhao et al. [6] proposed the data pouring (DP) method to help solve this problem. DP exploits the predictability of vehicle mobility due to the road configuration. However, they assumed only one data source, and unlimited buffers in vehicles for storing information.
The cooperative rateless code protocol (CORP) was proposed in [7] . Data dissemination with CORP has two phases. In the first phase, vehicles receive rateless coded information from access points which can be fixed infrastructure or mobile nodes. In the second phase, information is disseminated through the network via vehicle cooperation. In this phase, vehicles that have received a sufficient number of encoded symbols (ESs) can generate new ESs and disseminate them in the network. Such a vehicle is called a certified car. CORP uses a complex six-way handshaking protocol with limited cooperation, which is not well suited to short-lived connections. In addition, only freeway vehicle traffic was considered, along with unlimited capacity vehicle buffers, which is unrealistic. In [8] , fountain codes were employed for data dissemination in VANETs. The Vimesh protocol was presented which can provide covert operation via directional antennas. However, the resulting performance can be poor due to the unreliability of time-varying communications channels. Note that the road topology was not considered in [7, 8] , even though this is the major distinguishing feature between vehicular networks and MANETs. Limitations on vehicle movement can have a significant effect on vehicle cooperation, and thus must be considered in evaluating VANET communications systems.
Employing rateless coding for data dissemination has also been investigated in [9, 10] for bidirectional single lane roads. In [11] , rateless coding was employed with SCF in an urban topology. However, only the performance at the junction of two roads was investigated. In this article, these techniques are considered in a grid topology with multiple intersections.
A new data dissemination technique for urban vehicular networks is presented here. Unlike with CORP, vehicles retransmit packets as opposed to ESs, and there is no restriction on which packets can be transmitted. This reduces system complexity and overhead. Finite vehicle buffers are also considered as a practical limitation, and a buffer management scheme is presented.
Rateless codes
Traditional techniques for data transfer over erasure channels require continuous two-way communications. Packets are encoded and transmitted to the receiver which then attempts to decode them. If decoding is successful, an acknowledgment is transmitted to the sender. Otherwise, the receiver requests retransmission of the erroneous packets. However, systems such as broadcast networks may not have a feedback channel for acknowledgements. Rateless coding provides a means of solving this problem by allowing a one-way communication protocol. In this case, packets are still encoded and sent to the receiver. If a packet is received in error, it is simply discarded. Otherwise, the packet is retained as part of the message. The receiver is able to reconstruct the message after collecting a sufficient number of valid packets.
Rateless coding is an efficient way to combat channel uncertainty. The code rate automatically adapts to the channel quality through the use of incremental redundancy. Unlike conventional coding schemes, a rateless encoder can generate codewords with arbitrary length [12] . Therefore, very long codewords can be used as needed rather than employing a fixed rate code [13] . This is an effective solution for time-varying communications channels.
A key advantage of rateless codes is the existence of low complexity encoding and decoding algorithms [2] . It is shown in [5] that the receiver needs at least kΓ k distinct packets to be able to decode k data packets with probability 1 -δ. Γ k is the decoding overhead and is given by
To encode a message, a random number z is first generated as in [5] . Then, z packets are randomly selected based on a uniform probability density function (PDF). Next, these z packets are added modulo 2 (XOR) to obtain a new packet. The indexes of the encoded packets are added to the generated packet. This process can be repeated as many times as necessary to obtain a codeword of arbitrary length. In time-varying channels such as wireless fading channels, receivers may need many more packets, thank the minimum to successfully recover a message. The number of packets required for successful decoding depends greatly on the network and channel characteristics. 
Data dissemination
In this section, the method proposed in [10] for data dissemination in VANETs is reviewed. The fundamental network parameters are examined, and the simulation environment explained.
Data Dissemination with Rateless Coding
In order to disseminate a message, an RSU divides it into packets suitable for encoding using a rateless encoder. Once this process is completed, the resulting packets are disseminated in the network by the RSU.
When a vehicle collects a sufficient number of packets, it will be able to decode the message. Then the message is again divided into packets and encoded. Thus, a vehicle which successfully receives a message becomes a carrier for that message. It acts as a mobile representative for the RSU because it helps disseminate the message while traveling through the network.
A vehicle can be a carrier for some RSUs while being just a collector for others. A vehicle is free to decode any messages received while moving in the network. Therefore, it can carry message packets from multiple RSUs. However, vehicles have limited buffer capacity, and consequently they may not be able to save all received messages. When a vehicle with a full buffer encounters a new message, it discards the packets of the oldest message to create room for the new message. Since RSUs may disseminate messages which change over time, vehicles must update the messages being carried. This process consists of discarding old message packets and collecting the corresponding new ones.
In this article, it is assumed that every vehicle has sufficient capacity to store five messages. Thus, a buffer is divided into five message spaces. A maximum number of packets is assumed for each message, and this determines the buffer capacity. Every RSU appends its own ID and a message ID to the header of each packet to be disseminated. When a vehicle receives a packet from an RSU, it first extracts the RSU and message IDs from the header. If packets from this RSU are in the vehicle buffer, the vehicle checks the message ID. If the ID from the newly received packet is equal to the ID of the message in the buffer, the packet is added to the buffer. If the new packet ID differs from the ID of the message in the buffer, a message change has occurred. In this case, the packets from the old message are discarded and the newly received packet is stored in the buffer. If no packets from this RSU exist in the buffer, there are two possibilities:
1. There is a free message space in the vehicles buffer.
In this case, the newly received packet is stored there. 2. There is no free message space in the buffer. In this case, the oldest message is discarded and the newly received packet is stored in the corresponding space.
In both cases, the time the packet was received is also stored so that the age of the message can be determined. After a vehicle collects enough packets to be able to decode a message, it is decoded and then re-encoded. These newly created packets are then broadcast by the vehicle. Such a vehicle is called a carrier. To improve the dissemination process, vehicles broadcast all packets in their buffer while receiving packets from RSUs and other vehicles. Thus, every vehicle is involved in the dissemination process.
Network model
In this section, a model of the vehicle mobility is developed and the network-specific parameters are derived. We first consider sparse network topologies. In [14] , it was shown that the inter-vehicle spacing can be considered to have an exponential distribution with parameter λ s
This is used below to determine the system parameters.
Mobility model
Define a cluster as a group of vehicles which are close together while moving such that they can communicate with each other. We first consider the number of clusters encountered by a vehicle while traveling a distance of L (in meters) on a road. The expected number of clusters encountered is given by 
To determine E[c length ], the average length of a cluster, we first calculate the average number of vehicles in each cluster. Let s i be the distance between vehicles i and i + 1. The probability of having n vehicles in a cluster, denoted f c (n), is given by
and thus the expected number of vehicles in a cluster is
where
Àλ s R is the probability that the distance between two successive vehicles is more than The PDF of the vehicle spacing in a cluster is
and therefore
1 À e Àλ s R :
Consequently, E[c length ] can be expressed as
Let λ t (veh/s) be the vehicle arrival rate with λ t = λ s × v, where v is the vehicle velocity. Define t L as the time it takes in seconds for a vehicle to travel L meters along a road. The average number of new vehicles that enter the road during this time period is then λ t t L . To determine t L , we first consider the vehicle speed, which is assumed to be given by
where v max is the maximum allowable speed and λ max is the maximum capacity of the road. Figure 4 shows the relationship between time and vehicle speed for this road length. In the first half of the time interval, the vehicle accelerates up to a maximum, and in the second half it de-accelerates to a full stop. Let x be the vehicle position. Given the above assumptions, the position in the first half of the road is given by
and therefore the acceleration is given by
The maximum speed for a vehicle with respect to the current traffic conditions can be obtained from (8) . Let
, which from (10)
Therefore, we have
Since roads are not all the same length, we require the average value of t L . This is given by
where L road is the length of the road in meters. To deter- Figure 5 The network grid topology.
We now consider λ a , which is the minimum capacity such that the traffic remains clustered. Suppose a vehicle enters a congested road with capacity λ max (veh/m). In the case of maximum congestion, vehicle speeds are reduced to zero. With no movement towards the destination, the expected travel time increases significantly. Substituting λ max in (12) results in infinity, which confirms this result. On the other hand, many vehicles are within communication range in a congested road, so packets can be propagated at maximum speed and with minimum delay.
Vehicles in a congested road can easily propagate data with minimum delay, resulting in long decoding distances.
Since the goal here is to investigate the effect of rateless coding on data dissemination, only partitioned traffic is considered. In this case, the distance between two successive clusters is greater than R. If this distance is R, the average cluster plus inter cluster length is 
Number of RSUs 40
Number of messages that can be stored 5
Number of messages disseminated by an RSU 4
Number of packets to decode a message 1000
Number of vehicles
The average number of clusters in a road in this case is
and the corresponding average number of vehicles in a road is
λ a can then be obtained by noting that
which gives
so that
and consequently
Substituting λ a into the expression for 
Intersection modeling
Calculating the expected number of clusters encountered by a vehicle requires E[N clus inter ], the expected number of clusters encountered by a vehicle in an intersection. This value is now determined. Consider the grid topology depicted in Figure 5 , which has m + 1 vertical roads and n + 1 horizontal roads. To obtain an accurate network model, an intersection model is required. Figure 6 shows two intersections in the network. When a traffic light turns red, that road will no longer feed the intersection with vehicles, but it can be fed into because all roads are assumed to be bidirectional.
Assume that traffic lights A and A' in the left intersection of Figure 6 are synchronized, and B and B' are also synchronized. This is assumed for all similar pairs of intersection lights. Consider the left intersection. First suppose that traffic lights A and A' are red. Then only roads B and B' can feed A', so the vehicle arrival rate on A' from this intersection in this case is
where λ B is the vehicle arrival rate on B and λ B0 is the vehicle arrival rate on B', if the three possible directions are equiprobable. Next, suppose that traffic lights B and B' are red. In this case only road A feeds A', so the vehicle arrival rate on A' from this intersection is
The probability of a traffic light being red or green can be assumed to be 0.5, therefore
Equation (22) is the arrival rate for road A'. Assuming the arrival rate of vehicles on roads A, B and B' is equal to λ t , the corresponding cluster arrival rate is
Now consider the right intersection in Figure 6 . Figure 7 shows this intersection with the corresponding cluster arrival rates. Consider a vehicle traveling along road D toward this intersection. We then have Figure 11 A switch in the message being disseminated for RSU961. The horizontal axis represents the nth vehicle that has decoded a message from the RSU. 
If the lights at C and C' are red, vehicles do not stop at the intersection. We now determine the number of clusters at the intersection. The vehicle arrival rates at C and C' are λ t
e
Àλ s R , so the rate that vehicles arrive at the intersection is 2
Àλ s R ≡λ tl , which is a Poisson process. The expected number of clusters waiting at an intersection is
Thus, if the traffic lights at C and C' turn red, vehicles traveling along road D toward the intersection will encounter λ tl clusters at this intersection. When the traffic lights at roads A' and D are red, vehicles will wait at the intersection for T tl seconds. Therefore,
so that 
Then from (10), we obtain
Suppose that each space in a vehicle buffer can hold K packets, and a message can be decoded when J distinct packets have been received (J < K). The average number of roads and intersections that a vehicle must traverse to obtain a sufficient number of packets to decode a message is given by
The average time needed for a vehicle to collect K different packets of a message is then obtained as
We have that so the probability of successfully decoding a message is
Simulation results and discussion
In this section, we present simulation results to illustrate the performance of our system. The network topology employed is depicted in Figure 8 . Vehicles enter the network from boundary intersections with inter-arrival times following an exponential distribution with parameter λ. The maximum speed on each road depends on the road traffic conditions. The value of λ a was chosen to avoid heavy traffic in the network. This is necessary so that vehicles travel in a clustered manner given the topology of the network. There are 40 RSUs in the network located at the intersections and midway between intersections. All vertical road segments are 3-km long while the horizontal segments are 2-km long. Each RSU broadcasts four different messages during the simulation time with dissemination periods of 250 s. Then the old messages are replaced with new ones. This replacement causes the vehicles to discard the packets related to the old messages and collect the new message packets instead.
The ns-2 network simulation package was used to evaluate the proposed scheme. Table 1 shows the simulation parameters. At the start of the simulation, 10% of the cars are located at intersections in the network, and the remaining 90% can enter from the edges during the simulation time. The 960 vehicles are numbered 0 to 959, and the RSUs are numbered 960 to 999. RSU960 is located in the lower left corner of Figure 8 , and RSU961 lies to its right.
First, the data dissemination from an RSU is examined. A limited vehicle buffer (space for five messages) with messages discarded as described previously is considered. The four transmitted messages are denoted as messageA, messageB, messageC, and messageD. We set J = 100 so that the broadcast rate is 10 packets/s, and the message propagation rate is 1/10 messages/s. The decoding distances of RSU961 for messageA and messageB are depicted in Figures 9 and 10 , respectively. Figure 9 shows that 21 vehicles successfully decoded messageA of this RSU during the 1000 s simulation time, and Figure 10 shows that 24 vehicles decoded messageB. As stated previously, messageA remains valid for just the first 250 s, and messageB is disseminated for the next 250 s. When a vehicle receives messageB packets from RSU961, the old packets from messageA are discarded and the new message packets are stored in their place. Figure 11 shows this transition according to the vehicles that have received messages from the RSU. In this figure, the horizontal axis denotes the nth vehicle that has decoded a message from the RSU. On the vertical axis, 1 denotes the message has been decoded, and 0 that it was not decoded. The data disseminated pattern is investigated next. Suppose a vehicle is moving toward RSU961 and J = 1000 packets are required to decode a message. Figure 12 shows that the number of packets in the vehicle buffer increases as the distance between the vehicle and RSU decreases. During the simulation time many vehicles decoded the messages of this RSU. These vehicles become carriers with respect to the RSU. This is illustrated in Figure 13 where rings with radii a multiple of 25 m are drawn around the RSU. These show the number of vehicles which have packets from the RSU as a function of distance. It is clear that more vehicles will become message carriers over time. Vehicles will eventually exit the 75 m ring, but will continue to carry message packets from this RSU.
However, these vehicles will eventually discard the message due to buffer limits or message replacement. Figure 14 shows the pattern of data dissemination from an RSU located midway between intersections. In contrast, Figure 15 shows the corresponding pattern for an RSU located at an intersection. Typically, there are vehicles waiting at the intersection due to a red traffic light, so there are more vehicles near this RSU with packets from it.
Effect of vehicle speed on decoding distance
Recall that t L = 2L/v 0 max . When increases, vehicles traverse the road faster, so that E [M n (L)] decreases. Consequently, an increase in speed results in fewer encounters with vehicle clusters on a road. However, intersections must also be considered. For a vehicle waiting at a red light, as speeds increase, the number of vehicles that enter the intersection during this time interval will also increase. This results in more encounters with other vehicles. Thus, more packets will be collected at intersections. Therefore, an increased vehicle speed reduces the number of observed clusters on a road, but increases the number of observed clusters at intersections. Thus, the effects of changes in vehicle speed are complex. Figures 16 and 17 illustrate these effects for different numbers of lanes in each direction. Figure 18 shows the average decoding distance with respect to the number of packets required to decode a message. As expected, this distance decreases as the number packets required for decoding increases.
The effect of discarding messages due to a limited buffer size is shown in Table 2 . For example, at 250 s vehicle 14 discards a message from RSU966 because message packets are received from RSU961.
Finally, the impact of the data transmission rate is shown in Figure 19 . The broadcast interval is the time between two successive transmissions. As expected, increasing this interval reduces the average decoding distance, but the effect is not substantial. Figure 19 The effect of changing the time interval between two successive broadcasts on the decoding distance. Increasing the broadcast interval decreases the average decoding distance. 
Conclusions
In this article, rateless coding combined with the SCF data transfer technique was considered for VANETs in a grid topology. Vehicles were assumed to have limited buffer capacity, so old messages are discarded when the buffer is full. The decoding distance from an RSU was examined. An intersection model was proposed, and the effect of different parameters on the decoding distance was examined. Future research will consider improvements in the distribution of vehicles in the network and the effect of obstacles such as buildings on data propagation. The development of buffer management techniques to improve the probability of decoding should also be considered.
