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Abstract 
In this paper we analyze the specification of the labor market equa-
tions in the quarterly model Kompas for the Dutch economy. The 
Kompas-model has been recently built by the Dutch Central Planning 
Bureau (C.P.B.) using quarterly data for the period 1968-1981. For 
some series such as e.g. employment in the private and public sector, 
atod labor supply, the quarterly values have been obtained by inter-
polation of annual observations. 
In the present paper, we derive the missing quarterly figures as two-
sided conditional expectations of univariate and bivariate time series 
models for the series under consideration. These conditional expec-
tations or smoothed values are subsequently used as proxies to 
estimate and analyze the structural labor market equations. Much 
attention is paid to the properties of procedures based on proxy 
variables. We also show how the standard-errors for the estimates can 
be obtained. Estimation results are given for the structural labor 
market model which is a refined specification of the C.P.B.-model. 
We end with some concluding remarks on possible extensions of the 
empirical ahalysis. 
Key_-words: missing observations, labor market, proxy variables, 
Kalman filter. 
*) Economische Faculteit, Vrije Universiteit, Postbus 7161, 
1007 MC Amsterdam, The Netherlands. The authors thank 
R.J. Reichardt for his help in carrying out the computational 
work. 

1 
Missing observations in a quarterly model for the 
aggregate labor market in the Netherlands 
July 1984 
Comments welcome 
Introduction 
Quite frequently in econometrie modeling, observations are not available 
for the time periods for which the model is specified. For instance, 
for the aggregate labor market in the Netherlands, labor supply and 
employment are observed annually, whereas unemployment figures are 
available on a monthly basis. The Dutch Central Planning Bureau 
(C.P.B., 1983) recently published a new quarterly macroeconomic model, 
which is used-for short-run projections. Quarterly figures for the 
missing labor market data are partly derived by means of interpolation. 
The problem of missing observations can be solved in many ways. A 
simple solution consists in interpolating the missing data using only 
information from the observed values of the series. Alternatively, one 
can use other related series to construct a proxy variable for the 
missing data. Finally, a complete, possibly structural model for the 
data and missing observations can be specified. The missing data can 
then be eliminated by integration to get the data generation process, 
which can be analyzed along traditional lines. These alternative 
approaches basically differ with respect to the information that one 
is willing to use in the analysis. The first two solutions
 c a n often be 
characterized as data - based approaches, whereas the last one, which 
corresponds to a structural possibly full information analysis of the 
problem at hand,is a model-based approach. Quite obviously, the statis-
tical properties of these alternative approaches are different. For 
instance, parameter estimates based on interpolated data may not be con-
sistent (see e.g. Palm and Nijman (1983)). To assure consistency and 
reasonable accuracy of parameter estimates based on proxy variables, some 
structural considerations are required 
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In this paper, we analyze the effects of alternative approaches to the 
missing observations problem for the labor market equations of the 
quarterly C.P.B.-model Kompas (1983). Throughout the analysis, we use 
the structural equations put forward by the C.P.B, and refine the 
specification when this appears to be necessary. First, we specify 
ARIMA-models for the employment in the private and the public sector 
respectively on a quarterly basis. The model is estimated from annual 
data,.Aggpegate labor supply is modeled using annual data on the series 
itself and quarterly data on the trend in labor.supply. 
Next, we investigate whether using quarterly observations on unemploy-
ment improves the predictions of the unobserved employment figures. If 
the labor supply is approximately a trend and independent of labor 
demand, the unemployment figures will indeed contain much information 
on the realized employment. In this way, we generate proxy variables 
for the unobserved employment variables. These proxies are subsequent-
ly used to analyze the structural equations for quarterly labor supply 
and employment. 
Section 2 is devoted to a short review of the properties of parameter 
estimates based on proxy variables. We briefly discuss how consistency 
of the estimates can be achieved when choosing proxies. A more diffi-
cult problem is concerned with the estimation of standard-errors of the 
point estimates. Alternative estimates for the standard-errors will be 
discussed. 
In Section 3, we present the labor market equations from the Kompas-
model. 
Section 4 contains the empirical results for the time seïi'es models for 
labor supply and demand and for employment in the private and public 
sector respectively. We also give results for the structural labor 
market model when the newly constructed proxies are used. Attention 
will also be paid to modeling expectations appearing in the model.Some 
variables which are inaccurately measured will be explicitly treated 
as variables with measurement errors. 
In Section 5, some concluding remarks are given. 
Technical results on the Kalman-filter method can be found in Appendix A. 
More details on the data for the labor market are given in Appendix B. 
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Proxy variables for missing observations 
Consider the following regression model with one explanatory variable 
x (for the sake of simplicity) 
yt = xt 3 + et , (2.1) 
where e is normally independently distributed with mean zero and 
variance a2 , e and x , are independent for all t, t' . Define 
the conditional expectations (assumed to exist) 
xt = E (xt|zt , G) and § t = E ( x J z ^ G ) , (2.2) 
By z , we denote a set of available information; 0 and 0 are 
vectors of parameters in the conditional expectation and their estimate 
respectively. 
When x is not observed for some or all t , x can be used as a 
proxy for x , provided an estimate 0 is available. Substitution of 
x into (2.1) yields 
yt = xt 3 + ufc , (2.3) 
where u = e + (x - x ) 3 . 
Ordinary least squares applied to (2.3) will be consistent for 3 provided 
-1 2 
T Zx u converges to zero m p r o b a b i l i t y . This holds t rue even ï f 
x and e are not uncorrelated. In applied work, it will usually 
not be difficult to construct a proxy variable x (using the proper-
ties of conditional expectations) which is asymptotically uncorrelated 
with the error term u . However, additional assumptions on the relation-
ships between y , x and z may be needed. Notice that mechanic 
interpolations which are not based on structural considerations such 
as the method of Boot et al. (1967) usually do not satisfy this require-
ment (see Palm and Nijman (1983.)) on this point. In fact the incons.is-
tency can be quite important. Estimating the standard-errors of the 
proxy variables estimator 3 is more of a problem. Standard-errors 
P 
can be obtained in three different ways. 
For simplicity reason, we assume that x is linear in 0 , say 
x = z' 0 . The error term in (2.3) can be written as: 
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u t = u ] t + u 2 t (2.4) 
with u - e + (x. - x J 3 , u 0 . = ( 2 . - 1 ) 3 = 3 z ' . (0 -9 ) . i t t t t z t t t t 
First, the large sample variance of the OLS estimator based on the 
proxy x is given by 
var (/T 3p) = plim ^ J A (^fj , (2.5) 
where x is a lx I column vector with typical element x . The 
matrix A is defined as 
A = A u + A 1 2 + A 2 ] + A 2 2 , (2.6) 
where Aj j = plim T_1 x' Uj u' 2 , A ] 2 = plim -T _ 1 3 x''E[uj (0 - 0) 'Z' ]x , 
A2I = A'2 , A 2 2 = plim T_1 32x'E[Z(0-0) (0-0)' Z']x , with Z being 
a T x k matrix with typical row z' . The effect of A.„ , A„ and 
A„„ on the variance of 3 is not negligible asymptotically and has 
to be taken into account. In principle these terms can be evaluated. 
The computations required for (2.5) will, however, often be intricate. 
In applied work, one may be satisfied with lower and upper bounds for 
the asymptotic variance. To see how these bounds can be obtained, 
define B. . = plim f^-£) A. . f^') • T h e B--'s a r e the large 
1J
 \ -1- / XJ \ J- / J^ ^  --vlrx'u x'u T /x'x\r 1 2l 
sample variances of the two components of 3 - 3 = I——1 ——— + —-— 
and the covariances between these components. Using the Cauchy-Schwarz 
inequality, we have 
B l l + B 2 2 - 2 B n B 22 1 v a r ( / T 3 p ) < B „ + B 2 2 + 2 B*, B* 2 . 
( 2 . 7 ) 
The bounds in (2.7) can be obtained without computing the term A,- , 
which is often fairly complicated. 
A third way to get standard-errors consists in including the component 
u„ of the error as an additional regressor in an extended regression 
model (along the lines of e.g. Davidson and MacKinnon (1981)). In many 
cases, this can be done without causing collinearity between the 
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regressors. The remaining errors u are serially uncorrelated, 
when x_ - x\ is serially uncorrelated and uncorrelated with e , 
t t t 
for all t'. The extended regression model can be estimated by OLS, 
although there is some loss of efficiency due to the heteroscedasticity 
and autocorrelation of ult. • The standard-errors of the OLS estimates 
can be fairly straightforwardly obtained in the same way as for a 
regression model with heteroscedastic and serially correlated distur-
bances. The White-Domowitz. (1984) «method can also be applied to 
obtain a consistent estimate of the asymptotic variance of the OLS-
estimator. More details on this procedure can be found in Palm and 
Nijman (1984 ) who also give results on the asymptotic efficiency of 
several proxy variables estimators. 
The labor market equations of Kompas 
The labor market in the Kompas^model can briefly be described as 
follows; 
Ldt = L t [.5 + .5 gl(L)qt ] (3.1) 
A L ^ = A L S t * + .1 g2(L) A [Ld + L § ~ L 8 * ] ^ (3.2) 
l f =L S f c-Lf (3.3) 
T sb _d T sb _ sb _d 
L t u t L t 
where L = the labor demand by the private sector, 
L = the number of workers needed to operate existing capital 
equipment in private firms at full capacity utilization, 
q = the rate of capacity utilization defined as total 
production y divided by the production capacity y* , 
g 
L = the labor supply, 
S sk 
L = the trend in the labor supply due to demographic factors, 
women'^ labor participation, 
L°_ = the employment m the public sector, 
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U = the unemployment 
sb 
L = the labor supply available for the business sector 
U* = the friction unemployment. 
The lag polynomials g.(L) and g~(L) are given by: 
gj(L) - .3 + .3L + .2L2 + .2L3 
g2(L) = .4 + .3L + .2L2 + .IL3 . 
Total employment in the business sector, L , will always be written 
with a subscript t to distinguish it from the lag operator L. 
Finally A and $ denote first differences and the cumulative 
Standard normal distribution respectively. A few comments are in 
order. In equation (3.1), labor demand is assumed to be a fraction of 
the number of workers needed at full capacity utilization. This frac-
tion increases with the rate of capacity utilization. A decrease of 
capacity utilization is not fully translated into a reduction of labor 
demand. The change in labor supply in (3.2) is mainly determined by 
the change in the autonomous trend in labor supply. A surplus on the 
demand side compared with the trend in labor supply positively affects 
the change in labor supply. Labor supply available for the business 
sector equals total labor supply minus employment in the public sector. 
Finally the change in the unemployment rate is explained by a specifi-
cation put forward by Kooiman and Kloek (1979). By aggregation over a 
normally distributed continuüm of demand - or supply - constrained 
micro-labor markets, these authors establish a nonlinear relationship 
between aggregate unemployment and the surplus or shortage of labor 
supply on an aggregate level. Equation (3.4) is an approximation for 
the specification obtained by Kooiman and Kloek (1979). For a more 
detailed discussion, we refer the reader to Kompas (1983) and Kooiman 
and Kloek (1979) . 
In the sequel, we limit ourselves to the submodel in (3.1) - (3.4), 
which we modify as follows. Equation (3.1) is assumed to explain 
equilibrium or desired labor demand by the business sector, denoted 
by L , and is respecified to give 
Ldt* = Lt(.5 + .5 y t/y*) V (3.5) 
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where y is the production . 
Actual labor demand by firms is assumed to adjust to desired demand 
according to the following error correction model 
*
Lt-= ^ A LJ-,^2 A Lt.2 +BCL d-L d*] t., +«0 A Lï* +«i^t-l + ef 
(3.6) 
where e is a white noise error term. Desired labor demand is the 
target variable. Notice that an adjustment according to (3.6) could 
be inappropriate when the target L is nonstationary (see e.g. 
Kloek (1982)). However the additional restriction 5Q + ÖI + Yl + Y 2 = 1 
implying a zero mean lag could possibly solve this problem (see e.g. 
d* . 
Salmon (1982)). Moreover ït is possible that L is only locally non-
stationary. In the presence of disequilibria on the different labor 
markets (see Kooiman and Kloek (1979)), actual aggregate employment 
is determined by 
L t = S l t (Lt - Lt> + *2t ^ > <3-7> 
where the weights g. depend on L^ and L . Similarly, we specify 
the following error-correction model for the labor supply 
AL;! - Y AL^_, + 8[LS - LS* - c ] ^ + 6ALJ* + et, (3.8) 
where we assume that in the long-run labor supply adjuststo the 
trend LS . We analyze the model consisting of the equations (3.2), 
(3.3), (3.5),'(3.6), (3.7) and (3.8). In section 4, the model will be modi-
fied by substituting expected next years production yfc+, f°r Y t i n 
• e (3.5) and by adding an equation for the expectation formation y . 
None of the variables in the equations (3.2), (3.3), (3.5) - (3.8) is 
quarterly observed. In the empirical analysis, we use the following 
series: 
- The variables L and y* are unobservables. It is reasonable to 
assume that these series are smooth. We use the quarterly proxy 
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variables generated by the model of the C.P.B., where a vintage production 
function with capital and labor being the inputs is assumed. The determi-
nants of L and yt are the real wage rate, the rate of technical change, 
which is assumed to be autonomous, both embodied and labor-saving and 
disembodied,the depreciation rate of capital and the volume of new iiwest-
ments. The values for L. and y* generated by the model can be interpreted 
as measurements with errors. The effect of the measurement errors on the 
empirical results will be discussed in section 4. 
- In order to avoid nonlinearities in the model, we use the values of 
the Kompas-model for the weights g and g9 . These variables 
depend on (L - L ) and are treated as predetermined. t t 
- The quarterly series L^ bas been obtamed by mterpolatmg lts 
annual values (see section 4). Given that the behavior of L° 
is expected to be very smooth, the approximation error due to inter-
polation will be small. 
ar s 
- For total employment N = L + L^ and L , we construct the 
interpolated series using information in the annual observations of 
the series and in the quarterly observations on U . Subsequently 
we take explicitly account of the approximation error involved 
(see section 4). 
The sample period for the Kompas-model is 1967-1981. The series have 
been seasonally adjusted. 
4. The empirical analysis 
4. 1 Interpolatlngquarterly data 
Consider the problem of obtaining proxv variables for the nno>>served 
quarterly figures for total employment (including the public sector)j 
employment in the public sector and the aggregate labor supply. A 
first approach consists in assuming that the quarterly data are 
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generated by some univariate ARIMA-model. This processcould be inter-
preted as the marginal process corresponding to some linear quarterly 
simultaneous equation model' (SEM). It is thereby important to check 
whether the marginal process that is specified is roughly in accor-
dance with the assumptions on the SEM and the properties of its exoge-
nous variables (see Zellner and Palm (1974) on this point). When a 
nonlinear SEM is appropriate, a univariate ARIMA-model corresponds to 
or approximates the Wold-representation of quarterly or annual data. 
The normality assumption for the single variable may not be adequate 
in this case. Likelihood estimation methods based on the normal dis-
tribution have then to be interpreted as pseudo-likelihood methods, 
and expectations are least squares approximations. The estimated 
ARIMA-model can finally be used to generate proxies or predictions 
for the missing variable under consideration, an approach adopted by 
e.g. Harvey and Pierse (1984). The interpolation method put forward 
by Boot et al. (1967) is an approximation to this approach. It is 
exact when the appropriate model is a simple ARIMA-scheme. 
Available information on other related variables can be used in con-
structing the proxies. Results obtained by Palm and Nijman (1984) indi-
cate that the efficiency of proxy variables estimators is increased 
when more information is incorporated in the proxy. Moreover, the larger 
the conditioning set of the proxies is, the easier it is to find instru-
mental variables which are orthogonal to the disturbance u in (2.3). 
When all the variables appearing in the conditioning set and the variable 
to be explained are observed for some periods, the parameters of the 
conditional expectation can be estimated by OLS provided they are con-
stant. 
Finally annual observations on the variable which is interpolated can 
be added to the information set if the prediction errors from conditio-
ning on indicator variables only have a regular correlation structure, 
such as an ARIMA-scheme. For this aim, the regression residuals have to 
be interpolated along the lines of the first approach discussed above. 
This procedure is a direct generalization of procedures put forward by 
Chow and Lin (1971), Ginsburgh (1973), Fernandez (1983) and Litterman 
(1983). Note that the assumption of exogeneity of the indicator variable 
is crucial, although this has not always been recognized. 
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We start the empirical part of the analysis by interpolating total 
employment N for the Netherlands, assuming that the variable is gene-
rated by a univariate ARIMA-scheme. This assumption is roughly in 
agreement with the structural model that we proposed in the previous 
section. The model suggests that first differences of N will be 
approximately stationary with a positive AR-parameter. 
Interpolating by means of ARMA-models 
Average annual employment N .= | (N + N + N „ + N ) is observed. 
A first order autoregressive model for the annual change in N^_ is found 
to be consistent with the information in the data 
*\ t 
A, N = .005 + .50 A N + g , o2 = 1.4 x 10~3 (4.1) 
4 t
 (.011) (.30) 4 t _ 4 t £ 
for t € T,. (By T we denote the set {m, 2m,...., T}, assuming for 
simplicity reason that T is a multiple of m. T denotes the set T.VE .) r J
 m l m 
Notice that the sample size T = 15 is small. The information in the 
annual observations is probably limited. 
Several models for N , t £ I„ are in agreement with (4.1). For 
instance, the specification 
A Nt = cn + *ANt_, + ent5 t £ I, , (4.2) 
implies the following model for N , t £ T, (with p = fy1*) 
n nT4^ n T 4 ^ v _ ( l - p L 4 ) ( l - L 4 ) ( l + L + L 2 + L 3 ) . , . 
(1 - pL ) (1-L ) N t - 4 ( , _ W ( 1 . L ) (^ n t + c n ) 
= | ( 1 + <j>L + <J)2L2 + (f)3L3)(l+L+L2+L3)2(£ +c 
n t n 
(4 .3) 
which is identical with (4.1) except for the presence of a second order 
4 
MA-polynomial in L in (4.3). Notice that it may be difficult to detect 
small MA-coefficients such as in (4.3) from the 15 annual observations. 
Maximum likelihood (ML) estimation of (4.2) from the annual data using 
the prediction error decomposition method yields 
(1-.80L)(AN -.000) = e , Ö2 = 6.0 x 10~5 . ,, 
(.09) t(.005) n t e ^' ' 
with a log-likelihood value of 32.41
 v 
) Standard errors are given in parentheses. 
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The numerical optimization procedure for ML-estimation was initialized 
at $ = vT5 =.84 obtained from (4.1). Details on the computationel aspects 
of ML-estimation are given in appendix A. The Standard errors have been 
computed using an expression for the information matrix given in Watson 
and Engle (1983), which requires only first derivatives •
 0f the log-
likelihood function. 
Alternatively, the model 
(1 - .34L4)(AN - .003) = Ê , & 2 = 4.0 x 10~4, t £ T (4.5) 
(.29) C (.004) £ ' 
with log-likelihood value of 31.44, 
4 
is in agreement with (4.1) as it implies an AEMA(1,1)-model in the lag L 
for A,N . We are confronted with an identification problem. Several ARMA-
models for the quarterly data are approximately consistent with (4.1) for 
annual data. By solving the autocovariances of the r.h.s. of (4.3) for 
the implied MA-parameters, it appears that (4.4) leads to the annual 
model 
(1-.41L4) A.N. = (1 + .40L4) (1 + .03L4)ê . o2 =1.0 x 10~3 , 
H- t t £ 
while (4.5) implies 
(1 - .34L4) (A4Nt - .012) = (1 + .24L4)ê ,a2 = 1.0 x 10_3 
which are both close to the directly estimated annual model (4.1). Evidently 
the data do not contain sufficiënt information on the MA-parameters of 
the annual model to discriminate between models like (4.4) and (4.5). 
This is also reflected in the values for the log-likelihood function 
which differ. hardly. It is not surprising to find models which are 
almost observationally equivalent when the sample is incomplete (see 
Palm and Nijman (1983)). The choice between these models has to be based 
on prior information. Here, we choose the model (4.4) as it is consistent 
with the structural model set out in section 4.3 and as the data are sea-
sonally adjusted. Estimates for the missing quarterly data on N are 
generated by the fixéd interval smoother (see appendix A) applied to 
model (4.4). 
Although limited, the information in the annual data is not negligible. 
The random walk model which implicitly underlies. the interpolation scheme 
proposed by Boot et al. (1967) when d=l is rejected at the margin against 
the model (4.4) as it has a log-likelihood value of 30.1. When a Box-
piereetest is applied to the recursive residuals of the random walk model, 
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no misspecification is detected. However this test is known to be 
conservative. 
2 3 2_ 
In the presence of a polynomial ( 1 + L + L + L ) as in (4.3) and 
P = .8, the data are informative (see Palm and Nijman (1983)).The rela-
tive efficiency of the ML-estimate of p for complete data compared to 
the incomplete sample is 2.3. 
Therefore, the information ,in the 14 observed annual changes is compa-
rable to that of 2.3 x 59/4 = 34 quarterly changes. The presence of 
2 3 2 
the factor ( 1 + L + L + L ) also explains why multiple maxima of the 
log-likelihood function were not found here. 
A quarterly AR(1) - model has also been assumed for the annüal changes 
in the employment in the public sector L® . 
A, L.S - .15 A, L S, + .011 + ê.,52 - 1.7 x I0~5, (4.6) 
4 Z
 (.27) * . "* (.004) C £ 
where L is the annual average of L* . The result m (4.6) approxi-
mately corresponds to a first order autoregressive model for A L°, 
t 6 T, with p = .62 . Estimatmg the model for A L° by ML from annual 
data yields 
(1 - .57L)(A LJ - .003) - S , a2 - 1.5 * 10"6 . (4.7) 
(.12) Z (.000) Z £ 
The model (4.7) is used to obtain proxy variables for the unobserved 
quarterly values of L^. Annual observations and quarterly approxima-
tions are given in figure 4.1. 
4.3 Interpolating by means of indicator variables 
s 
As one of the main determinants of the labor supply L is the trend 
s* . . . 
L which is caused by demographic variables, a dynamic regression 
model relating L to L ' will be specified and used instead of a 
g 
univariate ARMA-model for L . Through representing demographic 
variables such as the size and composition of the population, women's 
s labor participation, the trend L indirectly measures the impact of 
economie variables like real wages on the labor supply. The direct 
s • 
effect of real wages on L is more difficult to empirically assess 
as wages have been trending over the sample period. . 
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The distinction between direct and indirect effects has to be made 
when the parameters of the model are given an economie interpretation. 
At present however, we are primarily concerned with improving the 
g 
predictions of the missing values of L . We assume that total labor 
supply adjusts to the trend in labor supply (corrected for the dif-
ference in the treatment of some minor groups in the labor force) 
according to the error-correction model (3.8). Specifying an error-
correction model can be a sénsible way to introducé restrictions on 
s s3^ s . 
the regression equation of L on L . The lagged value of A L is in-
cluded to account for the serial correlation to obtain a specifica-
tion with white noise errors, so that there is no need to adopt a 
two-stage method such as proposed by e.g. Litterman (1983). The 
s 
variable L is not difectly observed but a fairly accurate proxy 
s is available. The approximation error in L can probably be neglected 
s* . because L is a smooth variable. 
ML-estimation of (3.8) yields 
A L* = .912 A L ! , - .024[LS - LS - .130J , 
(.018) (.003) (.007) 
+ .106 A LS + Ê ,az = 4.1 x 10 , (4.8) 
(.020) ü t £ 
with a log-likelihood value of 57.80. 
The mean lag of (4.8) equals (y + 5 - 1) g = -.75 . Stationarity 
of error-correction termsin the presence of a trending target requires 
a zero mean lag. The restrictions y=\ and 6=0 proposed by Salmón (1982) 
imply a zero mean lag. However the restriction y + 6 = 1 is sufficiënt 
for this to occur. If we impose the constraint y + & = 1 on (4.8), 
we find 
s ___ „
 T s !* H = .909 A L - .025 (L - L - .134) ,, „. 
Z
 (.017) t_1 (.003) (.004)C ^' ; 
+ (1 -.909) A L^* + e.,o2 = 4.2 x 10_7 , 
(.017) • Z £ 
with a log-likelihood valuè of 57.77. Evidently this model is very 
close to the unrestricted version (4.8). This is not surprising if we 
realize that the value of the mean lag in (4.8) is strongly influenced 
by lags in a distant past. 
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Now we turn to the use of the information in quarterly observations 
on unemployment in the analysis of employment and labor supply figures. 
s 
If the changes in employment N and labor supply L are approximately 
independent, the unemployment series U is informative about these 
variables. 
First, we determine a univariate AEMA-model for the seasonally adjus-
g 
ted unemployment series U . Models for N and L which are not in 
agreement with that for U can be safely ignored. The following model 
is found to be appropriate 
A U = .0005 + 1.65 A U - .73 All + Ê - .43 ê , (4.10) 
(.0004) (.24) t [ (.24) t - / t (.30) 
a2 =2.1 x 10~5. 
e 
The autoregressive polynomial in (4.10) has roots equal to (.82 +^22i). 
AR(l)-models for A N and A L imply an ARMA(2,1)-model with real 
roots for A U 
(1 - p n L) (1 - ps L) A Ut - cu + (1 - p n L) e a t - (1 - pg L ) ^ , 
(4.11) 
s 
where the subscripts refer to the univariate processes for N and L 
respectively. If p = p , the process for A U is AR(1). If we ignore 
the imaginary part of the roots, the result in (4.10) is in agreement 
with AR(l)-processes for A N and A LS , with p ^ p . 
t t' n s 
We estimate the bivariate model 
(1
 "Pn! L " P n 2 t 2 ) < A N t - c n ) -* n t (4.12a) 
and 
(] -Psl L " P S 2 L 2 ) ( A L t - C s } =£st.> ( 4' 1 2 b ) 
i 
where (£„<.» e
 fr) is assumed to be independently normally distributed 
xx t Sc. /x 
with mean zero and covariances E ë i _ = a 2 , E e ^ e ^ = 0 and E e2 =ua2. 
nt nt st st 
When p „ and p „ are assumed to be zero, ML-estimation of (4.12) given 
nz sz, 
s s 
annual data on N and L and quarterly data on U = L - N . gives t t ^ J t t t ° 
15 
p = .911, p = .898, c = .000, c = .012 
nl
 (.041) S1 (.019) n (.008) S (.004) 
y = .31 , a2 = 2.5 x 10~5 
(.034) (4.13) 
and a log-likelihood value of 271.4, r. = .25, r„ = .18, r„ = .09, 
r, = -.16, where r. are estimated residual autocorrelations for A U , 
t £ T,. The approximate Standard error for the residual autocorrela-
tions is T 2 = .13. For thé unrestricted model (4.12), the ML-estimates 
are p . = 1.240, p „ =-.371, p = 1.216, p „ = -.367, 
nl
 (.146) n / (.134) sl (.099) SZ (.074) 
c = .001 , c = .011, u = .26 , o2 = 2.0 x 10~5 (4.14) 
n
 (.005) s (.003) (.019) 
with a log-likelihood value of 277.3, r. =-.14, r„ =.13, r„ = .16, 
x, - .19. The bivariate AR(2)-model (4.14) differs significantly from 
the AR(l)-model (4.13), which is not surprising given the values of 
the residual autocorrelations in (4.13). We choose the bivariate model 
(4.14) to compute interpolations for the missing observations and their 
derivatives with respect to the parameters in (4.16) by means of the 
s 
Kalman-smoother. The proxies fór the missing observations on N and L 
generated by the bivariate model (4.14) and the regression model (4.8) 
are given in figure 4.2. Alternative estimates of the missing observa-
tions appear to be close to each other, which is not surprising as 
they are restricted to sum to the observed annual figure. Nevertheless, 
the dynamic properties of these approximations can be quite different 
(see e.g. Wilcox (1983)). 
An obvious extension of (4.14) consists in the inclusion of the trend 
in labor supply L as an indicator of L as done in (4.8). Joint esti-
mation of (3.8) and (4.12 a) subject to the restriction y + & = 1, 
s given annual observations on N and L and quarterly data for U and 
s 
L , yields 
Y = .039, 0 =-.025, c = .136, 
(.013) (.004) (.015) 
p = 1.196, p „ = .839, 12 = .317 , 
nl
 (.019) n Z (.026) (.024) (4.15) 
a log-likelihood value of 277.6, r. = .00, r„ = .14, r, = .14 and 
r, = .17. Note finally that for the models we estimate independence 
16 
of the innovations in N and L has been assumed. This assumption is 
only approximately in accordance with the structural model presented 
in the previous section and could be omitted. However, no empirical 
results on this extension are available at present. 
4 Structural analysis of the adjustment of actual to desired labor 
demand 
In this section, we analyzé the equation (3.6) for actual labor demand 
L . As 
values 
L is not directly observed, we use (3.7) to compute its 
Ld . < y LP - git (Lt - LP , (4.i6) 
with the weights g. obtained by the C.P.B, and the interpolations for 
2 S 
N , L* and L derived in the previous sections. Actually, one might 
add a disturbance term to (4.16) to account for measurement errors in 
L due to the approximate character of (3.7). This point has not yet 
d* been investigated. The variable L in (4.16) is obtained from (3.5). 
2 d r\^ 
The series L = N - Ls, L and L are given in figuie4.3 . The 
t t t t t ö ö , 
proxies are obtained from (4.4) and (4.14). When the proxy for L A.s 
substituted into (3.6) after adding aconstant term, one gets 
A L* = c
 + Y]A L ^ + Y 2 A £ J _ 2 + B [^-L^]^ 
+ ö0 A I** + öj A L^*j + et + u t , (4.17):. 
where ufc =[(-1 + y ^ + Y 2 L 2 ) A '+ eL]rL d-L d] t 
The orthogonality of the regressors and the disturbance term in (4.17) 
required for the consistency of OLS-estimates can be violated. First, 
the proxies on the r.h.s. of (4.17) can be correlated with u as not 
all regressors are contained in the information set which generates 
the proxies. For mstance, the information on L° which might be con-
tained in N has not been used in (4.6). However, as the main deter-
minants of the missing observations have been taken into account, this 
correlation will be neglected. A second possible cause of correlation 
between regressors and the error term e + u is the use of two-sided 
17 
conditional expectations to generate proxies. Although for example 
A L and e are assumed to be orthogonal, A L. might depend on 
A' L^ and therefore be correlated with e . This problem can be avoided 
t t 
by using proxies that are conditional expectations given past obser-
vations only. However, for most proxies, the dependence on future in-
formation is expected to be small, so that regressors and disturbance 
in (4.17) can be assumed to be at least approximately othogonal. 
OLS- estimates of equation'(4.17) are given in table 4.Ï.The sample 
period is 1969 - 1981. Fnur alternative specifications for (4.17) have 
g 
been estimated. Proxies for N and L have been generated in three 
t t ° 
different ways: (.1) from the univariate ARMA-models (4.4) and (4.9), 
(2) from the bivariate AR-model (4.14), (3) from the bivariate AEMAX-
model (4.15). In all these cases,approximations for L are obtained 
from the ARMA-model (4.7). 
OLS point estimates are given in the first row of table 4.1. Notice 
that the disturbance in (4.17) isheteroscedastic and autocorrelated. 
Therefore OLS are not efficiënt. Moreover, the estimation of Standard 
errors (SE) of OLS-estimates can be intricate (see section 2). 'Stan-
dard errors', obtained using the Standard formula for OLS- Standard 
errors and denoted by SE-OLS, are presented in the second row in 
table 4.1. In the following rows, we give the White-Domowitz (1984) 
estimates for the Standard errors (WDO-£), which only take account of 
non-zero elements on the main diagonal (heteroscedasticity) when l = 0 
and up to four periods dependence in the disturbance covariance matrix 
when £ = 4. Upper and lower bounds for the SEs have been computed 
using (2.7) with ü = 4. As the first four decimal points of these 
bounds equal WDO-4 they have not been reported separately. The SEs 
are found to be hardly sensitive to changes in SL. More importantly, 
it appears that the effect on SEs of estimating parameters in the pro-
xies is almost negligible. If this holds true more generally, the com-
putation of SEs could be greatly simplified. 
The following conclusions can be drawn from the results in table 4.1. 
The constant term is small and insignificantly different from zero. As 
expected, the estimate of 6 is negative. It is significantly different 
from zero unless 6Q, ÓI and Y2 are restricted to be zero. The coeffi-
cients Yi and 60 are significant, while 6^  and yz a r e not. 
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Notice also that the algebraic SEs, SE-OLS, are sometimes larger than 
the SEs which account for the impact on the disturbance of using 
proxies. In the last four rows of table 4.1, instrumental variables 
(IV) estimates for model (4.17) are provided assuming Y2 = 1^ = 0* 
The IVs are a, AL _ , (L - L )„
 c and AL . These instruments are t-5 t-5 t 
more likely to be uncorrelated with e + u than the explanatory vari-
ables in (4.17). IV-estimates are close to those obtained by OLS, con-
firming our assumption that the explanatory variables in (4.17) are 
orthogonal to the disturbance term. Note that, surprisingly, the SE 
for g decreases when IVs are used. 
To validate the model (4.17), we investigate the response of actual 
labor demand to a shift in desired labor demand. The response of L 
d* to a unit step change and to a linear trend m L is given m figures 
4.4 and 4.5 respectively for some selected models. The parameter values 
for the adjustment schemes are given in the (i,j)-block of table 4.1. 
For scheme 1 we have (i,j) = (1,2); for 2: (2,2); 3: (3,2); 4: (5,2); 
5: (2,1) and 6: (2,3). Error-correction models completely adjust to a 
step change in the target variable. When the mean lag is zero, they 
also completely adjust to a trend in the target. The mean lag (ÓQ + 6^  
+
 Yl + Y2 "" 0/6 can be readily estimated from the results in table 4.1, 
The estimate of the mean lag is much more sensitive to the model spe-
. . . . . d* 
cification than to the choice of the proxies. From the values of L 
in the sample period, it appears that there is at most a local trend 
d* 
m L , so that in this respect, the choice of an error-correction 
model with a non-zero mean lag may be reasonable for the period 1969-
1981. 
The estimates of the adjustment speed in table 4.1 and in figures 4.4 
and 4.5 appear to be in good agreement with the adjustment mechanism 
(3.2) of the Kompas-model. The scheme (3.2) however seems to be mainly 
determined by a priori considerations. 
4.5 Extensions of the structural analysis; measurement errors and 
expectation formation 
In the previous sections, we concentrated on the implications of mis-
sing observations for the empirical analysis. Now we investigate the 
robustness of our results with respect to the impact of errors of mea-
20 
surement in desired labor demand in (3.5). In addition, expected 
future production is substituted for actual production in equation 
(3.5). We stress that different types of unobservables can be ana-
lyzed by the same techniques. 
dm d^ 6 
Assume that equation (3.5) yields a measurement with error L of L 
Formally we have 
L™ = L t ( . 5 + .5 y t / y Ê ) ( 4 . 1 8 a ) 
and 
L t m = L t * + U t ' ( 4 ' , 8 b ) 
where u is independent of the latent desired labor demand L . The 
error u can originate in measurements errors in L^ ., y«. or y*. A t t t t 
specification error in (4.18a) would probably imply a 'measurement' 
error u which is not orthogonal to L . To estimate the parameters 
in (3.6) additional assumptions are needed. One possibility is to 
d* 
assume that L and u are generated by independent ARIMA-processes 
and to check if the parameters of these processes can be identified 
from those of the implied process for L (on this point see e.g 
Maravall (1979) and Nijman (1984)). 
Am 
The measurements .of desired labor demand, L , are approximately gene-
rated by a random walk. Estimation of the slightly more general IMA 
(1,1) -model yields 
A L^m = ê - .10 g ,- .004, a2 = 4.4 *10~4. (4.19) 
(.14) (.003) £ 
d* . 
Several models for L and u are ïii accordance with the empirical 
evidence in (4.19). To illustrate this point, consider the models 
ty TN A T d *
 A ( 4 . 2 0 a ) 
(1 - pL) A L t = e l t + c 
and 
(1 - <|>L) u t = e 2 t , ( 4 . 2 0 b ) 
where e. and e„ are independent white noise processes with varian-
ces ya2 and a2 respectively. Then A L is generated by the following 
AEMA (2,2)- model 
(1 - pL) (1 - *L) A L^m = (1 - (f>L) elt + (1 - pL)Ae2t + c . (4.21) 
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If tf) and p are close to 1 and y is small, the model (4.21) will be 
close to a random walk. Alternatively, if p = $ = 0, the model (4.21) 
reduces to an IMA(1,1) model with first order autocorrelation coëffi-
ciënt equal to -(2 + y) . A moment-estimate of y based on (4.19) 
is y =.8. ML-estimation using the prediction error decomposition form 
yields 
y = 7.90, c - -.004, 32 =3.9 * 10~5 
(1.83) (.002) (4.22) 
with a log-likelihood value of 130.98. The recursive residuals do not. 
indicate a misspecification which is not surprising as the estimates 
of model (4.19) implied by (4.22) are identical with the figures in 
o -4 
(4.19) except for cr# = 3.8 x 10 . If <j) is not restricted to be zero, 
ML-estimates of (4.21) are $ =-.43, y = 15.51 c = -.004, o2 = 2.0 x 10~ 
(.36) (3.56) (.002) 
Am 
and a log-likelihood value of 131.17, so that for A L we get 
A L^m = -.43 A L ^ + Ê t + - 3 0 5 ^ - .004, az = 3.7 x 10_4,(4.23) 
which is close to (4.19) too. Finally when p is not restricted to be 
zero, one obtains 
p = .35 , y =1.58, c =-.004, a2 = 1.0 * 10~4 
(.23) (.76) (.003) 
and a log-likelihood value of 131.19, implying that 
A L? m = .35A L^m, + z - .45 S , - .09 g, .- .004, 32==3.8x ïo"4. 
t t-1 t t-1 t-2 e 
(4.24) 
Although the data cannot discriminate between the models (4.22), (4.23) 
and (4.24), their economie implications are markedly different. The 
d* — 1 
ratio of the variances of A L and u , y (1 -<f>2) (1 -p2) , for 
instance, is 7.90, 12.64 and 1.80 for the three models respectively. 
Such a situation is expected to arise frequently in the presence of 
unobservables. At present, we are primarily interested in the para-
meters of (4.17). Therefore, we investigate the sensitivity of the 
parameter estimates of (4.17) with respect to assumptions on p and <j>. 
Moreover we compare the results with those obtained in section 4.4, 
d* 
where we neglected measurement errors m L . 6
 t 
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The expected values of L given all observations on L are dis-
played in figure 4.6. Not surprisingly, equation (4.24) implies the 
largest corrections to measured data. 
The parameter estimates of equation (4.17) for y„ = <51 = 0 are given 
in table 4.2. Only the set of proxies (3) described in section 4.4 is 
d* 
used with a proxy for L generated by (4.22), (4.23) and (4.24) res-
pectively. The significance ofcoefficients is hardly affected by the 
way in which the measurement errors are treated. 
A similar conclusion holds true for models nested in (4.17) for which 
the results are not reported here. The estimate of 60 substantially 
increases when specification (4.24) is used. The response of L to a 
d* . . fc 
unit step change and to a lmear trend m L is displayed in f igures 
4.7 and 4.8 respectively.The schemes in figures 4.7 and 4.8 corre-
spond to the following parameter estimates: scheme 1: block (2,3) in 
table 4.1; schemes 2-4 correspond to the first three models in table 
4.2. 
Finally, as it seems sensible to assume that labor demand by private 
firms is based on the expected capacity utilization rate, rather than 
on the actual rate, we respecify equation (3.5) as follows 
Ld* = L t (.5 + .5 y*/y*), (4.25) 
where y is the expected production in quarter t conditional on infor-
mation available in period t-1. To get a proxy for the unobserved ex-
pectations, we use the change in gross investments A i as an indi-
cator variable. Following MacCallum (1976), we substitute A y for A y 
and apply OLS to get 
A y = .794 + .349A i + w . (4.26) 
z
 (.160) (.213) t - 1 ü 
with w being a composite residual ê + (A y -A y ). The SEs are com-
puted assuming that the disturbance w in (4.26) is homoscedastic and 
serially uncorrelated. The proxy for y substituted in (4.25) and 
(4.17) is y . + .794 + .349 A i .. If in addition to the assumptions 
made in section 4.4, the regressors in (4.17) are orthogonal to w , 
OLS-estimates of that equation are consistent. These estimates based 
on the set of proxies (3)*are reported in table 4.2 and appear to be 
in good agreement with those in table 4.1. 
Therefore, we can conclude that the empirical results of section 4.4 
are fairly robust with respect to the extensions and refinements of the 
model discussed here. 
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Table 4.2 Estimates for the labor demand equation (4.17) subject to 
the measurement errors in (4.20) and expectation formation 
(4.25) - (4.26) 
proxy set (3) e «0 based on: 
• 
c Yl 
measurement errors OLS .004 -.075 .700 .222 
(4.22) SE-OLS .002 .029 .078 .075 
WDO-0 .002 .028 .094 .087 
WDO-4 .003 .033 .084 .084 
(4.23) OLS .004 -.074 .696 .227 
SE-OLS .002 .029 .078 .073 
WDO-0 .002 .028 .094 .083 
WDO-4 .003 .033 .084 .078 
(4.24) OLS .004 -.070" .650 .377 
SE-OLS .002 .029 .079 .108 
WDO-0 .002 .029 .096 .107 
WDO-4 .002 .029 .089 .105 
expectations 
i 
OLS 1 .002 
- i 
i -.062 .703 : .155 
(4.25) -(4.26) SE-OLS
 ! 
WDO-0 i 
.002 
.002 
! .033 
! .038 
.083 
.085 
i .060 
! .063 
WDO-4 ! .003 1 .042 .058 ! .067 
| 
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5. Concluding remarks 
In this paper we showed how proxy-variables for missing observations 
can be obtained and used in subsequent econometrie analysis. Using 
univariate and bivariate models we obtain proxies for the quarterly 
total employment, the employment in the public sector and for the 
labor supply in the Netherlands. In the bivariate models we make use 
of the quarterly observatioiis on unemployment to improve the accuracy 
of the proxies. This is a straightforward extension of interpolation 
procedures proposed in the literature. Next, the proxies are substitu-
ted in a structural demand equation, which is closely related to the 
corresponding equation in the recently published Kompas model (CPB 
(1983)). A number of simplifying assumptions are made to avoid too 
many complications. 
Alternative versions of the labor demand equation are analyzed by OLS 
and IV based on proxies for the missing observations. Moreover, the 
sensitivity of the estimates with respect to different specifications 
of the model, which include measurement errors and unobserved expec-
tations, is tested. These models can be estimated using proxy-
variables in a manner closely related to the one used for missing 
observations. Standard errors have been computed using the methods 
presented in section 2. The effect of estimated parameters in the 
models that generate the proxies on the finally reported Standard 
errors is small in this example. It is an important subject for 
further investigation to check whether this holds true more in 
general. 
Finally the dynamic properties of the labor demand equation have been 
analyzed. The models perform reasonably well. More details can be 
found in Nijman (1984). 
25 
References 
Anderson, B.D.O., and J.B. Moore (1979): Optimal Filtering, New York, 
Prentice Hall. 
Ansley, C.F., and R. Kohn (1983): 'On the estimation of ARIMA-models 
with missing values', Graduate School of Business, University of 
Chicago, mimeographed. 
Boot, J.C.G., Feibes, W. and J.H.C. Lisman (1967): 'Further methods 
of derivation of quarterly figures from annual data', Applied 
Statistics, 16, 65-75. 
C.P.B. (1983): Rompas, kwartaalmodel voor prognose, analyse en simula-
tie, Centraal Planbureau, 's Gravenhage, Monografie 26. 
Chow, G.C., and A. Lin (1971): 'Best linear unbiased interpolation, 
distribution and extrapolation of time series by related series', 
The Review of Economics and Statistics, 53, 372-375. 
Davidson, R._,and J.G. MacKinnon (1981): 'Several tests for model spe-
cification in the presence of alternative hypotheses', Econometrica, 
49, 781-794. 
Fernandez, R.B. (1981): 'A methodological note on the estimation of 
time series', The Review of Economics and Statistics, 63, 471-476. 
Ginsburgh, V.A. (1973): 'A further note on the derivation of quarterly 
figures consistent with annual data', Applied Statistics, 22, 368-
374. 
Harvey, A.C. (1981): Time Series Models, Oxford, Philip Allan. 
Harvey, A.C. and R.G. Pierse (1984): 'Estimating missing observations 
in economie time series', JASA, 79, 125-131. 
Kloek, T. (1982): 'Dynamic adjustment when the target is nonstationary', 
Erasmus University Rotterdam, report, forthcoming in International 
Economie Review . 
Kooiman, P., and T. Kloek (1979): 'Aggregation of micro markets in dis-
equilibrium', Erasmus University Rotterdam, Working Paper. 
Litterman, R.B. (1983): 'A random walk, Markov model for the distri-
bution of time series', Journal of Business and Economie Statistics, 
1, 169-173. 
MacCallum, B.T. (1976): 'Rational expectations and the natural rate 
hypothesis: some consistent estimates', Econometrica, 44, 43-52. 
Maravall, A. (1979): Identification ih Dynamic Shock - Error Models, 
Berlin, Springer-Verlag. 
Nijman, T.E. (1984): Missing Observations in Dynamic Macroeconomic 
Modelling, Free University, Amsterdam, forthcoming doctoral dis-
sertation. 
Pagan, A.R. (1984): 'Econometrie issues in the analysis of regressions 
with generated regressors', International Economie Review, 25, 
221-248. 
26 
Palm, F.C., and T.E. Nijman (1983): 'Missing observations in the 
dynamic regression model', Free University, Amsterdam, forthcoming 
in Econometrica. 
Palm, F.G., and T.E. Nijman (1984): 'Consistent estimation using proxy-
variables in models with unobserved variables', Free University, 
Amsterdam, mimeographed. 
Salmon, M. (1982): 'Error correction mechanism', Economie Journal, 92, 
615-629. 
Watson, M.W., and R.F. Engle (1983): 'Alternative algorithms for the 
estimation of dynamic factor, MIMIC and varying coëfficiënt 
regression models', Journal of Econometrics, 23, 385-400. 
White, H., and I. Domowitz (1984): 'Nonlinear regression with dependent 
observations', Econometrica, 50, 485-500. 
Wilcox, J.A. (1983): 'Disaggregating data using related series', Jour-
nal of Business and Economie Statistics, 1, 187-191. 
Zellner, A., and F. Palm (1974): 'Time series analysis and simultaneous 
equation econometrie models', Journal of Econometrics, 10, 17-54. 
27 
Al 
Appendix A 
In this appendix, we present some details on the filtering and 
smoothing procedures applied in section 4. Filtering is used to 
evaluate the likelihood function in prediction error decomposition 
form (see e.g. Harvey (1981)). The computation of the proxy variables 
which are two-sided conditional expectations is done by smoothing 
(see e.g. Anderson and Moore (1979)). 
As the models we consider are autoregressive processes (of order p 
in the d-th difference), the state vector is chosen to contain the 
present and past values of the endogenous variable in the model. To 
be able to use the same computer program for filtering and smoothing, 
the level of the endogenous variable is included in the state vector 
which has dimension m x 1, m = p + d. Alternative choices and exten-
sions to AKMA-models are possible (see e.g. Harvey and Pierse (1984)). 
Note that the dimension of the state vector is an important deter-
minant of the computer time required for filtering and smoothing. 
In nonstationary ARIMA-models, the distribution of the initial values 
of the process is often not specified. Possible choices for the 
likelihood function are a normal density function for the observa-
tions conditionally on starting values assuming either that the 
starting values are given or that they have a diffuse density func-
tion. Ansley and Kohn (1983) have shown that under suitable condi-
tions which are met in our case, the two approaches are equivalent. 
Analyzing the data density function conditionally on observed initial 
values, is not possible as some of the initial values are missing. 
If Ay is generated by a stationary AR(p) - process, the covariance 
matrix of the initial state vector y* = (y„, Ay„, ... Ay ) is 
' U U —p+1 
taken as 
_ [k 0 
'0 " I„ * P^ = In T 
0J 
(A.l) 
where k is some positive number and P_ is the variance for the 
stationary process (Ay ,...Ay +])• 
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As the system is time-invariant, the unconditional covariance matrix 
of the stationary part of the state can be derived as the matrix 
to which the conditional covariance matrix of the state, P , ean-
verges independently of the initial state if no measurements are 
available. This comes down to iterating the prediction equation for 
P I . and omitting the updating equation by putting P , ~ P i 
The result stated by Ansley and Kohn (1983) implies that 
d/2 
lim c k f(yQ, Ayr> ... Ay ) - lim f(Ay ...Ay |y ) , (A.2) 
k-* oo k-» oo 
where c is a constant which is functionally independent of the para-
meters in the model and f denotes the density function. 
For practical purposes, an arbitrary large value of k will be suffi-
ciënt. In section 4, we use (A.I) to obtainvthe covariance matrix of the 
initial state vector (y_, y_i»««.jy_
 + 1 ) af ter a trivia.1 transforma-
tion. Given the state space representation and the distribution of the 
initial values as described above, the filtering problem is solved by 
running the Kalman filter (see e.g. Harvey (1981)). An estimate of 
the information matrix required for estimating the standard-errors 
is obtained along the lines proposed in Watson and Engle (1983). 
For smoothing, we use the fixed interval smoother (see Anderson and 
Moore (1979)). The fixed-point smoother advocated by Harvey and Pierse 
(1984) requires an extra recursion for every missing value that is 
to be estimated. Therefore, it is not an attractive procedure when 
there are many missing observations, which is the case in our appli-
cation. 
Some remarks on the computational procedure have to be made. First, 
a scale factor cf2 of the covariance matrices in the state space model 
is concentrated out of the log-likelihood function in prediction 
error decomposition form. This reduces the dimension of the mumerical 
optimization problem. Second, the conditional state covariance matri-
ces P,.!^  an(i P^i^ 1 converge for a wide class of time-invariant 
t|t t|t-l ö 
models as t grows indefiiitely (see Anderson and Moore (1979)). This 
property has been taken into account to save computer time. In our 
application, convergence of the covariances occured after a few 
iterations only. In the computations, the limiting . covariance 
matrix is used instead of P . and 7^tj_ , as soon as convergence is 
111 111-1 
achieved. Note that strictly speaking the state space model that we 
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adopted is not time-invariant as the variables in the model are 
observed only every m-th period. The problem can be made time-invari-
ant by taking m periods as the time unit. 
Third, to avoid the storage of the matrices p . and P , computed 
from the initial pass through the Kalman filter and required for the 
fixed interval smoother, we use the limiting covariance 
matrix instead of P .^  and P , .as described above. 
111 . 111-1 
Fourth, as for our models,a linear combination of the elements in 
the state vector is exactly known, P i , will evidently be singular. 
To circumvent the singularity of P r . , we add terms k.A.X.. i.£{i,..A)-
to it, where X. is the eigenvector corresponding to the i-th nonzero 
eigenvalue of P , and k. is an arbitrary nonnegative scalar, to 
obtain P , ,. Obviously P , , is nonsingular. When it is substituted 111-1 111-1 
in the smoothing equations of the fixed interval smoother, it leads 
to the correct smoothing recursions. 
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Appendix B 
The data used have been prepared by the Dutch Central Planning Bureau, 
where they are available on request (see G.P.B. (1983)). The descrip-
s tion of the series is given in section 3. For the variables L , L and 
a 
L®, only the observed annual average is used in the analysis. The labor 
t
 * 
market data are measured in millions of man-year. The variables y , y 
and i are in billions of guilders and are deflated by their price index. 
The base period is 1970. The variables with the corresponding notation 
used by the C.P.B, given in parentheses are L (abc), L (ps), L (ab), 
LS* (pst), Lg (ag), U (w), U* (wf [ps - ag]), y (yf), y*(cap) and 
i (iou). 
The variables y and y* are derived using the equations 632 and 632-637, 
303, 314 respectively given in appendix B of C.P.B. (1983). 
The remaining variables can be obtained fröm definitions in section 3. 
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