Special issue of DAM on the Vapnik-Chervonenkis dimension
The Vapnik-Chervonenkis (VC) is a combinatorial parameter of a class of binary functions or set system which has been shown to characterise the expressiveness of the system or class and in addition the learnability of the class from examples. The learnability follows from the fact that finite VC dimension implies an exponential bound on the probability of uniform relative deviation. The framework has also been formalised as the theory of e-nets for range spaces in computational geometry, where the size of the net is used to characterise the complexity of a number of geometric problems. The concept also plays an important role in the study of logic, where it is seen as a tool to characterise the expressability of a function class. In contrast, Koiran and Sontag consider the classical VC dimension but compute its value for various classes of recurrent neural networks. Maiorov and Ratsaby bring out the connection to approximation theory by computing degrees of approximation for sets when using sets with bounded VC dimension.
Sill considers the more powerful class of monotonic functions which has infinite VC dimension. Despite this fact, he is, however, able to show by estimating the metric entropy in specific distributions that in many natural cases learning is possible. In contrast, Steinsaltz considers classes with very low VC dimension and obtains tighter bounds for practically interesting applications of fluctuation bounds.
The VC dimension seems to have a knack of cropping up in very different contexts. The breadth of papers in this special issue bears witness to this fact and we hope that by bringing them together in one volume we will encourage a cross-fertilisation of both ideas and techniques.
