Feature selection is an important pre-processing step in machine learning and data mining tasks, which improves the performance of the learning models by removing redundant and irrelevant features. Many feature selection algorithms have been widely studied, including greedy and random search approaches, to find a subset of the most important features for fulfilling a particular task (i.e., classification and regression). As a powerful swarm-based meta-heuristic method, particle swarm optimization (PSO) is reported to be suitable for optimization problems with continuous search space. However, the traditional PSO has rarely been applied to feature selection as a discrete space search problem. In this paper, a novel feature selection algorithm based on PSO with learning memory (PSO-LM) is proposed. The goal of the learning memory strategy is designed to inherit much more useful knowledge from those individuals who have higher fitness and offer faster progress, and the genetic operation is used to balance the local exploitation and the global exploration of the algorithm. Moreover, the k-nearest neighbor method is used as a classifier to evaluate the classification accuracy of a particle. The proposed method has been evaluated on some international standard data sets, and the results demonstrated its superiority compared with those wrapper-based feature selection methods.
I. INTRODUCTION
In machine learning and data mining, feature selection as a combinatorial optimization problem is an important pre-processing step to obtain the less correlated and distinct feature subset from the original feature set. The goal of feature selection (FS) is to eliminate irrelevant and redundant features without sacrificing the predictive accuracy of learning algorithms. Therefore, FS can save storage space and shorten computation cost required in the data processing stage. With the increasing of the number of collected and stored features in datasets, FS has been widely studied in many fields such as cancer classification [1] , recommended
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According to the evaluation approach of feature subsets, various methods of feature selection can be broadly categorized into three classes [5] : filter, wrapper, and hybrid approaches. The filter approach evaluates the relevance of potential feature subsets and the classes based on the statistical characteristics of data, independent of any specific learning algorithm to be employed [6] - [8] . Wrapper approaches, on the other hand, evaluate the quality of a feature subset by utilizing the performance of a predetermined learning algorithm [9] , [10] . Since the wrapper approach evaluates a feature subset using learning algorithms with the evaluation in search process, it often obtains better results than the filter one. In contrast, because of a lack of a learning algorithm, the filter approach requires less time along with relatively poor results compared with those of the wrapper approaches. Therefore, the hybrid approach integrates the above-mentioned two approaches, aiming to get a good compromise between computational efficiency of the filter approach and the proper performance of the wrapper approach.
Due to the efficiency of the wrapper approaches in classification problems, various approaches with different search strategies have been proposed. Without loss of generality, the wrapper approaches can be classed into sequential and global search methods [11] . There are mainly two kinds of sequential search methods. In the sequential forward search methods (SFS), which start from an empty set of features, a feature is added to the feature set at each step to improve the performance of the classifier. By contrast with SFS, the sequential backward search methods (SBS) remove a feature at each step starting from the full set of features. However, the sequential search strategies employ the local search rather than the global search to add (delete) the salient (redundant) features sequentially during the training of the classifier, which may lead to sub-optimum solutions. Therefore, the sequential-based wrapper approaches may get local optimal solutions rather than global optimal ones.
Compared with sequential-based feature selection methods, global search methods mainly adopt randomness search strategies to explore a large portion of the solution space in order to obtain optimal feature subset. Since meta-heuristic methods are able to find solutions rapidly by the strong ability of exploring and exploiting in the full search space, those algorithms have attracted a lot of attention in solving feature selection problems. For example, genetic algorithms (GA), ant colony optimization (ACO), particle swarm optimization (PSO) and simulated annealing (SA), which are the most representative meta-heuristic methods, have been applied to feature selection problems successfully [10] - [17] .
A major advantage of a GA is its computational simplicity. They can find solutions rapidly by their genetic operation while ACO and PSO have the higher accuracy and faster convergence speed in similar tasks [18] . It has been shown that PSO is a simple implementation algorithm and has less adjustable parameters compared with the other meta-heuristic algorithms such as ACO, GA, and SA. Furthermore, PSO can converge more quickly and is computationally inexpensive in memory requirements. Therefore, the PSO has been applied successfully as an effective approach to feature selection problems.
Similar with other meta-heuristic algorithms, however, PSO suffers from several shortcomings in feature selection problems. Firstly, canonical PSO was originally proposed for continuous optimization problems, while feature selection is a combinatorial optimization problem [19] . Secondly, PSO shows poor performance on high-dimensional space, which is the main characteristic of feature selection problems. Furthermore, although the classification error rate and number of features are two main capability parameters in search processes, most of PSO-based FS methods only emphasize minimizing the former other than both of them.
To overcome the above disadvantages, Gu and Jin have proposed a competitive swarm optimizer (CSO) based on PSO for feature selection [19] . In CSO, a particle does not update its position depending on both the global best position and personal best positions. Instead the particle learns from randomly selected competitor. Inspired by CSO, a new PSO variant, called particle swarm optimization with learning memory (PSO-LM), is presented for solving feature subset selection problem in this paper. The two main contributions of this paper can be summarized as following:
1. In PSO-LM, two memories are created dynamically in the search process. One of the two memories is used for recording those individuals who have higher fitness, while the other is used for saving those individuals who offer faster progress. Then, a potential exemplar, based on two individuals who have been selected from the two memories individually, will be generated for a particle.
2. In each iteration of PSO-LM, the leading role of the global best individual and the personal best individual is weakened. Instead of learning from the global and personal best position, a particle in PSO-LM learns from all personal best individuals of the current generation and the exemplar generated above. In this way, different helpful knowledge, which comes from those individuals who have higher fitness and offer faster progress, has been utilized effectively.
The rest of this paper is organized as follows. In Section 2, related work on the feature selection and the framework of the binary PSO (BPSO) are reviewed. In Section 3, the details of the proposed PSO-LM algorithm are described. In Section 4, the proposed PSO-LM algorithm is compared with peer algorithms for feature selection. Finally, Section 5 summarizes the present study.
II. BACKGROUND AND RELATED WORK A. RELATED WORK
Research on feature selection algorithms in data mining began around the 1970s. The goal of feature selection is to select an optimal feature subset by eliminating irrelevant and redundant features with little or no useful information for predicting. To this end, all possible subsets of features need to be enumerated and evaluated, which is NP-hard problems. When the number of original features is n, the search space size is 2 n , which would be computationally expensive even for a moderate-sized dataset. The meta-heuristic algorithms, which have the advantages of random search strategy and rapid convergence, have been applied to select the optimal feature subset from the original features since the 1990s [22] .
After that, many studies about the methods of feature selection based on meta-heuristic algorithms were done. For example, Li et al proposed a variant of GA, called MPAGAFS, to select a feature subset where different populations exchanged their solutions to share useful knowledge [23] . Hamdani et al introduced a hierarchical GA for feature selection, which incorporated the concept of feature confidence rate with homogeneous and heterogeneous population to maximize the recognition rate and minimize the feature set size [25] . In [24] a hybrid GA with a local search was proposed for feature selection, in which correlation information between features has been taken into account. Gheyas et al presented a hybrid algorithm for this task, called SAGA [11] . The SAGA combines the local exploiting ability of simulated annealing with the global exploring ability of the GA to select the optimal feature subsets. Furthermore, there are lots of other meta-heuristic algorithms for feature subset selection, including ACO [15] , [26] - [28] , GA [29] , artificial bee colony (ABC) [30] , [31] , SA [16] , [32] and PSO [14] .
It has been shown that PSO, GA, ACO, and SA algorithms are studied widely as effective approaches for feature selection problems among the many existing meta-heuristic methods. GA can find solutions rapidly by their genetic operation while ACO and PSO have higher accuracy and faster convergence speed in similar tasks [33] . Compared with GA and PSO, ACO algorithm has higher accuracy for its robustness where a learning model is required to evaluate the pheromone values of the ants in each iteration and suffers from ineffective pheromone update [15] . On the other hand, PSO is a simple implementation algorithm and has less adjustable parameters compared with ACO, GA, and SA. Furthermore, PSO can converge more quickly and is computationally inexpensive in memory requirements. Since PSO has the attractive characteristics above, it has been used as an effective technique in feature selection problems [10] , [13] , [14] .
PSO was originally applied to solve continuous optimization problems in the past, it has gained more attention recently for feature selection as a combinatorial optimization problem [5] , [10] , [13] , [14] . For instance, Wang et al proposed a rough set-based PSO, called PSORSFS, to select the optimal feature subset from the original features [35] . Moreover, in [13] , [36] , [37] some hybrid PSOs have been proposed by combining PSO with other self-learning methods such as support vector machine, catfish effect, and artificial fish swarm algorithm, to improve its performance for feature subset selection. In addition, Xue et al proposed PSO-based feature selection methods in that three initialization strategies and three updating mechanisms are combined with each other to maximize the classification performance with the least number of features [14] . In Zhang et al. [10] a binary BPSO was proposed, in which a uniform combination mechanism is applied to update the positions of particles, to select a smaller number of features and achieve higher classification accuracy. Recently, Parham et al proposed a HPSO-LS model that integrated PSO and a local search strategy to select the optimum feature subset without sacrificing the predictive accuracy [5] . Gu and Jin proposed a competitive swarm optimizer (CSO), in which the global best position and personal best position are removed, to select a feature subset from high-dimension feature space [19] . Xue et al proposed a SaPSO algorithm(Self-adaptive Particle Swarm Optimization) for large-scale feature selection [20] .
SaPSO employes a typical self-adaptive mechanism and obtains better performance in terms of classification accuracy not only on most training sets but also on most test sets. Chen et al. [21] proposed a hybrid particle swarm optimization with a spiral-shaped mechanism, called HPSO-SSM, to select the optimal feature subset from the original features for classification. In HPSO-SSM, a logistic map sequence is used to enhance the diversity and a spiral-shaped mechanism is adopted as a local search operator.
B. BINARY PARTICLE SWARM OPTIMIZATION (BPSO)
The PSO, inspired by the social behavior of some animal species such as bird flocking and fish schooling, was proposed originally to solve optimization problems in continuous search space [34] . In standard PSO, a number of particles constitute a population, in which each particle who maintains a position and a velocity in a n-dimensional search space represents a potential solution of the optimized problem. During the evolutionary process, each particle adjusts its velocity and position by following two exemplars, named the global best position (Gbest) and the personal best position (Pbest). The goal of population evolution is to find the global optimization solution represented by Gbest. At every iteration each particle's new velocity and position are updated as follows:
where t is the generation number, d represents the dimension of a vector, v t id and x t id denote the velocity and position of the ith particle in the tth generation, respectively; Gbest t d is the best solution in the tth generation found by all particles so far, and Pbest t id is the best solution found by ith particle so far; w is termed an inertia weight that determines how much the previous velocity is preserved; c 1 and c 2 are two positive constants, known as acceleration coefficients; r 1 and r 2 are two random numbers generated in the interval [0, 1].
Although the standard PSO had gained a great success in solving the problems on continuous space, it was powerless in discrete space. To this end, binary particle swarm optimization (BPSO) [38] was proposed by Kennedy and Eberhart to deal with the optimization problems on discrete space in 1997. In the BPSO, the velocity of each particle is also updated by (1), while the new position of the particle is updated by the following formula:
where rand is a random number within [0,1], S(·) is a sigmoid function in terms of velocity; in this way, the velocity of each particle is transformed into a vector within [0,1] through the sigmoid function S(·):
Through above expansion, the BPSO has been widely applied in many fields such as flowshop scheduling problems [39] , feature selection problems [13] , and so on.
III. PSO-LM A. FRAMEWORK OF PSO-LM
The BPSO is able to search from original features by random strategy for feature subset selection, however, it suffers from a potential shortcoming in high-dimensional space. To overcome such weaknesses, Gu and Jin proposed CSO, in which the global best position and personal best position were removed, to select a feature subset from high-dimension feature space [19] . Inspired by CSO, we can learn that an individual can extract much more useful knowledge from multiple information providers, instead of learning merely from the global individual and personal best individual.
When selecting multiple individuals viewed as a knowledge source, CSO selects the mean position of the current swarm. At the same time, the winner particle of each competition is another exemplar. Inspired by the above strategy, we regard that there is much useful information implied in several elites. However, overemphasizing the importance of the global and personal best individual may increase the risk of premature convergence. Thus, it is meaningful for us to select helpful exemplars based on some new strategies for PSO in feature subset selection problem.
Inspired by the above discussion, a novel algorithm based on PSO, namely PSO-LM, is proposed for selecting the optimal feature subset efficiently in this section. In PSO-LM, there are some new characteristics for the position updating of each particle. The one, two memories are created dynamically in the search process. One of the two memories is used for recording those individuals who have higher fitness (named as elites), while the other is used for saving individuals who offer faster progress, named as profiteers in this paper. The other one, an exemplar is generated according to an elite and a profiteer selected from the corresponding memory, in which much more useful knowledge is implied. And then, a particle learns from all personal best individuals of the current generation and the exemplar generated above, instead of learning from the global individual and personal best individual. When training a learning model, fitness evaluations in the high-dimensional feature selection is usually high timeconsuming. An archive is designed to save the computing resources by recording the historical fitness values of all previously selected feature subset.The pseudo-code of PSO-LM is given in Algorithm 1.
B. ENCODING
To represent the selected feature subsets efficiently, a particle is encoded by a binary string of length L in this work, where L is the same as the total number of features. For each bit in a particle, '0' and '1' denote that the Algorithm 1 PSO-LM() Input: The population size N , t = 0 and p m ; Output: an optimal feature subset and its cardinality and its fitness value; 01: For all particle p t i =< x t i , v t i > in swarm P t Do 02: initialize position x t i and velocity v t i ; 03: End For 04: While termination criteria is not met Do 05: For all particle p t i Do 06:
convert continuous values to discrete values for feature selection according to Algorithm 2; 07:
corresponding feature is not or is selected, respectively. For example, a particle encoded as 100110 means that there are six features, and the first, the fourth, and the fifth features are selected.
Generally speaking, the position(velocity) vectors of particles are represented by continuous values during the iterating process. However, the search landscape is discrete in feature subset selection. To address this issue, we use a parameter λ as a threshold to determine whether a feature is selected or not, as showed in Algorithm 2.
C. FITNESS EVALUATION
For feature subset selection problems, most of PSO-based FS methods only emphasize the classification accuracy of an algorithm without taking the number of selected features into account. However, both of them are major factors when we evaluate solutions. Based on this consideration, the motivation of the proposed PSO-LM method is to find the optimal feature subset which has the stronger classification ability with less features. Therefore, the fitness function, which is used to measure the quality of solutions, takes the classification accuracy rate and the number of selected features into consideration. We define the fitness function in (5) which is given below. Note that the considered objective f is for minimization. (5) where accuracy is the ratio between the well-classified instances and the total number of instances tested, and feature ratio is the ratio between number of selected features and the number of the original features set when we evaluate the solutions.
Furthermore, our proposed approach (PSO-LM) employs k-nearest neighbor classifier to evaluate candidate feature subset solutions. Before the evaluation of a feature subset represented by a particle, each feature should be normalized by scaling it between 0 and 1. Afterward, we employ the 10-fold cross-validation method to evaluate the performance of each particle using k-nearest neighbor classifier. The higher the classification accuracy of k-NN classifier, the better the solution represented by a particle. When two solutions' accuracy is the same one, we employ the solution using a smaller number of features according to the purpose of FS algorithms.
Note that training a classifier model in high-dimension space is usually high time consuming, while candidate feature subsets may be evaluated repeatedly. To address the issue, the historical fitness values of all feature subsets selected are preserved in an archive ''H'', intending to save the computing resources. When evaluating a candidate feature subset, we can check whether it has already been preserved. In this case, the fitness values of all previously selected feature subset can not be evaluated again, which is helpful for training a classifier model with huge amount of data.
D. SELECTING EXEMPLARS
Inspired by the fact that a person can get much more useful knowledge from multiple individuals than a single one, each particle in PSO-LM learns from all personal best individuals at current generation and a potential exemplar, instead of learning from Gbest and Pbest. The potential exemplar, generated by an elite and a profiteer selected from the corresponding memory that are created for recording them respectively, can inherit much rewarding knowledge for a particle.
Although elites can be represented by their fitness values, profiteers should be measured in some way. In PSO-LM, the improvement rate of particle i is defined as (6) .
) is the fitness of particle p i at generation t − 1, and x t i − x t−1 i denotes the Euclidean distance between p t i and p t−1 i . In the case of t = 0, the improvement rate of all particles is 0 i.e., R(x 0 i ) is 0 for each particle p i . From (6) we can see that the greater R means that a particle can achieve a greater improvement with a relatively smaller fly distance. In this work, we refer to a particle with a higher R value as a profiteer. In this way, the profiteers, in which much more useful knowledge is implied, can be utilized effectively for generating an exemplar.
In order to take advantage of those individuals who have higher fitness and offer faster progress, two memories are created for recording them respectively. In particular, memory M t e is used to save the better M elites, and memory M t p is designed to record the better M profiteers. Furthermore, the two memories, named as learning memories, are required to update and sorted dynamically according to fitness f and R value of the particles at each generation. The specific description of memory M t e and memory M t p is represented as (7) and (8), respectively.
Considering that genetic operators of GA, including crossover and mutation operators, can respectively enhance the ability of local exploiting and global exploring, it is used for generating a potential exemplar for each particle based on an elite and a profiteer. Without loss of generality, a particle with a smaller fitness f or a greater R, which is sorted in M t e or M t p , has a higher probability to be a parent. For instance, in the sorted memories, the probability of the kth particle who could be selected as a parent is calculated as follows:
where M is the size of each memory. The pseudo-code of generating a potential exemplar can be described as Algorithm 3. First of all, we select two parents from M t e and M t p according to (9) for each individual i in each generation. For example, p i p1 and p i p2 are two selected parents, and x i p1 ,d and x i p2 ,d are the dth values of p i p1 and p i p2 , respectively. Secondly, a potential exemplar E i = [e i,1 , e i,2 , · · · , e i,D ] is generated by the crossover operation based on the two parents. The rand c and rand m are random numbers uniformly distributed in [0,1]. And then, mutation operator is used for enhancing the diversity of E i with a probability of rand m . The lb d and ub d are lower and upper 1 , e i,2 , · · · , e i,D ] ;//* generate a potential exemplar for a particle updating *// 01:For i = 1 to D Do 02: select x i p1 from M t e based on probabilities p k ; 03: select x i p2 from M t p based on probabilities p k ; 04: If(rand c < 0.5 ) 05: e i,j = x i p1 ,d 06: Else 07: e i,j = x i p2 ,d 08: If (rand m < p m ) e i,j = rand(lb d , ub d ) 09: End For bounds of the dth dimension, respectively. Finally, the new exemplar generated from an elite and a profiteer inherits much more useful knowledge.
E. UPDATING OF PARTICLE POSITIONS
It is important for PSO algorithms to update the position and velocity of each particle. Most of PSO-based methods use the global best position (Gbest) and personal best position (Pbest) to update them (1) and (2) . According to the updating rules for particles, however, the two best positions are overemphasized, which may lead to premature convergence for finding the global optimal solution. To overcome the shortcoming, CSO [19] has been represented to select the optimal feature subset in a high-dimensional space. Different from conventional updating pattern in PSOs, each particle during an iteration learns from the winner produced between the competitor in CSO.
Inspired by CSO, we have proposed PSO-LM algorithm to solve feature subset selection problem. Instead of learning from Gbest and Pbest, each particle of PSO-LM learns from a potential exemplar (E i ) and all personal best individuals (P t b ) of the current generation, which is described as step 17 of Algorithm 1. Since E i comes from the elites and profiteers, it effectively inherits the merits of the two parents. Furthermore, it is well known to us that P t b , which is the mean of all personal best individuals in the current generation, reflects the evolution trend of the swarm. In PSO-LM algorithm, P t b is also used for leading to update of particles, so that much more useful knowledge implied in all personal best individuals could be utilized effectively.
IV. EXPERIMENTS A. DATASETS
In order to validate the performance of PSO-LM, several experiments were conducted on eleven datasets, including Monk1, Class, Wine, Segment, Two norm, Soybean-small, Sonar, Movement, Musk, Arrhythmia, and Madelon. The eleven datasets chosen from the UCI machine learning repository, which cover examples of small, medium and large dimensional datasets, have different numbers of instances, features, and classes. The different attributes of those data sets represent different types of problems. The detailed description of each dataset is displayed in Table 1 . Furthermore, those data set are arranged by feature number in ascending order.
B. PARAMETERS SETTING
In this section, parameters have been assigned values according to the common setting in the literature or our numerical experiments. All parameters used in the proposed PSO-LM algorithm are shown in table 2. Population size was set to 50 and the maximum number of iterations was set to 100. In particular, α shows the relative importance of the classification accuracy compared with the number of features selected in fitness function. α is assigned with a larger value to ensure that the classification accuracy can dominate the fitness function. To that end, the first component of the fitness function is always larger than the second component. Furthermore, λ is a predefined threshold to discrete vectors representing particles. If the value is larger than the λ, the jth component in ith particle will be set to 1, otherwise 0. The parameter s means that the algorithm will stop if the global optimum solution is not improved under predefined s iterations. In order to validate the effectiveness of the feature subset selection, for each dataset all the algorithms have been conducted 50 times with random seed on the PC with Intel(R) Core(TM) i5-4590, 3.30 GHz CPU and 8 GHz of RAM.
In addition, we briefly explain the other parameters of the algorithms here. For the GA and HGAFS [24] , the probabilities of crossover and mutation operation were set at 0.6 and 0.02, respectively. For PSO, CBPSO [40] , the PSO(4-2) [14] and HPSO-LS [5] the cognitive and social components (c 1 and c 2 ) were set to be 2.0. The value of used in the HPSO-LS [5] which is the threshold to dominate the number of the initial features, was set randomly in the range of [0.15,0.70], and the parameter α was set to be 0.65.
C. RESULTS
The experiments have two parts. In the first part, four well-known metaheurestic-based algorithms are selected for performance comparison. They are the genetic algorithm (GA), the simulated annealing (SA), the ant colony optimization (ACO) and PSO. They all have one thing in common, they belong to the basic wrapper methods for the feature subset selection problem. In the other part, the proposed PSO-LM algorithm is compared with state-of-art feature subset selection algorithms, including HGAFS [24] , PSO(4-2) [14] , HPSO-LS [5] , CBPSO [40] and HPSO-SSM [21] .
As a PSO-based wrapper method for feature selection, the proposed PSO-LM method needs a learning algorithm to evaluate each particle in the swarm. Given the advantages of simplicity and commonality, k-nearest neighbor [9] is used as the evaluator in our experiments and k = 1(1NN). Waikato Environment for Knowledge (Weka) [41] is applied to run the experiments and the same conditions are also set to compare the performance among those algorithms. For each dataset in the datasets, the samples are randomly split into two sets: 70% samples used as training data and the rest for testing.
1) PERFORMANCE OF LEARNING STRATEGY
In PSO-LM, a particle learns from all personal best individuals at the current generation and an exemplar generated from an elite and a profiteer, instead of learning from its personal best position and the global best position. Obviously, this innovative learning approach features two parts: an elitist strategy (learning from an elite and a profiteer) and a mean strategy (learning from the mean of all personal best positions at the current generation). In order to analyze the influence of the two strategies on the performance of the PSO-LM algorithm, a set of experiments has been conducted in this section. For each dataset, the experimental results consist of two parts, average classification accuracy and standard deviation, which were achieved in 50 independent runs. In each row best results are bolded.
In order to examine the effectiveness of two strategies in PSO-LM, we evaluate the performance of them by removing each one at a time. In Table 3 , PSO-LM(1) refers to the method removed the elitist strategy of the learning approach of PSO-LM, while PSO-LM(2) refers to the method removed the mean strategy. The performance of the proposed PSO-LM, PSO-LM(1) and PSO-LM(2) methods for classification problems can be seen in Table 3 .
It can be seen from these results that PSO-LM obtained the highest classification accuracies among three methods on all of the eleven data sets. The positive effect of the elitist strategy and the mean strategy has been validated according to the results listed in Table 3 . For example, for the data set Sonar (Movement), the classification accuracy of the PSO_LM is 86.89% (77.86%), while the classification accuracy of PSO-LM(1) and PSO-LM(2) are, respectively, reported 83.65% (72.84%), 84.17% (76.09%). Furthermore, the results show PSO-LM(2) achieves better performance than PSO-LM(1) in classification accuracies, which means that the elitist strategy plays a more important role than the mean strategy.
In addition, in terms of the standard deviations, the results produced by the PSO-LM(1) achieves the least standard deviations among three methods for eight out of eleven data sets. For example, for the data set Segment (Two norm), the standard deviations of the PSO-LM(1) is 0.67(2.11), while the standard deviations of PSO-LM and PSO-LM(2) are, respectively, reported 0.77(2.17) and 0.75 (2.27) . Moreover, very few differences in standard deviations from PSO-LM and PSO-LM(2) are also found on all these datasets. In particular, according to the standard deviations of the experimental results listed in Table 3 , PSO-LM(1) produces the most robust results among all three methods, and PSO-LM gets second best. On the other hands, the mean strategy plays a more important role than the elitist strategy in reliability of the PSO-LM algorithm.
2) COMPARISON OF PSO-LM AND GA, SA, ACO, PSO
In order to compare the performance of PSO-LM with well-known metaheurestic-based algorithms for feature selection, several experiments have been conducted in this section. Table 4 shows the experimental results of PSO-LM and those of GA, SA, ACO and PSO-based methods for feature subset selection in classification problems. Note that the experimental results consist of two parts: the average classification accuracies and standard deviations, which are achieved in 50 independent runs.
It can be seen in Table 4 that, PSO-LM has the highest average classification accuracies among those five competitors on all of the eleven data sets. The average classification accuracies of Monk1, Class, Wine, Segment, Two norm, Soybeansmall, Sonar, Movement, Musk, Arrhythmia, Madelon by PSO-LM are 95.01%, 74.14%, 99.61%, 98.53%, 96.31%, 99.30%, 86.89%, 77.86%, 99.88%, 67.90%, 82.70%, respectively. The average classification accuracies of PSO-LM and those of GA, SA, ACO, PSO-based methods on all of the eleven data sets are 88.92%, 79.62%, 77.96%, 76.38%, 81.94%, respectively. It is obvious that PSO-LM achieves the best performance compared with those four methods for classification problem, and PSO-based method finally attains suboptimal result (81.94%). There is a reason for that: the global search property of the standard PSO and the learning memory strategy proposed in PSO-LM play a very important role in classification problem.
In terms of the standard deviations, the results produced by PSO-LM achieves the least standard deviations among all the five competitiors for seven out of the eleven data sets. For example, for the data set Wine (Two norm), the standard deviations of PSO-LM is 2.41 (2.17), while the standard deviations of GA, SA, ACO, and PSO are, respectively, reported 8.02 (3.90), 3.86 (3.09), 2.72 (6.88), 4.18 (2.82). Not only that, but PSO-LM has very little difference compared with the least standard deviations on the other four datasets. For example, the standard deviations of PSO-LM for Arrhythmia (Madelon) dataset is reported 0.03 (0.03) respectively, while in this case, the standard deviations of GA, SA, ACO, and PSO are, respectively, reported 0.03 (1.07), 0.13 (1.33), 0.05 (3.10), 0.02 (0.02). Therefore, from the results displayed in Table 4 , it can be concluded that PSO-LM produces robust results among all the five algorithms for feature subset selection.
In addition, in order to analyze the ability to select features from the original feature set, Table 5 shows the features selected by the five peer algorithms on seven out of eleven data sets. It should be noted that the numbers displayed in the table indicate the indexes of the features in the dataset. Due to the layout limitation of the page, however, the features selected by those five methods on the other four data sets have not been displayed. It can be seen in Table 5 that, for each data set different subsets of features have been selected by PSO-LM and those of GA, SA, ACO, and PSO-based algorithms, and PSO-LM obtains the smallest feature subsets for Monk1, Class, Segment, Two norm, Soybean-small, Sonar. This is due to the fact that it is useful to remove irrelevant and redundant features for feature subset selection. For example, for the data set Soybean-small, PSO-LM gets a subset of features consisting of the smallest features (22, 28) and achieves the highest classification accuracy (99.30%) compared with the other four methods. Furthermore, to highlight the search progress of PSO-LM for the optimal solutions on four data sets( Movement, Musk, Arrhythmia, and Madelon), we displays the change of the classification accuracy and the number of features selected with the iteration times in Figure 1 . In Figure 1 , we take the iteration times as the horizontal coordinate, and the accuracy and the number of features selected as the vertical coordinate. For the data set Movement, PSO-LM achieves the best classification accuracy (77.86%) within 54 iterations, while the smallest size of a feature subset is 38. For the data set Musk (Arrhythmia, Madelon), the best classification accuracy of PSO-LM achieves at 99.88% (67.9%, 82.7%), while in this case, the smallest size of features selected is 37 (21, 20) . It can be seen in Figure 1 , the number of features selected decreases gradually with the increase of classification accuracy in search progress of PSO-LM.
From Table 4 , Table 5 , and Figure 1 , the results indicate that PSO-LM gets the minimum number of features as well as achieves the highest average classification accuracies among those five methods. On the other hand, the purpose of feature selection, which is to remove irrelevant and redundant features without sacrificing the classification accuracy, has been validated by the experiments above.
3) COMPARISON OF PSO-LM AND STATE-OF-THE-ART WRAPPER METHODS
To further validate the performance of PSO-LM, we next compare it with existing state-of-the-art wrapper-based methods, which are HGAFS [24] , PSO(4-2) [14] , HPSO-LS [5] , CBPSO [40] and HPSO-SSM [21] . They all have one thing in common, they are metaheurestic-based methods for feature selection. The comparison results are showed in Table 6 in terms of means and standard deviations of classification accuracy on all of the eleven data sets. For each dataset, the results of each algorithm have been obtained in 50 independent runs. In each row best results are bolded. Table 6 shows the experimental results of PSO-LM and those of HGAFS, PSO(4-2), HPSO-LS, CBPSO and HPSO-SSM-based methods for feature subset selection. By analyzing the experimental data, PSO-LM has the highest average classification accuracies among all the six methods for eight out of eleven data sets. In general, the average classification accuracies of PSO-LM and those of HGAFS, PSO(4-2), HPSO-LS, CBPSO, HPSO-SSM-based methods on all of the eleven data sets are 88.92%, 82.72%, 83.13%, 87.35%, 88.64%, 88.72%, respectively. The results show that PSO-LM obtains better performance than other methods. However, in the dataset Class (Sonar, Madelon), CBPSO (HPSO-LS, HPSO-SSM) method achieves the best classification accuracy 100% (87.23%, 84.33%), while the average classification accuracies of those three datasets by PSO-LM are 74.14%, 86.89%, 82.70%, respectively. It is shown that PSO-LM performs competitively with all the above-mentioned algorithms in terms of the performance of classification accuracy. Whether there are significant differences between PSO-LM and those methods about performance? This is a problem. For this reason, statistical analysis of PSO-LM will be conducted in the next section.
Owing to robustness is an important aspect that should be considered, standard deviations of classification accuracies of those six methods are analyzed. It can be seen in Table 6 that the results produced by PSO-LM achieves the least standard deviations for seven out of eleven data sets. For example, for the data set Soybean-small (Madelon), the standard deviations of PSO-LM is 0.0 (0.03), while the standard deviations of HGAFS, PSO(4-2), HPSO-LS, CBPSO and HPSO-SSM-based methods are, respectively, reported 3.11 (2.11), 4.26 (0.10), 3.09 (0.42), 3.16 (0.18), 3.06(0.21). Furthermore, PSO-LM has very little difference compared with the least standard deviation (0.02) for the data set Arrhythmia. In comparison, the number of the least standard deviations showed in the table demonstrated that PSO-LM produces robust results among those five methods for feature subset selection in classification problem.
In addition, in order to further analyze the execution time of those methods, Table 7 shows the time-consuming of six methods on eleven data sets. It can be seen in Table 7 that, PSO(4-2) has the shortest average time among those six competitors on ten of the eleven data sets. For examples, for the data set Musk (Madelon), the execution time of PSO(4-2) is 01:56.7 (28. 
4) STATISTICAL ANALYSIS OF PSO-LM ALGORITHM
Since statistical significance is one important aspect that should be considered, the independent t-test and Friedman test methods are adopted to investigate the significance of differences of the average classification accuracies of PSO-LM and these comparison methods. As an inferential statistic method, independent t-test is used to measure whether there are significant differences between means of two unrelated groups. For the purpose of comprehensive comparison of different algorithms, independent t-test has been widely used.
In this paper, the significance level is selected as 0.05, this is, the confidence interval in the t-test is 95%. Table 8 shows the p-value results of t-test between the average classification accuracies obtained by PSO-LM and those of HGAFS, PSO(4-2), HPSO-LS, CBPSO, HPSO-SSM-based methods for feature subset selection. According to the characteristics of the independent t-test method, a p-value that is less than 0.05 demonstrates that the classification accuracy of PSO-LM significantly better than a comparative method. On the other hands, a p-value that is larger than 0.05 indicates the average classification accuracy of the two methods is not significant difference. The p-value results, which are larger than 0.05, are bolded in the table.
It can be seen in Table 8 that, PSO-LM statistically performed better than the other five methods in classification problems. In particular, the p-value results of statistical t-test between PSO-LM and the other five methods on eight out of eleven datasets are significant differences. For example, the p-value of statistical t-test between PSO-LM and those of HGAFS, PSO(4-2), HPSO-LS, CBPSO and HPSO-SSM over Movement (Arrhythmia) dataset are, respectively, reported The Friedman test, which is a non-parametic statistical test method, is used to compare the performance of different algorithms. It has been used to statistically analyze the performance of different algorithms for feature subset selection in the literature [5] , [10] . In this paper, the Friedman test is used to rank the PSO-LM algorithm and comparison methods mentioned above over eleven datasets by the average classification accuracy. In this experiment, the bigger its ranking obtained, the better the performance of the algorithm performed. For example, the algorithm with the highest classification accuracy gets rank 1, and the lowest one is ranked the number of methods.
In the experiment, the value of significance probability was set to p = 0.05, 95% confidence. The p-value which is less than 0.05 demonstrates that the classification accuracy of those algorithms has a significant difference in all of the eleven datasets. It can be seen in Table 9 that, all those methods have significant differences in classification accuracy according to the p-value in the Friedman test. As a whole PSO-LM achieves the highest classification accuracy, and PSO(HPSO-SSM) gets the second best for feature subset selection in classification problem. In two groups of experiments, ACO and HGAF method obtains the worst performance, respectively.
Based on the results of statistical analysis of experimental data, which are obtained from the independent t-test and Friedman test, PSO-LM algorithm shows the superiority of performance for feature subset selection, comparing to metaheurestic-based algorithms (including GA, SA ACO and PSO) and state-of-the-art wrapper-based competitors (including HPSO-SSM, HPSO-LS, CBPSO, PSO(4-2) and HGAFS). Meanwhile, the experimental data described in the previous section has been validated effectively, which also demonstrates the classification accuracy of PSO-LM significantly better than those comparison methods.
V. CONCLUSION
Feature selection, the goal of which is to eliminate irrelevant and redundant features without sacrificing the predictive accuracy of learning algorithms, plays an important role in machine learning and data mining tasks (i.e.,classification problem). In this paper, we have presented a PSO based feature selection algorithm, called the PSO-LM, to select the optimal feature subset from the original feature set. In PSO-LM, two memories are created dynamically in the search process. One of the two memories is used for recording those individuals who have higher fitness, while the other is used for saving other individuals who offer faster progress. And then, a potential exemplar, based on two individuals who have been selected from the two memories individually, will be generated for a particle. Besides, an archive is designed to save the computing resources by preserving the fitness values of all previously selected feature subset.
Furthermore, the performance of the proposed PSO-LM method was compared with four well-known metaheuresticbased algorithms (GA, SA, ACO, and PSO) and four stateof-art feature subset selection algorithms (including HGAFS, PSO(4-2), HPSO-LS, CBPSO, and HPSO-SSM). The experiment results were reported from the three aspects of the mean and the standard deviation of classification accuracy, the optimal feature subset of eleven international standard data sets. The results demonstrated PSO-LM's competitive compared with those wrapper-based feature selection methods. Moreover, the t-test and Friedman tests were conducted to assess the statistical significance of the difference between PSO-LM and the other methods. Based on the results of statistical analysis of experimental data, the superiority of performance of PSO-LM among those methods is statistically significant.
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