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Abstract
The fundamental problem of distance geometry consists in finding a realization of a given weighted
graph in a Euclidean space of given dimension, in such a way that vertices are realized as points
and edges as straight segments having the same lengths as their given weights. This problem arises
in structural proteomics, wireless sensor networks, and clock synchronization protocols to name
a few applications. The well-known Isomap method is a dimensionality reduction heuristic which
projects finite but high dimensional metric spaces into the “most significant” lower dimensional
ones, where significance is measured by the magnitude of the corresponding eigenvalues. We
start from a simple observation, namely that Isomap can also be used to provide approximate
realizations of weighted graphs very efficiently, and then derive and benchmark six new heuristics.
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1 Introduction
The fundamental problem in Distance Geometry (DG) is as follows.
Distance Geometry Problem (DGP). Given an integer K ≥ 1 and a simple,
edge-weighted, undirected graph G = (V,E, d), where d : E → R+, determine whether
there exists realization function x : V → RK such that:
∀{i, j} ∈ E ‖xi − xj‖ = dij . (1)
The DGP arises in many applications, for various values of K. Two important applications for
K = 3 are the determination of protein structure from distance data [36], and the localization
of a fleet of unmanned submarine vehicles [2]. The localization of mobile sensors in a wireless
network is a well-studied application for the case K = 2 [11, 5, 16, 9]. The only engineering
application we are aware of for the case K = 1 is to clock synchronization protocols in
computer networks [32]. Although Equation (1) is actually a schema (since the norm is
unspecified), most of the literature about the DGP uses the Euclidean norm (or 2-norm)
[21, 19], which is also the focus of this paper. In this context, the name of the problem is
Euclidean DGP (EDGP).
It is worth mentioning that, although the system of equations in Equation (1) involves
square roots, the squared system
∀{i, j} ∈ E ‖xi − xj‖2 = d2ij . (2)
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has the same set of solutions as Equation (1) and is a polynomial system of degree two [12].
This makes it amenable to be studied using methods of algebraic geometry, for example [35].
It was shown in [29] that the EDGP is NP-hard, by reduction from Partition to the case
K = 1. Another proof for K = 2 was sketched in [38], and further proofs for some variants
in K = 3 and general K were given in [17] and [20]. If the dimensionality K is not given in
advance, then the question is whether the given graph admits a realization in some dimension
K. This problem is known as Euclidean Distance Matrix Completion Problem
(EDMCP). This difference between being given a K as part of the input or obtaining K as
part of the output is considerable: while the EDGP is NP-hard, we do not know whether
the EDMCP is NP-hard or in P (or neither, assuming P 6= NP).
Isomap [34] is a well-known dimension reduction algorithm which is able to project a set
X ⊂ Rn of high dimensional points belonging to a low-dimensional manifold to its intrinsic
dimension (say, K).
In this paper, we describe an easy adaptation of the Isomap algorithm to solve the EDGP.
The rationale for using Isomap on the EDGP is that finding realizations in high dimensional
spaces is empirically easier than in a given dimension K. We then describe six heuristics for
the EDGP based on Isomap, and evaluate them computationally on a test set consisting of
protein instances of different sizes.
It is often remarked that the EDGP and EDMCP only serve as abstract models for
real-life applications, since in most engineering and biological settings only interval estimates
or distributions of the distances are known (rather than exact distance values). Although we
do not treat the case of intervals or distributions here, we note that it is at least theoretically
possible to extend our heuristic methods to the interval case without excessive trouble —
the simplest way to do so is to run the same heuristics using the distribution average on
each interval. A better approach would replace error measures based on exact distances by
corresponding measures in intervals [21].
The rest of this paper is organized as follows. In Section 2, we give a very brief account of
the history of DG, introducing some of the concepts which we shall use later on in the paper.
In Section 3 we describe the Isomap algorithm and its relationship to EDMCP and EDGP.
In Section 4 we define and motivate our new heuristics based on Isomap. Our computational
results are discussed in Section 5.
2 A very short history of DG
DG was formally introduced by Karl Menger in [24, 25], at a time when, under Hilbert’s
drive [14], the concerted effort of many mathematicians (specially from Mitteleuropa) pushed
towards the axiomatization of mathematics in general, and specifically of geometry [18].
Menger and some of his students (Gödel among them) were part of the Vienna Circle, but
when this became politicized, Menger founded his famous mathematisches Kolloquium, which
ran at the University of Vienna between 1928 and 1937. It is interesting that the only
co-authored paper published by Gödel appears in the proceedings of Menger’s Kolloquium,
and is about DG [18, 22]. Menger’s foundational work is an axiomatization of geometry
which puts metric spaces at its core (e.g. convexity can be defined via betweenness of points).
Its main achievement is to characterize the metric spaces according to the dimension of
the Euclidean spaces they can be realized in. Menger’s work was continued by his student
Blumenthal [7], but remained firmly in the domain of pure mathematics.1
1 Another useful application dating from ancient Greece was Heron’s formula for computing the area of a
triangle from the lengths of its sides, extensively used in agricultural measurements.
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A finite metric space (V, d) is a finite set V with an associated metric d. It is usually
represented as a weighted complete graph or a distance matrix. The graph is simple,
undirected and edge-weighted, say G = (V,E, d) where E = {{i, j} | i < j ∈ V } and
d : E → R+ such that d(i, j) is the value of the metric on the edge {i, j} of the underlying
set V . The distance matrix is an n × n symmetric matrix D with zero diagonal, where
n = |V |, such that the component dij is the value of the metric defined on i and j, for all
i < j ∈ V . Given some positive integer K, a metric space (V, d) is realized in the Euclidean
space RK w.r.t. ‖ · ‖ if there exists a realization function from V to RK w.r.t. ‖ · ‖. The main
problem in DG, for Menger and Blumenthal, was that of categorizing finite metric spaces
(V, d) according to the integers K such that V can be realized in RK .
A note [31] written by Schoenberg’s in 1935 on a paper by Fréchet showed that any
Euclidean Distance Matrix (EDM) D = (dij), i.e. when the metric is the 2-norm, can be
efficiently transformed into the Gram matrix of a Euclidean realization of the underlying
metric. Since a matrix X is Gram if and only if it is Positive Semidefinite (PSD), and since
PSD matrices can be factored as X = xx> where x is a matrix of rank K ≤ n, this offers
a method for finding a realization of D in RK [33]. This result was subsequently adapted
to work on wrong or approximate EDMs by replacing negative eigenvalues of D by zero,
and resulted in the hugely successful multidimensional scaling (MDS) method [8]. A further
refinement, obtained by using only at most K positive eigenvalues of D, called principal
component analysis (PCA) was equally successful. This firmly establishes DG as a branch
not only of pure, but also of applied mathematics.
The first explicit mention of the DGP appears to arise in a 1978 paper by Yemini [37],
which calls the reader’s attention to the problem of finding a realization in the plane of a set
of mobile sensors where the distances are only known if two sensors are close enough.
3 The Isomap method in Distance Geometry
The Isomap algorithm projects a finite subset of points X ⊂ Rn to RK (for some positive
given K < n) as follows:
1. it computes all pairwise distances for X, yielding the distance matrix D
2. it selects a subset d of “short” Euclidean distances in D (usually up to a given threshold),
yielding a simple connected weighted graph G = (V,E, d) where d : E → R+;
3. it computes all shortest paths in G, and produces an approximate distance matrix D˜,
where D˜ij = dij for all {i, j} ∈ E and D˜ij is the value of the shortest path from i to j
otherwise;
4. it derives a corresponding approximate Gram matrix B˜ by setting
B˜ = −12JD˜
2J, (3)
where J = In − 1n11>;
5. it finds the (diagonal) eigenvalue matrix Λ of B˜ and the corresponding eigenvector matrix
P , so that B˜ = P>ΛP ;
6. since B˜ is only an approximation of a Gram matrix, it might have some negative
eigenvalues: Isomap replaces all the negative eigenvalues with zeroes;
7. in case there are still more than K positive eigenvalues, Isomap replaces the smallest
ones, leaving only the largest K eigenvalues on the diagonal of a PSD matrix Λ˜;
8. finally, it sets x = P>
√
Λ˜.
Steps 4–8 are collectively known as PCA. Without Step 7, they are known as classic MDS [15].
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3.1 Isomap and the EDMCP
How can Isomap apply to the EDGP? A simple explanation is as follows: solving the EDGP is
hard, but solving the EDMCP is not as hard, and provides a realization x′ of G in (generally)
more than K dimensions, say in Rn. At this point, Isomap could be applied to x′ and give
an approximate projection in RK .
Although it was mentioned in Section 1 that no-one knows yet whether the EDMCP is
NP-hard or in P, that statement refers to the usual definition of these complexity classes in
the the Turing Machine (TM) computational model. On the other hand, the fact that the
EDMCP can be solved efficiently in practice can be made more precise.
I Theorem 1. The EDMCP can be solved in a polynomial number of basic steps in the Real
RAM computational model [6].
Proof. We first show that the EDMCP can be described by the following pure feasibility
Semidefinite Program (SDP):
∀{i, j} ∈ E Xii +Xjj − 2Xij = d2ij
X  0.
}
(4)
Assume Equation (4) has a solution X∗ for a given EDMCP instance. Then, since X∗ is a
PSD matrix, it is also a Gram matrix, which means that it can be factored as X∗ = Y Y >.
Consider a realization x∗ ∈ Rn given by x∗i = Yi for each i ∈ V , where Yi is the i-th row of
Y . Then we have
‖x∗i − x∗j‖2 = ‖Yi − Yj‖2 = Y >i Yi + Yj>Yj − 2YiYj = Xii +Xjj − 2Xij = d2ij
by the linear constraints in Equation (4). This means that Y is a valid realization for G
in Rn, i.e. the given EDMCP instance is YES. Assume now that Equation (4) is infeasible,
but suppose that the given instance is YES: then it has a realization Y of G in Rn, and it
is immediate to verify that its Gram matrix X∗ = Y Y > satisfies Equation (4) providing a
contradiction, so the given EDMCP instance must be NO, which concludes the first part of
the proof.
Having established that solving the EDMCP is the same as solving Equation (4), we
remark that the Interior Point Method (IPM) can be used to solve SDPs in polynomial time
to any desired accuracy [1] in the TM computational model. If a primal path-following IPM
based on Newton’s steps could be run on a Real RAM machine, it would find an exact real
solution for the EDMCP. J
In practice, the IPM can only compute approximate solutions to Equation (4) in floating
point precision, which might not satisfy the constraints exactly. But SDP technology can be
used in practice to solve EDMCPs efficiently to very good approximations.
3.2 Isomap and the EDGP
Although our basic idea is to solve an EDMCP instance in order to find a high dimensional
realization of G as a pre-processing step to applying Isomap, it is easy to streamline this
procedure better. We observe that Step 3 requires a weighted graph G as input, and that a
weighted graph is part of the definition of any EDGP instance. It is therefore sufficient to
start Isomap from Step 3. The Isomap for DG works as follows.
(A) Run the Floyd-Warshall all-shortest-paths algorithm [23] on the partial distance matrix
DG represented by G = (V,E, d) and obtain D˜, a completion of DG;
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(B) find the (approximate) Gram matrix B˜ of D˜;
(C) find the PSD matrix B′ closest to B¯ by zeroing the negative eigenvalues, and then
perform PCA to extract an approximate realization x in RK .
The interest in using the Isomap for DG is that it lends itself to the construction of many
heuristics, through its combination with various pre- and post-processing algorithms. For
example, Step 1, which essentially aims at solving an EDMCP instance by completing the
corresponding graph using shortest paths, can be replaced by the solution of the SDP in
Equation (4). Moreover, the final solution x obtained in Step 3 can be used as a starting
point by a local Nonlinear Programming (NLP) solver.
4 Isomap heuristics
We list in this section six new heuristics based on Isomap for solving EDGPs.
(i) Isomap. This is the Isomap algorithm for DG as described in Section 3.2.
(ii) IsoNLP. This variant adds a post-processing phase consisting of a local NLP solver to
improve the output of Isomap (see Section 4.1 below). Because of the importance of
this phase, every following heuristic also uses it.
(iii) SPT. This variant, the name of which stands for spanning tree, replaces Step 1 of
the Isomap algorithm definition given in Section 3.2 as follows: compute a realization
x′ ∈ RK using a spanning tree of G (see Section 4.2 below for details). This realization
is then used to obtain the EDM D˜. SPT also adds a post-processing local NLP solution
phase.
(iv) SDP. This variant replaces Step 1: solve Equation (4) using a “natural” SDP formulation
(see Section 4.3 below), obtain a realization x′ in Rn, and use it to compute the EDM
D˜. SDP also adds a post-processing local NLP solution phase.
(v) Barvinok. This variant is similar to SDP, but it endows the SDP with an objective
function designed to decrease the rank of the solution x′ to p = O(
√|E|) (see Section 4.4
below). Barvinok also adds a post-processing local NLP solution phase.
(vi) DGSol. This variant uses one of the first modern algorithms for solving EDGPs, dgsol
[26], to compute an initial realization x′ in RK , which it then uses to compute the EDM
D˜ (see Section 4.5 below). DGSol also adds a post-processing local NLP solution phase.
4.1 Post-processing using a local NLP solver (IsoNLP)
Although Isomap can be used on its own, the quality of the realizations it obtains is greatly
improved when the output is used as a starting point for a local NLP algorithm, such as
active set or barrier algorithms [13]. Aside from Isomap, the rest of our heuristics all include
this post-processing phase.
In the case of the SDP and Barvinok heuristics, this post-processing is backed by a
theoretical result given in [4], also exploited in [10], which states that there is an SDP
solution of Equation (4) which is asymptotically not too far from the manifold of solutions
of Equation (2): hence, it makes sense to try a single local descent to reach that manifold.
The choice of solver was carried out through some preliminary computational experiments.
Since most tests were carried out in Python, we limited ourselves to solvers offering a Python
API. Among these, we decided to use the one which proved out to be empirically fastest,
namely lbfgs from scipy.optimize, limited to 50 iterations. Code optimization might
change this choice, specially in view of the fact that we only employed Python-enabled solvers,
with APIs that shine more for ease of coding than efficiency.
SEA 2017
5:6 The Isomap Algorithm in Distance Geometry
4.2 Spanning tree realization heuristic (SPT)
A possible way to construct an approximate distance matrix D˜ based on an EDGP instance
G consists in identifying a spanning subgraph of G for which the EDGP can be solved
efficiently, and then use the corresponding realization to compute D˜. We use trees, which
are a polynomial case of the EDGP.
Let T be a tree on V , and for each v ∈ V let NT (v) be the set of vertices adjacent to
v in T . The following algorithm realizes any tree in K = 1, and more specifically in the
non-negative half-line R+.
1. Let r be a vertex with highest degree in G;
2. let xr = 0;
3. let Q = {r} be a priority queue containing vertices with their degrees w.r.t. V rQ as
priority;
4. pop the vertex u with highest priority from Q;
5. for each v ∈ NT (u) let xv = xu + duv and add v to Q.
I Lemma 2. The above algorithm is correct and runs in linear time.
Proof. The important invariant of the algorithm is that every vertex u entering Q has a
known realization xu: this holds by Step 5 and because at the first iteration Q only contains
r, realized at xr = 0. It is also easy to see that, by connectedness of G, every vertex in
V enters Q at least once. Moreover, since G is a tree, it has no cycles, which implies that
no vertex can ever enter Q more than once. Since every vertex enters Q exactly once, the
complexity of this algorithm is Θ(|V |). J
Once a tree is realized in a half-line, one can embed the realization in as many dimensions as
needed, by embedding a congruent copy of the half-line in an appropriate Euclidean space.
The algorithm we use to construct a realization in RK from a tree is based on the above
one. It takes a general graph G as input, grows a largest-degree priority spanning tree, and
realizes each vertex v as a uniformly chosen random point on the sphere centered at xu with
radius duv for each edge {u, v} in the spanning tree. More precisely, we modify the above
algorithm as follows: (a) we introduce a set Z (initialized to {r}) that records the vertices
entering the tree and replace NT (u) by NG(u) r Z; (b) we replace xv = xu + duv by xv
sampled uniformly at random from SK−1(xu, duv).
4.3 Euclidean distance SDP objective (SDP)
Another way to compute D˜ is to solve the SDP in Equation (4), and obtain a realization
Y having rank generally higher than K; D˜ is then set to the EDM corresponding to Y .
IPM algorithms for SDP offer us some additional flexibility in that they solve optimization
problems rather than pure feasibility problems such as Equation (4).
In the SDP heuristic, we simply rewrite the pure feasibility SDP as an optimization
problem. First, we reformulate Equation (2) as follows:
min
∑
{i,j}∈E
‖xi − xj‖2
∀{i, j} ∈ E ‖xi − xj‖2 ≥ d2ij .
 (5)
The objective function of Equation (5) “pulls together” the realizations of the vertices,
limited to the minimum possible value dij of each pairwise distance in E because of the
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constraints. Notice that Equation (5) has a convex objective but reverse convex constraints,
both linearized in the SDP relaxation below [10]:
min
X0
∑
{i,j}∈E
(Xii +Xjj − 2Xij)
∀{i, j} ∈ E Xii +Xjj − 2Xij ≥ d2ij ,
 (6)
Once the SDP solver finds a feasible solution X∗ for Equation (6), one can either compute D˜
by inverting Equation (3) with B˜ = X∗, or factor X∗ into Y Y > and then use the realization
Y in Rn to compute D˜ as the corresponding EDM.
4.4 Barvinok’s result (Barvinok)
The Barvinok heuristic is very similar to the SDP heuristic, but we solve a different SDP: more
precisely, we endow Equation (4) with an objective function minF •X for some “regular”
matrix F (we sketch the regularity definition below). Barvinok proves in [3] that this SDP
will generally provide a realization Y having rank O(
√|E|) rather than O(n). We recall that
F • Y is the trace of the dot product of F> and X. Write the columns of F one after the
other to obtain a column vector in Rn2 , and do the same for X: then F •X corresponds to
the “ordinary” scalar product between these vectors.
More precisely, Barvinok proves that if a graph is realizable in Rt for some t which is
generally O(n), then it is also realizable for t = b(√8|E|+ 1− 1)/2c. The way he achieves
this result is by showing that there exists a solution X to the SDP
min
X0
F •X
∀{i, j} ∈ E Xii +Xjj − 2Xij = d2ij ,
}
(7)
having rank ≤ t, and that there exist matrices F which yield these low-rank solutions.
Specifically, F must be “regular” with respect to the quadratic forms involved in the
constraints of Equation (7). In other words, if we write Xii + Xjj − 2Xij as Qij • X for
some real symmetric n× n matrix Qij (for each {i, j} ∈ E), then F must be “regular” with
respect to all the Qijs.
Regularity, in this context, is defined by two conditions, one easy to explain and one harder.
First, and easiest, F should be positive definite (PD), namely all its eigenvalues should be
strictly positive. The hard part is as follows: consider the set of n× n matrices X that are
feasible in (4): since each such X is PSD, it can be factored into Y Y >. As X ranges over
the feasible region of Equation (7), Y ranges over possible realizations of G having various
ranks r ≤ n. We let this range be Y = {Y ∈ Rr×n | Y Y > = X satisfies (4) ∧ 1 ≤ r ≤ n}.
Now we partition Y according to the values of r:
∀r ≤ n Yr = {Y ∈ Rn×r | Y Y > = X satisfies (4)}.
We then require that the map ψF : R|E| → Rn×n given by ψF (z) = F −
∑
{i,j}∈E
zijQ
ij
intersects each Yr transversally, for each r ≤ n. A map φ between smooth manifolds A→ B
intersects a submanifold B′ ⊆ B transversally if either φ(A) has no intersection with B′ at
all or, if it does, the intersection points are “well behaved”, meaning their tangent spaces are
non-singular in a certain way. Explaining this more precisely would require the introduction
of too many new concepts; to give a suggestion, the curves ψ(z) = z2 + c intersect the
manifold z = 0 transversally as long c 6= 0, since at c = 0 the tangent of ψ(z) at the
intersection point is parallel to the manifold z = 0.
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In summary, F is regular if it is positive definite (PD) and the map ψF (z) intersects each
Yr transversally. Since regular matrices prevent a corresponding (linear) map from displaying
some type of singularity, most PD matrices are regular once the quadratic forms are fixed.
Indeed, Barvinok’s paper does not even suggest a way to sample or construct such matrices.
In [3, Example 4.1], Barvinok exploits the special structure of r-diagonal matrices to
prove that the rank reduction is improved if the Qij are r-diagonal. Since our quadratic
forms are fixed, and not r-diagonal in general, this is hardly relevant to our case. On the
other hand, strictly diagonally dominant r-diagonal matrices are PD, so this suggests a good
way to randomly generate regular matrices. We recall that a matrix F is r-diagonal if it
consists of a diagonal band of width 2r + 1, i.e. an identity with r (small) nonzero entries
to the left and right of the i-th diagonal entry. The off-diagonal nonzeros should be small
enough for the matrix to be diagonally dominant and, in particular, PD.
4.5 Moré-Wu’s dgsol algorithm
The dgsol algorithm has an outer iteration and an inner one [26]. The outer iteration starts
from a smoothed convexified version of the penalty objective function
f(x) =
∑
{i,j}∈E
(‖xi − xj‖22 − d2ij)2 (8)
obtained via a Gaussian transform
〈f〉λ(x) = 1
piKn/2λKn
∫
RKn
f(y) exp(−‖y − x‖22/λ2)dy, (9)
which tends to f(x) as λ → 0. For each fixed value of λ in the outer iteration, the inner
iteration is based on the step
x`+1 = x` − α`H`∇〈f〉λ(x`),
for ` ∈ N, where α` is a step size, and H` is an approximation of the inverse Hessian matrix
of f . In other words, the inner iteration implements a local NLP solution method which uses
the optimum at the previous value of λ as a starting point.
Overall, this yields a homotopy method which traces a trajectory as a function of λ→ 0,
where a unique (global) optimum of the convex smoothed function 〈f〉λ for a high enough
value of λ (hopefully) follows the trajectory to the global minimum of the multimodal,
nonconvex function 〈f〉0 = f .
The initial solution could theoretically be obtained by setting λ large enough so that
〈f〉λ(x) is convex, but DGSol’s initial solution is computed by means of a spanning tree
realization instead (see Section 4.2).
5 Computational assessment
We consider two test sets: a larger test set based on instances of various sizes, and a smaller
test set with five very large sized instances. All instances are protein instances derived
from Protein Data Bank (PDB) files, which contain realizations in R3. In order to obtain
realistic instances, we computed the EDMs of these realizations, then kept the partial distance
matrix consisting of all distances within a threshold of 5Å. This generates instances that
are similar to the type of distance data produced by Nuclear Magnetic Resonance (NMR)
experiments [30].
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All of the heuristics have been coded in Python 2.7. All the tests have been obtained
on a single core of an Intel Xeon processor at 2.53GHz with 48GB RAM. SDPs were solved
using Mosek 7.1.0.41 [27] through the PICOS [28] Python-based API.
5.1 Small to large sizes
We consider a set of 25 protein instances with sizes ranging from n = 15, |E| = 39 to n = 488,
|E| = 5741, detailed in Table 1. For each instance and solution method we record the (scaled)
mean (MDE) and largest (LDE) distance error of the solution, defined as:
mde(x) = 1|E|
∑
{i,j}∈E
| ‖xi − xj‖2 − dij |
dij
;
lde(x) = 1|E| max{i,j}∈E
| ‖xi − xj‖2 − dij |
dij
as a measure of the solution quality, as well as the CPU time taken by each method. All CPU
times have been computed in Python using the time module. The last three lines of Table 1
contain geometric means, averages and standard deviations. Best results are emphasized in
boldface.
According to Table 1, IsoNLP and Barvinok are the best heuristics with respect to both
MDE and LDE, whereas Isomap is the fastest (but quality-wise among the worst).
5.2 Very large sizes
For the large sized instance benchmark, we considered a set of five very large protein datasets,
detailed in Table 2. None of the heuristics above, aside from Isomap, was able to terminate
within 12h of CPU time, the issue being that our post-processing phase based on Python’s
scipy.optimize.lbfgs local NLP solver is too slow. The results obtained by Isomap,
however, are quite poor qualitywise, with MDE and LDE measures attaining values around
0.99 for all five instances.
We therefore decided to re-implement2 IsoNLP using a fully compiled language (a mixture
of pure C and Fortran 77). We use the Isomap algorithm to obtain a starting point for dgopt,
the optimization engine used by dgsol. Since dgopt is a homotopy method rather than a
simple NLP solver, we thought it would be fair to compare this heuristic with dgsol itself,
which uses a spanning tree heuristic (see Section 4.2) to provide a starting point to dgopt.
The results of our tests are presented in Table 2.
The results do not show a clear quality-wise dominance of either solution method. CPU
time wise, DGSol has a clear advantage: this is easily explained since IsoNLP differs from
DGSol only by the choice of the initial (approximate) realization, which takes O(n3) in IsoNLP
(finding eigenvalues and eigenvectors within IsoMAP) and O(n) in DGSol (Lemma 2). Given
the large lde values, by our past experience the only reliable solution in Table 2 is the water
realization obtained by IsoNLP (see Figure 1).
Methodologically, there is a generality vs. efficiency trade-off at play in evaluating IsoNLP
versus DGSol. Whereas the former applies to the EDGP for any given K, the latter only
solves EDGP instances with K fixed to the constant 3 (this trade-off does not concern our
implementation, which calls parts of the dgsol program). Speficically, the evaluation of the
integral in Equation (9) depends on a dy = dy1 · · · dyK which explicitly depends on K.
2 See http://www.lix.polytechnique.fr/~liberti/isomapheur.zip.
SEA 2017
5:10 The Isomap Algorithm in Distance Geometry
Ta
bl
e
1
C
om
pa
ra
tiv
e
re
su
lts
on
sm
al
lt
o
la
rg
e
siz
ed
pr
ot
ei
n
in
st
an
ce
s
(K
=
3)
.
In
st
an
ce
m
de
ld
e
C
PU
N
am
e
n
|E
|
Iso
m
ap
Iso
NL
P
SP
T
SD
P
Ba
rv
in
ok
D
GS
ol
Iso
m
ap
Iso
NL
P
SP
T
SD
P
Ba
rv
in
ok
D
GS
ol
Iso
m
ap
Iso
NL
P
SP
T
SD
P
Ba
rv
in
ok
D
GS
ol
C0
70
0o
dd
.1
15
39
0.
58
5
0.
00
1
0.
19
0
0.
06
8
0.
00
0
0.
13
5
0.
98
9
0.
00
4
0.
89
6
0.
38
9
0.
00
1
0.
63
4
0.
00
2
1.
45
6
1.
58
9
0.
90
6
1.
30
5
1.
74
7
C0
70
0o
dd
.2
15
39
0.
59
9
0.
00
0
0.
18
7
0.
08
6
0.
00
0
0.
12
8
0.
98
5
0.
00
2
0.
95
6
0.
38
9
0.
00
9
1.
00
0
0.
00
3
1.
37
6
1.
22
6
1.
00
2
1.
06
3
0.
88
7
C0
70
0o
dd
.3
15
39
0.
59
9
0.
00
0
0.
06
0
0.
08
6
0.
00
0
0.
12
8
0.
98
5
0.
00
2
0.
32
6
0.
38
9
0.
00
9
1.
00
0
0.
00
3
1.
25
9
1.
25
6
0.
86
1
1.
16
7
0.
87
7
C0
70
0o
dd
.4
15
39
0.
59
9
0.
00
0
0.
28
3
0.
08
6
0.
00
1
0.
12
8
0.
98
5
0.
00
2
2.
44
9
0.
38
9
0.
00
8
1.
00
0
0.
00
3
1.
34
7
1.
22
2
0.
97
6
1.
06
3
1.
03
3
C0
70
0o
dd
.5
15
39
0.
59
9
0.
00
0
0.
22
5
0.
08
6
0.
00
0
0.
12
8
0.
98
5
0.
00
2
0.
86
7
0.
38
9
0.
00
7
1.
00
0
0.
00
3
1.
28
4
1.
15
7
0.
98
7
1.
10
0
0.
70
0
C0
70
0o
dd
.6
15
39
0.
59
9
0.
00
0
0.
28
3
0.
08
6
0.
00
0
0.
12
8
0.
98
5
0.
00
2
1.
52
0
0.
38
9
0.
00
2
1.
00
0
0.
00
2
1.
37
2
1.
19
6
0.
99
8
1.
30
5
0.
90
9
C0
70
0o
dd
.7
15
39
0.
58
5
0.
00
1
0.
08
0
0.
06
8
0.
00
0
0.
13
5
0.
98
9
0.
00
4
0.
36
1
0.
38
9
0.
00
1
0.
63
4
0.
00
3
1.
46
9
1.
32
2
0.
89
4
1.
09
3
1.
71
9
C0
70
0o
dd
.8
15
39
0.
58
5
0.
00
1
0.
05
6
0.
06
8
0.
00
0
0.
13
5
0.
98
9
0.
00
4
0.
27
5
0.
38
9
0.
00
3
0.
63
4
0.
00
3
1.
40
8
1.
30
6
0.
69
2
1.
07
9
1.
74
4
C0
70
0o
dd
.9
15
39
0.
58
5
0.
00
1
0.
05
7
0.
06
8
0.
00
0
0.
13
5
0.
98
9
0.
00
4
0.
30
1
0.
38
9
0.
00
2
0.
63
4
0.
00
2
1.
43
0
1.
17
2
0.
79
1
1.
09
3
1.
74
5
C0
70
0o
dd
.A
15
39
0.
58
5
0.
00
1
0.
04
3
0.
06
8
0.
00
0
0.
13
5
0.
98
9
0.
00
4
0.
31
6
0.
38
9
0.
00
4
0.
63
4
0.
00
2
1.
29
4
1.
26
9
0.
72
2
1.
22
0
1.
52
3
C0
70
0o
dd
.B
15
39
0.
58
5
0.
00
1
0.
15
1
0.
06
8
0.
00
0
0.
13
5
0.
98
9
0.
00
4
1.
02
2
0.
38
9
0.
00
4
0.
63
4
0.
00
2
1.
29
7
1.
27
9
0.
87
1
1.
11
1
1.
74
7
C0
70
0o
dd
.C
15
39
0.
83
5
0.
02
2
0.
03
3
0.
03
9
0.
03
1
0.
02
5
1.
01
2
0.
14
7
0.
39
3
0.
21
1
0.
29
4
0.
16
7
0.
00
4
6.
80
3
6.
36
9
7.
37
1
7.
03
0
7.
00
0
C0
70
0o
dd
.D
36
24
2
0.
83
5
0.
02
2
0.
04
1
0.
03
9
0.
04
2
0.
02
5
1.
01
2
0.
14
7
0.
42
3
0.
21
1
0.
26
8
0.
16
7
0.
00
6
6.
80
6
6.
57
5
7.
42
2
7.
60
3
7.
09
5
C0
70
0o
dd
.E
36
24
2
0.
83
5
0.
02
2
0.
06
4
0.
03
9
0.
03
1
0.
02
5
1.
01
2
0.
14
7
0.
89
4
0.
21
1
0.
26
0
0.
16
7
0.
00
6
6.
91
1
6.
63
8
7.
36
5
6.
97
9
7.
00
8
C0
70
0o
dd
.F
36
24
2
0.
59
9
0.
00
0
0.
04
7
0.
08
6
0.
00
0
0.
12
8
0.
98
5
0.
00
2
0.
30
8
0.
38
9
0.
00
5
1.
00
0
0.
00
2
1.
29
9
1.
31
0
1.
00
8
1.
10
0
1.
04
0
C0
15
0a
lt
er
.1
37
33
5
0.
78
6
0.
05
8
0.
06
6
0.
01
4
0.
01
5
0.
01
0
0.
99
2
0.
57
1
0.
69
3
0.
25
6
0.
28
5
0.
25
3
0.
00
4
9.
49
2
9.
45
6
10
.2
76
10
.1
20
9.
27
2
C0
08
0c
re
at
e.
1
60
68
1
0.
88
7
0.
05
3
0.
08
3
0.
02
4
0.
02
4
0.
05
4
1.
96
7
0.
94
9
0.
78
9
0.
51
1
0.
51
6
0.
71
8
0.
01
2
18
.8
35
19
.7
20
21
.2
47
20
.9
06
19
.9
62
C0
08
0c
re
at
e.
2
60
68
1
0.
88
7
0.
05
3
0.
04
7
0.
02
4
0.
02
4
0.
05
4
1.
96
7
0.
94
9
0.
58
5
0.
51
1
0.
51
2
0.
71
8
0.
00
8
18
.7
91
20
.0
09
21
.7
28
20
.8
85
19
.7
40
C0
02
0p
db
10
7
99
9
0.
93
9
0.
11
0
0.
11
9
0.
05
9
0.
06
0
0.
10
3
1.
24
2
1.
11
3
1.
34
9
1.
08
2
1.
13
8
0.
79
8
0.
03
5
29
.0
24
27
.7
72
35
.2
73
35
.4
86
32
.4
79
1g
uu
15
0
95
5
0.
98
6
0.
06
8
0.
06
9
0.
05
7
0.
05
7
0.
06
1
0.
99
9
0.
85
4
0.
83
0
0.
73
5
0.
75
1
0.
76
8
0.
04
8
30
.8
69
28
.7
84
41
.4
88
41
.8
52
37
.8
48
1g
uu
-1
15
0
95
9
0.
98
6
0.
06
1
0.
06
3
0.
05
8
0.
05
7
0.
06
0
1.
00
0
0.
71
1
0.
85
5
0.
80
5
0.
82
9
0.
77
8
0.
05
3
31
.3
22
31
.4
42
42
.3
08
41
.5
90
37
.2
18
1g
uu
-4
00
0
15
0
96
8
0.
97
4
0.
08
1
0.
08
0
0.
07
2
0.
06
5
0.
07
9
1.
00
0
0.
90
1
0.
72
8
0.
76
0
0.
96
1
0.
82
6
0.
05
0
30
.3
52
29
.8
56
42
.3
30
39
.8
32
42
.0
15
C0
03
0p
kl
19
8
32
47
0.
96
1
0.
11
2
0.
16
0
0.
07
6
0.
07
7
0.
13
7
1.
19
7
1.
35
4
2.
23
0
1.
99
5
2.
05
4
1.
40
1
0.
09
1
10
5.
17
5
10
4.
77
5
14
9.
19
2
14
6.
36
0
11
1.
85
9
1P
PT
30
2
31
02
0.
98
4
0.
12
1
0.
12
9
0.
12
8
0.
12
9
0.
12
3
1.
00
0
1.
51
9
1.
21
9
1.
94
4
1.
95
6
1.
22
4
0.
35
6
11
2.
44
8
11
0.
34
5
18
5.
81
5
18
7.
18
2
11
8.
68
1
10
0d
48
8
57
41
0.
98
7
0.
14
6
0.
14
6
0.
15
5
0.
15
7
0.
13
7
1.
00
0
1.
57
7
1.
39
7
1.
76
4
1.
74
9
1.
35
8
0.
82
8
22
9.
80
9
21
3.
13
6
65
9.
63
8
65
9.
28
0
23
3.
11
5
G
eo
M
ea
n
0.
74
0.
00
0.
09
0.
06
0.
00
0.
08
1.
07
0.
04
0.
73
0.
50
0.
06
0.
66
0.
01
6.
30
6.
04
5.
93
6.
63
6.
30
A
vg
0.
76
0.
04
0.
11
0.
07
0.
03
0.
10
1.
09
0.
44
0.
88
0.
63
0.
47
0.
77
0.
06
26
.1
2
25
.2
1
49
.6
9
49
.5
5
27
.9
6
St
D
ev
0.
17
0.
05
0.
07
0.
03
0.
04
0.
04
0.
27
0.
55
0.
57
0.
52
0.
65
0.
34
0.
18
51
.6
9
48
.8
2
13
5.
08
13
4.
97
53
.2
6
L. Liberti and Claudia D’Ambrosio 5:11
Table 2 Tests on large protein instances (K = 3).
Instance mde lde CPU
Name |V | |E| IsoNLP dgsol IsoNLP dgsol IsoNLP dgsol
water 648 11939 0.005 0.15 0.557 0.81 26.98 15.16
3al1 678 17417 0.036 0.007 0.884 0.810 170.91 210.25
1hpv 1629 18512 0.074 0.078 0.936 0.932 374.01 60.28
il2 2084 45251 0.012 0.035 0.910 0.932 465.10 139.77
1tii 5684 69800 0.078 0.077 0.950 0.897 7400.48 454.375
Figure 1 Comparison between water from the PDB (left) and the same structure reconstructed
using IsoNLP (right).
6 Conclusion
This paper is concerned with Isomap-based heuristics for solving the Euclidean Distance
Geometry Problem. It discusses the Isomap algorithm in the context of Distance Geometry,
proposes six new heuristics, and benchmarks them on a set of protein conformation instances
of various sizes.
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