1 Some phylogenetic datasets omit data matrix positions at which all taxa share the same state.
Introduction
Using a slightly different notation from Leaché et al. (2015) to describe the inference problem, 2 we assume a total of n observations (SNP or non-constant sites), of which n i correspond to 3 pattern (possible alignment column) i; if we observe l different patterns, then n = l i=1 n i .
4
(Sums and products are generally over i = 1, . . . , l throughout this paper; for simplicity we 5 omit these limits when there is no ambiguity.) For a SNP data set, we do not observe the 6 constant-A, -C, -G or -T patterns; we write the unobserved number of these as m, and the total 7 number of sites (observed and unobserved) as n + m = N . Such data sets are described as 8 truncated (Blumenthal, 1981) . 9 To complete the description, we need a model describing the probabilities of occurrence of 10 both the observed and unobserved patterns. As usual in likelihood-based phylogenetics, we 11 will assume that an underlying tree structure with branch lengths is to be estimated, along with θ, this model defines probabilities p j = p j (θ) for every possible pattern j; it is these p j that 15 are usually calculated using Felsenstein's pruning algorithm (Felsenstein, 1973 (Felsenstein, , 1981 . Note in 16 particular that p j is defined for all possible j, including the unobserved constant patterns and 17 any patterns that happen not to have occurred in a given data set. It is useful to write c = c(θ) 18 for the total probability of occurrence of a constant site, i.e. c = j∈C p j , where C is the set 19 containing the four constant patterns constant-A, -C, -G and -T.
20
The truncated data likelihood function L T (θ) is (1972) . Following that paper, we consider the complete likelihood including the contribution 2 of the m omitted constant sites:
Note that this retains the combinatorial component (n + m)!/m! i n i !. In typical ML 7 problems, where all the data are observed, the corresponding term can be omitted as it is a 8 constant and plays no part in the maximization over θ (Edwards, 1972) -hence its omission 9 from eqn. 1. However, in the truncated data case this is not true: different (inferred) values of m 10 will cause the term to vary and its contribution to the likelihood cannot be ignored. Although
11
it is unusual to infer the amount of (unobserved) data using ML, there is no reason why we 12 should not be able to do so.
13
Notice that the likelihood can also be written as L(m, θ)
L 1 is the likelihood based on the probability of n, and L 2 is the likelihood based on the 18 conditional probability of the n i given n (Sanathanan, 1972).
19
Conditional ML: Sanathanan (1972) describes two approaches to estimating m and θ (see also 20 Blumenthal, 1981). The first is the method of conditional ML (CML), in which the conditional 21 likelihood L 2 (θ) (eqn. 5) is maximized over θ to find ML model parameter estimates θ C . (Note 22 that the combinatorial term n!/ i n i ! is constant and does not affect the inference.) This 23 corresponds to precisely the method of Felsenstein (1992) and Lewis (2001), and is equivalent
is the log-likelihood 'correction' term that changes the truncated 3 data set problem into the CML problem.
4
In the phylogenetics context we may only be interested in the inferred tree and associated We used the CML and UML correction methods to re-estimate model parameters using only 24 the variable sites from the simulated datasets, assuming knowledge of the true topology. We (Note that these proportions need not vary monotonically, as observed for the constant-C patterns in this example.) C: Conditional on observing a non-constant (SNP) pattern, the observed base frequencies also differ from the model parameters for shorter tree lengths.
