In this article, we develop a statistical inference technique for the unknown coefficient functions in the varying coefficient model with random effect. A residual-adjusted block empirical likelihood (RABEL) method is suggested to investigate the model by taking the within-subject correlation into account. Due to the residual adjustment, the proposed RABEL is asymptotically chi-squared distribution. We illustrate the large sample performance of the proposed method via Monte Carlo simulations and a real data application.
Introduction
Varying coefficient model has been widely used to model all kinds of data. One popular application is the analysis of the longitudinal data (e.g. [1, 2] ). Although both [3] and [4] proposed effective inference procedure for the varying coefficient model and applied them to the analysis of CD4 count data, whose detailed information can be referred to [5] , none of them considered the within-subject correlation of longitudinal data. To improve the efficiency of the inference by considering this kind of correlation, we consider the varying coefficient model with random effect   
T
Random effect model is frequently employed to exploit the characteristics of longitudinal data over several time periods. Recently, there has been fruitful research on it. (e.g. [6] [7] [8] [9] ) proposed an efficient estimation for the single index model with random effect and provided a further way to construct the confidence interval for the parameter of interest with the aid of an estimator for its asymptotic variance.
In this article, we address a general problem to construct the confidence interval for the varying coefficient model with random effect by using the empirical likelyhood method (e.g. [10] [11] [12] ). Thanks to the empirical likelihood method, we can construct the confidence interval without the estimation for the asymptotic variance, and the whole inference procedure is totally data-adaptive. For longitudinal data, except for [3, 13] studied an empirical likelihood method for the varying coefficient error-in-variable models with longitudinal data. Both of them did not consider incorporating the within-subject correlation. [14] reported that it caused a loss of efficiency for empirical likelihood applications by ignoring the within-subject correlation. In this article, we propose a residual-adjusted block empirical likelihood (RABEL) method for the varying coefficient model with random effect to incorporate the within-subject correlation for longitudinal data. This approach is appealing in that it can not only construct the confidence interval for the unknown coefficient function, but also improve estimation efficiency through considering the within-subject correlation of longitudinal data. Also the estimation procedure introduced in Section 2 makes the implementation much easier.
The rest of this article is organized as follows. In Section 2, we introduce the residual-adjusted block empirical likelihood method and provide details on constructing the confidence interval for the varying coefficient function of interest. Some asymptotic results are derived in Section 3 and several implementation issues are shown in Section 4. Simulations are reported in Section 5. Data arising from CD4 study is analyzed in Section 6. Proofs of the main results are relegated to Appendix.
By the Lagrange multiplier method, we have
where  is a
Then, the empirical likelihood ratio function (5) can be represented as
Estimation of the Variance Component
The within-subject covariance i is assumed to be known in the proposed RABEL procedure in Section 2.1. However, in practice, we need to construct an estimator for it. Assume that the model (1) satisfies the variance covariance-variance model 
where with the preliminary estimator for
Therefore, we obtain the estimator for , that is
Furthermore, with the true covariance in (4) being interpolated by the estimator (11), we derive a new auxiliary random vector
And, the newly estimated RABEL ratio function is
Additional implementation details of solving the preliminary estimator will be postponed to Section 4, after discussion of the asymptotic properties of the proposed method.
Asymptotic Result
In this section, we study the asymptotic properties of the estimators. Denote   f  to be the density for covariate variable .
and Based on Theorem 2, we can derive the 1 
Implementation Issue

Calculation of the Preliminary Estimator
For t in the small neighborhood of 0 , a Taylor expansion for the kth component of the varying coefficient function leads to
where
By ignoring the within-subject correlation, we can obtain the unknown vector a, b by minimizing
. Then, the solution to the minimization of (18) .
Choice of Bandwidth
As is well-known, the choice of bandwidth h can affect both the bias and variance estimation and there is a tradeoff between a proper bias and variance. A smaller variance arise with the choice of a large bandwidth value, whereas will increase the estimation bias. As pointed out by [3, 13] , an optimal bandwidth, which is selected by using the leave-one-subject-out cross validation, can satisfy the conditions. Therefore, in the following simulations in this article, we use kernel function ,
is denoted to be the preliminary estimator (19) estimated with all over the measurements except the ith subject.
Empirical Study
In this section, we perform some Monte Carlo simulations to assess the finite sample performance of the proposed method. Assume the data is generated from the model
where with
Moreover, we also assume that procedure in this article, we apply it to the analysis of a longitudinal AIDS data set, reported by [5] . Some inference methods are related in literatures of [3, 4, 17] . However, there is limited work of them that focused on the within-subject correlation under the random effect framework. In fact, when we use the Hausman test for the null hypothesis of the random effect, the random effect is approved at 5% level of significance with p-value 85.9%, which can be calculated by the R function phtest() in the plm package.
comparison, in addition to the proposed procedure during the simulations, a "naive" approach, based on the working independence assumption, is also involved, assuming that the within cluster covariance matrices are identities.
The simulation results were calculated by 100 runs. Figure 1 reports the approximate 95% point-wise confidence intervals and their coverage probability curves for the coefficient function and , calculated by the proposed method in this article and the "naive" method. Although from Figure 1 , two methods construct close confidence intervals for the nonparametric component, the coverage probability curves in the right panels show a significant difference. The coverage probability curves, estimated with the proposed method in this article, are closer to the significance lever 95% and possess a more stable and superior performance. ,
where the baseline CD4 percentage curve
 is used to represent the mean CD4 percentage of t years after the infection. By the proposed inference procedure in this article, we plot the curves of the unknown coefficient functions in model (21) and their approximate 95% confidence intervals in Figure 3 . From the curve of baseline
Real Application
To illustrate the effectiveness of the proposed inference function in Figure 3 , we can find that the estimated curve of the mean CD4 percentage depletion over time also indicate that after getting infected, the CD4 counts decreases sharply at the first 4 years and then the decreasing rate becomes slower although it sometimes changes a little, which is similar to the arguments in [3, 17, 18] . Moreover, other estimated curves in Figure 3 suggest the dependence of CD4 percentage on other variable, such as age, preCD4 and smoke status. Specially, the curve about the variable preCD4 is similar to that shown in Figure 4 in [4] , although small nonlinear changing tendency was found in [3] .
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