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ABSTRACT 
We show how to express the eigenvalue of maximum modulus and the corre- 
sponding eigenvector of a certain class of Perron-Frobenius matrices in continued 
fraction form, using generalized continued fractions in the sense of Jacobi and Perron. 
As an application we show that if JI is a pseudo-Anosov homeomorphism of a 
hyperbolic surface such that for an appropriate track r (a slight generalization of the 
track), $4~) collapses to T with Perron-Frobenius incidence matrix, then after 
possibly iterating $, say L times, the invariant measured foliation (represented in 
vector form using the theory of tracks) and the dilatation of I)’ can be expressed in 
generalized continued fraction form. As another application, we show how to describe 
the invariant axes of the hyperbolic elements (after normalization) in PSL(2, Z) using 
(ordinary) continued fractions. 
1. INTRODUCTION 
We give in this section an outline of the material presented in this paper. 
For each sequence (mi)TZ, of positive numbers we define a sequence 
( pi>:= r of partial quotients as follows: 
1 
Pf =m, + 1 
m2 + 1 
‘.nL,_] + - 
mi 
We say that w has continued fraction expansion w = [ml,. . , m,, . . . ] (or 
w = [m,, . . . , m,] for some t) if w = lim t _ oc pt (or w = p,, respectively). 
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It was Jacobi [l l] w o h g eneralized this definition to dimension two, and 
Perron [IS] who introduced the definition for dimension n 2 2. Houghly. 
when expressing a positive IL‘ E 58” as an n-ary continued fraction, one looks 
for a sequence of nonnegative vectors ( yCi))TZ , in 58” (i.e., each entry of y”) 
is nonnegative) such that the sequence of “partial quotients” that one 
constructs from ( yCi’)yZ , converges to ZL‘. 
The first systematic attempt to use the theory of integer matrices to study 
n-ary continued fractions was undertaken in [lo]. Following [lo], we give in 
Section 2 the definition of unitary continued fractions using 2 X 2 matrices, 
except that we start with a sequence (rni>yC L of nonnegative integers, as 
opposed to a sequence whose terms are strictly positive. It is easy to see that 
a continued fraction where some of the nti are zero can always be changed to 
one with only positive m,. We show that the matrix definition is equivalent to 
the above one and give then the definition of n-a-y continued fractions for 
n > 1. 
In case n > 1, contrary to the case n = 1, there is no canonical choice for 
the sequence ( y(‘))y= 1 when trying to express a positive TV’ E R” in contin- 
ued fraction form. Moreover, not every sequence ( y”‘l~=, yields a conver- 
gent sequence of “partial fractions.” We will use the spectral theory of 
Perron-Frobenius matrices (i.e. matrices that are nonnegative and, when 
raised to an appropriate power, are strictly positive) to guarantee convergence 
of the continued fractions that we consider. We will state the results 
concerning Perron-Frobenius matrices that will be needed in the present 
investigation. 
Our main result (Theorem 6 below) shows how to express the eigenvector 
of maximum modulus and the corresponding eigenvalue of a certain class & 
of Perron-Frobenius matrices in n-ary continued fraction form. We give a 
simple characterization of the matrices that are in J in terms of elementary 
row (or column) operations that generalizes the well-known connection 
between the Euclidean algorithm and binary continued fractions. 
In Section 3 we apply our main result to a problem in topology. The 
classification of surface homeomorphisms due to Nielsen and Thurston ([22], 
[6], or [7]) roughly states that if I+!J is a homeomorphism of a hyperbolic 
surface F (i.e., F has negative Euler characteristic), then after maybe raising 
I) to some power L > 1, qL can be decomposed into a collection of simpler 
homeomorphisms (maybe this collection consists only of $I’,) that are either 
of finite order or pseudo-Anosov (for the definition see below). Associated to 
each pseudo-Anosov map is a “stretching factor, ” called the dilatation, and an 
invariant measured foliation of F (where a measured foliation is a foliation of 
F such that we can measure the length of arcs that are transverse to its 
leaves). 
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Penner [16] gi ves a rather general condition under which a map is 
pseudo-Anosov. We apply our main result to show how to express the 
stretching factors and invariant measured foliations (represented in vector 
form in a way to be explained below) of the pseudo-Anosov maps that fall into 
the category considered in [16] in n-ary continued fraction form. It seems 
likely that one can extend this result to include all pseudo-Anosov maps. We 
give the outline of a possible argument. 
Associated to a pseudo-Anosov map is in fact a pair of invariant measured 
foliations, and we explain in passing how to also express the second measured 
foliation (represented in vector form) in continued fraction form. 
The spectrum of a hyperbolic surface F, i.e. the set of log A where A 
arises as the dilatation of a pseudo-Anosov self-map of F, has several 
geometric interpretations (we mention some below), and there are many 
interesting problems concerning the spectrum. One has not yet succeeded in 
giving an explicit formula for the elements of the spectrum. If the result 
derived in this paper would indeed extend to all pseudo-Anosov homeomor- 
phisms, then the explicit nature of the formula for the dilatations would seem 
a promising starting point for attacking some of these problems. 
We have tried to keep the topological part to a minimum by using the 
theory of measured train tracks (in fact we use a slightly more general 
version, called measured tracks) as introduced by Thurston. Suppose that we 
are given a homeomorphism 9 of a hyperbolic surface; then instead of 
considering the action of $ on a measured foliation, one considers a map M 
that is induced by I,/J and that acts on a certain measured track T embedded 
in the surface. To each measured track one can associate in a canonical way 
an (equivalence class of) measured foliations such that, with the proper 
assumptions, the action of M on r captures the action of Cc, on the measured 
foliation. The advantage is that M is a linear map. Moreover, M can be 
represented by a Perron-Frobenius matrix such that the dilatation of I,!J is the 
eigenvalue of largest modulus of M and the corresponding eigenvector x* 
represents the invariant measured foliation of $I. 
Penner [16] describes whole semigroups of examples of pseudo-Anosov 
maps. We hope to clarify some of the concepts by computing the continued 
fraction expansion of the dilatation and the invariant measured foliation 
(represented as a vector) of some explicit examples that we took from [16]. 
This could easily be done for all the examples in [16]. 
The main problem in applying our results to a concrete example is to find 
an appropriate track. 1161 gi ves a constructive method for deciding if a surface 
homeomorphism is pseudo-Anosov or not and describes an algorithm to find 
an appropriate track. 
In the last section we show how to use the terminology developed in the 
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first two sections to express the end points of the invariant axes of the 
hyperbolic elements (after normalization) in the special linear group of 2 X 2 
integer matrices in continued fraction form. This was motivated by [20]. 
2. CONTINUED FRACTIONS 
2.1. Notation 
We begin by introducing some notation. If A is a k x 1 matrix, then by 
A > 0 or A > 0, we mean that each entry of A is nonnegative or positive, 
respectively. N, = N U 10) stands for the nonnegative integers. For every 
k > 1, we define a projection map m = mk : Rk -+ R by n= (x,, . , xk) = xk. 
e, E lRk is the zero vector, and e,, for 1 < i < k, denotes the ith unit vector 
in [Wk. If r, y E lRk, then we write x g y to express that x and y are equal if 
considered as elements of real projective space, i.e., x = cy for some nonzero 
c E R. The expression x c lim,,, x,, where x,,, E Rk for m > 1, then 
means that we can find a sequence (c,): =, of nonzero real numbers c, such 
that c, xrn converges to X. Of course, the projective limit x of the sequence 
(x,): = 1 is well defined only up to nonzero multiples. We write (b,, , b,) 
to indicate that we have a set 23 = {b,, . . , bk) together with an order on B 
defined by b, < bj if i <j. Next, Mat(k, Z) stands for the set of k X k 
matrices over H, GUk, h) denotes the general linear group, SL(k, Z) de- 
notes the special linear group, and PSLik, Z) denotes the projective special 
linear group of k x k matrices over Z. The spectrum of A E Mat(k, Z) is 
the set of (complex) eigenvalues of A listed with multiplicity. We say that an 
eigenvalue A in the spectrum of A has maximum modulus if the modulus of 
A strictly exceeds the modulus of any other element of spectrum of A. 
Finally, At denotes the transpose of the k X 1 matrix A. 
2.2. Unita y Continued Fractions 
We recall the definition of unitary continued fractions using matrices, 
show that the definition agrees with the one mentioned in the introduction, 
and then define n-ary continued fractions for n > 1. For more background 
information we refer the reader to [lo] or the monograph [4]. 
To define unitary continued fractions, we need, for m E N,, the matrix 
D,[m] = y 15, E GL(2,Z). 
[ I 
(the reason for the subscript of D,[m] will become apparent shortly). 
Suppose that we are given a sequence (mi)TZ 1 of nonnegative integers; then 
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we say that a positive real number w has unitary continued fraction 
expansion [m,, . . . , m,, . . . I if 
To give an alternative definition of continued fractions, we need some 
notation. We define R as the one point compactification of R and write 
R = R U {m}. Arithmetic in R that only involves members of R is as usual, - 
and the rules that involve m are as follows: for a E R we define a + ~0 = ~0, 
and for a E @ \ (0) we set a. ~0 = 00. Furthermore, a/m = 0 for a E R, 
and a/O = 0~) for a E R \ {O}. The remaining expressions O/O, m/m, and 
0 . w are not defined. We then define, for every m E N,, the transformation 
C,[ml: 
R-, R 
1 
C,[ml: x -C[mJ(x) = m + - 
x 
and show 
LEMMA 1. 
(a) Zf w is a positive real number, then for any m E N,, we have 
Dir-1(11;) = w( C,[nif](w) ) ’ (C,[frf](w) )’ 
6) Suppose that for some t >, 1, {ml, . . . , m,} c N,. Then for euey 
w > 0 we assert that 
Dlbll *-* w%l( ;) E ( Cl[ml]o .,.. ~l[m,l(w) ). 
Cc) Suppose that (rni)T= I is a sequence of nonnegative integers. Then 
w > 0 has unitary continued fraciton expansion [m 1, . . . , m,, . . , ] if and only 
if 
w = lim C,[ m,]o **a C,[ m,](w). 
t-m 
Proof. The proof of part (a) is a straightforward computation and left to 
the reader. 
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We denote the statement of part (b) by P(t) and prove by induction 011 i 
that P(t) holds for t > I. We remark first that P(1) follows from part (a) and 
assume next that P(t - 1) h o s Id f or some t > 2. If 1~ > 0, then we apply 
part (a) with m = m,, but as C,[ m,](w) > 0, P(t) follows from I’( t 1). 
To prove part (c), we let w tend to infinity in the equation of part (b) and 
conclude that 
The claim of part (c) follows now by letting t tend to infinity. ??
Before proceeding with some remarks concerning the definition of con- 
tinued fractions we need to state some easily verified relations that hold 
among the matrices D,[n]. 
LEMMA 2. 
(a) D,[O]’ is the identity matrix. 
(b) For every I, m E N, we have that D,[l]D,[O]D,[m] = D,[l + m]. 
Proof. Compute. 
REMARK a. The real numbers C,[m,]o ... ~C,[m,](m) are of course the 
partial quotients p, mentioned in the introduction. 
REMARK b. Usually one requires that the sequence (rni)y= , in the 
definition of continued fraction expansion of a positive number w consist of 
strictly positive terms. We refer for the moment to the definition with this 
additional requirement as the definition of continued fraction expansion in 
the strict sense. It is well known that every irrational number has a unique 
continued fraction expansion in the strict sense.To extend the definition to 
include positive rational numbers w one adopts the following convention. If 
(mi)f= 1 is a sequence of positive integers, then one sets m,, , = m and writes 
w = [m,, . . . , m,,,] to express that w = C,[m,].** C,[m,+,](m). Then 
[ml,. . . , m,, 1l is referred to as the continued fraction expansion of w (in the 
strict sense). In this case the mi are not unique, as one has the relation 
[ml.. . . , m, + 1, m] = [ml, . . . , m,, 1, m]. 
REMARK c. We next show that our definition of continued fractions 
agrees with the one in the strict sense, and to that end we suppose that we 
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are given a sequence (mi)y= 1 of nonnegative integers such that w = 
[m,, . . . , m,, . . .I, with w a real positive number. 
We note first that it cannot happen that there is an L > 1 such that 
mj = 0 for j > L, as we readily verify that in this case the limit in the 
definition of continued fraction expansion does not exist. If some of the m, 
are zero, then we modify the sequence (rni)yz 1 as follows. We look for pairs 
s, t such that s < t, m,, m, > 0, and mj = 0 for s < j < t. We take the pair 
s, t with smallest s and replace the part m,T, . . , m, of the sequence (rni>TE 1 
by m, + m, in case t - s is even, and by m,, m, in case t - s is odd. We 
denote this new sequence again by (rni)yz ,, and, using the rules of the 
preceding lemma, we readily see that w = [ml,. , m,, . 1. 
If the new sequence still has terms that are zero, then we repeat the 
procedure of the last paragraph and denote the new sequence again by 
(rni)y= 1. We continue in this way. Suppose that after having modified the 
sequence ( rni)T= 1 a sufficient number of times, we have an index i such that 
the terms m,, . . . , mi+ I are all strictly positive; then m,, . . , mi will not be 
modified any more, and we rename the terms m,, . , mi as my,. . . , rnT. 
There are two possibilities. Either for each i > 1, m, will at one stage 
become an rnr (i.e., it will never be changed again), or we find in the above 
process an index s such that m,, is modified an infinite number of times, 
whence m, becomes unbounded. In the first case we see that w = 
[my,. . . , m:, . . . 1, and in the second case we have w = [mT, , rnT_ i, ml. 
We see that our definition is equivalent to the one taken in the strict sense. 
For a given sequence (rn,)~+ of nonnegative integers such that u: = 
[m,, . . . , m,, . . ] it is easy to decide which of the two cases is the relevant 
one. As an example we compute 
5.5 = [5,2,4 = [5,2, IO] = [5.2. l,O, 7,0,0,0,2]. 
2.3. n-ay Continued Fractions 
We recall the definition of n-ary continued fractions for n > 1, and begin 
by defining, for Y = (Yr, . . , yn) E IWO”, 
lo 0 e.0 0 1 \ 
D”[ y] = :, F 
. . . 
0 YI 
O Yz EGL(n+l,Z). 
. . . . . 
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Whenever the value of the subscript n of 0,) y ] is implied by the context or 
is not important, we will drop it. Note that D,,[ y] is unimodular, independent 
of y (and n); in fact the determinant is (- l)“- ‘. 
Suppose that n > 1 and that we are given a sequence ( Y’~‘):= , with 
terms in R$. We then say that a positive w E R” has n-ay continued 
fraction expansion [y(l), . , yet’. . ] if 
1 ( 1 W g pi D”[ yq ... D”[ Y'Y (y9,). 
Note that if we take n = 1, this definition agrees with the definition of 
unitary continued fraction expansion given in Section 2.2. 
We say that the continued fraction expansion is preperiodic if we can find 
L 2 0 and p > 1 such that yci) = yci+r) for all i > L. We then write 
w = [ y(l), . . . , y(r)ycL+ ‘I, . , y(Ltp)] and refer to p as the length of the 
period. In case L = 0 (i.e., w = [y(l), . . . , y(P)]) we say that the continued 
fraction expansion is periodic. For every p > 0, we define a “shift” operator 
T = T that acts on periodic continued fractions whose periods have length p 
via T[y”‘, . . . , y(P)] = [y”‘, . . . , y(P), ~“‘1. 
REMARK. 
(a) As in the case n = 1, we allow, contrary to what is common, yci) = 0 
in the definition of continued fraction expansion. 
(b) As remarked in the introduction, in case n > 1, the question of the 
existence of the limit in the definition of n-ary continued fraction expansion 
is in general not a trivial problem. 
We next generalize the transformation C,[mXx). For n z 1 and y = 
(y1,. .1 y,,) ; &, we define 
A c (R)” -+ (R)” 
1 Yl + wn Yz + Xl/X" 
C”[Yl 
where A consists of those x E @I” for which the right hand side is a 
well-defined element of(R)“, i.e., each coordinate of the vector of the right 
hand side is a well-defined element of 8. In fact, in what follows C,[ y K x) 
will always act on 08” C (i@. 
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As before, we have the following simple but very useful relation between 
C,[ yl and D,[ yl (compare Lemma 1). 
LEMMA 3. Zf for some n > 1, w E R” satisfies q,(w) > 0, then for all 
Y E NE 
-1(t) = Tn(w)( C”LY\(W) j lL c”,y~(w,)~ 
Proof. The proof is again an easy computation and left to the reader. ??
2.4. Perron-Frobenius matrices 
We recall the definition of Perron-Frobenius matrices and state the 
results that are needed in the sequel. For a general treatment of nonnegative 
matrices we refer the reader to [8] or [20]. 
M E Mat(l, Z) is Perron-Frobenius if M 3 0 and if for some m > 0 we 
have Mm > 0 (it is also common to refer to M as being primitive irreducible). 
Note that if M is Perron-Frobenius, then the transpose Mt of M is also 
Perron-Frobenius and has of course the same spectrum as M. Perron- 
Frobenius matrices have the following remarkable spectral property. 
THEOREM 4 (Perron-Frobenius). The spectrum of a Perron-Frobenius 
matrix M E Mat(l, Z) contains an element h of maximum modulus that is 
positive real with corresponding eigenvector x* real and strictly positive. 
Moreover, x* is the unique (up to positive multiples, of course> positive 
eigenvector of M, and h is a simple root of the characteristic equation of M. 
For the proof we refer the reader to [8]. 
We refer to the eigenvalueh of largest modulus as in the Perron-Frobenius 
theorem as the spectral radius of M. 
It is crucial for our purpose that the “power method” works for Perron- 
Frobenius matrices as is asserted in the next proposition. This will allow us to 
show convergence of the continued fractions that we consider. 
PROPOSITION 5. Suppose that M is Perron-Frobenius with spectral ra- 
dius A and corresponding eigenvector x*. Then for every nonnegative and 
nonzero z E R” we assert that 
lim 
M”z p 
- =**, 
7n+m A” 
For an elementary argument that uses the Jordan canonical form, see for 
example [21. 
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2.5. Continued Fractions and Perron-Frohenius Matrices 
We show in this section how to expand the spectral radius and corre- 
sponding eigenvector (after suitable normalization) of a certain class of 
Perron-Frobenius matrices in continued fraction form. 
THEOREM 6. Suppose that for some n & I, M E Mat(n + 1, Z!) is Per- 
r-on-Frobenius, and that for some p > 1, we can find y”), , y’“’ E NI; 
such that M = D,[ y(l)] ... D,[ y(p)]. Then we can express the spectral radius 
h and the corresponding eigenvector x* using n-ay continued fractions as 
follows. After normalization, we may assume that x* = (1, w) where w E R” 
is positive, and cssert 
w = 1 y(l), ) !I"'] 
and 
A = &r(TY1[ y(l),..., ~(~‘1). 
(Recall that T = Tp is a “shift” operator that cyclically permutes the period 
of a periodic continued fraction, and that IT = q, projects a vector onto its 
last coordinate.) 
Before proceeding with the proof, we make a 
REMARK. As D,[ y] is unimodular independent of y, the nonnegative 
matrix M in the previous theorem is an element of Gun + l,Z>. We will 
give below (Theorem 8) a simple characterization of the nonnegative matrices 
in GL(n + 1, Z) that are expressible as a product of D,[ y]. 
Proof of Theorem 6. To simplify notation, we write D[ ~“‘1 instead of 
D,,[ y(‘)], and C[ y(‘)] instead of C,[ ~‘“‘1. 
Step 1. We define F&r) = C[ y”‘]“***“c[ y’p’xx) for i = 1,. . , p. 
Observe that as w is positive, C[ yxw) is defined and also positive for all 
y E No”; hence an inductive argument shows that Fi(w), for i = 1,. , p, is 
defined and positive. We can therefore use Lemma 3 to show that 
D[ Y’p’l (;) = n(w) ( Fptw))* 
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and, for i = 2, . . . , p, 
M Yci- “I F,&) ( 1 = r(Fi(w)) F,_l&) ( I 
We use this repeatedly as follows: 
= T(W). 7@(w)) a[ y(l)] .a* D[ y(- 4 /(w) I 
= T(W). 7r(FJw))-- +2(w)) Fl(YW) 
i 1 
so 
w = F,(w), and A = rr(Fr,(w))*.* r(Fr(w)). (i) 
step 2. To expand w as a continued fraction, we remark first that the 
definition of eigenvector implies that 
(This of course follows also from the definition of eigenvector.) We recur- 
sively define matrices Ai for i 2 1, and we begin by setting A, = D[ y”‘]. 
We next suppose that A,_ r is defined for some s > 2, and that s = pm + v 
for some m > 0 and u E 11,. . . , p]. We define A, = A,_ lD[ ~‘“‘1 and claim 
that 
. (ii) 
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Once we have proved Equation (ii), the stated continued fraction expansion 
of w will follow immediately from the definition of continued fraction 
expansion. To prove Equation (ii), we choose WL E N,, and u E {I, , p) 
and write 
Note that for 1 < u < p, z (“) = A,(O, e,>+ is nonnegative and nonzero; hence 
we can conclude from Proposition 5 (power method for Perron-Frobenius 
matrices) that lim m ~ 33 M”z(“) E (1, UI)+. This shows that for all 1 < u < p, 
we have 
lim A,,,,+.(d’,)’ (A .
m-+m 
This clearly implies (ii), which in turn, as remarked above, implies that 
the desired representation. 
Step 3. We are left to expand the factors of A in Equation 
continued fraction form. For i E {l, . , p}, we have 
w has 
(i) in 
( 1 Fitw) pD[ Y'i'l **- D[ Y'P'I ($ ) (by Lemma 3) 
L D[ y(i)] . . . D[ Y'p'l pm Arc e: ! 1 (by (ii)) 
p lilig y’q *** D[~‘P’]A~(~) (bycontinuity). 
It follows from the definition of continued fraction expansion (as in step 2) 
that for i E (1,. . . , p), 
but then 
F,(~) = [y(i), . . . yCP), y(1), . . . y’P)]; 
Ficw) = [ y(0, . . . y(~), y(r), . . . y(i-r)] = T(i-U[ y(r), . . . y(P)]. 
The claim concerning A then follows from Equation 6). ??
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2.6. A Condition for M to be a Product of D,,IyI, where y E & 
For th;s section we choose n > 1 once and for all. We till derive a simple 
characterization of the matrices that are expressible as a product of D[ y] for 
y E rq. 
For i, j E (1,. . . , n + 1) and i +j, we define Ei,j E Gun + 1,H) to be 
the matrix that differs from the identity matrix only by containing an extra 
entry 1 in the i, j position. We will need the following technical result 
(compare Lemma 2): 
LEMMA 7. Suppose that n > 1. Then by writing D[z] for D,,[z] E 
Mat(n + 1, Z), we claim: 
(a) D[e,]“+’ = I,, where I, E Mat(n + 1, H) is the identity matrix. 
(b) D[x]D[e,]“D[ y] = D[x + y] for every x, y E Ni. 
(c) fir i, j E (1,. . , n + l} and i fj, 
ETj = D[e,]‘-lD[mei_j]D[eO]“t’Wi, 
where m E N,, and the subscript of the unit vector ei _j E N” is considered 
an element of the cyclic group {l, . . . , n + 1) of order n + 1. 
Proof. Note that if ci, for i E (1, . . , n + l), denotes the columns of a 
matrix A, then AD[e,] = (c, ,..., c,+,)D[e,] = cc,,.. .,c~+~,c~). Further- 
more, if r1 ,..., r”+l denotes the rows of A (in this order), then the rows of 
D[e,lA are r,,, 1, rl, . . . , r, (in this order). The proof of parts (a) and (b), as 
well as part (c) in case m = 1, is now straightforward and left as an exercise. 
To complete the proof of part (c), we remark that the case m = 0 follows 
from part (a), and that the case m > 1 follows from the case m = 1 and part 
(b) by induction on m. H 
Our characterization of the matrices in GL(n + 1, Z) that are expressible 
as a product of matrices D,[ y] makes use of the following elementary row 
and column operations: 
Operation 1: Cyclic permutation of the rows. 
Operation 2: Subtraction of the ith row from the jth row, if i #j. 
Operation 1’: Cyclic permutation of the columns. 
Operation 2’: Subtraction of the ith column from the jth column, if i z j. 
We then have 
THEOREM 8. Suppose that M E GL(n + 1, Z). Then the following fmr 
statements are equivalent: 
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(a) M can he written as a product of D,,[ y], where y E N;;. 
(b) M can be reduced to the identity matrix by repeatedly applying 
operations 1 and 2. 
Cc) M can be reduced to the identity matrix by repeatedly applying 
operations 1’ and 2’. 
(d) M can be reduced to the identity matrix by repeatedly applying 
operations 1, 2, I ‘, and 2’. 
Proof. Let .M c GL(n + 1, Z) denote the groupoid generated by D,[ y ] 
for y E Q, and A’ the groupoid generated by D,[ei], where i E (0,. , n}. 
Clearly, JY’ c.H, and conversely, Lemma 7(b) implies that A c.J%‘. We 
conclude that J =A’. 
Let 4” denote the groupoid generated by D,,[e,,] and E,,,, where 
i,j E (l,..., n + 1} and i #j. Lemma 7(c) shows that any such E,,j is 
contained in A’, and, by using in addition Lemma 7(a), that D,[ e,], for 
0 < i < n, is contained in A”. We conclude that J” =A’; hence _& =A’!. 
Note next that the effect of multiplying a matrix A by 0: ’ [e,] = D:[ e,,] 
from the right (respectively left) cyclically permutes the columns (rows) of A 
(see the proof of Lemma 7). Further, Et:]! is the matrix that differs from the 
identity matrix only by containing the number - 1 in the i, j position. We 
readily verify that multiplying A by EiTj! from the right has the effect of 
subtracting the ith column from the jth. Similarly, multiplying A by El:: 
from the left has the effect of subtracting the jth column from the ith. The 
claim that the first statement is equivalent to the other three can therefore be 
rephrased as J =X’, which we proved. ??
We have the immediate 
COROLLARY 9. M can be written as a product of 0,) y I, where y E N;;, 
if and only if this can be done for M ‘. 
3. CONTINUED FRACTIONS AND PSEUDO-ANOSOV MAPS 
3.1. Pseudo-Anosov Homeomorphisms 
We need a little bit of topology. 
Recall that if F is an orientable surface of genus g with b boundary 
components and s distinguished points, then the Euler characteristic of F is 
2 - 2g - b - s. Surfaces of negative Euler characteristic are usually called 
hyperbolic, as one can define a hyperbolic structure on these surfaces. The 
classification of surfaces (see for example [I@ implies that the orientable 
hyperbolic surfaces are the sphere (genus 0) with b + s > 3, the torus (genus 
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1) with b + s > 1, and surfaces with genus greater than 2 and g + s > 0. 
Figure 5 (Section 3.3) shows a surface of genus 2 with b = 2 boundary 
components. 
A homeomorphism I,/I of a surface F that permutes the set of distin- 
guished points is pseudodnosou (or p.A. for short) if there is a number 
A > 1 and a pair of transverse arational (i.e. no closed leaves) measured 
foliations (S, V) and (9’ , Y ‘) in F, such that +(z V) = (ST hv) and 
+(F1 , v ‘) = (FL ,(l/h)v’). The foliations Y and FTI are called the 
stable foliation and unstable foliation, respectively, of 4, and we refer to A as 
the dilatation of 4. We refer the reader who wishes more information on this 
material to [6], [7], and [22], and for a more analytic point of view to [I]. We 
will however explain this definition, in a rather vague manner, below. This 
will suffice for what follows, as, using the theory of tracks to be defined in the 
next section, we can almost entirely avoid talking about measured foliations. 
Suppose that R(a, b) denotes a Euclidean rectangle of length a and 
width b each of whose sides is parallel to one of the coordinate axes of R2. 
We say that (S; V) and (9’ , v ’ ) are a pair of transverse measured foliations 
of Ha, b) if the following holds: 
(i) .9 (respectively, 9’) IS a collection of disjoint, horizontal (vertical) 
closed arcs whose union is R. The arcs are called leaves, and Yand STL are 
called foliations of F. 
(ii) v is a measure on S; i.e., if (Y is an arc contained in R that is 
transverse tq the leaves of z then V( a> = j, (1~. Similarly, if p is contained 
in R and transverse to the leaves of FL , then u ’ ( /?I = JP dx. 
More generally, if F denotes a closed surface (i.e. s + b = O), then we 
say that (z V) and (9’ , v ‘) are a pair of transverse measured foliations of 
F if there is a finite set S c F (the set of singular points of the foliations) 
such that for each point p E F \ S we can find a neighborhood that can be 
identified with a euclidean rectangle Ha, b) for some a, b > 0, where the 
rectangle is equipped with a pair of transverse measured foliations as de- 
scribed above (see Figure 1). We do not explain the requirement on the 
foliations in a neighborhood of the points of S, nor how to extend this 
CF R(a, b) 
FIG. 1. Close-up of a foliation at a nonsingular point. 
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“definition” to surfaces that are not closed. So the above definition of a p.A. 
map means that there is a number A > I and a pair of transverse measured 
foliations (9, v), (9’ , v ‘) such that +!I leaves 9 and 9 ’ invariant, i.e., Cc, 
sends leaves of Sr (respectively FsJ” 1 to leaves of 9 (FL ). Furthermore, if 
JI*(v) denotes the push fonvard of the measure v [i.e. $*(vXa) = 
v(+~~((Y) for any arc LY transverse to the leaves of s], then I/J*(V) = Au. 
Similarly, if $*(v ‘1 denotes the push forward of the measure v A , then 
q*(v’> = l/Au1 . So q expands along the leaves of the stable and con- 
tracts along the leaves of the unstable measured foliation. 
The dilatation A of a p.A. homeomorphism Cc, has several geometric 
interpretations; for example, log A is the topological entropy of I) (see [7]), 
and the spectrum of F (see the introduction) is related to the length 
spectrum of the Teichmiiller distance in Teichmiiller space (see [I]>. 
3.2. Tracks 
To study measured foliations, Thurston has introduced the notion of 
measured train track. For the reader who wishes more information on that 
subject we suggest [15], [16], [19], and especially the monograph [9]. 
Suppose that T is a smooth graph, contained in a hyperbolic surface, that 
avoids the set of distinguished points and that has local models in a neighbor- 
hood of the vertices as in Figure 2. The vertices are called switches, and the 
edges are called branches. Note that each switch gives rise to a cusp in the 
boundary of a complementary region, i.e. a component of F \ r. If none of 
these complementary regions is a disk, a monogon, a monogon whose interior 
contains a distinguished point, or a smooth annulus, then we refer to r as a 
track. Usually one forbids complementary regions of a track to be bigons and 
calls this restricted class of tracks train tracks, but we will always deal with 
tracks. 
Suppose next that I_L is an assignment of nonnegative real numbers to 
branches of r. We say that p satisfies the switch condition at the switch v if, 
in the notation of Figure 2, 
CL(bt) = PL(b,) + P(b,). 
FIG. 2. Local model of a track in a neighborhood of a switch. 
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We remark that we do not require the branches b,, b,, and b, to be all 
distinct. We say that p is a measure supported on r if p satisfies the switch 
condition at which switch of T. If (b,, . . , b, 1 denotes the branches of T (in 
the indicated order), then we may represent p by a nonnegative x = 
( &bl), . . . , 11< b,)) E IT4 k. By abuse of notation we also refer to x as measure 
on T. We can in this way identify the set of measures supported on a track T 
with a closed cone in the nonnegative quadrant of R k. 
We next define certain modifications of a track T. We refer to the 
modifications shown in Figure 3(a) and (b) as elementary left collapse and 
elementary right collapse, respectively. The notation for the branches of r 
and r’ as shown in the figure can be ignored for the moment. We say 
elementary collapse if we mean either an elementary left or right collapse. 
We say that r collapses to 7’ if r can be changed to r ’ via a sequence of 
elementary collapses and isotopes. 
Suppose now that {b,, . . . , bk) denotes the branches of 7, and that T’ 
arises from r by an elementary collapse. We then choose the following 
notation for the branches of r ‘. There are (not necessarily distinct) numbers 
t(1), . . . I t(5) E 0,. . . , kl such that if i 4 {t(l), . . . , t(5)}, then bi is fKed by 
the elementary collapse. Such a branch b, will then also be a branch of T ‘, 
and we denote this branch of r ’ by bc. We indicated in Figure 3 how to 
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associate to each branchh,, with i E {t(l), . , t(S)}, of T a unique branch. 
denoted br , of r ‘. We have in this way a bijective correspondence between 
branches of T and 7’; in particular, if the branches of 7 are ordered, say 
(b,, . . . , bk), then we have an order (hi, , b;) on the branches of T ‘. the 
order that is induced from the order (b, , , b, ) by the elementary collapse. 
We take r, r ’ and the notation for branches of T and 7 ’ as before 
(without any h c once of ordering). For any measure p on T, we define a 
measure p’ on 7 ’ as follows: 
ti’(b;) = 
l-44,1,) + P(bq5,) + l-&(4)) if 1 = t(5), 
CL(h) if 1 E {l,...,k} \{t(S)}. 
The prime map, i.e. the map that assigns to each measure /L on 7 the 
measure CL’ on 7 ‘, is the restriction of a linear map. We have (a/_~~ + /?/..L~)’ 
= (Y& + &L;, for any nonnegative a, P E R. At the expense of choosing 
some order on the branches of r and r ‘, we may represent this map by a 
nonnegative matrix M E Mat(k, Z). We refer to M as the incidence matrix 
of the elementary collapse (with respect to the various choices involved in the 
definition). 
Suppose that 7 is a track in F and that, for a homeomorphism CF, of F, 
we have r’ = @CT). Suppose further that {b,, . . . , bk} denotes the branches 
of T and that p is a measure on r. We then define a measure CL’ on r’ by 
~‘(+(b~)) = p(bi). We say that p’ is induced from the measure y by +. 
Note that if we order the branches of T, say (b,, . . . , b,), and represent the 
measure p by x E R k, then x represents also the measure CL’ on 7’ with 
respect to the order (+(b,), , tj(bk)) on the branches 7’. So the map that 
assigns to each measure p on T the measure p’ on r ’ that is induced by $J 
can be represented by the identity matrix. This is in particular so in the 
special case where r ’ is isotopic to r, i.e., +!I is isotopic to the identity map. 
We next extend the definition of incidence matrix to the situation where r 
is invariant under a homeomorphism I,%, i.e., $4~) collapses to 7. By 
definition, we have a sequence of tracks I-(~) = 1,!47 ), T(~), T(~), . , T(‘), d’+ I) 
= r such that T(“+ ‘) arises from 4”) by an isotopy and elementary collapse 
for u = 1, , 1. We suppose that k is a measure on 7 and define recursively 
a measure on each track T(~) for i = 1, , E + 1. We begin by taking the 
measure on T(~) that is induced from JL by $ and suppose next that we have 
defined a measure on T(~) for some i < 1 + 1. We then choose the measure 
on T(~+ ‘) that is induced from the measure on 7(‘) by the elementary 
collapse from +‘) to T(‘+ ‘). So p induces in particular a measure CL’ on 
.(I+ ‘) = T. The map that assigns in this way to each measure /_L on 7 a 
measure p’ on 7 (l+ ‘) = 7 is readily seen to be the restriction of a linear map. 
In fact, it can be represented by a product of the elementary incidence 
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matrices that correspond to the elementary collapses that are needed to 
change $(T) to T(‘+ i) = 7. If we choose an order on the branches of T and 
the same one on the branches of r(‘+r) = T, then we refer to a matrix 
representative of this linear map as an incidence matrix of the collapse of 
I/J(T) to T. If in this situation we can find h > 1 and a measure x on r such 
that Mx = Ax, then we refer to x as the stable measure of JI on r. 
The following result is easily established but nevertheless very useful. 
LEMMA 10. Suppose that r ’ arises from a track 7 by an elementa y 
collapse and that, for some choice of ordering of the branches of r, we choose 
the ordering of the branches of r ’ that is induced by the elementa y collapse. 
Then the elementa y incidence matrix M that corresponds to the elementa y 
collapse can be written as a product of D,,[ y], where y E NG, and n is the 
number of branches of r. 
Proof. With the notation for branches of r affected by the collapse as in 
Figure 3(a) or (b), we readily convince ourselves that M differs from the 
identity matrix only by containing an additional entry 1 in the (t(5), t(l)) and 
MS), t(4)) po SI ‘ti ons. Clearly, M can be reduced to the identity matrix by 
application of two elementary row operations as described in Theorem 8, and 
an application of that theorem completes the proof. ??
The relevance of measured tracks for the study of surface homeomor- 
phism is demonstrated by the following p.A. recognition theorem. 
THEOREM 11 (Penner). Suppose that + is an orientation preserving 
homeomorphism of a hyperbolic surface F and that r is a track that satisftes 
certain conditions (see [16]) and such that +1(7) collapses to r with Perron- 
Frobenius incidence matrix M. Then + is pseudo-Anosov. Moreover, the 
dilatation of $ is given by the Spectral radius of M, and the stable measure of 
J, on r is the eigenvector x* that corresponds to A. 
Proof. See [16]. W 
REMARK. In the situation of the last theorem, the stable measure of + 
on r can be used to determine the stable measured foliation (class) of @ (see 
D61). 
3.3. Some Examples 
To clarify some of the above definitions we work out some concrete 
examples. This will be needed in Section 3.5. The material in this section is 
drawn in its entirety from fl6], but we take of course sole responsibility for 
possible errors. 
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The maps we consider are written as composition of Dehn twists. A Dehn 
twist of a surface F along a simple closed curve c is defined as follows. 
Suppose that c is a simple closed curve embedded in the surface F and that 
A denotes a tubular neighborhood of c. We begin by defining a map DC that 
acts on A. Namely, we cut the surface along c, thereby creating two new 
boundary components, say c’ and c”. We choose one of the curves c’ or c” 
(say c’ to be definite) and twist it to the right by 2~. We then identify c’ and 
c” to get back F ( see Figure 4 where we show the effect of DC on an arc cy 
that is contained in A and transverse to c). We are careful to do this so that 
the two boundary curves of A remain pointwise fixed by 0,. We can 
therefore extend DC to a homeomorphism, also denoted DC, of all of F by 
defining it to be the identity map on F \ A. Note that D, depends only on 
the orientation of F and not on the orientation of c. 
Suppose that F is the surface of genus 2 with two boundary components 
as in Figure 5 and that c,, c2, and c3 denote the simple closed curves as in 
the same figure. We define S, and S, to be the Dehn twists along the curves 
cr and cs, respectively. Further, we define S, to be the inverse of the Dehn 
twist along c2, i.e., in the above definition of Dehn twist, after having cut 
along c = c,,, we twist to the left by 21r before regluing. We finally let 
F(S,, S,, S,) denote the set of compositions of S,, S,, and S,. 
We next consider the track r as shown in Figure 6 and we denote the 
branches of r by {b,, . , b6} as shown in the same figure. We first show 
LEMMA 12. r is invariant under Si for i = 1,2,3, and hence under any 
element of F(S,, S,, S,). 
Proof. Figure 7 is supposed to convince the reader that r is invariant 
under S,. (The figure shows only the part of the surface that is affected by Si; 
a 
A El c El c @ D 
FIG. 4. The effect of a Dehn twist along c in a neighborhood A of c. 
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FIG. 5. Surface of genus 2 with two boundary components. 
the letters assigned to the branches can be ignored for the moment.) We 
leave it to the reader to verify that T is invariant under S, and S,. The claim 
follows now, as the notion of “is invariant under” is transitive. ??
We agree on the order on the branches of r defined by (b,, . . . , b,) and 
represent a measure p on r by (ai,. . . , u6) E R6, where ai = p(bi). So the 
incidence matrix that corresponds to an element of F(S,, S,, S,) has dimen- 
sion 6. We use however the fact that the switch conditions hold for a measure 
to reduce the dimension to three as follows. We single out the measures 
x = (1, l,O, 0, 0, O>, y = (0, 1, 1, 1, 1, O), and z = (0, 0, 0, 0, 1,l). We readily 
n \ 
\ b, bea 
I b3 
I 
b* 64 bs 
I 
\f 
--- 
z 
I 
FIG. 6. Track T invariant underf E F(S,, S,, S,) 
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i 
FIG 7. T is invariant under S,. 
convince ourselves that for any measure p supported on r, we can find 
nonnegative real numbers (Y, p, and y such that p is represented by 
ox + P y + 7x. Using the basis (x, y, .z) for the cone of measures supported 
on r, we denote the incidence matrix of the collapse of S&r) to T by Mi for 
i = 1,2,3. We show 
LEMMA 13. 
M, = 
Proof. To show that M, is as claimed, we consider again the sequence 
of tracks in Figure 7 that shows that So collapses to r. We start with a 
measure (a,, . . . , u6) E R6 on r and represent it in Figure 7 by writing the 
value ai next to the branch bi for i = 1,2,3,4. (The value of the measure on 
the branches b, and b, does not change.) We indicate in a similar way the 
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measure on the tracks 7(l), G, and 7t3) that is induced from the measure 
(a,, . . . , a,) on T as described in the definition of incidence matrix. We see 
that the induced measure on ~(~1 is (an, al + a3 + u4, u3, u4, u5, a,). In 
particular, the measure x = (1, 1, 0, O,O, 0) [or y = (0, 1, 1, 1, LO), or z = 
(0, O,O, 0, 1,111 on 7 gives rise to the measure (1, l,O, O,O, 0) = x [or 
(1,2,1,1,1,0) = x + y, or (O,O, O,O, 1,l) = x, respectively] on TC3). M, is 
therefore as asserted. We leave it to the reader to verify that M, and M, are 
also as claimed. ??
The following results exhibits the maps in F(S,, S,, S,j) that are p.A. 
PROPOSITION 14. We choose an element (I/ E F(S,. S,, S,) and represent 
it by 
* = sp”‘,p,s;‘3’, ...~s”‘I’-2’osp”- I),S4IJ) 
I 2 3 ) 
where p = 3 (mod 3), and a(i) > 0 for 1 < i < p. 
(a) The incidence matrix that corresponds to the collapse of I/J(T) to r 
(with respect to the basis (x, y, z)) is 
M = M”(‘)M”@)Ma@) 
1 2 3 
. . . M,a(P-2)MdP-l)M+) 
2 3 . 
(b) Zf each S, upp ears at least once with positive exponent, then +!I, r, 
and M satisfy the conditions of Theorem 11; hence Q!J is p. A. Moreover, the 
dilatation of $ is the spectral radius of M, and the corresponding eigenvector 
is the stable measure of rc/. 
Before proceeding with the proof we make the following 
REMARK. The condition in part (b) of the preceding lemma is also 
necessary, that is, JI E F(S,, S,, S,) is p.A. if and only if each Si, for 
i = 1,2,3, appears at least once with positive exponent. 
Proof of Proposition 14. It is shown in [16] that r satisfies the “certain 
conditions” in the statement of Theorem 11. It follows from Lemmas 12 and 
13 that 7 is invariant under $ with incidence matrix M. 
We are left to verif>l that M is Perron-Frobenius. For that it suffices of 
course to show that we can find L > 1 such that if w E {x, y, z}, then MLw 
is strictly positive. As each M, appears at least once in the product that 
represents M, we readily see that if for some 1 the measure M’w assigns the 
value zero to some branches of T, then M ‘+ ’ w is positive on more branches 
of T than M’w. The claim follows. ??
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3.4. Continued Fractions and Pseuo?o-Anosov Maps 
Suppose that r, 9, and M satisfy the conditions of Theorem 11. We then 
claim that, for every L > 0, I+!I’~, r, and ML satisfy the same conditions. 
Indeed, as r)(r) collapses to r, we readily see that Q2(7) collapses to I)(T), 
and, as the relation “collapses to” is transitive, I)~(T> collapses to r. Continu- 
ing in this way, we see that 1c, L(~I collapses to T. It is not hard to see that the 
incidence matrix that corresponds to the collapse of I,!I L(~) to r can be taken 
to be ML. As M is Perron-Frobenius, so is ML. An application of Theorem 
11 therefore implies that I,!J ‘, is p.A. Furthermore, if h is the dilatation of I,!I 
with stable measure x*, then by comparing the spectrum of M with the one 
of ML, we see that the dilatation of I,!I ’ is AL and the stable measure is r*. 
Our main result is now a consequence of Theorem 11 and Theorem 6. 
THEOREM 15. Suppose that $I, 7, M, A, and x* are as in Theorem 11 
and that the branches of r are (b,, , b, + 1). Then there exists a number 
L > 1 such that the dilatation h’. and the stable measure x* of the p. A. map 
*L can be represented using n-ay continued fractions as follows. We 
normalize x* so that x* = (1, w), with w E R” positive, and show that we 
can find y(I), . , y(P) E IV:, for some p > 1, such that 
w = 
[ 
y(l), . , y(p) I 
and 
AL = “cl 9 (TV-I[ y(l), . , y(P)]). 
(Here IT = q, and T = T,, .) There is an upper bound for L that only depends 
on the Euler characteristic of F. 
Before proving the theorem, we make the following 
REMARK. It is likely that the previous theorem can be generalized to 
include the dilatation and stable measure on an invariant track of any p.A. 
map of a given hyperbolic surface. An argument might be possible along the 
following lines. Theorem 11 has a weak converse; namely, it is shown in [19] 
that if I,$ is a p.A. map, then there is a track7 that satisfies all the conditions 
of Theorem 11 except that we also might have to allow an additional 
modification of tracks, called shifts, when changing +(T) to r. One can 
define an incidence matrix that corresponds to a shift, but an application of 
Theorem 8 shows that this matrix cannot be expressed as a product of D[ y]. 
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It is likely that one can always find T so that t&(r) collapses to r, without 
needing shifts. In this case Theorem 15 would apply to any p.A. map. 
Proof of Theorem 15. We begin by attempting to express the incidence 
matrix M of the collapse of r,+(r) to r as a product of D,[ y]. As q(r) 
collapses to T, we have a collection J/(r) = r(:), T$+!), . , T!+!), rik+ ‘) = T of 
tracks such that (up to isotopy) r!‘+ ‘) arises from r$) by a single elementary 
collapse for i = l,..., k. We define recursively an order on the branches of 
TV), for i = 1,. . . , k + 1, that is induced from the order (b,, . . . , b, + 1> on r. 
We begin by choosing the order ($(b,), . , +(b, + ,)I on the branches of 
r(:) and assume next that we are given an order on the branches of r(*i) for 
some 1 < i Q k. We choose the order on the branches of r(;‘+‘) that is 
induced from the order on the branches of 4) via the elementary collapse 
that relates r(:‘) and r(*‘+ ‘! 
We would now like to apply Lemma 10 and Theorem 6, but the induced 
order on the branches of 7ik+ ‘) = r, say (b ;, . . . , b,’ + 1), might not agree 
with the order (b,, . . . , b,, 1) on the branches of T that we started with; 
hence the product of the elementary incidence matrices that correspond to 
the collapses of I to 7ff1), for i = 1,. . , k, might not be the incidence 
matrix M. We can find however an element (Y of the permutation group on 
n + 1 letters such that bi’ = bUCi, for i = 1, . , n + 1. We denote the order 
of cr by Landdefine 4= +L. 
We now proceed as before. Namely, there is a sequence of tracks 
r(i) = 4(r) r(2) . . , T(~), dm+ ‘) = T such that rCi+ ‘) arises from T(‘) by an 
isotopy andklementary collapse for i = 1, . . , m. We choose the same order 
(b,, . . , b,, 1) on the branches of T as before, and define an order on the 
branches of r(l) via (c#J(~,), . . , t#db, + ,I) which in turn, as before, defines 
recursively an order on the branches of T(‘) for i = 1,. . , m + 1. Note that 
by our choice of L, the induced order on the branches of rCm+ ‘) = r agrees 
with the one on r. 
If we denote the incidence matrix that corresponds to the elementary 
collapse of r(‘) to r(‘+ ‘) by M, for i = 1,. . , m, then the incidence matrix 
that corresponds to the collapse of 4(r) to T is M’ = M, -*- Ml. By our 
remarks preceding the statement of the theorem, M’ = ML is Perron- 
Frobenius. Moreover, the spectral radius AL is the dilatation of 4, and the 
corresponding eigenvector x * is the stable measure of 4 on r. Lemma 10 
applies to show that we can express Mi and hence M’ as a product of D[ y 1, 
where y E R:. The statement of the theorem concerning the continued 
fraction expansion of w and AL then follows from Theorem 6. 
We are left to show that there is an upper bound for L that only depends 
on the Euler characteristic of F. Note first that L is bounded above by the 
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order of the permutation group on k letters. But it is a standard fact that 
there is an upper bound on the number of branches a track embedded in F 
can have that only depends on the Euler characteristic of F (see for example 
[17]). The proof is complete. ??
REMARK. Penner shows in [16] that with I,!J, M, T, A, and x* as in 
Theorem 11 one can construct, using r and x *, the stable measured foliation 
of $. Note that the unstable measured foliation of r,!~ is the stable measured 
foliation of ICI-‘. He describes the construction of a “dual track” r ’ such that 
the stable measure of I,-’ on r ’ is given by the eigenvector y * of M + that 
corresponds to the spectral radius A of M ‘. We call y * the unstable measure 
of ((I on 7’. It is now straightforward, using Corollary 9, to express the 
unstable measure y * of JI as a continued fraction as we had done for x* in 
the previous theorem. 
3.5. Some Exarnph 
We had described in Section 3.3 some examples of p,A. maps that were 
drawn from [16]. We explicitly express in this section the dilatation and stable 
measure on an appropriate track of any such map in continued fraction form. 
The paper [16] contains many more examples than the ones we treat here. It 
is straightforward to extend the results in Sections 3.3 and the present one to 
all of the p.A. maps given in [16], but our purpose here is only to illustrate the 
concepts. 
We let F again be the surface of genus two with two boundary compo- 
nents as in Figure 5, and T be the track as shown in Figure 6. Recall the set 
F(S,, S,, S,) and the incidence matrices M,, M,, M, used in Proposition 14. 
We suppose that JI E F(S,, S,, S,) is p.A. with representation as in 
Proposition 14(a) (so each of S,, S,, and S, appears at least once with 
positive exponent); hence the incidence matrix M that corresponds to the 
collapse of r)(r) to r is as in Proposition 14(b). We set fi = e, E Hz, 
fs = e, + e2 E [w’, and fa = e2, and compute, using Lemma 7 (with n = 2 
and o[ yl = QJ yl), 
M,” = (El,, + E,,,)” = ~[eol~[e~l~[e~l + ~[e&%]~[%l)” 
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Using also D[e,13 = Z3 (see Lemma 7), it follows that 
M = 4 4)fll w42)f21 w43).f31 
As stated in Proposition 14(b), the spectral radius A of M is the dilatation of 
$, and the corresponding eigenvector x* is the stable measure of I/J. 
Theorem 6 now implies that 
PROPOSITION 16. The dilatation A off and the stable mmsure x*, if 
normulized so that x* = (1, w) with w E [We, have the following binary 
continued fraction representation: 
w = [ 4l)fl~ 42)f21 mf3T-Y “(P - 2)fl> a(p - l)fia L2(P)f3] 
and 
P , 
A = vGl ?r(T”-’ 
x [ 4l)fl> 42)f2> 43)f3> ” . Y 4 P - 2)fl, 4 P - l)fc 4 P)f3])1 
wheren.=v2 andT=T,. 
4. HYPERBOLIC MijBIUS TRANSFORMATIONS 
We describe in this section the axes that arise from the hyperbolic 
elements (in some normal form) in PSL(S, Z) using binary continued frac- 
tions. This was motivated by [2I]. For background information we refer the 
reader to [S] and [14]. 
To fuc notation we recall some definitions. E:very 
E PSL(2,H) 
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defines a bijection @[ A] of Ri = {z E @ : Im z 2 O} u {m} tia 
az + h 
ew) = cz+n’ 
with the usual conventions that involve the symbol CQ (see for example [3]). 
The relation between A and +,[ A] is as follows: 
A(f) !i (*[A;(z) ), (iii) 
(There are several cases to consider, according as z and +[ AH z) are finite or 
not. One makes use of the convention (co, l)+ E (1, O)+.) 
Note that $,[ABl = 1,4[Al$,[Bl for A, B E PSU2, D. The maps $,[A] 
are usually called Miibius transfornmt+.s,~nd I)[ A] is called hyperbolic if 
$1 Al has exactly two f=ed points on R’ c W, or equivalently, if the modulus 
of the trace of A strictly exceeds 2 (see [3]). We remark that this property is 
an invariant of the conjugacy class of a map. If (Ir = $1 A] is hyperbolic, then 
we denote the fured points of $ on R by x+ and x_, where we assume the 
notation to be chosen so that x_ < x,. Furthermore, the axis of JI, i.e. the 
half circle in fi with end points r+ and x_, is denoted y( +). We remark in 
passing that in the hyperbolic metric each Mobius transformation is an 
isometry of HI and moves points along the axis by a fKed distance. 
We single out the maps fi = $[ A,] and fi = @[A,], where 
and A, = 
One can show that if +[ A], with A E PSL(2, Z), is hyperbolic, then 
+[A] is conjugate to 
f=f;lf;Z . . . fpf;“, (iv) 
where ni > 0 for 1 < i < k, n,, nk > 0, and each Si appears at least once 
with positive exponent (the argument is along the lines of [I3, p. 451). 
THEOREM 17. Suppose that f is as described in Equation (iv> (in 
particular, each fi appearing at least once in the representation for f 1. Then 
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the two end points x _ and x + of the axis y( $1 of I) have the following 
unitary continued fraction expansion: 
x+= n ,,..., nk , [ 1 
x_= - 
[ 
0, nk,. , nl . 1 
Theorem 17. We will write D[n] for Dl[n], and C[ n] for C,[n]. We 
define M = A”,‘A;z *** Aii- iA;& and readily convince ourselves that +[ M] 
= f. 
Note that if A is a nonnegative matrix, then Ai A, AA, > A for i = 1,2. 
As each Ai appears in the product that represents M at least once, it follows 
that M 2 P, where P = A, A, or A, A,. But P > 0; hence M > 0. A direct 
computation shows that the two fued points x _ and x+ of f satisfy 
x_< 0 <x,. 
A computation shows that Al; = D[m]D[O] and A: = D[O]D[m] for 
m E Z (where we have extended the definition of D[m] to m E Z). It 
follows that M = D[O]D[n,]D[?$]*** o[nk]aO]. Using Equation (iii), we 
conclude from f( x+ ) = x + that 
or 
As M > 0, we readily see that M ’ = D[n, I +.. D[nk I > 0. The uniqueness 
statement of the Pen-on-Frobenius theorem applied to M’ implies that 
(1, x+)+ is the eigenvector that corresponds to the spectral radius of M. It 
follows from Theorem 6 that x+ has the asserted continued fraction expan- 
sion. 
To find the continued fraction expansion of the second fixed point x _ , we 
rewrite the equation f< x _ ) =x_ in the form f’(x_> =x_. Note that 
f’ = +I[ M-l], and, using the above rules for A? and AT, that M-’ = 
D[-nk]*.’ D[ -n,]. Using Equation (iii), we conclude that 
D[ -nk] -.* D[-%I( XL ) f= (x; ). 
We now extend the definition of C[m] to m E Z and prove the relation 
in Lemma I(b) in case the w and m,, for i = 1,. . . , m,, are negative. We 
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conclude that C[ - nk]o ... oC[ -- n , ]( 1 /x ) = 1 /x An induction argument 
shows that C[ - nk & ... oC[-n,l(L/x_l = -C[nk]O.*.oC[nl](--l/x ). We 
see that C[n,]o*.. <[ tz, ]( - l/x ) = - l/r- , and as -- 1 /X I> 0, we (Jilrj 
deduce from Lemma I(b) that 
As before, we see that M” = D[ nk] ... D[n,] is Perron-Frobenius and that 
(1, -l/x_>+ is th e eigenvector that corresponds to the spectral radius of M”. 
It follows from Theorem 6 that - l/x_ = [nk, . , n,], which clearly implies 
the stated continued fraction expansion of x ~. The proof is now complete. w 
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