We show how a procedure developed by Bledsoe for automatically nding substitution instances for set variables in higher-order logic can be adapted to provide increased automation in proof search in the Calculus of Constructions (CC). Bledsoe's procedure operates on an extension of rst-order logic that allows existential quanti cation over set variables. The method nds maximal solutions for this special class of higher-order variables. This class of variables can also be identi ed in CC. The existence of a correspondence between higherorder logic and higher-order type theories such as CC is well-known. CC can be viewed as an extension of higher-order logic where the basic terms of the language, the simply-typed -terms, are replaced with terms containing dependent types. We adapt Bledsoe's procedure to the corresponding class of variables in CC and extend it to handle terms with dependent types. We discuss how the procedure can be restricted to obtain procedures for set variable instantiation in sublanguages of CC such as the Logical Framework (LF) and higher-order hereditary Harrop formulas (hohh). The latter serves as the logical foundation of the Prolog logic programming language.
Introduction
Both higher-order logic and higher-order type theories serve as the logical foundation of a variety of interactive tactic-style theorem provers. For example, both HOL 14] and Isabelle 20] implement higher-order logic, while Coq 8] implements the Calculus of Constructions (CC) type theory 7] and Nuprl 6] implements Martin-L of type theory 18] . Much work has been carried out in both kinds of systems on building tactics and automating proof search. However, little work has been done on providing the means for exploiting proof search methods designed for one kind of system within the other. In this paper, we show how a particular proof search procedure designed for higher-order logic can be used to help automate the search for proofs in CC.
In some cases, such as the second-order polymorphic -calculus and second-order propositional logic, the correspondence between higher-order logic and higher-order type theories is exact and known as the Curry-Howard isomorphism 16]. Although it is less direct for CC, one way to view the correspondence was shown in Felty 11] . Intuitively, a functional type P ! Q corresponds to an implication, while a dependent type 8x:P:Q corresponds to universal quantication. An important di erence is that while in CC the type P can be an arbitrary CC type, in
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higher-order logic (e:g:, Church's simple theory of types 5]) P must be a simple type. Although CC types include the types of the simply-typed -calculus, they also include much more.
Formally establishing such correspondences provides a framework in which to study how theorem proving techniques designed for one kind of system can be applied to proof search in the other. In this paper we show how the techniques described in Bledsoe 3] for the automatic discovery of substitutions for set variables can be incorporated into a reformulation of the search procedure for CC given by Dowek 9, 10] . (Dowek's procedure actually operates on all type systems in Barendregt's cube 2]. We use only the restriction to CC.) In our formulation, we both adapt these techniques to the type theoretic setting as well as extend them to handle the extra expressivity of dependent types. To incorporate dependent types, we consider not only single element membership such as t 2 A, but also sets of tuples ht 1 ; : : : ; t n i 2 A where for 1 i < j n, the type of t j may depend on the type of t i . By using CC as a framework for de ning the search procedure, we also obtain directly search procedures for set variable instantiation in interesting sublanguages of CC such as the Logical Framework (LF) 15] and higher-order hereditary Harrop formulas (hohh) 19].
In Bledsoe 3] , the procedure for nding substitution instances is implemented within an automatic theorem prover for natural deduction in rst-order logic, thus extending it to handle existential quanti cation over a restricted set of second-order variables. The procedure has been successfully applied to obtain results in intermediate analysis, topology, logic, and program veri cation. To prove a theorem with set variables, the theorem prover makes two passes. The rst nds maximal solutions for these variables. Once instantiated with the solutions, the formula becomes rst-order, and the built-in strategy for proving rst-order formulas is used. If the formula is provable, maximal solutions for set variables will lead to a proof. However, maximal solutions may be given during the rst pass even though the formula is not provable. Thus the second pass is required. We take an example from Bledsoe 3] to illustrate maximal solutions. Consider the theorem P(a) 9A(8x(x 2 A P(x))^9y(y 2 A)):
A maximal solution for A is a term B that when substituted for A results in a provable formula, and such that for any other solution C, whenever B C it must be the case that C is the same as B. In this example, if we consider the two conjuncts separately, the set fx j P(x)g is a maximal solution for A in the rst, and the universal set is a solution for the second. Their intersection, fx j P(x)g, is a maximal solution for A in the formula as a whole. Note that there are often non-maximal solutions that result in provable formulas. In this case, for example, ; is a solution to the rst conjunct. However, it is not a solution to the whole formula. Maximal solutions are more generally useful because solutions to subformulas are easily combined to obtain solutions to the whole formula.
Dowek's procedure for automatic proof search in CC is a complete procedure. It begins with the type representing the formula to be proved and attempts to nd a term of that type representing a proof. However, although the procedure is complete, it is not e cient in practice because of the complexity of CC. In particular, the number of search paths quickly becomes prohibitive for most theorems. In the presence of assumptions with polymorphic types, for example, there may be in nite branching at many points during search. There are many ways to direct the search by tuning it to a particular class of theorems. Our work can be viewed as the tuning of Dowek's procedure to nd proofs more e ciently for theorems in the class considered by Bledsoe, i:e:, theorems in an extension of rst-order logic with existential quanti cation over a certain class of higher-order variables. We present two procedures. The rst, called SetVar, is not complete for CC, but is complete for the class considered by Bledsoe as well for hohh and LF. (For LF, a variant of the SetVar procedure is complete for proof search. By proof search, we mean the search for a term of a particular type, but not for a type of a particular kind.) The second procedure, SetVar + , extends SetVar to a complete procedure. It is presented as a set of search operations which can be viewed as a reformulation of Dowek's procedure with the addition of an operation specialized for nding maximal solutions to set variables. The result is a procedure that does not eliminate any search paths, but instead adds a new one that expands branches that lead to maximal solutions more quickly. SetVar is simply a subset of this complete set of operations. In this way, we obtain a more practical procedure with ne-tuned control for better handling of our class of theorems. This paper extends Felty 13] in several ways. First, we separate the procedures SetVar and SetVar+. SetVar is more useful in practice because it eliminates the non-determinism that corresponds to enumerating types, while still handling most examples and remaining complete for various sublanguages of CC. Second, we introduce a notion of search context which allows us to separate the operations of assumption introduction and backchaining; these operations were combined in Dowek 10] and Felty 13] . Third, we include proofs of soundness of SetVar and soundness and completeness of SetVar + . We prove completeness by showing that every operation in Dowek's procedure has a corresponding set of operations in SetVar + . We could prove soundness by proving the converse. Instead, for illustration purposes, we prove it directly. For example, our proof shows how soundness can be proved directly using search contexts. The proof follows the basic outline of Dowek's proof and in addition veri es that the additional operation for nding maximal solutions preserves soundness.
The separation of assumption introduction and backchaining in the formalization of SetVar in this paper was inspired by our implementation of the procedure in Prolog. This implementation is a version of Dowek's procedure that corresponds fairly directly to a one-pass version of Bledsoe's procedure. We use a goal-directed tactic style framework where each of the search primitives of the procedure is implemented as a tactic 12]. The SetVar procedure as described here does not resolve all non-determinism in search. However, the set of tactics we have implemented can be combined fairly easily to obtain a procedure that can prove most of the examples in Bledsoe 3] fully automatically. This specialized version could also be incorporated into Coq as a tactic, and used to automatically generate substitution instances when applied to goals of the appropriate form.
In the next section, we present CC and an extension of it due to Dowek 10] which is used as the foundation for the search procedures. In Sect. 3, we show how to map set theory into CC. We use the usual notion that a set is a predicate over elements of a particular type, or over other sets. We also de ne maximal solutions in our setting, which directly extend those in Bledsoe 3] . In Sect. 4, we present the SetVar search procedure, and in Sect. 5, we show that it is sound. Section 6 presents the theorems that justify the maximal solutions used in the search procedure. These theorems are extensions of the theorems in Bledsoe 3] . In Sect. 7, we present the SetVar + procedure and prove its correctness. Finally, we conclude in Sect. 8.
The Calculus of Constructions
The syntax of terms of the Calculus of Constructions (CC) is given by the following grammar.
Type j Prop j x j PQ j x:P:Q j 8x:P:Q The variable x is bound in the expressions x : P:Q and 8x : P:Q. The former binding operator corresponds to the usual notion of -abstraction, while the latter corresponds to abstraction in dependent types. We write P ! Q for 8x:P:Q when x does not occur in Q.
In both kinds of bindings, we sometimes leave o the type P when it can be easily inferred. A context is an ordered list of pairs of the form x : P, called a declaration, where x is a variable and P a term. We use ?, , and to denote contexts.
The rules of CC are given in Fig. 1 . In these rules, s, s 1 , and s 2 are either Type or Prop. In (INTRO), (PROD), and (ABS), we assume that the variable x does not already occur as the left hand side of a declaration in ?. A tree built using the rules of Fig. 1 is called a proof. We say that ? is a valid context if there is a proof such that (`? context) occurs at the root. We say that ?`P : Q holds or is derivable in CC if ? is a valid context and this judgment occurs at the root of a proof. In this case, we also say that P has type Q or is of type Q in ?, that Q is the type of P in ?, and that P is well-typed in ?. When Q is a sort, we say that P is a type in ?. In addition, sometimes we simply write ?`P : Q to indicate that this judgment is derivable.
It will be clear from context when this is the case.
Terms that di er only in the names of bound variables are identi ed. If x is a variable and P is a term then P=x] denotes the operation of substituting P for all free occurrences of x, systematically changing bound variables in order to avoid variable capture. The expression P 1 =x 1 ; : : : ; P n =x n ] denotes the simultaneous substitution of the terms P 1 ; : : : ; P n for distinct variables x 1 ; : : : ; x n , respectively. The relation of convertibility up to ; ; and is written as = . Given valid context ?, all terms that are well-typed in ? have a unique -normal form and a unique -long form (which we call the normal form in ?), as well as a unique type modulo -equivalence. We will often say \if term P has the form Q" to mean that P is -convertible to a term of the form Q.
Several other properties of CC are used later. is the context in which the existentially quanti ed expression occurs. We often omit the type subscript because it can be inferred from the type of the bound variable in the argument. For readability, we will use in x notation for the binary connectives. As mentioned, implication and universal quanti cation are built into CC directly. Note that equality is Leibniz equality indexed over types in the same way as existential quanti cation.
In set theory, from the fact that a 2 fx : P(x)g, it is possible to immediately deduce P(a).
In our encoding, we build in this correspondence directly and de ne sets to be predicates of a Figure 4 contains the abbreviations that we adopt for sets and set operations. We write = S for set equality.
Returning to the example given in Sect. 1, we illustrate its proof within the framework of CC.
Let ? be the CC context Nat : Type; P : Nat ! Prop; a : Nat. Proving the theorem from Sect. 1 in higher-order logic corresponds to nding a CC term M such that the following judgment is derivable.
?`M : Pa ! (9 A:Nat ! Prop:((8x:Nat:hxi 2 A ! Px)^(9 y:Nat:hyi 2 A))) Expanding the rst 9 and applying ABS three times in the backward direction, we get the following judgment as the rightmost premise. (We ignore the left premise of each application.
These are easily proved.)
?; h 1 :P a; C :P rop; h 2 :8A:Nat ! Prop:((8x:Nat:hxi 2 A ! Px)^(9 y:Nat:hyi 2 A)) ! C M 0 : C Here, M 0 is a new term such that M is equal to h 1 : C: h 2 :M 0 . Let ? 0 be the context in the above judgment containing ?; h 1 ; C; and h 2 . The proof can be completed using two applications of (APP) from h 2 , setting M 0 to h 2 AM 00 , where A and M 00 are terms that must be lled in by proving the following two judgments.
? 0`A : Nat ! Prop ? 0`M00 : (8x:Nat:hxi 2 A ! Px)^(9 y:Nat:hyi 2 A) As in Sect. 1, we take A to be fx j Pxg, which by de nition is just x : Nat:P x which is -equivalent to P. The rst judgment is directly provable, and the second becomes ? 0`M00 : (8x:Nat:hxi 2 P ! Px)^(9 y:Nat:hyi 2 P) which, after expanding de nitions, is also directly provable. We will use these rules directly in the procedure in the next section. They are justi ed to some degree by the theorems in Sect. 6. The rst rule is the one that was used to determine the solution of the rst conjunct of the example above. Although the second rule looks complicated, it is just the dependent-type version of solving for fx 2 B ! P 0 (x) obtaining maximal solution fz j 8x(z = fx ! P 0 (x))g: In the CC version, the types of the last m arguments of the tuple can depend on the types of the rst j arguments but not on the types of each other. The remaining rules are fairly straightforward.
Proof Search with Set Variable Instantiation
The SetVar procedure operates on a modi ed notion of contexts called search contexts. To distinguish them from the notion of context de ned above, we say standard context to denote the latter. In Dowek 10] and Felty 13] , the search procedure was described as direct operations on standard contexts. We rst de ne the notions of existential triple and constraint triple which replace existential declarations and constraints. An existential triple is a tuple of the form ( ; z; B) where is a standard context containing only universal declarations, z is a variable, and B is a term. An constraint triple is a tuple of the form ( ; P; Q) where is a standard context containing only universal declarations and P and Q are terms. In either case, is called a local context and the universal variables in are called local variables. A search context is an ordered list of universal declarations, existential triples, and constraint triples.
We de ne an operation atten on context elements of search contexts as follows:
atten(e) is e if e is a universal declaration. : : : ; z n :A n ); z; B) is 9z:8z 1 :A 1 : : : 8z n :A n :B. atten((z 1 :A 1 ; : : : ; z n :A n ); P; Q) is 8z 1 :A 1 : : : 8z n :A n :P = 8z 1 :A 1 : : : 8z n :A n :Q. For each universal declaration in ?, if the type of the universal variable is well-typed in ? without using the constraints, replace the type by its normal form in ?. For each constraint triple ( ; P; Q) in ?, if the members of the constraint atten( ; P; Q) are well-typed in ? without using the constraints, then replace P, Q, and the types of the universal variables in with their normal forms in ?; .
We de ne substitution for search contexts. Let be a set of tuples of the form hz; ; Mi where z is a variable, is a search context, and M is a term. The set is a substitution if for any variable z, there is at most one tuple in with z as its rst component. The application of such a substitution to a term is de ned in the usual way ignoring the middle arguments of tuples. The application of substitution to a context ?, denoted ?, is de ned recursively as follows.
If ? is hi, ? is hi.
If ? is ? 0 ; x:P, then ? is ? 0 ; x: P. By restricting the above de nition so that both ? and are required to be standard contexts, we obtain the de nition of substitution given in Dowek 10] . Given substitution , we write to denote the substitution obtained by replacing the context argument of each tuple in by . Note that and are the same substitution on terms, i:e:, for any term P, P = P. The SETVAR, INTRO, and BACKCHAIN operations described below de ne the SetVar search procedure. At each step, an operation is applied to a search context in normal form resulting in a substitution . The substitution is applied to the input search context which is then normalized to obtain the input to the next step of the procedure. Generally, the original input has the form ?; (hi; z; P) where ? is a search context and P is a theorem for which a proof is sought. If a success context is reached then the series of substitutions provides a solution to z which represents the proof. Along the way set variables may arise. Their solutions can also be extracted from the series of substitutions. In describing these operations, we often write 8x n : A n :K to denote the term 8x 1 : A 1 : : : 8x n : A n :K, where n 0. Similarly, we write x n : A n :K to denote the term x 1 : A 1 : : : x n : A n :K. Note that this notation is overloaded since it also denotes atten. However, since atten only applies to contexts or context elements, there should be no confusion.
SETVAR operation. Let ? be a valid search context and ((z 1 :A 1 ; : : : ; z n :A n ); z; 8x 1 :C 1 : : : 8x p : C p :Prop) a candidate triple in ?, where n 0, p > 0, and 8x 1 :C 1 : : : 8x p :C p :Prop is a set type.
Let be the context z 1 : A 1 ; : : : ; z n : A n . In order for this operation to apply, there must be q ocurrences of z where q > 0, and for i = 1; : : : ; q, the i th occurrence must be in some term P i which is part of an existential triple of the form (( ; i ); z 0 i ; P i ) occurring after the candidate triple containing z. Furthermore, P i must be of one of the following forms: Type. If there is a universal declaration w:Q such that either w is one of z 1 ; : : : ; z n or w:Q occurs to the left of ((z 1 :A 1 ; : : : ; z n :A n ); z; xM 1 : : : M m ) in ?, the judgment ?; z 1 :A 1 ; : : : ; z n :A n`Q : s holds, Q has the form 8y 1 As mentioned, SetVar also operates on various sublanguages of CC. For example, to restrict the procedure to hohh, we must restrict the types of bound variables to be in Church's simple theory of types. In addition, we must place a restriction on the syntax of types that is analogous to the restriction placed on formulas of higher-order logic in hohh. The INTRO and BACKCHAIN operations are then fairly close to search operations in the Prolog interpreter. In addition, the SETVAR operation gives a formalization of Bledsoe's procedure in a higher-order logic setting. In contrast, SetVar is described in an adhoc extension to rst-order logic in Bledsoe 3] .
To use this procedure for proof search in LF, several orthogonal changes are needed. For example, we cannot use the direct encoding of logical connectives and set operations in LF because it is not possible to quantify over types (i:e:, predicates). Instead, these de nitions could be axiomatized in LF. LF also must be extended to allow existential quanti cation over predicates. In Bledsoe's setting, after instantiating all set variables, the formula becomes a formula of rst-order logic. Similarly, LF can be extended in such a way that after instantiation of existential quanti ers, the result is a valid context in pure LF.
Soundness of the SetVar Search Procedure
We begin by stating and proving some general properties about search contexts, substitution, and normal forms in subsection 5.1. In subsection 5.2, we prove soundness of the SetVar procedure. 5 If x is a variable, P is a term, and ? is a standard context then P=x]? denotes the operation of substituting P for all free occurrences of x in constraints and on the right of declarations in ?. The following property is known to hold for standard contexts in CC and was shown in Dowek 9 ] to extend to CC + contexts. For the case when e is a universal declaration of the form x : P, ? is ? 0 ; x : P and ? is ? 0 ; x: P. By the induction hypothesis and the fact that P = P, these two contexts are the same. The case when e is a constraint triple is similar to the case for existential triples when the existential variable is not bound by . Proof. This theorem follows directly from the de nition of well-typed substitution and Lemma 2.
The remaining lemmas in this subsection follow directly from Lemmas 5, 6, and 7, and properties in 10]. We give the proof of Lemma 10 only. Lemma 8. Let ? be a valid search context, a substitution, and P and Q two terms such that ?`P : Q. If is well-typed in ?, then ? is a valid context and ?` P : Q. If is -well-typed in ?, then ( ?) is a valid context and ( ?)` ( P) : ( Q). Lemma 11. Let ? be a valid search context and let be a solution to ?. Let 0 be the normal form of . Then 0 is a normal solution to ?.
Soundness of SetVar
As stated earlier, the proofs in this section follow fairly closely the proof of soundness in Dowek 10] . The main di erences are that we must prove additional cases for the SETVAR operation and the cases for INTRO It remains to show that the constraint is well-typed in ? 0 ; q . By thinning from (1) and (4), the following hold.
? 0 ; q`8 z n :A n :C : s (9) ? 0 ; q ; z 1 :A 1 ; : : : ; z n :A n ; y 1 :Q 1 ; : : : ; y q :Q q`B : s (10) Since ? 0 ; q is valid, we now know that (5) holds for i = 1; : : : ; q with q replacing q?1 . Thus by repeated applications of Lemma 4 from (10) using this new version of (5) 
We show the case when Q 0 i was obtained from rule 2. Similar (and simpler) reasoning from the de nition of the SETVAR operation and the provisos in Fig. 5 can be used to show that the cases for rules 1,3,4, and 5 hold.
If Q 0 i was obtained from rule 2, then from the fact that the provisos hold, there is some j; r with 0 j < p and j + r = p such that (1) (4) holds. Note that for this judgment to be derivable, it must be the case that q 0 p. Variables can be renamed so that y 1 ; : : : ; y q 0 are the same variables as x 1 ; : : : ; x q . Then (3) follows from (4), the type of 9, and the last proviso in Fig. 5 .
For the INTRO (9) By repeated applications of APP from (7) and (9) ? 0 ; ; z 1 :A 1 ; : : : ; z n :A n`w (h 1 z 1 : : : z n ) : : : (h q z 1 : : : z n ) : h 1 z 1 : : : z n =y 1 ; : : : ; h q z 1 : : : z n =y q ]B holds, and by repeated applications of ABS ? 0 ; ` z n :A n :w(h 1 z 1 : : : z n ) : : : (h q z 1 : : : z n ) : 8z n :A n : h 1 z 1 : : : z n =y 1 ; : : : ; h q z 1 : : : z n =y q ]B (10) holds. Thus by an application of CONV from (6), (8), (10) , and the equation in , we can conclude that the desired result (5) If ? 00 is non-empty, it has the form 00 ; e. Thus, ? is ? 0 ; ; 00 ; (e). To show that is well-typed in ?, we must show that ? 0 ; ; 00 ; (e) is a valid search context, or equivalently that ? 0 ; ; 00 ; (e) is a valid standard context. By the induction hypothesis, we know that is well-typed in ? 0 ; 0 ; 00 and thus ? 0 ; ; 00 is a valid context.
We show the case when e is an existential triple of the form (( respectively. We rst show that is a solution to the normal form of ?.
First note that ( ( ( ?))) is (? 0 ), which is just ? 0 since ? (and therefore ? 0 ) is normal. ? 0 is a success context since it is valid and contains no existential or constraint triples. Note that z does not occur free in A 1 ; : : : ; A n because ?; is a valid context; z does not occur free in C 1 ; : : : ; C p by assumption; z does not occur free in P because ? 0 ; `P : A. Thus this judgment is equivalent to ? 0` z n :A n : x p :C p : x:Px 1 : : : x p :x : 8z n :A n :8x p :C p :Px 1 : : : x p ! Px 1 : : : x p : (2) From (2) and the fact that ? 0 is ? 0 which we know to be in normal form and valid, we have that is -well-typed in the normal form of ?. Since ? 0 is also a success context, we have that is a solution to the normal form of ?.
We must now show that fhx 1 ; : : : ; x p i j Px 1 : : : x p g is maximal. Assume that there are terms N; P 0 and substitution 0 such that 0 contains the single tuple hz; hi; z n : A n :Ni, the 
Using (3) and (5), we can take Q in (4) to be C 00 :P rop: f :P N ! N P ! C 00 :fP 0 ( x 1 :C 1 : : : x p :C p :C 0 ) and we have our result. Proof. Let and be the substitutions containing the single tuples hz; hi; z n :A n :fhx 1 ; : : : ; x p i j >gi and hh; hi; z n :A n : C :P rop: x:C:xi; where if i = 1, L is the term h 1 z 1 : : : z n =y 1 ; : : : ; h q z 1 : : : z n =y q ]yN 1 : : : N p and if i > 1, L is the term K i?1 z 1 : : : z n (h q+i?1 z 1 : : : z n ). If r = 0, let 0 be the context 8z n :A n : h 1 z 1 : : : z n =y 1 ; : : : ; h q z 1 : : : z n =y q ]yN 1 : : : N n = 8z n :A n :xM 1 : : : M m :
Otherwise, let 0 be the context (8z n :A n :K j z 1 : : : z n (h q+j z 1 : : : z n ) = 8z n :A n :xM 1 : : : M m ):
Let be the context 0 ; 1 ; : : : ; j ; 0 . Let be the substitution: fhz; ; z n :A n :w(h 1 z 1 : : : z n ) : : : ( 9h:8z n :A n :s; 9k:8z n :A n :hz 1 : : : z n ! s 0 : Let be the substitution fhz; ; z n :A n :8u:hz 1 : : : z n :kz 1 : : : z n uig.
To prove completeness of SetVar + , in the following lemma we show that every operation that can be performed on a standard context in P has a corresponding operation or set of operations on search contexts in SetVar + . The lemma is stated using standard contexts. For a standard context ?, when applying operations of SetVar + , ? is viewed as the context such that every existential declaration of the form 9z :A is replaced by (hi; z; A) and every constraint P = Q is replaced by (hi; P; Q).
Lemma 24. Let We rst consider the case when j of the rst operation of P is 0. If x is w, then we apply BACKCHAIN in SetVar + to obtain subtitution 0 where the context in the tuple in is the same as in 0 . In fact, 0 is the same as . Since the atten operation e ectively \cancels out" the substitutions 1 ; : : : ; n , it is easy to see that ? is the same context as ( 1 n )?.
For the case when j = 0 and x is universal and di erent from w (which is allowed in P), it is easy to see that the resulting context leads to a failure context; once the existential variables that remain in the constraint that gets added by applying the substitution are fully instantiated, this constraint will relate two terms that are not -convertible.
For the case when j > 0, the rst operation of P corresponds to a series of n applications of INTRO, followed by the SPLIT operation in SetVar + . Similar reasoning can be applied to show that ? is ( 1 n )?.
Similarly, the cases for the second and third operations of P correspond to a series of applications of INTRO If ? has a derivation in P, then ? has a derivation in SetVar + . The proof is by induction on the length of a derivation in P. The desired theorem follows directly.
Conclusion
We have shown how to adapt Bledsoe's method for generating maximal solutions for set variables to the Calculus of Constructions and proved its correctness. In addition, we have discussed the operation of the procedure on various sublanguages. The procedure presented here has been implemented as a set of tactics within an interactive tactic-style theorem prover. These tactics can be combined to automate the search procedure for CC so that it works e ciently on the class of theorems involving existential quanti cation over sets. It can also be used as a tactic in Coq to provide some automation for this class of theorems. We have adapted and generalized results from Bledsoe 3] . The basic rules and combining rules for conjunction were adapted fairly directly, while the combining rules for disjunction were handled in a distributed manner. The remaining rules in Bledsoe 3] are quite specialized and involve substitution instances expressing a function applied n times to x as f n (x). These rules should also be straightforward to add to the procedure here, though their addition would require adding some axioms to the context to express f n since it cannot be expressed directly in CC. The procedure is structured in such a way that adding more rules for maximal solutions is achieved by simply adding new search operations.
We have shown how one procedure designed for a higher-order logic can be carried over to the type theory setting. There are many other interesting ones worth investigation. Bledsoe and Feng give a more general set of rules for maximal solutions in 4]. This procedure, however, relies heavily on resolution techniques which may be di cult to adapt to our setting. Another procedure for automating the instantiation of set variables is the Z-match inference rule in 1], which should be possible to adapt to our setting fairly directly. In addition, many other theorem proving techniques in a variety of domains have been developed for both higher-order logic and higher-order type theory that would be interesting to investigate and adapt to aid proof search in the other setting.
