For many real-life engineering systems, the costliest component of the MDO cycle is the coupled system analysis. The reason for this high cost is that the decomposition of a large system typically results in a coupled grouping of subsystems that are not hierarchical in nature. In the interest of identifying means for reducing the cost associated with multidisciplinary design synthesis, the present research effort provides a comparison of numerous approaches for the convergence of a multidisciplinary (coupled) system analysis. The comparison involves popular formal approaches for nonlinear analysis convergence, as well as a recently developed heuristic technique for analysis convergence, known as the Data Fusion Analysis Convergence (DFAC) procedure. This comparison focuses on two performance-based characteristics -the overall computational run time, and the total analysis cycles required for convergence. A majority of the nonlinear functions that are utilized for the comparisons are generated using the CASCADE simulator. To supplement these simulations, one Class II system from the MDO Test Suite is also examined. Using CASCADE, multidisciplinary analysis scenarios are generated to represent varying degrees of size, nonlinearity, and instability. The comparison takes place both in a serial and in a parallel setting, using the Message Passing Interface (MPI) paradigm.
Introduction and Motivation
Concurrent Engineering is the systematic approach to the integrated, concurrent design of products and related processes, and typically involves the interaction of diverse group of individuals who may be scattered over a wide geographic range 1 . To enable effective and complete communication among them, there are certain technological concepts that must also become organized into concurrent layers. In the early 1980's, a field of research emerged which inherently attempts to unite the concepts of Concurrent Engineering with large-scale, multidisciplinary (coupled) engineering design. This emerging field has since been coined Multidisciplinary Design Optimization, or MDO 13 .
The general MDO approach is intuitive: divide a single large task into a grouping of smaller, interrelated (coupled), and more manageable sub-tasks. The large task is often referred to as a system, and the smaller, interrelated tasks are often referred to as subsystems. Each subsystem typically contains design variables, which are parameters that typically change during a formal numerical optimization procedure. In addition, each subsystem typically also contains additional unknown outputs, often referred to as behavior variables (BV's) . It is these variables that typically change during a complex system analysis. These BV's represent the coupling links between the subsystems.
The methodology for conventional multidisciplinary design synthesis is illustrated in Figure 1 . The overall procedure is explained as follows. With a given set of design variables, the system outputs (behavior variables) are initialized, which allows for an initial system analysis involving all the decomposed subsystems. It is during the system analysis that a converged set for the behavior variables Y is sought. Because the system decomposition is assumed to have been not fully hierarchical, the system analysis is to be iterative in nature. Note that during this portion of the cycle, the design variables X are held constant. Numerical convergence is checked prior to numerical optimization. If the system has not converged to within some pre-defined tolerance, sensitivities are computed. The sensitivities are then used within a gradient-based optimizer to improve the design by perturbing the system design variables X. Note that during this portion of the cycle, the behavior variables Y are held constant. This updated design is once again fed to the system analyzer. The process repeats itself until both the design and behavior variables have achieved a desired level of convergence.
Figure 1: Conventional design synthesis
The procedure that has just been described is the most frequently implemented and most intuitive approach for posing and solving design problems in MDO. Today, this design cycle is commonly referred to as the Multiple-Discipline Feasible (MDF) 4 solution strategy. For the purposes of this research effort, it is important for the reader to note the potential for extremely high cycle time and computational cost associated with the MDF strategy.
For many real-life engineering systems, the costliest component of the MDO cycle is the coupled system analysis. The reason for this high cost is that the decomposition of a large system typically results in a coupled grouping of subsystems which are not fully hierarchical in nature. The analysis component of the MDF cycle in question, shaded gray in Figure 1 , is shown in a more detailed fashion in Figure 2 . In this Figure, a generic Aerospace system is decomposed into 5 disciplinary subsystems, which are "coupled" by virtue of the arrows shown between the subsystems. Clearly, there is some degree of hierarchy present, but overall, the decomposition is considered "hybridhierarchic" in nature. Ultimately, this means that iterative techniques are required to find a converged design solution. This can be a high cost endeavor.
Figure 2: Coupled disciplinary system analysis
Advantageous as the MDO approach might seem for engineering design, it does contain numerous inherent drawbacks. Namely, the decomposition of the system rarely yields a fully hierarchical breakdown of disciplinary subsystems. This means that the design cycle must necessarily be iterative, which will add time and cost to the process. Hence, it is the goal of many MDO researchers to identify means for reducing the time and cost associated with the multidisciplinary design cycle. Broadly speaking, this is the ultimate goal of the present research effort.
Goals of Research
Given an introduction, motivation, and a broad research goal behind this research, the present effort will address the following goals:
• Continued design and development of a heuristic algorithm for multidisciplinary analysis convergence, known as the DFAC algorithm 8 .
• Impact of numerous coupling types on the performance of the DFAC algorithm, as compared to numerous formal convergence algorithms.
• Assessment of the utility of the DFAC algorithm across "larger" and "more complex" test systems than those seen in a previous study 8 . These include test systems generated by the CASCADE • Finally, the DFAC algorithm is metered across the numerous test systems using various measures of performance, namely the total iterations required for convergence and the execution clock time. These performance comparisons take place in both the sequential and parallel solution environments.
Formal Analysis Convergence
There are numerous, commonly used means for formal convergence of nonlinear multidisciplinary systems. Each has inherent advantages and drawbacks. Probably the two most widely used techniques for iterative convergence of nonlinear equations in MDO are Fixed-point Iteration 9 and Newton's Method 3 . These are abbreviated "FPI" and "NM", respectively, throughout the remainder of this paper. An overview of these classical numerical approaches is now presented.
FPI is a zero-order method that attains convergence by successively substituting past estimates of an input variable towards the computation of a new estimate for the given output variable. In a nonlinear system of equations, estimates of a variable are made based on past estimates of the variables of which the given variable is a function. This procedure gradually drives the variable in question towards convergence. Clearly, FPI is easily implemented and quite robust, but is in general, an inefficient means for numerical convergence.
A more efficient alternative for nonlinear numerical convergence is the well-known Newton's Method (NM). NM is a derivative-based scheme that results from the manipulation of a Taylor Series expansion about a design point y o :
Analytically, this means that the linear function l(y) is close to the given function f(y) near y o . At y o , the two functions l(y) and f(y) agree. The manipulated Taylor Series equation is then used to arrive at a new estimate for the variable in question as follows:
When considering the simultaneous solution of a system of nonlinear equations, equation [2] is extended to the following:
Here, F′(y n ) is the well-known Jacobian matrix, and notice that its inverse is required to attain the new estimate of y. NM is extremely efficient, but only when the initial design point is "sufficiently close" to the converged design point.
If not, a different (and perhaps undesirable) root might be converged upon. Alternatively, outright divergence can occur.
As previously noted, NM requires a matrix inversion, which can be computationally difficult to achieve.
Data Fusion Analysis Convergence (DFAC)
A recently developed heuristic convergence strategy alternative attempts to build upon both the primary weakness of FPI (lack of efficiency) and the primary weakness of NM (lack of robustness with respect to starting design point). In so doing, it is hoped that a convergence strategy with "middle ground" characteristics (i.e. trade-off between robustness and efficiency) will result. This convergence strategy is referred to as Data Fusion Analysis Convergence (DFAC) 8 , and is now described. Note that the DFAC algorithm has undergone numerous subtle changes since its introduction last year, all in the hopes of improving the efficiency and robustness of the algorithm. Figure 3 demonstrates that the convergence strategy has four fundamental steps. These steps are outlined in the paragraphs that follow. The first step of the DFAC algorithm relies heavily on Neural Network (NN) ideology. In its most general form, a NN is a "machine" that is designed to model the way in which the brain performs a particular task or function of interest 1 . A neuron is an information processing unit that is fundamental to the operation of a NN 6 . The model of a neuron can be extended to an MDO context by realizing that each subsystem output (behavior variable) can be simulated as a neuron. The fixed inputs to each neuron are the subsystem design variables, which are known quantities, and which are held constant during the convergence procedure. The "non-constant" inputs to each neuron are the input behavior variables, whose values are unknown.
b. Residual error correction On each iteration of the algorithm, the NN will establish a "computed" value for each of the behavior variables in the system that are likely different than the corresponding input value for each. The second component of the convergence algorithm is the minimization (correction) of these errors, through the use of gradient-based optimization. For the present effort, the Design Optimization Tools (DOT) 14 optimizer has been utilized. The specifics of this sub-optimization problem are discussed in Appendix I.
Once the errors are minimized, each individual behavior variable equation, considered independently, will be satisfied.
However, numerous behavior variables might require the very same behavior variable as input. Hence, the values of these various "instances" of each of the behavior variables might not match at the end of the concurrent optimization procedures taking place. As a result, a procedure for coordinating or "fusing" these discrepant values is required. The concept of Data Fusion is the driving force behind the next segment of the DFAC algorithm.
c. Data Fusion As discussed, the Neural Network-based approach simultaneously attains prospective solutions for each of the subsystem behavior variables. The problem is that most behavior variables are typically required as input by more than one subsystem. Hence, multiple neurons in the model will concurrently arrive at conflicting values corresponding to the same behavior variable. As a result of this discrepancy, some means of coordination must be devised to "blend" these non-equivalent values together to form a single intelligent estimate for each behavior variable. This process of "blending" is where data fusion comes into consideration.
Data Fusion techniques combine data from multiple "sensors" to achieve improved accuracy and more specific inferences than could be achieved by the use of a single sensor alone 15 . Applications of multi-sensor data fusion are many. Historically, data fusion methods were developed primarily for military applications. Recent years have seen the development of numerous "civilian" applications for data fusion, including robotics and medical applications 5 . Multi-sensory data fusion is naturally performed by humans to achieve a more accurate assessment of the surrounding environment. For example, a human cannot use vision alone to know what is around the corner of a wall. However, the combined use of vision, hearing, and sense of smell can provide a greater understanding of what is around that same corner. Clearly, this ideology can be extended and implemented in a numerical/computational context -namely, for the multidisciplinary analysis problem at hand.
A total of 4 data fusion methods have been developed thus far. These are:
• I. Fusion based on the arithmetic mean This algorithm fuses together the discrepant estimates for each behavior variable simply by taking the average of all of the variables involved.
• II. Fusion based on the maximum residual This algorithm fuses together the discrepant estimates for each behavior variable by giving precedence to variable instances are required inputs to equations with large initial residuals.
• III. Fusion based on analytical sensitivity This algorithm fuses together the discrepant estimates for each behavior variable by giving precedence to variable instances whose local sensitivity (to the output equation to which it is a function of) is largest.
• IV. Fusion based on residual and sensitivity This algorithm fuses together the discrepant estimates for each behavior variable by giving precedence to both initial residual and sensitivity, as outlined in fusion methods II and III.
d. Computation of new estimate
Finally, based on the results of the data fusion process, a new predictive estimate for each behavior variable is calculated. This is the fourth and final step of the DFAC algorithm. The Figure 3 flowchart constitutes one cycle of the convergence algorithm, and is repeated numerous times until numerical convergence is attained.
In the present work, these formal and heuristic convergence strategies are compared across a multitude of simulation-based MDO test systems, which are generated by the CASCADE simulator 7 , described in the next section. The comparisons are conducted with numerous performance measures in mind, namely clock time, and total iterative cycles to convergence. The comparisons are first done for serial computational runs, and are supported by parallel implementations thereafter.
DFAC implementation details The algorithm, as described, is largely deterministic. There are numerous settings in addition to the choice of the fusion method, which must be pre-defined by the user that will impact the solution path, and will thus impact the success of the algorithm. These are described as follows:
• Sub-optimization method
The DOT optimizer has three choices for optimization method: Modified Method of Feasible Directions (MMFD), Sequential Linear Programming (SLP), and Sequential Quadratic Programming (SQP). Because all three techniques are based on varying approximations of the true design problem, all will perform differently to some degree.
• Convergence based on residual max or sum
The user must decide whether to base solution acceptance/convergence based on the maximum of all of the equation residuals, or the entire numeric sum of the residuals.
• Fusion ratio for termination It is often the case that the DFAC algorithm cannot converge a system entirely. Based on previous research investigations 8 , it is often most efficient to utilize DFAC initially to gain sufficient reduction in the equation residuals, followed by a subsequent FPI procedure to finish the job.
This fusion ratio determines the percentage improvement below which the DFAC algorithm is "turned off" and FPI is then "turned on".
• Minimum fusion iterations This user setting has precedence over the "termination ratio" setting, and enforces that a minimum number of DFAC iterations are implemented to begin the convergence process. Past preliminary investigations have found that acceptance of a solution with a larger residual might eventually lead to an improved solution upstream. This "hill climbing" ability is characteristic of numerous heuristic optimization methods, namely Simulated Annealing 10 .
Parallelization -Message Passing Interface
Clearly, the DFAC algorithm lends itself well to a parallel implementation. MPI, the Message Passing Interface architecture 12 , is a standardized and portable message passing system designed by a group of researchers from academia and industry to function on a wide variety of parallel computers. Message passing is a programming paradigm that is widely used on parallel computers, particularly Scalable Parallel Computers (SPCs) with distributed memory, and on Networks of Workstations. The syntax and semantics of a core of library routines are defined by the MPI standard. These routines are useful to a people who are in a variety of fields and who write portable message-passing programs in Fortran 77 or ANSI C. Also, the messagepassing capabilities are expanded by the user interface and functionality defined by the standard.
The present research effort makes use of 7 of the most seminal MPI commands. These are MPI_Init() to initialize MPI, and MPI_Comm_rank() and MPI_Comm_size() which determine the identity or "rank" of a given processor and the total number of processors in the group, respectively. MPI_Send() is used to send numerical information, and MPI_Receive() is used to receive the information. (The authors have begun to experiment with the MPI_Bcast and MPI_Gather commands, which broadcast message to and gather messages from all processors but the root processor, respectively. These commands can be more efficient than the Send and Receive commands, respectively). The MPI_Wtime() command was used to ascertain the wall clock time for all result runs, and MPI_Finalize() was used to terminate each MPI execution.
The conversion of the DFAC algorithm from a serial to a parallel scheme was trivial. The portion of the algorithm that is most clearly suited for a parallel setting is Portion b) -the n sub-optimizations for minimization of the behavior variable residuals. Instead of having a single processor sequentially performing these n sub-optimizations each and every analysis cycle (where "n" is the number of behavior variables present), one can utilize an n processor supercomputer, with each processor logically handling a single behavior variable. In the present effort, a similar extension has been made for the less computationally costly FPI convergence procedure for comparison purposes.
All serial and parallel testing was performed on an SGI Origin 2000 128 Processor supercomputer located at the Center for Computational Research (CCR) at the University at Buffalo.
System Simulation Details
The
, and a brief overview will be presented here for completeness.
CASCADE is a computer tool that generates a coupled system representation that consists of analytical equations of user-specified size. CASCADE has the capability of generating equations that represent both a coupled system analysis and an associated optimization problem. Only the former capability will be used for the present research effort. The analysis portion consists of a band of nonlinear equations that attempt to represent the structure of the coupled nature of the subsystem outputs (behavior variables). Each behavior variable is a polynomial function of both independent inputs (design variables) and dependent inputs (other behavior variables -outputs from adjacent subsystems).
The CASCADE systems that are generated are written to both ANSI C-based header files and Fortran 77-based subroutine files. In the present research, both language types are required due to the fact that all of the internal computation is performed using ANSI C, while the DOT optimizations require equations posed in Fortran 77.
In this research effort, 12 CASCADE systems have been analyzed.
These test systems consist of polynomial equations with 4 different coupling types, across 3 different system sizes. The coupling types are: Linear (exponent = 1), Random (exponent = various), Inverse (exponent = -1), and Quadratic (exponent = 2) coupling. Note that the systems with "Random" coupling contain coupling terms with the following exponents: 1 (linear), 2 (quadratic), 3 (cubic), -1 (inverse), and 0.5 (square-root). The system sizes are 5, 10, and 25 behavior variables.
Further test system details are as follows. The test systems that have 5 behavior variables are coupled at a 35% probability. This number was chosen somewhat arbitrarily. The test systems that have 10 and 25 behavior variables are fully coupled (100% coupling probability). As might be expected, negative coupling terms might cause problems in the "randomly" coupled test systems, due to the presence of the square-root terms. Because of this, the "randomly" coupled test system with 5 behavior variables has a 25% rate of negative couplings. The "randomly" coupled test systems with 10 and 25 behavior variables have no negative terms whatsoever. Test systems with all other coupling types (linear/inverse/quadratic) have a 25% rate of negative couplings across all three system sizes.
It was identified during early stages of testing that the CASCADE-generated test systems, in and of themselves, could not provide a sufficient mechanism for a sequential vs. parallel execution comparison. The CASCADE simulator achieves its goal of capturing the structure of a multidisciplinary system; the simulation equations themselves are less successful in representing the semantics, in terms of the duration of the solution process. Because of the relatively fast solution of the CASCADE equations, which are known polynomial expressions, the overhead associated with message passing (in the parallel setting) could not be overcome.
To address this issue, a simple simulation technique has been implemented.
Each analytical equation is accompanied by a numerical iterative "for" loop, to consume a reasonable amount of clock time. This addition can be justified by the fact that in a true ("reallife") analysis convergence scenario, large-scale computations (such as those required by FEM or CFD) often require a large degree of internal numerical iteration to achieve the final desired result. An example header file excerpt is shown in Appendix II that demonstrates the construct of the CASCADE equations for Test System #1. Note the presence of the augmented "for" loops at the end of the first equation present.
To supplement findings from the CASCADE test systems, the DFAC algorithm has been tested on an example problem stemming from a second sourceClass II of the MDO Test Suite. Specifically, the problem in question is Problem 2.3 -the Electronic Package Problem. The system analysis in this MDO problem reduces to a set of 13 coupled, nonlinear equations, which represent the thermal and electrical state variables in the system. These equations can be found in Appendix III.
As a final note, all starting points for each of the 13 test systems were chosen arbitrarily, and assumed fixed. The authors reason that this assumption is valid and realistic. It is analogous to a situation where it is desired to improve upon an existing design where the starting solution for the optimization procedure is obtained by simply utilizing the existing design parameters themselves.
Prior to the presentation of the results, all Test systems analyzed in the present research effort are summarized in Table 1 . 
Results
The numerical results are summarized in Tables 2-5 . Note that a consistent set of user settings was predefined for all DFAC algorithm trial runs. Namely, the "fusion ratio for termination" was set to be 5%, and the "minimum initial fusion iterations" was set to be 5. All combinations of "data fusion method", "optimization method", and "convergence based on residual Max or Sum" were attempted for all 13 test systems. The results that follow provide the best results attained. Table 2 is a presentation of the results pertaining to both sequential and parallel FPI. In the right-most column, two sets of clock times are presentedsequential results are outside of the brackets, and parallel results are inside. Figure 4 is a related plot that charts the FPI execution time ratios (parallel/sequential) for each of the 12 CASCADE test systems. Table 2 . Note further that 3 of the parallel clock times (2 for Test system #7, and 1 for Test system #11) are listed as "DS", which stands for "Different Solution". This implies that a different solution was attained for the parallel run than that attained for the corresponding sequential run. For this reason, the parallel clock time has not been posted, as a comparison between serial and parallel clock times for these systems is inconsequential. Figure 5 is a related plot that charts the DFAC execution time ratios (parallel/sequential) for the 3 randomly-coupled CASCADE test systems. The randomly-coupled systems were chosen for this plot due to the fact that all 3 systems showed improvement using the DFAC algorithm, and arrived at the same result for both sequential and parallel implementations. The same cannot be said for any of the other 3 coupling types, as evidenced by Table 4 . Figure 6 is a plot similar to Figure 5 , only in this Figure, internal code compilation times have been omitted. In the sequential runs, the approximate internal compilation time was found to be 2.6 seconds. In the parallel runs, the compilation time was exactly the same. However, a sleep time of 6 seconds was introduced to insure that the "compilation processor" would complete its job (of compiling the code and subsequently creating an executable file) prior to the "execution processors" utilizing the executable file. Lastly, Table 5 summarizes the DFAC results by summing the number of times each of the four data fusion methods appears in the "best" results presented in Table 4 . Table 2 summarizes the results for the sequential and parallel FPI runs. These results serve to provide a baseline for the DFAC results that followed, in terms of both performance measures. Namely, the results establish the number of iterations to convergence that hope to be improved upon, as well as baseline execution times. Note further from this Table that the execution times are lower for the parallel runs than those for the corresponding sequential runs, validating the utility of the MPI implementation. Further, note from the Table and from Figure 4 that the difference in sequential and parallel execution time increases with system size, as the message passing overhead is overcome by an ever-increasing margin. Table 3 continues with formal convergence results, by presenting the NM results. Note than when NM "converges", its performance is much more efficient than FPI. (In particular, note Linear systems #1, 5, and 9, which all converge in a mere 2 iterations). The problem with NM is that unless the starting point is known to be "sufficiently close" to the desired solution, the solution path might diverge, as was the case for test systems #6 and 10, both of which were randomly coupled systems. The other problem is that NM might "converge" to a different solution point. This might not be a bad situation, but could cause difficulties in a design problem that has an associated system/subsystem-level optimization, with side constraints on the design and behavior variables. Conceivably, NM might converge to a "valid" solution point that is not within the problem bounds. Table 4 presents a set of similar results for the DFAC algorithm runs. Based on the results in this Table, numerous points can be made. First, note that 9 of the 12 CASCADE systems as well as the MDOTS system showed improvement over standard FPI from the given starting points, thus achieving the baseline goal of the current research. In certain instances, the improvement was substantial. Test systems #1 and 2 both converged outright using the DFAC algorithm; such positive performance was not witnessed in previous testing with the original version of the algorithm. Test system #1 (Linear, 5 BV's) converged in as few as 37 iterations using the DFAC algorithm, which is 28 iterations (43%) fewer than conventional FPI. Similarly, test system #2 (Random, 5 BV's) converged in as few as 16 iterations using the DFAC algorithm, which is 75 iterations (82%) fewer than conventional FPI. Test systems #3 and 4, the other 5 BV systems, also performed well through the use of the DFAC algorithm, but did not converge outright.
In other words, subsequent iterations of FPI were required to fully converge these systems. Experimentation with test system #3 (Inverse couplings) began with 7 iterations of DFAC. On the 8 th iteration, improvement fell below the user-prescribed 5% threshold, hence FPI was introduced to complete the convergence procedure. From this design point (whose residual sum was vastly reduced from its initial value), only 236 iterations were required to converge the system. Thus, the total iteration count of 243 was 524 (68%) fewer than conventional FPI. Similarly, experimentation with test system #4 (Quadratic couplings) began with 5 iterations of DFAC. On the 6 th iteration, improvement fell below the user-prescribed 5% threshold, hence FPI was introduced to complete the convergence procedure. From this design point, only 50 iterations were required to converge the system. Thus, the total iteration count of 55 was 41 (42%) fewer than conventional FPI.
The results of Test systems #5-8 (10 BV's) and 9-12 (25 BV's) were successful, though on a lesser scale than those for the first 4 Test systems. Test systems #5 (Linear), 8 (Quadratic) and 9 (Linear) did not show any improvement through the use of the DFAC algorithm. From the onset of testing, the authors suspected that the success of the DFAC algorithm is largely dependent on system size, the semantic nature of the couplings, starting point. It is likely that these and other factors contributed to the lack of success encountered on these 3 Test systems.
Nonetheless, two (Random, Inverse) of the four 10 BV systems and three (Random, Inverse, Quadratic) of the four 25 BV systems showed substantial improvement through the implementation of hybrid DFAC/FPI over conventional FPI. The same can be said for the 13 variable Class II system from the MDOTS. As few as 90 hybrid iterations were required to converge this system, 36 (28%) fewer than FPI alone. Table 5 summarizes the level of success attained with each of the 4 Data Fusion algorithms. Clearly, all 4 algorithms performed well for certain system structures and semantic traits. Seemingly, the "more intelligent" mechanisms for fusion (sensitivity-based, residualbased, or a combination of the two) appear to have a slightly greater likelihood for success than the trivial mean-based fusion method. Frankly, the latter method surprised the authors with its relatively strong showing in the present research effort. Figure 5 is a plot of execution time ratio using the DFAC algorithm across the 3 Randomly coupled CASCADE systems. Note that like the corresponding plot for FPI (Figure 4) , the ratio decreases as system size increased, indicating a higher degree of benefit from parallel computing. However, unlike the FPI results, the 5 and 10 BV systems illustrate ratios that are greater than 1.0, indicating that these systems took longer to execute in parallel than in serial. This, the authors quickly reasoned, was due to internal compilation time, which was included in the overall run time. As previously indicated, compilation time was roughly 3.0 seconds for the sequential results, and a sleep time of double this amount (6.0 seconds) was included (for sake of safety) to the parallel runs. If these times are subtracted from the sequential and parallel clock times respectively, Figure 6 results. In this Figure, the results are much more favorable -clock times for the 5 BV system are roughly equal (1.0), and are decidedly improved and below 1.0 for the 10 and 25 BV systems. Note however that the parallel/sequential ratios are lower for DFAC than they are for FPI, indicating that a greater degree of parallelism for the DFAC algorithm must be sought.
To complete this section a few final remarks are made. The DFAC algorithm, like NM, has some risk of "converging" to a different solution (which might not lie within solution bounds), or diverging outright. Though the best runs are reported in Table 4 , many other runs were attempted which did not result in favorable results. A related difficulty was the fact that the DFAC algorithm "converged" to different solutions (given the same user-prescribed input settings) on the sequential and parallel executions of the very same problem. This only occurred for Test systems #7 and 11, both of which have Inverse couplings. It is suspected that the highly volatile nature of the Test systems, coupled with "machine precision complexities" which may have arisen in the parallel scheme contributed to the ambiguous results.
Conclusions and Future Work
The interest of the present research endeavor has been the identification of means for reducing the cost associated with multidisciplinary design synthesis. To address this broad goal, this effort has presented a comparison of numerous approaches for the convergence of a multidisciplinary system analysis. The comparison involved popular formal approaches for nonlinear analysis convergence, namely Fixed-point Iteration and Newton's Method. In addition, the comparison included a recently developed heuristic technique for analysis convergence, known as the Data Fusion Analysis Convergence (DFAC) procedure.
To accomplish the primary goal of cost reduction in multidisciplinary analysis, the present research has put forth 5 major areas of research contribution. First and foremost, this effort has seen the continual development and improvement of the heuristics behind the DFAC algorithm. This advancement of the algorithm allowed for a comparison of the DFAC algorithm with formal convergence mechanisms over analytical test systems of 4 different coupling types. Further, test systems of sufficiently larger size were investigated in the present effort. These include primarily systems generated by CASCADE, as well as a supplemental Class II system from the MDO Test Suite.
The well-suitedness of the DFAC algorithm for a parallel implementation is readily evident, and the present effort saw an initial investigation to that very end. This allowed for further comparison of the DFAC algorithm along numerous performance-based avenues, namely iterations to convergence and overall execution time, in both sequential and parallel settings. The DFAC algorithm exhibited substantial improvement over standard FPI in 9 of the 12 CASCADE systems, as well as the MDOTS problem. Parallel results through the use of the MPI paradigm were also favorable, and increasingly so with larger system sizes.
Based on the many successes of the present effort, numerous future avenues for research are anticipated. Although the algorithm has advanced considerably since its introduction 2 , further development of the heuristics of the existing DFAC paradigm is necessary, especially for larger system sizes. The development of new and innovative fusion methods (to complement the existing 4) is expected. Though this effort proved the DFAC algorithm to be well-suited for parallelism, there appears to be a good deal of room for improvement in that regard. The authors would also like to attempt a similar form of comparison study while using numerous starting points. While the use of a single static starting point has been adequately justified in the present effort, the use of multiple starting points would strengthen confidence in the apparent successes attained by the DFAC algorithm thus far.
state-of-the-art facilities, which were a tremendous resource towards the completion of this research.
