We used an information theoretic method (Panzeri et size ⌬t and the response was a binary "word" of length T/⌬t. The overall contribution of temporal coding was al., 1999; Panzeri and Schultz, 2000) that separates the contributions from the different types of neural coding evaluated as the difference between the two information measures. Different values of ⌬t (from 20 to 2.5 ms) were (see Experimental Procedures). The richness of possible spike patterns (and thus the complexity of possible neuconsidered when evaluating the spike time information. Furthermore, by considering individually the terms due ral codes) increases rapidly with the number of spikes emitted on each stimulus trial. Conversely, low firing to the PSTH and those due to spike time correlations, we assessed whether temporal encoding was due to rates limit the potential coding complexity. Typical spike counts for barrel cortical neurons are just 0-3 spikes/ firing rate modulation or complex spike patterns. whisker deflection. This allows the information to be well approximated by a series expansion that depends only spikes earlier than E 2 /D 3 , which evoked spikes earlier over all nine stimulus sites, a second issue of interest is how well each particular whisker is represented in the than whiskers C 2 /C 1 . At 10 ms poststimulus, there was equal information in spike count and spike timing (right spikes of a neuron in barrel-column D 2 . To answer this, we measured the "stimulus-specific information," which panel), because only whisker D 2 had evoked a response by then (left panel). At 40 ms, however, other whiskers reports how much the response to a given whisker differs from the average response across all whiskers responded with a similar number of spikes, so the discriminability from the spike count code was lost. In con-(Equation 2 of Experimental Procedures). Figure 3A shows that, for neurons in barrel-column D 2 , the best trast, discriminability was preserved in the spike timing code: from 20-30 ms onward there was much more encoded stimulus was the principal whisker D 2 , both when spike count (black bars) and spike timing (gray information in spike timing (solid line) than in the total spike count (dotted line). The time course of information (averaged over cells) is shown in Figure 2B . Early in the response (0-10 ms poststimulus onset), the spike count provided almost as much information (90% on average) as spike timing. Later, however, there was a significant advantage for the timing code. Whereas spike timing information continued to increase gradually, spike count information saturated. Indeed, at longer time windows (data not shown), spike count information actually decreased. This occurred for two reasons. First, for cells like that shown in Figure 1B , the essential temporal structure of the PSTH could not be reduced simply to counting spikes (see Panzeri and Schultz, 2000) . Second, since the evoked response was transient (Ͻ50 ms), in long time windows, the spike count signal was degraded by "spontaneous" firing. At 40 ms, spike timing provided 44% more information than did total spike count. the preceding section refers to the information averaged is decreased, timing must be precise on the scale of the smaller bin size. Using a single, 20 ms bin, the average information across all 106 sampled neurons was 0.10 Ϯ 0.006 bits. Reducing bin size to 10 ms, the information present in the 0-20 ms interval increased to 0.14 Ϯ 0.008 bits. Further reductions of bin size to 5 ms and finally to 2.5 ms yielded additional increases in information to 0.146 Ϯ 0.008 and 0.154 Ϯ 0.008 bits over the 0-20 ms poststimulus interval, respectively. The shortest bin that could be robustly estimated was 2.5 ms. Hence, the precision of the code was at least 2.5 ms.
How was such high precision generated? The critical factor was that the latency difference between the response to whisker D 2 and that to surrounding whiskers about which of the nine whiskers was stimulated. In the The results of the analysis (averaged across the sample of 106 neurons) are plotted in Figure 6A . We found that at 40 ms poststimulus onset, PSTH modulations conveyed 83% of the total information. However, there was also a small but significant contribution (13.5%) from stimulusindependent spike patterns. Interestingly, there was very little contribution (3.5%) from stimulus-dependent spike patterns. Individual rat somatosensory cortical neurons appear to code stimulus location largely by differences in time-varying firing rate. Spike patterns play a smaller, synergistic role in a stimulus-independent manner. is the encoded information actually integrated? At 10 coding of whisker location in rat S1 and thalamus. Inms poststimulus, the information in spike timing is only stead of using an information theoretic approach, the 10% greater than that in spike count. At 40 ms the total authors trained an artificial neural network to reconinformation is 225% higher than at 10 ms, and 44% of struct stimulus location, using spike trains simultanethis is due to spike timing. It would be interesting to ously recorded across a population of ‫03ف‬ neurons as know which information is truly utilized by the cortexinput. They found that the fraction of trials in which the the earliest available signal or the more reliable, later reconstruction was correct increased as the size of the signal. The second question is whether the latency sigtime bins decreased to 6 ms, implying that there was a nal, which we have shown to be extremely informative, contribution of temporal coding beyond the total spike can be decoded by the cortex. Unlike the experimenter, count. Ghazanfar et al. also reported that disrupting the rat has no independent information about when each correlations between neurons in the ensemble destimulus occurred. Hence, the animal itself cannot know creased coding accuracy. The advantage of their that the latency on a particular trial was 5 ms as opposed method is that it permits statements to be made about to 10 ms, for example. In reply to this point, we note coding across large neuronal populations: this is very that the timing information can be decoded, in principle, by neurons with input from multiple columns. Consider difficult with information theory due to the issue of lim- C 1-3 , D 1-3 , and E 1-3 . active. Information in spike timing is hence decodable from relative latencies, a very simple temporal populaData Analysis tion code.
Information Transmitted by Single Spikes
In order to quantify how units code stimulus location, we applied
The importance of such encoding would be parainformation theoretic methods. Mutual information (Shannon, 1948) mount in situations where the specific site of peripheral To calculate neuronal responses, we considered a time window 0-T ms after the onset of whisker deflection. In calculating the inforprocedures conformed to NIH and international standards concerning the use of experimental animals. Twenty-two adult male Wistar mation conveyed only by the total spike count, the response r was computed as the number of spikes emitted in this time window on rats weighing ‫053ف‬ g were used. Anesthesia was induced by urethane (1.5 g/kg body weight, i.p.). The subject was placed in a one trial. To study information conveyed by spike timing, we divided the spike train into bins of size ⌬t, so that each possible spike train stereotactic apparatus (Narishige, Tokyo) and left somatosensory cortex exposed by a 4 mm diameter craniotomy. Body temperature is a binary "word" of length T/⌬t. In practice, the probabilities in the above formulae must be estiwas maintained near 37.5ЊC and, during the recording session, anesthetic depth was held at a consistent depth by monitoring hindpaw mated from a limited number of experimental trials N. This can lead to a significant upward bias in the mutual information given by withdrawal, corneal reflex, and respiration rate.
At the end of the experiment, subjects were perfused with saline Equation 1. Suppose that a neuron fires in a purely noisy way, irrespective of which stimulus occurs (zero mutual information). This followed by 4% paraformaldehyde. After postfixation in 20% sucrose, a flattened slab of neocortex was frozen, cut into 40 m means that the true underlying probabilities P(r ͉ s) will be the same for all s. Conversely, a neuron which fires selectively to certain tangential sections, and processed to label nitric oxide synthase activity (Valtschanoff et al., 1993) in order to visualize barrel-columns stimuli (and does carry information) will have nonuniform P(r ͉ s): it will be high for some stimuli and low for others. When we estimate in layer IV. To determine the columnar location of sampled neurons, electrode penetration sites were identified relative to the histological the set of P(r ͉ s) for the noisy neuron from a limited sample of experimental trials, our estimates of P(r ͉ s) will necessarily fluctuate sections.
An array of six tungsten electrodes, arranged either as a single around their true values. Thus, the estimated P(r ͉ s) will be nonuniform, as if the neuron was genuinely information bearing, and the row or as a 2 ϫ 3 matrix, with 300 Ϯ 50 m horizontal separation between adjacent electrode tips, was advanced into the cortical estimated mutual information will be above zero. The magnitude of the bias depends on the number of trials. As N increases, the estibarrel field, focused on barrel-column D 2 . Typically, 1-2 electrodes penetrated barrel D 2 . The whole array was advanced in 100 m mated probabilities become more accurate, and the bias in the mutual information decreases. A precise expression for the bias has steps, and an effort was made to sample recording sites throughout the depth of cortex. Nonetheless, the great majority of neurons were been calculated mathematically, which is accurate provided that N is at least the number of different possible responses (Panzeri and likely to have been located between 300-950 m, the depths at which thalamic axons from the ventral posterior medial nucleus Treves 1996; Golomb et al., 1997). The formula can be used to improve the accuracy of empirical information measurements: given terminate (Lu and Lin, 1993) . Since the methodology did not permit us to register electrode depth with accuracy better than about 100 the number of trials available in a particular experiment, the expected bias can be calculated and subtracted from the raw estimate m, we did not attempt to classify single neurons according to laminar position. of the mutual information. In the present case, the maximum number of spikes observed in 0-100 ms was 9. Thus, the number of different Neuronal activity was amplified and band-pass filtered in the range 300-7500 Hz. Action potentials were digitized at 25 KHz, 32 spike counts was 10 (spike counts 0-9), and the information in the total spike count was well sampled with 50 trials. For spike timing, points per waveform, time-stamped with 0.1 ms precision (Datawave, Boulder, CO), and stored on a Pentium PC for offline analysis.
response words of only length 4-5 could be considered by the brute force use of Equations 1 and 2. Single-unit action potentials were discriminated by differences in We were able to improve on this temporal precision by using a brute force use of Equation 1, for time windows in which the latter was well sampled (40 ms time window for binsize 10 ms, and 20 time series expansion method (Panzeri et al., 1999; Panzeri and Schultz, 2000) that expresses the mutual information as an infinite ms for binsize 5 ms) and found agreement to within 1.5%. Last, to check the accuracy of the series expansion for spike counts, we series in the time window T. The order zero term depends only on the PSTH. The first order term additionally depends on pairwise compared the information computed in this way to that for the brute force use of Equation 1 for spike counts. We found agreement to correlations between spike times. Higher order terms introduce dependencies on successively higher order correlations. The key is within 0.5% for each time step up to 100 ms poststimulus. The above tests show that our findings are consistent and robust across that low firing rates, as found in rat somatosensory cortex, restrict the potential complexity of the neuronal code, making the series different information methods and that the series expansion methods are accurate in the present case. The results reported here all accurate even when curtailed at second order. Since only the PSTH and pairwise correlations must be estimated from the experimental use the series expansion methods. data, limited sampling is less of a problem than it is with brute force use of Equations 1 and 2. In our case, response words of length Acknowledgments 8-9 could be considered.
The second order approximation for the mutual information (EquaWe thank I. Erchova and G. Mirabella for assisting in the collection tion 1) can be expressed as a sum of three terms. One basic constitof some data and O. Lebedeva for histological processing of cortical uent of these equations is r s (t). This is the mean firing rate at 
