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Abstract 
This research paper was conducted in an effort to 
develop a better material management program for HanKins and 
Johann, Inc. Some simple models such as the two bin system, 
and more sophisticated models, such as manufacturing 
resources planning (MRP II), were investigated. Although it 
became apparent that the sophisticated models were currently 
not necessarily appl icable to the HanKins and Johann 
situation, the research of these models helped to uncover the 
primary goal of all such models: To maximize the economic use 
of available resources in the day to day operation of a 
company. To move HanKins and Johann in this direction will 
require: 1) classification of inventory, 2) installation of a 
two-bin system, 3) implementation of EOQ theory, 
4) installation of computer programs to gather data for and 
maintain a stochastic re-order point model, and 
5) establ ishment of Material Requirement Planning (MRP) 
procedures. This paper explains in detail how this is being 
and will continue to be accompl ished at HanKins and Johann. 
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Overview of the Concepts Researched 
Introduction 
Inventory is typically one of the largest current assets 
for a manufacturing company. It is this high capital 
investment coupled with the potential ramifications of not 
carrying enough inventory that perplex managers during dally 
operations. If not enough inventory is carried then a 
stocKout will occur. The result to the company may be the 
loss of profit on the potential sale, or possibly the cost of 
shutting down a production 1 ine that is dependent on that 
inventory item. There is also the hidden co~t o~ lo~t 
cu.tom.r Qoodwill. Will the customer become dissatisified and 
buy from another source? Weighing against these costs on the 
corporate scales is the cost of carrying the inventory. 
Employees, equipment, and capital are needed to maintain an 
inventory. Trying to carry an inventory that is larger than 
necessary wastes the cost associated with all three. 
Therefore inventory cost could lead to unprofitable 
operations or even failure. 
Management science professionals have been searching 
for ways to help Keep the corporate scales balanced since the 
ear 1)' 1 90 0 ... s. As wit han y sci en c e, i n v e n tor Y man a g em e n t 
research is going on at many different levels at the same 
time. Research is being done on the strictly practical level 
all the way up to the theoret i cal 1 eve1. However, as is often 
the case, the very practical of today was the theoretical of 
Yesterday. 
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The cUlmination of this research can be confusing. 
Control models from the simplest two bin system to the 
innovative just-in-time (JIT) system are being praised and 
scorned by very reputable people. However, it is not usually 
the model that is praised or scorned, but the appl ication of 
the model to the particular situation. The Key to 
understanding this 1 ies in the assumptions made for each 
mode J • 
New models are developed primarily because the existing 
ones have perceived flaws or are not appl icable to 
particular scenarios. This usually means that the assumptions 
of existing models are somewhat unreal istic in certain 
situations. New models are researched in an effort to 
el iminate these assumptions. The goal is a model that 
portrays real i ty accurately and is pr·actical. By practical V·,1e 
imply economic feasibil ity as well as ease of use. 
Inventory needed, and therefore manufacturing capacity, 
are dependent on demand. It is this demand and ways to 
predict it that maKe model development difficult. 
Two-b i n Mode 1 
The two-bin model is one of the simplest inventory 
control devices. As the name impl ies parts are Kept in bins 
and when one becomes empty an order is issued for 
replacement stocK. While this is a very simple concept, it 
is often a very appropriate method for Keeping inexpensive 
parts in stocK. In its most basic form this model is used 
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without concern for detailed demand analysis. If the bins 
seem to run out before the replacements arrive then just 
change to a larger bin. This intuitive approach is fine for 
inexpensive parts since the potential overstocKing is not 
very costly. However, for more expensive parts a demand 
analysis becomes very important. 
Economic Order Quanti ty Model 
The economic order quantity (EOQ) models were developed 
to answer the concerns about demand. Basically they use 
demand projections to determine inventory costs. Then 
equations are used to select the optimal order quantity that 
minimizes total inventory costs. There are several 
variations of this model and each has its own assumptions 
and thus its own conditions for use. However, there are some 
common threads between all of these variations. 
All EOQ models use either a past history analysis or 
some other forecasting method to determine the demand for 
each part within an inventory system. Then the assumption 
that this demand wi 11 be constant throughout the year is 
made. This assumption allows for the relatively easy 
determination of inventory costs and then the optimal 
order quantity. The result is a quantitative method for 
determing how much to order based on actual demand analysis. 
Re-order Point Model 
The EOQ models were received well by companies and are 
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still found in use today. However, they did not answer the 
question of when to place orders. The re-order point models 
answer this question and when used wi th an EOQ model provide 
a complete inventory management pacKage. The basic re-order 
point models use the constant demand determined for the EOQ 
appl ication and a constant lead time to determine when an 
order should be placed. Where "lead time" refers to the time 
it takes to receive replacement stocK. As more of these 
types of systems were installed, problems associated with the 
stochastic or variable nature of both demand and lead time 
became apparent. To help account for this the deterministic 
models were modified with a safety stock feature. This 
allowed extra stocK to be available during the lead time 
period. 
As concerns continued about the handl ing of demand and 
lead time variabil ity new re-order point models were 
developed using probabil ity theory. With these models 
managers are able to maKe better decisions on what inventory 
levels are necessary during the lead time period in order to 
provide the desired service level for the customer. 
Dependent vs Independent Demand 
Up to this point the models discussed dealt with 
i~dependent demand. In other words the inventory items were 
finished goods, ready for sale to customers. These models are 
often not effective for dependent demand. Dependent demand 
occurs when parts and sub-assembl ies are used to manufacture 
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the final product. The demand for the parts and 
sub-assembl ies is dependent on how many and when the final 
product is to be manufactured. The final product is then 
subject to independent demand. 
Dependent demand items are not necessarily needed on a 
continuous basis. They are only needed when the independent 
demand item is scheduled to be manufactured. Therefore, there 
is more predictabil ity of usage for the dependent demand 
item. Material requirement planning (MRP) , manufacturing 
resources planning (MRP II), and just-in-time <JIT) are three 
very popular models developed to deal with dependent demand. 
Material Requirement Planning 
MRP is designed to taKe the production plan and breaK 
it down into the individual job and the component parts 
needed for each job. It tries to answer the three questions: 
what is needed? how much is needed? and when is it needed? 
To do this effectively, MRP has been developed further 
into what is often called closed loop MRP. With this, MRP 
must deal with in-plant schedul ing as well as the ordering 
criteria. If a schedule is not feasible due to a bottlenecK 
at a worKcenter, then it would not be economical to order 
parts for that schedule. MRP is designed to evaluate the 
production plan and checK for feasibil ity. The plan is 
changed until it is worKable. Only when this is done does the 
system release orders for the parts needed. As a result 
capital is not tied up in parts that arrive, but are not yet 
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needed. Another benefit is that safety stocK can often be 
el iminated when the MRP model is used. 
Manufacturing Resources Planning 
MRP II <created by 01 iver Wight in the late 1970"s) is 
an extension of MRP. This model taKes the mechanical nature 
of MRP and develops it as a management tool. MRP II is by 
nature computer oriented. All aspects of the company become 
intertwined within this system. Financial planning, 
marKeting, engineering, and purchasing perform feasibil i ty 
and operating functions for- all resource decisions. 1'1RP II i<:. 
thus the most proactive model yet discussed. 
The drawbacKs of MRP II, however, can be as great as 
its advantages. The computational power needed is expensive 
and the training required is critical. In a survey conducted 
by the 01 iver Wight organization the average expenditure for 
MRP II implementation was $907,000 [12J. Even with this 
sizable expenditure, success is not guaranteed. The 
education of essentially all employees seems to be the key. 
Thorough understanding and good attitudes seem to maKe it 
worK [12J. Unl iKe MRP, MRP II requires employee participation 
from every department. Total resource planning is achieved 
through the use of all available information, whether it be 
from engineering cost estimates for a new product or from a 
financial evaluation of how a new product introduction will 
affect the finances of the company. 
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Just-In-Time 
JIT extends the MRP concept" further. It seeks more 
manufacturing efficiency and even less inventory. In fact it 
stresses zero inventory, the ultimate cost reduction. 
Inventory arrives just in time to be used in the 
manufacturing process. JIT can be thought of as a philosophy. 
The manufacturer must learn to work closely with his vendors. 
It is this coordination and the overcoming of obstacles that 
make it work. 
The Japanese have shown that small order quantities can 
be economical. JIT depends on receiving sma11 batches of 
parts as they are needed. To do this they have overcome the 
obstacle of large set up costs, thereby el iminating the need 
for large batches. American industry has long 1 ived wi th the 
premise that these set up costs were fixed. The philosophy of 
JIT has removed this obstacle. 
The major problem that American industry still sees with 
JIT is the del icate balance that the system operates in. If 
anything goes wrong the entire system is 1 ikely to stop. 
American industry would rather pad the system to prevent this 
from happening. However, the Japanese see this as an 
opportunity to uncover a fault within the system and correct 
it [lll. This philosophical difference may indeed 
prove to be the stumbl ing block that prevents American 
industry from successfully implementing the process. 
As with the other models discussed so far JIT does not 
fit all companies. It is geared towards repetitive 
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manufacturing environments. It is often called a "pull" 
system. JIT "pulls" material through the supp1 ier chain 
as it is needed. With the small quantities Kept on hand 
frequent orders are made through the system, thus "pull ing" 
the material in as needed. WorK schedule:. must be level in 
order for this pull system to worK, otherwise supp1 iers 
will end up building unnecessary inventory or stocKing out. 
The company wishing to use JIT must also be capable of 
managing its vendors. This power to control the vendor can 
come from size and annual usage of the vendor's product or 
from vertical integratiorJ and direct control. 
Conclusion 
The goal of each model, whether for independent or 
dependent demand, is to minimize the total cost associated 
with the manufacturing operation. In searching for the proper 
model the a:.sumptions and intent of the model must be 
examined closely. Each model has its strong points and while 
the newest may catch our eye, the oldest may do the job more 
efficiently. The model must be appl icab1e to the situation 
and it also mu~t be cost Justified for its potential 
benefits. 
A frequently overlooKed point should be made here. the 
use of more than one model is often desireab1e. Inventory 
may be divided into classes depending on the type of demand, 
value of the item, or other factors. Nails may be an 
important item in an operation, but since they are expensed 
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and not charged to the job, a two-bin inventory system may be 
completely adequate. The cost of co~nting the nails and 
applying an EOQ model to them may be higher than the benefit 
received. However, a higher value item may justify an EOQ 
model that mathematically allows for future demand 
probabil ities. 
In conjuction with this multi-model idea, it should be 
pointed out that the newer or more sophisticated models do 
not disprove the older or simpler models. The MRP model is 
still involved with ordering ma.ter·ial a.nd, depending on the 
demarid, EOQ is often used to facil itate this. JIT while 
apparently el iminating inventory and thus the need for EOQ, 
can be shovJn to adhere to the long held principle of EOQ. ,-TIT 
has been able to maKe set-up costs variable. As a result 
ordering costs that were once considered large and fixed were 
able to be reduced drastically and with such a system the EOQ 
turns out to be the small ,"as needed", quantities that we 
associate with JIT [10]. Total inventory costs are still 
equal to carrying cost plus ordering, or set up 
costs,however, the reduction in ordering costs maKes the most 
economical order quantity much smaller. 
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Description of Operations at HanKins and Johann 
Introduction 
Ha.nKins and Johann, Inc. (H&J) is a custom, job-shop 
manufacturer. The company serves the commercial building 
industry wi th aluminum framing units for fixed glass 
appl ications. Most material is ordered by the job. The meta.l 
configuration often varies from job to Job due to aesthetics 
desired, method of glass installation, and structural 
requirements. However, there are some parts that are used 
repeatedly and there is a direct sales market for these parts 
as we 11. A:. a resu 1 t some stocK i nven tory is Kep t. 
The only other material function that occurs is the 
finish appl ied to both stocK and custom material. The proce:.:. 
the company provides is Known as anodizing. Until recently 
most window framing, custom or storefront, was finished with 
this process. Before manufacturing the window units the metal 
is run through an electro-chemical process that develops a 
layer of aluminum oxide on the surface of the metal. This 
coating provides both protective and decorative qual ities. 
With the development of better paints much of the custom worK 
today is painted. However, most storefront remains either 
clear or bronze anodized. As a result H&J stocKs storefront 
products in both of these finishes. 
1 1 
Independent Demand Inventory 
This inventory consists primari ly of what is called 
"storefront" material, the standard material used in mo:"t 
shopping centers and small office parKs. As mentioned, 
some of these parts are used on custom"jobs, but most of this 
material is sold direct to installation contractors who field 
cut and install it. Having this storefront material in stocK 
al lows the company to be considered a full service suppl ier. 
Dependent Demand Inventory 
The demand for these parts is derived from receiving 
contracts on office buildings. The parts subject to this 
type of demand include stocK inventory and custom designed 
parts that will be purchased in exact quantities for use on 
on 1 y on e job. 
Material Control - Independent Demand Inventory 
The stocK or independent demand inventory is carried on 
computer and is updated daily with issues and receipts 
turned in by the warehouse supervisor. As described later 
this is a continuous inventory system with batch updates. 
These parts are ordered in either 500 or 2000 pound 
quantities and the re-order points being used were set by 
trial and error. The primary goal of this approach has been 
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to avoid stocKouts (when customer demand exceeds the quantity 
in stock). 
Material Control - Dependent Demand Inventory 
The dependent demand inventory is maintained using a 
bill of materials approach. When a contract is received a 
bill of materials is made by the estimating department. Any 
items that are in stock inventory are manually checKed for 
allocation to other jobs and re-orders ini tiated as 
necessary. The custom metal is then ordered from the aluminum 
extrusion mill, and a purchase order is issued. Average 
del ivery times range from four to six weeKs. The next paper 
worK is issued upon receipt of the material. Status is 
checKed as needed during the lead time period. 
Comparison of the Environment at H&J 
to the Models Researched 
From the description of current operations several 
conclusions can be drawn. The use of some of the simpler 
material management models would be a step up from what is 
currently being used. There is both dependent and independent 
demand on the inventory. The dependent demand is caused by 
the manufactured jobs that use stocK components and the 
independent demand is generated by stocK components sold 
direct to the customer. 
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The use of a MRP system appears to be in order for the 
dependent demand sales. In fact several MRP techniques can 
be seen already in use in the description of operations. 
However, there are noticeable holes in the system. 
The installation of EOQ and re-order point models seems 
to be in order for the independent demand inventory. 
Currently trial and error is being used to avoid stocKouts. 
This method will worK; however, it is very slow to react and 
does not even consider inventory costs. 
At this point it would be meaningful to stop and looK 
at the two more sophisticated models (JIT and MRP II) that 
were researched and see how they compare to the environment 
that exists at the company. Since H&J is predominantly a 
job-shop the JIT philosophy is not a good fi t. The repetitive 
manufacturing environment required does not exist. Jobs are 
custom made and procedures and equipment used in th~ir 
manufacture vary. The company is also small, maKing it 
difficul t to exert influence on vendors. In a large company 
within this same industry the amount of aluminum ordered may 
affect the extruder significantly, thereby giving the company 
some control over the vendor. Another 1 imiting factor is the 
small quantities that H&J would need to order to maKe the 
operation perform in a just-in-time manner. These quantities 
would be less than the extruders minimum order amount. Again 
a larger company would not have this problem. 
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MRP II does fi t the company~s mold. The material 
management needed is incorporated in this model and tying all 
resource decisions together would be very effective. 
However, MRP II is designed to be cost effective when unit 
sales volume is high, the number of products large, and the 
resulting financial impl ications complex. At H&J the volume 
of worK and the associated data that goes with it are 
relativelY small. MRP II brings finance, engineering, 
purchasing, and marKeting together. By doing this managers 
can evaluate decisions from a whole company perspective, 
through simulation, before taKing any real action. As H&J 
grows this model may become a good solution, but at present 
a grass roots material management program is all that is 
needed. 
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Theory Behind the Models 
General BacKground 
Each material management model researched in this paper 
uses a different approach to determine demand. The reason 
for this is simply that demand determination varies 
from business to business. A method may be useful in one 
situation, but it may be inappropriate for another. As a 
result the method chosen can be critical to the success of 
the material management program. Error in the demand forecast 
can be disastrous, causing stocKouts or large quantities of 
useless inventory. 
On the other hand supply lead time variabil ity can also 
cause stocKouts. Therefore the purpose of inventory models is 
to anticipate demand, supply, and the irregularities 
associated with each. Once this is done the tasK of deciding 
how much and when to order is much easier. 
Before looKing at the models in detail a few general 
topics that are appl icable to all models should be reviewed. 
There are two basic inventory systems, periodic and 
continuous. Periodic inventory impl ies the checKing of 
inventory on a scheduled basis(weeKly, monthly, etc.) in 
order to de term i ne how much is on hand and whe ther a re-or-der-
is necessary. This is a very simple and economical method. 
For small inventories this may be the most effective system. 
However, the manager may lose control of the inventory 
between reviews. He may have to order larger quantities of 
individual inventory items in order to avoid stocKouts 
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between periods. Another disadvantage is that these physical 
inventory counts are time consuming and as a result may be 
costly. It is easy to see that as the inventory grows the 
periodic technique will become more cumbersome. 
A continuous inventory system is generally more 
efficient for larger inventories. It keeps tracK of the 
inventory on a perpetual basis. Today this is almost always 
done on computer. The advantages of this type of system 
include knowing the status of each inventory item at any 
given point in time, the abil ity to set programmed re-order 
points, and the collection of inventory data that can be used 
later to determine demand and usage trends. The 
disadvantages, of course, are the costs of this record 
keeping and the need, although reduced, for continuing 
ph YS i cal i n v e n tor i e s . 
Continuous inventory systems can be either batch or 
on-l ine. A batch system is updated on a periodic 
basis(daily, weeKly, etc.) and involves the manual entry of 
receipts and issues to the inventory. The on-l ine system is 
updated as each transaction occurs. This system is 
up-to-date all of the time while the batch system is only as 
current as the last update. By being on-l ine, re-orders can 
be generated in real time, thus with large, volati le 
inventories more control is available. However, the 
additional computer terminals and optical scanners are 
costly and must be justified. 
These inventory systems have a cost versus service 
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t~adeoff. Fo~ instance, the continuous system costs the 
company mo~e than the pe~iodic system, howeve~, the se~vice 
~eceived with the pe~iodic system may incu~ sUbstantially 
mo~e cost due to the inabil ity to maintain p~ope~ invento~y 
levels to satisfy demand. These costs include th~ee diffe~ent 
types: holding costs, o~de~ing costs, and sho~tage costs. 
Holding costs a~e incu~~ed afte~ the invento~y pa~t is 
~eceived. They include any cost necessa~y to maintain the 
invento~y until it is sold. This includes such things as 
wa~ehouse ~ental, insu~ance, taxes, dep~eciation, ~eco~d 
keeping, dete~io~ation, theft, inte~est on bo~~owed money 
used to pu~chase the invento~y, o~ the cost of capital used 
to invest inte~nal funds in invento~y pu~chases. Holding 
costs a~e dete~mined eithe~ as a dolla~ amount pe~ unit of 
invento~y o~ as a pe~centage of unit p~ice. 
Conside~ing holding (o~ ca~~ying) cost as a do1la~ 
amount, o~ as a pe~centage, impl ies that each additional unit 
of i nvento~y wi 11 i ncu~ the same amount of hoI di ng cost. 
Thus holding cost is 1 inea~. This is not necessa~ily a good 
assumption [13]. Existing wa~ehouse space may be sufficient 
to hold mo~e pa~ts, the~efo~e, wi th the addition of ten mo~e 
pa~ts the ~ental po~tion of ca~~ying cost pe~ unit would 
actually be ~educed. To minimize this effect ca~~ying cost is 
usually ave~aged ove~ the expected invento~y ~ange. 
O~de~ing costs a~e any costs associated with getting a 
pa~t into invento~y. These costs include dete~mining that an 
o~de~ is needed, deciding how much to o~de~, the pu~chasing 
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department's time and material to issue the order, the cost 
of monitoring the order, and the cost of receiving, 
inspecting, and moving the part into inventory (if the part 
is produced within the company the cost of machine set-up 
would replace the ordering cost in the model). Ordering costs 
are usually determined as a dollar amount per order. 
Both holding and ordering costs tend to be somewhat 
subjective in their determination. Most of the factors 
considered are hard to measure since they involve allocation 
of use and separation from other activities. They are also 
normally determined as averages over a given range instead 
of as marginal costs [4J. When using them for total inventory 
cost analysis these faults should be recognized and time 
spent verifying their reasonableness over the range of 
inventory expected. 
Shortage costs occur when an order cannot be filled due 
to insufficient stocK and the customer goes to another 
suppl ier to get the part. The obvious cost due to the lost 
profit from the sale may not be the most substantial co~t 
incurred. If the customer became dissatisfied to the point 
of never coming bacK then the real cost of the shortage is 
equal to the lost profit on the sales the customer would 
have provided in the future. In most cases shortage costs 
are hard to measure and as a result are even more subjective 
than holding or ordering costs. The costs associated with 
shortages in internal production requirements are much easier 
to measure. For example, the cost of shutting down a process 
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while waiting for another department to produce the necessary 
part can usually be forecast, since most companies have such 
cost data at their fingertips. 
Before leaving these general inventory concepts the 
topic of inventory classification should be discussed. 
H. Ford DicKie introduced the idea of the A-B-C approach to 
inventory classification [33. His research showed that 
inventories generally fall into a 80-20 pattern. That is to 
say, eighty percent of inventory value is tied up in twenty 
percent of the total number of inventory parts. As a result 
this twenty percent should receive closer attention than the 
balance of the inventory. He denoted this twenty percent as 
the "A" classification. "B" parts included the next thirty 
percent (by number) of the inventory parts and they accounted 
for fifteen percent of the inventory cost. "C" parts included 
the remaining fifty percent of the inventory and they 
accounted for five percent of the inventory cost. The actual 
numbers are not critical to the concept, the idea is that 
some inventory parts deserve more attention than others. In 
other words the cost of elaborate inventory controls may be 
justified for some parts, but may actually cost the company 
money if used on the entire inventory. Therefore, the A-B-C 
idea is to classify the inventory according to costs and 
apply controls according to actual benefits received. 
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Two-Bin Model 
By definition two-bin systems include any system that 
initiates a re-order when the inventory level falls to a 
pre-determined point [1]. The two-bin concept originated as 
the name impl ies from inventory systems that used two bins 
for each inventory part. The concept generally included a 
re-order card at the bottom of the first bin. All inventory 
needs were drawn from this bin and when the bottom was 
reached the card was turned in and an order was initiated to 
replenish the part. The second bin was used during the 
re-order period and it was sized to allow for expected 
inventory demand until the new order was received. 
While seemingly simple, this approach can be made as 
sophisticated as most any other method. The size of the bins 
can be determined by rough estimates, prior demand history, 
or even forecasted demand. Safety stocK and re-order point 
methods can also be used in the sizing of these bins. 
However, the typical use of this model today is for low 
annual cost inventory or "e" class parts. It can be used 
with or without inventory record Keeping, and as a result it 
can be a very cheap method of maintaining the right amount 
of low cost inventory items. The only disadvantages are its 
inabil ity to be an accurate record Keeping model and the 
re-order method rel ies solely on the human element·to turn 
in the re-order card. 
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Economic Order Quantity 
The economic order quantity is actually a very general 
name. There are at least six cases that govern its use [5J. 
The assumptions made about the characteristics that the 
inventory shows vary under each case. However, the goal 
behind each is the same: To determine the most economical 
order quantity by minimizing the annual costs associated with 
the inventory. 
The six cases are: 
1) No stockouts 
2) Backorders permitted 
3) Lost sales allowed 
4) Finite production rate (eg. economic lot size or ELS, 
or EOQ without instantaneous del ivery) 
5) Constraints on the inventory 
6) Quanti ty discounts allowed on orders 
No Stockouts 
This is the simplest and by far the most prevalent in 
actual use of all the cases. The basic assumptions are: 
1) Only one product is involved 
2) Annual usage is Known 
3) Usage rate is constant over time 
4) Order lead time is fixed and known in advance 
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5) O~de~s a~e ~eceived in a single del ive~y 
6) Cost of placing an o~de~ is the same fo~ any size 
o~de~ 
7) No quantity discounts 
8) No stocKouts 
Since all of the facts needed to meet demand a~e Known, 
the tot a 1 i nven tor·; .... cost cons i sts of on 1 y ca~~y i ng cost and 
o~de~ing cost: 
Whe~e 
TC = Annual ca~~ying cost + Annual o~de~ing cost 
= Q C + S F 
2 Q 
Q = o~de~ quantity in units 
C = ca~~ying cost in dolla~s pe~ unit pe~ yea~ 
S = demand in units pe~ yea~ 
F = orde~ cost in dolla~s 
G~aphing the total cost function with its ca~~ying cost 
and o~de~ing cost components shows that the minimum total 
cost occu~s whe~e ca~~ying cost equals o~de~ing cost 
(figu~e 1). The fo~mula fo~ the value of Q at which this 
minimum occu~s can be found by taKing the fi~st de~ivative 
of the total cost equation with ~espect to Q : 
TC = 
dTC 
dQ 
Q C + S F 
2 Q 
= t - S F 
2 Q"2 
Setting th i sequat i on equal to ze~o: 
o = t S F 
2 Q"2 
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C QA2 = S F 
2 
QA2 = 2 S F 
C 
[2 F] 1/2 Q .... = S C 
And since the second derivative is positive: 
d2TC 
dQ 
This is indeed a minimum point on th~ total cost curve. To 
understand how this EOQ model operates look at figure 2. This 
graph represents the ordering and usage cycle of one 
inventory part. The Q represents the order quantity and the 
:.lope of the 1 i ne betv . teen quant it>' Q and zero represents the 
constant usage rate assumed in this case. In looking at 
figure 3, a smaller re-order quantity Q means more orders 
would be needed throughout the year. The reverse is true for 
a larger Q, less orders would be needed (assuming all other 
factors remain the same). Also, since ordering costs were 
assumed fixed, this relationship impl ies that by reducing Q 
the annual order i ng cost wi 11 increase and the carryi ng co:.t 
will decrease. The reduced Q causes the need for more orders, 
thus more fixed ordering costs, and less on hand inventory, 
thus less carrying cost. Therfore ordering cost and carrying 
cost are inversely related and the optimum point occurs 
where they intersect. 
BacKorders Permitted 
By relaxing our assumptions and allowing stocKouts 
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several modifications must be made to the model. Figure 4 
shows the ordering and usage cycle for one inventory item 
operating under this new assumption. Clearly if no cost is 
associated with stockouts, then the cheapest pol icy would be 
to carry no inventory. However, as described earl ier, 
stockouts may cause the loss of the current sale and future 
sales due to customer dissatisfaction. To proceed wi th this 
case we assume that the cost of backorders has a fixed cost 
component and a variable cost component. The variable 
component varies with the length of time that the backorder 
remains unfil led. Therefore: 
l .. .Ihere 
Backorder cost = Fx + bet) 
Fx = the fixed component cost in dollars 
b = the va.r i abl e component cost in dc.ll ar'E. per un it of 
time 
t = the time it taKes to fill the ba.cKorder· <same units 
as b) 
The total cost for this model therefore includes the 
additional cost of the bacKorders. Ordering cost is 
determined as in the no-stocKout case, but carrying cost 
must be derived from figure 4, since the number of bacKorders 
(r) was introduced. As before, the total carrying cost is 
equal to the carry i ng cost (C) in doll ars per un it per year 
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multipl ied by the number of units in inventory during each 
cycle, which is then multipl ied by the average number of 
cycles per year. The carrying cost and number of cycles per 
year are readily determined. In order to find the number of 
units in inventory refer to figure 4. The area of triangle 
represents the number of units carried in inventory during 
one cycle and this quantity can be found through the 
integra t i on of the demand 1 i ne with respec t to time, from 
zero to time Tl: 
y = -S(t) + (Q-r) 
Where 
s = the rate of demand in units per year 
t = time in years 
Q = the order quantity 
r = the number of backorders 
Tl 
~ (Q-r-St) dt = Qt - rt - St A 2 2 
QTl - rTl - STI A 2 - 0 
2 
Tl 
o 
and Knowing that Tl = Q - r , then by substitution the area 
S 
of triangle (1) equals: 
(Q - r)A2 
2S 
The average number of cycles per year is equal to the 
demand rate, S, divided by the re-order quantity, Q, and 
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since C equals the carrying cost per unit per year, then 
total carryi ng CCI~.t is equa.l to : 
§. = C (Q - r)A2 
Q 2Q 
The backorder cost can be determined in a similar 
manner. The fixed component equals the fixed cost per unit 
backordered, Fx, mul tipl ied by the total number of 
backorders, r, that accumulate before the new order is 
received at time T: 
Fixed backorder cost = Fx * r 
The variable component is a function of the number of 
backorders and how long they are held. Referring to 
figure 4, the area of triangle 2 equals the number of 
backorders. Since the number of backorders is a positive 
number the area of this triangle can be found by integrating 
the 1 ine y= st, with respect to time from zero to T2: 
T2 T2 
5 St dt = St A2 
020 
S(T2)A2 - 0 
2 
and since T2 = ~ , the number of backorders reduces to: 
-L.:.£ 
2S 
S 
Then multiplying this by the variable cost component, 
b, the variable backorder cost for one cycle equals: 
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Then the total bacKo~de~ cost equals the fixed 
component added to the va~iable component and the sum 
multipl ied by the ave~age numbe~ of cycles per year, 8/Q: 
.§ • ( F r + b ~~2 ) = 1. ( FrS + b r~2 ) 
Q 28 Q 2 
Toted inventory cost is. then: 
Total Cost = Ordering + Carrying + BacKorder 
= S F + C (Q - r·)A2 + 1. (F r' S + b r· A 2) 
Q 2Q Q 2 
TaKing the first derivative of this equation with 
~espect to Q, setting it equal to zero and solving for Q 
y i e 1 ds.: 
Q = [b ~ C f/2 ] 1/2 F - (F>~ S)~2 C(b + C) 
and b#O 
This equation represents the value of Q where total 
cost is a minimum, given that bacKorders are permissable and 
have a Known cost [5]. While appearing ~ather complex this 
equation is actually very wo~Kable. 
Lost Sales Allowed 
The lost sales case follows the bacKorders permitted 
case since in ~eal ity some bacKo~ders end up as lost sales. 
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To visual ize this case refer to figure 5. The number of lost 
sales is equal to: 
Where 
TJ' = the amount of time demand is not met 
= the annual demand in units S 
Letting u equal the cost of a lost ~.ale, not including the 
lost profit, and f equa.l the fraction of time that the 
~.ystem is out of stock then the average annua.l profit, P, is 
equal to: 
P = S*unit profit margin*<l-f) - u*S*f -
(ordering + carrying cost) 
[5] 
and if U equals the total cost of the lost sale (including 
the lost profit margin): 
U = u + per unit profi t margin [ 5] 
Then the total cost of the inventory under these conditions 
can be defined a e: • 
-. 
TC = ordering cost + carrying cost + lost sales cost 
From earl ier derivations the carrying cost equals: 
And from figure 5 the average order cycle is: 
T = (Q/S) + TJ' = Q + S TJ' 
Therefore the average number of cycles per year is: 
§. = _..;:;.S __ 
T Q + S TJ' 
And since the cost of lost sales is: 
U TJ' S 
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Then: 
TC = S F + C QA2 * S + U T' 8 * S 
Q + S T/ 28 Q + S T' Q + S T' 
= S F + C QA2 + UT'SA2 
Q + S T' 2(Q + ST') Q + ST' 
To find the quantity Q fo~ which total cost is a 
minimum ~equi~es taking two de~ivatives of this total cost 
equation and maKing several substitutions. Fi~st, taKing the 
de~ivative of total cost with ~espect to T', setting it 
equal to ze~o, and then solving fo~ Q: 
[ 1/2 Q = U S + (US/C)A2 - 2SF/C ] C 
= U S + [ (US)A2 - 2SFC ]1/2 eq . 1 C 
If (US)A2 < 2FSC then the sol uti on i -:. not a r·ea 1 nlJmber-
and should be igno~ed (squa~e ~oot of a negative numbe~). If 
(US)A2 > 2FSC then: 
u~ > [ (uS)"2 - 2SFC ]'/2 eq.2 
And taking the de~ivative of total cost with ~espect to Q: 
-SF + C(Q)A2 - UT'(S)A2 + CQST' 
2 
And substituting fo~ Q with 
ST' = -U~ ~ [ (US/C)A2 
equation 1: 
1/2 
- 2SF/C ] 
Howeve~, ~efe~~ing to equation 2, the US/C te~m outweighs 
the ~emainde~ of this equation and T' will be less than ze~o 
fo~ all cases. As a result the optimal T' is ze~o, since 
(US)A2 > 2FSC impl ies that the cost of ope~ating the system 
wi th no lost sal es is equal to o~ 1 ess than the cost of 
ope~ating with any lost sale. 
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In the special case whe~e (US)~2 = 2FSC any value of T/ 
is optimal since the cost of ope~ating the system with no 
lost sales equals the cost of ope~ation unde~ any level of 
lost sales. 
The~efo~e, when (US)~2 > 2FSC it is neve~ optimal to 
ope~ate with any lost sales and the EOQ model f~om the 
no-stockout case should be used [5J. 
Finite P~oduction Rate 
In all p~evious cases o~de~s we~e assumed to a~~ive 
complete and all at one time. In this case o~de~s a~e 
~eceived one pa~t at a time until they a~e complete. The 
finite production ~ate becomes mo~e appl icable fo~ parts that 
a~e p~oduced in one depa~tment fo~ use in anothe~. As the 
name impl ies the ~ate of p~oduction has a finite value and 
~e-o~de~s which we~e ~eceived instantaneou~ly in earl ie~ 
cases a~e no longe~ pa~t of the model. To fully unde~stand 
this look at figu~e 6. 
The production time needed fo~ this pa~t is Tp. The 
p~oduction ~ate is P and the slope of the 1 ine du~ing 
invento~y buildup is equal to the p~oduction ~ate minus the 
usage ~ate, S. Once the p~oduction is complete the cycle 
takes on the famil ia~ p~ofile of all p~evious cases. The 
slope of this descending 1 ine equals the usage ~ate, -So The 
p~oduction ~ate must be g~eate~ than the usage ~ate 
othe~wise the invento~y wi1l not build back up to the 
desi~ed level. 
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From figure 6, the length of time necessary to produce 
one lot is Tp and: 
Tp = Q 
P 
And since the equation of the I ine during production is: 
Q = <P - S)t 
Where 
t = time in units corresponding to P and S 
Then the maximum on hand inventory (the peaks in figure 6) 
i=. equal to: 
<P - S)Tp 
And substituting Q/P for Tp: 
<P - S)(Q/P) = (1 - S/P)Q 
Therefore the total co=.t equa.tion. in this case equa.ls: 
TC = SF/Q + CQ/2(1 - S/P) 
And to find the value for Q where total cost is a minimum, 
take the first derivative with respect to Q and set it equal 
to zero: 
o = -SF/Q A 2 + Cel - S/P) 
-2 
And solving for Q: 
1/2 
Q = [2SF * P ] 
C P - S 
Which is the same solution as that obtained in the 
no-backorder case except for the factor: 
Therefore the EOQ of the finite production case equals the 
EOQ of the no-stocKout case multipl ied by the above 
production-demand factor [5][11]. 
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Constraints on the Inventory 
The idea of constraints on an inventory system begins 
to taKe on meaning when more than one part is stocKed. As 
more parts are stocKed, competition between these parts for 
floor space and investment dollars occurs. When just one 
part is stocKed the only decision necessary is whether to 
order the economic order quantity for that part, or not. Of 
course this decision is based on the constraints mentioned 
above, however, it is a single, straightforward decision. 
When more parts are present this decision becomes more 
difficult. If the constraints on the inventory do not allow 
the ordering of the economic order quantity for every part 
then what is the optimal decision? 
Floor Space 
In this cas~ a 1 imit exists on the amount of floor 
space available for the inventory. The problem is how to 
allocate this space to the various parts. Assuming that n 
items are stocKed, one unit of item j requires fj square 
feet,the total floor space available is f, and no 
bacKorders or lost sales are allowed, then: 
Where 
n 2: fj * Qj = fl * Ql + ••• + fn * Qn <= f 
j=1 
Qj = the order quantity for item j 
The average annual variable cost would be the same 
equation derived earl ier, but taKen for j=l to n: 
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eq. 1 
n 
=2: 
j=1 [ 
Sj F j + Qj Cj ] 
Qj 2 
eq. 2 
Minimizing this equation results in the standard economic 
order quantity equation: 
1/2 
Qj = [ 2~j F J ] ,j = 1 , ••• ,n e q. ::: 
and if the order quantities for each part, as determined by 
equation 3, satisfy equation 1 then they are optimal. 
However, if these scdutions are not feasible, then a 
Lagrangian multipl ier technique is used. Equation 2 is 
modified with the Lagrangian multipl ier z: 
n 
J= L. 
j=1 [ 
SJ F J + Qj Cj ] + z [± f j Qj - f ] 
Qj 2 j=1 
eq. 4 
The partial derivatives of this equation with respect to Q 
and z ar·e: 
dJ = 0 = 
dQj 
n 
§.1£1. + £l. + zfj , j=1, ... ,n 
Q . .i "'2 2 
dJ = 0 = ~ fjQj - f 
dz j=1 
Solving for Q yields: 
eq. 5 
eq. 6 
-1 1/2 
Qj = [ 2Sj F j (Cj + 2z f j ) ] ,j = 1 , ••• ,n e q. 7 
which is the optimal Q for equation 4. Then substituting 
equation 7 for Q in equation 6: 
n 
~ fj 
j=1 
-1 
[ 2Sj F j (Cj + 2z f j ) eq. 8 
This equation can then be used to solve for the Lagrangian 
mu 1 tip 1 i e r z. 
The method for solving a floor space constrained 
pr~blem is as follows: 
1) Determine the EOQ for each part using equation 3. 
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2) Check the resultant Qs in the constraint equation 
(equation 1). If the equation is satisfied then these 
are the optimal Qs. If not proceed to step 3. 
3) Solve equation 8 for' the lagrangian multiplier, z, 
all other variables are known. 
4) Calculate each Q using equation 7 and the lagrangian 
multiplier, z, found in step 3. These Qs will be the 
optimum order quanti ties [5]. 
Investment Constraint 
When an upper 1 imit, D, is placed on the amount of 
investment dollars allowed for the total inventory the 
al location between parts is similar to the floor space 
problem. In this case Ej, the unit cost of part j, is 
Introduced and the constraint is written: 
n 2:' EjQj <= D 
j=1 
eq. 9 
The average annual variable cost equation, equation 2, is 
modified with the lagrangian multipl ier, z, and the 
investment constraint variables: 
n 
J = L 
j=1 [ 
§J.£l + QJ.£,L ] + z [~ Ej Qj - D J" 
Qj 2 J=1 
The partial derivatives are: 
d . .J = 0 = 
dQj 
n 
SjFj + £.L + zEj 
QjA2 2 
~; = 0 = 1=1 EjQj - D 
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, j=I, ..• ,n 
eq • 10 
eq.ll 
eq .12 
and solving fo~ Q: 
Qj = [ 
-1 
2SjFj (Cj + 2zEj) , j=l, ..• ,n eq.13 
Which is the optimum Q fo~ equation 10. ihen in o~de~ to 
solve fo~ z, substitute equation 13 fo~ Q in equation 12: 
n 
L j=l [ 
-1 
Ej 2Sj F j (Cj + 2z Ej ) J
1/ 2 
- D eq.14 
The method fo~ solving an investment constraint p~oblem 
is similar to the floor space problem:· 
1) Dete~mine the EOQ fo~ each part using equation 3. 
2) Check the ~esultant Qs in the const~aint equation, 
equation 9. If the equation is satisfied then these 
are the optimum Qs. If not p~oceed to step 3. 
3) Solve equation 14 for the lag~angian multipl ie~, z. 
4) Calculate each Q using equation 13 and the 
lagrangian multipl ie~, z, found in step 3. These Qs 
will be the optimum o~de~ quantities [5J. 
One additional const~aint that ~equires no fo~mal 
mathematical model is minimum o~de~ quantities. Many vendo~s 
set minimum o~de~ requi~ements. The~efore, afte~ solving fo~ 
the optimal Q's, the quantities must be checked against the 
vendor's minimum order ~est~ictions. 
Solving these const~aint p~oblems is ~elatively easy, 
however, if more than one const~aint is active the 
computations become mo~e complex. Also there a~e othe~ 
constraints that may have to be dealt with besides the 
typical ones desc~ibed he~e. In eithe~ case the p~oblems a~e 
solvable, but may ~equire more caculations [5J. 
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Quantity Discounts 
This special case of the EOQ model el iminates 
assump t i on number seven. All of the tota 1 i nven tory cost 
equations up to this point have had no unit price component. 
The reason for this was that assumption seven made this 
value a constant. Therefore in determining minimum order 
quantities its inclusion was unnecessary and would only 
compl icate the equations needles~.1>' (taking the fir~.t 
derivative of the total cost function el iminates constants). 
Now having dropped this assumption a unit price component 
must be added. The total cost equation must now include unit 
price, P, multiplied by annual demand, S: 
TC = QC + SF + PS 
2 Q 
To visual ize how this would change the total cost curve 
refer to figure 7. Each total cost curve is graphed based on 
the unit price. Since there are three unit prices, two price 
breaKs, there are three total cost curves. Only the sol id 
1 ine portion of each total cost curve is possible. For 
example, in the no discount case (top curve) the range over 
which this is val id is from quantity zero to the first price 
breaK. It follows that the second curve from the top is 
relevant from the first price breaK to the second and the 
third curve is only useable after the second price breaK. 
To determine the optimal order quantity in this case 
requires the understanding of the method used to determine 
the carrying cost. Starting with the no stockout case the 
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carrying cost, C, was assumed to be in the units: dollars 
per unit per year. This is the constant cost case. For 
example, the carrying cost may be two dol lars per unit per 
year. Another method commonly used is to state carrying cost 
as a percent of purchase price. 80th methods are used in 
practice and the choice of which one to use is usually based 
on the type of inventory involved. To change the derivations 
only requires changing the definition of C and adding the 
new variable P: 
Where 
C = Carrying cost as a percent of inventory value 
P = Purchase price per unit (of the inventory part) 
Then substitute CP for C in all equations. 
This methodology makes a difference in the quantity 
discount case and a different procedure for determining 
economic order quantity is required depending on which 
method is being used. The price breaKs, different prices for 
different order quantities, causes the problem. Under a 
constant dollar per unit carrying cost the unit price does 
not affect the carrying cost curve. However, under the 
percentage method the carrying cost curve is different for 
each price (eg. carrying cost at the one dollar price break 
is different from the two dollar base price, CC=10%, 
CC1=.1*1 and CC2=.1*2). 
The results can be seen by comparing figure 8 and 9. 
Looking at figure 8, the constant dollar carrying cost 
generates only one carrying cost curve for all three prices. 
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As in figure 7, these three prices result in three total 
cost curves. However, since there is only one carrying cost 
curve and hence one intersection with the ordering cost 
curve, then there is only one optimal order quantity. The 
minimum point on each total cost curve occurs at the same 
quantity, Q. 
If carrying cost is determined as a percentage of unit 
price, then for each of the three prices in figure 8 there 
is a different carrying cost curve as shown in figure 9. As 
a result there are three intersections with the ordering 
cost curve and a different minimum point on each of the 
three total cost curves. 
The method for determining the optimal order quantity 
under a constant carrying cost approach is as follows: 
1) Compute the EOQ (only one for each different price, 
figure 8). 
2) Determine which total cost curve is relevant at this 
point, remembering that each curve is val id only for one 
price. 
3) If this curve is also the lowest price curve then 
this is the optimal quantity. 
4) If one of the other curves is the relevant one at 
this EOQ then compute the total cost at the EOQ 
determined in step 1 and at all price breaKs for lower 
cost curves. The quanti ty that yields the lowest total 
cost is the optimum order quantity [lll. 
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If the ca~~ying cost is dete~mined as a pe~centage of 
unit p~ice then the method fo~ dete~mining the optimal o~der 
quantity is as follows: 
1) Compute the EOQ fo~ each p~ice ~ange sta~ting with 
the lowest cost cu~ve. Stop when the EOQ dete~mined 
falls into the ~elevant ~ange fo~ the given cu~ve. 
2) If the EOQ fo~ the lowest p~ice falls into the 
~elevant ~ange fo~ the lowest total cost cu~ve then this 
is the optimum o~de~ quantity. If not, dete~mine the 
total costs for this quantity and and all p~iceb~eaKs on 
lowe~ cost cu~ves. The quanti ty that Yields the lowest 
total cost is the optimum o~de~ quantity [lll. 
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Re-order Point 
Under the deterministic view the re-order point 
decision is very simple. With constant usage and lead time 
the re-order point is simply the usage rate multipl ied by 
the lead time. Since there is no variability in either 
number the calculated re-order point will provide for the 
exact inventory necessary during the lead time period (see 
figure 2). It is here that the weaKness of the deterministic 
assumption becomes more apparent. As with the order quantity 
models the annual demand can only be forecast with some 
probabil ity, however, the re-order point introduces a 
similar problem with the lead time variable. Vendors, 
whether they are other companies or departments within the 
same company, do not usually have fixed lead times. 
Production rates may vary or other problems may arise 
causing lead times to fluctuate. 
The idea of having two quantities that are stochastic 
in nature is compl icated by the fact that the degree of 
accuracy wi th which they are forecast will have significant 
influence over the company during the critical lead time 
period. StocKouts or too much inventory, each having 
significant costs, are possible if the forecast is not 
correct. With the order quantity models the cost of error is 
tied primarily to carrying costs and ordering costs. While 
stocKouts are possible they are not as 1 ikely to occur when 
the inventory being carried is at this higher level (see 
figure 2). The quantity, Q, being carried between the point 
41 
of receiving the order and placing a new one is at its 
highest level. Once the re-order point has been reached the 
inventory is at a much lower level. Inaccuracy in the 
re-order point determination is therefore much less 
tolerable. StocKouts, lost sales, and the resultant 
deterioration of customer good\,J..'ill are more likely. 
The concept of safety stock was introduced to help cope 
with this problem. On the surface this can be a very simple 
tool. Managers can estimate demand and lead time in order to 
come up wi th a re-order point and then multiply this number 
by a safety factor. A very conserva.tive method might be .to 
use a factor of two. Thus the safety stocK would be equal to 
the expected demand during the lead time period. Demand 
would h~ve to be two times the expected amount in order to 
cause a stocKout. Even if the demand and lead times are 
determined from the mean of some historica·l probability 
distribution this method is not very sophisticated. The model 
is still relying on intuition or a rule of thumb to determine 
the safety stocK. 
With the introduction of service level criteria safety 
stocK can become a very manageabl e concep t. Serv i ce 1 eve 1 is 
the probabil ity that demand will not exceed the on-hand 
inventory during the lead time. The complement of service 
level is stocKout risK: 
Service level = 1 - Stockout risK [11l 
The selection of a service level allows the manager to 
quantify his approach to safety stocK and re-order point 
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selection. Service level selection can be based on stockout 
costs, if they can be real istically quantified, or on what is 
typical in the industry, or on the image the company wants 
to build with regard to customer service. 
Safety stock is directly related to the service level. 
If the service level is raised, thus decreasing the stockout 
risk, then the safety stock will increase. Due to the 
stochastic nature of this model safety stock will also 
depend on the variabil ity of the demand rate and lead time. 
The more variabil ity in either of these components, the more 
safety stock necessary for any given service level [llJ. 
There are four models possible for re-order point 
determination. The first, constant demand and lead time, was 
explained at the beginning of this section. The other three 
are: 
1) Variable demand rate - constant lead time 
2) Constant demand rate - variable lead time 
3) Variable demand rate - variable lead time 
The theory behind these stochastic models has been 
attributed to R.W. Wilson, who introduced the 
following equation in 1934 [10J: 
Where 
P=RL + z~ 
W 
P=the re-order point 
R=total annual demand 
L=lead time 
W=the number of days that experience demand 
z=the number of standard deviations for the desired 
service level 
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~=standard deviation of variabil ity in demand and/or 
lead time 
This equation forms the basis from which the following three 
models were derived. While any probabil ity distribution is 
possible, for this paper the normal distribution will be 
assumed and the equations will be derived based on this 
assumption. This is generally a good assumption for demand, 
hciwever, lead time distributions tend to vary wi th the type 
of industry. 
Modell: Variable demand rate - constant lead time 
The information necessary to solve for the re-order 
point under this model includes the lead time and the means 
and standard deviations of daily demand data. Each day 
during the lead time is assumed to have probable demands 
that can ~e described by a normal distribution. If this is 
true then the sum of the means for these days will equal the 
mean for the total demand distribution during the lead time. 
The standard deviation of this total demand distribution 
wi 11 be the square root of the sum of the daily variances, 
assuming the daily demands are independent [llJ. The equation 
for the re-order point will be: 
Where 
ROP = Expected demand during lead time + safety stocK 
1/2 
= dLT + z Sd (LT) 
d=average demand rate 
LT=lead time 
[ 1 1 J 
Sd=Standard deviation of the demand rate 
z=the number of standard deviations determined 
from the service factor and the Standard Normal 
Curve 
The safety stocK component of the above equation uses z 
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to describe the number of standard deviations above the 
expected demand that will be allowed for. If z=O then from 
table 1 the service level would be fifty percent. A service 
level of ninty-nine percent would require a z of 2.33. This 
means that to insure a ninty-nine percent probabil ity that 
demand will not exceed supply, a safety stock of 2.33 times 
the standard deviation of demand would be needed. 
Model 2: Constant demand - variable lead time 
In this model the lead times possible will form the 
normal distribution and the demand will be assumed to be 
constant. Since for any order cycle there is only one lead 
time there will only be one expected lead time (mean) and 
one standard deviation [llJ. Therefore to obtain the re-order 
point requires only the multipl ication through by the 
constant demand rate: 
ROP = dLT + zdSLT [ 1 1 J 
Where 
d=constant demand rate 
LT=expected lead time 
SLT=standard deviation of lead time 
z=standard deviations desired for the service level 
As in the case of variable demand rates the service 
level can be chosen and a z value determined from table 1. 
The above equation can then be used to determine the re-order 
point necessary to meet the desired service level. 
Model 3: Variable demand rate - variable lead time 
Since both demand and lead time are variable the 
expected total demand during the lead time period is equal 
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to the expected demand rate multipl ied times the expected 
lead time: 
d * LT 
Where 
d=expected demand 
LT=expected lead time 
The standard deviation of total demand would equal the 
square root of the sum of lead time variance and demand rate 
variance. In the two previous cases only one variance needed 
consideration since at least one term was assumed constant 
[Ill. For this case: 
Standard deviation = [ S ·2 + S 
demand 1 ead time 
and from before: 
S 
S 
= Sd [LT ] 1/2 
demand 
= dSLT 
1 ead time 
By substitution: 
Standard deviation = [ LTSd·2 + d·2SLT A 2 J 1/ 2 
And the re-order point equation will be: 
]
1/2 
·2 
[ ]
1/2 
ROP = dLT + z LTSd·2 + d·2SLT·2 [11] 
As before a service level can be chosen and a z value 
determined from table 1. 
With any of these models the selection of this service 
level is completely user determined. Besides this, the user 
must only maKe a decision about the model to use. Once this 
is done the process for re-order point selection becomes very 
mechanical. If the user feels that customers are not being 
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satisfied, then adjustments to the service level can be made 
quicKly and easily. 
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Mate~ial Requi~ements Planning 
The mate~ial ~equi~ement planning (MRP) model is 
designed specifically fo~ dependent demand invento~y. T~ying 
to use an EOQ model in conjunction with a ~e-o~de~ pOint 
model fo~ dependent demand invento~y maKes the assumption 
that a pa~t will become a ~equi~ement when its ~e-orde~ 
point is reached [6J. The p~oblem is that this may have 
nothing to do wi th actual ~equirements. MRP was developed to 
deal directly with this p~oblem. Whe~e the EOQ/~e-orde~ 
point models use histo~ical demand, ~egression analysis, 
forecasts, or a combination of these to determine future 
demand,' MRP uses future demand as determined by the master 
production plan [7]. This production plan is derived f~om the 
master schedule for all upcoming jobs. In order to plan for 
this demand each job is broKen down into its component parts. 
These can be basic inventory parts or othe~ sub-assemb1 ies. 
If there are sub-assemb1 ies then these too will have to be 
broKen down into their component parts. Each job or 
sub-assembly will therefo~e have a bi 11 of mate~ials showing 
this b~eakdown and this data will be used to checK inventory 
and initiate o~de~s as necessary. 
Master Schedule 
This schedule is simply the maste~ plan showing when 
the final end p~oducts are ~equi~ed and when and how many 
pa~ts or assemb1 ies will be needed to manufactu~e them. It 
is segmented into app~op~iate time pe~iods based on the type 
of business. This can be days, if o~de~s and p~oduction can 
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occur this quickly, or weeks, etc. Usually this time horizon 
will include larger time segments beyond the immediate 
planning period. For instance, if planned ordering and 
production is normally done in a six week time frame, then 
beyond this six week period time segments in months may be 
used to show tentative plans. Whatever time segments are 
chosen they must match the business and its planning 
environment. 
While this concept is simple, it can become very 
compl i cated wi th a product that consi sts of ma.ny other parts 
and sub-assembl ies. The master schedule is based on the time 
required to produce, or order, all of the parts that are 
needed, as well as, the time to put these parts together to 
produce the final product. The production plan is a subset 
of the master plan. It shows how the pieces fit together. It 
defines which ones, how many, and when the parts are needed. 
Bill of Materials 
To carry the production plan any further the bill of 
material (BOM) must be introduced. The BOM breaks down the 
end product into its parts and sub-assembl ies and its 
sub-assembl ies into their parts. This is often termed an 
"explosion" of the product into its component parts, thus 
the term, "exploded bill of materials". Until this i~. done 
the required parts and thus the necessary time to produce 
the end-product will remain unknown. As a result the master 
schedule will also remain incomplete. 
The BOM is one of the most critical elements in the MRP 
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model. Once it is complete the master schedule can be 
finished and inventory can be checKed for the availabil ity 
of parts. Its accuracy affects every phase of the model. 
Inventory Records 
Once all of the BOMs are Known and the master schedule 
is set, the inventory system must be checKed for its abi 1 ity 
to meet this demand. If necessary, orders for parts will be 
issued with allowances made for vendor lead times to insure 
the timely receipt of parts for production. Every effort 
must be made to avoid the costly out-of-stocK situation. 
In order to accompl ish this the inventory records must 
be accurate. Enough detai 1 on time period demand and supply 
must be available. In other words if twenty units of part X 
are needed next weeK, thirty the following weeK, and ten the 
weeK after that, then the system must be capable of 
determining if the third weeK's supply wi 11 meet the demand 
or not. Every aspec t of the MRP mode 1 is geared tOIA1ard:. time 
period requirements. 
Ordering Methods 
When the determination is made that inventory must be 
ordered the manager has another decision to maKe. This 
decision is somewhat easier than the one described earl ier in 
the EOQ model. From the master schedule and production plan 
the manager alreadY Knows when the inventory will be needed. 
However, he still must decide when and how much to order. 
The vendor lead time history and the associated probabil ity 
distribution can be used to decide when to order. The mean 
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lead time may be an adequate choice if the distribution is 
tight. If the distribution is normal the selection of a 
confidence interval may provide the best results. For 
example, to be sixty-eight percent confident would require 
selecting a lead time equal to the mean plus one standard 
deviation. This choice would have to be made based on the 
vendor and the cost associated with a late order. 
The type of inventory part, how it is used, and vendor 
order requirements will help determine how ~uch to order. If 
the part is frequently used in many of the company's 
products the manager may want to stock it and therefore 
order the most economical order quantity. With this approach 
the manager must study the situation and gather data in 
order to use one of the EOQ models. 
If the part is not used frequently and the cost of 
carrying it could not be justified, then the lot-for-lot 
approach may be used. This entails ordering only the amount 
necessary for the order or orders in question. This method 
may be restricted by minimum order quantities imposed by the 
vendor. If only thirty parts are needed, but the vendor 
requires a fifty part minimum, then some parts will have to 
be held in inventory. 
Regardless of the ordering method chosen, the goal is 
the same as it was with the EOQ models. Minimize the costs. 
Safety StocK 
Another consideration with any MRP system is whether or 
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not to maintain safety stocK for the parts used in the 
operation. Of course this only refers to parts where the 
decision to inventory them has already been made. To looK at 
this problem refer to the earl ier description of the JIT 
model. Safety stocK wi 11 pa.d the system. I t wi 11 hel p cover 
up problems such as poor qual ity, bottlenecKs in production, 
and vendor lead time variabil ity. By al lowing safety stocKs 
the manager not only avoids solving the real problems, but 
he also introduces inventory cost that MRP is designed to 
reduce. 
In real ity the manager may have to allow safety stocKs 
on parts that have some of the problems stated above. 
However, his goal should be the el imination of these 
problems over time so that the full advantage of MRP can be 
real i zed. 
End Product Demand 
MRP deals with dependent demand inventory. However, the 
end products manufactured under this system (cars, radios, 
etc.) may be subject to independent demand. Therefore, to 
implement a MRP system successfullY the end-product demand 
must be studied, too. If this demand is independent then the 
methods described in the EOQ section are appl icable. 
Historical data, regression analysis, forecasts, or a 
combination of these can be used to describe this independent 
demand. The accurate determination of this demand is just as 
critical for MRP as any other model. 
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Implementation Systems 
Anothe~ va~iation which is c~itical to the mechanical 
ope~ation of a MRP system is the method of t~acKing the 
pa~ts and o~de~s (p~oduction jobs). The th~ee methods a~e: 
1) Allocation systems, 2) Consumption systems, and 3) 
Cumulative systems [2J. 
Allocation systems use the o~de~ numbe~ to Keep t~acK 
of mate~ial activity. A bill of ma.te~ial is developed fo~ 
each o~de~ and a "picK list" is usuallY gene~ated. The "pick 
list" is used to pull the necessary pa.rts from inventory. 
Ma te~ i ali s ~e 1 i eved from wo~K- in-process by the c los i n9 of 
the orde~. This system is approp~iate fo~ job-shop 
envi~on~ents. However, it requires a large numbe~ of 
t~ansactions and the pa~ts must be pulled accu~ately fo~ 
each o~de~ [2J. 
Consumption systems issue all pa~ts to a 
wo~k-in-p~ocess pool. As an end p~oduct is completed it 
passes out of the production a~ea and at that time the 
assoc i a ted bill of rna te~ i ali s used to dec~ease the 
wo~k-in-p~ocess pool. This method ~equi~es less 
t~ansactions, howeve~, the bill of mate~ial must still be 
accu~ate. If any change is made to the p~oduction p~ocess 
the bill of mate~ial must be changed to ~eflect the change o~ 
the wo~k-in-p~ocess pool will be inco~~ect [2J. 
Cumulative systems cove~ up the detailed floo~ status 
of pa~ts in p~oduction. All ~equi~ements a~e additive. Bills 
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of material are "exploded" into single level bills for end 
items. The single level bills of material require the 
production of certain parts directly into inventory without 
regard for the original bill of material. In other words 
parts are made according to the original bill of material, 
but instead of being tracKed by that bill, they go directlY 
into inventory when produced. This system is used in the 
repetitive manufacturing environment [2]. 
Closed Loop MRP 
The MRP model described so far cannot verify the 
feasibil ity of the Master Schedule. For instance, plant 
capacity could be such that the schedule is not possible. 
Closed Loop MRP tests for this condition and thus completes 
the schedul ing loop. 
The master schedule is derived from customer needs and 
plant capabil ities. Once a schedule is made and purchase 
orders and production set into motion, capacity problems will 
be quicK to surface. To avoid this problem Closed Loop MRP 
taKes the schedule and runs a simulation to determine if 
plant capaci ty will allow it. If not, production orders must 
be given priorities and the schedule ammended. When the 
simulation worKs satisfactorily the schedule can be locKed 
in and all aspects set into motion. 
While the obvious problem of overschedul ing is 
corrected with this feedbacK system, underschedul ing can 
also be spotted. As a result plant efficiency can be raised 
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by changing the schedule to better util ize available 
capacity. 
The Closed Loop concept can also help point out what 
areas in a plant are causing bottlenecks. With this 
Knowledge the planner may be able to el iminate the 
bottleneck and allow the schedule to proceed as is. This may 
require the use of overtime, employees from other areas of 
the plant, or resources outside of the plant [6l. 
One of the Key considerations with any MRP system is to 
remember that MRP does not solve problems, it Just tells 
managers what the problems will be and when they will occur. 
Then, if the information is received far enough in advance, 
the managers can react to and hopefully solve them [13l. 
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Ap P 1 i cat i on 
Classification of Invento~y 
The invento~y at H&J can be divided into th~ee classes. 
While not co~~esponding exactly to the 80-20 patte~n that 
Dickie p~oposed, each class does va~y in its cost and 
impo~tance to the company's p~ofits. So the idea behind 
D i c k ie's p ~ op osa lis ap p 1 i cab 1 e • 
The class C pa~ts a~e stocKed in ~elatively la~ge 
quantities, yet they a~e ve~y inexpensive. These pa~ts 
include the standa~d sc~ews used in p~oduction, aluminum 
c 1 i ps fo~ the sto~ef~on t p~oduc t, and the vinyl and neop~ene 
pa~ts that a~e used by the custome~ du~ing glass 
installation. Exhibit 1 shows the typical quantity and total 
cost of these pa~ts ($10,211). Of the no~mal $230,000 
invento~y this ~ep~esents a ve~y low pe~centage <4.4 X). 
Howeve~, due to the la~ge quantities an excessive amount of 
time can be ~equi~ed fo~ pe~iodic physical counts of these 
parts. 
Class B pa~ts include the 60, 72, 74, and 80 thousand 
se~ies parts. They typically amount to $112,000 which is 49 % 
of the tot a I i nven tory. These items are easy to mon i tor and 
count since they a~e stocKed in one thousand pound bundles 
and steel c~adles. 
Class A pa~ts a~e st~ictly non-stock invento~y. These 
pa~ ts amoun t to 45.6 % of the tota 1 i nven tory, o~ 
app~oximately $106,000. Since their value and phYSical size 
are about the same as the class B parts, this distinction is 
based solely on the type of pa~t. In addition to being 
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non-stocK parts, these parts are the only parts governed by 
dependent demand alone. The distinction between class A and 8 
parts will allow the implementation of inventory models to be 
done by class. 
Two-Bin Inventory 
All of the class C parts fit generally held two-bin 
cri teria. They are relatively cheap and held in large 
quantities. The screws and cl ips are currently operating 
under the two-bin model. The vinyl and neoprene, while 
exhibiting similar cost and quantities, are grouped with the 
class B parts in the existing "intuitive" re-order point 
model. 
Physical inventories of the vinyl and neoprene parts 
have resulted in typically large adjustments. The re-order 
point system cannot work in such an environment. To correct 
this problem either more time can be allocated to monitor 
these parts or a two-bin system can be implemented. Since 
the two-bin system is working for the screws and cl ips, and. 
these parts are very similar to the vinyl and neoprene 
parts, the two-bin model should be appl ied. More monitoring 
costs cannot be justified if good results can be obtained 
from the less costly two-bin system. 
The vinyl and neoprene parts are purchased in boxes of 
500 feet, therefore a modified two-bin system is in order. 
An X-box system needs to be calculated, where X is the 
number of boxes left when an order should be placed. To 
calculate X initially requires demand and lead time data. 
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Currently the only data available is annual demand and 
individual order lead times for the year 1987. Using this 
data and a relatively large safety factor (2) the X-box 
quantities were calculated and the results plus a sample 
calculation are shown in exhibit 2. The safety factor is 
large since the parts are inexpensive. To complete the 
two-bin model the re-order cards will be attached to the X+l 
box so that when it is used and the card turned in there will 
be X boxes left. 
By using this method both monitoring cost and the 
chance of stockout should be reduced. 
Economic Order Quantity 
The class B inventory is primarily subject to 
independent demand. However, there is some use of these parts 
in the manufactured products of the company. Therefore it is 
subject to some dependent demand also. The decision to stocK 
these parts is based on the independent demand, but because 
of the two types of use total demand must be determined from 
both. The current ordering pol icy is based on the weight per 
foot of the part. Parts are ordered in either 500 or 2000 
pound quantities. If the part is small, low weight per foot, 
a 500 pound order is used. In this case if the 2000 pound 
quanti ty was ordered the number of pieces received would be 
very large. A more quantitative method that weighs both 
holding costs and carrying costs would be a much more 
logical method than this one. 
Looking at the various EOQ models described earl ier, 
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some are not appl icable. Backorders seldom occur because of 
the many alternate sources of supply for class B parts. 
Therefore~ the company does not keep records of backorders 
nor does it try to calculate their costs. 
Considering the Lost Sales Model refer to exhibit 3. As 
described earl ier allowing lost sales is generally costly 
unless the equation, 
Where 
2FSC=(US)Z 
F=fixed ordering cost 
S=annual demand (usage) 
C=carrying cost in dollars per unit 
U=total cost of the lost sale 
is val id. While the company has not defined the cost of the 
lost sale, U, it is readily apparent from the examples in 
exhibit 3 that the demand variable provides enough weight to 
suggest that the equal ity is not a val id concern at H&J. 
The quantity discount model is not appl icable either. 
The vendors for class B parts do not offer price breaKs for 
the purchase of higher quantities. This leaves three models 
that will be appl ied to the class B inventory: 1) the No 
Stockout Model, 2) the Finite Production Rate Model, and 3) 
the Constraints on the Inventory Model. 
No Stockout Model 
This model appl ies to the 60, 72, and 80 thousand series 
parts. The cost of carrying and ordering these parts must be 
determined first. Exhibit 4 shows how the carrying cost was 
determined. All costs associated with maintaining the 
inventory were considered and appropriate costs were 
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allocated between the wa~ehousing and manufactu~ing 
ope~ations. The ca~~ying cost was dete~mined as a pe~centage 
of invento~y value. The~efo~e, as desc~ibed ea~l ie~, the EOQ 
fo~mula will have to be modified sl ightly to account fo~ 
this. 
The calculations used in the dete~mination of the fixed 
cost a~e shown in exhibit 5. The fi~st method used was an 
effo~t to get ~eal time measu~ements as o~de~s were 
p~ocessed. Howeve~, the numbe~ of o~de~s pe~ yea~ fo~ class 
B pa~ts ave~ages only sl ightly above one pe~ weeK. This 
1 imited the numbe~ of samples available du~ing this ~esea~ch 
p~oject and since the o~de~s checKed we~e va~ying 
significantly anothe~ method was needed. The method shown in 
exhibit 5 is an allocation of administ~ative time and sala~y 
pacKing time (fo~ ~eceiving, inspecting, and placing into 
invento~y). 
The annual usage fo~ 1987 was the only demand data 
available and using this data and the 31.7 % ca~~ying cost 
and $65 o~de~ing cost the EOQs we~e calculated. Refe~ to 
exhibit 6 fo~ a sample calculation and exhibits 7 th~u 9 fo~ 
the actual ~esults. These EOQs would be ~ounded to the 
nea~est 100 pounds fo~ o~de~ing pu~poses (the 500 pound EOQs 
will be explained in the const~aint section). 
As seen in the compute~ output (exhibits 7-9) the EOQs 
va~y f~om 500 pounds up to as much as 4100 pounds. If the 
ca~~ying cost, o~de~ing cost, and usage ~ates a~e ~easonable 
this shows a substantial deviation f~om the cu~~ent o~de~ing 
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pol icy. The earl ier assumption that a more quanti tative 
approach would benefit the company was apparently val ide 
Finite Production Rate Model 
The 74 thousand series parts are produced by the 
company. Therefore the Fin i te Produc t i on Ra te Mode 1 is 
appl icable to these parts. The anodizing facil ity taKes 60, 
72, and 80 thousand series parts and appl ies a darK bronze 
finish to them. These parts are then put into inventory as 
the 74 thousand series. 
Since this operation is performed in a department 
within the company, the EOQ model must be modified to fit 
this fini te production capabil ity. As described earl ier the 
basic EOQ equation is mul tipl ied by the factor: 
Where 
[ ..L ] 1/2 P-S 
P=the production rate 
S=the usage rate 
For H&J the production rate is very large compared to 
the usage rate. The anodizing facil ity is setup to do a 
substantial amount of contract finishing for other companies 
<generally over 90 % of its volume>. Essentially the above 
factor approaches one. Exhibit 10 shows a sample calculation 
of this factor. As a result the basic EOQ equation can be 
used. The carrying cost as a percentage remains the same as 
for the No StocKout Model, but since the cost of the product 
is higher the total carrying cost is also higher. The 
ordering cost for this model is also different. This cost 
includes the cost for generating the internal paper worK 
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plus the setup cost to anodize the parts. Exhibit 11 shows 
how this cost was calculated. The actual calculations are 
shown in exhibit 12. The typical order quantity used be~ore 
was 500 to 750 pounds. Again the resul ts show that each part 
has a most economical order quantity and the company has not 
been taking advantage o~ it. 
Constraints on the Inventory 
Currently only one constraint is placed on inventory 
ordering. All class 8 parts, except the 74 thousand series, 
are subject to a 500 pound minimum order. All vendors ~or 
these parts use the same minimum quantity. The 74 thousand 
series is not subject to this constraint since these parts 
are made within the company. I~ EOQs are less than this 
amount then they must be rounded up to 500 pounds. This 
explains the results in exhibits 7-9. A good example is part 
number 60001 in exhibit 7. There was no usage o~ this part 
during 1987. This would result in an EOQ o~ zero, however, 
the EOQ must be set equal to 500 pounds i~ an order ~or that 
part is ever required. 
Re-order Point Model 
The re-order point models are appl icable to the same 
class o~ inventory as the EOQ model, class 8 parts. An EOQ 
model and re-order point model are o~ten considered 
together as one model. As apparent ~rom the theorY section 
o~ this report the pre~erred re-order point model is one that 
takes stochastic demand and lead time into account. However, 
the only data available ~or demand is the annual usage ~or 
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1987 and for lead time the last order received. While 
admittedly demand and lead time are stochastic in nature the 
data needed to use the more sophisticated re-order point 
models is not avai lable. To resolve this problem programs are 
being developed to gather and store the necessary data. 
Meanwhile the company will use the only alternative possible 
until enough data can be obtained, the constant demand rate 
and constant lead time model. 
Constant Demand Rate - Constant Lead Time 
As described in the theory section of this report the 
re-or·der point for this model is determined b>' s.imply 
multiplying the demand rate by the lead time; of course, the 
units of each must be the same. To compensate for the lacK of 
data a rule of thumb will be appl ied to the re-order points 
determined with this calculation. These re-order points will 
be multipl ied by a factor of 1.5 to add safety stock to the 
model. This factor is not arbitrary; current re-order points 
being used seem to result in minimal stockout situations and 
using the 1.5 factor adjusts the calculated re-order points 
to resemble those currently being used. The reasoning here 
is that stockouts would probably be more costly than the 
carrying of a somewhat higher inventory level during the lead 
time. 
While this adjustment appears to leave the company with 
the same re-order pol icy as before. It should be noted that 
even such a simple system had not been used before and the 
results, while approximating the existing re-order points on 
63 
some high usage parts, provided many re-order points that 
were significantly different from those in effect at the 
time. A sample calculation is provided in exhibit 13. The 
actual re-order points determined using this method are 
shown in exhibits 7-9 and 12. 
Data for Stochastic Models 
Currently only enough computer storage space is 
available to gather and save weekly demand data by class B 
part for a two year time period. This will involve the 
storage of 52 data points for each part per year. Order lead 
times are much smaller in number since only around sixty 
orders occur during the year. Therefore every data point can 
be collected and stored for the two year period. The data can 
then be stored by year on floppy discs for an indefinite 
period, thus allowing possible trend analysis later. 
When enough demand rate and lead time data points have 
been collected and they begin to resemble a reasonable 
probabil ity distribution, then the stochastic models will be 
evaluated to determine which is the best fit. Once this is 
done the model chosen will be used to develop the programs 
necessary to computerize the re-order point calculation. Of 
course since this is a truly stochastic model the data 
gathering programs will continue to update the file and 
periodic re-order points will be printed to allow for 
changes in demand and lead time. 
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Mate~ial Requi~ement Planning 
The class A pa~ts, being gove~ned only by dependent 
demand, a~e ideal pa~ts fo~ this model. While much of the 
1 ite~atu~e in p~int desc~ibes this as a compute~-based 
info~mation system, this need"not be the case. Smalle~ 
appl ications, such as at H&J, can handily implement the 
system using manual techniques. In fact many of the 
components of a MRP system a~e al~eady being used at H&J and 
the only compute~ization that is o~ will be used to fully 
deploy the model involves invento~y ~ecord keeping. The~e are 
th~ee basic flaws in the system now being used: 1) bills of 
mate~ial a~e not made fo~ all jobs, 2) the invento~y ~eco~ds 
are not being checked accu~ately fo~ pe~iod demand, and 3) 
the~e is no fo~mal master schedule. Refe~ to exhibit 14 
du~ing the following desc~iption in o~der to get a feel ing of 
how the wo~k flows th~ough the company. 
Bills of Mate~ial 
The bill of mate~ials app~oach to b~eaking down a job 
into its component pa~ts is cu~rently being used. Howeve~, 
it is not always used fo~ smalle~ jobs o~ ~ush jobs. The 
compl ications caused by this app~oach can be imagined. The 
Pu~chasing depa~tment is not always awa~e of ~equi~ments 
until it is too late and the jobs without a BOM may ~ob pa~ts 
intended for othe~ jobs. In o~de~ to ~esolve p~oblem 3, the 
lacK of a maste~ schedule, the BOM ~equi~ement will have to 
be met. 
The BOMs cu~~ently p~oduced have all the info~mation 
65 
needed to make the system work and the form used to log the 
information is standardized (exhibit 15). This is also a 
mul tipart form which allows a coPy to go to the necessary 
departments. Currently a coPy of each BaM goes to : 1) job 
f i 1 e, 2) "purchas i ng", 3) produc t i on manager, and 4) the 
warehouse. 
There are only two other changes needed. First one of 
the extra copies of the BaM should be sent to the location 
where the master schedule board is kept. This will allow for 
referral to the information that will govern the production 
operations. Next, since the estimators are fill ing out the 
BaM, they should put the date required and the labor hour 
estimates for the production operations on the 80M. This is 
important for the implementation of the master schedule, as 
well as, to provide "purchasing" with the dates that material 
will be required. 
Two other facts should be noted about the current 
system. There are no sub-assembl ies used in current 
products. This means that the BaM is very simple and this 
makes the manual system possible. As BOMs become 
compl icated, manual systems become very tedious. Also, the 
al location system is being used to mechanically account for 
BaM parts. As described earl ier this is appropriate for 
job-shop environments 1 ike H&J. 
Inventory Records 
Once the BaM is made and the master schedule is known 
the next step is to checK the inventory for stocK parts and 
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generate orders for non-stocK parts. While this process is 
currently being done, there are two problems. The first will 
be solved when a BOM is made for every job. Currently 
checKing inventory may prove to be frui tless if not all jobs 
have a BOM. Having el iminated this problem the only one 
remaining has to do with the method of checKing time period 
demand and supply. This is often referred to as time-phased 
requirements. Currently there is no formal system for 
checKing this. 
The inventory records are currently computerized. 
However, the data necessary to checK for time-phased 
requirements is more involved than just Knowing how many of 
a given part are on-hand or on-order. To checK this manually 
will require the grouping of parts by weeK of need from the 
BOMs. Then this time-phased demand must be compared with a 
time-phased supply. This can be determined from the computer 
records in the form of current amount on-hand plus the 
quantity and date that more is expected. Once this is 
compared orders can be generated if necessary. To continue to 
do this manuallY will require a standard form that should be 
updated with the addition of each new job, upon receipt of 
inventory parts, when orders for parts are generated, and at 
weeKly intervals (since the master schedule will be set up on 
a weeKly basis). 
Exhibit 16 shows an example of the form proposed to 
Keep up with the time-phased requirements of the model. This 
is a shortened form, the actual one will need enough space 
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fo~ all cu~~ent jobs. One fo~m will be needed for each part. 
A six week fo~mat was chosen because the cycle time fo~ 
invento~y o~ders is normally around five weeks~ but has 
been known to go to six weeks. Also, the master schedule wil 1 
be based on a six week plan. 
From the sample information shown in exhibi t 16, if it 
takes five weeks to receive a parts order then job numbe~ 
7148 will cause the demand to exceed the supply in weeK 
five. An o~der for part X should be made now in order to 
avoid a stockout in week five. 
Master Sche-dule 
A fo~mal schedule of jobs needs to be implemented. The 
informal system being used is often changed and not all 
part i es concerned a~e nClt Hied. A master schedul e can be 
developed from the information added to the BOM. The 
requirement date and the man hou~ estimates can be used to 
determine when production must start. All BOMs can be viewed 
in this manner and a workable schedule developed. The p~oper 
time-phase requirements and the ~esultant orders necessary 
cannot be determined until the master schedule is c~eated. 
To formal ize this schedule a chalk boa~d should be used 
to maintain the schedule so that it is available to everyone 
concerned. Having the physical presence of such a schedule 
is very important as changes are introduced. The board will 
show the potential confl icts that would arise if a job is to 
be moved up or delayed. The board also provides for the 
visual ization of problems, such as bottlenecks. 
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Based on the business environment at H&J the s~hedule 
should be divided up into weekly increments for the first six 
weeks and monthly increments beyond that. The six weekly 
blocks were chosen because ordered material may take four 
to six weeks to receive and because most jobs can be 
produced in six weeKs. The monthly blocKs beyond the six 
week period wi 1 1 help show what is expected later in the 
year and this should help in the formulation of longer term 
planning. 
One additional form is needed to make the system 
operable. It is a form directed to those who receive the BOM 
and it would show any changes or revisions made to a job. 
This will insure that everyone Knows about the change. 
Schedul ing changes, as well as, quantity or part changes 
would cause fewer problems as a result. The format of this 
form is not as important as the fact that it is standardized 
and strictly used. 
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Conclusion 
Two-Bin Model 
The two-bin system recommended for the vinyl and 
neoprene parts should prove to be efficient and maintenance 
free. However, wi th any new system it is wise to set 
up a monitoring procedure in order to verify that it is 
worKing as expected. In this case the X-box calculations plus 
the safety factor may end up allowing for too 1 ittle or too 
much inventory. The system should be reviwed periodically 
during the first six months and modified if it does not 
perform as expected. 
EOQ/Re-order Point Models 
While the EOQ models derived in this paper stem from the 
work of F.W. Harris around 1915 and the re-order point 
models shown here were first introduced by R.W. Wilson in 
1934 they are still very viable models. Using the basic EOQ 
model and one of the stochastic re-order point models can 
often provide significant results. 
In the appl ication section of this paper one rather 
large assumption is proposed. Even though dem~nd is 
admi ttedly stochastic in nature the EOQ model used at H&J 
will be based on the assumption of constant demand. The 
eventual use of a stochastic re-order point model will be 
expected to help cover for this problem. This means that the 
stochastic nature of demand will only be taKen into account 
during the lead time period. The logic lies in the fact that 
the lead time is normally the shortest period during the 
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inventory cycle and is also the most critical. Stockouts are 
much more probable during this time and therefore the use of 
probabil ity and service level criteria would be more 
important. 
The criticism of this approach would be that the poor 
EOQ decision is occurring over the longest period of the 
inventory cycle. If too much or too 1 ittle inventory is 
being ordered it will have a greater effect due to the time 
period involved. Stockouts could result during the cycle if 
the order quantity is too small and too much inventory will 
be carried if orders are too large. The re-order point model 
would not be able to compensate for this deterministic EOQ 
model as demand fluctuates. 
The only counter to this argument is that barring wide 
seasonal swings or other fluctuations in demand the economic 
order quantity/re-order point model has been shown to provide 
good results. An example is the article written by Laurence 
L. Parker where he derives stochastic equations for both the 
order quanti ty and the re-order point [8J. His results show 
that such a model provides a 5-7 % reduction in the total 
inventory costs from the Wilson model (the EOQ/ROP model 
proposed for H&J). 
While 5-7 % of inventory costs can be substantial it 
should be noted that this accuracy has its cost and to be 
within 5-7 % with a relatively simple model is often a very 
efficient use of resources. While ParKer~s worK does not go 
into the use of his model when demand fluctuates 
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considerably it would be logical to assume that a stochastic 
approach such as his would prove to be even better in that 
situation. 
Based on this analysis, H&J~s total annual inventory 
costs, and the nature of the demand the Wilson model should 
provide very good results at a small additional cost. 
Exhibit 17 shows the total annual inventory cost and what 
5-7 % amounts to. Demand is relatively stable and there is 
no seasonal ity therefore while constant demand is not 
accurate it should not fluctuate enough to disrupt the 
model~s results. 
In another article, by Ritchie and Tsado, the EOQ model 
is shown to be proficient even in the case of linear 
increasing demand [9J. While I inear increasing demand is a 
fairly common scenario in industry it certainly null ifies the 
constant demand assumption. However, when compared to three 
models designed specifically for this appl ication the EOQ 
incurs only a small cost penal ty. This reinforces the 
decision to use the EOQ model at H&J. 
During the initial implementation of the EOQ/Re-order 
point model two determinations should be reviewed. Until the 
data is available to allow implementation of one of the 
stochastic re-order point models the use of the constant 
demand rate - constant lead time model will be used. 
This should be monitored very carefully. The safety factor 
may need modification if the results are not as expected. 
Also, since the ordering cost determined was not measured in 
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the wo~King envi~onment, but was simply an allocation of 
administ~ative costs, it would be wise to do fu~the~ ~esea~ch 
in this a~ea to ve~ify the ~eal o~de~ing cost. 
Mate~ial Requi~ement Planning 
The MRP mechanics p~oposed in this pape~ a~e only 
extensions of what is cu~~ently being done. In fact within 
the company even the most ~adical changes have been talked 
about fo~ yea~s. None of the ~ecommendations a~e startl ing 
no~ wi 11 they be ha~d to impl ement wi th full employee 
coope~ation. The weaKest area will be estab1 ishing the maste~ 
schedule. Since the company often ope~ates unde~ the "put out 
the fires" framework when business gets hectic, the p~oblem 
will be maintaining and ~evising schedules as the need 
a~ises. 
As the company grows, computerizing mo~e and mo~e of the 
MRP system will become necessary. Installation of the 
comp 1 e te MRP mode 1 in the manua 1 mode wi 11 maKe it eas i e~ to 
unde~stand what is happening and thus maKe t~ansition to 
computer less frightening late~. 
Our i ng the prepara t i on of th i s paper' the company has 
begun to looK at ~omputer assisted d~afting and design 
(CAOO) systems. As a ~esu1t of this research paper one area 
of this sea~ch is concentrated on the derivation of bills of 
material from drawings. The integ~ation of this data to the 
accounting system's compute~ is also being investigated. The 
impl ications of this a~e obvious. Refering to exhibit 14, 
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once drawings are approved inventory can be checked and 
orders issued based on the time-phase requirements. Having 
this process automated would provide more accurate results 
and would ~ree up key people ~rom menial tasks. 
Another area that should be considered is "closing 
the loop" with computer simulation. With the manual 
system "what i~" questions wi 11 be burdensome to answer. 
However, the manual system will provide a good base to 
build on. 
Whi Ie the ideal system may be years away each step 
towards a better material management program will payoff. 
The basic manual MRP system described in the appl ication 
section is better than what is being used and these changes 
will make the company more efficient and better able to cope 
with an ever increasing competitive environment. 
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Exhibit 1: vinyl and neoprene parts 
Part Unit of 
NLlmber Measure 
------ ======= ------
41024 ft 
42011 II 
42012 .. 
42014 .. 
42021 .. 
42088 II 
42184 II 
42185 1\ 
4234(1 II 
43001 II 
Vinyl and neoprene value = 10211 
Total inventory value = 230000 
Average Stock 
on hand 
-------------
-------------
22940 
12773 
13151 
31349 
20000 
15942 
8275 
5000 
7221 
3681 
Total 
Value 
-----
-----
$1,376 
$510 
$394 
$1,567 
$800 
$1,434 
$2 482 $700 
$433 
$515 
-----
-----
$10,211 
Vinyl and neoprene value as a percent of total inventory: 
4.4~ 
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Exhibit 2: X-box calculations for vinyl and neoprene parts 
F'art Annual Weekly Usage Ave Lead E>:pected Usage X-bo:.: 
Number Usage(ft) Bo>:es (500 ft) Time (wks) During lead Time Quantity 
------ ========= -------------- ---------- ================ ======== ------
----------
41024 695(10 3 2 6 1 ~. .t: 
42011 26157 1 3 3 6 
42012 23794 1 3 3 6 
42014 30686 2 2 4 8 
42021 27164 1 6 6 12 
42088 97978 4 4 16 32 
42184 8377 1 4 4 8 
42185 5860 1 A 4 8 
42340 6778 1 4 4 8 
43001 11319 1 2 2 4 
Sample calculation: 
Weekly usage x lead time = expected usage during lead time 
Part 41024: 3 x 2 = 6 boxes 
Expected usage during lead time x safety factor = x-box quantity 
Part 41024: 6 x 2 = 12 boxes 
Two-bin system for part 41024 would be a 12-box system. 
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E~hibit 3: Va1 idity of the Lest Sales Mode' 
E::ample 1 (part witr, typical annual usagE') 
Part: 61132 
F=65 
8=6815.9 
C=31.7X x 1.25 - .396 
U=? 
To be valid the equation: 2FSC=(US)~2 m0st be true. 
Substit.uting: 2(6~,) (.396)==(68::::""'.9U)"'2 
U ,', :;'::; • OCi7'::~!5 
If U is equal to 8.7 cents then lost sales may cost less t~a~ 
carrying inventory to avold them. However, just t~E 'os~ n~~~l~ 
en a sale is equal to 10% of the ~ost at ~&J a~d at $] .25 
per pound that equals 12.5 cents. S~nce U irclude c t~is 'os~ pro~it 
t.he:- U :> 8.7 cents. Therefm-'E? 2C"SC ,,' (t!s) "'2 al"'c: i! ... ·~_u:"'· ... ·~;-',~·; 2:-:/ ~ C)·::;.t 
S2.' e"", is not o;:JtimE<.l u 
:yamp'e 2 (pa:"'t with low annual usage) 
F::::18 
8=134·9.1 
C=31.7% x 1.85=.586 
SL\bsU.tLtting: 2(1S) 0349,1) (.586) ::: (13L1·9.1U)"'2 
U 0"·2= • C'15t:Li 
U=: • 125 
Again just the lost profit is greater than 12.5 =e~ts~ 
Profit = lOX x 1.85 = .185 dollars or 18.5 ce~ts 
and 18.5 > 12.5, therefore 2FSC < (US)A2 
Note: Only if F or C are exceedingly large or S ve~y low would 
2FSC come close to (US)~2 (in other words high or~ering 
costs, high carrying costs, or very low usage cou'~ cause 
it to be optimal to lose sales)., 
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Ex~ibit 4: Carrying cost determi~2tion 
\.t..ICirehol.J<::;e r'ent,=.: 
Ut i 1 it. i es 
In~s!Jrr\iicP' 
D2.rnc"".ge e;-:pense 
Cc;st of C:\~P~lt·{?~ ('SE?P note) 
COr;l~) .... ~ +..:. e~'" e~:: P E'r-J -:j.E' 
To"'..:. a 1 
CarrYIng cost as a 
or carrying cost - 31.7 ~ 
~tb ~ 000 
$10,000 
:t2 s 000 
$24,6::.0 
:::::====::;:::::::== 
'I c;J .... ~ 
;-~ .. ' 
of t r ven t. or·\/ ::: 7~ ~:2 '; ,~, ~'. '. 
Cost o~ c9p~tal equa1s 10.7 % therefore t~e cost 2s~~c~ate~ w~~~ 
carrying $230,000 of inve~tory equals $2~,610 (~~~0,vv t~:e 
t ~lP i c a 1 ,d. \/er-·2.·=' E' i r") \'E':I t Cjr"·····l C e..f· .. ~··· i. t.~d t:i. t H~(._-;) n 
Exhibit 5: Ordering cost determination 
Administrative expense (1/40) 
Salary packing & crating (1/20) 
$2,328 
$1,637 
-------
-------
Total $3,965 
Number of orders per year: 61 
Ordering cost = 3965/61 = $65 per order 
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Exhibit 6: Sample EGO calculatiD~ 
F' a ,.-. t. i!' ~? 2 ()() 1 
Aqnu< ..... i usage (S) ::;; 
Fixed or~ering cost fF) -
C =1 ~·~t~ '1' in·;) c c· ~3· t. 
F·f~icE.~ (F') ::: 
(C) =: 
EGD - [2FS.':P]~1!2 
2776.6 pOLnds/year 
6~ dc~l~rs/order 
31 ~ 7 
i .. ·45 
0, 
.'0 
= [2*b~;*2276. 6,/ .:3::. -;?* j .. Ltt 5:: ,', 1 /;. 
= 802 PC"Jl.tnclS 
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Exhibit 7 INPUT DATA USED IN CALCULATIONS 
==================~============ 
FIXED ORDERING COST $ 65.00 per order 
CARRYING COST 31.7 t of inventory value 
PURCHASE PRICE $ 1.25 per pound 
ORDER LEAD TIME 
PART I LENGTH WEI6HT ANNUAL ANNUAL EOQ RE-ORDER 
( ft) (lb/ft) USAGE(pcs) USA6E(lbs) <lb) POINT(pC5 ) 
====== z=c=== ======c =========== ========== ==== ========== 
61001 21.08 1.00 0 0.0 500 0 
61006 21.08 .27 0 0.0 500 0 
61008 21.08 .21 20 88.5 500 3 
61009 21.08 .85 0 0.0 500 0 
61010 21.08 .30 0 0.0 500 0 
61012 21.08 1.60 0 0.0 500 0 
61013 21.08 .20 4 16.9 500 1 
61014 21.08 . 12 94 237.8 500 14 
61086 21.08 2.50 2 105.4 500 0 
61094 24.17 .43 0 0.0 500 0 
61095 24.17 .25 0 0.0 500 0 
61097 21.08 .53 0 0.0 500 0 
61105 21.08 .16 8 27.0 500 1 
61106 21.08 .10 1 2.1 500 0 
61113 21.08 2. 10 0 0.0 500 0 
61128 24.17 1.60 0 0.0 500 0 
61131 24.17 1.50 0 0.0 500 0 
61132 24.17 1.20 235 6815.9 1495 34 
61137 21.09 .80 10 168.6 500 1 
61138 21.08 1. 10 11 255.1 500 2 
61139 24.17 1.40 0 0.0 500 0 
61141 24.17 1.30 376 11814.3 1969 54 
61142 24.17 1. 10 138 3669.0 1097 20 
61143 24.17 .60 200 2900.4 975 29 
61148 24.17 1. 10 65 1728.2 753 9 
61149 24.17 .56 60 812.1 516 9 
61151 24.17 1. 80 0 0.0 500 0 
61152 24.17 1.50 9 326.3 500 1 
61153 24.17 1.50 1 1 398.8 . 500 2 
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Exhibit 8 
INPUT DATA USED IN CALCULATIONS 
=============================== 
FIXED ORDERING COST $ 65.00 per order 
CARRYING COST 31.7 ~ of inventory value 
PURCHASE PRICE $ 1.45 per pound 
ORDER LEAD TIME 5 weeks 
PART # LENGTH WEIGHT ANNUAL ANNUAL EOQ RE-ORDER 
( ft ) (lb/ft) USAGE< pes) USAGE(lbs) ( 1 b ) POINT{pes) 
====== ====== ======= ========== ========== ==== =========== 
72001 21.08 1.00 108 2276.6 802 16 
72004 21.08 1.10 305 7072.3 1414 44 
72006 21 .08 .27 43 244.7 500 6 
72007 21.08 1.00 134 2824.7 894 19 
72008 21.08 .21 0 0.0 500 0 
72009 21.08 .85 5 89.6 500 1 
72012 21.08 1.60 108 3642.6 1015 16 
72013 21.08 .20 91 383.7 500 13 
72035 21.08 .55 113 1310.1 609 16 
72036 21.08 .36 30 227.7 500 4 
72052 21.08 .22 30 139.1 500 4 
72062 21.08 1.60 65 2192.3 787 9 
72085 21.08 .75 84 1328.0 613 12 
72094 24.17 .43 20 207.9 500 3 
72095 24.17 .25 20 120.9 500 3 
72097 21.08 .53 46 513.9 500 7 
72105 21.08 .16 0 0.0 500 0 
72112 21.08 2.00 24 1011.8 535 3 
72113 21.08 2.10 17 752.6 500 2 
72114 24.17 .20 43 207.9 500 6 
72115 24.17 .12 44 127.6 500 6 
72116 21.08 1.50 60 1897.2 733 9 
72119 21.08 2.60 40 2192.3 787 6 
72126 21.08 .12 1428 3612.3 1011 206 
72127 21.08 1.00 85 1791.8 712 12 
72128 24.17 1.60 390 15082.1 2065 56 
72129 24.17 1.50 185 6707.2 1377 27 
72130 24.17 .39 184 1734.4 700 27 
72131 24.17 1.50 133 4821.9 1168 19 
72132 24.17 1.20 64 1856.3 725 9 
72133 21.08 .14 249 734.8 500 36 
72134 21.08 .10 40 84.3 500 6 
72139 24.17 1.40 12 406.1 500 2 
72140 24.17 1.40 18 609.1 500 3 
72141 24.17 1.30 23 722.7 500 3 
72142 24.17 1.10 4 106.3 500 1 
72143 24.17 .60 38 551.1 500 5 
72144 24.17 .30 127 920.9 510 18 
72145 24.17 .20 46 2::.4 500 7 
72146 21.08 .30 466 2947.0 913 67 
72147 21.08 .20 231 973.9 525 33 
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Exhibit 8 (cont) 
PART # LENGTH WEIGHT ANNUAL ANNUAL EOQ RE-ORDER 
( f t ) (lb/ft) USAGE(pcs) USAGE( Ibs ) (lb> POINT(pcs) 
======= ====== ======= ==:=:======= =========== ==== ========== 
72148 24.17 1.10 2 53.2 500 0 
72149 24.17 .56 55 744.4 500 "8 
72150 24.17 2.00 0 0.0 500 0 
72151 24.17 1.80 0 0.0 500 0 
72152 24.17 1.50 0 0.0 500 0 
72153 24.17 1.50 0 0.0 500 0 
90 
Exhibit 9 
INPUT DATA USED IN CALCULATIONS 
=============================== 
FIXED ORDERING COST $ 65.00 per order 
CARRYING COST 31.7 t of inventory value 
PURCHASE PRICE : S 1.25 per pound 
ORDER LEAD TI ME 5 weeks 
PART I LENGTH WEIGHT ANNUAL ANNUAL EOQ RE-ORDER 
( ft> (lb/ft ) USA6E(pcs) USA6E( lbs ) <lb) POINT< pes) 
====== ====== ======= ==z:::====== =======12=== ==== a:::========= 
80225 12.00 .36 39 168.5 500 6 
80980 16.00 .28 188 842.2 526 27 
81357 16.00 1.60 104 2662.4 935 15 
81751 16.00 .26 76 316.2 500 11 
81810 16.00 .38 8 48.6 500 1 
81900 16.00 .40 70 448.0 500 10 
82005 16.00 .56 36 322.6 500 5 
82320 21.08 .50 3 31.6 500 0 
82495 24.17 1.80 40 1740.2 756 6 
82496 24.17 1.80 39 1696.7 746 6 
83210 10.00 .80 382 3056.0 1001 55 
83290 24.17 .36 68 591.7 500 10 
83360 24.17 .20 307 1484.0 698 44 
83420 24.17 .30 1559 11304.3 1926 225 
83500 24.17 .33 799 6372.9 1446 115 
83670 24.17 2.00 1062 51337.1 4104 153 
83690 24.17 .40 1327 12829.4 2052 191 
83760 24.17 .25 267 1613.3 728 39 
83770 24.17 3.00 86 6235.9 1430 12 
83810 24.17 2.70 57 3719.8 1105 8 
83850 24.17 1.20 61 1769.2 762 9 
83860 24.17 .44 t t 9 1265.5 644 17 
83880 24.17 .24 44 255.2 500 6 
83910 24.17 .29 104 729.0 500 15 
83930 24.17 1. 90 22 1010.3 576 3 
83960 24. 17 1. 90 47 2158.4 841 7 
83990 10.00 2.40 10 240.0 500 1 
84000 10.00 1. 10 10 110.0 500 t 
84050 24.17 3.30 14 11 16.7 605 2 
84080 24.17 .50 54 652.6 500 8 
84200 24.17 1.20 11 319.0 500 2 
84250 21.08 . 10 243 512.2 500 35 
88815 16.00 .38 22 133.8 500 3 
88865 24.17 .74 89 1591.8 723 13 
88875 24.17 1.20 25 725.1 500 4 
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Exhibit 10: Finite production rate multiplier 
where: 
P=production rate 
S=usage rate (demand) 
Part # 74132: 
P=8 pcs/hr or 470,080 pounds/year 
8=2320.3 pounds/year 
=(470080/470080-2320.3J 6 1/2 
=1.002477 
Part # 74150 
P=11 pcs/hr or 1,106,019 pounds/year 
8=12278.4 pounds/year 
=[1106019/1106019-12278.4J 6 1/2 
=1.005597 
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Exhibit 11: Ordering cost determination for finite production 
rate model. 
Production manager (10 min @ $12/hr) 
Computer expense 
Setup cost (10 min @ -S58/hr) 
Salary: packaging and crating (3 
men @ S7.1/hr for 10 min) 
Total 
$2.00 
$2.60 
$9.67 
$3.55 
-------
-------
$17.82 
Due to accuracy of this determination round up to S18.00/order 
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=============================== 
FIXED ORDERING COST $ 18.00 per order 
CARRYING COST 31.7 X of inventory value 
PURCHASE PRICE $ 1.85 per pound 
ORDER LEAD TI ME 1 weeks 
PART I LEN6TH WEIGHT ANNUAL ANNUAL EOQ RE-ORDER 
( ft ) ( lb/ft ) USAGE( pes) USAGE(lbs) <lb) POINT(pes) 
====== =====:1: ======= ========== ========== ==== ========== 
74001 21.08 1.00 27 569.2 187 1 
74004 21.08 1. 10 113 2620.2 401 3 
74006 21.08 .27 7 39.8 49 0 
74007 21.08 1.00 38 801.0 222 1 
74008 21.08 .21 16 70.8 66 0 
74009 21.08 .85 6 107.5 81 0 
74012 21.08 1.60 40 1349.1 288 1 
74013 21.08 .20 16 67.5 64 0 
74015 21.08 .10 0 0.0 0 0 
74035 21.08 .55 30 347.8 146 1 
74036 21.08 .36 12 91.1 75 0 
74052 21.08 .22 0 0.0 0 0 
74062 21.08 1.60 18 607.1 193 1 
74085 21.08 .75 53 837.9 227 2 
74094 24.17 .43 5 52.0 56 0 
74095 24.17 .25 5 30.2 43 0 
74097 21.08 .53 9 100.6 79 0 
74105 21.08 .16 1 3.4 14 0 
74112 21.08 2.00 6 253.0 125 0 
74113 21.08 2.10 6 265.6 128 0 
74114 24.17 .20 15 72.5 67 0 
74115 24.17 .12 17 49.3 55 0 
74116 21.08 1.50 9 284.6 132 0 
74119 21.08 2.60 4 219.2 116 0 
74126 21.08 .12 456 1153.5 266 13 
74127 21.08 1.00 19 400.5 157 1 
74128 24.17 1.60 171 6612.9 637 5 
74129 24.17 1.50 77 2791.6 414 2 
74130 24.17 .39 86 810.7 223 2 
74131 24.17 1.50 56 2030.3 353 2 
74132 24.17 1.20 80 2320.3 377 2 
74133 21.08 .14 114 336.4 144 3 
74134 24.17 .10 11 26.6 40 0 
74139 24.17 1.40 8 270.7 129 0 
74140 24.17 1.40 10 338.4 144 0 
74141 24.17 1.30 141 4430.4 522 4 
74142 24.17 1.10 47 1249.6 277 1 
74143 24.17 .60 90 1305.2 283 3 
74144 24.17 .30 46 333.5 143 1 
74145 24.17 .20 3 14.5 30 0 
74146 21.08 .30 24 151 .8 97 1 
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t.Xhlblt lL tcont) 
PART # LENGTH WEIGHT ANNUAL ANNUAL EOQ RE-ORDER 
( f t ) (lb/ft ) USAGE<pcs) USAGE( Ibs ) <Ib) POINT(pcs) 
====== =::==== ======= ========== =========== ========== 
74147 21.08 .20 0 0.0 0 0 
74148 24.17 1.10 24 638.1 198 1 
74149 24.17 .56 7 94.7 76 0 
74150 24.17 2.00 254 12278.4 868 7 
74151 24.17 1.80 0 0.0 0 0 
74152 24.17 1.50 3 108.8 82 0 
'74153 24.17 1.50 4 145.0 94 0 
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Exhibit 13: Constant demand rate - constant lead time, re-order point 
calculation. 
Part # 61132 
Average annual usage = 
Weekly usaoe = 
Average lead time = 
235 pes/year 
4.52 pes/week 
5 weehs 
Re-order point = weekly usage x average lead time 
= 4.52 >: 5 
= 22.6 pes 
With a safety factor of 1.5: 
Re-order point = 22.6 pes x 1.5 = 33.9 pcs 
Rounding up the re-order point equals 34 pes. 
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Exhibit 14: Flow diagram, from receipt of contract to shipment. 
Receive order 
t 
Make shop drawings 
t 
Send drawings out for approval 
t 
Receive revised drawings 
i 
BOM made 
+ 
Chec:k inventory 
order necessary parts 
t 
Ordered material received 
Anodizing required? 
-
J Anodize I ~I 
'" 
Production 
t 
Packing 
t 
Shipment 
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Exhibit 16: Proposed time phase-requirement form 
Part 4* 61001 
-----
-----
Inventory E>:pected 
On hand Inventory Job # 7120 7130 7148 
========= ========= ---------- --------- ========== 
---------- ---------
week 1 2000 0 1000 0 0 
week 2 1000 0 1000 (I 0 
week 3 (I 2000 (I 500 (I 
week 4 1500 0 (I 500 (I 
week 5 1000 (I 0 0 1500 
week 6 -500 (I (I (I (I 
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TCftC\ 1 
t::" '" 
•••. 1,0-,. 
""""111/ 
.' / .. 
CD~.::t. inv2ntc~y x carrying 
-- :t23(, 1;)00 :: ::31.7 '%: -- $72,910 
- 61 orders ~ S65;o~jer = $3965 
'-- j:'f.! .. ():~:4 
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Table 1: Areas under the Normal Curve, 0 to z 
o z 
z 0.0000 0.0100 0.0200 0.0300 0.0400 5.0(100 0.0600 0.0700 0.0800 0.0900 
========================================================================== 
0.0 0.0000 0.0040 0.0080 0.0120 0.0160 0.0199 0.0239 0.0279 0.031.9 0.0359 
0.1 0.(1398 0.0438 0.0478 0.0517 0.0557 0.0596 0.0636 0.0675 0.0714 0.0753 
() .2 0.0793 0.0832 0.0871 0.0910 0.0948 0.0987 0.1026 0.1064 0.1103 0.1141' 
0.3 0.1179 (1.1217 () .1255 0.1293 0.1331 0.1368 0.1406 0.1443 0.1480 0.1517 
0.4 0.1554 0.1591 0.1628 0.1664 0.1700 0.1736 0.1772 0.1808 o • 1844 O. 1879 
0.5 0.1915 0.1950 0.1985 0.2019 0.2054 0.2088 0.2123 0.2157 0.2190 0.2224 
0.6 0.2257 0.2291 0.2324 0.2357 0.2389 0.2422 0.2454 0.2486 0.2517 0.2549 
0.7 0.2580 0.2611 0.2642 0.2673 0.2703 0.2734 0.2764 0.2794 0.2823 0.2852 
0.8 0.2881 0.2910 0.2939 0.2967 0.2995 0.3023 0.3051 0.3078 0.3106 0.3133 
0.9 0.3159 0.3,186 0.3212 0.3238 0.3264 0.3289 0.3315 0.3340 0.3365 0.3389 
1.0 0.3413 0.3438 0.3461 0.3485 0.3508 0.3531 0.3554 0.3577 0.3599 0.3621 
1.1 0.3643 0.3665 0.3686 0.3708 0.3729 0.3749 0.3770 0.3790 0.3810 0.3830 
1.2 0.3849 0.3869 0.3888 0.3907 0.3925 0.3944 0.3962 0.3980 0.3997 0.4015 
1.3 0.4032 0.4049 0.4066 0.4082 0.4099 0.4115 0.4131 0.4147 0.4162 0.4177 
1.4 0.4192 0.4207 0.4222 0.4236 0.4251 0.4265 0.4279 0.4292 0.4306 0.4319 
1.5 0.4332 0.4345 0.4357 0.4370 0.4382 0.4394 0.4406 (1.4418 0.4429 0.4441 
1.6 0.4452 0.4463 0.4474 0.4484 0.4495 0.4505 0.4515 0.4525 0.4535 0.4545 
1.7 0.4554 0.4564 0.4573 0.4582 0.4591 0.4599 0.4608 0.4616 0.4625 0.4633 
1.8 0.4641 0.4649 0.4656 0.4664 0.4671 0.4678 0.4686 0.4693 0.4699 0.4706 
1.9 0.4713 0.4719 0.4726 0.4732 0.4738 0.4744 0.4750 0.4756 0.4761 0.4767 
2.0 0.4772 0.4778 0.4783 0.4788 0.4793 0.4798 0.4803 0.4808 0.4812 0.4817 
2.1 0.4821 0.4826 0.4830 0.4834 0.4838 0.4842 0.4846 0.4850 0.4854 0.4857 
2.2 0.4861 0.4864 0.4868 0.4871 0.4875 0.4878 0.4881 0.4884 0.4887 0.4890 
2.3 0.4893 0.4896 0.4898 0.4901 0.4904 0.4906 0.4909 0.4911 0.4913 0.4916 
2.4 0.4918 0.4920 0.4922 0.4925 0.4927 0.4929 0.4931 0.4932 0.4934 0.4936 
2.5 0.4938 0.4940 0.4941 0.4943 0.4945 0.4946 0.4948 0.4949 0.4951 0.4952 
2.6 0.4953 0.4955 0.4956 0.4957 0.4959 0.4960 0.4961 0.4962 0.4963 0.4964 
2.7 0.4965 0.4966 0.4967 0.4968 0.4969 0.4970 0.4971 0.4972 0.4973 0.4974 
2.8 '0.4974 0.4975 0.4976 0.4977 0.4977 0.4978 0.4979 0.4979 0.4980 0.4981 
2.9 0.4981 0.4982 0.4982 0.4983 0.4984 0.4984 0.4985 0.4985 0.4986 0.4986 
3.0 0.4987 0.4987 0.4987 0.4988 0.4988 0.4989 0.4989 0.4989 0.4990 0.4990 
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