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1 Introduction
The (spin-1
2
) central spin model is a simple quantum mechanical model of a central spin ~s0
interacting pairwise with a “bath” of N surrounding spins ~s1, . . . , ~sN , with the Hamiltonian
H
( 1
2
)
inhom = Bs
z
0 + 2
N∑
j=1
Aj~s0 · ~sj , (1.1)
where B and Aj are real constants. This is a special case of the Richardson-Gaudin model,
which was formulated long ago [1, 2, 3, 4]. Nevertheless, this model is the focus of renewed
attention due to its interesting new applications, such as quantum dots (see e.g. [5, 6, 7, 8,
9, 10, 11, 12] and references therein). The homogeneous case Aj = A is simple enough to
allow for analytical analysis of spin dynamics, yet exhibits rich phenomena such as quantum
collapse and revival [13, 14, 15]. Moreover, it can be mapped [13, 15] to a generalization of
the Jaynes-Cummings model [16, 17, 18] of quantum nonlinear optics.
We consider here a generalization of this model, whereby the central spin ~S0 has spin s.
We focus primarily on the homogeneous case
H(s) = BSz0 + 2A
N∑
j=1
~S0 · ~sj , s = 12 , 1, . . . . (1.2)
This model, which to our knowledge has not been considered before, has the potential to be
realized experimentally, and exhibits interesting quantum dynamics. It can also be mapped
to a generalization of the Tavis-Cummings model [19, 17] of quantum nonlinear optics, see
e.g. [20, 21, 22, 18] for recent work.
The outline of this paper is as follows. In Section 2, we discuss two approaches for
determining the exact spectrum of the model, one based on properties of SU(2), and the other
based on integrability. We also briefly describe the connection with the Tavis-Cummings
model. In Section 3, we analyze the exact time evolution of a spin coherent state. Readers
who are primarily interested in spin dynamics can jump directly to this section, as it is
largely independent of the previous one. We conclude with a brief summary. Appendix A
contains the derivation of a key step in our analysis of spin dynamics, while Appendix B
contains the derivation of some useful identities.
2 Exact spectrum
We briefly discuss here two approaches for determining the spectrum of the spin-s homoge-
neous central spin model (1.2). The first approach exploits the partial SU(2) symmetry of
the problem, and in principle can give the entire spectrum. The second approach exploits
the integrability of the model; however, it remains to be understood whether the solution
obtained in this way can give the full spectrum.
1
2.1 SU(2)-based approach
The Hamiltonian (1.2) can evidently be rewritten as
H(s) = BSz0 + 2A~S0 · ~J , (2.1)
where
~J =
N∑
j=1
~sj (2.2)
is the total spin of the bath. This Hamiltonian clearly has the properties[
H(s) , ~J2
]
= 0 ,
[
H(s) , ~S20
]
= 0 , (2.3)
as well as the U(1) symmetry[
H(s) ,Sz] = 0 , Sz = Jz + Sz0 , (2.4)
but (for B 6= 0) does not have the full SU(2) symmetry. In view of (2.3) and (2.4), we look
for simultaneous eigenstates of H, Sz, ~S20 , ~J2,
H(s)|E,m, s, j〉 = E|E,m, s, j〉 ,
Sz|E,m, s, j〉 = m|E,m, s, j〉 ,
~S20 |E,m, s, j〉 = s(s+ 1)|E,m, s, j〉 ,
~J2|E,m, s, j〉 = j(j + 1)|E,m, s, j〉 . (2.5)
We can expand these states in the standard orthonormal spin basis as follows
|E,m, s, j〉 =
s∑
ms=−s
j∑
mj=−j
w(E,m,s,j)ms,mj δms+mj ,m|s,ms〉 ⊗ |j,mj〉 , (2.6)
where the coefficients w
(E,m,s,j)
ms,mj are still to be determined. Note that the allowed values of j
(spin of the bath) are
j =

0, 1, . . . , N
2
for N = even
1
2
, 3
2
, . . . , N
2
for N = odd
, (2.7)
while the allowed values of m are given by
− j − s ≤ m ≤ j + s . (2.8)
We now act on (2.6) with the Hamiltonian (2.1) in the form
H(s) = BSz0 + A
(
S+0 J
− + S−0 J
+ + 2Sz0J
z
)
, (2.9)
2
where S± = Sx ± iSy (and similarly for J±). Using the familiar SU(2) raising/lowering
formulas
S±|s,m〉 =
√
(s∓m)(s±m+ 1)|s,m± 1〉 , (2.10)
we obtain
H(s)|E,m, s, j〉 =
∑′
ms,mj
w(E,m,s,j)ms,mj
{
µms,mj |s,ms〉 ⊗ |j,mj〉
+ ν
(s,j)
ms+1,mj−1|s,ms + 1〉 ⊗ |j,mj − 1〉+ ν(s,j)−ms+1,−mj−1|s,ms − 1〉 ⊗ |j,mj + 1〉
}
,
(2.11)
where the summation is constrained by ms +mj = m, and the coefficients are defined by
µms,mj = Bms + 2Amsmj ,
ν(s,j)ms,mj = A
√
(s−ms + 1)(s+ms)(j +mj + 1)(j −mj) . (2.12)
Finally, using the orthonormality of the basis, we arrive at an eigenvalue relation for the
energy E and the corresponding coefficients w
(E,m,s,j)
ms,mj ,
µms,mj w
(E,m,s,j)
ms,mj
+ ν(s,j)ms,mj w
(E,m,s,j)
ms−1,mj+1 + ν
(s,j)
−ms,−mj w
(E,m,s,j)
ms+1,mj−1 = E w
(E,m,s,j)
ms,mj
,
ms = −s, . . . , s , mj = −j, . . . , j , ms +mj = m. (2.13)
Letting d(m, s, j) denote the number of allowed values of (ms,mj) satisfying ms +mj = m,
we see that (2.13) entails diagonalizing a d(m, s, j)× d(m, s, j) matrix.
The eigenvalue relation (2.13) for the energy is the main result of this subsection. Given
values of j and m (constrained by (2.7) and (2.8), respectively), the eigenvalue problem (2.13)
can in principle be solved for the corresponding energies. The advantage of this approach
over brute-force diagonalization of the full Hamiltonian (2.1) is that the matrices to be
diagonalized are much smaller. Of course, as the bath size N becomes large, the number of
possible values for j and m also becomes large.
As a simple example, we present in Table 1 the energies that are computed in this way
for the case s = 1 , N = 2. (The final two columns of the table are explained in the following
subsection.)
2.2 Bethe ansatz approach
The spin-s central spin model (1.2) is integrable, as is the original model with s = 1
2
. We
present here its Bethe ansatz solution, but only sketch the derivation, since it is similar to
the one for the spin-1
2
case, see e.g. [23, 24, 25]. For pedagogical reasons, we in fact work
for the inhomogeneous model (which is also integrable), and consider the homogeneous limit
only at the end.
3
j m E M {va}
1 2 1.5 0 -
1 1 -0.780776 1 -0.438447
1 1 1.28078 1 -4.56155
1 0 -2.14854 2 -0.351465 ±0.262932i
1 0 -0.893401 2 -2.71954, -0.493659
1 0 1.04194 2 -3.54194 ±1.70866i
1 -1 -1.28078 3 -0.612504, -1.41297 ±0.681796i
1 -1 0.780776 3 -3.16744, -2.19705 ±2.46224i
1 -2 0.5 4 -2.26566 ±0.850941i, -0.734342 ±2.43893i
0 1 0.5
0 0 0
0 -1 - 0.5
Table 1: The energies (E) and Bethe roots {v1, . . . , vM} for the Hamiltonian (1.2) with s = 1, N =
2, A = B = 0.5. The total number of levels is (2s+ 1)2N = 12.
2.2.1 Inhomogeneous case
Our starting point is the SU(2)-invariant (1
2
, s) R-matrix on C2 ⊗ C2s+1 (see, e.g. [26]),
R(
1
2
,s)(u) =
1
u+ (s+ 1
2
)η
(
(u+
η
2
)I + 2η~s
·⊗ ~S
)
, s = 1
2
, 1 , . . . , (2.14)
where (as above) ~s and ~S denote the spin operators for spin-1
2
and spin-s, respectively. This
R-matrix is a solution of the Yang-Baxter equation on C2 ⊗ C2 ⊗ C2s+1
R
( 1
2
, 1
2
)
12 (u− v)R(
1
2
,s)
13 (u)R
( 1
2
,s)
23 (v) = R
( 1
2
,s)
23 (v)R
( 1
2
,s)
13 (u)R
( 1
2
, 1
2
)
12 (u− v) . (2.15)
We introduce the following monodromy matrix
Ta(u) = GaR
( 1
2
, 1
2
)
aN (u− N) . . . R
( 1
2
, 1
2
)
a1 (u− 1)R(
1
2
,s)
a0 (u− 0) , G = eηsBσ
z
, (2.16)
where the “auxiliary” space (denoted by a) has dimension 2, and there are N+1 “quantum”
spaces (denoted by 0, 1, . . . , N): the 0th quantum space (corresponding to the central spin)
has dimension 2s + 1, while all the others (corresponding to the bath) have dimension
2. Notice that there are arbitrary inhomogeneities 0, . . . , N associated with each of the
quantum spaces. Finally, note that there is a diagonal twist, encoded by the matrix G,
which is responsible for breaking SU(2) down to U(1).
The transfer matrix t(u), obtained by tracing the monodromy matrix over the auxiliary
space
t(u) = tra Ta(u) , (2.17)
satisfies the important commutativity property
[t(u) , t(v)] = 0 (2.18)
owing to the Yang-Baxter equation (2.15).
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The basic idea, following e.g. [23, 24, 25], is to evaluate the transfer matrix at u = 0
and expand in terms of η. We find that the inhomogeneous spin-s Hamiltonian
H
(s)
inhom = BS
z
0 +
1
s
N∑
j=1
1
0 − j
~S0 · ~sj (2.19)
can indeed be obtained in this way
H
(s)
inhom =
(2s+ 1)
4s
d
dη
t(0)
∣∣∣
η=0
+
1
4s
N∑
j=1
1
0 − j I . (2.20)
Using algebraic Bethe ansatz (ABA), we find that the eigenvalues of the transfer matrix
(2.17) are given by
Λ(u) = eηsB
M∏
a=1
u− va − η
u− va + e
−ηsB
(
u− 0 + (12 − s)η
u− 0 + (12 + s)η
) N∏
j=1
u− j
u− j + η
M∏
a=1
u− va + η
u− va ,
(2.21)
where {v1 , . . . , vM} are solutions of the Bethe equations(
va − 0 + (12 − s)η
va − 0 + (12 + s)η
) N∏
j=1
va − j
va − j + η = e
2ηsB
M∏
b=1,b 6=a
va − vb − η
va − vb + η , a = 1, . . . ,M . (2.22)
It follows from (2.20) that the eigenvalues of H
(s)
inhom are given by
Einhom =
(2s+ 1)
4s
d
dη
Λ(0)
∣∣∣
η=0
+
1
4s
N∑
j=1
1
0 − j
= sB +
1
2
N∑
j=1
1
0 − j +
M∑
a=1
1
va − 0 . (2.23)
Moreover, expanding the Bethe equations (2.22) in η, we arrive at the Bethe equations for
the inhomogeneous spin-s central spin model
− 2sB − 2s
va − 0 −
N∑
j=1
1
va − j + 2
M∑
b=1,b 6=a
1
va − vb = 0 , a = 1, . . . ,M . (2.24)
The allowed values of M can be deduced from the formula for the Sz eigenvalues
m =
N
2
+ s−M (2.25)
which also follows from the ABA, together with the ranges (2.7) and (2.8). We conclude
that the number of Bethe roots can be
M = 0, 1, . . . , N + 2s . (2.26)
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The energy formula (2.23) and the corresponding Bethe equations (2.24) constitute our
main results for the inhomogeneous spin-s central spin model (2.19). For s = 1
2
, the well-
known results are recovered. For distinct values of the inhomogeneities (j 6= k for j 6= k)
and B 6= 0, the spectrum is nondegenerate, and the Bethe ansatz solution appears to be
complete. (We have checked this numerically for small values of s and N ; a proof for the
case s = 1
2
can be found in [27].) We conjecture that the number of solutions of these Bethe
equations for given values of s,N,M is given by
N (s,N,M) =
bsc∑
k=0
(−1)k
(
2s− k
k
)(
N + 2s− 2k
m− k
)
. (2.27)
We have also checked this result numerically for small values of s and N , and one can verify
that indeed
N+2s∑
M=0
N (s,N,M) = (2s+ 1)2N , (2.28)
thereby accounting for all the levels of the system.
2.2.2 Homogeneous case
Let us finally return to the homogeneous Hamiltonian (1.2). Comparing with the inhomo-
geneous one (2.19), we see that the homogeneous case corresponds to setting
1 = . . . = N ≡  , A = 1
2s(0 − ) . (2.29)
For these values of parameters, the formulas for the energy (2.23) and the Bethe equations
(2.24) reduce to
E = s(B +NA) +
M∑
a=1
1
va
(2.30)
and
− 2sB − 2s
va
− N
va +
1
2sA
+ 2
M∑
b=1,b6=a
1
va − vb = 0 , a = 1, . . . ,M , (2.31)
respectively, after performing a shift va 7→ va + 0 of all the Bethe roots. Eqs. (2.30) and
(2.31) constitute our main results for the Bethe ansatz solution of the homogeneous model.
A simple example with s = 1 and N = 2 is presented in Table 1. Note that all the
levels with j = N
2
are accounted for, but not those with j < N
2
. This appears to be a
general feature of the Bethe ansatz solution for the homogeneous model. Our preliminary
investigations indicate that this difficulty (which is present already for the spin-1
2
case) is due
to the necessity of correctly taking into account so-called singular solutions (e.g., v = 0).1
We hope to investigate this matter further in the future.
1For a recent discussion of singular solutions in the context of the periodic Heisenberg chain, see [28].
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A nice feature of the Bethe equations (2.31) is that numerical solutions can be readily
found even for relatively large values of N and M . The trick (see e.g. [29, 30, 31, 32] begins
with the observation that the q-polynomial
q(u) =
M∏
a=1
(u− va) = uM +O(uM−1) (2.32)
satisfies
q′′(va)
q′(va)
= 2
M∑
b=1,b 6=a
1
va − vb . (2.33)
The Bethe equations (2.31) can therefore be rewritten in the form
P (va) = 0 , a = 1, . . . ,M , (2.34)
where
P (u) = u(u+
1
2sA
)q′′(u)− 2sBu(u+ 1
2sA
)q′(u)− 2s(u+ 1
2sA
)q′(u)−Nuq′(u) . (2.35)
One next observes that P (u) is a polynomial in u of degree M + 1, which has all M zeros of
the polynomial q(u). Therefore, P (u)/q(u) is a polynomial of degree 1, i.e.
P (u) = (a+ b u) q(u) , (2.36)
where b = −2sBM follows from the asymptotic behavior u→∞. Setting
q(u) =
M∑
k=0
qku
k , (2.37)
one can obtain from (2.36) (by setting the coefficients of u0 , . . . , uM+1 equal to zero) a
set of M + 2 equations for the M + 2 unknowns a, q0, . . . , qM , which can be readily solved
numerically even for relatively large values of N and M ; one can then determine the zeros
of q(u), which are the sought-after Bethe roots.2 An example with N = 60, s = 1,M = 31
is shown in Figure 1.
2.3 Connection with the Tavis-Cummings model
We briefly note here a mapping of the spin-s homogeneous central spin model to the Tavis-
Cummings model [19, 17]. This mapping relies, as in the spin-1
2
case [13, 15], on the Holstein-
Primakoff transformation [33]:
J+ =
√
Na†
√
1− a
†a
N
, J− =
(
J+
)†
=
√
N
√
1− a
†a
N
a , Jz = a†a− N
2
, (2.38)
2Unfortunately, this trick is not nearly as effective for the inhomogeneous case.
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Figure 1: A set of solutions of the Bethe equations (2.31) plotted in the complex v plane for
N = 60, s = 1,M = 31, A = B = 0.5, with corresponding energy E = 30.004.
where
[
a , a†
]
= 1. Indeed, let us now consider an anisotropic generalization of the Hamilto-
nian (2.9),
H(s) = BSz0 + A
(
S+0 J
− + S−0 J
+
)
+ 2∆Sz0J
z , (2.39)
where ∆ is the anisotropy parameter.3 Applying the transformation (2.38), and letting
N →∞, we obtain
H(s) ∼ (B −∆N)Sz0 + A
√
N
(
S+0 a+ S
−
0 a
†)+ 2∆Sz0 a†a . (2.40)
The case ∆ = 0 reduces to the Tavis-Cummings model, while the isotropic case ∆ = A
corresponds to a generalization of the Tavis-Cummings model.
3 Exact dynamics
We turn now to the question of how states evolve in time for the spin-s homogeneous central
spin model (1.2), (2.1). For a generic initial state, this problem appears to pose a formidable
challenge, even for a model as simple as this one. However, if the initial state is an eigen-
state of ~S20 and ~J
2, then the symmetries (2.3) and (2.4) significantly constrain the possible
intermediate states, and the problem becomes tractable yet nevertheless remains nontrivial.
3.1 Time evolution of a spin coherent state
Following [13, 14], we assume that the bath is initially in a so-called spin coherent state
[34, 35]
|θ〉 =
N⊗
j=1
[
cos( θ
2
)|1
2
, 1
2
〉j + sin( θ2)|12 ,−12〉j
]
, (3.1)
which indeed is an eigenstate of ~J2 with j = N
2
. Moreover, we assume that the central spin
is initially “up”, i.e. in the state |s, s〉0. Thus, the initial state of the system is
|Ψ(0)〉 = |s, s〉 ⊗ |θ〉 , (3.2)
3For ∆ = A, this model evidently reduces to the isotropic model (2.9). For simplicity, we focus in this
paper primarily on the isotropic case; however, it is possible to generalize all of the results to the anisotropic
case.
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and our task is to determine its time evolution
|Ψ(t)〉 = e−iH(s)t|Ψ(0)〉 . (3.3)
Expressing the spin coherent state in terms of so-called Dicke states as in [13, 15]
|θ〉 =
N∑
n=0
√(
N
n
)
cosN−n( θ
2
) sinn( θ
2
)|n〉 , (3.4)
where |n〉 ≡ |N
2
, N
2
− n〉, the problem reduces to computing
|Ψ(t)〉 =
∞∑
k=0
1
k!
(−iH(s)t)k|Ψ(0)〉
=
N∑
n=0
√(
N
n
)
cosN−n( θ
2
) sinn( θ
2
)
∞∑
k=0
(−it)k
k!
(H(s))k (|s, s〉 ⊗ |n〉) . (3.5)
Due to the U(1) symmetry (2.4), we know that
(H(s))k (|s, s〉 ⊗ |n〉) =
2s∑
j=0
h
(s,k)
j |s, s− j〉 ⊗ |n− j〉 , (3.6)
where the coefficients h
(s,k)
j are still unknown. We show in Appendix A that these coefficients
are given by
h
(s,k)
j =
2s∑
l=0
c
(s)
j,l (n)
(
ω
(s)
l (n)
)k
, j = 0, 1, . . . , 2s , (3.7)
see (A.15), and we provide a straightforward recipe for numerically computing c
(s)
j,l (n) and
ω
(s)
l (n). Substituting the results (3.6) and (3.7) back into (3.5), we obtain
|Ψ(t)〉 =
N∑
n=0
√(
N
n
)
cosN−n( θ
2
) sinn( θ
2
)
2s∑
j=0
2s∑
l=0
c
(s)
j,l (n)
∞∑
k=0
(−it)k
k!
(
ω
(s)
l (n)
)k
|s, s− j〉 ⊗ |n− j〉
=
N∑
n=0
√(
N
n
)
cosN−n( θ
2
) sinn( θ
2
)
2s∑
j,l=0
c
(s)
j,l (n) e
−itω(s)l (n)|s, s− j〉 ⊗ |n− j〉 . (3.8)
For given values of s, N and n, the frequencies {ω(s)0 (n) , . . . , ω(s)2s (n)} are the energies in the
sector (see Sec. 2.1) with j = N
2
and m = N
2
− n+ s, which has (at most) dimension 2s+ 1.
An important check on this result is the verification of unitarity 〈Ψ(t)|Ψ(t)〉 = 1. Using
the orthonormality of the basis and the fact that c
(s)
j,l (n) and ω
(s)
l (n) are real, we obtain
〈Ψ(t)|Ψ(t)〉 =
N∑
n=0
(
N
n
)
cos2(N−n)( θ
2
) sin2n( θ
2
)
2s∑
j,l,l′=0
c
(s)
j,l (n) c
(s)
j,l′(n) e
−it
(
ω
(s)
l (n)−ω
(s)
l′ (n)
)
. (3.9)
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With the help of the identities (see (B.3) and (B.8))
2s∑
j=0
c
(s)
j,l (n) c
(s)
j,l′(n) = c
(s)
0,l (n) δl,l′ ,
2s∑
l=0
c
(s)
0,l (n) = 1 , (3.10)
we see that unitarity is indeed preserved.
The result (3.8) is one of the main results of our paper. We emphasize that this is an
exact result. Note that the infinite sum over k in (3.5) has been effectuated, leaving only
finite sums to be performed (assuming that N and s are finite). For the special case s = 1
2
,
the result (3.8) reduces to a corresponding result in [15]. In the remaining part of this section,
we use (3.8) to compute the time evolution of various quantities of physical interest.
3.2 Reduced density matrix
The reduced density matrix for the central spin ρ(t) is defined by
ρ(t) =
∑
α
〈α|Ψ(t)〉〈Ψ(t)|α〉 , (3.11)
where the trace is performed by summing over an orthonormal basis of the bath (C2)⊗N .
Making use of the result (3.8) and the fact∑
α
〈α|n− j〉〈n′ − j′|α〉 = δn−j,n′−j′ , (3.12)
we obtain the (2s+ 1)× (2s+ 1) matrix
ρ(t) =
2s∑
j,j′=0
ρjj′(t)|s− j〉〈s− j′| , (3.13)
whose matrix elements are given by
ρjj′(t) =
N∑
n,n′=0
2s∑
l,l′=0
√(
N
n
)(
N
n′
)
cos2N−n−n
′
( θ
2
) sinn+n
′
( θ
2
) δn−j,n′−j′
× c(s)j,l (n) c(s)j′,l′(n′) e−it
(
ω
(s)
l (n)−ω
(s)
l′ (n
′)
)
. (3.14)
The matrix (3.14) is manifestly Hermitian, ρ† = ρ.
Knowing the reduced density matrix, we can directly compute the von Neumann entan-
glement entropy S(t)
S(t) = − tr [ρ(t) ln ρ(t)] = −
2s∑
l=0
λl(t) lnλl(t) , (3.15)
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and the quantum purity γ(t)
γ(t) = tr
[
ρ2(t)
]
=
2s∑
l=0
λ2l (t) , (3.16)
where {λl(t)} are the eigenvalues of ρ(t). An example of the von Neumann entanglement
entropy S(t) for s = 1 is presented in Fig. 2. In contrast with the s = 1
2
case [15], here S(t)
displays rapid irregular oscillations except at the collapsed regions. (See also Fig. 3.)
20 40 60 80 100
0.2
0.4
0.6
0.8
1.0
Figure 2: The von Neumann entanglement entropy (3.15) as a function of time for N =
15, s = 1, θ = 0.5pi,A = B = 1.0.
3.3 Spin expectation value
The expectation value of the central spin can be computed using the reduced density matrix
~S(t) = 〈Ψ(t)|~S|Ψ(t)〉 = tr
[
~S ρ(t)
]
. (3.17)
In particular, the so-called spin polarization is given in terms of the diagonal elements of
(3.14)
Sz(t) =
N∑
n=0
2s∑
j,l,l′=0
(
N
n
)
cos2(N−n)( θ
2
) sin2n( θ
2
) (s− j) c(s)j,l (n) c(s)j,l′(n) e−it
(
ω
(s)
l (n)−ω
(s)
l′ (n)
)
. (3.18)
An example of the spin polarization for s = 1 is presented in Fig. 3. In contrast with the
s = 1
2
case [15], the duration of collapses quickly tend to zero as t increases. This indicates
that the bath is mixing all the states of the central spin. Note also that, for spin s, the
revival regions consist of up to 2s+ 1 revival peaks.
On the other hand, the so-called coherent factor S−(t) = 〈Ψ(t)|S−|Ψ(t)〉 involves off-
diagonal elements of the reduced density matrix, an example of which is presented in Fig.
4.
3.4 Loschmidt echo
The Loschmidt echo can also be readily computed using the result (3.8)
L(t) ≡ |〈Ψ(0)|Ψ(t)〉|2 =
∣∣∣∣∣
N∑
n=0
(
N
n
)
cos2(N−n)( θ
2
) sin2n( θ
2
)
2s∑
l=0
c
(s)
0,l (n) e
−itω(s)l (n)
∣∣∣∣∣
2
. (3.19)
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Figure 3: The spin polarization of the central spin (3.18) as a function of time for N =
15, s = 1, θ = 0.5pi,A = B = 1.0.
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0.8
Figure 4: The squared norm coherent factor of the central spin |S−(t)|2 as a function of time
for N = 15, s = 1, θ = 0.5pi,A = B = 1.0.
The fact that L(0) = 1 is ensured by the second identity in (3.10).
An example of the Loschmidt echo L(t) for s = 1 is presented in Fig. 5. In contrast with
the s = 1
2
case [15], here L(t) displays rapid irregular oscillations. Notice the appearance
of points when L(t) = 0, at which times the states are completely orthogonal to the initial
state.
100 200 300 400 500
0.2
0.4
0.6
0.8
1.0
Figure 5: The Loschmidt echo (3.19) as a function of time for N = 15, s = 1, θ = 0.5pi,A =
B = 1.0.
4 Conclusions
We have presented two approaches for determining the exact spectrum of the spin-s homo-
geneous central spin model. The first approach, based on properties of SU(2), leads to the
reduced eigenvalue problem (2.13). The second approach, based on integrability, leads to
12
the Bethe ansatz solution (2.30) and (2.31); however, it remains to be understood whether
this solution can give the full spectrum.
We have also performed an exact analysis of the time evolution of a spin coherent state,
leading to the result (3.8). This allows us to compute the time evolution of various quantities
of physical interest, including the entanglement entropy (3.15), spin polarization (3.18) and
Loschmidt echo (3.19). For s > 1
2
, we have found interesting differences in comparison with
the s = 1
2
case [15]. While we have restricted for simplicity to the case that the central spin
is initially “up”, it should be possible to generalize this analysis to other cases, such as the
GHZ [36]-like state (|s, s〉+ |s,−s〉)/√2, or states corresponding to entangled states of lower
spin. We expect that this model can help usher in the era of tunable quantum metrology.
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A Computation of the coefficients h
(s,k)
j
Here we compute the important coefficients h
(s,k)
j appearing in (3.6). Our strategy is to
determine these coefficients by means of recurrence relations. Acting on both sides of (3.6)
with the Hamiltonian H(s), we obtain
(H(s))k+1 (|s, s〉 ⊗ |n〉) =
2s∑
j=0
h
(s,k)
j H
(s) (|s, s− j〉 ⊗ |n− j〉)
=
2s∑
j=0
h
(s,k+1)
j |s, s− j〉 ⊗ |n− j〉 . (A.1)
Writing the Hamiltonian in terms of spin raising and lowering operators (2.9) and making
use of (2.10), we arrive at a system of recurrence relations
h
(s,k+1)
j = α
(s)
j h
(s,k)
j + β
(s)
j h
(s,k)
j+1 + β
(s)
j−1 h
(s,k)
j−1 , h
(s,0)
j = δj,0 , j = 0, 1, . . . , 2s , (A.2)
whose coefficients are given by
α
(s)
j = B(s− j) + 2A(s− j)(
N
2
+ j − n) ,
β
(s)
j = A
√
(j + 1)(2s− j)(n− j)(N + j + 1− n) . (A.3)
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In order to solve these recurrence relations, we define the generating functions
h
(s)
j (z) =
∞∑
k=0
h
(s,k)
j z
k . (A.4)
By virtue of (A.2), these generating functions satisfy a system of linear relations
(α
(s)
j −
1
z
)h
(s)
j (z) + β
(s)
j h
(s)
j+1(z) + β
(s)
j−1 h
(s)
j−1(z) = −
1
z
δj,0 , j = 0, 1, . . . , 2s , (A.5)
which we can also write in matrix form
M (s)(z)h(s)(z) = C(s)(z) , (A.6)
where we have introduced the column vectors h(s)(z) = (h
(s)
0 (z), . . . , h
(s)
2s (z))
T and C(s)(z) =
(−1
z
, 0, . . . , 0)T , and M (s)(z) is the tridiagonal matrix4
M (s)(z) =

α0 − 1z β0 0 0 . . . 0 0
β0 α1 − 1z β1 0 . . . 0 0
0 β1 α2 − 1z β2 . . . 0 0
...
...
...
...
...
...
0 0 0 0 . . . β2s−1 α2s − 1z

(2s+1)×(2s+1)
. (A.7)
The solutions of the relations (A.5) are given by the following rational functions of z
h
(s)
j (z) =
∑2s
l=0 n
(s,j)
l z
l∑2s+1
l=0 d
(s)
l z
l
, j = 0, 1, . . . , 2s . (A.8)
The coefficients in the denominator d
(s)
l can be read off from an expansion of the determinant
of the matrix M (s)(z) (A.7) in inverse powers of z,
det
(
M (s)(z)
)
=
2s+1∑
l=0
(−1)2s+1
z2s+1−l
d
(s)
l , d
(s)
0 = 1 . (A.9)
Note that d
(s)
l is independent of the value of j in (A.8). The coefficients in the numerator
n
(s,j)
l , which do depend on the value of j, can be read off from a similar expansion of the
minors of the first row of the matrix M (s)(z),
minor(1,1+j)
(
M (s)(z)
)
=
2s∑
l=0
(−1)2s+j
z2s−l
n
(s,j)
l , n
(s,j)
0 = δj,0 , j = 0, 1, . . . , 2s . (A.10)
Clearly, both d
(s)
l and n
(s,j)
l are expressed in terms of the α’s and β’s (A.3).
4We suppress here the superscripts (s) on the α’s and β’s.
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Performing a partial fraction decomposition of the solutions h
(s)
j (z) (A.8), we obtain
h
(s)
j (z) =
2s∑
l=0
c
(s)
j,l
1− ω(s)l z
, (A.11)
where ω
(s)
l is the (l + 1)
th root of the following polynomial equation of degree 2s+ 1
2s+1∑
i=0
d
(s)
i z
2s+1−i = 0 . (A.12)
Moreover, we obtain formulas for c
(s)
j,l by evaluating the residues of h
(s)
j (z) (A.8) at z = 1/ω
(s)
l ,
c
(s)
j,l =
∑2s
i=0 n
(s,j)
i
(
ω
(s)
l
)2s−i
∏2s+1
i=1,i 6=l(ω
(s)
l − ω(s)i )
. (A.13)
In view of the definition (A.4) of the generating functions, the sought-after coefficients
h
(s,k)
j can be obtained from
h
(s,k)
j =
1
k!
dk
dzk
h
(s)
j (z)
∣∣∣
z=0
. (A.14)
Performing this computation using the solution (A.11), we conclude that
h
(s,k)
j =
2s∑
l=0
c
(s)
j,l
(
ω
(s)
l
)k
, j = 0, 1, . . . , 2s . (A.15)
As a consistency check, note that substituting the result (A.15) back into (A.4) and inter-
changing the order of summations, one obtains
h
(s)
j (z) =
2s∑
l=0
c
(s)
j,l
[ ∞∑
k=0
(
ω
(s)
l z
)k]
. (A.16)
Summing the geometric series in (A.16), one recovers the result (A.11).
In short, we have the following recipe for computing the coefficients h
(s,k)
j appearing in
(3.6):
1. Construct the matrix M (s)(z) (A.7), where the α’s and β’s are defined in (A.3).
2. Read off d
(s)
l and n
(s,j)
l using (A.9) and (A.10), respectively.
3. Solve the polynomial equation (A.12) to obtain ω
(s)
l .
4. Obtain c
(s)
j,l using (A.13).
5. Obtain h
(s,k)
j using (A.15).
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It is straightforward to implement this recipe numerically on a computer.
Note that ω
(s)
l and c
(s)
j,l also depend on n, N , A, and B (through the α’s and β’s), but
we have not explicitly displayed these dependences here in order to lighten the notation.
However, we do display the dependence on n in the corresponding formula in the body of
the paper (3.7), due to the presence there of a summation over n.
B Identities for c
(s)
j,l
We obtain here some useful identities for the coefficients c
(s)
j,l appearing in h
(s,k)
j (A.15). We
begin by evaluating the generating functions h
(s)
j (z) at z = 0 in two different ways: using
(A.8) we obtain
h
(s)
j (0) =
n
(s,j)
0
d
(s)
0
= δj,0 , (B.1)
while (A.11) gives
h
(s)
j (0) =
2s∑
l=0
c
(s)
j,l . (B.2)
We conclude from (B.1) and (B.2) that
2s∑
l=0
c
(s)
j,l = δj,0 . (B.3)
Multiplying both sides of (B.3) by c
(s)
j,l′ and summing over j, we obtain
2s∑
j=0
2s∑
l=0
c
(s)
j,l c
(s)
j,l′ = c
(s)
0,l′ . (B.4)
Let us now evaluate the expression
∑2s
j=0 h
(s)
j (z)h
(s)
j (z
′) in two different ways. Using
(A.11) we obtain
2s∑
j=0
h
(s)
j (z)h
(s)
j (z
′) =
2s∑
j=0
2s∑
l,l′=0
c
(s)
j,l c
(s)
j,l′
(1− ω(s)l z)(1− ω(s)l′ z′)
. (B.5)
On the other hand, we know from (A.6) that h(s)(z) = (M (s)(z))−1C(s)(z). Therefore,
2s∑
j=0
h
(s)
j (z)h
(s)
j (z
′) =
1
zz′
(M(z)M(z′))−100 . (B.6)
Since det(M(z)) does not vanish at z = ω
(s)
l (it vanishes instead at z = 1/ω
(s)
l ), and similarly
for det(M(z′)), we see from (B.6) that
∑2s
j=0 h
(s)
j (z)h
(s)
j (z
′) is regular at z = ω(s)l , z
′ = ω(s)l′ .
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Evaluating the residues of both sides of (B.5) at z = ω
(s)
l , z
′ = ω(s)l′ with l 6= l′, we obtain
2s∑
j=0
c
(s)
j,l c
(s)
j,l′ = 0 , l 6= l′ . (B.7)
Combining this result with (B.4), we conclude that
2s∑
j=0
c
(s)
j,l c
(s)
j,l′ = c
(s)
0,l δl,l′ . (B.8)
The main results of this appendix are the identities (B.3) and (B.8).
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