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The stability of a laminar boundary lyer has classi-
cally been analysed in terms of the solutions of the 
Orr-Sommerfeld equation, which assumes that the 
flow is parallel. The purpose of this paper is to sum-
marize the principles underlying the work done by the 
authors on non-parallel flows. This work adopts an 
asymptotic approach that involves the formulation of 
what we shall call ‘minimal composite equations’ in 
the limit of large Reynolds numbers. These equations 
include every term that is important somewhere, and 
none that is important nowher , ‘importance’ being 
defined in terms of errors to some prescribed oder in 
the local Reynolds number. This approach leads to a 
hierarchy of stability equations of successively in-
creasing accuracy, including, in the lowest order, an 
ordinary differential equation for similarity flows, a 
low-order parabolic partial differential equation in 
the next order, and finally a ‘full nonparallel’ equa-
tion which is equivalent to the parabolized stability 
(partial differential) equations of Bertolotti e  al.1. 
The o.d.e., written here in similarity variables, is simi-
lar to but not identical with the Orr-Sommerfeld. 
Typical results from the present approach are given 
to illustrate the nature of the stability ‘surface’ de-
rived from the present theory, and the accuracy of 
the computed amplitude distributions. 
Introduction 
The theoretical demonstration by Tollmien2 in 1929 that the 
laminar boundary layer on a flat plate can be unstable at 
Reynolds numbers higher than a critical value has been 
justly considered a major landmark in 20th century fluid 
mechanics. At the time that Tollmien’s paper was pub-
lished there was considerable scepticism about the instabil-
ity of boundary layer flow. It took another fifteen years 
before Schubauer and Skramstad3 showed, through careful 
experimental work in one of the world’s first ‘quiet’ wind 
tunnels (as they are called nowadays), that the predictions 
of Tollmien’s theory were correct in all essentials. 
Tollmien achieved his demonstration of boundary-
layer instability through approximate solution  of the  
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Orr-Sommerfeld equation, which is strictly valid only 
for parallel flow such as that in a plane chan l. His 
achievement consisted in the way he skillfully navi-
gated through and across the singularities of the equa-
tion in the limit of large Reynolds numbers. These 
singularities lead to, or represent, the viscous sublayers 
that appear in the solutions in the limit: in general two 
in number, one at the critical layer where the phase ve-
locity of the wave coincides with the flow velocity, and 
one at the wall, but the two are not always distinct. 
The assumption that the parallel-flow Orr-
Sommerfeld equation (O-S) is adequate for spatially 
evolving flows like the boundary layer has long been 
questioned. When approximate solutions of the equation 
were obtained2,4, they were often based on the assump-
tion that the wave number of the disturbance was low. 
For such an assumption to be plausible, one has to have 
waves long enough for the relevant series to converge, 
but not so long that one end of the wave sees a signifi-
cantly different boundary layer from the other. It was 
thus not clear that solving the O-S for the boundary 
layer was a rational procedure. 
With the advent of the digital computer, the need for 
making technically convenient assumptions like low 
wave numbers was no longer felt; and in the 1960s the 
O-S equation began to be solved numerically on the 
machine, without appeal to such assumptions. On the 
other hand the question of whether one is solving the 
right equation has become more pressing, as comput-
tional power ceases to be the limiting resource. 
Beginning in the 1970s, a series of non-parallel flow 
theories emerged1,5–7. The results provided by Gaster6 
have stood the test of time, and have becom a widely 
accepted standard of comparison. Today the most fre-
quently used approach is probably that of Bertolotti et 
al.1, who formulate a parabolized stability equation 
(PSE) to handle the problem. This is a partial differen-
tial equation, which can be solved numerically without 
much difficulty on a computer of modest power. 
Implicit in the PSE approach is the assumption that 
one needs the full paraphernalia of a partial differential 
equation for handling non-parallel flow. Such an as-
sumption leads to an important question, which stems 
from the various terms with a factor R–1 that appear 
therein, apart from those already present in O-S. (Here 
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R is a local Reynolds number, based on say the thick-
ness of the boundary layer and the velocity at its edge.) 
Now if all R–1 terms are included in the stability analy-
sis, one must necessarily take account of higher order 
(i.e. R–1) effects on the mean flow as well, as these will 
make comparable contributions. It cannot, however, be 
argued that non-parallel flow effects can be consistently 
included only if the mean flow is obtained from higher 
order boundary layer theory (of the kind that Van Dyke8 
has described). It then follows immediately that it must 
be possible to formulate equations for non-parallel flow 
stability to lower orders than PSE. 
We review here the basic ideas governing recent work 
by the authors9–12 (referred to respectively as GN95, 97, 
99,00) in formulating such lower order theories. We 
believe a careful reexamination of linear stability theory 
is justified, ev n though it cannot directly predict the 
location of transition. However, it has been demon-
strated1 that linear stability can take one a large part of 
the way, since secondary instabilities occurring just 
upstream of transition onset can be predicted well. 
Since stability analyses are far more economical than 
direct numerical simulations, especially when the Rey-
nolds numbers are not low, they are likely to remain a 
powerful tool in the foreseeabl  future. Furthermore, the 
only practical method for getting any idea of transition 
onset location (the so-called en method) depends heavily 
on linear stability theory. These are reasons enough for 
continued interest, apart from all the other insights that 
stability theories have continued to provide in fluid flow 
problems. 
The present approach 
The approach we have pursued recognizes the fact that 
the equation formulated will eventually be solved nu-
merically on a computer. The approach relies on the 
idea of matched asymptotic expansions13. In u ual ap-
plications of this method the objective is to find uni-
formly valid solutions to a given `primitive' equation in 
the limit as some small parameter (say e) in the problem 
goes to zero. This is accomplished by identifying the 
distinguished limits to the primitive equation14, solvi g 
the simpler equations that arise in each such limit, and 
matching neighbouring solutions in an asymptotic 
sense. From such matched solutions a uniformly valid 
composite solution can be constructed by well-known 
methods13,15. 
This approach is of value in stability theory as well. 
However, our present objective is different, because we 
propose to solve the equations numerically: finding uni-
formly valid solutions is feasible but involves (in this 
view) unnecessary and unrewarding trouble. We do not 
therefore attempt to construct here uniformly valid solu-
tions to the equation, but rather to derive an asymptoti-
cally consistent equation that, to an appropriate order, 
contains just those terms necessary to obtain uniformly 
v lid solutions. Thus, once the necessary distinguished 
limits are identified, it is first ensured that solutions of 
neighbouring limit equations can match each other in 
th  asymptotic sense. Then a minimal composite equa-
tion is constructed; this equation includes all – and 
only – those terms that are necessary to ensure the exis-
tence of matched uniformly valid solutions to some pre-
scribed order. The minimal composite equa ion so 
constructed may be seen as a consistent, lower order, 
reduced primitive; it includes every term that is impor-
tant somewhere, and none that is important nowhere – 
‘important’ to some prescribed order in the distin-
guished limits. 
We shall find it convenient to speak of an equation as 
‘nominally’ valid to some order in the small parameter 
R–1, meaning thereby that the equation contains all the 
terms required to construct the relevant distinguished 
limits necessary to obtain uniformly valid solutions to 
that or to lower orders. Our objective then is to find the 
minimal composite equation that includes just those 
t rms that are necessary to obtain uniformly valid solu-
tions to the problem by numerical methods. 
This approach has led to new low-order equations that 
are simpler than those in current use seeking to include 
the effects of non-parallelism in the flow. 
The basic non-parallel flow equation 
In the classical linear stability analysis of the flow over 
a flat plate4, the disturbance stream function is broken 
up into normal modes of the form 
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where a and w are the wave number and frequency of 
the disturbance respectively, x is downstream distance 
and t is time. Only two-dimensional disturbances need 
be considered since, for a two-dimensional mean flow, 
they become unstable at a lower Reynolds number than 
three-dimensional disturbances (by Squire’s theorem4). 
Since the disturbances are assumed small, their products 
may be neglected. If it is further assumed that the 
boundary layer is locally parallel, i.e. does not vary 
with x (so ¶/¶x = 0 and the normal velocity is zero), f 
satisfies the Orr-Sommerfeld equation 
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which defines the Orr-Sommerfeld operator {OS}. 
Equation (1) has been nondimensionalized using the 
SPECIAL SECTION: 
 
CURRENT SCIENCE, VOL. 79, NO. 6, 25 SEPTEMBER 2000 732
freestream velocity U and a boundary-la er thickness 
(in the sequel the momentum thickness q) as scales; R is 
the Reynolds number based on the same scales, 
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and primes on the mean streamfunction F(y) denote 
differentiation with respect to y. In spatial stability 
analysis, a = ar + iai is taken to be complex and w to be 
real, the boundary layer being unstable to a given dis-
turbance if ai is negative. 
To see how the assumption of parallelism in the Orr-
Sommerfeld equation may be relaxed, we return to the 
incompressible Navier-Stokes equations in two-
dimensional flow, which may be written in terms of the 
streamfunction yd as 
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where the subscript d indicates a dimensional quantity. 
The stream-function may be expressed as the sum of a 
steady mean and a time-dep ndent perturbation, 
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First the following nondimensionalization is used 
(GN95): 
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(Note incidentally that wt º wdtd.) 
It can be seen that this nondimensionalization repre-
sents a departure from all earlier work, in that the scal-
ing is local and takes explicit account of variations with 
x; although not essential, this approach makes it easier 
(as we shall show) to establish connections with the 
Orr-Sommerfeld equation. It must be noted that as q is 
permitted to be a function of x, the variable y, here and 
in all subsequent equations, is proportional to what is 
usually written as h in similarity solutions of the 
boundary layer equations. For a Falkner-Skan profile, 
m
dxU µ , where m is a constant. Therefore 
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where p and q are constants given by 
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We note that dq/ xd = O(R
–1), and assume that a and f 
cannot vary faster (in x) than does q, i.e. that their first 
derivatives with respect to xd are at most of rder R
–1, 
and that their second derivatives are o(R–1) and can 
therefore be neglected in comparison. 
Furthermore, while a is permitted to vary with x, e 
disturbance field at any station is assumed to vary har-
monically in time with the same frequency wd. This 
makes it feasible to handle experiments where a wave-
maker imposes a disturbance of given frequency on the 
flow, as in the experiments of Schubauer and Skramstad 
and all those that have since been conducted by many 
workers. Any more general disturbance c n always be 
handled through a suitable Fourier decomposition. 
However, as wdtd = wt, constant wd, as in wave-maker 
experiments, does not correspond to constant w. When 
one is interested in following the downstream evolution 
of a disturbance of given fr quency, it can be done in 
one of several ways. If a stability loop is presented in 
the (w, R) plane, constant wd will correspond to a suita-
bly curved trajectory in the (w, R) plane, and it is along 
such a trajectory that the disturbance would have to be
tracked. An alternative procedure, followed in GN95, is 
to present the stability loop in terms of a transformed 
frequency variable F that is directly proportional to wd 
at all R (i.e. x), so that a straight line in the (F, R) plane 
can represent the wave-maker experiment and a con-
stant wd trajectory. 
One now substitutes (3) in (2) and expands F as 
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where F0 represents the classical ‘Prandtl’ solution and 
F1 comes from higher-order boundary layer thory
8. It 
will then be seen that te lowest order mean flow is 
given by  
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ich is the classical Falkner-Skan similarity equation 
differentiated once with respect to y. Unlike in the tradi-
tional Orr-Sommerfeld approach, the correct mean flow 
equation emerges naturally here. The disturbance 
streamfunction is given by 
 
{NP}f = 0, 
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where the operator, including all terms nominally of 
O(R–1), is (from GN95) 
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Here, terms of O(y/R2) have been neglected, hence the 
above equation is valid as long as y ~ o(R). Since a ¢¢ 
and ¶2f/¶x2 are both negligible to the given order, at a 
given Reynolds number a ¢ and ¶f/¶x are independent 
of x to the lowest order (a ¢ is a number and ¶f/¶x is a 
function only of y). It therefore follows that the above 
partial differential equation can be treated like an ordi-
nary differential equation in y for any prescribed value 
of R, which plays the role of a parameter just as in the 
Orr-Sommerfeld equation. Of course neither a ¢ no  
¶f/¶x is known a priori, but they may be computed by 
an iterative procedure described in GN95. 
The boundary conditions are  
 
f = Df = 0 at y = 0 and (7) 
 
f ® 0, Df ® 0 as y ® ¥. (8) 
 
The behaviour of f at large y has been discussed by 
GN95. 
Structure of the equation 
Equation (6), which may be called the ‘full non-parallel 
equation’, has the form 
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with the Orr-Sommerfeld operator {OS} containing cer-
tain terms of O(1) and others with a factor R–1. The op-
erator {NP1}, contained within curly brackets in (6), 
consists of non-parallel terms due to the change in the 
boundary layer thickness, streamwise variations in the 
freestream velocity as well as the x-d pendence of the 
disturbance. The operator {NPh}, the last term in (6), 
ccounts for higher order correcti ns to the mean flow, 
due to displacement thickness, surface curvature, etc. 
(the effect of displacment thickness on the mean flow 
for Falkner-Skan wedge flows was considered by 
GN95). Equation (9) includes all terms with the factor 
R–1 in the primitive variables, and will be termed the 
primitive ‘nominally’ correct to O(R–1) in the following. 
A major qualitative difference between the Orr-
Sommerfeld eq. (1) and the ‘full non-parallel’ eqs (6) or 
(9), or PSE, is that while (1) is an ordinary differential 
equation in y, the other equations contain derivativ s 
with respect to x as well. Bertolotti et al.1 solve the PSE 
by space marching. GN95, on the other hand, note that 
¶f/¶x is independent of the streamwise coordinate x to 
the order considered, treat it as a perturbation on an 
ordinary differential equation and solve (9) by a trial 
and error procedure. In the case of a boundary layer 
over a semi-infinite flat plate, the two methods when 
applied to the same equation lead to virtually identical 
solutions; details of the differences in the equations and 
approaches are discussed in GN95.
Now the mean flow in general contains contributions 
of O(R–1). (The flow over an infinitesimally thin semi-
infinite flat plate is a special case in which these higher 
ord r contributions happen to vanish.) A stability analy-
sis conducted using a full non-parallel equation includ-
ing all terms of O(R–1) would be rational only if the 
mean flow were correct up to this order. Apart from it 
being not feasible always for the mean flow to be pre-
scribed to this degree of accuracy, it would seem obvi-
ous that non-parallel effects must exist even when only 
the lowest order contributions to the mean flow are 
known or given. This question has been considered in 
GN97. 
The lowest order theory 
At first glance, it might appear from (6) that the 
Rayleigh equation 
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which is the result of omitting all terms containing the 
factor R–1 in (9), is a valid lowest order equation. It is, 
however, well known that the solution of eq. (10) has a 
singularity at the critical point y = yc, and that in the 
associated `critical layer' it is necessary to invoke vis-
cosity. Similarly, near the wall satisfaction of the no-
slip boundary condition also demands that viscous ef-
fects be taken into account. At large R, the thicknesses 
of the critical and wall layers are respectively of 
O(R–1/3) and O(R–1/2) (e.g. ref. 4). On the lower branch 
of the Orr-Sommerfeld stability boundary the phase 
velocity cr of the wave, and correspondingly also yc, re 
so small that the two layers may even merge into each 
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other. Without loss of generality, however, we can pro-
ceed by first considering the two separately in the pre-
sent approach.  
Thus, we can say that there are three distinguished 
limits to consider: 
 
(i) the bulk of the flow (outside layers (ii) and (iii) 
below), governed by the outer inviscid 
(‘Rayleigh’) solutions, defined by y fixed, 
R–1 ® 0; 
(ii) the critical layer, given by 
 
 hc º (y – yc)/e1 fixed, e1 º (aR)
–1/3 ® 0; 
 
(iii) the wall layer, given by 
 
 hw º y/e2 fixed, e2 = (aR)
–1/2 ® 0. 
 
In the critical layer, f may be expressed as the asymp-
totic expansion  
 
f(y) º c(hc) = c0(hc) + e1c1(hc) + ¼ , (11) 
 
and F0 expanded in a Taylor series around yc, 
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On substituting (11) and (12) into the full non-parallel 
eq. (9), we get, to the leading two orders in e1, the equa-
tions 
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Compared to the well-known inner viscous layer equa-
tions in Orr-Sommerfeld theory4, we see that the only 
difference is the presence of the additional term 
0c0 c ¢¢¢Fp  in eq. (14), which is in general comparable to 
the other terms in the equation. (It would become negli-
gible only if yc, and hence F0c also, become small.)  
Now it is known from Orr-Sommerfeld theory that, to 
match the logarithmic behaviour of the Rayleigh solu-
tion near yc, it is necessary to consider the two leading 
terms in the expansion (11). Of the three relevant ind-
pendent solutions of eq. (13) (the fourth is exponen-
tially large as h ® ¥ and so is to be ignored), only the 
Airy function solution c03 that is exponentially small as 
hc ® ¥ will make an additional contribution to the so-
lution c1; the reason is that the third derivatives of the 
other two solutions c01, c02 is zero. 
We can now ‘compose’ the lowest order equations at 
the critical layer as follows. From the full non-parallel 
eq. (6), we select just those terms that yield, on the use 
of the expansions (11) and (12), the terms that appear in 
eqs (13) and (14). This gives us the ‘minimal’ subset of 
(6) t at adequately represents the critical layer as 
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where the last two terms, within square brackets, are 
O(R–1/3) relative to the first two. Recalling the definition 
of p from (4), we see that the term 0c0 c ¢¢¢Fp  in eq. (14), 
and the corresponding term in eq. (15), are a direct re-
sult of flow non-parallelism, and we shall return to its 
significance presently. 
An exactly similar analysis can be carried out for the 
wall layer. Expanding F0 around the wall y =0 and not-
ing the wall boundary conditions F0(0) = 0, F¢0(0) = 0, 
we have  
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The appropriate viscous wall solution  
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where hw º y/e2, obeys the equations  
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which are the same as in classical Orr-Sommerfeld 
analysis, i.e. no additional term is introduced here by 
non-parallelism in the flow. A minimal composite equa-
tion is therefore 
 
{i(w – aF¢)D2 + R–1D4} f = 0, (18) 
 
which is already contained in eq. (15). It is easy to see 
why the two additional terms in eq. (15) are unneces-
sary near the wall. Compared to the terms retained in 
eq. (18), the 0F ¢¢¢  term is O(R
–1) and the pF0D
3f term is 
O(R–1/2): the latter is a consequence of the fact that, 
from eq. (16), F0 is O(R
–1) in the wall layer. 
We also note that, if the critical layer is close to the 
wall, we have yc  1 and F0c = O(y
2
c) as in eq. (16), so 
the ffect of the new term in eq. (14) may not be sig-
nificant. On the other hand, there are flow situations in 
which yc is not small (e.g. near the upper branch of the 
stability loop, especially in strong pressure gradients), 
hence it is not in general justifiable to ignore the new 
term. 
I  the ‘bulk’ of the flow we have the Rayleigh equa-
tion 
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As the idea is to treat the problem numerically, GN97 
do not handle these distinguished limits separat ly but 
instead construct the minimal ‘composite’ equation  
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which contains all terms that are of order R–1/2 or lower 
anywhere in the boundary layer, and is therefore (in 
particular) the rational equation up to that order. A nu-
merical solution of eq. (20), with the boundary condi-
tions (eqs 7, 8), can therefore yield the lowest order 
stability boundaries for the (non-parallel) flow in a 
Falkner-Skan boundary layer.  
The implication of this work is that the simplest ap-
proximation to the stability characteristics of a (non-
parallel flow) Falkner-Skan boundary layer is given by 
the ordinary differential eq. (21); the Orr-Sommerfeld is 
in principle not appropriate, because it considers only 
parallel flow. Furthermore, the effects of non-
parallelism appear in two different ways. The first is 
purely geometric, and is taken care of by the introduc-
tion of local coordinates through the transformation (3). 
The second is dynamic, and appears  (in the lowes  or-
der) solely through the term involving p in eq. (20). As 
shown by GN97, this dynamic effect is the transport of 
disturbance vorticity at the critical layer by the mean 
wall-normal velocity of the (non-parallel) boundary 
layer. 
A higher order treatment 
The suggestion implicit in the above statements is that 
the spatial development of the flow affects stbility at a 
lower order than O(R–1). In eq. (20), however, there is 
no explicit effect of the downstream propagation of the 
disturbances on the stability. Indeed, a legitimate ques-
tion about a theory of this type is the following: if an 
ordinary differential equation in y (l ke eq. (20)) has a 
solution f(y), an arbitrary function of x times f(y) is 
also a solution; so how does the x-dependence get d-
termined? In practice this question has been answered, 
e.g. in en-type calculations, by noting that an o.d.e. like 
(eq. 20) or the Orr-Sommerfeld equation, through the 
dependence of R on x, carries x as a parameter. Thus the 
amplitude of the disturbance at any station is deter-
mined by the amplification or attenuation that it suffers 
through the stability characteristics computed at the 
immediately preceding station. A more satisfactory an-
swer to this question must, however, proceed from a 
primitive equation in which the x-dependence is ex-
plicit; it is clear that the weak dependence on x, i.e. the 
fact that ¶f/¶x is a higher order term, making the 
parabolicity singular in some sense, holds the key to the 
answer. This question will be pursued elsewhere, but it 
can be shown (GN99) that parabolic effects first appear 
at order R–2/3. 
Following arguments similar to those above but in-
cluding only the next round of higher order terms, 
GN99 show that, to O(R–2/3), the equation governing 
stabil ty is  
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It may be noticed that the last term here contains the 
streamwise derivative of the disturbance eigenfunction, 
which was absent in the lowest order eq. (20), i.e. the 
effects of the parabolic nature of the flow on its stabil-
ity first appear in this equation. It is therefore appropri-
ate to call it the ‘Lowest-order Parabolic Stability 
Equation’ (LOP). The boundary conditions in y remain 
the same as in eqs (7) and (8), but need to be supple-
mented by an initial condition at some x. 
It is important to note that the higher order contribu-
tions to the mean flow, i.e. F1 and so on, do not affect 
stability up to the order considered. If, in a quest for 
greater accuracy, we were to use an equation correct to 
O(R–1), we need to know F1 accurately in order to be 
consistent.  
When the lowest order parabolic equation is com-
pared to the O-S eq. (1), it is noticed that the term a4f, 
pre ent in (1), is O(R–1) or higher everywhere in the 
boundary layer and so has to be neglected in the LOP. 
In tead, the term containing D3f and two additional 
terms containing D2f are now included. We have al-
ready encountered the third derivative term, which has 
been traced by GN97 to be  due to the advection of the 
disturbance vorticity zd by the normal component of the 
mean velocity. The non-parallel component of the 
streamwise advection of zd, on the other hand, gives rise 
to a new second derivative term as well as to the ex-
plicit parabolic term in eq. (21). 
The origin of each of the terms in eq. (21) can be 
traced back to a corresponding term in eq. (6), and the 
primitive equation for eq. (21) may be derived to be 
(GN99) 
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where D0/Dtd stands for the total derivative following 
the mean flow. This eq. (22) contains all nonparallel 
effects up to O(R–2/3), and so provides a sufficient basis 
to obtain stability characteristics up to this order. This 
observation is relevant, especially for non-similar flows 
where eq. (21) will not hold. In comparison with the 
primitive equation for the lowst order stability equa-
tion (equation (4.3) of GN97), it is seen that the only 
additional term is the last one, which represents 
streamwise diffusion of the dominant term in distur-
bance vorticity. In the LOP (as in the OS equation), this 
diffusion appears as an additional second derivative 
term (–2a2D2f). Note that the last term in eq. (22) is 
significant only at the critical layer, where the dominant 
contribution to zd comes only from :/ˆ dd yu ¶¶  the other 
term dd x¶¶ /vˆ  in the definition of vorticity zd will be of 
higher order. 
Discussion 
Various results that have come out of the present work 
have been published previously, but we would like to 
highlight two sets of results which are particularly re-
vealing. 
The first set concerns stability ‘loops’. Since the work 
of Tollmein, such loops separating the stable and unsta-
ble regimes in the (w, R) or (a, R) space have become 
very familiar. In nonparallel flows, however, it is now 
well known that stability characteristics depend on dis-
tance y normal to the surface. Simple reflection shows 
that this is not really as surpri ing as it seems at first 
sight. To understand it we first note that the eigen-
function has in general three zeroes, one at the wall, one 
at infinity and one at some intermediate point in the 
boundary layer (Figure 1). Consider now a probe that is 
traversed downstream along a track in the (x, y) plane 
that passes through the intermediate zeroes of the eigen-
function. Clearly the disturbance level will remain zero 
all along this track, whether there is stability or instabil-
ity in the flow along other tracks. Indeed, by consider-
ing eigenfunctions at successive stations, it is easy to 
imagine tracks along which the disturbances may in-
crease or decrease as one moves downstream. Even if 
the track corresponds to y = constant, yd will not remain 
constant. The stability loop thus becomes a function of 
distance from the surface. What is more, it can some-
times take surprising and unsuspected forms (GN97). It 
therefore becomes necessary to think not of a stability 
loop but rather of a stability surface in the space (y, w, 
R) or (y, a, R). The nature of such a stability surface for 
Blasius flow is illustrated in Figure 2, which shows sev-
eral views of the surface. It is seen that the surface con-
sists of two segments which are stuck to each other with 
almost a discontinuity located around the intermediate 
zero of the eigenfunction. At distances just above this 
 
 
Figure 1.  Typical eigenfunction for the Blasius boundary layer, 
showing the three zeroes respectively at the wall, at infinity and at an 
intermediate point. 
 
locati n there is a little kink in the upper branch of the 
loop, f the kind shown in Figure 3. The back of the 
surface has a marked valley as well as ridge. All of 
these features basically stem from the way that the am-
plification rates are determined from the track 
y = constant cutting across successive eigenfunctions as 
they develop downstream. One can, of course, still take 
(by convention) some specific location to give us a 
measure of the stability characteristics of the boundary 
layer; a good candidate would be the location of the 
inner maximum in the disturbance distributions. This 
location has the advantage that it automatically tracks 
the highest wave amplitudes; incidentally results at this 
location also happen to be very close to those provided 
by the classical Orr-Sommerfeld theory (which of 
course are independent of y). An alternative procedure 
would be to examine the integral of the disturbance en-
ergy across the boundary layer6. 
These results suggest that the concept of stability 
loops and critical Reynolds numbers becomes somewhat 
fuzz  in non-parallel flow. Thus, to quote a critical 
Re nolds number one would have to specify the loca-
tion in y, and in fact even the disturbance quantity; val-
ues will be different for u¢, v¢, u¢2, etc. (as Bouthier5 and 
Gaster6 pointed out). In other words, the concept of 
critical Reynolds number in non-parallel flow is rather 
like that of the thickness of the boundary layer: there 
are no unique values, and a good ‘measure’ is all one 
can provide. 
This of course suggests that looking at the stability 
loops is perhaps not the best way of characterizing the 
stability characteristics of the flow. A more direct pa-
rameter would be the disturbance intensity as it evolves 
in the streamwise direction. Figure 4 shows a compari-
son between the results of GN95 with the calculations
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Figure 2.  Four views of the stability surface for the Blasius boundary layer, in (y, w, R) space. The surface is generated by 
stacking up, along the y-axis, stability loops generated at various values of y. Th  red surface is close to the wall, the blue sur-
face is near the intermediate zero, and the pink surface is near the top of the eigenfuncti n shown in Figure 1. a, View with R 
to the right, w towards the top and y into paper. The red rgion is close to the unstable regime shown in the classical Orr-
Sommerfeld stability loop. Note the barely discernible cut-back near the blue loop (shown in greater detail in Figure 3). 
b, View from below, showing the lower branches of the stability loop stacked along y. c, d, Other views, chiefly of the lower 
branches, showing the valley and ridge nature of the topography of the stabilit surface. 
 
 
 
of Gaster and the direct numerical simulation of Fasel 
and Konzelmann16. It will be seen that all three curves 
are close to each other. However, the rather closer 
agreement between the present results and the numerical 
simulations does not appear to be accidental. A detailed 
study (GN00) has shown that the neglect of the change 
in the shape of the eigenfunction in Gaster’s calcula-
tions is responsible for the differences noted in Figure 
2. Gaster’s calculation shows that a very good approxi-
mation can in fact be obtained without taking into ac-
count the small correction of the eigenfunction that 
results from accounting for non-parallelism in the th-
ory. Such a calculation is correct to an order less than 
R–2/3. The fact that GN95 includes terms of order R–1 
appears to be responsible for the closer agreement with 
DNS. 
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Figure 3.  A slice of the stability surface of Figure 2, taken around the blue loop, bounded by y =0.69, 0.70. The axis shown 
in R. Note the fold-back on the upper branch. 
 
 
 
 
Figure 4.  Comparison of the streamwise variation of he amplitude 
ratios as obtained from three calculations. 
 
 
In general the differences between Orr-Sommerfeld, 
the present lowest order theory and the higher order 
non-parallel flow theories become apprci ble as the 
pressure gradient becomes adverse. Th  chief reason is 
that in adverse pressure gradients the critical Reynolds 
numbers drop, and the higher order terms make signifi-
cant numerical contributions to the final result. In fa-
vourable pressure gradients, on the other hand, the 
opposite effect (namely that the critical Reynolds num-
bers increase substantially) makes the higher order con-
tributions less significant. 
Conclusions 
We could summarize the position as follows. The Orr-
Sommerfeld equation, which has been used for a very 
long time to study stability of boundary layer flows, is 
valid only for parallel flow; its great advan age is that it 
is universal, i.e. it is valid for all parallel flows and all 
Reynolds numbers. However the universality is much 
less powerful than it seems, because the mean flow is 
supposed to be given independently, and does not al-
ways follow from the parallel flow assumption. The 
number of possible velocity distributions in strictly par-
allel flow is very limited, but in practice the Orr-
Sommerfeld is often used (inconsistently and indis-
criminately, in the present view) on any 2D velocity 
profile. Most modern stability analyses use not the OS, 
but the PSE. Since the lowest order equation for bound-
ary layer stability is (20), it would be more appropriate 
to think of the PSE as being a higher order correction on 
q. (20) rather than on the OS. 
When we are looking at stability of boundary layer 
flows, the limit as Reynolds number tends to infinity is 
already implicit in the equation itself – and of course 
goes back to Prandtl’s formulation of the thory. Thus, 
taking the limit R ® ¥ to discuss the stability of the 
flow is not only legitimate, but indeed both automatic 
and consistent. The use of minimal composite equa-
tions, in this high Reynolds limit, leads in the lowest 
order to an ordinary differential equation. This equation 
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is rather like the Orr-Sommerfeld, but is not the same. It 
already takes into account the non-parallelism in the 
flow; indeed there is one term which explicitly repre-
sents the effect. However the ordinary differential equa-
tion is valid only for similarity solutions of the 
boundary layer equation. For zero or favourable pres-
sure gradients the solutions of the lowest order compos-
ite equation are very close to those of the Orr-
Sommerfeld, because the terms that represent the differ-
ences happen to be small. (The reasons for this are that 
the critical Reynolds numbers – several hundreds or 
more – are high, and yc is relatively low.) This of course 
is why no major deficiencies in the Orr-Sommerfeld 
have come to light, and it has held sway over boundary 
layer stability studies for such a long time. On the other 
hand, in strong adverse pressure gradients the critical 
Reynolds numbers drop, and the critical layer moves up; 
and so the present equations give results appreciably 
different from the Orr-Sommerfeld (GN99).  
It is relevant to mention here that the present theory is 
different from the triple-deck approach of Smith17, who 
also proposes a rational theory for the nonparallel sta-
bility of boundary layers. The chief diff rence is that in 
the present work the frequency and wave number do not 
participate in the limiting process. Smith’s equations are 
therefore simpler, but they are valid only for R  Rcr, 
and can predict neither the critical Reynolds number nor 
the upper branch of the stability loop (although a sepa-
rate five-deck theory can be formulated for the asymp-
totic part of the upper branch). 
The streamwise evolution of disturbance amplitudes 
cannot, in principle, be obtained directly by solving the 
present ordinary differential equation; this, of course, is 
true for the Orr-Sommerfeld as well. However the equa-
tion solved, in either case, does contain x-dependent 
parameters, for example through the local Reynolds 
number R which is in general a function of x. It isthere-
fore possible to calculate an amplitude evolution in 
space by going from one station to the next, as engi-
neers have been doing for more than forty years in the 
en method. A rigorous treatm nt of streamwise evolution 
demands a higher order theory whic appears here in 
the form of the lowest order parabolic equation. Being a 
partial differential equation the streamwise evolution is 
explicitly present in this equation. However, the streamwise 
derivative of the eigen-function is a higher order quantity, 
therefore the parabolicity of this equat on is also singular.  
If the boundary layer is not similar, the present low st 
order equation is strictly speaking not valid. In this case 
one can make approximate calculations either asuming
local similarity or adopting a weakly non-similar ap-
proach (GN 95). For more accurate results, one can ap-
peal to the reduced primitive equation that underlies the 
lowest order theory. 
More importantly, the lowest order minimal compos-
ite equation is not universal. Thus for each type of flow 
the governing equation has to be specially derived. As 
an example, we may consider here the plane far wake, 
with (constant) free-stream velocity U, and a centre-line 
velocity defect w0. (For a preliminary account, see ref. 
18.) With appropriate non-dimensionalization, the mean 
streamwise velocity obeys the similarity solution 
 
),()(0 ygy -L=F¢  
 
where L(x) = U/w0(x) is the reciprocal of the velocity 
defect ratio and g(y) is the appropriate similarity func-
tion for the defect-velocity profile. Similarity obtains in 
the far field, where the local Reynolds number is inde-
pendent of x but L varies like x1/2. It can then be 
shown19 that the lowest order linear stability equation 
for this flow is
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with the boundary conditions 
 
Df = D2f = 0 at y = 0, 
f ® 0, Df ® 0 as y ® ¥. 
 
The lowest order parabolic equation will use only the 
lowest order mean flow. We believe that the use of 
more elaborate equations in which the higher order ef-
fects on the mean flow (such as surface curvture, dis-
placement, free-stream vorticity, etc.) are ignored is not 
consistent. Computing higher-order mean flow in the 
boundary layer presents many problems, and is gener-
ally not worthwhile except possibly in high-altitude 
hypersonic flow applications.  
The present theory has been extended to include ef-
fects of compressibility20 and three-dimensionality21.  
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