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Abstrakt
Tato diplomová práce se zabývá evoluční metodou řešení hlavolamu Rubikova kostka. Ce-
losvětově rozšířený hlavolam je už po několik desítek let nejen hračkou pro děti a dospělé,
ale téměř životním stylem pro zástupy nadšenců a rovněž značnou výzvou pro odborníky
z počítačové oblasti, kteří se pokoušejí o jeho efektivní automatizované řešení. Potenciál pro
řešení problému by v sobě mohly skrývat i evoluční algoritmy. V rámci této práce byla na-
vržena aplikace využívající, kromě genetických algoritmů, řady technik, jako jsou lineární
genetické programování, nebo lokální prohledávání, jejichž účelem je zefektivnit evoluční
proces. Byla rovněž vytvořena sada testů zkoumající vliv velikosti populace, křížení, mu-
tace a dalších. Všechny testy byly vyhodnoceny pomocí statistiky.
Abstract
This thesis deals with an evolutionary solving of the Rubik’s cube. The worldwide known
puzzle has been for several decades not only a toy for children and adults, but also almost
a lifestyle for crowds of fans and definitely a big challenge in the world of computation,
where scientists seek to find an effective automated solution. The potential for its solution
could also be borne by evolutionary algorithms. The author of this thesis has developed an
application employing, apart from genetic algorithms, also many advanced technics, such as
linear genetic programming or local search. The goal of this special technics is to make the
evolutionary process more effective. There have also been made tests of the crossover, the
population size and the mutation probability influence. All the tests have been statistically
evaluated.
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Kapitola 1
Úvod
Rubikova kostka patří mezi světově nejproslulejší hlavolamy. Vzhledem k objemu jeho pro-
dejů v minulých letech, je více než pravděpodoné, že se s ním čtenář již někdy setkal
a pokoušel se jej řešit. Existuje celá řada organizací, které pod sebou sdružují příznivce
hlavolamu z celého světa a pořádají mezinárodní soutěže o nejrychlejší vyřešení kostky
(tzv. Speedcubing). Vznikla také celá řada metod řešení kostky, které jsou různě náročné
s ohledem na pokročilost řešitele.
Je zřejmé, že hlavolam se stal výzvou i pro počítačovou oblast, a to z hlediska návrhu
efektivních algoritmů pro jeho řešení. Rubikova kostka je charakteristická obrovským sta-
vovým prostorem. Vždyť v každém kroku má hráč k dispozici 18 možných tahů. Důvodem,
proč pro tento problém použít zrovna evoluční algoritmy, je to, že jsou známy právě svou
efektivitou při prohledávání velkých stavových prostorů.
Co se týče počtu tahů potřebných ke složení kostky, existuje určitý rozdíl v přístupu
k řešení u člověka a u stroje. Klasické metody pro ruční řešení kostky sestávají obvykle z po-
stupu, při kterém člověk pomocí zapamatovaných posloupností tahů (algoritmů) sestavuje
jednotlivé části kostky. Například nejprve první vrstvu, poté druhou, dále rohy třetí vrstvy
atd. Člověk tedy postupuje krok po kroku. Počet tahů pro složení, pomocí algoritmů, které
si je člověk schopen zapamatovat, je obvykle vysoký.
Oproti tomu stroj může být schopen použít mnohem efektivnější algoritmus a najít
takovou posloupnost tahů, vedoucí k řešení, která je vždy nejkratší. Výzkumná skupina
ve složení: Tomas Rokicki, Herbert Kociemba, Morley Davidson, a John Dethridge ve spo-
lupráci se společností Google v roce 2010 dokázala, že jakákoli vstupní konfigurace kostky
může být řešena maximálně ve 20 tazích [10].
V úvodní kapitole bude čtenář obecně seznámen s historií zmíněného hlavolamu a bu-
dou popsány jeho základní charakteristiky. Dále budou detailněji vysvětleny nejznámější
existující metody pro řešení Rubikovy kostky. Následující se zabývají popisem teorie ne-
zbytné pro základní pochopení problematiky evolučních algoritmů, genetických algoritmů,
lineárního genetického programování a metod lokálního prohledávání. Poté bude věnováno
několik stran popisu řešení projektu, které bylo implementováno. Následuje teoretická ka-
pitola, ve které budou nastíněny základy statistiky, které vytvoří předpoklad pro korektní
vyhodnocení testů. Předposlední kapitola čtenáře hlouběji zasvětí do oblasti měření a testů,
které byly nad navrženým řešením prováděny. Závěrečná kapitola shrne dosažené výsledky.
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Kapitola 2
Rubikova kostka
Rubikova kostka je trojrozměrný mechanický hlavolam, který vynalezl v roce 1974 maďarský
sochař a architekt Erno˝ Rubik. Rubik získal maďarský patent HU170062 za svou ”Magickou
kostku”v roce 1975, ale ohledně mezinárodního patentu se ještě dlouho vedly spory, protože
hlavolam podobného charakteru vynalezl již v roce 1970 Lary Nichols. Hlavolam se stal
zejména v 70. a 80. letech 20. století velice populárním a byl vyráběn v miliónových sériích
v různých obměnách a velikostech. Do roku 2009 bylo celosvětově prodáno na 350 miliónů
kostek. Hlavolam je určen pro jednoho hráče, ale existují různé verze, lišící se například
tvarem, nebo počtem kostiček. [5]
2.1 Vlastnosti hlavolamu
Nejběžnější typ kostky 3x3x3 má tři vrstvy a vypadá, jakoby byla složena z 27 menších
kostiček. Ve skutečnosti je složena z 26 dílů - 8 rohů (corners), 12 hran (edges) a 6 středů
(centres). Ty se od sebe liší počtem barevných nálepek na nich umístěných. Na rohu jsou tři,
na hraně dvě a střed má pouze jednu. Celá soustava je propojena pohyblivým mechanismem,
který umožňuje libovolnou vrstvu pootočit o násobek 90°. Kostka může být rozložena bez
větších obtíží, typicky otočením horní vrstvy o 45 stupňů a vypáčením jedné z hranových
kostiček směrem od dalších dvou vrstev. Středy jsou jako jediné z částí nepohyblivé (tzn.
zaujímají vůči sobě stále stejnou polohu). Barva středu tím pádem i určuje, jaká má být
výsledná barva celé stěny tento střed obsahující. Ve složeném tvaru má každá stěna velké
kostky jednu barvu. Úkolem je poskládat kostku, jejíž části byly náhodnými pootočeními
promíchány, zpět do složeného tvaru. Celkový počet kombinací je 43 252 003 274 489 856
000 pro kostku 3x3x3. [5]
2.2 Skládání rubikovy kostky
Cílem hlavolamu je dostat kostku do takové konfigurace, kdy bude každá stěna složena
z kostiček jedné barvy. Mechanické operace, které slouží jako prostředek nejnižší úrovně
k dosažení tohoto cíle, jsou tzv. Tahy. Tah je otočení jedné pohyblivé části kostky o 90
stupňů. Na obrázku 2.1 můžeme vidět, jaké tahy je možné provádět z pohledu pozorovatele
a jakým způsobem budou značeny.
Značení tahů vychází ze značení stran. V tomto směru vycházíme z nejběžnějšího způ-
sobu značení, který se vyskytuje v návodech a dokumentacích, týkajících se hlavolamu
Rubikovy kostky. [4]
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Obrázek 2.1: Tahy
U tahů je vždy specifikována nejprve strana, což značí otočení o 90 stupňů ve směru
hodin. Je možné otáčet i proti směru hodin, což se značí malým písmenkem
”
i“ za velkým
písmenem strany. Například
”
Ri“.
Pokud budeme otáčet prostřední částí kostky, bude tato skutečnost reprezentována pís-
menem
”
M“, za kterým bude následovat specifikace toho, jakého středu se daný pohyb
týká. Značení bude vždy podle stěny, která by kopírovala pohyb střední vrstvy ve směru
hodinových ručiček. Obě písmena budou velké, například:
”
MR“.
Pro přehlednost zápisu bude využíván tento typ zkratek:
”
2U“ značí dvojitý pohyb
ve směru U. Čili otočení ne o 90, ale o 180 stupňů v daném směru.
Definice základních pojmů a názvosloví v oblasti tahů nám pomůže v orientaci v ná-
sledující části dokumentu, kde jsou popsány vybrané tradiční algoritmy, pomocí kterých je
možné řešit Rubikovu kostku. Některé části i celé algoritmy budou testovány při návrhu
evolučního řešení hlavolamu. Na následujícím seznamu tak můžeme vidět základní označení
jednotlivých stěn kostky.
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 přední stěna F (front)
 zadní stěna B (back)
 pravá stěna R (right)
 levá stěna L (left)
 horní stěna U (up)
 dolní stěna D (down)
2.3 Vlastnosti metod
V roce 2010 výzkumní pracovníci Tomas Rokicki, Herbert Kociemba, Morley Davidson
a John Dethridge ve spolupráci se společností Google dokázali, že jakákoliv instance kostky
může být řešena pomocí maximálně 20 tahů [10]. Toto číslo je často označováno jako tzv.
”
God’s Number“. Vyjadřuje tedy maximální počet tahů, který by zabralo sestavení jakékoli
konfigurace kostky pomocí ideálního algoritmu. Nutno dodat, že toto číslo se vztahuje k me-
trice značení tahů známé jako
”
Face turns“, ve které jsou dvojité tahy stejného charakteru,
jako například F2, počítány jako jediný.
Existuje mnoho metod pro řešení zamíchané kostky - liší se jednak počtem tahů, nutných
ke složení kostky, což do značné míry definuje rychlost skládání, a také počtem dílčích
algoritmů, neboli posloupnosti tahů, které je nutné znát, aby bylo možné plnit jednotlivé
kroky metod. Obecně platí, že metody s komplexními algoritmy zpravidla umožňují skládat
kostku rychleji, ovšem je nutné si sady algoritmů zapamatovat.
2.4 Metoda Po vrstvách
Tato metoda je výhodná pro začátečníky, protože neobnáší nutnost znalosti velkého množ-
ství komplexních algoritmů. Zároveň je po jejím zvládnutí možné plynule přejít k dalším
metodám, které umožňují dosahovat velice rychlých časů při řešení kostky. Popsaný návod
metody Po vrstvách vychází ze zdroje [7].
2.4.1 Složení první vrstvy
První vrstvu získáme ve dvou fázích:
1. Zformováním kříže.
2. Vložením všech čtyř rohů první vrstvy (každý z rohů je vložen individuálně)
Pro relativní jednoduchost, je vhodné složit kříž intuitivní metodou. Zvolíme tedy barvu
středu a kolem něj začneme umísťovat ramena kříže. Je nutné mít zřetel i na boční barvu
ramena, protože ta musí odpovídat středové kostce prostřední vrstvy na dané straně. Na ob-
rázku 2.2 můžeme vidět správnou a nesprávnou polohu ramena.
Poté co máme hotov správný kříž, můžeme přistoupit k vyhotovení kompletní vrstvy
získáním rohů. Kostka by v první řadě měla být prohledána a potřebné rohy lokalizovány
v první nebo třetí vrstvě. Vkládání rohů je opět vhodné provést intuitivně. Pro ilustraci je
zde uveden příklad řešení jedné možné situace včetně obrázku 2.3 a následujícího popisu:
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Obrázek 2.2: Kříž - vlevo správná a vpravo nesprávná poloha
1. Modro/červeno/bílý roh je umístěn ve spodní vrstvě. Otočíme modrou stranu o 90
stupňů proti směru hodin.
2. Otočíme stranu D o 90 stupňů proti směru hodin, abychom k sobě dostali modro/bílý
kraj a modro/bílo/červený roh.
3. Znovu zformujeme kříž otočením modré strany o 90 stupňů ve měru hodin.
4. Modro/bílo/červený roh je ve správné poloze.
Obrázek 2.3: Příklad rohů
Následuje několik obecných tipů pro řešení rohů první vrstvy. Začít by se mělo rohem
první vrstvy, který se nachází ve třetí vrstvě. Pokud je jich tam více, tak za předpokladu,
že naše skládaná vrchní strana je červená, je vhodné začít s rohy, které nemají červenou
barvu na spodní straně (opačné straně od skládané). Když máme požadovaný roh v první
vrstvě, ovšem špatně natočený, či neodpovídající barvám svého okolí, jeho opravu můžeme
provést tím, že jej vyjmeme z první vrstvy, umístíme do poslední a pak vrátíme zpátky.
2.4.2 Složení prostřední vrstvy
Složení prostřední vrstvy obnáší znalost algoritmu, který nám umožní získat její kraje.
Předpokládejme, že hledaná modro/červená kostička je situována v nejnižší vrstvě, dle
obrázku 2.4. Případně můžeme otočením spodní vrstvy dostat modročervenou kostičku
do této polohy.
Předpokládejme tuto pozici kostky: U = bílá, L = červená, F = modrá. Abychom dostali
kostičku na požadovanou pozici, je nutné provést tento algoritmus: D, L, Di, Li, Di, Fi, D,
F
V případě, že byla kostička přetočena a na straně D se vyskytovala modrá a ne červená
nálepka, je možné otočením spodní vrstvy dostat kostičku na červenou stranu a provedením
zrcadlového algoritmu Di, Fi, D, F, D, L, Di, Li dostaneme kostku ve správné poloze napravo
od červeného středu.
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Obrázek 2.4: Prostřední vrstva
Pakliže se kostička již vyskytuje v prostřední vrstvě, ale ve špatné poloze, je možné pou-
žitím výše zmíněnéh algoritmu provést její ”vyražení”libovolnou kostkou ze spodní vrstvy.
Tímto požadovanou kostku získáme do poslední vrstvy a můžeme provést její umístění
na správnou pozici opět zmíněným algoritmem.
2.4.3 Složení poslední vrstvy
Tato část přináší větší složitost, protože manévrovací prostor je již značně omezen vlivem
složení zbytku kostky.
Proces složení poslední vrstvy:
1. Orientování hran - zformovat kříže na straně D.
2. Permutace rohů - dostat rohy do správné polohy v 3D prostoru.
3. Orientace rohů - přehodit rohy.
4. Permutace hran - přehodit strany - složení kostky.
Orientování hran
Nejprve provedeme otočení celé kostky tak, aby se složená strana stala stranou D. Když se
nyní podíváme na stranu U, může nabývat čtyřech stavů, jejichž řešení si dále rozvedeme.
Obrázek 2.5: Možné stavy
1. Stav 1
Orientace všech hran je v pořádku. Můžeme pokračovat na další permutaci rohů.
2. Stav 2
Bude nutné provést reorientaci stran. Strana znázorněná na obrázku je ve skutečnosti
U. Provedeme následující algoritmus: F, U, R, Ui, Ri, Fi.
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3. Stav 3
Obdobný případ jako v bodu 2. Strana znázorněná na obrázku je ve skutečnosti U.
Provedeme následující algoritmus: F, R, U, Ri, Ui, Fi.
4. Stav 4
Stav 4 je ve skutečnosti kombinací stavu 2 a 3. Stači provést libovolný z algoritmů 2
nebo 3 a dostaneme konfiguraci odpovídající stavu 2 nebo 3. Pak stačí opět uplatnit
algoritmus pro daný stav a získáme požadovaný kříž (stav 1).
Permutace rohů
Nyní existují dva případy, které můžou nastat:
1. Dva sousední rohy musí být prohozeny.
Za předpokladu, že složená strana je situovaná jako D a rohy určené k prohození
jsou na pozici vepředu, vpravo, nahoře a vzadu, vpravo, nahoře, můžeme je prohodit
algoritmem: L, Ui, Ri, U, Li, Ui, R, U, U.
2. Dva rohy ležící na diagonále musí být prohozeny.
Tohoto dosáhneme dvojitou aplikací předchozího algoritmu.
Orientace rohů
Existuje 8 možností stavů orientace rohů. Jeden z nich je takový, kdy jsou všechny rohy
ve správných polohách. Zbylé vypadají dle obrázku 2.6. Pro nás podstatné rohy jsou zná-
zorněny na obrázcích bílou barvou. Žlutá znamená, že v daném kontextu barva na těchto
polích není relevantní.
Obrázek 2.6: Možné stavy orientace rohů
 Stav 1: Otočíme tři rohy proti hodinovému směru: Ri, Ui, R, Ui, Ri, U, U, R, U, U.
 Stav 2: Otočíme tři rohy v hodinovém směru: R, U, Ri, U, R, U, U, Ri, U, U.
 Zbylé stavy: Možné řešit kombinací algoritmů pro stavy 1 a 2. A to v tomto pořadí:
11, 12, 21, 22.
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Permutace hran
Zde může nastat 5 možných stavů permutace. Jeden z nich je, že jsou všechny 4 strany
korektně permutovány. Zbylé jsou znázorněny na obrázku 2.7.
Obrázek 2.7: Možné stavy permutace hran
1. Stav
Aplikujeme algoritmus: R, R, U, F, Bi, R, R, Fi, B, U, R, R.
2. Stav
Aplikujeme algoritmus: R, R, Ui, F, Bi, R, R, Fi, B, Ui, R, R.
3. Stav
Aplikací algoritmu 1 nebo 2 dostaneme kostku do stavu 1 nebo 2.
4. Stav
Aplikací algoritmu 1 nebo 2 dostaneme kostku do stavu 1 nebo 2.
Po této fázi je kostka úspěšně složena.
2.5 Metoda Ortega (Nejdřív rohy a pak hrany)
Tato metoda patří k jedněm z nejrychlejších vůbec. Pro složení je průměrně potřeba při-
bližně 75 tahů. Jednotlivé kroky této metody jsou popsány dále. Zde popsaný návod vychází
ze zdroje [3].
2.5.1 Složení jednoho kříže
Metoda je koncipována tak, že prvním krokem je složení rohů na horní straně(U). Zvolíme
tedy barvu, jejíž středovou kostičku umístíme na horní stranu a začneme kolem ní umísťovat
rohové kostky. Tohoto cíle je vhodné dosáhnout intuitivní metodou.
Obrázek 2.8: Složení kříže
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2.5.2 Složení kříže na opačné straně
Nyní přikročíme ke zhotovení stejného ornamentu na druhé straně kostky. Pro lepší orien-
taci tedy kostku otočímě, aby byla složeným křížem na straně D. Nyní máme na straně U
jednu z několika možných konfigurací, které jsou znázorněny na obrázku 2.9. U jednotli-
vých variant jsou uvedeny algoritmy, které povedou ke složení druhého kříže, aniž by došlo
k destrukci prvního.
Obrázek 2.9: Kříž na opačné straně
2.5.3 Srovnání rohů
Nyní jen srovnáme rohy a tím nám vzniknou kříže na všech stranách.
Obrázek 2.10: Srovnání rohů
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2.5.4 Umístění hran do dolní a horní vrstvy
Po dokončení předchozího kroku budeme dávat hrany do horní a dolní vrstvy.
Obrázek 2.11: Umístění hran do dolní a horní vrstvy
2.5.5 Umístění hran ve střední vrstvě
Už stačí jen porovnat hrany mezi horní a dolní vrstvou.
Obrázek 2.12: Umístění hran ve střední vrstvě
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Kapitola 3
Evoluční algoritmy
Evoluční algoritmy jsou společným vyjádřením pro třídu moderních matematických po-
stupů, které využívají modely evolučních procesů v přírodě. Jedná se o využití všeobecných
představ o hnacích silách evoluce. Všechny tyto modely mají společné rysy: Pracují s množi-
nou možných řešení zadaného problému. Řešení se postupně vylepšují tak, že se preferují
lepší, vzniklé z původních řešení jejich kombinací a mutací. Hlavním zdrojem, ze kterého
čerpá následující kapitola je [11].
3.1 Darwinovská evoluce
Charles Robert Darwin (1809 - 1882) byl britský přírodovědec a zakladatel evoluční biologie.
Podle jeho teorie je biologická evoluce progresivní změna genetického obsahu populace
v průběhu mnoha generací. Obsahuje tyto tři komponenty:
1. Přirozený výběr, proces v kterém jedinci vysoce adaptovaní na prostředí (angl. with
high fitness) vstupují s větší pravděpodobností do procesu reprodukce než ostatní
jedinci.
2. Náhodný genetický drift, ve kterém náhodné události v živote jedinců ovlivňují po-
pulaci. Takovými událostmi jsou např. náhodná mutace genetického materiálu nebo
náhodná smrť jedince s vysokou fitness hodnotou předtím, než měl možnost zúčastni
se produkčního procesu. Náhodné efekty genetického driftu jsou významné hlavně
pro malé populace
3. Reprodukční proces, v rámci kterého se z rodičů vytvářejí potomci. Genetická infor-
mace potomků je vytvořená vzájemnou výměnou genetické informace rodičů. Proces
nejčastěji probíhá tak, že z genetické informace dvou jedinců se náhodně vyberou časti
chromozómu - informace, z kterých je potom sestavena genetická informace nového
jedince - potomka (tzv. Sexuální reprodukce).
V biologii je vhodnost/fitness definovaná jako relativní schopnost přežít a reprodukovat
se v daném prostředí a v dané populaci. Může být chápaná jako celostní vlastnost genotypu
- genetické informace materiálně realizovaná chromozómem jedince populace.
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3.2 Simulace evolučního procesu
Evoluční algoritmy jsou založeny na metafoře evoluce. Řešení nějaké úlohy je převedeno
na proces evoluce populace náhodně vygenerovaných řešení. Každé řešení je zakódováno
do řetězce symbolů (parametrů) a ohodnoceno tzv. Fitness funkcí, která vyjadřuje kvalitu
řešení-čím je hodnota větší tím je dané řešení perspektivnější a častěji vstupuje do repro-
dukčního procesu během něhož jsou generována nová řešení. Populace řešení se běžně na-
zývá populací individuí nebo chromozómů. Reprodukční proces je založen na dvou hnacích
silách:
 variační operátory křížení a mutace, které přinášejí rozmanitost populace/diverzitu
 selekce, která upřednostňuje kvalitní jedince
Kombinace variace a selekce přispívá obecně ke zlepšení fitness funkce jedinců v nově
se tvořící populaci. V procesu křížení jedinců, tak jako v živé přírodě jsou nová indivi-
dua/potomci získávána křížením většinou dvojic rodičovských individuí. Všechny kompo-
nenty evolučního procesu jsou stochastické - častěji např. vstupují do reprodukčního procesu
páry s lepší fitness funkcí, ale i slabší jedinci mají šanci vstoupit do reprodukčního procesu.
Na obrázku 3.1 je obecné schéma evolučního algoritmu.
Obrázek 3.1: Obecné schéma evolučního algoritmu
3.3 Komponenty evolučních algoritmů
Evoluční algoritmy sestávají z následujících komponent:
 Reprezentace řešení/individuí - způsob zakódování.
 Funkce ohodnocení kvality řešení - fitness funkce
 Populace
 Techniky výběru rodičovských individuí
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 Variační operátory selekce a mutace
 Obnova populace
Specifikace jednotlivých komponent je odlišná pro různé typy evolučních algoritmů. Způ-
sob kódování řešení nazýváme genotypem, například celá čísla můžeme zakódovat binárně.
Fenotypem je pak hodnota tohoto binárního řetězce. Např. řetězci 1010 odpovídá fenotyp
12 dekadicky.
3.4 Robustnost evolučních algoritmů
Evoluční algoritmy (EA) jsou typické svojí robustností, schopností řešit obtížné optimali-
zační a rozhodovací úlohy, které lze charakterizovat vlastnostmi jako je multimodálnost,
multikriteriálnost a různými typy omezujících podmínek. Jejich nasazení je efektivní v úlo-
hách, které lze definovat následovně:
 Prostor řešení je příliš rozsáhlý a chybí expertní znalost, která by umožnila zúžit
prostor slibných řešení,
 nelze provést matematickou analýzu problému,
 tradiční metody selhávají,
 jde o úlohy s mnohačetnými extrémy, kriterii a omezujícími podmínkami.
EA se používají pro numerickou i kombinatorickou optimalizaci, při návrhu obvodů, plá-
nování výroby, strojovém učení, v tvorbě ekonomických, sociálních a ekologických modelů
atd. Je však třeba poukázat na jisté nevýhody evolučních algoritmů:
 Kvalitu řešení lze ohodnotit pouze relativně. Nelze otestovat, zda se jedná o globální
optimum,
 pro mnohé úlohy je typická velká časová náročnost,
 pro příliš rozsáhlé úlohy poskytuje řešení příliš vzdálená od optima,
 ukončení optimalizace je explicitní na základě časového limitu nebo stagnace kriteri-
ální funkce.
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Kapitola 4
Genetické algoritmy
Genetické algoritmy (GA) jsou nejrozšířenějším typem evolučních algoritmů. Jejich výhodou
je produkce velmi dobrých výsledků při řešení složitých optimalizačních úloh. Chromozomy
reprezentující kandidátní řešení úlohy jsou ohodnoceny tzv. fitness funkcí, dle své kvality.
Dále se na ně aplikují operátory selekce, křížení a mutace. Výstupem reprodukčního procesu
je nová množina potomků, která se stane součástí stávající populace. Hlavním zdrojem,
ze kterého čerpá následující kapitola je [11].
4.1 Kanonické schéma činnosti genetických algoritmů
Nejdříve definujme základní pojmy, které budeme dále používat. Chromozom (jedinec) kó-
dující řešení je reprezentován binárním vektorem(řetězcem) konstantní délky n :
X = (X0, X1,. .,Xn−1), kde Xi je i - tou proměnnou řetězce
x = (x0, x1, .., xn−1) je řetězec konkrétních instancí proměnných
Xi = xi, xi ∈ {0,1}
D = (X1, X2, .., XN ), Xj ∈ D je množina N řetězců, která specifikuje populaci D
D ⊆ {0, 1}n.
Nechť f je účelová/cenová funkce definovaná nad množinou binárních vektorů délky n
f: {0, 1}n → R
která ohodnotí každý binární vektor x reálným číslem. Cílem je nalézt globální extrém
funkce f. V případě minimalizační úlohy jde o nalezení vektoru
xopt = arg min f( )
x ∈ {0, 1}n
Funkce f se zpravidla transformuje na funkci výhodnosti F (fitness funkci) tak, aby pů-
vodní optimalizační úloha byla převedena na maximalizační úlohu a bylo dosaženo vhodného
měřítka fitness funkce. Užití této transformace usnadňuje také změnu selekčního tlaku, který
výrazně ovlivňuje konvergenci evolučního procesu. Na obrázku 4.1 je příklad povrchu fitness
funkce dvou proměnných ve 3D perspektivě (A) a pomocí vrstevnic ve 2D perspektivě (B).
Činnost standardního GA algoritmu lze popsat následujícím pseudokódem:
1. Nastav t = 0, náhodně generuj počáteční populaci D(0) s mohutností N ,
2. Proveď ohodnocení jedinců populace D(t) fitness funkcí F (X),
3. Generuj populaci potomků O(t) s mohutností M ≤ N operátory křížení a mutace,
4. Vytvoř novou populaci D(t+ 1) nahrazením části populace D(t) jedinci z O(t),
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Obrázek 4.1: Příklad zobrazení povrchu fitness funkce dvou proměnných
5. Nastav t← t+ 1,
6. Pokud není splněna podmínka pro ukončení algoritmu, jdi na (2).
V grafické podobě je proces evoluce znázorněn na obrázku 4.2. Počáteční populace je větši-
nou generována náhodně, někdy je však vytvořena rychlou heuristikou. Výpočet fitness
funkce bývá často časově náročný a proto se někdy používají různé aproximace. V procesu
reprodukce jsou většinou kvazináhodně vybírány dvojice rodičovských jedinců pro následné
křížení a mutaci. Část jedinců z populace potomků se potom použije pro nahrazení jedinců
původní populace D(t) a takto získáme novou populaci D(t+ 1). Ukončení evolučního pro-
cesu je buď dáno maximálním počtem generací nebo detekcí stagnace vývojového procesu.
Obrázek 4.2: Vývojový diagram genetického algoritmu
17
4.2 Etapy návrhu genetických algoritmů
Při návrhu genetického algoritmu je třeba řešit následující etapy:
 Reprezentace problému
 Počáteční populace
 Evaluace individuí
 Operátory selekce
 Operátory rekombinace
 Operátory mutace
 Obnova populace
 Velikost populace
 Ukončení algoritmu
4.3 Reprezentace problému
Úvodním a velice důležitým úkolem při návrhu GA je reprezentace problému. Je nutné
zvolit jakého typu a rozsahu hodnot budou nabývat jednotlivé geny a jaký význam budou
tyto hodnoty reprezentovat. Genetická reprezentace obvykle definuje velikost a strukturu
prohledávaného prostoru. Existuje více variant, z nichž každá je vhodná pro úplně jiný typ
úlohy. Přirozeně by měl prohledávaný prostor být malý, obsahovat optimální řešení a také
obsahovat minimum, či žádné neplatné řešení. Rovněž je vhodné, pokud sousedící genotypy
mají podobnou hodnotu fitness. Vybrané, nejčastější varianty jsou popsány dále. [2]
4.3.1 Binární kódování
Chromozom je tvořen polem proměnných typu Bool, které nabývají jedné z logických hod-
not 1 nebo 0 (true/false). Při kódovování reálné proměnné tímto způsobem dochází ke ztrátě
přesnosti. Je nutné rovněž znát obor hodnot, ve kterém se chceme pohybovat.
4.3.2 Celočíselné kódování
Chromozom je opět tvořen polem, ovšem v tomto případě se jedná o celočíselné hodnoty.
Tato varianta je ideální pro úlohy typu rozdělení předmětů na hromádky, či do krabic.
Obvykle se pracuje s tím, že index v poli se váže na jednu vystupující veličinu a hodnota
uložená v poli pod daným indexem se váže ke druhé vystupující veličině.
4.3.3 Reálné kódování
Opět zde vystupuje řetězec tvořící chromozom. Struktura chromozomu je podobná, jako
v předchozím případě, pouze obsahem jednotlivých genů jsou hodnoty reálných čísel.
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4.3.4 Permutační kódování
Používá se pro úlohy typu obchodního cestujícího - nalezení nejkratší cesty. Toto kódování
vyžaduje použití specializovaných rekombinačních operátorů. Příkladem takového operá-
toru je křížení s uspořádáním - operátor označovaný zkratkou OX. Nebo třeba PMX ope-
rátor křížení (s částečným mapováním) a CX operátor s cyklickým křížením.
4.4 Selekce
Operátor selekce (výběr) vytváří novou populaci P(t+1) výběrem jednotlivců s možným
opakováním ze staré populace P(t). Výběr může být proveden několika způsoby. Nejběž-
nější je náhodný výběr pomocí rulety (roulette wheel selection), kde pravděpodobnost vý-
běru jednotlivce ps(xi) každého jednotlivce je úměrná jeho fitness. Selekce jedinců předsta-
vuje významnou část genetických algoritmů. Výběr jedinců do reprodukčního procesu musí
na jednu stranu dostatečně upřednostňovat jedince s vyšší hodnotou fitness, na druhou
stranu musí novou populaci vybrat dostatečně různorodou. Jestliže selekční algoritmus ne-
splňuje jeden z těchto požadavků vede to v prvním případě k pomalé konvergenci algoritmu,
ve druhém k tzv. předčasné konvergenci (do lokálního optima funkce). Selekční intenzita
nebo též selekční tlak je vyjádřena následujícím vztahem:
I = M
∗ −M
σ (4.1)
kde M označuje průměrnou hodnotu fitness v populaci před selekcí, M∗ průměrnou
hodnotu fitness po selekci a σ je rozptyl fitness hodnot před selekcí. Čím vyšší je selekční
tlak, tím rychleji algoritmus konverguje - populace po selekci obsahuje více jedinců s vy-
sokou fitness. Současně však vzrůstá nebezpečí předčasné konvergence. Pro tuto situaci
byl zaveden termín takeover time, který označuje počet generací, které jsou zapotřebí,
aby selekce zaplnila celou populaci N jedinců nejlepším chromozómem při neúčasti rekom-
binačního a mutačního operátoru. Ztráta variability (lost of diversity) je měřítkem ztráty
”
genetického materiálu“. Během selekce není část chromozómů z populace vybrána. Tyto
chromozómy však také obsahují informaci. Právě jejich ztráta zvyšuje riziko předčasné kon-
vergence genetického algoritmu. Ztráta variability pd je poměr chromozómů, které nebyly
vybrány k celkovému počtu chromozómů v populaci. Selekčních algoritmů a jejich modifi-
kací je celá řada. Nejčastěji používané algoritmy, které poskytují použitelné výsledky jsou
následující:
 proporcionální selekce (roulette wheel selection),
 selekce zbytková (truncation),
 lineární uspořádání (ranking),
 exponenciální uspořádání (ranking),
 turnajová selekce.
4.5 Křížení
Operátor křížení (crossover) je charakteristický pro genetické algoritmy a představuje pro ně
základní operátor pro evoluci populace. Tento operátor bývá často předmětem protichůd-
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ných názorů, a to zda musí být vůbec použit, neboť u některých vědců má nepatřičný bio-
logický podklad. Zastánci genetických algoritmů vyzdvihují obvykle přínos křížení pro vý-
měnu informací mezi jedinci. Odpůrci GA naopak považují křížení za
”
rozbíjení“ bloků
bitů a operátor křížení aplikují stejně jako mutaci s velmi malou pravděpodobností. Teorie
stavebních bloků (building blocks) vysvětluje konvergenci genetických algoritmů. Genetické
algoritmy jsou podle této teorie schopné identifikovat
”
kvalitní“ bloky genů (bitů) a po-
mocí rekombinačního operátoru (křížení) sestavovat bloky s rostoucí velikostí. Tento růst
se projevuje navenek konvergencí algoritmu k maximální fitness. Operátor křížení je prová-
děn s pravděpodobností pc. Existuje celá řada variant. Základem je náhodný výběr dvojice
jednotlivců, u kterých dochází k výměně genové informace (rekombinaci) tak, že od bodu
křížení dojde k výměně genů. Často se tato operace neprovádí se 100% pravděpodobností,
ale např. s pravděpodobností 70%. Tímto způsobem je část jedinců pouze reprodukována
bez výměny genů.
4.5.1 Jedno a vícebodové křížení
Jedno a vícebodové křížení je nejjednodušší způsob rekombinace chromozómů. Vychází z bi-
ologické analogie, kdy se rekombinace genů může uskutečnit v jednom nebo více bodech
chromozómu. U jednobodového křížení jsou ve vybraném místě části rodičů navzájem vy-
měněny. Vzniknou tak dva potomci, z nichž každý obsahuje části genetických informací
z obou rodičů. U vícebodového křížení dochází k výměně více úseků chromozómů obou
rodičů. U některých potomků může dojít ke zvýšení fitness funkce. Tito jedinci se díky
svojí kvalitě dostanou během další selekce do nové populace, a to se zvýšenou četností (dle
použitého selekčního mechanismu). Příklad tříbodového křížení je na obrázku 4.3.
Obrázek 4.3: Příklad tříbodového křížení
4.5.2 Uniformní křížení
Uniformní křížení (uniform crossover) představuje další alternativu rekombinačního ope-
rátoru. Tento operátor prochází dvojici chromozomů a provádí výměnu jednotlivých genů
s pravděpodobností pu. Uniformní křížení bylo odmítáno pro příliš velké
”
rozvracení“ kódu
podle teorie stavebních bloků. Na druhou stranu ovšem může přinést do populace žádanou
různorodost. Uniformní křížení je silnou zbraní v boji proti předčasné konvergenci algo-
ritmu. Prostor potenciálních řešení úlohy je prohledáván mnohem intenzivněji než v případě
jednobodového křížení. Příklad uniformního křížení je na obrázku 4.4.
Uvedené dva druhy křížení představují nejpoužívanější způsoby rekombinace.
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Obrázek 4.4: Uniformní křížení
4.6 Mutace
Mutace je reprodukční operátor s malou četností výskytu ale je velmi významný. Standardní
operátor mutace modifikuje (vytváří mutanty) genů s pravděpodobností pm. Nejběžnější je
bitová negace, která se používá s pravděpodobností 0,0005 až 0,01. Mutace je pro genetické
algoritmy zdrojem nových informací. Vliv mutace může být zcela zanedbatelný nebo naopak
s fatálními důsledky pro jedince (typicky mutace v exponentu při kódování reálných čísel).
Příliš velká pravděpodobnost mutace pm způsobuje nestabilitu vývoje populace a naopak
příliš malá mutace nedokáže přinášet dostatek nových informací pro další vývoj. Existuje
celá řada speciálních mutačních operátorů pro konkrétní úlohy. Např. operátor inverze.
Tento operátor invertuje pořadí jednotlivých bitů mezi dvěmi náhodně vybranými body
uvnitř chromozómu.
4.7 Obnova populace
Způsob obnovy populace určuje dynamiku prohledávání stavového prostoru. Používají se
dva základní způsoby: a) generativní GA s úplnou obnovou (vymírání rodičů), kdy je stará
populace zcela nahrazena potomky, b) částečná obnova (steady state), kdy pouze jeden
potomek nahradí nejslabšího jedince původní populace. Velmi často se používá smíšené
varianty, kdy je 20-50% staré populace nahrazeno potomky. Používají se různé techniky
náhrady při částečné obnově:
 Podle kvality
 Turnaj
 Elitismus
 Faktor přemnožení - vybere se náhodně podmnožina rodičů, potomek nahrazuje je-
dince s podobným genotypem
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Kapitola 5
Lineární genetické programování
Linearní genetické programování (LGP) je varianta genetického programování, která pou-
žívá lineární chromozomy jako prostředek pro zakódování řešení. Každý LGP chromozom
může být sekvencí instrukcí jazyka C. Každá tato instrukce má výsledek reprezetovaný cí-
lovou proměnnou a více zdrojových proměnných tvořících operandy. Jedna z proměnných
je zpravidla vybrána, aby reprezentovala výstup celého programu. Ovšem výstupů v rámci
jednoho chromozomu může být i více a tím můžeme získat více řešení. Pro celou následující
kapitolu je hlavním zdrojem [1].
Individuum v LGP může být reprezentováno sekvencí instrukcí jazyka C o proměnné
délce. Instrukce operují nad jednou nebo dvěmi indexovanýmí proměnnými (registry) nebo
konstantami z předdefinovaných množin. Výsledek je přiřazen do cílového registru. Např.
ri = rj ∗ c. Příklad LGP programu je znázorněn na obrázku 5.1.
Obrázek 5.1: Příklad programu v LGP
5.1 Zakódování jedinců
LGP program může být převeden do funkcionální reprezentace postupným nahrazením
proměnných. Jenda z proměnných je obvykle vybrána jako výstup. Tato volba je učiněna
na začátku programu a není měněna za jeho běhu. Tato varianta lineárního genetického
programování je také označována jako tzv. Single-Solution Linear Genetic Programming
(SS-LGP).
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5.2 Genetické operátory
Genetické operátory používané v souvislosti s LGP jsou křížení a mutace. Standartní LGP
křížení je realizováno výměnou kontinuálních sekvencí instrukcí mezi rodiči. Co se týče
mutací - používají se dva typy: mikro mutace a makro mutace. Při mikro mutaci dochází
ke změně operátoru nebo operandu v instrukci. Při makro mutaci k vložení či smazání celé
instrukce.
Na obrázku 5.2 číslo můžeme vidět příklad uniformního křížení v LGP, které pracuje
s instrukcemi. Každý gen(instrukce) potomka je vybrán od jednoho z rodičů s 50% pravdě-
podobností. Na obrázku jsou C1 a C2 rodiče, jejichž uniformním zkřížením můžeme získat
potomky O1 a O2.
Obrázek 5.2: LGP uniformní křížení
Na obrázku 5.3 číslo můžeme vidět příklad LGP mutace, která pracuje uvnitř instrukcí.
Touto mutací je ovlivněn operand(cílový nebo zdrojový), či operátor s danou pravděpodob-
ností. Na obrázku reprezentuje C jedince ovlivněného mutací, díky čemuž vznikne jedinec
O.
Obrázek 5.3: LGP mutace
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5.3 Multi Solution Linear Genetic Programming
Tato metoda je popsána ve zdroji [8]. Tzv. Multi Solution Linear Genetic Programming
(MS-LGP) přináší oproti dříve popisované Single Solution verzi změny v těchto oblastech:
1. Každá cílová proměnná může reprezentovat výstup programu. Ve Single Solution verzi
byl výstup umožněn pouze jednou proměnnou.
2. Výstup programu je testován po každé instrukci. Ve Single Solution verzi byl výstup
testován po provedení všech instrukcí daného chromozomu.
Po každé instrukci je hodnota uložená v cílovém registru považována za potenciální
řešení problému. Nejlepší hodnota uložená v jednom z cílových registrů může být použita
pro účely evaluace fitness.
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Kapitola 6
Metody lokálního prohledávání
Kromě metod založených na GA existují další metody prohledávání. Autor se rozhodl zmínit
je v této kapitole, protože výhody jimi poskytované, by mohly posloužit jako inspirace
do fáze implementace. Celá tato kapitola čerpá ze zdroje [12].
Existuje řada úloh, jejichž řešením je pouze nalezení cílového stavu a vlastní prohle-
dávání cesta je přitom bezvýznamná (rozmístění součástek na desce s plošnými spoji, roz-
místění prvků v integrovaných obvodech, optimální rozložení zboží v regálech obchodů,
optimalizace telekomunikačních sítí apod.). K řešení takových úloh se používají metody,
které místo optimální cesty hledají optimální stav - tzv. metody lokálního prohledávání.
Metody lokálního prohledávání neprohledávají a ani nemohou prohledávat stavový prostor
systematicky, přesto mají dvě přednosti:
1. Mají zcela zanedbatelnou paměťovou náročnost.
2. Často dospějí k přijatelnému řešení v rozsáhlých (dokonce i ve spojitých, resp. ne-
konečných) stavových prostorech, kdy použití jiných systematických algoritmů je ne-
možné.
6.1 Metoda Hill-climbing
Metoda Hill-climbing (volně přeloženo metoda lezení do kopce) používá k ohodnocení uzlu
n, podobně jako metoda Greedy search, pouze heuristiku h(n). Obvykle je však touto
heuristikou funkce, která ohodnocuje
”
kvalitu řešení“ spíše než vzdálenost od cílového řešení
- pak čím lepší řešení ohodnocovaný uzel představuje, tím vyšší je mu přiřazena hodnota
a algoritmus vybírá k expanzi uzel s nejvyšším ohodnocením (proto i název hill-climbing).
Vlastní algoritmus je zcela jednoduchý:
1. Vytvoř uzel Current totožný s počátečním uzlem s0 (včetně jeho ohodnocení).
2. Expanduj uzel Current, ohodnoť jeho bezprostřední následníky a vyber z nich nejlépe
ohodnoceného (nazvěme jej Next).
3. Je-li ohodnocení uzlu Current lepší než ohodnocení uzlu Next, ukonči řešení a vrať
jako výsledek uzel Current. Jinak pokračuj.
4. Ulož uzel Next do uzlu Current a vrať se na bod 2.
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Na následujícím obrázku (Obr. 6.2) jsou ukázána řešení získaná metodou Hill-climbing
pro obě úlohy, řešené dříve metodou Greedy search. Zatímco první úlohu vyřeší metoda
Hill-climbing velmi rychle a bez jakýchkoliv problémů, druhou úlohu nevyřeší - zůstane
uvízlá v lokálním extrému, který představuje město Boskovice, z něhož je přímou čarou
do Brna nejblíže, ale z něhož cesta do Brna (podle mapy z Obr. 6.1) nevede.
Obrázek 6.1: Příklad úlohy hledání cesty
Obrázek 6.2: Lokální prohledávání stavového prostoru úlohy hledání cesty z Obr. 6.1 meto-
dou Hill-climbing
Lokální extrémy jsou hlavním problémem metody Hill-climbing. Snaha o jejich překo-
nání vedla ke vzniku několika modifikací, z nichž nejznámější je metoda Tabu search, která
v každém kroku ukládá do seznamu uzlů CURRENTS k nejlépe ohodnocených bezprostřed-
ních následníků všech k uzlů-předchůdců ze seznamu CURRENTS.
6.2 Metoda simulovaného žíhání
Metoda simulovaného žíhání je stochastickou metodou, jejímž cílem je překonání lokálních
extrémů vedoucích k častým neúspěchům metody Hill-climbing. Vychází z principů žíhání
kovů a používá i stejnou terminologii. Algoritmus je následující:
1. Vytvoř tabulku s předpisem pro klesání teploty v závislosti na kroku výpočtu.
2. Vytvoř uzel Current totožný s počátečním uzlem s0 (včetně jeho ohodnocení). Nastav
krok výpočtu na nulu (k = 0).
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3. Z tabulky zjisti aktuální teplotu T (T = f(k)). Je-li tato teplota nulová (T = 0) ukonči
řešení a vrať jako výsledek uzel Current.
4. Expanduj uzel Current a z jeho bezprostředních následníků vyber náhodně jednoho
z nich (nazvěme jej Next).
5. Vypočítej rozdíl ohodnocení uzlů Current a Next:
∆E = value(Next)− value(Current).
6. Jestliže ∆E > 0, tak ulož uzel Next do uzlu Current, jinak ulož uzel Next do uzlu
Current s pravděpodobností e∆E/T .
7. Inkrementuj krok výpočtu k a vrať se na bod 3.
Z bodu 6) je zřejmé, že pro vysokou počáteční teplotu je pravděpodobnost
”
přijetí“ ná-
hodně vybraného následníka s horším ohodnocením, než je ohodnocení uzlu Current vysoká,
se snižující teplotu se také snižuje, až konečně pro teplotu blízkou nule jde prakticky o algo-
ritmus Hill-climbing (akceptuje se pouze následník s ohodnocením lepším, než je ohodnocení
uzlu Current).
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Kapitola 7
Implementace
Následující kapitola se bude zeširoka zabývat navrženými postupy řešení problému. Začá-
tek této kapitoly by měl sloužit jako propojení předešlých teoretických poznatků z oblasti
evolučních algoritmů a rubikovy kostky a měl by vytvořit takové podmínky, které umožní
pokusy řešení problému naimplementovat. Postupů řešení může být více, ovšem všechny, zde
zmíněné, budou implementovány a vzájemné srovnání a testování bude popsáno ve vlastní
kapitole.
7.1 Reprezentace kostky
Navržená aplikace bude implicitně pracovat s kostkou o 54 nálepkách. Jedná se o variantu,
kdy je každá strana tvořena třemi řádky a třemi sloupci. Zakódováním jsem se inspiroval ze
zdroje [6]. Kostka bude pro účely programu reprezentována jednorozměrným polem o délce
54. Jednotlivé proměnné pole mohou nabývat předdefinovaných hodnot reprezentujících
možné barvy. V případě obrázku 7.1 tedy: žluté, bílé, hnědé, červené, modré a zelené.
Předpoklad je takový, že uživatel aplikace bude moci před nebo při jejím spuštění de-
finovat vstupní konfiguraci kostky. Čili předloží programu libovolně zamíchanou kostku,
nad kterou aplikace začne posléze pracovat.
Příklad vstupu pro kostku o 54 nálepkách: TMGGBGGMGBRBBTMBTMYTMRRYR-
TYRBYTMRTMRRYGYYBMYMTRYBGGTGB
Každý znak v poli reprezentuje barvu jedné nálepky kostky. Dle indexace pole od 0
po 53 může dojít k reálné reprezentaci kostky dle schématu znázorněném na obrázku 7.1.
7.2 Zakódování řešení
V této fázi již docházelo k zásadním úvahám, jak lze celý problém definovat pro účely evo-
luce. Bylo nutné řešit otázku, jakou informaci v sobě ponese jedinec v populaci. Po analýze
určitých možností, byla zvolena varianta, kdy každý jedinec bude reprezentovat množinu
tahů kostkou, neboli otočení. Každý chromozom bude tedy reprezentovat jedince v populaci.
Každý gen daného chromozomu bude reprezentovat jeden dílčí tah kostkou. Již v úvodní
kapitole jsme si definovali kódy jednotlivých typů otočení kostkou. Nutno dodat, že k to-
muto výčtu lze ještě přiřadit operaci NOP, která znamená, že k žádnéme tahu nedojde.
Tato operace nám umožní mimo jiné pohodlnou reprezentaci proměnné délky jednotlivých
chromozomů. Přesněji řečeno, pomocí operace NOP, můžeme proměnnou délku řešení re-
prezentovat, aniž bychom se zbavili implementačního komfortu, plynoucího z konstantní
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Obrázek 7.1: Reprezentace kostky
délky jednotlivých chromozomů. Délka chromozomu bude definována globálně v programu
a pro účely testování aplikace budou zkoušeny různé délky.
Není pravidlem, že každý jedinec reprezentuje správné řešení. Jedná se pouze o možnost
určitého postupu, který povede k určité kvalitě řešení (viz. Kapitola Evaluace fitness). Cílem
evoluce bude postupně získávat v každé generaci lepší a lepší jedince, což nakonec může vést
ke kýženému cíli - vzniku jedince reprezentujícího postup řešení kostky z dané konfigurace.
7.3 Evaluace fitness
Správnost řešení hlavolamu Rubikova kostka spočívá v dosažení takové konfigurace, kdy
každá ze šesti stran obsahuje pouze nálepky jedné ze šesti barev. Tuto skutečnost ilustruje
obrázek 7.2.
Každý chromozom, jehož geny reprezentují jednotlivé tahy, vede k dosažení nové konfi-
gurace kostky. Přesněji řečeno, vezmeme-li prvotní konfiguraci a provedeme nad ní operace
otočení, dle informací obsažených v chromozomu, získáme novou konfiguraci kostky, která
ovšem s velkou pravděpodobností nebude ideálním řešením. Nová konfigurace bude dosa-
hovat určité úrovně výsledného řešení. V této fázi je tedy úkolem vyhodnotit kvalitu řešení
předložené konfigurace a touto hodnotou ocenit jedince, který dané řešení nabídnul.
I když se způsob evaluace fitness může zdát v této fázi zřejmý z předešlého popisu,
tak skutečnost je poněkud odlišná. Existuje zde více možností vyhodnocení, které můžeme
aplikovat:
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Obrázek 7.2: Složena kostka
7.3.1 Ohodnocení dle barvy nálepky vzhledem ke středu
U této varianty se vychází z prvotní hodnoty fitness 0. Prochází se celá konfigurace a za ka-
ždou nálepku jejiž barvu je shodná s barvou středu strany, na které leží, je hodnota fitness
zvýšena o 1. Maximální hodnota fitness u kostky předpokládané velikosti je tedy 54. Mini-
mální hodnota je 6, protože střed strany bude vždy porovnáván sám se sebou.
Tento způsob evaluace ovšem není úplně správný. Můžeme například disponovat konfi-
gurací jako na obrázku 7.3, kde budou mít téměř veškeré nálepky odlišnou barvu od svého
středu. Konfigurace bude tedy evaluována minimální hodnotou fitness funkce. Ovšem na
první pohled je zřejmé, že tato konfigurace již není daleko od ideálního řešení. Opakovaným
dávkováním specifického algoritmu by již pro člověka nebyl problém ideální řešení získat.
Dalším problémem jsou rohy. Rohová kostka může mít v určité poloze vhodnou barvu ve
vztahu k určitému středu strany, ovšem její zbylé dvě nálepky nejsou odpovídající zbylým
dvoum stranám a rohová kostka tedy není ve správné poloze.
7.3.2 Rohy, středy, hrany
Tato varianta nepracuje s 54 nálepkami, ale bere v potaz 26 fyzických částí kostky. Toto
ohodnocení bylo převzato ze zdroje [6]. U rohů i stran je vyhodnocováno, zda všechny jejich
nálepky odopovídají středovým na všech stranách a až při splnění této podmínky je daná
část ohodnocen a jedničkou. Maximální hodnota fitness je tedy 26. Dochází tedy k eliminaci
problému s rohy, popsaného v předchozím případě, ovšem stále se může vyskytovat problém
ilustrovaný obrázkem 7.3.
7.3.3 Splnění fází jednotlivých algoritmů
Abychom vyřešili problém znázorněný na obrázku 7.3, bylo by nutné navrhnout algoritmus
vyhledávající určité vzory nálepek a zohledňující je v ohodnocení. Rozhodl jsem se mimo
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Obrázek 7.3: Případ, kdy dojde ke špatnému ohodnocení touto metodou
jiné implementovat postup vyhodnocující splnění jednotlivých fází algoritmu
”
Po vrstvách“,
který byl popisován v dřívější kapitole. Tento algoritmus hodnotí složení středu a rohů, poté
celé strany a jednotlivých vrstev. Výpočty se snaží opakovaně spouštět z různých stran
kostky. Tato varianta je velice časově náročná a rovněž její implementace přináší nutnost
ošetření řady problémů.
Volba vhodné varianty evaluace fitness má značný vliv na šanci nalezení ideálního řešení
a také na časovou náročnost výpočtu.
7.4 Použití LGP
Už při prvotních pokusech o řešení bylo, vzhledem ke komplikacím s klamnými problémy
a neoptimální konvergencí, zřejmé, že pomocí standartních evolučních algoritmů nebude
možné získat řešení komplexně zamíchané kostky a navíc ještě s důrazem na přijatelnou
dobu výpočtu. Uvažovalo se o možnostech, jak evoluční proces lépe směrovat ke správnému
řešení.
Pro tyto účely bylo využito tzv. Lineární Genetické Programování (LGP), které je blíže
popisováno v dřívější kapitole. Pokud využijeme jeho variantu MS-LGP, budeme schopni
přečíst vývoj fitness funkce daného chromozomu po využití jednotlivých genů a na základě
analýzy tohoto vývoje můžeme následně provést úpravu chromozomu. Tato úprava bude
tedy mimo rámec standartních operátorů evoluce jako jsou mutace, či křížení. Od těchto
úprav si můžeme slibovat zvyšování pravděpodobnosti výskytu slibných schémat v následu-
jících populacích. V této fázi je rovněž možná inspirace metodami lokálního prohledávání,
například metodou Simulované žíhání. [12]
31
7.5 Způsob zakódování pro potřeby LGP
V kapitole zabyvající se LGP jsem nastínil jeho obecných princip. Pro účely navrhovaného
programu je nutné na něj tento princip nějakým způsobem aplikovat. V LGP je jedinec
definován množinou instrukcí, která realizuje operace nad určitou množinou proměnných.
V našem případě by bylo možné operace (+,-,*,/) nahradit za jednotlivé tahy.
Místo proměnných by tahy ovlivňovaly určité relevantní části kostky. Kostka by tedy
byla rozdělena na části, u kterých dochází ke změně při jednotlivých typech tahů. Například
tah typu U má za následek změnu v horní řadě kostky. Dochází ovšem i k otočení celé horní
strany. Zbylá oblast kostky pro tento tah není relevantní.
Tak jako u dříve znázorněného příkladu LGP docházelo prostřednictvím dílčích instrukcí
ke změnám výsledné reálné hodnoty. V našem případě budou tahy reprezentovat jednotlivé
instrukce a budou příčinou změny výsledné hodnoty - konfigurace kostky.
7.6 Simulátor
Pro realizaci uvedených nástrojů LGP bude vytvořena vlastní funkce pod označením Si-
mulátor. Tato bude zaregistrována jako funkce vracející fitness ohodnocení jednotlivých
chromozomů. Ve skutečnosti bude provádět rovněž jejich fyzické úpravy.
Simulátor bude ve svém těle volat klasické fitness funkce, pomocí kterých vyhodnotí kva-
litu předloženého jedince. Tyto evaluace budou realizovány nikoli na výsledné konfiguraci
kostky, ale na konfiguracích získaných po realizaci každého tahu obsaženého v chromozomu.
Získáme tedy pro každý chromozom posloupnost evaluací a můžeme si udělat přehled, k ja-
kým změnám fitness docházelo po provedení jednotlivých tahů v chromozomu. Celá situace
je znázorněna na obrázku 7.4. Na základě této analýzy může simulátor přejít do druhé fáze
a provést fyzickou úpravu na chromozomu. Tato může nabývat několika podob.
Obrázek 7.4: Ohodnocení po jednotlivých tazích
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7.6.1 Umístění tahu, vedoucímu k nejlepší evaluaci, na místo nejhoršího
(A)
Můžeme si najít například maximální hodnotu a minimální hodnotu evaluace a přenést
tah vedoucí k maximálnímu ohodnocení do místa, ve kterém bylo dosaženo minimálního
ohodnocení. Dojde tedy k přepsání jednoho genu v chromozomu.
Tento proces je znázorněn na obrázku 7.5. Nejprve byla provedena evaluace po aplikaci
jednotlivých tahů chromozomu. Hodnoty udávající fitness můžeme vidět nad jednotlivými
geny horního chromozomu. Tah Fi vede k maximální evaluaci (20), proto je zkopírován
na místo tahu U, kde bylo dosaženo fitness 7. Nově vzniklý chromozom můžeme vidět
vespod obrázku.
Do dalších generací evolučního procesu by se měly díky tomuto propagovat tahy, které
vedly ke slibným evaluacím. Slabinou je ovšem samozřejmě to, že tato metoda nebere
v potaz okolí daného tahu. Dosažení určité evaluace většinou není zásluhou jednoho tahu,
ale také kontextu, který mu předcházel.
Obrázek 7.5: (A) Nejlepší prvek na místo nejhoršího
7.6.2 Umístění sekvence 3 tahů vedoucích k nejlepší evaluaci na místo
nejmenší evaluace (B)
Tato varianta je obdobou předešlé, ovšem zachází na tomto poli ještě dále. Dosažení ex-
trémního ohodnocení nemusí být závislé pouze na jednom jediném genu, který byl použit
jako poslední. Zcela zřejmá je závislost na předešlé posloupnosti tahů. Je tedy žádoucí sna-
žit se hledat slibné posloupnosti genů, které mají za následek dobré ohodnocení. Můžeme
se v tomto případě dívat jednak buď na celkově nejlepší dosažené ohodnocení, nebo hledat
nejlepší skokové zlepšení v ohodnocení. Pokud je tedy nalezeno maximální ohodnocení, do-
jde následně ke kopii definovaného počtu tahů, které k němu vedly. Takto získaná sekvence
může být zapsána do oblastí chromozomu se slabou evaluací. Tato metoda je znázorněna
na obrázku 7.6 a jsou do ní vkládány zřejmě největší naděje. Ze zde navržených metod je
jediná, která bere v potaz předchozí kontext tahu a propaguje jej jakožto celek.
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Obrázek 7.6: (B) Záměna sekvencí tahů
7.6.3 5 nejlepších tahů na místo 5 nejhorších (C)
Vybereme větší počet, například pět, maximálních hodnot a nakopírujeme je místo stejně
početné skupiny minimálních hodnot. Jedná se v podstatě o intenzivnější verzi metody A.
Metoda C je znázorněna na obrázku 7.7. Její nevýhodou je opět to, že nedochází k zohled-
nění předchozího kontextu, který vedl k vytvoření takové situace, kdy právě daný tah vedl
k vysoké evaluaci.
V rámci této metody nebude docházet k propagaci posloupností tahů, což se může jevit
jako výhoda při testování na určitých parametrech, jako je uniformní křížení, či vysoká
pravděpodobnost mutace.
Obrázek 7.7: (C) Kopie většího počtu maxim
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7.6.4 Odseknutí za nejlepším a doplnění kopií začátku chromozomu (D)
Tato varianta v sobě nese prvky všech předchozích metod. Opět je nalezen nejlepší prvek
a zbytek chromozomu je odstraněn. Na místo uvolněné za nejlepším prvkem jsou nakopíro-
vány tahy ze začátku chromozomu.
Metoda je ilustrována na obrázku 7.8. Můžeme zde vidět, že maximální evaluace (20) je
dosaženo po aplikaci tahu Fi. Zbylé tahy v chromozomu nebudou tedy brány více v potaz
a budou nahrazeny kopií začátku chromozomu.
Tato metoda skrývá potenciál v tom rysu, že propaguje určité sekvence předcházejicí
maximální evaluaci a naopak potlačuje sekvence, které slibnou evaluaci zhoršily.
Obrázek 7.8: (D) Odseknutí za nejlepším a doplnění předchozím
7.6.5 Odseknutí za nejlepším prvkem a doplnění NOPy (E)
Běžnou situací je dosažení určité slibné úrovně fitness, která je ovšem poškozena dalšími
tahy, které v chromozomu následují. Velice užitečná by mohla být schopnost extrakce slib-
ných řešení z chromozomu. Tato myšlenka byla podnětem pro navržení metody, která
by nalezla v chromozomu jedince dosahujícího maximální evaluace a doslova by chromo-
zom za ním odsekla. Tímto způsobem bychom mohli disponovat chromozomy proměnné
délky. Chromozomy proměnné délky ovšem přináší nemalé komplikace z hlediska imple-
mentace. Aby byla udržena jistá úroveň komfortu z tohoto hlediska, jeví se jako velice
pohodlné jednoduše doplňovat chromozomy tahy s označením NOP (No Operation). Tahy
NOP by vyjadřovaly, že s kostkou není prováděn žádný tah - kostka stojí. Instrukce NOP
by tedy rozšířila množinu tahů, definovanou v úvodní kapitole. Ilustraci metody E můžeme
vidět na obrázku 7.9. Nejvyššího ohodnocení je dosaženo na genu 20 a následně jsou zbylé
geny v chromozomu přepsány na hodnotu NOP.
Tato metoda se v průběhu návrhu jevila nadějně i jakožto prostředek k extrakci slibných
vzorů pro další užití v jiných metodách.
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Obrázek 7.9: (E) Odseknutí za nejlepším prvkem a doplnění NOPy
7.6.6 Hledání či vkládání charakteristických vzorů tahů (F)
Simulátor by rovněž mohl být navržen tak, aby pracoval na bázi určité standartní metody
řešení Rubikovy kostky - např. Po vrstvách. Každá metoda obsahuje sekvence tahů (nazý-
vané také jako algoritmy), pomocí kterých je dosahováno dílčích kroků zhotovení kostky -
např. složení první vrstvy.
Simulátor by vyhledával řetězce tahů, které odpovídají algoritmům metod a tyto ře-
tězce by v chromozomech množil. Další a zřejmě efektivnější možností by bylo tyto řetězce
nevyhledávat, ale přímo je do chromozomů injektovat. A to buď na místa, které budou
vybrány na základě určité dílčí fitness funkce, nebo pouze formou určitého
”
zasévání“, kdy
budeme očekávat, že se tyto algoritmy v dalších populacích rozmnoží a budou příležitostí
pro splnění jednoho dílčího kroku metody, což by se projevilo v evaluaci.
Tato varianta je z obecného pohledu velmi komplexní. Z praktického hlediska by bylo
asi vhodné pokusit se zaměřit na jeden konkrétní krok a ten naprogramovat. Úspěch ovšem
není zaručen.
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Kapitola 8
Testování statistických hypotéz
Vzhledem k rozmanitosti parametrů, kterými je možné ovlivňovat průběh evoluce navrže-
ného řešení, není možné jednoduše určit nejlepší, či nejhorší konfiguraci. Pro umožnění
konstatování potřebných závěrů je potřeba provést řadu měření, testů a jejich statistické
vyhodnocení. Tato kapitola se zabývá teorií týkající se testování statistických hypotéz.
Čerpá ze zdroje: [13].
8.1 Statistické hypotézy
Na základě realizace náhodného výběru rozsahu n oveřujeme určitou hypotézu týkající se
náhodné veličiny X.
Statistická hypotéza je určité tvrzení:
 o parametrech (parametrické testy) pozorované náhodné veličiny pocházející se zá-
kladního souboru
 nebo o tvaru rozdělení znaku v základním souboru (neparametrické testy) na základě
pozorované náhodné veličiny
Testování statistických hypotéz je jednoduchý rozhodovací postup, při němž se na zá-
kladě výsledku získaných náhodným výberem vyslovíme buď pro testovanou (nulovou) hy-
potézu nebo pro alternativní hypotézu.
Při testování hypotéz proti sobě stojí dvě hypotézy:
 H0 nulová (testovaná) hypotéza H0 : µ = 5, kde µ je střední hodnota
 H1 alternativní hypotéza (popírá nulovou hypotézu)
1. dvoustranná alternativní hypotéza H1 : µ 6= 5
2. jednostranná alternativní hypotéza (pravostranná) H1 : µ > 5
3. jednostranná alternativní hypotéza (levostranná) H1 : µ < 5
Každé rozhodování o platnosti hypotézy je zatíženo chybou:
 chyba I. druhu: zamítneme hypotézu H0, ačkoliv je správná
 chyba II. druhu : přijmeme hypotézu H0, ačkoliv platí H1
 1− β - síla testu
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Tabulka 8.1: Hypotézy
Skut.: H0 je pravdivá Skut.: H0 je nepravdivá
Ús. o H0: nezamítá se Správ. rozhodnutí P = 1− α Chyba II. druhu P = β
Ús. o H0: zamítá se Chyba I. druhu P = α Správ. rozhodnutí P = 1− β
8.2 Test na hladině významnosti
Test na hladině významnosti je test, u něhož chyba I. druhu nepřekračuje hodnotu α.
Tuto hodnotu α volíme obvykle rovnu 1%, 5% nebo 10%. Při volbě testovacího postupu se
snažíme, aby pravděpodobnosti chyb byly co nejmenší. Za daných podmínek (nezměněný
rozsah výběru) vede obvykle snižování α k růstu β a obráceně. Obvykle volíme hodnotu α
z testu vybíráme ten, který má nejmenší hodnotu β.
8.3 P - hodnota testu
P-hodnota testu udává mezní hodnotu hladiny významnosti, při které zamítáme H0. H0
zamítáme na hladině právě tehdy, když hodnota p < α. P-hodnota je bežným výstupem
počítačových programů. Pokud je p-hodnota nízká, přijímám nulovou hypotézu. Pokud je
p-hodnota vysoká, přijímám alternativní hypotézu.
8.4 Testovací kritérium
Uvažujme náhodný výběr x1, x2, ..., xn na základě kterého chceme rozhodnou hypotézu
H0. Testovací (testové) kritérium je statistika, jejiž rozdělení pravděpodobnosti známe
a která vhodným zpusobem souvisí s α, β, n. Testovací kritérium znacíme symbolem T =
T (x1, x2, ..., xn)
Výběrový prostor S je množina hodnot, kterých muže testovací kritérium nabývat.
Pravidlo umožnující rozhodnout ve prospech H0 nebo H1 získáme rozdělením výběrového
prostoru S na dva podprostory W a V .
8.5 Rozdělení výběrového prostoru S
 kritický obor W - obsahuje hodnoty T , které vedou k zamítnutí H0
 obor přijetí V - obsahuje hodnoty T , které vedou k přijetí H0
 W ∪ V = ∅ a W ∩ V = S
 hranice oddělující W a V se nazývají kritické hodnoty
 chyba prvního druhu: α = P (T ∈W |H0)
 chyba druhého druhu: β = P (T ∈ V |H1)
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8.6 Rozhodnutí o platnosti hypotéz
V případě, že hodnota testovací statistiky leží v oboru kritických hodnot:
 zamítáme nulovou hypotézu H0
 přijímáme alternativní hypotézu H1
 toto své rozhodnutí přijímáme s α procentní pravděpodobností chyby
 α je pravděpodobnost, že zamítáme nulovou hypotézu, která platí
V případě, že hodnota testovací statistiky neleží v oboru kritických hodnot:
 přijímáme H0, zamítáme H1
 toto své rozhodnutí přijímáme s β procentní pravděpodobností chyby
 β je pravděpodobnost, že přijmeme nulovou hypotézu, která neplatí
8.7 Dvouvýběrový t-test při shodném rozptylu
Předpoklady:
 Náhodný výběr x1, x2, ..., xn pochází z normálního rozdělení s neznámým rozptylem
(x1, x2, ..., xnN(µ1; 2)) a náhodný výběr y1, y2, . . . , ym pochází z normálního roz-
dělení s neznámým rozptylem (ale stejným) (y1, y2, . . . , ym N(µ2; 2))
 oba výběry jsou nezávislé
 nulová hypotéza H0 : µ1 − µ2 = d (d ∈ R)
 alternativní hypotéza H1 : µ1 − µ2 6= d, H1: µ1 − µ2 > d, H1: µ1 − µ2 < d
Testovací statistika
T =
x¯− y¯ − d√
(n− 1)s2x + (m− 1)s2y
√
nm(n+m+ 2)
n+m
(8.1)
má při platnosti nulové hypotézy normované Studentovo t-rozdělení se stupněm volnosti
= n+m− 2
Obor kritických hodnot:
 W = (−∞; tα/2) ∪ (t1−α/2;∞)
 W = (t1−α;∞)
 W = (−∞; tα)
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Kapitola 9
Testování a dosažené výsledky
Následující kapitola se výhradně zabývá testováním a srovnáváním navržených postupů.
V rámci metod (varianty funkce simulátoru) dochází rovněž k experimentům se změnami
parametrů evoluce.
Vstupem pro testy je kostka, která je z ideálního složeného stavu zamíchaná určitým
počtem definovaných tahů. Takto vzešlá konfigurace kostky je vždy u parametrů testu
uvedena, včetně posloupnosti tahů, jimiž jí z ideálního stavu získáme.
9.1 Srovnání metod
Cílem tohoto měření je ověřit vlastnosti navržených metod implementace simulátoru. Rov-
něž můžeme získat představu o výhodnosti jednotlivých variant a jejich srovnání pří aplikaci
na středně zamíchanou kostku. V rámci většiny testů budou nastavené parametry apliko-
vány na několik různých vstupních konfigurací kostky.
Vstupní kostky:
Kostka 1 (vzniklá tahy: Bi ML L L B):
GGTRGTTGTRGBRMBRMBYYYYYBYYMRRRTTYBBBMMMTRMYRMGBTMB-
TGGG
Kostka 2 (vzniklá tahy: U B Ri MR MB):
BRBGBGGMGYTMBTMBTMRBYRRYRTYTMGTMRTMRMYRYYYMBGTRYBG-
GTGB
Kostka 3 (vzniklá tahy: F B Ri MU MD):
MGTMGTMGTBBYBBMBBGTTTYYYMMMGRRTRRYRRYYRMMRGGRYYBTT-
BGGB
Kostka 4 (vzniklá tahy: ML Fi U B Bi)
BBBGGRGGMTYYBMMMBBRTRBYYTYYGGMRTRRTRYMMYRRYMMGGGTB-
TTBT
Metody - varianty funkce simulátoru:
A - umístěnní nejlepšího na místo nejhoršího
B - kopie posloupnosti 3 po sobě jdoucích tahů vedoucích k nejlepším ohodnocením na místo
posloupnosti vedoucí k nejhorším ohodnocením
C - 5 nejlepších na místo 5 nejhorších
D - Odseknutí za nejlepším a zkopírování přechozího začátku chromozomu
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E - Odseknutí za nejlepším a doplnění NOPy
F - Injekce vzorů tahů metody Ortega
9.1.1 Uniformní křížení
Parametry evolučního algoritmu:
Mutace: Náhodná
Křížení: Uniformní
Selekce: Turnaj
Simulátor: A, B, C, D, E, F - dle tabulky
Fitness ohodnocení: Rohy, středy, hrany
Konfigurace kostky: Zamíchaná na 5 tahů. 4 možnosti dle tabulky.
Velikost populace: 50
Délka výpočtu: 100 generací
Genetický algoritmus: GaSimple
Všechny hodnoty uvedené v tabulce 9.1 jsou průměrem z 50 běhů, doplněné o směro-
datnou odchylku.
Tabulka 9.1: Srovnání metod - Uniformní křížení
Kostka 1 Kostka 2 Kostka 3 Kostka 4
Max Gen. Max Gen. Max Gen. Max Gen.
fitness Konv. fitness Konv. fitness Konv. fitness Konv.
A 21,1 ±3,4 15 ±20 22,8 ±3,1 10 ±13 24,9 ±2,2 6 ±9 22,3 ±2,5 18 ±21
B 21,5 ±3,3 15 ±14 21,6 ±2,8 7 ±8 25,0 ±2,2 8 ±10 23,1 ±2,0 16 ±26
C 18,9 ±2,3 21 ±20 20,5 ±1,7 13 ±16 25,0 ±2,3 6 ±8 21,7 ±2,7 18 ±24
D 14,0 ±0,0 0 ±0 11,0 ±0,0 0 ±0 13,0 ±0,0 0 ±0 13,0 ±0,0 0 ±0
E 13,9 ±0,2 0 ±0 10,0 ±0,0 0 ±0 13,0 ±0,0 0 ±0 12,6 ±1,0 1 ±10
F 14,9 ±0,0 2 ±11 15,7 ±2,4 7 ±11 20,5 ±4,1 4 ±14 16,4 ±1,9 4 ±20
Nad získanými daty byl proveden t-test, abychom ověřili, zda se ze statistického hlediska
nejedná o chybu měření. Byla sestavena tabulka 9.2, kde můžeme vidět výsledky vzájemných
t-testů. Číselná hodnota odpovídá pravděpodobnosti, že se jedná o výběry ze stejného
měření.
 Nulová hypotéza: Oba výběry pochází ze stejného měření
 Alternativní hypotéza: Oba výběry nepochází ze stejného měření
Z tabulky 9.3 je zřejmé, že nejlepších výsledků dosahují metody A a B. Není možné určit,
která z nich je lepší, protože mezi nimi existuje pouze statisticky nevýznamná odchylka
(viz. 9.2). Metoda C mírně zaostává za prvníma dvěma. Výsledky zbylých metod jsou již
výrazně slabší. Zejména je patrné, že výsledky metod založených na odsekávání chromozomu
(D a E) příliš nefungují.
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Tabulka 9.2: Tabulka výsledků t-testů fitness na všech kostkách
A B C D E F
A X 0,95 0,00 0,00 0,00 0,00
B - X 0,00 0,00 0,00 0,00
C - - X 0,00 0,00 0,00
D - - - X 0,01 0,00
E - - - - X 0,00
F - - - - - X
Tabulka 9.3: Vzájemné rozdíly průměrné fitness na všech kostkách
A B C D E F
A X -0,02 1,27 10,05 10,41 5,93
B 0,02 X 1,29 10,07 10,43 5,95
C -1,27 -1,29 X 8,79 9,14 4,66
D -10,05 -10,07 -8,79 X 0,36 -4,13
E -10,41 -10,43 -9,14 -0,36 X -4,48
F -5,93 -5,95 -4,66 4,13 4,48 X
9.1.2 Jednobodové křížení
Parametry evolučního algoritmu:
Mutace: Náhodná
Křížení: Jednobodové
Selekce: Turnaj
Simulátor: A, B, C, D, E, F - dle tabulky
Fitness ohodnocení: Rohy, středy, hrany
Konfigurace kostky: Zamíchaná na 5 tahů. 4 možnosti dle tabulky.
Velikost populace: 50
Délka výpočtu: 100 generací
Genetický algoritmus: GaSimple
Všechny hodnoty uvedené v tabulce 9.4 jsou průměrem z 50 běhů, doplněné o směro-
datnou odchylku. Nejlepší výsledky byly dosaženy na kostce 3. Nejhorší na kostce 1. Co se
týče generace konvergence, je zajímavé sledovat, že obecně nejpozději tohoto stavu dosáhne
na všech kostkách metoda C.
Nad získanými daty byl proveden t-test, abychom ověřili, zda se ze statistického hlediska
nejedná o chybu měření.
 Nulová hypotéza: Oba výběry pochází ze stejného měření
 Alternativní hypotéza: Oba výběry nepochází ze stejného měření
Z hlediska srovnání metod u tohoto typu křížení můžeme dospět k podobným závěrům
jako v předešlém případě. Nejlépe se jeví metody A, B a C. Na základě srovnání metod
v tabulce 9.5 a výsledků vzájemných t-testů v tabulce 9.6 můžeme u metody A řící, že je
s pravděpodobností 78% horší než metoda B a s pravděpodobností 76% horší než metoda C.
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Tabulka 9.4: Srovnání metod - Jednobodové křížení
Kostka 1 Kostka 2 Kostka 3 Kostka 4
Max Gen. Max Gen. Max Gen. Max Gen.
fitness Konv. fitness Konv. fitness Konv. fitness Konv.
A 16,6 ±2,2 10 ±16 17,3 ±2,9 11 ±21 21,1 ±3,6 8 ±20 18,3 ±2,0 8 ±19
B 18,1 ±2,3 15 ±24 17,7 ±3,1 8 ±14 20,8 ±3,5 11 ±20 18,4 ±2,2 7 ±16
C 16,8 ±1,6 24 ±28 17,9 ±2,6 25 ±30 21,9 ±3,5 15 ±20 18,3 ±2,3 13 ±21
D 14,0 ±0,0 0 ±0 11,0 ±0,0 0 ±0 13,0 ±0,0 0 ±0 13,0 ±0,0 0 ±0
E 13,9 ±0,3 0 ±0 10,0 ±0,0 0 ±0 13,0 ±0,0 0 ±0 12,9 ±0,4 0 ±0
F 14,4 ±0,0 1 ±5 13,9 ±2,2 11 ±22 18,3 ±3,3 6 ±17 15,4 ±2,1 6 ±19
Mezi metodami B a C neexistuje statisticky významný rozdíl. Mezi metodami D a E je
pravděpodobnost zhruba 3%, že oba výběry pocházejí ze stejného měření.
Tabulka 9.5: Vzájemné rozdíly průměrné fitness na všech kostkách
A B C D E F
A X -0,39 -0,39 5,60 5,89 2,85
B 0,39 X 0,00 5,99 6,28 3,24
C 0,39 0,00 X 5,98 6,27 3,24
D -5,60 -5,99 -5,98 X 0,29 -2,75
E -5,89 -6,28 -6,27 -0,29 X -3,04
F -2,85 -3,24 -3,24 2,75 3,04 X
Tabulka 9.6: Výsledky vzájemných t-testů fitness na všech kostkách
A B C D E F
A X 0,22 0,24 0,00 0,00 0,00
B - X 0,99 0,00 0,00 0,00
C - - X 0,00 0,00 0,00
D - - - X 0,03 0,00
E - - - - X 0,00
F - - - - -
9.1.3 Dvoubodové křížení
Parametry evolučního algoritmu:
Mutace: Náhodná
Křížení: Dvoubodové
Selekce: Turnaj
Simulátor: A, B, C, D, E, F - dle tabulky
Fitness ohodnocení: Rohy, středy, hrany
Konfigurace kostky: Zamíchaná na 5 tahů. 4 možnosti dle tabulky.
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Velikost populace: 50
Délka výpočtu: 100 generací
Genetický algoritmus: GaSimple
Všechny hodnoty uvedené v tabulce 9.7 jsou průměrem z 50 běhů, doplněné o směro-
datnou odchylku.
Tabulka 9.7: Srovnání metod - Dvoubodové křížení
Kostka 1 Kostka 2 Kostka 3 Kostka 4
Max Gen. Max Gen. Max Gen. Max Gen.
fitness Konv. fitness Konv. fitness Konv. fitness Konv.
A 17,5 ±2,6 16 ±21 17,6 ±2,8 18 ±28 22,4 ±3,9 16 ±27 18,7 ±2,5 13 ±21
B 17,5 ±3,0 18 ±25 18,2 ±2,9 13 ±24 21,9 ±3,8 13 ±22 18,4 ±2,5 12 ±21
C 16,2 ±1,7 18 ±25 18,1 ±2,8 19 ±25 21,7 ±3,6 21 ±29 18,4 ±2,5 16 ±26
D 14,0 ±0,1 0 ±0 11,0 ±0,0 0 ±0 13,0 ±0,0 0 ±0 13,0 ±0,0 0 ±0
E 14,0 ±0,2 0 ±0 10,0 ±0,0 0 ±0 13,0 ±0,0 0 ±0 12,9 ±0,6 0 ±0
F 14,5 ±0,0 1 ±4 14,1 ±2,0 11 ±22 18,7 ±3,8 8 ±20 14,9 ±2,1 8 ±14
Nad získanými daty byl proveden t-test, abychom ověřili, zda se ze statistického hlediska
nejedná o chybu měření.
 Nulová hypotéza: Oba výběry pochází ze stejného měření
 Alternativní hypotéza: Oba výběry nepochází ze stejného měření
Dle tabulky 9.8 je zřejmé, že metody A, B a C dosahují opět nejlepších výsledků. Mezi
metodami A a B je pravděpodobnost statisticky významného rozdílu, dle tabulky 9.9, jenom
14%. Metoda C je s pravděpodobností 84% mírně slabší než metoda A a s pravděpodobností
78% mírně slabší než metoda B.
Tabulka 9.8: Vzájemné rozdíly průměrné fitness na všech kostkách
A B C D E F
A X 0,06 0,49 6,33 6,62 3,52
B -0,06 X 0,43 6,27 6,55 3,45
C -0,49 -0,43 X 5,84 6,13 3,03
D -6,33 -6,27 -5,84 X 0,28 -2,82
E -6,62 -6,55 -6,13 -0,28 X -3,10
F -3,52 -3,45 -3,03 2,82 3,10 X
Vzhledem k výraznému rozdílu úspěšnosti mezi jednotlivými metodami budeme v násle-
dujících testech pracovat s těmi lepšími. To znamená metodami A, B a C. Jejich vzájemný
rozdíl byl v provedených testech poměrně nepatrný, nicméně metoda B vždy sdílela čelní
umístění, a proto ji budeme v následujících testech používat jako vychozí parametr.
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Tabulka 9.9: Výsledky vzájemných t-testů fitness na všech kostkách
A B C D E F
A X 0,86 0,16 0,00 0,00 0,00
B - X 0,22 0,00 0,00 0,00
C - - X 0,00 0,00 0,00
D - - - X 0,03 0,00
E - - - - X 0,00
F - - - - - X
9.2 Srovnání křížení
Nyní můžeme srovnat různé křížení na vybrané metodě, abychom poznali, které křížení je
nejvýhodnější.
Parametry evolučního algoritmu:
Mutace: Náhodná
Křížení: Dle tabulky
Selekce: Turnaj
Simulátor: B
Fitness ohodnocení: Rohy, středy, hrany
Konfigurace kostky: Zamíchaná na 5 tahů. 4 možnosti dle tabulky.
Velikost populace: 50
Délka výpočtu: 100 generací
Genetický algoritmus: GaSimple
Všechny hodnoty uvedené v tabulce 9.10 jsou průměrem z 50 běhů, doplněné o směro-
datnou odchylku. Ve skutečnosti bylo prováděno měření na čtyřech kostkách (jako u před-
chozích testů), ovšem kvůli nedostatku prostoru bylo zde možné uvést jenom tři. Zbylé testy
je možné dohledat na přiloženém CD.
Tabulka 9.10: Srovnání křížení
Kostka 1 Kostka 2 Kostka 3
Max Gen. Max Gen. Max Gen.
fitness Konv. fitness Konv. fitness Konv.
Uniform 21,5 ±3,3 15 ±14 21,6 ±2,8 7 ±8 25,0 ±2,2 8 ±10
OnePoint 18,1 ±2,3 15 ±24 17,7 ±3,1 8 ±14 20,8 ±3,5 11 ±20
TwoPoint 17,5 ±3,0 18 ±25 18,2 ±2,9 13 ±24 21,9 ±3,8 13 ±22
Nad získanými daty byl proveden t-test, abychom ověřili, zda se ze statistického hlediska
nejedná o chybu měření.
 Nulová hypotéza: Oba výběry pochází ze stejného měření
 Alternativní hypotéza: Oba výběry nepochází ze stejného měření
Na základě srovnání metod v tabulce 9.11 a výsledků vzájemných t-testů v tabulce 9.12
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můžeme řící, že nejlépe se jeví uniformní křížení. Jednobodové křížení je s 59 procentní
pravděpodobností nepatrně horší než křížení dvoubodové.
Tabulka 9.11: Vzájemné rozdíly průměrné fitness na všech kostkách
Uniform OnePoint TwoPoint
Uniform X 4,09 3,81
OnePoint -4,09 X -0.28
TwoPoint -3,81 0,28 X
Tabulka 9.12: Výsledky vzájemných t-testů fitness na všech kostkách
Uniform OnePoint TwoPoint
Uniform X 0,00 0,00
OnePoint - X 0,41
TwoPoint - - X
Vzhledem k dosaženým výsledkům budeme u následujících testů využívat uniformní
křížení jakožto výchozí parametr. Na základě uvedeného testu se jeví jako nejlepší.
9.3 Srovnání mutací
V tomto testu budeme porovnávat výsledky při použití různých hodnot mutace. Hodnota
mutace nám udává pravděpodobnost s jakou dojde ke změně hodnoty náhodně vybraného
genu daného jedince. Hodnoty pravděpodobnosti mutace budou měněny od minima až po
maximum. Budeme sledovat za jakých podmínek je dosaženo nejlepších výsledků.
Parametry evolučního algoritmu:
Mutace: Dle tabulky
Křížení: Uniformní
Selekce: Turnaj
Simulátor: B
Fitness ohodnocení: Rohy, středy, hrany
Konfigurace kostky: Zamíchaná na 5 tahů. 4 možnosti dle tabulky.
Velikost populace: 50
Délka výpočtu: 100 generací
Genetický algoritmus: GaSimple
Všechny hodnoty uvedené v tabulce 9.13 jsou průměrem z 50 běhů, doplněné o směro-
datnou odchylku. Měření bylo ve skutečnosti vykonáno pro čtyři kostky, ovšem kvůli ne-
dostatku fyzického místa při sázení jsou zde uvedeny pouze tři. Zbytek je možné dohledat
na přiloženém CD.
Z tabulek 9.13 a 9.14 jsou patrné rozdíly mezi jednotlivýma hodnotama mutace. Nejle-
pších výsledků je dosaženo u maximální hodnoty mutace (1,0), ovšem na základě srovnání
t-testem v tabulce 9.15 jsou její výsledky zhruba s 52 procentní pravděpodobností statis-
ticky nerozlišitelné od výsledků hodnoty mutace 0,6. Rozdíl v kvalitě u hodnot 0,6 a 0,8 je
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Tabulka 9.13: Srovnání různých pravděpodobností mutace
pmut Kostka 1 Kostka 2 Kostka 3
Max Gen. Max Gen. Max Gen.
fitness Konv. fitness Konv. fitness Konv.
0,0 21,3 ±3,4 18 ±19 22,9 ±3,1 10 ±16 25,4 ±1,7 7 ±11
0,2 21,8 ±3,2 24 ±22 23,1 ±3,0 10 ±14 25,9 ±0,6 8 ±15
0,4 23,2 ±3,0 39 ±31 23,5 ±2,8 11 ±14 25,5 ±1,6 14 ±21
0,6 23,6 ±3,1 38 ±31 23,9 ±2,9 13 ±14 25,7 ±1,2 13 ±24
0,8 23,8 ±2,8 33 ±25 23,2 ±3,0 11 ±15 25,8 ±0,8 6 ±12
1,0 24,5 ±0,0 35 ±23 23,8 ±2,9 10 ±15 25,9 ±0,7 10 ±19
Random 21,5 ±3,3 15 ±14 21,6 ±2,8 7 ±9 25,0 ±2,2 8 ±10
sice mírně ve prospěch hodnoty 0,6, ovšem s pravděpodobností 36% jsou statisticky neroz-
lišitelné.
Zajímavé je, že velká mutace vede ke zlepšení, což je ovšem považováno za běžné u LGP.
Nad získanými daty byl proveden t-test, abychom ověřili, zda se ze statistického hlediska
nejedná o chybu měření.
 Nulová hypotéza: Oba výběry pochází ze stejného měření
 Alternativní hypotéza: Oba výběry nepochází ze stejného měření
Tabulka 9.14: Vzájemné rozdíly průměrné fitness na všech kostkách
Mut 0,0 Mut 0,2 Mut 0,4 Mut 0,6 Mut 0,8 Mut 1,0 Rand
Mut 0,0 X -0,36 -0,86 -1,36 -1,14 -1,51 0,27
Mut 0,2 0,36 X -0,50 -1,00 -0,78 -1,15 0,63
Mut 0,4 0,86 0,50 X -0,50 -0,28 -0,65 1,14
Mut 0,6 1,36 1,00 0,50 X 0,22 -0,15 1,63
Mut 0,8 1,14 0,78 0,28 -0,22 X -0,37 1,41
Mut 1,0 1,51 1,15 0,65 0,15 0,37 X 1,78
Rand -0,27 -0,63 -1,14 -1,63 -1,41 -1,78 X
Tabulka 9.15: Výsledky vzájemných t-testů fitness na všech kostkách
Mut 0,0 Mut 0,2 Mut 0,4 Mut 0,6 Mut 0,8 Mut 1,0 Rand
Mut 0,0 X 0,24 0,00 0,00 0,00 0,00 0,36
Mut 0,2 - X 0,07 0,00 0,00 0,00 0,3
Mut 0,4 - - X 0,05 0,27 0,01 0,00
Mut 0,6 - - - X 0,36 0,52 0,00
Mut 0,8 - - - - X 0,12 0,00
Mut 1,0 - - - - - X 0,00
Rand - - - - - - X
Výstupem tohoto testu je, že nejlepších výsledků je dosahováno při použití mutace
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s pravděpodobností 1.0. Tato hodnota parametru se rovněž jeví jako výhodnější než náhodná
pravděpodobnost mutace.
9.4 Vývoj fitness v průběhu evoluce
V následující sekci je měřen vývoj fitness u metody řešení simulátoru B. Fitness je testována
z hlediska maximální hodnoty v populaci a průměrné hodnoty v populaci. Cílem je rovněž
ukázat, že né každý běh programu skončí nalezením ideálního řešení. Často ovšem evoluce
dospěje do stádia, kdy již k ideálnímu složení kostky stačí málo. Může se ovšem také jednat
o lokální maximum, které je dalece vzdáleno od hledaného řešení.
Parametry evolučního algoritmu:
Mutace: Náhodná
Křížení: Uniformní
Selekce: Turnaj
Simulátor: B
Fitness ohodnocení: Rohy, středy, hrany
Konfigurace kostky: BRBGBGGMGYTMBTMBTMRBYRRYRTYTMGTMRTMRMY-
RYYYMBGTRYBGGTGB (zamíchaná na 5 tahů: U B Ri MR MB)
Velikost populace: 50
Délka výpočtu: 50 generací
Genetický algoritmus: GaSimple
Z grafu 9.1 je patrný různorodý vývoj při snaze o nalezení řešení. Evoluce v jednotlivých
případech různě rychle nalézá řešení, případně utkví v lokálním maximu. Rychlost změn
je rovněž nejvyšší v počátku vývoje, přibližně do generace 25. Skokové změny postupně
ustávají a strmost růstu klesá.
Obrázek 9.1: Maximální fitness
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Z uvedeného grafu je rovněž patrné, že rychlý počáteční vývoj nemusí nutně vést k na-
lezení řešení. Pomalu rostoucí křivka může v pozdějších generacích dosáhnout lepších vý-
sledků, než jiné, ze startu rychleji rostoucí. Ve čtyřech případech z 10 algoritmus nalezl
řešení, což můžeme považovat v podstatě za úspěšnost. Jeden další případ se dostal velmi
blízko řešení a zbylé běhy skončily na slabších výsledcích.
Na obrázku 9.2, kde je zobrazen vývoj průměrné fitness v populaci, můžeme vidět
průběh zhruba odpovídající vývoji maximální fitness. Řešení se postupně vylepšují, s tím,
že rychlost vylepšování je ze začátku vysoká a postupně klesá. Dochází rovněž k shlukování
řešení okolo lokálních maxim.
Obrázek 9.2: Průměrná fitness
9.5 Vliv velikosti populace na rychlost nalezení řešení
V následujícím testu chceme dokázat vliv velikosti populace na rychlosti nalezení řešení.
Z teoretického hlediska nám větší populace nabízí širší spektrum genetických informací,
z nichž některé mohou být slibné. Může tedy docházet k rychlejšímu nalezení řešení již
v úvodních generacích. Dochází ovšem na druhou stranu ke zpomalení genetického algo-
ritmu.
V případě použití malé populace, má genetický algoritmus méně možností křížení a sta-
vový prostor je menší. Také je ovšem možné, že potenciálně slibný jedinec bude ve větší
populaci dříve usmrcen.
Parametry evolučního algoritmu:
Mutace: Náhodná
Křížení: Uniformní
Selekce: Turnaj
Simulátor: B
Fitness ohodnocení: Rohy, středy, hrany
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Konfigurace kostky: BRBGBGGMGYTMBTMBTMRBYRRYRTYTMGTMRTMRMY-
RYYYMBGTRYBGGTGB (zamíchaná na 5 tahů: U B Ri MR MB)
Velikost populace: 20, 50, 100
Délka výpočtu: 50 generací
Genetický algoritmus: GaSimple
Populace o velikosti 20 je malá. Z grafu 9.3 je patrné, že takováto velikost populace není
schopna zaručit dostatečnou úspěšnost řešení. Fitness u jednotlivých běhů se sice postupně
zvyšuje, ale nakonec utkví v lokálním maximu. Je zde zřejmé, že stavový prostor u této
velikosti populace je značně omezený a nemusí zahrnovat genetickou výbavu se správným
potenciálem.
Obrázek 9.3: Rychlost nalezeného řešení pro velikost populace 20
Výsledky velikosti populace 50 (dle 9.4) a 100 (dle 9.5) jsou v tomto testu srovnatelné.
Zvýšení populace z 50 na 100 tedy pozorovatelné zlepšení nepřinese. Můžeme ovšem pozo-
rovat rozdíl oproti populaci 20 na obrázku 9.3. Vyšší populace nalezne řešení častěji. Ovšem
nedá se říci, že by mezi velikostí populace a rychlostí, popřípadě úspěšností, panovala přímá
úměra. Na určité úrovni už zvětšování populace užitek nepřináší.
Rovněž je zajímavé sledovat skokové změny v ohodnocení v jednotlivých grafech. Za-
tímco pro velikost populace 50 došlo několikrát k přechodu z ohodnocení 18 na hodnotu 26,
u velikosti populace 100 bylo naopak nejlepší řešení často nacházeno z předešlého ohodno-
cení 21.
U uvedených grafů došlo k měření pro počet generací roven 150. Vzhledem k výsledkům
testů, ze kterých bylo patrné, že ke konvergenci dochází nanejvýš v generaci č.30, byla
velikost grafu, i pro vyšší názornost a přehlednost, omezena zprava hodnotou 30. Čtenář
tak nyní může detailněji vidět průběh dosažení stavu konvergence v podstatné oblasti.
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Obrázek 9.4: Rychlost nalezeného řešení pro velikost populace 50
Obrázek 9.5: Rychlost nalezeného řešení pro velikost populace 100
9.6 Vliv velikosti populace na kvalitu řešení
V tomto testu budeme měnit velikost populace a sledovat kvalitu dosaženého řešení. Bude
jednak sledována kvalita fitness funkce v závislosti na různých velikostech populace, dále se
také zaměříme na úspěšnost aplikace při nalezení řešení dané konfigurace kostky. Abychom
byli schopni říci, při kterých hodnotách populace je dosahováno největší efektivity, definu-
jeme si později také pojem
”
Výpočetní práce“.
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Parametry evolučního algoritmu:
Mutace: Náhodná
Křížení: Uniformní
Selekce: Turnaj
Simulátor: B
Fitness ohodnocení: Rohy, středy, hrany
Konfigurace kostky: BRBGBGGMGYTMBTMBTMRBYRRYRTYTMGTMRTMRMY-
RYYYMBGTRYBGGTGB (zamíchaná na 5 tahů: U B Ri MR MB)
Velikost populace: 10, 20, 30, 40, 50, 70, 100, 150, 200
Délka výpočtu: 100 generací
Genetický algoritmus: GaSimple
Z tabulky 9.16 a grafu 9.6 vyplývá, že úspěšnost roste s velikostí populace. Což bylo
předpokládáno. Největší zrychlení nárustu bylo zaznamenáno při přechodu mezi velikostí
populace 10 a 20. V hodnotách, které přesahují 100, je již nárůst velmi pozvolný.
Tabulka 9.16: Vliv velikosti populace na kvalitu řešení
Velikost Úspěšné Procentuální Průměrná konečně Směrodatná Interval
populace případy úspěšnost [%] dosažená fitness odchylka Spolehlivosti
10 0/50 0 16,44 2,3 4,6
20 11/50 22 20,12 3,8 5,6
30 11/50 22 20,44 3,5 5,7
40 15/50 30 21,82 2,9 6,0
50 20/50 40 22,44 3,0 6,2
70 29/50 58 23,56 2,9 6,5
100 35/50 70 24,28 2,6 6,7
150 42/50 84 25,04 2,2 6,9
200 43/50 86 25,28 1,8 7,0
Obrázek 9.6: Vliv velikosti populace na kvalitu řešení
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Abychom byli schopní říci, která velikost populace je pro daný algoritmus nejlepší.
Je nutné vzít v potaz výpočetní náročnost jendotlivých variant. Je zřejmé, že větší populace
bude vyžadovat více generací, ale na druhou stranu zvýší úspěšnost. Proto je nutné všechny
parametry dát například do takovéhoto vztahu:
V P =
1
PU
∗ popsize ∗ ngen (9.1)
kde VP je výpočetní práce, PU je šance na úspěch, popsize je velikost populace a ngen
je číslo generace ve které bylo nalezeno řešení.
Byla vytvořena tabulka 9.17 informující o velikosti výpočetní práce.
Tabulka 9.17: Vliv velikosti populace na kvalitu řešení
Velikost Úspěšné Procentuální Řešení Výpočetní
populace případy úspěšnost [%] v generaci práce
10 0/50 0 - -
20 11/50 22 12 1050
30 11/50 22 8 1054
40 15/50 30 13 1707
50 20/50 40 11 1419
70 29/50 58 8 1003
100 35/50 70 9 1318
150 42/50 84 7 1178
200 43/50 86 6 1406
Z grafu na obrázku 9.7 je patrné, že nejlepších výsledků bylo dosaženo při nízkých
velikostech populace (20, 30) a velikosti 70. Velikost populace 10 je již ovšem příliš malá
a úspěšnost na této hodnotě nulová. Velikost populace 10 proto nebyla do grafu zahrnuta.
Nejhorších výsledků dosahuje velikost 40.
Obrázek 9.7: Graf výpočetní práce
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9.7 Srovnání navrženého řešení s člověkem
V této části srovnáme navržené řešení s běžnými postupy aplikovanými člověkem. Jak už
bylo zmíněno v dřívějších kapitolách, z teoretického hlediska je přístup člověka a stroje
fundamentálně odlišný. Zatímco člověk je nucen zpravidla opakovaně aplikovat zapamato-
vané posloupnosti tahů a kontrolovat dosažení dílčích postupů, stroj může najít přesnou
posloupnost tahů, které vedou právě k hledané konfiguraci. Nutno podotknout, že řešení
není nikdy pouze jedno, může se například stát, že posloupnost tahů řešení bude obsahovat
cyklickou cestu. Cest z původní do cílové konfigurace je vždy možné nalézt více.
Můžeme vidět příklad vstupní konfigurace kostky:
BRBGBGGMGYTMBTMBTMRBYRRYRTYTMGTMRTMRMYRYYYMBGTRYB-
GGTGB
(vznikla aplikací tahů U B Ri MR MB na ideálně složenou kostku)
Příklad reálných výstupů aplikace:
 MF, Ri, Ri, Di, D, Li, Bi
 MF, Li, R, R, Bi
 MF, MR, Li, Li, NOP, ML, Ri, ML, MR, MR, Di,
 MF, Ri, Ri, R, MR, Ri, Ri, MR, MR, Ui,
 MF, Li, R, Li, Li, Li, R, Li, Bi,
 MF, ML, R, ML, R, R, MR, R, R, Ui,
Z těchto výsledků lze vyvodit závěr potvrzující teoretický předpoklad. Řešení nalezená
aplikací nemusí být vždy totožná a naprosto nejkratší, ovšem jejich délka je nesrovnatelná
s délkou postupu který by musel aplikovat člověk pro vyřešení této kostky například pomocí
metody
”
Po vrstách“, popsané v dřívější kapitole. V případě této metody by se mohlo jednat
o stovky tahů.
Rovněž z hlediska času je patrný rozdíl mezi člověkem a strojem. Zatímco aplikace našla
řešení v čase kratším než jedna sekunda. Běžný člověk s dobrou znalostí algoritmu by se
tímto problémem zabýval řádově spíše minuty.
Samozřejmě zde existují i výjimky. Australan Feliks Zemdegs letos dokázal stanovit
nový rekord při řešení kostky 3x3x3 na hodnotu 6,65s [9].
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Kapitola 10
Závěr
Cílem této práce bylo evoluční řešení hlavolamu Rubikova kostka. Byla vytvořena konzo-
lová aplikace, vystavěná na evolučním principu, která umožňuje nalézt posloupnost tahů
vedoucích k řešení kostky. Vstupem aplikace je počáteční konfigurace kostky a specifikace
parametrů evoluce.
Testy, které byly uvedeny v předcházející kapitole jsou jen zlomkem všech, které byly
provedeny. Na základě těchto testů bylo zjištěno, s jakými hodnotami mnoha parametrů je
dosahováno nejlepších výsledků. Abychom veškeré parametry mohli srovnávat, byly použito
statistické vyhodnocení.
Klíčovým rozhodnutím bylo správné zakódování problému, protože nad tímto měla být
vystavěna celá implementace. I když je možné se značnou částí parametrů evoluce hýbat,
změny z hlediska zakódování problému by vyžadovaly hrubé zásahy do základních pilířů
vystavěné aplikace. Zakódování bylo tedy provedeno tak, že každý gen v chromozomu vy-
jadřuje jeden tah kostkou. V rámci implementace metody F (injekce vzorů metody Ortega)
byla vytvořena i jistá vyšší úroveň abstrakce, kdy hodnota jednoho genu může vyjadřo-
vat posloupnost tahů metody Ortega (určitý krok Ortegy). Výhodou tohoto přístupu je,
že nebude docházet k rozbíjení těchto slibných stavebních bloků. Metoda Ortega bohužel
nedosahovala dobrých výsledků. Z tohoto důvodu můžeme považovat použité kódování
”
1
gen = 1 tah“ za nejlepší z hlediska již vytvořené aplikace.
Dalším důležitým krokem bylo správné ohodnocení fitness. V práci jsem nastínil několik
variant ohodnocení dle umístění součástí kostky na správných místech. Varianty evaluace
byly implementovány a na základě naměřených výsledků vybrána ta, která se jevila nejlépe.
Tou byla metoda
”
Rohy, středy, hrany“, vystavěná na skutečnosti, že každé pole Rubikovy
kostky je ohodnoceno na základě správné polohy celé dílčí mechanické součásti a nikoli
pouze podle správné barvy nálepky. Určitý potenciál může skrývat i metoda ohodnocení
dle dosažení fází určitých ručních algoritmů pro skládání kostky. Tento způsob výpočtu
fitness je ovšem dosti náročný z hlediska korektního návrhu.
Co se týče křížení, z tabulky 9.11 je patrné, že nejlepší varianta je uniformní. Možná
trochu proti předpokladům - nepotvrzují se obavy o rozbíjení stavebních bloků.
U mutace se, dle tabulky, 9.14 se osvědčily vysoké hodnoty. Ve spojitosti s uniformním
křížením to může vést k teorii, že hlavní hnací silou evoluce v tomto případě je spíše náhodná
změna hodnot genů, než propagace celých slibných posloupnosti tahů, v rámci například
jednobodového křížení.
Co se týče velikosti populace, nejlépe se, dle tabulky 9.17 jeví hodnota 70.
Vzhledem ke snaze urychlit a zkvalitnit proces evoluce nad řešeným problémem, probí-
haly úvahy o využití prvků jiných metod, které by mohly představovat určitý přínos. Volba
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padla na lineární genetické programování. Důvodem bylo, že díky němu proces skládání
kostky připomíná počítačový program, se kterým můžeme pracovat na úrovni instrukcí.
Můžeme také provádět evaluace chromozomu po aplikaci jednotlivých tahů a nikoli pouze
po aplikaci celku. Díky tomuto jsme získali přehled o vývoji evaluace napříč chromozomem
a mohli provádět jeho dodatečné úpravy. Bylo navrženo šest metod možných způsobu úprav
chromozomu. Obecně můžeme řict, že jejich snahou je propagovat tahy vedoucí ke slibné
evaluaci. Týto úpravy byly realizovány ve funkci nazvané Simulátor. Počet navržených me-
tod rovněž rozšířil možnosti parametrizace. Z provedených testů je patrný rozdíl v kvalitě
jednotlivých metod (viz. kapitola Srovnání metod). Nejlepších výsledků dosahuje metoda B
(kopie posloupnosti tří tahů vedoucích k maximálnímu ohodnocení, do místa s minimálním
ohodnocením). Ovšem výsledky jsou poměrně vyrovnané mezi metodami A, B a C.
Výstupem testovací fáze je určité shrnutí dosažených výsledků. Aplikace byla testována
na vstupních konfiguracích kostky vzniklých tak, že ideálně složená kostka byla zamíchána
několika tahy. Algoritmus poté dohledával právě tyto tahy (případně jiné řešení). Navržená
aplikace ovšem při každém běhu nemusí uspět v hledání. Proto je vhodné provést vždy více
běhů nad stejnou konfigurací. Jde o charakteristiku evolučním algoritmů, které pracují s
určitou mírou náhodnosti a evoluce se může vyvíjet vždy různým směrem.
Pokud je vstupem pro aplikaci složitě zamíchaná kostka, běh evoluce většinou konverguje
u dílčího řešení, které není ještě finálním řešením kostky. Ovšem z těchto téměř složených
kostek již stačí obvykle jen malý počet tahů k finálnímu složení.
Čtenáři, který by chtěl aplikaci použít, bych doporučil zvolit klasickou konfiguraci uve-
denou ve většině testů. Konkrétně při použití simulátoru B, uniformního křížení a velikosti
populace 50 a délky výpočtu 50-100. Výpočet obvykle konverguje během 30 generací a jedné
sekundy. Tato konfigurace je tedy vhodná i z hlediska časové náročnosti.
Z hlediska námětů k řešení a potenciálního budoucího rozšíření bych rád zmínil potenciál
vyšší úrovně abstrakce u genů. Pokud bychom v rámci jednoho genu zakódovali slibnou po-
sloupnost tahů kostkou, nemuseli bychom se bát rozbíjení slibných schémat. Tohoto prvku
bylo již částečně využíváno v této práci, konkrétně u metody Simulátoru F. Dále by mohlo
být zajímavé vytvořit databázi slibných posloupností tahů a nad posloupnostmi vytvořit
abstraktní tah, který by dynamicky rozšířil množinu základních tahů. Další možností je vy-
užití paralelizace s více populacemi (ostrovní model), které by si mohly mezi sebou předávat
slibné jedince.
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