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Introduccio´n general
A lo largo de la presente Memoria realizamos diversos estudios que podemos
enmarcar dentro de la Teor´ıa General de Polinomios Ortogonales. Concretamente,
el trabajo desarrollado gira en torno a dos ejes principales que pasamos a describir
de manera breve para focalizar el objeto de nuestro estudio. Por un lado, reali-
zamos un ana´lisis de las familias de polinomios ortogonales con respecto a pares
de funcionales (u,v) sobre los que supondremos verifican ciertas condiciones que
llamaremos de coherencia generalizada. Tales condiciones proporcionan una herra-
mienta u´til para el estudio de los polinomios de Sobolev que son ortogonales con
respecto al producto escalar definido por
〈p, q〉S = 〈u, pq〉+ λ〈v, p′q′〉,
donde p, q son polinomios y p′ denota la primera derivada de p.
Por otro lado, hacemos una incursio´n en la teor´ıa de polinomios ortogonales
en varias variables, estableciendo las definiciones apropiadas de ortogonalidad y
desarrollando una teor´ıa constructiva de los mismos.
Para una mejor estructuracio´n y comprensio´n de los resultados hemos dividido
esta Memoria en siete cap´ıtulos, adema´s de la presente introduccio´n general y una
bibliograf´ıa final comu´n para todos los cap´ıtulos. En cada cap´ıtulo, compuesto a su
vez de secciones y subsecciones, hemos inclu´ıdo una primera seccio´n (sin numerar)
que comprende una introduccio´n, a modo de resumen, de su contenido.
A continuacio´n enunciaremos, de manera descriptiva, los contenidos y princi-
pales resultados de cada uno de los cap´ıtulos.
El Cap´ıtulo 1 es una introduccio´n a la teor´ıa general de polinomios ortogonales.
Tras un breve apunte histo´rico sobre el origen de la teor´ıa de polinomios ortogo-
nales, en la primera seccio´n presentamos los conceptos ba´sicos sobre funcionales
lineales y polinomios ortogonales esta´ndar. En particular, definimos operaciones
algebraicas en el espacio vectorial P′ de las aplicaciones lineales definidas sobre el
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espacio vectorial de los polinomios con coeficientes reales P. Introducimos el con-
cepto de sucesio´n de momentos asociada a un funcional lineal y presentamos las
propiedades fundamentales de las sucesiones de polinomios ortogonales respecto
de funcionales lineales, destacando el papel de las familias cla´sicas de polinomios
de Jacobi, Laguerre y Hermite. La segunda parte del cap´ıtulo contiene una intro-
duccio´n ba´sica a los productos escalares de Sobolev, prestando especial atencio´n a
los conceptos de coherencia y coherencia sime´trica introducidos por A. Iserles et al.
en [35].
El Cap´ıtulo 2 esta´ dedicado exclusivamente al ana´lisis de los funcionales linea-
les semicla´sicos segu´n la definicio´n dada por P.Maroni en [65]. Establecemos las
propiedades que caracterizan los funcionales semicla´sicos y las familias de poli-
nomios ortogonales asociadas, haciendo especial hincapie´ en criterios para deter-
minar la clase del funcional. De las propiedades que ma´s nos van a interesar, cabe
resaltar la de cuasi–ortogonalidad de las derivadas que caracteriza a las familias
semicla´sicas. En la u´ltima parte del cap´ıtulo nos centraremos en el ana´lisis del
problema de simetrizacio´n de este tipo de funcionales, destacando la conservacio´n
del cara´cter semicla´sico en este proceso, as´ı como la determinacio´n de la clase del
funcional simetrizado. Adema´s, el cara´cter sime´trico de un funcional semicla´sico
da informacio´n clave sobre la forma de los polinomios que aparecen en la ecuacio´n
de Pearson asociada. Este hecho nos permitira´ realizar un ana´lisis sistema´tico para
describir todos los funcionales definidos positivos, sime´tricos y semicla´sicos de clase
2, que los deduciremos mediante un proceso de simetrizacio´n a partir de funcionales
semicla´sicos de clase 1.
El Cap´ıtulo 3 es el primero en esta Memoria dedicado al estudio de pares cohe-
rentes. Concretamente, determinamos una condicio´n de coherencia que generaliza
la introducida por A. Iserles et al. en [35]. El mayor intere´s es poder caracterizar
las familias de polinomios ortogonales de Sobolev que verifican cierta relacio´n alge-
braica “dos a dos” con los polinomios ortogonales asociados al primer funcional del
producto de Sobolev. El resultado principal de este cap´ıtulo asegura que si (u,v) es
un par coherente generalizado, entonces al menos uno de estos dos funcionales tiene
que ser, bien cla´sico, o bien semicla´sico de clase 1. Adema´s, existe una relacio´n en-
tre ambos funcionales que permite determinar el funcional “compan˜ero” mediante
una modificacio´n racional. As´ı, en la segunda parte del cap´ıtulo, nos dedicaremos a
la descripcio´n de todos los pares de funcionales que verifican esta condicio´n de co-
herencia generalizada, comprobando expl´ıcitamente dicha condicio´n para cada uno
de los pares obtenidos. En este proceso de comprobacio´n juegan un papel funda-
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mental las propiedades de los polinomios semicla´sicos determinadas en el cap´ıtulo
anterior, especialmente la condicio´n de cuasi–ortogonalidad de las derivadas.
La primera parte del Cap´ıtulo 4 sigue un esquema paralelo al Cap´ıtulo 3, aunque
en este caso tratamos funcionales sime´tricos. Concretamente, generalizamos el con-
cepto de coherencia sime´trica introducido por A. Iserles et al. en [35]. Bajo ciertas
hipo´tesis adicionales, probamos un resultado ana´logo al obtenido en el cap´ıtulo
anterior. En tal caso, el funcional lineal correspondiente al te´rmino con derivadas
en el producto escalar de Sobolev, es un funcional semicla´sico de clase menor o
igual que 2. En la descripcio´n de tales pares es donde entran en juego los resul-
tados del Cap´ıtulo 2. En la u´ltima parte del cap´ıtulo se realiza un estudio sobre
los coeficientes de recurrencia de las sucesiones de polinomios ortogonales asocia-
das a un par coherente sime´trico generalizado, bajo la hipo´tesis de que el primer
funcional es cla´sico. En particular, probamos que los para´metros que determi-
nan la condicio´n de coherencia sime´trica generalizada se pueden representar como
una funcio´n racional, donde los polinomios involucrados son, a su vez, familias de
polinomios ortogonales, que esta´n relacionados, en cierta manera, con el funcional
cla´sico de partida.
En los Cap´ıtulos 5 y 6 se desarrolla una teor´ıa de polinomios ortogonales en dos
variables. Aunque en la mayor parte de la literatura de polinomios ortogonales en
dos variables se usa el orden del grado total para establecer la base de los monomios
principales, en esta Memoria presentamos la teor´ıa correspondiente al proceso de
ortogonalizacio´n teniendo en cuenta los o´rdenes lexicogra´fico y lexicogra´fico inverso.
La ventaja de usar estos o´rdenes es que las matrices de momentos correspondientes
tienen una estructura especial, a saber, una doble estructura Hankel. De esta
manera, dado un funcional lineal definido positivo sobre el espacio vectorial de los
polinomios en dos variables, consideramos dos familias de polinomios ortogonales
asociadas, respectivamente, a cada uno de los o´rdenes anteriores. Cuando estos
polinomios se estructuran adecuadamente en forma vectorial, se puede establecer
una conexio´n con la teor´ıa de polinomios ortogonales matriciales. Esta conexio´n, as´ı
como las propiedades de ortogonalidad, nos permiten establecer ciertas relaciones
de recurrencia que entrelazan los sistemas de polinomios en los dos o´rdenes. Dichas
relaciones son suficientes para determinar el funcional lineal definido positivo y
la estructura de dichos sistemas de polinomios. Concretamente, los coeficientes
matriciales que aparecen en las fo´rmulas de recurrencia mencionadas anteriormente,
esta´n relacionados entre s´ı de tal forma que se puede desarrollar un algoritmo que
permite, dado un nu´mero necesario de inco´gnitas, construir los elementos de cierto
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nivel (n,m) usando los datos conocidos en los niveles anteriores. Dicho nu´mero de
inco´gnitas esta´ en correspondencia biun´ıvoca con el nu´mero de nuevos momentos
que se necesitan para determinar dicho nivel.
Finalmente, en el Cap´ıtulo 7, exponemos las conclusiones de esta Memoria, in-
cluyendo una seccio´n donde planteamos algunos problemas abiertos que han surgido
durante su elaboracio´n.
Cap´ıtulo 1
Teor´ıa general de polinomios
ortogonales
Introduccio´n
En este cap´ıtulo presentamos una breve introduccio´n a la teor´ıa general de
polinomios ortogonales, incluyendo, sin demostracio´n, algunos resultados ba´sicos
acerca de los polinomios ortogonales esta´ndar y de Sobolev y estableciendo la no-
tacio´n necesaria que seguiremos a lo largo de la Memoria.
El origen de la teor´ıa de polinomios ortogonales se puede situar en la segunda
mitad del siglo XVIII. La primera familia de polinomios ortogonales aparece en los
primeros trabajos de A.M. Legendre sobre el movimiento planetario en 1784, quien
probo´ para dicha familia de polinomios muchas de las propiedades que son comunes
a todas las familias cla´sicas de polinomios, tales como la ecuacio´n diferencial de
segundo orden y las propiedades de sus ceros. La siguiente familia en aparecer,
en 1864, fue la de los polinomios de Hermite, en el marco del desarrollo en series
de funciones en R. Aunque ya antes hab´ıan sido considerados por otros autores
(N.H.Abel, V. L. Lagrange o P. L.Chebyshev), es en 1879 cuando E.N. Laguerre
introduce los polinomios que hoy llevan su nombre en un trabajo en el que los rela-
ciona con la teor´ıa de las fracciones continuas. Fue tambie´n en el siglo XIX cuando
J. Jacobi introduce una nueva familia de polinomios ortogonales que generaliza los
polinomios de Legendre. Son los conocidos como polinomios de Jacobi. Hoy d´ıa,
a estas tres familias de polinomios ortogonales, Jacobi, Laguerre y Hermite, se les
conoce como Familias de Polinomios Ortogonales Cla´sicos.
1
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As´ı, desde su origen, la teor´ıa de polinomios ortogonales aparece vinculada con
la teor´ıa de aproximacio´n y con las ecuaciones diferenciales. Sin embargo, a pesar de
que muchos autores estudiaron algunos casos especiales, fueron T. J. Stieltjes, en sus
trabajos sobre fracciones continuas y el problema de momentos, y P. L.Chebyshev,
con sus consideraciones sobre el problema de la mejor aproximacio´n polino´mica
uniforme de una funcio´n continua, los primeros en dar un tratamiento general de
la teor´ıa de polinomios ortogonales. Ma´s tarde, en 1939, G. Szego¨ consolida esta
teor´ıa con la publicacio´n de la monograf´ıa “Orthogonal Polynomials” [80], donde
se presenta un exhaustivo compendio de los resultados conocidos hasta entonces, y
que hoy en d´ıa sigue siendo un texto de referencia obligada para todo aquel que se
adentra en el apasionante mundo de los polinomios ortogonales.
Comenzaremos en la Seccio´n 1.1 definiendo las principales operaciones alge-
braicas y diferenciales en el espacio vectorial de los funcionales lineales sobre el
espacio vectorial de los polinomios en una variable con coeficientes reales, intro-
duciendo a continuacio´n el concepto de sucesio´n de polinomios ortogonales asociada
a un funcional lineal regular dado. Si dicho funcional es definido positivo, entonces
tiene asociado un producto escalar denominado producto escalar esta´ndar. Como
alternativa a este tipo de productos escalares, introducimos en la Seccio´n 1.2 el con-
cepto de producto escalar de Sobolev y hacemos un breve repaso sobre los conceptos
de coherencia y coherencia sime´trica.
1.1 Funcionales lineales y polinomios ortogonales
1.1.1 El espacio dual
Sea P el espacio vectorial de los polinomios en una variable con coeficientes
reales y consideremos P′ su dual algebraico, esto es, el espacio vectorial de los
funcionales lineales definidos sobre P con valores reales. Sea Pn el subespacio
vectorial de P formado por los polinomios de grado menor o igual que n. Dado
u ∈ P′, denotamos por 〈u, p〉 la imagen del polinomio p por el funcional lineal u.
Definicio´n 1.1.1. Sea c ∈ C un nu´mero complejo. El funcional lineal δc, llamado
Delta de Dirac en c, esta´ definido por 〈δc, p〉 = p(c) para cada p ∈ P.
Definicio´n 1.1.2. Dado un nu´mero complejo a ∈ C, definimos la aplicacio´n lineal
θa en el espacio vectorial P mediante
θa : P→ P, (θap)(x) = p(x)− p(a)
x− a , (1.1)
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para cada polinomio p ∈ P.
En P′ consideramos las siguientes operaciones [65]:
Definicio´n 1.1.3. Sean a, b ∈ C con a 6= 0 y u ∈ P′. Definimos la homotecia de
razo´n “a” asociada a u, que denotamos mediante hau, y la traslacio´n de paso “b”
de u, que denotamos τbu, como
〈hau, p〉 = 〈u, hap〉, 〈τbu, p〉 = 〈u, τ−bp〉, p ∈ P,
donde ha y τb son las aplicaciones lineales en P dadas por
ha : P→ P τb : P→ P
p 7→ (ha p)(x) = p(ax), p 7→ (τb p)(x) = p(x− b).
Definicio´n 1.1.4. Dados un funcional lineal u ∈ P′ y un polinomio φ ∈ P, defini-
mos el producto por la izquierda del funcional u por el polinomio φ como el funcional
que denotaremos φu y que viene dado por
〈φu, p〉 = 〈u, φ p〉, p ∈ P.
Definicio´n 1.1.5. Definimos la derivada de un funcional lineal u ∈ P′ como un
nuevo funcional lineal Du tal que
〈Du, p〉 = −〈u, p′〉, p ∈ P,
donde p′ denota la primera derivada del polinomio p.
Nota 1.1.6. Hacemos notar que, con esta definicio´n, la regla de derivacio´n usual
para el producto sigue siendo va´lida para el producto por la izquierda de un fun-
cional lineal por un polinomio, es decir,
D[φu] = φ′u+ φDu.
Definicio´n 1.1.7. Sean u ∈ P′ y φ ∈ P. Entonces φ−1 u es el funcional lineal
definido por
〈φ−1 u, p〉 =
〈
u,
p(x)− Lφ(x; p)
φ(x)
〉
, p ∈ P,
donde Lφ(x; p) denota el polinomio que interpola a p en los ceros de φ, interpolando
tambie´n tantas derivadas de p en dichos ceros como indique la multiplicidad de los
mismos.
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Nota 1.1.8. Por ejemplo, para φ(x) = x− a, se tiene Lφ(x; p) = p(a) y
〈(x− a)−1u, p〉 =
〈
u,
p(x)− p(a)
x− a
〉
= 〈u, θap〉, p ∈ P.
Si φ(x) = (x− a)2, entonces Lφ(x; p) = p(a) + p′(a)(x− a) y
〈(x− a)−2 u, p〉 =
〈
u,
p(x)− p(a)− p′(a) (x− a)
(x− a)2
〉
= 〈u, θ2ap〉, p ∈ P.
Nota 1.1.9. Observamos aqu´ı que las operaciones descritas en las Definiciones
1.1.4 y 1.1.7 no son conmutativas. Por ejemplo, para φ(x) = x− a se tiene
(x− a) (x− a)−1 u = u,
mientras que
(x− a)−1 (x− a)u = u− 〈u, 1〉 δa. (1.2)
Adema´s, en general, podemos ver para n ≥ 2,
((x− a)n)−1 (x− a)n u = u+
n−1∑
k=1
MkD
kδa,
donde Dkδa denota la derivada k–e´sima del funcional lineal δa.
1.1.2 Momentos y polinomios ortogonales
Definicio´n 1.1.10. Definimos el momento de orden n correspondiente al funcional
u como,
µn = 〈u, xn〉, n ≥ 0.
u se denomina funcional de momentos asociado a la sucesio´n {µn}n.
A partir de un funcional lineal u, podemos introducir una forma bilineal sobre
P, que denotaremos por 〈·, ·〉, dada por
〈p, q〉 = 〈u, p q〉, p, q ∈ P.
Usando esta forma bilineal podemos reescribir el momento de orden n = k + j del
funcional u como
µn = 〈xk, xj〉, k, j ≥ 0.
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Entonces, la matriz de Gram asociada a la forma bilineal 〈·, ·〉 en te´rminos de la
base cano´nica {xn}n tiene una estructura especial: es una matriz de Hankel,
G =

µ0 µ1 µ2 · · ·
µ1 µ2 µ3 · · ·
µ2 µ3 µ4 · · ·
...
...
...
. . .
 .
Denotaremos por ∆n al determinante de la submatriz principal de G de dimensio´n
(n+ 1)× (n+ 1), esto es, el determinante de Hankel de orden n+ 1 asociado a la
sucesio´n formada por los 2n+ 1 primeros momentos,
∆n =
∣∣∣∣∣∣∣∣∣∣∣
µ0 µ1 · · · µn
µ1 µ2 · · · µn+1
...
...
. . .
...
µn µn+1 · · · µ2n
∣∣∣∣∣∣∣∣∣∣∣
.
Definicio´n 1.1.11. [12] Diremos que un funcional lineal u es regular o cuasi–
definido si ∆n 6= 0 para todo n ≥ 0. Si, adema´s, se verifica ∆n > 0 para todo
n ≥ 0, diremos que u es un funcional definido positivo.
En particular, si u es definido positivo, entonces la forma bilineal 〈·, ·〉 define
un producto escalar en P.
Definicio´n 1.1.12. Dados un funcional lineal u y una familia de polinomios
{Pn}n, decimos que {Pn}n es una sucesio´n de polinomios ortogonales (SPO) con
respecto al funcional lineal u si se verifican las dos siguientes condiciones:
1. degPn = n, para todo n ≥ 0,
2. 〈u, Pn Pm〉 = kn δn,m, con kn 6= 0 para todo n ≥ 0,
donde δn,m denota la funcio´n Delta de Kronecker, cuyo valor es 1 si n = m y cero
en otro caso.
Si el funcional lineal u es regular, las dos condiciones anteriores determinan de
forma u´nica la sucesio´n {Pn}n salvo constantes multiplicativas. As´ı, considerando
una normalizacio´n apropiada, la sucesio´n {Pn}n queda completamente determi-
nada. En particular, si se impone la condicio´n de que todos los polinomios de
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dicha sucesio´n sean mo´nicos, entonces diremos que {Pn}n es una SPO mo´nicos
(SPOM).
Aunque, a priori, la existencia de una SPO con respecto al funcional lineal u
no requiere que e´ste sea regular, se puede probar fa´cilmente (ve´ase [12, 80]) que la
existencia de SPO y el cara´cter regular del funcional lineal correspondiente esta´n
relacionados, como muestra el siguiente resultado.
Lema 1.1.13. [80] Un funcional lineal u es regular si y so´lo si existe una SPO
con respecto a u.
Adema´s, la SPOM {Pn}n asociada a u se puede expresar de forma expl´ıcita en
funcio´n de los momentos definidos anteriormente.
Lema 1.1.14. Sean u ∈ P′ regular y {Pn}n la SPOM asociada. Entonces,
Pn(x) =
1
∆n−1
∣∣∣∣∣∣∣∣∣∣∣∣∣
µ0 µ1 · · · µn−1 µn
µ1 µ2 · · · µn µn+1
...
...
. . .
...
...
µn−1 µn · · · µ2n−2 µ2n−1
1 x · · · xn−1 xn
∣∣∣∣∣∣∣∣∣∣∣∣∣
, n ≥ 1.
Una de las propiedades ma´s importantes de los polinomios ortogonales con
respecto a un funcional lineal es que satisfacen una Relacio´n de Recurrencia a Tres
Te´rminos (a partir de ahora RRTT).
Lema 1.1.15. Sea {Pn}n la SPOM asociada a un funcional lineal regular u. En-
tonces, se verifica la siguiente RRTT:
xPn(x) = Pn+1(x) + βnPn(x) + γnPn−1(x), n ≥ 0. (1.3)
Los coeficientes βn y γn quedan determinados mediante
βn =
〈u, x P 2n(x)〉
〈u, P 2n(x)〉
, n ≥ 0, y γn = 〈u, P
2
n(x)〉
〈u, P 2n−1(x)〉
6= 0, n ≥ 1.
Normalmente, se suelen imponer las condiciones iniciales P−1(x) = 0 y P0(x) = 1,
con lo que la SPOM {Pn}n queda determinada por las sucesiones {βn}n y {γn}n,
tomando γ0 cualquier valor arbitrario. Adema´s, si u es definido positivo, entonces
claramente se tiene que γn > 0 para todo n ≥ 1.
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Nota 1.1.16. En la demostracio´n de este resultado es esencial el hecho de que el
operador de multiplicacio´n
M : P→ P, (Mp)(x) = xp(x), (1.4)
sea sime´trico con respecto a la forma bilineal 〈·, ·〉 determinada por el funcional u.
Esto es, 〈x p(x), q(x)〉 = 〈p(x), x q(x)〉.
En general, a los productos escalares que tienen esta propiedad los llamaremos
productos escalares esta´ndar y a las correspondientes SPO las llamaremos SPO
esta´ndar.
En la siguiente seccio´n veremos que hay productos escalares no esta´ndar que
originan una teor´ıa de polinomios ortogonales muy interesante.
Adema´s, el Teorema de Favard [12, 22] indica que la RRTT (1.3) caracteriza
las SPOM.
Teorema 1.1.17 (Teorema de Favard [24]). Sean {βn}n y {γn}n dos sucesiones
de nu´meros reales y sea {Pn}n una sucesio´n de polinomios mo´nicos que verifican
la siguiente RRTT,
xPn(x) = Pn+1(x) + βnPn(x) + γnPn−1(x), n ≥ 0,
P−1(x) = 0, P0(x) = 1.
Entonces, existe un funcional de momentos u tal que
〈u, Pn Pm〉 = 0, n 6= m.
Adema´s, u es regular (resp. definido positivo) y {Pn}n es la correspondiente SPOM
si y so´lo si γn 6= 0 (resp. γn > 0) para todo n ≥ 1.
Esta relacio´n de recurrencia tiene un papel fundamental en el estudio de las
propiedades anal´ıticas de SPO, tales como propiedades asinto´ticas y de distribucio´n
de sus ceros.
Una de las consecuencias ma´s relevantes de la RRTT es la conocida como
fo´rmula de Christoffel–Darboux.
Teorema 1.1.18 (Fo´rmula de Christoffel–Darboux [80]). Si {Pn}n es la
SPOM asociada a un funcional lineal regular u que verifica la RRTT (1.3), entonces
se cumple
n∑
k=0
Pk(x)Pk(y)
〈u, P 2k 〉
=
1
x− y
Pn+1(x)Pn(y)− Pn(x)Pn+1(y)
〈u, P 2n〉
, n ≥ 1.
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Si tomamos l´ımite cuando y → x, se sigue la fo´rmula confluente,
n∑
k=0
Pk(x)2
〈u, P 2k 〉
=
P ′n+1(x)Pn(x)− P ′n(x)Pn+1(x)
〈u, P 2n〉
, n ≥ 1.
Adema´s, se verifica la siguiente propiedad reproductora.
Lema 1.1.19. Para todo polinomio p ∈ Pn se satisface la igualdad〈
u,
n∑
k=0
Pk(x)Pk(y)
〈u, P 2k 〉
p(x)
〉
= p(y).
Es por ello que el polinomio de dos variables
Kn(x, y) =
n∑
k=0
Pk(x)Pk(y)
〈u, P 2k 〉
,
se denomina n–e´simo nu´cleo reproductor asociado a la SPOM {Pn}n.
1.1.3 Polinomios ortogonales cla´sicos
Los ejemplos de SPO con una mayor presencia en la literatura cient´ıfica son las
Familias de Polinomios Ortogonales Cla´sicos de Jacobi, Laguerre y Hermite que
hemos comentado anteriormente en la introduccio´n, y que se corresponden con los
denominados funcionales lineales cla´sicos definidos positivos,
〈J (α,β), p〉 =
∫ 1
−1
(1− x)α(1 + x)βp(x)dx, α, β > −1, (1.5)
〈L(α), p〉 =
∫ ∞
0
xαe−xp(x)dx, α > −1, (1.6)
〈H, p〉 =
∫ ∞
−∞
e−x
2
p(x)dx, (1.7)
conocidos como funcionales de Jacobi, Laguerre y Hermite, respectivamente.
Adema´s, hay otros casos de funcionales lineales cla´sicos, por ejemplo, el llamado
funcional de Bessel, que tiene la particularidad de no ser definido positivo, y por
tanto, no admite una representacio´n integral sobre la recta real. Viene dado por,
〈B(α), p〉 =
∫
T
p(z)zαe−2/zdz, α 6= −2,−3, ..., (1.8)
donde T = {z ∈ C : |z| = 1}.
De manera general, denominamos funcionales lineales cla´sicos a todos aquellos
que se ajustan a la siguiente definicio´n:
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Definicio´n 1.1.20. Un funcional lineal regular u se dice que es cla´sico si existen
dos polinomios Φ y Ψ, con Φ ∈ P2 mo´nico y degΨ = 1, tales que se verifica la
ecuacio´n diferencial D[Φu] + Ψu = 0. Dicha ecuacio´n se denomina ecuacio´n de
Pearson asociada al funcional cla´sico u.
En el siguiente teorema mostramos algunas caracterizaciones de las familias de
polinomios ortogonales cla´sicos.
Teorema 1.1.21. Sea u un funcional lineal regular y denotemos por {Pn}n la
SPOM asociada. Entonces los siguientes enunciados son equivalentes:
i) u es un funcional lineal cla´sico.
ii) [31] Existe un polinomio Φ ∈ P2 tal que la familia de polinomios {P
′
n+1
n+1 }n es
la SPOM asociada al funcional lineal Φu.
iii) [1, 12] Existen un polinomio Φ ∈ P2 y constantes d0,n, d1,n, d2,n, con d2,n 6= 0,
tales que se verifica la relacio´n de estructura
Φ(x)P ′n(x) = d0,nPn+1(x) + d1,nPn(x) + d2,nPn−1(x), n ≥ 1.
iv) [57] Existen constantes reales e1,n, e2,n tales que
Pn+1(x) =
P ′n+2(x)
n+ 2
+ e1,n
P ′n+1(x)
n+ 1
+ e2,n
P ′n(x)
n
, n ≥ 1.
v) [11] Existen una sucesio´n de elementos no nulos, {λn}n, y polinomios Φ y Ψ,
con degΦ ≤ 2 y degΨ = 1, tales que, para cada polinomio Pn, se verifica la
siguiente ecuacio´n diferencial lineal de segundo orden,
Φ(x)P ′′n (x) + Ψ(x)P
′
n(x) = λnPn(x), n ≥ 0.
Es fa´cil ver que el cara´cter cla´sico de un funcional lineal se mantiene por trans-
formaciones lineales de variable.
Lema 1.1.22. [65] Sea u un funcional lineal cla´sico. Entonces el funcional lineal
(τb ◦ ha)u tambie´n es cla´sico.
Salvo una transformacio´n af´ın de variable, los cuatro casos siguientes son los
u´nicos funcionales lineales cla´sicos, que corresponden a las diferentes situaciones
cano´nicas que se pueden dar para el polinomio Φ de la Definicio´n 1.1.20. Concre-
tamente,
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1. El funcional de Jacobi (1.5) corresponde al polinomio Φ(x) = x2 − 1. En tal
caso, Ψ(x) = (α+ β + 2)x+ α− β.
2. El funcional de Laguerre (1.6) corresponde al polinomio Φ(x) = x. En tal
caso, Ψ(x) = x− (α+ 1).
3. El funcional de Hermite (1.7) corresponde al polinomio Φ(x) = 1. En tal
caso, Ψ(x) = 2x.
4. El funcional de Bessel (1.8) corresponde al polinomio Φ(x) = x2. En tal caso,
Ψ(x) = −(α+ 2)x− 2.
Hacemos notar que, en los casos 1 y 2, se tienen funcionales lineales regulares,
aunque no definidos positivos, para ciertos valores negativos de los para´metros.
Concretamente, −α,−β /∈ N en el caso Jacobi y −α /∈ N en el caso Laguerre. Por
lo tanto, la representacio´n integral de los funcionales dada en (1.5) y (1.6) so´lo es
va´lida en los casos definidos positivos.
Si en la Definicio´n 1.1.20 debilitamos las restricciones sobre los grados de los
polinomios involucrados en la ecuacio´n de Pearson, obtenemos una generalizacio´n
del concepto de funcional cla´sico que denominamos funcional semicla´sico.
Definicio´n 1.1.23. Sean
φ(x) = akxk + . . .
ψ(x) = blxl + . . .
dos polinomios de grados k ≥ 0 y l ≥ 1 respectivamente. Diremos entonces que
(φ, ψ) es un par admisible si se verifica alguna de las dos siguientes condiciones,
i) k − 1 6= l,
ii) si k − 1 = l, entonces nak 6= bl para todo n ∈ N.
Definicio´n 1.1.24. Sea u un funcional lineal regular definido en P. Diremos que
u es semicla´sico si existe un par admisible de polinomios (Φ, Ψ) con Φ mo´nico y
degΨ ≥ 1, tales que se verifica la siguiente ecuacio´n diferencial distribucional de
tipo Pearson,
D[Φu] + Ψu = 0.
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En el Cap´ıtulo 2 haremos un estudio ma´s detallado sobre este tipo de fun-
cionales.
Por u´ltimo, recordemos algunos conceptos y propiedades que relacionan las SPO
con bases en el espacio dual P′.
Dada una base algebraica del espacio P, le podemos asociar una base del espacio
dual P′ que definimos a continuacio´n. La llamaremos base dual.
Definicio´n 1.1.25. Sea {Pn}n una familia de polinomios tales que, para todo
n ≥ 0, se tiene degPn = n. La sucesio´n de funcionales lineales {un}n ⊂ P′ se dice
que es la base dual asociada a {Pn}n si se verifica
〈un, Pm〉 = δn,m, n,m ≥ 0.
De este modo, cualquier funcional v ∈ P′ se puede expresar en te´rminos de la
base {un}n mediante
v =
∑
n≥0
〈v, Pn〉un.
En particular, si {Pn}n es una SPOM asociada a cierto funcional u, entonces se
puede dar una expresio´n expl´ıcita para los funcionales lineales que forman su base
dual. Concretamente, se obtienen como una modificacio´n polinomial del funcional
u,
un =
Pn(x)
〈u, P 2n〉
u, n ≥ 0. (1.9)
Adema´s, en este caso, las bases duales de {Pn}n y de la familia de polinomios
formada por sus derivadas mo´nicas esta´n relacionadas del modo siguiente:
Lema 1.1.26. Sea {Pn}n una SPOM asociada a un funcional lineal u y denote-
mos por {un}n y {uˆn}n las bases duales de {Pn}n y {P
′
n+1
n+1 }n, respectivamente.
Entonces,
Duˆn = −(n+ 1)un+1, n ≥ 0.
1.2 Productos escalares de Sobolev
Hemos visto en la seccio´n anterior que la forma bilineal asociada a un funcional
lineal definido positivo es un producto escalar en P. Adema´s, este producto escalar
tiene la propiedad de que el operador de multiplicacio´n M definido en (1.4) es
sime´trico, 〈Mp, q〉 = 〈p,Mq〉 para todo p, q ∈ P (es decir, es un producto escalar
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esta´ndar). Rec´ıprocamente, si consideramos 〈·, ·〉 un producto escalar esta´ndar
en P, entonces este producto escalar esta´ asociado a un funcional lineal definido
positivo. Adema´s, vimos que el hecho de que el operador de multiplicacio´n fuese
sime´trico era clave en la demostracio´n de la RRTT que verifica la SPOM asociada
y, por tanto, esencial para el desarrollo de la teor´ıa de SPO esta´ndar.
Sin embargo, existen productos escalares no esta´ndar que en las dos u´ltimas
de´cadas han despertado gran intere´s: los productos escalares de Sobolev. Se trata
de productos escalares que, en su forma ma´s general, adoptan la siguiente expresio´n,
〈p, q〉S =
N∑
k=0
λk〈p(k), q(k)〉k,
donde λk ≥ 0 y 〈·, ·〉k son productos escalares esta´ndar para todo k = 0, 1, . . . , N .
Por p(k) denotamos la derivada k–e´sima del polinomio p. A la SPO asociada al
producto escalar anterior se le denomina SPO de Sobolev.
No obstante, la mayor´ıa de los trabajos sobre el tema tratan con dos modelos
sencillos de productos escalares de Sobolev de la forma
〈p, q〉S = 〈u, pq〉+ λ〈v, p′q′〉,
o, tomando v = δc,
〈p, q〉S = 〈u, pq〉+ λf ′(c)g′(c).
El u´ltimo caso es un ejemplo cano´nico de un producto escalar que se denomina en
la literatura de tipo Sobolev. En [56, 73] se presenta una compilacio´n de resultados
sobre polinomios ortogonales respecto a productos escalares de Sobolev.
Como el operador de multiplicacio´n M no es sime´trico con respecto a este
producto escalar, la SPOM asociada no satisface la RRTT (1.3) y aparecen nuevos
modelos de relaciones de recurrencia, que permiten obtener resultados no triviales
para los polinomios de Sobolev, distintos de los que se obten´ıan en la teor´ıa de
polinomios ortogonales esta´ndar. Una parte de esta Memoria estara´ dedicada al
ana´lisis de productos escalares de Sobolev, bajo la hipo´tesis de que los funcionales
involucrados en el producto escalar de Sobolev satisfacen ciertas relaciones.
1.2.1 Pares coherentes de funcionales lineales
En [35], A. Iserles et al. introducen la nocio´n de par coherente y par coherente
sime´trico de funcionales. El concepto de coherencia establece ciertas condiciones
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sobre los funcionales lineales definidos positivos u y v para que los polinomios de
Sobolev asociados al producto escalar
〈p, q〉S = 〈u, pq〉+ λ〈v, p′q′〉, p, q ∈ P, λ > 0,
satisfagan ciertas propiedades.
Definicio´n 1.2.1. Sean u,v ∈ P′ definidos positivos y denotemos por {Pn}n y
{Rn}n las SPOM asociadas. Se dice que (u,v) es un par coherente si existe una
sucesio´n de elementos no nulos {bn}n tal que
Rn(x) =
P ′n+1(x)
n+ 1
+ bn−1
P ′n(x)
n
, n ≥ 1. (1.10)
En ese mismo trabajo, los autores prueban que, en estas condiciones, se verifica
una relacio´n algebraica entre los polinomios de Sobolev {Qλn}n que son ortogonales
respecto al producto escalar anterior y la SPOM asociada al primer funcional.
Concretamente,
Teorema 1.2.2. Sea (u,v) un par coherente, y sea {Qλn}n la SPOM de Sobolev
asociada al producto escalar 〈·, ·〉. Entonces,
Qλn+1(x) + c
λ
n−1Q
λ
n(x) = Pn+1(x) +
n+ 1
n
bn−1Pn(x), n ≥ 1. (1.11)
En el Cap´ıtulo 3 deduciremos (1.11) a partir de (1.10), y mostraremos que el
rec´ıproco permite extender el concepto de pares coherentes.
La relacio´n (1.11) permite obtener propiedades asinto´ticas de la sucesio´n {Qλn}n
en te´rminos del comportamiento asinto´tico de {Pn}n, siempre que se tenga infor-
macio´n sobre el comportamiento de las sucesiones {cλn}n y {bn}n. En [36] los autores
muestran el intere´s de este concepto para desarrollar un algoritmo eficiente para el
ca´lculo de los coeficientes del desarrollo en series de Fourier–Sobolev.
Cuando los funcionales u y v son sime´tricos, el concepto de coherencia carece
de sentido. Se introduce entonces el concepto de coherencia sime´trica.
Definicio´n 1.2.3. Sean u y v funcionales lineales definidos positivos y sime´tricos.
Denotemos por {Pn}n y {Rn}n, respectivamente, las SPOM asociadas. Se dice que
(u,v) es un par coherente sime´trico si
Rn+1(x) =
P ′n+2(x)
n+ 2
+ un−1
P ′n(x)
n
, n ≥ 1,
siendo {un}n una sucesio´n con elementos no nulos.
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Para los pares coherentes sime´tricos se pueden deducir propiedades similares a
las de los pares coherentes.
Despue´s del trabajo de A. Iserles et al., el concepto de coherencia ha sido muy
fruct´ıfero, dando lugar a una gran cantidad de trabajos desde una perspectiva
constructiva de polinomios de Sobolev en los que muchos autores han trabajado
desde diferentes puntos de vista [14, 60, 72, 74]. En particular, H.G.Meijer en
[74] presenta una caracterizacio´n para los pares coherentes y los pares coherentes
sime´tricos. Concretamente, prueba que si (u,v) es un par coherente, o un par co-
herente sime´trico, entonces al menos uno de los funcionales es un funcional cla´sico.
Adema´s, da una descripcio´n de todos los posibles ejemplos de pares coherentes
asociados a funcionales definidos positivos.
En [14], los autores introducen el concepto de par coherente generalizado con-
siderando que en la relacio´n (1.10) aparecen tres sumandos en el te´rmino de la
derecha. K. H. Kwon et al. en [52] hacen un ana´lisis ma´s detallado de esta situacio´n
de coherencia generalizada. Algunas extensiones de estas cuestiones han sido estu-
diadas tambie´n en [68, 69].
Sin embargo, en los Cap´ıtulos 3 y 4 de esta Memoria consideramos un concepto
de coherencia generalizada desde un punto de vista diferente, de forma que este
concepto es equivalente a la relacio´n (1.11) entre los polinomios de Sobolev {Qλn}n
y la sucesio´n {Pn}n.
Cap´ıtulo 2
Funcionales lineales semicla´sicos
Introduccio´n
En este cap´ıtulo trataremos sobre funcionales lineales semicla´sicos (ve´ase la
Definicio´n 1.1.24), estableciendo sus propiedades fundamentales que utilizaremos a
lo largo de la Memoria.
Los funcionales lineales semicla´sicos asociados con funciones peso fueron consi-
derados por J. Shohat [78] en el marco del ana´lisis de polinomios ortogonales que
satisfacen las denominadas ecuaciones holono´micas1. Desde entonces se han pu-
blicado numerosos trabajos sobre estas familias de polinomios, ve´anse por ejemplo
[34, 61, 62, 77]. En particular, P. Maroni ha estudiado ampliamente este tipo de
funcionales lineales, profundizando especialmente en las propiedades estructurales
de las correspondientes familias de polinomios ortogonales. A modo de ejemplo,
en [65] se presenta un compendio del tema. La clasificacio´n de funcionales lineales
semicla´sicos teniendo en cuenta la informacio´n proporcionada por la ecuacio´n dife-
rencial de tipo Pearson que satisface el funcional lineal en cuestio´n, juega un papel
central en la teor´ıa constructiva de este tipo de funcionales. S. Belmehdi presenta en
[6] una descripcio´n completa de todos los funcionales lineales semicla´sicos regulares
de clase 1 utilizando este enfoque y teniendo en cuenta que la clase del funcional
lineal semicla´sico proporciona cotas superiores para los grados de los coeficientes
polino´micos de la ecuacio´n diferencial holono´mica mencionada anteriormente.
En la Seccio´n 2.1 retomamos el concepto de funcional semicla´sico estableciendo
la nocio´n de clase de un funcional semicla´sico y dando un criterio para determinar
1Ecuaciones diferenciales lineales de segundo orden con coeficientes polino´micos
15
16 §2. Funcionales lineales semicla´sicos
la clase de dichos funcionales. Adema´s, enunciamos las propiedades fundamentales
de las SPO semicla´sicos. En la segunda parte del cap´ıtulo, nos centraremos en
el problema de simetrizacio´n de funcionales semicla´sicos y describiremos de forma
expl´ıcita los funcionales semicla´sicos sime´tricos de clase 2, que obtendremos como
simetrizados de semicla´sicos de clase 1. Los resultados de este cap´ıtulo se recogen
en [18].
2.1 Problema general
Recordemos el concepto de funcional semicla´sico introducido en el cap´ıtulo an-
terior en la Definicio´n 1.1.24.
Un funcional lineal regular u es semicla´sico si se verifica
D[Φu] + Ψu = 0, (2.1)
siendo (Φ, Ψ) un par admisible de polinomios (ve´ase la Definicio´n 1.1.23) con Φ
mo´nico y degΨ ≥ 1. Adema´s, definimos la clase de un funcional semicla´sico de la
siguiente forma:
Definicio´n 2.1.1. Diremos que un funcional semicla´sico u es de clase s si
s = mı´n{t ∈ N : ∃ (φ, ψ) ∈ Xu : t = ma´x{deg φ− 2, degψ − 1}}, (2.2)
siendo Xu = {(φ, ψ) par admisible con φ mo´nico : D[φu] + ψ u = 0}.
Se puede probar fa´cilmente que el par admisible (Φ,Ψ) que determina la clase
de u, asumiendo que Φ es mo´nico, es u´nico.
Definicio´n 2.1.2. A la SPO asociada a un funcional semicla´sico de clase s se le
llama SPO semicla´sica de clase s.
Nota 2.1.3. Observamos que Φ(x) = 0 o´ degΨ = 0, junto con la ecuacio´n de tipo
Pearson (2.1), contradice la regularidad de u, por lo que podemos exigir que Φ sea
un polinomio mo´nico y, adema´s, aseguramos que el valor ma´x{degΦ−2,degΨ−1}
debe ser un nu´mero no negativo.
En este punto, podemos plantear la siguiente pregunta: ¿co´mo asegurar si el
entero definido por s = ma´x{degΦ− 2,degΨ− 1} es, efectivamente, la clase de u?
Presentamos a continuacio´n un criterio establecido por P. Maroni en [65] sobre la
determinacio´n de la clase de un funcional semicla´sico.
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Proposicio´n 2.1.4. Sea u un funcional semicla´sico que satisface la ecuacio´n (2.1).
Denotemos por ZΦ = {α ∈ C : Φ(α) = 0} el conjunto de los ceros del polinomio
Φ y, para α ∈ ZΦ, sean φα, ψα y rα polinomios tales que
Φ(x) = (x− α)φα(x) y Ψ(x) + Φ′(x) = (x− α)ψα(x) + rα.
Entonces, la clase de u esta´ dada por el entero s = ma´x{degΦ− 2,degΨ− 1} si y
so´lo si se verifica alguna de las siguientes afirmaciones:
i) Los polinomios Φ(x) y (Ψ + Φ′)(x) son coprimos.
ii) Si α ∈ ZΦ es tal que Ψ(α) + Φ′(α) = 0, entonces 〈u, ψα − φ′α〉 6= 0.
Las dos condiciones anteriores se pueden reescribir de la siguiente forma:∏
α∈Zφ
(|Ψ(α) + Φ′(α)|+ |〈u, ψα − φ′α〉|) > 0. (2.3)
Tambie´n se puede introducir el concepto de funcional semicla´sico mediante
cualquiera de las caracterizaciones que resumimos en el siguiente lema.
Teorema 2.1.5. Sea u ∈ P′ un funcional lineal regular y denotemos por {Pn}n la
SPOM asociada. Entonces, u es un funcional semicla´sico, de clase s, verificando
(2.1) para el par admisible (Φ,Ψ) y s = ma´x{degΦ− 2,degΨ− 1}, si y so´lo si se
verifica alguna de las siguientes condiciones equivalentes:
C1 . [65] Existen un polinomio Φ de grado k y un nu´mero entero s ≥ 0, con
0 ≤ k ≤ s + 2, tales que la familia {Pn}n satisface la siguiente relacio´n de
estructura,
Φ(x)P ′n+1(x) =
n+k∑
j=n−s
an,jPj(x), n ≥ s,
con an,n−s 6= 0.
C2 . [65] Existe un polinomio Φ tal que la familia de polinomios mo´nicos {P
′
n+1
n+1 }n
es cuasi–ortogonal de orden s con respecto al funcional lineal Φu, esto es,
〈Φu, xjP ′n+1(x)〉 = 0, j ≤ n− s− 1,
〈Φu, xn−sP ′n+1(x)〉 6= 0.
(2.4)
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C3. [32, 33] Existen polinomios K(x;n), M(x;n) y N(x;n), cuyos grados son
independientes de n, con degK ≤ 2s+2, degM ≤ 2s+1 y degN ≤ 2s, tales
que
K(x;n)P ′′n (x) +M(x;n)P
′
n(x) +N(x;n)Pn(x) = 0, n ≥ 0.
Por conveniencia para los objetivos de esta Memoria, extraemos la caracteri-
zacio´n C2 en el caso s = 1, reescribiendo las relaciones de cuasi–ortogonalidad de
las derivadas.
Lema 2.1.6. Sea {Pn}n la SPOM asociada a u, semicla´sico de clase 1 que ve-
rifica la ecuacio´n diferencial de Pearson D[Φu] + Ψu = 0, con degΦ ≤ 3 y
1 ≤ degΨ ≤ 2. Supongamos que el funcional w definido por w = Φu es regular y
sea {Sn}n la correspondiente SPOM. Entonces, la sucesio´n de derivadas {P
′
n+1
n+1 }n
es cuasi–ortogonal de orden 1 con respecto al funcional w, es decir,
P ′n+1(x)
n+ 1
= Sn(x) + ηnSn−1(x), n ≥ 0, (2.5)
con ηn 6= 0.
Demostracio´n. Es evidente que, bajo la hipo´tesis de regularidad del funcional w,
las condiciones (2.4) y (2.5) son equivalentes. Para comprobar que se verifica (2.5),
basta considerar el desarrollo
P ′n+1(x)
n+ 1
= Sn(x) + ηnSn−1(x) +
n−2∑
j=0
ηn,jSj(x),
donde, por ortogonalidad, los coeficientes ηn,j vienen dados por
ηn,j =
〈w, Sj P
′
n+1
n+1 〉
〈w, S2j 〉
=
〈Φu, Sj P
′
n+1
n+1 〉
〈w, S2j 〉
.
Entonces, la condicio´n (2.4) con s = 1 es equivalente a que ηn,j = 0 para todo
j ≤ n− 2, con lo que el enunciado queda probado. 
En la seccio´n siguiente pondremos de manifiesto que la hipo´tesis adicional de
regularidad sobre el funcional w = Φu no es redundante y que hay ejemplos en los
que este funcional no es regular. En estos casos tendremos que proceder de forma
diferente para obtener para las derivadas una expresio´n del tipo (2.5).
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2.2 Funcionales semicla´sicos sime´tricos
2.2.1 El proceso de simetrizacio´n
Definicio´n 2.2.1. Sea u un funcional lineal en P. Decimos que u es sime´trico si
todos los momentos de orden impar son nulos. Esto es,
〈u, x2n+1〉 = 0, n ≥ 0.
Adema´s, es un resultado conocido (ver [80]) que la simetr´ıa del funcional lineal
u se refleja en propiedades de paridad para la correspondiente SPO.
Teorema 2.2.2. Sea u ∈ P′ regular y denotemos por {Pn}n la SPOM asociada.
Entonces, son equivalentes,
i) u es sime´trico.
ii) Pn(x) = (−1)nPn(−x) para todo n ≥ 0.
En consecuencia, los para´metros {βn}n de la RRTT (1.3) son todos nulos.
A continuacio´n, analizamos el proceso de simetrizacio´n de un funcional.
Definicio´n 2.2.3. Dado u˜ ∈ P′, definimos un funcional sime´trico u mediante
〈u, x2n〉 = 〈u˜, xn〉,
〈u, x2n+1〉 = 0,
para cada n ≥ 0. En tal caso decimos que u es el funcional simetrizado de u˜ y lo
denotaremos u = Su˜.
Rec´ıprocamente, dado u ∈ P′ sime´trico, siempre podemos construir u˜ tal que
u = Su˜ en la forma,
〈u˜, xn〉 = 〈u, x2n〉, n ≥ 0.
Observemos que, si u es regular y sime´trico, entonces u˜ tambie´n es regular
(para ma´s detalles se pueden consultar [63, 66]). Sin embargo el rec´ıproco no es
cierto. Concretamente, se tiene el siguiente resultado (ve´ase [12]).
Lema 2.2.4. Sea u˜ un funcional lineal y sea u = Su˜ el funcional simetrizado de
u˜. Entonces u es regular si y so´lo si los funcionales u˜ y xu˜ son regulares. Adema´s,
en tal caso, si denotamos por {Pn}n, {Sn}n y {Qn}n las SPOM asociadas a u, u˜
y xu˜, respectivamente, entonces se verifica
P2n(x) = Sn(x2), P2n+1(x) = xQn(x2), n ≥ 0.
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En cuanto al proceso de simetrizacio´n de un funcional semicla´sico, enunciaremos
el siguiente resultado probado por J. Arvesu´ et al. en [5]. Aqu´ı lo presentamos en
te´rminos de los coeficientes polino´micos que aparecen en la ecuacio´n diferencial de
Pearson (ver [30]), pues es ma´s conveniente para nuestro estudio.
Lema 2.2.5. Sea u˜ un funcional lineal semicla´sico de clase s˜ y sea D[Φ˜u˜]+Ψ˜u˜ = 0
la ecuacio´n diferencial de Pearson asociada. Supongamos adema´s que xu˜ es un
funcional regular y consideremos el funcional simetrizado u = Su˜, que sabemos
es regular en virtud del Lema 2.2.4. Entonces, u es semicla´sico de clase s, verifi-
cando la ecuacio´n diferencial (2.1). Adema´s, la clase de u y los polinomios Φ y Ψ
correspondientes vienen dados en funcio´n de Φ˜ y Ψ˜ segu´n los siguientes casos:
1. Si Φ˜(0) = 0 y Φ˜′(0) + 2Ψ˜(0) = 0, entonces s = 2s˜, con
Φ(x) = (θ0Φ˜)(x2), Ψ(x) = x[(θ20Φ˜)(x
2) + 2(θ0Ψ˜)(x2)].
2. Si Φ˜(0) = 0 y Φ˜′(0) + 2Ψ˜(0) 6= 0, entonces s = 2s˜+ 1, con
Φ(x) = x(θ0Φ˜)(x2), Ψ(x) = 2Ψ˜(x2).
3. Si Φ˜(0) 6= 0, entonces s = 2s˜+ 3, con
Φ(x) = xΦ˜(x2), Ψ(x) = 2[−Φ˜(x2) + x2Ψ˜(x2)].
Aqu´ı, θa es la aplicacio´n lineal de la Definicio´n 1.1.2.
Como consecuencia, tenemos
a) si u es de clase impar, entonces los polinomios Φ y Ψ en la ecuacio´n diferencial
(2.1) son funciones impar y par, respectivamente.
b) si u es de clase par, entonces los polinomios Φ y Ψ en (2.1) son funciones par
e impar, respectivamente.
Como consecuencia, si u es sime´trico semicla´sico de clase impar, observamos
que, por la simetr´ıa del funcional y la paridad de los polinomios involucrados, Φu
no es un funcional regular, ya que el momento de orden cero se anula. Veamos
que este resultado, junto con la caracterizacio´n C2 del Lema 2.1.5, permite dar un
resultado ana´logo al Lema 2.1.6 en el caso sime´trico.
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Lema 2.2.6. Sea u ∈ P′ sime´trico y semicla´sico de clase s impar. Sea D[Φu] +
Ψu = 0 la ecuacio´n de Pearson asociada, con Ψ ∈ Ps+1 y Φ ∈ Ps+2 polinomios
par e impar, respectivamente. Supongamos que w = xΦ(x)u es un funcional lineal
regular. Denotamos por {Pn}n y {Sn}n las SPOM correspondientes a u y w,
respectivamente. Entonces,
P ′n+1(x)
n+ 1
= Sn(x) +
(s+1)/2∑
k=1
ηn,n−2k Sn−2k(x), n ≥ s+ 1,
con ηn,n−(s+1) 6= 0. En particular, para s = 1 tenemos
P ′n+1(x)
n+ 1
= Sn(x) + ηn Sn−2(x), n ≥ 2,
con ηn 6= 0.
Demostracio´n. Consideramos el desarrollo de P ′n+1 en te´rminos de {Sn}n,
P ′n+1(x)
n+ 1
= Sn(x) +
n−1∑
k=0
ηn,k Sk(x),
donde, teniendo en cuenta la ortogonalidad de {Sn}n y la definicio´n del funcional
w, los coeficientes ηn,k vienen dados por
ηn,k =
〈w, P
′
n+1
n+1 Sk〉
〈w, S2k〉
=
〈Φu, x Sk P
′
n+1
n+1 〉
〈w, S2k〉
, k = 0, . . . , n− 1.
Entonces, por la caracterizacio´n C2 del Teorema 2.1.5, deducimos que los coefi-
cientes anteriores se anulan para cada k ≤ n− s− 2. Por lo tanto,
P ′n+1(x)
n+ 1
= Sn(x) +
n−1∑
k=n−s−1
ηn,k Sk(x).
Finalmente, por la paridad de los polinomios, so´lo aparecen los te´rminos de grado
n− 2k, con lo que deducimos el resultado. 
Antes de proseguir, observamos en el siguiente lema que si aplicamos al fun-
cional u un cambio de variable de la forma hau, con a ∈ C\{0}, e´ste no afecta al
cara´cter sime´trico de los funcionales (la aplicacio´n ha es la homotecia definida en
la Definicio´n 1.1.3).
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Lema 2.2.7. El funcional lineal u es sime´trico si y so´lo si lo es hau. En tal caso,
si u = Su˜, entonces hau es el funcional simetrizado de ha2u˜.
Demostracio´n. Por definicio´n, hau es el funcional simetrizado de ha2u˜ cuando
〈hau, x2k〉 = 〈ha2u˜, xk〉, para todo k ≥ 0. Entonces, teniendo en cuenta que u = Su˜
y que 〈hau, xk〉 = ak〈u, xk〉, obtenemos
〈hau, x2k〉 = a2k〈u, x2k〉 = a2k〈u˜, xk〉 = 〈ha2u˜, xk〉,
con lo que el enunciado queda probado. 
La misma situacio´n aparece en relacio´n con el cara´cter semicla´sico de los fun-
cionales.
Lema 2.2.8. El funcional lineal u es semicla´sico si y so´lo si lo es hau. Adema´s, si
(2.1) es la ecuacio´n diferencial distribucional de Pearson para u, entonces ua = hau
satisface D[Φaua] + Ψaua = 0 con
Φa(x) = akha−1Φ(x), Ψa(x) = a
k−1ha−1Ψ(x),
siendo k = degΦ.
Analicemos a continuacio´n el proceso de simetrizacio´n para un funcional de
la forma v˜ = u˜ + 2Mδc2 , donde M es una constante y δc2 es la Delta de Dirac
introducida en la Definicio´n 1.1.1. El problema general de la adiccio´n de masas de
Dirac a un funcional regular se ha estudiado, por ejemplo, en [13] y [58]. Ve´ase
tambie´n [64].
Lema 2.2.9. Sean u˜ y v˜ dos funcionales lineales regulares tales que v˜ = u˜+2Mδc2,
con c ∈ R. Entonces v = u+M [δc + δ−c], siendo v = Sv˜ y u = Su˜.
Demostracio´n. Basta comprobar que los funcionales v y u+M [δc+ δ−c] coinciden
cuando actu´an sobre polinomios de la forma p(x2).
〈v, p(x2)〉 = 〈v˜, p(x)〉 = 〈u˜, p(x)〉+ 2Mp(c2) = 〈u, p(x2)〉+M [p(c2) + p((−c)2)]
= 〈u+M [δc + δ−c], p(x2)〉,
con lo que concluimos la demostracio´n. 
2.2. Funcionales semicla´sicos sime´tricos 23
2.2.2 Funcionales semicla´sicos sime´tricos de clase 1
En el trabajo de J. Arvesu´ et al. [5] podemos encontrar la descripcio´n de los fun-
cionales sime´tricos semicla´sicos de clase 1 en te´rminos de las sucesiones de momen-
tos correspondientes. En [2] encontramos, en un marco ma´s general, la descripcio´n
de los funcionales lineales de Laguerre–Hahn sime´tricos de clase 1. En particular,
los autores obtienen las situaciones cano´nicas de los funcionales semicla´sicos de
clase 1. A continuacio´n resumimos dicha clasificacio´n. Observamos que, en virtud
del Lema 2.2.5, estos funcionales han de ser simetrizados de funcionales lineales
cla´sicos.
1. En primer lugar, como simetrizado del funcional cla´sico de Jacobi trasladado
al intervalo [0, 1], tenemos el funcional de Gegenbauer generalizado,
〈u, p〉 =
∫ 1
−1
p(x)|x|α(1− x2)λ−1/2dx,
con α > −1, α 6= 0 y λ > −1/2. Adema´s, u satisface la ecuacio´n diferencial
de Pearson (2.1) con
Φ(x) = x(x2 − 1), Ψ(x) = (α+ 2λ+ 2)x2 − (α+ 1).
2. Como simetrizado del funcional cla´sico de Bessel, tenemos el funcional que
es solucio´n de la ecuacio´n diferencial
D[x3u]− ((α+ 3)x2 + 4)u = 0.
3. Por u´ltimo, como simetrizado del funcional cla´sico de Laguerre, tenemos el
funcional de Hermite–Chihara (ve´ase [12]),
〈u, p〉 =
∫ ∞
−∞
p(x)|x|αe−x2dx,
con α > −1, α 6= 0. Adema´s, los coeficientes polino´micos en la ecuacio´n
diferencial (2.1) asociada a u son,
Φ(x) = x, Ψ(x) = 2x2 − (α+ 1).
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2.2.3 Funcionales semicla´sicos sime´tricos de clase 2
El resto del cap´ıtulo lo dedicaremos al ana´lisis y descripcio´n de los funcionales
lineales sime´tricos semicla´sicos de clase 2.
Teniendo en cuenta la casu´ıstica presentada en el Lema 2.2.5, nos situamos en
los casos 1 y b) con s = 2. Entonces, los funcionales buscados sera´n simetrizados
de funcionales semicla´sicos de clase 1, ya que si u es de clase s par, entonces es
simetrizado de funcionales de clase s˜, siendo s = 2s˜.
Tres situaciones diferentes pueden aparecer segu´n las posibilidades para los
polinomios involucrados en la ecuacio´n diferencial de Pearson (2.1) asociada al
funcional lineal u:
1. Φ(x) = x4 +Ax2 +B, Ψ(x) = Cx3 +Dx, con |C|+ |D| 6= 0.
2. Φ(x) = x2 +B, Ψ(x) = Cx3 +Dx, con C 6= 0.
3. Φ(x) = 1, Ψ(x) = Cx3 +Dx, con C 6= 0.
Adema´s, si u˜ es el funcional lineal semicla´sico de clase 1 tal que u = Su˜ entonces,
por el Lema 2.2.5 tenemos, en cada caso, las siguientes expresiones para los poli-
nomios involucrados en la ecuacio´n diferencial de Pearson para el funcional u˜:
1. Φ˜(x) = x3 +Ax2 +Bx, Ψ˜(x) = C−12 x
2 + D−A2 x− B2 , con |C|+ |D| 6= 0.
2. Φ˜(x) = x2 +Bx, Ψ˜(x) = C2 x
2 + D−12 x− B2 , con C 6= 0.
3. Φ˜(x) = x, Ψ˜(x) = C2 x
2 + D2 x− 12 , con C 6= 0.
Estudiamos cada caso teniendo en cuenta las distintas posibilidades que se
pueden dar para los ceros del polinomio Φ˜. Procedemos como mostramos a con-
tinuacio´n. En primer lugar determinamos el funcional u˜ dando una representacio´n
integral del mismo de la forma
〈u˜, p〉 =
∫ x20
0
p(x)ω(x)dx,
siendo ω(x) una funcio´n peso, continua y no negativa en [0, x20], que es solucio´n de
la ecuacio´n diferencial (Φ˜(x)ω(x))′ + Ψ˜(x)ω(x) = 0, y la constante x0 es tal que se
verifican las condiciones
lim
x→0x
nω(x) = 0, lim
x→x20
xnω(x) = 0, ∀n ≥ 0. (2.6)
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Seguidamente determinamos, teniendo en cuenta los resultados descritos anterior-
mente, el funcional u por simetrizacio´n de u˜.
Nota 2.2.10. La ventaja de esta representacio´n es que el funcional simetrizado
u = Su˜ puede ser descrito a trave´s de la siguiente representacio´n integral,
〈u, p〉 =
∫ x0
−x0
p(x)|x|ω(x2)dx.
Pasemos a analizar cada caso en concreto.
1. Escribimos Φ˜(x) = x(x − α1)(x − α2) y Ψ˜(x) = γ2x2 + γ1x + γ0, con
γ0 = −α1α2/2. Si definimos el funcional u˜a := ha−1u˜ entonces, por el Lema 2.2.8,
se verifica D[Φ˜au˜a] + Ψ˜au˜a = 0 con
Φ˜a(x) = a−3Φ˜(ax) = x(x− a−1α1)(x− a−1α2),
Ψ˜a(x) = a−2Ψ˜(ax) = γ2x2 + γ1a−1x+ γ0a−2.
(2.7)
1.a. Supongamos que Φ˜ tiene ceros simples, esto es, α1, α2 ∈ R \ {0} con
α1 6= α2. Podemos suponer, sin pe´rdida de generalidad, que |α1| ≤ |α2|. Entonces,
tomando a = α1 y renombrando los coeficientes γ0, γ1 y γ2, (2.7) se escribe como
Φ˜a(x) = x(x− 1)(x− λ),
Ψ˜a(x) = −(β + γ + 5/2)x2 + (γ + 3/2 + λ(β + 3/2))x− λ/2,
con |λ| ≥ 1. Por tanto, integrando la correspondiente ecuacio´n diferencial para la
funcio´n peso, [Φ˜aω]′ + Ψ˜aω = 0, tenemos
(Φ˜a(x)ω(x))′
Φ˜a(x)ω(x)
= −Ψ˜a(x)
Φ˜a(x)
=
(β + γ + 5/2)x2 − (γ + 3/2 + λ(β + 3/2))x+ λ/2
x(x− 1)(x− λ) ,
de donde descomponiendo en fracciones simples,
(Φ˜a(x)ω(x))′
Φ˜a(x)ω(x)
=
1/2
x
+
β + 1
x− 1 +
γ + 1
x− λ.
Entonces, la funcio´n peso es
ω(x) = x−1/2(1− x)β(λ− x)γ .
Finalmente, para x0 = 1 se verifican las condiciones (2.6), con lo que obtenemos la
siguiente representacio´n integral para el funcional u˜a,
〈u˜a, p〉 =
∫ 1
0
p(x)x−1/2(1− x)β|λ− x|γdx,
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con β > −1, γ 6= 0 y |λ| > 1. Por simetrizacio´n del funcional anterior, tenemos que
u es, salvo cambio de variable, el funcional lineal dado por
〈u, p〉 =
∫ 1
−1
p(x)(1− x2)β|λ− x2|γdx,
con γ 6= 0, β > −1 y |λ| > 1. Adema´s, por el Lema 2.2.5, los polinomios de la
ecuacio´n diferencial (2.1) para u son
Φ(x) = (x2 − 1)(x2 − λ), Ψ(x) = 2x(1 + γ + λ(1 + β)− (2 + β + γ)x2).
Este funcional, conocido como funcional generalizado de Gegenbauer, aparece, entre
otros, en el trabajo de V. P. Konoplev [43] en el an˜o 1961.
1.b. Consideramos ahora el caso en el que Φ˜ tiene un cero doble en el origen.
Sin pe´rdida de generalidad podemos suponer α1 = 0 y α2 6= 0. Tomamos a = α2
para obtener los siguientes polinomios en (2.7):
Φ˜a(x) = x2(x− 1), Ψ˜a(x) = −(α+ β + 3)x2 + (β + 2)x.
Entonces, por analog´ıa con el funcional cla´sico de Jacobi J (α,β+1) trasladado al
intervalo [0, 1],
〈J (α,β+1), p〉 =
∫ 1
0
p(x)xβ+1(1− x)αdx,
que verifica la ecuacio´n de Pearson
D[x(x− 1)J (α,β+1)] + [β + 2− (α+ β + 3)x]J (α,β+1) = 0,
deducimos que xu˜a = J (α,β+1), o lo que es lo mismo, u˜a = x−1J (α,β+1) +Mδ0.
Por tanto, se tiene la siguiente representacio´n integral para el funcional u˜a,
〈u˜a, p〉 =
∫ 1
0
p(x)xβ(1− x)αdx+Np(0),
con α, β > −1. Entonces, en virtud del Lema 2.2.9 con c = 0, el funcional sime´trico
u, salvo cambio lineal de variable, viene dado por
〈u, p〉 =
∫ 1
−1
p(x)|x|2β+1(1− x2)αdx+Np(0), (2.8)
siendo α, β > −1. Finalmente, los coeficientes polino´micos de la ecuacio´n (2.1) que
satisface u son, teniendo en cuenta el apartado 1 del Lema 2.2.5,
Φ(x) = x2(x2 − 1), Ψ(x) = x(3 + 2β − (2α+ 2β + 5)x2).
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Este funcional simetrizado de uno de tipo Jacobi, que es un caso particular de los
llamados funcionales lineales de Koornwinder [46], aparece en trabajos anteriores.
Ve´ase, por ejemplo, el tratamiento de L. L. Littlejohn [54].
1.c. Supongamos ahora que el polinomio Φ˜ tiene una ra´ız doble distinta de cero.
Esto es, α1 = α2 ∈ R \ {0}. Si tomamos a = α1, renombrando adecuadamente los
coeficientes de los polinomios en la ecuacio´n (2.7), tenemos
Φ˜a(x) = x(x− 1)2, Ψ˜a(x) = −(β + 5/2)x2 + (β + γ + 3)x− 1/2.
Por tanto, la funcio´n peso ω asociada al funcional u˜a es solucio´n de la ecuacio´n
diferencial
(Φ˜a(x)ω(x))′
Φ˜a(x)ω(x)
= −Ψ˜a(x)
Φ˜a(x)
=
1/2
x
+
β + 2
x− 1 −
γ
(x− 1)2 . (2.9)
• Si γ > 0, seguimos un proceso ana´logo al del caso 1.a. y deducimos para u˜a
la siguiente representacio´n integral,
〈u˜a, p〉 =
∫ 1
0
p(x)x−1/2(1− x)βe−γ/(1−x)dx,
y el correspondiente funcional simetrizado u se puede representar como
〈u, p〉 =
∫ 1
−1
p(x)(1− x2)βe−γ/(1−x2)dx.
Finalmente, los polinomios Φ,Ψ para u en (2.1) son, en virtud del apartado 1 del
Lema 2.2.5,
Φ(x) = (x2 − 1)2, Ψ(x) = 2x(2 + β + γ − (2 + β)x2).
• Si γ = 0, la ecuacio´n de Pearson para u˜a es
D[x(x− 1)2u˜a]− ((β + 5/2)x− 1/2)(x− 1)u˜a = 0.
Entonces, por analog´ıa con el funcional de Jacobi J (β+1,−1/2) trasladado al intervalo
[0, 1],
〈J (β+1,−1/2), p〉 =
∫ 1
0
p(x)x−1/2(1− x)β+1dx,
que satisface la ecuacio´n de Pearson
D[x(x− 1)J (β+1,−1/2)]− ((β + 5/2)x− 1/2)J (β+1,−1/2) = 0,
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deducimos que u˜a = (x− 1)−1J (β+1,−1/2) + 2Mδ1, por lo que
〈u˜a, p〉 =
∫ 1
0
p(x)x−1/2(1− x)βdx+ 2Mp(1).
En tal caso, en virtud del Lema 2.2.9, el funcional simetrizado esta´ dado por
〈u, p〉 =
∫ 1
−1
p(x)(1− x2)βdx+M [p(1) + p(−1)].
Los polinomios de la ecuacio´n de Pearson correspondiente son,
Φ(x) = (x2 − 1)2, Ψ(x) = 2(2 + β)x(1− x2).
Los polinomios asociados a este funcional son conocidos como los polinomios de
Koornwinder sime´tricos [46].
1.d. Supongamos, por u´ltimo, que el polinomio Φ˜ tiene un cero triple en el
origen, esto es, α1 = α2 = 0. Entonces, tomando a = −γ1/2, escribimos (2.7) como
Φ˜a(x) = x3, Ψ˜a(x) = −2x(αx+ 1).
Deducimos por tanto que u˜a = x−1B(α) +Mδ0, donde B(α) es el funcional cla´sico
de Bessel, solucio´n de la ecuacio´n diferencial D[x2B(α)] − 2(αx + 1)B(α) = 0. En
este caso, el polinomio semicla´sico sime´trico u ser´ıa solucio´n de (2.1) con
Φ(x) = x4, Ψ(x) = (1− 4α)x3 − 4x.
Este es un funcional que no es definido positivo. Por tanto no existe una repre-
sentacio´n integral mediante una medida positiva que este´ soportada sobre la recta
real. Para ma´s detalles sobre este funcional ve´ase [67].
Finalizado el ana´lisis del caso 1, pasemos a describir los funcionales correspon-
dientes al caso 2, en el que Φ˜ es un polinomio de grado 2.
2. Escribimos los polinomios de la ecuacio´n de Pearson correspondiente al caso
2 en la forma Φ˜(x) = x(x + B) y Ψ˜(x) = γ2x2 + γ1x + γ0, con γ0 = −B/2. Con-
sideramos un cambio de variable adecuado y definimos el funcional u˜a := ha−1u˜.
Entonces, por el Lema 2.2.8 se verifica D[Φ˜au˜a] + Ψ˜au˜a = 0, con
Φ˜a(x) = a−2Φ˜(ax) = x(x+ a−1B),
Ψ˜a(x) = a−1Ψ˜(ax) = γ2ax2 + γ1x+ γ0a−1.
(2.10)
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2.a. Supongamos, en primer lugar, que B 6= 0. En tal caso tomamos a = −B en
(2.10), con lo que, renombrando los coeficientes del polinomio Ψ˜a podemos escribir,
Φ˜a(x) = x(x− 1), Ψ˜a(x) = λx2 − (λ+ β + 3/2)x+ 1/2,
con λ 6= 0. Por lo tanto, integrando la correspondiente ecuacio´n diferencial para la
funcio´n peso, obtenemos la siguiente representacio´n integral para u˜a:
〈u˜a, p〉 =
∫ 1
0
p(x)x−1/2(1− x)βe−λxdx,
con β > −1, y para el funcional simetrizado:
〈u, p〉 =
∫ 1
−1
p(x)(1− x2)βe−λx2dx.
Los polinomios involucrados en la ecuacio´n diferencial de Pearson (2.1) para u son
Φ(x) = x2 − 1, Ψ(x) = 2x(λx2 − λ− β − 1).
Como caso particular de estos funcionales se tienen los polinomios asociados a la
funcio´n peso ω(x) = e−x2χ[−N,N ], conocidos como polinomios de Hermite trunca-
dos. Un ana´lisis ma´s detallado de dichos polinomios se puede encontrar en [42].
2.b. Consideremos, por u´ltimo, el caso B = 0. Entonces, tomando a = γ−12 y
renombrando los coeficientes, escribimos (2.10) en la forma,
Φ˜a(x) = x2, Ψ˜a(x) = x2 − (α+ 2)x.
Por analog´ıa con el funcional cla´sico de Laguerre L(α+1), cuya cuya ecuacio´n dife-
rencial de Pearson asociada es
D[xL(α+1)] + [x− (α+ 2)]L(α+1) = 0,
y procediendo de forma similar al caso 1.b, obtenemos u˜a = x−1L(α+1) +Mδ0.
Entonces, tenemos la siguiente representacio´n integral para el funcional u˜a,
〈u˜a, p〉 =
∫ ∞
0
p(x)xαe−xdx+Np(0),
con α > −1. Finalmente, por el Lema 2.2.9 con c = 0, el funcional lineal simetrizado
esta´ definido como
〈u, p〉 =
∫ ∞
−∞
p(x)|x|2α+1e−x2dx+Np(0),
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con α > −1, y los polinomios Φ y Ψ en la ecuacio´n diferencial (2.1) correspondiente
a u son
Φ(x) = x2, Ψ(x) = x(2x2 − 2α− 3).
Este es un funcional de tipo Hermite generalizado, del que se puede encontrar un
estudio ma´s completo en [58].
3. En u´ltimo lugar, analicemos el caso en el que Φ˜(x) = x. Tomamos entonces
u˜a := ha−1u˜ y tenemos, por el Lema 2.2.8, que este funcional verifica la ecuacio´n
diferencial D[Φ˜au˜a] + Ψ˜au˜a = 0 siendo
Φ˜a(x) = a−1Φ˜(ax) = x, Ψ˜a(x) = Ψ˜(ax) = γ2a2x2 + γ1ax− 1/2.
Si elegimos la constante a tal que γ2a2 = 2, entonces se tiene Ψ˜a(x) = 2x2+λx−1/2,
con lo que deducimos
〈u˜a, p〉 =
∫ ∞
0
p(x)x−1/2e−(x
2+λx)dx.
El funcional sime´trico correspondiente es un funcional lineal de Freud (ver por
ejemplo [76]), y viene dado por
〈u, p〉 =
∫ ∞
−∞
p(x)e−(x
4+λx2)dx,
que es solucio´n de la ecuacio´n diferencial (2.1) con
Φ(x) = 1, Ψ(x) = 4x3 + 2λx.
La siguiente tabla resume la clasificacio´n de los funcionales lineales sime´tricos
semicla´sicos de clase 2, definidos positivos, analizados previamente.
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Cap´ıtulo 3
Pares coherentes generalizados
Introduccio´n
Dedicamos este cap´ıtulo al estudio de lo que llamaremos pares coherentes ge-
neralizados. Un par coherente generalizado es una pareja de funcionales definidos
positivos (u,v) para los cuales, las respectivas SPOM, {Pn}n y {Rn}n, esta´n rela-
cionadas mediante la siguiente expresio´n algebraico–diferencial,
Rn(x) + an−1Rn−1(x) =
P ′n+1(x)
n+ 1
+ bn−1
P ′n(x)
n
, n ≥ 1, (3.1)
siendo bn 6= 0 para todo n ∈ N.
Como hemos mencionado en el Cap´ıtulo 1 (ve´ase la Definicio´n 1.2.1 y el Teo-
rema 1.2.2), el concepto de par coherente fue introducido por A. Iserles et al. en [35],
como una condicio´n especial sobre los funcionales de forma que dicha propiedad
es suficiente para que los polinomios ortogonales de Sobolev {Qλn}n, asociados al
producto escalar
〈p, q〉S = 〈u, pq〉+ λ〈v, p′q′〉,
esta´n relacionados de cierta manera con la SPOM {Pn}n asociada al funcional u.
Estas relaciones las describimos en la siguiente seccio´n.
En la Seccio´n 3.1 establecemos que la relacio´n (3.1) (que es ma´s general que
la condicio´n de coherencia (1.10) introducida por Iserles et al.), no so´lo permite
deducir la relacio´n (1.11), sino que es equivalente a la misma, lo que no ocurre con
la relacio´n (1.10). En la Seccio´n 3.2, damos condiciones necesarias para que un par
de funcionales lineales (u,v) verifiquen la propiedad (3.1). Probamos que, bajo
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estas condiciones, al menos uno de los funcionales ha de ser semicla´sico de clase
menor o igual que 1, y en la Seccio´n 3.3 estudiamos los funcionales compan˜eros
para u y v basa´ndonos en los resultados previos. En particular, veremos co´mo
recuperamos los pares coherentes cla´sicos descritos por H. G. Meijer en [74]. Los
resultados de este cap´ıtulo se encuentran publicados en [16].
3.1 Coherencia generalizada y polinomios ortogonales
de Sobolev
Comenzamos la seccio´n estableciendo la relacio´n (1.11) a partir de la condicio´n
de coherencia (1.10).
Sean u y v funcionales lineales definidos positivos tales que (u,v) es un par
coherente (ve´ase la Definicio´n 1.2.1). Consideremos las correspondientes sucesiones
de polinomios mo´nicos, {Pn}n y {Rn}n, ortogonales con respecto a u y v, respec-
tivamente. En estas condiciones, se define el producto escalar de Sobolev,
〈p, q〉S = 〈u, pq〉+ λ〈v, p′q′〉, (3.2)
siendo λ ∈ R+, y consideramos la SPOM de Sobolev {Qλn}n asociada a (3.2). Para
los polinomios de Sobolev, podemos probar el siguiente lema.
Lema 3.1.1. Los coeficientes de Qλn(x) son funciones racionales en λ, con grado
del numerador menor o igual que el grado del denominador.
Demostracio´n. Denotemos por ∆n(λ), ∆n(u) y ∆n(v) los determinantes de las
submatrices principales de dimensio´n (n+1)× (n+1) de las matrices de momentos
de 〈·, ·〉S , u y v, respectivamente. Esto es,
∆n(λ) = det
[
[〈xi, xj〉S ]ni,j=0
]
,
∆n(u) = det
[
[〈u, xi+j〉]ni,j=0
]
,
∆n(v) = det
[
[〈v, xi+j〉]ni,j=0
]
.
Por la definicio´n del producto de Sobolev, podemos comprobar que
〈xi, xj〉S = 〈u, xi+j〉+ λij〈v, xi+j−2〉.
Entonces, teniendo en cuenta propiedades ba´sicas de los determinantes, podemos
deducir
∆n(λ) = (n!)2∆n−1(v)λn + te´rminos de grado inferior en λ.
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Por otro lado, aplicando te´cnicas usuales, tenemos que
Qλn(x) = x
n +
n−1∑
k=0
∆kn−1(λ)
∆n−1(λ)
xk,
donde ∆kn−1(λ) se obtiene sustituyendo la j–e´sima columna de ∆n−1(λ) por el
vector [−〈xn, xk〉S ]n−1k=0 . Por lo tanto, cada coeficiente de Qλn es una funcio´n racional
en λ, con grado del numerador menor o igual que n − 1 y grado del denominador
igual a n− 1. 
Teniendo en cuenta este lema, podemos definir Wn(x), un polinomio mo´nico de
grado n, tal que
Wn(x) = lim
λ→∞
Qλn(x).
Aplicamos (3.2) a p(x) = Qλn+1(x) y q ∈ Pn cualquiera y, por las propiedades de
ortogonalidad, obtenemos
0 =
1
λ
〈Qλn+1, q〉S =
1
λ
〈u, Qλn+1q〉+ 〈v, (Qλn+1)′q′〉,
de donde, tomando l´ımite λ→∞, deducimos que
〈v,W ′n+1q′〉 = 0, ∀q ∈ Pn, n ≥ 0. (3.3)
Entonces, la unicidad de la SPOM asociada al funcional lineal v nos permite con-
cluir W ′n+1(x) = (n+ 1)Rn(x).
Por otro lado, tomando p(x) = Qλn+1(x) y q(x) = 1 en (3.2), por las propiedades
de ortogonalidad obtenemos, tomando l´ımite λ→∞,
〈u,Wn+1〉 = 0, n ≥ 0. (3.4)
Supongamos ahora que (u,v) es un par coherente (ve´ase la Definicio´n 1.2.1),
esto es, se verifica la relacio´n (1.10),
Rn(x) =
P ′n+1(x)
n+ 1
+ bn−1
P ′n(x)
n
, n ≥ 1.
Si integramos en ambos miembros de la ecuacio´n anterior, teniendo en cuenta (3.4)
podemos asegurar que la constante de integracio´n se anula, de manera que
Wn+1(x)
n+ 1
=
Pn+1(x)
n+ 1
+ bn−1
Pn(x)
n
, n ≥ 1. (3.5)
36 §3. Pares coherentes generalizados
Consideremos ahora el desarrollo del polinomio Wn+1 en te´rminos de los poli-
nomios de Sobolev {Qλn}n,
Wn+1(x) = Qλn+1(x) +
n∑
j=0
cλn,j Q
λ
j (x), n ≥ 0.
Teniendo en cuenta (3.3) y (3.5), deducimos que, para cada 0 ≤ j ≤ n − 1, se
verifica
cλn,j =
〈Wn+1, Qλj 〉S
〈Qλj , Qλj 〉S
=
〈u,Wn+1Qλj 〉+ λ〈v,W ′n+1Qλj ′〉
〈Qλj , Qλj 〉S
= 0.
Entonces, el u´nico coeficiente no nulo es cλn,n. Renombrando c
λ
n,n ≡ cλn−1, tenemos
Wn+1(x) = Qλn+1(x) + c
λ
n−1Q
λ
n(x).
Combinando esta igualdad con (3.5), obtenemos finalmente la anunciada relacio´n
(1.11) entre {Qλn}n y {Pn}n,
Qλn+1(x) + c
λ
n−1Q
λ
n(x) = Pn+1(x) +
n+ 1
n
bn−1Pn(x), n ≥ 1.
Esta relacio´n es una de las herramientas ba´sicas en el ana´lisis de las propiedades
asinto´ticas de los polinomios de Sobolev asociados a pares coherentes (ve´anse, por
ejemplo, [59, 70, 71, 75]).
En resumen, hemos demostrado que si (u,v) es un par coherente, entonces se
verifica la relacio´n (1.11); sin embargo el rec´ıproco no es cierto. Concretamente,
vamos a ver que (1.11) implica muestra condicio´n de coherencia generalizada (3.1),
pero no necesariamente la definicio´n cla´sica de coherencia (1.10).
Por un lado, si multiplicamos segu´n 〈·, ·〉S la ecuacio´n (1.11) por un polinomio
arbitrario p ∈ Pn−1, por la ortogonalidad de {Qλn} respecto del producto de Sobolev
y de {Pn}n respecto de u, deducimos que〈
v,
(
P ′n+1
n+ 1
+ bn−1
P ′n
n
)
p′
〉
= 0, n ≥ 1, (3.6)
para todo p ∈ Pn−1. Por lo tanto, el desarrollo del polinomio P
′
n+1
n+1 + bn−1
P ′n
n en
te´rminos de {Rn}n so´lo puede contener los te´rminos de grados n y n−1, quedando
en la forma
P ′n+1(x)
n+ 1
+ bn−1
P ′n(x)
n
= Rn(x) + an−1Rn−1(x), n ≥ 1,
que es precisamente la condicio´n (3.1).
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Nota 3.1.2. Observamos que, en esta situacio´n, so´lo recuperamos el caso coherente
cuando an = 0 para todo n ∈ N, lo que en general no ocurre, como ponen de
manifiesto los ejemplos estudiados por A. Berti et al. en [9] y [10]. En dichos
trabajos, los autores estudian algunos ejemplos particulares de (1.11) cuando u es
una modificacio´n polinomial de grado 1 de los funcionales de Laguerre o Jacobi.
Estos importantes ejemplos prueban que (1.11) es cierto aunque (u,v) no sea un
par coherente.
Finalmente, veamos que esta u´ltima relacio´n obtenida basta para demostrar la
relacio´n (1.11) entre {Qλn} y {Pn}n. Efectivamente, si se verifica (3.1), entonces〈
v,
(
P ′n+1
n+ 1
+ bn−1
P ′n
n
)
p
〉
= 0, ∀p ∈ Pn−2.
De la misma forma, es claro que para todo n ≥ 1 se satisface〈
u,
(
Pn+1
n+ 1
+ bn−1
Pn
n
)
p
〉
= 0, ∀p ∈ Pn−1,
con lo que podemos concluir que Pn+1(x)n+1 + bn−1
Pn(x)
n es un polinomio mo´nico de
grado n + 1 ortogonal a Pn−1 con respecto al producto escalar de Sobolev (3.2)
y, por lo tanto, su desarrollo en funcio´n de {Qλn} se ve reducido a los te´rminos de
grado n+ 1 y n. Consecuentemente, se verifica (1.11).
En definitiva, hemos probado que una de las consecuencias ma´s importantes
de los pares coherentes, la relacio´n (1.11), es equivalente a nuestra relacio´n (3.1),
menos restrictiva que el concepto de par coherente cla´sico. Esta es nuestra mo-
tivacio´n para introducir el concepto de par coherente generalizado de la siguiente
manera:
Definicio´n 3.1.3. Sean u y v ∈ P′ definidos positivos y denotemos por {Pn}n y
{Rn}n las SPOM asociadas. Diremos que (u,v) es un par coherente generalizado
si se verifica la relacio´n (3.1),
Rn(x) + an−1Rn−1(x) =
P ′n+1(x)
n+ 1
+ bn−1
P ′n(x)
n
, n ≥ 1,
con bn 6= 0 para todo n ∈ N.
Los resultados anteriores pueden ahora ser enunciados en el siguiente
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Teorema 3.1.4. (u,v) es un par coherente generalizado si y so´lo si se verifica la
relacio´n (1.11).
Nota 3.1.5. Si escribimos Tn(x) =
P ′n+1(x)
n+1 , entonces la relacio´n (3.1) se puede
expresar como
Tn(x) + bn−1Tn−1(x) = Rn(x) + an−1Rn−1(x), n ≥ 1. (3.7)
Observamos que, en el caso en que u es un funcional lineal cla´sico (Hermite, La-
guerre o Jacobi), entonces {Tn}n es, de nuevo, una familia cla´sica de polinomios
ortogonales. La relacio´n (3.7) fue estudiada por M. Alfaro et al. en [3] y [4] en
el marco de problemas inversos de polinomios ortogonales. Concretamente, los
autores prueban que (3.7) es equivalente a que los funcionales lineales w y v co-
rrespondientes a {Tn}n y {Rn}n verifiquen la relacio´n
(x− a)w = (x− b)v.
Como muestra el siguiente lema, para evitar casos triviales, en lo que sigue del
cap´ıtulo vamos a suponer que a0 6= b0.
Lema 3.1.6. Sea (u,v) un par coherente generalizado. Entonces las siguientes
afirmaciones son equivalentes,
i) a0 6= b0.
ii) Rn(x) 6= P
′
n+1(x)
n+1 para todo n ≥ 1.
Demostracio´n. Si aplicamos v en la ecuacio´n (3.1), obtenemos una expresio´n re-
currente para 〈v, P
′
n+1
n+1 〉, en la forma,〈
v,
P ′n+1
n+ 1
〉
= −bn−1
〈
v,
P ′n
n
〉
, n ≥ 2.
Adema´s, como suponemos que el funcional v esta´ normalizado de forma que el
momento de orden cero vale 1, entonces 〈v, P ′22 〉 = a0 − b0.
Probaremos la implicacio´n i)⇒ ii) por reduccio´n al absurdo. Supongamos que
existe un nu´mero natural n0 ≥ 1 tal que Rn0(x) =
P ′n0+1(x)
n0+1
. Entonces, de (3.1)
podemos deducir, dado el cara´cter mo´nico de los polinomios, que
an0−1 = bn0−1, Rn0−1(x) =
P ′n0(x)
n0
.
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Repitiendo el procedimiento para n0 − 1, y as´ı sucesivamente, tenemos
an = bn, Rn−1(x) =
P ′n(x)
n
, n = 0, . . . , n0 − 1,
lo que contradice la hipo´tesis i).
La implicacio´n rec´ıproca ii)⇒ i) se deduce trivialmente de (3.1) para n = 1. 
3.2 Condiciones necesarias de coherencia generalizada
En esta seccio´n analizamos los pares coherentes generalizados de funcionales
definidos positivos, donde obtenemos diferentes relaciones que se verifican entre di-
chos funcionales y que nos permiten deducir condiciones necesarias en los Teoremas
3.2.4 y 3.2.8.
Lema 3.2.1. Sea (u,v) un par coherente generalizado. Entonces, para cada n ∈ N,
podemos encontrar un polinomio rn, mo´nico de grado n, para el que se verifica
〈rn v, P
′
m+1
m+1 〉 = 0 para todo m ≥ n+ 1.
Demostracio´n. Teniendo en cuenta que bn 6= 0 para todo n ∈ N y a0 6= b0, podemos
definir el polinomio rn(x) = Rn(x) +An, con An la constante real dada por
An =
(−1)n+1(an − bn)〈v, R2n〉
bnbn−1 · · · · · b1(a0 − b0) .
Usando (3.1), podemos deducir fa´cilmente la relacio´n recurrente〈
rnv,
P ′m+1
m+ 1
〉
= −bm−1
〈
rnv,
P ′m
m
〉
, m ≥ n+ 2.
Por tanto, para probar el enunciado del lema, es suficiente ver que 〈rnv, P
′
n+2
n+2 〉 = 0.
De (3.1) se sigue que P ′n+2 se puede expresar como combinacio´n lineal de los
polinomios {Rn}n en la forma
P ′n+2
n+ 2
= Rn+1 + (an − bn)Rn + · · ·+ (−1)nbnbn−1 · · · · · b1(a0 − b0)R0.
Entonces, por la ortogonalidad de {Rn}n con respecto al funcional lineal v,
〈rnv, P
′
n+2
n+ 2
〉 =
〈
v, (Rn(x) +An)
P ′n+2
n+ 2
〉
= (an − bn)〈u, R2n〉+ (−1)nbnbn−1 · · · · · b1(a0 − b0)An
= 0,
que se deduce teniendo en cuenta la definicio´n de An. 
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Como consecuencia del lema precedente, probamos el siguiente resultado.
Lema 3.2.2. En las condiciones del lema anterior, se verifica la siguiente relacio´n
diferencial entre los funcionales u y v,
D[rnv] + ϕn+1u = 0, n ≥ 1, (3.8)
siendo rn el polinomio dado en el Lema 3.2.1 y ϕn+1 un polinomio de grado n+1.
Demostracio´n. Sea rn el polinomio del lema anterior. Consideramos el funcional
lineal rnv y lo expresamos en funcio´n de la base dual {uˆn}n de la familia de
polinomios {P
′
n+1
n+1 }n,
rnv =
∞∑
k=0
λn,kuˆk.
La suma anterior es finita en virtud del Lema 3.2.1, dado que los coeficientes
λn,k = 〈rnv, P
′
k+1
k+1 〉 se anulan para k ≥ n + 1. Entonces, tomando derivadas en la
igualdad anterior y teniendo en cuenta los resultados del Lema 1.1.26, deducimos
D[rnv] = −
n∑
k=0
λn,k(k + 1)uk+1,
siendo {un}n la base dual de {Pn}n. Finalmente, usando la expresio´n (1.9) para
un obtenemos (3.8), con
ϕn+1(x) =
n∑
k=0
(k + 1)λn,k
〈v, P 2k+1〉
Pk+1(x) ∈ Pn+1.

Como consecuencia inmediata del lema anterior, deducimos la siguiente
Proposicio´n 3.2.3. Dado un par coherente generalizado (u,v), existen tres poli-
nomios A(x), B(x) y C(x), con degA = 2, degB ≤ 3 y degC ≤ 4, tales que
A(x)v = C(x)u, (3.9)
B(x)v = C(x)Dv, (3.10)
A(x)Dv = B(x)u. (3.11)
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De hecho, A(x), B(x) y C(x) vienen dados en funcio´n de los polinomios rn y ϕn,
que aparecen en el Lema 3.2.2, por las expresiones,
A(x) = r1(x)r′2(x)− r2(x),
B(x) = ϕ3(x)− r′2(x)ϕ2(x),
C(x) = r2(x)ϕ2(x)− r1(x)ϕ3(x).
Demostracio´n. El Lema 3.2.2 para n = 1 y n = 2 nos proporciona el sistema de
ecuaciones,
v + r1Dv = −ϕ2u,
r′2v + r2Dv = −ϕ3u.
(3.12)
Entonces, eliminando sucesivamente Dv, u y v obtenemos, respectivamente, (3.9),
(3.10) y (3.11). 
Vamos a caracterizar los pares de funcionales (u, v) que verifican las condiciones
descritas anteriormente, considerando las distintas posibilidades para los dos ceros
del polinomio A(x).
Primero estudiamos el caso en el que el polinomio A(x) tiene un cero doble. De
hecho, vamos a probar que si (u,v) es un par coherente generalizado y el polinomio
A(x) de la Proposicio´n 3.2.3 tiene un cero doble, entonces u es un funcional lineal
semicla´sico de clase menor o igual que 1. Adema´s, caracterizamos su funcional
lineal compan˜ero, v, como una transformacio´n racional de u.
Teorema 3.2.4. Sean (u,v) un par coherente generalizado y A(x) el polinomio
dado en la Proposicio´n 3.2.3. Si A(x) tiene un cero doble ξ ∈ R, entonces existen
dos polinomios φ ∈ P3 y ψ ∈ P2 tales que
D[φu] + ψu = 0. (3.13)
Como consecuencia, u es semicla´sico de clase menor o igual que 1. Adema´s, el
funcional v viene dado por
(x− ξ)v = φ(x)u. (3.14)
Demostracio´n. Teniendo en cuenta la definicio´n del polinomio A(x) dada en la
Proposicio´n 3.2.3, tomamos derivadas y, por ser r1 y r2 polinomios mo´nicos de
grados 1 y 2, respectivamente, obtenemos A′(x) = 2r1(x). Como ξ es un cero
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doble de A(x), entonces tambie´n es cero de r1(x). Por lo tanto, sustituyendo en
la definicio´n de A(x) concluimos que r2(ξ) = 0, luego podemos escribir r2(x) =
r1(x)s1(x), siendo s1 un polinomio mo´nico de grado 1. Por otro lado, tambie´n
podemos deducir, por su definicio´n, que ξ es un cero del polinomio C(x), luego
podemos escribir C(x) = r1(x)φ(x), donde φ(x) = s1(x)ϕ2(x)− ϕ3(x) ∈ P3.
En esta situacio´n, las ecuaciones (3.12) se pueden escribir en la forma
s1v + r2Dv = −s1ϕ2u,
(r1 + s1)v + r2Dv = −ϕ3u,
y de aqu´ı, restando las ecuaciones, obtenemos r1v = (s1ϕ2 − ϕ3)u, que es exacta-
mente (3.14).
Para probar (3.13), tomamos derivadas en (3.14) y usamos (3.8) con n = 1,
D[φu] = D[(x− ξ)v] = D[r1v] = −ϕ2u,
que es exactamente (3.13) tomando ψ(x) = ϕ2(x). Finalmente, como φ ∈ P3 y
ψ ∈ P2, se sigue que u es un funcional lineal semicla´sico de clase menor o igual
que 1. 
Seguidamente estudiaremos el caso en el que el polinomio A(x) definido en la
Proposicio´n 3.2.3 tiene dos ceros simples. Concretamente, veremos que, en este
caso, v es un funcional lineal semicla´sico de clase menor o igual que 1 y, adema´s,
el funcional compan˜ero u esta´ determinado como una modificacio´n racional de v.
Antes de abordar esta cuestio´n, veamos algunos lemas te´cnicos que hara´n ma´s
clara la demostracio´n del teorema principal. En todos ellos suponemos que (u,v)
es un par coherente generalizado y los polinomios A(x), B(x), C(x) y rn(x) son los
que aparecen en los resultados precedentes.
Lema 3.2.5. Si los dos ceros de A(x) son simples y C(x) tiene al menos un cero
en comu´n con A(x), C(ξ) = A(ξ) = 0, entonces B(ξ) = 0.
Demostracio´n. Como ξ es un cero simple de A(x), deducimos A′(ξ) = 2r1(ξ) 6= 0,
con lo que r1(ξ) 6= 0. Por otro lado, multiplicando por el polinomio B(x) en
la primera ecuacio´n de (3.12) y, teniendo en cuenta (3.9) y (3.10), obtenemos
r1(x)B(x) = −C(x) − ϕ2(x)A(x). Entonces, evaluando en ξ, r1(ξ)B(ξ) = 0 y,
como r1(ξ) 6= 0, finalmente deducimos B(ξ) = 0. 
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Lema 3.2.6. Sea ξ ∈ C tal que A(ξ) = 0 y C(ξ) 6= 0. Entonces, B(ξ) 6= 0 y existe
una constante K 6= 0, independiente de n, tal que rn(ξ) +Kr′n(ξ) = 0, para todo
n ∈ N.
Demostracio´n. Multiplicamos por B(x) en (3.8). Usando (3.9) y (3.10) obtenemos
C(x)r′n(x) +B(x)rn(x) + ϕn+1(x)A(x) = 0, n ≥ 1.
Entonces, evaluando en ξ se sigue
C(ξ)r′n(ξ) +B(ξ)rn(ξ) = 0, n ≥ 1.
En particular, para n = 1 tenemos C(ξ) + B(ξ)r1(ξ) = 0 y, puesto que C(ξ) 6= 0,
entonces B(ξ) 6= 0. Por tanto, considerando K = C(ξ)/B(ξ) 6= 0, se sigue la
igualdad anunciada. 
Lema 3.2.7. Si existen ξ1, ξ2, K1, K2 ∈ R tales que para los polinomios rn del
Lema 3.2.1 se verifica
rn(ξj) +Kj r′n(ξj) = 0, n ≥ 1, (3.15)
para j = 1, 2, entonces ξ1 = ξ2 y K1 = K2.
Demostracio´n. Como rn(x) = Rn(x)+An, entonces podemos reescribir (3.15) como
Rn(ξj) +Kj R′n(ξj) = −An, n ≥ 1,
para j = 1, 2. Por tanto,
Rn(ξ1) +K1R′n(ξ1) = Rn(ξ2) +K2R
′
n(ξ2), n ≥ 1.
Adema´s, la igualdad anterior se verifica trivialmente para n = 0, por lo que para
todo polinomio p ∈ P se tiene
p(ξ1) +K1 p′(ξ1) = p(ξ2) +K2 p′(ξ2). (3.16)
En particular, si tomamos p(x) = (x− ξ2)n, tenemos que
(ξ1 − ξ2)n +K1 n(ξ1 − ξ2)n−1 = 0, n ≥ 1,
de donde ξ1 = ξ2 y, finalmente, de (3.16) concluimos K1 = K2. 
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Ya tenemos todas las herramientas necesarias para probar el siguiente
Teorema 3.2.8. Sea (u,v) un par coherente generalizado. Si el polinomio A(x)
tiene sendos ceros simples, entonces existen dos polinomios φ ∈ P3 y ψ ∈ P2 tales
que
D[φv] + ψv = 0. (3.17)
Por lo tanto, v es un funcional lineal semicla´sico de clase menor o igual que 1.
Adema´s, el funcional compan˜ero u esta´ determinado por
φ(x)u = (x− ξ)v. (3.18)
Demostracio´n. Denotemos por ξ1, ξ2 los ceros simples de A(x). Entonces, de los
Lemas 3.2.5–3.2.7 deducimos que al menos uno de ellos tiene que ser una ra´ız comu´n
de los polinomios A(x), B(x) y C(x). Supongamos que es ξ1. En tal caso podemos
escribir A(x) = (x − ξ1)A˜(x) con A˜(x) = (x − ξ2), B(x) = (x − ξ1)B˜(x) siendo
deg B˜ ≤ 2, C(x) = (x − ξ1)φ(x), con deg φ ≤ 3. En estas condiciones, usando la
propiedad (1.2) podemos simplificar las ecuaciones de la Proposicio´n 3.2.3 en la
forma
A˜(x)v = φ(x)u+Mδξ1 , (3.19)
B˜(x)v = φ(x)Dv +Nδξ1 , (3.20)
A˜(x)Dv = B˜(x)u+Kδξ1 . (3.21)
Vamos a ver que las tres constantes M , N y K son nulas.
Como ya vimos en la demostracio´n del Lema 3.2.6, sabemos que se verifica la
igualdad C(x)r′n(x) + B(x)rn(x) = −ϕn+1(x)A(x) para todo n ≥ 1. Por tanto,
teniendo en cuenta que ξ1 es cero comu´n de los polinomios A(x), B(x) y C(x),
deducimos
B˜(x)rn(x) + φ(x)r′n(x) = −ϕn+1(x)A˜(x), n ≥ 1. (3.22)
Combinando esta igualdad con la ecuacio´n (3.8) obtenemos
[B˜(x)rn(x) + φ(x)r′n(x)]u = A˜(x)[r
′
n(x)v + rn(x)Dv],
y reagrupando te´rminos podemos escribir
rn(x)[B˜(x)u− A˜(x)Dv] = r′n(x)[A˜(x)v − φ(x)u].
Por lo tanto, teniendo en cuenta (3.19) y (3.21), obtenemos
Krn(ξ1) +Mr′n(ξ1) = 0, n ≥ 1. (3.23)
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Adema´s, por tener A(x) sus dos ceros simples, es claro que r1(ξ1) 6= 0, por lo que
de (3.23) para n = 1 podemos afirmar que K = 0 si y solo si M = 0.
Por otro lado, para ξ2 hay dos posibilidades: que φ(ξ2) 6= 0 o´ φ(ξ2) = 0.
En primer lugar, supongamos que φ(ξ2) 6= 0. Por el Lema 3.2.6 sabemos que
existe una constante K1 6= 0 tal que rn(ξ2) + K1 r′n(ξ2) = 0 para todo n ≥ 1.
Entonces, como ξ1 6= ξ2, si M y K fuesen no nulos, estar´ıamos en contradiccio´n
con el Lema 3.2.7, ya que tendr´ıamos dos ecuaciones del tipo (3.15) no triviales.
Por tanto, ha de ser K =M = 0.
En segundo lugar, supongamos que φ(ξ2) = 0. Estamos en la misma situacio´n
que hemos tratado antes para ξ1. Por tanto, siguiendo el mismo procedimiento
llegamos a una igualdad ana´loga a (3.23), de la forma
K˜rn(ξ2) + M˜r′n(ξ2) = 0, n ≥ 1. (3.24)
Adema´s, por el Lema 3.2.5 tenemos r1(ξ2) 6= 0 y, por tanto, K˜ = 0 si y solo si
M˜ = 0. De nuevo el Lema 3.2.7 nos garantiza que K = M = 0 o´ K˜ = M˜ = 0,
puesto que, al menos, una de las dos relaciones (3.23) o (3.24) ha de ser trivial.
Podemos por tanto, sin pe´rdida de generalidad, suponer que K = M = 0. En
particular, la ecuacio´n (3.19) con M = 0 es la segunda parte del enunciado del
teorema, tomando ξ como la ra´ız del polinomio A˜(x).
Finalmente, veamos que N = 0 en (3.20). De la primera ecuacio´n en (3.12)
junto con (3.22) para n = 1, deducimos
−ϕ2φu = φv + r1φDv = −(ϕ2A˜+ r1B˜)v + r1φDv,
y, teniendo en cuenta (3.20), tenemos Nr1(ξ1) = 0. Puesto que r1(ξ1) 6= 0, entonces
N = 0 y, por tanto, se sigue (3.17) tomando ψ(x) = −(B˜(x) + φ′(x)) ∈ P2. 
3.3 Descripcio´n de los pares coherentes generalizados
En esta seccio´n describiremos los pares de funcionales (u,v) que corresponden a
las condiciones descritas en los Teoremas 3.2.4 y 3.2.8. A priori, las tesis de dichos
teoremas so´lo son condiciones necesarias de coherencia generalizada y, por tanto,
au´n no estamos legitimados a denominar pares coherentes generalizados a los pares
de funcionales que describiremos a continuacio´n. Sin embargo, en la Seccio´n 3.3
veremos que todos ellos verifican la condicio´n de coherencia generalizada, por lo
que desde ahora les daremos ese nombre.
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En los casos correspondientes al Teorema 3.2.4, u es un funcional semicla´sico
de clase menor o igual que 1, y el funcional compan˜ero v esta´ descrito en funcio´n
de u a trave´s de la relacio´n (3.14). A estos pares los llamaremos pares coherentes
generalizados de tipo I.
En los casos correspondientes al Teorema 3.2.8, es el segundo funcional, v, el
que es semicla´sico de clase menor o igual que 1, y el correspondiente funcional
compan˜ero u se describe a trave´s de la relacio´n (3.18). A estos pares los denomi-
naremos pares coherentes generalizados de tipo II.
3.3.1 Pares coherentes generalizados de tipo I
En las condiciones del Teorema 3.2.4, tenemos que u es un funcional lineal
semicla´sico de clase menor o igual que 1, verificando la ecuacio´n diferencial (3.13),
D[φu] + ψ u = 0,
con φ ∈ P3, ψ ∈ P2 y, adema´s, se tiene (3.14),
(x− a)v = φ(x)u,
lo que nos permitira´ determinar el funcional compan˜ero v a partir de u.
Segu´n sean los polinomios en (3.13), tendremos que u es un funcional cla´sico
cuando en dicha ecuacio´n se tiene φ ∈ P2 y ψ un polinomio de grado 1, o cuando
e´sta se pueda reducir un grado; esto es, si los polinomios φ y (φ′ + ψ) tienen un
factor comu´n, entonces en la ecuacio´n (3.13),
φD[u] + (φ′ + ψ)u = 0,
dicho factor comu´n se puede simplificar usando la propiedad (1.2) y la Delta de
Dirac que aparece tiene masa nula.
• Supongamos, en primer lugar, que la ecuacio´n (3.13) se puede reducir a una
ecuacio´n diferencial de la forma D[Φu] + Ψu = 0, siendo
φ(x) = (x− b)Φ(x) y (φ′ + ψ)(x) = (x− b)(Φ′ +Ψ)(x),
con Φ ∈ P2 y Ψ un polinomio de grado 1. Supondremos que, salvo cambio lineal
de variable, el polinomio Φ esta´ expresado en forma cano´nica, esto es,
- Si Φ tiene dos ceros simples, entonces Φ(x) = x2 − 1.
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- Si Φ tiene un cero doble, entonces Φ(x) = x2.
- Si Φ es de grado uno, entonces Φ(x) = x.
- Si Φ es constante, entonces Φ(x) = 1.
No consideramos aqu´ı el caso en el que Φ tiene un cero doble o el que es constante,
ya que esos casos corresponden, respectivamente, al caso Bessel (que no es definido
positivo) y al caso Hermite (que es sime´trico y por tanto no puede formar un par
coherente generalizado).
Analicemos, por tanto, los casos que pueden ocurrir cuando u es cla´sico.
Si u es el funcional cla´sico de Jacobi (1.5), entonces Φ(x) = x2 − 1 y como
(x− a)v = (x− b)Φ(x)u, tenemos el par
P.1

〈u, p〉 =
∫ 1
−1
p(x)(1− x)α(1 + x)βdx,
〈v, p〉 =
∫ 1
−1
|x− b|
|x− a|p(x)(1− x)
α+1(1 + x)β+1dx+Mp(a),
con α, β > −1 y M > 0. Una de las siguientes condiciones ha de verificarse para
asegurar la convergencia de la integral que define el funcional v: |a| > 1 y |b| > 1
o´ a = b si |a| < 1.
Cuando u es el funcional cla´sico de Laguerre (1.6), entonces Φ(x) = x y como
se verifica (x− a)v = (x− b)Φ(x)u, el par correspondiente esta´ dado por,
P.2

〈u, p〉 =
∫ ∞
0
p(x)xαe−xdx,
〈v, p〉 =
∫ ∞
0
x− b
x− ap(x)x
α+1e−xdx+Mp(a),
con α > −1, a, b < 0 o´ a = b > 0 y M > 0.
• Supongamos ahora que en la ecuacio´n (3.13) se tiene φ ∈ P2 y ψ es de grado
uno. Es decir, el funcional u es cla´sico y (3.13) es la ecuacio´n de Pearson asociada.
Igualmente, supondremos que, salvo cambio lineal de variable, el polinomio φ esta´
expresado en una de las formas cano´nicas descritas anteriormente.
Cuando u es el funcional de Jacobi (1.5) con φ(x) = x2−1, dado que (x−a)v =
φ(x)u, obtenemos el par,
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P.3

〈u, p〉 =
∫ 1
−1
p(x)(1− x)α(1 + x)βdx,
〈v, p〉 =
∫ 1
−1
1
|x− a|p(x)(1− x)
α+1(1 + x)β+1dx+Mp(a),
con α, β > −1, |a| > 1 y M > 0.
Si u es el funcional de Laguerre (1.6), a partir de φ(x) = x y (x− a)v = φ(x)u,
deducimos el par correspondiente, dado por
P.4

〈u, p〉 =
∫ ∞
0
p(x)xαe−xdx,
〈v, p〉 =
∫ ∞
0
1
x− ap(x)x
α+1e−xdx+Mp(a),
con α > −1, a < 0 y M > 0.
• Finalmente, estudiamos los casos en los que u es semicla´sico de clase 1. Es
decir, o bien deg φ = 3, o bien φ ∈ P2 y degψ = 2. Salvo cambio lineal de variable,
supondremos que el polinomio φ esta´ expresado en forma cano´nica, esto es,
- φ tiene tres ceros simples: φ(x) = (x2 − 1)(x− c), con |c| > 1.
- φ tiene un cero simple y uno doble: φ(x) = x2(x− 1).
- φ tiene un cero de multiplicidad tres: φ(x) = x3.
Para deg φ ≤ 2, tendremos las situaciones cano´nicas descritas anteriormente.
Para analizar las distintas situaciones, nos basaremos en la clasificacio´n de
funcionales semicla´sicos de clase 1 dada por S. Belmehdi en [6].
Si φ(x) = (x2 − 1)(x − c) con |c| > 1, entonces u es el funcional descrito en el
caso A1 de [6] y deducimos el par
P.5

〈u, p〉 =
∫ 1
−1
p(x)(1− x)α(1 + x)β |x− c|γdx,
〈v, p〉 =
∫ 1
−1
1
|x− a|p(x)(1− x)
α+1(1 + x)β+1|x− c|γ+1dx+Mp(a),
con α, β, γ > −1, αβγ 6= 0, |a| > 1 y M > 0.
Si φ(x) = x2(x − 1), el funcional u corresponde al caso A2 de [6], y el par
correspondiente de funcionales lineales es
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P.6

〈u, p〉 =
∫ 1
0
p(x)(1− x)αxβe−γx dx,
〈v, p〉 =
∫ 1
0
1
|x− a|p(x)(1− x)
α+1xβ+2e
−γ
x dx+Mp(a),
con γ > 0, α > −1, α 6= 0, a /∈ [0, 1] y M > 0.
Si φ tiene un cero de multiplicidad 3, estamos en un caso que no es definido
positivo. Es el ana´logo del funcional de Bessel en el caso cla´sico.
Si φ tiene dos ceros simples, salvo cambio lineal de variable es de la forma
φ(x) = x2 − 1. Entonces estamos en el caso B1 de [6] y tenemos el par
P.7

〈u, p〉 =
∫ 1
−1
p(x)(1− x)α(1 + x)βe−λxdx,
〈v, p〉 =
∫ 1
−1
1
|x− a|p(x)(1− x)
α+1(1 + x)β+1e−λxdx+Mp(a),
con α, β > −1, α, β, λ 6= 0, |a| > 1 y M > 0.
Cuando φ tiene un cero doble, φ(x) = x2 y estamos en el caso B2 de [6], con lo
que
P.8

〈u, p〉 =
∫ ∞
0
p(x)xαe−x+
β
x dx,
〈v, p〉 =
∫ ∞
0
1
|x− a|p(x)x
α+2e−x+
β
x dx+Mp(a),
con a < 0, β < 0 y M > 0.
Si φ es de grado 1, entonces φ(x) = x y estamos en el caso B3 de [6],
P.9

〈u, p〉 =
∫ ∞
0
p(x)x2µe−x
2−λxdx,
〈v, p〉 =
∫ ∞
0
1
|x− a|p(x)x
2µ+1e−x
2−λxdx+Mp(a),
con µ > −1/2, a < 0 y M > 0.
Por u´ltimo, si φ es constante, aparece un caso que no es definido positivo, por
lo que omitiremos su descripcio´n.
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3.3.2 Pares coherentes generalizados de tipo II
Para concluir esta seccio´n, vamos a estudiar el caso en que v es semicla´sico,
teniendo en cuenta los resultados del Teorema 3.2.8. Concretamente, sabemos que
v satisface la ecuacio´n diferencial (3.17),
D[φv] + ψ v = 0,
con φ ∈ P3 y ψ ∈ P2. Adema´s, el funcional compan˜ero u viene descrito a trave´s de
la ecuacio´n (3.18),
φ(x)u = (x− b)v.
Tambie´n tenemos, segu´n vimos en la demostracio´n del teorema, que se verifica la
ecuacio´n (3.21) con K = 0,
(x− b)Dv = C˜(x)u, (3.25)
donde C˜(x) = −(φ′(x) + ψ(x)).
De igual forma a como analizamos el caso anterior, tenemos dos situaciones en
las que v es cla´sico: o bien la ecuacio´n diferencial (3.17) que satisface v se puede
reducir a una ecuacio´n cla´sica (en el sentido que explicamos anteriormente), o bien
que (3.17) es una ecuacio´n de orden 0, esto es, φ ∈ P2 y ψ es de grado 1.
• Supongamos, en principio, que podemos simplificar la ecuacio´n (3.17) a una
ecuacio´n diferencial de la forma D[Φv] + Ψv = 0, siendo
φ(x) = (x− a)Φ(x) y (φ′ + ψ)(x) = (x− a)(Φ′ +Ψ)(x),
con Φ ∈ P2 y Ψ un polinomio de grado 1. Como siempre, supondremos que, salvo
cambio lineal de variable, el polinomio Φ se encuentra expresado en forma cano´nica.
Entonces, para Φ(x) = x2−1, v es el funcional cla´sico de Jacobi (1.5), asociado
a la funcio´n peso ω(x) = (1− x)α+1(1 + x)β+1 en el intervalo [−1, 1]. Tenemos en-
tonces, esencialmente, dos pares diferentes, dependiendo del valor de los para´metros
del funcional.
En primer lugar, para α, β > −1 tenemos el par
P.10

〈u, p〉 =
∫ 1
−1
|x− b|
|x− a|p(x)(1− x)
α(1 + x)βdx+Mp(a),
〈v, p〉 =
∫ 1
−1
p(x)(1− x)α+1(1 + x)β+1dx,
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con |a|, |b| > 1, o´ a = b ∈ [−1, 1], y M > 0. Observamos que, a priori, en
el funcional v podr´ıan aparecer masas de Dirac en los extremos del intervalo de
integracio´n, puesto que estamos multiplicando el funcional u por Φ(x)−1. Sin
embargo, estas masas se anulan porque ha de verificarse la ecuacio´n (3.25). Para
comprobarlo basta hacer actuar ambos miembros de la igualdad (3.25) sobre un
polinomio arbitrario, integrar por partes y usar la ecuacio´n diferencial de Pearson
que verifica el funcional u.
En el caso en que so´lo aparezca uno de los factores en la funcio´n peso ω(x)
para el funcional v, esto es, α = −1 o´ β = −1, entonces el funcional compan˜ero u
tendra´ masas de Dirac en uno de los extremos del intervalo de ortogonalidad. Estas
dos situaciones son ana´logas, por lo que so´lo describimos una ellas. Por ejemplo,
cuando α = −1, la funcio´n peso para el funcional v es ω(x) = (1 + x)β+1 y el par
correspondiente es
P.11

〈u, p〉 =
∫ 1
−1
p(x)
|x− a|(1 + x)
βdx+Mp(a) +Np(1),
〈v, p〉 =
∫ 1
−1
p(x)(1 + x)β+1dx,
con β > −1, |a| > 1 y M,N > 0. Observamos que, en este caso, tiene que ser
b = 1 para evitar la singularidad que aparece al multiplicar por el factor (x− 1)−1.
Adema´s, al igual que en el par anterior P.10, la posible masa en el punto −1 se
anula porque ha de verificarse la condicio´n (3.25).
Para Φ(x) = x, v es el funcional cla´sico de Laguerre correspondiente con la
funcio´n peso ω(x) = xα+1e−x en el intervalo [0,∞). De nuevo en este caso encon-
tramos dos pares diferentes, dependiendo del valor del para´metro α.
Si α > −1,
P.12

〈u, p〉 =
∫ ∞
0
|x− b|
|x− a|p(x)x
αe−xdx+Mp(a),
〈v, p〉 =
∫ ∞
0
p(x)xα+1e−xdx,
siendo M > 0 y a, b < 0 o´ a = b > 0. En este caso tambie´n podemos comprobar
que la eventual masa en el origen se anula porque ha de verificarse la ecuacio´n
(3.25).
En el caso en el que no aparezca el factor x en la funcio´n peso ω(x) para el
funcional v, esto es α = −1, en la representacio´n del funcional compan˜ero u no se
anula la masa en el origen, con lo que tenemos el par
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P.13

〈u, p〉 =
∫ ∞
0
p(x)
|x− a|e
−xdx+Mp(a) +Np(0),
〈v, p〉 =
∫ ∞
0
p(x)e−xdx,
con a < 0 y M,N > 0. Observamos que en este caso ha de ser b = 0 para evitar la
singularidad que aparece al multiplicar por Φ(x)−1 = x−1.
• Supongamos ahora que (3.17) es una ecuacio´n de Pearson cla´sica, es decir,
φ ∈ P2 y ψ es un polinomio de grado 1.
Entonces, para φ(x) = x2− 1, v es el funcional cla´sico de Jacobi y, al igual que
en la discusio´n de los casos anteriores, aparecen dos pares esencialmente diferentes,
dependiendo del valor en los para´metros de la funcio´n peso ω(x) para v.
En primer lugar, si ω(x) = (1 − x)α+1(1 + x)β+1, con α, β > −1, entonces,
teniendo en cuenta (3.18), tenemos el par
P.14

〈u, p〉 =
∫ 1
−1
|x− b|p(x)(1− x)α(1 + x)βdx,
〈v, p〉 =
∫ 1
−1
p(x)(1− x)α+1(1 + x)β+1dx,
con |b| > 1. Observamos que, en este caso, tambie´n se anulan las masas de Dirac
en los extremos del intervalo de integracio´n (que son los ceros del polinomio φ).
En segundo lugar, si en el funcional v no aparece uno de los factores, esto
es, ω(x) = (1 − x)α+1 o´ ω(x) = (1 + x)β+1, entonces la masa correspondiente al
factor que no aparece no se anula en el funcional compan˜ero u. Ambas situaciones
conducen a pares ana´logos, por lo que describimos so´lo uno de ellos. Por ejemplo,
para ω(x) = (1 + x)β+1 tenemos
P.15

〈u, p〉 =
∫ 1
−1
p(x)(1 + x)βdx+Mp(1),
〈v, p〉 =
∫ 1
−1
p(x)(1 + x)β+1dx,
con β > −1 y M > 0. De nuevo observamos que tiene que ser b = 1 para evitar la
singularidad que se produce al multiplicar por el factor (x − 1)−1 en el ca´lculo de
u a partir de v.
Si v es el funcional cla´sico de Laguerre, cuando φ(x) = x, deducimos dos pares
de funcionales, dependiendo del valor que tome el para´metro α en la funcio´n peso
ω(x) = xα+1e−x correspondiente al funcional v.
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Si α > −1, entonces
P.16

〈u, p〉 =
∫ ∞
0
(x− b)p(x)xαe−xdx,
〈v, p〉 =
∫ ∞
0
p(x)xα+1e−xdx,
con b < 0. De nuevo en este caso la eventual masa en el origen se anula porque ha
de verificarse la condicio´n (3.25).
Si en el funcional v no aparece el factor xα+1, esto es, ω(x) = e−x, entonces en
el funcional compan˜ero u la masa en el origen no desaparece y, por tanto, tenemos
el par
P.17

〈u, p〉 =
∫ ∞
0
p(x)e−xdx+Mp(0),
〈v, p〉 =
∫ ∞
0
p(x)e−xdx,
con M > 0. Aqu´ı de nuevo ha de ser b = 0 para evitar la singularidad que resulta
al multiplicar el funcional v por φ(x)−1 = x−1.
• Por u´ltimo, analizamos los casos en los que v es un funcional lineal semicla´sico
de clase 1, siendo (3.17) la ecuacio´n de Pearson asociada. Recordemos que el
funcional compan˜ero de v, u, se determina a partir de la relacio´n (3.18),
φ(x)u = (x− b)v.
Cuando φ(x) = (x2 − 1)(x− c) con |c| > 1, entonces,
P.18

〈u, p〉 =
∫ 1
−1
|x− b|p(x)(1− x)α(1 + x)β |x− c|γdx,
〈v, p〉 =
∫ 1
−1
p(x)(1− x)α+1(1 + x)β+1|x− c|γ+1dx,
con α, β, γ > −1 y |b| > 1. Las eventuales masas que podr´ıan aparecer al multiplicar
por φ(x)−1 se anulan en virtud de la relacio´n (3.25).
Para φ(x) = x2(x − 1), el funcional v esta´ representado por la funcio´n peso
ω(x) = (1 − x)α+1xβ+2e−γ/x, que dara´ lugar a dos pares de funcionales segu´n los
valores del para´metro α.
En primer lugar, si α > −1 tenemos el par
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P.19

〈u, p〉 =
∫ 1
0
|x− b|p(x)(1− x)αxβe−γ/xdx,
〈v, p〉 =
∫ 1
0
p(x)(1− x)α+1xβ+2e−γ/xdx,
con γ > 0 y b /∈ [0, 1]. Por el mismo motivo que en casos anteriores, las eventuales
masas en el origen y en el punto 1 se anulan.
Sin embargo, si en el funcional v no aparece el factor (1 − x)α+1, entonces la
masa en el punto 1 no se anula, y el par correspondiente ser´ıa
P.20

〈u, p〉 =
∫ 1
0
p(x)xβe−γ/xdx+Mp(1),
〈v, p〉 =
∫ 1
0
p(x)xβ+2e−γ/xdx,
con M > 0.
Para φ(x) = x2 − 1, tenemos el par
P.21

〈u, p〉 =
∫ 1
−1
|x− b|p(x)(1− x)α(1 + x)βe−λxdx,
〈v, p〉 =
∫ 1
−1
p(x)(1− x)α+1(1 + x)β+1e−λxdx,
con α, β > −1, λ 6= 0 y |b| > 1. Observamos que, en este caso, en la representacio´n
del funcional compan˜ero u tambie´n se anulan las eventuales masas en los extremos
del intervalo de integracio´n que aparecer´ıan al multiplicar el funcional v por φ(x)−1.
Si φ(x) = x2,
P.22

〈u, p〉 =
∫ ∞
0
(x− b)p(x)xαe−x+βx dx,
〈v, p〉 =
∫ ∞
0
p(x)xα+2e−x+
β
x dx,
con β < 0 y b < 0. En este caso, como obtenemos el funcional compan˜ero u
multiplicando v por φ(x)−1 = x−2, para u aparecer´ıan una Delta de Dirac y una
derivada de la Delta de Dirac en el origen. Sin embargo, usando (3.25) se puede
probar que ambas masas siempre se anulan.
Por u´ltimo, si φ(x) = x, entonces el funcional v admite una representacio´n
integral en el intervalo [0,∞) asociada a la funcio´n peso ω(x) = x2µ+1e−x2−λx. En
tal caso, aparecen dos pares diferentes, segu´n los valores del para´metro µ.
Por un lado, si µ > −1/2, se tiene
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P.23

〈u, p〉 =
∫ ∞
0
(x− b)p(x)x2µe−x2−λxdx,
〈v, p〉 =
∫ ∞
0
p(x)x2µ+1e−x
2−λxdx,
con b < 0.
Por otro lado, si µ = −1/2 en la funcio´n peso ω(x) correspondiente al funcional
v, entonces el par asociado es
P.24

〈u, p〉 =
∫ ∞
0
p(x)e−x
2−λxdx+Mp(0),
〈v, p〉 =
∫ ∞
0
p(x)e−x
2−λxdx,
con M > 0.
El caso en que φ es constante corresponde a un funcional lineal que no es
definido positivo y no lo trataremos en este ana´lisis.
Con esto concluimos la descripcio´n de los pares de funcionales que verifican las
condiciones descritas en las tesis de los Teoremas 3.2.4 y 3.2.8.
3.4 Condiciones suficientes de coherencia generalizada
En la seccio´n anterior hemos clasificado los pares de funcionales (u,v) a partir
de las condiciones necesarias deducidas en los Teoremas 3.2.4 y 3.2.8, pero, como
ya apuntamos al comienzo de la seccio´n anterior, a priori no esta´ garantizado que
algunos de los pares descritos en P.1–P.24 sea coherente generalizado.
Vamos a comprobar que, efectivamente, las SPOM asociadas a todos los pares
de funcionales construidos en la seccio´n anterior verifican la relacio´n de coherencia
generalizada (3.1) y, por lo tanto, podremos afirmar que hemos construido todos
los pares coherentes generalizados.
3.4.1 Comprobacio´n de la condicio´n de coherencia generalizada
para los pares de tipo I
• Comprobacio´n de los pares P.1 – P.2.
Para ver que los pares P.1 y P.2 verifican la relacio´n (3.1) basta tener en cuenta
que u es cla´sico y aplicar los resultados obtenidos en [3, 4] (ve´ase la Nota 3.1.5).
Efectivamente, en estos dos casos tenemos u cla´sico verificando D[Φu] + Ψu = 0,
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con (x− a)v = (x− b)Φu. Consideramos el funcional regular y cla´sico w = Φu y
denotamos por {Tn}n la SPOM asociada.
Por un lado, sabemos que, por ser u cla´sico, se verifica
Tn(x) =
P ′n+1(x)
n+ 1
.
Por otro lado, como (x− a)v = (x− b)w, existen sendas sucesiones de nu´meros no
nulos, {an}n y {bn}n, tales que
Rn(x) + an−1Rn−1(x) = Tn(x) + bn−1 Tn−1(x).
Finalmente, de las dos relaciones obtenidas deducimos directamente (3.1).
• Comprobacio´n de los pares P.3 – P.4.
Basta observar que los pares definidos en P.3 y P.4 corresponden a los pares cohe-
rentes cla´sicos descritos por H. G. Meijer en [74], por lo tanto, verifican la condicio´n
(3.1) con an = 0 para todo n ≥ 0.
• Comprobacio´n de los pares P.5 – P.9.
Para concluir, analizamos los pares correspondientes a los casos en los que u es de
clase 1.
En estos casos tenemos D[Φu] + Ψu = 0, con (x− a)v = Φu. Consideramos el
funcional lineal definido por w = Φu y que, en dichos casos, es regular y, adema´s,
semicla´sico del mismo tipo que u. Denotemos por {Sn}n la SPOM asociada. Por
el Lema 2.1.6 tenemos
P ′n+1(x)
n+ 1
= Sn(x) + ηnSn−1(x), n ≥ 1,
con ηn 6= 0. Por otro lado, como (x− a)v = w entonces,
Rn(x) = Sn(x) + η˜n Sn−1(x),
con η˜n 6= 0. Adema´s, por ser (n + 1)Rn(x) 6= P ′n+1(x) se tiene ηn 6= η˜n para todo
n ≥ 1. Por tanto, eliminando de estas dos ecuaciones Sn y Sn−1, respectivamente,
obtenemos
(η˜n − ηn)Sn−1(x) = P
′
n+1(x)
n+ 1
−Rn(x),
(η˜n − ηn)Sn(x) = ηn P
′
n+1(x)
n+ 1
− η˜nRn(x).
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Escribiendo las dos expresiones anteriores para Sn−1 e igualando, deducimos direc-
tamente la relacio´n (3.1) con
an = − η˜n η˜n+1 − ηn+1
η˜n − ηn , bn = − ηn
η˜n+1 − ηn+1
η˜n − ηn .
3.4.2 Comprobacio´n de la condicio´n de coherencia generalizada
para los pares de tipo II
• Comprobacio´n de los pares P.10 y P.12.
En ambos casos tenemos v un funcional lineal cla´sico verificando D[Φv] +Ψv = 0.
Adema´s, existe un funcional cla´sico w, del mismo tipo que v, tal que Φw = v, que
es solucio´n de la ecuacio´n diferencial de Pearson D[Φw] + ϕw = 0. Entonces, si
denotamos por {Sn}n la correspondiente SPOM, sabemos que
Rn(x) =
S′n+1(x)
n+ 1
,
puesto que Φw = v. Por otro lado se verifica (x− a)u = (x− b)w, y teniendo en
cuenta los resultados de [3], existen sendas sucesiones {an} y {bn} tales que
Pn+1(x) +
n+ 1
n
bn−1 Pn(x) = Sn+1(x) +
n+ 1
n
an−1 Sn(x).
Finalmente, derivando esta igualdad y usando la relacio´n anterior se sigue (3.1).
• Comprobacio´n de los pares P.11 y P.13.
La demostracio´n de los casos P.11 y P.13 es ana´loga pero las llevaremos a cabo por
separado.
Para estudiar el par P.11, consideremos el funcional w definido por
〈w, p〉 =
∫ 1
−1
p(x)
|x− a|(1 + x)
βdx+Mp(a),
con |a| > 1, y denotemos por {Sn}n la correspondiente SPOM. Entonces, como
u = w +Nδ1, se puede comprobar que para cn = −Sn+1(1)/Sn(1) se verifica
〈u, xk(Sn+1 + cnSn)〉 = 0, k ≤ n− 1,
de donde se deduce
Pn+1(x) +
n+ 1
n
bn−1 Pn(x) = Sn+1(x) + cnSn(x), n ≥ 0.
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Por otro lado, integrando por partes tenemos,
〈v, xk(Sn+1 + cnSn)′(x)〉 =
∫ 1
−1
xk(1 + x)β+1(Sn+1 + cnSn)′(x)dx
=xk(1 + x)β+1(Sn+1 + cnSn)(x)
∣∣∣1
−1
−
∫ 1
−1
[(β + k + 1)xk + kxk−1](1 + x)β(Sn+1 + cnSn)(x)dx.
Puesto que cn = −Sn+1(1)/Sn(1), la parte integrada se anula y, por ortogonalidad,
deducimos
〈v, xk(Sn+1 + cnSn)′〉 =
= −
∫ 1
−1
|x− a|[(β + k + 1)xk + kxk−1](Sn+1 + cnSn)(x)(1 + x)
β
|x− a| dx
= −〈w, (x− a)[(β + k + 1)xk + kxk−1](Sn+1 + cnSn)(x)〉 = 0, k ≤ n− 2.
En consecuencia
S′n+1(x) + cnS
′
n(x) = Rn(x) + an−1Rn−1(x).
As´ı, la relacio´n (3.1) queda probada.
De forma ana´loga, podemos proceder para el par P.13 considerando en este caso
el funcional auxiliar
〈w, p〉 =
∫ ∞
0
p(x)
x− a e
−xdx+Mp(a),
con a < 0.
• Comprobacio´n de los pares P.14 – P.17.
Basta observar que los pares descritos en P.14 – P.17 corresponden a los pares
coherentes cla´sicos descritos por H. G. Meijer en [74]. Por lo tanto, verifican la
condicio´n de coherencia generalizada (3.1) con an = 0 para cada n ≥ 0.
De esta forma, quedan determinados los pares asociados a un funcional cla´sico
v. Pasemos ahora a estudiar los casos de los pares correspondientes a v semicla´sicos
de clase 1.
• Comprobacio´n de los pares P.18 – P.23 salvo P.20.
En todos estos pares tenemos la misma situacio´n. El funcional v es semicla´sico
con ecuacio´n de Pearson asociada D[Φv] + Ψv = 0. Consideramos el funcional
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regular w tal que Φw = v, que es regular y semicla´sico de clase 1, verificando
D[Φw] +ϕw = 0. Denotemos por {Sn}n la SPOM asociada a w. Entonces, por el
Lema 2.1.6 sabemos que sus derivadas son cuasi–ortogonales con respecto a v, de
donde
S′n+1(x)
n+ 1
= Rn(x) + an−1Rn−1(x), n ≥ 1,
con an 6= 0. Por otro lado, w esta´ relacionado con u mediante u = (x − b)w, por
lo que
Sn+1(x) = Pn+1(x) +
n+ 1
n
bn−1 Pn(x).
De estas dos igualdades obtenemos directamente (3.1).
• Comprobacio´n de los pares P.20 y P.24.
En estos casos podemos proceder de forma ana´loga a como se hac´ıa para los pares
P.11 y P.13, considerando en cada caso los siguientes funcionales auxiliares:
〈w, p〉 =
∫ 1
0
p(x)xβe−γ/x,
para el par P.20, y
〈w, p〉 =
∫ ∞
0
p(x)e−x
2−λxdx,
para el par P.24.
Como conclusio´n, el siguiente teorema sintetiza los resultados precedentes.
Teorema 3.4.1. Sean u,v ∈ P′ dos funcionales definidos positivos. Entonces,
(u,v) es un par coherente generalizado si y so´lo si corresponde a alguno de los
casos P.1–P.24 descritos en las tablas siguientes:
Tabla 3.1: Pares coherentes generalizados de tipo I
P.1
〈u, p〉 =
∫ 1
−1
p(x)(1− x)α(1 + x)βdx
〈v, p〉 =
∫ 1
−1
|x− b|
|x− a|p(x)(1− x)
α+1(1 + x)β+1dx+Mp(a)
P.2
〈u, p〉 =
∫ ∞
0
p(x)xαe−xdx
〈v, p〉 =
∫ ∞
0
x− b
x− ap(x)x
α+1e−xdx+Mp(a)
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P.3
〈u, p〉 =
∫ 1
−1
p(x)(1− x)α(1 + x)βdx
〈v, p〉 =
∫ 1
−1
1
|x− a|p(x)(1− x)
α+1(1 + x)β+1dx+Mp(a)
P.4
〈u, p〉 =
∫ ∞
0
p(x)xαe−xdx,
〈v, p〉 =
∫ ∞
0
1
x− ap(x)x
α+1e−xdx+Mp(a),
P.5
〈u, p〉 =
∫ 1
−1
p(x)(1− x)α(1 + x)β|x− c|γdx
〈v, p〉 =
∫ 1
−1
1
|x− a|p(x)(1− x)
α+1(1 + x)β+1|x− c|γ+1dx+Mp(a)
P.6
〈u, p〉 =
∫ 1
0
p(x)(1− x)αxβe−γx dx
〈v, p〉 =
∫ 1
0
1
|x− a|p(x)(1− x)
α+1xβ+2e
−γ
x dx+Mp(a)
P.7
〈u, p〉 =
∫ 1
−1
p(x)(1− x)α(1 + x)βe−λxdx
〈v, p〉 =
∫ 1
−1
1
|x− a|p(x)(1− x)
α+1(1 + x)β+1e−λxdx+Mp(a)
P.8
〈u, p〉 =
∫ ∞
0
p(x)xαe−x+
β
x dx
〈v, p〉 =
∫ ∞
0
1
x− ap(x)x
α+2e−x+
β
x dx+Mp(a)
P.9
〈u, p〉 =
∫ ∞
0
p(x)x2µe−x
2−λxdx
〈v, p〉 =
∫ ∞
0
1
x− ap(x)x
2µ+1e−x
2−λxdx+Mp(a)
Tabla 3.2: Pares coherentes generalizados de tipo II
P.10
〈u, p〉 =
∫ 1
−1
|x− b|
|x− a|p(x)(1− x)
α(1 + x)βdx+Mp(a)
〈v, p〉 =
∫ 1
−1
p(x)(1− x)α+1(1 + x)β+1dx
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P.11
〈u, p〉 =
∫ 1
−1
p(x)
|x− a|(1 + x)
βdx+Mp(a) +Np(1)
〈v, p〉 =
∫ 1
−1
p(x)(1 + x)β+1dx
P.12
〈u, p〉 =
∫ ∞
0
|x− b|
|x− a|p(x)x
αe−xdx+Mp(a)
〈v, p〉 =
∫ ∞
0
p(x)xα+1e−xdx
P.13
〈u, p〉 =
∫ ∞
0
p(x)
x− ae
−xdx+Mp(a) +Np(0)
〈v, p〉 =
∫ ∞
0
p(x)e−xdx
P.14
〈u, p〉 =
∫ 1
−1
|x− b|p(x)(1− x)α(1 + x)βdx
〈v, p〉 =
∫ 1
−1
p(x)(1− x)α+1(1 + x)β+1dx
P.15
〈u, p〉 =
∫ 1
−1
p(x)(1 + x)βdx+Mp(1)
〈v, p〉 =
∫ 1
−1
p(x)(1 + x)β+1dx
P.16
〈u, p〉 =
∫ ∞
0
(x− b)p(x)xαe−xdx
〈v, p〉 =
∫ ∞
0
p(x)xα+1e−xdx
P.17
〈u, p〉 =
∫ ∞
0
p(x)e−xdx+Mp(0)
〈v, p〉 =
∫ ∞
0
p(x)e−xdx
P.18
〈u, p〉 =
∫ 1
−1
|x− b|p(x)(1− x)α(1 + x)β|x− c|γdx
〈v, p〉 =
∫ 1
−1
p(x)(1− x)α+1(1 + x)β+1|x− c|γ+1dx
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P.19
〈u, p〉 =
∫ 1
0
|x− b|p(x)(1− x)αxβe−γ/xdx
〈v, p〉 =
∫ 1
0
p(x)(1− x)α+1xβ+2e−γ/xdx
P.20
〈u, p〉 =
∫ 1
0
p(x)xβe−γ/xdx+Mp(1)
〈v, p〉 =
∫ 1
0
p(x)xβ+2e−γ/xdx
P.21
〈u, p〉 =
∫ 1
−1
|x− b|p(x)(1− x)α(1 + x)βe−λxdx
〈v, p〉 =
∫ 1
−1
p(x)(1− x)α+1(1 + x)β+1e−λxdx
P.22
〈u, p〉 =
∫ ∞
0
(x− b)p(x)xαe−x+βx dx
〈v, p〉 =
∫ ∞
0
p(x)xα+2e−x+
β
x dx
P.23
〈u, p〉 =
∫ ∞
0
(x− b)p(x)x2µe−x2−λxdx
〈v, p〉 =
∫ ∞
0
p(x)x2µ+1e−x
2−λxdx
P.24
〈u, p〉 =
∫ ∞
0
p(x)e−x
2−λxdx+Mp(0)
〈v, p〉 =
∫ ∞
0
p(x)e−x
2−λxdx
Cap´ıtulo 4
Una extensio´n de pares
coherentes sime´tricos
Introduccio´n
En este cap´ıtulo analizamos un problema inverso en la teor´ıa de polinomios
ortogonales. El objetivo es estudiar las propiedades de los pares de funcionales
lineales sime´tricos (u,v) bajo la hipo´tesis de que las SPOM asociadas verifican una
relacio´n especial. En tal situacio´n se dira´ que (u,v) es un par coherente sime´trico
generalizado. Hacemos notar que, en la clasificacio´n del cap´ıtulo anterior, ninguno
de los pares coherentes generalizados descritos resulta ser sime´trico, por lo que,
para este estudio, la relacio´n entre las SPOM debera´ de ser diferente.
Como comentamos en el Cap´ıtulo 1, en el trabajo de A. Iserles et al. [35] se
introduce el concepto de coherencia sime´trica, que resulta ser una u´til herramienta
en el estudio de propiedades algebraicas y anal´ıticas de los polinomios de Sobolev
{Qλn}n asociados al producto escalar
〈p, q〉S = 〈u, pq〉+ λ〈v, p′q′〉,
ya que existe una relacio´n “dos a dos” entre los polinomios de Sobolev y la SPOM
{Pn}n asociada al funcional u, que es ana´loga a (1.11) en el caso no sime´trico.
En este cap´ıtulo generalizamos este concepto, dando una condicio´n que es equi-
valente a la citada relacio´n entre {Qλn}n y {Pn}n.
El desglose en secciones del cap´ıtulo es el siguiente. En la Seccio´n 4.1 estable-
cemos la definicio´n de coherencia sime´trica generalizada, como extensio´n natural
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del concepto original de coherencia sime´trica establecido en [35]. Adema´s, vemos
que, en esta situacio´n de coherencia sime´trica generalizada, existe una relacio´n al-
gebraica entre dos polinomios consecutivos de igual paridad, asociados al funcional
u, con dos polinomios consecutivos de iguales ı´ndices de los polinomios de Sobolev
ortogonales con respecto al producto escalar de Sobolev definido anteriormente. En
la Seccio´n 4.2 hacemos un ana´lisis similar al realizado en el Cap´ıtulo 3. Deducimos
ciertas relaciones que se verifican entre los funcionales que forman un par cohe-
rente sime´trico generalizado. A partir de e´stas y bajo ciertas hipo´tesis adicionales,
probamos que el segundo funcional ha de ser semicla´sico de clase menor o igual que
2. A continuacio´n, mostramos varios ejemplos, describiendo los pares correspon-
dientes al caso semicla´sico de clase 1. Por u´ltimo, en la Seccio´n 4.3 consideramos
dos funcionales de momentos sime´tricos definidos positivos u y v y, suponiendo
que uno de ellos es cla´sico (es el funcional cla´sico de Hermite o el de Gegenbauer),
estudiamos los coeficientes de la RRTT para los polinomios ortogonales mo´nicos
asociados al funcional no cla´sico a partir de los coeficientes de recurrencia del
funcional de momentos cla´sico, siempre bajo la hipo´tesis de que (u,v) es un par
coherente sime´trico generalizado. En estas condiciones, determinamos el segundo
funcional de momentos como una transformacio´n racional del funcional de momen-
tos cla´sico. Por u´ltimo, destacar que los resultados aportados en la Seccio´n 4.3 han
sido publicados en [17]. En [19] se recogen los resultados de la Seccio´n 4.2.
4.1 Coherencia sime´trica generalizada y polinomios or-
togonales de Sobolev
Dados dos funcionales de momentos sime´tricos definidos positivos u y v, nor-
malizados de forma que 〈u, 1〉 = 1 y 〈v, 1〉 = 1, definimos la forma bilineal 〈·, ·〉S
mediante
〈p, q〉S = 〈u, pq〉+ λ〈v, p′q′〉, p, q ∈ P, (4.1)
con λ ∈ R+. Denotemos por {Pn}n y {Rn}n las SPOM asociadas a u y v, respecti-
vamente, y denotemos por {Qλn}n la SPOM de Sobolev asociada a la forma bilineal
〈·, ·〉S . Seguidamente recordamos la definicio´n de par coherente sime´trico dada en
[35].
Definicio´n 4.1.1. Decimos que (u,v) es un par coherente sime´trico si existe una
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sucesio´n {un}n, con elementos no nulos, tal que se verifica
Rn+1(x) =
P ′n+2(x)
n+ 2
+ un−1
P ′n(x)
n
, n ≥ 1. (4.2)
Como comentamos en el Cap´ıtulo 1, en [74] podemos encontrar una descripcio´n
completa de todos los pares de funcionales que verifican tales condiciones.
Veamos que el concepto de coherencia sime´trica, al igual que el de coherencia ge-
neralizada en el cap´ıtulo anterior, implica ciertas condiciones sobre los coeficientes
de los polinomios de Sobolev {Qλn}n.
Lema 4.1.2. Si escribimos
Qλn(x) = x
n +
n−1∑
j=0
cn,jx
j , (4.3)
entonces cada coeficiente cn,j es una funcio´n racional en λ, con grado del numera-
dor menor o igual que n−1 y grado del denominador exactamente igual a n−1. Por
tanto existe el l´ımite de Qλn cuando λ→ +∞ . Al polinomio l´ımite lo denotaremos
Wn(x) = lim
λ→∞
Qλn(x).
Adema´s, Wn es una funcio´n par (resp. impar) si n es par (resp. impar).
Omitimos la demostracio´n de este resultado por ser ana´loga a la realizada en
el cap´ıtulo anterior (ve´ase [38]). So´lo comentar que la paridad del polinomio l´ımite
Wn se deduce directamente de la paridad de los polinomios de Sobolev Qλn.
Este resultado nos permite probar que, en una situacio´n de coherencia sime´trica,
una combinacio´n de dos polinomios de Sobolev se puede expresar como combinacio´n
de dos polinomios de la familia ortogonal con respecto al primer funcional de mo-
mentos.
Teorema 4.1.3. Si (u,v) es un par coherente sime´trico, entonces existen dos suce-
siones de constantes no nulas {cλn}n y {un}n, tales que los polinomios de Sobolev
{Qλn}n esta´n relacionados con la SPOM {Pn}n en la forma
Qλn+2(x) + c
λ
n−1Q
λ
n(x) = Pn+2(x) +
n+ 2
n
un−1 Pn(x), n ≥ 1, (4.4)
donde cλn =
n+3
n+1
un〈u,P 2n+1〉
〈Qλn+1,Qλn+1〉S
.
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Demostracio´n. Veamos en primer lugar que para el polinomio l´ımite definido en el
lema anterior se verifica W ′n(x) = nRn−1(x). En efecto, por ortogonalidad se tiene
0 = 〈Qλn, xk〉S = 〈u, xkQλn〉+ λ〈v, kxk−1(Qλn)′〉,
para cada k ≤ n− 1 o, equivalentemente,
0 =
1
λ
〈u, xkQλn〉+ 〈v, kxk−1(Qλn)′〉, k ≤ n− 1.
As´ı, tomando l´ımite cuando λ → +∞ deducimos que 〈v, xk−1(Wn)′〉 = 0, para
todo k = 1, . . . , n − 1. Por lo tanto, de la unicidad de la SPOM asociada a v,
deducimos
W ′n(x) = nRn−1(x).
Adema´s, trivialmente se tiene 0 = 〈Qλn, 1〉S = 〈u, Qλn〉, de donde tomando l´ımite
llegamos a la igualdad 〈u,Wn〉 = 0 para todo n ≥ 1.
Entonces, como (u,v) es un par coherente sime´trico, sustituyendo la igualdad
W ′n(x) = nRn−1(x) en (4.2) e integrando, obtenemos
Wn+2(x)
n+ 2
=
Pn+2(x)
n+ 2
+ un−1
Pn(x)
n
+ σn, n ≥ 1. (4.5)
Por otro lado, aplicamos u en (4.5) y deducimos que 〈u,Wn+2〉 = σn para n ≥ 1.
Por tanto, como vimos que 〈u,Wn〉 = 0 para cada n ≥ 1, la constante de integracio´n
σn es nula para todo n ≥ 1. Entonces,
Wn+2(x) = Pn+2(x) +
n+ 2
n
un−1 Pn(x), n ≥ 1. (4.6)
Consideremos ahora el desarrollo de Wn, para n ≥ 3, como combinacio´n lineal
de los polinomios de Sobolev {Qλn}n,
Wn(x) = Qλn(x) +
n−1∑
k=0
aλn,kQ
λ
k(x),
donde, por ortogonalidad, los coeficientes se pueden expresar como aλn,k =
〈Wn,Qλk〉S
〈Qλ
k
,Qλ
k
〉
S
.
Teniendo en cuenta (4.6), as´ı como W ′n(x) = nRn−1(x), podemos calcular dichos
coeficientes en la forma:
aλn,k =
〈u,WnQλk〉+ λ〈v,W ′n(Qλk)′〉
〈Qλk , Qλk〉S
=
n
n− 2
un−3〈u, Pn−2Qλk〉
〈Qλk , Qλk〉S
.
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Entonces, aλn,k = 0 para 0 ≤ k ≤ n− 3 y aλn,n−2 6= 0. Por tanto,
Wn(x) = Qλn(x) + a
λ
n,n−1Q
λ
n−1(x) + a
λ
n,n−2Q
λ
n−2(x).
Puesto que, tantoWn como Qλn son funciones pares si n es par, y funciones impares
si n es impar, ha de ser aλn,n−1 = 0. Finalmente, sustituyendo en (4.6) llegamos a
la igualdad (4.4), donde
cλn−3 ≡ aλn,n−2 =
n
n− 2
un−3〈u, Pn−2Qλn−2〉
〈Qλn−2, Qλn−2〉S
=
n
n− 2
un−3〈u, P 2n−2〉
〈Qλn−2, Qλn−2〉S
, n ≥ 3.

En el anterior teorema hemos visto que si (u,v) es un par coherente sime´trico,
entonces se verifica (4.4). Sin embargo, el siguiente resultado refleja que el rec´ıproco
no es cierto.
Teorema 4.1.4. Sean u y v dos funcionales lineales sime´tricos y definidos posi-
tivos. Consideremos la forma bilineal 〈·, ·〉S dada por (4.1). Supongamos que la
sucesio´n de polinomios {Pn}n ortogonal respecto de u y los polinomios de Sobolev
{Qλn}n verifican la relacio´n (4.4),
Qλn+2(x) + c
λ
n−1Q
λ
n(x) = Pn+2(x) +
n+ 2
n
un−1Pn(x), n ≥ 1.
Entonces existe una sucesio´n {sn}n tal que
P ′n+2(x)
n+ 2
+ un−1
P ′n(x)
n
= Rn+1(x) + sn−1Rn−1(x), n ≥ 1,
siendo {Rn}n la SPOM asociada al funcional lineal v.
Demostracio´n. A partir de (4.4) y teniendo en cuenta la definicio´n del producto
escalar de Sobolev, podemos deducir que para 0 ≤ k ≤ n− 1 se verifica
0 = 〈Qλn+2(x) + cλn−1Qλn(x), xk〉S = λ k
〈
v, xk−1 (P ′n+2(x) +
n+ 2
n
un−1 P ′n(x))
〉
.
Entonces se tiene〈
v, xk(P ′n+2(x) +
n+ 2
n
un−1 P ′n(x))
〉
= 0, 0 ≤ k ≤ n− 2.
68 §4. Una extensio´n de pares coherentes sime´tricos
Esto implica que P ′n+2(x) +
n+2
n un−1 P
′
n(x) es cuasi–ortogonal de orden 2 respecto
al funcional lineal v, por lo que se puede escribir de la forma
P ′n+2(x) +
n+ 2
n
un−1 P ′n(x) = (n+ 2)Rn+1(x) + σn,nRn(x) + σn,n−1Rn−1(x).
Adema´s, por la paridad de los polinomios ha de ser σn,n = 0. Por tanto,
P ′n+2(x)
n+ 2
+ un−1
P ′n(x)
n
= Rn+1(x) +
σn,n−1
n+ 2
Rn−1(x), n ≥ 1.
As´ı, deducimos el resultado tomando sn−1 =
σn,n−1
n+2 . 
Nota 4.1.5. Observamos que (u,v) es un par coherente sime´trico si y so´lo si sn = 0
para todo n ≥ 0. En [9] y [10] podemos encontrar algunos ejemplos interesantes
de pares de funcionales, que no forman un par coherente sime´trico, para los que se
verifica la relacio´n (4.4).
A partir de esta propiedad, que es equivalente a (4.4), definimos el concepto de
coherencia sime´trica generalizada.
Definicio´n 4.1.6. Dados u,v funcionales lineales sime´tricos y definidos positivos,
diremos que (u,v) es un par coherente sime´trico generalizado si existen sucesiones
de nu´meros reales {sn}n y {un}n, con un 6= 0 para todo n ≥ 0, tales que se verifica
la relacio´n
Rn+1(x) + sn−1Rn−1(x) =
P ′n+2(x)
n+ 2
+ un−1
P ′n(x)
n
, n ≥ 1, (4.7)
donde {Pn}n y {Rn}n son las SPOM asociadas a u y v, respectivamente.
Como consecuencia, tenemos el siguiente teorema de caracterizacio´n:
Teorema 4.1.7. (u,v) es un par coherente sime´trico generalizado si y so´lo si se
verifica (4.4).
4.2 Condiciones necesarias de coherencia sime´trica
generalizada
En esta seccio´n establecemos condiciones necesarias para que (u,v) sea un par
coherente sime´trico generalizado. Concretamente, vemos que, bajo ciertas hipo´tesis
adicionales, el funcional v tiene que ser semicla´sico de clase menor o igual que 2.
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Supondremos que uk 6= sk para k = 0, 1. Concretamente, se tiene el siguiente
resultado, que se puede probar de forma ana´loga al Lema 3.1.6, pero en este caso,
por la simetr´ıa de los funcionales y la paridad de los polinomios, hay que proceder
de forma independiente para los polinomios de ı´ndice par e impar.
Lema 4.2.1. Sea (u,v) un par coherente sime´trico generalizado. Entonces, son
equivalentes:
i) uk 6= sk para k = 0, 1.
ii) Rn(x) 6= P
′
n+1(x)
n+1 para cada n ≥ 2.
El resultado siguiente se puede probar de forma similar a como se proced´ıa
en los Lemas 3.2.1 y 3.2.2 del Cap´ıtulo 3, teniendo en cuenta, en este caso, la
simetr´ıa de los funcionales u y v, as´ı como la paridad de los polinomios en las
correspondientes SPOM.
Lema 4.2.2. Para todo m ≥ 1, existen constantes A2m ∈ R tales que para los
polinomios r2m(x) = R2m(x) + A2m se verifica 〈r2mv, P ′n+1〉 = 0 para cada n ≥
2m+ 1. Como consecuencia,
D[r2nv] + φ2n+1u = 0, n ≥ 1, (4.8)
con φ2n+1 un polinomio impar de grado 2n+ 1.
Como consecuencia del lema precedente, se tiene el siguiente
Teorema 4.2.3. Sea (u,v) un par coherente sime´trico generalizado. Se verifican
las siguientes igualdades:
A(x)Dv = B(x)u, B(x)v = C(x)Dv, xC(x)u = xA(x)v, (4.9)
donde
A(x) =
1
x
[r′4(x)r2(x)− r4(x)r′2(x)], (4.10)
es un polinomio par de grado 4,
B(x) = r′2(x)
φ5(x)
x
− r′4(x)
φ3(x)
x
, (4.11)
es un polinomio impar de grado menor o igual que 5,
C(x) = r4(x)
φ3(x)
x
− r2(x)φ5(x)
x
, (4.12)
es un polinomio par de grado menor o igual que 6.
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Demostracio´n. A partir del Lema 4.2.2, con n = 1, 2, obtenemos el sistema de
ecuaciones
r′2(x)v + r2(x)Dv + φ3(x)u = 0, r
′
4(x)v + r4(x)Dv + φ5(x)u = 0.
Teniendo en cuenta la paridad de los polinomios, podemos escribir las ecuaciones
anteriores en la forma
x
r′2(x)
x
v + r2(x)Dv + x
φ3(x)
x
u = 0, x
r′4(x)
x
v + r4(x)Dv + x
φ5(x)
x
u = 0.
Entonces, eliminando v, u y Dv obtenemos directamente las igualdades descritas
en (4.9). 
Dado que A(x) y C(x) son funciones pares y B(x) es una funcio´n impar, en-
tonces, salvo la ra´ız trivial ξ = 0 en el caso del polinomio B(x), sus ceros aparecen
de dos en dos, {−ξ, ξ} con ξ ∈ C.
En esta Memoria analizamos u´nicamente el caso en el que el polinomio A(x)
dado en el Teorema 4.2.3 tiene dos pares diferentes de ceros, esto es, A(x) =
2(x2 − ξ21)(x2 − ξ22), con ξ21 6= ξ22 .
Probamos en primer lugar varios lemas te´cnicos.
Lema 4.2.4. Si el polinomio r2(x) = x2 − a2 del Lema 4.2.2 divide al polinomio
A(x) del Teorema 4.2.3, entonces A(x) tiene dos ceros dobles, A(x) = 2(x2− a2)2.
Demostracio´n. Por la paridad de los polinomios, podemos escribir r2(x) = x2 − a2
y r4(x) = x4 + b2x2 + c2. Entonces, de (4.10) tenemos
A(x) = 2(x4 − 2a2x2 − a2b2 − c2).
Como por hipo´tesis A(a) = 0, entonces a4 + a2b2 + c2 = 0, de donde se sigue el
resultado. 
Lema 4.2.5. Para todo n ≥ 1 se verifica
r′2n(x)
x
C(x) + r2n(x)
B(x)
x
+
φ2n+1(x)
x
A(x) = 0. (4.13)
Demostracio´n. Multiplicando por B(x) en (4.8) obtenemos
r′2n(x)B(x)v + r2n(x)B(x)Dv + φ2n+1(x)B(x)u = 0.
Entonces, usando las dos primeras igualdades de (4.9) y teniendo en cuenta que
r′2n(x), B(x) y φ2n+1(x) son polinomios impares, deducimos (4.13). 
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Lema 4.2.6. Sean A(x), B(x) y C(x) los polinomios dados en el Teorema 4.2.3.
Supongamos que existe ξ ∈ C tal que A(ξ) = 0 y Bˆ(ξ) = 0, siendo Bˆ(x) tal que
B(x) = xBˆ(x). Entonces, C(ξ) = 0.
Demostracio´n. Por ser φ3(x) un polinomio impar, podemos escribirlo en la forma
φ3(x) = xφˆ3(x). Adema´s, r′2(x) = 2x. Entonces, tomando n = 1 en (4.13)
2C(x) + r2(x)Bˆ(x) + φˆ3(x)A(x) = 0.
Finalmente, evaluando en ξ la anterior igualdad deducimos C(ξ) = 0. 
Lema 4.2.7. Supongamos que A(x) = 2(x2−ξ21)(x2−ξ22), con ξ21 6= ξ22, y que existe
ξ ∈ {ξ1, ξ2} tal que Bˆ(ξ) 6= 0, siendo Bˆ(x) un polinomio tal que B(x) = xBˆ(x).
Entonces C(ξ) 6= 0 y existe una constante K 6= 0, independiente de n, tal que
r2n(ξ) +K
r′2n(ξ)
ξ
= 0, n ≥ 1. (4.14)
Demostracio´n. Observemos que, cuando ξ = 0, la expresio´n r
′
2n(ξ)
ξ se entiende como
la evaluacio´n del polinomio r
′
2n(x)
x en el punto ξ, que tiene sentido puesto que r
′
2n(x)
es un polinomio impar.
Evaluando la ecuacio´n (4.13) en ξ, obtenemos
r′2n(ξ)
ξ
C(ξ) + r2n(ξ)Bˆ(ξ) = 0, n ≥ 1.
En particular, para n = 1 tenemos que r
′
2(ξ)
ξ C(ξ) + r2(ξ)Bˆ(ξ) = 0. Por otro lado,
por el Lema 4.2.4 sabemos que ξ no puede ser un cero del polinomio r2 y, puesto
que r
′
2(x)
x = 2, concluimos C(ξ) 6= 0. Finalmente, tomando
K =
C(ξ)
Bˆ(ξ)
, (4.15)
se sigue el resultado. 
Lema 4.2.8. Si A(x) = 2(x2−ξ21)(x2−ξ22), con ξ21 6= ξ22, entonces existe ξ ∈ {ξ1, ξ2}
tal que Bˆ(ξ) = 0.
Demostracio´n. Supongamos, por reduccio´n al absurdo, que Bˆ(ξj) 6= 0 para j = 1, 2.
Entonces, por el Lema 4.2.7, existen dos constantes K1,K2 6= 0 tales que
r2n(ξj) +Kj
r′2n(ξj)
ξj
= 0, j = 1, 2,
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para todo n ≥ 1.
Por otro lado, como R2n(x) es un polinomio par, podemos escribir R2n(x) =
R˜n(x2). Entonces, teniendo en cuenta la definicio´n de los polinomios r2n(x) =
R2n(x) +A2n, obtenemos
R˜n(ξ2j ) +A2n + 2KjR˜
′
n(ξ
2
j ) = 0, j = 1, 2,
para todo n ≥ 1. Por tanto,
R˜n(ξ21) + 2K1R˜
′
n(ξ
2
1) = R˜n(ξ
2
2) + 2K2R˜
′
n(ξ
2
2), n ≥ 1.
y la igualdad es trivial para n = 0, dado el cara´cter mo´nico de los polinomios R˜n.
Entonces, para todo polinomio p ∈ P, se satisface
p(ξ21) + 2K1p
′(ξ21) = p(ξ
2
2) + 2K2p
′(ξ22). (4.16)
Para los ceros del polinomio A pueden aparecer cuatro situaciones diferentes:
1. ξ1, ξ2 ∈ R, 2. ξ1, ξ2 ∈ iR,
3. ξ1 ∈ R, ξ2 ∈ iR, 4. ξ1 = ξ2 ∈ C− {R ∪ iR}.
Para los casos 1, 2 y 3 consideramos los polinomios p(x) = (x− ξ22)n. Entonces,
la igualdad (4.16) nos da ξ21 = ξ
2
2 , que es una contradiccio´n. Por otro lado, para el
caso 4, como ξ2 = ξ1, podemos calcular el valor de las constantes Kj segu´n (4.15),
de donde
K2 =
C(ξ2)
Bˆ(ξ2)
=
C(ξ1)
Bˆ(ξ1)
= K1.
Por tanto, de (4.16) deducimos
p(ξ21) + 2K1p
′(ξ21) ∈ R, (4.17)
para todo polinomio p ∈ P. Finalmente, consideramos los polinomios p(x) = xn en
(4.17), con lo que deducimos ξ21 ∈ R y K1 = 0, que es de nuevo una contradiccio´n.
Por tanto, la hipo´tesis Bˆ(ξj) 6= 0 para j = 1, 2 no es va´lida y el lema queda
probado. 
Pasemos ya a probar el teorema principal de esta seccio´n. Estableceremos,
bajo ciertas condiciones adicionales, que el segundo funcional de un par coherente
sime´trico generalizado tiene que ser un funcional semicla´sico de clase menor o igual
que 2.
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Teorema 4.2.9. Sea (u,v) un par coherente sime´trico generalizado, esto es, las
SPOM asociadas {Pn}n y {Rn}n verifican la condicio´n (4.7). Sea A(x) el polinomio
definido en el Teorema 4.2.3 y supongamos que tiene dos pares de ceros diferentes,
A(x) = 2(x2 − ξ21)(x2 − ξ22), con ξ21 6= ξ22. Entonces, existen ψ(x) un polinomio
impar y φ(x) un polinomio par, con degψ ≤ 3 y deg φ ≤ 4, tales que
D[φv] + ψv = 0.
Como consecuencia, v es un funcional lineal semicla´sico de clase menor o igual
que 2.
Adema´s, se satisface la relacio´n
xφ(x)u = x(x2 − ξ2)v.
Demostracio´n. Por las hipo´tesis sobre el polinomio A(x) y teniendo en cuenta los
lemas probados anteriormente, podemos suponer, sin pe´rdida de generalidad, que
ξ1 es un cero comu´n de los polinomios A(x), B(x) y C(x). Por lo tanto, podemos
escribir
A(x) = (x2 − ξ21)A˜(x),
B(x) = (x2 − ξ21)B˜(x),
C(x) = (x2 − ξ21)C˜(x),
(4.18)
con deg A˜ = 2, deg B˜ ≤ 3 y deg C˜ ≤ 4, siendo A˜ y C˜ polinomios pares y B˜
un polinomio impar. Entonces, podemos simplificar el factor (x2 − ξ21) en (4.18)
teniendo en cuenta (1.2) y, puesto que los funcionales u y v se anulan sobre los
monomios de grado impar, se sigue
A˜(x)Dv = B˜(x)u+M [δξ1 + δ−ξ1 ], (4.19)
B˜(x)v = C˜(x)Dv +N [δξ1 + δ−ξ1 ], (4.20)
xC˜(x)u = xA˜(x)v + L[δξ1 + δ−ξ1 ]. (4.21)
Veamos que todas las masas de Dirac que aparecen en las identidades anteriores se
anulan. Por un lado, como ξ1 es cero comu´n de los polinomios A(x), B(x) y C(x),
podemos simplificar la ecuacio´n (4.13) en la forma,
r′2n(x)C˜(x) + r2n(x)B˜(x) + φ2n+1(x)A˜(x) = 0,
de donde, teniendo en cuenta el Lema 4.2.2, deducimos
[r′2n(x)C˜(x) + r2n(x)B˜(x)]u = [−φ2n+1(x)A˜(x)]u = A˜(x)[r′2n(x)v + r2n(x)Dv].
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Reagrupando te´rminos y teniendo en cuenta la paridad de los polinomios, podemos
escribir la anterior igualdad en la forma
r′2n(x)
x
[xC˜(x)u− xA˜(x)v] = r2n(x)[A˜(x)Dv − B˜(x)u].
Entonces, simplificando el te´rmino de la derecha con (4.19) y el te´rmino de la
izquierda con (4.21), obtenemos
L
r′2n(ξ1)
ξ1
=Mr2n(ξ1). (4.22)
En particular, para n = 1 tenemos L r
′
2(ξ1)
ξ1
= Mr2(ξ1). Como por el Lema 4.2.4
sabemos que r2(ξ1) 6= 0 y dado que r
′
2(ξ1)
ξ1
6= 0, entonces de la ecuacio´n anterior se
sigue que L = 0 si y so´lo si M = 0.
Por otro lado, para ξ2 pueden ocurrir dos posibilidades: C(ξ2) = 0 o´ C(ξ2) 6= 0.
Si C(ξ2) 6= 0, por el Lema 4.2.6 podemos asegurar que estamos en las condi-
ciones del Lema 4.2.7 y, por tanto, se verifica (4.14) para ξ = ξ2. Si suponemos
que L,M 6= 0, entonces de (4.22) se sigue (4.14) para ξ = ξ1. Siguiendo el mismo
procedimiento que en la demostracio´n del Lema 4.2.8, deducimos ξ21 = ξ
2
2 , lo que
contradice nuestra hipo´tesis. Por tanto, en este caso ha de ser L =M = 0 en (4.19)
y (4.21).
En caso que C(ξ2) = 0, procediendo de forma similar, obtenemos la relacio´n
ana´loga a (4.22) para ξ2,
L˜
r′2n(ξ2)
ξ2
= M˜r2n(ξ2),
siendo L˜ = 0 si y so´lo si M˜ = 0. Ana´logamente a como hicimos en el Lema 4.2.8,
deducimos que al menos una de las relaciones tiene que ser trivial, esto es, bien
L =M = 0, o bien L˜ = M˜ = 0.
Podemos suponer por tanto, sin pe´rdida de generalidad, que L = M = 0 en
(4.19) y (4.21). En particular, (4.21) con L = 0 prueba la segunda parte del
teorema, tomando φ(x) = C˜(x) y x2 − ξ2 = A˜(x).
Para ver que N = 0, consideramos (4.8) y (4.13) para n = 1,
C˜(x)φ3(x)u = −C˜(x)
[
r′2(x)v + r2(x)Dv
]
=
[
φ3(x)A˜(x) + r2(x)B˜(x)
]
v − C˜(x)r2(x)Dv,
o, lo que es lo mismo,
φ3(x)
x
[xC˜(x)u− xA˜(x)v] = r2(x)[B˜(x)v − C˜(x)Dv],
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de donde, teniendo en cuenta (4.20) y (4.21) con L = 0, se deduce Nr2(ξ1) = 0.
Por lo tanto, como r2(ξ1) 6= 0, tenemos N = 0.
Finalmente, de (4.20) con N = 0 se tiene
D[C˜v] + (C˜ ′ − B˜)v = 0,
donde deg C˜ ≤ 4 y deg(C˜ ′ − B˜) ≤ 3. Esto prueba la primera parte del teorema,
con φ(x) = C˜(x), como hab´ıamos notado antes, y ψ(x) = C˜ ′(x)− B˜(x). 
4.2.1 Algunos ejemplos de pares coherentes sime´tricos generaliza-
dos
En esta parte del cap´ıtulo vamos a describir algunos ejemplos de pares cohe-
rentes sime´tricos generalizados. Concretamente, vamos a describir los pares que
corresponden a la situacio´n descrita en el Teorema 4.2.9, siendo v un funcional
sime´trico semicla´sico de clase 1.
Recordemos que, segu´n las condiciones de dicho teorema, v es un funcional
sime´trico, semicla´sico de clase menor o igual que 2, verificando la ecuacio´n diferen-
cial
D[φ(x)v] + ψ(x)v = 0, (4.23)
siendo φ ∈ P4 un polinomio par y ψ ∈ P3 un polinomio impar. Adema´s, sabemos
que se verifican las ecuaciones
(x2 − ξ2)Dv + ϕ(x)u = 0, (4.24)
x(x2 − ξ2)v = xφ(x)u, (4.25)
con ξ2 ∈ R y donde ϕ(x) = ψ(x) + φ′(x) ∈ P3, que es un polinomio impar.
En tal caso, se pueden presentar tres situaciones diferentes.
1. Si la ecuacio´n (4.23) no se puede simplificar, entonces, en virtud del Lema 2.2.5,
el funcional v es cla´sico o semicla´sico de clase 2. Observamos que so´lo se pueden
dar estas dos situaciones por la paridad de los polinomios φ y ψ.
2. Si φ(0) = 0 y el monomio x se puede simplificar en (4.23), entonces v es un
funcional semicla´sico de clase 1.
3. Si (4.23) se puede reducir dos grados, entonces v es un funcional de momentos
cla´sico.
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En esta Memoria vamos a estudiar, a modo de ejemplo y siguiendo un argumento
similar al del cap´ıtulo anterior, el caso en el que la ecuacio´n (4.23) se puede reducir
un grado y, por tanto, el funcional lineal v es semicla´sico de clase 1.
Supongamos que v es de clase 1, con ecuacio´n de Pearson asociada
Φ(x)Dv + ϕ˜(x)v = 0, (4.26)
siendo Φ ∈ P3 un polinomio impar tal que φ(x) = xΦ(x) y ϕ˜ ∈ P2 un polinomio
par tal que ϕ(x) = xϕ˜(x).
Vamos a ver que, en este caso, el factor x se puede simplificar en la igualdad
(4.25).
Vimos en el Cap´ıtulo 2 que los funcionales lineales sime´tricos definidos positivos
de clase 1 admiten una representacio´n integral en la forma
〈v, p〉 =
∫ a
−a
p(x)ω(x)dx,
siendo ω una funcio´n peso sime´trica y no negativa en [−a, a]. Adema´s, ω verifica
la ecuacio´n diferencial Φ(x)ω′(x) + ϕ˜(x)ω(x) = 0.
Entonces, reescribimos (4.25) como x(x2−ξ2)v = x2Φ(x)u y, teniendo en cuenta
la simetr´ıa, podemos expresar el funcional u en la forma,
〈u, p〉 =
∫ a
−a
p(x)(x2 − ξ2) ω(x)
xΦ(x)
dx+M1p(0) +M2p′′(0)
+M3[p(z0) + p(−z0)],
siendo M3 = 0 si Φ(x) = x, y M3 ≥ 0 si Φ(x) = x(x2 − z20). Observamos que
la derivada segunda del funcional Delta de Dirac en el origen aparece dado que
estamos multiplicando el funcional v por x−3. La simetr´ıa hace que la masa de la
primera derivada en el origen se anule.
Por otro lado, integrando por partes podemos calcular,
〈(x2 − ξ2)Dv, p〉 =
=
∫ a
−a
p(x)(x2 − ξ2)xΦ(x)ω
′(x)
xΦ(x)
dx = −
∫ a
−a
p(x)(x2 − ξ2)xϕ˜(x)ω(x)
xΦ(x)
dx
= −〈u, ϕp〉+M1(ϕp)(0) +M2(ϕp)′′(0) +M3[(ϕp)(z0) + (ϕp)(−z0)].
Entonces, teniendo en cuenta (4.24) y la simetr´ıa de ϕ, deducimos
2M2ϕ′(0)p′(0) +M3[ϕ(z0)p(z0) + ϕ(−z0)p(−z0)] = 0,
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para todo p ∈ P.
Observamos que M2 = 0 puesto que ϕ′(0) 6= 0. En efecto, si fuese ϕ′(0) = 0,
entonces ser´ıa ϕ˜(x) = x2 y, por la simetr´ıa, la ecuacio´n de Pearson (4.26) se podr´ıa
reducir un grado. Pero esto no es posible puesto que estamos suponiendo que v es
de clase 1.
En definitiva, hemos puesto de manifiesto que para los pares en los que v es
semicla´sico de clase 1, en la relacio´n (4.25) siempre se puede simplificar el factor x
sin que aparezca la masa de Dirac en el origen. Adema´s, si Φ y ϕ no tienen ceros
comunes distintos de cero, entonces tenemos M3 = 0.
Por tanto, teniendo en cuenta los funcionales sime´tricos semicla´sicos de clase 1
descritos en el Cap´ıtulo 2, tenemos los siguientes pares asociados a v de clase 1.
• Gegenbauer generalizado:
I.

〈u, p〉 =
∫ 1
−1
p(x)(x2 − ξ2)|x|α−2(1− x2)λ−3/2dx+Mp(0),
〈v, p〉 =
∫ 1
−1
p(x)|x|α(1− x2)λ−1/2dx,
con λ > 1/2, α > 1, |ξ| > 1 y M > 0.
II.

〈u, p〉 =
∫ 1
−1
p(x)|x|α−2dx+Mp(0) +N [p(1) + p(−1)],
〈v, p〉 =
∫ 1
−1
p(x)|x|αdx,
con α > 1 y M,N > 0. Observamos que, para evitar singularidades, en este
caso tiene que ser ξ = 1.
• Hermite–Chihara:
III.

〈u, p〉 =
∫ ∞
−∞
p(x)(x2 − ξ2)|x|α−2e−x2dx+Mp(0),
〈v, p〉 =
∫ ∞
−∞
p(x)|x|αe−x2dx,
con α > 1, ξ2 ≤ 0 y M > 0.
A continuacio´n, comprobamos que en todos los casos tenemos, efectivamente,
pares coherentes sime´tricos generalizados, es decir, se verifica la relacio´n (4.7) entre
las correspondientes SPOM.
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Tenemos u un funcional lineal sime´trico y semicla´sico de clase 1, con Φ(x) el
polinomio en la correspondiente ecuacio´n de Pearson. Concretamente, Φ es impar
de grado 1 o´ 3. Adema´s, se tiene la igualdad xΦ(x)u = (x2− ξ2)v, siendo ξ = 1 en
el caso II. Consideramos un funcional lineal w tal que w = xΦ(x)u = (x2 − ξ2)v,
que es un funcional regular y semicla´sico de clase 1. Llamemos {Sn}n la SPOM
asociada.
Por un lado, de la igualdad w = xΦ(x)u y teniendo en cuenta el Lema 2.2.6,
podemos deducir que las derivadas de Pn son cuasi–ortogonales de orden 2 con
respecto a w y se verifica la relacio´n
P ′n+1(x)
n+ 1
= Sn(x) + ηn−2Sn−2(x), n ≥ 2,
con ηn 6= 0 para todo n ≥ 0.
Por otro lado, de la segunda igualdad, w = (x2− ξ2)v, y teniendo en cuenta la
paridad de los polinomios, podemos deducir
Rn(x) = Sn(x) + η˜n−2Sn−2(x), n ≥ 2,
con η˜n 6= 0 para todo n ≥ 0.
Entonces, siguiendo un procedimiento similar al que mostramos en la pa´gina
56 en la comprobacio´n de la condicio´n suficiente para P.5–P.9, podemos concluir la
relacio´n (4.7) para estos tres pares y, por tanto, tenemos que son pares coherentes
sime´tricos generalizados.
4.3 Pares coherentes sime´tricos generalizados de tipo
I: el caso cla´sico
En esta u´ltima seccio´n del cap´ıtulo estudiamos los pares coherentes sime´tricos
generalizados (u,v), cuyo primer funcional de momentos, u, es cla´sico, esto es,
el funcional cla´sico de Hermite o el de Gegenbauer. En este caso hacemos un
estudio de los coeficientes en la relacio´n de recurrencia para la familia de polinomios
asociados al segundo funcional, v.
Para ello, consideremos (u,v) un par coherente sime´trico generalizado, tal que
el funcional u es cla´sico. Sea D[Φu] + Ψu = 0 la ecuacio´n de Pearson asociada a
u, con Φ un polinomio par de grado menor o igual que 2 y Ψ un polinomio impar
de grado 1. Adema´s, si denotamos por {Pn}n la SPOM asociada a u, es conocido
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que los polinomios
Tn(x) =
P ′n+1(x)
n+ 1
, n ≥ 0,
constituyen una sucesio´n de polinomios mo´nicos ortogonales con respecto al fun-
cional de momentos w = Φ(x)u que es, de nuevo, un funcional de momentos cla´sico
y sime´trico. Entonces la relacio´n (4.7) es equivalente a
Tn(x) + un−2Tn−2(x) = Rn(x) + sn−2Rn−2(x), n ≥ 2. (4.27)
Observamos que, si establecemos u−2 = u−1 = s−2 = s−1 = 0 entonces, por la
simetr´ıa de los polinomios, la igualdad anterior es trivialmente va´lida para todo
n ≥ 0.
Como ponemos de manifiesto en el siguiente lema, para evitar casos triviales,
supondremos a partir de ahora que u0 6= s0 y u1 6= s1, que es una condicio´n
equivalente al hecho de que Rn(x) 6= Tn(x) para todo n ≥ 2.
Lema 4.3.1. Sean {Tn}n y {Rn}n dos sucesiones de polinomios mo´nicos ortogo-
nales con respecto a funcionales sime´tricos w y v, respectivamente. Supongamos,
adema´s, que existen sucesiones {un}n y {sn}n, con un 6= 0, para las que se verifica
la relacio´n (4.27). Entonces,
i) si u0 = s0 entonces, Rn(x) = Tn(x) y un = sn para todo n ≥ 0,
ii) si u0 6= s0 y u1 6= s1, entonces Rn(x) 6= Tn(x) para todo n ≥ 2,
iii) si u0 6= s0 pero u1 = s1, entonces R2n(x) 6= T2n(x) para cada n ≥ 1 y R3(x) =
T3(x). Adema´s, si existe algu´n n0 > 1 tal que R2n0+1(x) 6= T2n0+1(x), entonces
R2n+1(x) 6= T2n+1(x) para todo n > n0.
Demostracio´n. Como estamos suponiendo hasta ahora, los funcionales w y v esta´n
normalizados de forma que 〈w, 1〉 = 1 y 〈v, 1〉 = 1. Entonces, aplicando ambos
funcionales a la ecuacio´n (4.27) obtenemos
〈w, Rn〉 = −sn−2 〈w, Rn−2〉, n ≥ 3, 〈w, R2〉 = u0 − s0, 〈w, R1〉 = 0,
〈v, Tn〉 = −un−2 〈v, Tn−2〉, n ≥ 3, 〈v, T2〉 = s0 − u0, 〈v, T1〉 = 0.
i) Si u0 = s0, de las relaciones anteriores deducimos 〈w, Rn〉 = 0 y 〈v, Tn〉 = 0
para cada n ≥ 1. Por tanto Rn(x) = Tn(x) para todo n ≥ 0. Adema´s, es fa´cil ver
que en esta situacio´n tenemos un = sn para cada n ≥ 0.
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ii) Supongamos que u0 6= s0 y u1 6= s1. En primer lugar, mostraremos que los
polinomios de grado par son diferentes. Esto es, T2n(x) 6= R2n(x) para n ≥ 1. Si,
por el contrario, existe algu´n n0 ≥ 1 tal que R2n0(x) = T2n0(x), entonces (4.27)
implica que u2n0−2T2n0−2(x) = s2n0−2R2n0−2(x). Como u2n0−2 6= 0, entonces tiene
que ser u2n0−2 = s2n0−2 y R2n0−2(x) = T2n0−2(x). Repitiendo de nuevo el mismo
razonamiento para n0 − 1, y as´ı sucesivamente, llegar´ıamos a u0 = s0, lo que
contradice la hipo´tesis y, por tanto, tenemos T2n(x) 6= R2n(x) para n ≥ 1.
De forma ana´loga vemos que T2n+1(x) 6= R2n+1(x) para todo n ≥ 1. Si existiera
n0 ≥ 1 tal que R2n0+1(x) = T2n0+1(x), aplicando el mismo razonamiento anterior
tendr´ıa que ser u1 = s1, lo que nos lleva de nuevo a una contradiccio´n. Por tanto
se tiene que Rn(x) 6= Tn(x) para todo n ≥ 2.
iii) Como por hipo´tesis u0 6= s0, el mismo razonamiento anterior nos permite
probar que T2n(x) 6= R2n(x) para n ≥ 1. Para los polinomios de orden impar,
como u1 = s1, entonces por (4.27) tenemos directamente que R3(x) = T3(x).
Supongamos ahora, por reduccio´n al absurdo, que existe un natural n0 > 2 tal que
R2n0−1(x) 6= T2n0−1(x) y R2n0+1(x) = T2n0+1(x). Entonces, por (4.27) tenemos
u2n0−1T2n0−1(x) = s2n0−1R2n0−1(x), y esto es una contradiccio´n con la hipo´tesis
de que los coeficientes un son no nulos. 
4.3.1 Sobre los coeficientes de recurrencia para {Rn}n
Sean w, v funcionales lineales sime´tricos definidos positivos y denotemos por
{Tn}n y {Rn}n las correspondientes SPOM. Supongamos que se verifica la relacio´n
(4.27) con {un}n y {sn}n sucesiones de nu´meros reales no nulos tales que uk 6= sk
para k = 0, 1.
Denotemos por γn y γ˜n los coeficientes de la RRTT para {Tn}n y {Rn}n, res-
pectivamente. Esto es,
Tn+1(x) = xTn(x)− γnTn−1(x), n ≥ 1,
Rn+1(x) = xRn(x)− γ˜nRn−1(x), n ≥ 1,
con condiciones iniciales T0(x) = 1 y T1(x) = x para la primera y R0(x) = 1 y
R1(x) = x para la segunda. Adema´s, por ser w y v definidos positivos, tienen que
ser γn > 0 y γ˜n > 0 para todo n ≥ 1.
En el planteamiento general del problema, estamos suponiendo que w es un
funcional cla´sico y sime´trico. Entonces, {Tn}n es, o bien la SPOM cla´sica de Her-
mite, o bien la de Gegenbauer, con lo que los coeficientes de recurrencia para estos
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polinomios son conocidos. En este apartado hacemos un estudio de los coeficientes
γ˜n en la RRTT para {Rn}n. Concretamente, damos un me´todo para calcular e´stos
en te´rminos de los coeficientes γn, supuestos conocidos los para´metros {un}n y
{sn}n de la relacio´n (4.27).
Combinando las RRTT que satisfacen {Rn}n y {Tn}n con la ecuacio´n (4.27) y
simplificando de forma apropiada obtenemos
(γn + un−2 − un−1)Tn−1(x) + un−2γn−2Tn−3(x)
= (γ˜n + sn−2 − sn−1)Rn−1(x) + sn−2γ˜n−2Rn−3(x), n ≥ 3. (4.28)
Entonces, teniendo en cuenta el cara´cter mo´nico de {Tn}n y {Rn}n, igualamos
los coeficientes del te´rmino de mayor grado en cada miembro de la igualdad para
deducir,
γn + un−2 − un−1 = γ˜n + sn−2 − sn−1, n ≥ 3,
y en virtud del Lema 4.3.1, como Tn(x) 6= Rn(x) para n ≥ 2, cada miembro en la
anterior igualdad ha de ser no nulo para n ≥ 5.
Por tanto, en esta situacio´n podemos reescribir (4.28) en la forma
Tn−1(x) +
un−2γn−2
γn + un−2 − un−1Tn−3(x) = Rn−1(x) +
sn−2γ˜n−2
γ˜n + sn−2 − sn−1Rn−3(x),
para n ≥ 5. Usamos de nuevo (4.27) para sustituir Tn−1 y as´ı obtenemos( un−2γn−2
γn + un−2 − un−1 − un−3
)
Tn−3(x) =
( sn−2γ˜n−2
γ˜n + sn−2 − sn−1 − sn−3
)
Rn−3(x), n ≥ 5,
de donde deducimos, en virtud del Lema 4.3.1,
un−2γn−2
γn + un−2 − un−1 − un−3 =
sn−2γ˜n−2
γ˜n + sn−2 − sn−1 − sn−3 = 0, n ≥ 5.
En resumen, hemos probado que las sucesiones de para´metros {un}n y {sn}n
esta´n relacionadas con los coeficientes de recurrencia {γn}n y {γ˜n}n mediante
γn + un−2 − un−1 = γ˜n + sn−2 − sn−1, n ≥ 2, (4.29)
un−2γn−2 = un−3(γn + un−2 − un−1), n ≥ 5, (4.30)
sn−2γ˜n−2 = sn−3(γ˜n + sn−2 − sn−1), n ≥ 5. (4.31)
Observemos que, si imponemos u−1 = s−1 = 0 y γ0 = γ˜0 = 0, entonces (4.30)
y (4.31) son trivialmente ciertas para n = 2. Adema´s, si (4.29) no se anula para
n = 3, 4, entonces (4.30) y (4.31) son ciertas para todo n ≥ 2.
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Si ahora dividimos (4.30) entre (4.31), tenemos
γ˜n =
un
un−1
sn−1
sn
γn, n ≥ 3, (4.32)
donde hemos usado (4.29) para simplificar los ca´lculos.
Por otro lado, es fa´cil comprobar que γ1 − u0 = γ˜1 − s0. Entonces, usando de
nuevo (4.29) podemos calcular
n+1∑
k=1
γk − un−1 =
n+1∑
k=1
γ˜k − sn−1,
para cada n ≥ 0.
Una vez que hemos expresado los coeficientes de recurrencia γ˜n en te´rminos
de {un}n, {sn}n y {γn}n, ya so´lo queda estudiar las propiedades de las sucesiones
{un}n y {sn}n.
A partir de (4.30) podemos identificar la sucesio´n {un}n como solucio´n de una
ecuacio´n en diferencias no lineal. El resto de la seccio´n lo dedicamos al estudio de
propiedades de las soluciones para dicha ecuacio´n en diferencias.
Proposicio´n 4.3.2. Sea {un}n una solucio´n de la ecuacio´n en diferencias (4.30).
Entonces, tambie´n es solucio´n de la ecuacio´n en diferencias siguiente:
un+1 +
γnγn+1
un−1
= γn+1 + γn+2 −A, n ≥ 3, (4.33)
donde A = (u3 − γ4)(γ3/u2 − 1).
Demostracio´n. De (4.30) podemos escribir la diferencia un+1 − un en te´rminos de
un y un−1,
un+1 − un = γn+2 − un
un−1
γn, n ≥ 3.
Sumamos entonces desde k = 3 hasta k = n y obtenemos
un+1 − u3 =
n∑
k=3
γk+2 −
n∑
k=3
uk
uk−1
γk, n ≥ 3. (4.34)
Por otro lado, tambie´n de (4.30) podemos expresar el cociente uk/uk−1 de la forma
uk
uk−1
=
γk+1
uk−1
− γk−1
uk−2
+ 1, n ≥ 4.
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Por lo tanto, podemos calcular la suma (4.34) para n ≥ 4:
un+1 − u3 =
n∑
k=3
γk+2 − u3γ3
u2
−
n∑
k=4
[γkγk+1
uk−1
− γk−1γk
uk−2
+ γk
]
= γn+1 + γn+2 − γ4 − γnγn+1
un−1
+
γ3γ4
u2
− γ3u3
u2
, n ≥ 4.
Adema´s, la anterior igualdad para n = 3 es exactamente (4.30) con n = 5. De esta
manera, obtenemos la ecuacio´n en diferencias (4.33) tomando como A el te´rmino
independiente de n en la anterior igualdad, cambiado de signo,
A = −u3 + γ3u3
u2
− γ3γ4
u2
+ γ4 = (u3 − γ4)(γ3/u2 − 1).

Esta ecuacio´n en diferencias nos permite obtener interesantes propiedades de
la sucesio´n de coeficientes {un}n. Concretamente, si expresamos un como una
funcio´n racional en la variable A, entonces (4.33) se transforma en una ecuacio´n
en diferencias lineal que verifican los elementos implicados en la expresio´n de un
como funcio´n racional.
Teorema 4.3.3. Sea {un}n una sucesio´n que es solucio´n de la ecuacio´n en dife-
rencias (4.33). Entonces existen dos sucesiones {rn}n y {qn}n, que son soluciones
de las ecuaciones en diferencias lineales siguientes,
Arn−1 = rn + (γ2n+3 + γ2n+4) rn−1 + γ2n+2γ2n+3 rn−2, n ≥ 1,
r−1 = −1/u3, r0 = 1,
A qn = qn+1 + (γ2n+4 + γ2n+5) qn + γ2n+3γ2n+4 qn−1, n ≥ 0,
q−1 = −1/u2, q0 = 1,
(4.35)
tales que los coeficientes {un}n se pueden expresar como cociente de dos te´rminos
consecutivos en la forma,
u2n+3 = − rn
rn−1
, u2n+2 = − qn
qn−1
, n ≥ 0.
Adema´s, considerando {rn}n y {qn}n como funciones en la variable A, constituyen
sendos SPOM en esta variable.
Demostracio´n. Definimos las sucesiones {rn}n y {qn}n de forma recursiva mediante
las ecuaciones
rn = − rn−1 u2n+3, qn = − qn−1 u2n+2, n ≥ 0,
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con condiciones iniciales r−1 = −1/u3 y q−1 = −1/u2.
Entonces, considerando la relacio´n (4.33) para ı´ndices par e impar, respectiva-
mente, vemos que las sucesiones {rn}n y {qn}n verifican las relaciones anunciadas
(4.35).
Adema´s, por la definicio´n se sigue que
r1 = A− γ5 − γ6 + γ4γ5/u3, q1 = A− γ4 − γ5 + γ3γ4/u2,
luego son polinomios mo´nicos en la variable A de grado 1, y como r0 = q0 = 1,
de (4.35) podemos concluir que rn y qn son polinomios mo´nicos en la variable A
con deg rn = n y deg qn = n. Adema´s, como en (4.35) tanto γ2n+2γ2n+3 como
γ2n+3γ2n+4 son constantes positivas, el Teorema de Favard (Teorema 1.1.17) nos
garantiza que ambas son sucesiones de polinomios en la variable A ortogonales con
respecto a cierto funcional lineal, que es definido positivo. 
Como consecuencia del Teorema 4.3.3, vemos que las sucesiones {rn}n y {qn}n
son polinomios co–recursivos de los polinomios asociados de una sucesio´n dada
de polinomios ortogonales. Antes de continuar, recordamos los conceptos de poli-
nomios asociados y polinomios co–recursivos.
Definicio´n 4.3.4. Sea {Pn}n una SPOM verificando la RRTT
xPn(x) = Pn+1(x) + βnPn(x) + γnPn−1(x), n ≥ 1,
P0(x) = 1, P1(x) = x− β0.
Decimos que {P (k)n }n son los polinomios asociados de orden k de la familia de
polinomios ortogonales {Pn}n si verifican la RRTT
xP (k)n (x) = P
(k)
n+1(x) + βn+kP
(k)
n (x) + γn+kP
(k)
n−1(x), n ≥ 1,
P0(x)(k) = 1, P
(k)
1 (x) = x− βk.
Decimos que {Pn(x; c)}n son los polinomios co–recursivos de la familia de poli-
nomios ortogonales {Pn}n si verifican la RRTT
xPn(x; c) = Pn+1(x; c) + βnPn(x; c) + γnPn−1(x; c), n ≥ 1,
P0(x; c) = 1, P1(x; c) = x− (β0 + c).
Corolario 4.3.5. Sea {Tn}n la SPOM asociada al funcional lineal sime´trico y
definido positivo w verificando la RRTT
Tn+1(x) = xTn(x)− γnTn−1(x), n ≥ 1,
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con condiciones iniciales T0(x) = 1 y T1(x) = x. Sean {Sn}n y {Qn}n las SPOM
(ve´ase el Lema 2.2.4) tales que
T2n(x) = Sn(x2), T2n+1(x) = xQn(x2), n ≥ 0. (4.36)
Entonces, las sucesiones {qn}n y {rn}n descritas en el teorema anterior son los
polinomios co–recursivos de los polinomios asociados de orden 2 de las sucesiones
{Sn}n y {Qn}n, respectivamente.
Demostracio´n. En primer lugar, consideremos las RRTT para las SPOM {Sn}n y
{Qn}n,
xSn(x) = Sn+1(x) + anSn(x) + bnSn−1(x), n ≥ 1, (4.37)
xQn(x) = Qn+1(x) + a˜nQn(x) + b˜nQn−1(x), n ≥ 1, (4.38)
con bn y b˜n positivos.
Escribiendo (4.37) evaluada en x2, sustituyendo (4.36) y aplicando dos veces la
RRTT de {Tn}n, para los polinomios de orden par obtenemos,
T2n+2(x) + [γ2n + γ2n+1]T2n(x) + γ2n−1γ2nT2n−2(x) =
= T2n+2(x) + anT2n(x) + bnT2n−2(x),
para n ≥ 1. Por lo tanto, comparando coeficientes, deducimos que los coeficientes
de recurrencia para {Sn}n se pueden poner como suma y producto de los coeficientes
de recurrencia para {Rn}n, en la forma,
an = γ2n + γ2n+1, bn = γ2n−1γ2n, n ≥ 1.
Finalmente, comparando con la segunda ecuacio´n de (4.35) y teniendo en cuenta las
condiciones iniciales para estos polinomios, deducimos que {qn}n son los polinomios
co–recursivos de los polinomios asociados de orden 2 de la familia {Sn}n.
De forma ana´loga, escribiendo (4.38) evaluada en x2 y multiplicando por x
obtenemos
T2n+3(x) + [γ2n+1 + γ2n+2]T2n+1(x) + γ2nγ2n+1T2n−1(x) =
= T2n+3(x) + a˜nT2n+1(x) + b˜nT2n−1(x),
para n ≥ 1. Entonces, los coeficientes de recurrencia para {Qn}n son
a˜n = γ2n+1 + γ2n+2, b˜n = γ2nγ2n+1, n ≥ 1.
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Finalmente, comparando con la primera ecuacio´n de (4.35) podemos concluir que
{rn}n son los polinomios co–recursivos de los polinomios asociados de orden 2 de
{Qn}n. 
En la Seccio´n 4.3.3 veremos que en algunos casos particulares estas familias de
polinomios ortogonales pueden ser identificadas expl´ıcitamente.
Nota 4.3.6. Entonces podemos calcular los coeficientes un para n ≥ 4, una vez
determinados los valores para u2 y u3 que, a su vez, vienen determinados a partir
de u0 y u1 teniendo en cuenta (4.29) y (4.30). Concretamente, hay diferentes
posibilidades segu´n se anule o no cada miembro en la igualdad (4.29) para n = 2, 3.
As´ı, se pueden dar las siguientes situaciones:
• u2 = u1 + γ3,
u3 = u1 + γ3 + γ4.
• u2 = u1 + γ3,
u3 = u1 − γ3γ2/u1 − γ2 + γ3 + γ4.
• u2 = u1 − γ1u1/u0 + γ3,
u3 = u1 − γ1u1/u0 + γ3 + γ4.
• u2 = u1 − γ1u1/u0 + γ3,
u3 = u1 + γ1γ2/u0 − γ1u1/u0 + γ3γ2/u1 − γ2 + γ3 + γ4.
Nota 4.3.7. De forma similar a como hemos hecho con la sucesio´n {un}n, podemos
analizar los coeficientes {sn}n. Concretamente, de (4.29), (4.30) y (4.32) se sigue
que la sucesio´n {sn}n es una solucio´n de la ecuacio´n en diferencias de segundo
orden
ηn+1sn = sn+1(ηn−1 − sn−1 + sn), n ≥ 2,
siendo ηn = γn+2+ un− un+1 para n ≥ 1. Esta ecuacio´n en diferencias es ana´loga
a (4.30), verificada para los coeficientes {un}n, y podr´ıa ser estudiada de forma
similar.
4.3.2 Sobre el funcional compan˜ero v
En esta seccio´n estudiamos el funcional compan˜ero v y vemos que se puede
representar como una transformacio´n racional del funcional lineal cla´sico w.
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Teorema 4.3.8. Sean w y v funcionales lineales definidos positivos y sime´tricos,
tales que las correspondientes SPOM, {Tn}n y {Rn}n, respectivamente, esta´n rela-
cionadas segu´n (4.27), siendo uk 6= sk para k = 0, 1 y un, sn 6= 0 para todo n ∈ N.
Entonces, existen nu´meros reales a, b y µ tales que
(x2 + a)w = µ(x2 + b)v. (4.39)
Demostracio´n. Tomamos a ∈ R arbitrario y estudiamos la accio´n del funcional
(x2 + a)w sobre el polinomio Rn. Teniendo en cuenta (4.27) obtenemos
〈(x2 + a)w, Rn〉 = −sn−2〈(x2 + a)w, Rn−2〉, n ≥ 5.
Por la simetr´ıa del funcional w tenemos que (x2+a)w se anula sobre los polinomios
de grado impar. Adema´s, es fa´cil calcular los valores que toma para los polinomios
de grado par menor que 5.
〈(x2 + a)w, R0〉 = γ1 + a,
〈(x2 + a)w, R2〉 = γ1γ2 + (u0 − s0)(γ1 + a),
〈(x2 + a)w, R4〉 = (u2 − s2)γ1γ2 − s2(u0 − s0)(γ1 + a).
Como u0 6= s0 y s2 6= 0, entonces podemos elegir a ∈ R para que se verifique
〈(x2 + a)w, R4〉 = 0, y por tanto 〈(x2 + a)w, Rn〉 = 0 para todo n ≥ 3.
Consideramos, por otro lado, el desarrollo del funcional (x2+a)w en te´rminos de
la base dual, {vn}n, de la familia de polinomios {Rn}n. Dado que 〈(x2+a)w, Rn〉 =
0 para todo n ≥ 3, dicho desarrollo es una suma finita y, teniendo en cuenta que
podemos expresar cada funcional vn de la base dual en funcio´n de v segu´n (1.9),
obtenemos
(x2 + a)w =
2∑
j=0
λj
Rj(x)
〈v, R2j 〉
v, (4.40)
siendo λ1 = 0 y λj = 〈(x2 + a)w, Rj〉 para j = 0, 2. Ya hemos calculado ante-
riormente estos valores, con lo que finalmente podemos deducir la relacio´n (4.39)
con
a =
u2 − s2
s2(u0 − s0)γ1γ2 − γ1, b =
u2 − s2
u2(u0 − s0) γ˜1γ˜2 − γ˜1, µ =
u2
s2
γ1γ2
γ˜1γ˜2
.

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4.3.3 Los casos de Gegenbauer y Hermite
En esta seccio´n analizamos los casos particulares en los que w = H es el fun-
cional cla´sico de Hermite, definido como
〈H, p〉 =
∫ +∞
−∞
p(x)e−x
2
dx, p ∈ P, (4.41)
o bien w = G(λ) es el funcional cla´sico de Gegenbauer de para´metro λ,
〈G(λ), p〉 =
∫ 1
−1
p(x)(1− x2)λ−1/2, p ∈ P, (4.42)
con λ > −1/2.
En primer lugar, consideramos H el funcional cla´sico de Hermite, definido
en (4.41), y denotamos {Hn}n la sucesio´n de polinomios ortogonales de Hermite
mo´nicos. Sea vH un funcional lineal sime´trico, definido positivo, y denotemos por
{Rn}n la correspondiente SPOM. Supongamos que esta familia de polinomios esta´
relacionada con los polinomios de Hermite mo´nicos segu´n la relacio´n
Hn(x) + un−2Hn−2(x) = Rn(x) + sn−2Rn−2(x), n ≥ 2, (4.43)
donde un, sn son constantes no nulas para todo n ≥ 0, siendo u0 6= s0 y u1 6= s1.
Se sabe que los polinomios de Hermite verifican la siguiente RRTT,
Hn+1(x) = xHn(x)− n2Hn−1(x), n ≥ 1,
con condiciones iniciales H0(x) = 1 y H1(x) = x. Igual que hicimos en la seccio´n
anterior, denotaremos por γ˜n los coeficientes en la RRTT para la familia de poli-
nomios {Rn}n. Esto es,
Rn+1(x) = xRn(x)− γ˜nRn−1(x), n ≥ 1,
con condiciones iniciales R0(x) = 1 y R1(x) = x. Adema´s, por ser vH definido
positivo, sabemos que γ˜n > 0 para n ≥ 1. Entonces, la relacio´n (4.32) en este caso
ser´ıa,
γ˜n =
n
2
un
un−1
sn−1
sn
, n ≥ 3.
Por otro lado, por el Teorema 4.3.3 podemos describir los coeficientes un como
una cierta funcio´n racional. A continuacio´n reescribiremos el enunciado de dicho
teorema en este caso particular y, adema´s, identificaremos las familias de polinomios
involucradas en dicha expresio´n racional.
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Teorema 4.3.9. Los coeficientes {un}n de la relacio´n (4.43) se pueden expresar
como una funcio´n racional de la forma,
u2n+3 = − rn
rn−1
, u2n+2 = − qn
qn−1
, n ≥ 1,
donde rn y qn son polinomios de grado n en la variable A = (u3 − 2)( 32u2 − 1).
Adema´s verifican la siguiente RRTT,
Arn−1 = rn + [2(n+ 1) + 3/2]rn−1 + (n+ 1)(n+ 3/2)rn−2, n ≥ 2,
Aqn = qn+1 + [2(n+ 1) + 5/2]qn + (n+ 2)(n+ 3/2)qn−1, n ≥ 1,
con condiciones iniciales,
r0 = 1, r1 = A− 3− 5/2 + 5/u3,
q0 = 1, q1 = A− 2− 5/2 + 3/u2.
Entonces, podemos identificar estas familias de polinomios, salvo cambio lineal
de variable, como los polinomios co–recursivos de los polinomios asociados de orden
2 de los polinomios de Laguerre con para´metro α = 1/2 en el caso de los polinomios
rn(A), y α = −1/2 para los polinomios qn(A).
Nota 4.3.10. Observamos que este resultado coincide con el Corolario 4.3.5. En
efecto, es conocido (ver por ejemplo [12]) que las sucesiones de polinomios ortogo-
nales correspondientes a los polinomios de Hermite segu´n (4.36) son los polinomios
de Laguerre de para´metros α = −1/2 para los de orden par y α = 1/2 para los de
orden impar,
H2n(x) = L(−1/2)n (x
2), H2n+1(x) = xL(1/2)n (x
2), n ≥ 0.
Consideramos ahora u = G(λ) el funcional cla´sico de Gegenbauer definido en
(4.42). Denotamos por {C(λ)n }n los polinomios de Gegenbauer mo´nicos, que sabe-
mos verifican la RRTT siguiente,
C
(λ)
n+1(x) = xC
(λ)
n (x)−
n(n+ 2λ− 1)
4(n+ λ− 1)(n+ λ)C
(λ)
n−1(x), n ≥ 1,
con C0(x) = 1 y C1(x) = x.
Sea {Rn}n la SPOM asociada a un funcional vG sime´trico y definido positivo,
tales que se verifica,
C(λ)n + un−2C
(λ)
n−2 = Rn + sn−2Rn−2, n ≥ 2.
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Si denotamos por γ˜n > 0 los coeficientes en la RRTT para esta familia de poli-
nomios, entonces por (4.32) tenemos
γ˜n =
n(n+ 2λ− 1)
4(n+ λ− 1)(n+ λ)
un
un−1
sn−1
sn
, n ≥ 3.
Adema´s, teniendo en cuenta el Teorema 4.3.3, podemos identificar la familia de
para´metros {un}n como una funcio´n racional de polinomios ortogonales consecu-
tivos. Concretamente, tenemos el siguiente teorema.
Teorema 4.3.11. Las familias de polinomios {rn}n y {qn}n definidas recursiva-
mente por r−1 = −1/u3, q−1 = −1/u2 y
u2n+3 =
rn
rn−1
, u2n+2 =
qn
qn−1
, n ≥ 0,
verifican, respectivamente, las RRTT siguientes,
Arn−1 = rn + [γ2n+3 + γ2n+4] rn−1 + γ2n+2γ2n+3 rn−2, n ≥ 1,
r−1 = −1/u3, r0 = 1,
Aqn = qn+1 + [γ2n+4 + γ2n+5] qn + γ2n+3γ2n+4 qn−1, n ≥ 0,
q−1 = −1/u2, q0 = 1,
siendo
γn =
n(n+ 2λ− 1)
4(n+ λ− 1)(n+ λ) , n ≥ 1
En particular, cuando λ = 0 tenemos los polinomios mo´nicos de Chebyshev de
primera especie, {Cn}n, ortogonales con respecto al funcional
〈G(0), p〉 =
∫ 1
−1
p(x)
dx√
1− x2 , p ∈ P.
Para estos polinomios (ver [12]) los coeficientes en la RRTT son constantes, γ2 =
1/2 y γn = 1/4 para n ≥ 2. Esto es,
Cn+1(x) = xCn(x)− 14Cn−1(x), n ≥ 2,
C0(x) = 1, C1(x) = x, C2(x) = x2 − 1/2.
Finalmente, por el Corolario 4.3.5 podemos identificar las sucesiones {rn}n y {qn}n,
salvo cambio lineal de variable, como las familias de polinomios co–recursivos de
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los polinomios asociados de orden 2 de los polinomios de Jacobi con para´metros
α = −1/2 y β = 1/2, y los polinomios co–recursivos de los polinomios asociados
de orden 2 de los polinomios de Chebyshev de primera especie, respectivamente.
Para concluir el cap´ıtulo, estudiaremos los funcionales compan˜eros vH y vG
para w en los casos Hermite y Gegenbauer, respectivamente.
En el caso del funcional de Hermite (4.41), tenemos por (4.39) que el funcional
compan˜ero correspondiente viene dado por
〈vH , p〉 =
∫ +∞
−∞
p(x)
x2 + a
x2 + b
e−x
2
dx, p ∈ P,
donde a y b son nu´meros reales positivos.
En el caso de Gegenbauer (4.42) se presentan dos posibilidades para el funcional
compan˜ero correspondiente, teniendo en cuenta los valores para las constantes a y
b definidas en (4.39).
〈vG, p〉 =
∫ 1
−1
p(x)
x2 + a
x2 + b
(1− x2)λ−1/2 dx, p ∈ P,
si a, b > 0, y
〈vG, p〉 =
∫ 1
−1
p(x)
x2 − a
x2 − b (1− x
2)λ−1/2 dx+M [p(
√
b) + p(−
√
b)], p ∈ P,
con a, b > 1.
Observamos que estos resultados concuerdan con los ejemplos estudiados por
A. Berti y A. Sri Ranga en [10]. En dicho trabajo, los autores prueban que los
polinomios de Hermite esta´n relacionados con los polinomios de Sobolev correspon-
dientes al par de funcionales (H,vH) segu´n una relacio´n del tipo (4.4). Entonces,
por el Teorema 4.1.4 sabemos que los polinomios de Hermite esta´n relacionados con
los polinomios {Rn}n ortogonales respecto al funcional compan˜ero segu´n (4.7). Por
tanto, nuestros resultados muestran que estos ejemplos estudiados en [10] no son
casuales, si no que es la u´nica posible modificacio´n del funcional de Hermite que
permite obtener una relacio´n del tipo (4.4). En el caso del funcional de Gegenbauer
y su funcional compan˜ero se tiene la misma situacio´n.
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Cap´ıtulo 5
Polinomios ortogonales en dos
variables
Introduccio´n
Muchos autores han investigado en el tema de polinomios ortogonales en varias
variables. El origen de la teor´ıa general de estos polinomios puede situarse en
el an˜o 1936, con el trabajo de D. Jackson [37]. Ejemplos de este tipo de poli-
nomios aparecen en estudios relacionados con grupos de simetr´ıa [20, 47, 55], como
extensiones de las familias de polinomios en una variable [25, 45] o como autofun-
ciones de operadores diferenciales en derivadas parciales lineales de segundo orden
[39, 40, 41, 44, 50, 53]. El texto de C. F. Dunkl y Y. Xu [21], as´ı como el de
P. K. Suetin [79], ofrecen una excelente visio´n global y bastante completa de la
teor´ıa desde dichas perspectivas.
Cuando se plantea el estudio de la teor´ıa de polinomios ortogonales de ma´s de
una variable, el principal problema que se encuentra es decidir que´ orden elegir para
los monomios ba´sicos. Salvo en algunos casos especiales, el orden preferido por los
autores al tratar estos temas es el orden total utilizado por D. Jackson, y entre
polinomios con el mismo orden total, se adopta el orden lexicogra´fico. Una buena
razo´n para usar este orden es que cuando se necesita construir nuevos polinomios
de orden mayor, entonces las relaciones de ortogonalidad en los niveles inferiores no
se ven afectadas por las de los niveles superiores. Este hecho puede verse reflejado
especialmente en la formulacio´n vectorial del problema dada por Y. Xu [81]. Ve´anse
tambie´n los textos [8, 26, 48, 49].
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Sin embargo, J. S. Geronimo y H. J. Woerdeman, en sus trabajos [28] y [29]
sobre el problema de factorizacio´n de Feje´r-Riesz, encontraron ma´s conveniente la
utilizacio´n del orden lexicogra´fico y el orden lexicogra´fico inverso. En dichos tra-
bajos son de especial relevancia las relaciones entre polinomios ortogonales usando
ambos o´rdenes, ya que en tal caso la matriz de momentos tiene una estructura es-
pecial (ve´ase [28]): es una matriz Toeplitz por bloques que, a su vez, son matrices
Toeplitz.
En el caso de una variable, la conexio´n existente entre la familia de polinomios
ortogonales y la matriz Hankel asociada juega un papel importante en el desarrollo
de la teor´ıa, como ya describimos en el Cap´ıtulo 1. Concretamente, los coeficientes
de las relaciones de recurrencia entre los polinomios ortogonales permiten obtener
una parametrizacio´n de las matrices con estructura Hankel que son definidas positi-
vas. Adema´s, las matrices con este tipo de estructura aparecen en diversos proble-
mas de la f´ısica y de la ingenier´ıa, de ah´ı el intere´s que merece el estudio y ana´lisis
de las familias de polinomios ortogonales asociadas a ellas.
El objetivo de este cap´ıtulo es presentar un estudio de ciertos sistemas de poli-
nomios ortogonales en dos variables cuya matriz de momentos es definida positiva
y tiene una doble estructura Hankel (H⊗H), esto es, es una matriz Hankel por
bloques que, a su vez, son matrices con estructura Hankel.
Desarrollamos el cap´ıtulo de la siguiente manera: en la Seccio´n 5.1 considera-
mos subespacios finito–dimensionales de polinomios en dos variables y establecemos
la conexio´n entre los funcionales lineales definidos positivos sobre estos espacios
y las matrices definidas positivas que tienen estructura H⊗H. Concretamente,
estas matrices aparecen cuando usamos, para ordenar los monomios, el orden lexi-
cogra´fico o el orden lexicogra´fico inverso. Entonces introducimos ciertos polinomios
ortogonales matriciales (esto es, polinomios en una variable con coeficientes matri-
ciales) y vemos co´mo estos esta´n estrechamente relacionados con los factores de la
descomposicio´n de Cholesky de la matriz H⊗H considerada anteriormente.
En la Seccio´n 5.2 construimos dos familias de polinomios ortogonales en dos
variables considerando, respectivamente, el orden lexicogra´fico y el orden lexi-
cogra´fico inverso. Cuando estas familias de polinomios se organizan adecuadamente
en forma vectorial, estos vectores se pueden relacionar con los polinomios matri-
ciales construidos anteriormente. A trave´s de esta relacio´n probamos que dichos
polinomios minimizan cierto funcional cuadra´tico. Usando las propiedades de or-
togonalidad, deducimos relaciones de recurrencia entre los vectores de polinomios
asociados al orden lexicogra´fico y los asociados al orden lexicogra´fico inverso, as´ı
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como las propiedades elementales que tienen los coeficientes matriciales de dichas
relaciones de recurrencia.
Finalmente, en la Seccio´n 5.3 obtenemos varias fo´rmulas de tipo Christoffel–
Darboux para los sistemas de polinomios ortogonales construidos. Los resultados
presentados en este cap´ıtulo han sido publicados en [15].
5.1 Funcionales lineales positivos y matrices Hankel
En primer lugar, vamos a establecer la notacio´n general que usaremos a lo largo
de los dos pro´ximos cap´ıtulos.
En esta seccio´n consideramos matrices de momentos asociadas con el orden
lexicogra´fico, que esta´ definido como
(k, `) <lex (k1, `1)⇔ k < k1 o´ (k = k1 y ` < `1),
y el orden lexicogra´fico inverso,
(k, `) <revlex (k1, `1)⇔ (`, k) <lex (`1, k1).
Estos dos o´rdenes son lineales (es decir, cualesquiera dos pares distintos esta´n
ordenados) y adema´s verifican la propiedad aditiva
(k, `) < (m,n)⇒ (k + p, `+ q) < (m+ p, n+ q).
A lo largo de este cap´ıtulo, denotaremos por Pn,m[x, y] al espacio vectorial de
los polinomios en dos variables, de grado menor o igual que n respecto de x y de
grado menor o igual que m respecto de y,
Pn,m[x, y] =
{ n∑
i=0
m∑
j=0
ai,jx
iyj : ai,j ∈ R
}
.
El espacio vectorial de todos los polinomios en dos variables lo denotaremos por
P[x, y] =
{ n∑
i=0
m∑
j=0
ai,jx
iyj : ai,j ∈ R, n,m ≥ 0
}
.
Sea U : P[x, y]→ R un funcional lineal y denotemos por 〈U, p(x, y)〉 la imagen
por U del polinomio p ∈ P[x, y]. Ana´logamente al caso de una variable, hacemos
la siguiente definicio´n.
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Definicio´n 5.1.1. Llamaremos momento de orden (i, j) del funcional U al nu´mero
real hi,j = 〈U, xiyj〉. Rec´ıprocamente, diremos que U es el funcional de momentos
asociado a {hi,j}.
Asociada al funcional U podemos definir, para cada n,m ∈ N, la forma bilineal
〈·, ·〉 : Pn,m[x, y]× Pn,m[x, y]→ R,
〈p, q〉 = 〈U, pq〉, p, q ∈ Pn,m[x, y].
(5.1)
Entonces, si construimos la matriz de Gram, de dimensio´n (n + 1)(m + 1) × (n +
1)(m+1), asociada a la forma bilineal 〈·, ·〉 teniendo en cuenta el orden lexicogra´fico,
dicha matriz es la siguiente matriz Hankel por bloques:
Hn,m =

H0 H1 . . . Hn−1 Hn
H1 H2 . . . Hn Hn+1
...
... . .
. ...
...
Hn−1 Hn . . . H2n−2 H2n−1
Hn Hn+1 . . . H2n−1 H2n

, (5.2)
donde cadaHi es, a su vez, la siguiente matriz Hankel de dimensio´n (m+1)×(m+1),
Hi =

hi,0 hi,1 . . . hi,m−1 hi,m
hi,1 hi,2 . . . hi,m hi,m+1
...
... . .
. ...
...
hi,m−1 hi,m . . . hi,2m−2 hi,2m−1
hi,m hi,m+1 . . . hi,2m−1 hi,2m

, i = 0, . . . , 2n. (5.3)
Entonces, la matriz Hn,m tiene una doble estructura Hankel, que como hemos
anunciado en la introduccio´n, notaremos mediante H⊗H.
Denotaremos por Im+1n (x) a la siguiente matriz,
Im+1n (x) =

Im+1
xIm+1
...
xnIm+1
 , (5.4)
donde Im+1 denota la matriz identidad de dimensio´n (m+ 1)× (m+ 1)
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Entonces, la matriz de momentos Hn,m definida anteriormente se puede escribir
como
Hn,m =
〈
U, Im+1n (x)[1, y, . . . , y
m]t[1, y, . . . , ym](Im+1n (x))
t
〉
.
El super´ındice t denota la trasposicio´n de matrices.
Si consideramos el orden lexicogra´fico inverso, obtenemos otra matriz de mo-
mentos H˜n,m ana´loga a la anterior, pero intercambiando los papeles de x e y, n y
m,
H˜n,m =
〈
U, In+1m (y)[1, x, . . . , x
n]t[1, x, . . . , xn](In+1m (y))
t
〉
.
Nota 5.1.2. Recordemos que H = (hi,j)1≤i,j≤k es una matriz Hankel si y so´lo si
se verifica hi+1,j = hi,j+1 para todo i, j.
En los siguientes lemas, damos una caracterizacio´n de las matrices con estruc-
tura H⊗H. Es una caracterizacio´n ana´loga a la que para matrices con doble
estructura Toeplitz se puede encontrar en [29].
Lema 5.1.3. Sea H una matriz real cuadrada de dimensio´n k × k, y denotemos
por H(1) la matriz resultante de eliminar en la anterior la primera fila y la u´ltima
columna. Entonces H es una matriz Hankel si y so´lo si se dan las igualdades
H = Ht y H(1) = (H(1))t.
Demostracio´n. La condicio´n necesaria del lema es inmediata por la estructura de
las matrices Hankel.
Para comprobar la condicio´n suficiente, observamos que H = Ht implica que
hi,j = hj,i para i, j = 1, . . . , k. Como H(1) = (h
(1)
i,j )1≤i,j≤k−1 con h
(1)
i,j = hi+1,j
para i, j = 1, . . . , k − 1, entonces podemos escribir la segunda condicio´n como
hi+1,j = hj+1,i. Por tanto hi+1,j = hi,j+1 y el resultado queda probado. 
De manera ana´loga, pero considerando matrices por bloques, podemos probar
el siguiente
Lema 5.1.4. Consideremos la matriz H = (Hi,j)1≤i,j≤k, donde cada Hi,j es una
matriz real cuadrada de dimensio´n m × m. Denotemos por H(1) la matriz que
resulta de eliminar en H la primera fila de bloques y la u´ltima columna de bloques,
y por H(2) la matriz obtenida al eliminar la primera fila y la u´ltima columna en
cada bloque Hi,j de la matriz H. Entonces H es una matriz H⊗H si y so´lo si se
verifican las igualdades H = Ht, H(1) = (H(1))t y H(2) = (H(2))t.
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Obse´rvese que los resultados anteriores son ciertos si se intercambian los papeles
de filas y columnas.
Definicio´n 5.1.5. Diremos que el funcional de momentos U : P[x, y] → R es
definido positivo hasta el nivel (n,m) si se verifica
〈U, p2〉 > 0
para todo polinomio no nulo p ∈ Pn,m[x, y].
Nota 5.1.6. A diferencia de lo que ocurre en el caso de una variable, la distincio´n
entre ser definido positivo hasta cierto nivel (n,m) y serlo de manera global es
esencial, ya que, como veremos ma´s adelante, es posible que un funcional U sea
definido positivo hasta un nivel finito (n,m) pero ninguna extensio´n del mismo sea
definida positiva cuando aumentamos n o´ m (cosa que no ocurre en el caso de una
variable).
Observamos que una condicio´n necesaria y suficiente para que un funcional U
sea definido positivo hasta cierto nivel (n,m) es que la matriz de momentos Hn,m
asociada sea definida positiva.
De manera general, decimos que el funcional de momentosU es definido positivo
si 〈U, p2〉 > 0 para todo p ∈ P[x, y] no nulo.
Las anteriores observaciones pueden ser resumidas en el siguiente lema, cuya
demostracio´n omitiremos por su trivialidad.
Lema 5.1.7. Consideremos Hn,m la matriz cuadrada definida en (5.2)–(5.3), de
dimensio´n (n + 1)(m + 1) × (n + 1)(m + 1). Entonces Hn,m es definida positiva
si y so´lo si el funcional de momentos asociado a dicha matriz es definido positivo
hasta el nivel (n,m).
Denotemos por Mn×m el espacio vectorial de las matrices reales de dimensio´n
n×m, y por
Pk×kn [x] =
{ n∑
i=1
Aix
i : Ai ∈Mk×k
}
el espacio vectorial de los polinomios matriciales de grado menor o igual que n con
coeficientes en Mk×k.
Supongamos ahora que U : P[x, y] → R es un funcional de momentos definido
positivo hasta un nivel prefijado (n,m). Entonces podemos extenderlo de forma
natural al espacio de las matrices cuyas entradas son polinomios en dos variables
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con coeficientes reales, hacie´ndolo actuar componente a componente. Usando esa
extensio´n, a U le podemos asociar un funcional bilineal matricial (igual que en
(5.1), tambie´n lo denotaremos por 〈·, ·〉, entendiendo que estamos usando uno u
otro segu´n la situacio´n),
〈·, ·〉 : P(m+1)×(m+1)n [x]× P(m+1)×(m+1)n [x] −→M(m+1)×(m+1)
〈P (x), Q(x)〉 = 〈U, P (x, y) Qt(x, y)〉, (5.5)
donde
P (x, y) = P (x) [1, . . . , ym]t y Q(x, y) = Q(x) [1, . . . , ym]t .
Nota 5.1.8. Consideremos (Pn,m[x, y])k el espacio vectorial formado por los vec-
tores de dimensio´n k con entradas en Pn,m[x, y].
En general, notaremos por 〈·, ·〉 a la extensio´n natural de la forma bilineal (5.1)
actuando sobre vectores de polinomios en dos variables,
〈·, ·〉 : (Pn,m[x, y])k1 × (Pn,m[x, y])k2 →Mk1×k2 ,
〈P (x, y), Q(x, y)〉 = 〈U, P (x, y)Q(x, y)t〉.
De la misma manera, tambie´n notaremos por 〈·, ·〉 a la extensio´n natural de
la forma bilineal matricial (5.5) sobre polinomios matriciales en una variable, de
distintas dimensiones,
〈·, ·〉 : Pk1×k2n [x]× Pk3×k4n [x] −→Mk1×k3
〈P (x), Q(x)〉 = 〈U, P (x, y) Qt(x, y)〉,
donde
P (x, y) = P (x)
[
1, . . . , yk2
]t
y Q(x, y) = Q(x)
[
1, . . . , yk4
]t
.
A continuacio´n estableceremos algunos resultados relacionados con la teor´ıa de
polinomios ortogonales matriciales.
Supongamos queU : P[x, y]→ R es un funcional de momentos definido positivo
hasta cierto nivel prefijado (n,m). Entonces, podemos asociar a la forma bilineal
matricial 〈·, ·〉 dada en (5.5) un sistema de polinomios ortogonales matriciales de
la siguiente manera:
Sean {Ri(x)}ni=0 y {Li(x)}ni=0 dos familias de polinomios matriciales, dados por,
Ri(x) = Ri,ixi +Ri,i−1xi−1 + · · · , i = 0, . . . , n,
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y
Li(x) = Li,ixi + Li,i−1xi−1 + · · · , i = 0, . . . , n,
con Ri,j , Li,j ∈M(m+1)×(m+1), verificando las relaciones de ortogonalidad
〈Rti(x), Rtj(x)〉 = δi,jIm+1, 〈Li(x), Lj(x)〉 = δi,jIm+1, (5.6)
respectivamente.
Las relaciones anteriores determinan de forma u´nica las sucesiones {Ri}ni=0 y
{Li}ni=0 salvo un factor unitario. A lo largo de este cap´ıtulo consideraremos que
estas familias de polinomios esta´n normalizadas de forma que Ri,i es una matriz
triangular superior y Li,i una matriz triangular inferior, ambas con entradas posi-
tivas en la diagonal.
De las ecuaciones (5.6), se sigue que una familia de polinomios se obtiene a
partir de la otra mediante trasposicio´n, es decir, Ri(x)t = Li(x). Por tanto, nos
centraremos en el ana´lisis de los polinomios Li(x).
Definicio´n 5.1.9. Sean A una matriz triangular inferior y B una matriz triangular
superior, ambas con entradas positivas en la diagonal. Diremos que A (resp. B)
es el factor inferior (resp. superior) de Cholesky de la matriz sime´trica definida
positiva M si se verifica
M = AAt = BBt.
El polinomio matricial Li(x) definido anteriormente, se puede expresar en la
siguiente forma matricial, como producto de un vector fila (de matrices) por un
vector columna (de matrices),
Li(x) = [Li,0, Li,1, · · · , Li,i, 0, · · · , 0]Im+1n (x), (5.7)
y con los n + 1 primeros polinomios matriciales, {L0(x), . . . , Ln(x)}, construimos
el vector siguiente:
Ln(x) =

L0(x)
L1(x)
...
Ln(x)
 = LIm+1n (x), con L =

L0,0 0 · · · 0
L1,0 L1,1 · · · 0
...
...
. . .
...
Ln,0 Ln,1 · · · Ln,n
 . (5.8)
No´tese la diferencia de notacio´n entre el polinomio matricial Ln(x) y el vector de
polinomios matriciales Ln(x).
Entonces se tiene el siguiente lema.
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Lema 5.1.10. Con la normalizacio´n establecida previamente en (5.6), la matriz
por bloques Lt es el factor superior de Cholesky de la matriz de momentos H−1n,m.
Demostracio´n. Por la definicio´n de la forma bilineal 〈·, ·〉 segu´n se ha descrito en
la Nota 5.1.8 y la normalizacio´n (5.6) se tiene
I(n+1)(m+1) = 〈Ln(x),Ln(x)〉 = L
〈
Im+1n (x), I
m+1
n (x)
〉
Lt
= L
〈
U, Im+1n (x)

1
y
...
ym

Im+1n (x)

1
y
...
ym


t〉
Lt = LHn,mLt,
de donde se sigue H−1n,m = LtL y, por tanto, el resultado. 
Nota 5.1.11. Como consecuencia, observamos que la matriz Ltn,n es el factor
superior de Cholesky de [0, · · · , Im+1]H−1n,m [0, · · · , Im+1]t. Por tanto, teniendo en
cuenta (5.8) deducimos la siguiente expresio´n para el polinomio matricial Ln(x),
Ln(x) =
[
0, 0, . . . , 0, (Ltn,n)
−1]H−1n,mIm+1n (x). (5.9)
Nota 5.1.12. De la teor´ıa de polinomios ortogonales matriciales (ve´anse, por ejem-
plo, [7, 23, 27, 51]) se obtiene la siguiente RRTT,
xLi(x) = Ai+1,mLi+1(x) +Bi,mLi(x) +Ati,mLi−1(x), (5.10)
para i = 0, . . . , n− 1, con condiciones iniciales L−1(x) = 0, L0(x) = h0,0 Im+1. Las
matrices Ai+1,m y Bi,m vienen dadas por
Ai+1,m = 〈xLi(x), Li+1(x)〉 = Li,iL−1i+1,i+1,
y
Bi,m = 〈xLi(x), Li(x)〉.
De estas expresiones vemos que Bi,m es una matriz real y sime´trica y Ai,m es una
matriz real triangular inferior, ambas de dimensio´n (m+ 1)× (m+ 1).
Al igual que en el caso escalar, en [27] se prueba que los polinomios ortogonales
matriciales tambie´n verifican una propiedad minimal. Vea´moslo.
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Teorema 5.1.13. Denotaremos mediante Sm+1 el espacio de las matrices reales y
sime´tricas de dimensio´n (m+ 1)× (m+ 1). Sea
U : P(m+1)×(m+1)n [x]→ Sm+1
el funcional dado por
〈U, Y (x)〉 = 〈Y (x), Y (x)〉 − 2 Sim(Yn), (5.11)
donde Y (x) = Ynxn + · · · + Y0 = [Y0, . . . , Yn]Im+1n (x) y Sim(Yn) = (Yn + Y tn)/2.
Entonces, W (x) = Ltn,nLn(x) ∈ P(m+1)×(m+1)n [x] es el u´nico polinomio matricial
que minimiza el funcional U. Esto es,
〈U,W (x)〉 ≤ 〈U, Y (x)〉, ∀Y (x) ∈ P(m+1)×(m+1)n [x],
entendiendo que para dos matrices sime´tricas, X1, X2 ∈ Sm+1, decimos que X1 <
X2 si y so´lo si X2 −X1 es una matriz definida positiva.
Demostracio´n. De la definicio´n del funcional U se sigue que
〈U, Y (x)〉 = [Y0, Y1, . . . , Yn]Hn,m

Y0
Y1
...
Yn
− 2 Sim(Yn).
Por otro lado, consideramos la matriz
X = [Y0, Y1, . . . , Yn]H1/2n,m − VnH−1/2n,m ,
donde Vn = [0, 0, . . . , Im+1] y H
1/2
n,m es cualquier ra´ız cuadrada de Hn,m. Con esta
notacio´n, reescribimos finalmente el funcional U como
〈U, Y (x)〉 = XXt − VnH−1n,mV tn.
Entonces, existe un u´nico polinomio matricial W (x) ∈ P(m+1)×(m+1)n [x], correspon-
diente a tomar como X la matriz nula, dado por
W (x) = VnH−1n,mI
m+1
n (x),
para el que se verifica 〈U,W (x)〉 ≤ 〈U, Y (x)〉 para todo Y (x) ∈ P(m+1)×(m+1)n [x].
Finalmente, de (5.9) se sigue que el polinomio matricial Ln(x) es
Ln(x) = (Ltn,n)
−1W (x). (5.12)

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Por u´ltimo, hay que observar que los resultados presentados son igualmente
ciertos si se considera el orden lexicogra´fico inverso, con y en lugar de x e inter-
cambiando los papeles de n y m.
5.2 El orden lexicogra´fico y los polinomios ortogonales
En esta seccio´n analizaremos las propiedades de las dos familias de polinomios
ortogonales en dos variables resultado de considerar los dos o´rdenes tratados ante-
riormente: el orden lexicogra´fico y el orden lexicogra´fico inverso.
A lo largo de esta seccio´n, sera´n N y M nu´meros naturales fijos y
U : P2N,2M [x, y]→ R
un funcional lineal definido positivo hasta el nivel (N,M). Teniendo en cuenta
el orden lexicogra´fico, aplicamos el proceso de ortogonalizacio´n de Gram–Schmidt
para construir los polinomios ortogonales correspondientes,
pln,m(x, y) = k
n,l
n,m,lx
nyl +
∑
(i,j)<lex(n,l)
j≤m
ki,jn,m,lx
iyj , (5.13)
para 0 ≤ n ≤ N, 0 ≤ m ≤M y 0 ≤ l ≤ m, que esta´n definidos segu´n las siguientes
condiciones de ortogonalidad y normalizacio´n, respectivamente,
〈U, xiyjpln,m(x, y)〉 = 0,
{
0 ≤ i < n y 0 ≤ j ≤ m,
i = n y 0 ≤ j < l,
〈U, pln,m(x, y)pln,m(x, y)〉 = 1.
(5.14)
Con el convenio kn,ln,m,l > 0, los polinomios {pln,m(x, y)} quedan determinados de
forma u´nica por las ecuaciones descritas anteriormente.
De forma ana´loga podemos construir los polinomios ortogonales con respecto al
funcional lineal U usando el orden lexicogra´fico inverso. Denotaremos dichos poli-
nomios por {p˜ln,m(x, y)}, que esta´n determinados de forma u´nica por las ecuaciones
anteriores intercambiando los papeles de n y m. Concretamente,
p˜ln,m(x, y) = k˜
m,l
n,m,lx
lym +
∑
(i,j)<revlex(l,m)
i≤n
k˜i,jn,m,lx
iyj ,
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con k˜m,ln,m,l > 0, verificando las condiciones de ortogonalidad,
〈U, xiyj p˜ln,m(x, y)〉 = 0,
{
0 ≤ i ≤ n y 0 ≤ j < m,
0 ≤ i < l y j = m,
〈U, p˜ln,m(x, y)p˜ln,m(x, y)〉 = 1.
Nota 5.2.1. Observamos que, por la construccio´n de los polinomios {pln,m(x, y)}
y {p˜ln,m(x, y)}, se tiene que los conjuntos siguientes
{pli,m(x, y), 0 ≤ i ≤ n, 0 ≤ l ≤ m},
{p˜ln,j(x, y), 0 ≤ j ≤ m, 0 ≤ l ≤ n},
forman sendas bases ortonormales del espacio vectorial Pn,m[x, y] con el producto
escalar 〈·, ·〉. Entonces, cualquier polinomio q ∈ Pn,m[x, y] se puede expresar en la
forma
q(x, y) =
n∑
i=0
m∑
l=0
〈U, pli,m q〉 pli,m(x, y) =
n∑
l=0
m∑
j=0
〈U, p˜ln,j q〉 p˜ln,j(x, y).
Consideremos ahora el vector formado por los polinomios descritos anterior-
mente,
Pn,m(x, y) =

p0n,m(x, y)
p1n,m(x, y)
...
pmn,m(x, y)
 = Kn,m

1
y
...
xnym
 = Kn,m

1
x
...
xn

⊗

1
y
...
ym
 , (5.15)
donde la matriz Kn,m de dimensio´n (m + 1) × (n + 1)(m + 1) viene dada por los
coeficientes de los polinomios {pln,m},
Kn,m =

k0,0n,m,0 k
0,1
n,m,0 · · · kn,0n,m,0 0 · · · 0
k0,0n,m,1 k
0,1
n,m,1 · · · kn,0n,m,1 kn,1n,m,1 · · · 0
...
...
...
...
. . .
...
k0,0n,m,m k
0,1
n,m,m · · · kn,0n,m,m kn,1n,m,m · · · kn,mn,m,m
 , (5.16)
y donde,
⊗
representa el producto de Kronecker de matrices. Esto es, si la matriz
M = (mi,j)1≤i≤r
1≤j≤c
, entonces M
⊗
N es una matriz por bloques dada por,
M
⊗
N =

m1,1N · · · m1,cN
...
. . .
...
mr,1N · · · mr,cN
 .
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De forma ana´loga, respecto del orden lexicogra´fico inverso podemos construir
los sistemas de polinomios
P˜n,m(x, y) =

p˜0n,m(x, y)
p˜1n,m(x, y)
...
p˜nn,m(x, y)
 = K˜n,m

1
x
...
xnym
 = K˜n,m

1
y
...
ym

⊗

1
x
...
xn
 , (5.17)
donde la matriz K˜n,m de dimensio´n (n + 1) × (n + 1)(m + 1) esta´ dada de forma
similar a (5.16) intercambiando los papeles de n y m.
Nuestro siguiente objetivo es analizar las propiedades de ortogonalidad que
satisfacen ambos sistemas de polinomios, {Pn,m} y {P˜n,m}.
Teniendo en cuenta las relaciones (5.14) que definen los polinomios {pln,m},
podemos probar el siguiente
Lema 5.2.2. Sea P ∈ (Pn,m[x, y])k verificando las relaciones de ortogonalidad,
〈P(x, y), xiyj〉 = 0, 0 ≤ i < n, 0 ≤ j ≤ m. (5.18)
Entonces, P(x, y) = CPn,m(x, y), donde C es una matriz de dimensio´n k×(m+1).
Si, adema´s, k = m + 1, la matriz C es triangular inferior con entradas positivas
en la diagonal y 〈P(x, y),P(x, y)〉 = Im+1, entonces C = Im+1.
Demostracio´n. Sea P(x, y) = [p1(x, y), . . . , pk(x, y)]t ∈ (Pn,m[x, y])k verificando
(5.18). Entonces, teniendo en cuenta la independencia lineal de los polinomios
{pln,m} (ve´ase la Nota 5.2.1) podemos escribir, para 1 ≤ l ≤ k,
pl(x, y) =
n∑
i=0
m∑
j=0
cli,jp
j
i,m(x, y),
siendo cli,j = 〈pl(x, y), pji,m(x, y)〉. Por (5.18) tenemos que cli,j = 0 para i < n, por
lo que
pl(x, y) =
m∑
j=0
cln,jp
j
n,m(x, y) = [c
l
n,0, . . . , c
l
n,m]Pn,m(x, y).
Entonces, P(x, y) = CPn,m(x, y), siendo C = (cln,j) 1≤l≤k
0≤j≤m
∈ Mk×(m+1). El resto
del enunciado es claro por la unicidad de los polinomios {pln,m(x, y)}. 
De forma ana´loga, para el sistema {P˜n,m} se tiene,
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Lema 5.2.3. Sea P˜ ∈ (Pn,m[x, y])k tal que satisface las relaciones de ortogonalidad,
〈P˜(x, y), xiyj〉 = 0, 0 ≤ i ≤ n, 0 ≤ j < m.
Entonces P˜ = CP˜n,m, con C una matriz de dimensio´n k × (n + 1). Adema´s, si
k = n+ 1, la matriz C es triangular inferior con entradas positivas en la diagonal
y 〈P˜(x, y), P˜(x, y)〉 = In+1, entonces C = In+1.
Como consecuencia de los dos lemas anteriores, tenemos el siguiente resultado.
Corolario 5.2.4. Los sistemas de polinomios {Pn,m} y {P˜n,m} definidos por
(5.15) y (5.17), respectivamente, son los u´nicos que verifican las condiciones de
ortogonalidad siguientes:
〈Pn,m(x, y), xiyj〉 = 0, 0 ≤ i < n, 0 ≤ j ≤ m,
〈Pn,m(x, y),Pn,m(x, y)〉 = Im+1,
〈P˜n,m(x, y), xiyj〉 = 0, 0 ≤ i ≤ n, 0 ≤ j < m,
〈P˜n,m(x, y), P˜n,m(x, y)〉 = In+1.
Adema´s, los lemas anteriores, junto con la independencia lineal de las entradas
de los sistemas de polinomios que hemos construido (ve´ase la Nota 5.2.1), nos
permiten probar el siguiente resultado.
Lema 5.2.5. Cualquier vector de polinomios P ∈ (Pn,m[x, y])k se puede expresar
como combinacio´n lineal de los sistemas de polinomios {Pn,m} y {P˜n,m} en la
forma
P (x, y) =
n∑
i=0
MiPi,m(x, y) =
m∑
j=0
M˜jP˜n,j(x, y),
siendo
Mi = 〈P (x, y),Pi,m(x, y)〉 ∈ Mk×(m+1)
M˜j = 〈P (x, y), P˜n,j(x, y)〉 ∈ Mk×(n+1).
De lo anterior, podemos establecer cierta relacio´n entre estos sistemas de poli-
nomios y los polinomios matriciales introducidos en la Seccio´n 5.1, como muestra
el siguiente resultado.
5.2. Orden lexicogra´fico y polinomios ortogonales 107
Lema 5.2.6. Sean Pn,m(x, y) ∈ (Pn,m[x, y])m+1 el vector de polinomios definido en
(5.15) y Ln(x) ∈ P(m+1)×(m+1)n [x] el polinomio matricial definido por las relaciones
de ortogonalidad (5.6). Entonces,
Pn,m(x, y) = Ln(x)[1, y, . . . , ym]t,
y, en consecuencia, 
P0,m(x, y)
P1,m(x, y)
...
Pn,m(x, y)
 = L Im+1n (x)

1
y
...
ym
 , (5.19)
siendo Im+1n (x) la matriz definida en (5.4) y L la matriz de coeficientes de los
polinomios matriciales {L0(x), . . . , Ln(x)} dada en (5.8).
Demostracio´n. Sea Lˆn(x) ∈ P(m+1)×(m+1)n [x] tal que podemos escribir el vector
Pn,m(x, y) en la forma
Pn,m(x, y) = Lˆn(x)[1, · · · , ym]t =
n∑
i=0
Lˆn,ix
i[1, · · · , ym]t,
con Lˆn,i ∈ M(m+1)×(m+1) para 0 ≤ i ≤ n. Entonces, por las relaciones de ortogo-
nalidad (5.18) y la definicio´n del funcional bilineal matricial 〈·, ·〉, deducimos
0 =
〈
Pn,m(x, y), xj

1
...
ym

〉
=
n∑
i=0
Lˆn,i
〈
xi

1
...
ym
 , xj

1
...
ym

〉
=
n∑
i=1
Lˆn,i〈xi, xj〉 = 〈Lˆn(x), xj〉, j = 0, . . . , n− 1.
De forma ana´loga podemos probar,
Im+1 = 〈Pn,m(x, y), Pn,m(x, y)〉 = 〈Lˆn(x), Lˆn(x)〉.
Por otro lado, observamos que (5.15) implica que la matriz Lˆn,m es triangular
inferior con entradas positivas en la diagonal.
Finalmente, teniendo en cuenta que (5.6) determina de forma u´nica los poli-
nomios Ln(x), deducimos la primera parte del lema.
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El resto del enunciado se deduce directamente de (5.8) y teniendo en cuenta lo
que hemos probado en la primera parte del lema para Pi,m(x, y) para i = 0, . . . , n.

Como hemos sen˜alado anteriormente, resultados ana´logos a los del Lema 5.2.6 se
verifican para la familia de polinomios ortogonales en el orden lexicogra´fico inverso,
intercambiando los papeles de n y m.
En el siguiente teorema mostramos las relaciones de recurrencia que verifican
los sistemas de polinomios {Pn,m} y {P˜n,m}. Dichas relaciones son los elementos
clave para el estudio realizado en el resto del cap´ıtulo y en el cap´ıtulo siguiente.
Teorema 5.2.7. Sean {Pn,m}n,m y {P˜n,m}n,m, 0 ≤ n ≤ N , 0 ≤ m ≤ M los
sistemas de polinomios ortogonales definidos previamente en (5.15) y (5.17). En-
tonces, se verifican las siguientes fo´rmulas de recurrencia,
xPn,m = An+1,mPn+1,m +Bn,mPn,m +Atn,mPn−1,m, (5.20)
Γn,mPn,m = Pn,m−1 −Kn,mP˜n−1,m, (5.21)
J1n,mPn,m = yPn,m−1 + J
2
n,mP˜n−1,m + J
3
n,mP˜n−1,m−1, (5.22)
Pn,m = In,mP˜n,m + Γtn,mPn,m−1, (5.23)
donde
An,m = 〈xPn−1,m,Pn,m〉 ∈ M(m+1)×(m+1), (5.24)
Bn,m = 〈xPn,m,Pn,m〉 ∈ M(m+1)×(m+1), (5.25)
J1n,m = 〈yPn,m−1,Pn,m〉 ∈ Mm×(m+1), (5.26)
J2n,m = −〈yPn,m−1, P˜n−1,m〉 ∈ Mm×n, (5.27)
J3n,m = −〈yPn,m−1, P˜n−1,m−1〉 ∈ Mm×n, (5.28)
Γn,m = 〈Pn,m−1,Pn,m〉 ∈ Mm×(m+1), (5.29)
Kn,m = 〈Pn,m−1, P˜n−1,m〉 ∈ Mm×n, (5.30)
In,m = 〈Pn,m, P˜n,m〉 ∈ M(m+1)×(n+1). (5.31)
Fo´rmulas ana´logas se verifican para P˜n,m. Estas ecuaciones homo´logas las deno-
taremos por (5.20˜), (5.21˜), etc.
yP˜n,m = A˜n,m+1P˜n,m+1 + B˜n,mP˜n,m + A˜tn,mP˜n,m−1, (5.20˜)
Γ˜n,mP˜n,m = P˜n−1,m − K˜n,mPn,m−1, (5.21˜)
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J˜1n,mP˜n,m = xP˜n−1,m + J˜2n,mPn,m−1 + J˜3n,mPn−1,m−1, (5.22˜)
P˜n,m = I˜n,mPn,m + Γ˜tn,mP˜n−1,m, (5.23˜)
donde los coeficientes matriciales que aparecen vienen dados, de forma ana´loga a
las anteriores, mediante las fo´rmulas,
A˜n,m = 〈yP˜n,m−1, P˜n,m〉 ∈ M(n+1)×(n+1), (5.24˜)
B˜n,m = 〈yP˜n,m, P˜n,m〉 ∈ M(n+1)×(n+1), (5.25˜)
J˜1n,m = 〈xP˜n−1,m, P˜n,m〉 ∈ Mn×(n+1), (5.26˜)
J˜2n,m = −〈xP˜n−1,m,Pn,m−1〉 ∈ Mn×m, (5.27˜)
J˜3n,m = −〈xP˜n−1,m,Pn−1,m−1〉 ∈ Mn×m, (5.28˜)
Γ˜n,m = 〈P˜n−1,m, P˜n,m〉 ∈ Mn×(n+1), (5.29˜)
K˜n,m = 〈P˜n−1,m,Pn,m−1〉 ∈ Mn×m, (5.30˜)
I˜n,m = 〈P˜n,m,Pn,m〉 ∈ M(n+1)×(m+1). (5.31˜)
Demostracio´n. La relacio´n (5.20) se deduce directamente del Lema 5.2.6 y de la
ecuacio´n (5.10).
Para probar (5.21) observamos que Pn,m−1 ∈ (Pn,m[x, y])m y, por el Lema 5.2.5,
existe una matriz Γn,m de dimensio´n m× (m+ 1) tal que
Γn,mPn,m −Pn,m−1 ∈ (Pn−1,m[x, y])m.
Adema´s, por la ortogonalidad de {Pn,m} se tiene
〈Γn,mPn,m(x, y)−Pn,m−1(x, y), xiyj〉 = 0,
para i = 0, . . . , n − 1 y j = 0, . . . ,m − 1. Por tanto, por la unicidad de la familia
{P˜n,m}, que es consecuencia del Lema 5.2.3, se sigue (5.21),
ΓnmPn,m −Pn,m−1 = Kn,mP˜n−1,m,
con Kn,m ∈Mm×n.
Las dema´s fo´rmulas se pueden demostrar siguiendo un procedimiento similar.
Veamos (5.22). Sea J1n,m ∈Mm×(m+1) una matriz tal que
yPn,m−1 − J1n,mPn,m ∈ (Pn−1,m[x, y])m.
Dicha matriz existe en virtud del Lema 5.2.5. Adema´s, por las propiedades de
ortogonalidad de {Pn,m}, se verifica
〈yPn,m−1(x, y)− J1n,mPn,m(x, y), xiyj〉 = 0,
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para i = 0, . . . , n − 1 y j = 0, . . . ,m − 2. Por lo tanto, teniendo en cuenta el
Lema 5.2.5 existen dos matrices J2n,m, J
3
n,m ∈Mm×n tales que
yPn,m−1 − J1n,mPn,m = −J2n,mP˜n−1,m − J3n,mP˜n−1,m−1,
que es exactamente la relacio´n (5.22).
Por u´ltimo, veamos (5.23). De nuevo por el Lema 5.2.5, existe una matriz
In,m ∈M(m+1)×(n+1) tal que
Pn,m − In,mP˜n,m ∈ (Pn,m−1[x, y])m+1,
y verifica la propiedad de ortogonalidad
〈Pn,m(x, y)− In,mP˜n,m(x, y), xiyj〉 = 0,
para i = 0, . . . , n − 1 y j = 0, . . . ,m − 1. Por lo tanto, por el Lema 5.2.2, existe
una matriz C ∈M(m+1)×m tal que
Pn,m − In,mP˜n,m = CPn,m−1.
Adema´s, podemos calcular esa matriz, teniendo en cuenta la Nota 5.2.5 y la orto-
gonalidad de {P˜n,m}, en la forma
C = 〈Pn,m − In,mP˜n,m,Pn,m−1〉 = 〈Pn,m,Pn,m−1〉,
que es exactamente Γtn,m (ve´ase (5.29)).
Las expresiones (5.24)–(5.31) se deducen directamente por la ortogonalidad de
las familias {Pn,m} y {P˜n,m}, teniendo en cuenta el Lema 5.2.5. 
Nota 5.2.8. Observemos que la ecuacio´n (5.20) se sigue directamente de la teor´ıa
de polinomios ortogonales matriciales y permite movernos a lo largo de la banda
de taman˜o m + 1, es decir, podemos aumentar el grado de los polinomios en x
pero sin aumentar el grado en y. Adema´s, esta fo´rmula no mezcla los sistemas
de polinomios en los dos o´rdenes. Sin embargo, las dema´s fo´rmulas indican que
si se desea aumentar m en una unidad para los polinomios construidos segu´n el
orden lexicogra´fico, se deben involucrar los polinomios construidos segu´n el orden
lexicogra´fico inverso.
En la seccio´n anterior vimos que las matrices de la RRTT (5.20) tienen una
estructura particular. Concretamente, An,m es triangular inferior con entradas
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positivas en la diagonal y Bn,m es sime´trica. Algunas de las matrices que apare-
cen en las dema´s ecuaciones tambie´n tienen una forma especial, como vemos a
continuacio´n.
• Sobre la matriz J1n,m. Por las relaciones de ortogonalidad, se puede comprobar
directamente que la entrada (i, j) de la matriz J1n,m es
(J1n,m)ij = 〈ypi−1n,m−1, pj−1n,m〉,
por lo que (J1n,m)ij = 0 para i + 1 < j, mientras que (J
1
n,m)i,i+1 > 0. Por tanto
J1n,m es, salvo la primera columna, una matriz triangular inferior,
J1n,m =

(J1n,m)1,1 (J
1
n,m)1,2 0 0 0
(J1n,m)2,1 (J
1
n,m)2,2 (J
1
n,m)2,3 0 0
...
...
...
. . .
...
(J1n,m)m,1 (J
1
n,m)m,2 (J
1
n,m)m,3 · · · (J1n,m)m,m+1
 .
Los mismos argumentos muestran que la matriz J˜1n,m tiene la misma estructura
que J1n,m.
• Sobre la matriz Γn,m. Haciendo un ana´lisis similar, para la matriz Γn,m
tenemos que la entrada (i, j) es
(Γn,m)ij = 〈pi−1n,m−1, pj−1n,m〉,
luego (Γn,m)ij = 0 si i < j y (Γn,m)i,i > 0, es decir, Γn,m es, salvo la u´ltima columna
de ceros, una matriz triangular inferior,
Γn,m =

(Γn,m)1,1 0 · · · 0 0
(Γn,m)2,1 (Γn,m)2,2 · · · 0 0
...
...
. . .
...
...
(Γn,m)m,1 (Γn,m)m,2 · · · (Γn,m)m,m 0
 .
La matriz Γ˜n,m tiene la misma estructura que Γn,m.
• Sobre la matriz In,m. Finalmente, por la definicio´n de la matriz In,m tenemos
que la entrada (i, j) esta´ dada por
(In,m)i,j = 〈pin,m, p˜jn,m〉.
Adema´s, observamos que, en virtud de las relaciones de ortogonalidad que definen
los sistemas de polinomios {pln,m} y {p˜ln,m}, se tiene pmn,m = p˜nn,m y, por tanto, la
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entrada en la u´ltima posicio´n de la matriz In,m es (In,m)m+1,n+1 = 1, las primeras
n entradas de la u´ltima fila se anulan, (In,m)m+1,j = 0 para j ≤ n, y tambie´n se
anulan las primeras m entradas de la u´ltima columna, (In,m)i,n+1 = 0 para i ≤ m.
Es decir,
In,m =

∗ ∗ · · · ∗ 0
...
...
... 0
∗ ∗ · · · ∗ 0
0 0 · · · 0 1
 . (5.32)
Adema´s, usando las relaciones de ortogonalidad, se puede probar que las ma-
trices involucradas en las ecuaciones del Teorema 5.2.7 esta´n relacionadas entre s´ı
como se muestra en la siguiente proposicio´n.
Proposicio´n 5.2.9. Consideremos los coeficientes matriciales definidos en las
relaciones de recurrencia del Teorema 5.2.7. Entonces, se verifican las siguien-
tes identidades.
K˜n,m = Ktn,m, (5.33)
Kn,mKtn,m + Γn,mΓtn,m = Im, (5.34)
J3n,m = −Kn,mA˜tn−1,m, (5.35)
I˜n,m = Itn,m, (5.36)
In,mI
t
n,m + Γ
t
n,mΓn,m = Im+1. (5.37)
Para (5.34), (5.35) y (5.37) se tienen las ecuaciones homo´logas:
Ktn,mKn,m + Γ˜n,mΓ˜tn,m = In, (5.34˜)
J˜3n,m = −Ktn,mAtn,m−1, (5.35˜)
Itn,mIn,m + Γ˜
t
n,mΓ˜n,m = In+1. (5.37˜)
Demostracio´n. En primer lugar, (5.33) y (5.36) se deducen directamente de la
definicio´n de las matrices.
Para probar (5.34) y (5.37), basta tener en cuenta las propiedades de ortogo-
nalidad dadas en los Lemas 5.2.2 y 5.2.3. Concretamente, de (5.21) deducimos
Γn,mΓtn,m = 〈Γn,mPn,m,Γn,mPn,m〉
= 〈Pn,m−1 −Kn,mP˜n−1,m,Pn,m−1 −Kn,mP˜n−1,m〉,
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de donde se deduce (5.34) teniendo en cuenta las propiedades de ortogonalidad y la
definicio´n de las matrices Kn,m. De forma ana´loga se puede probar (5.37) a partir
de (5.23).
Por u´ltimo veamos (5.35). Por la definicio´n de J3n,m se tiene
J3n,m = −〈Pn,m−1, yP˜n−1,m−1〉.
Teniendo en cuenta la ecuacio´n (5.20˜), as´ı como la ecuacio´n que define a la matriz
Kn,m, deducimos el resultado. 
Finalmente mostraremos que las familias de polinomios {Pn,m} tambie´n ve-
rifican cierta propiedad minimal, que se deduce de la propiedad minimal de los
polinomios matriciales definidos en la seccio´n anterior.
Denotaremos por P(m+1)×(m+1)n,m [x, y] el espacio vectorial de los polinomios ma-
triciales en dos variables, de grado menor o igual que n respecto de x, y de grado
menor o igual que m respecto de y,
P(m+1)×(m+1)n,m [x, y] =
{ n∑
i=0
m∑
j=0
Ai,jx
iyj , Ai,j ∈M(m+1)×(m+1)
}
.
Consideremos el funcional Uˆ : P(m+1)×(m+1)n,m [x, y]→ Sm+1 definido por
〈Uˆ, P (x, y)〉 = 〈P (x, y), P (x, y)〉 − 2 Sim(Kn),
siendo Kn ∈M(m+1)×(m+1) tal que
P (x, y) = Knxn[1, . . . , ym]t +R(x, y),
con R ∈ P(m+1)×(m+1)n−1,m [x, y].
Lema 5.2.10. Con la notacio´n establecida anteriormente, el vector de polinomios
P (x, y) = L−1n,nPn,m(x, y) es el u´nico que minimiza el funcional Uˆ, es decir,
〈Uˆ, P (x, y)〉 ≤ 〈Uˆ, Y (x, y)〉,
para todo Y (x, y) ∈ P(m+1)×(m+1)n,m [x, y]. Aqu´ı Ln,n es la matriz coeficiente del
te´rmino de grado n en el polinomio matricial Ln(x) definido en (5.6).
Demostracio´n. Sea P (x, y) =
∑n
i=0Kix
i[1, . . . , ym]t. Puesto que
〈
xi

1
...
ym
 , xj

1
...
ym

〉
= 〈xi, xj〉,
114 §5. Polinomios ortogonales en dos variables
entendiendo que en cada miembro de la igualdad actu´a la forma bilineal 〈·, ·〉
definida en el espacio correspondiente (ve´ase la Nota 5.1.8), entonces podemos
escribir
〈Uˆ, P (x, y)〉 = 〈U, P (x)〉,
siendo P (x) ∈ P(m+1)×(m+1)n [x] el polinomio matricial tal que
P (x, y) = P (x)[1, . . . , ym]t.
Por lo tanto, el resultado se deduce de (5.12) y el Lema 5.2.6. 
5.3 Fo´rmulas de tipo Christoffel–Darboux
La importancia de la fo´rmula de Christoffel–Darboux es conocida en la teor´ıa
de polinomios ortogonales en una variable (ve´ase el Teorema 1.1.18). Usando la
conexio´n entre polinomios ortogonales matriciales y los polinomios ortogonales en
dos variables desarrollada en la Seccio´n 5.2, vamos a presentar un ana´logo en dos
variables de esta fo´rmula.
Teorema 5.3.1 (Fo´rmula de Christoffel-Darboux). Sean {Pn,m} y {Pn,m}
las familias de polinomios en dos variable ortogonales con respecto al funcional
lineal U asociados al orden lexicogra´fico y lexicogra´fico inverso, respectivamente,
verificando las condiciones de ortogonalidad dadas en el Corolario 5.2.4. Entonces
se verifican las igualdades
Ptn,m(x1, y1)An+1,mPn+1,m(x, y)−Ptn+1,m(x1, y1)Atn+1,mPn,m(x, y)
x− x1 =
=
n∑
k=0
Ptk,m(x1, y1)Pk,m(x, y) =
m∑
j=0
P˜tn,j(x1, y1)P˜n,j(x, y).
Demostracio´n. La primera igualdad se sigue, aplicando un procedimiento esta´ndar,
a partir de la ecuacio´n de recurrencia a tres te´rminos (5.20). La segunda igualdad
es cierta porque las dos sumas son nu´cleos reproductores para el mismo espacio. 
El correspondiente resultado ana´logo tambie´n se verifica para el orden lexi-
cogra´fico inverso.
Como consecuencia del teorema anterior se tiene,
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Lema 5.3.2. Se verifican
Ptn,m(x1, y1)An+1,mPn+1,m(x, y)−Ptn+1,m(x1, y1)Atn+1,mPn,m(x, y) =
= (x− x1)P˜tn,m(x1, y1)P˜n,m(x, y) +Ptn,m−1(x1, y1)An+1,m−1Pn+1,m−1(x, y)−
−Ptn+1,m−1(x1, y1)Atn+1,m−1Pn,m−1(x, y), (5.38)
y
Ptn+1,m+1(x1, y1)Pn+1,m+1(x, y)−Ptn+1,m(x1, y1)Pn+1,m(x, y) =
= P˜tn+1,m+1(x1, y1)P˜n+1,m+1(x, y)− P˜tn,m+1(x1, y1)P˜n,m+1(x, y).
(5.39)
Demostracio´n. Para probar la primera fo´rmula, consideramos los polinomios ma-
triciales definidos mediante
Zn,m(x, y) = [1, y, . . . , ym](Im+1n (x))
t,
Z˜n,m(x, y) = [1, x, . . . , xn](In+1m (y))
t.
Entonces, por la fo´rmula de Christoffel–Darboux, el Lema 5.1.10 y la igualdad
(5.19) deducimos
Ptn,m(x1, y1)An+1,mPn+1,m(x, y)−Ptn+1,m(x1, y1)Atn+1,mPn,m(x, y)
x− x1 =
= Zn,m(x1, y1)H−1n,mZn,m(x, y)
t = Z˜n,m(x1, y1)H˜−1n,mZ˜n,m(x, y)
t
= P˜tn,m(x1, y1)P˜n,m(x, y) + Z˜n,m−1(x1, y1)H˜
−1
n,m−1Z˜n,m−1(x, y)
t.
Aplicando el mismo procedimiento en el u´ltimo sumando del te´rmino de la derecha
en la anterior igualdad para expresarlo en te´rminos de los polinomios asociados al
orden lexicogra´fico, obtenemos el resultado.
La ecuacio´n (5.39) se obtiene usando la igualdad entre las dos sumatorias del
Teorema 5.3.1,
Ptn+1,m+1(x1, y1)Pn+1,m+1(x, y)−
m∑
j=0
P˜tn+1,j(x1, y1)P˜n+1,j(x, y) =
= P˜tn+1,m+1(x1, y1)P˜n+1,m+1(x, y)−
n∑
j=0
Ptj,m+1(x1, y1)Pj,m+1(x, y).
Cambiando la suma del primer te´rmino para expresarla en funcio´n Pn,m y al con-
trario con la suma del segundo te´rmino, igualamos los te´rminos de grado ma´ximo
y usando el Teorema 5.3.1 obtenemos el resultado. 
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Nota 5.3.3. Antes de finalizar esta seccio´n hemos de resaltar que las ecuaciones
anteriores se pueden deducir de las fo´rmulas de recurrencia obtenidas en las sec-
ciones anteriores.
La ecuacio´n (5.39) se obtiene directamente de (5.21) y de la Proposicio´n 5.2.9.
Sin embargo, el procedimiento para obtener (5.38) es diferente.
Cap´ıtulo 6
Aplicaciones computacionales
Introduccio´n
En este cap´ıtulo continuamos el estudio de la teor´ıa desarrollada en el Cap´ıtulo 5,
enfocando el ana´lisis en los aspectos ma´s aplicados de la teor´ıa. El cap´ıtulo esta´
estructurado de la siguiente manera: en la Seccio´n 6.1 estudiamos las matrices que
aparecen en las relaciones de recurrencia deducidas en la Seccio´n 5.2, obteniendo
relaciones entre ellas que sera´n elementos clave para el desarrollo del resto del
cap´ıtulo. A partir de estas relaciones entre los coeficientes, en la Seccio´n 6.2 desar-
rollamos un algoritmo para construir los coeficientes de las fo´rmulas de recurrencia
hasta un cierto nivel usando los coeficientes de los niveles inmediatamente ante-
riores y un nu´mero determinado de inco´gnitas. Concretamente, estas inco´gnitas
esta´n en correspondencia biun´ıvoca con el nu´mero de momentos que se necesitan
para construir el vector de polinomios hasta dicho nivel. Este algoritmo se usa en
la Seccio´n 6.3 para determinar un funcional lineal definido positivo con respecto al
cual los sistemas de polinomios {Pn,m} son ortogonales. Esto nos permite deducir
condiciones necesarias y suficientes sobre los coeficientes de las relaciones de recu-
rrencia para la existencia de un funcional lineal definido positivo, estableciendo una
correspondencia biun´ıvoca entre e´stos y el conjunto de las matrices definidas pos-
itivas con estructura H⊗H. En dicha construccio´n juegan un papel importante
el conjunto de las matrices Kn,m definidas en el cap´ıtulo anterior, que deben ser
contracciones. En la Seccio´n 6.4 analizamos el caso particular en el que dichas ma-
trices contractivas se anulan, deduciendo que esta situacio´n caracteriza las medidas
en dos variables que se obtienen como producto tensorial de dos medidas reales en
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una variable. Concluimos en la Seccio´n 6.5 con un ejemplo nume´rico que ilustra el
funcionamiento del algoritmo mencionado anteriormente. Tambie´n presentamos un
ejemplo que muestra que este problema de momentos no siempre se puede extender
a niveles superiores.
6.1 Relaciones matriciales
Es evidente que deben de existir relaciones entre los coeficientes matriciales
de las ecuaciones (5.20)–(5.23) y sus homo´logas (5.20˜)–(5.23˜). En esta seccio´n
analizaremos dichas relaciones, cuyas demostraciones, aunque no entran˜an dificul-
tad, requieren de cierta habilidad te´cnica y son bastante tediosas en algunos casos.
Estas relaciones nos permitira´n desarrollar un algoritmo que nos permita con-
struir los elementos de un nivel prefijado, (n,m), a partir de los elementos conocidos
en los niveles anteriores.
Lema 6.1.1 (Relaciones para Kn,m). Consideremos los coeficientes matriciales
dados en las relaciones del Teorema 5.2.7. Entonces, las siguientes igualdades
Γn,m−1Kn,mA˜tn−1,m = −J2n,m−1 −Kn,m−1B˜n−1,m−1, (6.1)
An,m−1Kn,mΓ˜tn−1,m = −J˜2 tn−1,m −Bn−1,m−1Kn−1,m, (6.2)
se verifican para 2 ≤ n ≤ N y 2 ≤ m ≤M .
Demostracio´n. Por un lado, teniendo en cuenta la definicio´n (5.30) de la matriz
Kn,m y usando la RRTT (5.20˜), as´ı como las propiedades de ortogonalidad de
Pn,m−1, calculamos
Kn,mA˜tn−1,m = 〈Pn,m−1, A˜n−1,mP˜n−1,m〉
= 〈Pn,m−1, yP˜n−1,m−1 − B˜n−1,m−1P˜n−1,m−1 − A˜tn−1,m−1P˜n−1,m−2〉
= 〈Pn,m−1, yP˜n−1,m−1〉.
Por tanto, multiplicando a la izquierda por la matriz Γn,m−1, usamos la ecuacio´n
(5.21) y obtenemos
Γn,m−1Kn,mA˜tn−1,m = 〈Γn,m−1Pn,m−1, yP˜n−1,m−1〉
= 〈Pn,m−2 −Kn,m−1P˜n−1,m−1, yP˜n−1,m−1〉
= −J2n,m−1 −Kn,m−1B˜n−1,m−1,
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con lo que se completa la prueba de (6.1). Finalmente, para probar la relacio´n (6.2)
basta escribir el homo´logo de (6.1) para K˜n,m,
Γ˜n−1,mK˜n,mAtn,m−1 = −J˜2n−1,m − K˜n−1,mBn−1,m−1,
que se puede probar de forma ana´loga, y usar (5.33). 
Lema 6.1.2 (Relaciones para J2n,m). Para cada par de nu´meros naturales (n,m),
con 2 ≤ n ≤ N y 2 ≤ m ≤M , se verifican las siguientes igualdades:
Γn,m−1J2n,m = −J1n,m−1Kn,m +Kn,m−1A˜n−1,m, (6.3)
−An,m−1J2n,mΓ˜tn−1,m = J1n−1,mAtn−1,mIn−2,m − J2n−1,mΓ˜n−1,mJ˜1 tn−1,m (6.4)
+ J2n−1,mKtn−1,mJ˜2 tn−1,m + J3n−1,mItn−2,m−1J˜3 tn−1,m +Bn−1,m−1J2n−1,m
−Atn−1,m−1In−2,m−1A˜n−2,m +An,m−1J3n,mItn−1,m−1Kn−1,m.
Demostracio´n. Para probar la primera ecuacio´n, comenzamos multiplicando por la
izquierda, en la ecuacio´n (5.27) que define la matriz J2n,m, por la matriz Γn,m−1.
Usando la relacio´n (5.21) para sustituir Γn,m−1Pn,m−1 y la definicio´n de A˜n−1,m
dada en (5.24˜), obtenemos
Γn,m−1J2n,m = −〈yPn,m−2, P˜n−1,m〉+Kn,m−1A˜n−1,m.
A continuacio´n usamos la relacio´n (5.22) para sustituir el polinomio yPn,m−2, y
obtenemos (6.3) teniendo en cuenta las propiedades de ortogonalidad de los poli-
nomios.
Para probar (6.4), usamos en primer lugar la definicio´n de la matriz J2n,m,
aplicamos la ecuacio´n (5.21˜) en la forma apropiada y obtenemos,
−An,m−1J2n,mΓ˜tn−1,m = An,m−1〈yPn,m−1, Γ˜n−1,mP˜n−1,m〉
= An,m−1〈yPn,m−1, P˜n−2,m〉 −An,m−1〈yPn,m−1,Pn−1,m−1〉Kn−1,m.
(6.5)
Calculamos a continuacio´n el primer sumando del te´rmino de la derecha en la
ecuacio´n anterior. Por (5.20) tenemos
An,m−1〈yPn,m−1, P˜n−2,m〉 =〈xPn−1,m−1, yP˜n−2,m〉 −Bn−1,m−1J2n−1,m
−Atn−1,m−1〈Pn−2,m−1, yP˜n−2,m〉.
(6.6)
En el primer sumando del te´rmino de la derecha de (6.6) intercambiamos las
posiciones de x e y, y usamos (5.22) para sustituir yPn−1,m−1,
〈yPn−1,m−1, xP˜n−2,m〉 =J1n−1,m〈Pn−1,m, xP˜n−2,m〉−
− 〈J2n−1,mP˜n−2,m + J3n−1,mP˜n−2,m−1, xP˜n−2,m〉.
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Entonces, usando la RRTT (5.20) para sustituir xPn−1,m en el primer sumando,
y (5.22˜) para sustituir xP˜n−2,m en el segundo, obtenemos la siguiente expresio´n
para el primer sumando del te´rmino de la derecha de (6.6),
〈xPn−1,m−1, yP˜n−2,m〉 = J1n−1,mAtn−1,mIn−2,m − J2n−1,mΓ˜n−1,mJ˜1 tn−1,m
+ J2n−1,mKtn−1,mJ˜2 tn−1,m + J3n−1,mItn−2,m−1J˜3 tn−1,m,
(6.7)
donde hemos utilizado la definicio´n de las matrices Kn,m e In,m as´ı como las rela-
ciones (5.33) y (5.36).
El u´ltimo te´rmino de (6.6) se puede calcular fa´cilmente usando (5.20˜) y (5.31),
〈Pn−2,m−1, yP˜n−2,m〉 = In−2,m−1A˜n−2,m. (6.8)
Ahora sustituimos (6.7) y (6.8) en (6.6) y observamos que el primer te´rmino de
(6.5) es
An,m−1〈yPn,m−1,P˜n−2,m〉 = J1n−1,mAtn−1,mIn−2,m − J2n−1,mΓ˜n−1,mJ˜1 tn−1,m
+ J2n−1,mKtn−1,mJ˜2 tn−1,m + J3n−1,mItn−2,m−1J˜3 tn−1,m (6.9)
+Bn−1,m−1J2n−1,m −Atn−1,m−1In−2,m−1A˜n−2,m.
Por otro lado, de (5.21) se deducen las ecuaciones
〈Pn,m−1,Pn−1,m〉 = Kn,mItn−1,m,
〈Pn,m−1, P˜n−2,m〉 = Kn,mΓ˜tn−1,m.
(6.10)
Sustituyendo (5.22) en el segundo sumando del te´rmino de la derecha de (6.5), y
usando las ecuaciones anteriores, as´ı como (5.35) y (6.17), obtenemos
An,m−1〈yPn,m−1,Pn−1,m−1〉Kn−1,m =
= An,m−1Kn,mItn−1,mJ1 tn−1,mKn−1,m −An,m−1Kn,mΓ˜tn−1,mJ2 tn−1,mKn−1,m
= An,m−1Kn,m(Itn−1,mJ1 tn−1,m − Γ˜tn−1,mJ2 tn−1,m)Kn−1,m
= −An,m−1J3n,mItn−1,m−1Kn−1,m. (6.11)
Para concluir, insertando (6.9) y (6.11) en (6.5) obtenemos finalmente la relacio´n
anunciada (6.4). 
Lema 6.1.3 (Relaciones para J1n,m). Las siguientes relaciones,
Γn,m−1J1n,m = J
1
n,m−1Γn,m, (6.12)
J1n,mΓ
t
n,mΓ
t
n,m−1 = J
1 t
n,m−1 + J
3
n,mKtn,m−1 + J2n,mKtn,mΓtn,m−1, (6.13)
se verifican para 1 ≤ n ≤ N y 2 ≤ m ≤M .
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Demostracio´n. La primera relacio´n se deduce directamente multiplicando en la
definicio´n de la matriz J1n,m dada en (5.26) por Γn,m−1 y despue´s usando la relacio´n
(5.22) para sustituir y simplificar teniendo en cuenta la ortogonalidad.
Para probar (6.13), multiplicamos (5.26) por Γtn,m por la derecha y usamos la
relacio´n (5.21), llegando a la igualdad,
J1n,mΓ
t
n,m = 〈yPn,m−1,Γn,mPn,m〉 = 〈yPn,m−1,Pn,m−1〉+ J2n,mKtn,m.
Multiplicamos de nuevo por la derecha por la matriz Γtn,m−1. Finalmente, usando
(5.21) y despue´s (5.22) en dos ocasiones, obtenemos el resultado. 
Lema 6.1.4 (Relaciones para An,m). Sean An,m, Γn,m y J1n,m las matrices dadas
en el Teorema 5.2.7. Entonces, se verifican las siguientes relaciones,
Γn−1,mAn,m = An,m−1Γn,m, (6.14)
J1n−1,mAn,m = An,m−1J
1
n,m, (6.15)
para 1 ≤ n ≤ N y 1 ≤ m ≤M .
Demostracio´n. Usando la RRTT (5.20) y teniendo en cuenta las propiedades de
ortogonalidad calculamos, por un lado,
〈Pn−1,m−1, xPn,m〉 = 〈Pn−1,m−1,Pn−1,m〉An,m = Γn−1,mAn,m,
y, por otro lado,
〈xPn−1,m−1,Pn,m〉 = An,m−1〈Pn,m−1,Pn,m〉 = An,m−1Γn,m.
De estas dos igualdades se sigue directamente (6.14).
Para probar (6.15), basta considerar la definicio´n de la matriz J1n−1,m y usar la
RRTT (5.20). Entonces deducimos, por ortogonalidad,
J1n−1,mAn,m = 〈xPn−1,m−1, yPn,m〉.
Ahora sustituimos xPn−1,m−1 usando la RRTT (5.20) y, aplicando la definicio´n de
la matriz J1n,m dada en (5.26), obtenemos finalmente la relacio´n buscada (6.15). 
Lema 6.1.5 (Relaciones para In,m). Para cada 1 ≤ n ≤ N y 1 ≤ m ≤ M se
verifican las siguientes relaciones,
Γn,mIn,m = −Kn,mΓ˜n,m, (6.16)
J1n,mIn,m = In,m−1A˜n,m + J
2
n,mΓ˜n,m. (6.17)
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Demostracio´n. La primera ecuacio´n se deduce directamente multiplicando (5.31)
por la izquierda por la matriz Γn,m y usando posteriormente la relacio´n (5.21).
Para (6.17), calculamos en primer lugar, partiendo de la ecuacio´n (5.31) que
define la matriz In,m−1,
In,m−1A˜n,m = 〈Pn,m−1, yP˜n,m〉,
donde hemos usado la RRTT (5.20˜) para sustituir A˜n,mP˜n,m−1 y hemos simplifi-
cado teniendo en cuenta la ortogonalidad. En segundo lugar, por la definicio´n de
la matriz J1n,m dada en (5.26) obtenemos, usando la relacio´n (5.23˜),
〈yPn,m−1, P˜n,m〉 = J1n,mIn,m − J2n,mΓ˜n,m,
con lo que concluimos la demostracio´n de (6.17). 
Lema 6.1.6 (Relaciones para Bn−1,m). Las siguientes igualdades,
Γn−1,mBn−1,m =−Kn−1,mI tn−2,mAn−1,m +Bn−1,m−1Γn−1,m (6.18)
+An,m−1Kn,mI tn−1,m,
J1n−1,mBn−1,m =Bn−1,m−1J
1
n−1,m + J
2
n−1,mI
t
n−2,mAn−1,m (6.19)
+ J3n−1,mI
t
n−2,m−1An−1,m−1Γn−1,m −An,m−1J2n,mI tn−1,m
−An,m−1J3n,mI tn−1,m−1Γn−1,m.
se verifican para 2 ≤ n ≤ N y 1 ≤ m ≤M .
Demostracio´n. Comencemos probando la primera relacio´n multiplicando por la
derecha la matriz Γn−1,m, definida en (5.29), por la matriz Bn−1,m. Despue´s usamos
la RRTT (5.20) y por la ortogonalidad obtenemos,
Γn−1,mBn−1,m = 〈Pn−1,m−1, xPn−1,m〉 − 〈Pn−1,m−1,Pn−2,m〉An−1,m.
En virtud de (6.10) vemos que el segundo sumando del te´rmino de la derecha en
la ecuacio´n anterior nos proporciona directamente el primer sumando del te´rmino
de la derecha de (6.18). Trabajemos ahora con el primer sumando del te´rmino de
la derecha de la fo´rmula anterior. Sustituimos xPn−1,m usando la RRTT (5.20),
〈Pn−1,m−1, xPn−1,m〉 =
= An,m−1〈Pn,m−1,Pn−1,m〉+Bn−1,m−1〈Pn−1,m−1,Pn−1,m〉
= An,m−1Kn,mItn−1,m +Bn−1,m−1Γn−1,m,
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donde, para la u´ltima igualdad, hemos usado de nuevo (6.10). As´ı completamos la
prueba de (6.18).
A continuacio´n deduciremos la relacio´n (6.19). En primer lugar multiplicamos
por la izquierda la ecuacio´n (5.25) que define la matriz Bn−1,m por la matriz J1n−1,m.
Entonces, utilizando (5.22) para sustituir J1n−1,mPn−1,m obtenemos,
J1n−1,mBn−1,m = 〈yPn−1,m−1, xPn−1,m〉+ J2n−1,m〈P˜n−2,m, xPn−1,m〉
+ J3n−1,m〈P˜n−2,m−1, xPn−1,m〉.
(6.20)
Seguidamente calculamos cada uno de los tres sumandos que aparecen en el te´rmino
de la derecha.
Para el primer sumando de (6.20), sustituimos xPn−1,m−1 usando la RRTT
(5.20). Teniendo en cuenta las propiedades de ortogonalidad podemos simplificar
convenientemente y deducimos,
〈yPn−1,m−1, xPn−1,m〉 = An,m−1〈Pn,m−1, yPn−1,m〉+Bn−1,m−1J1n−1,m.
Calculamos el te´rmino 〈Pn,m−1, yPn−1,m〉 en la ecuacio´n anterior usando (5.22), y
finalmente obtenemos la siguiente expresio´n para el primer te´rmino del miembro
de la derecha de (6.20),
〈yPn−1,m−1, xPn−1,m〉 =−An,m−1J2n,mItn−1,m −An,m−1J3n,mI˜n−1,m−1Γn−1,m
+Bn−1,m−1J1n−1,m. (6.21)
Para calcular el segundo sumando del te´rmino de la derecha de (6.20), sustitui-
mos xP˜n−2,m usando (5.22˜) y obtenemos
〈P˜n−2,m, xPn−1,m〉 = J˜1n−1,mItn−1,m − J˜2n−1,mΓn−1,m.
Finalmente, usando la relacio´n (6.17) para la matriz I˜n−1,m, as´ı como la igualdad
(5.36), obtenemos la siguiente expresio´n para el segundo sumando de (6.20),
J2n−1,m〈P˜n−2,m, xPn−1,m〉 = J2n−1,mItn−2,mAn−1,m. (6.22)
Para terminar, calculamos el tercer sumando en (6.20) con la ayuda de (5.22˜),
〈P˜n−2,m−1, xPn−1,m〉 = (6.23)
= J˜1n−1,m−1〈P˜n−1,m−1,Pn−1,m〉 − J˜2n−1,m−1〈Pn−1,m−2,Pn−1,m〉.
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Por un lado, observamos que usando (5.23˜) podemos calcular el primer sumando
del te´rmino de la derecha de (6.23) en la forma
〈P˜n−1,m−1,Pn−1,m〉 = I˜n−1,m−1Γn−1,m,
Por otro lado, usamos (5.23) para sustituir Pn−1,m y obtenemos
〈Pn−1,m−2,Pn−1,m〉 = Γn−1,m−1Γn−1,m.
Por tanto, sustituyendo las dos u´ltimas igualdades en (6.23) y teniendo en cuenta
(6.17˜),
J˜1n−1,m−1I˜n−1,m−1 = I˜n−2,m−1An−1,m−1 + J˜
2
n−1,m−1Γn−1,m−1,
cuya demostracio´n es ana´loga a la realizada para (6.17), se sigue que el tercer
sumando de (6.20) es
J3n−1,m〈P˜n−2,m−1, xPn−1,m〉 = J3n−1,mI˜n−2,m−1An−1,m−1Γn−1,m,
Finalmente, insertando la ecuacio´n anterior, (6.21) y (6.22) en (6.20), concluimos
(6.19). 
Para el resto de las matrices del nivel veremos en los cuatro lemas siguientes
que se pueden expresar en te´rminos de las dema´s matrices.
Lema 6.1.7. Para cada 1 ≤ n ≤ N y 1 ≤ m ≤ M , la matriz J˜1n,m de la relacio´n
(5.22˜) se puede expresar como
J˜1n,m = I
t
n−1,mAn,mIn,m + I
t
n−1,mBn−1,mIn−1,mΓ˜n,m+
+ Itn−1,mA
t
n−1,mIn−2,mΓ˜n−1,mΓ˜n,m + Γ˜
t
n−1,mJ˜
1
n−1,mΓ˜n,m.
(6.24)
Demostracio´n. En la definicio´n de la matriz J˜1n,m, dada por (5.26˜), sustituimos
P˜n−1,m y P˜n,m y, usando las relaciones (5.23˜) y (5.22˜) sucesivamente, obtenemos
J˜1n,m =I
t
n−1,m〈xPn−1,m, Itn,mPn,m + Γ˜tn,mP˜n−1,m〉+
+ Γ˜tn−1,m〈J˜1n−1,mP˜n−1,m − J˜2n−1,mPn−1,m−1 − J˜3n−1,mPn−2,m−1, P˜n,m〉
=Itn−1,mAn,mIn,m + I
t
n−1,m〈xPn−1,m, P˜n−1,m〉Γ˜n,m + Γ˜tn−1,mJ˜1n−1,mΓ˜n,m.
En la u´ltima igualdad hemos usado (5.24) y (5.29˜) para las convenientes simplifi-
caciones.
Seguidamente usamos (5.20) para eliminar xPn−1,m. En la expresio´n que re-
sulta, podemos calcular todos los te´rminos usando las ecuaciones (5.24)–(5.31),
salvo el te´rmino 〈Pn−2,m, P˜n−1,m〉, que lo calculamos aplicando (5.23˜) para susti-
tuir el polinomio P˜n−1,m. 
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Con argumentos similares podemos probar la siguiente fo´rmula para J˜2n,m.
Lema 6.1.8. La matriz J˜2n,m de la relacio´n (5.22˜) se puede expresar en te´rminos
del resto de matrices en la forma,
−J˜2n,m =Itn−1,mAn,mΓtn,m + Itn−1,mBn−1,mIn−1,mKtn,m
+ Itn−1,mA
t
n−1,mIn−2,mΓ˜n−1,mKtn,m + Γ˜tn−1,mJ˜1n−1,mKtn,m,
(6.25)
para cada 1 ≤ n ≤ N y 1 ≤ m ≤M .
Por u´ltimo, obtenemos expresiones para las matrices en la RRTT (5.20˜) que
satisface la familia de polinomios {P˜n,m}.
Lema 6.1.9. Para 1 ≤ n ≤ N y 1 ≤ m ≤ M , la matriz A˜n,m definida en (5.24˜)
se puede expresar en la forma,
A˜n,m = Itn,m−1J
1
n,mIn,m − Itn,m−1J2n,mΓ˜n,m + Γ˜tn,m−1A˜n−1,mΓ˜n,m. (6.26)
Demostracio´n. A partir de la ecuacio´n (5.24˜) que define la matriz A˜n,m y usando
(5.23˜) para sustituir el polinomio P˜n,m−1 obtenemos,
A˜n,m = Itn,m−1〈yPn,m−1, P˜n,m〉+ Γ˜tn,m−1〈yP˜n−1,m−1, P˜n,m〉.
Entonces, sustituimos el polinomio yPn,m−1 usando la relacio´n (5.22) y el polinomio
yP˜n−1,m−1 usando la RRTT (5.20˜). Finalmente, teniendo en cuenta la ortogona-
lidad podemos simplificar convenientemente y deducimos el resultado. 
Finalmente, siguiendo un procedimiento ana´logo podemos deducir la siguiente
expresio´n para la matriz B˜n,m−1.
Lema 6.1.10. Sea Bn,m la matriz de la RRTT (5.20˜) para la familia de poli-
nomios ortogonales {P˜n,m}. Entonces, se verifica
B˜n,m−1 = Itn,m−1Γn,mJ
1 t
n,mIn,m−1 − Itn,m−1Kn,mJ2 tn,mIn,m−1 (6.27)
− Γ˜tn,m−1J3 tn,mIn,m−1 − Itn,m−1J3n,mΓ˜n,m−1 + Γ˜tn,m−1B˜n−1,m−1Γ˜n,m−1,
para 1 ≤ n ≤ N y 1 ≤ m ≤M .
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6.2 Algoritmo
En esta seccio´n usaremos las relaciones descritas en la Seccio´n 6.1 para desa-
rrollar un algoritmo que nos permita calcular los coeficientes de las relaciones de
recurrencia del Teorema 5.2.7 en niveles superiores, digamos por ejemplo (n,m), a
partir de los coeficientes en niveles inferiores, esto es, a partir de los niveles inferio-
res a (n− 1,m) y (n,m− 1). Para ello necesitaremos introducir ciertos para´metros
que correspondera´n biun´ıvocamente al nu´mero de nuevos momentos necesarios para
pasar al nivel superior. Concretamente, en cada nivel (n,m) construimos, si tienen
sentido en funcio´n del nivel, las correspondientes matrices Kn,m, Γn,m, J3n,m, J2n,m,
J1n,m, An,m, In,m, Bn−1,m, A˜n,m, J˜1n,m, J˜2n,m, B˜n,m−1 y los polinomios Pn,m(x, y) y
P˜n,m(x, y), usando las matrices y los polinomios de los niveles inferiores a (n−1,m)
y (n,m− 1).
Para construir dichas matrices, necesitaremos las siguientes matrices auxiliares
Um, de dimensio´n m× (m+ 1), definidas mediante
Um = [Im|0] =

1 · · · 0 0
...
. . .
...
...
0 · · · 1 0
 ,
y Em,m de dimensio´nm×m que es la matriz nula salvo un uno en la u´ltima entrada,
Em,m =

0 · · · 0 0
...
. . .
...
...
0 · · · 0 0
0 · · · 0 1
 .
En primer lugar, analicemos los para´metros que necesitaremos en cada paso.
En el nivel (0, 0) so´lo tenemos un para´metro libre, correspondiente al primer
momento h0,0 = 〈1, 1〉.
Para pasar del nivel (n − 1, 0) al nivel (n, 0), con n ≥ 1, necesitaremos dos
para´metros nuevos, de la misma forma que desde el punto de vista de los momentos
tendr´ıamos que introducir los momentos h2n−1,0 = 〈x2n−1, 1〉 y h2n,0 = 〈x2n, 1〉.
Para aumentar un nivel de (0,m − 1) a (0,m), con m ≥ 1, aparecen dos
para´metros nuevos, correspondientes a los momentos que habr´ıa que introducir
en este nivel, h0,2m−1 = 〈1, y2m−1〉 y h0,2m = 〈1, y2m〉.
Por u´ltimo, para llegar al nivel (n,m), con n,m ≥ 1, a partir de lo niveles infe-
riores a (n − 1,m) y (n,m − 1), necesitaremos cuatro para´metros nuevos, que co-
6.2. Algoritmo 127
rresponden a los momentos h2n−1,2m−1 = 〈x2n−1, y2m−1〉, h2n−1,2m = 〈x2n−1, y2m〉,
h2n,2m−1 = 〈x2n, y2m−1〉 y h2n,2m = 〈x2n, y2m〉.
A continuacio´n pasaremos a describir el algoritmo.
Nivel(0,0). En este paso so´lo tenemos que definir el primer polinomio,
P0,0(x, y) = P˜0,0(x, y) = [s0,0],
donde s0,0 es el para´metro que introducimos en este nivel.
Nivel(n,0). Supongamos que todos los elementos de los niveles (i, 0) para
0 ≤ i ≤ n − 1 son conocidos, y pasemos a construir los elementos del nivel (n, 0).
En el siguiente esquema marcamos con “◦” el nivel que queremos construir, y con
“•” los niveles anteriores que son conocidos.
m · · · · ·
m− 1 · · · · ·
... · · · · ·
1 · · · · ·
0 • • • • ©
0 1 · · · n− 1 n
Cuando m = 0, el polinomio Pn,0(x, y) = [p0n,0(x, y)] es, en realidad, una funcio´n
escalar de variable real x y, adema´s, por la unicidad de los sistemas {pln,m} y {p˜ln,m},
es evidente que
P˜n,0(x, y) =

p00,0(x, y)
p01,0(x, y)
...
p0n,0(x, y)
 .
Adema´s, en este caso
In,0 = [0, 0, . . . , 0, 1]
es una matriz de dimensio´n 1× (n+ 1). Para construir el resto de las matrices en
este nivel, necesitamos dos nuevos para´metros, s2n−1,0 y s2n,0.
Definimos la matrices de la RRTT (5.20) que, en este nivel, son matrices de
dimensio´n 1× 1, asigna´ndoles los valores de esos para´metros:
An,0 = s2n,0 > 0, Bn−1,0 = s2n−1,0.
Entonces, los polinomios en este nivel vienen dados por las RRTT (5.20),
p0n,0(x, y) = A
−1
n,0
(
xp0n−1,0(x, y)−Bn−1,0p0n−1,0(x, y)−An−1,0p0n−2,0(x, y)
)
, (6.28)
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con el convenio p0−1,0(x, y) = 0.
Por la definicio´n de J˜1n,0 y (6.28) se tiene que J˜
1
n,0 es la siguiente matriz,
J˜1n,0 =

B0,0 A1,0
A1,0 B1,0 A2,0
. . .
. . .
. . .
An−1,0 Bn−1,0 An,0
 .
Por u´ltimo, de la definicio´n se sigue que Γ˜n,0 = Un. El resto de las matrices
carecen de sentido en este nivel.
Nivel(0,m). Supongamos que hemos calculado todos los elementos de los
niveles (0, j) con 0 ≤ j ≤ m− 1 y queremos calcular los elementos del nivel (0,m)
a partir de ellos,
m © · · · ·
m− 1 • · · · ·
... • · · · ·
1 • · · · ·
0 • · · · ·
0 1 · · · n− 1 n
En este caso P˜0,m(x, y) = [p˜00,m(x, y)] es un polinomio escalar en la variable y.
Adema´s, por la unicidad de las familias {pln,m} y {p˜ln,m}, tenemos
P0,m(x, y) =

p˜00,0(x, y)
p˜00,1(x, y)
...
p˜00,m(x, y)
 .
Por definicio´n, es evidente que Γ0,m = Um y I0,m = [0, 0, . . . , 0, 1]t de dimensio´n
(m+ 1)× 1.
Introducimos ahora dos para´metros nuevos, s0,2m−1 y s0,2m, y definimos las ma-
trices que aparecen en la RRTT (5.20˜) y que, en este caso, son matrices escalares,
como
A˜0,m = s0,2m > 0, B˜0,m−1 = s2m−1,0.
Entonces, el polinomio P˜0,m(x, y) = p˜00,m(x, y) viene dado por la RRTT,
p˜00,m(x, y) = A˜
−1
0,m
(
yp˜00,m−1(x, y)−B˜0,m−1p˜00,m−1(x, y)−A˜0,m−1p˜00,m−2(x, y)
)
, (6.29)
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con el convenio p˜00,−1(x, y) = 0. Por otro lado, de la definicio´n deducimos trivial-
mente que J10,m es una matriz de dimensio´n m× (m+ 1) dada por,
J10,m =

B˜0,0 A˜0,1
A˜0,1 B˜0,1 A˜0,2
. . .
. . .
. . .
A˜0,m−1 B˜0,m−1 A˜0,m
 .
Nivel(n,m). Para alcanzar el nivel (n,m) con n ≥ 1 y m ≥ 1, una vez
conocidos todos los niveles anteriores, necesitaremos cuatro para´metros nuevos,
s2n−1,2m−1, s2n−1,2m, s2n,2m−1 y s2n,2m. Para dar este paso y construir el nivel
(n,m), marcado con “◦”, suponemos que tenemos toda la informacio´n en los niveles
inmediatamente anteriores, marcados con “•”, como muestra el siguiente esquema:
m • • • • ©
m− 1 • • • • •
... • • • • •
1 • • • • •
0 • • • • •
0 1 · · · n− 1 n
Veamos, paso a paso, co´mo se calculan cada una de las matrices involucradas en
los coeficientes de las relaciones de recurrencia del Teorema 5.2.7.
• Ca´lculo de Kn,m. En virtud de las relaciones dadas en el Lema 6.1.1 que se
verifican entre las matrices del Teorema 5.2.7, veremos que para la matriz Kn,m
la u´nica entrada nueva es (Kn,m)m,n, puesto que el resto de la matriz puede ser
calculado a partir de los datos que se tienen de niveles anteriores.
Concretamente, de la ecuacio´n (6.1) se pueden recuperar las entradas en todas
las filas de la matriz Kn,m, salvo las de la u´ltima fila. En efecto, en primer lugar, por
la estructura de la matriz Γn,m−1 descrita en (5.32), se tiene que Γn,m−1Em,m = 0
y, puesto que U tm−1Um−1 + Em,m = Im, podemos escribir
Γn,m−1 = Γn,m−1(U tm−1Um−1 + Em,m) = Γn,m−1U
t
m−1Um−1.
Adema´s, Γn,m−1U tm−1 es una matriz triangular inferior con entradas positivas en la
diagonal, luego es regular, lo que nos permite escribir la ecuacio´n (6.1) en la forma,
Um−1Kn,m = −(Γn,m−1U tm−1)−1(J2n,m−1 +Kn,m−1B˜n−1,m−1)(A˜tn−1,m)−1.
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Observamos que Um−1Kn,m es, precisamente, la matriz de dimensio´n (m − 1) × n
que se obtiene de Kn,m eliminando la u´ltima fila.
Ana´logamente, vemos que a partir de la ecuacio´n (6.2) podemos reconstruir
todas las columnas de la matriz Kn,m a excepcio´n de la u´ltima.
De forma similar a como hemos hecho anteriormente para Γn,m−1, podemos
escribir
Γ˜n−1,m = Γ˜n−1,m(U tn−1Un−1 + En,n) = Γ˜n−1,mU
t
n−1Un−1,
o lo que es lo mismo, Γ˜tn−1,m = U tn−1(Un−1Γ˜tn−1,m), siendo Un−1Γ˜tn−1,m una ma-
triz triangular superior con entradas positivas en la diagonal. Por lo tanto, de la
ecuacio´n (6.2) obtenemos,
Kn,mU tn−1 = −A−1n,m−1(J˜2 tn−1,m +Bn−1,m−1Kn−1,m)(Un−1Γ˜tn−1,m)−1.
Esta ecuacio´n nos dice que la matriz Kn,mU tn−1, de dimensio´n m×(n−1), obtenida
a partir de Kn,m eliminando la u´ltima columna, se puede calcular a partir de los
datos conocidos en los niveles anteriores.
Hasta ahora, hemos visto que podemos calcular todas las entradas de la matriz
Kn,m salvo el u´ltimo elemento, (Kn,m)m,n, que es donde finalmente introducimos el
primer para´metro de este nivel. Por tanto, definimos la entrada (m,n) de la matriz
Kn,m como
(Kn,m)m,n = s2n−1,2m−1.
Observemos que la relacio´n (5.34) nos dice que no podemos elegir los para´metros
de forma arbitraria, sino que se tienen que elegir de forma que la matriz I −
Kn,mKtn,m sea definida positiva. En particular, ha de ser
|s2n−1,2m−1| < 1.
• Ca´lculo de Γn,m. En primer lugar, observamos que I − Kn,mKtn,m es una
matriz (sime´trica) definida positiva si y so´lo si Kn,m es una matriz contractiva,
esto es, ||Kn,m|| < 1, siendo ‖ ·‖ la norma matricial inducida por la norma vectorial
eucl´ıdea (no´tese que ||Kn,m|| coincide con el mayor valor singular de Kn,m).
Por otro lado, hemos visto anteriormente que Γn,mU tm es una matriz triangular
inferior que se obtiene al eliminar en Γn,m la u´ltima columna de ceros. Entonces,
si escribimos la ecuacio´n (5.34) como
I −Kn,mKtn,m = (Γn,mU tm)(Γn,mU tm)t,
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tenemos que Γn,mU tm es el factor inferior en la factorizacio´n de Cholesky de la
matriz I − Kn,mKtn,m, lo que nos permite calcular la matriz Γn,m an˜adiendo la
u´ltima columna de ceros a Γn,mU tm.
• Ca´lculo de J3n,m y J˜3n,m. Las matrices J3n,m y J˜3n,m se calculan directamente
a partir de las igualdades (5.35) y (5.35˜), respectivamente.
• Ca´lculo de J2n,m. Para el ca´lculo de J2n,m seguimos un proceso similar al del
ca´lculo de Kn,m. De la ecuacio´n (6.3) escribimos,
Um−1J2n,m = (Γn,m−1U
t
m−1)
−1(−J1n,m−1Kn,m +Kn,m−1A˜n−1,m),
que proporciona todos los elementos de la matriz J2n,m salvo las entradas en la
u´ltima fila. Para completar dicha fila, escribimos la ecuacio´n (6.4) como
J2n,mU
t
n−1 =−A−1n,m−1(J1n−1,mAtn−1,mIn−2,m − J2n−1,mΓ˜n−1,mJ˜1 tn−1,m
+ J2n−1,mKtn−1,mJ˜2 tn−1,m + J3n−1,mItn−2,m−1J˜3 tn−1,m
+Bn−1,m−1J2n−1,m −Atn−1,m−1In−2,m−1A˜n−2,m
+An,m−1J3n,mI
t
n−1,m−1Kn−1,m)(Un−1Γ˜tn−1,m)−1,
de donde obtenemos todas las entradas de J2n,m salvo la u´ltima columna.
Finalmente, para el u´nico elemento de J2n,m que no podemos determinar a partir
de los niveles anteriores, asignamos a (J2n,m)m,n el segundo para´metro de este nivel,
(J2n,m)m,n = s2n−1,2m.
• Ca´lculo de J1n,m. Para la matriz J1n,m, usamos los dos u´ltimos para´metros de
que disponemos. Definimos las dos u´ltimas entradas de la u´ltima fila de la matriz
J1n,m como,
(J1n,m)m,m = s2n,2m−1, (J
1
n,m)m,m+1 = s2n,2m.
Obse´rvese que, puesto que la matriz J1n,m tiene entradas positivas en la diagonal,
tenemos que elegir los para´metros de forma que
s2n,2m > 0.
Veamos que el resto de las entradas de la matriz se pueden calcular a partir de
los niveles anteriores. Concretamente, de la ecuacio´n (6.12),
Um−1J1n,m = (Γn,m−1U
t
m−1)
−1J1n,m−1Γn,m,
de donde obtenemos la matriz J1n,m salvo la u´ltima fila.
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Consideremos ahora la matriz Γtn,mΓ
t
n,m−1, que tiene sus dos u´ltimas filas nu-
las. La matriz que resulta de eliminar esas dos filas es triangular superior de
dimensio´n (m − 1) × (m − 1) y, adema´s, las entradas en la diagonal son positi-
vas, con lo que es una matriz regular. Adema´s, dicha matriz se puede escribir
en la forma Γtn,mΓ
t
n,m−1 = Um−1UmΓtn,mΓtn,m−1. Puesto que U tmU tm−1Um−1Um =
Im+1 − Em,m − Em+1,m+1, entonces,
Γtn,mΓ
t
n,m−1 = U
t
mU
t
m−1(Um−1UmΓ
t
n,mΓ
t
n,m−1).
Finalmente, combinando la anterior ecuacio´n con la fo´rmula (6.13) vemos que
J1n,mU
t
mU
t
m−1 =
=(J1 tn,m−1 + J
3
n,mKtn,m−1 + J2n,mKtn,mΓtn,m−1)(Um−1UmΓtn,mΓtn,m−1)−1.
Esta matriz es exactamente la que se obtiene eliminando las dos u´ltimas columnas
de J1n,m. Esto completa el ca´lculo de la matriz J
1
n,m.
• Ca´lculo de An,m. Denotemos por Σn−1,m la matriz de dimensio´n (m+ 1)×
(m+1) que se obtiene por yuxtaposicio´n de la matriz Γn−1,m con la u´ltima fila de
J1n−1,m. Entonces Σn−1,m es una matriz triangular inferior con entradas positivas
en la diagonal y, por tanto, invertible. A partir de la ecuacio´n (6.14) y de la u´ltima
fila de la ecuacio´n (6.15) podemos expresar Σn−1,mAn,m en te´rminos de matrices
conocidas, lo que nos permite calcular la matriz An,m.
• Ca´lculo de In,m. Si consideramos la ecuacio´n (6.16),
UmIn,m = −(Γn,mU tm)−1Kn,mΓ˜n,m,
se puede calcular la matriz In,m salvo la u´ltima fila, que sabemos que es de la forma
[0, 0, . . . , 0, 1].
• Ca´lculo de Bn−1,m. De forma ana´loga al proceso para calcular An,m, por
yuxtaposicio´n de la ecuacio´n (6.18) y la u´ltima fila de (6.19) obtenemos una ex-
presio´n para Σn−1,mBn−1,m en te´rminos de matrices conocidas, lo que nos permite
calcular Bn−1,m, ya que Σn−1,m es una matriz regular.
• Ca´lculo de J˜1n,m, J˜2n,m, A˜n,m y B˜n,m−1. Estas matrices se calculan directa-
mente a partir de las ecuaciones (6.24), (6.25), (6.26) y (6.27), respectivamente.
• Ca´lculo de los polinomios Pn,m y P˜n,m. Finalmente, calculamos los vectores
de polinomios Pn,m a partir de las relaciones (5.21) y (5.22), de forma ana´loga a
como hicimos con An,m.
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Por yuxtaposicio´n de la ecuacio´n (5.21) con la u´ltima fila de (5.22) obtene-
mos una fo´rmula para Σn,mPn,m en te´rminos de expresiones conocidas, lo que nos
permite obtener Pn,m, puesto que Σn,m es una matriz regular.
Por u´ltimo, calculamos el polinomio P˜n,m directamente a partir de la ecuacio´n
(5.23˜).
6.3 Construccio´n del funcional lineal
El algoritmo descrito en la seccio´n anterior nos permitira´ determinar el funcional
de momentos con respecto al cual los polinomios son ortogonales, en te´rminos de
los coeficientes dados en las fo´rmulas de recurrencia.
Teorema 6.3.1. Dados dos nu´meros naturales fijos N,M ∈ N y un conjunto
de nu´meros reales {s0,0, . . . , s2N,2M} ⊆ R tales que, de acuerdo con el algoritmo
descrito en la Seccio´n 6.2, podemos construir las matrices
- Ai+1,0, Bi,0 ∈M1×1 para i = 0, . . . , N − 1,
A˜0,j+1, B˜0,j ∈M1×1 para j = 0, . . . ,M − 1.
- Ki,j , J2i,j ∈Mj×i para i = 1, . . . , N y j = 1, . . . ,M .
- J1i,j ∈Mj×(j+1) para i = 1, . . . , N y j = 1, 2 . . . ,M ,
y las familias de polinomios
- Pn,m(x, y) para n = 0, . . . , N y m = 0, . . . ,M ,
- P˜n,m(x, y) para n = 0, . . . , N y m = 0, . . . ,M .
Entonces, existe un funcional lineal definido positivo hasta el nivel (N,M),
U : P2N,2M [x, y]→ R
tal que
〈U,Pi,mPtj,m〉 = δi,jIm+1, i, j = 0 . . . , N, m = 0, . . . ,M,
〈U, P˜n,i P˜tn,j〉 = δi,jIn+1, i, j = 0 . . . ,M, n = 0, . . . , N.
(6.30)
Demostracio´n. La construccio´n del funcional lineal se realizara´ por induccio´n.
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En primer lugar, para n = m = 0 definimos
〈U, 1〉 = 1
s20,0
,
siendo s0,0 el primer para´metro correspondiente al nivel (0, 0). As´ı, como por el
algoritmo hemos construido p00,0 = p˜
0
0,0 = s0,0, se verifica
〈U,P0,0P0,0〉 = 〈U, P˜0,0P˜0,0〉 = 1.
Si m = 0, para 1 ≤ n ≤ N construimos los polinomios Pn,0 = p0n,0 a partir de
la ecuacio´n (6.28), y definimos U sobre los monomios xn tal que se verifica
〈U,Pi,0Pj,0〉 = δi,j ,
con lo que establecemos un funcional lineal definido positivo sobre P2N,0[x, y].
De forma ana´loga, si n = 0 y 1 ≤ m ≤ M , construimos P˜0,k = p˜00,k usando
(6.29) y definimos U sobre los monomios ym de forma que
〈U, P˜0,i P˜0,j〉 = δi,j ,
que determina el funcional lineal sobre P0,2M [x, y].
As´ı tenemos ya el funcional lineal definido positivo sobre P2N,0[x, y]+P0,2M [x, y]
verificando la ecuacio´n (6.30) cuando m = 0 o´ n = 0.
Supongamos ahora, como hipo´tesis de induccio´n, que tenemos el funcional U
definido en todos los niveles inferiores a (n,m), siendo 1 ≤ n ≤ N y 1 ≤ m ≤ M .
Esto es, esta´ definido sobre los monomios
xiyj , x2nyj , xiy2m, i = 0, . . . , 2n− 2, j = 0, . . . , 2m− 2.
Para dar el paso inductivo, tendremos que definir el funcional sobre los monomios
x2n−1y2m−1, x2ny2m−1, x2n−1y2m, x2ny2m.
En primer lugar, definimos U sobre x2n−1y2m−1 de forma que se verifique la
igualdad
〈U,Pn,m−1 P˜tn−1,m〉 = Kn,m. (6.31)
Veamos que la ecuacio´n anterior es consistente con la definicio´n de U en los niveles
inferiores. Concretamente, veremos que la definicio´n del funcional lineal en los
niveles inferiores junto con el proceso de construccio´n de la matriz Kn,m implican
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automa´ticamente la igualdad en la mayor parte de las entradas de (6.31). Por un
lado, observemos que, por la construccio´n de la matriz Kn,m y la definicio´n de U
en los niveles anteriores (ver Lema 6.1.1), se tiene
〈U,Γn,m−1Pn,m−1 P˜tn−1,m〉 = Γn,m−1Kn,m.
De forma similar, usando la segunda relacio´n con la que se construye Kn,m, es decir,
la u´ltima fila de la ecuacio´n (6.2), vemos que
〈U, Em,mPn,m−1 (Γ˜n−1,mP˜n−1,m)t〉 = Em,mKn,mΓ˜tn−1,m.
Estas dos ecuaciones muestran que (6.31) es cierto, salvo, quiza´s, en la entrada
(m,n). Usamos este hecho para extender el funcional a x2n−1y2m−1. Esto es,
definimos 〈U, x2n−1y2m−1〉 de forma que se verifique (6.31).
De forma similar a como hemos usado la construccio´n de Kn,m para extender
el funcional a x2n−1y2m−1, podemos usar la construccio´n de la matriz J2n,m para
definir el funcional sobre x2n−1y2m de forma que la relacio´n
J2n,m = −〈U, yPn,m−1 P˜tn−1,m〉 (6.32)
sea cierta.
Finalmente, usamos la construccio´n de J1n,m para definir el funcional sobre los
monomios restantes que completan el nivel, esto es, sobre x2ny2m−1 y x2ny2m.
Definimos 〈U, x2ny2m−1〉 y 〈U, x2ny2m〉 de modo que se verifique
J1n,m = 〈U, yPn,m−1Ptn,m〉.
Con esto se completa la extensio´n del funcional lineal U hasta el nivel (n,m).
So´lo falta comprobar que se verifican las relaciones de ortogonalidad (6.30).
Segu´n el algoritmo, la matriz J3n,m se define como
J3n,m = −Kn,mA˜tn−1,m.
Entonces, con los mismos argumentos usados en la demostracio´n de (5.35), podemos
comprobar que se verifica la igualdad
J3n,m = −〈U, yPn,m−1 P˜tn−1,m−1〉. (6.33)
Recordemos que los polinomios Pn,m se construyen acoplando la ecuacio´n (5.21)
con la u´ltima fila de la ecuacio´n (5.22). Entonces, las relaciones de ortogonalidad
en los niveles anteriores, junto con (6.31), (6.32) y (6.33) implican que
〈U,Γn,mPn,m P˜tn−1,k〉 = 〈U, Em,mJ1n,mPn,m P˜tn−1,k〉 = 0, k = 0, 1, . . . ,m,
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y, en consecuencia,
〈U,Pn,m P˜tn−1,k〉 = 0, k = 0, 1, . . . ,m.
De la u´ltima ecuacio´n se sigue
〈U,Pn,mPtk,m〉 = 0, k = 0, 1, . . . , n− 1.
Finalmente, de las igualdades
〈U,Γn,mPn,m (Γn,mPn,m)t〉 = Γn,mΓtn,m,
〈U, Em,mJ1n,mPn,mPtn,m〉 = Em,mJ1n,m,
se deduce 〈U,Pn,mPtn,m〉 = Im+1.
De forma ana´loga se comprueban las condiciones de ortogonalidad para los
polinomios P˜n,m. 
Nota 6.3.2. Observemos que la posibilidad de implementar el algoritmo es equiva-
lente a que los para´metros {s0,0, . . . , s2N,2M} satisfagan las condiciones siguientes:
s2i,2j > 0, i = 0, . . . , N, j = 0, . . . ,M,
||Ki,j || < 1, i = 1, . . . , N, j = 1, . . . ,M,
(6.34)
siendo ‖ · ‖ la norma matricial inducida por la norma eucl´ıdea. De hecho, la
positividad de los para´metros con ı´ndice par, s2i,2j > 0, se sigue de (5.22) y la
normalizacio´n adoptada en (5.13) relativa a la positividad del coeficiente conductor.
Adema´s, la ecuacio´n (5.34) implica que la matriz Ki,j ha de ser una contraccio´n,
esto es, ||Ki,j || < 1.
Nota 6.3.3. Antes de concluir la seccio´n, observemos que la construccio´n del
funcional lineal descrita anteriormente proporciona un criterio sencillo para deter-
minar cuando un funcional dado se puede extender a un nivel superior. Esto es,
dada una familia de momentos tal que existe el funcional lineal definido positivo
sobre P2n−2,2m[x, y] + P2n,2m−2[x, y], entonces cualquier conjunto de momentos,
{h2n−1,2m−1, h2n−1,2m, h2n,2m−1, h2n,2m},
cuyos para´metros asociados verifiquen las condiciones (6.34), es va´lido para definir
una extensio´n del funcional a P2n,2m[x, y] de manera que siga siendo definido posi-
tivo.
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6.4 La condicio´n Kn,m = 0 y el producto tensorial de
medidas en R
Esta seccio´n se dedicara´ al estudio de familias de polinomios ortogonales en
dos variables que se obtienen como producto tensorial de dos familias de poli-
nomios ortogonales en una variable. Concretamente, queremos ver cuando la fa-
milia Pi,m(x, y) se puede expresar en la forma
Pi,m(x, y) = pi(x)

q0(y)
...
qm(y)
 , (6.35)
para ciertas familias de polinomios ortogonales en una variable {pi(x)}i y {qj(y)}j .
A continuacio´n mostramos algunas consecuencias de la hipo´tesis (6.35).
Proposicio´n 6.4.1. Supongamos que (6.35) se satisface para i = 0, 1, . . . , n. En-
tonces, para cada i = 0, 1, . . . , n y j = 0, 1, . . . ,m se verifica
Pi,j(x, y) = pi(x)

q0(y)
...
qj(y)
 , P˜i,j(x, y) = qj(y)

p0(x)
...
pi(x)
 . (6.36)
Como consecuencia, las matrices de las relaciones de recurrencia del Teorema 5.2.7
son
Kij = 0, J2i,j = 0, Ai,j = aiIj+1, A˜i,j = a˜jIi+1, (6.37)
J1i,j =

b˜0 a˜1
a˜1 b˜1 a˜2
. . .
. . .
. . .
a˜j−1 b˜j−1 a˜j
 , J˜1i,j =

b0 a1
a1 b1 a2
. . .
. . .
. . .
ai−1 bi−1 ai
 ,
donde ai, bi−1, i = 1, 2, . . . , n y a˜j , b˜j−1, j = 1, 2, . . . ,m, son los coeficientes de las
RRTT que satisfacen las sucesiones de polinomios ortogonales {pi(x)}i y {qj(y)}j,
respectivamente,
xpi(x) = ai+1pi+1(x) + bipi(x) + aipi−1(x),
yqj(y) = a˜j+1qj+1(y) + qj p˜j(y) + a˜jqj−1(y).
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Demostracio´n. En primer lugar, si se verifica (6.35), entonces la propiedad de or-
togonalidad 〈Pi,m,Pl,m〉 = δi,lIm+1 es equivalente a
〈pi(x)qj(y), pl(x)qk(y)〉 = δi,lδj,k.
De esta relacio´n, y teniendo en cuenta la unicidad de los sistemas de polinomios
{Pn,m} y {P˜n,m}, obtenemos fa´cilmente (6.36). La segunda afirmacio´n del enun-
ciado es consecuencia directa de (6.36). 
Nota 6.4.2. Obse´rvese que, si las familias de polinomios {pi(x)}i y {qj(y)}j satis-
facen las igualdades dadas en (6.36), entonces, para toda constante no nula c ∈ R,
los polinomios
pˆi(x) = cpi(x) y qˆj(y) = qj(y)/c, (6.38)
tambie´n verifican (6.36).
Rec´ıprocamente, si tenemos cuatro familias de polinomios ortogonales {pi(x)}i
y {qj(y)}j , {pˆi(x)}i y {qˆj(y)}j , verificando (6.36), entonces existe una constante no
nula c para la que se verifica (6.38).
Por tanto, podemos concluir que las familias de polinomios {pi(x)}i y {qj(y)}j
que verifican (6.36) son u´nicas, salvo un factor constante.
En el siguiente lema establecemos una condicio´n suficiente para que se verifiquen
las condiciones descritas en la Proposicio´n 6.4.1.
Lema 6.4.3. Supongamos que las matrices Ki,j involucradas en las relaciones de
recurrencia (5.21) son nulas para todo i = 1, . . . , (n + 1) y j = 1, . . . , (m + 1).
Entonces se verifica (6.36) para cada i ≤ n y j ≤ m.
Demostracio´n. Haremos la demostracio´n por induccio´n. El resultado es trivial si
n = 0 o´ m = 0. Supongamos que el resultado es cierto para los niveles (n − 1,m)
y (n,m− 1) y veamos que se verifica en el nivel (n,m).
Por la hipo´tesis de induccio´n junto con la Proposicio´n 6.4.1 se deducen las
igualdades (6.36) y (6.37) en los siguientes casos:
• si i ≤ n− 1 y j ≤ m,
• si i ≤ n y j ≤ m− 1.
En particular, tenemos que la matriz An,m−1 es diagonal. Concretamente,
An,m−1 = anIm.
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Las ecuaciones (5.34), (5.35), (6.1) y (6.2), junto con Ki,j = 0 para i ≤ n+ 1 y
j ≤ m+ 1, nos permiten deducir que
Γi,j = [Ij |0], J3i,j = 0 y J2i,j = 0, para i ≤ n+ 1, j ≤ m. (6.39)
Usando la igualdad anterior combinada con las relaciones (6.12) y (6.13) que
definen J1n,m, vemos que dicha matriz es de la forma,
J1n,m =

b˜0 a˜1
a˜1 b˜1 a˜2
. . .
. . .
. . .
a˜m−2 b˜m−2 a˜m−1
a˜m−1 c1 c2

, (6.40)
para ciertos nu´meros reales c1, c2.
Por otro lado, la ecuacio´n (6.14), junto con (6.37) y (6.39), muestra que An,m
es diagonal a excepcio´n de la u´ltima fila, en la que aparecen ciertos escalares
d1, d2, . . . , dm, d.
An,m =

an
. . .
an
d1 . . . dm d
 , (6.41)
Sustituimos (6.40), (6.41) y An,m−1 = anIm en la ecuacio´n (6.15), de modo que,
comparando las entradas de la u´ltima fila, obtenemos las igualdades,
a˜mdj = 0, j = 1, . . . ,m− 2,
a˜m−1an + a˜mdm−1 = ana˜m−1,
b˜m−1an + a˜mdm = anc1,
a˜md = anc2,
(6.42)
de donde deducimos directamente que d1 = d2 = . . . = dm−1 = 0.
En estas condiciones, la ecuacio´n (6.4) para J2n+1,m se reduce a la forma
0 = J1n,mA
t
n,mIn−1,m −Atn,m−1In−1,m−1A˜n−1,m.
Adema´s, usando (6.37) podemos escribir la ecuacio´n anterior como
J1n,mA
t
n,mIn−1,m = ana˜mIn−1,m−1.
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De (6.16) deducimos que, para todo i ≤ n y j ≤ m, la matriz Ii,j es nula, a excepcio´n
de la entrada (j+1, i+1). Por lo tanto, la igualdad anterior simplemente se traduce
en que la u´ltima columna de la matriz J1n,mA
t
n,m es [0, 0, . . . , 0, ana˜m]
t.
Entonces, usando (6.40) y (6.41) vemos que las dos u´ltimas entradas de la
u´ltima columna de la matriz J1n,mA
t
n,m son a˜m−1dm y c2d, con lo que tenemos
a˜m−1dm = 0,
c2d = ana˜m.
De la primera de las igualdades anteriores deducimos dm = 0. La segunda igualdad,
junto con la condicio´n (6.39), implica que d2 = a2n y c
2
2 = a˜
2
m y, como d, c2, an
y a˜m son nu´meros positivos, deducimos d = an y c2 = a˜m. Finalmente, de la
penu´ltima igualdad en (6.42) se sigue c1 = b˜m−1. Entonces, hemos probado que
An,m = anIm+1 y J1n,m viene dada por
J1n,m =

b˜0 a˜1
a˜1 b˜1 a˜2
. . .
. . .
. . .
a˜m−1 b˜m−1 a˜m
 .
Por u´ltimo, (6.36) y (6.37) para i = n y j = m se deducen trivialmente a partir de
la u´ltima fo´rmula y las relaciones de recurrencia (5.21), (5.22) y (5.23), con lo que
concluimos la demostracio´n. 
Como corolario, tenemos el siguiente teorema.
Teorema 6.4.4. Las siguientes afirmaciones son equivalentes,
i) Para todo n y m, el vector de polinomios Pn,m es un producto tensorial de las
familias de polinomios escalares {pk(x)}k y {p˜j(y)}j, es decir,
Pn,m(x, y) = pn(x)

p˜0(y)
...
p˜m(y)
 .
ii) Las matrices Kn,m son nulas para todo n,m ≥ 1.
A continuacio´n queremos probar un resultado ana´logo al Teorema 6.4.4 en el
que se den condiciones necesarias y suficientes para que se verifique (6.35) hasta
cierto nivel (n,m) dado.
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Para ello necesitaremos algunos resultados previos que mostramos en el si-
guiente lema.
Lema 6.4.5. Si para cada i = 1, . . . , n y j = 1, . . . ,m se tiene Ki,j = 0 y la entrada
(j, i) de la matriz J2i,j se anula, (J
2
i,j)j,i = 0, entonces (6.36) se verifica para i < n
y j ≤ m, o´ i ≤ n y j < m.
Demostracio´n. Probaremos el resultado por induccio´n. El enunciado se verifica
trivialmente si n = 0 o´ m = 0. Supongamos ahora, como hipo´tesis de induccio´n,
que el resultado es cierto para los niveles (n − 1,m) y (n,m − 1) y veamos que
tambie´n se verifica en el nivel (n,m).
La hipo´tesis de induccio´n implica que (6.36) y (6.37) son va´lidas en los siguientes
casos,
• si i ≤ n− 2 y j ≤ m,
• si i ≤ n− 1 y j ≤ m− 1,
• si i ≤ n y j ≤ m− 2.
Puesto que Ki,j = 0 para i = 1, . . . , n y j = 1, . . . ,m, se tiene que
J3i,j = 0 y Γi,j = [Ij |0] para i = 1, . . . , n y j = 1, . . . ,m. (6.43)
Por otro lado, de la ecuacio´n (6.2) deducimos que J˜2n−1,m = 0, lo que, combinado
con (6.25) para J˜2n−1,m, implica que
Itn−2,mAn−1,mΓ
t
n−1,m = 0. (6.44)
Por la hipo´tesis de induccio´n junto con las ecuaciones (6.3) y (6.4) podemos
probar que tambie´n J2n−1,m = 0. En efecto, es trivial comprobar que el te´rmino de
la derecha de (6.3) se anula, mientras que en el te´rmino de la derecha de (6.4) so´lo
hay dos sumandos eventualmente no nulos,
J1n−2,mA
t
n−2,mIn−3,m −Atn−2,m−1In−3,m−1A˜n−3,m.
En virtud de (6.37) la expresio´n anterior se anula y, por lo tanto, todos los elementos
de la matriz J2n−1,m son nulos salvo, quiza´s, (J2n−1,m)m,n−1. Pero, por las hipo´tesis
del lema, sabemos que esta entrada ha de ser nula.
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De la fo´rmula (6.37) y de las ecuaciones (6.12) y (6.13), que determinan la
matriz J1n−1,m, se sigue que
J1n−1,m =

b˜0 a˜1
a˜1 b˜1 a˜2
. . .
. . .
. . .
a˜m−2 b˜m−2 a˜m−1
a˜m−1 c1 c2

, (6.45)
donde c1, c2 son nu´meros reales. La ecuacio´n (6.14) para An−1,m combinada con
(6.37) implica que
An−1,m =

an−1
. . .
an−1
d1 . . . dm d
 (6.46)
para ciertos escalares d1, d2, . . . , dm, d. Si sustituimos (6.46) en (6.44) y usamos
(6.43), deducimos que d1 = d2 = · · · = dm = 0 as´ı como que la matriz An−1,m es
diagonal
An−1,m =

an−1
. . .
an−1
d
 . (6.47)
Finalmente, si escribimos la ecuacio´n (6.15) para n − 1 y sustituimos (6.47),
comparando las dos u´ltimas entradas de la u´ltima fila obtenemos
b˜m−1an−1 = an−1c1,
a˜md = an−1c2. (6.48)
De la primera igualdad deducimos c1 = b˜m−1. Por otro lado, observamos que la
u´ltima columna del te´rmino de la izquierda de (6.4) se anula, por lo que la u´ltima
entrada en la u´ltima columna del te´rmino de la derecha en (6.4) tambie´n se anula,
esto es,
c2d = an−1a˜m. (6.49)
Por tanto, de (6.48) y (6.49) deducimos c2 = a˜m y d = an−1, con lo que An−1,m =
6.5. Algunos ejemplos nume´ricos 143
an−1Im+1 y
J1n−1,m =

b˜0 a˜1
a˜1 b˜1 a˜2
. . .
. . .
. . .
a˜m−1 b˜m−1 a˜m
 ,
lo que, junto con (5.22), nos permite deducir que las ecuaciones (6.36) y (6.37)
tambie´n son va´lidas cuando i = n− 1 y j = m. De forma ana´loga podemos probar
que dichas ecuaciones se verifican para i = n y j = m− 1, con lo que se completa
el proceso inductivo. 
Corolario 6.4.6. Dados n,m ≥ 0, las siguientes afirmaciones son equivalentes:
i) Para cada i = 0, 1, . . . , n, se verifica (6.35), es decir, el vector de polinomios
Pi,m es un producto tensorial de las familias de polinomios ortogonales es-
calares {pk(x)}k y {qj(y)}j.
ii) Se verifican las condiciones
- Ki,j = 0 para todo i ≤ n y j ≤ m,
- (J2i,j)j,i = 0 si i = n o´ j = m,
- (J1n,m)m,m+1 = A˜0,m y (J
1
n,m)m,m = B˜0,m−1.
6.5 Algunos ejemplos nume´ricos
Para concluir el cap´ıtulo, presentamos en esta seccio´n algunos ejemplos nume´-
ricos que muestran la implementacio´n del algoritmo descrito en la Seccio´n 6.2.
Ejemplo 6.5.1. De acuerdo con los criterios descritos en (6.34), elegimos los
para´metros si,j siguientes,
nm 0 1 2
0 s0,0 = 0.7543 s0,1 = 0 s0,2 = 0.4633 s0,3 = 0 s0,4 = 0.4997
1
s1,0 = 0
s2,0 = 0.4634
s1,1 = −0.1185 s1,2 = 0
s2,1 = 0 s2,2 = 0.4681
s1,3 = −0.1128 s1,4 = 0
s2,3 = 0 s2,4 = 0.4998
2
s3,0 = 0
s4,0 = 0.4997
s3,1 = −0.1128 s3,2 = 0
s4,1 = 0 s4,2 = 0.4682
s3,3 = −0.1073 s3,4 = 0
s4,3 = 0 s4,4 = 0.4997
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En primer lugar implementamos el algoritmo en los niveles (0, 0), (0, 1), (0, 2),
(1, 0), (2, 0). No´tese que en estos niveles la u´nica restriccio´n en los para´metros es
la positividad de s2i,0 y s0,2j .
A continuacio´n, implementamos el algoritmo y calculamos directamente la ma-
triz K1,1 = [s1,1]:
K1,1 = [−0.1185].
K1,1 es obviamente una matriz contractiva. Por lo tanto, podemos calcular el resto
de las matrices y polinomios del nivel (1, 1).
Seguimos con los niveles (1, 2) y (2, 1). Obtenemos,
K1,2 =
[
0
−0.1128
]
y K2,1 =
[
0 −0.1128
]
,
que, obviamente, tambie´n son contracciones. Entonces, calculamos el resto de
matrices y polinomios correspondientes a estos niveles.
Por u´ltimo, en el nivel (2, 2) obtenemos
K2,2 =
[
0.0174 0
0 −0.1073
]
,
que, de nuevo, es una matriz contractiva, por lo que podemos implementar el
algoritmo para calcular el resto de los elementos involucrados en el nivel (2, 2).
Como conclusio´n, indicamos que el ejemplo descrito corresponde al siguiente
problema de momentos:
nm 0 1 2
0 h0,0 = 1.7575 h0,1 = 0 h0,2 = 0.3773 h0,3 = 0 h0,4 = 0.1752
1
h1,0 = 0
h2,0 = 0.3773
h1,1 = −0.0447 h1,2 = 0
h2,1 = 0 h2,2 = 0.0838
h1,3 = −0.0196 h1,4 = 0
h2,3 = 0 h2,4 = 0.0395
2
h3,0 = 0
h4,0 = 0.1752
h3,1 = −0.0196 h3,2 = 0
h4,1 = 0 h4,2 = 0.0395
h3,3 = −0.0087 h3,4 = 0
h4,3 = 0 h4,4 = 0.0188
Presentaremos a continuacio´n un ejemplo de un problema de momentos que no
se puede extender a niveles superiores.
Ejemplo 6.5.2. Comencemos fijando los para´metros de los niveles frontera (0, 0),
(0, 1), (0, 2), (1, 0), (2, 0) y del nivel (1, 1), como muestra la siguiente tabla:
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nm 0 1 2
0 s0,0 = 1 s0,1 = 1/7 s0,2 = 2 s0,3 = 1/3 s0,4 = 7
1
s1,0 = 1
s2,0 = 3
s1,1 = 0.5 s1,2 = 0
s2,1 = 0 s2,2 = 1
2
s3,0 = 0
s4,0 = 0.33
As´ı, implementando el algoritmo descrito en la Seccio´n 6.2 y en virtud del Teo-
rema 6.3.1, obtenemos un funcional U, sobre el espacio de polinomios
P4,0[x, y] + P2,2[x, y] + P0,4[x, y],
que es definido positivo.
A continuacio´n, calculamos las matrices K2,1 y K1,2,
K2,1 =
[
0.9997407262 s3,1
]
, K1,2 =
[
−0.02749286996
s1,3
]
.
Entonces, eligiendo los para´metros s3,1 y s1,3 de forma que dichas matrices sean
contracciones, podremos extender dicho funcional al espacio
P4,2[x, y] + P2,4[x, y],
de forma que sigue siendo un funcional definido positivo. En particular, tenemos
las restricciones |s3,1|, |s1,3| < 1. El resto de los para´metros en los niveles (1, 2) y
(2, 1) se pueden elegir de forma arbitraria, siempre que s2,4 y s4,2 sean positivos.
Finalmente, calculamos la matriz K2,2 y extraemos la expresio´n de la primera
entrada,
(K2,2)1,1 =
=
−59.47189− 0.2717694× 10−10s1,3 + 0.1087078× 10−11s3,1s21,3 − 43.93372s3,1s1,3√
1− 1928.713s23,1
√
1− 1.000756s21,3 (1 + 1.237179× 10−14s1,3)
.
Entonces, se puede ver que en este caso la matriz K2,2 no puede ser una contraccio´n,
puesto que la expresio´n anterior es siempre mayor que 1 cualesquiera sean los valores
elegidos para s1,3 y s3,1.
En conclusio´n, hemos puesto de manifiesto que no existe una extensio´n del
funcional U hasta el nivel (2, 2) que sea definida positiva, independientemente de
la eleccio´n de los para´metros en los niveles (1, 2) y (2, 1). En particular, se tiene
que no podemos extender el funcional U, de forma definida positiva, al espacio de
polinomios P4,4[x, y].
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Nota 6.5.3. Los ejemplos anteriores muestran que no todos los funcionales lineales
definidos positivos hasta los niveles inferiores a (n,m − 1) y (n − 1,m) se pueden
extender hasta el nivel (n,m), aunque se modifiquen los para´metros correspon-
dientes a un paso atra´s en cada direccio´n, esto es, los dos niveles inmediatamente
anteriores, (n,m− 1) y (n− 1,m).
Algunos experimentos nume´ricos parecen inducir que la modificacio´n de los
para´metros hasta 2 pasos atra´s en el algoritmo es suficiente para poder continuar
con la extensio´n del funcional. La veracidad o falsedad de esta afirmacio´n en general
sigue siendo un problema abierto.
Nota 6.5.4. El Ejemplo 6.5.2 es el caso ma´s sencillo de un problema de momentos
que no se puede extender, aunque se permita la modificacio´n de los para´metros en
los dos niveles inmediatamente anteriores. Queremos decir con esto que cuando
n = 1 o m = 1, entonces el problema de momentos siempre se puede extender si
modificamos un para´metro en el nivel anterior.
Por ejemplo, param = 1 tenemos queKn,1 es una matriz de dimensio´n 1×n. Por
el proceso de computacio´n de la matriz, sabemos que las primeras (n− 1) entradas
se calculan a partir de los datos anteriores usando (6.2) y, en este caso, An,0 =
[s2n,0] es la u´nica matriz procedente del nivel (n, 0). Entonces, podemos elegir el
para´metro s2n,0 suficientemente grande para imponer sobre Kn,1 la condicio´n de
contractividad.
Cap´ıtulo 7
Conclusiones y problemas
abiertos
Concluimos con una exposicio´n, a modo de resumen, de los principales resul-
tados originales de esta memoria, as´ı como un conjunto de cuestiones y problemas
abiertos que han surgido durante la elaboracio´n de la misma.
7.1 Conclusiones
Sobre el estudio de pares coherentes generalizados, los resultados ma´s impor-
tantes que hemos obtenido son, por un lado, los de caracterizacio´n de los pares cohe-
rentes generalizados (Teoremas 3.2.4, 3.2.8 y 4.2.9). Concretamente, demostramos
que si (u,v) es un par coherente generalizado, entonces al menos uno de los fun-
cionales es semicla´sico de clase menor o igual que 1:
Consideremos (u,v) un par coherente generalizado. Esto es, si {Pn}n y {Rn}n
son las SPOM asociadas a u y v, respectivamente, se satisface
Rn(x) + an−1Rn−1(x) =
P ′n+1(x)
n+ 1
+ bn−1
P ′n(x)
n
, n ≥ 1.
Entonces, se da una de las dos siguientes situaciones:
• u es semicla´sico de clase menor o igual que 1, verificando la ecuacio´n dife-
rencial de Pearson
D[Φ(x)u] + Ψ(x)u = 0.
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Adema´s, el funcional compan˜ero v esta´ determinado a partir de u por
(x− ξ)v = Φ(x)u.
• v es semicla´sico de clase menor o igual que 1, verificando la ecuacio´n dife-
rencial de Pearson
D[Φ(x)v] + Ψ(x)v = 0.
Adema´s, el funcional compan˜ero u esta´ determinado a partir de v por
(x− ξ)v = Φ(x)u.
Adema´s, damos una descripcio´n completa de todos los pares de funcionales
lineales definidos positivos que verifican tal condicio´n. Concretamente obtenemos
los 24 pares de funcionales descritos en las tablas 3.1 y 3.2 de la pa´gina 59 de la
memoria.
En el caso de funcionales sime´tricos y bajo hipo´tesis adicionales, probamos que
el segundo funcional debe ser semicla´sico de clase menor o igual que 2 (ve´ase el
Teorema 4.2.9).
Por otro lado, en la Seccio´n 4.3.1 obtenemos un elegante resultado sobre los
para´metros de la relacio´n de coherencia sime´trica generalizada (ver el Teorema 4.3.3
y el Corolario 4.3.5):
Consideremos u y v dos funcionales regulares y sime´tricos tales que (u,v) forma
un par coherente sime´trico generalizado, esto es, si {Pn}n y {Rn}n son, respecti-
vamente, las SPOM asociadas a u y v, entonces se verifica,
P ′n+2(x)
n+ 2
+ un−1
P ′n(x)
n
= Rn+1(x) + sn−1Rn−1(x), n ≥ 1.
Supongamos adema´s que u es cla´sico y denotemos por {γn}n los coeficientes de la
RRTT para {P
′
n+1
n+1 }n. Sean {Sn}n y {Qn}n las SPOM, que nos da el Lema 2.2.4,
tales que
P ′2n+1(x)
2n+ 1
= Sn(x2),
P ′2n+2(x)
2n+ 2
= xQn(x2), n ≥ 0.
Entonces,
u2n+3 = − rn
rn−1
, u2n+2 = − qn
qn−1
, n ≥ 0,
siendo {qn}n y {rn}n los polinomios co–recursivos de los polinomios asociados de
orden 2 de las sucesiones {Sn}n y {Qn}n, respectivamente, verificando las RRTT
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siguientes:
Arn−1 = rn + [γ2n+3 + γ2n+4] rn−1 + γ2n+2γ2n+3 rn−2, n ≥ 2,
r0 = 1, r1 = A− γ5 − γ6 + γ4γ5/u3,
Aqn = qn+1 + [γ2n+4 + γ2n+5] qn + γ2n+3γ2n+4 qn−1, n ≥ 1,
q0 = 1, q1 = A− γ4 − γ5 + γ3γ4/u2,
Por u´ltimo, de los cap´ıtulos 5 y 6 cabe destacar los siguientes resultados:
• Sea U un funcional lineal definido positivo, sobre el espacio vectorial de los
polinomios en dos variables P[x, y], y sean {Pn,m}n,m y {P˜n,m}n,m los sis-
temas de polinomios ortogonales con respecto a U correspondientes al orden
lexicogra´fico y al orden lexicogra´fico inverso, respectivamente. Entonces, se
verifican las siguientes relaciones de recurrencia,
xPn,m = An+1,mPn+1,m +Bn,mPn,m +Atn,mPn−1,m,
Γn,mPn,m = Pn,m−1 −Kn,mP˜n−1,m,
J1n,mPn,m = yPn,m−1 + J
2
n,mP˜n−1,m + J
3
n,mP˜n−1,m−1,
Pn,m = In,mP˜n,m + Γtn,mPn,m−1.
• Adema´s, los coeficientes matriciales de las relaciones anteriores esta´n rela-
cionados entre s´ı (ver la Proposicio´n 5.2.7 y los Lemas 6.1.1–6.1.10), de tal
forma que es posible disen˜ar un algoritmo para construir los polinomios hasta
cierto nivel, a partir de la informacio´n disponible en los niveles anteriores
(ver la Seccio´n 6.2).
• La implementacio´n de dicho algoritmo permite construir el funcional lineal
definido positivo con respecto al cual los vectores de polinomios son ortogo-
nales (ver el Teorema 6.3.1).
• Se verifican fo´rmulas de tipo Christoffel–Darboux para los vectores de poli-
nomios ortogonales {Pn,m}n,m y {P˜n,m}n,m (ver Teorema 5.3.1).
• La condicio´n Kn,m = 0 caracteriza a los funcionales lineales en R2 que son
producto tensorial de dos medidas en R (ver el Teorema 6.4.4).
• Hemos puesto de manifiesto, con ejemplos nume´ricos, que hay problemas de
momentos que no son extensibles, de forma definida positiva, a niveles supe-
riores (ver el Ejemplo 6.5.2).
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7.2 Algunos problemas abiertos
1. En el Cap´ıtulo 2 hemos dado una representacio´n integral expl´ıcita para los
funcionales lineales definidos positivos sime´tricos y semicla´sicos de clase 2.
Ser´ıa interesante estudiar las propiedades de los coeficientes de las RRTT
que verifican estos funcionales.
2. En la Seccio´n 4.3 llevamos a cabo el estudio de los coeficientes en la relacio´n
de coherencia sime´trica generalizada bajo la hipo´tesis de que v es un funcional
cla´sico. Se podr´ıa hacer un ana´lisis similar en el caso en el que el funcional
cla´sico sea u.
3. Queda pendiente, y actualmente estamos trabajando en ello, dar una carac-
terizacio´n de la coherencia sime´trica generalizada, completando as´ı los resul-
tados obtenidos en la Seccio´n 4.2.
4. Recientemente ha aparecido un trabajo de Y. Xu, [82], que versa sobre poli-
nomios ortogonales de Sobolev sobre la bola unidad. Dicho estudio representa
el primer ejemplo de productos de Sobolev cuyas medidas esta´n soportadas
fuera de la recta real. En este sentido, podr´ıamos considerar productos de
Sobolev generales en R2 y extender el concepto de coherencia para funcionales
lineales definidos sobre el espacio vectorial de los polinomios en dos variables.
5. Como ya anunciamos en la Nota 6.5.4, queda pendiente analizar de forma
rigurosa si se pueden dar condiciones necesarias y suficientes para asegurar
que cierto problema de momentos en dos variables se puede extender de forma
definida positiva.
7.3 Trabajos que avalan la memoria
Los resultados obtenidos en esta memoria han dado lugar a los siguientes tra-
bajos.
Cap´ıtulo 2:
[18] Semiclassical linear functionals of class 2: the symmetric case. Antonia
M. Delgado y Francisco Marcella´n. Sometido, 2005.
Cap´ıtulo 3:
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[16] Companion linear functionals and Sobolev inner products: A case study.
Antonia M. Delgado y Francisco Marcella´n, Meth. Appl. Anal. 11, 237–
266, 2004.
Cap´ıtulo 4:
[17] On an extension of symmetric coherent pairs of orthogonal polynomials.
Antonia M. Delgado y Francisco Marcella´n, J. Comput. Appl. Math.
178, 155–168, 2005.
[19] About generalized symmetric coherent pairs. Antonia M. Delgado y
Francisco Marcella´n. En preparacio´n, 2006.
Cap´ıtulos 5 y 6:
[15] Two variable orthogonal polynomials and structured matrices. Antonia
M. Delgado, Jeffrey S. Geronimo, Plamen Iliev y Francisco Marcella´n,
SIAM J. Matrix Anal. Appl. 2006. En prensa.
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