The effect of competing Rayleigh-Taylor and Kelvin-Helmholtz mechanisms of instability applied to a cylindrical two-fluid interface is discussed. A three-dimensional temporal linear stability model for the instability growth is developed based on the frozen time approximation. The fluids are assumed to be inviscid and incompressible. From the governing equations and the boundary conditions, a dispersion relation is derived and analyzed for instability. Four different regimes have been shown to be possible, based on the most unstable axial and circumferential wavenumbers. The four modes are the Taylor mode, the sinuous mode, the flute mode and long and short wavelength helical modes. The effect of Bond number, Weber number, and density ratio are investigated in the context of the mode chosen. It is found that Bond number is the primary determinant of the neutral stability while Weber number plays a key role in identifying the instability mode that is manifest. A regime map is presented to delineate the modes realized for a given set of flow parameter values. From this regime map, a short wavelength helical mode is identified which is shown to result only when both the Rayleigh-Taylor and Kelvin-Helmholtz instability mechanisms are active. A scaling law for the magnitude of the wavenumber vector as a function of Bond number and Weber number are also developed. A length scale is defined to characterize the interface distortion. Using this length scale, the set of conditions where the interface exhibits a maximum in surface area creation is identified. With the objective of achieving the smallest characteristic length scale of interface distortion, a criterion to optimally budget mean flow energy is also proposed.
Introduction
Fluid mechanical instabilities have been shown to be responsible for several natural and cosmological phenomena from cloud patterns to galactic clustering in a gravitational field. Two of the most studied instability mechanisms are the Rayleigh-Taylor (R-T) and Kelvin-Helmholtz (K-H) instabilities. The R-T instability is known to occur in the presence of an unfavorable density stratification in an acceleration field. 1 The K-H instability, on the other hand, is known to occur due to a velocity difference across an interface. 2 The effects of these instabilities in various geometries-cylindrical and planar-have been researched widely over the past several decades. However, most of the research has focused on the occurrence of one instability mechanism and on characterizing its effects. 3, 4 It would be interesting to study the effect of the combined occurrence of two instability mechanisms. For example, the combination of the R-T and K-H instabilities could occur when a planar density-stratified liquid-liquid interface is subject to a normal acceleration component as well as a relative (tangential) velocity. 5, 6 Instability modes that may be manifested when two such mechanisms occur simultaneously are of current interest.
A motivation of this study arises from the possibility of improving primary atomization mechanisms for liquid sheet breakup. Traditional primary atomization processes rely on the K-H instability (e.g. pre-filming air-blast atomizers [7] [8] [9] ). The liquid sheet is destabilized due to the relative velocity between the atomizing gas and the liquid phases. When the waves caused due to the K-H instability mechanism grow to a finite amplitude, it has been proposed that the flapping liquid sheet could trigger secondary R-T mechanism due to its motion in the air field. 10, 11 Other researchers [12] [13] [14] have also studied primary and secondary breakup of a cylindrical liquid jet and sheet, respectively. In all these studies, the K-H mechanism is the primary destabilizing cause and secondary R-T instability is triggered due to finite amplitude wave motion. [12] [13] [14] In all these instances, the primary atomization length scale is mainly characterized by the K-H instability parameters. 15 The present study, in contrast, is focused on incipient instability occurring due to combined R-T and K-H instabilities and in the presence of surface tension at the cylindrical interface.
The possibility of employing both R-T and K-H mechanisms simultaneously as equal contributors to the primary destabilization process will be discussed. Such a proposition could be realized (say) if the atomizing gas in an air-assist atomizer is under-expanded resulting in a radial acceleration field in addition to the K-H instability that is already present. The model problem is relevant to several practical applications of industrial relevance such as in inertial confinement fusion (ICF) reactors 16 and in atomization. 17 For example, the experiments of Santangelo and Sojka 17 studied the situation where an under-expanded gas core is responsible for the radial motion and subsequent deformation of an annular liquid sheet into threedimensional modes. In these experiments till date, no explanation has been proposed for the formation of azimuthally placed ligaments. We wish to resolve this lacuna in our understanding of spray formation processes using linear stability analysis.
Most linear stability analyses reported in the literature have attempted to employ two-dimensional disturbance modes. In contrast, this study focuses on identifying incipient three-dimensional modes, characterized by an axial wavenumber (k) and a circumferential wavenumber (m), with the most unstable pair denoted by ðk Ã , m Ã Þ. In addition, the cutoff wavenumbers determining neutral stability, k c and m c , can also be observed.
We wish to investigate the stability of a cylindrical interface between two inviscid and incompressible fluids. A brief review of the K-H instability in cylindrical geometry is first presented. Since Rayleigh's 18 pioneering work, linear instability analysis has found wide applicability and has been remarkably successful in its predictions being favorably compared to the experimental measurements. His work has been extended to the case of a moving cylindrical liquid column by Sterling and Sleicher. 19 Their work involved a study of the instability growth due to a velocity difference between the gas and liquid phases (K-H instability). The effect of introducing three-dimensional disturbances consisting of both axial and circumferential modes was studied by Yang. 20 He observed that for a certain range of values of the axial wavenumber, the sinuous mode may show a higher growth rate than the axisymmetric mode, but still does not result in the most unstable mode. These observations eliminate the possibility of incipient three-dimensional modes from the K-H instability alone.
The R-T mechanism has been widely studied in various configurations. For brevity, the literature survey for the R-T instability is restricted to those focused on curved geometries (cylindrical and spherical) and in the presence of surface tension. The case of the R-T instability, especially at curved interfaces and in the presence of surface tension manifests many interesting physical phenomena. Plesset 21 was the first to discuss the stability problem of a spherical interface moving in the radial direction in the absence of spatial modes at the interface. He concluded that the instability growth rate depends on the radial velocity of the interface as well as on the direction and magnitude of radial acceleration. Plesset's approach was employed to analyze the cylindrical interface, 16 which is found in the ICF reactors. He reported that the R-T instability of a cylindrical interface also depends on the radial acceleration and radial velocity of the interface similar to a spherical interface. The R-T instability at curved interfaces has other interesting features, which have been discussed by Kull. 22 More recently, Mikaelian 23 studied the R-T instability of a cylindrical interface. We shall discuss his work later in some detail, as some parts of our analysis follows this work closely.
In summary, the K-H instability on curved interfaces (e.g. cylindrical liquid jets) has been shown to be susceptible to only two-dimensional disturbance modes. In contrast, most analyses of the R-T instability on curved interfaces have been restricted to investigating the effect of only two-dimensional modes. It would be interesting to investigate the prospect of introducing three-dimensional disturbances on a curved interface. The overarching motivation of the present work is to develop the science associated with combined action of radial acceleration and axial velocity difference induced breakup at curved interfaces.
In this study, we propose the R-T instability of the radially moving (accelerating) interface and analyses its destabilization characteristics. A cylindrical interface can be set into radial motion either by creating pressure difference across the interface or by inducing the swirl in the outer fluid. The effect of former will be investigated in this study and latter can possibly be pursued as an extension of the present work. The paper is organized as follows. In the upcoming section, the basic governing equations for the motion of an inviscid, incompressible cylindrical interface are given and the linear stability analysis for the combined R-T and K-H instabilities is presented. Also, the limiting cases of the present dispersion relation are discussed. Next, the results of the R-T and the combined R-T and K-H instability analyses in the form of growth rate and neutral stability curves are presented. Further, a scaling law is discussed for the dimensionless length scales that occur due to the instability. Finally, a summary of the research is presented as well as some key conclusions.
Mathematical formulation
Consider an infinite column of a fluid 1 (of density 1 and radius R o ðtÞ 5 r 5 RðtÞ) embedded in an infinite expanse of fluid 2 (of density 2 where radius RðtÞ 5 r 5 1) as shown in Figure 1 and (r, , z) denote the cylindrical polar coordinates in the usual sense.
Velocity potential
Let the fluids be incompressible, immiscible, and inviscid. The flow fields in both the fluids are assumed to be irrotational. Therefore, the entire flow field can be treated as a potential flow. Thermal effects are not considered, i.e. the fluids are assumed to be non-evaporating. The instantaneous position of the interface separating the two fluids is given by r ¼ r s ð, z, tÞ. It may be noted that the interface position is a function of time, t. The radial motion of the interface can be construed to be caused by an expanding circular tube of radius R 0 ðtÞ located on the axis. Let W j be the axial (z) velocity in each fluid j (¼ 1, 2). Let the interfacial tension between the two fluids be , which is assumed to be constant. The governing equation for the velocity potential in each fluid j is given by
Kinematic condition
The kinematic boundary conditions require that a particle at the interface remain on the interface at all time, i.e. the material derivative of the particle position is zero. This condition can be written as follows
The derivatives in equation (2) are evaluated at the instantaneous interface location given by r ¼ r s ð, z, tÞ. It must be noted that equation (2) is nonlinear because they are evaluated at the instantaneous interface location.
Dynamic condition
The dynamic boundary condition at the interface expresses the fact that the pressure discontinuity across the interface arises only due to the local surface tension force. This condition can be written as
where p 1 and p 2 are the static pressures in each fluid 1 and 2 respectively at the interface and is the local curvature of the interface.
Mean flow description
Consider the case where the interface position remains axisymmetric and cylindrical. For this case, r s ð, z, tÞ ¼ RðtÞ. In addition, W j are assumed to be constant. This defines the mean flow field whose stability will be investigated later. The velocity potential for this state is given by
Note that r is the radial coordinate and R 1 is introduced as a length scale that is located sufficiently in large radial location away from the interface. The motion in radial direction is given by R 0 _ . The velocity field generated by È j in equation (4) satisfies equations (1) and (2) . Recall that the fluid 1 is present between R 0 ðtÞ 5 r 5 RðtÞ and fluid 2 lies from RðtÞ 5 r 5 1. This geometric configuration is similar to the work of Mikaelian 23 and Delale et al. 24 The interface at R(t) is initiated into motion by the radial motion, R 0 _ at _ R 0 ðtÞ. Since the axial velocities (W j ) are constant at all times and the fluids are assumed to be incompressible, the area between R 0 ðtÞ and R(t) will be constant at all the times. In other words, RðtÞ 2 À R 0 ðtÞ 2 À Á ¼ A with A being a constant at all times. Differentiating the above equation once with respect to time, one arrives at a relation between the radial velocities at R 0 ðtÞ and R(t) as _ RðtÞ ¼ R 0 ðtÞ _ R 0 ðtÞ=RðtÞ. Likewise, the radial acceleration can be obtained by differentiating twice. The radially expanding circular tube R 0 ðtÞ is a model introduced to induce radial motion at the cylindrical interface without needing to be concerned with the logarithmic divergence of the velocity and pressure fields as r ! 0. In addition, the equation of motion for a cylindrical interface between a pair of incompressible fluids is written as in equation (7) . From the above arguments, it can be seen that
Using the above equation, equation (4) can be written as
It can be seen that equation (6) satisfies equation (1) . Likewise, in order for equation (3) to be satisfied, the pressures in the two fluids need to be related to the mean radius R(t) as follows
P 1 and P 2 in equation (7) are the stagnation pressures in fluids 1 (between R 0 ðtÞ 5 r 5 RðtÞ) and 2 (between RðtÞ 5 r 5 1), respectively. The right-hand side of equation (7) can be understood as the imbalance in radial stress driving the radial motion (radial velocity, _ R and radial acceleration, € R) of the interface. This equation (7) is the classical Rayleigh-Plesset equation written for the case of a cylindrical bubble if the axial velocities are ignored. [25] [26] [27] Here, R 1 is a sufficiently large radial location away from the interface where the fluid static pressure is P 2 . [25] [26] [27] It can be observed from equation (7) for a given P 1 À P 2 and _ R, € R can be calculated.
Linear stability analysis
The current linear instability analysis is based on the frozen time approximation proposed by Plesset. 21 In this approximation, it is assumed that the movement of the interface and rate of growth of a disturbance on the interface happen on very disparate time scales. Though the radius (R) is a function of time which leads to interface radial velocity ( _ R) and interface radial acceleration ( € R), the timescale associated with this motion in the radial direction is much larger than that associated with the disturbance growth ( _ a, € a). Therefore, it is required that
In order to analyze the linear stability of the system, normal mode disturbances are imposed on the interface in the axial (z) and circumferential () directions. It can be shown that this problem admits normal modes. Under this condition, the interface can be written as r s ð, z, tÞ ¼ RðtÞ þ aðtÞe iðmþkzÞ ð9Þ
Here, a(t) is the amplitude of the imposed disturbance and is infinitesimally small compared with the radius R (a ( R). Since the temporal instability behavior of the system is being investigated, the axial wavenumber k is assumed to be real. In addition, m is required to be an integer due to periodicity in the circumferential direction. (1), it can be shown with the help of equation (6) that 0 j must satisfy
The perturbation velocity field in equation (11) is also irrotational, similar to the mean velocity field. Following the normal mode ansatz invoked before, the solution to equation (11) Substituting equation (12) into equation (11), one obtains the following equation describing g j 1 r
The solution to equation (13) for g j ðr, tÞ is of the form g j ðr, tÞ ¼ A j ðtÞI m ðkrÞ þ B j ðtÞK m ðkrÞ. Here, I m ðkrÞ and K m ðkrÞ are the modified Bessel function of first and second kind of order m, respectively. It is required that the velocity fields in fluids 1 and 2 be continuous and differentiable in each fluid, which gives the velocity at R 0 ðtÞ is _ R 0 ðtÞ in fluid 1 at r ¼ R 0 ðtÞ and as r ! 1 in fluid 2. By invoking the conditions at r ¼ R 0 ðtÞ for j ¼ 1 and as r ! 1 for j ¼ 2 and substituting the remaining solution for g j ðr, tÞ into equation (12) and using equations (10) and (6), the solution to the perturbation velocity potential in the two fluids can be obtained.
Interface deformation. The kinematic boundary conditions (2) are now used to determine the functions A 1 ðtÞ and B 2 ðtÞ. As mentioned before, equations (2) are nonlinear. These equations are linearized using equation (9) and recalling that aðtÞ ( RðtÞ. In this process, only terms to OðaÞ are retained. The linearized form of equation (2) is given by
Substituting perturbation velocity potential equations into equations (14), one can determine the functions A 1 ðtÞ and B 2 ðtÞ. The velocity potential in each fluid is related to the hydrodynamic pressure in that fluid, through the unsteady Bernoulli equation given by
The dynamic boundary condition equation (3) is used to relate the pressures in the two fluids at the interface, p j ðr s , tÞ, to the normal stress jump due to surface tension. Substituting this into equation (3), one obtains a relationship governing the growth of the amplitude a(t) and the perturbation pressure field
Dispersion relation. Equations (15) are substituted into equation (16) and linearized. P j ðtÞ can be eliminated from equation (16) by using equation (7). Finally, simplifying equation (16) and dropping e iðmþkzÞ from both sides of the equation, one arrives at the differential equation governing the growth of a(t) after considerable algebraic manipulation. All the algebra and calculus was performed in MAPLE ß . By substituting aðtÞ ¼ a o e !t in this differential equation and simplifying, one obtains the dispersion relation in closed form. This dispersion relation is given by
where 
Dimensionless form of the dispersion relation
It is convenient to express equation (17) in the dimensionless form. The dimensional variables in the problems were grouped to yield four dimensionless numbers. They are (i) Bond number (Bo) representing the ratio of radial acceleration force to the surface tension force, (ii) Weber number (We) representing the ratio of the aerodynamic force due to the relative velocity to the surface tension force, (iii) density ratio of the two fluids (Q), and (iv) the ratio of radial inertial force to surface tension (S). The radial acceleration € R replaces the acceleration due to gravity in the usual definition of Bo. These dimensionless numbers can be written mathematically as
The other stability variables were also rendered dimensionless as follows
and m is already dimensionless. The dimensionless dispersion relation that governs the growth of instability due to the combined action of the R-T and K-H instabilities for an inviscid incompressible cylindrical liquid jet is of the form
The reader can obtain the worksheet that contains F 1 and F 2 as well as the complete dispersion relation upon request from the authors. For a given set of Bo, We, Q, and S (the flow condition), the dominant growth rate " ! Ã and most unstable dimensionless axial ( " k Ã ) and circumferential (m Ã ) wavenumbers are identified from equation (21) . For notation convenience, the overbar is dropped on all the dimensionless variables. Henceforth, all the variables will denote their dimensionless counterparts. Given the three-dimensional nature of the instability, four modes are possible. They will be referred to using the following nomenclature as shown in Figure 2 .
Asymptotic analysis
Equation (21) is the dispersion relation governing the growth of three-dimensional instabilities due to the combined incidence of the R-T and K-H mechanisms on a cylindrical column of fluid while including the effect of surface tension. It can be shown that the dispersion relations from the previously published literature can be recovered as special cases of equation (21) . It must be noted that most of the previously published literature has only investigated the effect of either R-T or K-H instability mechanisms alone. In the following section, these results are shown to be special cases of equation (21).
Rayleigh's 18 dispersion relation can be recovered by substituting Bo ¼ We ¼ S ¼ 0 and ! 0 in equation (21) . When Bo ¼ S ¼ 0 and ! 0, equation (21) reduces to the dispersion relation given in equation (22) of Yang 20 for the three-dimensional K-H instability. It can be shown that by setting We ¼ 0 and ! 0 and by only considering two-dimensional disturbances (k ¼ 0), equation (21) reduces to the dispersion relation given in equation (18) of Chen et al. 16 Equation (17) also takes the form of equation B13 of Chen et al. 16 when extended to three-dimensional disturbances by neglecting the inertia of fluid 2 (Q ¼ 0).
When ! 0 and m ¼ 0, the form of the classical Rayleigh-Taylor-Kelvin-Helmholtz instability dispersion relation in a planar configuration 5 can be recovered. These studies show that the dispersion relation in equation (21) is a more general case than all those published in the current literature. The dispersion relation is now analyzed for the nature of the instability due to the combined action of the R-T and K-H mechanisms.
Finally, we wish to show that the specific value of R 0 (or ) does not play a significant role in determining the instability modes. Figure 3 shows ! Ã versus for different values Bo > 0. For these values of Bo, it can be observed that has an effect on ! Ã only for 4 10 À1 . For all the values of 5 10 À1 and for three orders of magnitude variation in Bo, the value of ! Ã is independent of . In the present study, therefore, is taken to be 10 À3 .
Results
The dispersion relation obtained for the case of the combined R-T and K-H instabilities as shown in equation (21) is analyzed. The results are presented in three sets. The first set of figures correspond to plots of the wavenumbers at maximum growth rate as a function of the flow parameters. The second set of figures identify the neutral stability region in the wavenumber space for each flow parameter set. Finally, a regime map which summarizes the effect of the combined action of the R-T and K-H modes of instability is discussed. A brief summary of the research in another limiting case of this study, namely K-H instability subject to three-dimensional disturbances is first presented. The case of three-dimensional K-H instability growth on an axisymmetric cylindrical interface in a co-moving gas was analyzed by Yang. 20 Their study showed that for all We, the most unstable wave number was always m Ã ¼ 0. This is not surprising since the mean flow is parallel and the results can be shown to obey Squire's theorem. 28 It would be interesting to see if introducing the R-T mechanism of instability alongside K-H would change this behavior, especially since the flow is no longer parallel as found in the K-H mechanism.
Rayleigh-Taylor instability
The case where We ¼ 0, S ¼ 0 and Q ¼ 10 À3 while allowing Bo to take on non-zero and positive values is considered next. The system is stable for all Bo < 0 owing to favorable density stratification. The case of Bo > 0 for a cylindrical interface was first analyzed by Chen et al. 16 but for the restricted case where the disturbances were two-dimensional. The effect of Bo and Q on the three-dimensional modes in R-T instability is discussed next.
Effect on Bond number. The Bond number characterizes the ratio of the radial acceleration induced inertial force to the surface tension force. The effect of Bo is first studied for the case where We ¼ 0, S ¼ 0, and
was found to be equal to (0.693, 0), corresponding to the results of Rayleigh.
18 Figure 4 (a) shows dispersion curves, ! versus k for small values of Bo ¼ 0, 0:01 and 0.1. It can be observed from this figure that ! reaches a maximum value yielding a particular value of k Ã . In addition, the cutoff wavenumber determining neutral stability, k c , increases with increasing Bo. It was also noted that the value of m Ã for these cases is always zero, indicating axisymmetric instability. Figure 4(b) shows a plot of ! Ã and k Ã as a function of Bo. It can be seen that both ! Ã and k Ã increase with increasing Bo. At a critical value of Bo given by Bo cr % 0:1564 . . ., the instability mode becomes nonaxisymmetric. At this condition, it was observed that k Ã ¼ 0 and m Ã ¼ 1. Note that the Rayleigh instability mode observed for Bo ¼ 0 persists up to this critical value. Figure 5 (a) shows dispersion curves, ! versus m for higher values Bo ¼ 10, 100, and 1000, which are all much greater than Bo cr . For these values of Bo, it was observed that k Ã ¼ 0. As can be seen in Figure 5 (a), ! reaches a maximum value for a particular value of m. In addition, the circumferential wavenumber exhibiting neutral stability, m c increases with increasing values of Bo. In order to understand the nature of the mode transition, consider the dispersion curves (plots of ! versus k) shown in Figure 6 ! associated with both these maxima is nearly the same at this critical value of Bo. Any further increase in Bo would cause the maximum at k ¼ 0 and m ¼ 9 to take on a higher value of ! than the one at k % 1:85 and m ¼ 8. Additionally, if Bo were to be decreased, the peak corresponding to m ¼ 8 would be higher with the corresponding k value decreasing. Thus, the transition from one circumferential mode to another includes a set of Bo values where helical instability modes occur. It must be noted that the helical modes discussed here correspond to long axial wavelength ( 4R). In contrast, the more interesting case of short ( 5R) axial wavelength helical modes will be discussed later in the context of the combined R-T and K-H instabilities.
Effect on density ratio. The effect of density ratio (Q) for varying values of Bo is discussed next. It may be noted that Q < 1 (Q > 1) ensures that fluid 1 is less (more) dense in comparison with fluid 2. The results are presented in terms of a regime map which is shown in Figure 7 . For Bo 5 Bo cr , it is found that the system is only unstable to axisymmetric waves for all values of Q. The value of Bo cr is however a function of Q as can be seen from the line separating the sinuous and Taylor modes in Figure 7 . When Q < 1 and Bo is greater than (say) 10, the interface is unstable to flute and helical modes in an alternating fashion, as observed and discussed in Figure 6 (a) for Q ¼ 10 À3 . When Q > 1, the instability modes are axisymmetric for all the values of Bo. For all values of Q, the most unstable wavenumber(s) are only dependent on Bo and are independent of Q. This is due to the definition of Bo in equation (19) which is based on the density difference.
It is interesting to note that the effect of Q for a constant Bo ( 4 10 1 ) causes the instability mode to change at Q ¼ 1. For example, consider Bo ¼ 10 2 and Q ¼ 10 À2 . This case implies a less dense fluid 2 is accelerated radially inward towards a higher density fluid 1. This case gives rise to flute and helical modes. In contrast, consider Bo ¼ 10 2 and Q ¼ 10 2 . This case implies a less dense fluid 1 expands radially outward into a higher density fluid 2 with the same acceleration magnitude. This case gives rise to the Taylor instability mode. Therefore, a mere change of direction of the acceleration vector is sufficient to alter the qualitative instability characteristics.
Combined R-T and K-H instability results
In this section, the effect of Bo and We from the combined action of R-T and K-H instability mechanisms is investigated. The results are presented in three ways. (i) Dominant instability growth rate (! Ã ) for various Bo and We values, (ii) neutral stability curves for various Bo and We which give information about range of unstable wavenumbers and (iii) a regime map showing the expected instability mode in the Bo and We space.
Instability growth rate. The variation of the maximum growth rate (! Ã ) as a function of Bo and We is presented next. It may be noted that the maximum real value of ! for all (k, m) obtained from equation (21) is ! Ã for the given flow condition. The magnitude of ! Ã can be used to calculate jet intact lengths as was shown by Sterling and Sleicher. 19 Figure 8 is a plot of ! Ã versus Bo and We. It is observed in Figure 5 that an . Dominant instability growth rate (! Ã ) as a function of Weber number (We) and Bond number (Bo). Bo has a greater effect on ! Ã over most of the range of Bo and We. Therefore, the timescale associated with the instability growth is controlled by the radial acceleration.
increase in Bo causes an increase in ! Ã . A similar increase is also observed in Figure 8 as We increases, similar to the observations of Yang. 20 However, it may be noted from Figure 8 that Bo has two orders of magnitude higher effect on increasing ! Ã than We. This is significant in that it is likely that the jet in-tact lengths could be shorter if acceleration induced break-up is employed. This plot shows the behavior for a wide range of Bond numbers and Weber numbers. All the instability modes (Taylor, sinuous, flute, and helical) appear in it. The behavior of these modes and their transitions will be discussed later.
Neutral stability curves. Figure 9 presents the neutral stability plot for Weber numbers from 100 to 1200 and for varying Bo. It can be observed from this figure that an increase in Bo, causes the neutral stability curve to shift outwards, thereby increasing the range of unstable wavenumbers (k, m). Both the dimensionless cut-off axial wavenumber (k c ) and cut-off circumferential wavenumber (m c ) increase as Bond number increases. k c and m c are observed to be relatively insensitive to We. In addition, it can be noted from this figure that the points corresponding to (k Ã , m Ã ) all lie on the axis corresponding to k ¼ 0 for We ¼ 100, indicating that the fluid interface is unstable to flute modes. It can be observed that the value of m Ã increases with increasing Bo.
For an increased value of We ¼ 750, it can be observed that the neutral stability curves are relatively unchanged. This observation can be extended to all the other Weber numbers also. This indicates that Bo is the primary determinant of the range of unstable wavenumbers. Finally, the symbols corresponding to (k Ã , m Ã ) do not all lie on the axis corresponding to k ¼ 0. This indicates the onset of helical modes of instability for the case where Bo ¼ 1000 and We ¼ 750. Note that the symbols corresponding to Bo ¼ 500, 750 and 950 of We ¼ 750 coincide with We ¼ 100 on the axis k ¼ 0 yielding flute modes. Figure 8 shows helical modes at all Bo and for We ¼ 950, 1000, and 1100. It can be noted that long wavelength helical modes are observed for We ¼ 750 and 950 whereas short wavelength helical modes are observed for We ¼ 1000 and 1100. Note that the symbol that indicate Bo ¼ 1000 for We ¼ 750 overlaps with 950, both yielding helical modes. In addition, it can be observed for We ¼ 1200, that the points corresponding to (k Ã , m Ã ) all lie on the axis m ¼ 0, indicating that the fluid interface is unstable to Taylor modes. Figure 9 also shows that the symbols corresponding to (k Ã , m Ã ) gradually move from the axis corresponding to k ¼ 0 to the axis corresponding to m ¼ 0. This indicates that there exists a range of We where the fluid interface is directly susceptible to helical instability modes. This observation is significant as the destabilizing characteristics give rise to multiple length scales on the fluid interface and may be desirable in several applications. 17, 29 Finally, it is interesting to note that the neutral stability curves in Figure 9 show that k c % m c for all values of Bo and We.
Regime map in Bo and We space. A regime map depicting the occurrence of the four instability modes is constructed in the (Bo, We) space and presented in Figure 10 . The regime map is divided into four regimes namely (i) Taylor mode (ii) sinuous mode (iii) flute mode and (iv) helical mode. Figure 10(a) shows that for Bo 5 Bo cr , one only observes Taylor mode breakup. For a given We ( < 100), one observes a transition from the Taylor mode to the sinuous mode at a critical value of Bo. Further increases causes a transition into the flute and helical mode regime. To understand the flute and helical mode regime, consider Figure 10 (b) which is a magnified view of the region where 100 5 Bo 5 200 for 10 À2 5 We 5 10 4 . It can be observed from this figure that the modes transition between flute to helical and back to flute in an alternating banded fashion. A similar banded structure was previously discussed in the context of R-T instability and is presented in Figure 6 . Figure 9 . Neutral stability curve for various Bond numbers (500, 750, 850, 1000) at Q ¼ 10 À3 for We ¼ 100, We ¼ 750, We ¼ 950, We ¼ 1000, We ¼ 1100 and We ¼ 1200. The symbols indicate the location of k Ã and m Ã . The values of Bo corresponding to symbols are } : 500, : 750, / : 850 and « : 1000. The neutral stability boundary is governed by Bo, with little effect of We. We determines the most unstable wavenumbers. A flute mode is observed for We ¼ 100. We ¼ 750 and We ¼ 950 indicate long wavelength helical modes whereas We ¼ 1000 and We ¼ 1100 indicate short wavelength helical modes. A Taylor mode is observed for We ¼ 1200. As the We increases from We ¼ 100 to We ¼ 1200, the instability mode shifts from flute mode to Taylor mode, via long and short wavelength helical modes. It is also seen that k c % m c .
The helical modes observed for moderate to high We ( $ 10 3 ) are in fact of short wavelengths ( R). For example, when Bo ¼ 165, even though helical modes are observed for We as low as 10 À2 , they are long wavelength helices. They are different from the short wavelength helices observed when We $ 10 3 . Further, a continuous increase in We causes the instability mode to transition to the Taylor mode. Therefore, an optimal value of We may exist (for a given Bo) that corresponds to maximum interfacial distortion. We will revisit this proposition later.
Discussion
Linear instability analysis allowed us to characterize the nature of the instability under the combined R-T and K-H instabilities. One of the objectives of this study was to identify parametric conditions under which neither is the overwhelmingly dominant destabilization mechanism and establish a set of the dimensionless parameter values for which the interface is most susceptible to short wavelength instabilities where interfacial area is most amplified.
The four different instability modes-Taylor, sinuous, flute, and helical have been mapped into the Bo, We, and Q space. For Q > 1, one always obtains the Taylor mode, but for Q < 1, Bo and We seem to determine the choice of instability mode. For moderate to high values of Bo ( > 10), the instability alternates between flute and Taylor modes. This alternating characteristic is observed till about We % 10 3 . For 800 5 We 5 1200, the instability occurs in the short wavelength helical mode, irrespective of the value of Bo. As we will show later, the surface destabilization characteristics of this mode are different.
Linear instability analysis predicts the most unstable wavenumbers for a given flow condition. This information will be used to answer two questions. (i) Is it possible to find a scaling relationship between the most unstable wavenumbers and the flow parameters, namely Bo and We? (ii) Is it possible to find an optimal value of parameter set for which the interface distortion length scale is minimum? An attempt will be made to answer these questions.
Scaling laws for most unstable wavenumbers
Linear instability analysis is useful in predicting the most unstable mode(s) as well as the neutral stability region in the wavenumber space. However, it would be useful to understand the scaling behavior of the most unstable wavenumber(s) as functions of the dimensionless parameters. For example, Harper et al. 30 proposed an elegant expression for the circumferential wavenumber in acceleration induced (R-T) instability in a spherical two-fluid system. They suggested that m Ã % ffiffiffiffiffiffiffiffiffiffi ffi Bo=3 p . Here, the % symbol stands for the operation where the right-hand side of the equation is rounded to the nearest integer.
Similarly, Meyer and Weihs 31 presented a scaling law to predict the values of k Ã obtained from pure K-H instability. They suggested k Ã % We 0 . Here, We 0 ¼ ðW 1 À W 2 Þ 2 R= and ¼ minð 1 , 2 Þ. We 0 is introduced to accommodate both Q < 1 and Q > 1 cases in a single definition. Again, the current numerical computations of k Ã from the pure K-H instability match the predictions of this approximation closely. Based on the above success, the possibility of developing a scaling law for the combined R-T and K-H instabilities of a cylindrical interface is investigated. Because the current effort includes three-dimensional instability modes, both k Ã and m Ã need to be included in the scaling law. For this reason, l Ã , the magnitude of the wavenumber vector is defined, such that
Graphically, l Ã is the distance from the origin in Figure 9 .
A functional form suggested by a combination of the relations given by Harper et al. 30 
It has been numerically verified that equation (22) is a good approximation of the exact l (22) . The agreement in this figure between the predicted and computed values was less than 15% over this range of Bo and We. It was also observed that the approximation increases in accuracy as Bo increases. Equation (22) is useful in that a typical spatial frequency associated with the instability can be obtained for the combined R-T and K-H cases without the need to analyze the complete dispersion relation (21) . In addition, the relative importance of We and Bo can be ascertained from the scaling law.
In an application such as primary atomization, the objective of destabilizing a fluid interface is to create additional interfacial area. Understanding the scaling of such additional surface area with the flow parameters is important. The effect of most unstable wavenumbers on the interface can be seen in appendix.
Instability length scale and energy budget
It would be interesting to study the transfer of energy from the mean flow field to the instability growth via each of the two mechanisms. For this purpose, an
E is a measure of the total energy available in the mean flow in the acceleration field (first term of E) and in the form of relative kinetic energy (second term of E). Incidentally, RE= ¼ Bo þ We. For a given E, one would be interested in the most optimal budgeting of E into the R-T and K-H instability mechanisms, such that a characteristic length scale associated with the deformed surface is minimized.
As discussed before, three possible modes exist by which the fluid interface is destabilized -Taylor mode, flute mode and helical mode. A characteristic length scale (L Ã ) associated with the instability can be defined with the aid of the interface shapes depicted in Figure 12 . The figure also shows the deformed interface for the three instability modes. It is relatively easy to Ã . Following the above arguments, L Ã for the three cases can be defined as Figure 12 shows the interface shapes for three different flow parameter conditions. All these three conditions have RE= :¼ Bo þ We ¼ 1200. As can be observed in Figure 12 (a), for low values of We, the instability is observed to occur in the flute mode (or long axial wavelength helical modes). Here the primary interface distortion is due to circumferential disturbances. Figure 12(b) shows the instability for Bo ¼ 200 and We ¼ 1000. Under these conditions, the instability is three-dimensional and is observed to be in the helical mode. Finally, Figure 12 (c) shows that at even higher values of We, Taylor mode is observed to occur. It may be noted that interface deformation is qualitatively higher in the helical mode in comparison with the other two modes. The values of L Ã for the cases shown in Figure 12 (a) to (c) are approximately 0.314, 0.2, and 5.686 respectively. Therefore, operating under parametric conditions that yield the short wavelength helical instability mode is advantageous to interface distortion.
For the case of helical modes, it can be noted from equation (23) that the value of L Ã is minimum when the product, k Ã m Ã is maximum. Also, Figure 12 clearly shows that for a given dimensionless energy, one is likely to obtain minimum L Ã if it is operated under flow conditions which yield helical instability modes. Therefore, it appears that for a given Bo, an optimal We may exist where L Ã is minimum. This is investigated next. Figure 13 (a) and (b) depicts a plot of L Ã versus We for Bo ¼ 165. From Figure 10 (b), it can be observed that this value of Bo corresponds to a case where helical instability mode is observed for all We less than a critical value. Figure 13( Figure 12(b) . At the critical value of We when m Ã decreases from 5 to 4, L Ã is observed to take on the lowest value. For the case presented in this figure, We o % 1050. At this value of We, k Ã % m Ã , as can be observed from Figure 13 (a). Therefore, it was found that one obtains the minimum value of L Ã when
A similar calculation of We o was carried out for other values of Bo. It was observed that for 10 2 5 Bo 5 10 3 , 1000 5 We o 5 1150 and is a weak function of Bo. As further evidence, Figure 13 (c) to (e) are presented, which show the helical modes obtained for Bo ¼ 165 for three different We ¼ 950, 1050, and 1250. It is can be seen that the helical surface in Figure 13 (d) is associated with a shorter instability length scale than those in Figure 13 (c) and (e). Therefore, operating at this optimal point is likely to yield short wavelength helical instability modes. Any higher value of We is actually counterproductive to destabilizing the interface.
Concluding remarks
The instability of a cylindrical two-fluid interface was studied in the presence of the combined R-T and K-H instability mechanisms using linear stability analysis. The interface is subjected to three-dimensional disturbances and the fluids are considered immiscible, incompressible and inviscid. The temporal stability analysis of this system was studied under the frozen time approximation to obtain a closed form dispersion relation. The stability of the mean condition is observed to be governed by four dimensionless groups, (i) Bond number, (ii) Weber number, (iii) density ratio, and (iv) radial velocity based Weber number. The dispersion relation was shown to include all the special cases published in literatures.
The case of pure R-T instability was first discussed. From analyzing the dispersion relation, three instability modes were found to be possible: (i) Taylor mode, which is axisymmetric two-dimensional, (ii) flute mode, which is two-dimensional and (iii) helical mode, which is three-dimensional. Under certain conditions, the interface was shown to be susceptible to three-dimensional long wavelength helical mode disturbances. Increase in Bond number caused an increase in the instability growth rate and the most unstable wavenumbers. A regime map in the Bond number and density ratio space was presented to classify the occurrence of the various instability modes. The case of the combined R-T and K-H instabilities was studied next. For this case, the influence of Bond number and Weber number on the instability characteristics has been quantified for a range of values. It was observed that the Bond number is a key determining parameter of the dominant instability growth rate. Neutral stability curves were analyzed for different Bo and We for Q < 1. It was observed that they are relatively insensitive to We, but the value of We plays a significant role in determining the manifested instability mode. From the neutral stability plots, it was shown that the system is susceptible to three-dimensional short wavelength helical mode disturbances under certain parametric conditions. A regime map of the instability modes in the Bo and We plane was also presented. A scaling law was proposed for the magnitude of the most unstable wavenumber vector, (l Ã ) as a function of Bo, We, and Q. It was also validated with results from the existing literature. It was shown that short wavelength helical mode disturbances yield maximum additional interface area in comparison to the other two modes. An energy budget analysis was performed to study the optimal partitioning of energy into R-T and K-H instability mechanisms. From this study, it was observed that the characteristic length scale associated with the interface distortion is shortest when We % 1050 and was observed to be relatively insensitive to Bo. A set of parametric conditions are prescribed to manifest helical modes, which can lead to higher interfacial area than either the Taylor or the flute mode for the same given dimensionless energy.
The fluids in the current study have been considered to be inviscid. However, even if the fluids were viscous, the results would apply for the case where the Reynolds number (based on the relative velocity) was large. A quick comparison of the time scales associated with momentum diffusion (R 2 =, where is the kinematic viscosity of the fluid) and the time scale associated with the growth of instability (1=! Ã ), shows that diffusion is expected to be a slow process in comparison to the development of the instability for large Reynolds number. Therefore, the results from the current study may also apply to high Reynolds number flows.
Primary atomization processes in air-assist atomizers have traditionally employed a relative velocity between the two phases to destabilize an interface. In the current work, we have shown that the use of radial acceleration, instead, is significantly more efficient. In addition, we have demonstrated that an increase in Weber number (relative velocity) beyond an optimum value causes the characteristic length scale associated with the interface distortion to increase, which is contrary to the objective of primary atomization processes.
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