In this paper, we introduce and study an extended mixed equilibrium problem by using auxiliary principle technique. A generalized predictor-corrector iterative algorithm is defined for solving extended mixed equilibrium problem. The convergence of the method mentioned requires some condition ( * ), g-relatively relaxed Lipschitz continuity and relatively g-relaxed monotonicity of the mappings.
Introduction
An important generalization of the variational inequality problem is an equilibrium problem. It has been shown that the equilibrium problem provides a natural, novel and unified framework to study a wide class of problems arising in nonlinear analysis, optimization, economics, finance and game theory. The equilibrium problem includes many mathematical problems as particular cases such as mathematical programming problems, complementarity problem, variational inequality problems, fixed point problems, minimax inequality problems, Nash equilibrium problems in non-cooperative games, etc., see [1, 2, 4, 6, 11] .
It is well known that there are many numerical methods including projection method, resolvent operator technique, Wiener-Hopf equation, extragradient and descent methods for solving different variational inequality (inclusion) problems. Since it is impossible to find the projection in case of equilibrium problems, thus the above mentioned methods can not be applied. To over come this difficulty Noor [8] and Ding [9] has used the auxiliary principle technique to suggest some predictor-corrector iterative algorithm for solving some equilibrium problems. In this paper, we introduce and study an extended mixed equilibrium problem which involves single as well as multi-valued mappings by using auxiliary principles technique. By using condition ( * ), relatively g-relaxed Lipschitz continuity and relatively g-relaxed monotonocity of the mappings, we define a generalized predictor-corrector iterative algorithm to approximate the solutions of extended mixed equilibrium problem. Finally, convergence analysis is discussed.
Preliminaries
Let H be a real Hilbert space equipped with norm · and inner product ·, · . Let CB(H) be the family of all nonempty bounded closed subsets of H. Let A, B : H → CB(H) be the multi-valued mappings and P, G, g : H → H be the single valued mappings. Let F : H × H → H be the mappings and K be the closed convex subset of H. we introduce the following extended mixed equilibrium problem:
If P is an identity mapping, G, B ≡ 0 and g(y) − g(x) = g(y), then problem (1) reduced to the problem of finding
Problem (2) is introduced and studied by Noor [8] . If A is single-valued mapping, then problem (2) is equivalent to finding
Problem (3) is called general equilibrium problem.
If A = I = g, the identity mappings, then the problem (3) encounters with the original equilibrium problem introduced and studied by Blum and Oettli [2] and Noor and Oettli [7] .
If F(x, y) = x, y , ∀ x, y ∈ H, then from problem (1), we can obtain many variational inequality problems studied in recent past. It is clear that for appropriate choices of mappings involved in the formulation of extended mixed equilibrium problem (1), one can obtain many existing equilibrium problems, variational inequality problems and complementarity problems. 
(ii) G is said to be relatively g-relaxed monotone if there is a constant c > 0 such that
We use the following condition for the proof of our results. 
Condition( * ):
F(P(u 1 ) − G(v 1 ), g(x) − g(y)) + F(P(u 2 ) − G(v 2 ), g(y) − g(x)) ≤ P(u 1 ) − P(u 2 ), g(x) − g(y) − G(v 1 ) − G(v 2 ), g(y) − g(x) + α g(z) − g(y) 2 , for some α > 0, u 1 ∈ A(z), u 2 ∈ A(x), v 1 ∈ B(z), v 2 ∈ B(x), g(x), g(y), g(z) ∈ K.
Iterative algorithm and existence result
We begin this section by defining a generalized predictor-corrector iterative algorithm for solving the problem (1).
, consider the following corresponding auxiliary extended mixed variational inequality problem:
where ρ > 0 is a constant.
Ifx = x, then the problem (4) is nothing but problem (1). This enables us to define the following generalized predictor-corrector algorithm for solving extended mixed equilibrium problem (1).
Iterative Algorithm
For a given (1) by the following schemes:
where
where µ, β , ρ > 0 are constants and D is the Hausdorff metric on CB(H).
The following lemma is useful for our convergence analysis. 
Proof. Let (x, u, v) be the solution of extended mixed equilibrium problem (1).i.e.,
Putting y = x n+1 in (3.11) and y = x in (7) we have
Adding (15) and (16) we have
Using condition ( * ) we have
Since P is relatively g-relaxed Lipschitz continuous and G is relatively g-relaxed monotone, (18) becomes
Using (19), (17) becomes
Since 
Therefore, we have
for ρ < 1 2(α+c−k) and (α + c) > k. Putting y = z n in (3.10) and y = x in (6), we have
Adding (22) and 23 we have
Using the condition ( * ) we have
Since P is relatively g-relaxed Lipschitz continuous and G is relatively g-relaxed monotone, (25) becomes
Using (26) , (24) becomes
Since
It follows from (27) that
for β < 1 2(α+c+k) and (α + c) > k. Putting y = y n in 22 and y = x in (5), we have
Adding (29) and (30), we have
Using condition ( * ), we have
Since P is relatively g-relaxed Lipschitz continuous and G is relatively g-relaxed monotone, (32) becomes
Using (33), (31) becomes
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It follows from (34) that
Therefore, we have (28) and (36), the inequalities (9), (10) and (11) 
, the iterative sequences {x n }, {u n }and{v n } generated by the Algorithm 3.1 with
Proof. Let (x, u, v) be a solution of extended mixed equilibrium problem (1). Since α, c, k > 0 and
it follows from the inequalities (9) to (11) that the sequences { g(
} are non-increasing and consequently {x n }, {z n } and {v n } are bounded sequences. Also we have
The above inequalities imply that
Thus, we have
Since {x n } and {y n } are bounded sequences and g is one-to-one, we have subsequences {x n j } and {y n j } such that {x n j } → x o and {y n j } → x o and g( 
By the continuity of F, P, G and g, letting j → ∞ in (37), we have This completes the proof.
