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IDEMPOTENT FACTORIZATIONS OF SINGULAR 2× 2
MATRICES OVER QUADRATIC INTEGER RINGS
LAURA COSSU AND PAOLO ZANARDO
Abstract. Let D be the ring of integers of a quadratic number field
Q[
√
d]. We study the factorizations of 2× 2 matrices over D into idem-
potent factors. When d < 0 there exist singular matrices that do not
admit idempotent factorizations, due to results by Cohn (1965) and by
the authors (2019). We mainly investigate the case d > 0. We employ
Vasersˇte˘ın’s result (1972) that SL2(D) is generated by elementary ma-
trices, to prove that any 2 × 2 matrix with either a null row or a null
column is a product of idempotents. As a consequence, every column-
row matrix admits idempotent factorizations.
Introduction
In 1967 J. A. Erdos [10] proved that every square matrix with entries
in a field that is singular (i.e., with zero determinant) admits idempotent
factorizations, i.e., it can be written as a product of idempotent matrices.
His work originated the problem of characterising integral domains R that
satisfy the property IDn: every singular n × n matrix with entries in R
admits idempotent factorizations. We recall the papers by Laffey [15] (1983),
Hannah and O’Meara [13] (1989), Fountain [12] (1991).
The related problem of factorizing invertible matrices into products of
elementary factors has been a prominent subject of research over the years
(see [3,5,16,17,19,23]). Following Cohn [5], we say that R satisfies property
GEn if every invertible n× n matrix over R can be written as a product of
elementary matrices.
Actually, when R is a Be´zout domain (i.e., every finitely generated ideal
is principal) it is not restrictive to confine ourselves to 2× 2 matrices, since,
by [15], [14], property ID2 and GE2 imply properties IDn and GEn for every
n > 0, respectively.
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For R a Be´zout domain, Ruitenburg [21] (1993) proved the crucial equiv-
alence of the two properties, namely: R satisfies IDn for every n ≥ 2 if and
only if it satisfies GEn for every n ≥ 2.
Note that fields, Euclidean domains, valuation domains verify the above
factorizations properties, but not every Principal Ideal Domain does. Classes
of non-Euclidean PIDs not satisfying property GE2 (hence neither ID2, by
[21]) may be found in [5] and [9].
The factorization of matrices into idempotent factors has been extensively
studied also in the non-commutative setting, see, for instance, [1, 2, 11,13].
The above results motivated Salce and Zanardo [22] (2014) to conjecture
that an integral domain satisfying ID2 must be a Be´zout domain. The
classes of unique factorization domains, projective-free domains, and PRINC
domains (defined in [22], and later studied in [7, 20]) verify the conjecture
(cf. [4,22]). The authors proved in [6] that every domain satisfying ID2 must
be a Pru¨fer domain (i.e., a domain in which every finitely generated ideal
is invertible) that satisfies property GE2. They showed that a large class of
coordinate rings of plane curves and the ring of integer-valued polynomials
Int(Z) verify the conjecture. Idempotent factorizations of 2 × 2 matrices
over special Pru¨fer domains are also investigated in [8].
In this framework, it is natural to investigate idempotent matrix factor-
izations over rings of integers in number fields. Deep results solved the
corresponding problem of factorizing invertible matrices over rings of inte-
gers as products of elementary matrices. Indeed, for R a ring of integers,
Bass, Milnor and Serre, [3] (1967), proved that R satisfies GEn for every
n ≥ 3, and Vasersˇte˘ın, [23] (1972) (see also [16]), proved that it also satisfies
property GE2.
In this paper we investigate idempotent factorizations of singular 2 × 2
matrices over quadratic integer rings. We remark that Cohn [5] proved
that every imaginary quadratic integer ring which is not Euclidean does
not satisfy property GE2. Then, by the results in [6], these rings do not
even satisfy ID2 (see Theorem 1.5). For this reason we mostly focus on real
quadratic integer rings.
In the first section we prove some preliminary results, whose main purpose
is to allow us to reduce to simpler matrices in the process of factorization. In
the second section we prove our main result, namely, every matrix
(
x y
0 0
)
,
x, y in a real quadratic integer ring D, admits idempotent factorizations.
For the proof, we employ the above recalled result by Vasersˇte˘ın [23] that D
satisfies GE2. As a consequence of the main result, in the final section we
show that also the column-row matrices admit idempotent factorizations.
Moreover, we provide examples of idempotent factorizations of non-column-
row matrices over D = Z[
√
10]. These examples essentially illustrate how
challenging is to find idempotent factorizations, in general.
It is worth noting that our results seem to weaken the above recalled
conjecture. However, in spite of the large families of singular 2× 2 matrices
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we are able to factorize, the existence of a real quadratic integer ring, not a
PID, satisfying property ID2, remains an open question.
The authors wish to thank Giulio Peruginelli for several useful discussions.
1. Notation and preliminary results
Let R be an integral domain. We will denote by R× the group of units
of R and by Mn(R) the ring of n× n matrices with entries in R. A matrix
M ∈Mn(R) is said to be singular if detM = 0, invertible if detM ∈ R×. As
usual, the general and special linear group over R are denoted by GLn(R)
and SLn(R). A matrix T ∈Mn(R) is idempotent if T2 = T. Clearly, every
non-identity idempotent matrix over an integral domain is singular.
We remark that every matrix similar to an idempotent matrix is also
idempotent, hence a singular matrix S has an idempotent factorization if
and only if any matrix similar to S is a product of idempotents. The prop-
erty of being idempotent or product of idempotents is also preserved by
transposition.
We will denote by IDn(R) the set of singular matrices over R that admit
idempotent factorizations. So R verifies the property IDn of the introduction
if and only if IDn(R) coincides with the set of n× n singular matrices over
R. Analogously, we will denote as GEn(R) the set of invertible matrices
in Mn(R) that can be written as products of elementary matrices and R
verifies the property GEn if and only if GEn(R) = GLn(R).
In what follows we will focus on 2× 2 matrices.
An easy computation shows that a singular nonzero matrix
(
a b
c d
)
∈
M2(R) is idempotent if and only if d = 1 − a (cf. [22]). A pair of elements
a, b ∈ R is said to be an idempotent pair if (a b) is the first row of an
idempotent matrix.
We will mainly consider matrices of the form
(
x y
0 0
)
, x, y ∈ R. Hence,
to simplify the notation, we will denote by [x y] the singular matrix
(
x y
0 0
)
.
Lemma 1.1. Let R be a integral domain, and x, y ∈ R. Then [x y] ∈ ID2(R)
if and only if [y x] ∈ ID2(R).
Proof. Since (
0 1
1 0
)
[x y]
(
0 1
1 0
)
=
(
0 0
y x
)
,
if [x y] is a product of idempotent matrices, then
(
0 0
y x
)
is also a product
of idempotents. Moreover
[y x] = [1 1]
(
0 0
y x
)
,
hence [y x] is a product of idempotents. The argument is reversible. 
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Following the notation in [22], we say that two nonzero elements a, b of
an integral domain R admit a weak (Euclidean) algorithm if there exists a
sequence of divisions ri = qi+1ri+1 + ri+2, with ri, qi ∈ R, −1 ≤ i ≤ n − 2,
such that a = r−1, b = r0 and rn = 0.
We will need the two lemmas that follow. The first one is based on [19,
Th. 14.3].
Lemma 1.2. Let R be an integral domain. If
(
x y
z t
)
∈ SL2(R) lies in
GE2(R) (i.e., it can be written as a product of elementary matrices), then
x, y ∈ R admit a weak algorithm.
Proof. By assumption, we have q0, . . . , qk ∈ R such that(
x z
y t
)
=
(
1 q0
0 1
)(
1 0
q1 1
)
. . .
(
1 0
qk 1
)
.
We observe that, in order to get the above factorization, it might be neces-
sary to introduce some terms with qi = 0. Define
r1 = x− yq0,
r2 = y − r1q1,
ri+2 = ri − ri+1qi+1 for i = 1, . . . , k − 1.
Then, premultiplying
(
x z
y t
)
by
(
1 −q0
0 1
)
, then by
(
1 0
−q1 1
)
and so on,
we get from the matrix equation above that(
rk ∗
rk+1 ∗
)
=
(
1 0
0 1
)
.
Therefore there exists a finite sequence of relations of the form
ri = qi+1ri+1 + ri+2, with i = −1, . . . , k − 1
such that r−1 = x, r0 = y and rk+1 = 0. So R admits a weak Euclidean
algorithm. 
The next lemma follows from [1, Th. 6]. For the reader’s convenience we
give the direct proof, inspired by that of [22, Th. 6.2].
Lemma 1.3. Let R be an integral domain. If x, y ∈ R admit a weak algo-
rithm, then [x y] ∈ ID2(R).
Proof. By assumption, there exists a finite sequence of equalities ri = qi+1ri+1+
ri+2 with i = −1, . . . , n − 2 such that r−1 = x, r0 = y and rn = 0. At the
first step, we get x = yq0+ r1 and we get the following relation of similarity:(
1 0
q0 1
)
[x y]
(
1 0
−q0 1
)
=
(
r1 b
q0r1 q0y
)
.
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Therefore, to verify that [x y] ∈ ID2(R), it suffices to show that
(
r1 b
q0r1 q0y
)
is a product of idempotents. Since(
r1 y
q0r1 q0y
)
=
(
1 0
q0 0
)
[r1 y]
it is enough to show that [r1 y] ∈ ID2(R). At the second step of the algorithm
we get y = q1r1 + r2 and(
1 q1
0 1
)
[r1 y]
(
1 −q1
0 1
)
= [r1 r2].
Hence [r1 y] is similar to [r1 r2] and it suffices to prove that this latter matrix
is product of idempotents. Repeating this procedure, after n − 2 steps, it
remains to prove that either [rn rn−1] ∈ ID2(R) or [rn−1 rn] ∈ ID2(R). Since
rn = 0, we get in the first case
[0 rn−1] = [1 0]
(
0 rn−1
0 1
)
,
and in the second case
[rn−1 0] = [1 − 1]
(
1 0
1− rn−1 0
)
.
Finally, we conclude that [x y] ∈ ID2(R). 
We refer to [18] for the notions in Algebraic Number Theory that we will
need in the remainder of the paper.
Let d be a square-free integer and let k be the real quadratic number field
k = Q[
√
d]. Let D be the ring of integers of k, i.e., the integral closure of Z
in k. Recall that
D =
{
Z[
√
d] = {α+ β√d |, α, β ∈ Z} if d ≡ 2, 3 mod 4
Z
[
1+
√
d
2
]
{α+β
√
d
2
|, α, β ∈ Z, α ≡ β mod 2} if d ≡ 1 mod 4 .
Lemma 1.4. Let d > 0 be square-free integer, D the ring of integers of
k = Q[
√
d] and x, y two non-zero elements in D. Then there exist α ∈ Z
and w ∈ D such that [x y] ∈ ID2(D) if and only if [α w] ∈ ID2(D).
Proof. We assume that d ≡ 2, 3 modulo 4, the case d ≡ 1 modulo 4 being
wholly analogous. Set x = x1+x2
√
d and y = y1+y2
√
d with x1, x2, y1, y2 ∈
Z. By Lemma 1.1 the result is immediate if either x ∈ Z or y ∈ Z, hence
we may assume x2 6= 0 6= y2. Apply the Euclidean algorithm to the couple
of integers x2, y2. There exists a finite sequence of n ≥ 1 divisions with last
reminder 0:
y2 = q1x2 + r1
x2 = q2r1 + r2
. . .
rn−2 = qnrn−1
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Note that(
1 −q1
0 1
)
[x1 + x2
√
d y1 + y2
√
d]
(
1 q1
0 1
)
= [x1 + x2
√
d w1 + r1
√
d],
where w1 = y1 − q1x1. Therefore
[x y] ∈ ID2(D)⇔ [x1 + x2
√
d w1 + r1
√
d] ∈ ID2(D).
Moreover, this happens if and only if [w1 + r1
√
d x1 + x2
√
d] ∈ ID2(D)
by Lemma 1.1. Iterating the process, at the (n− 1)-th step, we get that
[x y] ∈ ID2(D)⇔ [wn−1 + rn−1
√
d wn−2 + rn−2
√
d] ∈ ID2(D),
with wj = wj−2−qjwj−1 for j = 1, . . . , n (we assume w−1 = y1 and w0 = x1).
Since [wn−1+rn−1
√
d wn−2+rn−2
√
d] is similar to [wn−1+rn−1
√
d wn],
we conclude that
[x y] ∈ ID2(D)⇔ [w z] ∈ ID2(D),
with w = wn ∈ Z and z = wn−1 + rn−1
√
d. 
The next result, essentially due to Cohn [5], leads to confine our investi-
gation to the case where d > 0.
Theorem 1.5. Let d < 0 be a square-free integer, D the imaginary ring of
integers of k = Q[
√
d]. Then D does not satisfy property ID2, except when
d = −1,−2,−3,−7,−11, for which values D is an Euclidean domain.
Proof. By Theorem 6.1 of Cohn’s paper [5], D does not satisfy property
GE2, for every d < 0 different from the values listed in the statement. By
Proposition 3.4 in [6], such integer ring does not satisfy ID2, as well. 
In view of Theorem 1.5, in the remainder of the paper we will focus on
rings of integers of Q[
√
d], with d > 0 a square-free integer.
Remark 1. In the proof of the above theorem, we used the fact that an
arbitrary integral domain satisfying ID2 satisfies GE2, as well. We recall
that the converse is not true. For instance, any local domain satisfies GEn
for every n > 0, while it satisfies ID2 only when it is a valuation domain
(see Remark 1 of [6]).
2. Main results
In what follows D will denote the ring of integers of Q[
√
d], d > 0 a square-
free integer. In this section we prove that all the matrices [x y], x, y ∈ D,
admit idempotent factorizations.
Let k be a number field. Let S be a finite subset of the set V k of the
valuations of k containing the set V k∞ of archimedean valuations. The ring
of S-integers Ok,S in k is:
Ok,S = {a ∈ k∗ | v(a) ≥ 0 for all v ∈ V k \ S} ∪ {0}.
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Vasersˇte˘ın in [23] (see also [16]) proved that, if the ring of S-integers Ok,S
has infinitely many units, then the group SL2(Ok,S) is boundedly generated
by elementary matrices. The main result in [17] shows that every matrix in
SL2(Ok,S), with O×k,S infinite, is a product of at most 9 elementary matrices.
We remark that the real quadratic integer ring D has infinitely many
units, by a classical result in number theory (cf. [18, Th. 9.23]). Then
Vasersˇte˘ın’s result shows that D satisfies property GE2. From this fact we
will derive properties of idempotent factorizations of singular matrices over
D.
The following preliminary theorem is valid for any ring of S-integers with
infinitely many units. However, according to our purposes, we confine our-
selves to real quadratic integer rings D.
Theorem 2.1. Let D be the ring of integers of a real quadratic number field.
If x, y ∈ D generate a principal ideal of D, then
(
x y
0 0
)
admits idempotent
factorizations.
Proof. It is not restrictive to assume that xD+ yD = D. In fact, if x = dx′
and y = dy′ with d, x′, y′ ∈ D and x′D + y′D = D, then [x y] = [d 0][x′ y′],
where [d 0] = [1 − 1][1 1 − p]T ∈ ID2(D). Therefore there exist z, t ∈ D
such that
(
x y
z t
)
∈ SL2(D). Since D satisfies property GE2 [23], x and
y admit a weak Euclidean algorithm by Lemma 1.2, and we conclude by
Lemma 1.3. 
The previous theorem is crucial to show that any matrix [x y] (x, y ∈ D)
admits idempotent factorizations.
Theorem 2.2. Let D be the ring of integers of the real quadratic number
field Q[
√
d], d > 0 a square-free integer. Then every matrix over D of the
form
(
x y
0 0
)
admits idempotent factorizations.
Proof. By Lemma 1.4 we may assume, without loss of generality, that x ∈
Z. If x, y have a common non-unit factor in D, say z, we get [x y] =
[z 0][x/z y/z], where [z 0] ∈ ID2(D). Hence [x z] ∈ ID2(D) as soon as
[x/z y/z] ∈ ID2(D). It follows that we may also assume that x, y have no
common non-unit factors in D. Moreover, by Theorem 2.1, [x y] is a product
of idempotent matrices if the ideal xD+yD is principal. So we may assume
that xD + yD 6= D, hence, in particular, m = gcd(x, ||y||) 6= 1 (||y|| = yy¯ is
the norm of y).
We proceed by steps.
STEP 1. Assume gcd(x, ||y||/m) = 1, where 1 6= m = gcd(x, ||y||). Then
[x y] ∈ ID2(D)
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We want to show that there exist an idempotent pair a, b in D, and
comaximal elements x′, y′ of D such that
[x y] = [x′ y′]
(
a b
c 1− a
)
.
Let us set ||y||/m = λ, and take a′, t ∈ Z such that a′x+ tλ = 1. In the
above notation, set (
a b
c 1− a
)
=
(
xa′ ya′
ty¯x/m 1− xa′
)
.
Note that 1− xa′ = tλ, and xa′tλ− ya′ty¯x/m = 0, hence the above matrix
is idempotent.
Let us define x′ = x− tλ, y′ = y(1 + a′) Then we get
ax′ + cy′ = xa′(x− tλ) + ty¯(x/m)y(1 + a′) = x(a′x+ tλ) = x.
Since the involved matrices are singular, we also get bx′ + (1 − a)y′ = y.
Hence x′, y′ ∈ D solve the above matrix equation.
It remains to show that (x′, y′) = D. It suffices to verify that the integers
x−tλ and ||y||(1+a′)2 = mλ(1+a′)2 are coprime. Both λ and t are coprime
with x, hence they are coprime with x′, as well. Moreover
a′(x− tλ) + tλ(1 + a′) = 1
shows that x′ is coprime with 1 + a′. The desired conclusion follows.
Since [x′ y′] ∈ ID2(D) by Theorem 2.1, we immediately derive that [x y] ∈
ID2(D), as well.
STEP 2: Let d ≡ 2, 3 modulo 4, so that D = Z[√d], and assume that
gcd(x, ||y||/m) = s 6= 1. Then [x y] ∈ ID2(D).
Say y = y1 + y2
√
d, y1, y2 ∈ Z. Note that (x, y1, y2) = 1, since, by
assumption, x and y have no common non-unit factors. We write x = mx0,
||y|| = mλ. For any prime number p, we consider the p-adic valuation on Q,
denoted by vp. Under the present circumstances the following facts hold.
FACT 1. In the above notation, we have:
(i) if the prime number p divides s, then vp(x0) = 0, vp(m) > 0 and
vp(λ) > 0;
(ii) if p divides x, y1 and ||y||, then vp(||y||) = 1;
(iii) if 2 divides x, ||y||, and y1 /∈ 2Z, then v2(λ) = 0.
Proof. (i) The statement follows readily from the definitions.
(ii) Assume that p divides x, y1 and ||y||. Then y2 /∈ pZ, hence vp(||y||) =
vp(y
2
1 − dy22) ≥ 1 yields vp(dy22) = vp(d) ≥ 1. It follows that vp(d) = 1, since
d is square-free, so that vp(y
2
1) ≥ 2 yields vp(||y||) = vp(d) = 1.
(iii) Assume that 2 divides x, ||y||, but y1 /∈ 2Z. It follows that dy22 /∈ 2Z,
as well. We get
||y|| = y21 − dy22 ≡ 1− d 6≡ 0 mod 4.
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We conclude that 2 does not divide ||y||/m = λ. 
FACT 2. In the above notation, we may choose e ∈ Z such that vq(λ +
ex02y1) = 0 for every prime number q such that vq(λ) = 0 and vq(x0) = 0.
Then x is coprime with ||y + ex||/m.
Proof. We firstly show how to get e ∈ Z as in the statement. Let A1 be
the set of the primes q dividing x such that vq(λ) = 0, vq(x0) = 0, and
vq(λ + x02y1) > 0; let A2 be the set of the primes q
′ dividing x such that
vq′(λ) = 0, vq′(x0) = 0, and vq′(λ + x02y1) = 0; let A3 be the set of the
other primes p′ dividing x. By the Chinese Remainder Theorem there exists
e ∈ Z such that
e ≡ 2 mod q when q ∈ A1,
e ≡ 1 mod q′ when q′ ∈ A2,
e ≡ 1 mod p when p ∈ A3.
Since vq(λ) = 0 and vq(λ + x02y1) > 0 imply vq(x02y1) = 0, it is readily
seen that vq(λ+ ex02y1) = 0 for every q ∈ A1 ∪A2.
By direct computation, we get
||y + ex||/m = λ+ ex02y1 + e2x20m.
Take a prime number p dividing x.
If vp(x) > vp(||y||), then vp(||y||) = vp(m), hence vp(x0) > 0 and vp(λ) =
0. It follows that vp(λ+ ex02y1 + e
2x20m) = vp(λ) = 0.
If vp(||y||) > vp(x), then vp(x) = vp(m), hence p divides s. By statement
(i) of Fact 1, vp(x0) = 0 and vp(λ) > 0. Moreover, by statements (ii) and (iii)
of Fact 1, we get p 6= 2 and y1 /∈ pZ. It follows that vp(λ+ex02y1+e2x20m) =
vp(ex02y1) = vp(x0) = 0.
Finally, assume that vp(x) = vp(||y||). It follows that vp(x) = vp(m),
hence vp(x0) = 0 = vp(λ). Under the present circumstances, we get vp(λ +
ex02y1 + e
2x20m) = vp(λ+ ex02y1) = 0, by our choice of e ∈ Z.
We conclude that vp(||y + ex||) = 0 for every p dividing x, hence x is
coprime with ||y + ex||/m. 
Due to the above FACT 2, since [x y] is similar to the matrix [x y + ex],
that admits idempotent factorizations by STEP 1, we deduce that also the
matrix [x y] has idempotent factorizations.
STEP 3. Let d ≡ 1 modulo 4, so that D = Z[(1 +√d)/2], and assume
that gcd(x, ||y||/m) = s 6= 1. Then [x y] ∈ ID2(D).
Say y = (y1 + y2
√
d)/2 ∈ D, with y1, y2 ∈ Z, y1 − y2 ∈ 2Z. As in the
second step we get (x, y1, y2) = 1.
We distinguish two cases:
CASE (a). y ∈ 2D, so that x /∈ 2Z.
For convenience, we change notation and write y = y1 + y2
√
d, where
y1, y2 ∈ Z and (x, 2y1, 2y2) = 1.
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We get
FACT 1(a). In the above notation, we have:
(i) if the prime number p divides s, then vp(x0) = 0, vp(m) > 0 and
vp(λ) > 0;
(ii) if p divides x, y1 and ||y||, then vp(||y||) = 1;
The proof is identical to that of Fact 1 (i), (ii) of the second section. Note
that it is not necessary to considerer (iii) of Fact 1, since p 6= 2.
FACT 2(a). In the above notation, we may choose e ∈ Z such that vq(λ+
ex02y1) = 0 for every prime number q such that vq(λ) = 0 and vq(x0) = 0.
Then x is coprime with ||y + ex||/m.
The proof is identical to that of Fact 2 of the second section. (Actually,
it is slightly simpler, since p 6= 2, hence vp(2) = 0 for every p dividing x.)
CASE (b). y = (y1 + y2
√
d)/2 /∈ 2D, so that y1, y2 are both odd.
In this case we get
FACT 1(b). In the above notation, we have:
(i) if the prime number p divides s, then vp(x0) = 0, vp(m) > 0 and
vp(λ) > 0;
(ii) if p divides x, y1 and ||y||, then vp(||y||) = 1 (note that p 6= 2).
Proof. (i) The proof is identical to that of Fact 1(i).
(ii) We have ||y|| = (y21 − dy22)/4. Since p 6= 2, y2 /∈ pZ, vp(y21) ≥ 2 and
vp(d) ≤ 1 (because d is square-free), we get
1 ≤ vp(||y||) = vp(y21 − dy22)− vp(4) = vp(d) ≤ 1.

FACT 2(b). In the above notation, we may choose e ∈ Z such that vq(λ+
ex0y1) = 0 for every prime number q such that vq(λ) = 0 and vq(x0) = 0.
Then x is coprime with ||y + ex||/m.
Proof. Under the present circumstances, from y = (y1 + y2
√
d)/2 we get
||y + ex||/m = λ+ ex0y1 + e2x20m.
Then the proof follows the argument in Fact 2, replacing λ + ex02y1 with
λ+ ex0y1. 
Now we see that [x y] ∈ ID2(D), as in the second step. .
We have reached the desired conclusion, since the preceding steps cover
all the possibilities. 
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3. Column-row matrices and Examples
Following the terminology in [22], a matrix M ∈ M2(R), with R any
integral domain, is called column-row if there exist a, b, x, y ∈ R such that
M = [x y]T [a b] =
(
xa xb
ya yb
)
.
An easy computation shows that if M is a singular matrix in M2(R) and
the ideal generated by the elements of its first row is principal, then M is a
column-row matrix [22, Prop. 2.2].
Corollary 3.1. Let D be the ring of integers over any real quadratic number
field. Any column-row matrix over D is a product of idempotent matrices
over D. In particular, every singular matrix in M2(D) having at least one
row or column whose elements generate a principal ideal is a product of
idempotent matrices over D.
Proof. The first part of the statement is a direct consequence of Theorem
2.2. Let M =
(
x y
z t
)
be a singular matrix over D. If (x, y) is principal,
then M ∈ ID2(D) since, as observed above, it is column-row. If (x, z) is
a principal ideal, then MT is column-row and then product of idempotent
matrices over D. We conclude since M ∈ ID2(D) if and only if MT ∈
ID2(D). If (z, t) is principal, the matrix N =
(
t z
y x
)
∈ ID2(D). Therefore
M ∈ ID2(D) since
(
0 1
1 0
)
N
(
0 1
1 0
)
= M. Finally if (y, t) is a principal
ideal of D, then NT is column-row and we conclude using the previous
arguments. 
Example 1 (Family of non-column-row matrices). Let p be a prime integer
which is irreducible but not prime in the real quadratic integer ring D. If
z is an element in D such that (p, z) is a non-principal ideal of D, the
singular matrix
(
p z
z¯ ||z||/p
)
is not a column-row matrix over D. In fact if(
p z
z¯ ||z||/p
)
=
(
xa xb
ya yb
)
, from p irreducible it follows that either x ∈ D×
or a ∈ D×, hence (p, z) is principal, impossible.
A complete classification of 2 × 2 singular matrices over D is still an
open issue. We can only say, by Corollary 3.1, that a singular matrix in
M2(D) which is not column-row must have rows and columns whose elements
generate non-principal ideals. The question whether these matrices all lie in
ID2(D) remains unanswered.
In this last section we will exhibit some examples of idempotent factor-
izations of non-column-row matrices over Z[
√
10].
As recalled in the introduction, property ID2 and GE2 are equivalent
over Be´zout domains, therefore every real quadratic integer ring which is a
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PID satisfies property ID2 by Vasersˇte˘ın’s result [23]. What happens over
a non Be´zout domain is still not known in general. The simplest example
of a real quadratic integer ring that is not a PID is Z[
√
10]. Over this ring
we can show explicit examples of idempotent factorizations of non-column-
row 2 × 2 matrices obtained through rough direct computations with the
support of the quadratic Diophantine equations BCMATH online programs
at http://www.numbertheory.org/php/main_pell.html. In what follows
D = Z[
√
10].
We firstly consider matrices of the form
(
p z
z¯ ||z||/p
)
as in Example 1,
i.e. p is a prime number irreducible in D, z ∈ D \ pD, and ||z|| ∈ pD:(
3 1 +
√
10
1−√10 −3
)
=
(
2 + 2
√
10 7 +
√
10
−6 −1− 2√10
)(
2− 2√10 −6
7−√10 −1 + 2√10
)
(
2
√
10
−√10 −5
)
=
(
6 + 2
√
10 4 +
√
10
−10− 3√10 −5− 2√10
)(
6− 2√10 −10 + 3√10
4−√10 −5 + 2√10
)
The above factorizations seem to suggest that a matrix
(
p z
z¯ ||z||/p
)
of
that type factorizes as
(3.1)
(
p z
z¯ ||z||/p
)
=
(
a¯ c¯
b¯ 1− a¯
)(
a b
c 1− a
)
,
for a suitable idempotent pair a, b.
A factorization of the desired form can be found also for the matrix(
13 8 + 3
√
10
8− 3√10 −2
)
, with a = −2738487−865986√10, b = −3683652−
1164873
√
10, c = 2035838 + 643788
√
10.
Unfortunately, our calculations are strongly dependent on p and their
complexity appear to increase with its size. This makes hard to prove or
disprove the validity of 3.1 in general.
However, we can show that the decomposition in 3.1 does not extend to
matrices where p is replaced by a non-prime integer. For instance, consider
S =
(
8 2
√
10
−2√10 −5
)
∈ M2(D). Easy considerations on the norms of
its entries show that S is not a column-row matrix. If we assume that
S = T U, where T ∈ M2(D) and U =
(
a b
c 1− a
)
is idempotent over D,
we get a/b = c/(1− a) = 8/(2√10). This is possible only if
a = 20k − 4 + 2h
√
10,
b = 5h+ (5k − 1)
√
10,
c = −8h+ 2(1− 4k)
√
10,
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with h, k ∈ Z. Moreover, T = UH =
(
a¯ c¯
b¯ 1− a¯
)
only if there exist h, k ∈ Z
such that
S =
(
8(3h2 − 30k2 + 20k − 3) 2√10(3h2 − 30k2 + 20k − 3)
−2√10(3h2 − 30k2 + 20k − 3) −5(3h2 − 30k2 + 20k − 3)
)
,
i.e., only if there exist h, k ∈ Z such that 3h2 − 30k2 + 20k − 3 = 1. This
is impossible, as it is immediate to see from the corresponding equivalence
modulo 5. We conclude that S 6= UHU, for any idempotent matrix U.
Nonetheless, we have found a factorization of S as product of two idem-
potent matrices over D, namely
S =
(
−4− 2√10 −8− 2√10
5 +
√
10 5 + 2
√
10
)(
16− 4√10 −10 + 4√10
16− 6√10 −15 + 4√10
)
.
Remark 2. The idempotent factorizations of the non-column-row matrices
above raise doubts on the validity of the conjecture mentioned in the intro-
duction. Note that the examples in [6] of Pru¨fer non-Be´zout domains not
satisfying ID2 do not even satisfy GE2, while real quadratic integer rings
do satisfy GE2. Proving that some real quadratic integer ring also satisfies
property ID2, one would disprove the conjecture and also suggest that the
two properties might be equivalent over Dedekind or even Pru¨fer domains.
Recall that Ruitenburg [21] proved the equivalence over Be´zout domains.
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