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One of the powerful methods of proving the existence of extremal 
solutions of initial and boundary value problems is the monotone iterative 
technique [ 14, 6, 73. This has recently been applied [5] to a rather special 
type of boundary value problem 
u’ = j’( 1, u. c ), - 1.’ = g( I, u, L.), t E cu, hl, 
(*I 
u(a) = 110, c(h)=t:,. 
because particular cases of (*) represent equations arising in the transport 
process of different types of particles moving in opposite directions, which 
are subjected to certain fluxes [g]. However, (*) does not include 
situations in which the initial and linal fluxes in a certain direction coin- 
cide. To cover this situation one needs to study a typical periodic boundary 
value problem (PBVP). This is precisely what we plan to consider in this 
paper. Developing a monotone technique for such a problem depends very 
much upon establishing a suitable comparison result. Hence we prove first 
an appropriate comparison result and then use it to develop a monotone 
technique for a PBVP, particular cases of which represent periodic 
transport processes. For transport processes arising in various physical 
situations. we refer to [7 91. 
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1. PRELIMINARY DEFINITIONS 
Consider the PBVP 
u’ = .1‘( 1, u, c). 
lE[O,27K] (I.1 1 
- 1" = ‘q(r, u, L'), 
u(O)=u(2n), c(2n)= c:(O) (1.2) 
where j; g E C[ [0, 27r3 x R x R, R]. We list the following conditions which 
define various types of lower and upper solutions (p, 4) and (f, Q) of the 
PBVP (l.l), (1.2). 
(A,,) z= (P, Y), B= (P, QL a(l)fB(r) on CO, 2x1. where p, q, 
P, Q E C’[ [0, 2n3, R]. Here and in future, inequalities between ordered 
pairs arc understood, as usual. componentwise. 
(A,.4 p(O)<p(2n), and p’<f(r, p, y) on (0, 2nl. 
(A,.b) 4(0)3q(2n), and -q’fg(r.p,y)on [0,2x). 
(A?.a) P(O)> P(2n), and P’>j‘(f, P, Q) on (0, 2n]. 
(A,.b) Q(O)<Q(2n), and -Q’>g(r, P, Q) on [0,2n). 
(A,.a) I)(O) > ~(27~). and for I E (0, 2x1 
~‘6.0~ P, 4) - Mr,. where M>O 
and 
,‘hfn 
rp= [P(O) - Al -$&. 
(A,.b) q(0) < y(2n), and for t E [0,27r) 
-4’s A’(/. p, q)- Mr,,, where M>O 
and 
2Mn 
rq= CcmM0h& (>-’ -1’ 
(&.a) P(O) < P(2n), and P’ a./‘((, P, Q) + MR, on (0,2n], where 
M>O and 
2 %4x 
R,= CP(27+P(O)l&& I? 
(A4.b) Q(O)>Q(2n), and -Q’>g(f, P, Q)+ MR, on [0,2n), 
where M > 0 and 
2Wn 
R,= [Q(O)-Q(W+. c 
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(B,) (A,.a), (A,.b), (A,.a), and (A2.b) hold. 
(B,) (A,.a), (A,.b), (A,.a), and (A,.b) hold. 
(B3) (A,.a), (A,.b), (A,.a), and (A,.b) hold. 
(B4) (A,.a), (A,.b), (A,.a), and (A,.b) hold. 
2. COMPARISON THEOREM 
The following comparison theorem plays a crucial role in subsequent dis- 
cussions. 
THEOREM 2.1. Lxt m E C” [ [O. 2n3, R] sutkjj any one of the jbllowing 
four conditions. 
(i) m(O)<m(2n), and m’< -Mm an (0, 2n]. 
(ii) m(O) > m(2n), and m’ 6 -Mm - Mr on (0. 27r] \r.here 
2 wr: 
r= [m(O)-m(?n)]+. 
e 
(iii) m(0) 2 m[2n), und m’ >, Mm on [0, 27r). 
(iv) m(O)<m(2n), rend m’a Mm+ Mr on [0, 2n) where 
2Mn 
r= [m(2n)-m(O)l-&&. 
Then m(r) ~0 on [0, 2n]. 
Proof: The proof of the assertion when either (i) or (ii) holds is given in 
[Z]. So we shall prove it in the case when either (iii) or (iv) holds. If not, 
there exists a f,, E [0, 2n] and an E > 0 such that 
m( 1,,) = c and rn(f)<C for all :E [0, 2n]. (2.1) 
If to6 [0, 2n) then m’(t,,) 6 0. Hence when either (iii) or (iv) holds, we are 
led to the contradiction 
If lo = 2n and (iii) holds, then m(O) > m(2n) = E and hence from (2.1) we 
get m’(0) < 0 which leads to a contradiction as before. On the other hand if 
f,=2n and (iv) holds, then by integrating the inequality 
c “‘[m’(f) - Mm(t)] 3 Mre M’ 
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from 0 to 2n and using the value of r, we obtain 
m(2n) 2 m(2n) e?““> m(2n) 
which is a contradiction. Hence the proof of the theorem is complete. 
3. THE MAIN RESULT 
In order to generate appropriate monotone sequences converging to the 
minimal and maximal solutions of the PBVP (1.1 I, (l.Z), we need the 
following conditions. 
(C,) For every ~~R,j‘(f.zr,c)-l‘(f.u*,r.)3 -.44(1(-u*) whenever 
p<zr*<u<P, and for cvcry UER. g(r.u,c)-g(f,u,c*)> --M(L.-r*) 
whenever y < c* 6 II 6 Q. 
(C,) For each (I, u), ,j’( 1, U, c) is nondccreasing in I: and for each 
(I, I*). g( 1. II. (*) is nondccreasing in II. 
We arc now equipped to prove 
THEOREM 3.1. As.sunze tkat (A,), (C,), unci (C,) hold. Then unjy one of’ 
the conditions (B , )-( B4) implies shut thaw exist monotone sequenws { p,, ), 
lYn,. I ’ ‘P ,,I. rrntl {Q,, ),, .FU& thuc lim, . I p,,(f) = r(f), lim, _ I q,,( 1) = I(t), 
lim,, . Y P,,(l)= R(t), lim, . , Q,,(f) = L(t) urCfom!)- on [0, 27~1 und that 
(r. I), (R. L) uw, rcspctiwly, the minimal and masimd solutions of rhc 
PRVP (1.1) (1.2). 
Proqj We shall prove the assertion in the cases when (A,,), (C,), (C,), 
and either (B,) or (B>) hold. The proofs in the other cases can be for- 
mulated similarly. 
For any /J, 9 E C’[ [IO, 27r], R]. such that p(r) <p(f) 6 P(t) and s(t) 6 
q(r) 6 Q(t), t E [O, 27~1, consider the auxiliary PBVPs 
u’=l‘(1,~(f),~(r))--M(lc-jz(f)), u(0) = 4271). (3.1) 
and 
- 1.) = K(l> p(r). q(t)) - M(c -- q(t I), I.( 2n) = r(0). (3.2) 
Note that there exists a unique solution to each of these two problems on 
[O. 2n]. We shall prove this for (3.2). Writing this as 
c’ - Mz: = -a(r), t:(O) = r(2n) 
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where a(r) = g(t, P(I), q(f)) + Mr](r), it is easy to see that 
i 
I 
u(t)= uOe"'-e"' e M'a(s)dr. f E co, 2x1. 0 
where a0 = ~(0) = u(2n) = (c*~~~/(P*~’ - 1)) J,$” e M.‘~(.s) dv, satisfies (3.2). 
To prove uniqueness, set m = C-L:*, where L: and L.* are two distinct 
solutions of (3.2) on [0,2n]. Then we have m(0) = m(2n) and m’ = Mm on 
[0, 2x3, which imply m(t)<0 on [IO, 2x] by Theorem 2.1. This means 
c‘ d L;* on [0, 27~1. Similarly G’* d c, which proves uniqueness of L!. Hence for 
any t = (p, tl)~ CT, B>, where 
(%D>= {k Y):-r, )‘EC’[ICwnl, RI, p(r)6x(t)<P(r), 
and y(t)d.r(f)<Q(r), r~ [O. 2n]), 
we can define a mapping A by Ap = o, RI = (u, c), where u and t: are the 
unique solutions of (3.1) and (3.2). respectively. We shall now prove that 
(i) r<A~r, PaA/?; 
and 
(ii) A is monotone nondecreasing on (3, {I). 
To prove (i), let Ar=A(p,y)=(p,,y,). Set m,=y-p,, and m,=q-q,. 
Then, in the case when (B,) holds, we have 
m,(0)6m,VnL rn; 6 -Mm, on (0,2n], 
and 
m2(0) 2 nz2(2n), m> > Mm, on [0,2n). 
On the other hand when (B,) holds, we have m,(O)>m,(2~), m’, Q 
-Mm, -Mr on (0,2x], where r= [m,(O)-m,(2n)] ?“‘/(P*~~~- I), and 
m,(O) < m2(2n), tni > Mm, + Mr* on [0,277), where P = [mz(2n) - 
m,(O)] ~2~wnj(~~ZMx - 1). Hence on the basis of Theorem 2.1, we conclude 
that m,(f)<O, and m,(z)<0 on [0,2x]. That ispdp, and q<q,, which 
imply cr < Ax. On similar lines we can prove A/l < /I. This establishes (i). 
To prove (ii), let <,= (p,, q,)t (x, /I), i= 1, 2, be such that c, < r2. Sup- 
pose that At, = A(p,, 4,) = (u,, t’,), i = I, 2. We shall prove that U, < u2 and 
c, < u2. For this purpose, let us set m, =u, -u2 and m, = 1;, -t:>. Then, 
whether we assume (B , ) or (B,), we have, by using conditions (C, ) and 
(C*), 
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That is m’, < -Mm, on [0,2n] and similarly rn; z Mm, on [0,27r]. Since 
m,(O)=m,(2n), i= 1, 2, it follows by Theorem 2.1 that m,(t)<0 and 
m*(t) Q 0 on [0, 2n]. Consequently u, < u2 and u, < u2, and this proves (ii). 
Now it is clear that on the basis of (i) and (ii) we can define sequences 
ILL hA RL and {Qd by 
(Pmqn)=A(P,, 13Yn I)? 
(P,, Q,)=A(P,.. ,, Qn ,), 
with p. = p, q. = q, P,, = P, Q. = Q, and conclude that 
p=podp,dpz< ... dp,dP,,< ... <P*<P,dP,=P, 
and 
9=40~<1~42--. < ... <q,,<Q,,< ... <Qz<Q,<Qo=Q. 
Then by standard arguments, it follows that pn + r, qn + I, P, + R, and 
Qn + L uniformly on [0,27~], where (r, I) and (R, L) are both solutions of 
the PBVP (1.1) (1.2). Moreover, for any solution o=(u,u) of (1.1) (1.2) 
satisfying x G w <p, it is easily seen by using induction arguments that 
p< pn d; d P, d P and y 6 qn < t’< Qn 6 Q. It then follows from these 
inequalities that (r, I) and (R, L) are indeed the minimal and maximal 
solutions of the PBVP (1.1) (1.2). This completes the proof of the theorem. 
Remurk. In this theorem, assumptions ( B,)-(B4) correspond to the 
conditions which define the lower and upper solutions of the PBVP (1.1) 
(1.2). It is interesting to note that the assertion of the theorem remains 
valid even if the condition (B,) therein is replaced by, say, 
(B,) (A,.a), (A,.b), (A,.a), and (A,.b) hold, or 
(B6) (A,.a), (A,.b), (A,.a), and (A,.b) hold, 
or a similar one obtained by suitable combinations from those in (A, .a)- 
(A,.b). This allows much greater flexibility in the choice of lower and upper 
solutions of the PBVP (1.1) (1.2) which are the starting points for 
generating desirable monotone sequences yielding finally the extremal 
solutions. 
THEOREM 3.2. Let the assumptions of Theorem 3.1 hold. Assume further 
that f and g satisjj 
(u-u*)[f(t,u, c)-f(t,u*, o*)]< -Nlu-u*)2, 
(ti*-u)[g(f,U,u)-g(t,U*,C*)]~ -Klu-u*12, 
(3.3) 
where N, K > 0. Then there exists a unique solution of the PBVP ( 1.1 ), ( 1.2). 
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Proof: It is enough to prove that R = r and L= I on [0,27[]. Set 
m(t)=IR(t)-r(t)12=(R(r)-r(t))2. Then m(O)=m(2n) and by (3.3), we 
get m’< -2Nm on [0,2x]. Hence O<m(t)bO, TV [0,2n] by 
Theorem 2.1, which proves that R(r) E r(r) on [0, 2n]. Similarly 
L(I) = I( I), t E [0, 2n]. This proves the theorem. 
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