Application of the cited above approach to the nonlinear integral operator arising at synthesis of the antenna systems according to the given amplitude directivity pattern, brings to the nonlinear two-parameter eigenvalue problem
Introduction
When investigating the nonlinear equations of the form ( , ) ,
where the operator ( , ) A f  nonlinearly depends both on the parameter  and the function f , the formalistic approach, which is based on linearization, is applied. The application of this approach shows, that the branching points of equation can be only those values of parameter  , for which unit ( 1   ) is the eigenvalue of the corresponding linearized equation (see, eg, [20] ) ( )
with the operator-valued function : ( ) A C X H  ( ( ) X H is a set of linear operators, C   is the spectral parameter), nonlinearly depending on the parameter  . If the linearized equation linearly depends on the parameter  , i.e. Af f   , then its eigenvalues will be the branching points of initial equation. In a general case the curves of eigenvalues ( )   appears and then the branching points will be those values of parameter  of the
The theory of branching solutions of nonlinear equations arose in close connection with applied problems and development of its ever-regulated by the new applied problems.
Preliminary. Nonlinear synthesis problem
We consider the radiating system, which consists of identical and identically oriented radiators of the same for all radiators directivity pattern (DP), in which the phase centers are located on the plane XOY (grid plane) of Cartesian coordinate system. We believe that the coordinates of radiators ( , ) n m
x y form a rectangular equidistant grid, focused on the axes and symmetric with respect to these axes. Then the function that describes the DP (plane array factor) of equidistant plane system of radiators (plane array) has the form [2] . 
where nm I are the complex currents on the radiators, ,   are the angular coordinates of a spherical coordinate system ( , , ) R   whose center coincides with the center of the Cartesian coordinate system XOY , 2 ( ) M n is the integer function that sets the number of elements 2 2 ( ) 2 ( ) 1 N n M n   in the n  th row of the array. Thus, the number of elements N in this array is equal to 
and is described by the function that is continuous and nonnegative in  and is equal to zero outside.
We must find such currents nm I on radiators that created by them directivity pattern will approach by the amplitude to the given directivity pattern 1 2 ( , ) F     in the best way. To this end, we consider the variational statement of the problem as, for example, in [2] or [18] .
Variational statement of the synthesis problem
Thus, the synthesis problem we formulate as a problem of minimizing the functional [18] 2 2 2 (7) and equation (4) for optimal currents takes the form
Equivalence of equations (7) and (8) means that between the solutions of these equations one-to-one correspondence exists, i.e., to each solution of equation (7) corresponds the solution of equation ( In Fig. 1 shows the trivial solution, which creates a symmetrical inphase current distribution on the radiators of array (Fig. 2 ). The amplitude of the synthesized directivity pattern, which branches off from 0 1 2 1 2 ( , , , ) f c c   , is shown in Fig. 3 , and the optimal current on the radiators that it creates, is asymmetric and is shifted to the first quadrant relatively of the center of array ( Fig. 4 ). . From these figures we see that the branching solution (the amplitude directivity pattern of which is shown in Fig. 8 , and the optimal distribution of the current on the radiators that it generates is shown in Fig.  9 ) more accurately than the trivial solution (11) (amplitude directivity pattern is shown in Fig. 6 , which is created by symmetric inphase current ( Fig. 7) ) approximates the given directivity pattern not only in the mean square approximation (in terms of the values of functional (3) -0.050109 in comparison with 0.185960) to about 73%, but also with respect to the form.
Thus, in most cases from the practical point of view the nontrivial solution, that branches off from 0 1 2 1 2 ( , , , ) f c c   with growth of parameters 1 c and 2 c is interesting. 
Problem of finding the branching lines
The points of possible branching of solutions of integral equation (7) are such values of real
F   to present as
, the equation (12), provided that function
can also be presented as
The study of such equations is carried out in [2, 18] , and it is possible to apply , for example, the algorithms of the work [11, 13, 15] to solution of such equations.
In the given work the numerical algorithms to solve more complicated problem when the variables are not separated, are proposed.
Basic equations
First we will show that the kernel ( , ) ( , , , , , ) ( , )
.
To this end, consider the scalar product
Substituting the expression for the  last  inequality  transforms  into  equality  only  when   1  1  2  2 0, , , ,
. From this it follows that
is positive on  function. Taking it into account, we shall reduce the operator (12) to a selfajoint form by a standard method. Introducing a new function
where
, we obtain the integral equation (15) with a symmetric kernel 1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2 1 2 ( , , , , , ) ( , , , , , ) ( , , , ) ( , , , ).
is the eigenfunction of the equation (12), then with regard for (14) , the eigenfunction of the equation (15) at arbitrary 1 0 c  and 2 0 c  will be the function
which corresponds to a spectrum of the operator (15) , coinciding with the first quadrant of the plane 2 R .
To find the solutions distinct from 0 1 2 1 2 ( , , , ) c c    , we shall eliminate this function from the kernel
, then the equation (15) will be reduced to the integral equation
with a symmetric kernel .
From Schmidt's lemma [20] it follows, that 0 1 2 1 2 ( , , , ) c c    will not be the eigenfunction of equation (16) anymore. That is, we have eliminated a continuum set of eigenvalues from a spectrum of the operator (16) , which coincides with the first quadrant of the plane 2 R that corresponds to the function 0 1 2 1 2 ( , , , ) c c   
. So, we obtain a self-adjoint generalized eigenvalue problem 
with symmetric matrix ( , )
Thus, the problem of finding lines the branching of solutions of equation (7) is reduced to finding the eigenvalues curves of nonlinear two-parameter spectral problem (19) . Obviously, in order the problem (19) to have a nonzero solution it is necessary that
i.e. the eigenvalues of problem (19) are zeros of function ( , )    .
Algorithm of finding the eigenvalue curves
The main calculational part of algorithm proposed is the implementation method proposed in [14, 15] to compute all eigenvalues of the nonlinear matrix spectral problem
belonging to some given range of the spectral parameter  at the given value of parameter  .
In the problem (21) n n u   , and ( , ) n   T is the real ( ) n n  matrix whose elements depend nonlinearly on the parameters  and  . In order to detail how the method [15] is applied to the problem under consideration in this paper, we present the necessary results from [15] .
Thus, we replace in the problem (21), for example, the parameter  by the expression      and consider the appropriate one-parameter problem ( ) ( , , ) 0, 
The argument principle of meromorphic function
In the basis of algorithm of finding number of zeros and their approximations, which are in some areas G , is the statement that follows from the argument principle of meromorphic functions. (25) we can replace by some approximate quadrature formulas, such as rectangles at N points on  , and since  is a circle, then to calculate quantities , 0,1,2, k s k   , we obtain the relation
Statement. Let the meromorphic function
The system itself (24) we solve using Newton's method, by choosing the initial approximation on the border  of the region G :
The found eigenvalues can be refined, using them as initial approximations for Newton's method 1 ( ) , 0,1,2, ( )
or for one of bilateral analogies of Newton's method [15] , for example,
The argument principle (23) and formula of the argument principle type (24), (25) were repeatedly applied in solving various spectral problems (see, for example, [1, 7, 9] and references therein), but the peculiarity of the proposed algorithm is to compute the values of function ( ) f  and its derivatives basing on LU-decomposition of the matrix ( ) n  T .
Numerical procedure of calculating the derivatives (the first and the second) for the matrix determinant
Theorem. If the elements of square matrix ( )  D are differentiable functions with respect to parameter  , then for any  for derivatives of determinant det ( )
ii w  are, respectively, the elements of the upper triangular
,
and ( )  L is the lower triangular matrix with single diagonal elements.
Proof. It is known that matrix ( )  D of order n , which for any  has the major minorities of all orders from 1 to ( 1) n  , differen from zero, by using the LU-decomposition can be written as (32), where ( 
To find the values ( )
we differentiate (32) with respect to  . We obtaine (33), i.e.
are the elements of matrix ( )  V . Now, differentiating the last equality with respect to  , we obtain (34), namely:
, 
Elements of matrices in the decompositions (37) can be calculated using the recurrent relations In practice, the best way to establish the possibility of LU-decomposition is to try to calculate it. It may happen that 0 rr u  ( r is the order of the main minor of the matrix, which is zero). To avoid this, in the process of decomposition one may use a series of permutations of rows (and/or columns) of matrix D with a choice of principal element. In this case the decomposition (37) can be written as where P is a permutation matrix, moreover det ( 1) q   P , where q is a number of permutations (for example, rows ). In this case the relations (38) take the form 1 ( ) ( 1) ,
Since in the relations (38) the value of function and its derivative is calculated only on the boundary region G , i.e. at the given points , 1, ... , j j N   , then for their calculation we use the same numerical procedure of decomposition of matrices (37 Step 3. Using the decomposition (37) for complex values  , we determine the number of eigenvalues that are in the selected area G , by the formula
and their approximate values we find by solving the system of equations (24), after calculating the right part of the formula (42).
Step 4. Using the decomposition (37) for real values  , we refine all eigenvalues that fall in the area G , using the Newton method
or bilateral analogue of Newton's method (44). As initial approximation we take the approximate values obtained in Step 3.
Step 5. Go to Step 2.
Step 6. If necessary, we correct the area G by changing it center and / or radius and go to
Step 2, otherwise go to Step 7.
Step 7. The end.
Application of modification of algorithm for linear two-parameter problems was considered in [16] .
Algorithm of finding the bifurcation points of eigenvalue curves
Note that if two eigenvalue curves intersect at some point, this point is called the point of bifurcation (or branch the point). Sufficient criterion for the existence of such points have been known long ago (see, for example, [8] ) and consists in that the point ( , ) ( , )
f   are separated, the results obtained by different approaches (reduction of one-parameter problems to the transcendental equations and solving them [2] , by methods of descent [18] and also by bilateral methods proposed in [11, 13, 15] ) are the same.
Note that the bifurcation points (at least their rough estimates) may be obtained graphically from Fig. 10 -Fig. 13 , and may be clarified by the Algorithm 2. 
