Abstract-Regression discontinuity models are commonly used to nonparametrically identify and estimate a local average treatment effect (LATE). We show that the derivative of the treatment effect with respect to the running variable at the cutoff, referred to as the treatment effect derivative (TED), is nonparametrically identified, easily estimated, and has implications for testing external validity and extrapolating the estimated LATE away from the cutoff. Given a local policy invariance assumption, we further show this TED equals the change in the treatment effect that would result from a marginal change in the threshold, which we call the marginal threshold treatment effect (MTTE). We apply these results to Goodman (2008), who estimates the effect of a scholarship program on college choice. MTTE in this case identifies how this treatment effect would change if the test score threshold to qualify for a scholarship were changed, even though no such change in threshold is actually observed.
I. Introduction
C ONSIDER a standard regression discontinuity (RD) model, where T is a binary treatment indicator, X is a so-called running or forcing variable, c is the threshold for X at which the probability of treatment changes discretely, and Y is some observed outcome that may be affected both by treatment and smoothly by X. The goal in these models is to estimate the effect of treatment T on the outcome Y , and the main result in this literature is that under weak conditions, a local average treatment effect (LATE) can be nonparametrically identified and estimated at the point where X = c (see, Hahn, Todd, & Van der Klaauw, 2001) .
RD models identify a treatment effect locally at one point. Despite its strong internal validity, researchers often question the external validity of an estimated LATE. Therefore, it is useful to know what the treatment effect would be at points other than the cutoff c. For example, if the effect were very different at only slightly different values of X, then the external validity of the estimate should be a concern. But if the identified LATE is locally constant or nearly so, then it is more likely to have external validity. A related but separate issue is how the RD LATE would change if the RD threshold were marginally changed, since many policy questions center precisely on eligibility threshold changes.
In this paper, we show that one can nonparametrically identify a derivative of the RD LATE under weak conditions. The derivative can be used to explore the external validity of RD LATE in the neighborhood of the RD threshold, extrapolate the RD LATE away from the cutoff, and investigate how the RD LATE would change if the RD threshold were marginally changed.
To allow the treatment effect to vary with X, let π (x) denote the average treatment effect (for compliers) when the running variable X equals the value x, and let π (x) = ∂π (x) /∂x when this derivative exists. Note that the function π (x) is defined holding the threshold fixed at c. RD estimation identifies π (c), the LATE at X = c. We define TED (treatment effect derivative) as π (c). Intuitively, one can think of the derivative π (c) as the coefficient of the interaction term between the treatment T and X−c in a (local) linear regression of Y on a constant, T , X − c, and (X − c) T .
We show that TED for both sharp designs and fuzzy designs can be nonparametrically identified and is easily estimated. The smoothness conditions needed for identifying TED are slightly stronger than those needed to identify π(c). However, inference for standard methods used to actually estimate π (c), such as kernel or local polynomial-based estimators, or standard parametric functional forms, requires precisely the same additional smoothness assumptions that are needed to identify and estimate TED. As a result, all empirical applications of RD methods that we know of already make the assumptions needed to identify TED.
One use of TED is to test for locally constant treatment effects, since π (c) = 0 is a necessary condition for not having the treatment effect change with the running variable. More generally, if π (c) is large in magnitude, then a small change in the running variable is associated with a large change in treatment effect, which would then call into question the external validity or generality of the estimated LATE. The sign of TED is also informative, since it tells whether the treatment effect is likely to be larger or smaller for individuals (units) with a value of X that is slightly larger or smaller than c.
In many RD applications, the function E (Y | X = x) is parameterized; for example, this function is assumed to be a polynomial in chapter 6 of Angrist and Pischke (2008) . When this expectation is parameterized, the function π (x) can be obtained for all values of x. For example, suppose we have a sharp design model where this expectation is assumed to be quadratic, so Y = a + Xb + X 2 d + Tã + XTb + X 2 Td + e and E (e | X = x) = 0 for all x in some interval. Then for this model, π (x) =ã + xb + x 2d , so π (x) =b + 2xd. So in this case, TED is given byb + 2xd and is thereby identified for all x in an interval. But is this identification due to the assumed functional form, or can TED be nonparametrically identified?
In parametric models π (x) is identified both at x = c and for values x = c, permitting identification of π (c) only because the functional form allows us to evaluate counterfactual objects like E (Y | T = 1, X = x < c), even though in the data with a sharp design, we could never see any observations having both T = 1 and x < c. One might think that nothing regarding changes in treatment effects can be identified nonparametrically, because we observe treatment change only at x = c itself.
However, what we show is that, analogous to the way π (c) in sharp designs is nonparametrically identified by differencing the left and right limits of E (Y | X = x) as x → c, one can similarly nonparametrically identify TED, π (x) at the point x = c, by differencing the left and right derivatives of E (Y | X = x) with respect to x as x → c. We also show that TED can be identified and easily estimated in fuzzy designs as well.
A separate issue from identification of TED is consideration of the threshold c. In many applications, the threshold is itself a policy variable of interest. Knowing how the direction and magnitude of the treatment effect would change if the threshold were changed can be important in practice. Policy debates often center precisely on these types of questions (some examples are given below).
In order to consider the impacts of changing the policy threshold, let C denote a possible threshold value. The observed threshold value is C = c. Further let τ (C) denote the LATE that would be identified by a standard RD model if the threshold equaled C, so τ (C) is the average treatment effect for compliers at the cutoff X = C. Note that this differs from measuring treatment effect heterogeneity in the running variable as TED does; instead we are now considering how the LATE would change if the RD threshold changed. Let τ (C) = ∂τ (C) /∂C. We define MTTE, the marginal threshold treatment effect, to be this derivative at the actual threshold c, so MTTE is τ (c). We show that if a certain local policy invariance condition is satisfied, then MTTE equals TED, that is, τ (c) = π (c), so when local policy invariance holds, MTTE is identified and easily estimated.
To see the link between TED and MTTE, let S(x, c) be an average treatment effect for individuals having running variable X = x when the policy threshold for assigning treatment is C = c, so the first argument of S(x, c) allows for treatment effect heterogeneity in the running variable, and the second argument allows the treatment effect to depend on the RD threshold. The difference between the functions τ and D is that whatever the true threshold c is,
The local policy invariance assumption is that
∂S(X,C) ∂C
| X=c,C=c = 0, under which MTTE equals TED.
Local policy invariance assumes that the function that describes how the RD LATE varies with the running variable does not itself change when the policy threshold changes infinitesimally. It is essentially a ceteris paribus assumption of the type commonly employed in partial equilibrium analyses. Analogous ceteris paribus assumptions are required to apply almost any reduced-form program evaluation calculations to a change in context or environment. Abbring and Heckman (2007) define policy invariance as an "assumption that an agent's outcome only depends on the treatment assigned to the agent and not separately on the mechanism used to assign treatments. This excludes (strategic) interactions between agents and equilibrium effects of the policy." Example applications of policy invariance assumptions and marginal policy analyses include Heckman (2010) and Carneiro, Heckman, and Vytlacil (2010) . What we require to identify MTTE is a limited version of policy invariance that applies only in response to an infinitesimal change in the assignment mechanism, a change in c, and which we therefore refer to as "local policy invariance."
MTTE can be used to approximate the impact on treatment effects of a small discrete change in the threshold exactly the way that, for example, price elasticities are used to approximate the effects of small discrete changes in prices. The sign of MTTE tells whether the average effectiveness of treatment would increase or decrease if the threshold for treatment were marginally changed.
In discussing RD methods, Hahn, Todd, and Van der Klaauw (2001) note that "a limitation of the approach is that it only identifies treatment effects locally at the point at which the probability of receiving treatment changes discontinuously. . . . It would be of interest, for example, if the policy change being considered is a small change in the program rules, such as lowering or raising the threshold for program entry, in which case we would want to know the effect of treatment for the subpopulation affected by the change." In estimating the effect of Superfund-sponsored cleanups of hazardous waste sites on housing prices, Greenstone and Gallagher (2008) have noted, "It is important to highlight that the RD approach only provides estimates of the treatment effect at the regulatory discontinuity (i.e., HRS = 28.5). To extend the external validity of the RD estimates to the full 1982 HRS Sample, it is necessary to assume a homogeneous treatment effect in that sample." MTTE and TED discussed here address these issues by showing how the average treatment effect would change at slightly different values of the running variable other than the RD threshold or given a marginal change in the threshold.
To illustrate the usefulness of TED and MTTE, consider some empirical applications. One example is Lee (2008) , who uses a sharp design RD to estimate a party's incumbency advantage in U.S. House of Representatives elections. The treatment T is having the incumbent be a Democrat, 1 X is the Democratic's winning margin (the difference between the Democratic Party's vote share and its strongest opponent share in election t), and Y is the probability of a Democrat winning in election t + 1. Figure 1 , which is reproduced from figure 5a in Lee (2008) , shows how this probability changes with the winning margin in election t. Notice in particular that the slope is steeper just to the right of the discontinuity than on the left. TED is essentially the difference in these slopes, which in this application provides (for close past elections) a measure of how the incumbent's electoral advantage depends on its winning margin in the previous election. Figure 1 suggests that the incumbency advantage increases with the winning margin, meaning that the larger is the incumbent party's share in the previous election, the greater is their chance of winning in the next election. Another example is Goodman (2008) , who studies the effect of the Adams Scholarship program on college choices in Massachusetts. The scholarship program provides tuition wavers at in-state public colleges. The treatment T is Adams Scholarship eligibility, which is determined by whether a standardized test score exceeds a certain threshold c. The running variable X is the number of grade points one is from the eligibility threshold. One of the outcomes of interest Y is the probability of choosing a public college. TED, in this case (which we show later is negative and strongly significant), provides information on how students' responses to Adams Scholarship eligibility depend on their test scores, and hence on their outside opportunities. When policy invariance holds, MTTE then allows for evaluating how the average effects of the Adams Scholarship program would change if the qualifying threshold were marginally raised or lowered.
A third example is Greenstone and Gallagher (2008) . The treatment T is an indicator for being eligible for Superfundsponsored cleanups, which is largely determined by whether a hazardous ranking system (HRS) score assigned by the EPA in 1982 exceeds a certain threshold. The running variable X is a county's 1982 HRS score minus a threshold score, and the outcome Y is median housing prices in the surrounding area. TED in this case shows how the effect of Superfund cleanups on housing prices would change with the HRS score, measuring the hazard level of a waste site, and thereby provides information on the external validity of the estimated LATE at the current regulatory threshold. MTTE, when valid, would then tell us how the impact of Superfund cleanups would change if the threshold changed slightly.
A few other papers consider derivative conditions in RD analyses. Card et al. (2012) analyze a regression kink design model, where the treatment is a continuous but kinked function of the running variable. The kink, which is a discontinuity in a derivative, is used to identify a treatment effect. Dong (2014a) uses changes in the derivative or slope of the treatment probability at the threshold to identify standard fuzzy RD design treatment effects in applications where there is a kink instead of, or in addition to, a discontinuity in this probability at the threshold. Both Abdulkadiroglu, Angrist, and Pathak (2014) and Angrist and Rokkanen (2012) make use of TED, citing an earlier version of our paper. But perhaps the closest result to ours is a few paragraphs in a survey article by Dinardo and Lee (2011) , in which they informally propose using a Taylor expansion at the threshold to identify a sharp design average treatment effect on the treated (ATT) parameter. In contrast, we use a similar expansion to estimate different objects (TED and MTTE), and we provide formal results for both fuzzy and sharp designs.
Also closely related is recent work on extrapolation away from the cutoff in RD models, such as Kirabo Jackson (2010), Angrist and Rokkanen (2012) , and Maynard et al. (2013) . These papers work by assuming the availability of additional variables or other information rather than through derivatives and local neighborhood assumptions. Although the methodology in these papers differs substantially from ours, their motivation is similar, further demonstrating the interest and value of estimating how treatment effects would change with the running variable x or the RD threshold c.
The rest of the paper is organized as follows. Sections II and III show nonparametric identification of TED in sharp and fuzzy RD designs, respectively. Section IV describes in detail the local policy invariance condition required to have MTTE equal TED. Section V discusses estimation of TED and MTTE. Section VI provides an empirical application based on Goodman (2008) . Section VII concludes, and proofs are provided in the appendix. We also provide some additional theoretical results and a second empirical application based on Greenstone and Gallagher (2008) in a supplemental online appendix.
II. Sharp Design TED
This section discusses identification of TED in sharp design RD. As in Rubin (1974) , let Y (1) and Y (0) denote the potential outcomes when one is treated or not treated, respectively, so the observed outcome is
and its derivative π (X) = ∂π (X) /∂X. For simplicity, we first provide assumptions and results without consideration of covariates other than the running variable X. We later discuss how additional covariates Z can be included.
Define
For small ε > 0, define the right and left limits of a given function h as h + (x) =
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The main identification result in the literature for sharp design RD is that π (c), the LATE for individuals having X equal to the observed cutoff c, is identified by 2
based on, for ε > 0,
and similarly for Y (1) using X = c + ε. Formally this result can be obtained given the following assumptions.
For ease of notation we drop the i subscript throughout.
Note that assumption A2 assumes not just continuity but differentiability, though continuity suffices to establish equation (1) by the derivation in equation (2). However, virtually all empirical implementations of RD models satisfy this stronger smoothness assumption. In particular, parametric models generally assume polynomials or other differentiable functions, while most nonparametric estimators, including local linear regressions, assume (for establishing asymptotic theory) at least continuous differentiability of 3 We do not know of any empirical application of RD methods where the usual continuity assumptions hold but where the additional differentiability of assumption A2 was not (either implicitly or explicitly for estimation) assumed to hold. 4 To show identification of TED, we need one-sided derivatives. For small ε > 0, define the right and left derivatives of a function h (x) at the point x as
Theorem 1. If assumptions A1 and A2 hold, then the treatment effect π (c) holding the threshold fixed at c is identified by equation (1) and TED defined by π (c) is identified by
Proofs are in the appendix. Estimation of TED based on theorem 1 will be discussed in more detail later, but for now, note that local polynomial regressions can be used to estimate the function g (x) and its derivatives separately on either side of the threshold. Evaluating these regression derivatives in the limits as x → c provides consistent estimators of g + (c) and g − (c), and hence consistent estimators of π (c). In short, π (c) equals the difference between the left and right derivatives of g (x) around x = c, just as the local treatment effect π (c) equals the difference between the left and right limits of g (x) around x = c.
As discussed in section I, TED provides a measure of the impact of a marginal change in the running variable x on the treatment effect, at x = c, holding c fixed. This estimate can be used for a variety of purposes. For example, the sign of TED tells whether an increase in the running variable is likely to be associated with an increase versus a decrease in the size of treatment effects. TED can be used to test for locally constant treatment effects, since having TED equal 0 is necessary for not having the treatment effect change with the running variable. More generally, if TED is nonnegligible in magnitude, then one might be concerned about the external validity of the estimated RD LATE, since a large TED suggests that even small changes in the running variable can be associated with large changes in treatment effects.
III. Fuzzy Design TED
We now extend our previous result to fuzzy designs. Let T continue to indicate whether an individual is treated, but now let T * = I (X ≥ c), so T * is a dummy indicating whether one is above or below the threshold. T would be the same as T * for all individuals if the design were sharp. Define
is the probability of being treated given X = x. Let the counterfactual outcomes Y (t) for T = t be defined as before. Analogous to Y (t) in the sharp design, define the potential treatment status T (t * ) as what an individual's treatment status would be if T * = t * . 5
5 Here we define the potential treatment notation T i (0) and T i (1) in terms of T * = I(X ≥ c) only, so we implicitly assume that for any given individual i, T i (0) and T i (1) are constant in a neighborhood of X i = c. This assumption be relaxed to allow T i (0) and T i (1) to futher be a function of X i . See the discussion in Dong (2014a Dong ( , 2014b . Relaxing this assumption would not materially change our derivations or conclusions.
So analogous to
Y = Y (1) T + Y (0) (1 − T ), we have T = T (1) T * + T (0) (1 − T * ). Define
compliers as individuals i having T i (0) < T i (1) and defiers as those having T i (0) > T i (1), always takers as those having T i (0) = T i (1) = 1, and never takers as those having
Analogous to π (x) in sharp designs, define
where the subscript f denotes fuzzy design. The only difference between the functions π f (x) and π (x) is that the definition of π f (x) conditions explicitly on compliers,
. Both π f (x) and π (x) implicitly condition on having the threshold fixed at c. The standard fuzzy design RD identification result as in Hahn et al. (2001) is that π f (x) at the point x = c is identified by
Assumption A3 (fuzzy design). The support of X includes a neighborhood of a known constant threshold c.
Assumption A3 differs in two important ways from the standard assumptions used by, for example, Hahn et al. (2001) , to obtain equation (5). The first difference is that this assumption assumes continuous differentiability instead of just continuity of some functions. Given differentiability, we can define π f (x) = ∂π f (x) /∂x, and TED for compliers is then π f (c). As in assumption A2 and theorem 1, differentiability in assumption B2 is not needed to identify π f (c), but is always assumed in practice to do inference on associated estimators, and we now use it to identify the fuzzy design TED π f (c).
The second key difference between assumption A3 and standard assumptions is that A3 does not assume that the treatment effect Y (1) − Y (0) is independent of treatment T conditional on X near c, nor does it assume that the treatment effect and potential treatment status (Y (1)−Y (0), T (x)) are jointly independent of X near c (see theorem 2 and assumption A3 of theorem 3 in Hahn et al., 2001) .
In place of independence, assumption A3 assumes smoothness of conditional means of potential outcomes for each type of individual and smoothness of probabilities of selection into each type. Dong (2014b) shows that these alternative assumptions (using just continuity, not differentiability) suffice to obtain equation (5). Dong (2014b) also provides a weak behavioral assumption that is sufficient to make these alternative smoothness conditions hold. Intuitively, the mean outcome right below or above the cutoff is a weighted average of the mean outcomes for each type of individual, weighted by the probabilities of each type. When the conditional means for each type and the related probabilities are all smooth at the cutoff, the mean outcome difference at the cutoff then just equals the mean change in outcomes for compliers.
We make these alternative smoothness assumptions because we want to allow the possibility that X may be correlated with
were independent of X near c, then that would imply that TED is 0, a restriction we do not want or need to impose. Given our assumptions, the following theorem shows identification of TED: 
The same uses for TED that we discussed in sharp designs carry over to this fuzzy design TED. For example, a necessary condition to have the fuzzy design treatment effect π f (c) be locally constant is π f (c) = 0, so, for example, a finding that the estimated TED was significantly different from 0 would allow us to reject the hypothesis of a locally constant treatment effect.
Let p (c) denote the fraction of the population at X = c who are compliers. Applying theorem 1 to the treatment equation, treating T as the outcome and T * as the treatment, shows that
We can therefore test if the compliance rate is locally constant by testing if p (c) is 0. We can also then rewrite equation (6) as
Equation (7) provides a way of interpreting equation (6). The first term on the right side of equation (7) is what the fuzzy design TED equals if the compliance rate is locally constant (equivalently, if the compliance rate was held fixed). In sharp designs, the probability of compliance is constant at 1, so p (c) = 1 and p (c) = 0, and equation (7) then reduces to the sharp design TED in equation (3). The second term in equation (7) is proportional to p (c) and accounts for the effect on TED of a change in the probability of compliance.
IV. Sharp Design MTTE
We now consider how the treatment effect would change if the threshold changed. In general, the distributions of Y (0) and Y (1) can depend on both the running variable and the RD threshold. For example, a person's outcome if treated Y (1) may depend on who else was treated, and thereby depend on the value of the threshold, in addition to directly depending on the value of that person's running variable. We let τ(C) denote the LATE that would be identified by RD methods
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if the threshold equaled C. The observed threshold is c, so the actual RD LATE we can identify is τ(c). The goal of this section is to identify the marginal threshold treatment effect or the function τ (C) evaluated at C = c.
As in section I, define the sharp design function C) is the average treatment effect for hypothetical individuals having a running variable equal to X, living in a world where treatment is assigned based on whether X exceeds C. This S (X, C), while well defined as a function, is only a hypothetical treatment effect when X = C or C = c. Assuming S is differentiable, denote the derivatives of S (X, C) by
It follows from these definitions that TED π (c) and MTTE τ (c) are given by π (c) = S X (c, c) and τ (c) = π (c) + S C (c, c) . (8)
We define sharp design local policy invariance to be the condition that S C (c, c) = 0. Local policy invariance means that the change in the LATE function π (x) at x = c, relative to a change ε in the true threshold c, shrinks to 0 as ε → 0. A sufficient but stronger than necessary condition for this to hold would be if the LATE function π (x), at points x in an arbitrarily small neighborhood of x = c, did not change in response to an infinitesimal change in the true threshold c. Note that local policy invariance does not imply, and is not implied by, locally constant treatment effects. In fact, local policy invariance places no restriction on the shape of the function π (x). It only restricts how this function could change if the threshold changed marginally.
The following is an immediate implication of theorem 1 and equation (8):
Corollary 1. Let assumptions A1 and A2 and the local policy invariance condition S C (c, c) = 0 hold. Then MTTE is nonparametrically identified by τ (c) = π (c).
Local policy invariance makes TED equal MTTE only at the point C = c, so in general we may have τ (C) = π (C) for C = c. Given MTTE, we can use the mean value theorem to obtain an approximate estimate of the effect of a small, discrete change in the threshold. Specifically, an estimate of what the treatment effect τ (c new ) would be if the threshold were changed a small amount from c to c new is given by τ (c new ) ≈ τ (c) + (c new − c) τ (c). Suppose local policy invariance does not hold exactly, meaning that S C (c, c) is not precisely 0. If S C (c, c) is negligibly small (meaning small in magnitude relative to the approximation error in the τ (c new ) application of the mean value theorem), then we can approximate the new threshold treatment effect τ (c new ) by
Similarly, given bounds on S C (c, c), we could immediately construct corresponding bounds on τ (c new ). The plausibility of local policy invariance depends on context. To see why local policy invariance might not hold, consider the original Thistlethwaite and Campbell (1960) RD model, where T is receipt of a National Merit Award, X is the test score on the award-qualifying exam, c is the threshold grade required to qualify for the award, and Y is receipt of college scholarships later or other academic outcomes. Consider a group of compliers who have test scores x that equal a value c new that is infinitesimally larger or smaller than c. A sufficient condition for local policy invariance is if the average treatment effect for students in this group, who already have x = c new , would not change if the threshold test score used for determining treatment were changed from c to c new . This assumption might be violated if, for example, changes in the number of award winners resulting from infinitesimal changes in the qualifying threshold c lead to increased or decreased competition for college scholarships, or lead to changes in the perceived prestige of a merit award.
For another example, consider an RD model like that of Jacob and Lefgren (2004) . The treatment T is attending summer school or repeating a grade, which is determined by whether a standardized test score X falls below a threshold failing score c and the outcome is later academic performance. Local policy invariance here would hold if the effect of repeating a grade or attending summer school (as a function of X) did not change for compliers at a marginally lower or higher threshold. Such an assumption might not hold if a marginal change in the threshold failing score would affect the curriculum or quality of instruction, or if the resulting small compositional change in the population of students in the grade repeated or in the summer school affected learning through peer effects.
Conditioning on covariates could help in making local policy invariance hold. For example, in an application where treatment is attending summer school, if the only source of potential violation of local policy invariance is that a change in threshold could change summer school class sizes, then including class sizes as an additional covariate would suffice to satisfy a conditional local policy invariance restriction.
These examples illustrate cases where local policy invariance might be violated. In other contexts, local policy invariance is more likely to hold. We explain in detail the plausibility of local policy invariance (or at least plausibility of having S C (c, c) be negligibly small) later in our empirical applications, including the Adams Scholarship program in Massachusetts following Goodman (2008) and Superfund cleanups as analyzed by Greenstone and Gallagher (2008) .
V. Fuzzy Design MTTE
The results of section IV extend immediately to fuzzy designs. Replace the function S and its derivatives there with the function S f and its derivatives, defined as
We use the subscript f to denote fuzzy design. The only difference between functions S f and S is that S f also conditions on compliers-individuals with T (0) < T (1). The standard fuzzy design RD LATE with a threshold C is τ f (C) = S f (C, C). The fuzzy design MTTE is then τ f (c).
Analogous to equation (8), the fuzzy design TED and MTTE are given by
Fuzzy design local policy invariance is the condition that S fC (c, c) = 0. As in the sharp design case, local policy invariance does not place any restriction on how the treatment effect depends on the running variable, that is, it does not restrict the function π f (x).
Corollary 2. Let assumptions A1, A3, and the local policy invariance condition S fC (c, c) = 0 hold. Then the fuzzy design MTTE τ f (c) is nonparametrically identified by τ f (c) = π f (c).
The immediate analog to equation (9) is that if A difference between sharp and fuzzy designs for MTTE is that if the threshold changed, then in general, the set of people who are compliers would change. This is reflected in equations (6) and (7). As discussed previously, in fuzzy designs, the denominator f + (c) − f − (c) represents the compliance rate p(c). Therefore, given local policy invariance, p (c) = f + (c) − f − (c) equals the change in the compliance rate that would result if the threshold changed marginally. By applying the mean value theorem as before, one could approximate the compliance rate at a new threshold c new by
So even though the fraction of the population who would be compliers can change in unknown ways when the threshold changes, local policy invariance allows us to approximate the compliance rate and the treatment effect, p (c new ) and τ f (c new ), respectively, at the new threshold. Local policy invariance along with equation (7) gives
VI. Estimation
Here we describe estimators for TED and hence for MTTE. The estimators we provide here are not themselves new, being equivalent to estimators for treatment effects like those summarized in surveys such as Imbens and Wooldridge (2009) and Lee and Lemieux (2010) . We therefore do not provide associated limiting distribution theory, since it corresponds to the standard theory of estimation of local polynomial estimators, albeit at boundary points. (See, e.g., Fan and Gijbels, 1996, and Porter, 2003.) What is new here is not the estimators themselves but their application to estimation of TED. 6 First consider standard local linear estimation of sharp design RD models, having T = T * = I (X > c), with a uniform kernel. This is equivalent to selecting observations i such that −ε ≤ X i − c ≤ ε for a chosen bandwidth ε and then using just those observations to estimate the model, (13) by ordinary least squares (OLS). Let α, β, γ 0 , and γ 1 be the OLS estimates of the coefficients α, β, γ 0 , and γ 1 . The
, so by the standard theory of local linear estimation, in the limit as ε → 0 (at an appropriate rate), this approximation becomes equal to the tangent line to the function g (x) as x −→ c + , making
It follows immediately that
and therefore, by theorem 1, τ (c) = π (c) = γ 0 is a consistent estimator of the sharp design treatment effect and π (c) = γ 1 is a consistent estimator of the sharp design TED. Given local policy invariance, by corollary 1, τ (c) = γ 1 is a consistent estimator of the sharp design MTTE. This local linear estimator of τ (c) is standard in the literature. What we are adding here is just the observation that these same commonly used local linear estimators also provide estimates of derivatives, which is all that we need to recover TED and hence MTTE.
Porter (2003) suggests using local polynomial regressions rather than ordinary kernel (locally constant) estimators because inclusion of the linear terms (X i − c) and (X i − c) T i reduces small sample boundary bias in α and γ 0 . For the same reason, to reduce bias in β and γ 1 , it could be advantageous to use local quadratic rather than local linear estimation, which with a uniform kernel corresponds to ordinary least squares estimation of the model:
Equation (14) depends only on consistency of local (quadratic) polynomial estimation, and so will continue to hold if equation (15) is used instead of equation (13) for estimation. For fuzzy designs, we can still use equation (13) or (15); in addition, we can use local linear or local quadratic estimation on the same observations i such that −ε ≤ X i − c ≤ ε to estimate
or
by ordinary least squares, yielding estimated coefficients including γ T 0 and γ T 1 . By the exact same derivations as above, we have consistent estimators
Then by theorem 2, we have consistent estimators of the fuzzy design treatment effect and TED given by
and, given policy invariance, the estimated fuzzy design
In empirical practice, it is common to add other covariates Z i as additional controls in these regressions. Adding or omitting these additional terms can be helpful for estimation precision but does not affect the consistency of the estimators described. All of our results extend immediately to the inclusion of covariates. 7
VII. Empirical Application
We provide two empirical applications of our results. The first is a sharp design RD investigating the impact of the Adams Scholarship program on college choices, following Goodman (2008) . The second is a fuzzy design RD assessing the impact of Superfund cleanups on housing prices, based on Greenstone and Gallagher (2008) . Due to space limitations, we present this second empirical application in an online supplemental appendix.
The Adams Scholarship program is a U.S. merit-based scholarship program in Massachusetts. The program waives tuition at in-state public colleges if a student's score on a standardized test (the Massachusetts Comprehensive Assessment System, or MCAS) exceeds certain thresholds. The program 7 A conditional on covariates MTTE could be obtained by including covariates interacted with T * in the estimating regressions, and an unconditional MTTE would then be obtained by averaging the conditional MTTE over covariate values.
is intended to attract talented students to the state's public colleges.
Applying a standard RD analysis, Goodman (2008) finds that qualifying for an Adams Scholarship induces 7.6% of recipients (at the threshold) to choose four-year public colleges instead of four-year private colleges. Goodman (2008) also uses a differences-in-differences (DID) analysis (comparing the cohorts immediately before and after the introduction of the scholarship program) and shows substantial treatment effect heterogeneity by academic skill levels. In particular, winners near the treatment threshold, who thus have relatively lower academic skills, respond much more strongly to the scholarship than more highly skilled winners. This is likely because highly skilled students can gain admission to private colleges of much higher quality than public colleges, and so the relatively small price reduction resulting from the Adams Scholarship is insufficient to compensate for the difference in school quality. In contrast, for the lowest-skilled winners (those with test scores right above the threshold), the quality difference is smaller or nonexistent, making the choice of a public college more worthwhile given its lower price. Figure 2 shows the probability of choosing a four-year public college as a function of the number of grade points from the eligibility threshold. As is clear figure, the probability of choosing a four-year public college jumps substantially at the threshold but then declines quickly with test scores above the threshold. This dramatic downward slope change right above the threshold suggests that the Adams Scholarship mainly attracts relatively less skilled winners to public colleges, consistent with Goodman's DID analysis.
We formally investigate the hypothesis that the impact of an Adams Scholarship on the probability of choosing a public college declines as test scores rise by estimating TED. Further, we argue that local policy invariance plausibly holds in this application, making TED equal MTTE, which then allows us to estimate how the effects of the Adams Scholarship would change if the eligibility threshold were marginally changed. We show that this provides important information for public policy if the goal is to increase public college enrollment or college attendance in general.
The running variable X is the minimum distance to the relevant eligibility threshold, defined as the number of grade points by which a student succeeds or fails to win a scholarship. 8 In the data X, referred to as GAP * in Goodman (2008) , ranges from -132 to 20. The treatment indicator T is a dummy indicating whether a student is eligible for an Adams Scholarship. By construction, a student is eligible for the scholarship if and only if her or his test score is above the threshold, so the RD model is a sharp design. We examine three outcomes: whether a student chooses a four-year public college, a four-year private college, or any college. Most of the students in the sample choose either a four-year public or a four-year private college (other choices include two-year colleges and trade schools).
We use the sample of the class of 2005 from Goodman (2008) , the first cohort exposed to the scholarship program. 9 We estimate models like those in Goodman (2008) . In particular, we estimate RD regression models with regressors X, the crossing threshold dummy T * = 1(X > 0), and an interaction term X times T * , equivalent to local linear regressions above and below the threshold with a uniform kernel. In practice, different choices of kernel functions rarely make a difference. We consider two very different bandwidths to check the sensitivity of our results to greatly varying the weight put on observations close to the threshold. We start with the bandwidth used in Goodman (2008) , which limits the sample to students with test scores within 20 points of the eligibility threshold. We then cut the bandwidth by half, using the sample of students with test scores within 10 points of the threshold. Table 1 presents the estimation results. Estimates in the top panel are based on the bandwidth |X| ≤ 10, and those in the bottom panel are based on |X| ≤ 20. The corresponding sample sizes are 18,456 and 27,885, respectively. In each panel, the first row reports the estimated RD treatment effect at the current eligibility threshold, and the second row reports the estimated TED, which is also MTTE given local policy invariance. Based on MTTE, the last row in each panel reports what the estimated RD treatment effect would be if the threshold were marginally lowered by two grade points. 10 For each outcome, we report estimates both with and without controlling for covariates. The covariates are demographic variables consisting of indicators for female, black, Hispanic, poverty status, receiving special education or vocational education, limited English proficiency, speaking English as a second language, and coming from a medium-poverty district (if the poverty rate of the graduating class is between 20% and 40%) or a high-poverty district (if the poverty rate of the graduating class is above 40%). We report robust standard errors clustered at the school district level. Standard errors for the RD treatment effect at the new threshold are computed using the delta method.
As table 1 shows, the estimates are robust to different window widths used. Almost all of the estimates are significant at the 1% level. The point estimates barely change regardless of whether we control for covariates. The fact that the estimated TED (MTTE) is insensitive to including covariates provides strong evidence that the slope change at the cutoff is not driven by potentially omitted covariates, but rather indicates a direct relationship between students' response to the Adams Scholarship and test scores.
Consistent with Goodman's results, estimates in the top panel show that at the RD threshold, qualifying for an Adams Scholarship increases the probability of choosing a four-year public college by about 8% and decreases the probability of choosing a four-year private college by 7% to 8%. The impact on the overall college attendance is less than 2%. These results indicate that among marginal winners, the Adams Scholarship mainly encourages students to switch from four-year private colleges to four-year public colleges and has little impact on overall college attendance at the current eligibility threshold.
The estimated TED or MTTE for the four-year public college is -1.9%, which is significant at the 1% level, implying that the impact of Adams Scholarship negatively depends on the distance to the eligibility threshold, so students with higher test scores are less responsive, and if local policy invariance holds, then the Adams Scholarship program would encourage more students to choose four-year public colleges if the eligibility threshold were marginally lowered. The estimated TED for choosing a four-year private college is of a similar magnitude but has an opposite sign, implying that switching from private to public holds not only among the marginal winners at the current threshold but also among students with slightly lower or higher scores.
A sufficient (though stronger than necessary) condition for local policy invariance to hold in this application is if any given student's choice of college with an Adams Scholarship and her or his choice without one (one of these choices is a counterfactual) would not change if the eligibility threshold itself were marginally changed, ceteris paribus. Local policy invariance allows these choices to depend on the student's skill level and hence on her or his test score. Local policy invariance could be violated here if a marginal change in threshold changed people's perceptions of the value of attending a public college vs alternatives. So, for example, local policy invariance could be violated (through general equilibrium effects) if the marginally increased enrollment in public college due to a marginally increased number of offered scholarships caused a perceived decline in the value or prestige of the public college education. Or a violation might be possible through peer effects, for example, if seeing more of one's friends qualify for an Adams Scholarship changed one's own college choice. It seems unlikely that the magnitudes of these effects could be large enough to cause more than a very small difference between TED and MTTE. For example, the monetary value of the scholarship is relatively low, 11 making it unlikely to have a significant impact on the perceived value of the public schools.
Given local policy invariance, our estimates show that lowering the scholarship grade threshold by 1% would increase the probability of attending a four-year public college by 1.9% and would increase the probability of attending any college by 0.4%. Both estimates are significant at the 1% level. Intuitively, it seems plausible that Adams Scholarships may induce students with relatively low academic skills to go to college, since these students also tend to come from poor families (see more discussion on this in Goodman, 2008) . Knowledge of these magnitudes should be useful for policymakers for assessing the likely impacts and costs of changing the scholarship eligibility requirements.
VIII. Conclusion
We have shown that in RD models, the treatment effect derivative (TED) is nonparametrically identified and easily estimated under smoothness assumptions that are already assumed in empirical applications of RD models.
This TED estimate can be useful in investigating treatment effect heterogeneity with respect to the running variable and in investigating external validity near the RD threshold. Having TED equal 0 is a necessary condition (which can be easily tested) for locally constant treatment effects. More generally, having TED be relatively large in magnitude may raise concern about the external validity of an RD LATE estimate, since a large TED indicates that a small change in the context, 11 Adams Scholarships covered about 16% to 24% of the direct cost of attending public colleges in Massachusetts in 2005 according to Goodman (2008) . In addition, the costs of these colleges were already relatively low.
such as a small change in the running variable, is associated with large changes in average treatment effects.
We also show that if a local policy invariance assumption holds, then TED equals the marginal threshold treatment effect (MTTE), which can then be used to evaluate the likely changes in treatment effects that would result from a small change in the cutoff threshold. Local policy invariance is essentially a ceteris paribus assumption of the type often used in, for example, partial equilibrium analyses. Equivalently, local policy invariance is a type of external validity assumption for applying program evaluation results when the environment changes. In any particular application, one may assess from the institutional setting whether local policy invariance is likely to hold, at least approximately. To save space, some theoretical extensions of these results based on higher-order derivatives are provided in the online appendix to this paper.
We empirically apply our results first to evaluation of the Adams Scholarship program, where we find TED to be large and significant. We argue that this is a scenario where local policy invariance is at least a plausible approximation, so we can interpret TED as MTTE and hence provide counterfactual estimates regarding likely changes in the treatment effect that would result if the scholarship qualifying threshold were marginally raised or lowered.
We provide another empirical application in the online appendix. That application, a fuzzy design RD, considers estimation of the effects of Superfund cleanup eligibility on nearby housing prices. Greenstone and Gallagher (2008) found these effects to be quite small. In that application we find the estimated TED is also numerically small, implying that the impacts of eligibility on housing prices would remain small for sites with marginally higher or lower hazardous waste levels. Local policy invariance is also plausible in this application, as areas with hazardous waste sites are geographically separated and constitute a very small fraction of total available housing, so any potential general equilibrium effects should be negligible. Our MTTE then suggests that marginally raising or lowering the regulatory threshold would not result in a significant change in the estimated effects of Superfund cleanups on nearby housing prices.
