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Periodicity for the Fourier quantum walk on regular graphs
Kei Saito∗,
Department of Applied Mathematics, Faculty of Engineering Science, Yokohama National University
79-5 Tokiwadai, Hodogaya, Yokohama, 240-8501, Japan
Abstract. Quantum walks determined by the coin operator on graphs have been intensively studied. The typical
examples of coin operator are the Grover and Fourier matrices. The periodicity of the Grover walk is well investigated.
However, the corresponding result on the Fourier walk is not known. In this paper, we present a necessary condition
for the Fourier walk on regular graphs to have the finite period. As an application of our result, we show that the
Fourier walks do not have any finite period for some classes of regular graphs such as complete graphs, cycle graphs
with selfloops, and hypercubes.
1 Introduction
The discrete-time quantum walk (QW) is a quantum dynamics defined as a quantization of the classical
random walk [1, 2]. QWs have been studied from various research fields, e.g., quantum physics, information
sciences. Some recent reviews and books are [15, 16, 17, 18]. Especially, QWs on graphs are widely investi-
gated and expected to be an application of quantum searching algorithm. It is known that some searching
algorithm using QWs achieved quadratic speed up compared with classical algorithm. [12, 13, 14, 18]
In this paper, we focus on the periodicity of the QW on regular graphs as a main topic. The dynamics
of the QW is determined by the time evolution operator U . This operator is given by the product of two
unitary matrices, shift operator and coin operator. Here, if there exists a positive integer T (< ∞) such
that UT is identity, then we say that this QW is periodic with the period T . That is, the quantum state
recurs periodically when the QW has the finite period. As typical models of QWs, there are the Grover
QW (GQW) and the Fourier QW (FQW). The GQW is a special case of the Szegedy’s QW which defined
as a quantum extension of the Markov chain on graphs [3]. The coin operator of the GQW is given by the
Grover matrix and the spectrum of the time evolution operator is derived from that of the corresponding
random walk. Hence, the GQW is well studied and its periodicity is clarified for some finite graphs, e.g.,
complete graphs, cycle graphs, the generalized Bethe trees [4, 8, 9, 10]. Here, the FQW is defined by taking
its coin operator as the Fourier matrix. In contrast to the GQW, any rigorous results of the FQW except the
Hadamard walk, which is a special model of the FQW, is not known. In fact, the period T of the Hadamard
walk on the cycle graph with number of vertex N(≥ 2) is completely obtained as follows [6, 7].
T =


2 (N = 2)
8 (N = 4)
24 (N = 8)
∞ (N 6= 2, 4, 8)
.
Here, T =∞ means the QW is not periodic. Our purpose is to specify the structure of graph on which the
FQW is periodic. In the present paper, we give a necessary condition for the FQW on the regular graph
to have the finite period. This result shows that if the FQW has a finite period, then a strong restriction
is imposed on the construction of the graph (see Theorem 3.1). Let P and N denote the sets of all prime
numbers and natural numbers, respectively. As an application of our result, we prove that the period is
infinite for the FQWs on three typical regular graphs: complete graph KN with N = p
n + 1, cycle graph
with selfloops C
(l)
N with N 6= 3n (N > 2), and hypercube Qd with dimension d = pn (p 6= 2), where p ∈ P
and n ∈ N.
The rest of this paper is organized as follows. In Sect. 2, we introduce the definition of the QW on
graphs. Section 3 is devoted to our main result and its proof. In Sect. 4, we apply our result to some typical
regular graphs. Section 5 deals with summary.
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2 Definition of FQW on regular graphs
First of all, we will introduce the definition of the QW on the finite k-regular multigraph G = (V (G), E(G))
in this section. Here, V (G) and E(G) denote the sets of vertices and edges of G, respectively. Throughout
this paper, we write V (G) = {0, 1, . . . , N − 1}, where N is the number of vertices of G. Furthermore, each
element of E(G) is expressed as (xy)m(xy) (x, y ∈ V (G)), where m(xy) denotes the multiplicity of the edge.
In this paper, we use m as an abbreviation of m(xy). In order to define the dynamics of the QW, we give
the set of symmetric arcs D(G) = {(x, y)m, (y, x)m | (xy)m ∈ E(G)}. We let the initial and terminal vertices
of e = (x, y)m ∈ D(G) as o(e) = x and t(e) = y, respectively.
Let
Ψt =
k−1∑
s=0
N−1∑
x=0
ψt,s(x)|x, s〉 ∈
(
C
k
)N
be the quantum state at time t, where each ψt,s(x) is a complex component of Ψt. More precisely, we put
Ψt =
T




ψt,0(0)
ψt,1(0)
...
ψt,k−1(0)




ψt,0(1)
ψt,1(1)
...
ψt,k−1(1)

 · · ·


ψt,0(N − 1)
ψt,1(N − 1)
...
ψt,k−1(N − 1)



 ,
where T is the transpose operator. The time evolution of the QW is defined as U = S(IN ⊗C) by using two
matrices S and C (defined later), where In means the n× n identity matrix. That is, the time evolution of
the QW is given as follows.
Ψt = U
tΨ0.
From now on, we will explain the definitions of the matrices S and C. Firstly, S is given by a labelling of
arcs σ : D(G) → [k] satisfying σ(e) 6= σ(e′) when o(e) = o(e′) or t(e) = t(e′), and a bijection pi : [k] → [k],
where [k] = {0, 1, . . . , k− 1}. σx is a restriction of σ to the arcs whose initial vertex is x. Remark that σx is
a bijection. By using σ and pi, S is defined as
S|x, s〉 = |t(σ−1x (s)), pi(s)〉.
Then, S is given as a permutation and called shift operator. Moreover, pi governs the shift of quantum states.
In other words, pi flips the direction of the quantum walker. For example, if pi is the identity map, then it is
called “moving shift”: this shift operator does not change the direction of the quantum walker after every
move. When pi(σx(x, y)m) = σy(y, x)m for each x, y ∈ V (G), it is called “flip-flop shift”: this shift operator
reverses the direction of the quantum walker after every move.
Secondly, C is defined by a k×k unitary matrix and called coin operator . Here, we will rewrite the time
evolution of the QW focusing on each vertex. Then, as in the following argument, the weight of each path
on which the walker moves can be written by the division of the coin operator Pa:b = |b〉〈a|C. Let
Ψt(x) =
k−1∑
s=0
ψt,s(x)|s〉 ∈ Ck
be an amplitude at time t on the vertex x. The quantum state is expressed as follows.
Ψt =
N−1∑
x=0
|x〉 ⊗Ψt(x).
By using above notation, the time evolution is written as
S (IN ⊗ C ) Ψt = S
N−1∑
x=0
|x〉 ⊗ CΨt(x)
= S
N−1∑
x=0
k−1∑
s=0
ψt,s(x)|x〉 ⊗ C|s〉
= S
N−1∑
x=0
k−1∑
s=0
k−1∑
j=0
ψt,s(x)cj,s|x, j〉
=
N−1∑
x=0
k−1∑
s=0
k−1∑
j=0
ψt,s(x)cj,s|t(σ−1x (j)), pi(j)〉,
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where C = (cu,v )u,v=0,1,...,k−1. Hence, the amplitude at time t+ 1 on the vertex y is given as
Ψt+1(y) =
∑
x,j | t(σ−1x (j))=y
k−1∑
s=0
ψt,s(x)cj,s|pi(j)〉
=
∑
x,j | t(σ−1x (j))=y
|pi(j)〉〈j|CΨt(x)
=
∑
x,j | t(σ−1x (j))=y
Ppi(j):jΨt(x).
Here, the second equality is obtained by
∑k−1
s=0 ψt,s(x)cj,s = 〈j|CΨt(x). When the graph has no multiedges,
the vertex x satisfying t(σ−1x (j)) = y is uniquely determined for fixed j. Therefore, the time evolution is
expressed as follows.
Ψt+1(y) =
∑
x | x∼y
Ppi(σ(x,y)):σ(x,y)Ψt(x), (2.1)
where x ∼ y means xy ∈ E(G). We should remark that the same argument holds for multigraphs. In such a
case, the weight of the walker hops to vertex x to y becomes sum of each Ppi(σ(x,y)m):σ(x,y)m . For any t ∈ Z+,
Eq. (2.1) gives a vertex-based expression of U t as
U t = (Ξt(x, y))x,y=0,1,...,N−1 ,
where Z+ = {0, 1, 2, . . .} and Ξt(x, y) is a k × k matrix defined by the sum of weight of possible paths
from y to x at step t. Furthermore, Ξ1(x, y) is composed by a linear combination of the division of coin
operator Ppi(σ(x,y)):σ(x,y) whose coefficient is 0 or 1. Especially, if xy does not have multiplicity, then Ξ1(x, y)
corresponds to Ppi(σ(x,y)):σ(x,y).
In summary, the dynamics of the QW on regular graphs is defined by the following four elements:
• k-regular multigraph G = (V (G), E(G))
• initial state Ψ0
• shift operator S
– labelling σ : D(G)→ [k] (σ(e) 6= σ(e′) when o(e) = o(e′) or t(e) = t(e′))
– shift of quantum states pi : [k]→ [k] (bijection)
• coin operator C : k × k unitary matrix
Here, we give an example.
Example:
For the cycle graph CN (N > 2) with V (CN ) = [N ] and D(CN ) = {(x, y) | y ≡ x ± 1 mod N}, the time
evolution of the moving shift QW with σ((x, y)) =
{
0 (y ≡ x− 1 mod N)
1 (y ≡ x+ 1 mod N) is given by
U =


O P O · · · O Q
Q O P
. . . O O
O Q O
. . .
. . .
...
...
. . .
. . .
. . .
. . .
...
O O · · · . . . O P
P O · · · · · · Q O


,
where P = P0:0, Q = P1:1, and O is the 2× 2 zero matrix.
Here, we introduce the FQW whose coin operator is given by the following Fourier matrix:
F (k) = (ωuv/
√
k)u,v=0,1,...,k−1,
where ω = e
2pi
k
i. The square of the Fourier matrix is calculated as (F (k)2)u,v=0,1,...,k−1 =
∑k−1
j=0 ω
j(u+v)/k.
Then, each component of F (k)2 equals to 1 (u+v ≡ 0 mod k), or 0 (u+v 6≡ 0 mod k). Hence, F (k)4 becomes
3
identity matrix Ik. Our purpose of this study is to analyse the periodicity of the FQW on regular graphs.
The QW has a period T if and only if T = minN , where
N = {n ≥ 1 : Un = Ik|V (G)|}.
We remark that if N = ∅, then T = ∞ and we say that this QW is not periodic. When the FQW
has a finite period T , our main result on Sect.3 gives a strong restriction to the construction of graph.
Moreover, when all initial states of each vertex do not depend on the position, the time evolution is written
as Ψt = (IN ⊗ (F (k))t)Ψ0. Then, the following proposition holds, since (F (k))4 = Ik, and ΨT = Ψ0 if the
FQW has a finite period T .
Proposition 2.1. For the FQW on regular graphs, if this QW has a finite period T , then we have
T ≡ 0 mod 4.
3 Main result and its proof
In this section, we will present the following main result.
Theorem 3.1. For k = pn with p ∈ P and an n ∈ N, if the FQW on a k-regular graph has a period T (<∞),
then the following relation holds.
WT (x, y) ≡ 0 mod p (x, y ∈ V (G)),
where WT (x, y) is the number of possible paths from y to x at T step.
This theorem shows that if the FQW has a finite period, then a strong restriction onWT (x, y) is imposed
. By using this result, we prove that the period is infinite for the FQWs on some class of three typical regular
graphs, i.e., complete graph, cycle graph with selfloops, and hypercube (see Section 4).
Proof: First, we will present a key relation of this proof as follows.
Pa:bPa′:b′ = |b〉〈a|F (k)|b′〉〈a′|F (k) = ω
ab′
√
k
|b〉〈a′|F (k) = ω
ab′
√
k
Pa′:b.
Here, the second equality is obtained by
〈a|F (k)|b′〉 = ω
ab′
√
k
.
The third equality is given by definition of Pa:b. Noting that Ξt(x, y) can be written by a linear combination
of Pa:b, we see that there exists p˜a:b:c(x, y, t) ∈ Z+ such that
Ξt(x, y) =
(
1√
k
)t−1 k−1∑
a,b,c=0
ωcp˜a:b:c(x, y, t)Pa:b. (3.2)
We should remark that
k−1∑
a,b,c=0
p˜a:b:c(x, y, t) =Wt(x, y), (3.3)
since p˜a:b:c(x, y, t) is given by the each path from y to x at t step. In order to explain p˜a:b:c(x, y, t) in the
right hand side of Eq. (3.2), from now on, we consider a moving shift FQW on C3 with self loops, whose
time evolution is determined by
U =

R P QQ R P
P Q R

 ,
where P = P0:0, R = P1:1, Q = P2:2. In particular, if we take t = 3 and x = y, then we have
Ξ3(x, x) = P
3 + PRQ+ PQR+R3 +RPQ+RQP +Q3 +QPR+QRP.
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Moreover, we compute
P 3 =
(
1√
3
)2
ω0P0:0, PRQ =
(
1√
3
)2
ω2P2:0, PQR =
(
1√
3
)2
ω2P1:0,
R3 =
(
1√
3
)2
ω2P1:1, RPQ =
(
1√
3
)2
ω0P2:1, RQP =
(
1√
3
)2
ω2P0:1,
Q3 =
(
1√
3
)2
ω2P2:2, QPR =
(
1√
3
)2
ω0P1:2, QRP =
(
1√
3
)2
ω2P0:2.
Therefore,
p˜a:b:c(x, x, 3) =
{
1 if (a, b, c) ∈ Ω
0 otherwise
,
where Ω = {(0, 0, 0), (0, 1, 2), (0, 2, 2), (1, 0, 2), (1, 1, 2), (1, 2, 0), (2, 0, 2), (2, 1, 0)}. In a similar way, we
obtain Eq. (3.2) for general regular multigraphs.
Furthermore, Eq. (3.2) implies that each component of Ξt(x, y) is expressed as
(Ξt(x, y))u,v =
(
1√
k
)t k−1∑
a=0
k−1∑
c=0
ωc+avp˜a:u:c(x, y, t).
Summing over all components of the first column of Ξt(x, y), we get the following key equation of this proof.
k−1∑
u=0
(Ξt(x, y))u,0 =
(
1√
k
)t k−1∑
a,b=0
k−1∑
c=0
ωcp˜a:b:c(x, y, t) =
(
1√
k
)t k−1∑
c=0
ωc

 k−1∑
a,b=0
p˜a:b:c(x, y, t)

 . (3.4)
Here, if the QW has a period T (< ∞), then ΞT (x, y) = Ik (x = y) or = O (x 6= y), since UT becomes
identity. Hence, Eq. (3.4) gives
k−1∑
c=0
ωc

 k−1∑
a,b=0
p˜a:b:c(x, y, T )

 =


(√
k
)T
(x = y)
0 (x 6= y)
. (3.5)
We should remark that Proposition 2.1 guarantees
(√
k
)T
∈ N. Noting Eq. (3.3), the desired conclusion is
given by applying the following Proposition 3.2 to Eq. (3.5).
Proposition 3.2. Put k = pn with p ∈ P and an n ∈ N. For qj ∈ Z+ (j = 0, 1, . . . , k − 1) satisfying∑k−1
j=0 qjω
j = 0, the following relation holds.
k−1∑
j=0
qj ≡ 0 mod p.
In order to prove this proposition, we will explain the cyclotomic polynomial Φm(x) given as
Φm(x) =
∏
1≤j≤m
gcd(j,m)=1
(
x− e 2pijm i
)
.
It is well known that this polynomial is irreducible over the field of the rational numbers. Moreover, for any
prime number p and n ∈ N, the following relations hold.
Φp(x) =
p−1∑
j=0
xj , Φpn(x) = Φp(x
pn−1).
We define an integer coefficient polynomial f(x) =
∑k
j=0 qjx
j satisfying the assumption of Proposition 3.2,
i.e.,
f(ω) =
k−1∑
j=0
qjω
j = 0,
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where ω = e
2pi
k
i. Here, if f(x) is not divided by Φk(x), then the Euclidean method gives that there exist the
polynomials with rational number coefficients A(x) and B(x) satisfying
f(x)A(x) + Φk(x)B(x) = 1.
However, in the case of x = ω, above equation does not hold. Therefore, f(x) is divided by Φk(x) and
expressed as
f(x) = C(x)Φk(x), (3.6)
with an integer polynomial C(x). In particular, f(x) = qp−1Φp(x) for k = p. Noting that f(1) =
∑k−1
j=0 qj
and Φk(1) = Φp(1) = p, Eq. (3.6) gives
k−1∑
j=0
qj = pC(1).
The desired conclusion is given by above relation.
4 Examples
In this section, we present some examples. To count the number of paths, we introduce the adjacency matrix
on a graph G which does not have multiedges:
AG = (ax,y )x,y=0,1,...,N−1 , ax,y =
{
0 (x, y) 6∈ D(G)
1 (x, y) ∈ D(G) .
In general, when the graph has multiedges, the component of AG is defined by m((x, y)) instead of 1 in the
above definition. Here, m(e) denotes the multiplicity of the arc e. By definition, it would be natural to give
the relation (AtG)x,y =Wt(x, y).
4.1 Complete graph KN
The complete graph KN with N = p
n + 1 defined by V (KN ) = [N ] and D(KN ) = {(x, y) | x 6= y} is an
N − 1(= pn) regular graph. From now on, we show the following proposition.
Proposition 4.1. For N = pn + 1 with p ∈ P and n ∈ N, the FQW on KN is not periodic.
First, the components of its adjacency matrix AKN are given by
ax,y =
{
1 (x 6= y)
0 (x = y)
.
We can easily confirm that the components of AtKN can be expressed as a
(t) and b(t) as follows.
(
AtKN
)
x,y
=
{
a(t) (x = y)
b(t) (x 6= y) . (4.7)
We now prove a statement, a(t) − b(t) ≡ 1 mod p for any t ∈ N. Then, our main result shows that the FQW
on KN is not periodic, since Theorem 3.1 guarantees a
(T )− b(T ) ≡ 0 mod p if this FQW has a finite period
T . By Eq. (4.7), we have
a(t+1) = (N − 1)b(t), b(t+1) = a(t) + (N − 2)b(t).
From these relations, a(t+1) − b(t+1) = −a(t) + b(t) is given. Hence, if a(t) − b(t) ≡ 1 mod p holds, then
a(t+1) − b(t+1) ≡ 1 mod p also holds. Noting that a(1) − b(1) = 1, by induction on t ≥ 1, we concludes the
desired statement a(t) − b(t) ≡ 1 mod p for any t ∈ N.
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4.2 Cycle graph CN with self loops
The cycle graph with self loops which has N(> 2) vertices, C
(l)
N , is a 3-regular graph. We put V
(
C
(l)
N
)
= [N ]
and D
(
C
(l)
N
)
= {(x, y) | x = y, x ≡ y ± 1 mod N}. Here, the components of its adjacency matrix A are
ax,y =
{
1 x = y, x ≡ y ± 1 mod N
0 otherwise
.
The matrix form of A
C
(l)
N
is expressed as
A
C
(l)
N
=


1 1 0 0 0 · · · 0 0 1
1 1 1 0 0 · · · 0 0 0
0 1 1 1 0 · · · 0 0 0
0 0 1 1 1 · · · 0 0 0
0 0 0 1 1
. . . 0 0 0
...
...
...
...
. . .
. . .
. . .
...
...
0 0 0 0 0
. . . 1 1 0
0 0 0 0 0 · · · 1 1 1
1 0 0 0 0 · · · 0 1 1


.
By using Theorem 3.1, we can show the following proposition.
Proposition 4.2. For N 6= 3n (N > 2) with n ∈ N, the FQW on C(l)N is not periodic.
In order to prove this proposition, we introduce
a
(t)
i =
(
At
C
(l)
N
)
i,0
mod 3.
Here, the following lemma holds.
Lemma 4.3. If there exist m, t ∈ Z+ such that a(t)i+3m = a(t)i for any i ∈ [N ], then a(t−1)i+3m+1 = a(t−1)i for any
i ∈ [N ].
This lemma implies that the FQW on C
(l)
N (N 6= 3n) is not periodic. Hence, if the FQW has a finite
period T , then a
(T )
i+3m = 0 for any i ∈ [N ]. From Lemma 4.3, we see that a(1)i+3m+T−1 = a(1)i for any i ∈ [N ].
However, it can not be satisfied, since N 6= 3n.
Proof. We assume that there exists m, t ∈ N such that a(t)i+3m is independent of i. First, we calculate the
following equation.
3m−1∑
j=0
(
a
(t)
i+1+3j − a(t)i+3j
)
=
3m−1−1∑
j=0
{(
a
(t)
i+1+3j + a
(t)
i+1+3j+3m + a
(t)
i+1+3j+2·3m
)
−
(
a
(t)
i+3j + a
(t)
i+3j+3m + a
(t)
i+3j+2·3m
)}
= 3
3m−1−1∑
j=0
(
a
(t)
i+1+3j − a(t)i+3j
)
.
Here, the second equality is obtained by the above mentioned assumption. Thus, we have
3m−1∑
j=0
(
a
(t)
i+1+3j − a(t)i+3j
)
≡ 0 mod 3. (4.8)
Moreover, by definition, we see that
a
(t)
i = a
(t−1)
i−1 + a
(t−1)
i + a
(t−1)
i+1 mod 3.
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From this relation, the left hand side of Eq. (4.8) is expressed as
3m−1∑
j=0
(
a
(t)
i+1+3j − a(t)i+3j
)
=
3m−1∑
j=0
(
a
(t−1)
i+2+3j − a(t−1)i−1+3j
)
mod 3 = a
(t−1)
i−1+3m+1 − a(t−1)i−1 mod 3. (4.9)
Combining Eq. (4.8) with Eq. (4.9), we get the following desired conclusion.
a
(t−1)
i−1+3m+1 = a
(t−1)
i−1 .
4.3 Hypercube Qd
The hypercube with dimension d, Qd, is a d-regular graph and the number of its vertices is 2d. The series
of hypercubes is constructed by the following recursion.
Qd+1 = Qd✷K2 (Q1 = K2).
Here, X✷Y means the cartesian product of graphs X and Y .
Proposition 4.4. For d = pn (p 6= 2) with p ∈ P and n ∈ N, the FQW on Qd is not periodic.
First, the adjacency matrix of Qd is also given by the recursion as follows.
AQd+1 = AQd ⊗ I2 + I2d ⊗AK2 . (4.10)
Moreover, the adjacency matrix of K2(= Q1) and its eigensystems are given as
AK2(= AQ1) =
[
0 1
1 0
]
, AK2 |u±1〉 = (±1)|u±1〉,
where |u±1〉 = T [ 1 ±1 ]. By using these notations, Eq.(4.10) gives eigensystems of AQd . For L = {−1, +1}d,
each eigenvalue is induced by any l = (l1, l2, . . . , ld) ∈ L as
λl =
d∑
i=1
li.
Furthermore, the eigenvector associated with λl is obtained by
|vl〉 =
d⊗
i=1
|ulj 〉.
Here, |||vl〉||2 = d and, the eigenvectors |vl〉 and |vl′ 〉 are orthogonal for l, l′ ∈ L (l 6= l′). Hence, a spectral
decomposition of AQd is expressed as
AQd =
∑
l∈L
λl × 1
d
|vl〉〈vl|.
Put k = (k1, k2, . . . , kd) ∈ L with
ki =
{
+1 (1 ≤ i ≤ m+ 1)
−1 (N + 1 < i ≤ 2m+ 1) ,
where m ∈ N with 2m+ 1 = d. Then, we see that eigenvalue λk equals to 1 and for any t ∈ N,
AtQd |vk〉 =
∑
l∈L
(λl)
t × 1
d
|vl〉〈vl|vk〉 = |vk〉. (4.11)
Here, if the FQW on Qd has a finite period T , then any component of ATQd |vl〉 is divisible by d, since |vl〉
is an integer-valued vector and Theorem 3.1 guarantees that any component of ATQd can be divided by d.
However, it contradicts to Eq.(4.11) with t = T , since each component of |vk〉 is ±1.
8
5 Summary
In this paper, we gave a necessary condition for the FQW on regular graphs to have the finite period. As
an application of our result (Theorem 3.1), we proved that the FQW do not have any finite period for some
classes of regular graphs like complete graph KN with N = p
n + 1, cycle graph with self loops C
(l)
N with
N 6= 3n (N > 2), and hypercube Qd with d = pn (p 6= 2), where p ∈ P and n ∈ N.
One of the interesting future problems would be to apply our result to other graphs, e.g., strongly regular
graphs, the Hamming graphs, and the Moore graphs.
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