Abstract-General fuzzy min-max (GFMM) neural network is a generalization of fuzzy neural networks formed by hyperbox fuzzy sets for classification and clustering problems. Two principle algorithms are deployed to train this type of neural network, i.e., incremental learning and agglomerative learning. This paper presents a comprehensive empirical study of performance influencing factors, advantages, and drawbacks of the general fuzzy min-max neural network on pattern classification problems. The subjects of this study include (1) the impact of maximum hyperbox size, (2) the influence of the similarity threshold and measures on the agglomerative learning algorithm, (3) the effect of data presentation order, (4) comparative performance evaluation of the GFMM with other types of fuzzy min-max neural networks and prevalent machine learning algorithms. The experimental results on benchmark datasets widely used in machine learning showed overall strong and weak points of the GFMM classifier. These outcomes also informed potential research directions for this class of machine learning algorithms in the future.
I. INTRODUCTION
Pattern classification, which belongs to the class of supervised learning, aims to discover information and knowledge under data through taking advantage of the power of learning algorithms [1] . It plays a crucial role in many real-world applications ranging from medical diagnostic [2] , electronic devices [3] to tourism [4] and energy [5] .
Multi-dimensional hyperbox fuzzy sets can be used to deal with the pattern classification problems effectively by partitioning the pattern space and assigning a class label associated with a degree of certainty for each region. Each fuzzy min-max hyperbox is represented by minimum and maximum points along with a fuzzy membership function. The membership function is employed to compute the degree-of-fit of each input sample to a given hyperbox. Meanwhile, the hyperbox is continuously adjusted during the training process to cover the input patterns.
Simpson was the first one who formulated a fuzzy minmax neural network (FMNN) using hyperbox representations and proposed the training algorithms for classification [6] and clustering [7] problems. Since then, many researchers have paid attention to enhancing the performance of the FMNN and addressing some of its major drawbacks. Recent surveys [8] , [9] on the FMNN have divided modified variants into two groups, i.e., fuzzy min-max networks with and without contraction process. Representatives of improved models removing the contraction procedure from the training algorithms and replacing it with particular neurons for overlapping regions among hyperboxes comprise the inclusion/exclusion fuzzy hyperbox classifier [10] , the fuzzy min-max neural network with compensatory neuron [11] , the data-core-based FMM neural network [12] , and the multi-level FMM neural network [13] . However, these methods make the structure and learning algorithms complex, and thus they are hard to expand to very large datasets. In this paper, we only focus on the first group of fuzzy min-max variants using basic expansion and contraction steps with some modifications and improvements in the learning process.
Several improved versions of FMNN in the first group consist of the enhanced fuzzy min-max neural network (EFMNN) [14] , which adds more cases for the overlap verification and contraction processes, the enhanced fuzzy min-max neural network with the K-nearest hyperbox selection rule (KNEFMNN) [15] , and the general fuzzy min-max (GFMM) neural network [16] . While different improved algorithms in the first group only handle crisp input patterns, the GFMM neural network can accept both fuzzy and crisp patterns for the input data. This characteristic supports the GFMM to manage uncertainty in the input samples explicitly. Another significant modification of the GFMM is the ability to process both classification and clustering in a single model. Therefore, the GFMM can be deployed to handle many types of real-world applications, especially problems with uncertain data and the input samples in the form of intervals.
Learning algorithms of the GFMM neural network have a number of user-defined hyper-parameters, which can have a significant impact on their performance. Hence, a comparative study which illustrates the influence of hyper-parameters on the predictive accuracy is crucial for researchers to consider the applicability of the GFMM to practical problems. In addition, the study on the influence of factors on the performance of the GFMM opens the research directions towards optimizing the parameters and hyperparameters in an automatic manner. This comparative research includes assessments of the roles of configuration parameters on the predictive results of the classifiers, clarifying the efficiency and effectiveness as well as drawbacks of the GFMM in addressing the pattern classification problems, and reviewing the classification accuracy of the GFMM model in comparison to other techniques using robust evaluation approaches. Our main contributions in this study can be summarized as follows:
• A comparative study of the fuzzy min-max neural network for pattern classification problems, making clear the advantages and disadvantages of each training algorithm and identifying factors influencing the performance of the GFMM neural network. Our implementations of learning algorithms for the fuzzy min-max neural networks as well as benchmark datasets are publicly available at https://github.com/UTS-AAi/comparative-gfmm • We empirically evaluate the GFMM in comparison to other types of fuzzy min-max neural networks using the hyperbox expansion/contraction mechanism in the learning process as well as popular machine learning algorithms on the benchmark datasets using robust evaluation techniques, i.e., density-preserving sampling (DPS) [17] , parameter tuning by the grid-search method and cross-validation, as well as statistical hypothesis tests.
The rest of this paper is organized as follows. Section II describes the learning algorithms of the GFMM neural network. Several existing problems and motivations are discussed in section III. Experimental results and discussions are presented in section IV. Section V mentions some discussions and potential research directions to improve the effectiveness of learning algorithms for the general fuzzy min-max neural network. Section VI concludes the findings of this study and shows some future works.
II. GENERAL FUZZY MIN-MAX NEURAL NETWORK
General fuzzy min-max (GFMM) neural network was proposed by Gabrys and Bargiela [16] , which is the generalization and combination of Simpson's classification and clustering neural networks within a single training algorithm. Learning process in the GFMM neural network for the classification problems comprises the formulation and adjustment of hyperboxes in the sample space [18] . A significant improvement of the GFMM network compared to the FMNN is that its inputs are hyperboxes. This feature is very convenient for representing uncertain input data, where the values are located in the acceptable range of data. To ensure the degree of membership decreasing steadily when the input pattern moves far away from the hyperbox, Gabrys and Bargiela [16] introduced a new membership function as Eq. 1. 
where
; γ = {γ 1 , . . . , γ n } regulates the speed of decreasing of the membership values. Unlike the FMNN, the input layer of the GFMM contains 2n neurons (n is the number of dimensions of data), where first n neurons correspond to n values of the lower bounds of input data, and the others are n values of the upper bounds. The connection weights between first n input nodes and hyperboxes in the middle layer form a matrix V representing lower bounds of the hyperboxes. The other n input nodes are connected to the middle layer by a matrix W showing the upper bounds of hyperboxes. In addition to K neurons corresponding to K classes in the output layer, the GFMM neural network adds a node c 0 to which unlabelled hyperboxes in the intermediate layer connect. Each hyperbox B i in the middle layer is connected to all class nodes within the output layer. The connection weight from hyperbox B i to the class c k is given by the following equation:
The transfer function for each class node c k realizes a union operation of fuzzy values of all hyperboxes representing that class label, defined in Eq. 3.
where m is the total number of neurons in the middle layer. Two different learning methods have been introduced to find the connection weights of the GFMM, i.e., an incremental (online) learning [16] and an agglomerative learning [19] .
A. Incremental learning
Incremental learning, also known as online learning, developed by Gabrys and Bargiela [16] contains the creation and adjustment processes of hyperboxes in the sample space to cover each input pattern. Generally, the algorithm includes four steps, i.e., initialization, expansion, hyperbox overlap test, and contraction, in which the last three operations are repeated.
In the initialization stage, each hyperbox which needs to be generated is initialized with the minimum point V i being one and the maximum point W i being zero for each dimension. By this initialization, when an input pattern presents to the network, the minimum and maximum points are automatically adjusted identically to lower and upper bounds of the input data.
Assuming that the input pattern is in the form of {X = [X l , X u ], c X }, where c X is the label of the input sample X,
u n ) are lower and upper bounds of X respectively. When X is presented to the GFMM neural network, the algorithm finds the hyperbox B i with the highest membership value and the same class as c X to check two expansion conditions:
• maximum allowable hyperbox size θ as Eq. 4:
else → find another B i where the adjustment procedure of B i is given as follows:
If all hyperboxes representing the same class with the input pattern do not meet the expansion conditions, a new hyperbox is generated to cover the input data.
If hyperbox B i is selected and expanded in the prior step, it would be validated the overlap with other hyperboxes B k as follows. If the class label of B i is equal to zero, then B i must be checked overlapping with all existing hyperboxes; otherwise, the overlap test only occurs between B i and hyperboxes B k representing other class labels.
The overlap test procedure is performed dimension by dimension, and for each dimension, four overlapping conditions are verified as shown in [16] . If there exists an overlapping zone between two hyperboxes, the contraction operation is employed to eliminate the overlapping region by tuning their sizes in only one dimension with the smallest overlapping value. Four corresponding cases of the contraction process can be found in detail in [16] .
In addition to setting up a fixed value of θ at the beginning of the learning algorithm and keeping it unchanged during the training process, another implementation using adaptive values θ was also introduced in [16] . In this way, the algorithm starts with a large value of θ, and then this value is decreased during the presentation of training data. The value of θ is updated after each iteration as follows:
where the coefficient ϕ (0 ≤ ϕ ≤ 1) controls the pace of decrease of θ. The learning process stops when no training patterns are misclassified or the minimum user-defined value of θ min has been reached. This study will compare the GFMM neural network with the fixed and adaptive values of the parameter θ.
B. Agglomerative learning based on full similarity matrix
In the incremental learning algorithm, hyperboxes are created, expanded, and contracted whenever the input pattern comes to the network. Hence, the performance of the GFMM neural network is influenced by the data presentation order. To reduce the influence of the data presentation order on the performance of the GFMM neural network, a full similarity matrix based agglomerative learning algorithm (AGGLO-SM) was introduced in [19] using all input patterns to construct hyperboxes in a bottom-up manner. The algorithm begins with the initialization of minimum points matrix V and maximum points matrix W to the lower bounds X l and upper bounds X u of all input data. A similarity matrix among hyperboxes with the same class label is then computed using one of three kinds of measures as the following for each pair of hyperboxes B i and B h
• The first similarity measure is computed based on two maximum points or two minimum points of hyperboxes.
To simplify in the presentation, this measure is called "middle distance" in this work, although the similarity measures are not distance measures:
It is easy to see that s ih = s hi , so the similarity value of B i and B h can be the minimum or maximum value between s ih and s hi . If the minimum value is used, we call "mid-min distance" measure; otherwise, "mid-max distance" measure is deployed.
• The second similarity measure is calculated using the smallest gap between two hyperboxes, called "shortest distance" in this paper:
The last similarity measure is computed from the longest possible distance between two hyperboxes, called "longest distance" in this work:
It is seen that both s ih and s ih have the symmetrical property.
Based on the similarity matrix, the hyperboxes would be agglomerated sequentially by finding a pair of hyperboxes with the maximum value of the similarity measure, assuming those hyperboxes are B i and B h . Next, four following conditions have to be satisfied: If all four constraints above are satisfied, the aggregation is performed as follows:
(a) Updating the coordinates of B i using Eqs. 5 and 6 so that B i represents the aggregated hyperbox. (b) Deleting B h from the current set of hyperboxes and updating the similarity matrix.
The above process is repeated until no hyperboxes can be aggregated.
C. Accelerated agglomerative learning
Training time of the agglomerative algorithms based on the full similarity matrix is long because their complexity is of O(n 3 ) [20] . The computational expense of the AGGLO-SM algorithm is costly, especially for massive datasets, because of computation and sorting of the similarity matrix for all pairs of hyperboxes. To decrease the training time of the agglomerative learning algorithm, Gabrys [19] proposed the second agglomerative algorithm (AGGLO-2) without using the full similarity matrix when choosing and aggregating hyperboxes.
The algorithm traverses the current set of hyperboxes and chooses hyperboxes, in turn, to carry out the process of aggregation. For each hyperbox B i chosen as the first candidate, the similarity values of B i and remaining m − 1 hyperboxes are computed. The hyperbox B h with the highest similarity value against B i is selected as the second candidate. The aggregation process for hyperboxes B i and B h is the same as in the algorithm using the full similarity matrix. If current pair of selected hyperboxes does not meet the aggregation constraints, the hyperbox with the second highest similarity value against B i is chosen, and the above agglomerative procedure is repeated until the agglomeration occurs, or no hyperboxes can be aggregated with the current hyperbox B i .
After the first iteration, there are only m − 2 hyperboxes for the next processing. The algorithm continues with the next hyperbox chosen for aggregation, and the procedure mentioned above is repeated. The training algorithm terminates when going through a whole hyperboxes set, but no aggregation operation is performed.
III. EXISTING PROBLEMS AND MOTIVATIONS
Fuzzy min-max neural networks are universal approximators, which can tackle both linear and non-linear classification problems. However, these classifiers depend on the selection of hyper-parameters, such as the maximum hyperbox size. If the hyper-parameters are set well, the trained model will achieve a good performance on unseen data. Nonetheless, this is a challenging task because of the huge searching space of parameters. This study is not to optimize the hyperparameters in an automatic manner. Instead, we assess the impact of hyper-parameters on the performance of the models for each dataset. Based on these evaluations, we can draw conclusions related to the important role of the selection of hyper-parameters with regard to predictive accuracy of models on each training dataset. As a result, when comparing various learning algorithms, we choose the best settings in the range of potential parameters based on the performance of classifiers on validation sets, which are formed by K-fold cross-validation and the density-preserving sampling method.
To generate a hyperbox-based classifier with good generalization error, besides independent learning schemes such as [18] , we also need to integrate the explicit overfitting prevention mechanisms, i.e., pruning procedures, to learning algorithms. Taking decision trees as an example, if the training process constructs a full tree structure, the model will overfit the training set. Therefore, to ensure a good generalization error, one usually applies early stopping and pruning methods. Similarly, if the maximum hyperbox size is set to a small value, there are many generated hyperboxes for each hyperbox-based learner. These hyperbox fuzzy sets are more likely to overfit the training data. An example is shown in Fig. 1 for Iris dataset with 112 training samples and two out of its four features. The model is trained using a small value of maximum hyperbox size (θ = 0.06). It can be seen that the model contains 79 hyperboxes, and many hyperboxes include only one sample, which is unnecessarily complex.
To cope with this problem, we can split the training dataset into disjoint training and validation sets using the DPS method (75 training samples and 37 validation patterns). The model trained on the training set is shown in Fig. 2 . The number of generated hyperboxes is lower than in the previous case because we used a smaller number of training samples, but the accuracy is still the same. This result also confirms that the DPS method can generate a representative training set from the original data. After training, the validation set is employed to remove low-quality hyperboxes, which have predictive accuracy less than 50%. The final classifier is presented in Fig.  3 . It can be easily observed that both the number of generated hyperboxes and error rate have been significantly reduced.
The removal of hyperboxes can lead to loss of important information because this operation is based on only the misclassification error on the validation set. If the selection of hyper-parameters results in a nearly optimal decision boundary after the training process, the pruning procedure may increase the error rates since it will break the optimal structure of the trained model. The experiments in the next section focus on clarifying the role of the pruning process if the classifier has been built using the best hyper-parameters. We also find the answer to the question of whether the impact of noisy data can be reduced through parameter settings rather than identifying and removing them through pruning or data editing [21] .
IV. EXPERIMENTS AND RESULTS

A. Datasets
Our experiments used 16 relatively small-sized datasets from the UCI repository [22] . These benchmark datasets have been widely used to evaluate machine learning algorithms such as in [23] , [24] , [25] , [26] , [27] , and [28] . The detailed information of these datasets is shown in Table I . Each dataset was separated into four folds using the density-persevering sampling technique [17] , which is a robust and efficient method competitive to cross-validation for error estimation. Three folds were used as training data, while the remaining fold was selected as a testing set. In common, for each dataset, experiments were repeated four times with each fold used as testing data in turn and reported results were average of results on each testing fold. B. The influence of the maximum hyperbox size on the performance of online learning based GFMM This experiment is to assess the impact of the maximum hyperbox size parameter, θ, on the performance of the GFMM neural network using the incremental learning algorithm. We used three out of four folds for training the network and one remaining fold for the testing process. We increased the value of θ from 0.01 to 0.99 with the step being 0.01 and used the incremental learning with the fixed hyperbox size for each dataset. Entire figures showing the change in the number of hyperboxes, training time, and testing error of all considered datasets can be found at https://github.com/UTS-AAi/comparative-gfmm/ blob/master/experiment/hyperbox-size-changing.pdf. A representative example of changing trend in the number of generated hyperboxes, training time, and testing error is presented in Fig. 4 for the Waveform dataset.
We can see that the larger value of θ, the fewer the number of hyperboxes in the model is generated. Generally, the training time also reduces when increasing the value of θ, and the training time is usually fast and decreases in a stable manner if the maximum hyperbox size is larger than 0.5. Furthermore, training time frequently fluctuates and stands at a high value when the value of θ is less than 0.2. Regarding the testing error, there is no general rule for all datasets when the value of θ gets larger, but the error rates are frequently high if the θ thresholds are larger than 0.8, except Zelnik6, Thyroid, Iris, and Wine datasets. It is easily observed from the images that the prediction results of the GFMM using an incremental learning algorithm are substantially influenced by the selection of values of θ. It is not straightforward to choose an optimal value of θ to gain the best performance for each dataset. Several optimization algorithms can be deployed to find the optimal value of θ in an automatic manner.
To remedy the impact of the maximum hyperbox size, the incremental learning algorithm using the adaptive value of θ was developed as described at the end of subsection II-A. To compare the performance of GFMM using the adaptive values of θ with the one using the fixed value of θ, we selected In this experiment, each dataset was also split into four folds, and each execution used a fold for testing and three remaining folds were deployed for training. For each training dataset, ten runs were performed, and each iteration shuffled training data randomly. The obtained value for each testing fold is an average of ten executions. Table II reports the averaged experimental results concerning the number of generated hyperboxes, training time, and testing error rate for two strategies of employing the value of θ on four folds over different datasets.
In several datasets such as Circle, Complex 9, and Spiral, the testing errors fell sharply when using the adaptive mechanism for θ. Meanwhile, the error rate in some datasets like Glass, Ringnorm, and Yeast increased slightly in the case of implementing adaptive values of θ. A reason for this fact is the overfitting in the trained model. We can see this phenomenon in Fig. 6 for the Ringnorm dataset, where a large number of hyperboxes were generated and the testing errors at fixed values of θ < 0.26 are relatively high. In the remaining cases, the error rates of the GFMM using adaptive values of θ are slightly lower or the same as those employing the fixed values of the maximum hyperbox size. We can conclude that the adaptive hyperbox size based GFMM has limited impact in case of using the starting value of θ being the best value for many datasets. To further evaluate the performance of the GFMM using the adaptive values of hyperbox size, we chose another starting value of θ away far from the optimal value. We selected θ = 0.56 because it leads to the large changing in the average rank of GFMM as shown in Fig. 5 . The outcomes of GFMM using fixed value of θ = 0.56 and adaptive values starting from θ = 0.56 are shown in Table III . It is easily observed that in most of the datasets the testing errors using adaptive values of θ are significantly enhanced compared to the cases using the fixed values of θ. In several datasets such as Yeast, Thyroid, Segmentation, and Ionosphere, the accuracy of predictive results decreases slightly. In general, the accuracy of GFMM using adaptive values of θ starting from θ = 0.56 is superior to that employing the fixed value θ = 0.56. However, the number of created hyperboxes and training time of the algorithm using the adaptive values of θ increased considerably, especially in large-sized datasets such as Ringnorm, Twonorm, Waveform, and Yeast datasets. In addition, the accuracy of GFMM in this experiment is lower than that using adaptive values of the maximum hyperbox size starting from θ = 0.26. In many datasets, it can be seen that the error rates of GFMM using the adaptive values from θ = 0.56 are higher than those utilizing fixed value θ = 0.26. These results indicate the impacts of choosing the suitable values of maximum hyperbox size on the accuracy of predictive results. They also confirm that the incremental learning algorithm using the adaptive values of the maximum hyperbox size has not yet been an effective method to tackle the dependence of classification performance on the selection of the maximum hyperbox size parameter. Hence, to compare the performance of GFMM with other methods, we will use the fixed value of θ that leads to the minimum error on the validation set in the range of given values for each dataset rather than using the same value of θ for all considered datasets.
C. The influence of the similarity threshold on the performance of the agglomerative learning based GFMM using different similarity measures
This experiment is to evaluate the influence of the similarity threshold on the performance of AGGLO-2 and AGGLO-SM algorithms using different similarity measures. For each dataset, a fold was selected for testing data, while three other folds were used as training data. The maximum hyperbox size θ = 0.26 was used in this experiment. The minimum similarity threshold values (σ) were moved from 0.02 to 0.98 with the step being 0.02. The graphs showing the change in the number of hyperboxes and the testing error through several typical datasets can be found at https://github.com/UTS-AAi/comparative-gfmm/ blob/master/experiment/similarity-threshold-changing.pdf. An example is presented in Fig. 7 .
It can be seen from the figures that the numbers of hyperboxes of both algorithms on all similarity measures regularly increase when the similarity threshold moves to one. Especially, they sharply rise when the threshold is larger than 0.8, and they oscillate a little if the similarity value is less than 0.7. We can see that the number of generated hyperboxes in the case of using the shortest distance measure to compute the similarity degree is lowest, whereas the use of the longest distance measure results in the highest number of generated hyperboxes among four measures.
For the AGGLO-SM algorithm, the selection of the similarity threshold considerably affects the testing error. Its testing error rates oscillate not following a general rule. For the AGGLO-2, the testing error fluctuates only if the value of the similarity threshold is larger than 0.8. Therefore, experiments in the rest of this paper employed a similarity threshold σ ≤ 0.8 for the agglomerative learning algorithms. It can be observed that the best performance of the AGGLO-2 algorithm is frequently achieved in the case of using the shortest distance measure. We can recognize that the classification performance of the GFMM using the agglomerative learning algorithms depends on the choice of the similarity measures for each dataset. Of four similarity measures, there is no measure giving the best results on all datasets. Hence, the similarity measure, similarity threshold, and maximum hyperbox size are three hyper-parameters that need to be optimized for each dataset to achieve the best predictive accuracy.
D. Comparison of different versions of GFMM using agglomerative learning
This part compares the full similarity matrix based agglomerative learning and accelerated agglomerative learning algo- Fig. 7 : The influence of similarity threshold on the number of hyperboxes and testing errors for GFMM using agglomerative learning on the Thyroid dataset rithms. Each dataset was split into four folds using the densitypreserving sampling method [17] . Each fold was used in turn as testing data, while the remaining folds were employed as the training set. The obtained result of each model is the average result of four testing folds. For a given training set, experiments were repeated ten times to determine the average training time. We established the similarity threshold σ = 0.8 and the maximum hyperbox size θ = 0.26 for both algorithms on all datasets. Table IV shows the mean values of the number of produced hyperboxes, training time, and testing error rate of each algorithm through typical datasets.
As indicated in the table, the AGGLO-2 algorithm is from one to two orders of magnitude faster than the AGGLO-SM in almost all datasets. However, the average number of hyperboxes generated in the AGGLO-2 is slightly higher than that of hyperboxes created by the AGGLO-SM algorithm. The average testing error values of the GFMM neural network using the AGGLO-2 are slightly higher than those using the AGGLO-SM algorithm on many datasets except Circle, Complex 9, Glass, Ionosphere, and Yeast. In general, the predictive results using the GFMM trained by the AGGLO-2 is relatively the same as those implementing the AGGLO-SM while the training time is much faster. As a result, the AGGLO-2 algorithm significantly improves the performance of the full similarity matrix based agglomerative learning algorithm. It is noted that the training time of the AGGLO-SM algorithm for large-sized training datasets such as ringnorm, twonorm, and waveform is extremely long (more than two days for each iteration), so they were not reported in this paper. The computational expense of the AGGLO-SM is costly because its time complexity is O(n 3 ). This fact prevents the applicability of the AGGLO-SM in tackling large-sized datasets. In the rest of this paper, the AGGLO-2 was implemented for the next experiments to compare to other classification algorithms.
E. The influence of data presentation order on the performance of GFMM classifiers
This experiment is to assess the impact of data presentation order to the classification performance of incremental learning and agglomerative learning algorithms of the GFMM network. For each dataset, one fold was chosen as the testing set, and three remaining folds were training data. Each experiment was executed ten times, and each time randomly shuffled the order of samples in the same training set, and three learning algorithms were trained on the same dataset. We set the similarity threshold σ = 0.8 using the shortest distance measure for the similarity computation and the maximum hyperbox size parameter θ = 0.26. Table V reports the standard deviation (std) of the number of hyperboxes and testing errors of different algorithms applied to 13 datasets.
It is seen that the standard deviation values of the testing errors of the GFMM trained by the AGGLO-SM algorithm are zero on almost all datasets, except Yeast, Diagnostic Breast Cancer, and Thyroid. Even on these three datasets, the standard deviation of testing error values is very small (< 0.9%). These figures indicate that the full similarity matrix based learning algorithm is almost unaffected by the input data presentation order. In contrast, of three learning algorithms, the incremental learning version is most affected by the data presentation order since hyperboxes are adjusted for each input pattern. The AGGLO-2 is also influenced by the data presentation order because it selects, in turn, each hyperbox to calculate the similarity value with the other ones, but the standard deviation values of testing errors are quite tiny. This experiment confirms that agglomerative learning algorithms are stable against the change of presentation order within training data.
F. Comparison of GFMM and other types of fuzzy min-max neural networks
This experiment aims to compare the performance of the GFMM networks to other types of fuzzy min-max neural networks using the expansion and contraction phases in the learning algorithm such as the original fuzzy min-max neural network [6] , the enhanced fuzzy min-max neural network [14] , and the enhanced fuzzy min-max neural network with the Knearest hyperbox selection rule [15] .
Through experimental results mentioned above, we have observed that the performance of fuzzy min-max neural networks depends on the value of maximum hyperbox size for each dataset. Therefore, we used the grid search method and 3-fold cross-validation for tuning the maximum hyperbox size of the classification model on validation sets among values within the list of θ ∈ {0.06, 0.1, 0.16, 0.2, 0.26, . . . , 0.8}. In addition to the maximum hyperbox size, the KNEFMNN model also depends on the number of selected hyperboxes (K) for the hyperbox expansion process. We set the searching range of K in the range of [2, 10] . As for the AGGLO-2 version, we used the longest-distance measure and set the similarity threshold σ = 0 so that the GFMM model using this agglomerative learning algorithm is only dependent on the value of θ. It is not feasible to exhaustively explore all the possible values for the maximum hyperbox size value, and the purpose of this paper is to compare the performance of the fuzzy min-max classifiers, not on the fine-tuning approaches, so we limited the number of values for each parameter.
Each dataset was split into four folds using the densitypreserving sampling method [17] . Each fold was selected as testing set in turn, while three remaining folds were employed as the training and validation data. Assuming that F 1 , F 2 , and F 3 are three folds used for parameter-tuned process, we employed F 1 and F 2 as training data to construct the fuzzy min-max classifiers for each value of θ. Then, the error rate on the validation fold F 3 is computed. This process is repeated for F 1 and F 2 used as the validation set. The value of θ leading to the lowest averaged prediction error on three folds is selected to build the final fuzzy min-max classifier on the training set containing all F 1 , F 2 and F 3 folds. Table VI shows the mean values of the number of generated hyperboxes, training time, parameter-tuned time, and testing error for each learning algorithm on four testing folds using different datasets. Table VIII reports the ranks of algorithms in terms of training time, parameter-tuned time, and testing errors.
Regarding training time, it is seen that Simpson's learning algorithm in the FMNN is fastest, while the AGGLO-2 is slowest. The online version of the GFMM executes more rapidly compared to improved versions of the FMNN such as the EFMNN or KNEFMNN. It can be seen that the EFMNN using the K-nearest hyperbox selection runs faster than the EFMNN in some cases, but in general it is slower than the EFMNN with optimized parameters. In terms of parametertuned time, the KNEFMNN is slowest in most cases, but on medium-sized datasets such as Ringnorm, Twonorm, and Waveform, the time to find the best parameters of AGGLO-2 is longest. Therefore, the current version of AGGLO-2 algorithm should not be used for tuning parameters in an automatic manner in cases of large-sized training datasets.
The number of hyperboxes generated by the learning algorithms of the GFMM is fewest in general, while the EFMNNN and the original FMNN produce the largest number of hyperboxes. The use of K-nearest hyperbox selection rule in the KNEFMNN also helps considerably reduce the number of hyperboxes created by the EFMNN. We can observe that the GFMM and KNEFMNN generate quite fewer hyperboxes compared to the FMNN or EFMNN since they consider many current hyperboxes for the expansion conditions before creating new hyperboxes. K hyperboxes are taken into account in the KNEFMNN, and as many hyperboxes as possible are considered in the GFMM network, whereas the FMNN and EFMNN produce a new hyperbox when the winner hyperbox does not meet the expansion constraints.
Generally, the KNEFMNN reduces the number of generated hyperboxes and increases the accuracy of the EFMNN on the considered datasets. The best classification performance belongs to the KNEFMNN, and the online version of GFMM and the EFMNN achieve the worst classification results. We can observe that, on average, only AGGLO-2 and KNEFMNN refine the accuracy of the original FMNN using optimal parameter configurations, but their training time increases substantially. Althout the AGGLO-2 is a promising learning algorithm, its running time is still long on the large datasets. Therefore, many research efforts should be put on improving this algorithm.
It can be easily observed that the number of generated hyperboxes in fuzzy min-max classifiers is large because the best performance of models is achieved for a small value of θ. As shown in the example in Section III, small values of the maximum hyperbox size result in complex models, which are more likely to overfit the training data. Therefore, to assess the efficiency of hyper-parameters selected using density-preserving and cross-validation methods, we trained the models using the same best parameters returned by gridsearch procedure on only two DPS folds instead of three DPS folds as in the above experiments. The remaining fold was used as a validation set to conduct the hyperbox pruning. The hyperboxes with the predictive accuracy on the validation set less than a user-defined threshold (0.5 in this work) were removed. It is noted that there are several hyperboxes that do not take part in the pruning process as they have not been used to classify any validation samples (i.e., they have not been the "winners"). Therefore, there is no information about their potential predictive accuracy, and they can be pruned or retained. The decision of removing or keeping such hyperboxes depends on the misclassification error of the final model on the validation set. If the removal of these hyperboxes leads to the lower error rates on the validation set, they will be pruned, and vice versa. Table VII shows results before and after applying the pruning procedure. The model trained on two DPS folds was verified on the same testing sets as in the previous experiment. It can be seen that the number of hyperboxes after performing the pruning operation is significantly reduced. The pruning procedure contributes to small reduction of the classification errors on four datasets, keeping the same errors on four datasets, and slightly increasing error rates (< 2%) on eight datasets. These outcomes show that the learning algorithms using best hyper-parameters and training sets generated by the density-preserving sampling method produced the nearly optimal decision boundaries. In such cases, it has been observed that the pruning process can have a small negative effect and can lead to the increase of the testing errors. However, the validation set is also representative of the underlying data distribution, so the error only grows a little. Only for the Glass dataset, the error rate increases by around 5% after conducting the pruning operation. This case can be explained by the unrepresentative of the validation set. This dataset has a small number of patterns, while it has a high number of features and classes. Therefore, the samples are sparsely distributed in the input space, and the DPS method may not find the representative subsets. In general, the error rates of models trained on two DPS folds are slightly higher than those of classifiers trained on three DPS folds. These results confirm that the DPS method generated representative subsets for small datasets to assist the learning algorithms. The obtained results also indicate that the overfitting phenomenon on the training set does not always result in the bad predictive performance on unseen data if the training data are representative patterns of the underlying data distribution.
To better understand the performance of fuzzy min-max neural networks, a rigorous statistical significance test procedure will be employed to interpret the obtained results on the considered datasets. We only perform statistical testing for results of classifiers trained on whole training sets. Our null hypothesis is:
H 0 : There is no difference in the performance of different types of fuzzy min-max neural networks on 16 different experimental datasets
To reject this hypothesis, we will use a "multiple testing" procedure. Two methods regularly used to test the significant differences among multiple samples are a parametric analysis of variance (ANOVA) and its non-parametric counterparts such as the Friedman test. In a survey on the theoretical work of statistical tests, Demsar [29] recommended that the Friedman test with a relevant posthoc test should be utilized in the case of the comparisons conducted on more than two objects. This paper employs the Friedman rank-sum test [30] to evaluate the classification performance statistically because the testing error values of predictors do not follow any symmetric distribution. Firstly, the Friedman rank-sum test ranks the performance of classification algorithms with the best classifier assigned the first rank, and the second best ranked two, etc. Then, the Friedman test performs comparisons on the average ranks of classifiers. Table VIII shows ranks over five learning algorithms of different types of fuzzy min-max neural networks as well as the average rank on 16 datasets.
Let r j i be the rank of the j th model in k models on the i th dataset of N datasets, where k is equal to 5 and N is 16 in this experiment. A null hypothesis as mentioned above states that all algorithms perform similarly, so their average ranks R j should be equal, and the Friedman statistic
is distributed according to χ 2 F with k − 1 degrees of freedom when N and k are big enough, i.e., N ≥ 10 and k ≥ 5. Nonetheless, Iman and Davenport [31] claimed that Friedman's χ 2 F is undesirably conservative, and they introduced a better new statistic:
This metric is distributed according to the F-distribution with k − 1 and (k − 1) · (N − 1) degrees of freedom. If the null hypothesis is rejected, i.e., the performances of fuzzy minmax neural networks are statistically different, a posthoc test needs to be carried out to find the critical difference among the average ranks of those models. This paper uses the 95% confidence interval (α = 0.05) as a threshold to identify the statistic significance of fuzzy minmax neural networks. Firstly, the Friedman test calculates the F-distribution: on the considered datasets.
G. Comparison of GFMM and other machine learning algorithms
This experiment is to compare the classification performance of the GFMM with other prevalent machine algorithms such as Naive Bayes, K-Nearest neighbors, Support vector machines, and Decision trees. These algorithms were implemented by using the scikit-learn toolbox [32] in Python. Similarly to the above experiments, each dataset was also split into four folds using the density-preserving sample technique. Experiments were conducted on each fold as the testing set in turn and three training and validation folds. The validation fold was used to select the parameters leading to the best performance among a range of setting values for each dataset. This process was mentioned in subsection IV-F. The configuration parameters for GFMM using incremental and AGGLO-2 learning algorithms were remained unchanged as shown in subsection IV-F. As for the value K of the KNN classifier, we attempted to find the best value in the range of [3, 30] . In terms of decision tree models, we adjusted the tree depth parameter (max depth) ranging from 3 to 30 and unlimited values. For support vector machines, we used a Radial Basis function (RBF) kernel. There are two parameters needing to adjust for RBF kernel ,i.e., the penalty parameter (C) and the parameter gamma (γ). As shown in [33] , we set C ∈ {2 −5 , 2 −3 , . . . , 2 15 } and γ ∈ {2 −15 , 2 −13 , . . . , 2 3 }. The Gaussian Naive Bayes model has no hyperparameters, so we used its default settings in the scikit-learn library. Table IX shows the average values of the testing error of different algorithms on four testing folds using the best parameter configurations for each learning model, while Table  X reports the ranks among algorithms.
As indicated in Table X , the best algorithm is SVM, followed by KNN. The highest testing error values belong to the decision trees. The AGGLO-2 algorithm outperforms Gaussian Naive Bayes, decision trees, and the incremental learning algorithm, but it cannot overcome the performances of KNN and SVM in general. These results show that the GFMM neural network is competitive to other popular learning models. However, the training and parameter-tuned time of the online and agglomerative learning algorithms of the GFMM classifier is costly compared to other machine learning algorithms. Therefore, the learning algorithms of the GFMM model need to be enhanced in many aspects to deal with the massive datasets.
Although the average performance ranks of the AGGLO-2 and incremental learning algorithms are not the best ones among learning models, we need to assess the level of differences among obtained results in terms of statistical significance. Similarly to statistical hypothesis tests mentioned above, we have a null hypothesis in this experiment:
H 0 : There is no difference in the performance of the general fuzzy min-max neural network and popular machine learning algorithms on 16 different experimental datasets
We compute the value of F-distribution as follows: With 16 datasets and six classification algorithms, F F is distributed according to the F-distribution with 6 − 1 = 5 and (6 − 1) · (16 − 1) = 75 degrees of freedom. The critical value of F (5, 75) for the significance level α = 0.05 is 2.3366. It is observed that F F > F (5, 75), so the null hypothesis is rejected at a high level of significance. Based on these outcomes, we may state that there are statistical differences in the performance of the general fuzzy min-max neural network and popular machine learning algorithms.
A post-hoc test is implemented to verify the significant differences of the incremental and agglomerative learning algorithms and other machine learning models. The post-hoc test used in this study is a step down Holm procedure [34] . The Holm procedure tunes the value of significance level (α) according to a step-down method. Let p 1 , p 2 , ..., p k−1 be the ordered p-values such that p 1 ≤ p 2 ≤ ... ≤ p k−1 and H 1 , H 2 , ..., H k−1 be the respective null hypotheses, the Holm procedure rejects null hypotheses H 1 to H i−1 if i is the smallest integer such that p i > α k−i (α = 0.05 in this paper). To find the value of p i for each pair of predictors, we have to identify the values of z i in Eq. 9.
where i is the control classifier (AGGLO-2 or online GFMM), and j is the another classifier used in the comparisons, R i and R j are the average ranks of learners i and j respectively. The probability value of p i is computed from the corresponding value of z i following the normal distribution N(0, 1). The calculating outcomes of the Holm procedure are shown in Table XI for AGGLO-2 and in Table XII for incremental learning based GFMM. is rejected, while null hypotheses H 2 , H 3 , H 4 , and H 5 are retained. Therefore, AGGLO-2 and incremental learning based GFMM are significantly different from SVM, but there are no statistically significant differences among AGGLO-2, decision tree, Naive Bayes, KNN, and the online version of GFMM at an alpha level of 0.05. These outcomes also indicate that SVM using optimal parameter settings is the best model among considered classifiers. Apart from SVM, learning algorithms of GFMM are competitive to popular machine learning models.
V. DISCUSSION AND RESEARCH DIRECTIONS
A. Discussion
In this part, we highlight several notable issues when conducting a comparative study as follows:
• The impact of hyper-parameters: Similarly to other machine learning algorithms, the performance of the hyperbox-based classifiers is also dependent on the selection of hyper-parameters, e.g., maximum hyperbox size, etc. Each training dataset needs specific parameters, and we should not use a fixed setting for all datasets. The selection of suitable hyper-parameters should be conducted by combining k-fold cross-validation and sampling methods. The quality of selected hyper-parameters depends mainly on the quality of the training and validation sets. In general, the DPS method helps to preserve the data density and the classes shapes, so the performance of the model trained on small number of DPS folds is not significantly different in comparison to one trained on all DPS folds.
• Selection of training and validation sets: Experimental results confirm the crucial roles of the choice of training and validation data. If we can build a training set which is representative of the overall data distribution for a given problem, a model which overfits on the training sets still performs well on the testing set. The use of the density-preserving sampling method contributes to forming such representative training samples with nearly the same distribution as the whole dataset. The average testing error rates through different density-preserving sampling folds can be used as the generalization error of the model. Therefore, the hyper-parameters which lead to the lowest error rates on different DPS validation folds may form a trained hyperbox-based classifier with nearly optimal decision boundaries. It is also noted that a model trained on many representative patterns usually achieves higher accuracy than the model trained on a lower number of representative samples. However, if the training sets do not reflect the data density distribution accurately or the constructed model is too complicated, one needs to use overfitting prevention methods.
• Overfitting prevention mechanisms: Training model with more relevant and clean data is one of the approaches to restrict the negative impact of overfitting. In practice, however, it is difficult to gather many clean training samples. For a small number of training patterns such as datasets in this paper, cross-validation and densitypreserving sampling, which are the most appropriate methods, allow us to select the best set of hyperparameters. In some cases, the best hyper-parameters can lead to complex models and make generalization error increase because of its overfitting on the training set. Therefore, several overfitting prevention techniques such as pruning should be used to eliminate low-quality hyperboxes. However, this method does not always work for all cases. If the training set is representative of underlying data distribution and the best-selected hyperparameters form a nearly optimal decision boundary, the pruning operation is more likely to cause the loss of some critical information and increase testing error. In addition, the efficiency of the pruning procedure mainly depends on the quality of validation sets. In the case of sparse data with high dimensionality, a high number of classes, and a low number of samples, the DPS method cannot return the representative datasets, so the pruning operation can result in considerable increase of the testing error rates.
B. Research directions
Through experimental results, it can be easily observed that the performance of the incremental learning version of the GFMM neural network depends considerably on the value of maximum hyperbox size threshold. For the agglomerative learning algorithms, apart from the maximum hyperbox size threshold, they also depend on the similarity measures and the minimum similarity threshold. Another parameter also makes an impact on the performance of learning algorithms, but it is not yet considered in this paper. It is parameter γ in the membership function. To find the best values of hyperparameters for each algorithm, therefore, automatic methods need to be deployed.
In terms of statistical significance, the agglomerative learning algorithm has not shown the significant difference in the predictive accuracy over considered datasets in comparison to the improved incremental learning variants of the fuzzy min-max neural network. In contrast, the training time of the agglomerative learning algorithms, especially the full similar matrix-based algorithm (AGGLO-SM), is much slower than the incremental learning algorithms. The high computational expense will interfere with the applicability of the agglomerative learning algorithms to pattern recognition problems using big data. Furthermore, the performance of the agglomerative learning versions has not outperformed the popular machine learning algorithms, especially SVM. Hence, we need to enhance the efficiency of agglomerative learning algorithms in terms of running time and accuracy or using them for appropriate parts of the learning process. One of the directions to accelerate the training time is the use of distributed and parallel mechanisms or the computational ability of the graphics processing unit (GPU). Parallel solutions should be implemented for incremental learning versions as well because their running time is still much slower than other popular machine learning algorithms such as Naive Bayes and decision trees. Another solution is to apply an approximate nearest neighbor graph to the agglomerative learning algorithm to rapidly find the candidate hyperboxes for aggregation and reduce the number of similarity value computations. Regarding the accuracy, we can consider the multiple values of similarity threshold in the aggregation process rather than only one value as the existing agglomerative learning algorithms.
We can also see that the data presentation orders influence the incremental learning algorithms of the fuzzy min-max neural networks. Therefore, several optimization solutions can be implemented to tackle this problem.
VI. CONCLUSION AND FUTURE WORK
This paper assessed the advantages and drawbacks of the GFMM neural network through empirical results in many benchmark datasets. The impact of setting parameters on the classification problems was also presented. Experimental results indicated the competitive performance of the GFMM neural network compared to other fuzzy min-max systems as well as popular machine learning algorithms using the best parameter settings for each algorithm. Nevertheless, the training time of the GFMM network is a factor preventing the applicability of this type of neural network for the massive datasets in real-world applications.
In future work, we intend to build a novel mechanism to execute the GFMM in parallel for handling massive data. The drawbacks concerning the training time in the agglomerative algorithm will also be enhanced so that we can take advantage of the efficiency of this algorithm for the classification problems in big data. Another potential research direction is the combination of many general fuzzy min-max neural networks at the model level [35] , in which base learners are executed on different clusters in parallel. The automatic manner will be deployed to optimize the hyper-parameters and parameters of learning algorithms aiming at minimizing the generalization errors for each dataset.
