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Abstract 
Gautschi, W. and S. Li, Gauss-Radau and Gauss-Lobatto quadratures with double end points, Journal of 
Computational and Applied Mathematics 34 (1991) 343-360. 
We develop explicit formulae for generalized Gauss-Radau and Gauss-Lobatto quadrature rules having end 
points of multiplicity 2 and containing Chebyshev weight functions of any of the four kinds. 
Keywords: Generalized Gauss-Radau and Gauss-Lobatto rules, Chebyshev weight functions. 
1. Introduction 
Gaussian quadrature formulae for special weight functions, especially of Chebyshev type, have 
been known for a long time. Already in 1864, Mehler [ll] studied the general case of Jacobi 
weights and noted the remarkable simplifications afforded by the Chebyshev weight function of 
the first kind. Chebyshev weights of the other kinds were later considered independently by 
Posse [12] and Stieltjes [13]. Markov [lo] soon thereafter obtained the Radau and Lobatto 
versions of the (1st~kind) Gauss-Chebyshev formula (in which one or both of the end points are 
included among the nodes). The more general case of Jacobi weights, in particular all four 
Chebyshev weights, had to wait until 1952 when Bouzitat [l] developed the corresponding 
Gauss-Radau and Gauss-Lobatto formulae in detail. Explicit (as opposed to numerical) 
generalizations of these formulae to end points having multiplicity > 1 do not appear to have 
received much attention, except for the generalized Gauss-Lobatto formula with Legendre 
weight, which was studied by Gatteschi [2]. In the present paper, we develop for all four 
Chebyshev weight functions both Gauss-Radau and Gauss-Lobatto formulae having end points 
of multiplicity 2. This supplements earlier work of ours [7] devoted solely to a study of their 
remainder terms (for analytic functions). We expect these new quadrature rules to be potentially 
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useful in applications, most likely in the solution of boundary value 
methods, where Lobatto-type formulae have been in use for some time. 
Section 2 is devoted to Radau-type formulae. We begin in Section 2.1 
problems by spectral 
with positivity results 
for general weight functions and then develop the desired multiple end point formulae in detail 
for the Chebyshev weight function of the first kind in Section 2.2, and for the other Chebyshev 
weights more summarily in Section 2.3. The same program is carried out in Section 3 for 
Lobatto-type formulae. Section 4 concludes with numerical examples. 
2. Gauss-Radau formulae 
In this section we develop the Gauss-Radau formula on the interval [ - 1, 11, with a double 
node at the end point - 1, both for general weight functions and weight functions of Chebyshev 
type. In the latter case we give detailed derivations only for the Chebyshev weight function of the 
first kind. For the other three Chebyshev weights the derivation is similar and will only be briefly 
summarized. 
2.1. General weight function 
Given any positive integrable weight function w on [ - 1, 11, the associated Gauss-Radau 
quadrature rule to be studied has the form 
J 
’ f(')w(') dt=K;f(-I) +K:f’(--1)+ i:A;f($)+E;(f)> (2.1) 
-1 lJ=l 
and is characterized by the requirement of having maximal degree of exactness 2n + 1, 
E,R(f)=O if fElP2n+l. (2.2) 
It is well known that the nodes r, = r,” must be the zeros of 7~,( .) = 7r,,(. ; wR), the n th-degree 
orthogonal polynomial relative to the weight function 
wR(t) = (1+ t)2W(t). (2.3) 
The weights in (2.1) admit various representations, the ones obtained via interpolation having the 
form 
R- Ko - 
R 
K1 = 
(2.40) 
(2.41) 
P-4,) 
The weights At for the interior nodes can be re-expressed by a standard application of the 
Christoffel-Darboux formula as follows: 
A”,= - II 7, IlIZ A” 
(I + rV)‘%+1(%)%+“) = (I + TV)“. 
(2.5,) 
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Herey 11 ’ 11 R is the &-norm weighted by w R, the polynomials 7rnr,, TV+ 1 are assumed manic, and 
h, are the weights of the Gaussian quadrature rule relative to the weight function wR. 
Theorem 2.1. All weights in (2.1) are positive. 
Proof. The positivity of Xt follows immediately from the second equality in (2.5,). For the 
weights in the boundary terms we easily obtain from (2.1), (2.2) that 
1 _ wt-1) 
%(-1) 
(1 + t) r;(t)w(t) dt, 1 
R 
K1 = nzc:lj /_1,‘1+ thf(t)w(t) dt: 
n 
(2.6) 
(2-7) 
from which their positivity follows at once, since r,j’( - l)/~~( - 1) < 0. q 
The A, and 7, in (2.5,), being the Gauss weights and nodes for the weight function wR (cf. 
(2.3)), are best computed in terms of eigenvalues and eigenvectors of the symmetric, tridiagonal 
Jacobi matrix ./,( wR) of order n. The latter, in turn, can be obtained from the Jacobi matrix 
J,,+l( w) of order n + 1 (assumed known or computable) by applying one step of the QR 
algorithm with shift - 1 and then discarding the last row and column; cf. [5, $5.11 or [9]. 
2.2. Chebyshev weight of the first kind 
In this subsection we let w(t) = (1 - t2)-‘12 on [ - 1, 11, so that by (2.3), 
w”(t) = (1 - t))“‘(l + t)3’2 (24 
is the Jacobi weight with parameters (Y = - 3, p = t. The corresponding (manic) orthogonal 
polynomial of degree n, by [7, Eq. (2.3)], is given by 
1 1 
rn(t; w”) = - - 
2”+1 1+t ( K+,(t) + z K(t))_ 
where V, is the Chebyshev polynomial of the third kind, 
v,(cos e) = 
cos( n + gs 
cos +e . 
As is well known, and easily derived from (2.10), V, satisfies the differential equation 
(1 - t’)v,“(t) + (1 - 2t)I/,‘(t) + n(n + l)v,(t) = 0. 
For convenience we let 
ii,(t) = 2 n+17rn( t; w”). 
Lemma 2.2. The polynomial ii, in (2.12), with wR given by (2.8), satisfies for any n > 1 
ii, =$(-1)“(n+1)(2n+3), 
ii,’ =&(-l)“+’ n(n + l)(n + 2)(2n + 3). 
P-9) 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
(2.14) 
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Proof. Letting B + ?r in (2.10), and using the rule of Bernoulli-L’Hospital, gives 
v,(-1) = (-1)“(2n + 1). (2.15) 
Putting t = - 1 in (2.11) then yields 
<‘(-1) = ‘j-1) “+I& + 1)(2n + 1). (2.16) 
Another application of Bernoulli-L’Hospital’s rule, this time to the right-hand side of (2.9), gives 
#J-l) = V,‘+,(-1) + GVnt(-l), 
which together with (2.16) yields (2.13). 
To prove (2.14), first multiply (2.9) by 1 + t, differentiate the resulting equation twice, and 
then set t = - 1, to get 
ii,‘(-l)=$ V,‘:,(-1) + 
i 
Ev,“(-1)). (2.17) 
Differentiating (2.11) once, and then letting t = - 1 and using (2.16), on the other hand, gives 
v,“( - 1) = &( -l)“(n - l)n(.n + l)(n + 2)(2n + l), 
which, inserted in (2.17), yields the desired result. 0 
Theorem 2.3. The weights K: and K: in (2.1), where w(t) = (1 - t*)-I/*, are given by 
6n2 + 12n + 5 
Kt = +T (n + 1)(2n + 1)(2n + 3) ’ 
(2.18) 
KF = (n + 1)(2n:nl)(2n + 3) . 
(2.19) 
Proof. In the following we need the integral relation 
J 
’ v,(t)(l-t*)-“*dt=(-l)“n, n>O, 
-1 
(2.20) 
which is easily derived from (2.10) by the change of variable t = cos 8. 
The formula (2.19) is a direct consequence of (2.4,) together with (2.9), (2.20), (2.12) and 
(2.13). 
To prove (2.18), we first note from (2.4,) that 
R 1 
/ 
’ Kg = 
Q-1) 
ii (t)w(t) dt- 
ii,’ R 
-1 n ii,( -1) K1. 
We now show, for w as given in the theorem, that 
/ 
n (n + l)* 
’ ii,(t)w(t) dt=2n(-1) 2n+1 . 
-1 
(2.21) 
(2.22) 
To do this, we expand ii, in Chebyshev polynomials of the third kind, 
;;,(t) = 2 c/J&), 
k=O 
(2.23) 
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so that, by (2.9), (2.12) 
(1 + 4 i Ckv,W = v,+*(t) +g v,(t). 
k=O 
Using tVo = :(V, + V,) and tVk = +( V,,, + V,_,) for k = 1, 2,. . ., this can be written as 
(;C,,+ $l)vo + c (+c,_, + ck + :c,+,)v, + (+,-, + ‘,,)‘n + fC,V,+l 
k=l 
2n + 3 
= v,+, + 2n v,- 
Equating coefficients on both sides yields 
3c, + c, = 0, ck-l + 2ck + ck+l =O, k=l,2 ,..., n-l, 
2n + 3 
c,_,+2c,=22n+l, c, = 2. 
(2.24) 
The last two equations determine c,, = 2 and c,_i = -2(2n - 1)/(2n + 1). The second equation 
in the first line is a linear difference equation with constant coefficients and has the general 
solution 
ck=(a+bk)(-l)k. 
There are two boundary conditions for determining a and b: the first relation in (2.24) and the 
value of c,_ 1 found above. These give 
2( -1)” 4(-l)” 
a= 2n+l’ b= 2n+l’ 
hence 
ck= 2(;n’!;‘*(l+2k), O<k<n. (2.25) 
(It is easily verified that (2.25) is also valid in the’case n = 1.) Now using (2.20), we get from 
(2.23) 
jll?i,(t)w(t) dt= i c,jllv,(t)w(t) dt=T 6 (-l)kC,, 
k=O k=O 
which, upon inserting (2.25) in the sum on the far right, yields (2.22). 
The formula (2.18) now follows from (2.21), (2.22), (2.19) and (2.13), (2.14). •I 
While expressions for the weights At have already been given in (2.4,), (2.5,) for general 
weight functions w, alternative, more explicit, formulae can be obtained for Chebyshev weight 
functions. Those for the Chebyshev weight of the first kind, given in the next theorem, are 
particularly simple. 
Theorem 2.4. The weights At in (2.1), where w(t) = (1 - t*)-l’*, are expressible in the form 
A”, = (n + 1)(2n “+ 1)(2n + 3) 
4(n+1)*+1+(4(n+1)*-1)7” v=l 2 
1 + 7” 3 7 T---Y n, 
(2.26) 
where 7, are the zeros of the polynomial T”( -; wR) in (2.9). 
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Proof. The point of departure is the first equation in (2.5,), where T~,( .) = T~(. ; wR) is the manic 
Jacobi polynomial with parameters (Y = - t, p = + (cf. (2.8)). From well-known formulae for the 
norm and leading coefficient of Jacobi polynomials one finds 
A simple computation based on [14, Eq. (4.5.7)], transcribed to manic polynomials, yields 
72,+*(d 
d%) = -2b + 1) 1 _ r* . 
Y 
Therefore, by (2.5,), 
To complete the proof, we show that 
where T, + , is the Chebyshev polynomial of the first kind, of degree n + 1, and that 
?+I(%) = 
1 - 7, 
4(n + 1)2 + 1 + (4(n + l)* - l)T,. 
Letting t = 7, = cos 19, in (2.9) and using (2.10), we find 
cos( n + +>e, + 
2n + 3 
~COS(n++)B,=o, 
from which, by the addition formula for the cosine, 
tan(n + l)f3, tan +8, = -2(n + 1). 
Squaring both sides and using tan*a = cos-*CX - 1 gives 
(2.27) 
(2.28) 
(2.29) 
(2.30) 
i 1 1 1-r 
7X?) 
- 1 j+ = 4(n + 1)2, 
which implies (2.29). 
To prove (2.28), we use again (2.9) [with n replaced by n + l] together with (2.10) to obtain 
7rn+1(rV) = & (2n + 3fcos~rB. ((2n + 3) cos(n + :)fl,+ (2n + 5, cos(n + +)e~)- 
(2.31) 
The expression in braces is now written as 
(2n + 3)[cos(n + 5)e&, + co~(n + s)eJ + 2 COS(~ + +)e,, 
and reduced by means of elementary trigonometric identities to 
4 cos( n + 1) e, cos +e,[ (2n + 3) cos*:ev - (n + I)] 
-2 sin(n + i)e, sin feV[2(2n + 3) cos2+ev+ 11. 
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Applying (2.30) to the last term simplifies the expression to 
4(2n + 3)* cos( n + l)& cos3+f3,, 
which, inserted in (2.31), yields (2.28). 0 
2.3. Other Chebyshev weight functions 
(a) We begin with the Chebyshev weight of the second kind, w(t) = (1 - t*)“*, for which in 
place of (2.8) we now have 
w”(t) = (1 - t)“‘(l + t)5’2. (2.32) 
The corresponding (manic) orthogonal polynomial, by [7, Eq. (2.6)], is 
i;,(t) = (1 : t)2 
i 
(n + 3)(2n + 5) 
u,+*(t) + qn!+_; u,+,(t) + (n + 1)@ + 3) u,(t) . 
1 
(2.33) 
Here, 
u,(cos e> = sin(n + 1)0 
sin e 
is the Chebyshev polynomial of the second kind, which satisfies the differential equation 
(1 - t’)u,“(t) - 3tU,‘(t) + n(n + 2)U,(t) = 0. (2.34) 
To derive the analogue of Lemma 2.2, one now has to apply the rule of Bernoulli-L’Hospital 
twice to ii,, and use two differentiations of the differential equation (2.34), to obtain the values 
of +,, and ;i,’ at - 1. Other than that, the derivation proceeds along the same lines as before. We 
state the results as Lemma 2.5. 
Lemma 2.5. For the polynomial S,, defined in (2.33) we have, for any n > 1, 
ii, =&(-l)“( n+2)(n+3)(2n+5), 
ii,‘( &(-1) “+ln(n + 2)(n + 3)(n + 4)(2n + 5). 
The proof of the next theorem is similar to the proof of Theorem 2.3, using 
J 
1 1 
_,l+t U,(t)(l - t*)l’* dt = ( -.l)n*, n > 0, 
in place of (2.20) and Lemma 2.5 in place of Lemma 2.2. We omit the details. 
Theorem 2.6. The weights K: and ~1” in (2.1), where w(t) = (1 - t*)“*, are given by 
K;= 
?a (n + l)( 
lOn* + 40n + 21 
n + 2)( n + 3)(2n + 3)(2n + 5) ’ 
K’= (n+l)( 
451T 
n+2)(n+3)(2n+3)(2n+5)’ 
(2.35) 
(2.36) 
(2.37) 
(2.38) 
(2.39) 
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The weights At corresponding to interior nodes could again be expressed in terms of n and 7, 
alone, as was done in Theorem 2.4 for the Chebyshev weight of the first kind, but the expressions 
are now rather more complicated and do not seem to offer any advantage over the general 
formula (2.5,). We therefore do not state them here. 
(b) For the Chebyshev weight of the third kind, w(t) = (1 - t)-‘/2(1 + t)‘12, we have wR(t) 
= (1 - t>-“2(1 + t)5’2, and two applications of [6, Lemma 3.31 give 
2n + 5 (2.40) 
Y?+,(t) + n+l v,+,(t) + 
with V, defined as in (2.10). Since 
j1 ;;,(t)w(t) dt = I1 (1 + t)ii,(t)(l - t2)-1’2 dt, 
-1 -1 
the techniques used in the proof of Theorem 2.3, in particular (2.20), become applicable and 
yield the following theorem. 
Theorem 2.7. The weights K: and K: in (2.1), where w(t) = (1 - t)-“2(1 + t)‘12, are given by 
R _ 30 5n2 + 15n + 7 
Kg--771 
(n + l)( n + 2)(2n + 1)(2n + 3)(2n + 5) ’ 
(2.41) 
‘,” = (n + l)( n + 2)(2n4:;)(2n + 3)(2n + 5) . 
(2.42) 
(c) Finally, the Chebyshev weight of the fourth kind, w(t) = (1 - t)‘12(1 + t)-‘/2, has wR( t) 
= (1 - t)“2(1 + t)3’2, so that [6, Lemma 3.21 yields 
(2.43) 
The relation 
I1 ii,(t)w(t) dt = /1r+,,(‘)(l - t2)1’2 dt 
-1 
allows us to proceed as in the proof of Theorem 2.6, to obtain the following theorem. 
Theorem 2.8. The weights K! and K,” in (2.1), where w(t) = (1 - t)‘12(1 + t)-‘12, are given by 
(2.44) R Ko = 5 % (n + f;;nf+9r);2: + 3) ’ 
KIR= (n+l)( 
37 
n + 2)(2n + 3) ’ 
(2.45) 
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Although the zeros of the polynomial ~~r,( - ; wR) for any of the four Chebyshev weights could 
be computed as roots of certain trigonometric equations, it is more convenient, and probably 
faster, to use the general procedure described at the end of Section 2.1 to compute not only the 
zeros, but also the respective Christoffel numbers A,. 
3. Gauss-Lobatto formulae 
Here we briefly report on the results obtained by carrying out the program of Section 2 for 
Gauss-Lobatto quadrature rules on [ - 1, 11 having double nodes at each end point. 
3.1. General weight function 
Let w be again a positive integrable weight function on [ - 1, 11. Our concern is with the 
quadrature rule 
J *f(t)w(t)dt=‘&f(-l)+‘+‘f’(--1)+ kf(7,L)+Pbf(l)-Pkf’(1)+E:(f) -1 v=l 
(3.1) 
of maximum degree of exactness 2n + 3, 
Et(f)=0 if fElPZn+3. (3-2) 
The nodes 7, = T,,!- are then the zeros of the orthogonal polynomial r,,( .) = T~,(. ; w ‘), where 
w”(t) = (1 - tq2W( t). (3.3) 
The formula (3.1) enjoys perfect symmetry whenever w is an even function; indeed, 
Interpolation theory provides explicit formulae for the weights in (3.1), viz., 
1 - $I;;)(1 + t)](1 - t)‘q,(t)w(t) dt, 
n 
1 
Kl 
== 477J-1) / 
* (1 + t)(l - t)‘rn(t)w(t) dt, 
_r 
(3.5,) 
WI) 
and similar formulae for &, & (with the point - 1 replaced by + 1, the sign of lr,’ reversed, and 
1 + t, 1 - t replaced by 1 - t and 1 + t, respectively). Likewise, 
AL,= j1 (1 - t2)27rn( t) 
--1(l - T,2)27r;(7”)(t - 7”) 
w(t) dt, v= 1, 2 ,..., n. 
This can be transformed by the Christoffel-Darboux formula to 
(3%) 
(3.6,) 
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with notations analogous to those in (2.5,). The last equation, containing the Gauss nodes rP and 
weights X, relative to the weight function w L in (3.3), is again the one most convenient for 
computation. The required Jacobi matrix J,,( wL) is now obtained from Jn+2( w) by applying two 
QR steps in succession, one with shift 1, the other with shift - 1, the last row and column being 
discarded each time. 
Theorem 3.1. The values of ICY, K:, &, pf- and At,, v = 1, 2,. . . , n, are all positive. 
Proof. The positivity of X”, is immediate, from (3.6,). The one for ~0” and K,” follows by 
respectively inserting 
f(t) = l 47r;( - 1) I i 1 + 1 _ 24--1) %-1) I 1 (1 + t) (1 - t)2?Tf(t) 
and 
f(t) = 4n2;_ l) (1 + t>(l - h3d 
n 
in (3.1), and noting (3.2) and the fact that 7T,I( - l)/r,,( - 1) is negative. A similar argument (with 
the changes indicated after (3.5,)) works for &, &. 0 
3.2. Chebyshev weight of the first kind 
The lemmas and theorems contained in this and the following subsection look deceptively 
simple, but are the result of rather lengthy computations. The lemmas are included here to 
facilitate verification by the interested reader. 
For the Chebyshev weight of the first kind, w(t) = (1 - t2)-l12, we have wL = (1 - t2)3’2, and 
[7, Eq. (2.10)] yields 
(3-7) 
Lemma 3.2. The polynomial +,, in (3.7) satisfies, for all n > 1, 
ii,(-1)=3(-1)Il(n+2)(n+3), 
ii,‘( 3(-l) “+‘+I + 2)(II + 3)(n + 4). 
(3-8) 
(3.9) 
Proof. Bernoulli-L’Hospital’s rule applied to (3.7) and subsequent use of the differential 
equation (2.34) at t = - 1 yield the first relation. The second is obtained by differentiating 
( t2 - l)ii,( t) twice to express ;;,‘( - 1) in terms of U,“( - l), U,T,( - 1) and fin( -l), and then 
using (3.8) and the differential equation (2.34), differentiated once and evaluated at t = - 1, to 
complete the computation. q 
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Theorem 3.3. The weights of the boundary terms in (3.1), where w(t) = (1 - t2)-li2, are given by 
L 3n2 + 12n + 10 
KO 
= I& = + (n + l)(n + 2)(n + 3) ’ 
(3.10) 
37 
Kl “=“= 4(n+l)(n+2)(n+3)’ 
(3.11) 
Proof. Equality between the K’S and p’s is a consequence of symmetry. Equation (3.11) follows 
directly from (3.5,), (2.37) and (3.8). To prove (3.10), we first note from (3.5,) that 
1 
K,“= 4ii,(-1) J 
’ (1 - t)‘ii,(t)w(t) dt + 
-1 
1 - :I_:,’ )K;, 
n 
(3.12) 
and then use 
j-)1 - t)‘;;,(t)w(t) dt = /;I&)(l - t)+i,(t)(l - t2)1’2 dt 
and expansion of (1 - t)ii,( t) in Chebyshev polynomials of the second kind, together with (2.37), 
to proceed as in the proof of Theorem 2.6. 0 
3.3. Other Chebyshev weight functions 
(a) For the Chebyshev weight of the second kind, w(t) = (1 - t2)‘12, we have wL(t) = (1 - 
t y, so that [7, Eq. (2.12)] gives 
ii,(t) = 
1 
i 
u,+,(t) - 2s u,+,(t) + 
(n + 4)(n + 5) 
(1 - t2)2 (n + l)(n + 2) 
u,(t) . 
1 
(3.13) 
Lemma 3.4. For the polynomial ii, in (3.13), we have for all n > 1 
iT,(-1) =$(-l)“( n + 3)(n + 4)(n + 5), 
ii,(- “+‘n(n + 3)(n +4)(n + 5)(n + 6). 
(3.14) 
(3.15) 
Proof. The first equation follows from (3.13) by two applications of Bernoulli-L’Hospital’s rule, 
and the second by differentiating (1 - t ‘)‘;i,( t ) three times at t = - 1. 17 
Theorem 3.5. The weights of the boundary terms in (3.1), where w( t ) = (1 - t2)‘12, are given by 
L L 5n2 + 30n + 28 
K”=Po=:a7(n+l)(n+2)(n+3)(n+4)(n+5)’ 
45?l 
Kl 
L=&= 
4(n + l)(n + 2)(n + 3)(n + 4)(n + 5) ’ 
(3.16) 
(3.17) 
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Proof. As in the proof of Theorem 3.3, the formula for K,” follows from (3.5,), (2.37) and (3.14). 
For K; we use (3.12) in conjunction with (3.14), (3.15), (3.17) and 
Jr (1 -1)*77,(+(t) dt= /I,&(1 + t)(l - t)*ii,(+v(t) dt. 
-1 
The last integral is evaluated by expanding (1 + t )(l - t)*+,,( t ) in Chebyshev polynomials of the 
second kind and using once more (2.37). 0 
(b) Continuing with the third-kind Chebyshev weight w(t) = (1 - t)-‘/*(l + t)‘/*, for which 
wL( t) = (1 - t)3/2(1 + I)~/*, we get from [7,’ Eq. (2.16)] 
ii,(i)= (t_l);t+l)2 u,+,(t)- n+2 
i 
n+4 u,+,(t) + s 
[ 
u,+*(t) - ~W)]). 
(3.18) 
Techniques similar to those used in Section 3.2 yield the following lemma. 
Lemma 3.6. The polynomial ii, in (3.18) satisfies, for n 2 1, 
ii,( -1) = &( -l)“(n + 3)(n + 4)(2n + 5) 
ii,’ = &(-1) n+ln(n + 3)(n + 4)(n + 5)(2n + 5) 
ii,(l) = $(n + 3)(n + 4) 
ii,‘(l) = &n(n + 3)(n + 4)(n + 5). 
(3.19) 
(3.20) 
(3.21) 
(3.22) 
Theorem 3.7. The weights of the boundary terms in (3.1), where w(t) = (1 - t)-‘I*(1 + t)“*, are 
given by 
L _ 15 lOn* + 50n + 49 
KO 
- zs7T (n + l)(n + 2)( n+3)(n+4)(2n+5)’ 
45a 
KIL= 4(n + l)(n + 2)(n + 3)(n + 4)(2n + 5) ’ 
(2n + 5)(6n* + 30n + 25) 
& = BT (n + 1)( n + 2)(n + 3)( n + 4) ’ 
P? = ?T (n + 1)( 
2n + 5 
n + 2)(n + 3)(n + 4) * 
(3.23) 
(3.24) 
(3.25) 
(3.26) 
(c) Finally, the Gauss-Lobatto formula for the Chebyshev weight of the fourth kind, 
w(t) = (1 - ?)“2(1 + 1)-r’*, is readily obtained from the one for the third kind by the change of 
variable t H - t. As a result, the weights K~, ~~ formerly associated with the node - 1 become 
those at the node 1, and vice versa, whereas the interior weights become associated in reverse 
order with the new nodes - T,,+~ _“, Y = 1, 2,. . . , n. 
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4. Examples 
It seems to be a widely-held belief, already expressed by Christoffel (cf. [4, p.86]), that the use 
of preassigned nodes in Gauss-type quadrature formulae, chosen judiciously at locations where 
the integrand function is predominant, should be advantageous. Our first example is intended to 
question, if not dispel, this belief. We experiment with integrands on [ - 1, 11 that peak at the left 
end point - 1 with a severity that can be controlled by a parameter. If we choose, according to 
the expectation expressed above, a Gauss-Radau formula with preassigned node at -1, we 
should see advantages over straight Gaussian integration, presumably even more so if both the 
function value and its derivative at - 1 are preassigned. Somewhat disappointingly to us, 
Example 1 will show that this need not be the case. On the other hand, Example 3, in another 
context, will demonstrate that the use of preassigned nodes can indeed be helpful. Since the 
example involves computing Bessel-Fourier coefficients, hence the use of Bessel functions, we 
precede it by Example 2-an integral identity involving Bessel functions-which allows us to 
test our computer program for Bessel functions (a FORTRAN transcription of the algorithm in 
[31)- 
All computations reported in this section were carried out in double precision on the Cyber 
205 (machine precision ca. 29 decimal places). 
Example l(a). 
Here we treat (1 - t2)‘12 = w(t) as a weight function (Chebyshev second kind), so that 
f(r)=; (l+,f2+ . 
cd2 
(4.1) 
Clearly, this function exhibits a peak at t = - 1, with increasing. steepness as w J 0, and indeed 
approximates the Dirac delta function centered at t = - 1. It seems reasonable, therefore, to 
employ the Gauss-Radau rule (2.1), (2.38), (2.39), using 
f(-I) =wg, f’( -1) = 0, (4.2) 
where o,, = l/( 7~). We are comparing this rule with the ordinary Gaussian rule having the same 
weight function w and the same number n of interior nodes. For each of these two rules, we 
determine the smallest value of n such that the two consecutive quadrature approximations for n 
and n + 1, as well as those for n + 1 and n + 2, agree with each other to within a relative error of 
i - 10w2’. The r esults are shown in Table 4.1 for w. = 16-l, 8-l,. . . ,l,. . . ,32, 64. It can be seen 
that for “flat” functions (w. small), both formulae converge rapidly, with Gauss-Radau (R) 
Table 4.1 
Comparison of Gauss-Radau and Gauss quadrature for Example l(a) 
00 16-l s-’ 4-’ 2-l 1 2 4 8 16 32 64 
R 11 15 21 30 43 60 84 118 167 234 320 
G 12 16 22 30 43 61 85 118 166 233 321 
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Table 4.2 
Comparison of Gauss-Radau and Gauss quadrature for Example l(b) 
00 16-l 8-l 4-l 2-l 1 2 4 8 16 32 64 
R 8 10 12 15 21 31 46 68 108 158 298 
G 9 10 13 16 22 32 47 69 108 158 298 
having a slight edge on Gauss (G). With increasing wO, convergence slows down as expected, and 
neither formula has any significant advantage over the other. The same experiment was repeated 
with an asymmetric (with respect to t = - 1) function obtained by multiplying f in (4.1) by 
i(l - t). This yields values w,, and - 30, in place of (4.2), but produces results which are almost 
identical with those of Table. 4.1. 
To convince ourselves that this behavior is not tied to the special nature of the function (4.1), 
we selected another approximation to the Dirac delta function, namely the one in the following 
example. 
Example l(b). 
e-““+“*(1 _ py* dt, w>O. 
We carried out the same experiment as in Example l(a), with w = IX& wO = 
16-l, 8-I,...,1 , . . . ,32, 64. Here, the function f is given by 
f(t) = w. ,-~&l+o’, (4.3) 
and its value and derivative at t = - 1 are the same as in (4.2). The results obtained are shown in 
Table 4.2. They clearly exhibit a behavior similar to the one in Table 4.1. Again, multiplication in 
(4.3) by i(l - t) does not affect the results appreciably. 
What can be learned from this example is that the addition of a quadrature point to a Gauss 
formula, even if strategically placed and of multiplicity > 1, and the consequent modest increase 
in polynomial degree of exactness, is simply not enough to cope with severely ill-behaved 
integrands such as those in Examples l(a), l(b). 
Example 2. 
/ 
lJo(cdt)~ = 
67 
$T[J&w)]*, w > 0. 
0 
This is a well-known relation involving the Bessel function of order zero (cf. [8, Eq. 6.552.41). 
Since the weight function as well as the integrand f(t) = J,( wt) are even functions, the 
Gauss-Lobatto formula (3.1) applied to the integral from - 1 to 1 (which is twice the integral of 
Example 2) yields, when again halved, 
/ 
olf (t)(l - t*)-“* dt=&f(l) -&f’(l) + f’ A:f(T;), (4.4 
vT=l+[n/2J 
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Table 4.3 
Relative errors of (4.4) for Example 2 
n w = 0.5 w =l.O w = 2.0 6J = 4.0 w = 8.0 o = 16.0 
2 3.5.10-I0 9.8.10-’ 3.5.1o-5 7.4.10-2 1.4.100 2.4.10’ 
5 2.5. 10P2’ 4.4.10-‘6 1.0. lo-” 1.6.10-6 3.7.10-3 7.5.100 
8 2.3.10-25 2.9.10-‘9 3.1.10-12 5.8.10_’ 2.9.10-l 
11 4.2.10K26 l.o.loF’s 1.4.10-” 8.3.10-4 
14 1.8.10-26 8.7.10-l’ 4.6.10-’ 
17 1.7.10-22 7.5.10-” 
20 4.4.10-15 
23 1.1.10-‘9 
26 1.1.10-24 
where the prime in the summation is to indicate that the weight A\ in the first term must be 
halved if 
and, if n 
n is odd. Here, 
f(l) =J&L f’(l) = -wJ&J), 
is odd, r1L+,n,2, = 0, so that 
f( ++,,,,2, j = 1, n odd. 
(4.5) 
(4.6) 
It should be noted that the computation of J,(w) by the familiar backward recurrence scheme 
yields also Ji( w) at essentially no cost. The relative error of (4.4) (which is readily computable, 
since the exact answer is known) is shown in Table 4.3 for selected values of n and w. Tabulation 
is halted in each column once the vicinity of machine precision is reached. 
For reference, we list in Table 4.4 the true values of the integral to 25 significant digits. 
If we count (4.5) as one function evaluation and disregard the cost of evaluating (4.6), we find 
that (4.4) requires exactly li( n + 2)j nontrivial function evaluations. The same effort is required 
by the (n + 2)-point Gauss-Chebyshev formula, which, having the same degree of exactness 
2n + 3 as (4.4), indeed produces comparable results. 
Example 3. 
& e-tJo(~o,kt> d , jo,, =kthzeroof J,, k=l,2, 3 ,... . 
The integrals here, except for normalization, are Fourier coefficients of the function [t(l - 
t)]p2 exp( -1) in the orthogonal system { J,( j,,,t)}~=i. Their exact values are probably not 
Table 4.4 
Exact values of the integral in Example 2 
w NJdiw)12 
0.5 1.522280866779341971766504 
1.0 1.383440504568685638988006 
2.0 0.9197444454734640661260756 
4.0 0.07873943468335510847352319 
8.0 0.2477585182255676323480832 
16.0 0.04628194233018786678533456 
- 
- 
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Table 4.6 
Exact values of the integrals in Example 3 
k Ik 
1 0.3111453623157881257431808 
2 -0.03189867185858781126668228 
3 0.06441715855367780488160133 
4 -0.02011734319990536683786198 
5 0.03396279031350273365741716 
6 -0.01449294488742138939879033 
7 0.02274181563294370855827056 
8 -0.01134211831713856256822432 
9 0.01699275052361748571975268 
10 -0.009331134066709908414813902 
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known analytically, but we have confidence in their determination by two independent methods: 
the Gauss-Lobatto formula (3.1), (3.23)-(3.26) on the one hand, and the ordinary Gauss 
formula on the other, both relative to the Chebyshev weight function of the third kind, 
w(t) = (1 - t>-“‘(1 + t)? (4.7) 
A change of variable brings the integral into the canonical form (3.1), with w as in (4.7), and 
f(t) = ~e-(“2X1+r)J,(tj,,,(l + t)), -1 <t,< 1. (4.8) 
Thus, 
f(-1) = +, f’(-1) = -f, f 0) = 0, f ‘(1) = -a e-‘j,,kJl(.&,k). (4.9) 
Since these boundary values are easily precomputable, we will not count them here in the cost of 
evaluating the quadrature sum of (3.1). We therefore compare the results of (3.1) with those 
obtained, at the same cost, by the n-point Gauss formula for the weight function (4.7). We did 
our computations for k = 1,. . . , 10 and n = 1,. . . ,30, but in Table 4.5 show only selected results. 
The three entries headed by L, G and r represent respectively the relative error of the generalized 
Gauss-Lobatto formula (3.1), the relative error of the Gauss formula, and the ratio of the two 
errors. It can be seen that the Gauss-Lobatto formula produces results which are several orders 
of magnitude more accurate than those furnished (at comparable cost) by the Gauss formula. 
This is entirely due to the higher degree of exactness, 2n + 3, of the Gauss-Lobatto formula; 
indeed, repeating the computations with G the (n + 2)-point Gauss formula (which has also 
degree of exactness 2n + 3) gives results which are even slightly more accurate than those 
produced by L. 
The (presumed) true values of the integrals, for k = 1,. . . ,lO, are given to 25 significant 
decimal places in Table 4.6. 
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