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Abstract—Restricted Boltzmann machines (RBMs) and their
variants are usually trained by contrastive divergence (CD)
learning, but the training procedure is an unsupervised learning
approach, without any guidances of the background knowledge.
To enhance the expression ability of traditional RBMs, in this
paper, we propose pairwise constraints restricted Boltzmann
machine with Gaussian visible units (pcGRBM) model, in which
the learning procedure is guided by pairwise constraints and
the process of encoding is conducted under these guidances.
The pairwise constraints are encoded in hidden layer features
of pcGRBM. Then, some pairwise hidden features of pcGRBM
flock together and another part of them are separated by the
guidances. In order to deal with real-valued data, the binary
visible units are replaced by linear units with Gausian noise
in the pcGRBM model. In the learning process of pcGRBM,
the pairwise constraints are iterated transitions between visible
and hidden units during CD learning procedure. Then, the
proposed model is inferred by approximative gradient descent
method and the corresponding learning algorithm is designed.
In order to compare the availability of pcGRBM and traditional
RBMs with Gaussian visible units, the features of the pcGRBM
and RBMs hidden layer are used as input ‘data’ for K-means,
spectral clustering (SP) and affinity propagation (AP) algorithms,
respectively. We also use 10-fold cross-validation strategy to train
and test pcGRBM model to obtain more meaningful results
with pairwise constraints which are derived from incremental
sampling procedures. A thorough experimental evaluation is
performed with twelve image datasets of Microsoft Research Asia
Multimedia (MSRA-MM). The experimental results show that
the clustering performance of K-means, SP and AP algorithms
based on pcGRBM model are significantly better than traditional
RBMs. In addition, the pcGRBM model for clustering tasks
shows better performance than some semi-supervised clustering
algorithms.
Index Terms—restricted Blotzmann machine (RBM); pairwise
constraints; contrastive divergence (CD); unsupervised cluster-
ing; semi-supervised clustering.
I. INTRODUCTION
Feature learning is presently the subject of an active re-
search. The restricted Blotzmann machine (RBM)[1] as an
energy-based modeling paradigm is one of the most pop-
ular feature extraction models. The RBM has no lateral
connections among nodes in each layer, then its learning
procedure becomes much more efficient than general Blotz-
mann machine. So, it has powerful representation capabil-
ity to obtain deep features of original data. Because of
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these advantages, there has been extensive research into
the RBM since Hinton proposed fast learning algorithms
by contrastive divergence (CD) learning[2], [3]. Several
power and tractability deep networks was proposed, in-
cluding deep belief networks[4], deep autoencoder[5], deep
Boltzmann machine[6], deep dropout neural net[7]. Until
now, a large number of successful applications built on the
RBMs have appeared, e.g., classification[8], [9], [10], [11],
[12], feature learning[13], facial recognition[14], collaborative
filtering[15], topic modelling[16], speech recognition[17], nat-
ural language understanding[18], computer vision[19], dimen-
sionality reduction[20], voice conversion[21], musical genre
categorization[22], real-time key point recognition[23], peri-
ocular recognition[24] and time series forecasting[25], [26],
[27].
However, since the learning procedures of classic RBM
and its variants are unsupervised methods, their processes of
feature extraction are non-directional and conducted under
no guidance. To remedy these weakness, this paper pro-
poses a pairwise constraints restricted Blotzmann machine
with Gaussian visible units (pcGRBM) and the corresponding
learning algorithm, where the feature learning procedure is
guided by pairwise constraints which come from labels. In
pcGRBM model, the pairwise constraints which are instance-
level prior knowledge guide the process of encoding. Some
pairwise hidden features of pcGRBM flock together and
another part of them are separated by the guidance. Then
the process of feature extraction is no longer non-directional.
So, the background knowledge of instance-level pairwise
constraints are encoded in hidden layer features of pcGRBM.
In order to testify the availability of pcGRBM, we design
three structures of clustering, in which the features of the
hidden layer of the pcRBM are used as input ‘data’ for
unsupervised clustering algorithms. The experimental results
show that the clustering performance of K-means[28], SP[29]
and AP[30] algorithms based on pcGRBM model are signifi-
cantly better than traditional RBMs. In addition, the pcGRBM
model for clustering is better performance than some semi-
supervised algorithms (e.g., Cop-Kmeans[31], Semi-Spectral
clustering (Semi-SP)[32] and semi-supervised affinity propa-
gation (Semi-AP)[33]).
The remainder of this paper is organized as follows. In
the next section, we outline the related work and provide the
preliminary in Section III, which includes pairwise constraints,
RBM and Gauss visible units. The proposed pcGRBM model
and its learning algorithm are introduced in Section IV. Next,
the remarkable performance of the pcGRBM model is affirmed
by the task of clustering on MSRA-MM in Section V. Finally,
2Section VI summarizes our contributions.
II. RELATED WORK
The classic RBM has great ability of extracting hidden fea-
tures from original data. More and more researchers proposed
variant RBMs and their deep networks which were based on
classic RBM. There are several common methods to develop
standard RBM such as adding connections information be-
tween the visible units and the hidden units, changing the value
type of visible or hidden units, expanding the relationships of
the units between visible layer and hidden layer from constant
to variable by fuzzy mathematics and constructing deep net-
work based on autoencoder[20] by pairwise constraints.
To add connections information between the visible units
into RBM is a kind of methods for developing standard RBM.
Osindero and Hinton proposed a semi-restricted Boltzmann
machine (SRBM)[34] which has lateral connections between
the visible units, but these lateral connections are unit-level
semi-supervised information. The learning procedure includes
two stages: The first one is the visible to hidden connections
which is same as a classic RBM and the second one is
the lateral connections which are applied the same learning
procedure as the first one. In order to enforce hidden units
to be pairwise uncorrelated and to maximize the entropy,
Tomczak[35] proposed to add a penalty term to the log-
likelihood function. His framework of learning informative
features is unit-level pairwise and for classification problems,
while our model is instance-level pairwise and for clustering
tasks. Zhang et al.[36] built a deep belief network based on
SRBM for classification. Given the hidden units, the visible
units of the SRBM form a Markov random field. However,
the main weakness of the SRBM is that there are massive
parameters for high-dimensional data, if every pair of visible
units have relations. Sutskever and Hinton proposed a temporal
restricted Boltzmann machine (TRBM)[37] by adding directed
connections between previous and current states of the visible
and hidden units. There are three kinds of connections of
the full TRBM, e.g., connections between the visible units,
connections between the hidden and visible units and connec-
tions between the hidden units. Furthermore, they proposed
a recurrent TRBM (RTRBM)[38]. It is easy to compute the
gradient of the log-likelihood and infer exactly.
By changing hidden units with relevancy is another kind
of methods for developing standard RBM. Courville et al.[39]
developed a spike-and-slab restricted Boltzmann machine (ss-
RBM). The ssRBM is defined as having each hidden unit
associated with the product of a binary “spike” latent variable
and a real-valued “slab” latent variable. In order to keep
learning efficiency, as a model of natural images, the binary
hidden units of the ssRBM maintain the simple conditional
independence structure when they encode the conditional
covariance of visible units by exploiting real-valued “slab”
latent variable.
In general, the relationships of the units between the visible
layer and the hidden layer are restricted to be constants. In or-
der to break through this restrictions, Chen et al.[40] proposed
a fuzzy restricted Boltzmann machine (FRBM) to enhance
deep learning capability which can avoid the deficiency. The
FRBM model parameters are replaced by fuzzy numbers and
the regular RBM energy function is given by fuzzy free energy
functions. Moreover, the deep networks are designed by the
fuzzy RBMs to boost deep learning. Nie et al.[19] proposed
to theoretically extend the conventional RBMs by introducing
another term in the energy function to explicitly model the
local spatial interactions in the input data.
Conventional RBM defines the units of visible and hidden
layer to be binary, but this limitation cannot meet the needs
in practice. Then one common way is to replace them by
means of Gaussian linear units, that is Gaussian-Bernoulli
restricted Boltzmann machines (GBRBMs)[41]. The GBRBMs
have the ability to learn meaningful features both in modeling
natural images and in a two-dimensional separation task. But,
as we know, it is difficult to learn the GBRBMs. So, Cho
et al.[42] proposed a novel method to improve their learning
efficiency. The new method includes three parts, e.g., changing
the energy function by different parameterizations to facilitate
learning, parallel tempering learning and adaptive learning
rate. Moreover, the deep networks of Gaussian-Bernoulli deep
Boltzmann machine (GDBM)[43], [44] have been developed
by the GBRBM in recent years. The GDBM is designed
by adding multiple layers of hidden units and applied to
continuous data.
Furthermore, Zhang et al. proposed a mixed model named
as a supervision guided autoencoder (SUGAR)[45] which in-
cludes three components: main network, auxiliary network and
bridge. The main network is a sparsity-encouraging variant of
the autoencoder[20], that is the unsupervised autoencoder. The
auxiliary network is constructed by pairwise constraints, that is
the supervised learning. The two heterogeneous networks are
designed and each of which encodes either unsupervised or
supervised data structure respectively. The main network and
auxiliary network are connected by the bridge which is used to
enforce the correlation of the parameters. Comparing SUGAR
with supervised learning and supervised deep networks, it
has flexible utilization of supervised information and better
balances the numerical tractability.
For many practical applications, the researchers have pro-
posed various derivatives of RBM. Yu et al. proposed a
classification RBM[46] which is an effective classifier by
extending the Conditional Log Likelihood objective. Han et al.
proposed a circle convolutional restricted Boltzmann machine
(CCRBM)[47] for extracting local features from three dimen-
sional shapes, and it holds a new ring-like multi-layer structure
with an unsupervised three dimensional local feature learning.
As for analyzing unstructured events and group activities from
uncontrolled web videos, Zhao et al. proposed a relevance
restricted Boltzmann machine (ReRBM)[48] which extends
classic RBM by incorporating sparse Bayesian learning into
RBM and replacing binary hidden units by linear units. Gao
et al. proposed a centered convolutional restricted Boltzmann
machine (CCRBM)[49] for scene recognition. As for predict-
ing and modeling human behaviors in health social networks,
Phan et al. proposed a social restricted Boltzmann machine
(SRBM)[50], which incorporates environmental events, self-
motivation and explicit social influences together into hidden,
3historical and visible layers. Li et al. proposed a temperature
based restricted Boltzmann machine (TRBM)[51], which in-
troduces an essential temperature parameter to improve the
performance.
In the work of [52], Chen proposed a deep network structure
based on RBMs which is the most related to our work. Both
the work of [52] and our work aim to solve the similar
problems, e.g., how to obtain suitable features for clustering
by non-linear mapping and how to use pairwise constraints
during the learning process, but the model and the solution
are different. They use RBMs to initialize connection weights
with CD learning. Its learning process is still unsupervised
method, then the learned weights are used to incorporate
pairwise constraints in the feature space by maximum margin
techniques. However, our pcGRBM model is based on RBMs
with Gaussian visible units. Its learning process is no longer
unsupervised method, but guided by pairwise constraints.
There are many semi-supervised feature extraction methods
which are not based on RBM. Fan et al. proposed a novel
graph-based semi-supervised learning method which utilized
an effective and simple graph construction method to establish
the graph[53]. The method has an advantage of ensuring the
connectivity between pairwise data points. To recognize video
semantic, Luo et al. proposed an adaptive semi-supervised
feature learning method which incorporates a local structure
into joint feature selection for learning the optimal graph
simultaneously[54]. As for RNA-Seq data analysis, Liu et al.
proposed a semi-supervised feature extraction with the joint
L1,2-norm constraint (L21SFE), which constructs a Laplacian
matrix by using the labeled samples[55]. Dong et al. proposed
a novel semi-supervised SVM with extended hidden feature
(SSVM-EHF), which can address the negative impact issue of
some inaccurate labeled samples. Zhu and Zhang proposed a
semi-supervised dimensionality reduction algorithm by pair-
wise constraints between tensor images[56]. In the mixture
graph feature extraction, Yu et al. proposed a semi-supervised
dimensionality reduction (MGSSDR) with pairwise constraints
which can preserve the local structure and pairwise constraints
of samples in the subspace[57]. As for hyperspectral image
classification, Chen and Zhang proposed a semi-supervised di-
mensionality reduction framework, which is based on pairwise
constraints and sparse representation[58].
III. PRELIMINARIES
In this section, the background of the pairwise constraints,
RBM and Gaussian visible units is briefly summarized.
A. Pairwise Constraints
The priori knowledge of pairwise constraints is widely used
in supervised and semi-supervised learning[31], [59], [60].
There are two types of instance-level pairwise constraints: One
is cannot-link constraints CL = {(xi, xj)} and the other is
must-link constraints ML = {(xi, xj)}, where (xi, xj) ∈ CL
implies that xi and xj belong to different clusters, while
(xi, xj) ∈ ML implies that xi and xj belong to the same
cluster. The must-link and cannot-link constraints define an
instance-level relation of transitive binary. Consequently, two
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Fig. 1. Restricted Boltzmann Machine (RBM)
types of constraints may be derived from background knowl-
edge about data set or labeled data. In this paper, we select
labeled data from different groups randomly and ensure each
group has the same ratio of labeled data to be selected.
Then, the must-link constraints are produced by the selected
same group labeled data and the cannot-link constraints are
produced by the selected different group labeled data.
B. Restricted Boltzmann Machine
A RBM[1][2] is a two-layer network in which the first
layer consists of visible units, and the second layer consists
of hidden units. The symmetric undirected weights are used
to connect the visible and hidden layers. There is no interior-
layer connection with either the visible units or the hidden
units. A classic RBM model is shown in Fig. 1. An energy
function[61] of a joint configuration (v, h) between the visible
layer and the hidden layer is given by
E(v,h) = −
∑
i∈visible
aivi −
∑
j∈hidden
bjhj −
∑
i,j
vihjwij ,
(1)
where v = (v1, v2 · · · vn) and h = (h1, h2 · · ·hm) are the
visible and hidden vectors, ai and bj are their biases, n
and m are the dimension of visible layer and hidden layer,
respectively, wij is the connection weight matrix between the
visible layer and hidden layer. A probability distribution over
vectors v and h is defined as
p(v,h) =
1
Z
e−E(v,h), (2)
where Z is a “partition function” which is defined by summing
over all possible pairs of hidden layer and visible layer:
Z =
∑
v,h
e−E(v,h). (3)
By means of summing over all the units of the hidden
layer, the probability that the RBM assigns to the units of the
visible layer v is given by:
p(v) =
1
Z
∑
h
e−E(v,h). (4)
Given a randomly selected visible layer data v, the binary
feature of each hidden layer hj is equal to 1 with probability
p(hj = 1|v) = σ(bj +
∑
i
viwij), (5)
4where σ is the sigmoid function.
The partial derivative of the log probability of Eq. (4) with
respect to a weight is given by
∂ log p(v)
∂wij
= (< vihj >data − < vihj >model), (6)
where the angle brackets of < vihj >data and < vihj >model
are used to denote expectations of the distribution specified by
the subscript data and model, respectively. In the log prob-
ability, a very simple learning rule for performing stochastic
steepest ascent is given by:
∆wij = ε(< vihj >data − < vihj >model), (7)
where ε is a learning rate.
It is easy to obtain < vihj >data because there is no direct
connection among the hidden units. However, it is difficult
to get an unbiased sample of < vihj >model. Hinton[2]
proposed a faster learning algorithm with the CD learning and
the change of learning parameters are given by:
∆wij = ε(< vihj >data − < vihj >recon), (8)
∆ai = ε(< vi >data − < vi >recon), (9)
∆bj = ε(< hj >data − < hj >recon), (10)
where < vihj >recon can be computed efficiently than <
vihj >model.
C. Gaussian Visible Units
Original RBMs were developed by binary stochastic units
for the hidden and visible layers[2]. To deal with real-valued
data such as natural images, one solution is that the binary
visible units are replaced by linear units with independent
Gaussian noise, but the hidden units remain binary, which is
first suggested by Freund and Haussler in [62]. The negative
log probability is given by the following energy function:
− logp(v,h) = E(v,h) =∑
i∈visible
(vi − ai)2
2σ2i
−
∑
j∈hidden
bjhj −
∑
i,j
vi
σi
hjwij ,
(11)
where σi is the standard deviation of the Gaussian noise for
visible unit i.
The conditional probability of visible layer is
p(v|h) = N (
∑
hWT + a, σ2), (12)
where N (·) is a gaussian density with a mean
∑
hWT + a
and a variances σ2.
Given two divergences, CD1[3] learning is defined by:
CD1 = KL(p0||p∞)− KL(p1||p∞), (13)
where KL is Kullback-Leibler divergence[3], po is the data
distribution and p1 is the distribution of the data after running
the Markov chain for one step.
For each visible unit, it is easy to learn the variance of
the noise, but it is difficult to use CD1 because of tak-
ing long time[41][63]. Therefore, in many applications, it
is easy to normalise the data to have unit variance and
zero mean[41][64][65][66]. Then the reconstructed value of
Gaussian visible units is equal to its input from the binary
hidden units plus its bias.
IV. PCGRBM MODEL AND ITS LEARNING ALGORITHM
We first propose a pairwise constraints restricted Boltzmann
machine with Gaussian visible units (pcGRBM) model which
the binary visible units are replaced by noise-free linear units
and its learning procedure is guided by pairwise constraints.
Then we give exact inference of the pcGRBM optimization.
Finally, the corresponding learning algorithm is presented.
A. pcGRBM Model
Suppose that V = {v1, v2, · · · , vn} is a p-dimensional
original data set which has been normalized, H =
{h1, h2, · · · , hn} is a q−dimensional hidden code. The pair-
wise must-link constraints set of the reconstruction data is
defined by M = {(vs, vt)|vs, vt belong to the same class}
and a pairwise cannot-link constraints set of the reconstruction
data is given by C = {(vs, vt)|vs, vt belong to the different
classes}.
For training the parameters of the pcGRBM model, the first
objective is that how to maximize the log probability of RBM
with Gaussian visible units and the second objective is that
how to maximize the distance of all pairwise vectors which
come from the cannot-link set and minimize the distance
of all pairwise vectors which come from the must-link set
in the reconstructed visible layer. Because of using noise-
free reconstruction in the model, the reconstructed value of
a Gaussian visible linear unit is equal to its input from the
hidden units plus its bias. The objective function is given by
L(θ,V) =
−
λ
n
∑
vi∈V
logp(vi, θ) +
[(1− λ
NM
∑
M
‖v(1)s − vt
(1)‖2
−
1− λ
NC
∑
C
‖v(1)s − vt
(1)‖2
)]
,
(14)
where v
(1)
s and vt
(1) are the reconstructed values of visible
Gaussian linear layer, respectively. So, v
(1)
s = hsW
T + a and
vt
(1) = htW
T + a. Then the objective function has another
form:
L(θ,V) =
−
λ
n
∑
vi∈V
logp(vi, θ) +
[(1− λ
NM
∑
M
‖hsW
T − htW
T ‖2
−
1− λ
NC
∑
C
‖hsW
T − htW
T ‖2
)]
,
(15)
where θ = {a,b,W} are the model parameters, a is the visi-
ble biases matrix and b is the hidden biases matrix. λ ∈ (0, 1)
is a scale coefficient, NM and NC are the cardinalities of
the must-link pairwise constraints set M and the cannot-link
pairwise constraints set C, respectively, 1
n
n∑
i=1
logp(vi; θ) is the
average of the log-likelihood and ‖·‖2 is the square of 2-norm.
The learning problem of the pcGRBM model is to get
optimal or approximate optimal parameters θ, which minimize
the objective function L(θ,V), i.e.,
min{L(θ,V)}. (16)
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Fig. 2. The pcGRBM model by CD1 learning, where the pairwise constraints
of the reconstructed data between v
(1)
s and vt
(1) stem from the relationships
of the original data vs and vt.
B. pcGRBM Inference
For our first objective, we can use the gradient descent to
solve optimal problems, however, it is expensive to compute
the gradient of the log probability. Recently, Karakida et
al.[67] demonstrated that CD1 learning is simpler than ML
learning in RBMs with Gaussian linear units. Then, we apply
the CD1 learning method to obtain an approximation of the
log probability gradient. For our second objective, we use the
method of gradient descent to solve the optimization problem.
Next, the main work is that how to compute the gradient of
the following equation:
1− λ
NM
∑
M
‖(hs − ht)W
T ‖2 −
1− λ
NC
∑
C
‖(hs − ht)W
T ‖2.
(17)
Firstly, we assume that
JM (W) =
1
NM
∑
M
wwhsWT − htWTww2 (18)
and
JC(W) =
1
NC
∑
C
‖hsW
T − htW
T ‖2. (19)
Then, the gradient of the JM (W) is
∂JM (W)
∂wij
=
1
NM
∑
M
[
(hs − ht)W
T ∂W(hs − ht)
T
∂wij
+
∂(hs − ht)WT
∂wij
W(hs − ht)
T
]
(20)
and the gradient of the JC(W) is
∂JC(W)
∂wij
=
1
NC
∑
C
[
(hs − ht)W
T ∂W(hs − ht)
T
∂wij
+
∂(hs − ht)WT
∂wij
W(hs − ht)
T
]
.
(21)
In order to express concisely, we suppose that
h
′
= (hs1 − ht1, · · · , hsj − htj, · · · , hsq − htq), (22)
where hsk − htk = 0, k 6= j, j = 1, 2, · · · , q, and q is the
dimension of the hidden layer.
Then, the gradient of the JM (W) takes the form
∂JM (W)
∂wij
=
1
NM
∑
M
[
(hs − ht)W
T (h
′
)T + h
′
W(hs − ht)
T
]
.
(23)
Similarly, the gradient of the JC(W) takes the form
∂JC(W)
∂wij
=
1
NC
∑
C
[
(hs − ht)W
T (h
′
)T + h
′
W(hs − ht)
T
]
.
(24)
So, the gradient of the objective function is as follows.
▽wij =λε(< vihj >data − < vihj >recon)
+ (1− λ)(F
(M)
ij − F
(C)
ij ),
(25)
where F
(M)
ij =
1
NM
∑
M
[
(hs−ht)WT (h
′
)T+h
′
W(hs−ht)T
]
and F
(C)
ij =
1
NC
∑
C
[
(hs − ht)WT (h
′
)T + h
′
W(hs − ht)T
]
It is obvious that
∂JM (W)
∂ai
= 0, ∂JC(W)
∂ai
= 0, ∂JM (W)
∂bj
= 0
and
∂JC(W)
∂bj
= 0. So, in the pcGRBM model, we use Eq. (9)
and Eq. (10) to update the biases ai and bj .
Finally, the updating rulers of connection weights W of the
pcGRBM model takes the form
w
(τ+1)
ij =w
(τ)
ij + λε(< vihj >data − < vihj >recon)
+ (1 − λ)(F
(M)
ij − F
(C)
ij ).
(26)
C. pcGRBM Learning Algorithm
According to the above inference, the learning algorithm
for pcGRBM is summarized as follows.
Algorithm 1 Learning for pcGRBM
Input: ε is the learning rate;
V is a p-dimensional data set;
λ is a scale coefficient;
NM is the cardinality of the must-link pairwise
constraints set;
NC is the cardinality of the cannot-link pairwise
constraints set;
M is the must-link pairwise constraints set;
C is the must-link pairwise constraints set.
Output: θ = {a,b,W}, W is connection weights matrix, a
is visible biases matrix, b is hidden biases matrix.
Initializing ε, λ, NM , NC , W, a, b;
For each iteration do
For all hidden units j do
compute p(hj = 1|v) = σ(bj +
∑
i
viwij), where σ is
a sigmoid function;
sample hj ∈ {0, 1} from p(hj = 1|v) ;
End For
For all visible units i do
compute reconstructed value vi = ai +
∑
j
hjwij ;
End For
6TABLE I
SUMMARY OF THE DATA SETS.
No. Dataset classes Instances features
1 alph 3 814 892
2 alphabet 3 814 892
3 aquarium 3 922 892
4 bed 3 888 892
5 beer 3 870 892
6 beverage 3 873 892
7 breakfast 3 895 892
8 virus 3 871 899
9 webcam 3 790 899
10 weddi 3 883 899
11 wii 3 726 899
12 wing 3 856 899
compute the gradient of the
∂JM (W)
∂wij
by using Eq. (23);
compute the gradient of the
∂JC(W)
∂wij
by using Eq. (24);
update connection weights matrix W by using Eq. (26);
update visible biases matrix a by using Eq. (9);
update hidden biases matrix b by using Eq. (10);
End For
return W, a, b.
V. RESULTS AND DISCUSSION
In this section, we introduce the datasets, define the exper-
imental setup, and discuss experimental results.
A. DataSets
In the following experiments, we use the Microsoft Re-
search Asia Multimedia (MSRA-MM)[68] dataset which con-
tains two sub-datasets, e.g., a video dataset and an image
dataset. The image part contains 1,011,738 images and the
video part contains 23,517 videos. To evaluate our pcGRBM
model, we use two kinds of image datasets with different fea-
tures from image part of the MSRA-MM for our experiments.
The first kind of datasets have 892 features and the second kind
of datasets have 899 features. The summary of all datasets is
listed in Table I.
B. Experimental Setup
In our experiments, we use the incremental sampling
method to obtain pairwise constraints from 1% to 8% for all
semi-supervised algorithms and our pcGRBM model. The 10-
fold cross-validation strategy is used to test the performance of
clustering algorithms based on the pcGRBM model. To make
the comparisons of algorithms more reasonable, we use the
test data of cross-validation as the input of all unsupervised
clustering algorithms. The scale coefficient of pcGRBM model
is set to 0.7 (λ=0.7) and the learning rates of traditional RBM
and our pcGRBM model are set to 10−8 (ε = 10−8). The goal
of the experiments is to study the following aspects:
• Do the pairwise constraints guide the encoding procedure
of traditional RBM?
Training data
input
Hidden 
Features
Pairwise 
Constraints
(incremental
sampling)
output
labels
input
pcGRBM
K-means
(AP, SP)
Kmeans.pcgrbm (AP.pcgrbm, SP.pcgrbm)
W, a, b Test data
Sigmoid 
transformation
Fig. 3. Three structures of Kmeans.pcgrbm, AP.pcgrbm and SP.pcgrbm
clustering algorithms based on pcGRBM model where pairwise constraints
are derived from the incremental sampling procedure. The pcGRBM mode
is trained and tested by 10-fold cross-validation strategy. Nine subsamples of
each dataset are the training data, and the remaining one subsample is the test
data. The hidden features for testing are from the sigmoid transformation of
test data with the parameters of pcGRBM model (W,a,b).
• How do unsupervised clustering algorithms based on
pcGRBM model compare with these algorithms based
on traditional RBM?
• How do unsupervised clustering algorithms based on
pcGRBM model compare with their semi-supervised
clustering algorithms?
• How do semi-supervised clustering algorithms based
on pcGRBM model compare with their classic semi-
supervised clustering algorithms or unsupervised cluster-
ing algorithms based on pcGRBM model?
To verify the features of pcGRBM contain guiding information
whether or not, we use the output of pcGRBM as the input of
unsupervised clustering algorithm. The twelve different datsets
are used to train the pcGRBM model independently and each
dataset mappings a feature set, then we obtain 12 different
features for clustering task. In our experiments, we choose
K-means, AP, SP clustering algorithms as examples. Then,
we present three algorithms which based on pcGRBM model
for clustering tasks, termed as Kmeans.pcgrbm, AP.pcgrbm
and SP.pcgrbm. Their structures are shown in Fig. 3. The
different datasets as the input of pcGRBM, then we obtain
different semi-supervised features. All structures of clustering
algorithm in Fig. 3 are similar. The only difference is the clus-
tering method. Kmeans.pcgrbm, SP.pcgrbm and AP.pcgrbm all
use the same features of our pcGRBM model as the input
by K-means, SP and AP clustering algorithm, respectively.
Similarly, we also present three algorithms which are based
on traditional RBM with Gaussian visible units for clustering
tasks, called as Kmeans.grbm, AP.grbm and SP.grbm. In
fact, Kmeans.pcgrbm, AP.pcgrbm and SP.pcgrbm are semi-
supervised clustering algorithms with instance-level guiding of
pairwise constraints, but Kmeans.grbm, AP.grbm and SP.grbm
are unsupervised methods. It is natural to use the features of
our pcGRBM model as the input of semi-supervised clustering
algorithms (Cop-Kmeans, Semi-SP and Semi-AP), termed as
Cop-Kmeans.pcgrbm, Semi-AP.pcgrbm and Semi-SP.pcgrbm,
respectively.
Firstly, we compare the clustering performance of
the proposed algorithms (Kmeans.pcgrbm, AP.pcgrbm and
SP.pcgrbm) with original K-means, AP and SP clustering
7algorithms, respectively. Secondly, the proposed algorithms
are used to compare with Cop-Kmeans[31], Semi-SP[32]
and Semi-AP[33], respectively. Thirdly, we use unsupervised
algorithms that are Kmeans.grbm, AP.grbm and SP.grbm to
compare with the proposed algorithms. Finally, we compare
the clustering performance of the proposed algorithms with
Cop-Kmeans.pcgrbm, Semi-SP.pcgrbm and Semi-AP.pcgrbm,
respectively.
In order to obtain more meaningful results, we use 10-
fold cross-validation strategy to partition each dataset into 10
subsamples randomly. Nine subsamples of each dataset are
used to train our pcGRBM model, and the remaining one
subsample is the test data. The cross-validation process is
repeated 10 times. Each of the 10 subsamples is used exactly
once as the validation data. The hidden features for testing
come from the sigmoid transformation of the test data with
the parameters of pcGRBM model (W, a,b).
To evaluate the performance of the clustering algorithms,
we adopt three widely used metrics: clustering accuracy[69],
clustering purity[70] and Friedman Aligned Ranks test[71] as
the evaluation measures.
Give an instance xi, let si and ri be the true label and the
obtained cluster label, respectively. The clustering accuracy is
defined by:
accuracy =
∑
i=1
δ(si,map(ri))
n
, (27)
where n is the total number of instances, δ(x, y) equals to one
if x = y and zero otherwise, and map(ri) maps each cluster
label ri to the equivalent label from the data set.
Purity is a transparent external evaluation measure for
cluster quality and it measures the extent of each cluster
contained data points from primarily one class. The purity
of a clustering is given by
purity =
K∑
i=1
ni
n
P (si), P (si) =
1
ni
max
j
(nji ), (28)
where si is a particular cluster size of ni and n
j
i is the number
of the i-th input class assigned to the j-th cluster.
The Friedman Aligned Ranks test[71] is based on n data
sets and m algorithms of ranks. It is given by
T =
(G− 1)
[ G∑
j=1
R̂2.j − (GD
2/4)(GD + 1)2
]
{[GD(GD + 1)(2GD + 1)]/6]} − (1/G)
D∑
i=1
R̂2i.
,
(29)
where R̂i. is the rank sum of the jth algorithm, R̂.j is the
rank sum of the ith data set, D is the number of data set and
G is the number of algorithm.
C. Results
1) The pcGRBM for Clustering VS Unsupervised
Algorithms: In this section, we compare unsupervised
clustering of K-means, SP and AP with Kmeans.pcgrbm,
SP.pcgrbm and AP.pcgrbm which are based on the pcGRBM
by evaluation of accuracy, rank and purity. In Table II and
Table IV, the average accuracies of K-means, SP and AP
algorithms are 46.57%, 43.18% and 46.61%, respectively,
but the average accuracies of Kmeans.pcgrbm, SP.pcgrbm
and AP.pcgrbm algorithms raise to 50.03%, 50.91% and
48.43%, respectively. In Table III ant Table VI, the average
purities of K-means, SP and AP algorithms are 0.7733,
0.7709 and 0.7705, respectively, but the average purities
of Kmeans.pcgrbm, SP.pcgrbm and AP.pcgrbm algorithms
raise to 0.7885, 0.8106 and 0.7866, respectively. A greater
accuracy and purity indicates a better algorithm. As a whole,
it is obvious that the performances of clustering algorithms
based on the pcGRBM model are better than the original
unsupervised clustering.
2) The pcGRBM VS RBM with Gaussian Visible Units
for Clustering: The pcGRBM and RBM with Gaussian
visible have ability to extract features, however, which one
shows better performance for clustering tasks? In order to
compare the representation capability between the pcGRBM
and RBM without any guiding of pairwise constraints, we
design a structure of clustering algorithm in which the
features of RBM with Gaussian visible units are used as
the input of unsupervised clustering. In our experiments,
we use three clustering algorithms based on this structure
which are termed as Kmeans.grbm, SP.grbm and AP.grbm
algorithms to compare with Kmeans.pcgrbm, SP.pcgrbm and
AP.pcgrbm, respectively. In Table II, the average accuracies of
kmeans.grbm, SP.grbm and AP.grbm algorithms are 46.31%,
42.77% and 47.80%, respectively, however, Kmeans.pcgrbm,
SP.pcgrbm and AP.pcgrbm algorithms raise the average
accuracies by 3.72%, 8.14% and 0.63%, respectively. Table
III shows the average purities of kmeans.grbm, SP.grbm
and AP.grbm. The values are 0.7747, 0.8013 and 0.7718,
respectively. As a whole, it is obvious that the pcGRBM is
better than RBM for clustering from all above results.
3) The pcGRBM for Clustering VS Semi-supervised Algo-
rithms: In this section, we make further comparison among
semi-supervised clustering of Cop-kmeans, Semi-SP and
Semi-AP with Kmeans.pcgrbm, SP.pcgrbm and AP.pcgrbm by
evaluation of accuracy, rank and purity. In Table IV, the av-
erage accuracies of Cop-kmeans, Semi-SP and Semi-AP with
Kmeans.pcgrbm algorithms are 46.93%, 42.83% and 46.97%,
respectively. But the average accuracies of Kmeans.pcgrbm,
SP.pcgrbm and AP.pcgrbm algorithms raise to 50.03%, 50.91%
and 48.43%, respectively. In Table V, the average ranks of
Cop-kmeans, Semi-SP and Semi-AP algorithms are 60.8333,
92.7500 and 62.0000, respectively, however, the average ranks
of Kmeans.pcgrbm, SP.pcgrbm and AP.pcgrbm algorithms
are 28.1667, 26.4167 and 45.4167, respectively. The smaller
the rank value means the better the algorithm. The average
purities of Cop-kmeans, Semi-SP and Semi-AP algorithms
are shown in Table VI. Their values are 0.7826, 0.8018 and
0.7824, respectively. From all above results, the performances
of algorithms based on the pcGRBM model for clustering are
better than the semi-supervised clustering.
More detailed and intuitive comparisons about accuracy
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Fig. 4. Cop-Kmeans, Cop-Kmeans.pcgrbm and Kmeans.pcgrbm results with an increasing percentage of pairwise constraints (PC) from 1% to 8% in steps
of 1% by the incremental sampling method.
of each data set between semi-supervised algorithms and
clustering algorithms based on pcGRBM model are shown in
Fig. 4, Fig. 5 and Fig. 6. We plot the experimental results
with the increasing percentage of pairwise constraints which
ranges from 1% to 8% in steps of 1% for Cop-Kmeans
and Kmeans.pcgrbm in Fig. 4, Semi-SP and SP.pcgrbm in
Fig. 5 and Semi-AP and AP.pcgrbm in Fig. 6, respectively.
For most of these data sets, the performance of algorithms
based on the pcGRBM model are better than semi-supervised
algorithms. We plot the average accuracy of all data sets of
Cop-Kmeans, Semi-SP, Semi-AP, Cop-Kmeans.pcgrbm, Semi-
SP.pcgrbm and Semi-AP.pcgrbm algorithms with an increasing
percentage of pairwise constraints (PC) from 1% to 8% in
steps of 1% by the incremental sampling method in Fig. 7. As
a whole, the clustering algorithms based on pcGRBM model
perform better than semi-supervised algorithms.
4) The Features of the pcGRBM for Semi-supervised
Clustering: In Table IV, we can see that the average
accuracies of Cop-Kmeans.pcgrbm, Semi-SP.pcgrbm and
Semi-AP.pcgrbm are 0.4935, 0.4348 and 0.4804, respectively.
As show in 4, Semi-SP.pcgrbm algorithm is better than
Semi-SP algorithm, but worse than SP.pcgrbm. Similarly,
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Fig. 5. Semi-SP, Semi-SP.pcgrbm and SP.pcgrbm results with an increasing percentage of pairwise constraints (PC) from 1% to 8% in steps of 1% by the
incremental sampling method.
Semi-AP.pcgrbm algorithm is better than Semi-AP algorithm,
but worse than AP.pcgrbm. In Table VI, the purity of
Cop-Kmeans.pcgrbm, Semi-SP.pcgrbm and Semi-AP.pcgrbm
algorithms are 0.7866, 0.8025 and 0.7835, respectively. They
are worse than Kmeans.pcgrbm, SP.pcgrbm and AP.pcgrbm,
respectively. The average rank of Cop-Kmeans.pcgrbm, Semi-
SP.pcgrbm and Semi-AP.pcgrbm algorithms are 36.1667,
89.0833 and 49.6667. We plot the average accuracy of
all data sets of Cop-Kmeans.pcgrbm, Semi-SP.pcgrbm and
Semi-AP.pcgrbm algorithms with an increasing percentage
of pairwise constraints (PC) from 1% to 8% in steps of
1% by the incremental sampling method in Fig. 7. As
a whole, the Cop-Kmeans.pcgrbm, Semi-SP.pcgrbm and
Semi-AP.pcgrbm algorithms are better than Cop-kmeans,
Semi-SP and Semi-AP algorithm, respectively, but worse
than Kmeans.pcgrbm, SP.pcgrbm and AP.pcgrbm algorithms,
respectively. Therefore, pairwise constraints may influence
our pcGRBM model both positively and negatively since
the constraints are “soft”. Meanwhile, the same pairwise
constraints also may influence semi-supervised clustering
algorithms, both positively and negatively.
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Fig. 6. Semi-AP, Semi-AP.pcgrbm and AP.pcgrbm results with an increasing percentage of pairwise constraints (PC) from 1% to 8% in steps of 1% by the
incremental sampling method.
5) The Rank and Friedman Aligned Ranks Test: Nine
algorithms are compared with twelve data sets by means of
the Friedman Aligned test. We check whether the measured
sum of the ranks is significantly different from the average
value of the total ranks R̂j = 654 expected under the null
hypothesis:
∑k
j=1 R̂
2
.,j = 4523296,
∑k
j=1 R̂
2
i,. = 2908948 and
T = 52.5741. T is the chi-square distribution with 8 degrees
of freedom because we use nine algorithms and twelve
data sets. For one tailed test, the p-value is 0.000000002
which is computed by χ2(8) distribution and the p-value is
0.000000004 for two-tailed test. Then, the null hypothesis is
rejected at a high level significance. The experimental results
of algorithms are significantly different because the p-values
are far less than 0.05.
6) Time Complexity: The time complexity of the proposed
pcGRBM model is O(TNM), where T is the number
of iterations, N is the number of visible units and M
is the number of hidden units. As we know, the time
complexities of K-means, SP and AP are O(nkt), O(n3) and
O(n3), respectively. n is the number of instance, k is the
number of the cluster and t is the number of iterations of
11
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Fig. 7. The average accuracy of all data sets of Cop-Kmeans, Semi-SP, Semi-AP, Cop-Kmeans.pcgrbm, Semi-SP.pcgrbm, Semi-AP.pcgrbm, Kmeans.pcgbrm,
SP.pcgrbm and AP.pcgrbm algorithms with an increasing percentage of pairwise constraints (PC) from 1% to 8% in steps of 1% by the incremental sampling
method.
K-means algorithm. We use the same hidden features of our
pcGRBM model as the input of K-means.pcgrbm, SP.pcgrbm
and AP.pcgrm algorithms. So, their time complexities are
O(TNM + nkt), O(TNM + n3) and O(TNM + n3),
respectively.
VI. CONCLUSIONS
In this paper, we proposed a novel pcGRBM model. Its
learning procedure is guided by the pairwise constraints and
its encoding process is conducted under guidance. Then,
some pairwise hidden features of pcGRBM flock together
and another part of them are separated by the guidances.
In the process of learning pcGRBM, CD learning is used
to approximate ML learning and pairwise constraints are
iterated transitions between visible and hidden units. Then,
the background of pairwise constraints are encoded in hidden
layer features of pcGRBM. In order to testify the avail-
ability of pcGRBM, the features of the hidden layer of
the pcGRBM are used as input ‘data’ for clustering tasks.
The experimental results showed that the performance of the
Kmeans.pcgrbm, SP.pcgrbm and AP.pcgrbm algorithms which
are based on pcGRBM for clustering tasks are better than
their classic unsupervised clustering algorithms (K-means, SP,
AP, Kmeans.grbm, SP.grbm and AP.grbm), semi-supervised
clustering algorithms (Cop-kmeans, Semi-SP, Semi-AP) and
even better than semi-supervised clustering based on pc-
GRBM model (Cop-Kmeans.pcgrbm, Semi-SP.pcgrbm and
Semi-AP.pcgrbm). We use 10-fold cross-validation strategy to
train and test pcGRBM model. From the results we obtain that
the incremental sampling shows excellent performance in the
process of generating pairwise constraints.
There are several interesting questions in our future studies.
For example, how to design deep networks based on the
pcGRBM. How to strengthen pairwise constraints information
when the layer of the deep network becomes deeper and
deeper. How many dimensions in the hidden layer can enhance
the performance for clustering. How to compare the perfor-
mance with other semi-supervised feature extraction methods
which are not based on RBM.
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VIII. APPENDIX
In the following, the accuracy and purity results of un-
supervised algorithms are shown in Table II and Table III,
respectively. The accuracy, purity and rank results of cluster-
ing algorithms with pairwise constraints (8%) are shown in
Table IV, Table V and Table VI, respectively. The results of
clustering algorithms with pairwise constraints (from 1% to
7%) are shown in the supplementary materials.
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AP.PCGRBM ALGORITHMS WITH PAIRWISE CONSTRAINTS (8%).
Dataset Cop-Kmeans Semi-SP Semi-AP Cop-Kmeans.pcgrbm Semi-SP.pcgrbm Semi-AP.pcgrbm Kmeans.pcgrbm SP.pcgrbm AP.pcgrbm Total
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wii 0.7204 0.8399 0.7249 0.7225 0.8383 0.7059 0.7210 0.7633 0.7208
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[12] S. Elfwing, E. Uchibe, and K. Doya, “Expected energy-based restricted
boltzmann machine for classification,” Neural Networks, vol. 64, pp.
29–38, 2015.
[13] Y. Bengio, A. Courville, and P. Vincent, “Representation learning: A
review and new perspectives,” IEEE Transactions on Pattern Analysis
and Machine Intelligence, vol. 35, no. 8, pp. 1798–1828, 2013.
[14] Y. W. Teh and G. E. Hinton, “Rate-coded restricted boltzmann machines
for face recognition,” Advances in Neural Information Processing Sys-
tems, pp. 908–914, 2001.
[15] P. Vincent, H. Larochelle, I. Lajoie, Y. Bengio, and P.-A. Manzagol,
“Stacked denoising autoencoders: Learning useful representations in a
deep network with a local denoising criterion,” The Journal of Machine
Learning Research, vol. 11, pp. 3371–3408, 2010.
[16] G. E. Hinton and R. R. Salakhutdinov, “Replicated softmax: an undi-
rected topic model,” in Advances in Neural Information Processing
Systems, 2009, pp. 1607–1614.
[17] A. Graves, A.-r. Mohamed, and G. Hinton, “Speech recognition with
deep recurrent neural networks,” in Acoustics, Speech and Signal Pro-
cessing (ICASSP), 2013 IEEE International Conference on. IEEE,
2013, pp. 6645–6649.
[18] R. Sarikaya, G. E. Hinton, and A. Deoras, “Application of deep
belief networks for natural language understanding,” Audio, Speech, and
Language Processing, IEEE/ACM Transactions on, vol. 22, no. 4, pp.
778–784, 2014.
[19] S. Nie, Z. Wang, and Q. Ji, “A generative restricted boltzmann machine
based method for high-dimensional motion data modeling,” Computer
Vision and Image Understanding, vol. 136(C), pp. 14–22, 2015.
[20] G. E. Hinton and R. R. Salakhutdinov, “Reducing the dimensionality of
data with neural networks,” Science, vol. 313, no. 5786, pp. 504–507,
2006.
[21] T. Nakashika, T. Takiguchi, and Y. Ariki, “Voice conversion using rnn
pre-trained by recurrent temporal restricted boltzmann machines,” Audio,
Speech, and Language Processing, IEEE/ACM Transactions on, vol. 23,
no. 3, pp. 580–587, 2015.
[22] X. Yang, Q. Chen, S. Zhou, and X. Wang, “Deep belief networks for
automatic music genre classification,” in Twelfth Annual Conference of
the International Speech Communication Association, vol. 8, no. 11,
2011, pp. 13–16.
[23] M. Yuan, H. Tang, and H. Li, “Real-time keypoint recognition using
restricted boltzmann machine,” Neural Networks and Learning Systems,
IEEE Transactions on, vol. 25, no. 11, pp. 2119–2126, 2014.
[24] L. Nie, A. Kumar, and S. Zhan, “Periocular recognition using unsu-
pervised convolutional rbm feature learning,” in Pattern Recognition
(ICPR), 2014 22nd International Conference on. IEEE, 2014, pp. 399–
404.
[25] T. Kuremoto, S. Kimura, K. Kobayashi, and M. Obayashi, “Time series
forecasting using restricted boltzmann machine,” in Proceedings of the
8th International Conference on Intelligent Computing (ICIC 2012), vol.
304, 2012, pp. 17–22.
[26] T. Hirata, T. Kuremoto, M. Obayashi, S. Mabu, and K. Kobayashi, “Time
series prediction using dbn and arima,” in International Conference on
Computer Application Technologies, 2016, pp. 24–29.
[27] T. Kuremoto, S. Kimura, K. Kobayashi, and M. Obayashi, “Time
series forecasting using a deep belief network with restricted boltzmann
machines,” Neurocomputing, vol. 137, no. 15, pp. 47–56, 2014.
[28] S. Lloyd, “Least squares quantization in pcm,” IEEE Transactions on
Information Theory, vol. 28, no. 2, pp. 129–137, 1982.
[29] A. Y. Ng, M. I. Jordan, Y. Weiss et al., “On spectral clustering: Analysis
and an algorithm,” Advances in Neural Information Processing Systems,
vol. 2, pp. 849–856, 2002.
[30] B. J. Frey and D. Dueck, “Clustering by passing messages between data
points,” Science, vol. 315, no. 5814, pp. 972–976, 2007.
[31] K. Wagstaff, C. Cardie, S. Rogers, S. Schro¨dl et al., “Constrained k-
means clustering with background knowledge,” in ICML, vol. 1, 2001,
pp. 577–584.
[32] S. S. Rangapuram and M. Hein, “Constrained 1-spectral clustering,”
arXiv preprint arXiv:1505.06485, 2015.
[33] X. Yu and J. Yu, “Semi-supervised clustering based on affinity propa-
gation algorithm,” Journal of Software, vol. 19, no. 11, pp. 2803–2813,
2008.
[34] S. Osindero and G. E. Hinton, “Modeling image patches with a directed
hierarchy of markov random fields,” in Advances in Neural Information
Processing Systems, 2008, pp. 1121–1128.
[35] J. M. Tomczak, “Learning informative features from restricted boltz-
mann machines,” Neural Processing Letters, vol. 44, no. 3, pp. 1–16,
2015.
[36] J. Zhang, S. Ding, N. Zhang, and Z. Shi, “Incremental extreme learning
machine based on deep feature embedded,” International Journal of
Machine Learning and Cybernetics, vol. 7, no. 1, pp. 111–120, 2016.
[37] I. Sutskever and G. E. Hinton, “Learning multilevel distributed repre-
sentations for high-dimensional sequences,” in International Conference
on Artificial Intelligence and Statistics, 2007, pp. 548–555.
[38] I. Sutskever, G. E. Hinton, and G. W. Taylor, “The recurrent temporal
restricted boltzmann machine,” in Advances in Neural Information
Processing Systems, 2009, pp. 1601–1608.
[39] A. Courville, G. Desjardins, J. Bergstra, and Y. Bengio, “The spike-and-
slab rbm and extensions to discrete and sparse data distributions,” Pattern
Analysis and Machine Intelligence, IEEE Transactions on, vol. 36, no. 9,
pp. 1874–1887, 2014.
[40] C. Chen, C. Y. Zhang, L. Chen, and M. Gan, “Fuzzy restricted boltzmann
machine for the enhancement of deep learning,” IEEE Transactions on
Fuzzy Systems, vol. 23, no. 6, pp. 2163–2173, 2015.
[41] A. Krizhevsky and G. Hinton, “Learning multiple layers of features from
tiny images,” 2009.
[42] K. Cho, A. Ilin, and T. Raiko, “Improved learning of gaussian-bernoulli
restricted boltzmann machines,” in Artificial Neural Networks and Ma-
chine Learning–ICANN 2011. Springer, 2011, pp. 10–17.
[43] K. H. Cho, T. Raiko, and A. Ilin, “Gaussian-bernoulli deep boltzmann
machine,” in Neural Networks (IJCNN), The 2013 International Joint
Conference on. IEEE, 2013, pp. 1–7.
[44] G. W. Taylor, G. E. Hinton, and S. T. Roweis, “Two distributed-state
models for generating high-dimensional time series,” The Journal of
Machine Learning Research, vol. 12, pp. 1025–1068, 2011.
[45] J. Zhang, G. Tian, Y. Mu, and W. Fan, “Supervised deep learning
with auxiliary networks,” in Proceedings of the 20th ACM SIGKDD
international conference on Knowledge discovery and data mining.
ACM, 2014, pp. 353–361.
[46] Q. Yu, Y. Hou, X. Zhao, and G. Cheng, “Re´nyi divergence based gener-
alization for learning of classification restricted boltzmann machines,” in
Data Mining Workshop (ICDMW), 2014 IEEE International Conference
on. IEEE, 2014, pp. 692–697.
[47] Z. Han, Z. Liu, J. Han, C.-M. Vong, S. Bu, and X. Li, “Unsupervised
3d local feature learning by circle convolutional restricted boltzmann
14
machine,” IEEE Transactions on Image Processing, vol. 25, no. 11, pp.
5331–5344, 2016.
[48] F. Zhao, Y. Huang, L. Wang, T. Xiang, and T. Tan, “Learning relevance
restricted boltzmann machine for unstructured group activity and event
understanding,” International Journal of Computer Vision, pp. 1–17,
2016.
[49] J. Gao, J. Yang, G. Wang, and M. Li, “A novel feature extraction
method for scene recognition based on centered convolutional restricted
boltzmann machines,” Neurocomputing, vol. 11, no. 2, pp. p14–19, 2016.
[50] N. Phan, D. Dou, B. Piniewski, and D. Kil, “Social restricted boltzmann
machine: Human behavior prediction in health social networks,” in 2015
IEEE/ACM International Conference on Advances in Social Networks
Analysis and Mining (ASONAM). IEEE, 2015, pp. 424–431.
[51] G. Li, L. Deng, Y. Xu, C. Wen, W. Wang, J. Pei, and L. Shi,
“Temperature based restricted boltzmann machines.” Scientific Reports,
vol. 6, p. 19133, 2016.
[52] G. Chen, “Deep transductive semi-supervised maximum margin cluster-
ing,” arXiv preprint arXiv:1501.06237, 2015.
[53] M. Fan, X. Zhang, L. Du, L. Chen, and D. Tao, “Semi-supervised
learning through label propagation on geodesics,” IEEE Transactions
on Cybernetics, vol. PP, no. 99, pp. 1–14.
[54] M. Luo, X. Chang, L. Nie, Y. Yang, A. G. Hauptmann, and Q. Zheng,
“An adaptive semisupervised feature analysis for video semantic recog-
nition.” IEEE Transactions on Cybernetics, vol. PP, no. 99, pp. 1–13,
2017.
[55] J. X. Liu, D. Wang, Y. L. Gao, C. H. Zheng, J. L. Shang, F. Liu,
and Y. Xu, “A joint-l 2,1 -norm-constraint-based semi-supervised feature
extraction for rna-seq data analysis,” Neurocomputing, 2016.
[56] F. M. Zhu and D. Q. Zhang, “Semi-supervised dimensionality reduction
algorithm of tensor image,” Pattern Recognition and Artificial Intelli-
gence, vol. 6822, no. 4, pp. 11–393, 2009.
[57] G. X. Yu, H. Peng, J. Wei, and Q. L. Ma, “Mixture graph based semi-
supervised dimensionality reduction,” Pattern Recognition and Image
Analysis, vol. 20, no. 4, pp. 536–541, 2010.
[58] S. Chen and D. Zhang, “Semisupervised dimensionality reduction with
pairwise constraints for hyperspectral image classification,” IEEE Geo-
science and Remote Sensing Letters, vol. 8, no. 2, pp. 369–373, 2011.
[59] D. Zhang, S. Chen, Z.-H. Zhou, and Q. Yang, “Constraint projections
for ensemble learning.” in AAAI, 2008, pp. 758–763.
[60] D. Zhang, S. Chen, and Z. H. Zhou, “Constraint score: A new filter
method for feature selection with pairwise constraints,” Pattern Recog-
nition, vol. 41, no. 5, pp. 1440–1451, 2008.
[61] J. J. Hopfield, “Neural networks and physical systems with emergent
collective computational abilities,” Proceedings of the National Academy
of Sciences, vol. 79, no. 8, pp. 2554–2558, 1982.
[62] Y. Freund and D. Haussler, Unsupervised learning of distributions
of binary vectors using two layer networks. Computer Research
Laboratory [University of California, Santa Cruz], 1994.
[63] A. Krizhevsky and G. Hinton, “Convolutional deep belief networks on
cifar-10,” Unpublished manuscript, vol. 40, 2010.
[64] R. Salakhutdinov, “Learning deep generative models,” Ph.D. dissertation,
University of Toronto, 2009.
[65] G. Hinton, “A practical guide to training restricted boltzmann machines,”
Momentum, vol. 9, no. 1, p. 926, 2010.
[66] V. Nair and G. E. Hinton, “Rectified linear units improve restricted boltz-
mann machines,” in Proceedings of the 27th International Conference
on Machine Learning (ICML-10), 2010, pp. 807–814.
[67] R. Karakida, M. Okada, and S. I. Amari, “Dynamical analysis of
contrastive divergence learning: Restricted boltzmann machines with
gaussian visible units.” Neural Networks the Official Journal of the
International Neural Network Society, vol. 79, no. C, pp. 78–87, 2016.
[68] H. Li, M. Wang, and X.-S. Hua, “Msra-mm 2.0: A large-scale web
multimedia dataset,” in Data Mining Workshops, 2009. ICDMW’09.
IEEE International Conference on. IEEE, 2009, pp. 164–169.
[69] D. Cai, X. He, and J. Han, “Document clustering using locality preserv-
ing indexing,” IEEE Transactions on Knowledge and Data Engineering,
vol. 17, no. 12, pp. 1624–1637, 2005.
[70] C. Ding, T. Li, W. Peng, and H. Park, “Orthogonal nonnegative matrix t-
factorizations for clustering,” in Proceedings of the 12th ACM SIGKDD
international conference on Knowledge discovery and data mining.
ACM, 2006, pp. 126–135.
[71] S. Garcı´a, A. Ferna´ndez, J. Luengo, and F. Herrera, “Advanced non-
parametric tests for multiple comparisons in the design of experiments
in computational intelligence and data mining: Experimental analysis of
power,” Information Sciences, vol. 180, no. 10, pp. 2044–2064, 2010.
Jielei Chu received the B.S. degree from Southwest
Jiaotong University, Chengdu, China in 2008, and
is currently working toward the Ph.D. degree at
Southwest Jiaotong University. His research interests
are machine learning, data mining, semi-supervised
learning and ensemble learning.
Hongjun Wang received his Ph.D. degree in com-
puter science from Sichuan University of China in
2009. He is currently Associate Professor of the Key
Lab of Cloud Computing and Intelligent Techniques
in Southwest Jiaotong University. His research inter-
ests are machine learning, data mining and ensemble
learning. He published over 30 research papers in
journals and conferences and he is a member of
ACM and CCF. He has been a reviewer for several
academic journals.
Meng Hua received his Ph.D. degree in Mathemat-
ics from Sichuan University of China in 2010. His
research interests include belief revision, reasoning
with uncertainty, machine learning, general topol-
ogy.
 
Peng Jin received his BS, MS and Ph.D. in Comput-
ing Science from the Zhongyuan University of Tech-
nology, Nanjing University of Science and Technol-
ogy, Peking University, respectively. From October
2007 to April 2008, he was a visiting student at
the Department of Informatics, University of Sussex
(Funded by China Scholarship Council); from Au-
gust 2014 to February 2015, he is a visiting research
fellow at the Department of Informatics, University
of Sussex. Now, he is a professor of Leshan Normal
University. His research interests include natural
language processing, information retrieval and machine learning.
Tianrui Li (SM’11) received the B.S., M.S., and
Ph.D. degrees in traffic information processing
and control from Southwest Jiaotong University,
Chengdu, China, in 1992, 1995, and 2002, respec-
tively. He was a Post-Doctoral Researcher with
Belgian Nuclear Research Centre, Mol, Belgium,
from 2005 to 2006, and a Visiting Professor with
Hasselt University, Hasselt, Belgium, in 2008; Uni-
versity of Technology, Sydney, Australia, in 2009;
and University of Regina, Regina, Canada, in 2014.
He is currently a Professor and the Director of the
Key Laboratory of Cloud Computing and Intelligent Techniques, Southwest
Jiaotong University. He has authored or co-authored over 150 research papers
in refereed journals and conferences. His research interests include big data,
cloud computing, data mining, granular computing, and rough sets. Dr. Li is
a fellow of the International Rough Set Society.
