The paper is devoted to the study of LlogL inequalities and other related bounds for two classical operators on the real line: the truncated Hilbert transform and the segment multiplier. Using duality, these estimates are deduced from corresponding sharp exponential-type bounds, the proofs of which rest on the construction of appropriate harmonic functions on the strip [−1, 1] × R and transference-type arguments.
Introduction
Our motivation comes from the question concerning logarithmic estimates for some classical Fourier multipliers on the real line. However, to introduce the background and indicate the connections with other celebrated results from the literature, we start with the periodic setting. Suppose that f (ζ) = n∈Zf (n)ζ n is a complex-valued integrable function dened on the unit circle T = {ζ ∈ C : |ζ| = 1}. Here the symbol f (n) = 1 2π π −π f (e iθ )e −inθ dθ denotes the n-th Fourier coecient of f . For a given p ≥ 1, let H p (T, C), the Hardy space, consist of all f ∈ L p (T, C) satisfyingf (n) = 0 for n < 0. Then H p (T, C) is a closed subspace of L p (T, C) and can be identied with the class of analytic functions on the unit disc D. The Riesz projection (or analytic projection) P T + : L p (T, C) → H p (T, C), is the operator given by the formula
(n)ζ n , ζ ∈ T.
Keywords: Hilbert transform; truncated Hilbert transform; segment multiplier; LlogL inequality; best constants MSC2000: 42B10, 31H05. The complementary operator P T − = I − P T + is called the co-analytic projection. These two operators are strictly connected to another classical object, the Hilbert transform (conjugate function) on the unit circle, which is dened by
Here sgn(n) = n/|n| for n = 0 and sgn(0) = 0. An alternative denition of H T is by the use of the singular integral
A fundamental result of M. Riesz [20] asserts that the operator P T + (equivalently, the Hilbert transform H T ) is bounded on L p (T, C) for 1 < p < ∞. The question about the precise value of the norms of these operators has gathered a lot of interest in the literature. Gohberg and Krupnik [9] determined the norm of the Hilbert transform for p = 2 k , k = 1, 2, . . .. Namely, we have ||H T || L p (T,C)→L p (T,C) = cot(π/(2p)).
For the remaining p's, the norms of H T acting on real L p spaces were found by Pichorides [19] and, independently, by Cole (unpublished; consult Gamelin [8] ):
where p * = max{p, p/(p − 1)}. See also Essén [5] and Verbitsky [22] . These norms do not change while passing to the complex L p spaces (see e.g. Peªczy«ski [18] ):
||H T || L p (T,C)→L p (T,C) = cot(π/(2p * )), 1 < p < ∞.
For the Riesz projection, Hollenbeck and Verbitsky [12] (see also [13] ) proved that
The above facts have their non-periodic counterparts. For a given f : R → C, let
denote the Fourier transform of f . Then the non-periodic analytic and co-analytic projections P R + , P R − , and Hilbert transform H R on the line are given by
Using the standard argument known as blowing up the circle, which is due to Zygmund ([23] , Chapter XVI, Theorem 3.8), it can be shown that the corresponding L p norms of these operators are the same as in the periodic setting.
We will be interested in related Fourier multipliers on the line: the so-called trun- 
The action of these operators on L p spaces were studied by De Carli and Laeng in [3] and [4] . One can nd there the proofs of the identities
for 1 < p < ∞; moreover, it was shown that the norms are the same on complex L p spaces. We will be interested in obtaining an appropriate version of this result for 
where K > 0 is a xed number). There is a question about a constant L = L Ψ depending only on Ψ such that for any Borel function f : R → C and any set A ⊂ R,
Analogous problem can be posed for S [a,b] . As with any inequality of this type, the following two questions can be asked: Throughout, C will be the class of all convex and strictly increasing functions
Examples: Φ(t) = t p for p ≥ 2; Φ(t) = e t − 1 − t. Next, C * will stand for the dual of C in the sense of Cramer transform. That is, Ψ : [0, ∞) → [0, ∞) belongs to C * if and only if there is Φ ∈ C such that
The main results of the paper can be stated as follows. Theorem 1.1 Let r > 0 be xed and Ψ = Φ * be a given element of C * . Then for any Borel function f : R → 2 C and any Borel subset A of R we have
where
For any r and Ψ, the constant C(Φ) is the best possible. 
where C(Φ) is given by (5) .
A few remarks are in order. First, we do not know whether the constant C(Φ) in (6) is the best possible, but we will present some lower bounds for this constant in Section 4 below. Next, straightforward limiting arguments (put b = 0 and let a → −∞, or put a = 0 and let b → ∞, and use Fatou's lemma) imply that (6) holds for the operators P R ± as well. The nal remark concerns some exemplary choices for Ψ: (i) We start with the natural choice Ψ(t) = t log + t. Unfortunately, this function is not in C * ; in fact, neither of the inequalities (4), (6) holds with some nite C. Indeed, otherwise H r or S [a,b] would send functions bounded by 1 to bounded functions, which is false (because it is not true for H R and P R ± ).
(ii) One of the right choices for the LlogL functions is given by the formula Ψ(x) = K((x + 1) log(x + 1) − x) for a xed K > 0. Then Ψ = Φ * , where Φ ∈ C is dened by
and, directly from (5), we see that C(Φ) < ∞ if and only if K > 2/π.
(iii) There is a dierent choice for a LlogL function. If we pick K > 0 and put Φ(t) = K(cosh(t/K) − 1), then some straightforward computations give
and, as previously, C(Φ) < ∞ if and only if K > 2/π.
(iv) Lastly, we mention here another application of the above results. Let Ψ(t) = t p be a power function, 1 < p ≤ 2. Then Ψ = Φ * , where Φ(t) = t q , 2 ≤ q < ∞, and the bounds (4), (6) lead to weak-type estimates for H r and S [a,b] . To see this, apply (4) to cf (where c is a given positive parameter) and optimize over c to get
It remains to note that the left-hand side denes a norm on the space L p,∞ (cf. [11] ).
We would like to point out here that various versions of (4) and (6) concerning
Hilbert transform and (co-)analytic projection, as well as other related operators, have been studied in depth in the literature. We refer the interested reader to the papers by Bennett [1] , Essén, Shea and Stanton [6] , [7] , Laeng [14] , O'Neil and Weiss [15] , the author [16] , [17] , Pichorides [19] , Zygmund [23] and references therein.
A few words about our approach and the organization of the paper. The key object is a family of certain special harmonic functions on the strip [−1, 1] × R. These functions enable us to establish a novel Φ-estimate for the Hilbert transform when restricted to bounded functions. This inequality is proved in Section 2. In Section 3 we combine this bound with some duality arguments to deduce the estimates of Theorems 1.1 and 1.2. The nal part of the paper is devoted to the sharpness: we provide lower bounds for the constants C(Φ) in (4) and (6).
Sharp Φ-estimates for the Hilbert transform
We start this section with a well-known fact from complex analysis (see e.g. Theorem 4.13 in [21] ), which will be needed in our further considerations.
C , we dene the conjugation by z = (z 1 , z 2 , . . .); then, for any w, z ∈ 2 C , we have
It will be convenient to work with the following family of special functions. For
2 . It is easy to see that these are precisely the extremal elements of the class C (see the identity (19) below).
Now we turn to the introduction of the main object in this paper, a certain class {V (t) } t≥0 of special harmonic functions. Let H = {(x, y) : y > 0} denote the upper half-space and let S = {(x, y) ∈ R 2 : |x| < 1} stand for the vertical strip in R 2 . Fix t ≥ 0 and dene V (t) : H → R by the formula
The constant C(Φ (t) ) (see (5)) guarantees that V (t) (0, 1) = 0. As a Poisson integral, V (t) is a harmonic function on H; furthermore, it has the following behavior at the lower boundary of the halfplane:
Consider a conformal map φ(z) = i exp(−iπz/2), or, in real coordinates, φ(x, y) = e πy/2 sin (πx/2) , e πy/2 cos (πx/2) .
We easily check that this function maps S onto H. Finally, introduce V (t) : S → R by
It is not dicult to verify that for (x, y) ∈ S,
The function V (t) is harmonic on S, as a composition of a harmonic function with a conformal mapping. Therefore, it can be expressed as a real part of a certain holomorphic
Moreover, by (8) , V (t) is a continuous function on the closure of S. It satises the symmetry condition
Indeed, this can be rewritten in the equivalent form
which can be veried by substitution r := −r and r := 1/r in (7).
In the lemma below, we study further properties of V (t) , to be needed later.
(iv) For each t ≥ 0 there are a 0 , a 1 , a 2 , . . . ∈ C such that the holomorphic function G (t) given by (10) satises G (t) (z) = ∞ n=0 a n z 2n for all z ∈ S.
Proof. (i) Since Φ (t) is convex, (9) implies that for a xed x ∈ [−1, 1], the function V (t) (x, ·) is also convex. Hence, by the harmonicity of V (t) , we have V (t) xx ≤ 0 on S and it remains to apply (11) 
Therefore, for ε ∈ (0, y) we have
The expression I, after splitting it into integrals over the nonpositive and nonnegative haline, and substitution s = ±e r , can be rewritten in the form
This implies I ≤ 0 and, since ε ∈ (0, x) was arbitrary, the function y → V (t)
Indeed, by (11), we have V (t)
x (0, y) = 0 for any y ∈ R; this implies V y (x, y), x ∈ [0, 1). Since F (0) = 0, we will be done if we show that F is nonincreasing. Using the harmonicity of V (t) , we get
xy (x, y) ≤ 0, in virtue of (12) and (ii).
(iv) By (11), the partial derivatives of V (t) of odd order vanish at (0, 0) and hence so do those of ImG (t) , by Cauchy-Riemann equations. This implies (G (t) ) (2n+1) (0) = 0 and the claim follows.
Consider the region D = {z ∈ C : |2Rez 1/2 | ≤ 1}.
Proof. First notice that the function is well dened: in view of (11) it does not matter which square root of z we take. The assertion is an immediate consequence of Lemma 2.2 (iv): the function z → G (t) (2z 1/2 ) is holomorphic and hence its real part is harmonic.
For a given t ≥ 0, let W (t) : {(w, z) ∈ 2 C × 2 C : |w + z| ≤ 1} → R be dened by the formula W (t) (w, z) = V (t) (2( w, z ) 1/2 ). The denition makes sense, in view of the following simple fact. 
Proof. It suces to establish the rst estimate; the second follows by the substitution −z in the place of z. We have
The proof is complete.
Proof. We have decided to split the reasoning into two parts.
Step 1. We will show the pointwise estimate
for any t ≥ 0 and any a, b ∈ R. By symmetry, we may assume that |a| ≥ |b| and, replacing a, b by −a and −b if necessary, we may restrict ourselves to nonnegative a and b. We consider four cases. Suppose rst that a − b ≥ t and b ≥ t. Then the inequality takes the form
or 2b ≥ t. This is clearly true, because of the assumption on b we have just imposed. If a − b ≥ t, but b < t, then (14) is equivalent to 2b 2 ≥ 0. Next, suppose that a − b < t and b ≥ t. Then (14) can be rewritten in the form 2at + 2bt
as desired. Finally, assume that both a − b and b are smaller than t. If a < t, then the right-hand side of (14) vanishes and there is nothing to prove; otherwise, the estimate takes the form (a + b − t) 2 ≥ 2(a − t) 2 . But this is evident: we have a − b < t, so b > a − t and a + b − t ≥ 2(a − t).
Step 2. We turn to the assertion of the lemma. By (11) , it suces to establish the majorization for x ∈ [0, 1]. In fact, we will be done if we do this for x ∈ {0, 1} (the left-hand side is a concave function of x, while the right-hand side is linear in x). If x = 1, then both sides are equal. To deal with the case x = 0, we apply (14) to get
Multiply both sides by (π(s 2 + 1)) −1 and integrate over R with respect to the variable s to obtain
Combining this with (11) and the equality V (t) (0, 0) = 0, we get the desired majorization on the y-axis.
Lemma 2.6 For any w, z ∈ 2 C such that |w + z| ≤ 1, we have
Proof. Fix s ∈ R and consider the function F s (x) = V (t) ( √ x 2 + s, x), dened for nonnegative x satisfying x 2 + s ≥ 0. By Lemma 2.2 (iii), this function is nonincreasing:
indeed, we have
Therefore, by the previous lemma and (13),
where the latter follows from the denition of F |w+z| 2 −|w−z| 2 and the identity
We are ready to establish the Φ-inequality for the Hilbert transform. First we prove it for the special functions Φ (t) . Theorem 2.7 For any t ≥ 0 and any function g on R taking values in the unit ball of 2 C , we have 
Combine this with (15) to obtain
Let us turn to (16) , the nonperiodic version of the above estimate. Pick an
. .) on the line and let u j =Reg j , v j =Img j , j = 1, 2, . . .
for j, n ≥ 1. As shown by Zygmund [23] , for any xed j we have h j n → H R u j and k j n → H R v j a.e. as n → ∞. On the other hand, the function x → h j n (nx) + ik j n (nx) is precisely the periodic Hilbert transform of the function x → g j (nx), |x| ≤ π (see (1)).
Therefore, by (17) ,
It remains to let n → ∞ to obtain (16), in view of Lebesgue's monotone convergence theorem.
Now we extend the estimate (16) to the class C (see Introduction). Namely, we will prove the following fact.
Theorem 2.8 Assume that Φ ∈ C. Then for any function g on R taking values in the unit ball of
Proof. Let µ be the unique nonnegative measure on R + satisfying µ((a, b]) = Φ + (b) − Φ + (a) for all 0 ≤ a < b. Here Φ + stands for the right-hand derivative of the convex function Φ . Integrating by parts, we get the identity
Thus the claim follows from (16) and Fubini's theorem:
The proof is nished.
We conclude this section by saying that both (16) and (18) are sharp. This will be shown in 4 below.
Estimates for the truncated Hilbert transform and the segment multiplier
In this section we will show how to deduce the inequalities (4) and (6) from the results presented in 2. In fact, we will rst establish appropriate versions of (18) for H r and S [a,b] , and then proceed using duality arguments. We start from several simple observations. First, assume that f is a function on R taking values in 2 C and, for a given s ∈ R, dene the linear operator M s by
Then it can be easily computed that the Fourier transform of this object equals
and therefore we have the identity
Consequently,
Fix a function f on R taking values in the unit ball of 2 C and let r be a given positive number. The functions M r f , M −r f are also bounded by 1 and therefore, by Jensen inequality,
Next, we turn to the dual estimate. Let Ψ = Φ * be a given element of C * . For any Borel f : R → 2 C and any A ⊂ R with |A| < ∞, we write
we put g(x) = 0). We have also used the more convenient notation ab = a, b for a, b ∈ 2 C . Consequently, by Parseval's relation and Young's inequality (i.e., the bound st ≤ Φ(t) + Ψ(s) for nonnegative s, t: see the denition of C * in the introductory section),
It remains to observe that the L 1 -norm of g does not exceed the measure of A. 
The two facts above allow us to show an appropriate version of (18) 
. Next, we turn to (6) . For any Borel f : R → 2 C and any A ⊂ R with |A| < ∞, we write
). An application of Parseval's relation and Young's inequality yields
Since the L 1 -norm of g does not exceed the measure of A, the proof is complete.
4. Sharpness of (4) and a lower bound related to (6) For the sake of convenience and clarity of the exposition, we have decided to split this section into three parts.
Sharpness of (16) and (18) . We will exploit Davis' argument from [2] . Let D be the unit disc of C and let H denote the upper halfplane. Consider a function K(z) = (1 + z) 2 /4z, which maps the half disc D ∩ H onto H, and the boundary of D ∩ H onto R. Let L be the inverse of K. Then L maps [0, 1] onto the half circle {e iθ : 0 ≤ θ ≤ π}, and R \ [0, 1] onto (−1, 1):
Let d n be the density of L n ([0, 1]) on T with respect to the normalized Lebesgue's measure, i.e. for any −π < α < β < π,
Then (see Lemma 3 in [2] ) d n → 1 uniformly on T. Next we introduce a conformal mapping F of D onto the strip {z : |Re z| ≤ 1} by
For a xed integer n, dene f n : R → [−1, 1] by the formula f n (x) =Re(F (L n (x))). By (21) and the equality F (0) = 0, the function f converges rapidly to 0 on each set of the form R \ [−ε, 1 + ε], ε > 0, and consequently
The mapping z → F (L n (z)) is conformal and satises lim z→∞ F (L n (z)) = 0, so
The latter equality follows from the identity ImF (e iθ ) = (2/π) log sin θ/(1 − cos θ) and the substitution t = sin θ/(1 − cos θ) under the integral. Sharpness of (4) . Let r 0 be a xed positive number and let Ψ be a given element of the class C * . Assume that the inequality (4) holds with a certain constant C. 
On the other hand, suppose that f : R → R is a square-integrable function. By By a standard approximation, we obtain that this inequality holds for all real-valued integrable f . Therefore, C cannot be smaller than the optimal constant for the Hilbert transform, which is precisely C(Φ), in view of the reasoning presented above. Consequently, C(Φ) is indeed the best in (4).
Lower bound related to (6) . We turn to the analysis of the segment multiplier S [a,b] . Let Ψ be a xed element of the class C * and let C be the best constant in (6) . In view of (20) coincide. In conclusion, all the multipliers corresponding to segments of nite length satisfy (6) with the constant C. Repeating the above argument using Plancherel's theorem and Fatou's lemma, we get the analogues of (6) 
(this corresponds to the choice Ψ(t) = K((t + 1) log(t + 1) − t): see example (ii) in Introduction). An analogous inequality holds for H R (with some nite C) if and only if K > 2/π. Thus, the above arguments imply that (24) does not hold with any nite C when K ≤ 1/π.
