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Multi-View Based Unlabeled Data Selection Using
Feature Transformation Methods for SemiBoost Learning 
Abstract
SemiBoost [23] is a boosting framework for semi-supervised learning, in which unlabeled data as well as labeled data both contribute to learning. Various strategies have been proposed in the literature to perform the task of selecting useful unlabeled data in SemiBoost. Recently, a multi-view based strategy was proposed in [20] , in which the feature set of the data is decomposed into subsets (i.e., multiple views) using a feature-decomposition method. In the decomposition process, the strategy inevitably results in some loss of information. To avoid this drawback, this paper considered feature-transformation methods, rather than using the decomposition method, to obtain the multiple views. More specifically, in the feature-transformation method, a number of views were obtained from the entire feature set using the same number of different mapping functions. After deriving the number of views of the data, each of the views was used for measuring corresponding confidences, for first evaluating examples to be selected. Then, all the confidence levels measured from the multiple views were combined as a weighted average for deriving a target confidence. The experimental results, which were obtained using support vector machines for well-known benchmark data, demonstrate that the proposed mechanism can compensate for the shortcomings of the tradi-
The goal of SemiBoost is to iteratively improve the performance of a su- 
where (and S uu ) the n u × n l (and n u × n u ) submatrix of S. However, using more data is not always beneficial. If the value obtained of a set of conditional probabilities. Using the probability estimates as a 162 penalty cost, the criterion of (1), ρ 1 (x i ), can be modified as follows:
where p E (x i ) denotes the class posterior probability of an instance of x i (i.e. 
MULTI-VIEW BASED CRITERION
In multi-view learning strategy [39] , for example, in co-training [3] , two 168 classifiers, h 1 and h 2 , are trained using L 1 and L 2 , two views of L, respec-169 tively: h 1 is based on L 1 , while h 2 is based on L 2 . The two classifiers are 170 then evaluated using U . After evaluating the examples of U using h 1 and 171 h 2 separately, a subset of useful unlabeled examples (U s ), which are the 172 most confident, are selected and then added to L for the next iteration, i.e.
173
{(x i , h 1 (x i ))} to L 2 and {(x i , h 2 (x i ))} to L 1 . Both h 1 and h 2 are now re-174 trained on the expanded L 1 and L 2 sets, and the procedure is repeated until 175 some stopping criterion is met.
176
Motivated by this, a multi-view based selection strategy is proposed re-177 cently in [20] , in which the selection is performed as follows: after dividing 178 the feature set into multiple subsets (i.e., views), confidence levels are eval- More specifically, the decomposition based selection is described as fol- 
where
, is measured as follows:
where confidence in (4), the Shannon entropy can be used as a weight as follows.
203
Assume that a discrete probability space, L k , (k = 1, 2), which is com-204 posed of two classes having p
E and p
E , respectively, as the class-conditional
205
(a posteriori) probability estimated using L 1 and L 2 , where p
, which is the information contained in the 208 probability space. Referring to this quantity, another confidence value for
209
x i ∈ U in (4), ρ 4 (x i ), can be measured as follows:
where 
PROPOSED METHOD

213
In this section, a multi-view based selection strategy and its SemiBoost 
TRANSFORMATION BASED METHODS
218
First, the feature-transformation based selection algorithm is described.
219
As mentioned previously, the transformation based method is very similar 220 to the decomposition based method, in which the feature set is decomposed 221 into multiple subsets. However, in the transformation based method, a num- 
using the same way of decomposing L, divide U into U k . 3. For all x ki ∈ U k , after computing p ki and q ki using L k , U k and h k , compute the confidence levels of
4. This step is the same as Step 4 in TBS.
End Algorithm
latter takes shorter time than the former does. However, in Steps 2 and 3, 
LEARNING ALGORITHM
252
Second, an algorithm that upgrades the traditional SemiBoost classifiers 253 using the TBS (and DBS) algorithm for selecting helpful U s from U is pre-254 sented.
255
First, for TBS, the learning algorithm begins by predicting the pseudo-256 labels of U using a supervised classifier that has been initialized with L only.
257
After setting the related parameters, e.g. the kernel function and its related 
, where h ji ≡ h (j) (x i ) and δ(a, b) = 1 when a = b and 0 otherwise. 4. Update the ensemble classifier H (j+1) using H (j) , α (j) , and h (j) for the next iteration, i.e.
End Algorithm
Next, for DBS, in order to learn an ensemble classifier, the same algo- 
EXPERIMENTAL RESULTS
273
In this section, in order to compare the effectiveness of TBS and DBS, ex- U using the criterion of (2). but U s is selected using the criterion of (5) through the multiple views 315 obtained with TBS in Algorithm 1.
EXPERIMENTAL SETTING
316
In the above approaches, SB and SB2 were performed in the input-feature 
SB2-decom
Algorithm 3 (multi-view using DBS) using (3) in the decomposed subspaces
SB2-trans
Algorithm 3 (multi-view using TBS) using (5) in the transformed subspaces Gaussian kernel and the initial solution, were provided as the 'default' values.
SN E (t-distributed stochastic neighbor embedding): an embedding
350
In particular, the dimensionality to be reduced was set as that of the original 351 data, meaning that the mapping was done without dimensionality reduction. vised learning SVM using L only) was included as a baseline in order to make it complete.
PRELIMINARY EXPERIMENTS
375
In order to illustrate the functioning of both DBS and TBS, prior to pre- 71. Here, the training-and-test process was repeated 100 times.
395
From the figure, it can be clearly observed that, for the two datasets 396 of N3-7 and N32-71, each combination achieves similar accuracies, meaning 397 that, among the six pair-wised combinations, a specific combination benefits 398 more from TBS than the other ones. More specifically, for both N3-7 and 399 N32-71, the lowest error rate can be obtained commonly using S-P or K-S,
400
at least for this specific classification.
401
However, the comparison shown in Fig. 1 
ENTROPY BASED CRITERION
423
Second, in order to investigate the underlying reason for using the en-424 tropy based criterion when measuring the target confident value in TBS, 425 rather than using the error based one, a qualitative exploration was made 426 as follows. Using N3-7 (and N32-71), the same ensemble classifier as for 427 Fig. 2 was implemented in SB2-trans using the two criteria of (4) and (5). Here, SVM was employed as a base classifier too and the transformation was 429 performed using S-P only, as mentioned previously. Fig. 3 using the criterion of (5) is better than that of (4). That is, for both N3-7
437
and N32-71, the AUC value of TBS-Ent is larger than that of TBS-Err as 438 well as both DBSs.
439
Based on these observations, in all the experiments subsequently con-440 ducted, the ensemble classifiers of SB2-trans were trained using the criterion 441 of (5) with the S-P combination. was performed using S-P, as mentioned. According to the results shown in Table 2 , even narrowly, it seems that the column of SB2-trans are the lowest for each dataset. From this observation, it can be noted that using multiple views may lead to an improvement in 457 classification and, in particular, SB2-trans (i.e., TBS) will probably be better 458 than SB2-decom (i.e., DBS) as a selection strategy. 
EXPERIMENT # 1 (NIST DATA)
460
Using the NIST real-world data, the classification accuracies of the two 461 ensemble classifiers learned in DBS and TBS were compared and analyzed.
462
Generally, for the multi-class data, classification can be performed in two in order, and the rest of the classes are discarded.
469
In this experiment, OAA classification was performed first, followed by 470 that of OAO. Also, the same ensemble classifiers (SVMs) as those employed
471
for Table 2 in Section 4.2 were trained and evaluated empirically. In addition,
472
in order to reduce computational complexity and to simplify the classification 473 task for the paper, 10 % of the data samples were randomly selected. As a 474 consequence, the total number of samples per class was 50, not 500. Table 3 475 presents a numerical comparison of the OAA classification mean error rates
476
(and standard deviations) (%) obtained using NIST, in which classification 477 was performed using the approaches of SB, SB2, SB2-decom, and SB2-trans,
478
including SL-SVM and CoTrade. In particular, in SB2-decom, RD was used,
479
while, in SB2-trans and CoTrade, S-P was invoked.
480
The following observations can be obtained from the data presented in 481 
498
In addition to OAA, OAO classification was performed as follows: first, 'i' and 'j' digits were selected as the two classes), were generated and di-501 vided into three subsets with ratios of 5%: 35%: 60%; second, for each Ni-j 502 dataset, the same ensemble classifiers as those for Table 3 were trained and 503 evaluated; third, the training-and-test process was repeated 100 times and 504 the results obtained were averaged. However, rather than tabulating the ex-
505
perimental results obtained, in the interest of readability, the results of the 506 OAO classification were summarized as shown in Table 4 .
507
In Table 4 , as compared in 
INDIVIDUAL AND IN-COMBINATION TRANSFORMATIONS
515
Meanwhile, in SB2-trans for OAA and OAO, the classification steps were 
EXPERIMENT # 2 (UCI DATA)
548
In order to further illustrate the functioning of both DBS and TBS, using can be observed and summarized as in Table 5 .
572
From the data presented in Table 5 , the following observations can be the training-and-test process was repeated 100 times. In Table 6 , the following observations can be made: first, the lowest values 586 (i.e., the numbers of the marker) that each method earned for the datasets 587 were counted and compared. From this comparison, as in rather than using the SVM, a SemiBoost classifier using weak learners such 596 as decision trees as the base classifier was trained and evaluated under the 597 same conditions as those in Table 6 . In Table 7 , the same observations can be made as observed in Table   603 6. obtained from the two t-tests using the error rates in Table 6 and Table 7 , CoT rade) (refer to Fig. 5 (b) ). From the figure, it can also be observed that, Therefore, the description is omitted here in order to avoid repetition. How-627 ever, it is worthwhile to note that, when using CRT ensembles rather than 628 using SVM ones, SB2-trans performs better than both SB2-decom and Co- while, in TBS, the two views were obtained using SNE-PCA (i.e., S-P).
585
640
From the picture, a significant observation is that, for almost all of the 641 UCI datasets, TBS outperforms both DBSs, i.e. DBS-RD and DBS-MI.
642
Meanwhile, the comparison of the classification error rates obtained using Table 6 : (a) P r(SB2trans < SB2decom) and (b) P r(SB2trans < CoT rade). Here, the datasets are represented with three letter acronym. Also, nonappearance means p ≈ 0.0. Figure 6: Plots comparing the p-values obtained from the t-test using the error rates in Table 7 : (a) P r(SB2trans < SB2decom) and (b) P r(SB2trans < CoT rade). Here, the datasets are represented with three letter acronym. Also, nonappearance means p ≈ 0.0. results observed in Table 5 , meaning that there is no specific approach that 645 yields the best results for all the families of decompositions.
646
Second, Fig. 8 shows a graphical comparison of the classification error 647 rates obtained using the SNE and PCA mappings separately, and using them 
COMPARISON WITH OTHER SUPERVISED CLASSIFIERS
656
In Table 6 (and Table 7 ison, the number of the user-relevant parameters is restricted to be as small 666 as possible. That is, for kNN, the value of k = 3 was heuristically chosen.
667
For deepNN, only the number of hidden layers was selected as a three-layer selection of the optimal parameters for the networks is sensitive to applica-tion. From these considerations, it should be mentioned that, in general, the 690 classification performance of the SVM (and CRT) ensemble classifier can be 691 improved using the proposed feature-transformation method when selecting
692
U s based on the multi-views extracted from the feature set.
693
In summary, from the above observations, it can be noted that SB2-trans 694 works better when compared to SB2-decom, at least for the classification of 
CONCLUSIONS
702
In an effort to efficiently select useful unlabeled data using multiple paper.
706
More specifically, experiments were performed using an SVM (and deci- 
