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Boson Sampling is the problem of sampling from the same distribution as indistinguishable single
photons at the output of a linear optical interferometer. It is an example of a non-universal quantum
computation which is believed to be feasible in the near term and cannot be simulated on a classical
machine. Like all purported demonstrations of “quantum supremacy”, this motivates optimizing
classical simulation schemes for a realistic model of the problem, in this case Boson Sampling
when the implementations experience lost or distinguishable photons. Although current simulation
schemes for sufficiently imperfect boson sampling are classically efficient, in principle the polynomial
runtime can be infeasibly large. In this work, we develop a scheme for classical simulation of
Boson Sampling under uniform distinguishability and loss, based on the idea of sampling from
distributions where at most k photons are indistinguishable. We show that asymptotically this
scheme can provide a polynomial improvement in the runtime compared to classically simulating
idealised Boson Sampling. More significantly, we show that in the regime considered experimentally
relevant, our approach gives an substantial improvement in runtime over other classical simulation
approaches.
I. INTRODUCTION
Since the idea of quantum computers was first pro-
posed, speedups have been theoretically demonstrated
for a variety of problems [1]. More recently, this has
turned to interest in near term quantum speedups on
realistic hardware [2]. Boson Sampling is an example
of such a problem [3], which considers the complexity
of sampling from the same probability distribution as n
collision-free indistinguishable photons output from an
m-mode linear optical interferometer drawn uniformly at
random. Aaronson and Arkhipov showed that the abil-
ity to exactly simulate Boson Sampling in polynomial
time would imply that P#P = BPPNP , and the Polyno-
mial Hierarchy would collapse to the third level. This is
because the output probabilities of a linear optical inter-
ferometer are proportional to the permanent of an n× n
complex matrix [4], which is #P -Hard to compute. The
same result was also shown for approximately sampling
from the same distribution, modulo two conjectures re-
lated to the permanents of Gaussian matrices [3]. This
led to significant interest in Boson Sampling, with ex-
perimental demonstrations ranging from two to six pho-
tons [5–12].
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This has driven interest in improving classical simula-
tions of Boson Sampling, in order to verify any speedup
gained from an experimental implementation. Neville et
al. [13] showed that Boson Sampling can be classically
performed for 30 bosons across 900 modes at a rate of 250
samples in under five hours on a standard laptop. This
was further improved by Clifford and Clifford [14], who
showed that sampling from n photons across m modes
can be classically performed in O(n2n+Poly(n,m)) time
and O(m) space.
Recently classical simulations have been expanded to
consider practical issues such as photon distinguishabil-
ity, based on a rich collection of theoretical work in this
area [15–27]. Renema et al. [28] demonstrated that Boson
Sampling with partially-distinguishable photons can be
simulated in time which grows polynomially with n. This
was later expanded to consider loss as well [29]. However,
the runtime might still not be efficient in practice, as the
polynomial can be large. There is also a further disad-
vantage in that the error bounds are the average case
for a random linear optical interferometer, meaning that
there could be interferometers for which the algorithm
performs significantly worse. A significant improvement
could be achieved through adapting the method of Clif-
ford & Clifford to this algorithm, but there are challenges
with this approach.
Another motivation for adapting Clifford & Clifford
to photonic imperfection is the task of classically simu-
lating other photonic regimes, such as Gaussian Boson
Sampling [30]. The probability distribution of Gaussian
Boson Sampling is that of n indistinguishable squeezed
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2states at the output of an m-mode linear optical inter-
ferometer, and depends on the Hafnian of a matrix. Un-
like Boson Sampling, there is no known polynomial time
classical algorithm for computing the outcome of n fully
distinguishable squeezed states. On the other hand, it
is classically efficient to sample distinguishable squeezed
states, via a similar approach to that used for classically
sampling distinguishable single photons [31]. As a result,
adapting the Clifford & Clifford algorithm to non-ideal
Boson Sampling models provides a first step towards be-
ing able to classically simulate imperfections in Gaussian
Boson Sampling.
Here we consider the cost of classically simulating Bo-
son Sampling when the photons are partially distinguish-
able or lossy. We look at the same model of distinguisha-
bility as considered in [28, 29], and use techniques for
modelling photon distinguishability in first quantization
[32, 33] to show that this is akin to choosing the indis-
tinguishable photons of a Boson Sampling experiment
via the binomial distribution. We combine this with
the well-studied model of uniform loss, which also fol-
lows a binomial distribution. This gives rise to a method
which is able to naturally apply the Clifford & Clifford
algrithm and take advantage of its efficiency. This algo-
rithm also offers a worst-case error bound for any linear
optical interferometer, rather than a random one. Al-
though this approach only offers a polynomial improve-
ment compared to the runtime for ideal Boson Sampling
(unlike the exponential improvement shown in [28, 29])
we use analytical bounds to show that for photon num-
bers of experimental interest our algorithm can make a
significant improvement over alternative approaches.
This article is laid out as follows. In Sec. II, we give an
overview of distinguishability in first quantization, and
summarise the work of classical simulation algorithms in-
cluding [28, 29]. In Sec. III, we show what the model of
distinguishability looks like in first quantization, and pro-
vide an alternative classical simulation. In Sec. IV, we
consider average error bounds for a Haar-random uni-
tary interferometer, via the methods explained in Sec.
II C. In Sec. V, we improve this bound to a worst-case
error bound, by computing an upper bound for the trace
distance between our approximation and the model. In
Sec. VI, we expand these results to consider uniform loss,
and show how distinguishability and loss relate to each
other. In Sec. VII, we explore these error bounds for ex-
perimentally interesting numbers of photons, and show
that there are some cases where our algorithm offers an
improvement. Finally, we briefly consider non-uniform
loss, where loss is is a function of the number of opti-
cal components, and use the methods of [34, 35] to show
that classical simulations with non-uniform loss also be-
come easier when distinguishability is introduced. We
conclude with some open research questions in Sec. IX.
II. PRELIMINARIES
A. Partial distinguishability in first quantization
Studying photonics in first quantization allows an ar-
bitrary linear optical experiment to be expressed in the
quantum circuit model [32, 33, 35]. Bosonic symmetri-
sation can be implemented efficiently, e.g. through use of
the quantum Schur transform [36], and the main sources
of errors in linear optics can be modelled: loss as erasure
of qudits and distinguishability as correlation to extra
photonic degrees of freedom, both of which lead to deco-
herence of the quantum circuit.
We start by considering arbitrary distinguishability of
photonic scattering, models of which have been proposed
in [20–22]. Let m,n be integers such that m ∈ O(n2).
Let U ∈ U(m) be an m-mode linear optical interferom-
eter, and let S, S′ be n-photon m-mode Fock vectors,
meaning that S = (S0, . . . , Sm), S
′ = (S′0, . . . , S
′
m), and∑m
i=0 Si =
∑m
i=0 S
′
i = n. The probability of seeing out-
put occupation S′ from input S with interferometer U
is
Pr[S′] =
1∏m
i=1 Si!S
′
i!
∑
τ,τ ′∈Sn
n∏
k=1
Us′k,sτ(k)U
∗
s′k,sτ′(k)
Sτ ′(k),τ(k),
(1)
where Sk,l is an n × n Gram matrix describing the
(in)distinguishability of pairs of photons, S is a Fock ar-
ray describing the arrangement of input photons, s is
the corresponding array of single particle states in first
quantisation, likewise for S′ and s′, U is a m×m unitary
matrix describing the interferometer, and Sn is the group
of permutations of n particles. Of particular note is that
when S is the all-1 matrix, we have
Pr[S′] =
1∏m
i=1 Si!S
′
i!
∑
τ,τ ′∈Sn
n∏
k=1
Us′k,sτ(k)U
∗
s′k,sτ′(k)
(2)
=
1∏m
i=1 Si!S
′
i!
∑
τ∈Sn
n∏
k=1
Us′k,sτ(k)
∑
τ ′∈Sn
n∏
k=1
U∗s′k,sτ′(k)
(3)
=
1∏m
i=1 Si!S
′
i!
Per(US,S′) Per(U
∗
S,S′) (4)
=
1∏m
i=1 Si!S
′
i!
|Per(US,S′)|2, (5)
where US,S′ is a matrix defined by taking rows and
columns of U according to S and S′ [4]. This is the output
probability distribution for Boson Sampling with indis-
tinguishable photons. Likewise, we can see that when S
is the identity matrix, we have
Pr[S′] =
1∏m
i=1 Si!S
′
i!
∑
τ∈Sn
n∏
k=1
Us′k,sτ(k)U
∗
s′k,sτ(k)
(6)
=
1∏m
i=1 Si!S
′
i!
∑
τ∈Sn
n∏
k=1
|Us′k,sτ(k) |2 (7)
3=
1∏m
i=1 Si!S
′
i!
Per(|US,S′ |2), (8)
which is the distribution for fully distinguishable pho-
tons. In first quantisation, the input state can be written
as [32]
ρ =
1
n!
∏m
i=1 Si!
∑
σ,σ′∈Sn
σ|s〉〈s|σ′†
n∏
k=1
Sσ′−1(k),σ−1(k),
(9)
For convenience, we will assume here and throughout the
rest of this paper that our photons start in the Fock
state |S〉 = |1n0m−n〉. We will use the corresponding
first quantized states of this form in the following.
B. Classical simulation of fully (in)-distinguishable
lossless Boson Sampling
Boson Sampling under ideal conditions (lossless in-
distinguishable single photons) is intractable for suffi-
ciently large n. Until recently the only classical simula-
tion method explicitly known was to compute the entire
probability distribution before taking a sample, though it
was widely believed that more efficient, albeit still expo-
nential time, approaches existed. A brute force method
cannot scale, due to both the number of possible out-
comes and the complexity of computing even one n × n
complex matrix permanent.
Two major results gave the first explicit classical simu-
lation strategies which were faster than brute-force sam-
pling. The first, by Neville et al. [13], demonstrated that
Boson Sampling experiments with up to 30 photons could
be simulated on a single laptop, and suggests that a su-
percomputer could handle up to 50 photons. This was
achieved by starting with the classical distribution of n
distinguishable photons, and then using Metropolised In-
dependence Sampling to adapt the distribution to that of
ideal Boson Sampling. The second result, by Clifford &
Clifford [14], gave a classical algorithm for exact Boson
Sampling and runs in time equivalent to computing two
n × n matrix permanents per sample with a polynomial
overhead. This is through a combination of optimiza-
tions, particularly computing marginal probabilities and
sampling via the chain rule. Our approach here is to
make these more efficient techniques applicable to realis-
tic situations with distinguishability and loss.
It is also worth discussing at this point how to clas-
sically simulate boson sampling with completely distin-
guishable photons, for which a polynomial time exists
[31]. In this case, there is no photon interference, so pho-
tons can be sampled individually. This is done by taking
a photon which starts in mode i, and sampling output
mode j with probability |Uj,i|2. Repeating for all pho-
tons gives us the complete sample in O(mn) time.
C. Expanding in terms of fixed points
In [28, 29], Renema et al. consider a model where inter-
photon distinguishability is measured by an inner prod-
uct of pure states [15, 16, 18–20, 22]. The probability
distribution of arbitrarily distinguishable bosons is mod-
elled as
Pr[S′] =
∑
σ∈Sn
n∏
i=1
Si,σ(i) Per(M ∗M∗1,σ), (10)
where S is the same matrix describing the distinguisha-
bility as in the previous section, M is a matrix defined
by the rows and columns of our interferometer U selected
based on our photon output S′ and input S, M∗1,σ is the
conjugate matrix with the identity permutation applied
to rows and permutation σ applied to columns, and ∗ de-
notes element-wise multiplication. They further restrict
to a model where the indistinguishability overlap is de-
fined by a single parameter Si,j = x+(1−x)δi,j , x ∈ [0, 1].
The sum over permutations can be ordered based on how
many fixed points a permutation has, giving
Pr[S′] =
n∑
j=0
∑
σj
xj Per(M ∗M∗1,σ), (11)
where σj denotes permutations which have n−j elements
as fixed points. Each permanent can be broken down via
the Laplace expansion into a sum of a complex matrix
permanent multiplied by a positive matrix permanent:
Pr[S′] =
n∑
j=0
∑
σj
xj
∑
J′≤S′
|J′|=j
Per(MJ′,1∗M∗J′,σp) Per(|MJ¯′,σu |2).
(12)
Here we are now choosing submatrices of M , with J ′
representing the
(
n
j
)
possible combinations of rows from
M , J¯ ′ representing the remaining rows, and σp and σu
representing permuted and unpermuted elements of σ re-
spectively. The J ′ ≤ S′ notation is used to indicate that
J ′ is a Fock state such that Ji ≤ S′i ∀i ∈ [m].
The classical simulation method used truncates the
number of fixed points in a permutation as being at most
k, with the remainder of the probability treated as an er-
ror margin. It is important to note while these approxi-
mations are real, they are not necessarily positive. This is
due to the truncation, where positive higher order terms
which would have corrected the probability to be positive
are now missing from the approximation. To correct this,
any negative approximations are rounded up to 0. These
probabilities are then used to train a Metropolised Inde-
pendence Sampler, akin to the technique of [13]. Training
this sampler requires approximating a number of prob-
abilities dependent on the underlying distribution, each
of which involves computing O(n2k) permanents of k× k
complex matrices, and the same number of permanents
of (n − k) × (n − k) matrices with non-negative entries.
4The permanents of k × k complex matrices can be com-
puted classically in O(k2k) time via Ryser’s algorithm,
and the permanents of matrices with non-negative en-
tries can be approximated up to multiplicative error in
polynomial time [37, 38]. As long as k is independent of
n, this means that there is a polynomial runtime.
To work out a suitable value k, define coefficients cj as
cj =
∑
J′≤S′
|J′|=j
Per(MJ′,1 ∗M∗J′,σp) Per(|MJ¯′,σu |2). (13)
Assuming the matrices are Gaussian, the variance of each
permanent can be bounded as
Var[Per(MJ′,1 ∗M∗J′,σp)] =
j!
m2j
, (14)
and
Var[Per(|MJ¯′,σu |2)] <
(n− j)!
m2(n−j)
n−j∑
l=0
1
l!
. (15)
This leads to two key results. The first is that the
variance of cj tends towards a constant value:
Var[cj ] <
(
n!
mn
)2
1
e
n−j∑
l=0
1
l!
(16)
→
(
n!
mn
)2
as n→∞, (17)
and the second is that the covariance for different values
of j is zero:
Cov[cj , c
′
j ] = 0 ∀ j 6= j′. (18)
From this one can approximate the variance of the error
as a geometric series, which as n→∞ tends towards the
inequality
Var[∆ Pr[S′]] = Var[Pr[S′]− Prk[S′]] (19)
= Var
 n∑
j=k+1
xj Var[cj ]
 (20)
<
(
n!
mn
)2(
x2(k+1)
1− x2
)
, (21)
where Pk is the probability distribution when truncated
at j ≤ k.
Finally one can use a Markov inequality to show that
if the variance of the error is of the form (n!/mn)22, the
average error of the simulation is at most  [29]. Crucially,
this value of  is only dependent on x and k and no longer
dependent on n. This means that for any value of x, one
can choose a suitable value of k to achieve a required
error , and run a classical simulation in time polynomial
in n.
Although this runtime is polynomial in terms of n and
can therefore be considered asymptotically efficient, it
might not be classically simulable in practice. There are
three main contributions to this: First, the algorithm is
reliant on Metropolised Independence Sampling, which
potentially requires many probabilities to be approxi-
mated per sample. Second, approximating each prob-
ability requires O(n2k) permanents of k × k matrices,
which even for small k could be a large number of per-
manents. And third, approximating each probability re-
quires O(n2k) permanents of (n − k) × (n − k) matri-
ces with non-negative elements. Although approximat-
ing permanents of matrices with non-negative elements
can be achieved in polynomial time, classical algorithms
still have a runtime ranging from O((n− k)4 log(n− k))
to O((n− k)7 log4(n− k)), depending on the sparsity of
the matrix [38]. These issues are the main points to ad-
dress in order to achieve a practical classical algorithm
for Boson Sampling. Clifford & Clifford could help to
alleviate these issues, but there is a challenge due to the
fact that the approximation used in Renema et al. does
not correspond to a bosonic state. This in turn leads to
negative probabilities, which are not clear how to correct
for the Clifford & Clifford algorithm.
D. Classical simulation of lossy Boson Sampling
Another common source of imperfections in linear op-
tics is that of photon loss, which arises through a number
of different means. Indeed, any large-scale demonstra-
tion of Boson Sampling is bound to face photon loss, and
therefore needs to take such issues into account. Some
results have already shown instances where hardness is
still retained, such as when only a constant number of
photons are lost [39, 40].
Neville et al. compared the classical simulation of their
approach to a Boson Sampling experiment where any
photon loss was considered a rejected experiment [13].
In [29], the method described in Sec. II C was adapted to
consider uniform loss, showing that the same result can
be found, with the only difference being that x is now re-
placed by α =
√
ηx, where η is the probability of each in-
dividual photon surviving. Crucially, this result demon-
strated that Boson Sampling where a constant fraction of
photons were lost can be simulated in O(`2kk2k), where
` is the number of photons which survive and k is only
dependent on the constant `/n, distinguishability x, and
the desired accuracy of the simulation. This can be ex-
panded to classically simulating Boson Sampling under
uniform loss by sampling ` from the binomial distribution
before sampling output photons, which offers a runtime
of O(n2kk2k). Novel classical simulations for Boson Sam-
pling under loss have also been considered by use of clas-
sically simulable states such as thermal [34] or separable
[35] states.
There has also been some consideration of how classical
simulations can be generalised to non-uniform loss. This
5usually means photon loss that is dependent on the num-
ber of optical components, with each component having
transmission probability τ . Classical simulation methods
can be generalised to this model by identifying a layer of
uniform losses from the circuit, followed a non-uniform
lossy circuit which can be simulated classically through
the use of additional modes for lost photons [34, 35].
These results showed that Boson Sampling under non-
uniform loss can be classically simulated as long as the
smallest number of components a photon encounters is
logarithmic in n.
III. EXPANDING IN TERMS OF STATES
We will now introduce a new expression for partially
distinguishable particles. We start by writing the input
state of n photons, with pairwise distinguishability pa-
rameter x as in the previous section, in first quantization
ρn,x =
1
n!
 ∑
σ,σ′∈Sn
σ |s〉 〈s|σ′xσ·σ′
 , (22)
where we have used σ ·σ′ to denote the number of places
where permutations σ and σ′ match. For reference, the
expansion of [28, 29] is carried out by identifying σ and
σ′ that match for a fixed set of i points:
ρn,x =
1
n!

n∑
i=0
xi
∑
σ,σ′∈Sn
∃I⊆[n] s.t. |I|=i
σ−1(j) 6=σ′−1(j)∀j∈I
σ−1(j)=σ′−1(j)∀j /∈I
σ |s〉 〈s|σ′†

. (23)
Note here that the sums over permutations do not cor-
respond to physical states. This can be seen by the fact
that for i 6= 0 this summation has no elements along the
diagonal of the density matrix, as σ and σ′ need to differ
in exactly i places.
We instead look at an alternative expansion, in or-
der to decompose the model into a linear combination of
physical states:
ρn,x =
1
n!

n∑
i=0
pi
∑
σ,σ′∈Sn
∃I⊆[n] s.t. |I|=i
σ−1(j)=σ′−1(j)∀j /∈I
σ |s〉 〈s|σ′†
 (24)
=
n∑
i=0
pi
∑
I⊆[n]
|I|=i
 1n! ∑
σ,σ′∈Sn
σ−1(j)=σ′−1(j)∀j /∈I
σ |s〉 〈s|σ′†

(25)
=
n∑
i=0
pi
∑
I⊆[n]
|I|=i
ρI , (26)
where ρI is the state where photons in modes j ∈ I are
fully indistinguishable from each other, all other photons
are fully distinguishable, and 0 ≤ pi ≤ 1 is a coefficient
dependent on x and n determining the probability of a
state with i indistinguishable single photons.
Note that unlike Eq. (23), where permutations must
differ in exactly i points, in Eq. (24) we allow permu-
tations to differ in at most i points. This means that
elements closer to and along the diagonal of the density
matrix are also part of this summation, and this means
that each sum over σ, σ′ ∈ Sn forms a valid density ma-
trix.
Already we can see how a classical simulation might
work – if we are able to sample pi efficiently, then we can
choose ρI by selecting i photons uniformly at random
to be indistinguishable. These i photons can be classi-
cally simulated using Clifford & Clifford [14], while the
remaining n− i photons are treated as fully distinguish-
able photons, each of which can be simulated individually
in polynomial time [13, 31].
A. The pi are binomially distributed
Here, we will show that the coefficients pi follow the
binomial distribution
pi = x
i(1− x)n−i. (27)
To see that the matrix elements of Eq. (26) with pi
binomially distributed equal those of Eq. (23), consider
σ, σ′ which differ at points in the set I, where |I| = i;
the coefficient here should be xi. Contributing to this
element of the density matrix will be the state ρI , as well
as other states ρI′ , where I ⊆ I ′. The number of such
sets I ′ is
(
n−i
i′−i
)
, as it is equivalent to choosing i′ from n
elements when i elements have already been chosen. The
corresponding matrix element is
1
n!
(
n∑
i′=i
xi
′
(1− x)n−i′
(
n− i
i′ − i
))
(28)
=
1
n!
(
xi
n∑
i′=i
xi
′−i(1− x)n−i′
(
n− i
i′ − i
))
(29)
=
1
n!
(
xi
n−i∑
i′=0
xi
′
(1− x)n−i−i′
(
n− i
i′
))
(30)
=
xi(x+ 1− x)n−i
n!
(31)
=
xi
n!
. (32)
6It is not hard to see that the state is normalised
Tr[ρn,x] =
n∑
i=0
xi(1− x)n−i
∑
I⊆[n]
|I|=i
Tr[ρI ] (33)
=
n∑
i=0
xi(1− x)n−i
∑
I⊆[n]
|I|=i
1 (34)
=
n∑
i=0
xi(1− x)n−i
(
n
i
)
(35)
= (x+ 1− x)n (36)
= 1. (37)
Thus this model of fixed pairwise distinguishability can
be written as an expansion in terms of valid states, where
indistinguishable photons are drawn from a binomial dis-
tribution.
B. Classical simulation
We can now see explicitly how a simulation for Bo-
son Sampling with distinguishable photons would work.
First, we sample an integer i ∈ [n] according to the Bino-
mial distribution with coefficients n and x. Next, we sam-
ple a subset I of the photons uniformly at random from
the
(
n
i
)
possible subsets of size i. These are the indistin-
guishable photons of our simulation, which we simulate
using Clifford and Clifford in O(i2i + Poly(i,m)) time.
The remaining n − i photons are considered to be dis-
tinguishable. Rather than needing to compute the out-
put probabilities of these photons colletively, which could
take between O(n−i)4 log(n−i) and O(n−i)7 log4(n−i)
time via permanents of matrices with non-negative en-
tries [38], we can instead sample each distinguishable
photon individually. To do so, we take a distinguishable
photon in mode a, and compute the probability of this
photon being measured in mode b as |Ub,a|2. Thus we can
compute all output probabilities and obtain a sample for
a single distinguishable photon in O(m) time, meaning
that we can obtain a sample for all n− i distinguishable
photons in O(m(n− i)) time [13, 31].
The run time is dominated by the time taken to sample
our indistinguishable photons, which can be as large as
O(n2n+Poly(n,m)) if we are unlucky. By truncating our
Binomial sampling up to some level k, we can simulate
Boson Sampling up to some level of error. The extent of
this error will be the focus of Secs. IV & V.
IV. AVERAGE CASE ERROR
We can use the same strategies used in [28, 29] to derive
an error bound for Boson Sampling via state truncation
for a Haar-random interferometer. We shall do this by
considering the total variation distance between our ap-
proximation and the model for partial distinguishability
for a Gaussian matrix. This is given by
E[∆P ] =
∑
S′
E |Pr[S′]− Prk[S′]|, (38)
where Prk is the probability distribution truncated at k
indistinguishable photons via our approximation. For a
specific outcome S′, we can expand the right hand side
to
E [|Pr[S′]− Prk[S′]|] =E
∣∣∣∣∣∣∣∣
k∑
i=0
(pi − p′i)
∑
I⊆[n]
|I|=i
PI [S
′]
+
n∑
i=k+1
pi
∑
I⊆[n]
|I|=i
PI [S
′]
∣∣∣∣∣∣∣∣ , (39)
where PI is now the probability distribution with in-
distinguishable photons defined by set I, and p′i =
pi/(
∑k
i=0 x
i(1 − x)n−i(ni)) is the normalised version of
the pi coefficients defined in Sec. III. Note that PI is
akin to the distribution arising from state ρI in Sec. III.
We can use the triangle inequality to bound this value to
E [|Pr[S′]− Prk[S′]|] ≤ E
∣∣∣∣∣∣∣∣
k∑
i=0
(pi − p′i)
∑
I⊆[n]
|I|=i
PI [S
′]
∣∣∣∣∣∣∣∣
+ E
∣∣∣∣∣∣∣∣
n∑
i=k+1
pi
∑
I⊆[n]
|I|=i
PI [S
′]
∣∣∣∣∣∣∣∣ (40)
= E[∆P≤k] + E[∆P>k], (41)
where we have introduced variables ∆P≤k and ∆P>k for
convenience. We shall consider the expected values of
these terms for a Gaussian matrix separately, starting
with the latter. Using the Laplace expansion, we find
that
E[∆P>k] =
n∑
i=k+1
pi
∑
I⊆[n]
|I|=i
E [PI [S′]] , (42)
=
n∑
i=k+1
pi
∑
I⊆[n]
|I|=i
∑
J≤S′
|J|=i
E
[|Per(UI,J)|2 Per(|UI¯,J¯ |2)] ,
(43)
where UI,J is a matrix defined from our interferometer U
by selecting columns according to I and rows according to
J , and |UI¯J¯ |2 is a matrix whose elements are the absolute
values squared of UI¯,J¯ .
7We next need to consider the expected values of the
matrix permanents in Eq. (43) for a Haar random uni-
tary. To do this, we shall assume the matrix describing
our interferometer is Gaussian. This allows us to as-
sume that each entry of UI,J and |UI¯,J¯ |2 is independent,
and that the two matrices are independent of each other.
Starting with Per(|UI¯,J¯ |2), we note that this is a Gaus-
sian matrix of size (n− i)× (n− i), and each entry is the
square of two independent Gaussians, meaning that each
entry of |UI¯,J¯ |2 has expected value 1/m. From this, we
can calculate the expected value as
E[Per(|UI¯,J¯ |2)] =
(n− i)!
mn−i
. (44)
For UI,J , we note that each element of UI,J is an inde-
pendent Gaussian entry, with mean value 0 due to sym-
metry, and second order moment E[|Ui,j |2] = 1/m. The
second order moment for the permanent can then be cal-
culated using the same methods as in [3]:
E[|Per(UI,J)|2] = E
 ∑
σ,σ′∈Si
n∏
l=1
(UI,J)l,σ(l)(U
∗
I,J)l,σ′(l)

(45)
= E
[∑
σ∈Si
n∏
l=1
|(UI,J)l,σ(l)|2
]
(46)
=
∑
σ∈Si
n∏
l=1
E
[|Ul,σ(l)|2] (47)
=
i!
mi
. (48)
Because the two matrices are independent [28], we can
express the expected value of their product as
E
[|Per(UI,J)|2 Per(|UI¯,J¯ |2)] = (n− i)!mn−i × i!mi (49)
=
(n− i)!i!
mn
. (50)
Plugging this into Eq. (43), we find that
E[∆P>k] =
n∑
i=k+1
pi
∑
I⊆[n]
|I|=i
∑
J≤S′
|J|=j
(n− i)!i!
mn
(51)
=
n∑
i=k+1
pi
(
n
i
)2
(n− i)!i!
mn
(52)
=
n!
mn
n∑
i=k+1
pi
(
n
i
)
(53)
=
n!
mn
n∑
i=k+1
xi(1− x)n−i
(
n
i
)
, (54)
where first we use the fact that since our input and output
are both collision-free, there are
(
n
i
)
ways of choosing I
and J , then apply cancellation, and finally substitute the
values of pi. This gives our error bound for terms not in
our approximation.
Next we shall consider the term ∆P≤k. First we can
note that p′i ≥ pi∀i ≤ k, due to the normalisation of p′i.
Thus we can rewrite this term as
E[∆P≤k] =
k∑
i=0
(p′i − pi)
∑
I⊆[n]
|I|=i
E [PI [S′]] . (55)
Using the same techniques for computing the Laplace ex-
pansion and calculating the expected value of permanents
of Gaussian matrices, we can show that
E[∆P≤k] =
k∑
i=0
(p′i − pi)
(
n
i
)2
(n− i)!i!
mn
(56)
=
n!
mn
k∑
i=0
(p′i − pi)
(
n
i
)
. (57)
Next we expand p′i:
k∑
i=0
p′i
(
n
i
)
=
∑k
i=0 x
i(1− x)n−i(ni)∑k
i=0 x
i(1− x)n−i(ni) (58)
= 1, (59)
and use this expansion as well as the value of pi to cal-
culate
E[∆P≤k] =
n!
mn
(
1−
k∑
i=0
xi(1− x)n−i
(
n
i
))
(60)
=
n!
mn
n∑
i=k+1
xi(1− x)n−i
(
n
i
)
. (61)
Finally, we use these values and sum over all collision-free
S′, of which there are
(
m
n
) ≈ mn/n! to bound our total
variation distance for a Haar-random unitary as
E[∆P ] ≤ 2
n∑
i=k+1
xi(1− x)n−i
(
n
i
)
. (62)
It seems like there should be some room for improve-
ment in this bound. In particular, the use of the triangle
inequality suggests that there might be more precise ap-
proximations of the expected distance.
V. WORST CASE ERROR
We shall now give an improved error bound, using
a different technique. This bound will be an improve-
ment in two ways: first by improving the error bound
by a factor of two, and second by being a bound for
the worst-case error of any linear-optical interferometer,
8rather than a bound for a Haar-random unitary inter-
ferometer. We do so by finding an upper bound for the
trace distance between our ideal partially distinguishable
state and the approximation that results from truncating
at some k, the size of the largest indistinguishable set of
particles. As the trace distance is an upper bound for any
POVM measurement, we know that this will provide an
upper bound for the difference in distribution produced
by any interferometer.
Denoting our truncated state
ρ≤k,x =
∑k
i=0 x
i(1− x)n−i∑I⊆[n]
|I|=i
ρI∑k
i=0 x
i(1− x)n−i(ni) , (63)
where the denominator is a normalising factor, and sim-
ilarly
ρ>k,x =
∑n
i=k+1 x
i(1− x)n−i∑I⊆[n]
|I|=i
ρI∑n
i=k+1 x
i(1− x)n−i(ni) . (64)
We can now estimate the trace distance by rewriting ρn,x
as
ρn,x =
k∑
i=0
xi(1− x)n−i
(
n
i
)
ρ≤k,x (65)
+
n∑
i=k+1
xi(1− x)n−i
(
n
i
)
ρ>k,x, (66)
which, by convexity, gives
δtr(ρn,x, ρ≤k,x) ≤
n∑
i=k+1
xi(1− x)n−i
(
n
i
)
. (67)
If we want this bound to be small, we can use tech-
niques like those used for working out the tails of the
binomial distribution. For example, it is known that for
nx < k < n that
δtr(ρn,x, ρ≤k,x) ≤ exp
(
−nD
(
k
n
||x
))
, (68)
where D(k/n||x) is the relative entropy between coins
with bias k/n and x, respectively [41]. Choosing a
value of k = nα for α > x will give an error bound
of exp(−nD(α||x)). Thus, choosing such a value for k
would give an error that decreases as n increases, albeit
at the cost of needing to increase k linearly with n. While
this is still an exponential time algorithm, it would offer a
polynomial speedup over the Clifford & Clifford method
for Boson Sampling with indistinguishable photons.
We can also note that the trace distance is only de-
pendent on the initial states and not the measurement
outcomes. As a result, this error bound also applies in
the case where the output is not collision free.
VI. INCORPORATING LOSS
We now consider how to adapt this simulation to Boson
Sampling under uniform loss. We shall assume that each
photon survives with probability η.
In [32, 35], it was shown that the initial state for Boson
Sampling with a fixed number of lost photons can be
represented in the first quantisation as the initial state
1(
n
`
) ∑
L⊆[n]
|L|=`
1
`!
∑
σ,σ′∈Sn
σ |sL〉 〈sL|σ′†, (69)
where sL is the state where photons in the subset L of
the original input photons have survived. In order to
generalise this to uniform loss, we append n − ` ”lost”
photons in an additional spatial mode (single particle
state 0) which isn’t affected by the interferometer:
 1(n
`
) ∑
L⊆[n]
|L|=`
1
`!
∑
σ,σ′∈Sn
σ |s〉 〈s|σ′†
⊗ (|0〉 〈0|)⊗n−`. (70)
Note that in the same way that it doesn’t matter which
particles are traced out when initially applying the loss, it
similarly doesn’t matter which particles are replaced with
the |0〉 〈0| state. Uniform loss matches that of choosing
which subset of photons survive according to the bino-
mial distribution [29, 35]. We can combine this model
with the distinguishability model of Sec. III, giving
ρn,η,x =
n∑
`=0
η`(1− η)n−`
∑
L⊆[n]
|L|=`
∑`
i=0
xi(1− x)`−i
∑
I⊆L
|I|=i
 1`! ∑
σ,σ′∈Sn
σ−1(j)=σ′−1(j)∀j /∈I
σ |s〉 〈s|σ′†
⊗ (|0〉 〈0|)⊗n−` (71)
=
n∑
`=0
η`(1− η)n−`
∑
L⊆[n]
|L|=`
∑`
i=0
xi(1− x)`−i
∑
I⊆L
|I|=i
ρL,I . (72)
9We can now see how our classical simulation for Boson
Sampling under distinguishability can be adapted to ac-
commodate loss as well. First, we choose a subset of pho-
tons L to indicate the photons that were not lost. From
this subset, we choose another subset of photons I ⊆ L to
indicate the indistinguishable photons, which are simu-
lated via the Clifford & Clifford algorithm. The photons
in L \ I are all distinguishable photons, and can be sim-
ulated classically as before. The classical complexity of
this algorithm depends on the number of indistinguish-
able photons we choose. As in Section III, by truncating
this to be some maximum size k we can get an algorithm
that runs in O(k2k + Poly(k,m)) time.
To understand the precision of this algorithm, we first
note that if |L| ≤ k, then we can classically simulate any
number of indistinguishable photons within our desired
runtime. As a result, we only need to truncate when
|L| > k, and only need to do so up to |I| ≤ k.
As with Sec. IV, we start by considering the error
bound for a random interferometer. We note that in
cases where at most k photons survive our approxima-
tion is exact, so these outcomes do not contribute to our
total variation distance. For the remainder, we see that
E[∆P ] =
n∑
`=k+1
η`(1− η)n−`
∑
L⊆[n]
|L|=`
E[∆PL], (73)
where ∆PL denotes the error of our simulation with pho-
tons in input modes denoted by L. Using our bound in
Sec. IV as well as the rule of conditional binomial distri-
butions (see below), we can bound this as
E[∆P ] ≤ 2
n∑
i=k+1
(ηx)i(1− ηx)n−i
(
n
i
)
. (74)
Again, an improvement over the use of the triangle
inequality can lead to an improvement in this bound.
For the worst-case error, we construct analogous states
to those in Sec. V:
ρ≤k,η,x =
∑n
`=0 η
`(1− η)n−`∑L⊆[n]
|L|=`
∑min(`,k)
i=0 x
i(1− x)`−i∑I⊆L
|I|=i
ρL,I∑n
`=0 η
`(1− η)n−`(n`)∑min(`,k)i=0 xi(1− x)`−i(`i) , (75)
ρ>k,η,x =
∑n
`=k+1 η
`(1− η)n−`∑L⊆[n]
|L|=`
∑`
i=k+1 x
i(1− x)`−i∑I⊆L
|I|=i
ρL,I∑n
`=k+1 η
`(1− η)n−`(n`)∑`i=k+1 xi(1− x)`−i(`i) , (76)
and note that ρn,η,x is a linear combination of these
states. As a result, the worst-case error of this simu-
lation, using the convex properties of the trace distance,
can be bounded as
δtr(ρn,η,x, ρ≤k,η,x) ≤
n∑
`=k+1
η`(1− η)n−`
(
n
`
)
×
∑`
i=k+1
xi(1− x)`−i
(
`
i
)
(77)
=
n∑
i=k+1
(ηx)i(1− ηx)n−i
(
n
i
)
, (78)
where in the second line we have used the rule of condi-
tional binomial distributions. Using the same result as
used for Eq. (68), we can bound the error to a constant
value if k = nα for α > ηx [41]. This shows a relation-
ship between distinguishability and loss similarly to, but
not exactly the same, as the one found in [29]: the more
distinguishable photons are, the more we can classically
simulate photon loss, and vice versa. It is remarkable to
see that these two algorithms have a different dependence
on x and η: while state truncation depends on ηx, point
truncation depends on ηx2. It is not immediately clear
where this difference comes from, and we leave it as an
open question.
VII. EMPIRICAL ERRORS
A natural question at this point is how to assess the
performance of this new approach over that of [28, 29].
It is not immediately clear how to find a fair comparison,
as each approach has its own strengths and weaknesses.
Truncating based on fixed points has the benefit of the
error asymptotically tending towards a constant as n in-
creases, which means that k can be chosen independently
of n and does not need to increase. But this comes at the
cost of a potentially large, albeit polynomial, runtime of
at least O(n2kk2k(n−k)4 log(n−k)) [28, 38]. Truncating
based on states, on the other hand, provides a significant
improvement in runtime based on k, and is able to run in
O(2k+Poly(k,m, n)) time, but at the cost of k increasing
linearly with n for constant error.
We therefore consider a variety of comparisons. In Sec.
VII A, we start by considering the highest value of x and
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η simulable by each approach when given the same val-
ues of n and k. We then introduce the runtime for each
algorithm in Sec. VII B, by comparing how fast they can
simulate particular values of x and η for increasing n.
Finally in Sec. VII C, we compare the highest value of x
and η simulable by both algorithms for a 90-photon Bo-
son Sampling experiment, where k is varying but under
the condition that the algorithms have similar run times.
The motivation for this is that 90 photons has been sug-
gested as strict upper bound for what is achievable using
classical computation [42].
Before we go further, we make a few observations
on the calculations of error bounds and runtimes used
in this section. Rather than using the asymptotic er-
ror bounds for fixed point truncation, which assume
n → ∞, we have used bounds for finite n. This pro-
vides an improvement in the error of up to 1/
√
e. For
the runtime of fixed point truncation, we explicitly cal-
culate
∑k
i=0
(
n
i
)
R(n, n − i)i2i(n − i)4 log(n − i), where
R(n, n − i) = (ni)di!/ec is the number of permutations
with n− i fixed points, and we have assumed that com-
puting every permanent of the (n− i)× (n− i) matrices
with non-negative entries requires O((n− i)4 log(n− i))
time [43]. For Metropolised Independence Sampling, we
choose the number of probabilities to approximate via
state truncation as 100, which matches currently used
“burn in” and “thinning” times[13], though it is worth
noting that this number could be different depending
on the distribution of partially-distinguishable and lossy
bosons. For the runtime of state truncation, we use
2k2k + mk(k − 1)/2 + m(n − k), where we have used
the fact that the first term is approximately equivalent
to computing two matrix permanents, the second term
is the polynomial overhead of the Clifford & Clifford ap-
proach, and the final term is the polynomial overhead of
sampling the fully distinguishable photons [14]. For these
calculations, we have also assumed that m = n2 [44].
Finally, we note that in Secs. VII A and VII C, we only
consider distinguishability and loss separately, by com-
paring the highest value of x simulable in a lossless sys-
tem, and the highest value of η simulated in a full indis-
tinguishable system. Ideally one would compare highest
combinations of η and x which are classically simulable.
However, doing so is complicated by the fact that both
methods handle combinations of noise differently: point
truncation handles them as the parameter ηx2, whereas
state truncation handles them as ηx. With this in mind,
we plot values for distinguishability and loss separately,
and note that, for the same performance, a reduction in
one implies an increase in the other.
A. Comparison at same level of truncation
We start by comparing the performance of the two al-
gorithms when truncated at the same level k. This is of
interest as in both approaches k is considered to be a pa-
rameter defining the interference between photons. To do
so, we consider the error bounds of classically simulating
n-photon Boson Sampling for n ranging between 2 and
100. The values chosen for k depend on n: we consider
k = n− 1 as the upper limit of what the two algorithms
can achieve without simulating the full distribution, and
also k = n/2 as a more feasible, though still exponential
time, value.
The result is plotted in FIG. 1, where in (1a) we show
the highest value of x simulable assuming no loss (η = 1)
and in (1b) we show the highest value of η simulable
assuming the photons are fully indistinguishable (x = 1).
For all cases, we are considering simulations up to 10%
error.
There are a number of things we can note from FIG.
1. First is that when k = n − 1, we can see that both
algorithms tend to the same maximum values of distin-
guishability and loss. In the case of distinguishability,
we can easily see why by considering the error bounds of
both algorithms. One can see from Eq. (67) that state
truncation will have a simple error bound in this case
of  ≤ xn, meaning that for constant error the largest
value of x simulable is x = 1/n. For point truncation,
Eq. (20) shows that the error is similarly bounded as
 ≤ xn/√e, leading to a largest value of x = (√e)1/n.
Thus, although the highest value of x simulable via point
truncation is higher than that via state truncation, the
difference will decrease in the limit of large n. Curiously
we see the same effect as well in the case of loss, but
now the highest value of η simulable via state trunca-
tion is higher than that of point truncation. Again, this
can be shown to hold theoretically: For state truncation
the error scales as  ≤ ηn according to Eq. (78), corre-
sponding to η = 1/n; whereas for point truncation we
see from Eq. (20) and substituting x =
√
η that the error
scales as  ≤ ηn/2/√e, meaning a maximum value of η is
η = (e2)1/n. In the limit of large n these differences will
also tail off.
For k = n/2, we see that for both distinguishability
and loss point truncation is more powerful than state
truncation. Although this is harder to formally prove,
there is intuition to see why this is the case. For state
truncation, we know that for a small error to be achiev-
able we need k ≥ nηx, as this is the mean of the binomial
distribution. Thus for k = n/2, we have that ηx ≤ 1/2,
and in both cases we see the highest value of x and η
tending to a value below 1/2. For point truncation on
the other hand, we know that the error tends to a con-
stant value only dependent on k and ηx2 in the limit of
large n. As a result, it is unsurprising that for k increas-
ing linearly with n the highest values of x and η will
increase.
B. Comparison of runtimes
We next consider the runtime required to simulate
n-photon Boson Sampling up to 10% error via either
method. The motivation for this comparison is that the
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FIG. 1. Highest value of (1a) x when η = 1 and (1b) of η when x = 1 simulable via state (solid) or point (dashed) truncation
up to 10% error ( = 0.1). The number of photons, n, is varying, with k chosen as either k = n− 1 (red) or k = n/2 (green).
The oscillatory behaviour is due to rounding k = n/2 when n is odd.
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FIG. 2. Approximated runtime in terms of number of op-
erations to simulate n-photon Boson Sampling with chosen
values of η and x up to 10% error ( = 0.1) via state (solid)
or point (dashed) truncation.
runtime of the two algorithms at the same value of k are
significantly different. In particular, the runtime of state
truncation is only dependent on k and not n, whereas
the runtime for point truncation depends on a scaling of
approximately O(n2k).
To understand how the runtimes scale, in FIG. 2 we
plot the runtimes of classically simulating n-photon Bo-
son Sampling experiments via the two approaches for
fixed values of η and x. The values of k chosen for
each algorithm are the smallest values for an error of
at most 10%. For choosing η and x, we give two exam-
ple cases. The first (FIG. 2, red), where η = 0.755 and
x = 0.975, is an example of a hypothetical best exper-
iment we could build with current technology, with the
most lossless sources (82%) [45], interferometers (99%)
[40] and detectors (93%) [46], and the highest level of
photon indistinguishability (97.6%) [47]. The second case
(FIG. 2, green), where η = x = 0.5, is an example of how
the two algorithms perform in what would be considered
a poor experiment for both distinguishability and loss.
Actual Boson Sampling experiments are likely to fall be-
tween these two extremes.
In both cases, state truncation appears to outperform
point truncation for near-term photon experiments, with
point truncation eventually being able to perform faster
for larger values of n. When η = x = 0.5, point trunca-
tion performs better when n is approximately larger than
230. In the case of η = 0.755, x = 0.976, point trunca-
tion only performs better when n is approximately larger
than 390 photons. This gives an idea of the regions in
which the polynomial runtime of point truncation can
be better or worse than the exponential runtime of state
truncation.
It is also worth noting that just because point trun-
cation is faster than state truncation for large enough n
does not necessarily mean that either algorithm is effi-
cient in these cases. When η = x = 0.5, point truncation
only becomes more efficient at instances where both al-
gorithms already require the order of 1022 operations.
And in the case where η = 0.755, x = 0.976, both al-
gorithms have runtimes on the order of 1092 operations
before point truncation outperforms state truncation.
C. Comparison at same runtime
Now we consider both truncation level and runtime,
and compare the algorithms when restricted to compara-
ble runtimes. To do this, we shall consider the challenge
of simulating a 90-photon Boson Sampling experiment,
and the largest values of distinguishability and loss that
can be simulated at level k with 10% error. The moti-
vation for this is that 90 photons has been suggested as
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FIG. 3. Highest value of (3a) x when η = 1 and (3b) η when x = 1 simulable for 90-photon boson sampling at truncation level
k up to 10% error ( = 0.1). Blue line indicates highest values simulable via state truncation at level k, green lines indicate
highest values simulable via point truncation at level k, orange lines indicate highest values simulable at point truncation at
level k′ such that k′ is the smallest level of truncation such that the approximate runtime of point truncation at level k′ is
longer than the runtime of state truncation at level k.
strict upper bound for what is achievable using classical
computation [42].
The results are shown in Fig. 3, detailing for each al-
gorithm the highest value of x simulable when η = 1 (3a)
and the highest value of η simulable when x = 1 (3b).
In both figures, the blue line indicates state truncation
at level k, and the green line indicates point truncation
at level k. However, the runtime of state truncation at
level k and point truncation at level k are likely to be
drastically different. To take runtime into consideration
as well, we consider the orange line which indicates point
truncation at level k′, where k′ is the smallest integer
such that the approximated runtime of point truncation
at level k′ is longer than that of state truncation at level
k. This allows us to compare the performance of the two
algorithms when restricted to similar runtimes.
Considering distinguishability in FIG. 3a, we can note
that point truncation with comparable runtime performs
better up to k ≤ 45, after which the methods are roughly
comparable with state truncation performing marginally
better, before becoming more dominant for k ≥ 60. It
has been suggested that boson sampling with 50 indis-
tinguishable photons is roughly the limit of what can be
classically simulated on a supercomputer [13, 14, 48], so
it appears that when considering distinguishability, the
algorithms are roughly comparable in this case.
When considering loss in FIG. 3b, we see a noticeable
improvement for state truncation. Now point trunca-
tion under the same runtime only performs better up to
k ≤ 22, with state truncation performing considerably
better for higher values of k. Boson Sampling with up
to 30 indistinguishable photons is already known to be
classically simulable on a standard laptop [13], so this
appears to offer a noticeable improvement even for fast
classical simulations.
VIII. NON-UNIFORM LOSS
We finish by briefly considering non-uniform loss,
where each photon survives a lossy optical component
with probability τ . This model of loss has been con-
sidered before [34, 35], but without the incorporation of
distinguishability. We can do this using the same meth-
ods as other non-uniform loss results, by extracting non-
uniform losses into a layer of uniform losses followed by a
lossy interferometer. The uniform loss layer means that
each photon has probability η = τs of surviving, where τ
is the loss of each optical component and s is the smallest
number of lossy optical components a photon interacts
with. If we take the total number of lossy components to
be d, the remaining lossy circuit can be modelled as an
(m + d)-mode interferometer, with lost photons ending
up in the additional d modes. Thus we can achieve the
same error as Eq. (78) in O(k2k+Poly(k,m, d)) time. In
typical schemes for linear interferometers, d is at most
polynomial in m [49, 50], so the overhead from these ad-
ditional modes is small. We can bound the error to a
constant if k > nxτ s. Taking the logarithm on both
sides and rearranging for s, we find that this holds if
s >
log n− log 1/x− log k
log 1/τ
. (79)
This matches results in [34, 35], showing that boson
sampling can be classically simulated if each photon en-
counters at least a logarithmic number of lossy compo-
nents. It also shows how distinguishability can affect the
simulability of lossy components in Boson Sampling: if
our photons are more distinguishable, corresponding to
a smaller value of x, then we can simulate shallower (i.e.
less total loss) optical circuits.
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IX. CONCLUSION
In recent years significant improvements have been
made in the ability of classical computers to simulate
Boson Sampling under various imperfections. However,
while it is of theoretical interest to demonstrate asymp-
totic improvements in classical simulation, the whole rea-
son for proposals such as Boson Sampling is to offer
speedups for near-term devices. Although our algorithm
will not scale polynomially as the number of photons in-
creases, we find that a substantial improvement over cur-
rent classical algorithms can be achieved for the numbers
of photons that experimentalists are currently aiming for.
In doing so, we have effectively set a benchmark for what
is required of a 50-90 photon Boson Sampling device.
There are a number of ways one could improve this
classical simulation. In particular, the approach of
Ref. [28] for truncation when looking at near-term devices
is dependent on Metropolised Independence Sampling. A
direct adaptation of the Clifford & Clifford algorithm to
this approach would almost certainly offer an improve-
ment over our algorithm. However, such an adaptation
is non-trivial, due to the fact that the term in the expan-
sion are not states, something that motivated our work
here.
There are other open questions we would like to con-
sider as well. The first would be to improve the average-
case error bounds to match, if not improve over, our
worst-case error bound. This would most likely involve
an alternative to using the triangle inequality. The sec-
ond would be to find a way of explaining the difference in
dependence on η and x between point and state trunca-
tion, and ideally improving either algorithm in the pro-
cess.
A. Note Added
During this work we were made aware of indepen-
dent work by V. Shchesnovich, which also shows that
the model of distinguishability considered by Renema et
al. corresponds to that of selecting indistinguishable pho-
tons via the binomial distribution [51]. This is derived
using significantly different methods from those used in
this manuscript, and does not consider classical simula-
tion of distinguishability via the above method (though
this has been anticipated [52]).
No underlying data was produced during this study.
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