Abstract
Introduction

21
Starting a few decades ago, and continuing apace today, enormous progress is being made in performing useful chemical simulations by decomposing large quantum mechanical calculations 23 into recoupled subsystems. The literature chronicling the evolution of fragment-based methods
24
is vast, and has been reviewed several times. [1] [2] [3] [4] Notwithstanding all of this progress, a more 25 favorable ratio of accuracy to computational cost is always desirable, in order to broaden the 26 coverage of reliable simulations, especially if the phenomenon under investigation hinges on 27 small energy differences.
28
In the interest of developing a flexible framework for systematically improvable fragment- that consisted entirely of distinguishable degrees of freedom, forgoing the difficulties of inter-37 fragment electron exchange, the details of which are handled in this article.
38
The generic excitonic CC formalism asserts three conditions that must be fulfilled by the 
Conventions and Notation
144
The scope of this work is limited to the case of the non-relativistic electronic Hamiltonian for 145 fixed nuclear positions. The system is divided into N fragments, which are comprised of disjoint 146 groups of atoms, where atoms in a fragment generally have some contiguous proximity to each 147 other, and they may constitute what is considered to be a molecule within the system. For 148 conceptual ease, we take it that the atoms of each fragment occupy the spatial positions that 149 they have in the bulk system, but the many-electron state space associated with each is defined 150 as though it were in isolation at that location.
151
Following the notation established in the companion article, a i denotes a member of a set 152 denoted {a i }, for all i allowed by the mapping a. Summations over an index implicitly run over to restrict the so-labeled indices to specific fragments will always conveniently coincide. The 160 greek letters Ψ and ψ will be used to refer to general states of the super-system and fragments, 161 respectively, and Φ and φ will refer to the respective single-determinant states from which these 162 are built. We use χ for the one-electron orbitals. 
The one-electron basis
164
We presume a set of linearly independent orbitals {|χ p }, where each orbital may be associated 165 with a specific fragment, e.g., atomic orbitals of constituent atoms, fragment molecular orbitals,
166
etc. The index that enumerates this set is taken to be "blocked" by fragment, such that the 167 first block of consecutive values enumerates the orbitals on fragment 1, and so forth. However,
168
to avoid ambiguity later with the indexing of members of tuples, we specifically disallow the 169 convention that a subscript on an orbital index indicates the fragment to which it belongs. {|χ p } for the one-electron space, such that both of the following are true
The existence of such a set of biorthogonal complements is guaranteed if the original set is 173 linearly independent, and it is impossible otherwise. Should a linearly dependent set of functions 174 be proposed to span the one-electron state space, then some (circumventable) difficulty arises.
175
A full discussion of this takes place later. Importantly, the resolution of this issue maps the 176 linearly dependent case onto a problem of the same structure; therefore the remainder of the 177 discussion of the linearly independent case is, in fact general.
178
Once the one-electron basis is established, we take the space spanned by it as the definition 179 of the complete one-electron space, with the consequence that this defines what is meant by 180 completeness in the many-electron space, for a given total number of electrons n. 
where The set {|Φ P } spans the complete Fock space of the super-system. The index P runs over to indicate the fragment to which a given determinant belongs, then the notation |φ Pm is used.
208
The set {|φ Pm } is then a complete basis for the Fock space of fragment m.
209
Let us now make explicit the relationship between the set of all super-system determinants 210 {|Φ P } and tensor products of fragment determinants |φ Pm . Any tuple P may be subdivided 211 into the (potentially empty) tuples P 1 through P N , each containing only the component indices 212 of P that refer to orbitals on the fragment indicated by it subscript. Again, it is simply 213 convenient that the indexing of the sub-tuples of P is coincident with the convention used to 214 indicate fragment-based restrictions of tuples. Since all tuples in this work are taken to be 215 ordered, and since the indexing of the orbitals is blocked by fragment, P is reconstructed by 216 simple concatenation of these sub-tuples. We may then write 
where the set of all allowed indices for {|Φ P } is the same as for {|Φ P }, but mapped to a 230 different set of states in the same Fock space. Let us verify that the set {|Φ P } is indeed the 231 desired biorthogonal basis. Assuming that P and Q are tuples of equal length (n = n P = n Q ), immediately clear what the utility of this might be, so we opt to assume it for simplicity.
265
Let us now construct the set of biorthogonal complements {|ψ i } to the members of {|ψ i }.
266
For ease of notation let us introducez = z −1 , with elementsz i,P . Using the biorthogonality 267 of the fragment-determinant bases, it is straightforward to show that ψ i |ψ j = δ ij for the
where the asterix denotes scalar complex conjugation. Since z is block-diagonal by fragment,z 270 is also necessarily so blocked, and the notation |ψ im to refer to a state associated with fragment 271 m is therefore sensical. It also follows from the assumptions above that the biorthogonal 272 complements have definite particle number. 
where the definition of antisymmetrization applied relies on the states |ψ i having definite 277 particle number. Again, P = (P 1 , · · · P N ), and we have used the elements a matrix Z , defined
with m running over all fragments. Since Z is invertible, the set {|Ψ I } is complete. For 280 convenience, we let the inverse of Z be denotedZ with elementsZ I,P = mz im,Pm . We use 281 this to construct the set of biorthogonal complements {|Ψ I } as 
where, as shown, the upper and lower indices must refer to two states of the same fragment.
292
This abstraction alone is sufficient to allow for the construction of a CC algorithm, as was done
293
for model systems of distinguishable coordinates in that work.
294
For the electronic systems under discussion here, the following may be regarded as a defi-295 nition of such a fluctuation operator
On account of the biorthogonality of the bases {|Ψ I } and {|Ψ I }, a basis state acted upon 297 by this operator will have non-zero projection onto only one bra in the summation, and that 298 will only happen if fragment m is in state |ψ jm , which gives unit coefficient to the super-299 system state that simply has |ψ jm replaced by |ψ im . Clearly, the choice of basis states for the 300 single-fragment Fock spaces does not change the discussion, so we may also introduce a set of 301 analogous operators defined with respect to the determinant bases, denoted for convenience as 302 the set {σ
Completeness of fluctuation operators
304
Let us now demonstrate that the action of an arbitrary operatorÔ in the super-system Fock any operator in a space is fully determined by the collection of its matrix elements in a linearly 307 independent set that spans that space, or, equivalently, taken with respect to biorthogonal bases 308 for that space. Therefore, if we can obtain an expression for a general operator in terms of the 309 {τ i j }, wherein each such matrix element is an independent degree of freedom, we will have the 310 desired proof. This is the same as asserting that we can use this set to construct an operator 311 that has only a single, arbitrarily chosen non-zero matrix element, such that a weighted linear 312 combination of these is sufficient to construct an arbitraryÔ. Choosing the IJ-th element to 313 be non-zero, we define the operatorô IJ such that
This is easily accomplished by setting role in this discussion, this conclusion applies equally well to the set {σ P Q } using the determinant 318 bases and slightly adjusted notation (tuple indices, instead of integers).
319
Since both {τ i j } and {σ P Q } can be used to build complete bases for the space of super-system 320 Fock-space operators, then, at an abstract level, we are assured that any member of either 321 set is expressible in terms of a linear combination of (products of) members of the other set.
322
Concretely, the transformation is seen to be rather simple. Insertion of the resolution the 
Inserting one of these identities into the other results in a truism. 
341
Consider that we intuitively expect the Hamiltonian to couple only small numbers of fragments 342
simultaneously, but to also generate many non-zero matrix elements, analogous to its form as 343 a linear combination of relatively short strings of field operators in the ab initio representation. To perform step 1, we need to be able to compute the matrix elements ofĤ in the determinant 358 basis. In order to evaluate Φ P |Ĥ|Φ Q , we will write the ab initio expression for the Hamiltonian 359 in a basis of field operators that reference the biorthogonal one-electron bases.
360
Let the members of the sets {ĉ p } and {ĉ p } be one-electron field operators with the following 361 actions on some determinant |· · · built from arbitrary orbitals any hypothetical orthonormal basis are generated by mutually inverse transformations
This is useful in showing thatd q removes orbital |χ q from a determinant built from the set
where | is the vacuum state. This is also consistent with the backwards action ofd q to create 371 χ q |. We may now handle each of theĤ M separately. In parallel to standard practice for one-and 392 two-electron operators, for a matrix element Φ P |Ĥ M |Φ Q , it will be convenient to frame the 393 discussion in terms of the number of fragments that have changed state in the bra, relative to the 394 ket (henceforth, the number of "substitutions"). To express this, the number of primes on an 395 index will be used to denote the number of substitutions relative to the unprimed index, and an 396 overbar will denote a changed index value. For example, for two substitutions, and identifying 397 the fragments undergoing the substitution as m and m , P = (
where P = (P 1 , · · · P m · · · P m · · · P N ). We will always assume m <m <· · · .
399
We know a priori, that a matrix element of a givenĤ M will be zero if the number of 400 substitutions is greater than M . Also, the fact that any term of anyĤ M operates on a maximum on a disjoint charge transfer).
408
As an illustration of the logic by which matrix elements are derived, let us consider the 409 simplest case of a diagonal matrix element ofĤ 1
Since the states of fragments other than fragment m contribute only factors of their biorthogonal fragments whose states appears in the bra and ket. Using similar logic, we obtain the following 416 expressions for the complete collection of non-zero matrix elements between states that have 417 the same total number of electrons (zero if the number of electrons differs).
For the sake of compact expressions, the summations sometimes admit two copies of the same The matrix elements we need are of the general form ψ
for M up to 4. We recall thatĤ 
465
The use of a biorthogonal basis within a group for which a matrix element is being computed 466 is crucial to obtaining the correct value for to a globally consistent set of monomer fluctuations. 
where, as before, P = (p 1 , · · · p n P ), such that the correlated basis states and complements are 471 given by
It is important to realize that, onceĤ
is known in the biorthogonal one-electron basis,
474
the rules for evaluating matrix elements of this form using field-operator algebra are exactly were used to obtain the fragment excited states.
485
We have finally arrived at a point where it is clear that the computational inputs into the ically, decaying asymptotically with the inverse third power.
497
As is familiar from the properties of the two-electron integrals tensor in a local basis, since Since the framework proposed in this work depends so critically on both the ability to assign to resolve a linear dependency can create artificial asymmetries.
521
We will now present an alternate framing of the above derivation at a level of abstraction that 522 allows us to handle both the linearly independent and linearly dependent cases together. This 523 allows us to show the path necessary to obtain working expressions for the linearly dependent 524 case without going into details.
525
For any set of many-electron states {|Ψ I }, linear dependence notwithstanding, we may 526 write a resolution of the identity in the following form
for some (potentially non-unique) choice of the set {|Ψ I }, which is a point we will discuss carefully momentarily. By inserting this resolution of the identity into the Schrödinger equation solved by |Ψ 0 for the ground state, we arrive at the matrix eigenvalue equation
where Ψ 0 is a column matrix with elements Ψ I,0 = Ψ I |Ψ 0 , and the matrix H has elements 
541
In the case where {|Ψ I } is linearly independent, it is straightforward to show that the to the more compact non-linear CC parameterization of |Ψ 0 .
551
In the linearly dependent case, we will find it convenient to define fluctuation operators 
where, in the second line, we remind ourselves of the structure of the index I as a tuple that the following action Hamiltonian will act not only on the fragments to which the indices in that string belong, but 594 also on any fragments whose orbitals can be linearly combined to build the orbital in question.
595
If a given orbital is linearly independent of the rest of the basis (likely the majority), then only 596 expected fragment is involved. Regardless, this does not increase the fragment order of the 597
Hamiltonian, but it increases the number of fragments that could be associated with a given 598 orbital index, which is an intuitive consequence of having a linear dependency arise due to 599 overlaps of diffuse orbitals on different fragments.
600
A final comment is worthwhile in terms of connecting back to the abstract framework of 601 resolutions of the identity. Similar to what we have done in the one-electron space, the matrices
602S
andS may be defined as satisfying
where P 0 and P 0 are the projectors into the null spaces of S and S , respectively, where S 604 has elements S P Q = Φ P |Φ Q . The members of the sets {|Ψ I } and {|Φ P } may be expressed we make the choice that the arbitrary part ofs is zero, or equivalently that the arbitrary part 610 ofS is zero, which is likely the most convenient and practical choice (and also reflects any 611 geometric symmetries of the system), and we furthermore insist on
then this is equivalent to choosing
This is clearly a valid pseudo-inverse of S = Z † S Z , but it has non-zero components in the 614 arbitrary part, due the fact that some eigenvectors of S with non-zero eigenvalue transform to 615 vectors that lie partly in the null space of S , and vice versa. The result of this is that, if the 616 full Hamiltonian matrix were to be built, we would have
617
H =Z H Z
showing that it is a similarity transformation of the Hamiltonian in the configuration basis, as which hold promise for using this as a framework to build for finely tunable, and systemat- that can be applied to excitonic CC methods.
644
In essence, the construction of the exact Hamiltonian of a super-system in the representa- 
