Abstract Different combination methods based on multiple linear regression are explored to identify the conditions that lead to an improvement of seasonal forecast quality when individual operational dynamical systems and a statistical-empirical system are combined. A calibration of the post-processed output is included. The combination methods have been used to merge the ECMWF System 4, the NCEP CFSv2, the Météo-France System 3, and a simple statistical model based on SST lagged regression. The forecast quality was assessed from a deterministic and probabilistic point of view. SSTs averaged over three different tropical regions have been considered: the Niño3.4, the Subtropical Northern Atlantic and Western Tropical Indian SST indices. The forecast quality of these combinations is compared to the forecast quality of a simple multi-model (SMM) where all single models are equally weighted. The results show a large range of behaviours depending on the start date, target month and the index considered. Outperforming the SMM predictions is a difficult task for linear combination methods with the samples currently available in an operational context. The difficulty in the robust estimation of the weights due to the small samples available is one of the reasons that limit the potential benefit of the combination methods that assign unequal weights. However, these combination methods showed the capability to improve the forecast reliability and accuracy in a large proportion of cases. For example, the Forecast Assimilation method proved to be competitive against the SMM while the other combination methods outperformed the SMM when only a small number of forecast systems have skill. Therefore, the weighting does not outperform the SMM when the SMM is very skilful, but it reduces the risk of low skill situations that are found when several single forecast systems have a low skill.
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Introduction
Due to the chaotic nature of the climate system and the inadequacy of current forecast systems, quantifying uncertainty plays an important role in climate forecasting (Palmer 2000) . Dealing with uncertainty will help decision makers making better decisions on whether or not to take any action given a probability forecast for an event. The unavoidable uncertain character of weather and climate prediction forces climate forecasts to be formulated in a probabilistic way, as has been recognized for more than a century (Murphy and Winkler 1984) . In addition, the probabilistic formulation requires an appropriate assessment of how reliable (i.e. whether the forecast uncertainty is accurate) the forecasts are (Slingo and Palmer 2011) .
Two of the main sources of uncertainty in climate prediction are the lack of perfect knowledge of the initial conditions of the climate system and the inability to perfectly model this system (Curry and Webster 2011; Knutti 2010; Slingo and Palmer 2011) . The first source of uncertainty is usually addressed by generating a set of several independent forecasts with slightly different initial conditions using dynamical models, the so called ensemble technique (Gneiting and Raftery 2005; Palmer 2000) . The ensemble technique does not take into account the model imperfections (e.g. model-specific biases, both in the mean state and in the internal variability), and for this reason, ensemble forecasts performed with an individual system are usually over-confident (i.e. under-dispersive) (Slingo and Palmer 2011) . These limitations come from the simplification of the fluid dynamic equations required to solve them numerically, the limited spatial and temporal resolution of the models, which implies that some of the important climate variables are solved through parameterization, and the lack of perfect knowledge of all single aspects of the climate system physics (Curry and Webster 2011; Palmer 2000) . Three techniques have been used to deal with the model inadequacy problem: the perturbedparameter, the stochastic-physics, and the multi-model techniques (Doblas-Reyes et al. 2009 and references therein) . The multi-model approach, which is the one that will be used in this paper, considers the combination of different forecast systems, independently designed from one another. The perturbed-parameter approach creates ensembles by perturbing uncertain parameters in the physical parameterizations of a single forecast system and the stochastic-physics method treats sub-grid scale physical processes in a probabilistic way adding extra terms to the model equations using simplified linear and nonlinear stochastic models.
When applying the multi-model approach, a question that immediately arises is to find the best way to combine the predictions made with the different forecast systems (Knutti 2010) . It has been demonstrated that combining several dynamical forecast systems with equal weights (or simple multi-model) has, on average, improved deterministic and probabilistic forecast quality with respect to the single models Hagedorn et al. 2005; Palmer et al. 2004; Tippett and Barnston 2008; Wang et al. 2009 ). Doblas-Reyes et al. (2005) explored several combination methods to merge several dynamical models setting different weights to each one based on their past performance and using different flavours of multiple linear regression. However, the small sample size typically available in climate prediction produces results with the combination methods that assign unequal weights that are not conclusive or robust, making the simple multi-model (SMM) a particularly successful benchmark . Other studies attempted to use more sophisticated combination methods and concluded that it is difficult to improve the SMM forecasts (DelSole et al. 2012; Kug et al. 2007 Kug et al. , 2008 Tippett and Barnston 2008) .
In a slightly different framework Coelho et al. (2004) used a Bayesian method to combine the European Centre for Medium-Range Weather Forecasts (ECMWF) dynamical model with a simple statistical model based on lagged regression to estimate calibrated probabilistic forecasts for the Niño3.4 index. Stephenson et al. (2005) generalized this method to deal with more than one model and more than one variable so that it could be used with several dynamical systems. They applied this Bayesian method to equatorial Pacific sea surface temperature (SST) grid point predictions produced by seven coupled forecast systems in the Development of a European Multi-model Ensemble System for Seasonal to Inter-Annual Prediction (DEME-TER; Palmer et al. 2004 ) and showed improved forecast skill compared to individual forecast systems and the simple multi-model.
The predictability of the surface temperature and precipitation patterns, which plays an important role on human activities, is to a certain degree linked to our ability to predict the boundary conditions of the climate system such as the SST, especially in the tropics (Goddard et al. 2001; Shukla 1998 ). The El Niño Southern Oscillation (ENSO) is the most important source of predictability at seasonal timescale; therefore, the assessment of skill of ENSO SST predictions is a fundamental requirement for any seasonal forecasting system . It impacts the circulation and precipitation patterns in the Pacific Ocean itself and in several other regions around the globe (Ropelewski and Halpert 1987) . Other tropical ocean basins such as the tropical SST over the Atlantic and Indian Oceans also have a major impact on the climate variability of the surrounding regions (Goddard et al. 2001) . For instance, the SST anomalies over the tropical Atlantic region directly influence the position of the Intertropical Convergence Zone (ITCZ), which plays a role on the precipitation patterns over northern northeastern Brazil and western Africa, while the western Indian Ocean SST anomalies have impacts on the climate of eastern parts of the African continent. Another interesting feature is that the SST variability of the Atlantic and Indian basins is somehow linked to that of the tropical Pacific (Goddard et al. 2001) . Therefore, an important tool used for operational seasonal predictions are the ocean climate indices that can be linked to major patterns of climate variability (Doblas-Reyes et al. 2013) .
This study addresses several innovative aspects of climate forecasting. Firstly, it compares three different operational dynamical forecast systems: the ECMWF seasonal forecast system 4 (S4; Molteni et al. 2011) , the National Centers for Environmental Prediction (NCEP) climate forecasting system version 2 (CFSv2; Saha et al. 2013 ) and the Météo-France System 3 (MF3; Batté and Déqué 2011) . These are some of the dynamical seasonal forecast systems available to the users of this type of climate information. A simple statistical model based on lagged regression (Coelho et al. 2004 ) is also used as an additional model in the combination procedure. Secondly, the study uses and compares several methods to combine the above single forecast systems in different ways: the multiple linear regression methods described in Doblas-Reyes et al. (2005) and the Bayesian method described in Stephenson et al. (2005) . The simple multi-model, where the systems are put together with equal weighting, is used as a benchmark. The aim is to assess how the Bayesian method compares with the multiple linear regression methods and a simple multi-model. To the authors knowledge such a comprehensive comparison has not been performed so far. However, this study goes a bit farther than those two papers, and several others that were recently published Palmer et al. 2004; Tippett and Barnston 2008; Kug et al. 2007 Kug et al. , 2008 . In this paper the impact of those combination methods on a series of operational forecast systems, which is an aspect of the problem not dealt with in the past, was investigated. In particular, this implied considering the differences in how the systems are developed in a real-time basis, and how the combination affects predictions that are carried out regularly, with one start date per month. Finally, a comprehensive quality assessment of the climate forecasts both from a deterministic and probabilistic point of view is performed considering all possible start dates and lead time up to 7 months, which is the limit of the forecast time allowed by both S4 and MF3. Given the large amount of cases considered in this study, for simplicity the forecast quality assessment of both the combinations and the single forecast systems is carried out for SST averaged over three different tropical regions: the Niño3.4 SST index (170°W-120°W, 5°S-5°N), the Subtropical Northern Atlantic (SNA) SST index (55°W-15°W, 5°N-25°N), and the Western Tropical Indian ocean (WTI) SST index (50°E-70°E, 10°S-10°N).
In Sect. 2, the data sources are described, as well as the six combination methods used to combine the predictions from the four forecast systems and the scores employed to evaluate their quality. In Sect. 3 the forecast quality of the single forecast systems and their combination is described and the sources of improvement discussed. Finally, a summary and the main conclusions can be found in Sect. 4.
Data and methods

Seasonal predictions
Retrospective dynamical seasonal forecasts from three forecast systems based on coupled ocean-atmosphere models have been used in this study: S4 , CFSv2 (Saha et al. 2013 ) and the MF3 (Batté and Déqué 2011) . A simple statistical model based on lagged regression has been used as an empirical forecast system for both benchmarking and combination with the dynamical methods.
The atmospheric component of S4 is the cycle 36r4 of the ECMWF Integrated Forecast System (IFS) (Kim et al. 2012; Molteni et al. 2011) . It has a horizontal resolution of about 80 km and 91 vertical levels, extending up to about 0.01 hPa. The ocean component of S4, the Nucleus for European Modelling of the Ocean (NEMO) version 3.0, has a horizontal resolution of about 18 with equatorial refinement and 42 vertical levels, 18 of which are in the upper 200 m. S4's hindcasts have 15 ensemble members, all starting in burst mode on the first day of every month at 0 UTC. Their integrations are 7-month long and cover the period 1981-2010.
CFSv2 uses the NCEP Global Forecast System (GFS), with horizontal resolution of about 100 km and 64 vertical levels, as its atmospheric component (Kim et al. 2012; Saha et al. 2013; Yuan et al. 2011) . Its ocean component is the Geophysical Fluid Dynamics Laboratory Modular Ocean Model version 4 (MOM4) and it has maximum horizontal resolution of 0.25°within 10°of the equator and 0.5°poleward and 40 vertical levels. CFSv2 hindcasts have 24 ensemble members, except November that has 28 members. The hindcasts are initialized in different days and times, being the ones initialized after the day 7 used as the lead time zero ensemble members of the next month. For example, the ensemble members for the target month of February at lead time zero have start dates in January 11th, 16th, 21st, 26th, 31st, and the February 5th (at the synoptic times 00, 06, 12 and 18 UTC) of the same year. Their integrations are 10-month long and cover the period 1982-2010. MF3 uses the Action de Recherche Petite Echelle Grande Echelle (ARPEGE) version 4 as its atmospheric component (Batté and Déqué 2011) . It has a horizontal resolution of about 300 km and 91 vertical levels, reaching high into the stratosphere. Its ocean component ORCA, is the global version of the Océan PArallélisé (OPA) model version 8.2, has horizontal resolution of about 28 and 31 vertical levels. MF3's hindcasts have 11 ensemble members, all starting in burst mode on the first day of every month at 0 UTC. Their integrations are 7-month long and cover the period 1981-2010.
The statistical model used, which is probabilistic in nature because it predicts a distribution of solutions, follows the statistical model used in Coelho et al. (2004) , except that here the model was trained in two different ways. On the one hand, a 1-year out cross-validation method was applied using the period 1951-2010. This is referred to as the cross-validation mode. On the other hand, in the forecast-mode statistical model the period 1951-1981 was used as the training period and forecasts were performed for the target years 1982-2010, extending the training period by 1 year at a time as in an operational context (Mason and Baddour 2008; Mason and Mimmack 2002) . As for the forecast quality assessments of the dynamical forecast systems, verification statistics were computed for the target period 1982-2010. A brief description of the differences in skill between the statistical model predictions in forecast and cross-validation modes is provided in ''Appendix 1''. The statistical model developed in forecast mode was used in Sect. 3.
Observations
The Hadley Centre's Global Sea-Ice Coverage and Sea Surface Temperature v1.1 dataset (HadISST; Rayner et al. 2003 ) was used to estimate the coefficients in the statistical model analysis and for the forecast quality assessment of all forecast systems. It contains a set of monthly fields of global SST and sea ice concentration on a 1°latitude and longitude grid from 1871 onwards.
Multi-model combination methods
Several methods (Table 1) were used to combine the four forecast systems (i.e. S4, CFSv2, MF3 and the statistical model). A description of the methods can be found in ''Appendix 2'' and a summary in Table 1 .
• The first combination method, which is referred to as simple multi-model (SMM), consisted in pooling S4, CFSv2, MF3 and the statistical model together with equal weights attributed to each model. Therefore, the predicted mean of the SMM is the average of the predicted mean of all single models while its probabilistic prediction is the average of the probabilistic predictions of the four forecast systems.
• The second combination was built up by performing a least-square multiple linear regression (MLR) of the observations on the anomaly values of the four forecast systems. The predicted standard deviation, which assumes a Gaussian error distribution, was computed using Eq. 11.
• The forecast assimilation (FA) is a Bayesian method for calibrating and combining predictions from several sources with a prior (historical) empirical information (Stephenson et al. 2005) . It has been used to combine the four forecast systems. In one case, the statistical model predictions obtained in forecast mode were combined with the three dynamical systems having a climatological forecast as the prior information. This method is referred to as the FA-climatology (FAC). Using the FA with the four forecast systems having the climatology as the prior information would give the same forecasts as the MLR combination described below (Stephenson et al. 2005 ).
• A fourth combination was performed by combining the three dynamical systems using the FA and using the statistical model predictions as the prior information. This combination is referred to as the FA-statistical (FAS) method.
• Because of the unavoidable co-linearity of the predictors due to the positive linear correlation between the predicted mean of the four forecast systems, the MLR combination could introduce a large uncertainty in the estimated linear regression coefficients . To avoid this, a principal component analysis has been performed on the four forecast systems to estimate a new set of predictors. The leading principal components (PC) were used as predictors in a simple linear regression with the observations. When using only the leading PC the fifth combination, the PC1 combination is obtained.
• A multiple linear regression of the observations on the four leading PCs is referred to as PCA combination.
The predicted standard deviation of the PC1 and PCA are estimated as in the MLR combination.
Ideally the training period used to estimate the combinations should be independent to avoid artificial skill in the forecast quality assessment; however, this is difficult in seasonal forecasting given the short time series available. In cross-validation, this independence can only be achieved by using a fairly large window (Mason and Baddour 2008) . Therefore, the anomalies of the forecast systems, computed by subtracting the predicted mean of each system from their climatological value, as well as the combinations described above were obtained in three-years out crossvalidation mode. It is worth noting that for the Niño3.4 index in the CFSv2 two climatological values were computed, one prior and one after the year 1999. This was done to deal with the change in the SST forecast bias in equatorial Pacific due to changes in the ocean reanalysis from which the ocean initial conditions for hindcasts are taken ).
Forecast quality assessment
The forecast quality of the SST predictions of all combinations and individual forecast systems described above was assessed from a deterministic and a probabilistic point of view. The correlation coefficient was used to assess the degree of linear association between the predicted mean and the observed SST indices. Several probabilistic verification scores have been computed for dichotomous events of SST anomalies exceeding the median and the upper quartile of the climatological distribution.
The main measure of probabilistic forecast quality is the Brier score (BS), which can be defined as:
Where p i is the probability forecast and o i is the observation, which is set to be one if the event happened and 0 if it did not happen, for the ith year. The BS could be generalized in the form of a skill score where the forecast of a given system is compared to a reference prediction system, which is usually a much simpler forecast such as the climatological frequency of the event. This generalization is called the Brier skill score (BSS), and could be written as
, where BS is the Brier score of a given system and BS c is the Brier score of the reference forecast. Positive BSS means the BS of the system is better than the BS of the reference forecast. The median and the upper quartile of the climatological distribution were estimated using ensemble members for the predictions of the dynamical forecast systems and all available years. Separate threshold estimates were obtained for the predictions and the observations to take into account that the predictions have systematic errors in the variability. Two different types of hindcasts were handled in this study: ensemble predictions (S4, CFSv2 and MF3) and sets of predictions defined by a forecast mean and standard deviation (all other forecast systems). For those forecast systems that did not have ensemble hindcasts, the normal forecast distribution of each year was sampled with size 10,000 to obtain samples from which to compute the median and quartiles of the corresponding climatological distributions. The 10,000 sample size was chosen because estimated by regressing y j on X j .y j is the (N -3) 9 1 vector of predictands and X j the (N -3) 9 4 matrix of forecast system predictors for all N samples available, expect for the j -1th, jth and j ? 1th target years. M = 4, which represents the four forecast systems were estimated by regressing y j on P j .y j is the (N -3) 9 1 vector of predictands and P j the (N -3) 9 1 vector of the leading principal component predictor for all N samples available expect for the j -1th, jth and j ? 1th target years. M = 1, which represents the leading PCs estimated by regressing y j on P j . y j is the (N -1) 9 1 vector of predictands and P j the (N -1) 9 4 matrix of four leading principal component predictors for all N samples available expect for the j -1th, jth and j ? 1th target years. M = 4, which represents the four PCs
, where s j 0 the standard deviation of the regression residuals and N -3 is the cross-validated sample size
M = 4, which represents the three dynamical systems and the statistical model
, where
, where y j b is the predicted mean by the statistical model for the jth target year. See Coelho et al. (2004) for details. M = 3, which represents the three dynamical systems it was found to provide robust estimates of the climatological probability density function (PDF). The robustness was estimated by calculating the BSS 1,000 times for the statistical model and for a given target month and lead time pair. These 1,000 estimations were performed with sample size 11, 51, 100, 1,000 and 10,000. The sample size 10,000 was chosen because it presented the smallest spread in the histogram of the 1,000 estimated values of the BSS. Finally, the probability forecasts were estimated using the estimated thresholds (median and upper quartile).
Other forecast quality attributes have also been analyzed, among them the reliability and resolution components of the BS (Mason and Stephenson 2008) . The reliability component of the BS verifies the degree of correspondence between the frequency of events predicted by the system and the frequency of events that actually happened and measures the degree of trustworthiness of the predicted probabilities. The resolution, on the other hand, measures the ability of the forecasts to distinguish events that have forecast probabilities different from the climatological frequency. A third component of the BS is the uncertainty, which is associated with the uncertainty of the observations for a given event and does not depend on the predictions.
These three components of the BS are estimated by stratifying the forecast probabilities into a set of bins, the number of which is usually smaller than the number of possible forecast probabilities. However, depending on the number of bins used to stratify the forecast probabilities, the sum of the three components does not equal the BS computed using Eq. (1). Two additional components that account for the within-bin variance of the forecasts and the within-bin covariance between forecasts and observations are also needed to make the components of the BS less sensitive to the number of bins ). These two extra components were added to the resolution component of the BS to make a generalized resolution term. The skill scores of the reliability and generalized resolution were computed as follows :
where BS REL is the reliability component of the BS, BS GRES is the generalized component of the BS, and BS UNC is the uncertainty component of the BS. The statistical significance of the results is quantified with the p value, which was estimated using a nonparametric bootstrap method. The bootstrap procedure was used to resample the forecast-observation pairs randomly with replacement, keeping the forecast and observation pairs together (Mason 2008 ). This procedure was applied both to the statistic itself and the statistic difference between two forecast systems. Thus, a distribution of the statistic centered on the sample value of the statistic or the statistic difference was created, from where the p value was estimated. The sample size of the bootstrap was chosen to be 1,000. It was applied to the correlation coefficient, the BSS, and the reliability (BSSrel) and resolution (BSSgres) components of the BSS. The null hypothesis is that the statistic or the statistic difference is zero, while the alternative hypothesis is that the statistic is larger than zero for the skill score (i.e. one-tailed test) and different from zero for the skill score difference (i.e. two-tailed test). Figure 1 shows monthly forecast anomalies of the Niño3.4 index for the four single forecast systems and the FAS for the period between 1982 and 2010. This illustration is for the target month of January and lead time 2 months. This means that the statistical model used the previous month of October of the previous year as the predictor, S4 and MF3 forecasts were started on the first of November while CFSv2 has its ensemble members started between the second week of October and the first week of November. The 95 % prediction interval for each forecast system, given by the predicted mean anomaly plus or minus 1.96 times the predicted standard deviation, and the mean climatology forecast are also displayed. For the dynamical forecast systems the predicted standard deviation is the standard deviation of all available ensembles. All forecast systems have a high linear correspondence with the observed anomalies. However, the FAS has higher correlation than all single forecast systems. Besides, most of the observations in the forecast systems, except for the MF3, fall inside the 95 % prediction interval meaning that these forecast systems are reliable. This is shown quantitatively by the large values of the reliability component (BSSrel) of the BSS of each forecast system that is displayed in the top left corner of each panel of Fig. 1 . Note that even though many of the MF3 forecasts fall outside the prediction interval, it has a good reliability skill score. The FAS has the highest BSS of all forecast systems.
Results
Niño3.4 index
As operational systems have to provide a prediction starting at least once a month all year round, this analysis was extended to all months of the year and for the seven lead times available for S4 and MF3. The results for both deterministic and probabilistic scores are summarized in Figs. 2 and 3. Figure 2 shows the correlation coefficient of the Niño3.4 SST index mean prediction as a function of both target month and lead time for all forecast systems and combinations for the period between 1982 and 2010. The statistical model has the highest values of correlation for predictions produced during the boreal winter, when ENSO persistence is the strongest, followed by a period of decreasing skill for predictions produced during the boreal spring. This decrease in skill during the boreal spring is known as the spring barrier (e.g., Balmaseda et al. 1995; Goddard et al. 2001; Mason and Mimmack 2002; Stockdale et al. 2011) . The lowest values of correlation were observed during the boreal summer for longer leads coinciding with the period of the year when ENSO typically changes from one phase to another.
A similar pattern is found for the S4 predictions, except that the correlation is higher, and the decrease of skill for predictions started during the boreal spring is much less important than in the statistical predictions. The superior performance of S3 over the older ECMWF forecast systems and persistence when predicting the Niño3.4 index has been shown previously ). S4 and S3 have similar skill in terms of anomaly correlation when predicting the Niño3.4 index . The CFSv2 predictions also show a less marked decrease in correlation across the spring barrier than the statistical model, but on average its skill is slightly lower than in S4. Kim et al. (2012) also found that S4 has higher correlation than CFSv2 when predicting the Niño3.4 index in the boreal winter with lead time 1 month; however, they did not apply the CFSv2 bias correction suggested by Kumar et al. (2012) . Here we show that S4 outperforms CFSv2 even after applying the bias correction suggested by Kumar et al. (2012) . On the other hand, MF3 predictions are less skilful than the other dynamical forecast systems and also have a decrease in correlation during the boreal spring although its correlation does not turn into negative correlation as in the statistical model. Similar results were found for the NCEP CFS version 1 (CFSv1) and a persistence Several scores are displayed in each panel: the correlation coefficient, and the Brier skill score and its reliability and resolution components for dichotomous events of SST anomalies exceeding the median and the upper quartile Multi-model calibration and combination 603 model in previous studies (Saha et al. 2006; Sooraj et al. 2012) . It is worth noting that ENSO skill may have a decadal dependence, i.e. skill may depend on the period of verification (Balmaseda et al. 1995) . That is not addressed here. Moreover, persistence forecasts, though outperformed by more sophisticated statistical models of ENSO, are a tough standard to beat mainly when predicting short lead times (Goddard et al. 2001; Mason and Mimmack 2002) . In any case, none of the three dynamical systems as well as none of the combinations, show any negative correlation as the statistical model does in boreal summer. The SMM, which is used as the reference standard in the comparison with all the other forecast systems, has higher correlation than the statistical model, CFSv2 and MF3 more often than not (right panel of Fig. 2 ). On the other hand, the SMM has higher correlation than S4 only at longer leads in the boreal summer and fall. As discussed in previous studies ) the SMM could be outperformed by the best single forecast system on some of the aspects of the prediction (here the Niño3.4 index in the boreal winter). On the other hand, as it will be shown in the following sections, the SMM has an overall better performance than the four single forecast systems when all aspects of the prediction (i.e. the three analyzed regions, all target month and lead time pairs) are taken into account.
All combinations show a similar skill pattern. They outperform the SMM only in a few target month and lead time pairs especially during the boreal winter. On the other hand, they have lower correlation than the SMM in the other months of the year, especially for leads longer than 2 months. The forecast quality of the SMM is usually difficult to improve using multiple linear regression because of the small number of single forecast systems and short time series used to estimate the regression coefficients ). This could also help explaining the similarities between the MLR and PCA predictions. S4 has the best overall correlation for the Niño3.4 predictions, that is, it has higher correlation than all the other single forecast systems and combinations more often than not.
Because of the inherent uncertainty involved in climate forecasting (Mason and Mimmack 2002 ) the quality of the probabilistic forecasts were also assessed and will be described below. The BSS with respect to climatology for the SST anomalies exceeding the median for the Niño3.4 index is shown in Fig. 3 . The patterns of skill are similar to those of the correlation coefficient, except for the smaller magnitude of the values. Wang et al. (2009) also found that probabilistic forecast skill scores display similar patterns as those of deterministic scores. Positive BSS for most of the target month and lead time pairs in all single forecast systems and their combinations show that predictions are more skillful than the climatology. As for the mean predictions, the probabilistic predictions for this index also show the lowest skill at the target period of the boreal summer, especially for longer leads (i.e. for predictions with start dates in boreal spring). This agrees with previous studies (Tippett and Barnston 2008) .
The differences between the BSS of the single forecast systems and the combinations with the SMM have all a pattern similar to that of the correlation shown in Fig. 2 . One difference is that the SMM beats all single forecast systems, including S4, more often than not. On the other hand, the other combinations are more competitive when assessing their probabilistic skill in comparison with their deterministic counterpart although the SMM performs better than all of them more often than not. The only exception to this is given by the FAS predictions. The only season where the unequal combinations beat the SMM more often than not is the boreal winter. This is achieved by improved resolution skill score, a highly desirable feature that shows that unequal weighting can also improve the accuracy of the predictions and not just the reliability. This result provides evidence that unequal combination can indeed improve predictions over that of the SMM even with the limited sample size typical of seasonal forecasting. The BSS for the event defined as the anomalies of the Niño3.4 SST index exceeding the upper quartile were also analyzed (not shown). The BSS has similar patterns to those of the SST anomalies exceeding the median shown in Fig. 3 . One difference is that the SMM is more difficult to beat when predicting the SST anomalies exceeding the upper quartile.
Subtropical North Atlantic index
The correlation coefficient of the predictions of the SNA SST index for all forecast systems and combinations show positive values in all target month and lead time pairs (Fig. 4) . This is also observed in the Niño3.4 index predictions, except for the statistical model where negative correlations are observed in the boreal summer and beginning of fall at leads four, five and six. This confirms that there is considerable SST memory in these two ocean regions for the lead times considered here. For all forecast systems and combinations the correlation coefficient is higher in the Niño3.4 index than in the SNA index more often than not. All these findings agree with previous studies, although they used slightly different areas to represent the tropical northern Atlantic SST region (Sooraj et al. 2012; Stockdale et al. 2011) .
The skill of the SNA index varies seasonally. All forecast systems reach a maximum peak in correlation in December. After the peak the correlation starts decreasing, reaching relatively lower values of correlation during boreal spring. The SMM has higher correlation than all forecast systems and combinations during all seasons more often than not, except for the S4 and CFSv2 in the boreal summer and fall (right panel of Fig. 4) . This shows how difficult it is to improve the SMM ensemble-mean predictions in all cases using more sophisticated combination methods that assign unequal weights to each forecast system (DelSole et al. 2012; Doblas-Reyes et al. 2005) . The BSS of the SNA SST index anomalies exceeding the median have similar patterns as the correlation counterpart, except for the lower magnitude (Fig. 5) . The SMM has higher BSS than the statistical model, S4 and MF3 more often than not. CFSv2 beats the SMM in terms of BSS more frequently than not, but S4 beats the SMM only during the boreal summer and fall in some leads. It is important to note that S4 shows noticeable improvements in skill when compared to S3 and persistence over the tropical Atlantic region . The SMM outperforms all combinations methods more often than not; however, it is observed that the unequal combinations do a good job during the target months between August and November. The decomposition of the BSS shows that the resolution skill score term explain most of the pattern of the BSS in all systems, that is, whenever the SMM has higher (smaller) BSS than a single forecast system or combination it also performs better (worse) in terms of BSSres. All forecast systems and combinations have similar BSSrel, except for the SMM that performs better in a few target month and lead time pairs.
The BSS of the SNA SST index anomalies exceeding the upper quartile shows similar patterns as the ones in Fig. 5 , except that they are smaller in magnitude (not shown). As for the Niño3.4 index, predictions of the SNA SST index anomalies exceeding the upper quartile are less skillful than when predicting the event of exceeding the median. In addition, in agreement with the results discussed above, the SMM has higher BSS than all forecast system more often than not. For the Niño3.4 and SNA indices it is more difficult to improve SMM forecasts in terms of BSS for more extreme events, such as the ones above the upper quartile, than for events above the median.
Western Tropical Indian index
All forecast systems show positive correlation for the WTI index predictions in almost all target month and lead time pairs (Fig. 6 ). This shows both that there is considerable SST memory in the region and that the three dynamical forecast systems analyzed here are able to reproduce well the inter-annual SST variability in the Western Indian Ocean. The predictability of the WTI index also varies seasonally, but unlike the two indices described above the skill of the statistical and the three dynamical forecast systems vary differently. The three dynamical forecast systems have the highest correlation during the target months between November and May, and a significant drop in skill in the target months of the boreal summer, especially for longer lead times. This rapid decrease in correlation was observed previously in S3 , CFSv1 (Sooraj et al. 2012) , the Climate Prediction and its Application to Society (CliPAS) and the DEME-TER multi-model (Wang et al. 2009 ). On the other hand, the statistical model has two peaks in correlation, one in the boreal spring and another one in the boreal summer. Wang et al. (2009) showed that while the SST predictions in the WTI and East Tropical Indian (ETI; 90°-110°E, 10°S-Equator) have some useful skill both in dynamical and statistical forecast systems and their combinations, the skill for the Indian Ocean Dipole SST index (SST at ETI minus SST at WTI; Saji et al. 1999) , which has influence in the surround continental regions, is reduced. The statistical model has higher correlation than the SMM at the first two lead times in all target months and during the boreal summer also at longer leads when the three dynamical forecast systems have relatively lower skill. CFSv2 is the only dynamical forecast system that outperforms the SMM more often than not. On the other hand, S4 and MF3 have systematically lower correlation than the SMM. All combinations, except for the PC1, outperform the SMM more often than not and this coincides with the target month and lead time pairs where the statistical model performs well. This shows that in some situations the combination methods that assign unequal weights can in fact lead to improvement in skill over that of Fig. 6 As Fig. 2 , but for the correlation coefficient of the WTI SST index anomalies the SMM. In contrast to the Niño3.4 and SNA analyses, the inclusion of the statistical model information in the WTI index adds skill to the combinations.
The BSS of the WTI SST index anomalies exceeding the median are shown in Fig. 7 . Except for the statistical model during the boreal summer, when the dynamical forecast systems perform worse than climatology, the SMM outperforms all forecast systems more often than not. The statistical model has higher BSS than the SMM during the target months of July and August at all lead times and also during the first two leads in the first six target months of the year. For the other target month and lead time pairs the SMM has higher BSS than the statistical model more often than not. The SMM has systematically higher BSS than all dynamical forecast systems in all seasons of the year and lead times. Among all forecast systems and combinations the FAS is the only one that has higher BSS than the SMM more often than not. On the other hand, the PC1 is the only combination that has systematically lower BSS than the SMM while the other combinations have higher BSS than the SMM at the target month and lead time pairs when the statistical model performs well. The decomposition of the BSS shows that the combination methods that assign unequal weights have higher reliability skill score than the SMM more often than not, but they only perform better than the SMM in terms of resolution skill score during the boreal summer (not shown).
The BSS of the WTI SST index anomalies exceeding the upper quartile shows similar results as those of Fig. 7 . However, all dynamical forecast systems perform worse than the climatology more often than when predicting the same index exceeding the median. The boreal summer is the most difficult season to improve the climatological probability forecasts and the statistical model is the only single forecast system that has skill. All combinations also have skilful probabilistic predictions when predicting the WTI index anomalies exceeding the upper quartile. Besides, the WTI is the only index when it is easier to Fig. 7 As Fig. 2, but for 
Discussion
The previous results give a detailed account of the different performance of the single forecast systems and the impact of the combination methods. It was seen that there is no single forecast system that provides the best results for all cases. In fact, while one system is better for Niño3.4 (S4), a different one is the best overall for the WTI (statistical). Surprisingly, simple empirical models can still provide useful predictive information, even when compared to the recently developed state-of-the-art dynamical forecast systems. As it is impossible to choose a single system to provide climate information to the users, an approach to integrate the different sources into a single prediction is necessary. These combination methods have different properties for specific target month and lead time pairs, not only because they combine a different set of single systems, but also because they calibrate the probabilistic predictions differently, as it has been found in the analysis of the reliability. A more integrated view of the advantages of the set of combination methods considered is required. The scatterplots of the correlation (Fig. 8 ) and the BSS (Fig. 9) summarize the results described above. Predictions for all indices, target months, lead times and events of the probabilistic forecasts have been included to obtain a general picture of the performance. Each symbol in the scatterplots represents one of the three analyzed regions: WTI (circle), Niño3.4 (triangle) and SNA (cross).
The SMM has higher correlation than all single forecast systems and combinations, except for the FAS, more often than not (not shown). This is seen in Fig. 8 by the number of symbols that fall below the diagonal more frequently than above it in all forecast systems and combinations, except in the FAS. However, this superiority of the SMM over the single forecast systems is not found in all single aspect of the forecast as noted previously in this study and, for instance, in Hagedorn et al. (2005) . As mentioned above, if only the Niño3.4 index is considered then S4 ensemble-mean predictions are more skilful than the SMM (Fig. 2) . Moreover, if only the target months of July and August for the predictions of the WTI index are considered then the statistical model and the CFSv2 are more skilful than the SMM.
It is interesting to note that the SMM fails to beat all forecast systems when it has correlation smaller than 0.6 (Fig. 8) . In these cases, all forecast systems and combinations, except S4, MF3 and PC1, have higher correlation than the SMM. The combination methods almost never show a negative correlation. This result is significant because it illustrates an important property of appropriate weighting methods: they reduce the risk of providing poor predictions in cases where the single forecast systems have low or negative correlation.
The scatterplots of the BSS show that the SMM has higher skill than the four single forecast systems more frequently than not (Fig. 9 ). In agreement with previous studies ) the SMM probabilistic predictions do have an overall improved reliability and resolution when compared to the single forecasting systems (not shown). The statistical model hardly gets values of BSS below -0.4, while the dynamical forecast systems do worse for low values (Fig. 9 ). This could be explained because the statistical models are calibrated by construction (Mason and Baddour 2008) while the three dynamical systems are not and tend to be overconfident (Slingo and Palmer 2011) . None of the weighting methods tends to show higher BSS than the SMM, but when the SMM has a low BSS the weighted predictions tend to be better.
Summary and conclusions
The chaotic nature of the climate system implies that forecast uncertainty must be quantified (Palmer 2000) . The uncertainties in climate forecasts are due to both the initial conditions and model inadequacy (Slingo and Palmer 2011) . The first source of uncertainty is addressed by generating an ensemble of forecasts, while model inadequacy has been addressed in this paper using the multimodel method (Doblas-Reyes et al. 2009) . It has been shown that the quantification of these two sources of uncertainty leads to more reliable probabilistic forecasts (Coelho et al. 2004; Doblas-Reyes et al. 2005 Hagedorn et al. 2005; Stephenson et al. 2005; Wang et al. 2009 ).
Traditionally, multi-model predictions are built by merging the different single systems, avoiding the question of how best to combine them depending on their past performance. Hence, the question of whether there exists an optimal way to combine the different forecast systems remains unanswered. In this study the Bayesian method described in Stephenson et al. (2005) is compared with the multiple linear regression methods described in DoblasReyes et al. (2005) and a simple combination method where all forecast systems are combined with equal weight attributed to each of them. However, this study goes a bit farther than those two papers, and several others that were recently published Palmer et al. 2004; Tippett and Barnston 2008; Kug et al. 2007 Kug et al. , 2008 . In this paper the impact of those combination methods on a series of operational forecast systems, which is an aspect of the problem not dealt with in the past, was investigated. In particular, this implied considering the differences in how the systems are developed in a real-time basis, and how the combination affects predictions that are carried out regularly, with one start date per month. Three operational dynamical seasonal forecast systems were used: the EC-MWF System 4, the NCEP CFSv2 and the Météo-France System 3. The statistical model described in Coelho et al. (2004) is used as an additional model for both benchmarking and to increase the number of systems in the combination procedure.
The predictability of the climate system is to a large extent linked to our ability to predict its boundary conditions, such as the SST. Therefore, the forecast quality assessment of the SSTs for deterministic and probabilistic predictions of all forecast systems and combinations was analyzed. Given the large amount of cases considered in this study, for simplicity the forecast quality assessment is carried out for SST averaged over three different tropical regions: the tropical Pacific Ocean, the tropical Atlantic Ocean and the tropical Indian Ocean.
The SMM, which is used as the reference forecast, has often higher correlation than all single forecast systems. However, for a specific aspect of the forecast the SMM can be outperformed by the best single forecast system as noted in earlier studies Wang et al. 2009 ). For instance, S4 has higher correlation than the SMM more often than not when only the Niño3.4 predictions are considered (Fig. 2) . On the other hand, the statistical model has higher correlation than the SMM more often than not when only the WTI predictions in the boreal summer are considered (Fig. 6 ). This shows that empirical systems can still provide useful information. The SMM has also higher mean prediction correlation than all combination methods that assign unequal weights, except for the FAS, more often than not, making it a benchmark difficult to beat. Even the Forecast Assimilation method, which includes and generalizes previous calibration methods and had been proved to be competitive against the SMM when predicting the equatorial Pacific SST for the four target months available in the DEMETER project (Stephenson et al. 2005) , performed only as good as the SMM in terms of correlation when all cases are considered (all SST indices, target month and lead time pairs). This could be explained by the low number of forecast systems (four) and short samples (29 years) used to estimate the regression coefficients .
The SMM outperforms the four single forecast systems analyzed here more often than not also in terms of BSS. It has been found that the higher BSS of the SMM predictions when compared to the single forecast systems is the result of improved reliability and resolution, which is in agreement with previous studies despite the slightly different definition of reliability and resolution used. The probabilistic predictions of the SMM are often better than those of the combination methods that assign unequal weights in terms of BSS. However, some of the results shown here give light to further research on how to improve the SMM predictions using combination methods that assign unequal weights. For example, FAS deterministic and probabilistic predictions are often competitive against the SMM, the combination methods that assign unequal weights improve the SMM predictions when only a fraction of all single forecast systems have skill as in the case of the SNA index predictions in the boreal fall (Fig. 5 ) or in the case WTI index predictions in the boreal summer (Fig. 7) . Therefore, the weighting does not outperform the SMM when the SMM is very skilful, but it reduces the risk of low skill situations that are found when several single forecast systems have a low skill.
Many questions concerning the calibration and combination procedure still remain to be addressed in future studies. For instance, how the inclusion of other dynamical forecast systems will affect the above results, the way the combination methods will behave if applied to less predictable regions such as the extratropics or to other variables such as air temperature or precipitation, or how the methods described above will behave in a combination of spatial fields instead of time series. In all cases, these questions and their solutions will have to take into account the requirements of the users of the climate information. where a 0 and a i are the least-squares estimates of the intercept and the slope parameters of the ith forecast system and e is the vector of residuals. Note that M is an extension of the matrix of predictors. The least-squares estimate of a was obtained using the 3 year-out cross-validation method by minimizing the sum of the squared error SSE ¼ y
, and has the following standard solution:
where the superscript j in indicates that all years, but the j -1th, jth and t ? 1th target years were included in the regression. Thus, the predicted value y _ j for the MLR combination at the jth target year is then estimated as:
The covariance matrix of the model predictions, necessary to estimate the predicted standard deviation, was computed as follows: 
where the superscript j indicates that all years, but the j1th, jth and j ? 1th target years were included in the computation of the variances-covariances, and s 
where E j and k j are the eigenvectors and eigenvalues of S j xx , respectively. The principal components (PC), P j are given by
The PCs for the jth target year p j was computed by multiplying the matrix of eigenvectors E j by the vector of predictor x j at the jth target year.
The output of the principal components analysis of the four forecast systems was four PCs. In the first case, the PC that explained the largest variance was used to compose M and the steps B.3 to B.8 were performed to estimate the The FA is a Bayesian approach that combines the dynamical model predictions with prior historical information to produce calibrated probabilistic forecasts (Stephenson et al. 2005) . It can be expressed as: y j jx j ¼ Nðy j ; s j Þ ð 14Þ
The predicted index y _ j and the predicted standard deviation s _ j can be written as follows:
where the
is the gain/ weight matrix. The slope G j , the intercept y j 0 and the prediction error covariance S j matrices were estimated using the least-squares estimation of the regression of the four forecast systems on the observations. They are given by:
where S j yy is the covariance matrix of the observations, and S j xy is the cross-covariance matrix. x j and y j are defined as:
The reader will note that the computations are done in cross-validation mode, as above. The mean (y j b ) and covariance (C j ) matrices of the normally-distributed prior were computed in two different ways:
• In the first case, the expected values and the predicted standard deviation from the statistical model predictions were used as y j b and C j , respectively. This combination was called the FA-statistical (FAS).
• In the second case, the matrix of predictors x j is made of the three forecast systems: the statistical model and the three dynamical forecast systems, and the prior distribution was estimated using the climatological information, such as:
This last combination is referred to as the FAclimatology (FAC).
