ABSTRACT. We show that the compatibility of the relative canonical sheaf with base change fails generally in families of normal varieties. Furthermore, it always fails if the general fiber of a family of pure dimension n is Cohen-Macaulay and the special fiber contains a strictly S n−1 point. In particular, in moduli spaces with functorial relative canonical sheaves Cohen-Macaulay schemes can not degenerate to S n−1 schemes. Another, less immediate consequence is that the canonical sheaf of an S n−1 , G 2 scheme of pure dimension n is not S 3 .
INTRODUCTION
The canonical sheaf plays a crucial role in the classification of varieties of characteristic zero. Global sections of its powers define the canonical map, which is birational onto its image for varieties of general type with mild singularities. The image is called the canonical model, and it is a unique representative of the birational equivalence class of the original variety. In particular, the canonical model can be used to construct a moduli space that classifies varieties of general type up to birational equivalence. This moduli space M h of stable schemes, is the higher dimensional generalization of the intensely investigated space M g of stable curves. In order to build M h , it is important to understand when the canonical sheaf behaves functorially in families, that is, when it is compatible with base change.
More precisely, to obtain a compact moduli space, in M h not only canonical models are allowed, but also their generalizations, the semi-log canonical models [Kol10b, Definition 15] . By definition these are projective schemes with semi-log canonical singularities [HK10, Definition 3.13.5] and ample canonical bundles. The first naive definition of the moduli functor of stable schemes with Hilbert function h is then as follows. Here h : Z → Z is an arbitrary function.    ∼ = over B
As usual, the naive definition works only in the naive cases but not in general. More precisely, (1.0.a) is insufficient to prove the existence of a projective coarse moduli space or a proper DeligneMumford stack structure on M h (c.f., [Kol10b] , [Kol08] ). In general, (1.0.a) has to be complemented with:
(1.0.b) ω X/B is a line bundle. The starting point of this article is the m = 1 case of (1.0.b), that is, the compatibility of the relative canonical sheaf with base change. We will try to understand how restrictive this condition is on flat families. The results will also yield statements about how Serre's S n condition behaves in families and for the canonical sheaves of single schemes.
Recently it has been proven in [KK10, Theorem 7.9 .3], that the relative canonical sheaf of flat families of projective schemes (over C) with Du Bois fibers is compatible with base change. According to [KK10, Theorem 1.4 ] this pertains to families with semi-log canonical fibers as well. Furthermore, compatibility holds whenever the fibers are Cohen-Macaulay [Con00, Theorem 3.6.1] .
It is important to note at this point, that the m = 1 case of (1.0.b), behaves differently than the rest. For m > 1 there are examples of families of normal surfaces for which (1.0.b) does not hold (c.f., [HK10, Section 14 .A]). However, since normal surfaces are Cohen-Macaulay, condition (1.0.b) with m = 1 holds for every flat family of normal surfaces. Hence, any incompatibility can be observed only in higher dimensions. Partly due to this fact, there has been a common misbelief, sometimes even stated in articles, that the relative canonical sheaf is compatible with base change for flat families of normal varieties. The question if this compatibility holds indeed was asked about the same time independently by János Kollár and the author. QUESTION 1.1. [Kollár] Is ω X/B | X b ∼ = ω X b for every flat family X → B of normal varieties?
Here we construct examples showing that the answer is no. That is, there are flat families of normal varieties over smooth curves such that the relative canonical sheaves are not compatible with base change. The examples also show that the known results are optimal in many senses. That is, the fibers of the given families can be chosen to be S j for any n > j ≥ 2 and their relative canonical sheaves to be Q-line bundles. The precise statement is as follows. Theorem 1.2 (= Corollary 6.6). For each n ≥ 3 and n > j ≥ 2 there is a flat family When j = n − 1 and the general fiber is Cohen-Macaulay, somewhat surprisingly, the incompatibility of (1.2.a) always holds. Furthermore, one can allow S n−1 points also in the general fibers provided the relative S n−1 locus has a components in the central fiber. The precise statement is as follows. (See Section 2 for the assumptions of the article, e.g., scheme is always separated and of finite type over k =k, etc.) Theorem 1.3 (= Theorem 7.1 ) . If f : H → B is a flat family of schemes of pure dimension n over a smooth curve, such that a component of the locus
is contained in the special fiber H 0 , then the restriction homomorphism
In particular, the contrapositive of Theorem 1.3 when the general fiber is Cohen-Macaulay yields the following corollary. Corollary 1.4 has many geometric consequences with respect to building moduli spaces with functorial relative canonical sheaves. For example, cone singularities over abelian surfaces can not be smoothed over irreducible bases. It also generalizes some aspects of theorems by Kollár and Kovács [KK10, Theorem 7 .12] and Hassett [Has01, Theorem 1.1] stating that if all fibers are Du Bois schemes or log canonical surfaces and the general fiber is S k or Cohen-Macaulay, respectively, then so is the central fiber.
Interestingly, the non-existence of a depth n − 1 point is the strongest implication of the compatibility of the relative canonical sheaf with base change. Proposition 1.5 (= Proposition 7.4). Corollary 1.4 is sharp in the sense that n − 1 cannot be replaced by i for any i < n − 1.
Summarizing, Corollary 1.4 and Proposition 1.5 state that in moduli spaces satisfying Kollár's condition, S n−1 schemes do not appear in the irreducible components containing Cohen-Macaulay schemes. However, S j schemes can possibly show up for some j < n − 1.
If a scheme X is Cohen-Macaulay, which by definition means that O X is Cohen-Macaulay, then ω X is Cohen-Macaulay as well [KM98, Corollary 5.70] . One would expect that if O X is only S n−1 , then typically ω X is also S n−1 or at least it can be S n−1 . Surprisingly the truth is quite the opposite. The following application of Theorem 1.3 states that in certain cases an S n−1 scheme cannot have even an S 3 canonical sheaf. Theorem 1.6 (=Theorem 7.6). If X is an S 3 , G 2 scheme of pure dimension n, which has a closed point with depth n − 1, then ω X is not S 3 .
The most immediate consequences of Theorem 1.6 deal with compatibility of restriction to subvarieties. For example, one can show that on a cone X over a Calabi-Yau threefold Y with Theorem 1.6 can also be related to log canonical centers. If (X, D) is a log canonical pair, D ∼ Q −K X and ω X is not S 3 at x ∈ X, then x is a log canonical center of the pair (X, D) [Kol10a, Theorem 3]. Hence by Theorem 1.6, if X is S n−1 and (X, D) log canonical such that D ∼ Q −K X , then (X, D) has a log-canonical center at all closed points with depth n − 1. This statement is of course obvious if we know that the depth n − 1 closed points are already logcanonical centers of X. However, that is not always the case. For example, let X be the cone, with high enough polarization, over the product Y of a K3 surface with the projective line and let D be the cone over an anti canonical divisor of Y . Then, (X, D) is log-canonical, X is S n−1 and the cone point is the only closed point with depth n − 1 (c.f., Lemma 4.3). Still, the vertex is not a log-canonical center of X, because K X is not Q-Cartier. Theorem 1.6 raises the following question as well. QUESTION 1.7. Is it true that if X is a pure n-dimensional scheme such that O X is S l , but not S l+1 , and ω X is S j , but not S j+1 , for some j, l < n, then j + l ≤ n + 1? REMARK 1.8. By the methods of Section 4, the answer to Question 1.7 is positive if X is a cone over a smooth projective variety.
There are a couple of intuitive reasons for the failure of compatibility in (1.2.a). First, compatibility holds for the relative dualizing complex if the base is smooth by Proposition 3.3.1. Hence ω H /B is a non-functorial component, the −n-th cohomology sheaf, of the functorial object ω • H /B . For example, by the proof of Theorem 1.3, if the general fiber is Cohen-Macaulay and the central fiber is S n−1 , the restriction homomorphism fits into an exact sequence as follows, with a non-zero term on the right.
This shows in a precise way, how the functoriality might be destroyed by passing to the lowest cohomology sheaf of ω
• H /B . Another explanation for the incompatibility (1.2.a) is that H 0 is too singular. Using stable reduction one may find a replacement for H 0 with the mildest possible singularities. The reduction steps consist of blow-ups, finite surjective normalized base changes and contractions on the total space of the family. The output is a family, the relative canonical sheaf of which is compatible with base change by [KK10] . At the end of the article, we also present the stable reduction of our construction using a straight forward ad-hoc method. The algorithmic, and lengthy, method can be found in the preprint version of the article.
In Section 3, we start with a short background overview on the base-change properties of relative dualizing complexes and relative canonical sheaves. The proofs of the main theorems can be found in Section 6 and Section 7. Some of these results are based on the existence of projective cones with appropriately chosen singularities. In Section 4 we give a cohomological characterization of when certain sheaves on a cone are S d . Then in Section 5 we use this characterization to give the desired examples of projective cones. In Section 8 we compute the stable limit of our construction. Acknowledgements. The discussion contains ideas that originated from János Kollár and my advisor Sándor Kovács. I would like to thank both of them for their help. I would also like to thank Joseph Lipman for useful comments.
NOTATIONS AND ASSUMPTIONS
Unless otherwise stated scheme means a separated scheme of finite type over a fixed field k of characteristic zero and every morphism is separated. A variety is an integral scheme. A projective or quasi-projective scheme means a projective or quasi-projective scheme over k. A curve is a quasi-projective, integral scheme of dimension one. If Y is a subscheme of X, then I Y,X is the ideal sheaf of Y in X. If I Y,X is a line bundle (i.e. a locally free sheaf of rank one), then we define
Notice, that I Y,X being a line bundle is equivalent, to Y being defined around every point P by a single non zero divisor element of O X,P .
A hypersurface of a quasi-projective scheme
, respectively, then the pencil generated by H and H ′ is the subscheme H ⊆ X × P 1 defined by the section
)).
Here t 0 and t 1 are the usual parameters of P 1 , and f 0 and f ∞ are viewed as elements of
. Every complex and morphism of complexes is considered in the derived category D(qc/ ) of quasi-coherent sheaves up to the equivalences defined there. If Z is a closed subscheme of X, where ι : Z → X is the embedding morphism, then the map Rι * ∼ = ι * identifies D(qc/Z) with a full subcategory of D(qc/X). We use this identification at multiple places, equating C
• and Rι * C • for every C • ∈ D(qc/Z). If Z is a closed subscheme of a scheme X, then ( )| L Z denotes the derived restriction functor, which is naturally isomorphic to ⊗ L O Z via the above mentioned identification. A line bundle is a locally free sheaf of rank one.
If X → B is a morphism of schemes, then X b is the scheme theoretic fiber of X over B. If a sheaf F on X is given, then F b := F | X b . The dimension dim X P of a point P ∈ X is the dimension of its closure in X. The acronym slc stands for semi-log canonical ([HK10, Definition 3.13.5]).
The depth of a coherent sheaf F at a point x ∈ X is by definition the depth of F x with respect to the maximal ideal m X,x at x and is denoted by depth F x . The depth of a scheme X at x is
Note, that there is an ambiguity in the literature about the definition of S d sheaves. Many sources replace O X,x in (2.0.b) by F x , thus gaining a weaker notion. Since, every sheaf of this article has full support, or equivalently every sheaf is considered over its support, the two definitions are equivalent for all cases considered here. Hence, we decided to include the stronger notion, but the reader should feel free to think about the other one as well. For a morphism f :
The word (relative) Cohen-Macaulay is a synonym for (relative) S dim X . A scheme X is G r for some r ≥ 0 if it is Gorenstein in codimension r. A point P ∈ X is an associated point of a coherent sheaf F if m X,P is the annihilator of some element of F P . An associated component of a coherent sheaf is the closure of an associated point. One can show that if Q ∈ X, F Q = 0 and P is the set of prime ideals of O X,Q corresponding to generalizations of Q that are associated points of F , then
Consequently, if s is a section of a line bundle, then it does not vanish on any associated component of X (i.e., of O X ) if and only if for every P ∈ X, s P is not a zero divisor. That is, if H is the subscheme of X cut out by s, then I H,X is a line bundle if and only if s does not vanish on any associated component of X.
For an S 2 , G 1 scheme and an arbitrary coherent sheaf F , the n-th reflexive power is
That is, it is the reflexive hull of the n-th tensor power. A coherent sheaf F is a Q-line bundle, if 
BACKGROUND ON BASE CHANGE FOR DUALIZING COMPLEXES
This section contains a general overview on the base change properties of relative dualizing complexes and relative canonical sheaves. For experts, some of the statements might be well known, still they are included here for completeness and easier reference. Readers more interested in geometric arguments and willing to accept the statements of this section without proofs should feel free to skip to the next section.
Recall that the relative dualizing complex ω 
Proposition 3.3. Given a flat family f : H → B of schemes of pure dimension n over a smooth base, a point 0 ∈ B and a single quasi-projective scheme X of pure dimension n,
(1) there is an isomorphism 
Proof. First, we prove point (1). It will be an ad-hoc proof, since we have not found the exact statement in the literature. The statements we found are either only for flat base change morphisms 
where µ is multiplication by x m . Tensoring (3.3.e) by ω
On the other hand, applying RHom( , ω
• H /B ) and a rotation to (3.3.e) yields
So, (3.3.f) and (3.3.g) together imply that
Denote by ι and g the maps Y → X and Y → C, respectively. The following stream of isomorphisms finishes then the proof of point (1).
by Grothendieck duality
To prove point (2), notice that since ω H /B := h −n (ω
to (3.3.i) and then composing with the isomorphism given by (3.3.a) yields a homomorphism
Finally taking −n-th cohomology sheaves of (3.3.j) yields the restriction homomorphism of (3.3.b).
Point (3) is shown by the following line of isomorphisms.
To prove point (4), consider the following commutative diagram.
Since j is smooth of relative dimension 0, using notations of [Har66] , j ! ∼ = j # ∼ = j * and then
Point (5) follows from points (4) and (3).
Point (6) is proved in [Kov10, Proposition 3.2] (by taking F := O X ). To prove point (7), let b := f (P ) and consider the following Cartesian square.
By flat base change,
That is,
To prove point (8), by point (4) we may assume that X is affine. Using point (4) again we may also assume that it is projective. Then [KM98, Corollary 5.69] concludes the proof of point (8). Point (9) is a consequence of point (8) and point (3). Point (10) is shown in [Con00, Theorem 3.5.1].
To prove point (11), notice that by point (8), ω H 0 is S 2 . Also since H 0 is G 1 , using point (10), the homomorphism ω H /B | H 0 → ω H 0 is isomorphism in codimension one. Then by [Har94, Theorem 1.9 and Theorem 1.12], using that H 0 is S 2 and G 1 , ω H /B | H 0 → ω H 0 is isomorphism if and only if ω H /B | H 0 is S 2 . Finally, by Fact 3.2.2, this is equivalent to (3.3.c).
Notice that if (3.3.c) is not satisfied, then ω H /B | H 0 is not S 2 over H 0 . Hence in this case not only (3.3.b) can not be isomorphism, but any isomorphism between ω H /B | H 0 and ω H 0 is impossible. REMARK 3.4. A priori, saying that (3.3.b) is an isomorphism is a stronger statement than that ω H /B | H 0 is isomorphic to ω H 0 . However, if B is smooth, H 0 is projective, S 2 and G 1 , they are equivalent by the following argument. In this case ω H 0 is S 2 and is a line bundle over the Gorenstein locus U. Assume that ω H /B | H 0 ∼ = ω H 0 via an arbitrary isomorphism α. Then ω H /B | H 0 is also S 2 and a line bundle over U. Since both are S 2 , homomorphisms ω H /B | H 0 → ω H 0 are determined in codimension one, e.g., over U. Furthermore, any two isomorphism over U between any two line bundles differ by multiplication with an element of H 0 (U, O H 0 ), where H 0 (U, O H 0 ) ∼ = k * , by H 0 being S 2 and projective. Since the restriction of the natural morphism β : ω H /B | H 0 → ω H 0 over U is an isomorphism, α differs from β over U by a multiplication with an element of k * . However, then the same is true over entire X, by the codimension one determination. Hence β is also an isomorphism.
Finally, we conclude with a statement about restriction behavior of relative dualizing complexes and relative canonical sheaves to hypersurfaces. For that we also need a lemma about flatness of hypersurfaces.
Lemma 3.5. If f : X → B is a flat morphism onto a smooth curve and H ⊆ X is a subscheme for which I H ,X is a line bundle, then the following are equivalent (1) I H b ,X b is a line bundle for every b ∈ B, and (2) H is flat over B.
In particular, if f : X → B is flat with fibers of pure dimension n and H ⊆ X is also flat with I H ,X a line bundle, then fibers of H are of pure dimension n − 1.
Proof. We prove only the equivalence statement, since the addendum follows from I H b ,X b being line bundles. The statement is local on H . So, fix P ∈ H and let Q := f (P ). By [Har77, Proposition 9.1A.a], H (resp. X ) is flat over B at P if and only if the homomorphisms O H ,P → O H ,P (resp. O X ,P → O X ,P ) induced by multiplication with some power of the local parameter t of O B,Q is injective. Furthermore, by induction this is equivalent to the injectivity of multiplication with the first power t.
The assumptions of the lemma state that (I H ,X ) P ⊆ O X ,P is generated by a non-zero divisor element s. Hence there is a commutative diagram with exact rows and columns as follows.
By snake lemma applied vertically, ker(·t) = ker(·s). In particular, ker(·t) = 0 if and only if ker(·s) = 0. The former is equivalent to flatness of H → B at P while the latter is equivalent to I H Q ,X Q being a line bundle at P .
Proposition 3.6. If X → B is a flat family of pure n-dimensional schemes, and H ⊆ X a flat subscheme such that I H ,X is a line bundle, then (1) there is an isomorphism
(3.6.a) ω • X /B (H )| L H [−1] ∼ = ω • H /B , (2) there is a homomorphism (3.6.b) ω X /B (H )| H → ω H /B ,
which is isomorphism over the relative Cohen-Macaulay locus of H → B.
Proof. Notice first that by Lemma 3.5, H has equidimensional fibers and hence ω H /B is defined indeed. To prove point (1), consider the exact sequence (3.6.c)
• X /B to (3.6.c), and then translating yields the exact triangle
On the other hand if ι : H → X is the embedding morphism, then
by Grothendieck duality . Now, applying RHom X ( , ω
• X /B ) to the twist of (3.6.c) by O X (−H ) yields the exact triangle (3.6.e) ω
Putting together (3.6.d) and (3.6.e) finishes the proof of point (1). To prove (2), take the natural map ω X /B [n] → ω • X /B , twist it with O X (H ) and then restrict to H . This yields the commutative diagram
Applying then h −(n−1) ( ) to the long composition arrow of (3.6.f), yields the homomorphism (3.6.b).
Let P be a point of H which is relatively Cohen-Macaulay over B, and let b be the image of P in B. By the opennes of the relative Cohen-Macaulay locus, there is a neighborhood U of P , where X → B is relatively Cohen-Macaulay. In particular, then
] is isomorphism over U by Proposition 3.3.10 and hence so is the first arrow of (3.6.f). This proves that (3.6.b) is an isomorphism in a neighborhood of P , which finishes the proof of point (2) as well.
REMARK 3.7. The homomorphisms constructed in Propositions 3.3 and 3.6, e.g., the isomorphisms (3.3.a) and (3.6.a), are not canonical in any sense.
SERRE'S CONDITION ON PROJECTIVE CONES
In this section we consider sheaves on projective cones that are isomorphic to pullbacks from the base outside the vertex. Lemma 4.3 gives a cohomological description of when such sheaves are S d . Before that we also need a short lemma, Lemma 4.2, about how the property S d pulls back in flat relatively Cohen-Macaulay families.
We cite the following fact separately here, because it is used at many places throughout the article, including the aforementioned Lemma 4.2. 
Lemma 4.2. If G is a full dimensional coherent S d sheaf on the scheme X, and f : X → X is a flat, relatively Cohen-Macaulay family, then
Proof. For every x ∈ X,
.
Lemma 4.3. Assume that we are in the following situation:
• Y is a projective scheme, • X is the projectivized cone over Y , • P is the vertex of X and V := X \ P ,
Then the following conditions are equivalent:
Proof. Since G is S d , F is S d everywhere except at the vertex P by Lemma 4.2. Hence, using the assumption d ≤ dim X, 
In fact we will prove this for all i. First, notice that
as claimed in (4.3.b).
CONSTRUCTION OF VARIETIES WITH PRESCRIBED SINGULARITIES
In this section, normal S j (but not S j+1 ) varieties of dimension n ≥ 3 with S l (but not S l+1 ), Q-line bundle canonical sheaves are constructed for certain values of j and l. They are going to be used in Section 6 and in Section 7 to build families with prescribed base change behavior for the relative canonical sheaves. First we need some lemmas. Lemma 5.1. If H is a general, high enough degree hypersurface in a projective variety X, then
Proof. We start with the usual exact sequence
Taking the cohomology long exact sequence of (5.1.a) and using (5.1.b) finishes the proof.
Iterated use of Lemma 5.1 yields the following Lemma 5.2. If H is a general, high enough degree complete intersection (i.e. it is the intersection of hypersurfaces, all of which are high enough degree) in a smooth projective variety X, then
Finally, iterated use of the adjunction formula yields the following. Lemma 5.3. If H is a complete intersection in a smooth projective variety X, then ω H ∼ = ω X (m)| H for some m > 0 (here O X (1) is the very ample line bundle given by the projective embedding of X). Proposition 5.4. For each n ≥ 2 and 2 ≤ d, l ≤ n such that l ≤ d and d + l ≤ n + 2 there is an n + 1-dimensional projective variety X n+1 for which: • X n+1 is the projective cone over a smooth projective variety Y n with vertex P ,
CONSTRUCTION OF FAMILIES WITHOUT THE BASE CHANGE PROPERTY
In this section we present the proof of Theorem 1.2. The following lemma contains the key argument of Theorem 1.2. It is also used in the proofs of Proposition 1.5 and Theorem 1.6. Lemma 6.1. Let f : H → B = P 1 be a flat pencil of hypersurfaces of a quasi-projective, equidimensional scheme X, such that I H ,X×B is a line bundle and H and the closed fibers of f are S 2 and G 1 . Then
Proof. Notice that by flatness of H and by Lemma 3.5, it does make sense to talk about ω H /B . Define X := X × B. Then H is a hypersurface of X . By Proposition 3.6.2 there is a homomorphism ω X /B (H )| H → ω H /B , which is isomorphism in codimension one, over the Gorenstein locus of H . Fix this homomorphism for the course of the proof. Now, we show point (1). If ω X is S 3 , then so is ω X /B ∼ = p * 1 ω X by Lemma 4.2. Hence, by Fact 3.2.2, ω X /B (H )| H is S 2 . Then, since ω H /B is S 2 by Proposition 3.3.9, ω X /B (H )| H → ω H /B is isomorphism everywhere by [Har94, Theorem 1.9 and Theorem 1.12]. However, for every P ∈ X 0 , (6.1.a) depth ω X /B,P = depth ω X,p 1 (P ) + 1
But then, for every P ∈ H 0 , 
This is the set of points, the first coordinates of which are not contained in every element of the pencil H → B. By Proposition 3.3.4 and 3.3.5, we may replace X by U, or with other words, X by X \ (H 0 ∩ H ∞ ). In particular, then H 0 ∩ H ∞ = ∅ and P is an arbitrary point of H 0 , such that
Then all fibers of the projection p 1 | H : H → X have dimension zero. So, for every Q ∈ H , depth ω X /B,Q = depth ω X,p 1 (Q) + 1
Then, repeating the argument of the previous paragraph ω X /B (H )| H ∼ = ω H /B . Also, at the fixed P ∈ H 0 , the following computation estimates the depth more precisely. (6.1.c) depth ω X /B,P = depth ω X,P + 1
, which concludes the proof by Proposition 3.3.11.
REMARK 6.2. The condition I H ,X being a line bundle in Lemma 6.1 might look superfluous for the first sight, since H is a hypersurface in X . However, according to Section 2, the latter only means that H is the zero locus of some special section of a line bundle. That is, H or H b for some b ∈ B could contain an entire irreducible component of X or X b , respectively. Then Proposition 3.6 would not apply. Such situations should definitely be avoided.
The following is the main construction to which Lemma 6.1 is applied in this section. CONSTRUCTION 6.3. Consider a projective cone X over a variety Y . Let P be the vertex of X. Take two hypersurfaces in X. The first one H is a projective cone over a degree d generic hypersurface D of Y . The second one H is a general degree d hypersurface of X. Denote by H → B the pencil generated by H and H (for which H = H 0 and H = H ∞ ). Throughout the paper we allow ourselves to replace this family by its restriction to a small enough open neighborhood of 0 ∈ B. Furthermore, when we compute stable reduction in Section 8, we will assume that d ≫ 0. Proof. We use the notation X := X × B. Since Y is a variety (i.e., integral), so are D, X, X , H 0 and H ∞ . By the definition of a pencil H is defined by a single non-zero equation locally on X . So, since X is integral, point (2) follows. Similarly, also H b for every b ∈ B is defined locally by a single non-zero equation locally. Hence by integrality of X, I H b ,X b is also a line bundle for every b ∈ B. Thus, Lemma 3.5 yields point (3). To prove point (1), note that X is S 3 by Lemma 4.2 and by the assumption of the lemma. So, by Fact 3.2, H and the closed fibers of H are S 2 (Remember, in Construction 6.3 we allowed ourselves to shrink B around 0 ∈ B). Since D is general and Y is R 1 , D is R 1 as well by Bertini's theorem (c.f., [Har92, Theorem 17 .16]). Therefore, so is H. Then, by possibly shrinking B, each closed fiber of H is R 1 . Thus all closed fibers of H , and H itself are normal.
Theorem 6.5. In the situation of Construction 6.3, if dim X ≥ 3, X is S 3 , Y is R 1 , and depth ω X,P = 2, then
In addition:
Proof. By Lemma 6.4, we may apply Lemma 6.1.2, to obtain the main statement of the theorem.
To prove addendum (1), note that the normality of H and H b for every b ∈ B, [Har94, Theorem 1.12] and Proposition 3.6 imply that
for any b ∈ B, and ω
for all n ∈ Z. Hence if ω X is a Q-line bundle, then (6.5.b) implies that so is ω H /B and ω H b for all b ∈ B. To prove (2) we use Fact 3.2 once again.
Corollary 6.6 (= Theorem 1.2) . For each n ≥ 3 and n > j ≥ 2 there is a flat family
Moreover, the general fiber of H can be chosen to be smooth and the central fiber to have only one singular point.
Proof. It follows by combining Proposition 5.4 (setting d = j + 1 and l = 2), Construction 6.3 and Theorem 6.5. 
DEGENERATIONS AND SERRE'S CONDITION
is contained in the special fiber H 0 , then the restriction homomorphism ω H /B | H 0 → ω H 0 is not an isomorphism. REMARK 7.2. By the restriction homomorphism ω H /B → ω H 0 we mean any homomorphism obtained as in Proposition 3.3.2. Theorem 7.1 might look technical, but it applies for example to the special case, when the general fiber is Cohen-Macaulay and the central fiber contains at least one closed point with depth n − 1. This yields the following corollary. Proof. Fix a 2 ≤ i < n − 1. Consider the projective cone X given by Proposition 5.4, setting d = i + 1 and l = 3. Use then Construction 6.3 for X. By Lemma 6.4, this yields a flat family f : H → B of normal varieties for which Lemma 6.1.1 applies. That is, the restriction homomorphisms ω H /B | H b → ω H b are isomorphisms for every b ∈ B. Finally, since X is Cohen-Macaulay outside of P and depth O X,P = i + 1, by Fact 3.2, H b is Cohen-Macaulay outside of P , where depth O H 0 ,P = i.
• h −n (ω On the other hand assume that ω X is S 3 . Since X is G 2 , H and H b for every b ∈ B are G 1 . In fact, H , and H b for a general b ∈ B are G 2 also, but for H 0 only G 1 can be guaranteed. Also, X is S 3 by assumption and X is S 3 because of Lemma 4.2. Then H and H b for every b ∈ B are S 2 by Fact 3.2. That is, we may apply Lemma 6.1.1, which states that the restriction homomorphism ω H /B | H 0 → ω H 0 is an isomorphism. This is a contradiction, hence ω X cannot be S 3 .
STABLE REDUCTION
In Construction 6.3, although the general fiber of H → B has mild, i.e., log canonical, singularities, H 0 is very singular. The failure of base change for ω H /B implies that by [KK10, Theorem 7.9] H 0 is not Du Bois. By [KK10, Theorem 1.4], it is also not log canonical. In this section, we compute the stable limit of H → B. It is the limit at 0 of some stable family H ′ → B. This family has two important properties. Proof. First, shrink B if necessary so that ∞ / ∈ B and that every fiber apart from H 0 is log canonical. Notice that this is possible because the general fiber of H is smooth by Bertini's theorem. Also, since we assumed that d ≫ 0, the family H → B has canonically polarized fibers and hence is stable over B We proved both points (1) and (2). Consequently, H ′ is a stable reduction of H indeed. Through the course of the proof of point (1), we also proved that (H ′ ) 0 is indeed the cyclic cover described in the statement of the proposition.
