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Мы рассмотрим несколько обобщений системы доказательств Polynomial Calculus, а имен-
но систему Ideal Proof System [4], в которой полиномы записываются в виде алгебраической
схемы, систему Ext-PCR, в которой мы разрешаем вводить дополнительные переменные, обо-
значающие полиномы от изначальных переменных, систему Depth-inf-PC [23] , в которой мы
разрешаем вводить дополнительные переменные, обозначающие произвольные полиномы.
В предположении гипотезы Шуба-Смейла [11] о том, что не существует арифметической
схемы размера (log(n) + b)c для вычисления cnn!, мы докажем условную экспоненциальную
нижнюю оценку на размер опровержений системы полиномиальных равенств BVPn [18] в
системе IPSQ. BVPn включает в себя равенство вида
∑
xi2
i−1 +1 = 0 и булевы аксиомы вида
x2i − xi = 0.
Кроме того, мы докажем нижнюю оценку на размер доказательства BVPn в системе
Ext-PCR. После этого мы докажем, что система Ext-PCR полиномиально моделирует систему
Res(Lin) [12] в случае, когда коэффициенты не превосходят полинома от размера доказатель-
ства. Из этого моделирования мы получим верхние оценки в системе Ext-PCR, тем самым
окажется, что система Ext-PCR строго сильнее Polynomial Calculus. Наконец, мы покажем,
что система Depth-inf-PC полиномиально моделирует систему Res(Lin).
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1 Введение
Изучение сложности пропозициональных доказательств началось по существу со статьи С. А.
Кука и Р. Рекхоу [1]. Поскольку общий вопрос о существовании системы доказательств, в кото-
рой у каждой формулы есть доказательство полиномиальной длины, эквивалентен NP = coNP,
исследования ведутся для определенных систем. Программой Кука в теории сложности вычис-
лений называется изучение сложности вывода во всё более сильных системах доказательств.
Алгебраические системы доказательств (основанные на выводе элемента идеала, порождён-
ного исходными полиномами, то есть на теореме Гильберта о нулях) были впервые подробно
рассмотрены в статье П.Бима, Р. Импальяццо и др. [2], в которой были доказаны нижние оценки
для системы Nullstellensatz.
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Определение. (Nullstellensatz) Пусть F — алгебраически замкнутое поле. Доказательством
неразрешимости системы полиномиальных равенств F1(~x) = F2(~x) = · · · = Fm(~x) = 0 над F в
системе доказательств Nullstellensatz является последовательность полиномов G1, . . . , Gm, что
F1G1 + F2G2 + . . .+ FnGn = 1
В докладе на ICM-1998 Т. Питасси предложила исследовать алгебраические системы, в ко-
торых полиномы записываются алгебраическими формулами или схемами, в дальнейшем эта
тема получила развитие в работе Э. А. Гирша и Д. Ю. Григорьева [3]. Д. Грошов и Т. Питасси
[4] предложили общее определение системы, основанной на выводе в идеале, Ideal Proof System.
Определение. (Ideal Proof System). Пусть F— алгебраически замкнутое поле. IPSF-сертификатом
того факта, что система полиномиальных равенств F1(~x) = F2(~x) = · · · = Fn(~x) = 0 неразре-
шима над F, мы будем называть полином C(~x, ~y) ∈ F[~x, ~y] от переменных x1, . . . , xn и y1, . . . , ym
такой, что:
1. C(x1, . . . , xn,~0) = 0
2. C(x1, . . . , xn, F1(~x), . . . , Fm(~x)) = 1
Стоит заметить, что при записи доказательств в виде алгебраических схем получаются си-
стемы, не являющиеся системами доказательств в строгом смысле Кука–Рекхоу, так как неиз-
вестно, как записанное в таком виде тождество проверить за полиномиальное время. Однако
это можно сделать вероятностно, и такого рода системы рассматриваются со времен работы Т.
Питасси [5].
Полуалгебраическими системами называются системы доказательств, основанные на поли-
номиальных неравенствах. П. Пудлак [20] сформулировал первые из этих систем, взяв за основу
конструкции Ловаса и Схрайвера [19] для решения задач комбинаторной оптимизации. Первые
нижние оценки были доказаны в работах Д. Григорьева, Э. А. Гирша, Д. В. Пасечника [6, 7,
8]. Э.А.Гирш на семинаре в Обервольфахе [9] поставил вопрос, эквивалентны ли эти системы
алгебраическим в случае, когда полиномы записываются алгебраическими схемами. Э.А.Гирш
и И.Цамерет [10] показали, что этот вопрос тесно связан с возможностью построения короткого
вывода в IPS для системы, выражающей неотрицательность значения битовой записи (в даль-





i−1 + 1 = 0, x21 − x1 = 0, . . . , x2n − xn = 0 (∗)
Д.Ю.Григорьев выдвинул гипотезу [25], что нижнюю оценку возможно доказать в предпо-
ложении тау-гипотезы Блюм–Шуба–Смейла [11] (отрицательная сверхзадача), и показал это
для доказательств системы, отличающейся заменой первого полинома на
∑n
i=1 xi2
i−1 + y, над
рациональными функциями от y.
В первой главе мы расширим определение IPS для колец Z и Q и докажем, что если система
полиномов (∗) имеет короткое доказательство в системе IPS над Z или над Q, записанное в виде
алгебраической схемы, то не выполняется другая гипотеза Шуба–Смейла, а именно, что для
любой последовательности вида {cnn!}, cn ∈ Z, cn 6= 0 не существует арифметической схемы
размера poly(n), которая ее вычисляет. Следовательно, в этом предположении система IPS не
моделирует полиномиально полуалгебраические доказательства, так как в любой полуалгебра-
ической системе доказательств есть опровержение полиномиального размера для системы (∗).
Эта оценка, вместе с упомянутыми выше результатами Э. Гирша, Д. Григорьева и И. Цамерета,
опубликована в статье [18].
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Помимо статических систем доказательств вроде Nullstellensatz, часто рассматривают дина-
мические версии алгебраических систем доказательств. Динамические системы отличаются от
статических тем, что в них вывод представляет собой последовательность вычислений которые
производятся согласно с заранее заданными правилами вывода. Наиболее известной из таких
систем является система Polynomial Calculus.
Определение. Пусть {P1, . . . , Pm} ⊂ F[x1, . . . , xn] — набор полиномов такой, что система по-
линомиальных равенств P1 = 0, . . . , Pm = 0 не имеет решения. Тогда опровержением для
{P1, . . . , Pm} в системе доказательств Polynomial Calculus называется последовательность по-
линомов R1, . . . , Rs ∈ F[x1, . . . , xn], где Rs = 1 и любой полином Rl удовлетворяет одному из
следующих соотношений:
• Rl = Pi для некоторого i ∈ {1, . . . ,m}
• Rl = αRj + βRi где α, β ∈ F, i, j < l
• Rl = xiRj где j < l
Размером доказательства мы будем называть
∑s
l=1 size(Rl), где size(Rl) — это количество битов,
необходимых для записи полинома Rl (то есть суммарное количество битов, необходимое для
записи всех коэффициентов входящих в него мономов).
В статьях [15], [16] были доказаны различные экспоненциальные нижние оценки для данной
системы доказательств. В статье Р. Импальяццо, С. Мули, Т. Питасси [23] была рассмотрена
система ΣΠΣ-PC, которая являются обобщением системы Polynomial Calculus.
Определение. Пусть {P1, . . . , Pm} ⊂ F[x1, . . . , xn] — набор полиномов такой, что система поли-
номиальных равенств P1 = 0, . . . , Pm = 0 не имеет решения. Пусть Q1, . . . , Qk ∈ F[x1, . . . , xn] —
некоторые полиномы, которые имеют видQj = a0j+
∑
i aijxi, где aij ∈ F. Тогда опровержением в
системе ΣΠΣ-PC мы будем называть PC-опровержение системы {P1, . . . , Pm, y1−Q1, . . . , yk−Qk},
где yi — новые переменные.
Для системы ΣΠΣ-PC было доказано, что она полиномиально моделирует систему CP∗. Так-
же легко заметить, что система IPS полиномиально моделирует систему ΣΠΣ-PC в случае, когда
полиномы записываются в виде алгебраической схемы. Во второй главе мы рассмотрим систе-
му менее общую, чем IPS, но являющуюся обобщением системы ΣΠΣ-PC, а именно Ext-PCR.
Данная система отличается от ΣΠΣ-PC тем, что мы не накладываем ограничений на полиномы
Qi.
Определение. Пусть Γ = {P1, . . . , Pm} — набор полиномов над переменными x1, . . . , xn в поле
F такой, что система полиномиальных равенств P1 = 0, . . . , Pm = 0 не имеет решения. Пусть
Q1, . . . , Qk ∈ F[x1, . . . , xn] — произвольные полиномы. Тогда опровержением в системе Ext-PCR
мы будем называть PC-опровержение системы {P1, . . . , Pm, y1−Q1, . . . , yk−Qk}, где yi — новые
переменные.
В статье Р. Импальяццо, С. Мули, Т. Питасси [23] было сформулировано два открытых
вопроса:
• Существуют ли нижние оценки на размер доказательства в системе Polynomial Calculus, не
использующие нижнюю оценку на степень доказательства в этой системе.
• Существуют ли нижние оценки на размер доказательства в системе ΣΠΣ-PC.
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Во второй главе мы дадим ответ на оба эти вопроса. Мы докажем безусловную экспонен-
циальную нижнюю оценку на размер опровержения BVP (система полиномиальных равенств
(∗)) в системе Ext-PCR. При этом для доказательство не использует нижние оценки на степень
доказательства. Кроме того, мы докажем, что система Ext-PCRQ полиномиально моделирует
систему доказательств Res(LinQ) (впервые представлена в статье Р. Раза, И. Цамерета [12]) при
условии, что все коэффициенты, появляющиеся в ходе доказательства, целые и не превосходят
полинома от размера доказательства. Из этого факта мы получим в качестве следствия поли-
номиальную верхнюю оценку на размер опровержения формул Pigeon Hole Princliple (PHPmn ),
которые впервые были предложены в статье А. Хакена [22], и цейтинских формул (TSG,f), ко-
торые впервые были предложены в статье Г. С. Цейтина [21]. Из полученных верхних оценок
будет следовать, что система Ext-PCR строго сильнее, чем система PCR.
Также в статье Р. Импальяццо, С. Мули, Т. Питасси [23] рассматривалась система доказа-
тельств Depth-d-PC.
Определение. SLP S над переменными x1, . . . , xn в поле F мы будем называть последователь-
ность вычислений y1, . . . , yk где каждая yj вычисляется по одному из следующих правил:
• yj = xi для некоторого i ∈ {1, . . . , n}
• yj =
∑
l∈{1,...,j−1} αlyl, где αl ∈ F
• yj =
∏
l∈Cj yl, где Cj ⊆ {1, . . . , j − 1}
Рассмотрим SLP S как ориентированный ациклический граф с гейтами помеченными как сумма
или произведение и листьями помеченными как переменные xi. Тогда глубина S — это длина
наибольшего ориентированного пути в этом графе от корня до листа.
Определение. Пусть {P1, . . . , Pm} ⊂ F[x1, . . . , xn] — набор полиномов такой, что система по-
линомиальных равенств P1 = 0, . . . , Pm = 0 не имеет решения. Пусть S = (y1, . . . , yk) - SLP над
переменными x1, . . . , xn глубины d− 2, определенная при помощи равенств
yj = Qj(x1, . . . , xn, y1, . . . , yj−1).
Тогда опровержением в системе Depth-d-PC мы будем называть PC-опровержение системы
{P1, . . . , Pm, y1 −Q1, . . . , yk −Qk},
где yi — новые переменные.
Легко заметить, что система Ext-PCR занимает промежуточное положение между Depth-4-PC
и Depth-5-PC. При этом в статье [23] было доказано, что Depth-43-PC полиномиально модели-
рует системы Cutting Planes и Positivestellensatz Calculus над полем Fpm для любого простого p и
степени m, логарифмически зависящей от числа мономов в каждой строчке доказательства.
В третьей главе мы рассмотрим систему доказательств Depth-inf-PC. Данная система явля-
ется обобщением Depth-d-PC для случая, когда глубина SLP не ограничена.
Определение. Пусть {P1, . . . , Pm} ⊂ F[x1, . . . , xn] — набор полиномов такой, что система по-
линомиальных равенств P1 = 0, . . . , Pm = 0 не имеет решения. Пусть Q1, . . . , Qk — полиномы,
такие что Qi ∈ F[x1, . . . , xn, y1, . . . , yi−1] для любого i ≥ 1 (при i = 1 полином Q1 ∈ F[x1, . . . , xn]).
Тогда опровержением в системе Depth-inf-PCF мы будем называть PCF-опровержение системы
{P1, . . . , Pm, y1 −Q1, . . . , yk −Qk}, где yi — новые переменные.
Для этой системы мы докажем, что она полиномиально моделирует систему доказательств
Res(LinQ) в случае, когда система полиномиальных равенств порождена булевой формулой.
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2 Нижняя оценка в Ideal Proof System
2.1 Основные определения
Для того, чтобы перевести формулу F в k-КНФ, мы переведем каждый дизъюнкт F в поли-
номиальное равенство. А именно, любой дизъюнкт, состоящий из переменных v1, . . . , vt(t ≤ k),
будет переведен в следующее полиномиальное равенство:
l1 . . . lt = 0,
где li = 1−vi, если переменная входит в наш дизъюнкт без отрицания, и li = vi, если переменная
входит в дизъюнкт с отрицанием. Также для каждой переменной vi мы добавим в нашу систему
равенство вида v2i − vi = 0. Согласно определению IPS, данному во введении:
Определение. (Ideal Proof System). Пусть F— алгебраически замкнутое поле. IPSF-сертификатом
того факта, что система полиномиальных равенств F1(~x) = F2(~x) = · · · = Fn(~x) = 0 неразре-
шима над F, мы будем называть полином C(~x, ~y) ∈ F[~x, ~y] от переменных x1, . . . , xn и y1, . . . , ym
такой, что:
1. C(x1, . . . , xn,~0) = 0
2. C(x1, . . . , xn, F1(~x), . . . , Fm(~x)) = 1
В данной работе мы рассмотрим вариант IPS в том случае, когда F = Z или F = Q. В
случае F = Q определение IPS не меняется за исключением того факта, что Q не является
алгебраически замкнутым полем. В случае же F = Z определение немного изменится.
Определение. (Ideal Proof System над Z). IPSZ-сертификатом того факта, что система поли-
номиальных равенств F1(~x) = F2(~x) = · · · = Fn(~x) = 0 неразрешима над Z, мы будем называть
полином C(~x, ~y) ∈ Z[~x, ~y] над переменными x1, . . . , xn и y1, . . . , ym такой, что:
1. C(x1, . . . , xn,~0) = 0
2. C(x1, . . . , xn, F1(~x), . . . , Fm(~x)) = M , где M ∈ Z,M 6= 0
Замечание. Обычно, когда речь идет об Ideal Proof System, полнота системы доказывается при
помощи Nullstellensatz theorem(теорема Гильберта о нулях). Но в случае, когда мы работаем над
Z или над Q мы не можем использовать эту теорему, так как Z и Q не являются алгебраически
замкнутыми полями. Докажем полноту IPSZ в случае, когда переменные булевы. Пусть система
полиномиальных равенств
F1(x) = F2(x) = . . . = Fm(x) = x
2
1 − x1 = x22 − x2 = . . . = x2n − xn,
где Fj ∈ Z[x1, . . . , xn], не имеет решений для xi ∈ Z. Тогда докажем, что существует IPSZ-
сертификат C(x, y) для данной системы полиномиальных равенств. Если мы докажем, что су-
ществуют такие полиномы P1, P2, . . . , Pm, Q1, . . . , Qn ∈ Z[x1, x2, . . . , xn], что
F1 · P1 + F2 · P2 + . . .+ Fm · Pm + (x21 − x1) ·Q1 + . . . (x2n − xn) ·Qn = M (1)
для некоторой целой константы M 6= 0, то из этого будет очевидно следовать существование
IPSZ-сертификата для нашей системы полиномиальных равенств.
Легко заметить, что
1 = (x1 + (1− x1)) · (x2 + (1− x2)) · · · (xn + (1− xn)) (2)
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Тогда, если мы докажем, что для любого полинома вида l1 · l2 · · · ln, где li = xi или li = 1 − xi,
существуют полиномы P ′1, P ′2, . . . , P ′m, Q′1, . . . , Q′n ∈ Z[x1, x2, . . . , xn], такие что
F1 · P ′1 + F2 · P ′2 + . . .+ Fm · P ′m + (x21 − x1) ·Q′1 + . . . (x2n − xn) ·Q′n = M ′ · l1 · l2 · · · ln,
то из равенства (2) будет очевидно следовать существование полиномов P1, P2, . . . , Pm, Q1, . . . , Qn ∈
Z[x1, x2, . . . , xn], для которых равенство (1) выполнено.
Рассмотрим любой полином вида l1 · l2 · · · ln, где li = xi или li = 1 − xi. Рассмотрим вектор
t1, t2 . . . tn такой, что ti ∈ {0, 1} и li(ti) = 0 (то есть ti это те значения xi, при которых li обнуля-
ется). Тогда, так как наша система {F1, . . . , Fm} не имеет решения для всех булевых значений
x1, . . . , xn, для некоторого j ∈ [m] верно, что Fj(t1, . . . , tm) 6= 0. Тогда, если мы рассмотрим по-
лином Fj · l1 · l2 · · · ln и сократим все переменные x2i в каждом из мономов, используя равенства
x2i −xi = 0, мы получим полином Fj(t1, . . . , tn)·l1 ·l2 · · · ln, где Fj(t1, . . . , tn) ∈ Z, Fj(t1, . . . , tn) 6= 0,
чего мы и добивались.
Аналогичный подход может быть использован для доказательства полноты системы IPSQ.
Определение. Вычислением длины l данного целого числа m называется последовательность
целых чисел x0, . . . , xl, где x0 = 1, xl = m, и для любого 1 ≤ k ≤ m существуют такие индексы
0 ≤ i, j < k такие, что xk = xi ◦xj , где ◦ это сложение, вычитание или умножение. Такую после-
довательность также называют арифметической схемой, вычисляющейm. Мы также определим
функцию τ : Z −→ N такую, что τ(m) — это минимальная длина вычисления m.
Определение. БесконстантнойZ-алгебраической схемой, вычисляющей полином f(x1, . . . , xn) ∈
Z[x1, . . . , xn], называется последовательность полиномов g1, . . . , gm = f , где каждый полином gi
(их также называют гейтами) либо равен некоторой переменной xi, либо равен одной из кон-
стант {0, 1,−1}, либо имеет вид gi ◦ gk для некоторых j, k < i, где ◦ обозначает сумму или
умножение. Мы определим размер алгебраической схемы как количество гейтов в схеме.
В дальнейшем, нам понадобится определение алгебраической схемы над Q.
Определение. БесконстантнойQ-алгебраической схемой, вычисляющей полином f(x1, . . . , xn) ∈
Q[x1, . . . , xn] мы будем называть обычную бесконстантную Q-алгебраическую схему, в которую
также добавлены гейты деления ÷, где u ÷ v обозначает, что полином u делится на полином
v. При этом для каждого гейта u ÷ v мы потребуем, что схема, считающая v, не содержит
переменных x1, . . . xn. Тогда размером схемы мы будем считать количество гейтов схемы.
Замечание. Заметим, что для любого целого числа m существует арифметическая схема раз-
мера logm, вычисляющая его. Поэтому, если нам дана бесконстантная Z-алгебраическая схема
размера M , считающая полином F (x1, . . . , xn), то для любого целого вектора (y1, . . . , yn) суще-
ствует арифметическая схема размера (M +
∑
log yi), считающая F (y1, . . . , yn).
2.2 Нижняя оценка
Сначала сформулируем гипотезу Шуба–Смейла:
Гипотеза. Не существует констант a, b > 0 таких, что для некоторой последовательности {cn},
где cn ∈ Z, cn 6= 0 выполнено неравенство
τ(cnn!) ≤ (log n+ a)b
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Теорема 1. Предположим, что система полиномиальных равенств G(~x) = F1(~x) = F2(~x) =
· · · = Fn(~x) = 0, где G(~x) = 1 +
∑i=n
i=1 2
(i−1)xi и Fi(~x) = x2i − xi, имеет IPSZ-сертификат C(~x, ~y),
который может быть вычислен с помощью бесконстантной Z-алгебраической схемы размера
poly(n). Тогда гипотеза Шуба–Смейла не выполняется, а именно, существует последователь-
ность {cnn!}, где cn ∈ Z, cn 6= 0 и τ(cnn!) ≤ (log n+ a)b, где a и b — константы.
Доказательство. По определению IPSZ-сертификата существует константа M ∈ Z,M 6= 0
такая, что
C(x1, . . . , xn, G(~x), F1(~x), . . . , Fn(~x)) = M




i−1. Тогда Fi(~xk) = 0, G(~xk) = 1 + k для каждого 1 ≤ i ≤ n, 0 ≤ k < 2n.
Значит C(xk1, . . . , xkn, k,~0) = M для любого целого 1 ≤ k ≤ 2n. При этом C(xk1, . . . , xkn, 0,~0) =
0 по определению IPSZ-сертификата. Значит если зафиксировать xk1, . . . , xkn и последние n
координат, то получится Z-полином по оставшейся координате, который в точке 0 равен 0, а
в точке k равен M . Таким образом M делится на k для любого целого 1 ≤ k ≤ 2n. Тогда M
делится на любое простое число p < 2n.
Теперь покажем, что существует арифметическая схема размера poly(n), считающая M .
Действительно, заметим что для этого достаточно просто подставить x0 = ~0 в алгебраическую
схему для C(~x0, G(~x0), F (~x0)) и получить арифметическую схему, считающую константу M .
Поэтому мы знаем, что для M существует схема размера poly(n).
Если же существует арифметическая схема размера poly(n), считающая M , то существует
схема размера poly(n), считающая M2n , так как мы можем возвести M в степень 2n просто
возведя M в квадрат n раз.
Для любого простого числа p, его степень вхождения в разложение числа (2n)! считается





c + . . ., что очевидно не больше чем 2np−1 ≤ 2
n. Тогда используя тот факт,
что M2n делится на p2n для любого простого числа p < 2n, получаем, что существует арифме-
тическая схема размера poly(n), считающая некоторое число, кратное (2n)!. То есть существует
последовательность {c2n(2n)!} такая, что τ(c2n(2n)!) ≤ (n+ a)b для некоторых констант a и b.
Для каждого m ∈ N существует целое n такое, что 2n−1 ≤ m < 2n. Тогда в качестве cmm!
можно взять просто c2n(2n)!. Тогда τ(cmm!) ≤ (n + a)b ≤ (log(2m + a)b ≤ (logm + a)c для
некоторых констант a, b и c. 2
Теорема 2. Предположим, что система полиномиальных равенств G(~x) = F1(~x) = F2(~x) =
· · · = Fn(~x) = 0, где G(~x) = 1 +
∑i=n
i=1 2
(i−1)xi и Fi(~x) = x2i − xi, имеет IPSQ-сертификат C(~x, ~y),
который может быть посчитан с помощью бесконстантной Q-алгебраической схемы размера
poly(n). Тогда гипотеза Шуба–Смейла не выполняется, а именно, существует последователь-
ность {cnn!}, где cn ∈ Z, cn 6= 0 и τ(cnn!) ≤ (log n+ a)b, где a и b — константы.
Доказательство. Пусть g1, . . . , gt = C — это бесконстантная Q-алгебраическая схема, вычисля-
ющая C.
Мы покажем по индукции, что для данной Q-алгебраической схемы размера poly(n), вычис-
ляющей C, существует арифметическая схема размера poly(n), вычисляющая некоторую целую
константу M 6= 0 такую, что существует Z-алгебраическая схема размера poly(n), считающая
M · C.
Индукционное предположение: Пусть последовательность полиномов g1, . . . , gs ∈ Q[~x, ~y]
образует бесконстантную Q-алгебраическую схему. Тогда существует последовательность поли-
номов
g11, . . . , g1a1 , g21, . . . , g2a2 , . . . , gs1, . . . , gsas ∈ Z[~x, ~y],
образующая бесконстантную Z-алгебраическую схему, такую что для любого i ≤ s:
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1. ai ≤ 4 и giai = Mi · gi для некоторой целой константы Mi.
2. У нашей последовательности полиномов g11, . . . , g1a1 , g21, . . . , g2a2 , . . . , gs1, . . . , gsas есть неко-
торая подпоследовательность, в которой встречаются все константы Mi, и эта подпосле-
довательность образует корректную бесконстантную Z-алгебраическую схему, не содержа-
щую переменных (то есть внутри нашей схемы есть арифметическая схема, вычисляющая
все константы Mi)
База: Если t = 1, то g1 ∈ {0, 1,−1} или g1 - это переменная. Тогда a1 = 2, g11 = 1, g12 = g1
и M1 = 1.
Переход: Пусть мы уже построили для всех i < k арифметическую схему, считающуюMi, и
Z-алгебраическую схему, считающуюMi ·gi. Теперь построим схемы для k. Возможны 2 случая:
1. если gk = xi для некоторого i, то ak = 2, gk1 = 1, gk2 = xi, то есть Mi = 1.
2. Пусть gk = gi ◦ gj , где i, j < k. Тогда в этом случае есть еще 3 подслучая:
(a) Пусть gk = gi · gj . Тогда в качестве Mk можно взять Mi ·Mj . Тогда Mk · gk = (Mi · gi) ·
(Mj · gj). Значит, мы можем взять ak = 2, gk1 = Mi ·mj , gk2 = gjaj · glal .
(b) Пусть gk = gi + gj . Тогда ak = 4,
gk1 = Mk = MiMj , gk4 = Ml · gjaj +Mj · glal , gk1 = Mi ·Mj ,
а гейты gk2 и gk3 нам нужны для реализации промежуточных вычислений.
(c) Пусть gk = gi ÷ gj . Тогда ak = 2,
gk2 = Mjgiai , gk1 = Mk = Mi · gjaj .
Очевидно, индукционное предположение останется верным, так как gjaj — некоторая
целая константа.
Таким образом в качествеM можно взятьMt, а в качествеM ·C можно взять gtat соответственно.
Тогда размер соответствующих им схем poly(n), так как в получившейся схеме не более 4t гейтов.
Тогда, используя тот факт, что M · C — это IPSZ-сертификат для системы Z-полиномиальных
равенств G(~x) = F1(~x) = F1(~x) = . . . = Fn(~x) = 0, мы можем закончить доказательство,
используя теорему 1.
3 Система доказательств Ext-PCR, нижние и верхние оценки
3.1 Определения
Для начала определим систему Res(linR), она нам понадобится для получения верхней оценки в
секции 3.4.
Определение. Для кольца R система Res(linR) является обобщением резолюционной системы
доказательств. Пусть нам дана формула F в k-КНФ. Тогда каждый дизъюнкт, состоящий из
переменных v1, . . . , vt (t ≤ k), будет записан в следующей форме:
(l1 = 0) ∨ . . . ∨ (lt = 0),
где li = 1−vi, если переменная входит в наш дизъюнкт без отрицания, и li = vi, если переменная
входит в дизъюнкт с отрицанием. Также мы добавим в список аксиом все дизъюнкции вида
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(x = 0) ∨ (x = 1). Строчками в нашем выводе будут дизъюнкции линейных равенств, при этом
одно и то же равенство может возникать в строчке несколько раз. При этом мы считаем, что
линейные равенства в сточке не упорядочены.
Теперь определим правила вывода в системе Res(linR):
1. Основное правило вывода в системе Res(linR) будет выглядеть так: из C ∨ (f = 0) и
D ∨ (g = 0) мы можем вывести C ∨D ∨ (αf + βg = 0).
2. Из C ∨ (k = 0) мы можем вывести C, если k ∈ R, k 6= 0.
3. Из формул вида C ∨ (f = 0) ∨ (f = 0) можем вывести C ∨ (f = 0).
Доказательством в системе Res(linR) является вывод k = 0 из аксиом, где k ∈ R, k 6= 0. Размером
доказательства Res(linR) будем называть суммарный размер всех дизъюнктов, участвующих в
доказательстве. Размером же каждого дизъюнкта мы будем считать суммарное число битов,
необходимых для его записи.
Теперь вернемся к системам доказательств, основанным на полиномиальных равенствах.
Для этого нам нужно определить, как именно мы будем записывать формулы в виде полиномов.
Как и в случае с IPS, чтобы перевести формулу F в форме k-КНФ, мы переведем каждый
дизъюнкт F в полиномиальное равенство. А именно, любой дизъюнкт, состоящий из переменных
v1, . . . , vt(t ≤ k), будет переведен в следующее полиномиальное равенство:
l1 . . . lt = 0,
где li = vi, если переменная входит в наш дизъюнкт без отрицания, и li = vi, если переменная
входит в дизъюнкт с отрицанием. Также, для каждой переменной мы добавим в нашу систему
равенства вида v2i − vi = 0 и vi = 1− vi. Согласно определению PC, данному во введении:
Определение. Пусть {P1, . . . , Pm} ⊂ F[x1, . . . , xn] — набор полиномов такой, что система поли-
номиальных равенств P1 = 0, . . . , Pm = 0 не имеет решения. Тогда опровержением для Γ в си-
стеме доказательств Polynomial Calculus называется последовательность полиномов R1, . . . , Rs ∈
F[x1, . . . , xn], где Rs = 1 и любой полином Rl удовлетворяет одному из следующих соотношений:
• Rl = Pi для некоторого i ∈ {1, . . . ,m}
• Rl = αRj + βRi где α, β ∈ F, i, j < l
• Rl = xiRj где j < l
Размером доказательства мы будем называть
∑s
l=1 size(Rl), где size(Rl) — это количество битов,
необходимых для записи полинома Rl (то есть суммарное количество битов, необходимое для
записи всех коэффициентов входящих в него мономов).
Замечание. В случае, когда F = Q, размер любого коэффициента α = ab ∈ Q мы будем
считать равным dlog(|a|)e + dlog(|b|)e + 1, то есть суммарное число битов, необходимых для
записи числителя и знаменателя.
Определение. Пусть {P1, . . . , Pm} ⊂ F[x1, . . . , xn] — набор полиномов такой, что система по-
линомиальных равенств P1 = 0, . . . , Pm = 0 не имеет решения. Пусть Q1, . . . , Qk ∈ F[x1, . . . , xn]
— произвольные полиномы. Тогда опровержением в системе Ext-PCR мы будем называть PC-
опровержение системы {P1, . . . , Pm, y1 −Q1, . . . , yk −Qk}, где yi - новые переменные. Размером
Ext-PCR-опровержения для набора Γ = {P1, . . . , Pm} мы будем называть наименьший возмож-
ный размер PC-опровержения для {P1, . . . , Pm, y1−Q1, . . . , yk−Qk} по всем наборам Q1, . . . , Qk.
Замечание. Полнота для системы Ext-PCRQ доказывается аналогично полноте для системы
IPSZ.
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3.2 Нижняя оценка на BVP
Для получения нижней оценки для BVP над полем Q мы сначала рассмотрим вариант системы
доказательств Ext-PCR над кольцом Z. Для этого определим систему доказательств PC над
кольцом Z.
Определение. Пусть {P1, . . . , Pm} ⊂ F[x1, . . . , xn] — набор полиномов такой, что система поли-
номиальных равенств P1 = 0, . . . , Pm = 0 не имеет решения. Тогда опровержением для Γ в си-
стеме доказательств Polynomial Calculus называется последовательность полиномов R1, . . . , Rs ∈
F[x1, . . . , xn], где Rs = M , а M — некоторая целая константа, и любой полином Rl удовле-
творяет одному из следующих соотношений:
• Rl = Pi для i ∈ {1, . . . ,m}
• Rl = αRj + βRi для α, β ∈ Z, i, j < l
• Rl = xiRj где j < l
Размером доказательства мы будем называть
∑s
l=1 size(Rl), где size(Rl) — это количество битов,
необходимых для записи полинома Rl (то есть суммарное количество битов, необходимое для
записи его коэффициентов).
Тогда система Ext-PCRZ определяется как и в случае поля, но с использованием системы
PCZ.
Теорема 3. Рассмотрим систему полиномиальных равенств G(~x) = F1(~x) = F2(~x) = · · · =
Fn(~x) = 0, где G(~x) = 1+
∑i=n
i=1 2
(i−1)xi и Fi(~x) = x2i −xi. Тогда размер любого опровержения для
такой системы в Ext-PCRZ не меньше чем C ·2n. Более того, константаM , получающаяся в конце
такого доказательства, имеет хотя бы C ·2n битов в своей записи для некоторой фиксированной
константы C.
Доказательство. Легко заметить, что каждый полином, получающийся в ходе нашего дока-
зательства, представляется в виде P0G+ P1F1 + . . .+ PnFn +H1(y1 −Q1) +H2(y2 −Q2) + . . .+
Hk(yk − Qk). Тогда мы знаем, что целая константа M , получающаяся в конце доказательства,
представляется в виде
P0G+ P1F1 + . . .+ PnFn +H1(y1 −Q1) +H2(y2 −Q2) + . . .+Hk(yk −Qk) = M
Для любого целого числа 0 ≤ t < 2n существует битовый вектор (xt1, . . . , xtn) такой, что t =∑i=n
i=1 xti2
i−1. Тогда Fi(~xt) = 0, G(~xt) = 1 + t для каждого 1 ≤ i ≤ n, 0 ≤ t < 2n. Подставим такие
значения yi, что yi = Qi(~xt). Значит P0(xt1, . . . , xtn, y1, . . . , yk) · t = M для любого целого 1 ≤ t ≤
2n. Таким образом M делится на t для любого целого 1 ≤ t ≤ 2n. Тогда M делится на любое
простое число t < 2n. Тогда M делится на произведение всех простых чисел не превосходящих
2n. Тогда очевидно, что |M | > (π(2n))!. По теореме о распределении простых чисел мы знаем,
что при достаточно больших n выполнено π(2n) > C 2
n
n . Значит |M | > (C
2n
























Значит для записи константыM потребуется хотя бы C1 ·2n битов. Значит и размер доказатель-
ства был экспоненциальным, так как в запись доказательства должна быть включена запись
константы M . 2
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Теперь мы докажем нижнюю оценку для системы Ext-PCRQ.
Теорема 4. Рассмотрим систему полиномиальных равенств G(~x) = F1(~x) = F2(~x) = · · · =
Fn(~x) = 0, где G(~x) = 1 +
∑i=n
i=1 2
(i−1)xi и Fi(~x) = x2i − xi. Тогда минимальный размер дока-
зательства для такой системы в Ext-PCRQ строго больше чем C · 2
n
2 для некоторой константы
C > 0.
Доказательство. Предположим, что минимальный размер доказательства нашей системы ра-
венств имеет размер p(n). Тогда докажем, что это опровержение можно преобразовать в Z-
опровержение, в котором константа в конце будет не больше, чем 2(p(n)2), так как суммарное
количество битов, необходимых для записи всех знаменателей, не превосходит p(n). Для этого
рассмотрим все переменные y1, . . . , yk, участвующие в нашем доказательстве. Для каждого yi
нам дано равенство yi−Qi(x) = 0. ПутьMi — произведение знаменателей всех коэффициентов в
полиноме Qi(x). Мы знаем, что размер доказательства не больше чем p(n), поэтому Mi < 2p(n).
Теперь рассмотрим переменные yi = Miy′i. Теперь, имея доказательство в PCQ для системы
полиномов {G,F1, . . . , Fn, y1−Q1, . . . , yk −Qk} мы построим доказательство в системе PCZ для
системы {G,F1, . . . , Fn, y′1−M1Q1, . . . , y′k−MkQk}. Пусть наше доказательство было последова-
тельностью полиномов R1, . . . , Rs. Будем последовательно рассматривать первые t полиномов
в нашем выводе и на каждом шагу дописывать в конец нашего PCZ-доказательства t новых
полиномов.
Пусть мы уже преобразовали полиномы R1, . . . , Rt и построили полиномы R′1, . . . , R′f такие,
что R′1, . . . , R′f образуют корректный вывод в системе PCZ и при этом каждый из R
′
f−t+i равен
Ri · C для i ≤ t (если заменить все y′i на Mi · yi), где C — некоторая целая константа. Тогда
построим последовательность полиномов R′f+1, . . . R
′
f+t+1 такую, что R
′
1, . . . , R
′
f+t+1 образуют
корректный вывод в PCZ и при этом R′f+i равен Ri · C ′ для любого i ≤ t + 1 и для некоторой
новой константы C ′. Разберем несколько случаев:













f+t+1 = Rt+1 · C.
То есть в этом случае C ′ = C.
2. Если Rt+1 = yi −Qi, то
R′f+1 = Mi ·R′f−t+1, R′f+2 = Mi ·R′f−t+2, . . . , R′f+t = Mi ·R′f ,
а R′f+t+1 = C ·y′i−Mi ·C ·Qi, что равно C ·Mi ·Rt+1. При этом новая константа C ′ = C ·Mi.




R′f+1 = q1 · q2 ·R′f−t+1, R′f+2 = q1 · q2 ·R′f−t+2, . . . , R′f+t = q1 · q2 ·R′f ,




f−t+i. В этом случае C
′ = q1 · q2 · C.
















То есть в этом случае C ′ = C.
















f−t+j . Значит C
′ = C ·Mi.
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В результате мы получим доказательство в системе PCZ, где в конце вместо 1 получилась
та самая константа C, которая была нашим множителем на последнем шаге построения. Но
заметим, что всего у нас не более чем p(n) шагов, а на каждом шагу C умножается не более чем
на 2p(n). Значит |C| < 2p(n)2 . Но по утверждению выше |C| > 2exp(n). Получили противоречие.
2
3.3 Моделирование Res(LinQ) с небольшими коэффициентами
В этой секции мы промоделируем систему Res(LinQ) в системе Ext-PCRQ. Сразу отметим, что
из нашего моделирования не будет следовать тот факт, что для любого доказательства размера
S в системе Res(LinQ) существует доказательство размера poly(S) в системе Ext-PCRQ для той
же формулы. Но при этом нашего моделирования будет достаточно, чтобы доказать полино-
миальную верхнюю оценку на размер доказательства формулы PHPn+1n (определение будет в
следующей секции) в системе Ext-PCRQ. Из этого будет следовать, что система Ext-PCRQ строго
сильнее чем система PC.
Замечание. На первый взгляд кажется, что для того чтобы полиномиально промоделировать
систему Res(LinQ) в системе Ext-PCRQ достаточно заменить каждую дизъюнкцию вида
(f1 = 0) ∨ . . . ∨ (fm = 0),
появляющуюся в ходе вывода в Res(LinQ), на равенство вида
∏
fi = 0 в системе Ext-PCRQ.
Именно такое моделирование было представлено в статье в статье Р. Раза, И. Цамерета [12].
В данной конструкции были промоделированы все правила вывода кроме правила сокраще-
ния одинаковых слагаемых. Проблема заключается в том, что данную операцию не получится
промоделировать при помощи доказательства полиномиального размера, если коэффициенты в
линейных равенствах могут иметь экспоненциальный размер. В случае, когда все коэффициен-
ты имеют полиномиальный размер, мы покажем, что промоделировать сокращение одинаковых
слагаемых можно при помощи доказательства полиномиального размера.
Утверждение. В системе Res(LinQ) мы можем за один шаг вывести из дизъюнкции (1 + 2x1 +
. . . 2nxn = 0) ∨ (1 + 2x1 + . . . 2nxn = 0) равенство (1 + 2x1 + . . . 2nxn = 0). Но для того, чтобы
вывести в системе Ext-PCRQ из (1 + 2x1 + . . . 2nxn)2 = 0 равенство (1 + 2x1 + . . . 2nxn) = 0, нам
потребуется доказательство экспоненциального размера от n.
Доказательство. Доказательство этого факта в точности повторяет нижнюю оценку для BVPn.
А именно, нужно рассмотреть систему доказательств Ext-PCRZ и корректный вывод, начинаю-
щийся с (1 + 2x1 + . . . 2nxn)2 = 0, а заканчивающийся M · (1 + 2x1 + . . . 2nxn) = 0 для некоторой
целой константы M 6= 0. Тогда окажется, что M содержит C · 2n битов. Дальше нужно дока-
зать, что если в системе Ext-PCRQ есть вывод размера p(n) из равенства (1+2x1 + . . . 2nxn)2 = 0
равенства (1 + 2x1 + . . . 2nxn) = 0 , то существует вывод в системе Ext-PCRZ , начинающийся с
(1 + 2x1 + . . . 2
nxn)






Этого будет достаточно для доказательства экспоненциальной нижней оценки.
Для того, чтобы промоделировать систему Res(LinQ), нам потребуется следующая техниче-
ская лемма:
Лемма. Пусть нам даны равенства вида
x0 = x, x1 = x− 1, x2 = x− 2, . . . , xa = x− a,
y0 = y, y1 = y − 1, y2 = y − 2, . . . , yb = y − b,
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x0 · x1 · · ·xa = 0,
y0 · y1 · · · yb = 0.
Тогда в системе Ext-PCRQ из этих равенств можно вывести систему равенств
z0 = x+ y, z1 = x+ y − 1, z2 = x+ y − 2, . . . , za+b = x+ y − a− b,
z0 · z1 · · · za+b = 0
при помощи вывода размера poly(ab).
Доказательство. Сначала для любого j ∈ {0, . . . , b} выведем равенство вида:
z0 · z1 · · · za+b · y0 · · · yj−1 · yj+1 · yb = 0 (1)
Это делается следующим образом: сначала заметим, что для любых i ∈ {0, . . . , a}, j ∈ {0, . . . , b}
мы можем вывести равенство
zj+i · y1 · · · yj−1 · yj+1 · yb = xi · y1 · · · yj−1 · yj+1 · yb (2)
Действительно, легко можно вывести равенство zj+i = xi + yj , поэтому
zj+i · y1 · · · yj−1 · yj+1 · yb = (xi + yj) · y1 · · · yj−1 · yj+1 · yb = xi · y1 · · · yj−1 · yj+1 · yb
Воспользовавшись равенством y0 · y1 · · · yb = 0 получаем равенство (2).
Тогда, применив последовательно равенство (2) для всех i ∈ {0, . . . , a}, мы получим равен-
ство
zj · zj+1 · · · zj+a · y0 · · · yj−1 · yj+1 · yb = x0 · x1 · · ·xa · y0 · · · yj−1 · yj+1 · yb,
из которого, применив равенство x0 · x1 · · ·xa = 0, получаем равенство
zj · zj+1 · · · zj+a · y0 · · · yj−1 · yj+1 · yb = 0
Из которого уже получаем равенство (1) домножением на недостающие переменные.
Теперь выведем равенство z0·z1 · · · za+b. По очереди выведем все равенства вида z0·z1 · · · za+b·
y0 · y1 · · · yk = 0, где k ∈ {0, . . . , b}.
Равенство z0 · z1 · · · za+b · y0 · y1 · · · yb−1 = 0 нам дано сразу. Пусть мы уже вывели
z0 · z1 · · · za+b · y0 · y1 · · · yj+1 = 0. (3)
Мы ранее уже вывели равенство
z0 · z1 · · · za+b · y0 · y1 · · · yj · yj+2 · · · yb = 0.
Имея равенства вида yj+i = yj+1 + i− 1 для i ∈ {2, . . . b− i}, мы можем вывести равенство
z0 · z1 · · · za+b · y0 · y1 · · · yj · P (yj+1) = 0
где P (yj+1) — полином степени b − j − 1, в котором все коэффициенты содержат не более чем
poly(b) битов и свободный член равен (−1)b−j−1(b−j−1)!. Тогда мы можем, используя равенство
(3), сократив все мономы P (yj+1) степени выше первой, вывести равенство
z0 · z1 · · · za+b · y0 · y1 · · · yj((−1)b−j−1(b− j − 1)!) = 0.
Сокращая константу, получаем
z0 · z1 · · · za+b · y0 · y1 · · · yj = 0
Повторив процедуру b раз, получаем искомое равенство
z0 · z1 · · · za+b = 0
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Теорема 5. Пусть некоторая формула в k-КНФ имеет опровержение размера S в системе
Res(LinQ), причем все константы, участвующие в этом опровержении — целые. Тогда у этой
формулы существует опровержение размера poly(max(S,M)) в системе Ext-PCRQ, где M —
максимальная абсолютная величина целых констант, появляющихся в нашем доказательстве.
Доказательство. Пусть опровержение в системе Res(LinQ) имеет вид R1, . . . , Rk, где каждая
строчка Rk является дизъюнкцией линейных равенств. Тогда будем переписывать наше доказа-
тельство по одной строчке. Для начала, рассмотрим все линейные равенства вида (
∑n
i=1 aixi +
b = 0), появляющиеся в дизъюнкциях R1, . . . , Rk.
Для каждой строчки Rt вида (
∑n
i=1 a1ixi + b1 = 0) ∨ . . . ∨ (
∑n
i=1 ajixi + bj = 0) мы введем








Далее мы выведем для этих переменных равенство вида ya11,...,a1n,b1 · · · yaj1,...,ajn,bj = 0 и перей-
дем к следующей строчке. В конце мы получим равенство вида 1 = 0 которое будет переведено
в такое же равенство вида 1 = 0, что и даст нам искомое противоречие.
Теперь формализуем написанное выше. Пусть для строчек
R1 = ((f11 = 0)∨. . .∨(f1p1 = 0)), R2 = ((f21 = 0)∨. . .∨(f2p2 = 0)), . . . , Rt = ((ft1 = 0)∨. . .∨(ftpt = 0))
мы уже ввели новые переменные yf11 = f11, . . . , yftpt = ftpt и доказали в системе Ext-PCRQ
равенства вида
yf11 · · · yf1p1 = 0, . . . , yft1 · · · yftpt = 0.
Рассмотрим переменную Rt+1. Посмотрим, как строчка Rt+1 могла быть выведена:
1. Rt+1 могла быть выведена при помощи правила резолюции. Это значит, что существуют
j, l < t+ 1 такие, что
Rj =
(
(fj1 = 0) ∨ . . . ∨ (fjpj = 0)
)
, Rl = ((fl1 = 0) ∨ . . . ∨ (flpl = 0)) ,
Rt+1 =
(
(fj2 = 0) ∨ . . . ∨ (fjpj = 0) ∨ (fl2 = 0) ∨ . . . ∨ (flpl = 0) ∨ (αfj1 + βfl1 = 0)
)
Тогда мы знаем, что в нашем Ext-PCRQ доказательстве уже выведены равенства yfj1 · · · yfjpj =
0 и yfl1 · · · yflpl = 0. Тогда домножим первое равенство на yfl2 · · · yflpl , а второе на yfj2 · · · yfjpj .
В результате получим 2 равенства
yfj1 · · · yfjpj · yfl2 · · · yflpl = 0 и yfj2 · · · yfjpj · yfl1 · · · yflpl = 0.
Теперь введем новую переменную yαfj1+βfl1 = αfj1 + βfl1. Сразу можем вывести, что
yαfj1+βfl1 = αyfj1 + βyfl1 .
Тогда сложив верхние 2 произведения с коэффициентами α и β получим равенство
yfj2 · · · yfjpj · yfl2 · · · yflpl · yαfj1+βfl1 = 0,
чего мы изначально и добивались.
2. Rt+1 могла быть одной из аксиом. Тогда в качестве соответствующей ей строчки подойдет
запись аксиомы в форме PCR, а именно, если Rt+1 = (l1 = 0) ∨ . . . ∨ (lt = 0), то в системе
Ext-PCRQ запись этой аксиомы будет иметь вид l1 . . . lt = 0, где li — переменные.
15
3. Rt+1 могла быть получена сокращением равенства вида k = 0. Тогда и в соответствующем
произведении можно сократить переменную y, тождественно равную k.
4. Rt+1 могла быть выведена из Rj удалением повторяющегося линейного равенства. То есть
Rj =
(





(fj1 = 0) ∨ . . . ∨ (fjpj = 0)
)
.
Тогда мы уже вывели равенство вида
yfj1 · yfj1 · yfj2 · · · yfjpj = 0.
По лемме мы можем вывести (так как мы знаем, что все коэффициенты линейных равенств
целые), что
(yfj1 +M · n) · · · (yfj1 + 1)yfj1(yfj1 − 1) · · · (yfj1 −M · n) = 0
То есть мы знаем, что P (yfj1) = 0 для некоторого полинома P без свободного члена и с
коэффициентом перед yfj1 равным M
′ ∈ Z\{0}. При этом степень P не выше 2M · n+ 1, а
коэффициенты содержат не более poly(M ·n) бит. Тогда из равенства yfj1 ·yfj1 ·yfj2 · · · yfjpj =
0, так как в полиноме (P (yfj1)−M ′ · yfj1) нет мономов степени ниже 2, мы можем вывести
равенство вида
(P (yfj1)−M
′ · yfj1) · yfj2 · · · yfjpj = 0,
А из этого равенства, используя факт, что P (yfj1) = 0, выводим
M ′ · yfj1 · yfj2 · · · yfjpj = 0.
Сокращаем M ′ и получаем требуемое равенство.
Таким образом, мы перестроили наше доказательство в доказательство в системе Ext-PCRQ.
Заметим, что мы добавили не более чем poly(S) новых переменных и при этом все константы,
участвующие в новом доказательстве, не превосходят 2poly(T ·S). Значит размер полученного
доказательства в системе Ext-PCRQ равен poly(max(S, T )) чего мы и добивались.
3.4 Следствия (верхние оценки)









j = (xi,j ∨ xi′,j) для всех i 6= i
′ ∈ {1, . . . , n+ 1}, j ∈ {1, . . . , n}.
Теорема 6. У формулы PHPn+1n есть доказательство размера poly(n) в системе Ext-PCRQ.
Доказательство. В статье [12] было показано, что у формулы PHPn+1n есть доказательство в
системе Res(LinQ) в котором все константы принимают целые значения и не превосходят poly(n).
Значит, по теореме из секции 3.3, у этой формулы есть доказательство размера poly(n) в системе
Ext-PCRQ.
16
Определение. Определим Цейтинские формулы для данного графа G. Пусть дан некоторый
граф G = ([n], E) и некоторая функция f : [n]→ {0, 1}, задающая каждой вершине значения 0
или 1. Предположим, что
∑
i∈[n] f(i) = 1 в поле F2. Тогда следующая система булевых равенств
не имеет решения: ⊕
j:{i,j}∈E
xij = f(i) для всех i ∈ [n]
Такие системы булевых равенств обычно обозначаются TSG,f .
Теорема 7. Для любого графа G на n вершинах в системе Ext-PCRQ имеется доказательство
размера poly(n) для формулы TSG,f .
Доказательство. В статье [13] приводится короткое доказательство TSG,f в системе PC над
базисом {−1, 1}, которая очевидно моделируется в системе Ext-PCRQ. Значит, в Ext-PCRQ есть
доказательство размера poly(n) для формулы TSG,f .
4 Система Depth-inf-PC и ее связь с Res(Lin)
4.1 Определения
Определение. Пусть Γ = {P1, . . . , Pm} — набор полиномов над переменными x1, . . . , xn в поле
F такая, что система полиномиальных равенств P1 = 0, . . . , Pm = 0 не имеет решения. Пусть
Q1, . . . , Qk — полиномы, такие что Qi ∈ F[x1, . . . , xn, y1, . . . , yi−1] для любого i ≥ 1 (при i = 1
полином Q1 ∈ F[x1, . . . , xn]). Тогда опровержением в системе Depth-inf-PCF мы будем называть
PCF-опровержение системы {P1, . . . , Pm, y1−Q1, . . . , yk−Qk}, где yi — новые переменные. Разме-
ром Depth-inf-PCF-опровержения для набора Γ = {P1, . . . , Pm} мы будем называть наименьший
возможный размер Depth-inf-PCF-опровержения для {P1, . . . , Pm, y1 − Q1, . . . , yk − Qk} по всем
наборам Q1, . . . , Qk.
Система Depth-inf-PC является обобщением системы Ext-PCR. В то же время, система IPS
является обобщением системы Depth-inf-PC. Любое доказательство в системе IPS можно пе-
реписать в доказательство в системе Depth-inf-PC, а именно, для каждого гейта схемы за-
дать собственную переменную yi. Тогда в конце доказательства получится некоторый полином
f(x1, . . . , xn, y1, . . . , yk), при подстановке в который вместо каждого yj соответствующего ему
полинома от переменных x1, . . . , xn, получится 1. Но проблема в том, что при последовательной
замене каждого yj на соответствующий ему полином Qj , размер доказательства может возрасти
экспоненциально.
Также стоит отметить, что для системы доказательств Depth-inf-PC, в отличие от системы
IPS, очевидно, что проверка доказательства занимает полиномиальное время от размера дока-
зательства.
4.2 Моделирование Res(LinQ) в Depth-inf-PC
Замечание. Как и в случае с системой Ext-PCR, можно доказать, что в системе Depth-inf-PC нет
полиномиального вывода равенства (1+2x1+. . .+2nxn) = 0 из равенства (1+2x1+. . .+2nxn)2 =
0. Правда в этот раз нижняя оценка на размер вывода получится условная, в предположении
гипотезы Шуба-Смейла из второй секции. Доказательство полностью повторяет доказательство
нижней оценки для BVPn в системе IPSQ. Поэтому Depth-inf-PC не моделирует Res(LinQ) как
систему доказательств и мы будем строить моделирование в случае, когда изначальная система
дизъюнкций в системе Res(Lin) порождена булевой формулой.
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В этой секции мы докажем, что система Depth-inf-PCQ полиномиально моделирует систему
Res(LinQ). Для этого мы сначала докажем, что система Res(LinZ) моделирует систему Res(LinQ)),
а затем промоделируем систему Res(LinZ) в Depth-inf-PCQ.
Теорема 8. Пусть некоторая формула в КНФ имеет опровержение размера S в системе Res(LinQ).
Тогда у этой формулы существует опровержение размера O(p(S)) в системе Res(LinZ) для неко-
торого фиксированного полинома p.
Доказательство. Пусть опровержение в системе Res(LinQ) имеет вид R1, . . . , Rk, где каждая
строчка Rk является дизъюнкцией линейных равенств. Тогда будем переписывать наше доказа-
тельство по одной строчке. Для начала, рассмотрим все линейные равенства вида (
∑n
i=1 aixi +
b = 0), появляющиеся в дизъюнкциях R1, . . . , Rk. Пусть наше доказательство было последова-
тельностью полиномов R1, . . . , Rs. Будем последовательно рассматривать первые t дизъюнкций
в нашем выводе и на каждом шагу дописывать в конец нашего Res(LinZ)-доказательства t новых
дизъюнкций.
Пусть мы уже преобразовали дизъюнкции R1, . . . , Rt и построили дизъюнкции R′1, . . . , R′f




f−t+i,1 = 0) ∨ (g′f−t+i,2 = 0) ∨ . . . ∨ (g′f−t+i,pi = 0)),
где 1 ≤ i ≤ t, верно что
g′f−t+i,1 = C · gi,1, g′f−t+i,2 = C · gi,2, . . . , g′f−t+i,pi = C · gi,pi ,
где
Ri = (gi,1 = 0) ∨ (gi,2 = 0 ∨ . . . ∨ (gi,pi = 0)),
для всех 1 ≤ i ≤ t, где C — некоторая целая константа.
Тогда построим последовательность дизъюнкций R′f+1, . . . R
′
f+t+1 такую, что R
′
1, . . . , R
′
f+t+1
образуют корректный вывод в Res(LinZ) и при этом для каждой из этих дизъюнкций R′f+i выпол-
нено индукционное предположение для некоторой константы C для некоторой новой константы
C ′. Разберем несколько случаев:













f+t+1 = Rt+1 · C.
То есть в этом случае C ′ = C.
2. Rt+1 могла быть выведена при помощи правила резолюции. Это значит, что существуют
j, l < t+ 1 такие, что
Rj =
(
(gj,1 = 0) ∨ . . . ∨ (gj,pj = 0)
)
, Rl = ((gl,1 = 0) ∨ . . . ∨ (gl,pl = 0)) ,
Rt+1 =
(
(gj,2 = 0) ∨ . . . ∨ (gj,pj = 0) ∨ (gl,2 = 0) ∨ . . . ∨ (gl,pl = 0) ∨ (α1gj,1 + α2gl,1 = 0)
)
,







f−t+1,1 · γ1 · γ2 = 0) ∨ . . . ∨ (g′f−t+1,p1 · γ1 · γ2 = 0)),
R′f+2 = (g
′
f−t+2,1 · γ1 · γ2 = 0) ∨ . . . ∨ (g′f−t+2,p2 · γ1 · γ2 = 0)), . . . ,
R′f+t = (g
′





f−t+j,2 · γ1 · γ2 = 0) ∨ . . . ∨ (gf−t+j,pj · γ1 · γ2 = 0)∨
∨ (gf−t+l,2 · γ1 · γ2 = 0) ∨ . . . ∨ (gf−t+l,pl · γ1 · γ2 = 0) ∨ (β1 · γ2gf−t+j,1 + β2 · γ1gf−t+l,1 = 0).
В этом случае C ′ = γ1 · γ2 · C.
3. Rt+1 могла быть получена сокращением (1 = 0) или сокращением одинаковых дизъюнктов.
В обоих случаях, константа C ′ = C, новые t строчек совпадают со старыми t строчками,
а в последней строчке просто производится сокращение.
В результате мы получим доказательство в системе Res(LinZ), где в конце вместо 1 получилась
та самая константа C, которая была нашим множителем на последнем шаге построения. Но
заметим, что всего у нас не более чем p(S) шагов, а на каждом шагу C умножается не более чем
на 2p(S). Значит размер получившегося доказательства равен O(p(S)) для некоторого полинома
p, чего мы и добивались.
Теорема 9. Пусть некоторая формула в КНФ имеет опровержение размера S в системе Res(LinZ).
Тогда у этой формулы существует опровержение размера O(p(S)) в системе Depth-inf-PCQ для
некоторого фиксированного полинома p.
Доказательство. Вначале опишем наше доказательство неформально. Как мы знаем, если
записать каждый дизъюнкт (f1 = 0)∨. . .∨(fk = 0) в виде произведения
∏
i fi, то вывод из f
2
i = 0
равенства fi = 0 в системе Depth-inf-PCQ может быть суперполиномиального размера, если в fi
встречаются коэффициенты размера exp(n). Поэтому мы не будем переписывать вывод в таком
виде, а рассмотрим для каждого равенства f = 0, возникающего в наших дизъюнкциях, новые
переменные y(0)f , . . . , y
(T )
f , которые будут равны полиномам, значения которых будут совпадать
с битами f как числа при любых булевых значениях переменных xi. Тогда мы заменим каждый















перед каждым y(j)fi равен ровно 1. Поэтому в системе Depth-inf-PCQ существует доказательство



















лежат в промежутке [0, T ]. Этим мы и воспользуемся
для построения нашего моделирования.
Перейдем к формализации нашего доказательства. Пусть опровержение в системе Res(LinZ)
имеет вид R1, . . . , Rk, где каждая строчка Rk является дизъюнкцией линейных равенств. Тогда
будем переписывать наше доказательство по одной строчке. Рассмотрим все линейные равенства
вида (
∑n
i=1 aixi + b = 0), появляющиеся в дизъюнкциях R1, . . . , Rk.
Для каждой строчки Rt вида (
∑n
i=1 a1ixi + b1 = 0) ∨ . . . ∨ (
∑n
i=1 ajixi + bj = 0) мы введем








Далее для каждой переменной yf мы введем новые переменные y
(0)
f , . . . , y
(T )
f , по сути коди-
рующие битовую запись переменной yf . В нашем случае мы потребуем T = p(S) для некоторого
полинома фиксированного полинома p.
Давайте сначала зафиксируем свойства, которые нам потребуются от нашего битового ко-
дирования:
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1. Если f = M , где M ∈ Z, то мы должны при помощи доказательства размера p(T ) выво-
дить, что каждая переменная y(i)f равна некоторой константе. Более того, если M 6= 0, то
для некоторого i, y(i)f = 1.









f для любого ∈ {0, 1, . . . , T}.
3. Если для двух линейных комбинаций f и g мы вывели, что y(i)f = 0 и y
(i)
g = 0 для любого i ∈
{0, 1, . . . , T}, то мы сможем при помощи доказательства размера p(T ) вывести равенство
y
(i)
αf+βg = 0 для любого i ∈ {0, 1, . . . , T} и любых целых констант α и β.
4. Если f = x или f = 1 − x для булевых переменных из изначальной формулы, то мы
сможем при помощи доказательства размера p(T ) вывести равенство y(0)f = f , y
(i)
f = 0 для
всех i ∈ {1, . . . T}.
Предположим, что такое кодирование в системе Depth-inf-PCQ у нас есть. Тогда будем перестра-
ивать оригинальный вывод следующим образом: для каждой строчки Rt вида (f1 = 0) ∨ (f2 =







+ . . .+ y
(T )
f1
) · (y(0)f2 + y
(1)
f2
+ . . .+ y
(T )
f2
) · · · (y(0)fp + y
(1)
fp




В результате, в конце мы получим равенство вида (y(0)f +y
(1)
f +. . .+y
(T )
f ) = 0, где f = M ∈ Z\{0}.
А значит, по предположению о нашем кодировании, мы можем вывести равенство C = 0 для
некоторого C 6= 0, что нам и требуется.
Формализуем написанное выше. Предположим, что для строчек
R1 = ((f11 = 0)∨. . .∨(f1p1 = 0)), R2 = ((f21 = 0)∨. . .∨(f2p2 = 0)), . . . , Rt = ((ft1 = 0)∨. . .∨(ftpt = 0))
мы уже вывели равенства вида
zf11 · · · zf1p1 = 0, . . . , zft1 · · · zftpt = 0,






+ · · · + y(T )fij ) для любой пары i ∈ {1, . . . t}, j ∈ {1, . . . , pi}. Посмотрим, как
строчка Rt+1 могла быть выведена:
1. Rt+1 могла быть выведена при помощи правила резолюции. Это значит, что существуют
j, l < t+ 1 такие, что
Rj =
(
(fj1 = 0) ∨ . . . ∨ (fjpj = 0)
)
, Rl = ((fl1 = 0) ∨ . . . ∨ (flpl = 0)) ,
Rt+1 =
(
(fj2 = 0) ∨ . . . ∨ (fjpj = 0) ∨ (fl2 = 0) ∨ . . . ∨ (flpl = 0) ∨ (αfj1 + βfl1 = 0)
)
Тогда мы знаем, что в нашем Depth-inf-PCQ доказательстве уже выведены равенства







+ . . .+ y
(T )
fj1








+ . . .+ y
(T )
fl1
) · zfl2 · · · zflpl = 0
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· zfj2 · · · zfjpj = 0
















+ . . .+ y
(T )
fj1
) · zfj2 · · · zfjpj = 0,










из секции 3.3, легко доказать, что
(h1) · (h2) · · · (hT ) = 0
Где hi = h − i для любого i ∈ {1, . . . , T}. Тогда мы можем превратить этот полином в
полином от переменной h степени T с ненулевым свободным членом M ′. При этом все
это мы можем сделать используя p(S) битов. Тогда получим, что у нас есть равенство




· h · zfj2 · · · zfjpj = 0,




· (P (h)−M ′) · zfj2 · · · zfjpj = 0
Тогда домножим P (h) на y(i)fj1 · zfj2 · · · zfjpj и cложим с верхним равенством. Получим ра-
венство вида
M ′ · y(i)fj1 · zfj2 · · · zfjpj = 0
Сократим M ′ и получим требуемое равенство.









· zfl2 · · · zflpl = 0,
так как нижние равенства получаются аналогично верхним. Тогда, используя предполо-




· zfj2 · · · zfjpj · zfl2 · · · zflpl = 0








+ . . .+ y
(T )
αfj1+βfl1
) · zfj2 · · · zfjpj · zfl2 · · · zflpl = 0
Из чего сразу выведем, что
zαfj1+βfl1 · zfj2 · · · zfjpj · zfl2 · · · zflpl = 0,
что нам и требовалось.
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2. Теперь разберем случай, ради которого нам на самом деле и нужно битовое кодирование.
Мы уже воспользовались выше тем фактом, что если у числа T битов, то сумма значений
его битов принимает не более T возможных значений. Сейчас нам придется воспользо-
ваться этим фактом еще раз.
Пусть Rt+1 была выведена из Rj удалением повторяющегося линейного равенства. То есть
Rj = ((fj1 = 0) ∨ (fj1 = 0) ∨ . . . ∨ (fjp1 = 0)) ,
Rt+1 = ((fj1 = 0) ∨ . . . ∨ (fjp1 = 0)) .
Тогда мы уже вывели равенство вида
zfj1 · zfj1 · zfj2 · · · zfjpj = 0.
По лемме из прошлой секции мы можем вывести, что
zfj1(zfj1 − 1) . . . (zfj1 − T ) = 0
То есть мы знаем, что P (zfj1) = 0 для некоторого полинома P без свободного члена и с
коэффициентом перед zfj1 равным M
′ ∈ Z\{0}. При этом степень P не выше T , а коэф-
фициенты содержат не более p(T ) бит. Тогда из равенства zfj1 · zfj1 · zfj2 · · · zfjpj = 0 мы
можем вывести равенство вида
(P (zfj1)−M
′ · zfj1) · zfj2 · · · zfjpj = 0,
А из этого равенства, используя факт, что P (zfj1) = 0, выводим
M ′ · zfj1 · zfj2 · · · zfjpj = 0
Сокращаем M ′ и получаем требуемое равенство.
3. Rt+1 могла быть одной из аксиом. Тогда по свойству 4 нашего кодирования, для любой






f + . . .+ y
(T )
f = f
Поэтому ничего переводить вообще не нужно.
4. Rt+1 могла получиться сокращением равенства вида M = 0. Но тогда zM также по свой-
ству кодирования равно некоторой константе и его можно легко сократить.
Таким образом мы разобрали все случаи и доказали, что если искомое кодирование существует,
то доказательство в Res(LinZ) переписывается в короткое доказательство в Depth-inf-PCQ.
Осталось показать, что такое кодирование существует. Этому будет посвящена следующая
секция.
4.3 Битовое кодирование в Depth-inf-PCQ
Наша цель — построить полиномы для переменных y(0)f , . . . , y
(T )
f , которые задают кодирование
для всех переменных yf , появляющихся в ходе нашего доказательства. При этом мы хотим,
чтобы наше кодирование удовлетворяло свойствам, описанным в предыдущей секции. Пусть
максимальное значение линейных комбинаций, при условии что переменные булевы, по модулю
не превосходит M . Тогда выберем T достаточно большое, чтобы 2T > M2. Далее определим
несколько операций с битовыми векторами:
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1. Операция ⊕: пусть нам даны два битовых вектора y = (y0, . . . , yT ) и x = (x0, . . . , xT ). Тогда
зададим функцию булеву функцию H : Z2 × Z2 × Z2 → Z2 такую, что H(a, b, c) = 1 тогда
и только тогда, когда a + b + c ≤ 2, если рассматривать биты a, b и c как целые числа.
Тогда мы можем определить вектор c: c0 = 0, ci+1 = H(xi, yi, ci) для всех i ∈ {1, . . . , T}.
Теперь мы можем определить операцию сложения:
y ⊕ x = w,
где каждый бит wi = xi ⊕ yi ⊕ ci, где ⊕ обозначает исключающее ИЛИ. При это функция
H, как и функция XOR, записаны в форме многочленов степени не выше 3.
Сразу заметим полезное свойство: если мы уже вывели равенства вида y2i = yi и z
2
i = zi для
всех i ∈ {0, . . . , T}, то мы можем вывести равенства вида c2i = ci, а из них и равенства вида
w2i = wi. При этом вывод имеет размер poly(T ) (для каждого ci переберем 8 возможных
значений переменных xi, yi, ci−1, а дальше также для wi переберем 8 значений переменных
xi, yi, ci).
Также рассмотрим следующую лемму из статьи [14] (1 ревизия, секция 7.3, лемма 21):
Лемма. Пусть нам даны 3 битовых вектора y = (y1, . . . , yT ), z = (z1, . . . , zT ), w =
(w1, . . . , wT ). Тогда в системе Depth-inf-PCQ есть доказательство размера poly(T ) следу-
ющего побитового равенства:
(y ⊕ z)⊕ w = y ⊕ (z ⊕ w).
2. Также введем операцию смены знака:
−(y0, . . . , yT ) = (1− y0, . . . , 1− yT )⊕ (1, 0, 0, . . . , 0).
Тогда нам потребуется следующая лемма из статьи [14] (1 ревизия, секция 7.3, лемма 26):
Лемма. В системе Depth-inf-PCQ есть доказательство размера poly(T ) следующего равен-
ства:
−(x⊕ y) = (−x)⊕ (−y)
3. Осталась операция домножения на скаляр:
(2n)(y0, . . . , yT ) = (0, 0, 0, . . . , y0, . . . , yT−n)
Тогда в Depth-inf-PCQ можно доказать следующие 2 равенства, используя poly(T ) битов:
(a) 2n(x⊕y) = (2nx)⊕(2ny). Доказательство очевидно, на самом деле мы в обоих случаях
просто сдвинули все биты на n вправо, равенства останутся верными по определению
операции ⊕.
(b) 2n(−x) = −(2nx). Для доказательства просто заметим, что в −(2nx) = (1, 1, . . . , 1, 1−
x0, . . . , 1 − xT−n) ⊕ (1, 0, . . . , 0). Тогда мы можем легко доказать, что первые n битов
суммы будут равны 0, а carry bit cn = 1, а это значит, что мы сможем доказать, что
(1, 1, . . . , 1, 1− x0, . . . , 1− xT−n)⊕ (1, 0, . . . , 0) =
= (0, 0, . . . , 0, 1− x0, . . . , 1− xT−n)⊕ (0, 0, . . . , 1, 0, . . . , 0).
используя свойство (a) получаем, что
2n(−x) = (0, 0, . . . , 0, 1− x0, . . . , 1− xT−n)⊕ (0, 0, . . . , 1, 0, . . . , 0),
то есть 2n(−x) = −(2nx), чего мы и хотели.
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Тогда, зная эту операцию домножения на скаляр, мы можем определить операцию домно-
жения на любое число A ∈ Z. Пусть |A| = a0 · 20 + a1 · 21 + . . .+ aT · 2T . Тогда, если A > 0,
то




Если A = 0, то A · x = (0, 0, . . . , 0). Если A < 0, то




После того, как мы определили 3 наших операции, давайте наконец определим, как именно будет
устроенно битовое кодирование наших линейных комбинаций yf . Пусть f = a1x1 + a2x2 + . . .+
anxn + b. Тогда вектор yf , соответствующий битовой записи переменной yf , будет определяться
так:
yf = (a1 · (x1, 0, . . . , 0))⊕ (a2 · (x2, 0, . . . , 0))⊕ . . .⊕ (an · (xn, 0, . . . , 0))⊕ (b · (1, 0, . . . 0))
Докажем следующую лемму:
Лемма. Пусть нам даны 2 линейные комбинации
f = a1x1 + a2x2 + . . .+ anxn + b, g = c1x1 + c2x2 + . . .+ cnxn + d
Рассмотрим комбинацию h = αf + βg, где α, β ∈ Z. Тогда в Depth-inf-PCQ существует доказа-
тельство размера poly(T ) равенства yαf+βg = αyf ⊕ βyg
Доказательство. Распишем наши вектора по определению:
yf = (a1 · x1)⊕ (a2 · x2)⊕ . . .⊕ (an · xn)⊕ (b · 1)
yg = (c1 · x1)⊕ (c2 · x2)⊕ . . .⊕ (cn · xn)⊕ (d · 1)
yαf+βg = ((αa1 + βc1) · x1)⊕ ((αa2 + βc2) · x2)⊕ . . .⊕ ((αan + βcn) · xn)⊕ ((αb+ βd) · 1)
Тогда распишем выражение αyf ⊕βyg и применим свойства наших операций, доказанные выше:
αyf ⊕ βyg =
= α((a1 · x1)⊕ (a2 · x2)⊕ . . .⊕ (an · xn)⊕ (b · 1))⊕ β((c1 · x1)⊕ (c2 · x2)⊕ . . .⊕ (cn · xn)⊕ (d · 1)) =
= ((α · (a1 · x1))⊕ (β · (c1 · x1)))⊕ . . .⊕ ((α · (an · xn))⊕ (β · (cn · xn)))⊕ ((α · (b · 1))⊕ (β · (d · 1)))
Это значит, что осталось доказать, что
(α · (a1 · x1))⊕ (β · (c1 · x1)) = (αa1 + βc1) · x1
Но давайте заметим, что для каждого бита этих равенств, с обеих сторон написаны полиномы
от переменной xi, при это мы знаем, что x2i = xi, и что значения этих полиномов совпадают при
любом значении xi (так как наша битовая арифметика корректна по определению). Значит для
каждого бита нам потребуется доказательство константного размера, чтобы доказать равенство
аналогичному биту другой части. Таким образом, мы сможем построить доказательство размера
poly(T ) равенства битовых векторов yαf+βg = αyf ⊕ βyg. 2
Освежим в памяти, какие свойства нам требовались и докажем их:
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1. Если f = M , гдеM ∈ Z, то мы должны легко выводить, что каждая переменная y(i)f равна
некоторой константе. Более того, если M 6= 0, то для некоторого i, y(i)f = 1.
Как можно заметить по построению, yf = M · (1, 0, . . . , 0), что действительно дает нам,
что каждый бит равен константе, но хотя бы один не равен 0.








f для любого ∈ {0, 1, . . . , T}.
Выше было замечено, что это свойство будет выведено в ходе построения наших битовых
векторов.
3. Если для двух линейных комбинаций f и g мы вывели, что y(i)f = 0 и y
(i)
g = 0 для любого
i ∈ {0, 1, . . . , T}, то мы сможем быстро вывести равенство y(i)αf+βg = 0 для любого i ∈
{0, 1, . . . , T} и любых целых констант α и β.
Выше мы доказали, что yαf+βg = αyf⊕βyg выводится за poly(T ) шагов, то есть мы можем
доказать, что yαf+βg = α0 + β0 = 0, что и требуется.
4. Если f = x или f = 1−x для булевых переменных из изначальной формулы, что y(0)f = f ,
y
(i)
f = 0 для всех i ∈ {1, . . . T}.
Для f = x так получается по построению, а для f = 1 − x по построению мы получим
T + 1 бит y(0)f , . . . , y
(T )
f , каждый из которых расписывается как полином от x, при этом
мы знаем, что значения этих полиномов при значениях x = 0, 1 совпадают c вектором
(1 − x, 0, 0, . . . , 0). Значит мы это сможем доказать последовательно для каждого бита за
poly(T ) шагов.
Таким образом, все свойства выполнены, значит моделирование было корректным.
5 Открытые вопросы и направления дальнейшего исследования
1. Как было показано в секции 3, вывод из равенства (1 + 2x1 + . . . + 2nxn)2 = 0 равенства
(1+2x1+ . . .+2
nxn) = 0 требует доказательства экспоненциального размера в системе Ext-
PCRQ. Тогда возникает вопрос, что будет, если добавить в систему PC правило извлечения
корня. Более формально, можно рассмотреть систему PC
√
.
Определение. Пусть Γ = {P1, . . . , Pm} — набор полиномов над переменными x1, . . . , xn в
поле F такая, что система полиномиальных равенств P1 = 0, . . . , Pm = 0 не имеет решения.
Тогда опровержением для Γ в системе доказательств PC
√
называется последовательность
полиномов R1, . . . , Rs ∈ F[x1, . . . , xn], где Rs = 1 и для любой Rl получается по одному из
следующих правил:
• Rl = Pi для i ∈ {1, . . . ,m}
• Rl = αRj + βRk для α, β ∈ F, k, j < l
• Rl = xiRj где j < l
• Rl = Pj , где Pj ∈ F[x1, . . . , xn] — полином, такой что P 2j = Rj для некоторого j < l.
Схожая система F-PC√ также рассматривалась в статье Д. Григорьева, Э. А. Гирша [17].
Как и для системы PC, для системы PC
√




Можно показать, что любое опровержение в Ext-PCR
√
Q для системы полиномиальных ра-
венств BVPn имеет экспоненциальный размер. Также можно доказать, что система Ext-
PCR
√
Q полиномиально моделирует систему Res(Lin)Q. Кроме того, легко заметить, что в
системе PC
√
из нижних оценок на степень следуют нижние оценки на размер доказатель-
ства. Полное изложение этих результатов появится в готовящемся препринте.
Возникает вопрос, сильнее ли система PC
√
чем обычная система PC? Можно ли доказать
в такой системе нижние оценки на степень доказательства?
2. Моделирование системы Res(Lin) в системе Ext-PCRQ было построено только для случая,
когда коэффициенты маленькие. Можно ли промоделировать систему Res(Lin) в случае
произвольных коэффициентов?
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