The existence of positive solutions of singular fractional boundary value problems  by Staněk, Svatoslav
Computers and Mathematics with Applications 62 (2011) 1379–1388
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
The existence of positive solutions of singular fractional boundary
value problems
Svatoslav Staněk
Department of Mathematical Analysis, Faculty of Science, Palacký University, 17. listopadu 12, 771 46 Olomouc, Czech Republic
a r t i c l e i n f o
Keywords:
Fractional differential equation
Singular problem
Riemann–Liouville fractional derivative
Riemann–Liouville fractional integral
Fixed point theorem on cones
a b s t r a c t
We discuss the existence of positive solutions for the singular fractional boundary value
problem Dαu + f (t, u, u′,Dµu) = 0, u(0) = 0, u′(0) = u′(1) = 0, where 2 < α < 3,
0 < µ < 1. Here Dα is the standard Riemann–Liouville fractional derivative of order α, f is
a Carathéodory function and f (t, x, y, z) is singular at the value 0 of its arguments x, y, z.
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1. Introduction
In this paper, we investigate the singular fractional boundary value problem
Dαu(t)+ f (t, u(t), u′(t),Dµu(t)) = 0, (1.1)
u(0) = 0, u′(0) = u′(1) = 0, (1.2)
where 2 < α < 3, 0 < µ < 1, f satisfies the local Carathéodory conditions on [0, 1] ×D,D ⊂ R3, and f (t, x, y, z)may be
singular at the value 0 of all of its space variables x, y, z. Here Dβ is the Riemann–Liouville fractional derivative of order β .
We recall that the Riemann–Liouville fractional derivative of order β, β > 0, for a function x ∈ C(0, 1], is given by [1–3]
Dβx(t) = 1
Γ (n− β)

d
dt
n ∫ t
0
(t − s)n−β−1x(s)ds,
where n = [β] + 1 and [β]means the integral part of the number β . Here Γ is the Euler gamma function.
We say that f satisfies the local Carathéodory conditions on [0, 1] ×D,D ⊂ R3 (f ∈ Car([0, 1] ×D)) if
(i) for each (x, y, z) ∈ D , the function f (·, x, y, z): [0, 1] → R is measurable,
(ii) for a.e. t ∈ [0, 1], the function f (t, ·, ·, ·):D → R is continuous,
(iii) for each compact setK ⊂ D there exists ϕK ∈ L1[0, 1] such that
|f (t, x, y, z)| ≤ ϕK(t) for a.e. t ∈ [0, 1] and all (x, y, z) ∈ K.
A function u ∈ C1[0, 1] is called a positive solution of problem (1.1), (1.2) ifDαu ∈ L1[0, 1], u > 0 on (0, 1], u satisfies the
boundary conditions (1.2), and (1.1) holds for a.e. t ∈ [0, 1].
Note that the boundary conditions (1.2) are the special case with the complementary Lidstone conditions
u(0) = 0, u(2j−1)(0) = u(2j−1)(1) = 0, 1 ≤ j ≤ ℓ, ℓ ∈ N,
introduced in [4] for a (2ℓ+ 1)-order ordinary differential equation. In our case ℓ = 1.
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Differential equations of fractional order have recently proved to be valuable tools in the modeling of many phenomena
in various fields of science and engineering. Indeed, we can find numerous applications in fluid mechanics, viscoelasticity,
edge detection, porous media, electromagnetism, and so on. For examples and details, see [1,2,5–9] and references
therein. There has been a significant development in the study of fractional differential equations, fractional functional
differential equations and inclusions in recent years. The regular fractional boundary value problems have been discussed in
[10–15]. In papers [16–18], fractional boundary value problems with p-Laplacian operators have been studied. Fractional
functional differential equations have been examined in [19–23], and fractional differential inclusions in [20,24–26]. The
nonlocal Cauchy problem for fractional evolution equations in Banach spaces has been investigated by Zhou and Jiao
in [27]. The boundary value problems for fractional differential equations with time singularities have been discussed in
[28–30]. However, there are a few papers [31–35] discussing fractional boundary value problemswith nonlinearities having
singularities in space variables.
Paper [31] investigates positive solutions of the singular Dirichlet problem
Dαu(t)+ f (t, u(t),Dµu(t)) = 0, u(0) = u(1) = 0,
where 1 < α < 2, 0 < µ ≤ α − 1 and f satisfies the local Carathéodory conditions on [0, 1] × (0,∞) × R. The mixed
boundary value problem
cDαu(t)+ f (t, u(t), u′(t), cDµu(t)), u′(0) = 0, u(1) = 0,
is studied in [32]. Here 1 < α < 2, 0 < µ < 1 and f is a Lq-Carathéodory function on [0, 1]×D,D = (0,∞)× (−∞, 0)×
(−∞, 0), where q > 1
α−1 , and
cD is the Caputo fractional derivative [1,3]
cDαu(t) = 1
Γ (2− α)

d
dt
2 ∫ t
0
(t − s)1−α(u(s)− u(0)− u′(0)s)ds.
In [31,32], the existence of positive solutions is proved by the combination of regularization and sequential techniques with
the Guo–Krasnosel’skii fixed point theorem on cones.
In [33] the authors discuss the problem
Dαu(t) = f (t, u(t)), u(0) = u′(0) = 0, u(1) = u′(1) = 0,
where 3 < α ≤ 4 and f ∈ C([0, 1]×(0,∞)) is nonnegative. The existence of positive solutions is proved by the combination
of regularization and sequential techniques with the Leray–Schauder nonlinear alternative. The existence and uniqueness
of positive solutions is proved by a fixed point theorem for mixed monotone operators on normal cones.
The singular problem
Dαu(t) = µa(t)f (t, u(t)), u(0) = u′(0) = 0, u(1) = u′(1) = 0,
is investigated in [34]. Here 3 < α ≤ 4, µ > 0, a ∈ L1[0, 1] is positive, f ∈ C([0, 1] × (0,∞)) and either
f : [0, 1] × (0,∞) → (0,∞) (the positone case) or f : [0, 1] × (0,∞) → R (the semipositone case). Positive solutions
are proved by the Guo–Krasnosel’skii fixed point theorem on cones.
Finally, Zhang [35] investigated the problem
Dαu(t)+ q(t)f (u(t), u′(t), . . . , u(n−2)(t)) = 0, n− 1 < α ≤ n, n ≥ 2,
u(0) = u′(0) = · · · = u(n−2)(0) = 0, u(n−2)(1) = 0,
where f ∈ C((0,∞)n−1) and q ∈ Lr [0, 1] (r > 0) are positive. The existence of positive solutions is proved by the
combination of regularization and sequential techniques with a fixed point theorem for mixed monotone operators on
normal cones.
The aim of this paper is to discuss the existence of positive solutions of problem (1.1), (1.2).
Throughout the paper, ‖x‖1 =
 1
0 |x(t)|dt is the norm in L1[0, 1], and ‖x‖ = max{|x(t)|: t ∈ [0, 1]} is the norm in C[0, 1]
while ‖x‖∗ = max{‖x‖, ‖x′‖} is the norm in C1[0, 1]. AC[0, 1] and ACk[0, 1] are the set of absolutely continuous functions
on [0, 1] and the set of functions having absolutely continuous kth derivatives on [0, 1], respectively. Finally, R+ = [0,∞)
and R0+ = (0,∞).
We work with the following conditions on f in (1.1).
(H1) f ∈ Car([0, 1] ×D),D = R30+, and there exists a positive constantm such that
m ≤ f (t, x, y, z) for a.e. t ∈ [0, 1] and all (x, y, z) ∈ D,
(H2) for a.e. t ∈ [0, 1] and all (x, y, z) ∈ D the estimate
f (t, x, y, z) ≤ p(x, y, z)+ γ (t)h(x, y, z)
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is fulfilled, where γ ∈ L1[0, 1], p ∈ C(D) and h ∈ C(R3+) are positive, and p is nonincreasing and h is nondecreasing
in all their arguments,∫ 1
0
p

Mtα−1,Mt(1− t), (1− µ)M
6
t2−µ

dt <∞, M = m
(α − 1)Γ (α + 1) ,
lim
x→∞
h(x, x, x)
x
= 0.
Since (1.1) is a singular equationwe use the regularization and sequential techniques for proving the existence of positive
solutions of problem (1.1), (1.2). To this end, for n ∈ N define χn and fn by the formulas
χn(t) =

x if x ≥ 1
n
,
1
n
if x <
1
n
,
fn(t, x, y, z) = f (t, χn(x), χn(y), χn(z)) for a.e. t ∈ [0, 1] and all (x, y, z) ∈ R3.
Then condition (H1) gives fn ∈ Car([0, 1] × R3) and
m ≤ fn(t, x, y, z) for a.e. t ∈ [0, 1] and all (x, y, z) ∈ R3. (1.3)
From (H2)we obtain
fn(t, x, y, z) ≤ p

1
n
,
1
n
,
1
n

+ γ (t)h(1+ x, 1+ y, 1+ z)
for a.e. t ∈ [0, 1] and all (x, y, z) ∈ R3+,
 (1.4)
fn(t, x, y, z) ≤ p(x, y, z)+ γ (t)h(1+ x, 1+ y, 1+ z)
for a.e. t ∈ [0, 1] and all (x, y, z) ∈ D.

(1.5)
We begin by investigating the regular fractional differential equation
Dαu(t)+ fn(t, u(t), u′(t),Dµu(t)) = 0. (1.6)
The organization of this paper is as follows. Section 2 contains the technical lemmas. Section 3 deals with the auxiliary
regular problem (1.6), (1.2). In Section 4, applying the results of Sections 2 and 3, we prove the existence result for positive
solutions of the singular problem (1.1), (1.2) and present an example to demonstrate our results.
2. Preliminaries
The Riemann–Liouville fractional integral of order β, β > 0, for a function x: [0, 1] → R is defined by [1–3]
Iβx(t) = 1
Γ (β)
∫ t
0
(t − s)β−1x(s)ds.
We will need the following results.
Lemma 2.1. We have
Iβ : L1[0, 1] →

L1[0, 1] if β ∈ (0, 1),
AC [β]−1[0, 1] if β ≥ 1,
where [β]means the integral part of β and AC0[0, 1] = AC[0, 1].
Proof. For β ∈ (0, 1) the result follows from [1, Lemma 2.1]. Suppose that x ∈ L1[0, 1]. If β ∈ N, that is [β] = β , then
d
dt
β
Iβx(t) = x(t) for a.e. t ∈ [0, 1],
and therefore, Iβx ∈ ACβ−1[0, 1]. Suppose that β > 1, β ∉ N. Then, by [1, Property 2.2],
d
dt
[β]
Iβx(t) = Iβ−[β]x(t) for a.e. t ∈ [0, 1].
Since β − [β] ∈ (0, 1), Iβ−[β]x ∈ L1[0, 1], and consequently, Iβx ∈ AC [β]−1[0, 1]. 
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Lemma 2.2 ([1, Lemma 2.3], [3, Theorem 2.2]). If x ∈ L1[0, 1] and β + ν ≥ 1, then Iβ Iνx(t) = Iβ+νx(t) for t ∈ [0, 1], that is,∫ t
0
(t − s)β−1
∫ s
0
(s− ξ)ν−1dξ

ds = Γ (β)Γ (ν)
Γ (β + ν)
∫ t
0
(t − s)β+ν−1x(s)ds. (2.1)
Lemma 2.3 ([36]). Suppose that β > 0, β ∉ N. Suppose that x ∈ C(0, 1] and Dβx ∈ L1[0, 1]. Then
x(t) = IβDβx(t)+
n−
k=1
cktβ−k for t ∈ (0, 1],
where n = [β] + 1 and ck ∈ R, k = 1, 2, . . . , n.
Lemma 2.4. Suppose that µ ∈ (0, 1) and that x ∈ C1[0, 1], x(0) = 0. Then Dµx ∈ C[0, 1] and
Dµx(t) = 1
Γ (1− µ)
∫ t
0
(t − s)−µx′(s)ds. (2.2)
Proof. Since integration by parts gives∫ t
0
(t − s)−µx(s) = 1
1− µ
∫ t
0
(t − s)1−µx′(s)ds,
we have
Dµx(t) = 1
Γ (1− µ)
d
dt
∫ t
0
(t − s)−µx(s)ds = 1
Γ (2− µ)
d
dt
∫ t
0
(t − s)1−µx′(s)ds
= 1
Γ (1− µ)
∫ t
0
(t − s)−µx′(s)ds
for t ∈ [0, 1]. The continuity of Dµx follows from the fact that  t0 (t − s)−µx′(s)ds is a continuous function on [0, 1]. 
3. Auxiliary regular problem (1.6), (1.2)
Throughout the paper we assume that µ ∈ (0, 1) and α ∈ (2, 3). Define the Green function G(t, s) as
G(t, s) =

tα−1(1− s)α−2 − (t − s)α−1
Γ (α)
if 0 ≤ s ≤ t ≤ 1,
tα−1(1− s)α−2
Γ (α)
if 0 ≤ t ≤ s ≤ 1.
(3.1)
The properties of G are collected in the following lemma.
Lemma 3.1. Let G be given in (3.1). Then
(i) G ∈ C([0, 1] × [0, 1]) and G > 0 on (0, 1)× (0, 1),
(ii) G(t, s) ≤ 1
Γ (α)
for (t, s) ∈ [0, 1] × [0, 1],
(iii)
 1
0 G(t, s)ds ≥ t
α−1
(α−1)Γ (α+1) for t ∈ [0, 1],
(iv) ∂
∂t G(t, s) ∈ C([0, 1] × [0, 1]) and ∂∂t G(t, s) > 0 on (0, 1)× (0, 1),
(v) ∂
∂t G(t, s) ≤ 1Γ (α−1) for (t, s) ∈ [0, 1] × [0, 1],
(vi)
 1
0
∂
∂t G(t, s)ds ≥ t(1−t)Γ (α) for t ∈ [0, 1].
Proof. (i) It is clear that G is continuous on [0, 1] × [0, 1]. If 0 < s < t < 1, then
tα−1(1− s)α−2 − (t − s)α−1 = (t − s)α−2

tα−1

1− s
t − s
α−2
− t + s

,
and since 1−st−s is increasing in s on (0, t), we have
1−s
t−s >
1
t for s ∈ (0, t). Therefore,
tα−1(1− s)α−2 − (t − s)α−1 > (t − s)α−2(t − t + s) = (t − s)α−2s > 0
for 0 < s < t < 1, which together with G(t, t) = tα−1(1−t)α−2
Γ (α)
> 0 for t ∈ (0, 1) and tα−1(1− s)α−2 > 0 for 0 < t < s < 1
gives G > 0 on (0, 1)× (0, 1).
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(ii) G(t, s) ≤ tα−1(1−s)α−2
Γ (α)
≤ 1
Γ (α)
for (t, s) ∈ [0, 1] × [0, 1].
(iii) If t ∈ [0, 1], then∫ 1
0
G(t, s)ds = 1
Γ (α)

tα−1
∫ 1
0
(1− s)α−2ds−
∫ t
0
(t − s)α−1ds

= 1
Γ (α)

tα−1
α − 1 −
tα
α

= t
α−1
Γ (α)
α − t(α − 1)
α(α − 1)
≥ t
α−1
(α − 1)Γ (α + 1) .
(iv) Since
∂
∂t
G(t, s) =

tα−2(1− s)α−2 − (t − s)α−2
Γ (α − 1) if 0 ≤ s ≤ t ≤ 1,
tα−2(1− s)α−2
Γ (α − 1) if 0 ≤ t ≤ s ≤ 1,
we see that ∂
∂t G(t, s) is continuous on [0, 1] × [0, 1]. The fact that ∂∂t G(t, s) > 0 on (0, 1)× (0, 1) follows from ∂∂t G(t, t) =
tα−2(1−s)α−2
Γ (α−1) > 0 on (0, 1), from
tα−2(1− s)α−2 − (t − s)α−2 = (t − s)α−2

tα−2

1− s
t − s
α−2
− 1

> (t − s)α−2(1− 1) = 0
for 0 < s < t < 1, and from tα−2(1− s)α−2 > 0 for 0 < t < s < 1.
(v) ∂
∂t G(t, s) ≤ t
α−2(1−s)α−2
Γ (α−1) ≤ 1Γ (α−1) for (t, s) ∈ [0, 1] × [0, 1].
(vi) We have for t ∈ [0, 1] that∫ 1
0
∂
∂t
G(t, s)ds = 1
Γ (α − 1)

tα−2
∫ 1
0
(1− s)α−2ds−
∫ t
0
(t − s)α−2ds

= 1
Γ (α − 1)

tα−2
α − 1 −
tα−1
α − 1

= t
α−2(1− t)
Γ (α)
≥ t(1− t)
Γ (α)
. 
Lemma 3.2. Suppose that ρ ∈ L1[0, 1]. Then
u(t) =
∫ 1
0
G(t, s)ρ(s)ds for t ∈ [0, 1] (3.2)
is the unique solution in C1[0, 1] of the equation
Dαu(t)+ ρ(t) = 0 (3.3)
satisfying the boundary conditions (1.2).
Proof. Lemma 2.3 guarantees that
u(t) = −Iαρ(t)+ c1tα−1 + c2tα−2 + c3tα−3, cj ∈ R,
are all solutions of (3.3) in C(0, 1]. Since Iαρ ∈ AC1[0, 1] by Lemma 2.1, we see that
u(t) = −Iαρ(t)+ c1tα−1, c1 ∈ R,
are all solutions of (3.3) in the set C1[0, 1]. Such solutions u satisfy u(0) = 0 and u′(0) = 0. From u′(t) = −Iα−1ρ(t) +
c1(α − 1)tα−2 it follows that the condition u′(1) = 0 in (1.2) gives c1 = 1Γ (α)
 1
0 (1− s)α−2ρ(s)ds. Consequently,
u(t) = 1
Γ (α)

tα−1
∫ 1
0
(1− s)α−2ρ(s)ds−
∫ t
0
(t − s)α−1ρ(s)ds

=
∫ 1
0
G(t, s)ρ(s)ds
is the unique solution of problem (3.3), (1.2) in C1[0, 1]. 
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Suppose that X = C1[0, 1]. Define a cone P in X as
P = {x ∈ X: x(0) = 0 and x(t) ≥ 0, x′(t) ≥ 0 for t ∈ [0, 1]}.
We note that, by Lemma 2.4 and by (2.2),
Dµx ∈ C[0, 1] and Dµx(t) ≥ 0 for x ∈ P and t ∈ [0, 1]. (3.4)
Keeping in mind Lemma 3.2, define an operatorQn on P by the formula
(Qnx)(t) =
∫ 1
0
G(t, s)fn(s, x(s), x′(s),Dµx(s))ds. (3.5)
Then any fixed point ofQn is a positive solution of problem (1.6), (1.2).
The properties of the operatorQn are given in the next lemma.
Lemma 3.3. Qn: P → P andQn is a completely continuous operator.
Proof. Suppose that x ∈ P and that ρ(t) = fn(t, x(t), x′(t),Dµx(t)). Then ρ ∈ L1[0, 1] and ρ(t) ≥ m for a.e. t ∈ [0, 1]
by (1.3) and (3.4). Since G and ∂
∂t G are continuous and nonnegative on [0, 1] × [0, 1] by Lemma 3.1 and G(0, s) = 0 for
s ∈ [0, 1], we haveQnx ∈ C1[0, 1], (Qnx)(0) = 0 andQnx ≥ 0, (Qnx)′ ≥ 0 on [0, 1]. Consequently,Qn: P → P .
In order to prove thatQn is a continuous operator, let {xk} ⊂ P be a convergent sequence and suppose that limk→∞ xk = x.
Then limk→∞ x(j)k (t) = x(j)(t) uniformly on [0, 1] for j = 0, 1, and since (cf. (2.2))
|Dµxk(t)− Dµx(t)| ≤ ‖x
′
k − x′‖
Γ (1− µ)
∫ t
0
(t − s)−µds ≤ ‖x
′
k − x′‖
Γ (µ)
,
limk→∞ Dµxk(t) = Dµx(t) uniformly on [0, 1]. In addition, (2.2) yields
‖Dµxk‖ ≤ ‖x
′
k‖
Γ (µ)
. (3.6)
Put
ρk(t) = fn(t, xk(t), x′k(t),Dµxk(t)), ρ(t) = fn(t, x(t), x′(t),Dµx(t)). (3.7)
Then limk→∞ ρk(t) = ρ(t) for a.e. t ∈ [0, 1]. Since fn ∈ Car([0, 1]×R3) and {xk} is bounded in C1[0, 1] and, by (3.6), {Dµxk}
is bounded in C[0, 1], there exists ϕ ∈ L1[0, 1] such that
m ≤ ρk(t) ≤ ϕ(t) for a.e. t ∈ [0, 1] and all k ∈ N. (3.8)
Now we conclude from the Lebesgue dominated convergence theorem and from the relations (see Lemma 3.1)
|(Qnxk)(t)− (Qnx)(t)| ≤ 1
Γ (α)
∫ 1
0
|ρk(s)− ρ(s)|ds,
|(Qnxk)′(t)− (Qnx)′(t)| ≤ 1
Γ (α − 1)
∫ 1
0
|ρk(s)− ρ(s)|ds
that limk→∞(Qnxk)(j)(t) = (Qnx)(j)(t) uniformly on [0, 1] for j = 0, 1. HenceQn is a continuous operator.
It remains to prove that for any bounded {xk} ⊂ P , the sequence {Qnxk} is relatively compact in X . By the Arzelà–Ascoli
theorem we need to show that {Qnxk} is bounded in X and {(Qnxk)′} is equicontinuous on [0, 1]. To this end let {xk} ⊂ P be
bounded and suppose that ‖xk‖ ≤ S, ‖x′k‖ ≤ S for k ∈ N, where S is a positive number. Then ‖Dµxk‖ ≤ SΓ (µ) by (3.6). Let ρk
be as in (3.7). Then for some ϕ ∈ L1[0, 1], relation (3.8) holds. Since
0 ≤ (Qnxk)(t) =
∫ 1
0
G(t, s)ρk(s)ds ≤ 1
Γ (α)
∫ 1
0
ϕ(s)ds = ‖ϕ‖1
Γ (α)
,
0 ≤ (Qnxk)′(t) =
∫ 1
0
∂
∂t
G(t, s)ρk(s)ds ≤ 1
Γ (α − 1)
∫ 1
0
ϕ(s)ds = ‖ϕ‖1
Γ (α − 1) ,
it follows that {Qnxk} is bounded in X . In addition, for 0 ≤ t1 < t2 ≤ 1 the relation
|(Qnxk)′(t2)− (Qnxk)′(t1)|
≤ t
α−2
2 − tα−21
Γ (α)
∫ 1
0
(1− s)α−2ρk(s)ds+ 1
Γ (α)
∫ t2
0
(t2 − s)α−2ρk(s)ds−
∫ t1
0
(t1 − s)α−2ρk(s)ds

≤ ‖ρk‖1
Γ (α)
(tα−22 − tα−21 )+
1
Γ (α)
[∫ t1
0
((t2 − s)α−2 − (t1 − s)α−2)ρk(s)ds+
∫ t2
t1
(t2 − s)α−2ρk(s)ds
]
≤ ‖ϕ‖1
Γ (α)
(tα−22 − tα−21 )+
1
Γ (α)
[∫ t1
0

(t2 − s)α−2 − (t1 − s)α−2

ϕ(s)ds+ (t2 − t1)α−2‖ϕ‖1
]
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is fulfilled. Let us choose an arbitrary ε > 0. Since the function tα−2 is uniformly continuous on [0, 1] and |t − s|α−2 on
[0, 1] × [0, 1], there exists δ > 0 such that for each 0 ≤ t1 < t2 ≤ 1, t2− t1 < δ, 0 ≤ s ≤ t1, we have 0 < tα−22 − tα−21 < ε,
0 < (t2 − s)α−2 − (t1 − s)α−2 < ε. Therefore, for k ∈ N, 0 ≤ t1 < t2 ≤ 1 and t2 − t2 < min{δ, α−2√ε}, the estimate
|(Qnxk)′(t2)− (Qnxk)′(t1)| ≤ 3ε
Γ (α)
‖ϕ‖1
holds. Hence {(Qnxk)′} is equicontinuous on [0, 1]. 
The following Guo–Krasnosel’skii result is fundamental for the solvability of problem (1.6), (1.2).
Lemma 3.4 (See, e.g., [37,38]). Let Y be a Banach space, and P ⊂ Y be a cone in Y . Let Ω1,Ω2 be bounded open balls of Y
centered at the origin withΩ1 ⊂ Ω2. Suppose that A: P ∩ (Ω2 \Ω1)→ P is a completely continuous operator such that
‖Ax‖ ≥ ‖x‖ for x ∈ P ∩ ∂Ω1, ‖Ax‖ ≤ ‖x‖ for x ∈ P ∩ ∂Ω2
holds. ThenA has a fixed point in P ∩ (Ω2 \Ω1).
We are now in the position to give the existence result for the regular problem (1.6), (1.2).
Theorem 3.5. Let (H1) and (H2) hold. Then problem (1.6), (1.2) has a solution un ∈ P and
un(t) ≥ Mtα−1 for t ∈ [0, 1]. (3.9)
Proof. By Lemma 3.3, Qn: P → P and Qn is a completely continuous operator. Suppose that x ∈ P . Then it follows from
Lemma 3.1 and from (1.3) that
(Qnx)(t) ≥ m
∫ 1
0
G(t, s)ds ≥ Mtα−1 for t ∈ [0, 1], (3.10)
whereM is from (H2). Hence ‖Qnx‖ ≥ M , and consequently, ‖Qnx‖∗ ≥ M for x ∈ P . PutΩ1 = {x ∈ X: ‖x‖∗ < M}. Then
‖Qnx‖∗ ≥ ‖x‖∗ for x ∈ P ∩ ∂Ω1. (3.11)
PutWn = p
 1
n ,
1
n ,
1
n

. Estimate (1.4) and Lemma 3.1 give that for x ∈ P and t ∈ [0, 1]we have
0 ≤ (Qnx)′(t) ≤ 1
Γ (α − 1)
∫ 1
0

Wn + γ (s)h(1+ x(s), 1+ x′(s), 1+ Dµx(s))

ds
≤ 1
Γ (α − 1)

Wn + h(1+ ‖x‖, 1+ ‖x′‖, 1+ ‖Dµx‖)‖γ ‖1

,
0 ≤ (Qnx)(t) =
∫ t
0
(Qnx)′(s)ds
≤ 1
Γ (α − 1)

Wn + h(1+ ‖x‖, 1+ ‖x′‖, 1+ ‖Dµx‖)‖γ ‖1

.
Since (cf. (3.6)) ‖Dµx‖ ≤ ‖x′‖
Γ (µ)
≤ ‖x‖∗
Γ (µ)
, it follows that
‖Qnx‖∗ ≤ 1
Γ (α − 1)

Wn + h

1+ ‖x‖∗, 1+ ‖x‖∗, 1+ ‖x‖∗
Γ (µ)

‖γ ‖1

(3.12)
for x ∈ P . In view of the assumption limx→∞ 1x h(x, x, x) = 0, there exists S > 0 such that
1
Γ (α − 1)

Wn + h

1+ S, 1+ S, 1+ S
Γ (α)

‖γ ‖1

≤ S. (3.13)
Suppose thatΩ2 = {x ∈ X: ‖x‖∗ < S}. Then (3.12) and (3.13) imply that
‖Qnx‖∗ ≤ ‖x‖∗ for x ∈ P ∩ ∂Ω2. (3.14)
Now applying Lemma 3.4 for Y = X and A = Qn, we conclude from (3.11) and (3.14) that Qn has a fixed point un in
P ∩ (Ω2 \Ω1). Hence un is a solution of problem (1.6), (1.2) and it follows from (3.10) that un fulfills (3.9). 
In the proof of Theorem 4.1, we will need the following result.
Lemma 3.6. Let (H1) and (H2) hold. Let un be a solution of problem (1.6), (1.2). Then the sequence {un} is relatively compact
in X.
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Proof. We note that
un(t) =
∫ 1
0
G(t, s)fn(s, xn(s), x′n(s),D
µxn(s))ds for t ∈ [0, 1], n ∈ N, (3.15)
and un fulfills estimate (3.9). In addition, (1.3) and Lemma 3.1 yield
u′n(t) ≥ m
∫ 1
0
∂
∂t
G(t, s)ds ≥ m
Γ (α)
t(1− t) for t ∈ [0, 1], n ∈ N. (3.16)
Then it follows from (2.2) that
Dµun(t) ≥ m
Γ (1− µ)Γ (α)
∫ t
0
(t − s)−µs(1− s)ds.
A computation shows that∫ t
0
(t − s)−µs(1− s)ds = 1
1− µ
∫ t
0
(t − s)1−µ(1− 2s)ds
= 1
1− µ

t2−µ
2− µ −
2t3−µ
(3− µ)(2− µ)

≥ t
2−µ
(3− µ)(2− µ),
and therefore,
Dµun(t) ≥ m(1− µ)
Γ (4− µ)Γ (α) t
2−µ for t ∈ [0, 1] and n ∈ N. (3.17)
Asm ·min

1
(α−1)Γ (α+1) ,
1
Γ (α)

= M and Γ (4− µ) < Γ (4) = 6, inequalities (3.9), (3.16) and (3.17) show that
un(t) ≥ Mtα−1, u′n(t) ≥ Mt(1− t), Dµun(t) ≥
(1− µ)M
6
t2−µ (3.18)
for t ∈ [0, 1] and n ∈ N. Hence
p(un(t), u′n(t),D
µun(t)) ≤ p

Mtα−1,Mt(1− t), (1− µ)M
6
t2−µ

(3.19)
for t ∈ [0, 1] and n ∈ N. Now, it follows from Lemma 3.1 and from (1.5), (3.6), (3.15) and (3.19) that
0 ≤ u′n(t) =
∫ 1
0
∂
∂t
G(t, s)fn(s, un(s), u′n(s),D
µun(s))ds
≤ 1
Γ (α − 1)
∫ 1
0
p

Msα−1,Ms(1− s), (1− µ)M
6
s2−µ

ds
+ 1
Γ (α − 1)h

1+ ‖un‖∗, 1+ ‖un‖∗, 1+ ‖un‖∗
Γ (µ)
∫ 1
0
γ (s)ds
= 1
Γ (α − 1)

Λ+ h

1+ ‖un‖∗, 1+ ‖un‖∗, 1+ ‖un‖∗
Γ (µ)

‖γ ‖1

,
0 ≤ un(t) =
∫ t
0
u′n(s)ds
≤ 1
Γ (α − 1)

Λ+ h

1+ ‖un‖∗, 1+ ‖un‖∗, 1+ ‖un‖∗
Γ (µ)

‖γ ‖1

for t ∈ [0, 1] and n ∈ N, where
Λ =
∫ 1
0
p

Msα−1,Ms(1− s), (1− µ)M
6
s2−µ

ds.
By (H2),Λ <∞. Therefore,
‖un‖∗ ≤ 1
Γ (α − 1)

Λ+ h

1+ ‖un‖∗, 1+ ‖un‖∗, 1+ ‖un‖∗
Γ (µ)

‖γ ‖1

, n ∈ N.
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Since limx→∞ 1x h(x, x, x) = 0 by (H2), there exists L > 0 such that
1
Γ (α − 1)

Λ+ h

1+ v, 1+ v, 1+ v
Γ (µ)

‖γ ‖1

< v for v ≥ L.
Hence ‖un‖∗ < L for n ∈ N, which shows that {un} is bounded in X . It remains to prove that {u′n} is equicontinuous on [0, 1].
Put V = h

1+ L, 1+ L, 1+ L
Γ (µ)

and
Φ(t) = p

Mtα−1,Mt(1− t), (1− µ)M
6
t2−µ

for t ∈ (0, 1]. (3.20)
ThenΛ =  10 Φ(t) dt and
fn(t, un(t), u′n(t),D
µun(t)) ≤ Φ(t)+ Vγ (t) for a.e. t ∈ [0, 1] and all n ∈ N.
Suppose that 0 ≤ t1 < t2 ≤ 1. Then
|u′n(t2)− u′n(t1)| =
∫ 1
0

∂
∂t
G(t2, s)− ∂
∂t
G(t1, s)

fn(s, un(s), u′n(s),D
µun(s))ds

≤ 1
Γ (α − 1)

(tα−22 − tα−21 )
∫ 1
0
(Φ(s)+ Vγ (s))ds
+
∫ t1
0
((t2 − s)α−2 − (t1 − s)α−2)(Φ(s)+ Vγ (s))ds+
∫ t2
t1
(t2 − s)α−2(Φ(s)+ Vγ (s))ds

≤ 1
Γ (α − 1)

(tα−22 − tα−21 )(Λ+ V‖γ ‖1)
+
∫ t1
0
((t2 − s)α−2 − (t1 − s)α−2)(Φ(s)+ Vγ (s))ds+ (t2 − t1)α−2(Λ+ V‖γ ‖1)

.
Now we proceed like in the proof of Lemma 3.3. Let us choose ε > 0. Then there exists δ0 > 0 such that for each
0 ≤ t1 < t2 ≤ 1, t2 − t1 < δ0 and 0 ≤ s ≤ t1, we have tα−22 − tα−21 < ε and (t2 − s)α−2 − (t1 − s)α−2 < ε. Suppose that
0 < δ < min

δ0,
α−2√ε. Then |u′n(t2)− u′n(t1)| ≤ 3εΓ (α−1) (Λ+ V‖γ ‖1) for t1, t2 ∈ [0, 1], 0 < t2 − t1 < δ and n ∈ N. As a
result, {u′n} is equicontinuous on [0, 1]. 
4. Singular problem (1.1), (1.2)
Theorem 4.1. Let (H1) and (H2) hold. Then problem (1.1), (1.2) has a positive solution u and
u(t) ≥ Mtα−1, u′(t) ≥ Mt(1− t), Dµu(t) ≥ (1− µ)M
6
t2−µ for t ∈ [0, 1]. (4.1)
Proof. By Theorem 3.5, problem (1.6), (1.2) has a solution un ∈ P . Lemma 3.6 guarantees that {un} is relatively compact in
X and it follows from its proof that inequality (3.18) is fulfilled for t ∈ [0, 1] and n ∈ N. Applying the Arzelà–Ascoli theorem
we can assume without loss of generality that {un} is convergent in X and we suppose that limn→∞ un = u. Then u ∈ P, u
satisfies the boundary conditions (1.2), and (2.2) gives limn→∞ Dµun = Dµu in C[0, 1]. Passing to the limit as n → ∞ in
(3.18) we get (4.1). In addition,
lim
n→∞ fn(t, un(t), u
′
n(t),D
µun(t)) = f (t, u(t), u′(t),Dµu(t)) for a.e. t ∈ [0, 1].
Suppose that S = sup{‖un‖∗: n ∈ N}. Then (cf. (3.10)) ‖Dµun‖ ≤ SΓ (µ) for n ∈ N. Hence
0 ≤ G(t, s)fn(s, un(s), u′n(s),Dµun(s)) ≤
1
Γ (α)

Φ(s)+ h

1+ S, 1+ S, 1+ S
Γ (µ)

γ (s)

for a.e. (t, s) ∈ [0, 1] × [0, 1] and all n ∈ N, whereΦ is given in (3.20). Letting n →∞ in (3.15) we get
u(t) =
∫ 1
0
G(t, s)f (s, u(s), u′(s),Dµu(s))ds for t ∈ [0, 1]
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by the Lebesgue dominated convergence theorem. Consequently, u is a positive solution of problem (1.1), (1.2) and u fulfills
inequality (4.1). 
Example 4.2. Suppose that ρ, ξ ∈ L1[0, 1] and ξ(t) ≥ m > 0 for a.e. t ∈ [0, 1]. Suppose that a ∈ 0, 1
α−1

, c ∈

0, 12−µ

and b, a1, b1, c1 ∈ (0, 1). Consider the problem (1.1), (1.2) with
f (t, x, y, z) = 1
xa
+ 1
yb
+ 1
zc
+ |ρ(t)|(xa1 + yb1 + zc1)+ ξ(t)
on [0, 1] ×D . Since f satisfies conditions (H1) and (H2) for p(x, y, z) = 1xa + 1yb + 1zc , h(x, y, z) = 1+ xa1 + yb1 + zc1 and
γ (t) = |ρ(t)| + ξ(t), Theorem 4.1 guarantees that the problem has a positive solution u satisfying inequalities (4.1), where
M = m
(α−1)Γ (α+1) .
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