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Abstract
The question whether the integrable one-field cosmologies classified in a previous paper by
Fre´, Sagnotti and Sorin can be embedded as consistent one-field truncations into Extended
Gauged Supergravity or in N = 1 supergravity gauged by a superpotential without the use
of D-terms is addressed in this paper. The answer is that such an embedding is very difficult
and rare but not impossible. Indeed we were able to find two examples of integrable models
embedded in Supergravity in this way. Both examples are fitted into N = 1 Supergravity
by means of a very specific and interesting choice of the superpotential W (z). The question
whether there are examples of such an embedding in extended Gauged Supergravity remains
open. In the present paper, relying on the embedding tensor formalism we classified all gaug-
ings of the N = 2 STU model, confirming, in the absence on hypermultiplets, the uniqueness
of the stable de Sitter vacuum found several years ago by Fre´, Trigiante and Van Proeyen
and excluding the embedding of any integrable cosmological model. A detailed analysis of
the space of exact solutions of the first Supergravity–embedded integrable cosmological model
revealed several new features worth an in depth consideration. When the scalar potential
has an extremum at a negative value, the universe necessarily collapses into a Big Crunch
notwithstanding its spatial flatness. The causal structure of these universes is quite different
from that of the closed, positive curved, universe: indeed in this case the particle and event
horizons do not coincide and develop complicated patterns. The cosmological consequences
of this unexpected mechanism deserve careful consideration.
1Prof. Fre´ is presently fulfilling the duties of Scientific Counselor of the Italian Embassy in the Russian Feder-
ation, Denezhnij pereulok, 5, 121002 Moscow, Russia.
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1 Introduction
In a recent paper [1] some of us have addressed the question of classifying integrable one-field
cosmological models based on a slightly generalized ansatz for the spatially flat metric,
ds2 = − e 2B(t) dt2 + a2(t) dx · dx , (1.1)
and on a suitable choice of a potential V (φ) for the unique scalar field φ, whose kinetic term is
supposed to be canonical:
Lkin(φ) = 1
2
∂µφ∂
µφ
√−g . (1.2)
The suitable potential functions V (φ) that lead to exactly integrable Maxwell Einstein field
equations were searched within the family of linear combinations of exponential functions exp βφ
or rational functions thereof. The motivations for such a choice were provided both with String
and Supergravity arguments and a rather remarkable bestiary of exact cosmological solutions
was uncovered, endowed with quite interesting mathematical properties. Some of these solutions
have also some appeal as candidate models of the inflationary scenario, capable of explaining the
structure of the primordial power spectrum.
In [1] the classical Friedman equations
H2 =
1
3
φ˙2 +
2
3
V (φ) ,
H˙ = − φ˙2 ,
φ¨ + 3H φ˙ + V ′ = 0 , (1.3)
where
a(t) = eA(t) , H(t) ≡ a˙(t)
a(t)
= A˙(t) (1.4)
are respectively the scale factor and the Hubble function, were revisited in the more general
gauge with B 6= 0 which allows for the construction of exact solutions, whenever the effective two
dimensional dynamical system lying behind eq.s (1.3) can be mapped, by means of a suitable
canonical transformation, into an integrable dynamical model endowed with two hamiltonians in
involution. Such procedure produced the bestiary constructed and analyzed in [1].
After the change of perspective produced by the recent series of papers [2],[3],[4],[5],[6],[7],
[8],[9],[10],[11],[12] and in particular after [8],[9], we know that all positive definite members of
the above mentioned bestiary can be embedded into N = 1 supergravity as D-terms produced
by the gauging of an axial symmetry, provided the Ka¨hler manifold to which we assign the
Wess-Zumino multiplet of the inflaton is consistent with the chosen potential V (φ), namely it
has an axial symmetric Ka¨hler potential defined in a precise way by V (φ). In [13] which is
published at the same time as the present paper, two of us have analysed the mathematical
algorithm lying behind this embedding mechanism which we have named the D-map. In the
same paper a possible path toward the microscopic interpretation of the peculiar axial symmetric
Ka¨hler manifolds requested by the D-type supergravity embedding of the integrable potentials is
proposed and discussed. Such a microscopic interpretation is obligatory in order to give a sound
physical meaning to the supergravity embedding.
The main theme that we are going to debate in the present paper is instead the following. Can
integrable cosmologies be embedded into gauged extended supergravity or in N = 1 supergravity
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gauged by the F-terms that are produced by the choice of some suitable superpotential W (z)?
In the present paper the choice of the Ka¨hler geometry for the inflaton will not depend on
the potential V (φ). The inflaton Wess-Zumino multiplet will always be assigned to a constant
curvature Ka¨hler manifold as it is the case in compactifications on torii, orbifolds or orientifolds.
Having clarified this fundamental distinction between the complementary approaches of the
present paper and of the parallel paper [13], we continue our discussion of the Friedman system
(1.3). Referring to the classical cosmic time formulation (1.3) of Friedman equations and to the
very instructive hydrodynamical picture, we recall that the energy density and the pressure of
the fluid describing the scalar matter can be identified with the two combinations
ρ =
1
4
φ˙2 +
1
2
V (φ) ,
p =
1
4
φ˙2 − 1
2
V (φ) , (1.5)
since, in this fashion, the first of eqs. (1.3) translates into the familiar link between the Hubble
constant and the energy density of the Universe,
H2 =
4
3
ρ . (1.6)
A standard result in General Relativity (see for instance [40]) is that for a fluid whose equation
of state is
p = w ρ w ∈ R (1.7)
the relation between the energy density and the scale factor takes the form
ρ
ρ0
=
(a0
a
)3(1+w)
, (1.8)
where ρ0 and a0 are their values at some reference time t0. Combining eq. (1.7) with the first of
eqs. (1.3) one can then deduce that
a(t) ∼ (t− ti)
2
3(w+1) , (1.9)
where ti is an initial cosmic time. All values −1 ≤ w ≤ 1 can be encompassed by eqs. (1.5),
including the two particularly important cases of a dust–filled Universe, for which w = 0 and
a(t) ∼ (t− ti)
2
3 , and of a radiation–filled Universe, for which w = 13 and a(t) ∼ (t− ti)
1
2 .
Moreover, when the potential energy V (φ) becomes negligible with respect to the kinetic energy
in eqs. (1.5), w ≈ 1. On the other hand, when the potential energy V (φ) dominates w ≈ −1,
and eq. (1.8) implies that the energy density is approximately constant (vacuum energy) ρ = ρ0.
The behavior of the scale factor is then exponential, since the Hubble function is also a constant
H0 on account of eq. (1.6), and therefore
a(t) ∼ exp [H0 t] ; H0 =
√
4
3
ρ0
The actual solutions of the bestiary described in [1] correspond to complicated equations of state
whose index w varies in time. Nonetheless they are qualitatively akin, at different epochs, to
these simple types of behavior.
As we just stressed, the next question that constitutes the main issue of the present paper is
whether the integrable potentials classified in [1] play a role in consistent one–field truncations of
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four–dimensional gauged Supergravity. A striking and fascinating feature of Supergravity is in
fact that its scalar potentials are not completely free. Rather, they emerge from a well defined
gauging procedure that becomes more and more restrictive as the number N of supercharges
increases, so that the link between the integrable cosmologies of [1] and this structure is clearly
of interest.
The first encouraging observation was already mentioned: in all integrable models found in [1]
the potential V (φ) is a polynomial or rational function of exponentials exp[β φ] of a field φ whose
kinetic term is canonical. If we discard the rational cases and we retain only the polynomial
ones that are the majority, this feature connects naturally such cosmological models to Gauged
Supergravity with scalar fields belonging to non compact, symmetric coset manifolds G/H. This
wide class encompasses not only all N > 2 theories, but also some N ≤ 2 models that are
frequently considered in connection with Cosmology, Black Holes, Compactifications and other
issues. Since the coset manifolds G/H relevant to supergravity are characterized by a numerator
group G that is a non-compact semi-simple group, in these models one can always resort to a
solvable parameterization of the scalar manifold [15], so that the scalar fields fall into two classes:
1. The Cartan fields hi associated with the Cartan generators of the Lie algebra G, whose
number equals the rank r of G/H. For instance, in models associated with toroidal or
orbifold compactifications, fields of this type are generically interpreted as radii of the
underlying multi–tori.
2. The axion fields bI associated with the roots of the Lie algebra G.
The kinetic terms of Cartan scalars have the canonical form
r∑
i
α2i
2
∂µh
i ∂µhi , (1.10)
up to constant coefficients, while for the axion scalars entering solvable coset representatives, the
α2i factors leave way to exponential functions exp[βi h
i] of Cartan fields. The scalar potentials
of gauged Supergravity are polynomial functions of the coset representatives, so that after the
truncation to Cartan sectors, setting the axions to constant values, one is led naturally to combi-
nations of exponentials of the type encountered in [1]. Yet the devil lies in the details, since the
integrable potentials do result from exponential functions exp[β h], but with rigidly fixed ratios
between the βi entering the exponents and the αi entering the kinetic terms. The candidate
potentials are displayed in tables 1 and 2 following the notations and the nomenclature of [1]. As
a result, the possible role of integrable potentials in gauged supergravity theories is not evident a
priori, and actually, the required ratios are quite difficult to be obtained. Notwithstanding these
difficulties we were able to identify a pair of examples, showing that although rare, supergravity
integrable cosmological models based on G/H scalar manifolds2 do exist and might provide a very
useful testing ground where exact calculations can be performed ab initio to the very end.
2 The set up for comparison with Supergravity
In this paper we focus on D = 4 supergravity models. In order to compare the effective dynamical
model considered in [1] with the possible one-field truncations of supergravity, it is convenient
2The main consequence of the D-embedding of integrable potentials discussed in the parallel paper [13] is that
the Ka¨hler manifold hosting the inflaton is not a constant curvature coset manifold G/H.
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Potential function
I1 C11 e
ϕ + 2C12 + C22 e
−ϕ
I2 C1 e
2 γ ϕ + C2e
(γ+1)ϕ
I3 C1 e
2ϕ + C2
I7 C1
(
cosh γ ϕ
) 2
γ
− 2
+ C2
(
sinh γ ϕ
) 2
γ
− 2
I8 C1 (cosh[2 γ ϕ])
1
γ
−1
cos
[(
1
γ − 1
)
arccos (tanh[2 γ ϕ] + C2)
]
I9 C1 e
2 γ ϕ + C2 e
2
γ
ϕ
Table 1: The families of integrable potential classified in [1] (and further extended in [13]) that,
being pure linear combinations of exponentials, might have a chance to be fitted into Gauged
Supergravity are those corresponding to the numbers I1,I2,I3,I7,I8 (if γ =
1
n with n ∈ Z) and I9.
In all cases Ci should be real parameters and γ ∈ Q should just be a rational number.
to adopt a slightly different starting point which touches upon some of the fundamental features
of all supersymmetric extension of gravity. As we have already mentioned, differently from non
supersymmetric theories, where the kinetic and potential terms of the scalar fields are uncorrelated
and disposable at will, the fascination of sugras is precisely that a close relation between these two
terms here exists and is mandatory. Indeed the potential is just created by means of the gauging
procedure. The explicit formulae for the potential always involve the metric of the target manifold
which, on the other hand, determines the scalar field kinetic terms. Thus, in one-field truncations,
the form of the kinetic term cannot be normalized at will but comes out differently, depending
on the considered model and on the chosen truncation. A sufficiently ductile Lagrangian that
encodes the various sugra-truncations discussed in this paper is the following one:
Leff = const × e 3A − B
[
− 3
2
A˙ 2 +
q
2
h˙2 − e 2B V (h)
]
(2.1)
The field h is a residual dilaton field after all the the other dilatonic and axionic fields have been
fixed to their stationary values and q is a parameter, usually integer, that depends both on the
chosen supergravity model and on the chosen truncation. The correspondence with the set up of
[1] is simple: φ =
√
q h. Hence altogether the transformation formulae that correlate the general
discussion of this paper with the bestiary of supergravity potentials, found in [1] and displayed
6
Sporadic Integrable Potentials
VIa(ϕ) = λ4
[
(a+ b) cosh
(
6
5ϕ
)
+ (3a− b) cosh (25ϕ)]
VIb(ϕ) = λ4
[
(a+ b) sinh
(
6
5ϕ
)− (3a− b) sinh (25ϕ)]
where {a, b} =


1 −3
1 −12
1 − 316


VII(ϕ) = λ8
[
3a+ 3b− c+ 4(a− b) cosh (23ϕ)+ (a+ b+ c) cosh (43ϕ)] ,
where {a, b, c} =


1 1 −2
1 1 −6
1 8 −6
1 16 −12
1 18 −34
1 116 −34


VIIIa(ϕ) = λ16
[(
1− 1
3
√
3
)
e−6ϕ/5 +
(
7 + 1√
3
)
e−2ϕ/5
+
(
7− 1√
3
)
e2ϕ/5 +
(
1 + 1
3
√
3
)
e6ϕ/5
]
.
VIIIb(ϕ) = λ16
[(
2− 18√3) e−6ϕ/5 + (6 + 30√3) e−2ϕ/5
+
(
6− 30√3) e2ϕ/5 + (2 + 18√3) e6ϕ/5]
Table 2: In this table of the sporadic integrable potentials classified in [1] we retain only those
that being pure linear combinations of exponentials have an a priori possibility of being realized
in some truncation of Gauged Supergravity models
in tables 1 and 2 are the following ones:
A˙(t) = 3H(t) = 3 d
dt
log[a(t)]
l
A(t) = 3A(t)
B(t) = B(t)
ϕ =
√
3q h
V(ϕ) = 3V (h) = 3V ( ϕ√
3q
) (2.2)
We will consider examples of N = 2 and N = 1 models trying to spot the crucial points that
make it unexpectedly difficult to fit integrable cosmological models into the well established
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framework of gauged supergravities. Difficult but not impossible since we were able to identify at
least one integrable N = 1 supergravity model based on the coupling of a single Wess-Zumino
multiplet endowed with a very specific superpotential. While postponing to a further paper the
classification of all the gaugings of the N = 2 models based on symmetric spaces [53] (see table 3)
and the analysis of their one-field truncation in the quest of possible matching with the integrable
coset coset susy
D=4 D=3
SU(1,1)
U(1)
G2(2)
SU(2)×SU(2) N = 2
n=1
Sp(6,R)
SU(3)×U(1)
F4(4)
USp(6)×SU(2) N = 2
n = 6
SU(3,3)
SU(3)×SU(3)×U(1)
E6(2)
SU(6)×SU(2) N = 2
n = 9
SO⋆(12)
SU(6)×U(1)
E7(−5)
SO(12)×SU(2) N = 2
n=15
E7(−25)
E6(−78)×U(1)
E8(−24)
E7(−133)×SU(2)
N = 2
n = 27
SL(2,R)
SO(2) × SO(2,2+p)SO(2)×SO(2+p) SO(4,4+p)SO(4)×SO(4+p) N = 2
n=3+p
SU(p+1,1)
SU(p+1)×U(1)
SU(p+2,2)
SU(p+2)×SU(2) N = 2
Table 3: List of special Ka¨hler homogeneous spaces in D = 4 with their D = 3 enlarged coun-
terparts, obtained through Kaluza-Klein reduction. The number n denotes the number of vector
multiplets. The total number of vector fields is therefore nV = n+ 1.
potentials, in the present paper we will consider in some detail another possible point of view.
It was named the minimalist approach in the conclusions of [1]. Possibly no physically relevant
cosmological model extracted from Gauged Supergravity is integrable, yet the solution of its field
equations might be effectively simulated in their essential behavior by the exact solution of a
neighboring integrable model. Relying on the classification of fixed points presented in [1] we
advocate that if there is a one parameter family of potentials that includes both an integrable
case and a case derived from supergravity and if the fixed point type is the same for the integrable
case and for the supergravity case, then the integrable model provides a viable substitute of the
physical one and its solutions provide good approximations of the physical ones accessible only
with numerical evaluations. We will illustrate this viewpoint with the a detailed analysis of one
particularly relevant case.
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The obvious limitation of this approach is the absence of an algorithm to evaluate the error
that separates the unknown physical solution from its integrable model clone. Yet a posteriori
numerical experiments show that is error is rather small and that all essential features of the
physical solution are captured by the solutions of the appropriate integrable member of the same
family.
Certainly it would be very much rewarding if other integrable potentials could be derived
from specific truncations of specially chosen supergravity gaugings. If such a case is realized the
particular choice of parameters that leads to integrability would certainly encode some profound
physical significance.
3 N = 2 Models and Stable de Sitter Vacua
An issue of high relevance for a theoretical explanation of current cosmological data is the con-
struction of stable de Sitter string vacua that break all supersymmetries [20], a question that is
actually formulated at the level of the low–energy N–extended Supergravity. As recently reviewed
in [27], for N > 2 no stable de Sitter vacua have ever been found and do not seem to be possible.
In N = 1 Supergravity coupled only to chiral multiplets, stability criteria can be formulated in
terms of sectional curvatures of the underlying Ka¨hler manifold that are quite involved, so that
their general solution has not been worked out to date.
In N = 2 Supergravity stable de Sitter vacua have been obtained, until very recently, only in
a unique class of models [28] (later generalized in [29])3 and, as stressed there, the mechanism
that generates a scalar potential with the desired properties results from three equally essential
ingredients:
1. The gauging of a non-compact, non-abelian group that in the models that were considered
is so(2, 1).
2. The introduction of Fayet Iliopoulos terms corresponding to the gauging of compact u(1)
factors.
3. The introduction of a Wagemans-de Roo angle that within special Ka¨hler geometry rotates
the directions associated to the non-compact gauge group with respect to those associated
with the compact one.
The class of models constructed in [28] relies on the coupling of vector multiplets to Supergravity
as dictated by the special Ka¨hler manifold
SKn = ST [2, n] ≡ SU(1, 1)
U(1)
× SO(2,n)
SO(2)× SO(n) , (3.1)
which accommodates the scalar fields and governs the entire structure of the Lagrangian. There
are two interesting special cases: for n = 1 one obtains the ST model, which describes two
vector multiplets, while for n = 2 one obtains the STU-model, which constitutes the core of
most supergravity theories and is thus ubiquitous in the study of string compactifications at low
energies. In this case, due to accidental Lie algebra automorphisms, the scalar manifold factorizes,
since
ST [2, 2] ≡ SU(1, 1)
U(1)
× SU(1, 1)
U(1)
× SU(1, 1)
U(1)
(3.2)
3For a recent construction of meta-stable de Sitter vacua in abelian gaugings of N = 2 supergravity, see [30].
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Starting from the Lagrangian of ungauged N = 2 Supergravity based on this special Ka¨hler
geometry, the scalar potential is generated gauging a subgroup Ggauge ⊂ SU(1, 1) × SO(2,n).
The three models explicitly constructed in [28], whose scalar potential admits stable de Sitter
extrema, are
• The STU model with 3 vector multiplets, in the manifold ST [2, 2], which, together with the
graviphoton, are gauging SO(2, 1)×U(1), with a Fayet–Iliopoulos term for the U(1) factor.
• a model with 5 vector multiplets, in the manifold ST [2, 4], which, together with the
graviphoton, are gauging SO(2, 1) × SO(3), with a Fayet–Iliopoulos term for the SO(3);
and
• the last model extended with 2 hypermultiplets with 8 real scalars in the coset SO(4,2)SO(4)×SO(2) .
The choice of the hypermultiplet sector for the third model is possible since the coset SO(4,2)SO(4)×SO(2)
can be viewed as a factor in the special Ka¨hler manifold ST [2, 4], or alternatively as a quaternionic-
Ka¨hler manifold by itself. The scalar potentials of the three models are qualitatively very similar,
while the key ingredient behind the emergence of de Sitter extrema is the introduction of a non–
trivial Wagemans–de Roo angle. For this reason we shall analyze only the first and simplest of
these three models.
The explicit form of the scalar potential obtained in this gauging can be illustrated by in-
troducing a parametrization of the scalar sector according to Special Geometry, and symplectic
sections are the main ingredient to this effect. In the notation of [31], the holomorphic section
reads
Ω =
(
XΛ
FΣ
)
, (3.3)
where
XΛ(S, y) =

 12
(
1 + y2
)
1
2 i (1− y2)
ya

 ; a = 1, . . . , n ,
FΛ(S, y) =

 12 S
(
1 + y2
)
1
2 iS (1− y2)
−S ya

 ; y2 = n∑
a=1
(ya)2 , (3.4)
The complex ya fields are Calabi–Vesentini coordinates for the homogeneous manifold SO(2,n)SO(2)×SO(n) ,
while the complex field S parameterizes the homogeneous space SU(1,1)U(1) , which is identified with
the complex upper half-plane. With these conventions, the positivity domain of our Lagrangian
is
ImS > 0 . (3.5)
The Ka¨hler potential is by definition
K = −log (−i〈Ω | Ω¯〉) = −log [−i (X¯ΛFΛ − F¯ΣXΣ)] , (3.6)
so that in this example the Ka¨hler potential and the Ka¨hler metric read
K = K1 +K2 ,
K1 = − log
[−i (S − S)] , K2 = − log [1
2
(
1− 2ya ya + |yaya|2)] ,
gSS =
1
(2ImS)2
, gab¯ =
∂
∂ya
∂
∂y¯b
K2 . (3.7)
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3.1 de Roo – Wagemans angles
As we have stressed, in the construction of [28], the de Roo–Wagemans angles are essential
ingredients for the existence of de Sitter extrema. They were originally introduced [32, 33] in
N = 4 supergravity with semisimple gaugings to characterize the relative embeddings of each
simple factor Gk of the gauge group inside Sp(2(n+ 2),R), performing a symplectic rotation on
the holomorphic section of the manifold prior to gauging. Different choices of the angles yield
inequivalent gauged models with different properties. For n = 2, with SO(2, 1)×U(1) gauging,
there is just one de Roo-Wagemans’ angle and the corresponding rotation matrix reads
R =
(
A B
−B A
)
, (3.8)
where
A =
(
13×3 0
0 cos (θ)
)
, B =
(
03×3 0
0 sin (θ)
)
. (3.9)
The symplectic section is rotated as
Ω → ΩR ≡ R · Ω , (3.10)
while the Ka¨hler potential is clearly left invariant by the transformation. The de Roo–Wagemans’
angle appears explicitly in the scalar potential, which is determined by the symplectic section ΩR
and by
VR ≡ exp [K] ΩR (3.11)
and reads [28]
VSO(2,1)×U(1) = V3 + V1 =
1
2ImS
(
e1
2| cos θ − S sin θ|2 + e02 P
+
2 (y)
P−2 (y)
)
, (3.12)
where P±2 (y) are polynomial functions in the Calabi–Vesentini variables of holomorphic degree
specified by their index,
P±2 (y) = 1− 2 y0 y0 ± 2 y1 y1 + y2y¯2 , (3.13)
while e0,1 are the coupling constants for the so(2, 1) and u(1) gauge algebras.
In order to study the properties of this potential one has to perform a coordinate trans-
formation from the Calabi–Vesentini coordinates to the standard ones that provide a solvable
parametrization of the three Lobachevsky–Poincare´ planes displayed in eq. (3.2). With some care
such a transformation can be worked out and reads
y1 = −
i
(
ib1
(
ib2 + e
h2
)
+ eh1+h2 + ieh1b2 − 1
)
(ib1 + eh1 + 1) (ib2 + eh2 + 1)
y2 =
ib1 + e
h1 − eh2 − ib2
(ib1 + eh1 + 1) (ib2 + eh2 + 1)
S = ieh + b . (3.14)
After this coordinate change, the complete Ka¨hler potential becomes
K = − log

− 16beh1+h2(
(1 + eh1)
2
+ b21
)(
(1 + eh2)
2
+ b22
)

 (3.15)
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so that the Ka¨hler metric is
ds2K =
1
4
(
e−2hdb2 + dh2 + e−2h1db21 + e
−2h2db22 + dh
2
1 + dh
2
2
)
, (3.16)
while in the new coordinates the scalar potential takes the form
V = − 1
8
e−h−h1−h2
[
2eh1+h2
(
−b2 + 2 sin(2θ)b− e2h +
(
b2 + e2h − 1
)
cos(2θ)− 1
)
e21
−
((
eh1 + eh2
)2
+ b21 + b
2
2 − 2b1b2
)
e20
]
. (3.17)
Let us now turn to exploring consistent truncation patterns to one–field models with standard
kinetic terms for the residual scalars. To this effect, one can verify that the constant values
{b , b1 , b2} ⇒ ~b0 ≡
{
− sin(2θ)
cos(2θ)− 1 , κ , κ
}
(3.18)
result in the vanishing of the derivatives of the potential with respect to the three axions, identi-
cally in the remaining fields, so that one can safely introduce these values (3.18) in the potential
to arrive at the reduced form
V¯ = V |~b=~b0 =
1
4
e−he20 +
1
8
e−h+h1−h2e20 +
1
8
e−h−h1+h2e20 +
1
2
eh sin2(θ)e21 . (3.19)
The last step of the reduction is performed setting the two fields h1,2 to a common constant value:
h1,2 = ℓ (3.20)
Indeed, it can be simply verified that for these values the derivatives of V¯ with respect to h1,2
vanish identically. Finally, redefining the field h by means of the constant shift
h = h + log
(
csc(θ)e0
e1
)
(3.21)
the one-field potential becomes
V (h) = sin(θ)e0e1︸ ︷︷ ︸
µ¯
cosh h (3.22)
This information suffices to determine the corresponding dynamical system. We start from the
general form of theN = 2 supergravity action truncated to the scalar sector which is the following:
SN=2 =
∫
d4x LN=2SUGRA
LN=2SUGRA =
√−g
[
R[g] + 2 gSKij⋆ ∂µz
i ∂µz¯j
⋆ − 2V (z, z¯)
]
(3.23)
where gSKij⋆ is the special Ka¨hler metric of the target manifold and V (z, z¯) is the potential that
we have been discussing. Reduced to the residual dynamical field content, after fixing the other
fields to their extremal values, the above action becomes:
SN=2 =
∫
d4x
√−g
(
R[g] + 1
2
∂µh ∂
µh − µ2 cosh [h]
)
(3.24)
12
where we have redefined µ2 = 2 µ¯2 Hence the effective one-field dynamical system is described
by the following Lagrangian
Leff = exp[3A − B]

1
2
h˙2 − 3
2
A˙2 − exp[2B] µ2 cosh[h]︸ ︷︷ ︸
V (h)

 (3.25)
which agrees with the general form (2.1), introduced above.
In light of this, the effective dynamical model of the gauged STU model would be integrable
if the potential
V(ϕ) = 3µ2 cosh
[
1√
3
ϕ
]
(3.26)
could be identified with any of the integrable potentials listed in tables 1 and 2. We show below
that this is not the case. Nonetheless, the results of [1] provide a qualitative information on the
behavior of the solutions of this supergravity model. As a special case, one can simply retrieve
the de Sitter vacuum from this formulation in terms of a dynamical system. Choosing the gauge
B = 0, the field equations associated with the Lagrangian (3.25) are solved by setting h = 0,
which corresponds to the extremum of the potential, and
A(t) = exp [H0 t] ; H0 =
√
2
3
µ2 =
√
4
3
sin(θ)e0e1 , (3.27)
which corresponds to the eternal exponential expansion of de-Sitter space. This solution is an
attractor for all the other solutions as shown in [1].
In order to answer the question whether the Lagrangian (3.25) defines an integrable system,
so that its general solutions can be written down in analytic form, it is useful to reformulate
our question in slightly more general terms, observing that the Lagrangian under consideration
belongs to the family
Lcosh = exp[3A − B]
(
q
2
h˙2 − 3
2
A˙2 − exp[2B]µ2 cosh[p h]
)
(3.28)
that depends on two parameters q and p. Comparing with the list of integrable models one can
see that there are just two integrable cases corresponding to the choices
p√
3 q
= 1 ;
p√
3 q
=
2
3
(3.29)
The first case p√
3 q
= 1, corresponding to the potential V(ϕ) ∼ cosh[ϕ] can be mapped into three
different integrable series among those displayed in table 1. The first embedding is into the series
I1 by choosing C11 = C22 6= 0 and C12 = 0. The second embedding is into series I2, by choosing
γ = 12 and C1 = C2. The third embedding is into model I7, by choosing once again γ =
1
2
and C1 = C2. The second case
p√
3 q
= 23 corresponding to the potential V(ϕ) ∼ cosh[23ϕ] can
be mapped into series I2 of table 1, by choosing γ = − 13 and C1 = C2. It can also me mapped
into the series I7 by choosing γ =
1
3 and C1 = −C2. Unfortunately, none of these solutions
correspond to the Lagrangian (3.25), where
p = 1 ; q = 1 (3.30)
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so that the one–field cosmology emerging from the non–compact non–abelian so(2, 1) gauging of
the STU model is indeed not integrable! This analysis emphasizes that embedding an integrable
model into the gauging of an extended supergravity theory is a difficult task.
In section 6 we will consider in more detail the Cosh-model defined by eq. (3.28). There we
will show that it can be reduced to a normal form depending only on one parameter that we
name the index:
ω =
p√
q
(3.31)
and we will compare its behavior for various values of the index ω. The two integrable cases
mentioned above correspond respectively to the following critical indices,
ωfc =
√
3 , ωnc =
2√
3
(3.32)
The first critical index has been denoted with the superscript f since, in the language of [1] the
fixed point of the corresponding dynamical system is of focus type. Similarly, the second critical
index has been given the superscript n since the fixed point of the corresponding dynamical system
is of the node type. In these two cases we are able to integrate the field equations explicitly. For
the other values of ω we are confined to numerical integration. Such a numerical study reveals
that when the initial conditions are identical, the solutions of the non integrable models have a
behavior very similar to that of the exact solutions of the integrable model, as long as the type of
fixed point defined by the extremum of the potential is the same. Hence the the behavior of the
one-field cosmology emerging from the so(2, 1) gauging of the STU model can be approximated
by the exact analytic solutions of the cosh-model with index ωnc .
It remains a fact that the value of ω selected by the Gauged Supergravity model is ω = 1
rather than the integrable one, a conclusion that will be reinforced by a study of Fayet–Iliopoulos
gaugings in the S3 model [35].
Considering instead the integrable series I2 of table 1, we will show in section 5 that there
is just one case there that can be fitted into a Gauged Supergravity model. It corresponds
to the value γ = 23 , which can be realized in N = 1 supergravity by an acceptable and well
defined superpotential. After a wide inspection, this seems to be one of the very few integrable
supersymmetric models so far available. A second one will be identified in section 7. As we shall
emphasize, the superpotential underlying both instances of supersymmetric integrable models is
strictly N = 1 and does not arise from a Fayet–Iliopoulos gauging of a corresponding N = 2
model.
3.2 Behavior of the solutions in the N = 2 STU model with so(1, 2)-gauging
Although theN = 2 model that we have been considering is not integrable, its Friedman equations
can be integrated numerically providing a qualitative understanding of the nature of the solutions
In fig. 1 we show the behavior of both the scale factor and the scalar field for any regular
initial conditions. The plot clearly shows that the de Sitter solution corresponding to an indefinite
exponential expansion is an attractor as predicted by the fixed point analysis of the differential
system. Indeed the numerical integration reveals a slow–roll phase that works in reversed order
with respect to the standard inflationary scenario [21]. When the scalar field is high up and
descends rapidly, the expansion of the Universe proceeds rather slowly, then the scalar field
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Figure 1: The numerical solution shows that the de Sitter solution is indeed an attractor.
reaches the bottom of the potential and rolls slowly toward its minimum, while the Universe
expands exponentially becoming asymptotically de Sitter.
3.3 A More Systematic Approach: The Embbedding Tensor Formalism
In the previous section we have reviewed and analyzed, from a cosmological perspective, a special
class of N = 2 models which exhibit stable de Sitter vacua. A complete analysis of one-field cos-
mological models emerging from N = 2 supergravities (or even N > 2 theories) is a considerably
more ambitious project, which requires a systematic study of the possible gaugings of extended
supergravities. A precious tool in this respect is the embedding tensor formulation of gauged ex-
tended supergravities [36]. This approach consists in writing the gauged theory as a deformation
of an ungauged one (with the same field content and supersymemtry) in which the additional
terms in the Lagrangian (minimal couplings, fermion mass terms and scalar potential) and in
the supersymmetry transformation laws, which are needed in order to make the theory locally
invariant with respect to the chosen gauge group G while keeping the original supersymmetry
unbroken, are all expressed in terms of a single matrix of coupling constants (the embedding
tensor) which can be described as a covariant tensor with respect to the global symmetry group
G of the original ungauged model. If we denote by {tα} the generators of the Lie algebra g of
G and by XΛ the gauge generators, to be gauged by the vector fields A
Λ
µ of the model, since the
gauge group must be contained in G, XΛ must be a linear combination of the tα:
XΛ = ΘΛ
α tα . (3.33)
The matrix ΘΛ
α is the embedding tensor and defines all the information about the embedding
of the gauge algebra inside g. A formulation of the gauging which is independent of the sym-
plectic frame of the original ungauged theory, was given in [37] and extends the definition of
the embedding tensor by including, besides the electric components defined above, also magnetic
ones:
ΘM
α = {ΘΛα, ΘΛα} . (3.34)
The index M is now associated with the symplectic duality-representation W of G in which the
electric field strengths and their magnetic duals transform, so that ΘM
α formally belongs to the
product W⊗Adj(G), namely is a G-covariant tensor. Since all the deformations of the original
ungauged action, implied by the gauging procedure, are written in terms of ΘM
α in a G-covariant
way, the gauged equations of motion and the Bianchi identities formally retain the original global
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G-invariance, provided ΘM
α is transformed as well. Since, however, the action of G, at the
gauged level, affects the coupling constants of the theory, encoded in the embedding tensor, it
should be viewed as an equivalence between theories rather than a symmetry, and gauged models
whose embedding tensors are related by G-transformations, share the same physics. Thus gauged
extended supergravities obtained from the same ungauged model, can be classified in universality
classes defined by the orbits of the embedding tensor under the action of G. Classifying such
classes is a rather non trivial task. In simple models like the STU one, this can be done thoroughly.
In the following we perform this analysis and analyze the possible one-field cosmological models
for each class, leaving its extension to more general N = 2 gauged models to a future investigation
[35].
To set the stage, let us consider an N = 2 theory with nV vector fields and a global symmetry
group of the form:
G = USK ×GQK , (3.35)
where USK , GQK are the isometry groups of the Special Ka¨hler and Quaternionic Ka¨hler man-
ifolds (in the absence of hypermultiplets GQK = SO(3)). Let g, gSK, gQK denote the Lie al-
gebras of G, USK , GQK and {tα}, {tA}, {ta}, α = 1, . . . ,dim(G), A = 1, . . . ,dim(USK), a =
1, . . . ,dim(GQK), a set of corresponding bases. Only the group USK has a symplectic duality
action on the 2nV -dimensional vector F
M
µν ,M = . . . , 2nV , consisting of the electric field strengths
and their duals
FMµν ≡
(
FΛµν
GΛµν
)
(3.36)
namely:
∀u ∈ USK : FMµν → F
′M
µν = u
M
N F
N
µν . (3.37)
We have denoted by W the corresponding 2nV -dimensional, symplectic representation of USK .
For reader’s convenience we summarize the index conventions in the following table
groups and G USK GQK W-rep
represent. of USK
Lie algebras g gSK gQK W-rep
action global on vector on on elect/magn.
multiplets hypermultiplets FMµν
generators tα tA ta t
N
AM
range α = 1, . . . , dim(G) A = 1, . . . , dimUSK a = 1, . . . , dimGQK M = 1, . . . , 2nV
Λ = 1, . . . , nV
The embedding tensor has the general form:
{ΘMα} = {ΘMA, ΘMa} , (3.38)
and defines the embedding of the gauge algebra ggauge = {XM} inside g:
XM = ΘM
A tA +ΘM
a ta . (3.39)
In the absence of hypermultiplets, the components ΘM
a, a = 1, 2, 3 running over the adjoint
representation of the global symmetry SO(3), are the Fayet-Iliopoulos terms. The generators tA
of gSK have a non-trivial W-representation: tA = (tAM
N ) while the generators ta do not. Thus
we can define the following tensor:
XMN
P = ΘM
A tAN
P ; XMNP = XMN
QCQP , (3.40)
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where C is the 2nV × 2nV skew-symmetric, invariant Sp(2nV ,R)-matrix.
Gauge-invariance and supersymmetry of the action impose linear and quadratic constraints
on Θ:
• The linear constraints are:
XMN
M = 0 ; X(MNP ) = 0 . (3.41)
• The quadratic constraints originate from the condition that XM close an algebra in-
side g with structure constants given in terms of XMN
P , and from the condition that the
symplectic vectors ΘM
α, labeled by α, be mutually local :
[XM , XN ] = −XMNP XP , (3.42)
CMNΘM
αΘN
β = 0 ⇔ ΘΛ [αΘΛβ] = 0 . (3.43)
the former can be rewritten as the following set of two equations:
ΘM
AΘN
B fAB
C +ΘM
A tAN
P ΘP
C = 0 , (3.44)
ΘM
aΘN
b fab
c +ΘM
A tAN
P ΘP
c = 0 , (3.45)
where fAB
C , fab
c are the structure constants of gSK and gQK , respectively. It can be shown
that eq. s (3.41) and (3.44) imply ΘΛ [AΘΛ
B] = 0, which is the part of (3.43) corresponding
to α = A, β = B.
Let us now denote by kiA, k
ı¯
A the Killing vectors on the Special Ka¨hler manifold corresponding to
the isometry generator tA, k
u
a the Killing vectors on the Quaternionic Ka¨hler manifold correspond-
ing to the isometry generator ta, and Pxa , x = 1, 2, 3, the corresponding momentum map (note
that these quantities are, by definition, associated only with the geometry of the scalar manifold
and thus independent of the gauging). The scalar potential can be written in the following way
[31]
V = Vhyperino + Vgaugino,1 + Vgaugino,2 + Vgravitino ,
Vhyperino = 4V M V N ΘMaΘNb kua kvb huv ,
Vgaugino,1 = VM V N ΘMAΘNB kiA k¯B gi¯ ,
Vgaugino,2 = gi¯DiVM D¯V N ΘMaΘNb Pxa Pxb ,
Vgravitino = −3VM V N ΘMaΘNbPxa Pxb , (3.46)
where V M is the covariantly holomorphic symplectic section of the Special Ka¨hler manifold under
consideration: (V M ) = (LΛ, MΛ).
3.4 Scan of the STU Model Gaugings and Their Duality Orbits
Consider the STU model with no hypermultiplets. This corresponds to the sixth item in table
3 for p = 0. The global symmetry group is G = SL(2,R)3 × SO(3), the latter factor being the
form of GQK in the absence of hypermultiplets. It is relevant to our discussion only in the case
we want to add FI terms, i.e. when we introduce non vanishing components ΘM
a, a = 1, 2, 3.
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The symplectic W-representation of the electric-magnetic charges is the (12 ,
1
2 ,
1
2 ) of USK =
SL(2,R)3. Let us use the indices i, j, k = 1, 2 to label the fundamental representation of SL(2,R).
As sl(2)-generators in this spinor representation of so(2, 1) ∼ sl(2), we make the following choice:
{sx} = {σ1, i σ2, σ3}, σx being the Pauli matrices. The indexM can be written asM = (i1, i2, i3)
and the embedding tensor ΘM
A takes the following form:
ΘM
A = {Θ(i1,i2,i3)x1 , Θ(i1,i2,i3)x2 , Θ(i1,i2,i3)x3} ∈
(
1
2
,
1
2
,
1
2
)
× [(1, 0, 0) + (0, 1, 0) + (0, 0, 1)] ,
(3.47)
where xi run over the adjoint (vector)-representations of the three sl(2) algebras. Since:(
1
2
,
1
2
,
1
2
)
× [(1, 0, 0)+(0, 1, 0)+(0, 0, 1)] = 3×
(
1
2
,
1
2
,
1
2
)
+
(
3
2
,
1
2
,
1
2
)
+
(
1
2
,
3
2
,
1
2
)
+
(
1
2
,
1
2
,
3
2
)
,
(3.48)
each component of the embedding tensor can be split into its
(
1
2 ,
1
2 ,
1
2
)
and
(
3
2 ,
1
2 ,
1
2
)
irreducible
parts as follows:
Θ(i1,i2,i3)
x1 = (sx1)i1
j ξ
(1)
j i2 i3
+ Ξi1,i2,i3
x1 ,
Θ(i1,i2,i3)
x2 = (sx2)i2
j ξ
(1)
i1 j i3
+ Ξi1,i2,i3
x2 ,
Θ(i1,i2,i3)
x3 = (sx3)i3
j ξ
(1)
i1 i2 j
+ Ξi1,i2,i3
x3 ,
(3.49)
The irreducible
(
3
2 ,
1
2 ,
1
2
)
tensors Ξi1,i2,i3
xi are defined by the the vanishing of the approriate
gamma-trace, namely:
Ξj,i2,i3
x1(sx1)i1
j = Ξi1,j,i3
x2(sx2)i2
j = Ξi1,i2,j
x3(sx3)i3
j = 0 . (3.50)
Let us now define embedded gauge generators XMN
P :
X(i1,i2,i3),(j1,j2,j3)
(k1,k2,k3) = Θ(i1,i2,i3)
x1 (sx1)j1
k1δk2j2 δ
k3
j3
+Θ(i1,i2,i3)
x2 (sx2)j2
k2δk1j1 δ
k3
j3
+
+Θ(i1,i2,i3)
x3 (sx3)j3
k3δk2j2 δ
k1
j1
. (3.51)
The linear constraints (3.41) become:
X(i1,i2,i3),(j1,j2,j3)
(i1,i2,i3) = 0 ⇒ ξ(1)i1 i2 i3 + ξ
(2)
i1 i2 i3
+ ξ
(3)
i1 i2 i3
= 0 ,
X(i1,i2,i3),(j1,j2,j3),(k1,k2,k3) +X(k1,k2,k3),(j1,j2,j3),(i1,i2,i3) +X(j1,j2,j3),(i1,i2,i3),(k1,k2,k3) = 0 ⇒
⇒ Ξi1,i2,i3xi = 0 . (3.52)
This corresponds to the elimination of the
(
3
2 ,
1
2 ,
1
2
)
representation leaving us only with three
tensors in the
(
1
2 ,
1
2 ,
1
2
)
representation. Explicitly the linearly constrained embedding tensor reads
as follows:
Θ(i1,i2,i3)
A = {(sx1)i1 j ξ(1)j i2 i3 , (sx2)i2 j ξ
(2)
i1 j i3
, (sx3)i3
j ξ
(3)
i1 i2 j
} , (3.53)
and the additional linear constraint reduces further the independent tensors in the
(
1
2 ,
1
2 ,
1
2
)
to
two, since we get condition
ξ
(1)
i1 i2 i3
+ ξ
(2)
i1 i2 i3
+ ξ
(3)
i1 i2 i3
= 0 (3.54)
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The quadratic condition for ΘM
A has the form (3.43), which applied to our solution of the linear
constraint takes the following appearance:
ǫi1j1ǫi2j2ǫi3j3 Θ(i1,i2,i3)
AΘ(j1,j2,j3)
B = 0 . (3.55)
By means of a MATHEMATICA computer code we were able to find 36 solutions to this equation,
all of which corresponding to non-semisimple gauge groups. We do not display them here, since,
in section 3.4.2 we show how to classify the orbits into which such solutions are organized and it
will be sufficient to consider only one representative for each orbit.
3.4.1 The special Geometry of the STU model
In equation (3.14) we derived the transformation from the Calabi–Vesentini coordinates {S, y1,2}
to a triplet of complex coordinates z1,2,3 parameterizing the three identical copies of the coset
manifold SL(2,R)SO(2) which compose this special instance of special Ka¨hler manifold. Indeed setting:
ieh + b ≡ z1 ; ieh1 + b1 ≡ z2 ; ieh2 + b2 ≡ z3 (3.56)
the transformation (3.14) can be rewritten as follows:
S = z1
y1 = − i(z2z3+1)(z2+i)(z3+i)
y2 =
i(z2−z3)
(z2+i)(z3+i)
(3.57)
In the sequel we will adopt the symmetric renaming of variables
zi = ie
hi + bi (3.58)
Applying the transformation (3.57) of its arguments to the Calabi-Vesentini holomorphic section
ΩCV , we find:
ΩCV (z) = f(z)


z2√
2
+ z3√
2
z2z3√
2
− 1√
2
− z2z3√
2
− 1√
2
z2√
2
− z3√
2
z1z2√
2
+ z1z3√
2
z1z2z3√
2
− z1√
2
z2z3z1√
2
+ z1√
2
z1z3√
2
− z1z2√
2


(3.59)
f(z) =
i
√
2
(z2 + i) (z3 + i)
(3.60)
As it is well known the overall holomorphic factor f(z) in front of the section has no consequences
on the determination of the Ka¨hler metric and simply it adds the real part of a holomorphic
function to the Ka¨hler potential. Similarly, at the level of ungauged supergravity, the symplectic
frame plays no role on the Lagrangian and we are free to perform any desired symplectic rotation
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on the section, the preserved symplectic metric being the following one:
C =


0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
−1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 −1 0 0 0 0


(3.61)
On the other hand at the level of gauge supergravity the choice of the symplectic frame is physically
relevant. The Calabi–Vesentini frame is that one where the SO(2, 2) isometries of the manifold
are all linearly realized on the electric vector field strengths, while the SL(2,R) factor acts as a
group of electric/magnetic duality transformations. For this reason the CV frame was chosen in
paper [28], since in such a frame it was easy to single out the non-compact gauge group SO(2, 1).
On the other the so named special coordinate frame which admits a description in terms of a
prepotential, is that one where the three group factors SL(2,R) are all on the same footing and
the W-representation is identified as the (2, 2, 2) ∼ (12 , 12 , 12).
The philosophy underlying the embedding tensor approach to gaugings is that the embedding
tensor already contains all possible symplectic frame choices, since it transforms as a good tensor
under the symplectic group. Hence we can choose any preferred symplectic frame to start with.
In view of these considerations we introduce the following symplectic matrix:
S =


0 0 1√
2
1√
2
0 0 0 0
− 1√
2
0 0 0 0 1√
2
0 0
− 1√
2
0 0 0 0 − 1√
2
0 0
0 0 1√
2
− 1√
2
0 0 0 0
0 0 0 0 0 0 1√
2
1√
2
0 − 1√
2
0 0 − 1√
2
0 0 0
0 1√
2
0 0 − 1√
2
0 0 0
0 0 0 0 0 0 1√
2
− 1√
2


(3.62)
C = ST CS (3.63)
and we introduce the symplectic section in the special coordinate frame by setting
ΩMSF =
1
f(z)
S−1ΩCV =


1
z1
z2
z3
−z1z2z3
z2z3
z1z3
z1z2


≡
(
XΛ(z)
FΛ(z)
)
(3.64)
Note that this frame admits a prepotential description. Introducing the following holomorphic
prepotential:
F(z) = z1z2z3 = stu , (3.65)
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The symplectic section ΩSF can be written as follows:
ΩSF (z) =

1, zm︸︷︷︸
m=1,2,3
,−F(z), ∂F(z)
∂zm︸ ︷︷ ︸
m=1,2,3

 , (3.66)
It is useful to work also with real fields (φr) = (bm, hm), defined as in equation (3.58). The
Ka¨hler potential is expressed as follows:
K(zm, z¯) = − log [−i ΩCΩ¯]) = − log [−i (XΛF¯Λ − FΛX¯Λ)] (3.67)
and, in real coordinates we have:
e−K = 8 eh1+h2+h3 . (3.68)
We also introduce the covariantly holomorphic symplectic section V = eK/2 ΩSF satisfying the
condition:
∇a¯V ≡ (∂a¯ − 1
2
∂a¯K)V = 0 , (3.69)
and its covariant derivatives:
Um = (Um
M ) ≡ ∇mV = (∂m + 1
2
∂mK)V . (3.70)
The following properties hold:
V CV¯ = i ; UmCV¯ = U¯m¯CV¯ = 0 ; UmCU¯n¯ = −i gmn¯ . (3.71)
If Em
I , I = 1, . . . , 3, is the complex vielbein matrix of the manifold, gmn¯ =
∑
I Em
IE¯n¯
I , and
EI
m its inverse, we introduce the quantities UI ≡ EIm Um, in terms of which the following 8× 8
matrix Lˆ4 = (Lˆ4
M
N ) is defined:
Lˆ4(z, z¯) =
(
V,U I , V , UI
) C = √2 (Re(V ), Re(UI), −Im(V ), Im(UI)) , (3.72)
where C is the Cayley matrix. By virtue of eq.s (3.71), the matrix Lˆ4 is symplectic: LˆT4CLˆ4 = C.
In order to find the coset representative L as an Sp(8,R) matrix in the solvable gauge, and
the symplectic representation of the isometry generators tA in the special coordinate basis, we
proceed as follows. We construct a symplectic matrix L which coincides with the identity at the
origin where φr ≡ 0 ⇔ hm = bm = 0:
L(φr) = Lˆ4(φr) Lˆ4(φr ≡ 0)−1 . (3.73)
The following property holds:
V (φr) = L(φr)V (φr ≡ 0) . (3.74)
The matrix L is the coset representative in the solvable gauge. To show this we compute the
following generators:
hm =
∂L
∂hm
∣∣∣∣
φr≡0
; am =
∂L
∂bm
∣∣∣∣
φr≡0
. (3.75)
These generators close a solvable Lie algebra Solv which is the Borel subalgebra of gSK . The
above construction is general and applies to any symmetric Special Ka¨hler manifold. In our case
Solv = Solv
(1)
2 ⊕ Solv(2)2 ⊕ Solv(3)2 , where
Solv
(m)
2 ≡ {hm, am} ; [hm, an] = δmn an ; [Solv(m)2 , Solv(n)2 ] = 0, . (3.76)
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One can verify that
L(hm, bm) = Laxion(bm)Ldilaton(hm) = e
bm am ehm hm . (3.77)
Each sl(2) algebra is spanned by {hm, am, aTm}, [am, aTn ] = 2 δmn hn. The explicit matrix repre-
sentations of these generators is:
h1 =


−12 0 0 0 0 0 0 0
0 12 0 0 0 0 0 0
0 0 −12 0 0 0 0 0
0 0 0 −12 0 0 0 0
0 0 0 0 12 0 0 0
0 0 0 0 0 −12 0 0
0 0 0 0 0 0 12 0
0 0 0 0 0 0 0 12


; a1 =


0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 −1 0 0
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0


,
h2 =


−12 0 0 0 0 0 0 0
0 −12 0 0 0 0 0 0
0 0 12 0 0 0 0 0
0 0 0 −12 0 0 0 0
0 0 0 0 12 0 0 0
0 0 0 0 0 12 0 0
0 0 0 0 0 0 −12 0
0 0 0 0 0 0 0 12


; a2 =


0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 −1 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0


,
h3 =


−12 0 0 0 0 0 0 0
0 −12 0 0 0 0 0 0
0 0 −12 0 0 0 0 0
0 0 0 12 0 0 0 0
0 0 0 0 12 0 0 0
0 0 0 0 0 12 0 0
0 0 0 0 0 0 12 0
0 0 0 0 0 0 0 −12


; a3 =


0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −1
0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0


. (3.78)
The axionic and dilatonic parts of the coset representative in (3.77) have the following matrix
form:
Laxion(bm) = e
bm am =


1 0 0 0 0 0 0 0
b1 1 0 0 0 0 0 0
b2 0 1 0 0 0 0 0
b3 0 0 1 0 0 0 0
−b1b2b3 −b2b3 −b1b3 −b1b2 1 −b1 −b2 −b3
b2b3 0 b3 b2 0 1 0 0
b1b3 b3 0 b1 0 0 1 0
b1b2 b2 b1 0 0 0 0 1


,
Ldilaton(hm) = e
hm hm = diag
(
e−
h1
2
− h2
2
− h3
2 , e
h1
2
− h2
2
− h3
2 , e−
h1
2
+
h2
2
− h3
2 , e−
h1
2
− h2
2
+
h3
2 ,
e
h1
2
+
h2
2
+
h3
2 , e−
h1
2
+
h2
2
+
h3
2 , e
h1
2
− h2
2
+
h3
2 , e
h1
2
+
h2
2
− h3
2
)
,
(3.79)
To make contact with the discussion about the embedding tensor provided in the previous section,
we define the transformation from the basis (i1, i2, i3) and the special coordinate symplectic frame.
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We start with an ordering of the independent components of a vector Wi1,i2,i3 , which defines a
symplectic basis to be dubbed “old”:
W old = (W oldM ) = (W1,1,1,W1,1,2,W1,2,1,W1,2,2,W2,1,1,W2,1,2,W2,2,1,W2,2,2) . (3.80)
The new special coordinate basis is related to the old one by an orthogonal transformation O:
W s.c.M = OMN W oldM ; O =
1
2
√
2


1 −1 −1 1 −1 1 1 −1
−1 1 1 −1 −1 1 1 −1
−1 1 −1 1 1 −1 1 −1
−1 −1 1 1 1 1 −1 −1
1 1 1 1 1 1 1 1
1 1 1 1 −1 −1 −1 −1
1 1 −1 −1 1 1 −1 −1
1 −1 1 −1 1 −1 1 −1


. (3.81)
The sl(2)3 generators tA in the old basis read:
(tx1)j1,j2,j3
k1,k2,k3 = (sx1)j1
k1δk2j2 δ
k3
j3
, ; (tx2)j1,j2,j3
k1,k2,k3 = (sx2)j2
k2δk1j1 δ
k3
j3
, ;
(tx3)j1,j2,j3
k1,k2,k3 = (sx3)j3
k3δk1j1 δ
k2
j2
, (3.82)
In the new basis their representation is deduced from their relation to the Solv generators and
their transpose:
t1m = 2 hm ; t2m = am − aTm ; t3m = −am − aTm . (3.83)
The commutation relations among them read:
[txm , tyn ] = −2 δmn ǫxyz tzn , (3.84)
where the adjoint index is raised with ηxy = diag(+1,−1,+1).
The Killing Vectors A standard procedure in coset geometry allows to compute the Killing
vectors {kA} = {krxm ∂∂φr }m=1,2,3:
k1m = −2 (∂hm + bm ∂bm) ; k2m = 2bm ∂hm +
(
b2m − e2hm + 1
)
∂bm ,
k3m = −2bm ∂hm −
(
b2m − e2hm − 1
)
∂bm . (3.85)
For the purpose of computing the scalar potential, it is convenient to compute the holomorphic
Killing vectors km, km¯. To this end we solve the equation:
δαΩ(z)
N = −Ω(z)M tαMN = kmα ∂mΩ(z) + ℓα Ω(z) , (3.86)
and find:
k1m = −2 zm ∂m ; k2m = (1 + (zm)2) ∂m ; k3m = (1− (zm)2) ∂m . (3.87)
These are conveniently expressed in terms of a holomorphic prepotential Pα(z):
Pα = −VM tαMN CNL V L ,
P1m = −i
zm + z¯m
zm − z¯m , P2m = i
1 + |zm|2
zm − z¯m , P2m = i
1− |zm|2
zm − z¯m , (3.88)
the relation being:
km¯α = −i gm¯n ∂nPα . (3.89)
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3.4.2 The gaugings with no Fayet Iliopoulos terms
We first consider the case of no Fayet Iliopoulos terms, namely (ΘM
a = 0). We can use the
global symmetry G of the theory to simplify our analysis. Indeed the field equations and Bianchi
identities are invariant if we G-transform the field and embedding tensors at the same time. This
is in particular true for the scalar potential V(φ,Θ):
∀g ∈ G : V(φ,Θ) = V(g ⋆ φ, g ⋆Θ) , (3.90)
where (g⋆φ)r are the scalar fields obtained from φr by the action of the isometry g, and (g⋆Θ)M
α
is the g-transformed embedding tensor. Notice that we can have other formal symmetries of the
potential which are not in USK . Consider for instance the symplectic transformation:
S = diag(1, εm, 1, εm) , (3.91)
where εm = ±1, ε1ε2ε3 = 1. These transformations correspond to the isometries zm → εm zm,
which however do not preserve the physical domain defined by the upper half plane for each com-
plex coordinate: Im(zm) > 0. Therefore embedding tensors connected by such transformations
are to be regarded as physically inequivalent.
We have shown in sect. 3.4 that the embedding tensor, solution to the linear constraints and
in the absence of Fayet Iliopoulos terms, is parameterized by two independent tensors ξ(2), ξ(3)
in the
(
1
2 ,
1
2 ,
1
2
)
of USK . These are then subject to the quadratic constraints that restrict the
USK-orbits of these two quantities. We can think of acting by means of USK on ξ
(2), so as to
make it the simplest possible. By virtue of eq. (3.90) this will not change the physics of the
gauged model (vacua, spectra, interactions), but just make their analysis simpler.
Let us recall that the USK-orbits of a single object, say ξ
(2)M , in the W =
(
1
2 ,
1
2 ,
1
2
)
represen-
tation are described by a quartic invariant I4(ξ
(2)), defined as:
I4(ξ
(2)) = −2
3
tAMN t
A
PQ ξ
(2)M ξ(2)N ξ(2)P ξ(2)Q . (3.92)
A very important observation is that by definition the W representation is that of the electro–
magnetic-charges of a black-hole solution of ungauged supergravity. Hence the components of the
ξ(2)-tensor could be identified with the charges Q of such a black-hole and the classification of the
orbits of USK in the representation W coincides with the classification of Black-Hole solutions.
The quartic invariant is just the same that in the Black-Hole case determines the area of the
horizon. Here we make the first contact with the profound relation that links the black-hole
potentials with the gauging potentials. The orbits in the
(
1
2 ,
1
2 ,
1
2
)
-representation are classified as
follows4:
i) Regular, I4 > 0, and there exists a Z3-centralizer;
ii) Regular, I4 > 0, no Z3-centralizer;
iii) Regular, I4 < 0;
4Strictly speaking, for all models in the sixth line of table 3, there is a further fine structure (see [38]) in some
of the orbits classified above which depends on the USK-invariant sign of the time-like component (denoted by I2)
of the 3-vector sxαβξ
(2)
αα1α2ξ
(2)
ββ1β2
ǫα1β1ǫα2β2 (i.e. the x = 2 component in our conventions). This further splitting
in the STU model, however, is not relevant since yields isomorphic orbits.
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iv) Light-like, I4 = 0, ∂MI4 6= 0;
v) Critical, I4 = 0, ∂MI4 = 0, tA
MN ∂M∂N I4 6= 0 ;
vi) Doubly critical, I4 = 0, ∂MI4 = 0, tA
MN ∂M∂N I4 = 0 ,
where ∂M ≡ ∂/∂ξ(2)M . The quadratic constraints (3.44) restrict ξ(2) (and ξ(3)) to be either in
the critical or in the doubly-critical orbit. Let us analyze the two cases separately.
ξ(2) Critical. The quadratic constraints imply ξ(3) = 0 and thus the embedding tensor is
parameterized by ξ(1) = ξ(2), namely the diagonal of the first two SL(2,R) groups in GSK . We
can choose a representative of the orbit in the form:
ξ(2) = g (0, 1, c, 0, 0, 0, 0, 0) . (3.93)
The scalar potential reads:
V = Vgaugino, 1 = g2 e−h1−h2−h3
(
(b1 + c b2)
2 + (eh1 − c eh2)2
)
. (3.94)
The truncation to the dilatons (bm = 0) is a consistent one:
∂V
∂bm
∣∣∣∣
bm=0
= 0 , (3.95)
and
V|bm=0 = g2
(
e−
1
2
(−h1+h2+h3) − c e− 12 (h1−h2+h3)
)2
. (3.96)
The above potential has an extremum if c > 0, for eh1 = c eh2 , while it is runaway if c < 0.
The sign of c is changed by a transformation of the kind (3.91) with ε1 = −ε2 = −ε3 = 1. For
the reason outlined above, in passing from a negative to a positive c, the critical point of the
potential moves to the unphysical domain (Im(z2) < 0). The gauging for c = −1 coincides with
the one considered in [28], in the absence of Fayet Iliopoulos terms, with potential (compare with
eq.(3.12):
VCV = e
2
0
2 Im(S)
P+2 (y)
P−2 (y)
, (3.97)
where P±2 (y) = 1 − 2 y0y¯0 ± 2 y1y¯1 + y2y¯2 and y2 = y20 + y21. The two potentials are connected
by the transformation relations between the Calabi-Vesentini and the special coordinates spelled
out in eq.(3.57) and by setting e0 = 2
√
2 g.
ξ(2) Doubly-Critical. We can choose a representative of the orbit in the form:
ξ(2) = g (1, 0, 0, 0, 0, 0, 0, 0) . (3.98)
In this case ξ(3) is non-vanishing and has the form:
ξ(3) = g′ (1, 0, 0, 0, 0, 0, 0, 0) . (3.99)
The gauging is electric (ΘΛ = 0) and the gauge generators XΛ = (X0,Xm), m = 1, 2, 3, satisfy
the following commutation relations:
[X0, Xm] =Mm
nXn, Mm
n = diag(−2 (g + g′), 2 g, 2 g′) , (3.100)
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all other commutators being zero. This gauging originates from a Scherk-Schwarz reduction
from D = 5, in which the semisimple global symmetry generator defining the reduction is the
2-parameter combination Mm
n of the so(1, 1)2 global symmetry generators of the D = 5 parent
theory.
The scalar potential is axion-independent and reads:
V = (g2 + gg′ + g′2) e−h1−h2−h3 . (3.101)
This potential is trivially integrable since it contains only one exponential of a single scalar field
combination.
3.4.3 Adding U(1) Fayet Iliopoulos terms
Let us now consider adding a component of the embedding tensor along one generator of the
SO(3) global symmetry group: θM = ΘM
a=1. The constraints on θM are (3.43) and (3.45), which
read:
θM C
MP XPN
Q = 0 , XPN
Q θQ = 0 . (3.102)
while the constraints (3.44) on ΘM
A are just the same as before and induce the same restrictions
on the orbits of ξ(2), ξ(3). Clearly if XPN
Q = 0, namely ΘM
A = 0, no SK isometries are gauged
and there are no constraints on θM . We shall consider this case separately.
The potential reads
V = Vgaugino, 1 + Vgaugino, 2 + Vgravitino , (3.103)
where Vgaugino, 1 was constructed in the various cases in the previous section, while:
Vgaugino, 2 + Vgravitino =
(
gm¯nDm¯V MDn V N − 3V MV N
)
θM θN , (3.104)
has just the form of an N = 1 potential generated by a superpotential:
Wh = θM Ω
M
SF (3.105)
as discussed later in eq. (4.7). It is interesting to rewrite the above contribution to the potential
in terms of quantities which are familiar in the context of black holes in supergravity. We use the
property:
gm¯nDm¯V (MDn V N) + V (MV N) = −1
2
M−1MN , (3.106)
where MMN is the symplectic, symmetric, negative-definite matrix defined later in eq. (4.30) in
terms of the NΛΣ(z, z¯) matrix which appears in the D = 4 Lagrangian (See eq.(4.24)). Let us
now define the complex quantity Z = VM θM . The FI contribution to the scalar potential (3.106)
can be recast in the form:
Vgaugino, 2 + Vgravitino = −1
2
θMM−1MN θN − 4 |Z|2 = VBH − 4 |Z|2 . (3.107)
The first term has the same form as the (positive-definite) effective potential for a static black
hole with charges QM = CMNθN , while the second one is the squared modulus of the black hole
central charge. Notice that we can also write
VBH = −1
2
θMM−1MN θN = |Z|2 + gm¯nDm¯ZDn Z > 0 . (3.108)
Let us now study the full scalar potential in the relevant cases.
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ξ(2) Critical. In this case, choosing
ξ(2) = g (0, 1, c, 0, 0, 0, 0, 0) . (3.109)
we find for θM the following general solution to the quadratic constraints:
θM = (0,
f1
c
, f1, 0, 0, f2,
f2
c
, 0) , (3.110)
where f1, f2 are constants.
The scalar potential reads:
V = g2 e−h1−h2−h3
(
(b1 + c b2)
2 + (eh1 − c eh2)2
)
+
e−h3
c
[
(f1 + f2 b3)
2 + f22 e
2 h3
]
. (3.111)
The above potential (if g > 0) has an extremum only for c < 0, f2 > 0 and:
h1 = h2 + log(−c), h3 = − log
(
−2cg
f2
)
, y3 = −f1
f2
, y1 = −c y2 . (3.112)
The potential at the extremum is
V0 = 4 g f2 > 0 , (3.113)
while the squared scalar mass matrix reads:
(∂r∂sV gst)
∣∣
0
= diag(2, 2, 1, 1, 0, 0) × V0 . (3.114)
In this way we retrieve the stable dS vacuum of [28], discussed in Subsect. 3.1, the two parameters
f1, f2 being related to e1 and the de Roo-Wagemann’s angle.
ξ(2) Doubly-Critical. In this case the constraints on θM impose:
(g + g′)θ1 = 0 , g θ2 = 0 , g′ θ3 = 0 , g θ0 = g′ θ0 = 0 , g θ1 = g′ θ1 = 0 , g θ2 = g′ θ2 = 0 ,
g θ3 = g′ θ3 = 0 . (3.115)
Under these conditions, unless g = g′ = 0, which is the case we shall consider next, the FI
contribution to the scalar potential vanishes.
Case ΘM
A = 0. Pure Fayet Iliopoulos gauging. In this case, we can act on θM by means
of USK and reduce it the theta vector to its canonical normal form:
θM = (0, f1, f2, f3, f
0, 0, 0, 0) . (3.116)
The scalar potential reads:
V = Vgaugino, 2 + Vgravitino = −
3∑
m=1
e−hm
(
fmf
0 (b2m + e
2hm) + fnfp
)
, (3.117)
where n 6= p 6= m. The truncation to the dilatons is consistent and we find:
V|bm=0 = −
3∑
m=1
(
fmf
0 ehm + fnfp e
−hm
)
, (3.118)
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which is extremized with respect to the dilatons by setting
e2hm =
fnfp
fmf0
, (3.119)
and the potential at the extremum reads:
V0 = −6 ε
√
f0f1f2f3 < 0 , (3.120)
This extremum exists only if f0f1f2f3 > 0. This implies that θM should be either in the orbit i)
(ε = 1 in the above expression for V0) or in the orbit ii) (ε = −1). Using the analogy between
θM and black hole charges, these two orbits correspond to BPS and non-BPS with I4 > 0 black
holes. The extremum condition for VBH fixes the scalar fields at the horizon according to the
attractor behavior. Now the potential has an additional term −4 |Z|2 which, however, for the
orbits i), ii), has the same extrema as VBH since its derivative with respect to z
m is −4DmZ Z¯
which vanishes for the i) orbit since at the extremum of VBH (BPS black hole horizon) DmZ = 0,
and for the ii) orbit since at the extremum of VBH (black hole horizon) Z = 0.
We conclude that in the “BPS” orbit i) the extremum corresponds to an AdS-vacuum where
the scalar mass spectrum reads as follows:
(∂r∂sV gst)
∣∣
0
= diag
(
2
3
,
2
3
,
2
3
,
2
3
,
2
3
,
2
3
)
× V0 < 0 . (3.121)
These models have provided a useful supergravity framework where to study black hole solutions
in anti-de Sitter spacetime [39].
In the “non-BPS” orbit ii) the potential has a de Sitter extremum which, however, is not
stable, having takyonic directions:
(∂r∂sV gst)
∣∣
0
= diag (−2,−2, 2, 2, 2, 2) × V0 > 0 . (3.122)
We shall not consider this case in what follows.
3.5 Conclusions on the one-field cosmologies that can be derived from
the gaugings of the N = 2 STU model
Let us summarize the results of the above systematic discussion. From the gaugings of the N = 2
STU model one can obtain following dilatonic potentials:
A) Critical Orbit without FI terms. We have the potential:
V = g2
(
e−
1
2
(−h1+h2+h3) + e−
1
2
(h1−h2+h3)
)2
. (3.123)
In this case we have a consistent truncation to one dilaton by setting: h1 = h2 = ℓ ∈ R,
since the derivatives of the potential with respect to h1,2 vanish on such a line. The residual
one dilaton potential is:
V = 4 g2 e−h3 (3.124)
which upon use of the translation rule (2.2) yields
V = 12 g2 e−
ϕ√
3 (3.125)
The above potential is trivially integrable, being a pure less than critical exponential.
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B) Doubly Critical Orbit without FI terms.We have the potential:
V = const e−h1−h2−h3 (3.126)
Introducing the following field redefinitions:
φ1 = h1 + h2 + h3 ; φ2 = h2 − h3 ; φ3 = −2 h1 + h2 + h3 (3.127)
the kinetic term:
kin =
1
2
(
h˙1 + h˙2 + h˙3
)
(3.128)
is transformed into:
kin =
1
6
φ˙1 +
1
4
φ˙2 +
1
12
φ˙3 (3.129)
while the potential (3.126) depends only on φ1. Hence we can consistently truncate to one
field by setting φ2 = φ3 = const and upon use of the translation rule (2.2) we obtain a
trivially integrable over critical exponential potential:
V = const e−
√
3ϕ (3.130)
C) Critical Orbit with FI terms. This case leads to the potential (3.111) which, as we
showed, reproduces the potential (3.17) of the so(2, 1)× u(1) gauging extensively discussed
in sect. 3.1. Such a potential admits a stable de Sitter vacuum and a consistent one dilaton
truncation to a model with a cosh potential which is not integrable, since the intrinsic index
ω does not much any one of the three integrable cases.
D) Doubly Critical Orbit with FI terms. Upon a constant shift of the dilatons in eq.(3.118)
this gauging leads to the following negative potential:
V = − 2
√
f0 f1 f2 f3
3∑
i=1
cosh [hi] (3.131)
that has a stable anti de Sitter extremum. We have a consistent truncation to one-field by
setting to zero any two of the three dilatons. Upon use of the translation rule (2.2) we find
the potential:
V = − const
(
2 + cosh
[
ϕ√
3
])
(3.132)
which does not fit into any one of the integrable series of tables 1 and 2.
Hence apart from pure exponentials without critical points no integrable models can be fitted
into any gauging of the N = 2 STU model.
4 N = 1 models with a superpotential
Let us now turn to consider the case of N = 1 Supergravity coupled to Wess–Zumino multiplets
[26]. Following the notations of [34], the general bosonic Lagrangian of this class of models is5
LN=1SUGRA =
√−g
[
R[g] + 2 gHKij⋆ ∂µzi ∂µz¯j
⋆ − 2V (z, z¯)
]
, (4.1)
5Observe that here we consider only the graviton multiplet coupled to Wess-Zumino multiplets. There are no
gauge multiplets and no D-terms. The embedding mechanisms discussed in [13] is lost a priori from the beginning.
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where the scalar metric is Ka¨hler (the scalar manifold must be Hodge–Ka¨hler)
gij⋆ = ∂i ∂j⋆ K (4.2)
K = K = Ka¨hler potential (4.3)
and the potential is
V = 4 e2 exp [K]
(
gij
⋆ DiWh(z)Dj⋆Wh(z¯) − 3 |Wh(z)|2
)
, (4.4)
where the superpotential Wh(z) is a holomorphic function. Furthermore
DiW = ∂iW + ∂iKW
Dj⋆ W = ∂j⋆W + ∂j⋆KW (4.5)
are usually referred to as Ka¨hler covariant derivatives. They arise since Wh(z), rather than a
function, is actually a holomorphic section of the line bundle L → MK over the Ka¨hler mani-
fold whose first Chern class is the Ka¨hler class, as required by the definition of Hodge–Ka¨hler
manifolds. In other words, c1 (L) = [K], the latter being the Ka¨hler two–form. The fiber met-
ric on this line bundle is h = exp [K], so that a generic section W (z, z¯) of L (not necessarily
holomorphic) admits the invariant norm
‖W ‖2≡ W W exp [K] (4.6)
A generic gauge transformation of the line bundle takes the form
W ′(z, z¯) = exp
[
1
2
f(z)
]
×W (z, z¯)
W
′
(z, z¯) = exp
[
1
2
f(z)
]
×W (z, z¯) (4.7)
where f(z) is a holomorphic complex function. Under the gauge transformation (4.7), the fiber
metric changes according to
K′(z, z¯) = −K′(z, z¯) + Ref(z) (4.8)
while the norm (4.6) stays invariant. It is important to stress that the same Ka¨hler metric
gij⋆ = ∂i∂j⋆ K′ would be obtained by the same token from K′. All transition functions from
one local trivialization of the line bundle to another one are of the form (4.7) and (4.8), with an
appropriate f(z). The fiber metric introduces a canonical connection θ = h−1∂h leading to the
covariant derivatives (4.5). In covariant notation, the potential (4.4) takes the form
V = 4 e2
(‖ DW ‖2 − 3 ‖W ‖2) (4.9)
where by definition
‖ DW ‖2 = gij⋆DiW Dj⋆ W exp [K]
‖W ‖2 = W W exp [K] (4.10)
Let us now consider the notion of covariantly holomorphic section, defined by the condition
Dj⋆ W = 0 (4.11)
30
From any covariantly holomorphic section, one can retrieve a holomorphic one by setting
Wh(z) = exp
[
− 1
2
K
]
W ⇒ ∂j⋆Wh = 0 (4.12)
By hypothesis the superpotentialW that appears in the potential (4.9) is covariantly constant.
The compact notation (4.9) is very instructive since it stresses that the scalar potential results
from the difference of two positive definite terms originating from two different contributions. The
first contribution is the absolute square of the auxiliary fields appearing in the supersymmetry
transformations of the spin 12–fermions (the chiralinos belonging to Wess–Zumino multiplets),
while the second is the square of the auxiliary field appearing in the supersymmetry transforma-
tion of the spin 32–gravitino. Indeed
δSUSY χ
i = i ∂µz
i γµ ǫ• + Hi ǫ• (4.13)
δSUSYΨµ• = Dµ ǫ• + S γµ ǫ• (4.14)
where ǫ• , ǫ• denote the two chiral projections of the supersymmetry parameter and the scalar
field dependent auxiliary fields are
S = i e
√
‖W ‖2 = i e
√
|Wh|2 exp
[
1
2
K
]
Hi = 2 e gij⋆ Dj⋆W exp
[
1
2
K
]
(4.15)
This structure of the potential shows that any de Sitter vacuum characterized by a potential
V (z0) that is positive at the extremum necessarily breaks supersymmetry since this implies that
the chiralino auxiliary fields are different from zero in the vacuum < Hi >= Hi(z0) 6= 0.
Let us also stress that the parameter e appearing in the potential is just a dimensionful
parameter which fixes the scale of all the masses generated by the gauging, i.e. by the introduction
of a superpotential.
4.1 One–field models
In this general framework the simplest possibility is a model with one scalar multiplet assigned
to the homogeneous Ka¨hler manifold
MK = SU(1, 1)
U(1)
(4.16)
and Ka¨hler potential
K = − log [(z − z¯)q] , (4.17)
which leads to the Ka¨hler metric
gzz¯ = − q
(z − z¯)2 , (4.18)
where q is an integer number. Its favorite value, q = 3, corresponds to the N = 1 truncation
of the N = 2 model S3 that, on its turn arises from the STU model discussed in the previous
section upon identification of the three scalar multiplets S, T and U . Alternatively, the case
q = 1 corresponds to the N = 1 truncation of an N = 2 theory with vanishing Yukawa couplings.
31
Because of their N = 2 origin, both instances of the familiar Poincare´ Lobachevsky plane are not
only Hodge-Ka¨hler but actually special Ka¨hler manifolds.
In the notation of [41], the holomorphic symplectic section governing this geometry is given
by the four–component vector
Ω =
{
−
√
3z2, z3,
√
3z, 1
}
, (4.19)
which transforms in the spin j = 32 of the SL(2,R) ∼ SU(1, 1) group that happens to be four–
dimensional symplectic
SL(2,R) ∋
(
a b
c d
)
=⇒


da2 + 2bca −√3a2c −cb2 − 2adb −√3b2d
−√3a2b a3 √3ab2 b3
−bc2 − 2adc √3ac2 ad2 + 2bcd √3bd2
−√3c2d c3 √3cd2 d3

 ∈ Sp(4,R)
(4.20)
where the preserved symplectic metric is
C =


0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

 (4.21)
According to the general set up of Special Geometry (for a recent review see [40]), the Ka¨hler
potential (4.17) is retrieved letting
K(z, z¯) = − log [−iΩC Ω] (4.22)
Independently of the special structure that is essential for N = 2 supersymmetry, at the N = 1
level one can consider general superpotentials that are consistent with the Hodge–Ka¨hler struc-
ture, provided they are holomorphic, namely provided they can be expanded in a power series of
the unique complex field z
Wh(z) =
∑
n∈N
cn z
n , (4.23)
where the cn are complex coefficients. The sum over n extends to a finite or infinite subset of the
natural numbers N, while rational or irrational powers leading to cuts are excluded in order to
obtain properly transforming sections of the Hodge line bundle.
Notwithstanding this wider choice available at the N = 1 level, it is interesting to note that
in discussing black–hole solutions of the corresponding N = 2 model one is lead to an effective
sigma–model whose Lagrangian resembles closely the effective Lagrangian of the cosmological
sigma–model and displays a potential that is also built in terms of a superpotential, although
the latter is more restricted. The comparison between cosmological and black–hole constructions
provides inspiring hints on the choice of appropriate superpotentials. Let us briefly see how this
works.
4.2 Cosmological versus black–hole potentials
The common starting point for black–hole and cosmological solutions is the general form of the
bosonic portion of the four–dimensional Supergravity, which takes the form (for a recent review
see Chapter 8, Vol 2 in [40] and all references therein)
L(4) =
√
|det g|
[
R[g]− 1
2
∂µφ
a∂µφbgab(φ) + 2 ImNΛΣ(φ)FΛµνFΣ|µν
+ e2 V (φ)
]
+ ReNΛΣ(φ)FΛµνFΣρσǫµνρσ , (4.24)
where FΛµν ≡ (∂µAΛν −∂νAΛµ)/2 are the field strengths of the vector fields, φa denotes the collection
of ns scalar fields parameterizing the scalar manifold MD=4scalar, with gab(φ) its metric and the
field–dependent complex matrix NΛΣ(φ) is fully determined by constraints imposed by duality
symmetries. In addition, the scalar potential V (φ) is determined by the appropriate gauging
procedures, while e is the gauge coupling constant, which vanishes in ungauged supergravity.
Although the discussion can be extended also to higher N , for simplicity we focus on the
N = 2, 1 cases, where the real scalar fields are grouped in complex combinations zi and their
kinetic term becomes
1
2
∂µφ
a∂µφbgab(φ) 7→ 2 gij⋆(z, z¯) ∂µzi ∂µ z¯j⋆ (4.25)
In the case of extremal black–hole solutions of ungauged Supergravity (e = 0), the four–dimensional
metric is of the form
ds2BH = − exp[U(τ)] dt2 + exp[−U(τ)] dxi ⊗ dxj δij (4.26)
where τ = −
(∑3
i=1 x
2
i
)− 1
2
is the reciprocal of the radial distance, one is lead to the effec-
tive Euclidian σ–model (for a recent review see chapter Chapter 9, Volume Two in [40] and all
references therein)
SBH ≡
∫
LBH(τ) dτ
LBH(τ) = 1
4
(
dU
dτ
)2
+ gij⋆
dzi
dτ
dzj
⋆
dτ
+ eU VBH(z, z¯,Q) (4.27)
The geodesic potential V (z, z¯,Q) is defined by
VBH(z, z¯,Q) = 1
4
QtM−14 (N ) Q . (4.28)
Here Q is the vector of electric and magnetic charges of the hole, which transforms in the same
representation of the Ka¨hler isometry group G as the symplectic section of Special Geometry. In
the S3 case G = SL(2,R) and the four charges of the hole
Q = {p1, p2, q1, q2} (4.29)
transform by means of the matrix (4.20). The (2n + 2) × (2n + 2) matrix M−14 appearing in
eq. (4.28) is given in terms of the (n + 1) × (n + 1) matrix NΛΣ(φ) that appears in the 4D
Lagrangian. In detail,
M−14 =
(
ImN + ReN ImN−1ReN −ReN ImN−1
− ImN−1ReN ImN−1
)
, (4.30)
where n is the number of vector multiplets coupled to Supergravity.
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Starting instead from the spatially flat cosmological metric
ds2Cosm = − exp[3A(t)] dt2 + exp[2A(t)] dxi ⊗ dxj δij (4.31)
which, in the language of the preceding sections, corresponds to the gauge B = 3A, one is led to
the effective sigma model
SCosm ≡
∫
LCosm(t) dt
LCosm(τ) = − 3
2
(
dA
dt
)2
+ gij⋆
dzi
dt
dzj
⋆
dt
+ e6A VCosm(z, z¯) (4.32)
where VCosm(z, z¯) = e
2 V (φ) is the scalar potential produced by gauging that, in an N = 1
theory, or in an N = 2 one with only abelian gauge groups (Fayet–Iliopoulos terms), admits
the representation in terms of a holomorphic superpotential recalled in eq.(4.4). The similarity
between the cosmological and black–hole cases becomes striking if one recalls that the black–hole
geodesic potential (4.28) admits the alternative representation
VBH(z, z¯,Q) = − 1
2
(
|Z|2 + gij⋆DiZ Dj⋆Z¯
)
. (4.33)
Here Z denotes the field–dependent central charge of the supersymmetry algebra
Z ≡ exp
[
1
2
K(z, z)
]
QT CΩ(z) , (4.34)
Ω(z) denotes the holomorphic symplectic section of special Ka¨hler geometry (that of eq. (3.3) for
the STU model, or that of eq. (4.19) for the S3 model) and K(z, z) denotes the Ka¨hler potential.
Introducing the black–hole holomorphic superpotential
WBH(z) ≡ QT CΩ(z) (4.35)
eq. (4.33) for the geodesic potential can be recast in the form
VBH(z, z¯,Q) = − 1
2
exp [K(z, z)]
(
gij
⋆DiWBH Dj⋆W¯BH + |WBH |2
)
(4.36)
which is almost identical to eq. (4.4) yielding the cosmological potential, up to a crucial change
of sign and coefficient. The coefficient −3 of the second term becomes +1, and in this fashion the
black hole potential is strictly positive definite since it is the sum of two squares. Yet the entire
discussion suggests that black–hole superpotentials, that are group theoretically classified by the
available G–orbits of charge vectors Q, form a good class of superpotentials also for Gauged
Supergravity models. Indeed we already saw, by means of the systematic analysis of the STU
model, that black–hole superpotentials encode and exhaust the available abelian gaugings for
N = 2 supergravity theories.
4.3 Cosmological Potentials from the S3 model
Relying on the preceding discussion, let us consider the abelian gaugings of the S3 model provided
by the superpotential
WQ(z) = QCΩ = −q2z3 +
√
3q1z
2 +
√
3p1z + p2 , (4.37)
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which happens to be the most general third–order polynomial. Let us stress that in multi–field
models based on larger special Ka¨hler homogeneous manifolds G/H, despite the existence of many
coordinates zi, the order of the superpotential will stay three since this is the polynomial order
of the symplectic section for all such special geometries. Inserting (4.37) into (4.4) yields the
four–parameter potential
V (z, z¯,Q) = − i
(
2p21 +
(
(z + z¯)q1 + 2
√
3zz¯q2
)
p1 + 2zz¯q
2
1 + p2
(
3(z + z¯)q2 − 2
√
3q1
))
z − z¯ (4.38)
in which one can decompose z into its real and imaginary parts according to
z = i eh + b (4.39)
Not every choice of the charge vector Q allows for a consistent truncation to a vanishing axion,
guaranteed by the condition
∂b V (z, z¯,Q)|b=0 = 0 (4.40)
and yet there is a representative with such a property for every SL(2,R) orbit in the j = 32
representation except for the largest one. Following the results of [42] one can identify the orbits
1. The very small orbit with a parabolic stability groupO1 = {p1 → 0, p2 → 0, q1 → 0, q2 → q}
2. The small orbit with no stability group O2 =
{
p1 →
√
3p, p2 → 0, q1 → 0, q2 → 0
}
3. The large orbit with a Z3 stability group O3 =
{
p1 → 0, p2 → p, q1 → −
√
3q, q2 → 0
}
(pq <
0 regular BPS in black hole constructions)
4. The large orbit with no stability group O4 =
{
p1 → 0, p2 → p, q1 →
√
3q, q2 → 0
}
(pq > 0
regular non-BPS in black hole constructions)
5. The very large orbit with no stability group {p1 → p1, p2 → 0, q1 → q1, q2 → q2} ,
and the following superpotentials and potentials:
O1 The superpotential is purely cubic W = −q z3 and the potential vanishes
V = 0 (4.41)
This is an instance of flat potentials [23]. Namely supersymmetry is broken by the presence
of non vanishing auxiliary fields, yet the vacuum energy is exactly zero and the ground state
is Minkowski space.
O2 The superpotential is linear W = 3pz and the consistent truncation to zero axion yields a
pure exponential
V = −3e−hp2 (4.42)
This potential is trivially integrable.
O3 The superpotential is quadratic W = p − 3qz2 and the consistent truncation to zero axion
yields the following potential
V = −3e−hq
(
p+ e2h q
)
≃ −3q2 cosh hˆ (4.43)
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The last form of the potential can be always achieved by means of a constant shift of the
scalar field h 7→ h+ const. In this case the intrinsic index is:
ω =
1
3
(4.44)
since the kinetic term of the S3-model corresponds to q = 3. It is different from the value
ω = 1 which is obtained from the non abelian so(1, 2)-gauging of the same model, yet it is
still different from either one of the integrable indices: ω 6= √3 and ω 6= 2√
3
. This result
confirms what we already learned. Consistent one-field truncations of Gauged Supergravity
easily yield cosmological models of the cosh-type, yet non integrable ones. It is interesting
to note that the cosh case is in correspondence with the regular BPS black holes.
O4 The superpotential is quadratic W = p+3qz2 but with a different relative sign between the
constant and quadratic terms. The consistent truncation to zero axion yields the following
potential
V = 3e−hpq − 3ehq2 ≃ −3q2 sinh hˆ (4.45)
As in the previous case the last form of the potential can always be achieved by means of
a constant shift of the scalar field. It is interesting to note that the sinh case of potential
is in correspondence with the regular non-BPS black holes. Once again the index ω is not
a critical one for integrability.
O5 In this case no consistent truncation to zero axion does exist.
5 The supersymmetric integrable model with one multiplet
The unique integrable model that so far we have been able to fit into the considered supersym-
metric framework with just one multiplet (the Ka¨hler metric is fixed once for all to the choice
(4.16) belongs to the series I2 of table 1 and occurs for the under–critical value γ =
2
3 . Before
proceeding with the further analysis of this particular integrable model it is just appropriate
to stress that in a couple of separate publications Sagnotti and collaborators [16],[19] have also
shown that the phenomenon of climbing scalars, displayed by all of the integrable models we were
able to classify, has the potential ability to explain the oscillations in the low angular momentum
part of the CMB spectrum, apparently observed by PLANCK. In his recent talk given at the
Dubna SQS2013 workshop, our coauthor Sagnotti has also shown a best fit to the PLANCK data
for the low ℓ part of the spectrum, by using precisely the series of integrable potentials I2
6
V (φ) = a exp
[
2
√
3 γ φ
]
+ b exp
[√
3 (γ + 1)φ
]
(5.1)
with the particularly nice value γ = −76 (see [13] for details about the D-map insertion into
supergravity). Here the different subcritcal value γ = 23 is select by supergravity when we try to
realize the integral model through a superpotential (F-embedding). Indeed this potential can be
obtained from the S3-model with a carefully calibrated and unique superpotential that now we
describe. We immediately anticipate that such a superpotential is not of the form discussed in
6In comparing the following equation with the Table of paper [1], please note the coefficient
√
3 appearing in
the exponents that has been introduced to convert the unconventional normalization of the field ϕ used there to
the canonical normalization of the field φ used here.
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the previous section and therefore strictly corresponds to an N = 1 theory and not to an abelian
gauging of the N = 2 model. Technically, the difficulty met when trying to fit an integrable
case into supergravity coupled just to one multiplet resides in the following. If the superpotential
involves powers only up to the cubic order, as pertains to the construction via symplectic sections,
the dilaton truncation can contain at most two types of exponentials, one positive and one
negative, so that one can reach either cosh ph or sinh ph models. Yet the obtained index p is
always 1, different from the p = 3, 2 required by integrability. In order to get higher values of p,
one would need higher powers zn in the superpotential, but as the degree of W (z) increases one
is confronted with new problems: one can generate higher exponentials exp [ph] but only positive
ones, while negative exponents are bounded from below, so that the list ends with exp [−3 h]. On
the other hand, together with the highest positive exponential exp [pmaxh], also subleading ones
for 0 < p < pmax appear and cannot be eliminated by a choice of coefficients in W (z). As a
result, the possible match with integrable models of the cosh, and sinh type is ruled out, as the
match with the sporadic potentials of table 2, all of which have the property of being symmetric
in positive and negative exponentials. One is thus left with the two series I2 and [9] of table 1.
The last is easily ruled out, since the exponents 6γ and 6γ can be simultaneously integer only for
γ = 1, 2, 3, and no superpotential produces these values without producing other exponentials
with intermediate subleading exponents. The hunting ground is thus restricted to the series I2
of table 1 (the cosh models have already been discussed), where one is to spot a combination of
powers in W (z) that gives rise to only two exponents in the potential, whose indices should be
related by the very restricted relation defining the series. A careful and systematic analysis led
us to the unique solution provided by the following superpotential:
Wint = λz
4 + iκz3 , (5.2)
where λ and κ are real constants. Performing the construction of the scalar potential one is led
to
Vint(z, z¯) =
z2z¯2λ
(
3z2 κ+ 4iz¯z2λ− 4iz¯2λz + 3z¯2κ)
3(z − z¯)2 , (5.3)
To study the extrema of the above potential and for convenience in the further development of
the integration it is useful to change parametrization, reabsorbing the overall coupling constant
λ into a rescaling of the space-time coordinates and setting:
λ =
6√
5
; κ =
2ω√
5
(5.4)
In this way the potential (5.3) becomes
Vint(z, z¯) =
12z2z¯2
(
(4iz¯ + ω)z2 − 4iz¯2z + z¯2ω)
5(z − z¯)2 (5.5)
Next let us consider the derivative of the potential with respect to the complex field z:
∂zVint =
24zz¯2
(
(4iz¯ + ω)z3 + 2z¯(−5iz¯ − ω)z2 + 6iz¯3z − z¯3ω)
5(z − z¯)3 (5.6)
=
6
5
be−2h
(
b2 + e2h
)(
3
(
4eh − ω
)
b2 + e2h
(
ω + 12eh
))
(5.7)
+i
(
−6
5
e−3h
(
b2 + e2h
)((
ω − 2eh
)
b4 + e2h
(
8eh − ω
)
b2 + 2e4h
(
ω + 5eh
)))
(5.8)
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In eq.s (5.7,5.8) we have separated the real and imaginary parts of the potential derivative after
replacing the field z with its standard parametrization in terms of a dilaton and an axion:
z = i exp[h] + b (5.9)
In order to get a true extremum both the real and imaginary part of the derivative should vanish
for appropriate values of b and h. We begin with considering the zeros of the real part (5.7) in
the axion b. It is immediately evident that there are three of them:
b = 0 ; b = ±
√−e2hω − 12e3h√
3
√
4eh − ω (5.10)
The first zero in (5.10) is always available. The other two can occur only if ω < 0 is negative and
− e2hω − 12e3h > 0 (5.11)
If we choose the first zero (truncation of the axion) and we insert it into the imaginary part of
the derivative we get:
− 12
5
e3hω − 12e4h = 0 ⇒ h =
{ − log (− 5ω) if ω < 0
−∞ always (5.12)
In the case the second and third zeros displayed in (5.10) are permissible (ω < 0), substituting
their values in the imaginary part of the derivative (5.8) we obtain the condition
− 128e
3h
(
2eh − ω)ω3
45 (4eh − ω)3
= 0 ⇒ h = −∞ (5.13)
Indeed for ω < 0, no other solution of the above equation are available. We conclude that if
ω > 0 the only extremum of the potential is at h = −∞ where the potential vanishes so that
such an extremum corresponds to a Minkowski vacuum. If ω < 0 we have instead an additional
extremum at:
z0 = i
|ω|
5
(5.14)
where the potential takes the following negative value:
Vint(z0) =
6ω5
15625
< 0 (5.15)
Hence the extremum (5.14) defines an anti de Sitter vacuum. We can wonder whether such an
AdS vacuum is either supersymmetric or stable. The first possibility can be immediately ruled
out by computing the derivative of the superpotential at the extremum:
∂zWint(z)|z=z0 = −
6iω3
125
√
5
6= 0 (5.16)
Since ∂zWint(z) does not vanish at the extremum, the auxiliary field of the chiralino is different
from zero and supersymmetry is broken. In order to investigate stability of the AdS vacuum we
have to consider the Breitenlohner-Freedman bound [43] which, in the normalizations of [34] (see
page 462 of Vol. I) is given by:
λi ≥ 3
4
Vint(z0) (5.17)
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where by λi we have denoted the Hessian of the potential ∂i∂jVint calculated at the extremum
(5.14). Using h, b as field basis we immediately obtain:
∂i∂jVint|z=z0 =
(
−24ω53125 0
0 −84ω3625
)
(5.18)
from which the two eigenvalues are immediately read off and seen to be both positive. Hence the
Breitenlohner-Freedman bound is certainly satisfied and we can conclude that for ω < 0 we have
two vacua, a Minkowski vacuum at infinity and a stable, non supersymmetric AdS vacuum at the
extremum (5.14). For ω > 0, instead we have only the Minkowski vacuum at infinity.
5.1 Truncation to zero axion
The potential (5.5) of the considered supergravity model can be consistently truncated to a
vanishing value of the axion b, since its derivative derivative with respect to b vanishes at b = 0.
Imposing such a truncation from (5.5) we obtain the following dilatonic potential
VInt =
6
5
e4h
(
ω + 4eh
)
(5.19)
which by means of the replacement (2.2) is mapped into the case γ = 23 of the series I2 of integrable
potentials listed in table 1. According to the previous analysis of extrema of the full theory, we
see that, depending on the sign of the parameter ω, this potential is either monotonic or it has
a minimum (see fig.2) The important thing to note is that when it exists, the extremum of the
potential is always at a negative value of the potential. It corresponds to the stable AdS vacuum
discussed in the previous subsection. As its well known the AdS has no parametrization in terms
of spatially flat constant time slices. Hence if we assume, to begin with, a spatially flat ansatz for
the metric, as we do in eq. (1.1), no solution of the Friedman equations can stabilize the scalar
field at the AdS extremum. Indeed the exact solutions produced by the available general integral
show that the scalar field always flows to infinity at the beginning and end of cosmic time.
5.2 Explicit integration of the supersymmetric integrable model
In order to integrate the field equation of this model, it is convenient to write down the explicit
form of the Lagrangian which has the following form
Lint = e3A(t)−B(t)
(
−3
2
A′(t)2 +
3
2
h′(t)2 − 6
5
e2B(t)+4h(t)
(
ω + 4eh(t)
))
(5.20)
and following the strategy outlined in [1], one can move on to two new functions U(τ) and V (τ)
A(τ) =
1
5
log(U(τ)) + log(V (τ))
B(τ) = 2 log(V (τ)) − 2
5
log(U(τ))
h(τ) =
1
5
(log(U(τ)) − 5 log(V (τ))) (5.21)
Inserting the transformation (5.21) into the Lagrangian (5.20) this becomes
Lint = −4U(τ)6/5 − ωV (τ)U(τ)− U ′(τ)V ′(τ) (5.22)
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Figure 2: In this figure we display the behavior of the supersymmetric integrable potential 5.19
for the two choices ω = 1 (above) and ω = −1 (below)
while the Hamiltonian constraint takes the form
H = 4(U(τ)6/5 + ω V (τ)U(τ) − U ′(τ)V ′(τ) = 0 (5.23)
The field equations associated with (5.22) have the following triangular form:
ωU(τ)− U ′′(τ) = 0
ωV (τ)− V ′′(τ) + 245 5
√
U(τ) = 0
(5.24)
and can be integrated by means of trigonometric or hyperbolic functions depending on the sign
of ω.
40
5.3 Trigonometric solutions in the potential with AdS extremum
If we pose ω = −ν2 the first equation becomes the equation of the standard harmonic oscillator
and we have:
U(τ) = a cos(ντ) + b sin(ντ) (5.25)
V (τ) =
(
4 cot
(
ντ + tan−1
(a
b
))
×
2F1
(
1
2
,
9
10
;
3
2
; cos2
(
ντ + tan−1
(a
b
)))
sin2
(
ντ + tan−1
(a
b
))9/10
(b cos(ντ) − a sin(ντ))
+5
(
cos(ντ)
(
c(a cos(ντ) + b sin(ντ))4/5ν2 + 4a
)
+sin(ντ)
(
d(a cos(ντ) + b sin(ντ))4/5ν2 + 4b
))
× (5ν2(a cos(ντ) + b sin(ντ))−4/5) (5.26)
where 2F1 denotes a hypergeometric function of the specified indices. The parameters a, b, c, d
are four integration constants, on which the Hamiltonian constraint imposes the condition
(bc+ ad) = 0 . (5.27)
We solve the constraint by setting d = −ρ a, c = ρ b. In this way we obtain an explicit general
integral depending on three parameters (a, b, ρ). The explicit form of the solution for the scale
factor, for the exp[B] function and for the scalar field h(τ) are given below.
a(τ ; a, b, ρ, ν) =
J(τ ; a, b, ρ, ν)
5ν2(a cos(ντ) + b sin(ντ))3/5
J(τ ; a, b, ρ, ν) = 5
(
sin(ντ)
(
4b− aν2ρ(a cos(ντ) + b sin(ντ))4/5
)
+cos(ντ)
(
bρ(a cos(ντ) + b sin(ντ))4/5ν2 + 4a
))
+4 cot
(
ντ + tan−1
(a
b
))
2F1
(
1
2
,
9
10
;
3
2
; cos2
(
ντ + tan−1
(a
b
)))
×
(b cos(ντ) − a sin(ντ)) sin2
(
ντ + tan−1
(a
b
))9/10
exp[B(τ ; a, b, ρ, ν)] = (J(τ ; a, b, ρ, ν))
2
25ν4(a cos(ντ) + b sin(ντ))2
(5.28)
h(τ ; a, b, ρ, ν) = log
[
5ν2(a cos(ντ) + b sin(ντ))7/5
J(τ ; a, b, ρ, ν)
]
(5.29)
From the explicit form of the solution the structure of its time development is not immediately
evident. Yet it is clear that it must be periodic, since all addends are constructed in terms of
trigonometric functions with the same frequency ν. Therefore we are lead to suspect that the
scalar field will go to infinity and the scale factor to zero in a periodic fashion. In other words we
expect solutions with a Big Bang and a Big Crunch. This expectation is sustained by the general
arguments of paper [1]. Indeed the considered scalar potential has an absolute minimum, yet this
minimum is at a negative value, so that in the phase portrait of the equivalent first system there
is no fixed point and under these conditions the only possible solutions are blow-up solutions,
physically corresponding to Big-Bang/Big Crunch universes.
5.3.1 Structure of the moduli space of the general integral
In order to understand the actual form and the behavior of these type of solutions it is convenient
to investigate first the physical interpretation of the three integration constants a, b, ρ that we
have introduced and reduce the general integral to a simpler canonical form.
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An a priori observation valid for all the solutions of Friedman equations is that the effective
parameter labeling such solutions is only one, two parameters being accounted for by the unin-
teresting overall scale of the scale–factor and by the equally uninteresting possibility of shifting
the parametric time τ by a constant. What has to be done case by case is to work out those
combinations of the parameters that can be disposed of by the above mentioned symmetries and
single out the unique meaningful deformation parameter.
In the present case we begin by noting that all functions in the solution depend on τ only
through the combination ντ . Hence the frequency parameter ν can be reabsorbed by rescaling
the parametric time:
ντ = τ ′. (5.30)
In other words, without loss of generality we can set ν = 1. Secondly let us consider the following
rescaling of the solution parameters:
a 7→ λa ; b 7→ λ b ; ρ 7→ λ−4/5 ρ (5.31)
under such a transformation we have:
a(τ ; λa, λ b, λ−4/5 ρ, 1) = λ2/5 a(τ ; a, b, ρ, 1)
exp[B(τ ; λa, λ b, λ−4/5 ρ, 1)] = exp[B(τ ; a, b, ρ, 1)]
h(τ ; λa, λ b, λ−4/5 ρ, 1) = h(τ ; a, b, ρ, 1) (5.32)
From this we deduce that a suitable combination of the parameters a, b, ρ is just the overall scale
of the scale factor, as we announced. Using the symmetry of eq.(5.32) we could for instance fix
the gauge where either one of the three parameters a, b, ρ is 1. Yet we can do much better if we
realize that the ratio a/b actually amounts to a shift of the parametric time. Indeed by means of
several analytic manipulations we can prove the following identities:
a
(
τ + arctan
(
b
a
)
; a, b, ρ, 1
)
=
4
5
(√
b2 + a2 cos(τ)
)2/5 ×(
cos2(τ)9/10 2F1
(
1
2
,
9
10
;
3
2
; sin2(τ)
)
tan2(τ) + 5
)
−ρ
(√
b2 + a2 cos(τ)
)6/5
tan(τ)
exp
[
B
(
τ + arctan
(
b
a
)
; a, b, ρ, 1
)]
=
1
25
(
4 cos2(τ)9/10 2F1
(
1
2
,
9
10
;
3
2
; sin2(τ)
)
tan2(τ)
−5ρ
(√
b2 + a2 cos(τ)
)4/5
tan(τ) + 20
)2
h
(
τ + arctan
(
b
a
)
; a, b, ρ, 1
)
= − log
(
4
5
cos2(τ)9/10 2F1
(
1
2
,
9
10
;
3
2
; sin2(τ)
)
tan2(τ)
−ρ
(√
b2 + a2 cos(τ)
)4/5
tan(τ) + 4
)
(5.33)
In this way we realize that after the shift τ 7→ τ + arctan ( ba) the solution functions depend only
on the two parameters
√
b2 + a2 and ρ. Furthermore the explicit result (5.33) suggests that we
redefine these latter as follows: √
b2 + a2 = Λ
5
2 ; ρ =
Y
Λ2
(5.34)
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so that we obtain:
a (τ,Λ, Y ) = Λ a(τ, Y ) = Λ
[
4
5
cos
2
5 (τ)
(
(cos τ)9/5 2F1
(
1
2
,
9
10
;
3
2
; sin2(τ)
)
tan2(τ) + 5
)
−Y cos 15 (τ) sin(τ)
]
exp [B (τ, Y )] = 1
25
(
4 cos2(τ)9/10 2F1
(
1
2
,
9
10
;
3
2
; sin2(τ)
)
tan2(τ)− 5Y sin(τ)
cos
1
5 (τ)
+ 20
)2
h (τ, Y ) = − log
(
4
5
cos2(τ)9/10 2F1
(
1
2
,
9
10
;
3
2
; sin2(τ)
)
tan2(τ)− Y sin(τ)
cos
1
5 (τ)
+ 4
)
(5.35)
which puts into evidence the only relevant deformation parameter, namely Y . We can get some
understanding of the meaning of this latter by plotting the solution functions for various values
of Y . We begin by analyzing the simplest and most symmetrical solution at Y = 0.
5.3.2 The simplest trigonometric solution at Y = 0
In fig.3 we display the behavior of the real and imaginary parts of three main functions composing
the solution in the case Y = 0. From these plots it is evident that a physical solution of scalar-
matter coupled gravity exists only in those windows where the three functions are simultaneously
real, for instance in the interval
[−π2 , π2 ]. In such an interval of the parametric time τ the scale
factor goes from a zero to another zero so that the cosmic evolution should correspond to an
Universe that starts with a Big Bang and finishes its life collapsing into a Big Crunch. To put
such a conclusion on a firm ground we have actually to verify that both zeros of the scale factor
do indeed correspond to a true space-like singularity and this can only be done by considering
the intrinsic components of the curvature two-form showing that they all blow up to infinity in
the initial and final point. This we will do shortly. First let us verify analytically the limit of
the scale factor and of the scalar field in the initial and final point of the reality domain of the
solution. We find:
lim
τ→±π
2
a(τ ; 0) = 0
lim
τ→±π
2
h(τ, 0) = −∞
lim
τ→±π
2
exp[B(τ, 0)] = +∞ (5.36)
This means that a life-cycle of this universe is contained in the following finite interval of para-
metric time
[−π2 , π2 ], which by the exp[B(τ ; 1, 1, 0, 1)] function is monotonically mapped into a
finite interval of Cosmic time. Indeed defining:
Tc(τ) =
∫ τ
−π
2
exp[B(t; 1, 1, 0, 1)] dt (5.37)
we find:
Tc(−π
2
) = 0 ; Tc(
π
2
) = 84.7046 (5.38)
the plot of Tc(τ) being displayed in fig.4 Due to these properties of the cosmic time function
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Figure 3: Plots of the real and imaginary parts of the scale factor, exp[B] factor and scalar field
for the case of parameter Y = 0. In the three diagrams the solid line represents the real part, while
the dashed line represents the imaginary part. We note the periodicity of all the functions and
the windows where the three of them are simultaneously real. Taking as basic reference window
the interval
[−π2 , π2 ] we note the reflection symmetry of the plots with respect to the point τ = 0.
44
-
Π
2
Π
2
ParametricTime
20
40
60
80
CosmicTime
Figure 4: In this figure we display the behavior of the cosmic time with respect to the paramet-
ric time for the trigonometric type of solution of the supersymmetric cosmological model with
parameter Y = 0.
we do not loose any essential information by plotting the solution in parametric rather than in
cosmic time. The essential difference between this case and the case of positive potentials with
positive extrema discussed in [1] is best appreciated by considering the phase-portrait of the this
solution presented in fig.5 The absence of a fixed point implies the structure of a blow-up solution
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Figure 5: In this figure we display the phase portrait of the solution defined by Y = 0. The axes
are the scalar field Φ ≡ h and its derivative with respect tot the cosmic time V ≡ ∂Tch. The
extremum of the potential is at Φ0 = − log[5]. It is reached by the solution however with a non
vanishing velocity. The field also reaches vanishing velocity yet not an extremum of the potential.
Hence there is no fixed point and the trajectory is from infinity to infinity with no fixed point.
with a Big Bang and a Big Crunch which is displayed in fig.6. As we already emphasized the
interpretation of Big Bang and Big Crunch is suggested by the plots, yet it has to be verified by
an appropriate study of the curvature singularity.
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Figure 6: In this figure we display plots (in parametric time) of the scale factor (solid line) and
of the scalar field (dashed line) for the trigonometric type at Y = 0. It is evident that in a finite
time the Universe undergoes a Big Bang, a decelerated expansion and then a Big Crunch. At the
same time the scalar field climbs from −∞ to a maximum and then descends again to −∞.
5.3.3 The curvature two-form and its singularities
Throughout this paper we consider metrics of the form (1.1). It is important to calculate the
explicit general form of the curvature 2-form associated with such metrics. To this effect we
introduce the vielbein:
E1 = exp [B(τ)] dτ ; Ei = exp [A(τ)] dxi (i = 2, 3, 4) (5.39)
and we obtain the following result for the matrix valued curvature two-form:
RAB ≡ dωAB + ωAC ∧ ωDB ηCD =


0 −E1∧E2(ba′′−a′b′)
ab3
−E1∧E3(ba′′−a′b′)
ab3
−E1∧E4(ba′′−a′b′)
ab3
E1∧E2(ba′′−a′b′)
ab3
0 −E2∧E3(a′)2
a2b2
−E2)∧E4)(a′)2
a2b2
E1∧E3(ba′′−a′b′)
ab3
E2∧E3(a′)2
a2b2
0 −E3∧E4(a′)2
a2b2
E1∧E4(ba′′−a′b′)
ab3
E2∧E4(a′)2
a2b2
E3∧E4(a′)2
a2b2
0


(5.40)
having denoted by ωAB the Levi-Civita spin connection defined by:
dEA + ωAB ∧ EC ηBC = 0 (5.41)
and having introduced the following notation:
a ≡ exp[A(τ)] = a(τ) ; b ≡ exp[B(τ)] (5.42)
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If the functions a, b are specialized to the form (5.35), we obtain some rather formidable, yet fully
explicit analytic expressions that correspond to the intrinsic components of the Riemann tensor
for the solution under consideration. We can calculate the limit of the curvature two-form when
τ approaches a zero of the scale-factor. In the case Y = 0, the only zeros are at τ = ±π2 and we
find:
lim
τ→±π
2
RAB =


0 ∞E1 ∧ E2 ∞E1 ∧ E3 ∞E1 ∧ E4
−∞E1 ∧ E2 0 −∞E2 ∧E3 −∞E2 ∧ E4
−∞E1 ∧ E3 ∞E2 ∧ E3 0 −∞E3 ∧ E4
−∞E1 ∧ E4 ∞E2 ∧ E4 ∞E3 ∧ E4 0

 (5.43)
Hence the Riemann tensor diverges in all directions and both the initial and final zero of the
scale factor correspond to true singularities confirming their interpretation as the Big Bang and
Big Crunch points. Actually we can make the statement even more precise. In the case of the
Y = 0 solution we can calculate the asymptotic expansion of the curvature components in the
neighborhood of the two singularities and we find:
RAB
τ→±π/2≈ 1
(∓π2 + τ)6/5
25Γ
(
3
5
)4
8π2Γ
(
1
10
)4


0 E1 ∧ E2 E1 ∧ E3 E1 ∧ E4
−E1 ∧ E2 0 −12E2 ∧ E3 −12E2 ∧E4
−E1 ∧ E3 12E2 ∧E3 0 −12E3 ∧E4
−E1 ∧ E4 12E2 ∧E4 12E3 ∧ E4 0


(5.44)
Hence all the components of the intrinsic curvature tensor have the same degree of divergence
which is identically at the Big Bang and at the Big Crunch. This reflects the already noted Z2
symmetry of the solution.
5.3.4 Y -deformed solutions
We established that the actual moduli space of the trigonometric solutions is provided by the
deformation parameter Y . It is interesting to explore the quality of the solutions that this latter
parameterizes. The first fundamental question is whether all solutions have a Big Bang and a
Big Crunch or other behaviors are possible. Periodicity of the solution functions guarantees that,
in any case, the scale factor has zeros at τ = ±π2 + n × π for n ∈ Z, yet there is also another
possibility which has to be taken into account: an additional zero might or might not occur in
the interval
[−π2 , π2 ]. This depends on the value of Y . Given the form (5.35) of the solution, a
zero of the scale factor can occur at a value τ0 which satisfies the equation:
Y =
4
5
cos
1
5 (τ0) csc (τ0)
(
cos2 (τ0)
9/10
2F1
(
1
2
,
9
10
;
3
2
; sin2 (τ0)
)
tan2 (τ0) + 5
)
≡ f(τ0) (5.45)
The plot of the function f(τ) defined above is displayed in fig.7. We see that for
|Y | ≤ Y0 ≡
4
√
πΓ
(
11
10
)
Γ
(
3
5
) (5.46)
the candidate Big Bang and Big Crunch are at τ = ±π2 , while for |Y | > Y0 the candidate Big
Bang is at τ = −π2 , while the Big Crunch occurs earlier at:
τ0 = f
−1(Y ) (5.47)
It is reasonable to expect a significantly different structure of the solution in the two cases.
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Figure 7: Plot of the function f(τ). A zero of the scale factor occurs when f(τ0) = Y . Hence for
all those values of Y that are never attained by the function f(τ) in the range
[−π2 , π2 ] there is no
early Big Crunch. The two straight asymptotic lines are at the values ±Y0 = ±4
√
πΓ( 1110)
Γ( 35)
Y 6= 0 but less than critical. In fig.8 we display the plot of the real and imaginary parts for
the three functions composing the solutions for the less than critical case Y = 1. As we see the
shape of the plots is no longer symmetric and imaginary parts are developed also by the scalar
field and by the exp[B]-factor, yet the candidate Big Crunch occurs once again at the parametric
time τ = π2 . Furthermore the scalar field, after climbing to some finite value, drops again to
−∞ at the end of the life cycle of this Universe. The no longer symmetric phase-portrait of
this solution is displayed in fig.9. The verification that the zeros of the scale factor are indeed
singularities is done by inspecting the divergences of the curvature two-form in ±π2 . In this case it
is much more difficult to calculate the coefficients of the asymptotic expansion, yet is sufficiently
easy to determine the divergence order of the various components. We find:
RAB
τ→±π/2≈


0 O
(
1
(τ∓π2 )
6/5
)
O
(
1
(τ∓π2 )
6/5
)
O
(
1
(τ∓π2 )
6/5
)
O
(
1
(τ∓π2 )
6/5
)
0 O
(
1
(τ∓π2 )
14/5
)
O
(
1
(τ∓π2 )
14/5
)
O
(
1
(τ∓π2 )
6/5
)
O
(
1
(τ∓π2 )
14/5
)
0 O
(
1
(τ∓π2 )
14/5
)
O
(
1
(τ∓π2 )
6/5
)
O
(
1
(τ∓π2 )
14/5
)
O
(
1
(τ∓π2 )
14/5
)
0


(5.48)
At Y 6= 0, differently from the Y = 0 case there are two different velocities of approach to infinity
for the curvature components. Half of them go faster and half of them go slower. Yet the relevant
point is that all of them blow up and certify that we are in presence of a true singularity, both at
the beginning and at the end of time. The overall shape of the solution for the scalar field and
for the scale factor is displayed in fig.10.
Overcritical Y > Y0 . When the parameter Y is over critical we have a new zero of the scale
factor which occurs at some τ0 in the fundamental interval
[−π2 , π2 ]. A practical way to deal with
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Figure 8: Plots of the real and imaginary parts of the scale factor, of the exp[B]-factor and of the
scalar field for the case of parameter Y = 1, which is non zero but smaller than the critical value
Y0 In the three diagrams the solid line represents the real part, while the dashed line represents the
imaginary part. The interval in which the three function are simultaneously real is still
[−π2 , π2 ]
as in the Y = 0 case. Yet the shape of the plots is no longer symmetric and also the exp[B] factor
and the scalar field start developing imaginary parts that instead are identically zero over the full
range of τ when Y = 0.
this type of solutions is to invert the procedure and use τ0 as parameter by setting Y = f(τ0). As
an illustrative example we choose τ0 =
π
6 and we get:
Y• = f
(π
6
)
= 4× 24/5 10
√
3 +
2
5
2F1
(
1
2
,
9
10
;
3
2
;
1
4
)
(5.49)
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Figure 9: In this figure we display the phase portrait of the solution defined by Y = 1. The
axes are the scalar field Φ ≡ h and its derivative with respect tot the cosmic time V ≡ ∂Tch.
The extremum of the potential is at Φ0 = − log[5]. It is reached by the solution however with a
non vanishing velocity. The field also reaches vanishing velocity yet not at the extremum of the
potential. Hence there is no fixed point and the trajectory is infinite with no fixed point. The
symmetric shape of the Y = 0 trajectory is lost.
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Figure 10: In this figure we display plots (in parametric time) of the scale factor (solid line) and
of the scalar field (dashed line) for the trigonometric type of solutions at Y = 1. It is evident
that in a finite time the Universe undergoes a Big Bang, a decelerated expansion and then a Big
Crunch. At the same time the scalar field climbs from −∞ to a maximum and then descends
again to −∞.
The behavior of the real and imaginary parts of the three functions composing the solution for
Y = Y• is displayed in fig.11. The new character of the solution is immediately evident from such
plots. The earlier zero of the scale factor is in correspondence with a divergence of the scalar field
that now climbs from −∞ to +∞ as it is displayed in fig.12 The structure of the phase-portrait
changes significantly with respect to the subcritical cases and it is displayed in fig.13 At the
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Figure 11: Plots of the real and imaginary parts of the scale factor, of the exp[B]-factor and of the
scalar field for the case of parameter Y = Y•, which is overcritical Y• > Y0. In the three diagrams
the solid line represents the real part, while the dashed line represents the imaginary part. The
interval in which the three functions are simultaneously real is now reduced to
[−π2 , π3 ]. In the
real range the scalar fields climbs from −∞ to +∞.
Big Bang point τ = −π2 the curvature components diverge just in the same way as in eq.(5.48)
namely the fastest approach to infinity is O
(
1
(τ+π/2)14/5
)
. Instead at the new Big Crunch point
τ = π/3 the fastest diverging components of the curvature tensor have a much stronger singularity,
namely they diverge as O
(
1
(τ+π/2)7
)
. This further shows the clear-cut separation between less
than critical and over critical solutions of the trigonometric type.
Apart from this finer structure the above detailed analysis has explicitly demonstrated the main
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Figure 12: In this figure we display plots (in parametric time) of the scale factor (solid line) and
of the scalar field (dashed line) for the supercritical trigonometric type of solutions at Y = Y•. It
is evident that in the finite parametric time interval
[−π2 , π3 ] the Universe undergoes a Big Bang,
a decelerated expansion and then a Big Crunch. At the same time the scalar field climbs from
−∞ to +∞.
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Figure 13: In this figure we display the phase portrait of the solution defined by the supercritical
value Y = Y•. The axes are the scalar field Φ ≡ h and its derivative with respect tot the cosmic
time V ≡ ∂Tch. The extremum of the potential is at Φ0 = − log[5]. It is reached by the solution
however with a non vanishing velocity. The field also reaches vanishing velocity yet differently
from the previous case before rather than after the extremum. This allows for the continuous
climbing of the field up to +∞.
point which we want to stress since it is somehow new in General Relativity. Notwithstanding
the spatial flatness of the metric and notwithstanding the positive asymptotic behavior of the
potential V (h) that goes to +∞ for large values of the scalar field h, the presence of a negative
extremum of V (h), (does not matter whether maximum or minimum) always implies a collapse
of the Universe at a finite value of the cosmic or parametric time.
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The Big Crunch collapse is the typical destiny of a closed Universe with positive spatial
curvature. Therefore one is naturally led to inquiry whether such Universes as those discussed
above have just the same causal structure as a closed Universe. To give an answer to such a
question we consider the Particle and Event Horizons.
5.3.5 Particle and Event Horizons
Two important concept in Cosmology are those of Particle and Event Horizons. Given a metric
of the form (1.1) let us rewrite it in polar coordinates:
ds2 = exp [B(τ)] dτ2 − a2(τ) (dr2 + r2dΩ2) (5.50)
where, as usual, dΩ2 denotes the metric on a two-sphere, and let us consider the radial light-like
geodesics defined by the equation:
0 = exp [2B(τ)] dτ2 − a2(τ) dr2 →
∫ R
0
dr =
∫ T
−π
2
dτ
exp [B(τ)]
a(τ)
(5.51)
From (5.51) it follows that at any parametric time T after the Big Bang, the remotest radial
coordinate from which we can receive a signal is given by:
R(T ) =
∫ T
−π
2
dτ
exp [B(τ)]
a(τ)
(5.52)
and in any case the maximal physical value of such a radial coordinate is given by:
rmax =
∫ Tmax
−π
2
dτ
exp [B(τ)]
a(τ)
(5.53)
where Tmax is the Big Crunch parametric time. It is therefore convenient to measure radial
coordinates r in fractions of this maximal one and measure the scale factor in fraction of the
maximal one attained during time evolution:
amax ≡ a(τˆ ) ; where ∂τa(τ)|τ=τˆ = 0 (5.54)
Setting:
R¯(T ) =
R(T )
rmax
; a¯(τ) =
a(τ)
amax
(5.55)
we conclude that the fastest distance from which an observer can receive a signal at any instant
of time is:
P(T ) = a(T )
amax rmax
∫ T
−π
2
dτ
exp [B(τ)]
a(τ)
(5.56)
By definition this distance is the Particle Horizon and defines the portion of Space that is visible
by any Observer living at time T . On the other hand the Event Horizon is the boundary of the
Physical Space from which no signal will ever reach an Observer living at time T at any time of
his future. In full analogy with equation (5.56) the Event Horizon is defined by:
E(T ) = a(T )
amax rmax
∫ Tmax
T
dτ
exp [B(τ)]
a(τ)
(5.57)
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It is well known, (see for instance [40]) that in a matter dominated, closed Universe the Particle
Horizon and the Event Horizon exactly coincide. This means that in such a Universe, the portion
of space that is invisible to an observer living at time T will remain invisible to him also at all later
times. Furthermore in such a Universe the Particle/Event Horizon contracts to zero exactly at
the moment when the Universe reaches its maximum extension. An observer living at that time
is completely blind and will stay blind all the rest of his life. In the Universes we have considered
in this section things go quite differently since the Particle and the Event Horizon do not coincide
and actually have a somehow opposite behavior. Plots of the Particle and Event horizon are
shown in figure 14 for the three solutions of trigonometric type we have been considering. In all
cases the Particle Horizon does not coincide with the Event Horizon. At the beginning the latter
is larger than the former, which means that there is a portion of the invisible Universe which
will reveal itself to the a given observer in his future. Then the Particle Horizon grows and the
Event Horizon rapidly decreases. This means that as time goes on larger and larger becomes the
visible Universe but also larger and larger the portion that will never reveal itself to an observer
living at that time. In all cases before the end of its life the entire Universe becomes visible to
an observer living at that time. This happens at relatively early times for supercritical solutions
with Y > Y0.
This rather intricate structure is quite different from that of a Closed Universe with positive
spatial curvature. Contrary to generally accepted lore, these solutions of Einstein Klein Gordon
equations show that spatial flatness of the Universe should not lead us to automatically exclude
the possibility of a final collapse into a singularity. We think that this is an important warning and
for this reason we analyzed the case in depth. A second motivation for our detailed analysis was
the confirmation of the climbing, descending mechanism that strictly correlates the space-time
singularities with the divergences of the scalar field that can only start and end up at infinity.
Without a positive extremum the scalar field cannot stop at a fixed point and space-time has no
other option than exploding and then collapsing.
In the next section we consider the much simpler and rather smoothly behaved hyperbolic
solutions that occur when the potential has no extremum.
5.4 Hyperbolic solutions in the run away potential without finite ex-
trema
When we choose ω = ν2 the potential has no minimum, the solution of eq.s(5.24) drastically
simplifies and it is provided in terms of exponential functions.
Explicitly we obtain:
U(τ) = a eντ + b e−ντ (5.58)
V (τ) =
(
e−ντ
((
e2ντa+ b
) (
ce2ντν2 + dν2 − 4eντ 5
√
eντa+ be−ντ
)
−eντ 5
√
eντa+ be−ντ
(
b− ae2ντ)(e2ντa
b
+ 1
)4/5
2F1
(
2
5
,
4
5
;
7
5
;−ae
2ντ
b
)))
×
(
e2ντa+ b
)
ν2 (5.59)
where a, b, c, d are integration constants. Once inserted in the formula (5.21) for the physical
fields the solution (5.58) produces a solution of the original equation upon implementation of
the same constraint (5.27) as in the trigonometric case that we can solve with the same position,
namely by setting d = −ρ a, c = ρ b. The final form of the solution depending on three parameters
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Figure 14: The three plots in this figure respectively refer to the solutions Y = 0, Y = 1 and
Y = Y•. In each plot the solid line represents the Scale Factor, the dashed line with longer dashes
represents the Particle Horizon, while the dashed line with shorter and denser dashes represents
the Event Horizon. In all cases the Event Horizon goes to zero faster than the Particle Horizon
and invisible portion of the Universe become visible to the same observer at later times.
is the following one:
P(τ ; a, b, ρ, ν) = e−ντ 5
√
eντa+ be−ντ
((
e2ντa+ b
) (
be2ντρν2 − aρν2
−4eντ 5
√
eντa+ be−ντ
)
− eντ 5
√
eντa+ be−ντ
(
b− ae2ντ )(e2ντa
b
+ 1
)4/5
×
2F1
(
2
5
,
4
5
;
7
5
;−ae
2ντ
b
))
a(τ ; a, b, ρ, ν) =
P(τ ; a, b, ρ, ν)
(e2ντa+ b) ν2
(5.60)55
exp [B] (τ ; a, b, ρ, ν) = (P(τ ; a, b, ρ, ν))
2
(eντa+ be−ντ )4/5 (e2ντa+ b)2 ν4
h(τ ; a, b, ρ, ν) = log
[
(eντa+ be−ντ )2/5
(
e2ντa+ b
)
ν2
P(τ ; a, b, ρ, ν)
]
(5.61)
5.4.1 The simplest hyperbolic solution
The simplest solution of the hyperbolic type is obtained for the choice a = 0, c = 0, b = 1, ρ = 1,
since in this case the hypergeometric function disappears and we simply get:
a(t, ν) ≡ a

t− 5 log
(
ν2
5
)
6ν
; 0, 1, 1, ν

 = 52/3e−
2tν
5
(
−1 + e 6tν5
)
ν4/3
exp [B(t, ν)] ≡ exp

B

t− 5 log
(
ν2
5
)
6ν
; 0, 1, 1, ν



 = 25
(
−1 + e 6tν5
)2
ν4
h(t, ν) ≡ h

t− 5 log
(
ν2
5
)
6ν
; a, b, ρ, ν

 = log

 1
5
(
−1 + e 6tν5
)

+ 2 log(ν) (5.62)
The shift in the parametric time variable τ → t− 5 log
(
ν2
5
)
6ν has been specifically arranged in such
a way that t = 0 is a zero of the scale factor, namely corresponds to the Big Bang. Further-
more, in this case, which involves only elementary transcendental functions, the relation between
parametric and cosmic time can be explicitly evaluated. We have:
Tc(t) ≡
∫ t
0
dx exp [B(x, ν)] =
25t
ν4
− 125e
6tν
5
3ν5
+
125e
12tν
5
12ν5
+
125
4ν5
(5.63)
This allows for a simple evaluation of the asymptotic behavior of both the scale factor and the
scalar field for asymptotic very late and very early times. We calculate the limit:
lim
t→∞
log[a(t, ν)]
log[Tc(t)]
=
1
3
(5.64)
This means that at late times, independently from the parameter ν the scale factor behaves like
the cubic root of the cosmic time.
a(Tc, ν)
Tc→∞≃ const× T
1
3
c
This corresponds to an equation of state of type 1.7 with w = 1. In view of eq.s(1.5) this means
that at late times the predominant contribution to the energy density is the kinetic one, the
potential energy being negligible. Such a conclusion can be matched with the information on the
asymptotic behavior of the scalar field for late times. This latter can be worked in the following
way. As t→∞ (for ν > 0) we have:
Tc
t→∞≃ 125e
12tν
5
12ν5
(5.65)
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while for the scalar field we get:
h(t, ν)
t→∞≃ −6tν
5
(5.66)
Combining the two results we get:
h
Tc→∞≃ −1
2
log[Tc] (5.67)
namely, the scalar field goes logarithmically to −∞ when plotted against cosmic time. Obviously
the value of the potential (5.19) at h = −∞ is zero and this explains the asymptotic dominance
of the kinetic energy.
To work out the behavior at very early times it is more complicated, yet we can predict it
by inspecting the behavior of the energy density and of the pressure. Inserting the form of the
solution and of the potential in eq.(1.5) we obtain the parametric time behavior of the energy
density and of the pressure 8:
ρ =
3ν8
(
−4ν2 + 2e 6tν5 (2ν2 + 5) + e 12tν5 (3ν2 − 5) − 5)
15625
(
−1 + e 6tν5
)6 (5.68)
p =
3ν8
(
4ν2 − 2e 6tν5 (2ν2 + 5)+ e 12tν5 (3ν2 + 5)+ 5)
15625
(
−1 + e 6tν5
)6 (5.69)
Expanding both functions in power series for t ∼ 0 we obtain:
ρ
t→0∼ ν
4
1728t6
− ν
5
2592t5
+O
(
1
t4
)
(5.70)
p
t→0∼ ν
4
1728t6
− 13ν
5
12960t5
+O
(
1
t4
)
(5.71)
Both the pressure and the energy density diverge as 1/t6 plus subleading singularities; the identity
of the coefficient in the leading pole of both expansions implies that also at very early times the
effective equation of state is
p = ρ ⇔ w = 1 (5.72)
which implies the following behavior for the scale factor:
a(Tc, ν)
Tc→0≃ const× T
1
3
c
With same technique we can also work out the asymptotic behavior of the scalar field in the
origin of time:
h
Tc→0≃ −1
3
log[Tc] (5.73)
In fig.15 we present the plots of an explicit example of such solutions. Finally in fig.16 we present
the phase portrait for this type of solutions of the hyperbolic type. We compare the phase portrait
of the simple solutions we have analyzed above with the phase portrait of the generic solutions
that involve also the hypergeometric term. The quality of the picture is essentially the same, yet
there is an important critical difference concerning the asymptotic behavior.
8Note that to obtain this result we have calculated the derivative of the scalar field with respect to the cosmic
time and not with respect to the parametric time
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Figure 15: Here we present the behavior of the scale factor and of the scalar field for the simplest
of the hyperbolic type solutions (ω = ν2) of the cosmological model based on the potential of
eq.(5.19). The analytic form of the solution is given in eq.(5.62). For the plot we have chosen
ν = 14 . In the first graph, describing the scale factor, the solid line is the actual solution while
the dashed curves are of the form α1,2 T
1
3
c with two different coefficient α1 =
32/3
101/3
and α2 =
3
5
1/3
.
The first curve is tangential to the solution at Tc → 0 while the second is tangential to the solution
at Tc → ∞. The same style of presentation is adopted in the second picture. Here we plot the
scalar field against the logarithm of the cosmic time. The two dashed straight lines represent the
curves −13 log [Tc], and −12 log [Tc]. The first is tangential to the solution at Tc → 0, the second
is tangential to the solution at Tc →∞.
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Figure 16: In this picture we present some trajectories making up the phase portrait for the
solutions of hyperbolic type presented in this section. In the upper figure we use only the simple
solution involving elementary functions. In the lower figure we utilize also solutions involving the
hypergeometric term. The quality of the portraits is just the same.
5.4.2 Hyperbolic solutions displaying the second asymptotic behavior for late
times
According to the analysis of [1] and of the previous literature [16, 17, 18], when the potential is
of the exponential type considered in this paper, namely
V(ϕ) = Σnk=1 V0k e2 γk ϕ , γk > γk+1 (5.74)
there are two possible different asymptotic behaviors of the scale factor in the vicinity of a Big
Bang or of a Big Crunch. One behavior is universal and it is the one we have met in the previous
example of the simplest hyperbolic solution, namely:
a(Tc) ∼ T
1
3
c ⇔ w = 1 kinetic asymptopia (5.75)
The universal asymtopia is the only one available both at the beginning and at the end of time
when the solution for the scalar field is climbing. As already stressed it corresponds to a complete
dominance of the kinetic energy of the scalar field with respect to its potential one. On the other
hand if the scalar is descending there are a priori two possible asymptopia available: in addition
to the universal kinetic one (5.75), there is also the following additional one:
a(Tc) ∼ T
1
3 γ2
dom
c ⇔ w = 2 γ2dom − 1 potential asymptopia (5.76)
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where γdom is the coefficient of the dominant exponential appearing in the potential, once this
latter is written in its normal form (5.74) by means of the replacement (2.2). For descending
scalars that tend to −∞, the dominant exponential is that with the smaller positive γk. In our
case γdom =
2
3 so that the second asymptopia available in the case of descending solutions, is:
a(Tc) ∼ T
3
4
c ⇔ w = − 1
9
potential asymptopia (5.77)
The simplest asymptotic solution described in the previous section does not take advantage of
the second possibility for its asymptotic behavior: both at very early and at very late times the
scale factors goes as T
1
3
c . This is no longer the case for the solutions with parameter a 6= 0 where
the contribution from the hypergeometric function is switched on. Indeed we have verified that
for all such solutions the scale factor goes as T
1
3
c near the initial singularity but diverges as T
3
4
c
for late times. An example of such a behavior is provided in the plots of fig.17. The effective
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Figure 17: In this picture we present the plots of the scale factor (first plot) and of the scalar field
(second plot) in the hyperbolic solution with parameters a = −1, b = ρ = ν = 1. The asymptotic
behavior for late cosmic times of the scale factor is visualized by the third plot of the logarithm
of the function divided by the logarithm of its argument. It is quite evident that this ratio goes
rapidly to 0.75 = 34 .
equation of state at late times corresponds to a negative pressure although to a very weak one
w = −19 . This negative pressure is provided by a small dominance of the potential energy over
the kinetic one and causes an indefinite expansion of the universe slightly stronger than that of
a matter dominated Universe (T
2
3
c ) yet very far from an exponential one.
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6 Analysis of the cosh-model
We come finally to one of the main questions posed in this paper, namely how much valuable
are the exact solutions of integrable one-field cosmologies as simulations or approximations of
the solutions of the physical cosmological models, in particular of those provided by consistent
one-field truncations of supergravity theories. These latter, as we have emphasized, are mostly
not integrable, as we have already seen and as we are going to show further in the last section.
In other words the present section is devoted to assess the viability of the minimalist approach.
Assuming that cosmological models derived from supergravity are not integrable, we still
would like to ascertain whether integrable potentials that are similar to actual physical ones have
solutions that simulate in a reasonable way the solutions of the supergravity derived models.
In this contest a primary example is provided by the coshmodel already introduced in previous
sections and defined by the Lagrangian (3.28) that depends on the three parameters q, p and µ2.
As we already pointed out, the family of cosh–models defined by the Lagrangian (3.28) with the
potential
V (h) = −µ2 cosh [p h] ; µ2 = either positive or negative (6.1)
includes two integrable cases when p√
3q
= 1 or p√
3q
= 23 . At the same time the case p = 1,
q = 1, which by no means is integrable, corresponds to the consistent one-field truncation of the
STU model. Furthermore, other instances of the same Lagrangian are expected to appear in the
consistent truncation of other Gauged Supergravity models.
Hence the model (3.28) is a perfect testing ground for the questions we have posed.
An important conclusion that was reached in section [1] is that the qualitative behavior of
solutions is dictated by the type of critical points possessed by the equivalent first order dynamical
system that, on its turn is just dictated by the properties of extrema of the potential. Hence the
first question that arises in connection with our model (3.28) is whether its critical points are
always of the same type or fall into different classes depending on the parameters p, q.
To this effect we begin by summarizing some of the results of sections[1] in a language less
mathematically oriented and closer to the jargon of the supergravity community . Furthermore
in such a summary we utilize the customary physical normalizations of Friedman equations,
recalled in eq.s(1.3), rather than the normalizations and notations of [1] that are less familiar to
cosmologists.
6.1 Summary of the mathematical results on the structure of Friedman
equations and on the qualitative description of their solutions
Choosing the standard gauge B = 0 and considering the standard form (1.3) of Friedman equa-
tions, the main crucial observation that was put forward in [1], is that the logarithm of the scale
factor A(t) is a cyclic variable since it appears only through the Hubble function, namely covered
by a derivative. The next crucial observation was that the second order differential system (1.3)
can be rewritten in two different ways as a system of first order ordinary differential equations
for two variables. These rewritings were named irreducible subsystems and it was advocated that
each of them, when solved, generates solutions of the initial second order system (1.3). Adopt-
ing such a language allowed for the use of some powerful theorems that can predict the general
qualitative behavior of the solutions of Friedman equations once the potential V (φ) is specified.
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The two subsystems are hereby rewritten in the standard notation of General Relativity and
Cosmology:
Subsystem I . The first subsystem uses as independent variables the scalar field φ(t) and its
time derivative φ˙(t), which is renamed v(t). Hence one writes:
φ˙ = v ,
v˙ = − 3σ v
√
1
3
v 2 +
2
3
V (φ) − V ′(φ) , (6.2)
where σ = ±1 takes into account the two branches of the square root in solving the quadratic
equation for the Hubble function. One has to exclude those branches of the solutions of (6.2)
that satisfy the following conditions:
1
3
v 2 +
2
3
V (φ) = 0 if V (φ) 6= 0 ,
1
3
v 2 +
2
3
V (φ) < 0 (6.3)
The remaining solutions are named admissible. When an admissible solution of eqs. (6.2) is
given, namely when the functions φ(t) and v(t) have been determined, the Hubble function H(t)
is immediately obtained,
H(t) = σ
√
1
3
v 2(t) +
2
3
V (φ(t)) (6.4)
and, by means of a further integration, one obtains also the scale factor:
a(t) = exp
[∫
H(t) dt
]
(6.5)
Subsystem II. The second subsystem uses as independent variables the scalar field and the
Hubble function. So doing we are lead to the following first order equations:
φ˙ = σ
(
3H 2 − 2V (φ)) 12 ; σ = ±1
H˙ = − (3H 2 − 2V (φ)) (6.6)
As in the first instance of irreducible subsystem also here we have to exclude unadmissible
branches of solutions to eq.s (6.6), namely those that satisfy the following conditions:
3H 2 − 2V (φ) = 0 if V ′(φ) 6= 0 ,
3H 2 − 2V (φ) = 0 < 0 (6.7)
It is easily verified that all equations of the original Friedman system (1.3) follow from either one
of the subsystems (6.2) and (6.6).
In mathematical language, both subsystems (6.2) and (6.6) are nonlinear autonomous first-
order ordinary differential equations over a two–dimensional Euclidean plane, namely either R2 ∋
(φ, v) or R2 ∋ (φ, H).
The mathematical theory of planar dynamical systems is highly developed and allows for a
qualitative analysis of both the local and the global behavior of their phase portraits, namely of
their trajectories (also named orbits). According to such a theory a generic planar system is very
regular: it admits only a few different types of trajectories and limit sets. Explicitly we can have:
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a) periodic orbits, named also cycles,
b) heteroclinic orbits that connect two different critical points of the system
c) homoclinic orbits that start from a critical point and return to it at the end of time
d) trajectories that connect the point at infinity of R2 with a fixed point.
As a result no planar dynamical system can be chaotic. This property distinguishes planar
systems very strongly from dynamical systems in dimensions higher than two, where various
chaotic regimes are generically allowed.
From these considerations it follows that one-field cosmologies are not chaotic and one can
obtain a qualitative understanding of their solutions. In the integrable case the solutions can
also be worked out analytically. The relevant point is that such analytical solutions can be taken
as trustable models of the behavior of the solutions also for entire classes of potentials whose
integrable representatives occur only at very special values of their parameters.
6.1.1 Subsystem I : qualitative analysis
To illustrate in a concrete manner these general ideas we choose to work with the subsystem I.
Fixed points of the subsystem (6.2) are defined by the following equations
v0 = 0 , V
′(φ0) = 0 (6.8)
and are admissible if they satisfy the condition:
V (φ0) ≥ 0 (6.9)
In plain physical words a fixed point of this dynamical system is just a vacuum solution of scalar
coupled gravity, namely a constant configuration of the scalar field that is an extremum of the
potential. At the same time the space-time metric is either the Minkowski metric if V (φ0) = 0
or the de Sitter metric if V (φ0) = Λ > 0.
From the dynamical system point of view, if the condition (6.9) is not fulfilled, then the
subsystem does not possesses fixed points at all, i.e. all its phase space points are regular. Without
fixed points a nonlinear system admits only monotonic solutions, which can also blow up in a
finite time. From the physical point of view an extremum of the potential at a negative value of
the potential corresponds to an anti de Sitter space, yet anti de Sitter, differently from de Sitter
admits no representation in terms of flat constant time slices, which is our initial assumption.
Hence the only consequence can be a blowing up solution with a Big Bang followed by a Big
Crunch.
Linearization of the first order system in a neighborhood of a fixed point Let us
consider the linearization of the first order system in a neighborhood of the fixed point by setting:
φ = φ0 +∆φ
v = ∆v (6.10)
To first order in the deviations we obtain
∆φ˙ = ∆v ,
∆v˙ = −σ
√
6V (φ0)∆v − V ′′(φ0)∆φ + h.o.t. , (6.11)
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where the abbreviation h.o.t. means higher order terms.
As explained in [1], the eigenvalues of the linearization matrix:
M =
[
0 1
−V ′′0 −σ
√
6V0
]
(6.12)
namely:
λ± =
1√
2
(
−σ
√
3V0 ±
√
3V0 − 2V ′′0
)
(6.13)
characterize the type of the corresponding critical points and consequently define the phase por-
trait of the linearization. The main theorem that allows to predict the qualitative behavior of the
solution states the following. In the case the fixed point is hyperbolic, namely both eigenvalues
have a non vanishing real part, (i.e. Re (λ±) 6= 0) the phase portraits of the nonlinear system
and of its linearization are diffeomorphic in a finite neighborhood of the hyperbolic fixed point.
Hence the analysis of the linearization gives a valuable information about the phase portrait of
the original nonlinear system we are interested in.
We have in particular the following classification of non degenerate fixed points for which, by
definition, the linearization matrix has no zero eigenvalue:
Classification of fixed point types
a) Saddle When the two real eigenvalues have opposite sign λ+ > 0, λ− < 0 or λ+ < 0, λ− > 0.
b) Node When the two real eigenvalues have the same sign λ+ > 0, λ− > 0 or λ+ < 0, λ− < 0.
c) Improper Node When the two eigenvalues coincide λ+ = λ−, yet the linearization matrix
(6.12) is not diagonal.
d) Degenerate Node When the linearization matrix (6.12) is proportional to identity.
e)Focus When the two eigenvalues have non vanishing both the imaginary part and the real
part and are complex conjugate to each other λ± = x ± i y.
f) Center When the two eigenvalues are purely imaginary and conjugate to each other.
For each of these fixed point types the trajectories have a distinct behavior that we are going
to illustrate by means of our concrete example, namely the Cosh Model analysed in the present
section.
Furthermore we should recall the result that the subsystem (6.2) has no periodic trajectories
according to Dulac’s criterion since:
∂φ˙
∂φ
+
∂v˙
∂v
≡ − 2σ v
2 + V (φ)√
1
3 v
2 + 23 V (φ)
(6.14)
does not change sign over the whole two-dimensional plane. Thus, we are led to the conclu-
sion that this subsystem can have only fixed points (i.e. vacuum solutions) as well as hetero-
clinic/homoclinic orbits, orbits connecting infinity with a fixed point or orbits connecting infinity
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with infinity in the case of fixed points of the saddle type. As we know the case p = 1, q = 1 is
the one which appears in the non-abelian gauging of the STU model and the case p = 1, q = 3
can be obtained in the S3 model by means of an abelian gauging.
Although the N = 2 case is not integrable, yet it belongs to same subclass (Node) as the
integrable case p√
3q
= 23 . Hence we can probably learn about its behavior from an analysis of the
integrable case close to it.
The natural question which we have posed, namely how much do the solutions of the physically
relevant cosh-models depart from the exact solutions of the integrable members of the same family
can now be partially answered. As we just stressed, the physically relevant N = 2 case is of the
Node type so that any integrable model with the same type of fixed point would just capture all
the features of the physical STU model. The other integrable case p√
3q
= 1 is instead of the Focus
type, therefore it has a little bit more of structure with respect to the STU-model. Any other
supersymmetric one-field model with a Cosh potential of the focus type, although not integrable
might be well described by the p√
3q
= 1 integrable member of the family (3.28).
6.2 Normal Form of the Cosh-model
In this spirit let us first show how the Cosh model can be put into a normal form, displaying
a unique parameter ω whose value will determine the type of fixed point and, for two special
choices, yield two integrable models.
To this effect we introduce the following rescaled fields and variables:
h[t] =
φ(τ)√
q
; t =
√
2τ
µ
; A(t) = A(τ) ; ω ≡ p√
q
(6.15)
In terms of these new items, the effective Lagrangian (3.28) becomes
L = e3A(τ)−B(τ)
{
−3
2
A′(τ)2 +
1
2
φ′(τ)2 ∓ 2e2B(τ) cosh[ωφ(τ)]
}
, (6.16)
where the sign choice distinguishes two drastically different systems. The first choice yields a
positive definite potential with an absolute minimum that allows for a stable de Sitter vacuum,
while the second yields a potential unbounded from below with an absolute maximum. If we
choose the gauge B = 0, the field equations of this system, including the hamiltonian constraint
can be written as the following three Friedman equations:
a′(τ)2
a(τ)2
− 13φ′(τ)2 ∓ 43 cosh[ωφ(τ)] = 0
2
3φ
′(τ)2 ∓ 43 cosh[ωφ(τ)] + a
′′(τ)
a(τ) = 0
± 2ω sinh[ωφ(τ)] + 3a′(τ)φ′(τ)a(τ) + φ′′(τ) = 0
(6.17)
where a(τ) = exp[A(τ)].
6.3 The general integral for the case ω =
√
3.
In the integrable case ω =
√
3, by means of the integrating transformation described in [1] we
obtain the following general solution of eq.s (6.17) depending on three parameters, the scale λ
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and the two angles ψ and θ, which applies to the case of the positive potential (upper choice in
eq.(6.16)):
a+(τ) =
3
√(
λ cos(ψ) cosh
(√
3τ
)
+ λ sinh
(√
3τ
))2 − λ2 cos2 (θ −√3τ) sin2(ψ) (6.18)
φ+(τ) =
1√
3
log
[
cos(ψ) cosh
(√
3τ
)− cos (θ −√3τ) sin(ψ) + sinh (√3τ)
cos(ψ) cosh
(√
3τ
)
+ cos
(
θ −√3τ) sin(ψ) + sinh (√3τ)
]
(6.19)
For the negative potential (lower choice in eq.(6.16)) we find instead:
a−(τ) = 3
√
λ2
(
cosh2(ψ) sinh2
(
θ −
√
3τ
)
−
(
sin
(√
3τ
)
− cos
(√
3τ
)
sinh(ψ)
)2)
(6.20)
φ−(τ) =
1√
3
log
[
sin
(√
3τ
)
+ cosh(ψ) sinh
(
θ −√3τ)− cos (√3τ) sinh(ψ)
sin
(√
3τ
)− cosh(ψ) sinh (θ −√3τ)− cos (√3τ) sinh(ψ)
]
(6.21)
One important observation is the following. In the case of the positive potential, by choosing the
parameters ψ = 0, θ = 0 we obtain the very simple solution:
a0(τ) = exp
[
2τ√
3
]
λ2/3 ; φ = 0 ⇒ h = 0 (6.22)
This is the de Sitter solution where the scalar field is stationary at its absolute minimum and the
scale factor grows exponentially. Such a solution is ruled out in the case of the negative potential
which does not allow for any static scalar field solution.
The second hamiltonian structure We have explicitly integrated the integrable cosmo-
logical model and we have obtained its general integral. We can address the question why is
it integrable? The answer is that it admits not just one rather two functionally independent
conserved hamiltonians. Examining their structure is worth doing since it provides hints about
the underlying properties of the field theory that might be responsible for the emergence of in-
tegrability at the cosmological level. Consider then the Lagrangian and the hamiltonian for the
model under consideration:
L0 = exp[3A]
{
q
2
h˙2 − 3
2
A˙2 − µ2 cosh [3 h]
}
H0 = exp[3A]

q2 h˙2 − 32 A˙2 + µ2 cosh [3 h]︸ ︷︷ ︸
V0(h)

 (6.23)
By means of direct evaluation we can easily check that the following two functionals:
H1 = −1
2
e3A
(
2µ2 cosh2
(
3h
2
)
+ 3A˙2 cosh2
(
3h
2
)
+ 3 sinh2
(
3h
2
)
h˙2 + 3 sinh(3h)A˙h˙
)
(6.24)
H2 = 1
2
e3A
(
−2µ2 sinh2
(
3h
2
)
+ 3A˙2 sinh2
(
3h
2
)
+ 3cosh2
(
3h
2
)
h˙2 + 3 sinh(3h)A˙h˙
)
(6.25)
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satisfy the following conditions:
H1 +H2 = H0 (6.26)
d
dt
H1,2 = 0 Upon use of field equations from Lagrangian (6.27)
Hence H1,2 are the two conserved hamiltonians that guarantee the integrability of the system. As
we know, the actual solution of Friedman equations is obtained by enforcing also the constraint
H0 = 0 so that for our general solution (6.19-6.21) we have: H1 = −H2.
6.4 The general integral in the case ω = 2√
3
In this case as in the previous one the solution can be obtained by means of the same substitution
described [1], yet with respect to the previous case there is one relevant difference. In this case
the gauge B = 0 cannot be chosen and there is a difference between the cosmic time tc and the
parametric time τ . The form of the space-time metric is the following:
ds2 = − exp [−2A(τ)] dτ2 + exp [2A(τ)] d~x2 (6.28)
corresponding to the gauge B(τ) = −A(τ). In principle the general integral depends on three
integration constants, but in this case one of them can be immediately reabsorbed into a shift of
the parametric time and thus we are left only with two relevant constants.
At the end of the computations the general integral can be written in a very suggestive and
elegant form in terms of the four roots of a quartic polynomial. Precisely we have:
A(τ) = log
[
2 4
√
(τ − λ1) (τ − λ2) (τ − λ3) (τ − λ4)√
3
]
(6.29)
φ(τ) =
1
4
√
3 log
(
(τ − λ3) (τ − λ4)
(τ − λ1) (τ − λ2)
)
(6.30)
B(τ) = −A(τ) (6.31)
One important caveat, however, is the following. Let us name
Reλmin ; Reλmax (6.32)
the smallest and the largest of the real parts of the four roots. The functions (6.31) provide an
exact solution of the Friedman equations under two conditions:
A) The parametric time τ is either in the range Reλmax ≤ τ ≤ +∞ or in the range Reλmin ≥
τ ≥ −∞
B) The four roots satisfy the following constraint:
2λ1λ2 − λ3λ2 − λ4λ2 − λ1λ3 − λ1λ4 + 2λ3λ4 = 0 (6.33)
When τ is in the range Reλmin ≤ τ ≥ Reλmax, the expressions (6.31) do not satisfy Friedman
equations.
Solving (6.33) explicitly and replacing such solution back into the expression (6.31) of the
fields we obtain the general integral depending on three parameters. As we already stressed one
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of these three parameters can always be reabsorbed by means of a shift of the parametric time
coordinate τ , as it is evident from the form (6.31). A convenient way of taking into account these
gauge fixing is provided by solving the constraint (6.33) in terms of two real parameters (α, β),
as it follows:
λ1 = α−
√
2
√
α2 − β
λ2 = α+
√
2
√
α2 − β
λ3 = −α−
√
2
√
α2 + β
λ4 =
√
2
√
α2 + β − α (6.34)
which greatly facilitates the discussion since depending on whether |β| < α2 or |β| > α2, we either
have four real roots and hence four zeros of the scale factor or two real roots and two complex
conjugate ones. If |β| = α2 we have only real roots but three of them coincide and the fourth is
different. Finally if both α and β vanish the four roots coincide and the corresponding solution
degenerates into the de Sitter solution. Let us substitute explicitly the values (6.34) into (6.31)
and obtain the general integral in the form:
a(τ, α, β) ≡ exp [A(τ, α, β)] = 2
4
√
α4 − 6τ2α2 + 8βτα + τ4 − 4β2√
3
(6.35)
φ(τ, α, β) =
1
4
√
3 log
(
α2 − 2τα− τ2 + 2β
α2 + 2τα− τ2 − 2β
)
(6.36)
exp [B(τ, α, β)] =
√
3
2 4
√
α4 − 6τ2α2 + 8βτα + τ4 − 4β2 (6.37)
which will be very useful in the discussion of the of the properties of solutions in the vicinity of
the fixed point which for this case happen to be of the Node-type.
6.5 Discussion of the fixed points
Inserting the potential 2 cosh (ωφ) into the formulae (6.12) and (6.13) for the linearization matrix
and for its eigenvalues eigenvalues we immediately obtain:
M =
[
0 1
−2ω2 √12
]
⇒ λ± = −
√
3±
√
3 − 2ω2 (6.38)
From this we learn that for 0 < ω <
√
3
2 the fixed point at φ = 0 is of the Node type. For
ω =
√
3
2 the fixed point is exactly of the improper node type, while for ω >
√
3
2 it is always of
the focus type. What this implies for the behavior of the scalar field we will shortly see.
One important point to stress concerns the initial conditions that have always got to be of the
Big Bang type (initial singularity). The exact solutions of the integrable case are very instructive
in this respect. Fixing the Big Bang initial condition a(0) = 0 at a finite reference time (τ = 0)
from (6.19) we obtain a relation between the angle ψ and the angle θ
cos(ψ)− cos2 (θ) sin2(ψ) = 0 (6.39)
which inserted back into the formula (6.19) for the scalar field implies φ(0) = ∞. This is not a
peculiarity of the integrable model, rather it is a general fact. The zeros at a finite time of the
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scale factor are always in correspondence with a singularity of the scalar field. Hence the only
initial condition that can be fixed independently at the Big Bang is the initial velocity of the field
φ˙(0).
Emerging from the initial singularity at ±∞ the scalar field can flow to its fixed point value,
namely zero (if the potential is positive) and the way it does so depends on the fixed-point type.
However it can also happen that before reaching the fixed point the scalar field goes again to ±∞.
In this case we have a blow-up solution where, at a finite time the scale factor goes again to zero
and we have a Big Crunch. This happens only in the case the extremal point of the potential
(either minimum or maximum) is negative. If the extremal point of the potential is positive we
always have an asymptotic de Sitter destiny of the considered Universe.
6.6 Behavior of solutions in the neighborhood of a Node critical point
The best way to discuss the quality of solutions is by means of the so called phase portrait of
the dynamical system, where we plot the trajectories of the solution in the plane {φ , v}. As
we have already emphasized there are solutions that go to the fixed point {φ , v} = {0, 0} and
solutions that never reach it. The solutions that reach the fixed point have a universal type of
behavior in its neighborhood which we now describe for the case of the Node. We illustrate such
a behavior by means of the exact solutions of the integrable case ω = 2√
3
. The two eigenvectors
corresponding to the two eigenvalues in eq.(6.38) are:
v± =


{
√
3−2ω2−√3
2ω2
, 1}
{−
√
3−2ω2+√3
2ω2
, 1}
ω= 2√
3
=⇒
{
{−
√
3
4 , 1}
{−
√
3
2 , 1}
(6.40)
According to theory all solutions of the differential system approach the fixed point along the
eigenvector vector {−
√
3−2ω2+√3
2ω2 , 1} ⇒ {−
√
3
2 , 1} corresponding to the eigenvalue of largest ab-
solute value, except a unique, exceptional one, named the separatrix that approaches the fixed
point along the other eigenvector {−
√
3
4 , 1}. This can be checked analytically computing a limit.
Let us define the function:
T (τ, α, β) =
∂τφ(τ, α, β) a(τ α, β)
φ(τ, α, β)
=
∂tcφ(tc)
φ(tc)
(6.41)
which, due to the metric (6.28), represents the ratio of the logarithmic derivative of the scalar
field with respect to the cosmic time. By explicit calculation we find:
lim
τ→±∞ T (τ, α, β) = ∓
2√
3
(6.42)
lim
τ→±∞ T (τ, α, 0) = ∓
2√
3
(6.43)
lim
τ→±∞ T (τ, 0, β) = ∓
4√
3
(6.44)
We conclude that the separatrix solution is given by the choice α = 0, all the other solutions
being regular. An inspiring view of the phase portrait is given in fig.18
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Figure 18: In this figure are shown the (φ, v) trajectories corresponding to six solutions of the
ω = 2√
3
Cosh-model with parameters (α, β) = (0, 12), (2, 0), (5, 0), (3,−3), (2, 5), (1,−18). The
case (0, 12) corresponds to the separatrix which approches the fixed point along the tangent vector
{−
√
3
4 , 1}. All the other solutions approach the fixed point along the tangent vector {−
√
3
2 , 1}. The
two dashed lines represent these two tangent vectors.
6.7 Analysis of the separatrix solution
Because its exceptional status, the separatrix solution is worth to be analysed in some detail.
Explicitly we have:
a(τ) =
2 4
√
τ4 − 1√
3
(6.45)
φ(τ) =
1
4
√
3 log
(
τ2 − 1
τ2 + 1
)
(6.46)
eB =
√
3
2 4
√
τ4 − 1 (6.47)
The roots of a(τ) are ±i and ±1. Hence the solution exists and is real only for |τ | > 1. So we
have two real identical branches of the solution in the range [−∞,−1] and in the range [1,+∞].
The cosmic time can be explicitly integrated and admits the following expression in terms of a
generalized hypergeometric function:
∫ T
1
√
3
2 4
√
τ4 − 1 dτ =
1
2
√
3
(
− 3F2
(
1, 1, 54 ; 2, 2;
1
T 4
)
16T 4
+ log(T ) +
1
8
(−π + log(64))
)
(6.48)
The behavior of the scale factor and of the scalar field for the separatrix solution are displayed
in fig.19
70
0.25 0.5 0.75 1 1.25 1.5 1.75
CosmicTime
2
4
6
8
ScaleFactor
0.25 1.5
CosmicTime
-1
ScalarField
Figure 19: Behavior of the scale factor and of the scalar field in the case of the separatrix solution.
As one can see we have a climbing scalar that from minus infinity goes asymptotically to its
extremum value φ = 0, while the scale factor has an asymptotic exponential behavior as in most
of the other regular solutions that go the fixed point, the specialty of this solution is visible only
in the phase portrait.
6.8 Analysis of a solution with four real roots
Next we analyze the exact solution with parameters (α, β) = (2, 0). In this case the solution has
the following form:
a(τ) =
2 4
√
τ4 − 24τ2 + 16√
3
(6.49)
φ(τ) =
1
4
√
3 log
(
τ2 + 4τ − 4
τ2 − 4τ − 4
)
(6.50)
eB =
√
3
2 4
√
τ4 − 24τ2 + 16 (6.51)
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and the scale factor admit four real roots, namely:
λ1,2,3,4 =
{
2 + 2
√
2,−2 + 2
√
2, 2− 2
√
2,−2− 2
√
2
}
(6.52)
The scalar factor is real in the intervals [−∞, λ4], [λ3, λ2] and [λ1,+∞]. In the two identical
branches (it suffices to change τ ↔ −τ) [−∞, λ4] and [λ1,+∞], the solution reaches the fixed
point and it is asymptotically de Sitter (exponential increase of the scale factor). On the other
hand in the branch [λ3, λ2], we might think that we have a solution that begins with a Big
Bang and ends up with Big Crunch (the Universe collapses) in a finite amount of cosmic time.
Yet this branch of the functions (6.49) simply does not satisfy Friedman equations and such an
embarrassing solution does not exist! The two phase trajectory composing the solution and the
fake solution are displayed in fig.20 The physical branch of this solution which is connected with
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Figure 20: In this figure we display the two trajectories in (φ, v)-plane corresponding to the solution
of parameter (α, β) = (2, 0). One branch connects infinity with infinity and never reaches the fixed
point. This branch is actually fake since in this range of the parametric time Friedman equations
are not satisfied! The other physical branch which satisfies Friedaman equation, connects infinity
with the fixed point which is reached along the universal tangent vector of all solutions except the
separatrix.
the fixed point and has an asymptotically de Sitter behavior is displayed in fig.21
6.9 Numerical simulations
In this section our goal is to explore the phase portrait and the behavior of the solutions of
Friedman equations for a few different values of ω which corresponds to different fixed point
types. We consider the following four cases:
ω = 1︸︷︷︸
Node
,
2√
3︸︷︷︸
Node & Integrable
,
√
3︸︷︷︸
focus & integrable
, 3︸︷︷︸
focus
(6.53)
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Figure 21: In this figure we display the behavior of the scale factor and of the scalar field for the
asymptotic branch of the solution (α, β) = (2, 0). The scalar descends from +∞ to 0 in an infinite
time. In a parallel way the scale factor approaches an asymptotically exponential behavior.
and we make a comparison of their behavior by solving numerically the Friedman equations with
the same initial conditions in the four cases. We cannot choose exactly a(0) = 0 since this
corresponds to a singularity, so we just choose a(0) quite small and φ(0) quite large. A precise
way of choosing the initial conditions to be applied to all four cases can be provided by the
analytic solution determined by the integrable cases. This time we use the solution eq.(6.19) of
the integral model ω =
√
3 characterized by parameters:
λ = 1 ; θ = π ; ξ =
π
6
(6.54)
we obtain:
a(0) = 2−1/3 ; φ(0) =
log
(
1+
√
3
−1+√3
)
√
3
; φ˙(0) = −2 (6.55)
which will be the initial values for the integration programme in all four cases (6.53). The result
is provided in a series of figures.
73
We begin with the node case ω = 1 whose behavior is displayed in fig.s 22 and 23 . We
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Figure 22: Setting the initial conditions eq.(6.55), in this figure we display the evolution of the
scale factor a(τ) and of the scalar field φ(τ) for the case ω = 1, where the fixed point is of the
node type. As we see we just have a descending scalar that goes smoothly to the fixed value with
no oscillations.
continue with the integrable case ω = 2√
3
whose behavior is displayed in fig.s 24 and 25. Next
we consider the integrable case ω =
√
3 whose behavior, already of the focus type, is displayed
in fig.s 26 and 27. Finally we consider the case ω = 3 which is not integrable, yet shares with
the integrable case sω =
√
3 the quality of its fixed point, namely the focus type. The behavior
is displayed in fig.(28) and in fig.29. The conclusion of this comparison is that what we can learn
from the integrable models is the behavior of solutions that share the same type of fixed point.
Also the asymptotic behavior for very late times of both the scalar field and of the scale factor is
captured by the integrable case and is shared by all other members of the family. The structure
of the scalar field behavior at finite times is rather strongly dependent from the value of ω. For
sufficiently large ω we get the focus case and the scalar oscillates around the fixed point. The
larger is ω the more the trajectory winds around the fixed point. This winding corresponds to
oscillations of the scalar field which in cosmology are potentially interesting since they might be
at the heart of the reheating mechanism after inflation.
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Figure 23: In this figure we display the trajectory determined by the initial conditions of eq.(6.55)
in the phase space (φ, v) for the case ω = 1. This trajectory goes from infinity to the fixed point
without winding around it (node) and following the direction fixed by the linearization matrix
The structure of possible trajectories is summarized in fig.30 that plots together the behavior
of the scalar field for the various considered values of ω and so does for the scale factors
7 A brief scan of N = 1 superpotentials from Flux Compact-
ifications
A lot of progress has been made since the year 2000 in the context of flux compactifications of
string theory with the aim of obtaining four-dimensional effective theories with phenomenologi-
cally desirable features, among which, after the discovery of the Universe late-time acceleration,
with high relevance, ranks the need to find de Sitter vacua.
A vast literature in this field deals with the search of flux backgrounds that are compatible
with minimal N = 1 supersymmetry in D = 4 and relies on the mechanism, firstly discovered in
[24] of inducing an effective N = 1 superpotential from fluxes. This token has been extensively
utilized in those compactifications that give rise to an STU-model as low energy description
[44, 45, 46, 48, 47]. The final outcome of these procedures, which take their motivation in
orbifold and orientifold compactifications [14], is just an explicit expression for the superpotential
W (S, T, U), which can be used to calculate the scalar potential, whose extrema and consistent
one-field truncations can be studied in a systematic way. The marvelous thing of this description
is that each coefficient in the development of W (S, T, U) in the constituent fields, S, T, U has
a direct interpretation in terms of fluxes and, in an appropriate basis, it admits only quantized
integer values.
Recently a series of papers has appeared [50, 49, 51] aiming at a systematic charting of the
landscape of these superpotentials and of the extrema of their corresponding scalar potentials.
In the present section we briefly consider such a landscape with the aim to single out consistent
one-dilaton truncations and work out the corresponding potential V(ϕ), to be compared with
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Figure 24: Setting the initial conditions eq.(6.55), in this figure we display the evolution of the
scale factor a(τ) and of the scalar field φ(τ) for the case ω = 2√
3
, which is actually integrable. Its
analytic behavior was extensively analysed before.
our list of integrable ones. As a result we obtain several examples of one field potentials, all
falling into the general family of linear combinations of exponentials that we consider, yet very
seldom satisfying the severe relations on the exponents and the coefficients that are required for
integrability. Although in this run we identified only one new integrable model, the lesson that we
learn from it is that, by considering truncations of multi-field supergravities, the variety of possible
outcomes is significantly enlarged. Indeed what matters are the intrinsic indices ωi = pi/
√
3 q,
the numbers pi being the exponent coefficients of the field h that is kept in the truncation, while
q is the coefficient of the kinetic term of the latter. In view of this, when h happens to be a linear
combination of several other dilatons, the coefficients of the linear combination play a role, both
in generating a variety of pi.s and in giving rise to non standard q.s, the final result being difficult
to be predicted a priori. On the other hand, the coefficients of the appropriate linear combination
that can constitute a consistent truncation, are searched for by diagonalizing the mass matrix of
the theory in the vicinity of an extremum. Indeed the mass eigenstates around an exact vacuum
of the theory constitute a natural basis where some fields can be put consistently to zero with
the exception of one which survives.
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Figure 25: In this figure we display the trajectory determined by the initial conditions of eq.(6.55)
in the phase space (φ, v) for the case ω = 2√
3
. This trajectory goes from infinity to the fixed point
without winding around it: Node.
We plan to use the landscape chartered by Dibitetto et al as a mean to illustrate the above
ideas.
7.1 The STU playing ground
Originally, in orbifold compactifications on T6/Z2 × Z2, one arrives at seven complex moduli
fields:
S, T1, T2, T3, U1, U2, U3 (7.1)
the first being related to the original dilaton and Kalb-Ramond field of 10-dimensional supergrav-
ity, the remaining six being the appropriate complexifications of the six radii of T6. Embedding
these fields into N = 4 supergravity, which is a necessary intermediate step when supersymmetry
is halved by the orbifold projection, Dibitetto et al. [49] have been able to reduce the playing
ground for the search of flux induced superpotentials to three fields:
S ; T = T1 = T2 = T3 ; U = U1 = U2 = U3 (7.2)
This is done by consistently truncating N = 4 supergravity to the singlets with respect to an
appropriately chosen global SO(3) symmetry group. This truncation breaks supersymmetry to
N = 1. As a result of the identifications in eq.(7.2) the Ka¨hler potential for the residual fields
takes the following form:
K = − log[−i (S − S¯)] − log[i (T − T¯ )3] − log[i (U − U¯)3] (7.3)
Next the authors of [49] have identified a list of 32 monomials out of which the superpotential
can be constructed as a linear combination. Assigning a real coefficient λ1,...,16 to the even powers
and an imaginary coefficient iµ1,...,16 to the odd ones, one guarantees a priori that the truncation
to zero axions for all the three fields is consistent. With this proviso, the most general N = 1
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Figure 26: Setting the initial conditions eq.(6.55), in this figure we display the evolution of the
scale factor a(τ) and of the scalar field φ(τ) for the case ω =
√
3, where the fixed point is of the
focus type. This is an integrable case for which we posses the analytical solutions As we see we
have a descending scalar that goes to a negative valued minimum and then climbs again to its
fixed point value at zero.
superpotential considered by Dibitetto et al is the following one:
Wgen = λ1 + U
2λ2 + SUλ3 + SU
3λ4 + TUλ5 + TU
3λ6 + STλ7 + STU
2λ8
+T 3U3λ9 + T
3Uλ10 + ST
3U2λ11 + ST
3λ12
+T 2U2λ13 + T
2λ14 + ST
2U3λ15 + ST
2Uλ16
+iUµ1 + iU
3µ2 + iSµ3 + iSU
2µ4 + iTµ5 + iTU
2µ6 + iSTUµ7 + iSTU
3µ8
+iT 3U2µ9 + iT
3µ10 + iST
3U3µ11 + iST
3Uµ12
+iT 2U3µ13 + iT
2Uµ14 + iST
2U2µ15 + iST
2µ16 (7.4)
The interesting point is that each of the λ.s and each of the µ.s has a precise interpretation in
terms of 10-dimensional fluxes of various type.
A completely general approach to the study of vacua and possible one-field truncations would
consist of the following precise algorithm:
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Figure 27: In this figure we display the trajectory determined by the initial conditions of eq.(6.55)
in the phase space (φ, v) for the case ω =
√
3. This trajectory goes from infinity to its fixed point
winding a little bit around it (focus).
Truncation Charting Algorithm from Flux Superpotentials (TCAFS)
1. Calculate fromWgen the scalar potential Vgen (λ, µ, h1,2,3, b1,2,3) depending on three dilatons,
three axions and 32 real parameters {λ, µ}.
2. Consistently truncate this potential to zero axions Vˆgen (λ, µ, h1,2,3) = Vgen (λ, µ, h1,2,3, 0).
3. Calculate the three derivatives of the potential with respect to the remaining dilatons ∂hi Vˆ
and impose that they are zero at h1,2,3 = 0:
∂hi Vˆ (λ, µ, h1,2,3) |h1,2,3=0 = 0 (7.5)
These conditions impose that the base point of the manifold S = T = U = i should be
an extremum of the potential. This choice corresponds to no loss of generality, since the
dilatons are defined up to a translation and any extremum can be mapped into the reference
point S = T = U = i at the prize of rescaling some of the coefficients {λ, µ}. Hence, as long
as we keep {λ, µ} general we do not loose anything by deciding a priori where the extremum
should be located. In this way eq.s(7.5) become a set of three algebraic equations of higher
order for the coefficients {λ, µ}.
4. Solve, if possible, the algebraic equations (7.5). In principle this results into a set of m
solutions:
λi = λ
(α)
i ; µi = µ
(α)
i ; α = 1, . . . ,m (7.6)
5. Replace one by one the solutions (7.6) into Vˆgen (λ, µ, h1,2,3), obtaining m potentials of the
three dilaton fields:
V (α)(h1, h2, h3) ≡ Vˆgen
(
λ(α), µ(α), h1,2,3
)
; α = 1, . . . ,m (7.7)
which, by construction, have an extremum in h1,2,3 = 0. Verify whether each extremum
corresponds to Minkowski (V (α)(0) = 0), de Sitter (V (α)(0) > 0) or anti de Sitter
(V (α)(0) < 0) space.
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Figure 28: Setting the initial conditions eq.(6.55), in this figure we display the evolution of the
scale factor a(τ) and of the scalar field φ(τ) for the case ω = 3, where the fixed point is of the
focus type. As we see we have a descending scalar that goes to a negative valued passing through
various oscillations.
6. For each potential V (α)(h1, h2, h3) calculate the mass-matrix in the extremum:
M
(α)
ij = ∂i∂jV
(α)(h1, h2, h3)|h1,2,3=0 ; α = 1, . . . ,m (7.8)
and the corresponding eigenvalues Λ
(α)
I (I = 1, 2, 3) and eigenvectors ~v
(α)
I .
7. From the eigenvalues Λ
(α)
I (I = 1, 2, 3) we learn about stability or instability of the cor-
responding vacuum. By means of the corresponding eigenvectors introduce a new basis of
three fields well-adapted to the potential V (α):
φ
(α)
I ≡ ~v(α)I · ~h ; α = 1, . . . ,m I = 1, 2, 3 (7.9)
8. Transform the potential and the kinetic term to the new well adapted basis and inspect if
truncation to any of the φ1,2,3, by setting to zero the other two is consistent.
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Figure 29: In this figure we display the trajectory determined by the initial conditions of eq.(6.55)
in the phase space (h = φ, v) for the case ω = 3. This trajectory goes from infinity to its fixed
point winding few times around it (focus).
9. In case of positive answer to the previous question calculate the effective coefficient q in
the kinetic term and by means of the transformation (2.2) produce a potential V(ϕ) to be
compared with the list of integrable ones.
The problem with the above algorithm is simply computational. Using all of the 32 terms in
the superpotential and truncating to zero axions we are left with a three-dilaton potential that
contains 480 terms and the three algebraic equations (7.5) in 32 unknowns are too large to be
solved by standard codes in MATHEMATICA. Some strategy to reduce the parameter space
has to be found. What we were able to do with ease was just to test the TCAFS on some
reduced space suggested by the special superpotentials reviewed in [49]. We did not assume the
coefficients presented in that paper, we simply restricted the parameter space to that spanned by
the monomials included in each of these superpotentials and by running the TACFS algorithm on
such parameter space we retrieved exactly the same results presented in [49]. For all these extrema
we have also calculated the mass-matrix and we have found some consistent one field truncations
for which we could determine the corresponding one-field potential. As anticipated they all fall in
the family of linear combination of exponentials and although none coincides with an integrable
one we start seeing new powers and new structures that in the one-field constructions were absent.
Finally with some ingenuity we were able to derive new interesting instances of superpotentials
that lead to interesting one-field truncations. In one case we obtained a new instance of a
supersymmetric integrable cosmological model.
7.2 Locally Geometric Flux induced superpotentials
In [49], the authors consider a particular superpotential that is denominated locally geometric
since its origin is claimed to arise from a combination of geometric type IIB fluxes with non
geometric ones, the resulting composition still admitting a locally geometric description. Leaving
aside the discussion of its ten dimensional origin in type IIB or type IIA compactifications the
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Figure 30: In this figure we display in the same plot the behavior of the scale factor and of the
scalar field starting with the same initial condition but following the equations for the different
values of ω considered in eq.(6.53)
above mentioned superpotential has the following form:
Wlocgeo = λ1 + SU
3λ4 + TUλ5 + STU
2λ8 (7.10)
and corresponds to a truncation of the 32 dimensional parameter space to a four-dimensional one
spanned by {λ1, λ4, λ5, λ8}. Using the standard parametrization of the fields:
S = i exp[h1] + b1 ; T = i exp[h2] + b2 ; U = i exp[h3] + b3 (7.11)
and implementing the first two steps of the TCAFS we obtain the following potential:
V =
1
64
e−h1−3h2−3h3λ21 −
1
32
e−3h2λ1λ4 +
1
64
eh1−3h2+3h3λ24 +
1
32
e−2h2+h3λ4λ5
− 1
192
e−h1−h2−h3λ25 −
1
32
e−2h2−h3λ1λ8 +
1
32
e−h2λ5λ8 − 1
192
eh1−h2+h3λ28 (7.12)
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Implementing next the steps 3 and 4 of the TCAFS we obtain five non vanishing solutions for
the λ-coefficients that can be displayed by writing the corresponding superpotentials:
W locgeo(2) = 1 + 3TU + 3STU
2 − SU3 (7.13)
W locgeo(3a) = 5− 9TU + 3STU2 − SU3 (7.14)
W locgeo(Mink) = 1 + SU
3 (7.15)
W locgeo(1) = −1− 3TU + 3STU2 − SU3 (7.16)
W locgeo(3b) = −
1
3
− TU + 3STU2 + 5SU
3
3
(7.17)
The names given to these solutions are taken from the nomenclature utilized in table 5 of [49] since
the superpotentials we found exactly correspond to those considered there, up to a multiplicative
overall constant in the last case. The values in the extremum of the corresponding scalar potentials
are:
V locgeo(2) (~0)︸ ︷︷ ︸
dS
, V locgeo(3a) (
~0)︸ ︷︷ ︸
AdS
, V locgeo(Mink)(
~0)︸ ︷︷ ︸
Mink
, V locgeo(1) (
~0)︸ ︷︷ ︸
AdS
, V locgeo(3b) (
~0)︸ ︷︷ ︸
AdS

 =
{
1
16
,−15
16
, 0,− 3
16
,− 5
48
}
(7.18)
Hence we conclude that we have one de Sitter vacuum, one Minkowski vacuum and three anti de
Sitter vacua. This is just the same result found by the authors of [49]. The corresponding dilaton
potentials that give rise to such vacua at their extremum have the following explicit form:
V locgeo(2) (
~h) = −
(
− 1
32
e−3h2 − 9e
−h2
32
− 1
64
e−h1−3h2−3h3 +
3
32
e−2h2−h3 +
3
64
e−h1−h2−h3
)
+
3
32
e−2h2+h3 +
3
64
eh1−h2+h3 − 1
64
eh1−3h2+3h3
)
(7.19)
V locgeo(3a) (
~h) = −
(
− 5
32
e−3h2 +
27e−h2
32
− 25
64
e−h1−3h2−3h3 +
15
32
e−2h2−h3
+
27
64
e−h1−h2−h3 − 9
32
eh3−2h2 +
3
64
eh1−h2+h3 − 1
64
eh1−3h2+3h3
)
(7.20)
V locgeo(Mink)(
~h) = −
(
1
32
e−3h2 − 1
64
e−h1−3h2−3h3 − 1
64
eh1−3h2+3h3
)
(7.21)
V locgeo(1) (
~h) = −
(
1
32
e−3h2 +
9e−h2
32
− 1
64
e−h1−3h2−3h3 − 3
32
e−2h2−h3
)
+
3
64
e−h1−h2−h3 − 3
32
eh3−2h2 +
3
64
eh1−h2+h3 − 1
64
eh1−3h2+3h3
)
(7.22)
V locgeo(3b) (
~h) = −
(
− 5
288
e−3h2 +
3e−h2
32
− 1
576
e−h1−3h2−3h3 − 1
32
e−2h2−h3
+
1
192
e−h1−h2−h3 +
5
96
eh3−2h2 +
3
64
eh1−h2+h3 − 25
576
eh1−3h2+3h3
)
(7.23)
We continue the development of the TCAFS algorithm, case by case.
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7.2.1 The dS potential
Calculating the mass matrix in the extremum of the potential V locgeo(2) (
~h) we obtain:
Mmass =

 − 116 0 00 0 0
0 0 0

 (7.24)
Hence we have one negative and two null eigenvalues which means that this dS vacuum is unstable.
Since the mass matrix is diagonal the charge eigenstates, namely the fields coincide with the mass
eigenstates and we can explore if there are consistent truncations. By direct evalutation of the
derivatives we find that there are two consistent one-field truncations:
A-truncation. h1 = h2 = 0. In this case the residual potential is:
V =
1
16
e−3h3
(
1− 3eh3 + 3e2h3
)
Since the kinetic term of h3 has a factor q = 3, by means of the substitution (2.2), we
obtain:
V(ϕ) = e
−ϕ
16
− 3
16
e−2ϕ/3 +
3e−ϕ/3
16
(7.25)
which is not any of the integrable potentials but belongs to the same class.
B-truncation. h2 = h3 = 0. In this case the residual potential is:
V = − 1
32
(
−4 + e−h1 + eh1
)
Since the kinetic term of the h1 field has a factor q = 1, by means of the substitution (2.2),
we obtain:
V(ϕ) = 1
16
(
2− Cosh
[
ϕ√
3
])
(7.26)
which also belongs to the class of exponential potentials here considered but does not fit
into any integrable series or sporadic case.
7.2.2 The AdS potential 3a
Calculating the mass matrix in the extremum of the potential V locgeo
(3a)
(~h) we obtain:
Mmass = −

 116 −34 −34−34 −3 −32
−34 −32 −3

 (7.27)
The eigenvalues of this mass-matrix are:
Eigenval =

−
1
32
(
−71−
√
6481
)
︸ ︷︷ ︸
> 0
,
3
2︸︷︷︸
> 0
,− 1
32
(
−71 +
√
6481
)
︸ ︷︷ ︸
< 0

 (7.28)
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showing that this anti de Sitter vacuum is stable since all the eigenvalues satisfy the Breitenlohner-
Freedman bound λi > − 4548 . The corresponding mass eigenstates are the following fields
{φ1, φ2, φ3} =
{
1
24
(
−73 +
√
6481
)
h1 + h2 + h3,−h2 + h3,− 1
24
(
73 +
√
6481
)
h1 + h2 + h3
}
(7.29)
Calculating the derivatives we verify that there is no consistent truncation of this potential.
7.2.3 The AdS potential 3b
Calculating the mass matrix in the extremum of the potential V locgeo(3b) (
~h) we obtain:
Mmass = −

 1144 112 − 1121
12 −13 16
− 112 16 −13

 (7.30)
The eigenvalues of this mass-matrix are:
Eigenval =


1
288
(
71 +
√
6481
)
︸ ︷︷ ︸
> 0
,
1
6︸︷︷︸
> 0
,
1
288
(
71−
√
6481
)
︸ ︷︷ ︸
< 0

 (7.31)
showing that also also this anti de Sitter vacuum is stable since all eigenvalues satisfy the Bre-
itenlohner Freedman bound λi > − 564 . The corresponding mass eigenstates are the following
fields
{φ1, φ2, φ3} =
{
1
24
(
−73 +
√
6481
)
h1 − h2 + h3, h2 + h3,− 1
24
(
73 +
√
6481
)
h1 − h2 + h3
}
(7.32)
Calculating the derivatives we verify that there is no consistent truncation of this potential.
7.2.4 The AdS potential 1
Calculating the mass matrix in the extremum of the potential V locgeo(1) (
~h) we obtain:
Mmass = −

 116 0 00 −38 0
0 0 −38

 (7.33)
which is diagonal and the eigenvalues are immediately read off:
Eigenval =

−
1
16︸︷︷︸
< 0
,
3
8︸︷︷︸
< 0
,
3
8︸︷︷︸
> 0

 (7.34)
showing that also this anti de Sitter vacuum is stable. Indeed also in this case the Breitenlohner-
Freedman bound is satisfied λi > − 964 . The mass eigenstates coincide in this case with the
charge eigenstates and we have two consistent one-field truncations:
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A-truncation. h1 = h3 = 0. In this case the residual potential is:
V =
3
16
e−2h2 − 3e
−h2
8
Since the kinetic term of h2 has a factor q = 3, by means of the substitution (2.2), we
obtain:
V(ϕ) = 3
16
e−2ϕ/3 − 3e
−ϕ/3
8
(7.35)
which is not any of the integrable potentials but belongs to the same class.
B-truncation. h2 = h3 = 0. In this case the residual potential is:
V = − 1
32
(
4 + e−h1 + eh1
)
Since the kinetic term of the h1 field has a factor q = 1, by means of the substitution (2.2),
we obtain:
V(ϕ) = − 1
16
(
cosh
(
ϕ√
3
)
+ 2
)
(7.36)
which also belongs to the class of exponential potentials here considered but does not fit
into any integrable series or sporadic case.
7.3 Another more complex example
Inspired by the superpotential presented in eq.(5.12) of [49] we have also considered the following
extension of the superpotential (7.10):
Wˆ locgeo = λ1 + SU
3λ4 + TUλ5 + STU
2λ8
+T 3U3λ9 + ST
3λ12 + T
2U2λ13 + ST
2Uλ16 (7.37)
which leads to a potential with 30 terms and and 26 different type of exponentials. Finding all the
roots of the equations that determine the existence of an extremum turned out to be to difficult,
yet apart from the already known solution of the previous sections we were able to find by trial
and error another solution corresponding to the following superpotential which depends on the
overall parameter λ4:
Wˆ0 = −TUλ4 − ST 2Uλ4 − 2STU2λ4 + 2T 2U2λ4 + SU3λ4 + T 3U3λ4 (7.38)
The corresponding scalar potential, which for brevity we do not write, can be consistently trun-
cated to the dilatons by setting all the axions to zero and by construction it has an extremum in
S = T = U = i where it takes the positive value
λ24
12 . Hence, choosing the superpotential (7.38)
we find an dS vacuum. Calculating the mass matrix in this extremum we find:
M = − λ
2
4
24

 1 3 03 −1 0
0 0 −4

 (7.39)
It is convenient to choose λ4 =
√
24 and in this way the the eigenvalues of M have the following
simple form:
Eigenvalues[M ] ≡ Λi =
{
4,
√
10, −
√
10
}
(7.40)
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The presence of a negative one among the eigenvalues (7.40) shows that the constructed dS-
vacuum is unstable. The eigenstates corresponding to the above eigenvalues are the following
fields:
{φ1, φ2, φ3, } =
{
h3,
(
1
3
−
√
10
3
)
h1 + h2,
(
1
3
+
√
10
3
)
h1 + h2
}
(7.41)
By calculating the derivatives we find that setting φ2 = φ3 = 0 is a consistent truncation. The
surviving potential has the form:
V = 1 +
e−φ1
2
+ 2eφ1 − 3e2φ1 + 3e
3φ1
2
(7.42)
while the kinetic term of the field φ1 has q = 3. By means of the transformation (2.2) the potential
(7.42) is mapped into:
V(ϕ) = 1 + e
−ϕ/3
2
+ 2eϕ/3 − 3e2ϕ/3 + 3e
ϕ
2
(7.43)
which is a combination of four different exponentials but does not fit into any of the integrable
cases listed by us in tables 1 and 2.
We might find still more examples, yet we think that those provided already illustrate the va-
riety of one-field multi exponential potentials one can obtain by consistent truncations of Gauged
Supergravity. In this large variety identifying, if any, combinations that perfectly match one of
the integrable cases is quite difficult, in want of some strategy able to orient a priori our choices,
yet with some art we were able to single out at least one of them.
7.4 A new integrable model embedded into supergravity
Working in a reduced parameter space that was determined with some inspired guessing we found
the following very simple superpotential:
Winteg =
(
iT 3 + 1
) (
SU3 − 1) (7.44)
which inserted into the formula for the scalar potential, upon consistent truncation to no axions
produces the following dilatonic potential:
Vdil(~h) =
5
32
+
1
32
e−3h2 +
e3h2
32
− 1
64
e−h1−3h3 +
1
64
e−h1−3h2−3h3
+
1
64
e−h1+3h2−3h3 − 1
64
eh1+3h3 +
1
64
eh1−3h2+3h3 +
1
64
eh1+3h2+3h3 (7.45)
Performing the following field redefinition:
h1 →
√
3φ2 , h2 → − φ1√
3
, h3 → φ3 (7.46)
which is a rotation that preserves the form of the dilaton kinetic term:
1
2
h˙21 +
3
2
h˙22 +
3
2
h˙23 →
1
2
φ˙21 +
3
2
φ˙22 +
3
2
φ˙23 (7.47)
the dilaton potential (7.45) transforms into
Vdil(~φ) =
5
32
+
1
32
e−
√
3φ1 +
1
32
e
√
3φ1 − 1
64
e−
√
3φ2−3φ3 +
1
64
e−
√
3φ1−
√
3φ2−3φ3
+
1
64
e
√
3φ1−
√
3φ2−3φ3 − 1
64
e
√
3φ2+3φ3 +
1
64
e−
√
3φ1+
√
3φ2+3φ3 +
1
64
e
√
3φ1+
√
3φ2+3φ3
(7.48)
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The above potential has a de Sitter extremum at φ1,2,3 = 0:
∂
∂φ1,2,3
Vdil(~φ)
∣∣∣∣
φ1,2,3 =0
= 0 ; Vdil(~φ)
∣∣∣
φ1,2,3 =0
=
1
4
> 0 (7.49)
This dS vacuum is stable since the mass matrix:
Mass2 ≡ ∂
2
∂φi∂φj
Vdil(~φ)
∣∣∣∣
φ1,2,3 =0
=


3
8 0 0
0 332
3
√
3
32
0 3
√
3
32
9
32

 (7.50)
has two positive and one null eigenvalue:
EigenvaluesMass2 =
{
3
8
,
3
8
, 0
}
(7.51)
The corresponding mass eigenstates are the following fields:
{ω1 , ω2 , ω3} =
{
φ2√
3
+ φ3, φ1, φ3 −
√
3φ2
}
(7.52)
and transformed to the ωi basis the dilatonic potential (7.48) becomes:
Vdil(~ω) =
5
32
− 1
64
e−3ω1 − e
3ω1
64
+
1
32
e−
√
3ω2 +
1
32
e
√
3ω2 +
1
64
e−3ω1−
√
3ω2
+
1
64
e3ω1−
√
3ω2 +
1
64
e
√
3ω2−3ω1 +
1
64
e3ω1+
√
3ω2 (7.53)
which is explicitly independent from the field ω3, (the massless field) and can be consistently
truncated to either one of the two massive modes ω1,2. In terms of the mass-eigenstates the
kinetic term has the following form:
kin =
9ω˙21
8
+
ω˙22
2
+
3ω˙23
8
(7.54)
In view of this and using the translation rule (2.2), the two potentials that we obtain from the
two consistent truncations are:
3 Vdil(~ω)|ω1=0 ;ω2= ϕ√
3
=
3
8
(cosh(ϕ) + 1) (7.55)
3 Vdil(~ω)|ω1 = 2ϕ
3
√
3
;ω2=0
=
3
32
(
cosh
(
2ϕ√
3
)
+ 7
)
(7.56)
The potential (7.55) fits into the integrable series I1 of table 1 with C11 = C22 = C12, while the
potential (7.56) associated with the second consistent truncation does not fit into any integrable
series.
The lesson that we learn from this example is very much illuminating in order to appreciate
the significance and the role of integrable models in the framework of supergravity. Leaving aside
the axions, that should be in any case taken into account, but that we assume to be stabilized at
their vanishing values, a generic solution of the supergravity field equations would involve a scalar
field moving, in the current example, on the two-dimensional surface of the potential displayed in
fig.31. Certainly the two field model is not integrable since it admits non-integrable reductions
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Figure 31: Structure of the two field supergravity potential which hosts an integrable cosh[ϕ] model.
The integrable potential is cut out by the intersection with the plane ω1 = 0.
so that deriving generic solutions cannot be attained. Yet the existence of an integrable one-field
reduction implies that we can work out some special exact solution of the multi-field theory by
using the integrability of a particular reduction. Conceptually this means that the emphasis on
general integrals usually attached to integrability is to be dismissed in this case. The general
integral of the reduction is in any case a set of particular solutions of the complete physical
theory which does not capture the full extensions of initial conditions. The correct attitude is to
consider the whole machinery of integrability as an algorithm to construct particular solutions of
Einstein equations that might be more or less relevant depending on their properties.
8 Summary and Conclusions
In the present paper we have addressed two questions
A) Whether any of the integrable one-field cosmological models classified in [1] can be fitted into
Gauged Supergravity (in the N = 1 case we have restricted ourselves to F-term supergrav-
itites, where the contribution of the vector multiplets to the scalar potential is negligible)
based on constant curvature scalar manifolds G/H as consistent truncations to one-field of
appropriate multi-field models.
B) Whether the solutions of integrable one-field cosmological models can be used as a handy
simulation of the behavior of unknown exact cosmological solutions of Friedman equations
Both questions have received a positive answer.
As for question A) we have shown that the embedding of integrable one-field cosmologies into
Gauged Supergravity is rather difficult but not impossible. Indeed we were able to identify two
independent examples of integrable potentials that can be embedded into N = 1 supergravity,
gauged by means of suitable and particularly nice superpotentials:
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Model One) The first integrable supersymmetric model corresponds to N = 1 supergravity
coupled to a single Wess-Zumino multiplet with the Ka¨hler Geometry of SU(1,1)U(1) and the
following quartic superpotential:
Wint1(z) =
2√
5
(
3 z4 + iω z3
)
(8.1)
and gives rise, after truncation to the dilaton, to the integrable potential of series I2 in table
1 with γ = 23 .
Model Two) It is obtained within the STU-model with a pure N = 1 Ka¨hler structure (the
special Ka¨hler structure is violated) and a very specific superpotential:
Wint2(S, T, U) =
(
iT 3 + 1
) (
SU3 − 1) (8.2)
whose interpretation within flux compactification is an interesting issue to be pursued fur-
ther. A consistent truncation of this N = 1 model yields the integrable potential I1 of table
1.
An important additional result of the present paper is the complete classification of all possible
N = 2 gaugings of the STU model that was presented in section 3. This classification was
performed within the embedding tensor formalism by means of which we reduced the enumeration
of non-abelian gaugings to the enumeration of admissible G-orbits in the W-representation, the
same which black-hole charges are assigned to. In each admissible orbit we have the choice of
switching on the Fayet Iliopoulos terms or keeping them zero. This yields two different gaugings
for each admissible orbit. Finally one can consider pure abelian gaugings that are once again
in correspondence with the G-orbits in the W-representation. This classification provided two
results. On one hand we verified that the only (stable) de Sitter vacuum is the one that was
obtained several years ago in [28]. On the other hand we might conclude that no integrable
model can be embedded in any of these gauged models.
Provisionally it follows that the very few examples of integrable cosmologies admitting a
supergravity embedding are found within the N = 1 framework with F-term gauging. On the
other hand, utilizing the D-terms and the axial symmetric Ka¨hlerian manifolds that are in the
image of the D-map, infinite series of integrable cosmological models can be embedded into N = 1
Supergravity [13]. We plan to pursue further the classification of all the gaugings for the N = 2
models of table 3 in order to ascertain whether these conclusion hold true in all cases or whether
there are new integrable truncations [54].
As for question B) we have addressed it concretely in the case of the cosh-model which emerges
in many one-field truncations but it is integrable only for a few distinct values of the parameters.
We have shown that if the non-integrable and the integrable considered models share the same
type of fixed point (for instance node), then the solutions of the integrable case capture all the
features of the solutions to the non integrable model and are actually numerically very close to
them. Such a demonstration is forcibly only qualitative and can be just appreciated by looking
at the plots. A precise algorithm to estimate the error is so far absent.
The detailed analysis, presented in section 5, of the space of solutions to the supersymmetric
integrable Model One revealed a new interesting phenomenon that, to the best of our knowledge,
was so far undiscovered in General Relativity. As we stressed in paper [1], whenever the scalar
potential has an extremum at negative values the solutions of Friedman equation describe a
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Universe that, notwithstanding its spatial flatness, ends its life into a Big Crunch like a closed
Universe with positive spatial curvature. This is already an interesting novelty but an even more
striking one was discovered in our analysis of sect. 5.3.5. The causal structure of these spatially
flat collapsing universes is significantly different from that of the closed universe, since here the
particle and event horizons do not coincide and have an interesting evolution during the universe
life cycle. We think that the possible cosmological implications of this mechanism should be
attentively considered.
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