Recently, indefinite versions of classical inequalities of Schur, Ky Fan and Rayleigh-Ritz on Hermitian matrices have been obtained for J -Hermitian matrices that are J -unitarily diagonalizable, J = I r ⊕ (−I s ), r, s > 0. The inequalities were obtained in the context of the theory of numerical ranges of operators on indefinite inner product spaces. In this paper, the subject is revisited, relaxing the constraint of the matrices being J -unitarily diagonalizable.
Introduction
For J = I r ⊕ (−I s ) = diag(1, . . . , 1, −1, . . . , −1), r, s > 0, consider C r+s endowed with an indefinite inner product [·, ·] defined by [ξ, η] = J ξ, η , where ξ, η = η * ξ . Let M n (C) denote the algebra of n × n matrices over the field C of complex numbers. A matrix A ∈ M n (C) is said to be J -Hermitian if A = A , where A = J A * J denotes the J -adjoint of A. A matrix A ∈ M n (C) which commutes with its J -adjoint is called J -normal. A J -normal matrix U ∈ M n (C) is said to be J -unitary if UU = U U = I n . The J -unitary matrices form a group denoted by U(r, s) [2, 7] . The study of operators on indefinite inner product spaces has various motivations. There are many articles on this subject in mathematical physics, operator theory and operator algebras. (We cite some recent ones [13, 1, 12] .)
For A, C ∈ M n (C), consider the J -tracial numerical range W J C (A) = {tr(CU AU −1 ): U ∈ U(r, s)},
While the sets W J + (A), W J − (A) are convex, W J (A) = W J + (A) ∪ W J − (A) is pseudo-convex, that is, for any pair of distinct points x, y ∈ W J (A), either W J (A)
contains the closed line segment tx + (1 − t)y, 0 t 1 or W J (A) contains the half-lines tx + (1 − t)y where 0 t or t 1 [15] (see also [3, 4] ). The boundary of W J (A) has been discussed in [22] . For diagonal matrices 
In Theorem 2.1 of [5] , it has been shown that if the eigenvalues of A are not all real, and assuming that c r > c r+1 , then W J C (A) is the whole real line. Notice that having in mind the inequality c 1 > c r+s , this constraint may be removed. Thus, in the sequel we assume that the spectrum of A, denoted by σ (A), is real. We recall a tracial spectral inequality on Hermitian matrices [17, 20] . Suppose that C = diag(c 1 , c 2 , . . . , c n ) and A = diag(a 1 , a 2 , . . . , a n ) are real diagonal matrices, whose eigenvalues are non-increasingly ordered: c 1 c 2 · · · c n and a 1 a 2 · · · a n . Then the inequalities 
hold for any unitary matrix U . These inequalities can be deduced from the inequality between the diagonal entries of UAU −1 and the eigenvalues of UAU −1 discovered by Schur in 1923 [16, p. 218] . If A is positive semi-definite, Schur's result can be obtained from Ky Fan's result of 1951 [16, p. 228; 10] . Inequalities (3) can be interpreted in the context of the C-numerical range of A [8] , and are related to the numerical computation of the eigenvalues of a Hermitian matrix, especially, Rayleigh-Ritz procedure. It is also remarkable that Schur's result is crucial for a proof given by Poon, based on the theory of majorization [9] , of an important theorem on numerical ranges due to Westwick, by using Morse theory [21, 25] . A treatment of majorization based on the theory of numerical ranges was given in [8] . In [5] , spectral inequalities for the trace of the product of two J -Hermitian matrices that are J -unitarily diagonalizable have been stated and indefinite versions of the above mentioned classical inequalities have been obtained. The inequalities were obtained in the context of the theory of numerical ranges of operators on indefinite inner product spaces. In this note, the subject is revisited, with the aim of removing certain imposed restrictions, like relaxing the constraint of both matrices being J -unitarily diagonalizable. This paper is organized as follows. In Section 2, the characterization of W J (A) is revisited and the so obtained results are crucial for the development of the subsequent Sections. In Section 3, we study conditions under which W J C (A) equals R. In Section 4, we investigate the case of W J C (A) being a half-line. In Section 5, W J C (A) is characterized for A being a J -Hermitian nilpotent matrix and C being a J -unitarily diagonalizable matrix. The main results are Theorem 5.4 and Corollaries 5.2 and 5.3, which generalize the principal results of [5] , namely the mentioned indefinite versions of Ky Fan's, and Schur's results for J -Hermitian matrices.
W J (A) for J -Hermitian A revisited
For λ ∈ σ (A) ⊂ R, we set
For easier reference we state the well-known result [7] . 
Proof. We prove (5) . Let x ∈ W J + (A). Then, there exists a non-zero vector ξ ∈ C n such that [Aξ, ξ ] = x and [ξ, ξ ] = 1. Thus
being obviously 0 < ξ, ξ −1 1. The proof of the reversed inclusion is easy and (6) follows similarly to (5).
We briefly survey some basic facts on the boundary generating curve, or Kippenhahn curve, of W (J A + iJ ), where J A and J are Hermitian matrices [11, 26] . For Hermitian matrices H, K ∈ M n (C), we consider the complex projective curve defined by = {[(t, x, y)] ∈ CP 2 : det(tI n + xH + yK) = 0}, and its dual curve ∧ = {[(T , X, Y )] ∈ CP 2 : T t + Xx + Yy = 0 is a tangent of }. The real affine part of ∧ , * = {(X, Y ) ∈ R 2 : (1, X, Y ) ∈ ∧ }, is called the boundary generating curve, or Kippenhahn curve, of W (H + iK). (For details on plane algebraic curves, see e.g. [24] .) Identifying the real affine plane R 2 with the Gaussian plane C, W (H + iK) is the convex hull of the curve * . Every boundary point of W (H + iK) lies on the curve * or on its bitangent, that is, a tangent (at least) at 2 distinct points. By duality, a real line a (z)
, is tangent to * if and only if det(
, is tangent to * if and only det(aH + bK) = 0. The boundary generating curve * passes through the origin z = 0 if and only if the line t = 0 is tangent to the curve at some point
The boundary of a compact subset K of the complex plane is denoted by NK. A support line of K is a line containing at least one point of K and such that K is contained in one of the two half-planes defined by it. 
we consider the following possibilities: 
half-line if and only if either 0 is a regular boundary point of
, and there exist 0 < t 1 , t 2 , t 3 , t 4 
The origin is an interior point of the convex quadrilateral with vertices t 1 (1 + i), t 2 (−1 + i), −t 3 (1 + i), −t 4 (−1 + i), and which is contained in W (J A + iJ ).
(1) (⇐) If 0 is an interior point of W (J A + iJ ), then there exists a ball centered at the origin contained in W (J A + iJ ) and (5) and (6) 
Let the points x j + iy j , x j , y j ∈ R, j = 1, 2, with y 1 > 0, y 2 < 0, belong to the mentioned support lines and to W (J A + iJ ). Hence, the support lines are of the form (z) = M 1 (z), (z) = M 2 (z) and they are tangents to NW (J A + iJ ) at the tangency points z 1 = t 1 (M 1 + i) and 
Now, we fix some notation:
By Proposition 2.1, there exists a basis
. . , r + s . The space X λ j is not invariant under J , but a new J -operator for which the invariance holds may be defined on X λ j as follows:
Since the operator A λ j has a unique eigenvalue, then (z) = λ j (z) is the unique support line of W (J A j + iJ ), j = 1, 2, from the origin. Hence, the origin is an interior point of the convex hull of the curves NW (J A λ j + iJ ), j = 1, 2. Thus, 0 is an interior point of W (J A + iJ ), and by Theorem 2.2 (1), W J + (A) = R.
When W J C (A) is the whole real line
We denote by X[p, . . . , q] the principal submatrix of X ∈ M n (C) in rows and columns p, . . . , q. 
satisfies
Proof. Let A be a J -Hermitian matrix such that W J + (A) = R, and so A is non-scalar. By Theorem 2.2 (1), 0 is an interior point of W (J A + iJ ), and so there exist vectors ξ 1 , ξ 2 , ξ 3 in the Krein space
The linear space X spanned by
which is a contradiction. Hence, the space X is non-degenerate and the pair (12) provides the desired result.
If X is three-dimensional, the space X + J (X) is non-degenerate and is isometrically imbedded in a Krein space of type (3, 3) . So we may assume that X is a linear subspace of a Krein space C 6 of type (3, 3) , J = I 3 ⊕ −I 3 , with a basis {ξ 1 , ξ 2 , ξ 3 }, whose vectors satisfy
Let us assume that there exists a basis {η 1 , η 2 , η 3 } of X such that the vectors η 1 , η 2 are orthogonal to X. We get
This contradicts the existence of vectors ξ 1 , ξ 3 
The origin is an interior point of the triangle with vertices [Aξ j ( ), ξ j ( )] + i[ξ j ( ), ξ j ( )], j = 1, 2, 3, for sufficiently small . The space X( ) spanned by η 1 + η 4 , η 2 , η 3 , is non-degenerate for 0 < < 1 and the pair (13) provides the required result, having in mind Theorem 2.2(1).
For the pair (14) a similar treatment can be used. Proof. By the irreducibility of A it has a unique eigenvalue λ. By replacing A by A − λI , we may assume that A is nilpotent. Moreover, by a rotation and a dilation, we may suppose that for some a, b, c ∈ R and a certain U ∈ U(r, s) In any case, we get c = 0, which is impossible by the irreducibility. Therefore, |b − a| < 2, and the result follows.
If a J -Hermitian matrix
B = UAU −1 = ⎛ ⎝ −a − b c 0 c b 1 0 −1 a ⎞ ⎠ .(15)
Theorem 3.1. Let C be a non-scalar J -Hermitian and J -unitarily diagonalizable matrix, whose eigenvalues satisfy (2). Let A be a J -Hermitian matrix acting on C r+s and let J be defined in (11). If there exists a non-degenerate subspace X such that the restriction
Proof. We apply Proposition 3.1. Firstly, suppose that there exists a two-dimensional restriction (12) . By a translation and a dilation, we may assume that c 1 = 1, c r+1 = 0. The operator B 1 acts on the non-degenerate space X, being its orthogonal complement X ⊥ also non-degenerate. We have
the following inclusion holds:
and so W J C (A) = R. Now, suppose that there exists a three-dimensional restriction B 2 of B = UAU −1 for which W J 2 + (B 2 ) = R, where J 2 is defined in (13 
where B is the restriction of B 2 to X . In the sequel, J and J are defined analogously to J in (11) . If W J + (B ) = R, it is easy to prove that W J C (A) = R. So, we only have to consider the case (M, +∞) ⊂ W J + (B ) ⊂ [M, +∞). We remark that W (J 2 B 2 + iJ 2 ) is the convex hull of the point λ + i and the (possibly degenerate) elliptical disc E = W (J B + iJ ), and so 
By a translation and a dilation, we may assume that c 1 = 1, c r+1 = 0. Then, for
the following inclusion holds: Remark. We notice that an analogous theorem to Theorem 4.1 involving W J − (A ) is valid, with the adequate adaptations.
Theorem 4.2. Let C be a non-scalar J -Hermitian and J -unitarily diagonalizable matrix whose eigenvalues satisfy (2). Let A be a J -Hermitian matrix acting on C
r+s . The following conditions are mutually equivalent: , and taking 0 < β < M sufficiently small, it follows that |λ − λ 0 | < n . Now, choose γ n ∈ [0, 1) so that:
Proof. By Theorem 4.1, condition (i) implies condition (ii
(1) every eigenvalue of A ( n ) has algebraic multiplicity 1; By Proposition 2.1, A ( n ) is J -unitarily diagonalizable, and we assume that its eigenvalues are non-increasingly ordered
In an orthogonal basis {ξ 1 , . . . , ξ r , ξ r+1 , . . . , ξ r+s } with
This implies that L is a lower bound.
W J C (A) for A being a J -Hermitian nilpotent matrix
In this section, we characterize W J C (A) for J -Hermitian nilpotent matrices A. A matrix A is said to have nilpotency index N 0 if N 0 = min{n ∈ N: A n = 0}.
In Theorem 4.3, we proved that L in (16) exists a non-degenerate subspace X of type (2, 1), or (1, 2) , for which the restriction B of P X AP X to X satisfies B 2 / = 0 and B 3 = 0; (ii) The matrix A is nilpotent with nilpotency index less than or equal to 4 and satisfies W J + (A) = R.
Proof. The hypothesis implies that
Thus, A 2 ξ has zero J -norm and so we may assume that A 2 ξ = (0, 0, 1, 0, 0, 1) T , Aξ = (0, a 2 , a, 0, b, a) T , where a ∈ R and b > 0. Let A = (α ij ), with α ij = a ij and α ij = b ij . By the relations A = A, A 3 ξ = 0 and A 2 ξ / = 0, the matrix A is represented in the form: 
, and the space X = {ξ ∈ C 4 : B 3 ξ = 0} is three-dimensional. By the theory of Krein spaces [7] , X is non-degenerate and satisfies the condition (i) of the lemma.
If a 55 = 0, the characteristic polynomial of B 0 is λ 4 and so B 0 is nilpotent. Moreover, some computations yield that if 1 In this case, the space X = {ξ ∈ C 6 : A 3 ξ = 0} satisfies the condition (i) of the lemma. The restriction of P X 2 AP X 2 to the non-degenerate space 
The characteristic polynomials of B 2 and B 3 are det( 
x j ∈ C, j = 1, 3, 4, 6}: 
If (2) holds, then the non-degenerate space X = {η ∈ C 4 : B 3 4,0 η = 0} satisfies the asserted condition. Suppose that (1) holds, and (2) The following corollary is a consequence of Theorems 5.1, 2.1 and 4.1.
Corollary 5.1. If a J -Hermitian nilpotent matrix
This corollary is refined in the following. We may replace J by
Then Y is a non-degenerate subspace of C r+s such that Final remarks. In [5] , indefinite versions of classical results of Schur, Ky Fan and Rayleigh-Ritz were stated for J -Hermitian matrices, J = I r ⊕ −I n−r , 0 < r < n, under the condition that all eigenvalues correspond to eigenvectors with non-vanishing norm. The results on W J C (A) obtained in this paper allow the removal of that restriction. Theorem 5.4 generalizes the fundamental theorem of [5] (Theorem 1.1) and leads to the immediate generalization of all the results in Section 3.3 of [5] .
