Imaging systems are, nowadays, used increasingly in a range of ecological monitoring applications, in particular for biological, fishery, geological and physical surveys. These technologies have improved radically the ability to capture high-resolution images in challenging environments and consequently to manage effectively natural resources. Unfortunately, advances in imaging devices have not been followed by improvements in automated analysis systems, necessary because of the need for timeconsuming and expensive inputs by human observers. This analytical 'bottleneck' greatly limits the potentialities of these technologies and increases demand for automatic content analysis approaches to enable proactive provision of analytical information.
On the other side, the study of the behaviour by processing visual data has become an active research area in computer vision. The visual information gathered from image sequences is extremely useful to understand the behaviour of the different objects in the scene, as well as how they interact with each other or with the surrounding environment. However, whilst a large number of video analysis techniques have been developed specifically for investigating events and behaviour in human-centred applications, very little attention has been paid to the understanding of other live organisms, such as animals and insects, although a huge amount of video data are routinely recorded, e.g. the Fish4Knowledge project (www. fish4knowledge.eu) or the wide range of nest cams (http:// watch.birds.cornell.edu/nestcams/home/index) continuously monitor, respectively, underwater reef and bird nests (there exist also variants focusing on wolves, badgers, foxes etc.).
The automated analysis of visual data in real-life environments for animal and insect behaviour understanding poses several challenges for computer vision researchers *Correspondence: cspampin@dieei.unict.it 1 Department of Computer Engineering, University of Catania Viale Andrea Doria, 6, 95125, Catania, Italy Full list of author information is available at the end of the article because of the uncontrolled scene conditions and the nature of the targets to be analysed whose 3D motion tends to be erratic, with sudden direction and speed variations, and appearance and non-rigid shape can undergo quick changes. Computer vision tools able to analyse those complex environments are, therefore, envisaged to support biologists in their strive towards analysing the natural environment, promoting its preservation and understanding the behaviour and interactions of the living organisms (insects, animals etc.) that are part of it.
This special issue reports on the most recent approaches and tools for the identification and recognition of animal and insect and their behaviour by processing visual data.
-Animal identification, recognition and behaviour understanding In 'An automated chimpanzee identification system using face detection and recognition', Loos et al. propose a framework to recognize chimpanzees based on their facial appearance, where they assume that human face recognition techniques are also applicable to chimpanzees. They propose a framework that performs face detection and registration using landmarks and face identification. More sophisticated descriptors are employed to deal with the challenges of chimpanzees' face poses in the natural environment. In '2D and 3D analysis of animal locomotion from bi-planar X-ray videos using augmented active appearance models', Haase et al. analyse the locomotion of animals. To measure the locomotion, a high speed X-ray dataset of 5 bird species is used which contains 172,942 ground-truth landmarks placed by human experts. Both the normal active appearance models (AAM) and an augmented AAM developed by the authors are fitted to X-ray videos to create a holistic model for all anatomical landmarks with a probabilistic framework. The augmented AAM outperforms the standard model and with calibration information can be extended to 3D landmark positions which are more relevant for biological evaluation.
In 'Automated quantification of the schooling behaviour of sticklebacks', Ardekani et al. describe a video analysis technique for automatically localizing a fish in a tank in the presence of a moving experimental apparatus containing artificial fish. The goal of the study is to analyse the schooling behaviour of the living fish in the presence of movements of the artificial fish. The task to detect the real fish is challenging because the artificial fish looks like the target fish, and so a feature-based extraction method would be ineffective. Also, the experimental apparatus is moving, which makes the straightforward application of traditional background-subtraction techniques ineffective. The authors address the challenge by developing a background model that uses information from other non-contiguous frames, which are selected based on their appearance similarity with the frame of interest. The idea of using non-contiguous frames in the background model in this way is interesting and unusual. 
