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Abstract. This paper presents a series of general results about the optimal estimation of
physical transformations in a given symmetry group. In particular, it is shown how the different
symmetries of the problem determine different properties of the optimal estimation strategy.
The paper also contains a discussion about the role of entanglement between the representation
and multiplicity spaces and about the optimality of square-root measurements.
1. Introduction
The estimation of an unknown unitary transformation in a given symmetry group is a general
problem related to many stimulating topics, such as high-precision measurements [1], coherent
states and uncertainty relations [2], quantum clocks [3], quantum gyroscopes [4] and quantum
reference frames [5]. The aim of this paper is to provide a synthetic account of the general
theory of optimal estimation for symmetry groups, presenting new proofs and highlighting the
underlying group theoretical and algebraic structures into play.
1.1. Prologue: dense coding
Let us start with a simple example. Suppose that we have at disposal a quantum system
with two-dimensional Hilbert space H = C2 and a black box that performs an unknown
transformation Uij, i, j ∈ {0, 1}, defined on the set St(H) of all density matrices on H as
Uij(ρ) := UijρU †ij,∀ρ ∈ St(H), where {Uij}1i,j=0 are the unitary matrices
U00 =
(
1 0
0 1
)
, U01 =
(
0 1
1 0
)
, U10 =
(
1 0
0 −1
)
U11 =
(
0 −1
1 0
)
.
The value of the indices (i, j) is unknown to us and our goal is to find it out using the black box
only once. Here the natural figure of merit is the minimization of the probability of error.
Clearly, if we apply the black box to a state ρ ∈ St(H) there will always be an error: the
four states {ρij := Uij(ρ)}1i,j=0 will never be perfectly distinguishable (in a two-dimensional
Hilbert space there cannot be more than two perfectly distinguishable states!). However, if we
introduce a second system K ≃ H and apply the unknown transformation to the projector on
the entangled vector |Φ〉 = 1√
2
(|0〉|0〉 + |1〉|1〉) ∈ H ⊗ K, where {|0〉, |1〉} is the standard basis
for C2, we obtain four states (the projectors on the vectors |Φij〉 := (Uij ⊗ I)|Φ〉) that are
perfectly distinguishable: 〈Φij |Φkl〉 = Tr[U †ijUkl]/2 = δikδjl. This remarkable fact was observed
for the first time by Bennett and Wiesner, who exploited it to construct a protocol known as
dense-coding [6]. The moral of dense coding is that the use of entanglement with an ancillary
system can improve dramatically the discrimination of unknown transformations. Despite the
extreme simplicity of the mathematics, this curious example points out structures that are much
deeper than it might seem to the first sight. The aim of the present paper is to illustrate these
structures in the general context of the estimation of an unknown group transformation. Our
analysis will include dense coding, where the group of interest is the Klein group Z2 × Z2.
2. General problem: estimation of an unknown group transformation
2.1. The problem
Suppose that we have at disposal one use of a black box and that we want to identify the action
of the black box. Suppose also that we have some prior knowledge about the black box: in
particular, we know that
(i) the black box acts on a quantum system with finite dimensional Hilbert space H ≃ Cd, d <
∞.
(ii) it performs a deterministic transformation Ug belonging to a given representation of a given
symmetry group G.
Mathematically, a deterministic transformation (also known as quantum channel) is described
by a completely positive trace-preserving linear map C acting on the set St(H) of quantum states
(non-negative matrices with unit trace) on the Hilbert space H. The representation of the group
G is then given a function U : g 7→ Ug from G to the set of quantum channels, with the usual
requirements
Ue = IH
UgUg−1 = IH ∀g ∈ G
UgUh = Ugh ∀g, h ∈ G
where e ∈ G is the identity element of the group and IH is the identity channel, given by
IH(ρ) := ρ,∀ρ ∈ St(H). In this paper the group G will be always assumed to be either finite or
compact.
2.2. Estimation strategies without ancillary systems
Since the group G and the representation {Ug}g∈G are both known, the problem here is to identify
the group element g ∈ G that specifies the action of the black box. How can we accomplish this
task? A first idea is to prepare the system in a suitable input state ρ ∈ St(H) and to apply the
unknown transformation Ug to it, thus obtaining the output state ρg := Ug(ρ). The procedure
can be represented diagrammatically as
(/).ρ H Ug H = (/).ρg H
In this way, the output state ρg will carry some information about g and we can try to extract this
information with a quantum measurement and to produce an estimate gˆ ∈ G. The combination
of the quantum measurement with our classical data processing can be described by a single
mathematical object, namely a positive operator-valued measure (POVM, for short).
Let us denote by Lin(H) the set of linear operators on H and by Lin+(H) ⊂ Lin(H) the set
of non-negative operators. If G is a finite group, a POVM with outcomes in G is just a function
P : G → Lin+(H) sending the element gˆ ∈ G to the non-negative operator Pgˆ ∈ Lin+(H)
and satisfying the requirement
∑
gˆ∈G Pgˆ = IH, where IH is the identity on H. The conditional
probability of inferring gˆ when the true value is g is then given by the Born rule p(gˆ|g) = Tr[Pgˆρg].
In general, if G is a compact group and σ(G) is the collection of its measurable subsets [7],
a POVM with outcomes in G is an operator-valued measure P : σ(G) → Lin+(H) sending the
measurable subset B ∈ σ(G) to the non-negative operator PB ∈ Lin+(H) and satisfying the
requirements
• PG = IH
• if B = ⋃∞i=1Bi and {Bi}∞i=1 are disjoint, then PB =∑∞i=1 PBi .
The conditional probability that the estimate gˆ lies in the subset B ∈ σ(G) is given by the Born
rule p(B|g) = Tr[PBρg].
In the following I will frequently use the notation P (dgˆ) to indicate the POVM P .
Accordingly, I will also write p(dgˆ|g) = Tr[P (dgˆ)ρg] and PB =
∫
B
P (dgˆ). In the case of finite
groups, the notation P (dgˆ) will be understood as synonym of Pgˆ and the integral over a subset
B will be understood as a finite sum. The pair (ρ, P ) of an input state and a POVM will be
referred to as an estimation strategy.
2.3. Estimation strategies with ancillary systems
In the previous paragraph we discussed strategies where the unknown transformation was applied
to a suitable state ρ ∈ St(H). However, these strategies are not most general ones: we can
introduce an ancillary system with Hilbert space K, prepare a bipartite input state ρ ∈ St(H⊗K),
and then apply the black box on system H, thus obtaining the output state ρg := (Ug ⊗IK)(σ).
The schematic of this procedure is
ρ
?>
89
H Ug H
K
= ρg
?>
89
H
K
In this case, to obtain an estimate gˆ of the unknown group element g we will use a POVM P
on the tensor product Hilbert space H⊗K.
Classically, we would not expect any improvement from the use of an ancillary system because
this system will not carry any information about the unknown transformation. However, here the
state ρ can be an entangled state, that is, a state that cannot be written as a convex combination
of tensor product states. As the example of dense coding teaches, the use of entanglement can
improve the estimation dramatically. Note, however, that mathematically every estimation
strategy with ancillary system can be reduced to the form of an estimation strategy without
ancillary system by choosing H′ := H⊗K and U ′g := Ug ⊗ IK.
2.4. Cost of an estimation strategy
To quantify how far is the guess gˆ from the true value one typically introduces a cost function
c : G × G → R, (gˆ, g) 7→ c(gˆ, g) which takes its minimum value when gˆ = g. If the true value is
g, the expected cost of the estimation strategy (ρ, P ) is
c(ρ, P |g) :=
∫
G
c(gˆ, g)p(dgˆ|g) =
∫
G
c(gˆ, g)Tr[P (dgˆ)ρg].
Ideally, we would like to minimize the cost simultaneously for every g. However, in general this
is not possible because the number of states in the orbit {ρg}g∈G is larger than the dimension
of the Hilbert space and therefore there is no way in which the states {ρg}g∈G can be perfectly
distinguishable.
Since the true value g ∈ G is unknown, one approach to optimization is to minimize the
worst-case cost of the strategy, defined as
cwc(ρ, P ) = max
g∈G
c(ρ, P |g). (1)
An alternative (and less conservative) approach consists in assuming a prior distribution pi(dg)
for the true value g ∈ G and in minimizing the average cost. Given that g is completely unknown,
a natural choice of prior is the Haar measure dg, normalized as
∫
G
dg = 1. With this choice, the
average cost is given by
cave(ρ, P ) :=
∫
G
dg c(ρ, P |g). (2)
For finite groups we can understand the integral as a finite sum and dg as synonymous of 1/|G|,
where |G| is the cardinality of the group G.
In general, the worst-case and the average approach are very different: for example, the
functional cave(ρ, P ) is linear in both arguments while the functional cwc(ρ, P ) is not. The two
approaches may lead to very different optimal strategies: for example, since cave(ρ, P ) is linear
in ρ the optimal input state can be searched without loss of generality in the set of pure states
ρ = |ϕ〉〈ϕ|, while this reduction is generally not possible for the minimization of cwc(ρ, P ).
However, when the cost function enjoys suitable group symmetries it is possible to show that
there is a strategy (ρ, P ) that is optimal for both the worst-case and the average approach. This
point will be illustrated in Section 4.
3. Basic notions and notations
3.1. Bipartite states
Let {|φi〉}dHi=1 (resp. {|ψj〉}dKj=1) be a fixed orthonormal bases for the Hilbert space H (resp. K).
The choice of orthonormal bases induces a bijective correspondence between linear operators
from K to H and bipartite vectors in H⊗K. Following the “double-ket notation” of Ref. [8], if
A ∈ Lin(K,H) is a linear operator from K to H we define the bipartite vector |A〉〉 ∈ H ⊗ K as
|A〉〉 :=
dH∑
i=1
dK∑
j=1
〈φi|A|ψj〉 |φi〉|ψj〉. (3)
Two useful properties of this correspondence are given by the equations
〈〈A|B〉〉 = Tr[A†B] ∀A,B ∈ Lin(K,H) (4)
|A〉〉 = (A⊗ IK)|IK〉〉
= (IH ⊗AT )|IH〉〉 ∀A ∈ Lin(K,H), (5)
where AT denotes the transpose of A with respect to the fixed bases. Using the singular value
decomposition of A, it is easy to see that the state |A〉〉 is of the product form |A〉〉 = |φ〉|ψ〉 if
and only if A is rank-one. Moreover, if the dimension of K is larger than dH, then for every
state |A〉〉 there exists a dH-dimensional subspace KA such that |A〉〉 ∈ H ⊗ KA. This is clear
from Eq. (5): the dimension of the image of AT cannot exceed the dimension of its domain H.
3.2. Group representations
The unknown transformation in our estimation problem belongs to a group representation
{Ug}g∈G, where each map Ug is a completely positive trace preserving map sending operators
in Lin(H) to operators in Lin(H). Now, the condition Ug−1Ug = IH implies that the map Ug
must have the form Ug(ρ) = UgρU †g , where Ug ∈ Lin(H) is a unitary matrix. In particular,
for g = e we can choose Ue = IH. Moreover, the condition UgUh = Ugh,∀g, h ∈ G implies
that the unitaries {Ug}g∈G define a projective unitary representation, that is, a function
U : g 7→ Ug sending elements of the group to unitary operators and satisfying the relation
UgUh = ω(g, h)Ugh,∀g, h ∈ G, where ω(g, h) ∈ C is a multiplier, satisfying the properties
|ω(g, h)| = 1 ∀g, h ∈ G
ω(g, h)ω(gh, k) = ω(g, hk)ω(h, k) ∀g, h, k ∈ G
ω(g, e) = ω(e, g) = 1 ∀g ∈ G.
Since the group G is compact and the space H is finite dimensional, with a suitable choice of
basis the Hilbert space can be decomposed as
H =
⊕
µ∈Irr(U)
Hµ ⊗ Cmµ , (6)
where the sum runs over the set Irr(U) of all irreducible representations contained in the isotypic
decomposition of U , Hµ is a representation space of dimension dµ, carrying the irreducible
representation Uµ, and Cmµ is a multiplicity space, wheremµ is the multiplicity of the irreducible
representation Uµ in the decomposition of U . Accordingly, the representation U can be written
in the block diagonal form
U =
⊕
µ∈Irr(U)
Uµ ⊗ Imµ . (7)
Note that all irreducible representations Uµ must be projective unitary representations and must
have the same multiplier ω.
In the optimization of the estimation strategy (ρ, P ) we can take the multiplicities mµ as large
as we want. Indeed, introducing an ancillary system K means replacing the Hilbert space H with
the tensor product H′ := H⊗K and replacing the unitary Ug with the unitary U ′g := Ug⊗ IK for
every g ∈ G. In Eqs. (6) and (7) this means replacing the multiplicity space Cmµ with Cmµ ⊗K
and the multiplicity mµ with m
′
µ := mµdK. In particular, we are free to choose the ancillary
system K so that the condition mµ ≥ dµ is met for every µ ∈ Irr(U).
3.3. Bipartite states and group representations
Here we combine the facts observed in the paragraphs 3.1 and 3.2. Let us consider a vector
|Ψ〉 ∈ H in a Hilbert space where the representation U acts. Using the isotypic decomposition
of Eq. (6) and the correspondence of Eq. (3) for each tensor product Hµ ⊗ Cmµ , we can write
|Ψ〉 =
⊕
µ∈Irr(U)
|Ψµ〉〉 ∈
⊕
µ∈Irr(U)
Hµ ⊗ Cmµ ,
where Ψµ is a linear operator in Lin(C
mµ ,Hµ). In other words, the vector |Ψ〉 can be written as
a linear superposition of bipartite vectors. As we will see in the next sections, the fact that we
can have entanglement between each representation space Hµ and the corresponding multiplicity
space Cmµ is the key ingredient to the construction of the optimal estimation strategies.
Suppose that U has been chosen so that mµ ≥ dµ for every µ ∈ Irr(U). From the last
observation of paragraph 3.1 we know that each vector |Ψµ〉〉 will be contained in a subspace
Hµ ⊗ Kµ, where Kµ ≃ Cdµ ≃ Hµ is a suitable subspace of Cmµ . Therefore, every vector
|Ψ〉 belongs to a suitable subspace H˜ ≃ ⊕µ∈Irr(U)Hµ ⊗ Hµ. Note that the whole orbit
{|Ψg〉 := Ug|Ψ〉}g∈G belongs to the subspace H˜. In conclusion, as long as we are interested
in pure input states we can effectively replace H with the space H˜ :=⊕µ∈Irr(U)Hµ ⊗Hµ where
mµ = dµ for every µ ∈ Irr(U) and we can replace the representation U with the representation
U˜ defined by U˜g :=
⊕
µ∈Irr(U) U
µ
g ⊗ Iµ, where Iµ denotes the identity on Hµ.
3.4. The class states
An important family of states in H˜ =⊕µ∈Irr(U)Hµ ⊗Hµ is the family of states of the form
|Φ〉 =
⊕
µ∈Irr(U)
cµ√
dµ
|Iµ〉〉, cµ ∈ C,
∑
µ∈Irr(U)
|cµ|2 = 1 (8)
These states are linear superpositions of maximally entangled states in the sectors Hµ ⊗ Hµ.
In the following I will call these states class states. The reason for the name comes from the
fact that these states correspond to class functions (see definition below) through the Fourier-
Plancherel theory (see e.g. [9]). The remaining part of this paragraph is aimed at making this
correspondence clear.
Let us start from Fourier-Plancherel theory. Denote by Irr(G, ω) the set of all irreducible
representations of G with multiplier ω and denote by uµij(g) := 〈µ, i|Uµg |µ, j〉 the matrix element of
the operator Uµg with respect to a fixed orthonormal basis {|µ, i〉}dµi=1 for the representation space
Hµ. Recall that the functions {u˜µ
∗
ij (g) :=
√
dµu
µ∗
ij (g)}µ∈Irr(G,ω);i,j=1,...,dµ are an orthonormal basis
for the Hilbert space L2(G,dg) endowed with the scalar product 〈f1, f2〉 :=
∫
G
dg f∗1 (g)f2(g).
Using this fact, we can expand every function f ∈ L2(G,dg) as
|f〉 =
⊕
µ∈Irr(G,ω)
dµ∑
i,j=1
fµij|u˜µ∗ij 〉. (9)
On the Hilbert space L2(G,dg) we consider the action of G given by the left-regular representation
T with multiplier ω, defined by (Tgf)(h) := ω(g, g
−1h)f(g−1h), ∀f ∈ L2(G,dg),∀g, h ∈ G. [10].
In particular, the transformation of the functions u˜µ∗ij (g) is given by
Tg|u˜µ∗ij 〉 =
dµ∑
k=1
uµki(g)|u˜µ∗kj 〉, (10)
that is, for every fixed value of j the vectors {|u˜µ∗ij 〉}dµi=1 span an invariant subspace carrying the
irreducible representation Uµ. It is then easy to see that the unitary operator V : L2(G,dg) →⊕
µ∈Irr(G,ω)Hµ ⊗Hµ defined by
V |uµ∗ij 〉 := |µ, i〉|µ, j〉 ∀µ ∈ Irr(G, ω),∀i, j = 1, . . . , dµ (11)
intertwines the two representations Tg andWg =
⊕
µ∈Irr(G,ω) U
µ
g ⊗Iµ: indeed, using Eqs. (10) and
(11) one has V Tg|uµ∗ij 〉 = Uµg |µ, i〉|µ, j〉 = (Uµg ⊗Iµ)V |uµ∗ij 〉 for every µ ∈ Irr(G, ω),∀i, j = 1, . . . , dµ,
and therefore V Tg =WgV . Applying the unitary V to the expansion of Eq. (9) we then obtain
V |f〉 =
⊕
µ∈Irr(G,ω)
dµ∑
i,j=1
fµij|µ, i〉|µ, j〉.
Let us come now to class functions. A class function is a function that is constant on conjugacy
classes, that is, f(hgh−1) = f(g) for every g, h ∈ G. Any class function can be written as a linear
combination of irreducible characters, namely f(g) =
∑
µ∈Irr(G) fµχ
∗
µ(g), where χ
∗
µ(g) = Tr[U
µ∗
g ].
Exploiting the correspondence given by the unitary V we obtain
V |f〉 =
⊕
µ∈Irr(G,ω)
fµ√
dµ
|Iµ〉〉.
It is now clear that the class states of Eq. (8) are nothing but the projection of the class functions
to the finite dimensional subspace H˜ ⊂⊕µ∈Irr(G,ω)Hµ ⊗Hµ.
Besides providing a justification for the choice of the name class states, the Fourier-Plancherel
theory also provides a hint of the fact that the class states are optimal for estimation.
Indeed, if we take the scalar product of two states in the orbit {|Φg〉 := U˜g|Φ〉} we obtain
〈Φg|Φh〉 =
∑
µ∈Irr(U)
|cµ|2
dµ
χµ(g
−1h). If cµ is chosen so that cµ = λdµ for some constant λ ∈ C
we then obtain 〈Φg|Φh〉 ∝
∑
µ∈Irr(U) dµχµ(g
−1h), which is nothing but the truncated version of
the Dirac delta δ(g, h) =
∑
µ∈Irr(G,ω) dµχµ(g
−1h). This provides an heuristic argument for the
optimality of the class states, although the choice of the coefficients {cµ} to provide the “best”
finite dimensional approximation of the Dirac delta will depend on the choice of the cost function
c(gˆ, g).
3.5. Notations
If V ∈ Lin(H) is a unitary matrix, the symbol V will always denote the completely positive
map V(ρ) = V ρV †. Let C : Lin(H) → Lin(K) be a completely positive map and let
C(ρ) = ∑ri=1 CiρC†i , Ci ∈ Lin(H,K) be a Kraus form for C. The notation C†, C∗, CT will be
used for the following maps
C†(ρ) :=
r∑
i=1
C†i ρCi
C∗(ρ) :=
r∑
i=1
C∗i ρC
T
i
CT (ρ) :=
r∑
i=1
CTi ρC
∗
i = (C∗)† (ρ),
where the complex conjugation ∗ and the transpose T are defined with respect to the fixed bases
for H and K. Note that the map C† is the adjoint of C with respect to the Hilbert-Schmidt scalar
product 〈〈A|B〉〉 = Tr[A†B], A,B,∈ Lin(H): indeed, we have 〈〈A|C(B〉〉 = 〈〈C†(A)|B〉〉.) Note also
that the definition of the maps C†, C∗, CT does not depend on the choice of a particular Kraus
form.
Consider the Hilbert space H˜ =⊕µ∈Irr(U)Hµ⊗Hµ, the representation U˜ =⊕µ∈Irr(U) Uµ⊗Iµ,
and let
U˜ ′ =


⊕
µ∈Irr(U)
Iµ ⊗Bµ | Bµ ∈ Lin(Hµ)


U˜ ′′ =


⊕
µ∈Irr(U)
Aµ ⊗ Iµ | Aµ ∈ Lin(Hµ)


be the commutant and the bicommutant of U˜ , respectively. Every class state in Eq. (8) then
defines a modular conjugation: for every operator A =
⊕
µ∈Irr(U)Aµ ⊗ Iµ ∈ U˜ ′′ I will denote by
AR ∈ U˜ ′ its modular conjugate, given by
AR :=
⊕
µ∈Irr(U)
Iµ ⊗A∗µ. (12)
Every class state |Φ〉 ∈ H˜ then enjoys the symmetry
U˜gU˜
R
g |Φ〉 = |Φ〉 ∀g ∈ G, (13)
as it can be easily verified using Eq. (5) for every µ ∈ Irr(U). The modular conjugate
representation will be denoted by U˜R. For a completely positive map C(ρ) = ∑ri=1 CiρC†i
with Ci ∈ U˜ ′′ for every i = 1, . . . , r we will denote by CR the completely positive map
CR(ρ) :=∑ri=1CRi ρCR†i . Note that in general we have
C(|Φ〉〈Φ|) = CR†(|Φ〉〈Φ|). (14)
Introducing the swap map S, defined by S
(⊕
µ∈Irr(U)Aµ ⊗Bµ
)
:=
⊕
µ∈Irr(U)Bµ⊗Aµ, we obtain
the relations
A = S (AR∗) ∀A ∈ U˜ ′′ (15)
C = SCR∗S ∀C : C(ρ) =
r∑
i=1
CiρC
†
i , Ci ∈ U˜ ′′ ∀i = 1, . . . , r. (16)
4. Optimal estimation
4.1. Left-invariant cost functions: optimality of covariant measurements
In this paragraph I will shortly review two classic results about the structure of covariant
measurements and about their optimality. The proofs of these results can be found in the
monographs [11, 12, 13].
Let us start from the definition:
Definition 1 A POVM P : σ(G) → Lin+(H) is covariant with respect to the representation
{Ug}g∈G if PgB = Ug(PB) ∀g ∈ G,∀B ∈ σ(G).
Covariant POVMs have a very simple structure:
Theorem 1 (Structure of covariant POVMs) Let G be a compact group, U be a projective
unitary representation of G on the Hilbert space H. A POVM P : σ(G)→ Lin+(H) is covariant
with respect to U if and only if it has the form
P (dgˆ) = Ugˆ(ξ) dgˆ (17)
where dgˆ is the normalized Haar measure and ξ ∈ Lin+(H) is a suitable operator, called the seed
of the covariant POVM.
The special form of covariant POVMs provides a great simplification in optimization
problems, because it reduces the optimization of the whole POVM to the optimization of a
single non-negative operator ξ ∈ Lin+(H). Luckily, this simplification can be done without loss
of generality in most situations. Precisely, covariant measurement are optimal whenever the cost
function c(gˆ, g) is left-invariant, that is c(hgˆ, hg) = c(gˆ, g)∀g, h ∈ G.
Theorem 2 (Optimality of covariant POVMs) Let G be a compact group, {Ug}g∈G be a
unitary projective representation of G on the Hilbert space H and c(gˆ, g) be a left-invariant cost
function. Then, for every input state ρ ∈ St(H) the optimal POVM P for both the worst-case
and uniform average approach can be assumed without loss of generality to be covariant. With
this choice one has cave(ρ, P ) = cwc(ρ, P ) = c(ρ, P |g)∀g ∈ G.
4.2. Right-invariant cost functions: optimality of class states
In this paragraph I illustrate with a new proof a recent result on the optimality of class states
[14]. This result is dual to the classic result on the optimality of covariant POVMs showed in
the previous paragraph.
A central feature of quantum theory is the validity of the purification principle [15]: for
every mixed state ρ ∈ St(H) there exists a Hilbert space K and a pure state |Ψ〉〉 ∈ H ⊗ K
such that ρ = TrK[|Ψ〉〉〈〈Ψ|] The pure state Ψ is referred to as a purification of ρ. From Eq.
(5) we have ρ = ΨΨ† and Supp(ρ) = Rng(Ψ), where Supp and Rng denote the support and the
range, respectively. The simplest example of purification of a state ρ ∈ St(H) is the square-root
purification |ρ 12 〉〉 ∈ H ⊗H′, where H′ ≃ H.
A large number of quantum features, such as teleportation and no cloning, are simple
consequences of the purification principle [15]. The structure of the optimal states for the
estimation of group parameters is no exception to that. In the following I will give a simple proof
of the optimality of the states in Eq. (8) based on the purification principle. To this purpose I
will use a remarkable consequence of purification, namely the fact, first noticed by Schro¨dinger
[16], that every ensemble decomposition of a state can be induced from the purification via a
quantum measurement on the purifying system:
Lemma 1 Let (X,σ(X)) be a measurable space and let ρ(dx) : σ(X) → Lin+(H), B 7→ ρB be
an ensemble, that is, an operator-valued measure such that ρX ∈ St(H). If |Ψ〉〉 ∈ H ⊗ K is a
purification of ρX then there exists a POVM P : σ(X)→ Lin+(K), B ∈ σ(X) 7→ PB such that
ρB = TrK[(IH ⊗ PB)|Ψ〉〉〈〈Ψ|] ∀B ∈ σ(X). (18)
Proof. Let Ψ−1 be the inverse of Ψ on its support and define the POVM P via PB :=[
Ψ−1ρB(Ψ†)−1
]T
. The POVM P provides a resolution of the projector on the range of ΨT and
can be easily extended to a resolution of the identity on K. Using the identity ΨΨ−1 = PSupp(ρX)
where ΠSupp(ρX ) is the projector on the support of ρX we have
TrK[(IH ⊗ PB)|Ψ〉〉〈〈Ψ|] = TrK[(IH ⊗ (Ψ−1ρB)T |Ψ〉〉〈〈Ψ|(IH ⊗ (Ψ∗)−1)]
= TrH′ [(|ΨΨ−1ρB〉〉〈〈ΨΨ−1|]
= TrH′ [|ΠSupp(ρX)ρB〉〉〈〈ΠSupp(ρX )]
= ρB .

Suppose that the cost function c(gˆ, g) is right-invariant, that is c(gˆh, gh) = c(gˆ, g),∀gˆ, g, h ∈
G. Then we have the following
Theorem 3 (Optimality of the purification of invariant states) Let G be a compact
group, U be a projective unitary representation of G on the Hilbert space H and c(gˆ, g) be a
right-invariant cost function. Then, the optimal input state for both the worst-case and uniform
average approach can be assumed without loss of generality to be the purification of an invariant
state ρ ∈ U ′. Denoting by |Ψ〉 ∈ H⊗L such a purification, there exists an optimal POVM P on
H⊗L such that cave(Ψ, P ) = cwc(Ψ, P ) = c(Ψ, P |g),∀g ∈ G.
Proof. Suppose that σ ∈ St(H ⊗ K) is an optimal input state and that Q(dgˆ) is an optimal
POVM for the average approach (resp. for the worst case approach). We now prove that there
is a Hilbert space L and another state |Ψ〉 ∈ H ⊗ L that is the purification of an invariant
state ρ ∈ U ′ and is optimal as well. Consider the orbit {σh := (Uh ⊗ IK)(σ)}h∈G and the
operator-valued measure σ(dh) = σhdh. Clearly the state σG =
∫
G
dh σh is invariant under
U ⊗ IK. Let |Ψ〉 ∈ H ⊗ K ⊗ H′ ⊗ K′, with H′ ≃ H,K′ ≃ K, be the square-root purification
of σG and define L := K ⊗ H′ ⊗ K′. Note that |Ψ〉 ∈ H ⊗ L is also a purification of the
invariant state ρ := TrK[σG] ∈ U ′. We now have to show that |Ψ〉 is optimal for the uniform
average (resp. worst-case) approach. By lemma 1, we know that there is a POVM Mhdh
on H′ ⊗ K′ such that ρh = TrH′⊗K′ [(IH ⊗ IK ⊗Mh)|Ψ〉〈Ψ|] ∀h ∈ G. Define now the POVM
P (dgˆ) :=
∫
G
dh Q(d(gˆh))⊗Mh. It is easy to see that the average cost of the strategy (Ψ, P ) is
equal to the average cost of the strategy (σ,Q):
cave(Ψ, P ) =
∫
G
dg
∫
G
c(g, gˆ) 〈〈Ψg|P (dgˆ)|Ψg〉〉
=
∫
G
dg
∫
G
dh
∫
G
c(g, gˆ) 〈〈Ψ|(U †gQ(d(gˆh))Ug ⊗Mh)|Ψ〉〉
=
∫
G
dh
∫
G
dg
∫
G
c(g, gˆ) Tr[U †gQ(d(gˆh))Ugσh]
=
∫
G
dh
∫
G
d(gh)
∫
G
c(gh, gˆh) Tr[Q(d(gˆh))σgh]
= cave(σ,Q),
having used the right-invariance of the Haar measure and of the cost function. On the other
hand, the worst-case cost of the strategy (Ψ, P ) cannot be larger than the worst-case cost of the
strategy (σ,Q):
cwc(Ψ, P ) = max
g∈G
∫
G
c(gˆ, g) 〈 Ψg|P (dgˆ)|Ψg〉
= max
g∈G
∫
G
dh
∫
G
c(gˆ, g) 〈 Ψ|(U †gQ(d(gˆh))Ug ⊗Mh)|Ψ′〉
= max
g∈G
∫
G
dh
∫
G
c(g, gˆ) Tr[U †gQ(d(gˆh))Ugσh]
= max
g∈G
∫
G
dh
∫
G
c(gˆh, gh) Tr[Q(d(gˆh))σgh]
= max
g∈G
∫
h
dh c(σ,Q|gh)
≤
∫
h
dhmax
g∈G
c(σ,Q|gh)
= cwc(σ,Q).
Hence, we proved that, both for the average and for the worst case approach, whichever the
optimal strategy (σ,Q) is, the strategy (Ψ, P ) cannot be worse. Finally, we observe that for the
strategy (Ψ, P ) we have c(Ψ, P |g) = ∫
G
dh
∫
G
c(gˆh, gh) Tr[Q(d(gˆh))σgh] =
∫
h
dh c(σ,Q|h). This
proves that c(Ψ, P |g) is independent of g ∈ G, whence c(Ψ, P |g) = cave(Ψ, P ) = cwc(Ψ, P ). 
Theorem 4 (Optimality of the class states) Let G be a compact group, U be a unitary
projective representation of G on the Hilbert space H satisfying the property dµ ≤ mµ∀µ ∈ Irr(U)
and c(gˆ, g) be a right-invariant cost function. Then, the optimal input state for both the worst-
case and uniform average approach can be assumed without loss of generality to be a class state
of the form
|Φ〉 =
⊕
µ∈Irr(U)
√
pµ
dµ
|Iµ〉〉 ∈ H˜ =
⊕
µ∈Irr(U)
Hµ ⊗Hµ ⊆ H, (19)
where pµ ≥ 0 and
∑
µ pµ = 1.
Proof. By theorem 3, we know that there exists an optimal state that is the purification of an
invariant state ρ ∈ U ′. Now the form of an invariant state is ρ = ⊕µ∈Irr(U) pµdµ Iµ ⊗ ρµ, with
ρµ ∈ St(Cmµ). The square-root purification of ρ is then given by
|Ψ〉 =
⊕
µ∈Irr(U)
√
pµ
dµ
|Iµ〉〉|ρ
1
2
µ 〉〉 ∈
⊕
µ∈Irr(U)
Hµ ⊗Hµ ⊗ Cmµ ⊗ Cmµ .
Here the first copy of Hµ is the representation space, while the remaining spaces contribute
to the multiplicity. The action of the representation {Ug ⊗ IH}g∈G then generates the orbit
|Ψg〉 :=
⊕
µ∈Irr(U)
√
pµ
dµ
|Uµg 〉〉|ρ
1
2
µ 〉〉. This orbit can be obtained from the orbit |Φg〉 :=⊕
µ∈Irr(U)
√
pµ
dµ
|Uµg 〉〉 ∈ H˜ by applying the isometry V :
⊕
µ∈Irr(Ug)Hµ ⊗ Hµ →
⊕
µ∈Irr(U)Hµ ⊗
Hµ ⊗Cmµ ⊗Cmµ defined by V (
⊕
µ∈Irr(U) |vµ〉) =
⊕
µ∈Irr(U) |vµ〉|ρ
1
2
µ 〉〉. This proves that the state
|Φ〉 =⊕µ∈Irr(U)√pµdµ |Iµ〉〉 is an optimal input state. 
4.3. Invariant cost functions and isotropic states: optimality of isotropic seeds
Suppose that the cost function c(gˆ, g) is invariant, that is, both left- and right-invariant.
Equivalently, this means that c(gˆ, g) = f(gˆ−1g) where f is a class function. From the discussion
of the previous paragraphs we already know that i) the optimal input state will be class state
and ii) the optimal POVM will be covariant. In fact, in this case the optimal POVM has an
additional symmetry that reflects the symmetries of class states (see Eq. (13)). Furthermore,
this additional property appears not only for class states but also for a more general family of
input states that we call isotropic.
Definition 2 (Isotropic operators) An operator A ∈ Lin(H˜) with H˜ =⊕µ∈Irr(U)Hµ⊗Hµ is
isotropic if
UgURg (A) = A ∀g ∈ G.
The set of isotropic states (i.e. non-negative isotropic operators with unit trace) is convex.
Clearly, every class state is isotropic. As a consequence, every mixture of class states is an
isotropic state.
Theorem 5 (Optimality of isotropic seeds) Let G be a compact group, U˜ be a projective
unitary representation of G on the Hilbert space H˜ =⊕µ∈Irr(U)Hµ⊗Hµ, c(gˆ, g) be an invariant
cost function and ρ ∈ St(H) be an isotropic state. Then, the seed ξ ∈ Lin+(H˜) of the optimal
covariant measurement for the input state ρ is isotropic.
Proof. Since the cost function is left-invariant, the optimal POVM can be assumed to
be covariant (theorem 2) and there is no difference between the average and worst case
approaches. Moreover, for any covariant POVM P (dg) = U˜g(ξ)dg we can define another
covariant POVM P ′(dg) = U˜g(ξ′)dg with ξ where ξ′ is isotropic. Indeed, it is enough to choose
ξ′ :=
∫
G
dh U˜hU˜Rh (ξ). Note that P ′(dg) is still a resolution of the identity. The uniform average
cost of the strategy (ρ, P ′) is the same of the strategy (ρ, P ):
cave(ρ, P
′) =
∫
G
dg
∫
G
dgˆ c(gˆ, g)Tr[U˜gˆ(ξ′)U˜g(ρ)]
=
∫
G
dg
∫
G
dgˆ
∫
G
dh c(gˆ, g)Tr[U˜gˆh(ξ)U˜gU˜R†h (ρ)]
=
∫
G
dh
∫
G
dg
∫
G
dgˆ c(gˆh, gh)Tr[U˜gˆh(ξ)U˜gh(ρ)]
= cave(ρ, P ),
having used the fact that ρ is isotropic (and hence U˜R†h (ρ) = U˜h(ρ)) and the right-invariance of
the cost function. 
An example of isotropic seed is given by the class seed ξ = |η〉〈η|, where |η〉 ∈ H is the class
vector
|η〉 =
⊕
µ∈Irr(U)
√
dµ|Iµ〉〉. (20)
We will now see that this seed plays a special role: any isotropic seed can be obtained from it
by applying a suitable physical transformation.
Theorem 6 ξ ∈ Lin+(H˜) is an isotropic seed if and only if ξ = C(|η〉〈η|) for some completely
positive map C : Lin(H˜)→ Lin(H˜) that is bistochastic (i.e. trace-preserving and unit-preserving)
and leaves all elements in the algebra U ′ invariant.
Proof. Let us write ξ =
∑r
i=1 |ηi〉〈ηi| and |ηi〉 =
⊕
µ∈Irr(U)
√
dµ|ηiµ〉〉. Defining the operators
Ci :=
⊕
µ∈Irr(U) ηiµ⊗Iµ ∈ U ′′ and defining the completely positive map C as C(ρ) :=
∑r
i=1 CiρC
†
i
we then obtain ξ = C(|η〉〈η|). Clearly, one has C(A) = A for every A ∈ U ′. The requirement
that C be bistochastic is equivalent to the requirement that ξ be an isotropic seed. First, we can
prove that C is unital:
C(I) =
∫
G
dg CU˜g(|η〉〈η|) =
∫
G
dg CU˜R†g (|η〉〈η|)
=
∫
G
dg U˜R†g C(|η〉〈η|) =
∫
G
dg U˜R†g (ξ) =
∫
G
dg U˜g(ξ) = I
To prove that C is trace-preserving, we equivalently prove that C† is unital. Using Eq. (14) it is
immediate to obtain CR†(I) = I: indeed, we have
CR†(I) =
∫
G
dg CR†U˜g(|η〉〈η|) =
∫
G
dg U˜gCR†(|η〉〈η|)
=
∫
G
dg U˜gC(|η〉〈η|) =
∫
G
dg U˜g(ξ) = I
Finally, it is enough to observe that C† = S (CR†)∗ S (see Eq. (15)) and, therefore, C†(I) = I.
Corollary 1 Let ξ ∈ Lin(H) be an isotropic seed, written as ξ = ∑ri=1 |ηi〉〈ηi|, |ηi〉 =⊕
µ∈Irr(U)
√
dµ|ηiµ〉〉. Then we have
∑r
i=1 ηiµη
†
iµ =
∑r
i=1 η
T
iµη
∗
iµ = Iµ.
In the following the covariant POVM E(dgˆ) = U˜gˆ(|η〉〈η|)dgˆ generated by the class vector |η〉
in Eq. (20) will be called class POVM.
Corollary 2 Any covariant POVM P (dgˆ) = U˜g(ξ) with isotropic seed can be obtained from the
class POVM E(dgˆ) = U˜gˆ(|η〉〈η|)dgˆ by application of a bistochastic map CR†.
Note that the bistochastic map CR† is covariant, that is U˜gCR† = CR†U˜g∀g ∈ G.
Corollary 3 Let ρ ∈ St(H˜) be an isotropic state and P (dgˆ) = U˜g(ξ) be a covariant POVM with
isotropic seed. Then, the estimation strategy (ρ, P ) has the same cost of the estimation strategy
(CR†(ρ), E), where E is the class POVM E(dgˆ) = U˜gˆ(|η〉〈η|)dgˆ.
The question now is: why should we perform a physical transformation on the input state ρ
before performing the measurement? Intuitively, one might expect that the application of the
transformation CR† can only degrade the information contained in the signal states ρg := U˜g(ρ).
In the next paragraph I will show that the intuition is correct in the case where ρ is a class state
and the cost function c(gˆ, g) has negative Fourier transform.
4.4. Invariant cost functions with negative Fourier transform: optimality of square-root
measurements
Here we will confine our attention to a special family of invariant cost functions, that is, to cost
functions of the form
c(gˆ, g) =
∑
σ∈UIrr(G)
aσχ
∗
σ(gˆ
−1g) aσ ≤ 0 ∀σ ∈ UIrr(G). (21)
where UIrr(G) denotes the set of all unitary irreducible representations of G (the complex
conjugate of the character has been introduced just for later convenience). Optimization
problems with cost functions in this family are the maximization of the entanglement fidelity,
corresponding to the cost function given by c(gˆ, g) = −|Tr[Vgˆ−1g]/n|2, where V : G → Lin(Cn)
is a unitary representation of G, and the maximum likelihood [17], corresponding to the cost
function c(gˆ, g) = −δ(gˆ−1g).
Incidentally, we observe that each cost function of the form in Eq. (21) defines a positive
semidefinite product on the vector space of class functions, given by
〈f1, f2〉c := −
∫
G
dgˆ
∫
G
dg c(gˆ, g)f∗1 (gˆ)f2(g)
= −
∑
σ∈UIrr(G)
aσf
∗
1,σf2,σ.
The next theorem summarizes the structures presented so far:
Theorem 7 Optimal estimation strategy for invariant functions with negative
Fourier transform. Let G be a compact group, U˜ be a unitary projective representation of G on
the Hilbert space H˜ =⊕µ∈Irr(U)Hµ⊗Hµ and c(gˆ, g) be an invariant cost function of the form of
Eq. (21). Then, the class POVM E(dgˆ) = Ug(|η〉〈η|)dgˆ is optimal for every class state |Φ〉 of the
form |Φ〉 =⊕µ∈Irr(U)√pµ/dµ|Iµ〉〉. The cost is given by cave =∑σ∈UIrr(G) aσmµν∗σ √pµpν, where
mµν
∗
σ is the multiplicity of the irreducible representation Uσ in the tensor product Uµ ⊗ Uν∗.
Proof. By theorem 5 we can assume without loss of generality that the optimal POVM is
covariant, i.e. P (dgˆ) = Ug(ξ)dgˆ, and that the seed ξ is isotropic. Writing the seed as
ξ =
∑r
i=1 |η〉〈η| with |η〉 =
⊕
µ∈Irr(U)
√
dµ|ηiµ〉〉 we obtain for the cost
c(P,Φ|e) =
∫
G
dgˆ c(gˆ, e)〈Φ|U˜gˆ(ξ)|Φ〉
=
∑
σ∈UIrr(G)
∑
µ,ν∈Irr(U)
aσ
√
pµpν
dµdν
∫
G
dgˆ χ∗σ(gˆ) 〈〈Iµ|U˜gˆ(ξ)|Iν〉〉
=
∑
σ∈UIrr(G)
∑
µ,ν∈Irr(U)
aσ
√
pµpν
r∑
i=1
∫
G
dgˆ χ∗σ(gˆ) 〈〈Iµ|(Uµgˆ ⊗ Iµ)|ηiµ〉〉〈〈ηiν |(Uν†gˆ ⊗ Iν)|Iν〉〉
=
∑
σ∈UIrr(G)
∑
µ,ν∈Irr(U)
aσc
√
pµpν
r∑
i=1
∫
G
dgˆ χ∗σ(gˆ) 〈〈Iµ|Uµgˆ ηiµ〉〉〈〈Uνgˆ ηiν |Iν〉〉
=
∑
σ∈UIrr(G)
∑
µ,ν∈Irr(U)
aσ
√
pµpν
r∑
i=1
∫
G
dgˆ χ∗σ(gˆ) Tr[U
µ
gˆ ηiµ ⊗ Uν∗gˆ η∗iν ]
=
∑
σ∈UIrr(G)
∑
µ,ν∈Irr(U)
aσ
√
pµpν
dσ
r∑
i=1
Tr[Πµν
∗
σ (ηiµ ⊗ η∗iν)], (22)
where Pµν
∗
σ is the projector on the direct sum of all irreducible subspaces of Hµ⊗Hν that carry
the irreducible representation Uσ as a subrepresentation of the tensor product Uµ ⊗Uν∗. Since
aσ ≤ 0 for every σ, we have the bound
c(P,Φ|e) ≤
∑
σ∈UIrr(G)
∑
µ,ν∈Irr(U)
aσ
√
pµpν
dσ
∣∣∣∣∣
r∑
i=1
Tr[Πµν
∗
σ (ηiµ ⊗ η∗iν)]
∣∣∣∣∣ ,
=
∑
σ∈UIrr(G)
∑
µ,ν∈Irr(U)
aσ
√
pµpν
dσ
∣∣∣∣∣
r∑
i=1
Tr[Πµν
∗
σ (ηiµ ⊗ Iν)(Iµ ⊗ η∗iν)Πµν
∗
σ ]
∣∣∣∣∣ ,
≤
∑
σ∈UIrr(G)
∑
µ,ν∈Irr(U)
aσ
√
pµpν
dσ
√√√√ r∑
i=1
Tr[Πµν
∗
σ (ηiµη
†
iµ ⊗ Iν)]
√√√√ r∑
j=1
Tr[(Iν ⊗ ηTiνη∗iν)Πµν
∗
σ ],
having used the Cauchy-Schwarz inequality |Tr[A†B]| ≤
√
Tr[A†A] Tr[B†B] for block matrices
A =
⊕r
i=1Ai and B =
⊕r
i=1Bi. Finally, using the normalization conditions of corollary 1 we
obtain
c(P,Φ, e) ≤
∑
σ∈UIrr(G)
∑
µ,ν∈Irr(U)
aσ
√
pµpν
dσ
Tr[Πµν
∗
σ ] ≤
∑
σ∈UIrr(G)
∑
µ,ν∈Irr(U)
aσm
µν∗
σ
√
pµpν ,
where mµν
∗
σ is the multiplicity of Uσ in the tensor product of Uµ ⊗Uν∗. On the other hand, by
substituting in Eq. (22) it is immediate to see that the class POVM E(dgˆ) = Ugˆ(|η〉〈η|) achieves
the bound and hence is the best possible POVM. 
The optimality of the class POVM can be rephrased as a result about the optimality of
square-root measurements [18] (see also [13] for a surprising ante litteram example). The general
definition of square-root measurement that we will consider here is the following:
Definition 3 Let (X,σ(X)) be a measurable space and let ρ(dx) : σ(X) → Lin+(H), B 7→ ρB
be an ensemble. The square-root measurement associated to ρ is the POVM P : σ(B) 7→
Lin+(Supp(ρX)) given by PB := ρ
− 1
2
X ρBρ
− 1
2
X , where ρ
− 1
2
X is the inverse of ρ
1
2
X on its support.
It is easy to see that the class POVM E(dgˆ) = U˜gˆ(|η〉〈η|)dgˆ is the square-root measurement
associated to the ensemble ρ(dg) := |Φg〉〈Φg|dg where |Φg〉 = U˜g|Φ〉 for some class state
|Φ〉 = ⊕µ∈Irr(U)√pµdµ |Iµ〉〉. Indeed, we have ρG = ∫G dg |Φg〉〈Φg| = ⊕µ∈Irr(U) pµd2µ Iµ ⊗ Iµ, and
therefore ρ
− 1
2
G |Φgˆ〉 = U˜gˆρ
− 1
2
G |Φ〉 = U˜gˆ
(∑
µ∈Irr(U)
√
dµ|Iµ〉〉
)
= U˜gˆ|η〉, which means E(dgˆ) =
ρ
− 1
2
G |Φgˆ〉〈Φgˆ|ρ
− 1
2
G dgˆ.
A slight generalization of Theorem 7 is then given by the following:
Corollary 4 Let G be a compact group, U˜ be a projective unitary representation of G on the
Hilbert space H˜ = ⊕µ∈Irr(U)Hµ ⊗ Hµ and c(gˆ, g) be an invariant cost function of the form of
Eq. (21). Then, the square-root measurement is optimal for every state |Ψ〉 ∈ H˜ of the form
|Ψ〉 = V |Φ〉 where |Φ〉 ∈ H˜ is a class state as in Eq. (19) and V ∈ Lin(H˜) is a unitary matrix
in U ′.
Proof. The square-root measurement associated to the ensemble |Ψg〉〈Ψg|dg is P (dgˆ) =
UgV(|η〉〈η|). It is easy to see that the cost of the strategy (Ψ, P ) equal the cost of the strategy
(Φ, E): indeed, the conditional probabilities are the same:
p′(dgˆ|g) := Tr[P (dgˆ)Ug(|Ψ〉〈Ψ|)
= Tr[UgˆV(|η〉〈η|)UgV(|Φ〉〈Φ)]dgˆ
= Tr[Ugˆ(|η〉〈η|)U(|Φ〉〈Φ|)]dgˆ := p(dgˆ|g)
This means that the square-root measurement P (dgˆ) must be optimal for |Ψ〉, otherwise E
would not be optimal for |Φ〉. 
5. Conclusions and open problems
This paper provided a synthesis of the main group theoretical structures appearing in the
estimation of unitary transformations on finite dimensional Hilbert spaces. I deliberately avoided
any mention to infinite dimensions, in order to keep the exposition at the simplest possible level
and to highlight the structures that underly optimal estimation in the neatest possible way.
The development of a general theory of optimal estimation for infinite dimensional systems is
mostly an open problem, especially in the case of non-compact groups, for which there are
many particular results (especially for abelian groups) but still no unifying framework. The
development of a general theory of estimation for non-abelian non-compact groups rests as a
stimulating challenge for future research.
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