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Abstract
One of the largest issues concerning industrial cube satellite manufacturing is the de-
velopment of propulsion systems at extremely small scales. Bipropellant cube satellite
propulsion systems face challenges associated with the mixing of two fluids which op-
erate in low Reynolds number environments. Low Reynolds, or laminar, fluid flow is
unique to cube satellite injection systems because of their unprecedented small scale.
This work is intended to both test the validity of a proposed cube satellite injec-
tion system, and to test the accuracy of numerical method approaches to solving the
problem of laminar flow mixing in such devices. The proposed injector is an unlike
doublet impinging system operating in laminar conditions and incorporating swirl
methods to encourage mixing. Several geometries are examined each with different
angles of propellant injection to the combustion chamber. The numerical approaches
are characterized by use of the VOF model. Numerical cases are compared directly
to experimental cases via image comparison. The numerical methods are then used
to conduct a parametric sweep examining fluid interface size of different combustion
injection geometries. Qualitative results indicate reasonable similarity in a steady
state numerical case, but differences in the transient case. This is likely the result of
irregular hydrophilic behavior between polymer surfaces and liquid water present in
the experimental case but not the numerical. The parametric sweep indicates that
fluid mixing is maximized when fluid injection angles are between 0 and 20 degrees
in a gravity influenced environment. Above 30 degrees, fluid contact is lost entirely.
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education. Most particularly my parents, Justine and Paul Ligon, and my siblings,
Eliza and Jack Ligon.
This work is also dedicated to Dr. Darren Hitt. Without his guidance, I likely
would not have pursued this topic in graduate study. His passion and commitment
to the education of his students will not be forgotten by any of those who had the
pleasure of his instruction.
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The past decade has seen a boom in small satellite technology of interest to both
private sector and government space exploration. Cube satellites, or ‘cubesats’, have
created a market for small, relatively inexpensive satellite options which are usable
in commercial application. Cubesats are satellites substantially smaller than the
historical mainstream. With the advancement in small mass technology such as com-
munication and imaging devices, cubesats have become more important in the field
of space exploration. Their small size still qualifies them for many applications where
small technology is useful, but their manufacturing can be orders of magnitude less
expensive than historical satellite development. In November of 2018, cubesats were
used as communication relays in the NASA InSight mission(23). This displayed the
potential of cubesats as valuable space exploration tools. Cubesats are also uniquely
qualified for defense industry satellite application, particularly espionage. This is
because cubesats are small and therefore difficult to track and intercept. Imaging
1
technology could be useful for a variety of application, notably the study of climate
patterns and long term tracking of climate change. Cubesats may also be used in pri-
vate industry. Landmoving, construction, or other industries may find need for Earth
imaging; this may soon be possible for well under one million dollars a satellite, an
unprecedented price. The low cost may translate to more missions and the general
expansion of satellite data collection.
Figure 1.1: An image of Benchmark Space System’s B125 thrust device installed in a 6U
cubesat chassis. Visible are the chemical storage tanks, nozzle, and combustion chamber.
Cubesats are made up of cubic units of 10cm x 10cm x 10cm, each of which has a
mass of 1.33 kg. Though designs vary, it is not uncommon for 1-2 of these units to be
taken up by the propulsive technology controlling the cubesat. The cubesat propulsion
system, often times generically referred to as the ‘thruster,’ consists of several major
components. Although there are a number of different propulsion methods, this study
will focus on homogeneous bipropellant systems. A homogeneous bipropellant system
uses two liquids, one is referred to as the fuel and the other the oxidizer. Unlike air
2
breathing engines, rocket propulsion requires carrying an oxidizer because space is
a vacuum. When the oxidizer and the fuel meet, a combustion event occurs in the
portion of the thruster known as the combustion chamber. The combustion occurs
due to both the presence of oxygen, and the heat of the combustion chamber. There
are several ways of generating combustion in a bipropellant system. When the oxidizer
and fuel combustion spontaneously, it is known as a hypergolic reaction because it
does not require activation energy outside of introducing the two reactants. The
liquids introduced to the combustion chamber come from a series of injectors which
are connected by internal piping to some sort of fuel and some sort of oxidizer tank.
The nozzle helps convert the thermal energy into kinetic energy by taking advantage
of the laws of compressible flow.
One advantage of the cubesat is that it requires substantially less thrust to operate
than other satellites due to its low mass. The thrust requirement for cubesat thrusters
is often in the area of 1 to 5 Newtons. In some cases, thrust requirements can be
as low as 0.1 Newtons. Cubesats operate on the same basic propulsive principles as
any rocket, but on a substantially smaller scale. The small scale introduces design
challenges for propulsion engineers, particularly in the fluid engineering field. Unlike
large scale satellites, much of the flow in the cubesat system may be in the laminar
regime, introducing challenges with mixing. The object of this work is to propose
one mixing technique specifically designed for low Reynolds number hypergolic cube-
sat combustion chambers, as well as to develop and test a numerical technique for
examining low Reynolds flow fluid mixing.
In 2012, NASA produced a collection of 14 “Technology Roadmaps" which out-
lined specific NASA technological needs and interests. The original 2012 Roadmaps
3
were then updated in 2015, lending new insight to NASA current ability. The 2015
Roadmap TA2 outlines NASA’s current technological needs in the area of In Space
Propulsion(24). According to section 2.1.7 of Roadmap T02, micropropulsion tech-
nology is considered a vested interest of NASA at this time. This can refer to either
cold or warm gas propulsive techniques as outlined in section 2.1.6 of the Roadmap.
This study directly corresponds with the technology outlined in the NASA Technology
Roadmaps because it focuses on improving homogeneous bipropellant performance.
1.2 Impinging Injectors
Before combustion can occur, both the oxidizer and the fuel must be introduced to one
another in the combustion chamber. The mechanism responsible for this process is
called the injector, and many different injection methods exist in different propulsion
designs. The injector has the largest impact on the overall performance of the rocket
of any other single component. To explain why requires an understanding of efficiency
metrics in rocketry. Isp, or specific impulse, is the most common indicator of rocket





Here F is the thrust force produced and ṁ is the mass flow rate. Since Isp is defined
as thrust per unit mass flow rate, efficiencies associated with mass flow are directly
proportional with overall efficiency (12).
The common injector types in large scale rocket engines are non-impinging, unlike-
impinging, and like-impinging which refer to non-intersecting, intersecting at different
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flow rates, and intersecting at equivalent flow rates, respectively. Non-impinging
injectors are primarily used with liquid/gaseous propellant combinations. Impinging
options are desirable when same-phase propellant mixing is necessary. In such a case,
angled liquid streams create a fan geometry upon impact, encouraging mixing. At
the macro scale, liquid propellant systems tend to use a large number of impinging
injectors to generate mixing. Additionally, the aggregate flow in the combustion
chamber tend to have a high Reynolds number due to the combination of the high
speed and large volume of the combustion chamber. The micro scale system is unique
in both respects. The micro scale combustion chamber injector will likely inject
liquids in the laminar flow regime due to the small size and slower fluid velocity. As
manufacturing of orifices on the 0.001 millimeter order of magnitude is impractical,
it is likely that only one set of impinging injectors will be used rather than multiple.
The coupled design requirements of containing a single injector pair and operating
in laminar flow makes initial mixing within the combustion chamber a challenge. If
proper mixing does not occur in the beginning of the combustion process, there is a
possibility of fuel pooling in the combustion chamber. If fuel builds up in the chamber
without combusting, there is risk of detonation in the chamber. This problem is likely
an issue only during startup, once combustion begins to occur there is substantially
more energy in the chamber. It is expected that at this point pooling of either
propellant is unlikely.
5
Figure 1.2: Unlike-impinging injectors compared to a type of non-impinging injector (re-
ferred to here as a ‘spray’ injector) often used for larger systems which can use gaseous fuel
types.(43)
Chemicals used for bipropellant propulsion generally require a particular contact
period before a reaction can occur, referred to here as the reaction delay. During this
reaction delay the chemicals may be in contact without actually combusting. The
reaction delay may be large because of the multi-step process often necessary in a
combustion-chemical reaction. In the case of hydrogen peroxide and ethanol as a fuel,
two things must happen before hypergolic combustion begins. First, decomposition
of the hydrogen peroxide must occur, followed by the reaction of the ethanol with
the gaseous oxygen. Once combustion begins in the chamber, the potential chemical
energy in the propellants will be converted to kinetic and thermal energy. This process
will likely cause turbulence to occur in the chamber, which in turn will improve
mixing. During the initial reaction time, however, laminar flow still exists between
the fluids in the combustion chamber. The reaction time between propellants varies
based on the fuel/oxidizer mixture, and the catalyst used to break down the oxidizer.
This study will focus on a fuel mixture which has a reaction time of 17 milliseconds.
This reaction time was chosen for reference because it corresponds to the reaction
6
time of manganese acetate in ethanol solution as fuel with hydrogen-peroxide as an
oxidizer.
Since laminar flow does not encourage mixing, the period of reaction delay could
harm efficiency by preventing fluid mixing and effective combustion; particularly in a
uniquely small combustion chamber such as those in a cubesat thruster. In laminar
flows, the primary form of mixing is one of diffusion rather than one of momentum
influences. Therefore mixing between any laminar flows can be improved by increasing
either contact time, or surface area of fluid contact. The surface area of fluid contact
can be thought of as the size of the fuel and oxidizer interface. In this problem, the
contact time is fixed to be the reaction delay. The surface area, however, can be
optimized to improve the mixing of fluids in the laminar regime. Figure 1.3 displays
an injection system creating a fluid sheet. The interface area is the area of the sheet
with no thickness considerations.
One proposed method of improving laminar mixing is by introducing a swirl ge-
ometry to the chamber. Swirl involves using rotational inertia to improve the contact
experienced by two fluids, usually by taking advantage of the cylindrical shape of
combustion chambers. This method can be used to mitigate the distance in any
chamber necessary for proper mixing. Swirl may be able to improve the surface area
of the two fluids experienced before a reaction begins to occur. This will theoretically
improve combustion in the initial phases of the combustion process.
1.2.1 Impinging Injectors in Numerical Modelling
Impinging injectors have been examined using numerical modelling techniques with
several approaches. Many of these cases, however, are concerned with examining
7
Figure 1.3: A diagram of like-impinging injectors creating a fluid sheet upon impact. The
effect is exaggerated for clarity of concept. Disturbances are seen atop the sheet which will
eventually lead to droplet formation and sheet breakdown in a turbulent system. (41)
fluid mixing in the turbulent flow regime because this is the most common use of
impinging injector systems. One noteworthy recent example (16) strove to model
impinging injectors by using two different techniques: the Volume of Fluid method
as well as Lagrangian Particle Tracking. The study was unique in its approach to
atomization, as well as adaptive mesh refinement. The results of this study displayed
a sheet of fluid forming followed by a series of droplets which form as a product of
surface tension forces, an image of this event is displayed in Figure 1.4. This study,
like many of its kind, examined extremely turbulent flow. The Reynolds numbers
it examined are on the order of 30,000 which is much too high for most cubesat
applications. There still exists little research regarding modelling mixing in laminar
flow regimes using standard numerical methods techniques.
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Figure 1.4: An image of turbulent impinging injectors in an ANSYS numerical model.(16)
1.3 Laminar Flow Regime
Laminar flow is a flow condition in which low energy flow travels smoothly and seam-
lessly without eddies, vortexes, or other interruptions. It can be more generally
characterized by the lack of any flow momentum perpendicular to the tangent flow
direction. A visual example of laminar flow is displayed in Figure 1.5. Laminar flow is





u here refers to flow velocity. ρ is density, µ is viscosity, and l refers to character-
istic length, which is generally defined to be the diameter or hydraulic diameter of a
given pipe. When the Reynolds number is low, the flow is considered more laminar.
When the Reynolds number reaches roughly 2000, the flow begins to enter the transi-
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Figure 1.5: A diagram displaying laminar and turbulent streamlines in a straight pipe.(27)
tion regime which exists between laminar and turbulent. A turbulent flow is defined
as one where the Reynolds number exceeds 4000. Based on equation 1.2, a flow may
become more laminar for 4 reasons: a low velocity or density, a high viscosity, or a
very small characteristic length. Reynolds number in this study is measured using
the diameter of the impinging injector inlet pipes.
In the case of the micro-mixing experienced by small scale combustion chambers,
extremely small pipe geometry causes laminar flow to be nearly unavoidable. This
is undesirable for mixing because laminar flow will rely primarily on diffusion rather
than momentum convection mixing. This requires more time and longer mixing
lengths than any turbulent flow with momentum convection as the dominate force.
Table 1.1 is a chart of necessary mass flow rates of selected chemicals as a function of
Reynolds number. These are based on a geometry wherein the inlet diameter is set
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Chemical Reynolds Number Mass Flow Rate (kg
s
)
Hydrogen Peroxide 1018.59 1.00x10−3
Ethanol 327.46 2.222x10−4
Table 1.1: Mass flow rates of ethanol and hydrogen peroxide as a function of Reynolds
number in the inlet tubing.
at 1 millimeters and 0.779 millimeters. These are the dimensions and mass flow rates
used in experimentation and numerical modeling.
Some laminar mixing techniques involve the use of static inserts such as that
shown in Figure 1.6. These devices work as physical influences to the flow, in this
case a series of airfoils, which will cause velocity differences and vortex formation.
Although a seemingly appealing solution to the problem of poor laminar mixing,
this method is non-ideal in the context of micro-combustion due to the high thermal
loading characteristic to combustion. It is likely that combustion will break down a
passive flow control structure such as this one over time.
1.4 Swirl Design Characteristics
Swirl occurs in a flow when high tangential momentum causes a decrease in forward,
or in this case axial, momentum in a flow. Swirl can be defined quantitatively by the
swirl definition given in equation 1.3(15). In equation 1.3, Gφ is defined as the axial
flux associated with tangential momentum. r is the chamber length, Gz and is the





Figure 1.6: An image of a static insert applied to laminar and transitional flows in effort
to improve mixing. Dye used for flow visualization.(37)
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The equation is broken down into terms of position and velocity in equation
1.4(42). Here, R is the chamber radius, r represents the radial position, and w










Much of the current literature on improving mixing in small combustion cham-
bers concerns non-impinging systems, often times utilizing gaseous/liquid propellants
rather than two liquids. For example, Woodfield used a baffle plate in a small scale
combustion application (38). Kerjci proposes a full system which similarly utilizes a
swirl chamber and hydrogen peroxide as a decomposed gas(15). Opposing jet configu-
rations have been examined by Mujumdar(11), however these studies did not examine
swirl. Ortega-Casanova examined the impact of a static, cubic geometry insert on
mixing in laminar flow in the non-impinging context(28). Thermal loading makes this
application difficult because it seems highly likely that static inserts will eventually be
eroded or at least deformed by the high heat in a combustion chamber. Thermal load-
ing is also preventative for some swirl systems. Though opposing jet configurations
may seem like an obvious solution to the mixing problem, they can be problematic
for systems due to the high thermal loading they can cause when fluid builds up in a
zero gravity environment. This is particularly true of unlike impinging systems. It is
expected that an injection angle towards the nozzle is desirable in a thruster system
because it avoids high thermal loading near the injectors and therefore prevents fluid
buildup.
Examining swirl geometries in a homogeneous laminar system is relatively un-
studied, and optimization can be done to create a passive mixing control which is
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idealized for combustion in a zero gravity environment. A swirl-based combustion
chamber geometry includes 2 fluid inlet ports at the top of the chamber. The fluid
will be injected in the tangent direction of the cylindrical chamber wall. This will
cause the fluids to be guided in the direction of the chamber wall. Ideally, the flu-
ids will interact somewhere along the wall of the chamber while the interior is mostly
empty. The "injection angle" will be defined as the angle at which the fluid inlet ports
are angled relative to the chamber wall perpendicular, with a positive angle being one
directed towards the nozzle. Therefore a 0 degree injection geometry implies the fluid
will be injected perpendicular to the interior wall of the combustion chamber. By
adjusting the injection angle of the bipropellants with geometric manipulations, sur-
face area of the fluid interface can be maximized. In this way optimum mixing for
the specific purpose of combustion in a small thruster can be estimated based on a
maximized surface area. This proposed improvement on laminar mixing avoids some
of the roadblocks which small scale combustion introduces. For example, the injection
angle is necessary to avoid high thermal concentrations. No static inserts are present
because they would only erode into the flow.
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Chapter 2
Hydrogen Peroxide and Ethanol
as Hypergolic Fuel
2.1 Small Scale Propulsion
Many options have been explored for the propulsion and attitude control of small
scale satellites. Solar sails can be exploited more easily with small scale satellites due
to the lower mass inherent in the design of the systems(31). The same philosophy
may be applied to electromagnetic systems, which take advantage of properties of
electromagnetic flux. Each of these systems applies low thrust over long periods of
time to achieve propulsion. This is valuable for missions where large amounts of time
are available and low mass is of critical importance. In some cases, it is more desirable
to use chemical propulsion over these more mass-conservative options. This is the case
when instant thrust application is more important than mass considerations. As a
common example, cubesats today are often in low earth orbit. Atmosphere in low
earth orbit is rarefied, but is still present enough to generate drag. Therefore low
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earth orbit satellites will slowly spiral inward towards earth as a result of rarefied
drag. For this reason, chemical propulsion is desirable to correct small satellite orbit
which has degraded over time.
2.1.1 Monopropellant and Bipropellant Fuels
The most common chemical options used traditionally in the rocket propulsion indus-
try fall into the two categories of monopropellant and bipropellant. Other chemical
propulsion techniques are used, such as gelled or cryogenic options, however these pro-
pellants are rare due to specific design parameters of each such as temperature regula-
tion necessary for cryogenic propulsion. One particularly common type of propulsion
outside of these categories is cold gas propulsion. Cold gas propulsion compresses
gasses to high pressures at room temperature. The gas can then be expelled to lower
pressure as a means of propulsion. These devices are low performance, but are com-
monly used as attitude control devices due to their simplicity. This study will focus
primarily on the characteristics of bipropellant and monopropellant combustion, as
the proposed fuel combination utilizes elements of both.
A monopropellant contains a single fuel source which is often stored as a liquid.
The oxidizing agent of the monopropellant will decompose at the introduction of
either a catalyst or heat addition(35). The catalyst often comes in the form of a
bed which the monopropellant passes over, causing it to begin decomposition. This
process is generally referred to as heterogeneous monopropulsion. A homogeneous
system would contain a catalyst in solution. The oxidizer is often hydrazine; this
is a nitrogen/hydrogen compound which breaks down into ammonia, nitrogen, and
hydrogen gas when catalyzed. The compound was invented in 1875 by a scientist
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named Emil Fischer(6). Hydrazine is an attractive monopropellant because it is
liquid at room temperature, and it is highly reactive. This means it decomposes
easily when introduced to a catalyst, and does not require heat addition. Alternative
substances can be used for monopropulsion, such as hydrogen peroxide, so long as
the oxidizer can be broken down. Monopropellants are often used when low thrust
is required, such as for attitude control situations, because of its simple design and
comparatively high thrust.
The term bipropellant indicates the use of two fluid propellants rather than one.
One of these fluids will be referred to as the fuel, while the other is an oxidizer of some
sort. Bipropellant propulsion often relies on the hypergolic reaction of two liquids.
Hypergolic is a term which implies combustion occurs upon contact of the two fuels.
This is extremely convenient for designing combustion engines as it avoids the neces-
sity of activation energy. Alternatively, bipropellant propulsion can take place with
non-hypergolic propellants. This type of reaction, however, requires activation energy
in the form of heat addition or an electronic discharge. Bipropellant propulsion sys-
tems are widely applicable, but are more common when high thrust is necessary than
monopropellant systems are. This is because of the generally higher Isp associated
with the system. They are more powerful, but have higher mass requirements and
require more complex engineering.
One of the critical characteristics of the bipropellant system is the oxidizer to
fuel ratio it delivers (O/F ratio). This is to say the quantity of fuel it combines
with each unit of oxidizer. The mass ratio is usually used to represent this, however
what is important is actually the stoichiometric ratio characteristic to the combustion
reaction. The bipropellants must be mixed in ratios which accommodate this known
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quantity.
2.1.2 Environmental Impact of Hydrazine and
Alternatives
While an incredibly popular monopropellant, hydrazine is difficult to work with due
to its high toxicity. Hydrazine is a human irritant, and has been observed to cause
symptoms as severe as tumors and seizures(7) due to its impact on the central nervous
system. This presents obvious hazards for engineers designing the propulsion devices,
as well as to innocent bystanders who may come into contact with hydrazine. There
is great interest in finding an alternative to hydrazine for ease of experimentation and
safety purposes.
Environmental concerns are also a prominent issue with hydrazine, as trace hy-
drazine is expected to escape to the atmosphere during firing. One study in particu-
lar examined the soil content of areas where failed rockets had fallen(3). The study
determined high levels of environmental toxicity in these areas. Research into alter-
native fuel sources has been performed in effort to circumvent environmental effects.
A promising alternative to hydrazine are a new class of "green" fuels referred to as
ionic monopropellants. One of the more popular ionic monopropellants, AF-M315E,
has displayed in early research substantially higher preformance than hydrazine fuel
systems. As part of NASA’s Green Propellant Infusion Mission (GPIM), hot fire
testing using AF-M315E was performed for thrust ranges of 1 - 22 N as a demonstra-
tion of capability. Ionic monopropellants provide their own design issues. Using ionic
monopropellants with heterogeneous systems such as catalyst beds can be challenging
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because thermal loading damages the catalyst, impacting back pressure and system
performance (19; 20).
2.2 Hydrogen Peroxide as an Oxidizer
The proposed thruster is unique from traditional thrust systems because it uses a
bipropellant system in conjunction with some basic homogeneous monopropellant
catalyst principles. In the proposed system, two non-hypergolic liquids are mixed
in the combustion chamber. One is the fuel, ethanol, and the other the oxidizer,
hydrogen peroxide. The system is unique because the fuel is really a solution with
the solvent being ethanol, and the solute being a catalyst called Manganese Acetate.
The purpose of the catalyst is to break down the hydrogen peroxide to its components
of water (H2O) and gaseous oxygen (O2). Once this has been accomplished, the fluid
mixture is considered fully hypergolic and a combustion reaction will take place.
2.2.1 Reaction with Ethanol
The reaction of ethanol and hydrogen peroxide in the proportion planned for this
application is defined as follows:
6H2O2 + CH5OH− > 2CO2 + 9H2O (2.1)
This implies that stoichiometrically, there is a ratio of 6 moles oxidizer to each 1
mole fuel. This should not be confused with the mass ratio O/F, which will be different
from 6/1 due to the difference in molecular mass for the compounds. The molecular
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Figure 2.1: Ideal Isp as a function of O/F ratio when hydrogen peroxide and ethanol are
used as oxidizer and fuel, respectively. Calculated using NASA CEARUN.
mass of ethanol is measured 46.07 g
mol
(25), while hydrogen peroxide is 31.241 g
mol
(21).
This makes the ideal case mass ratio O/F = 4.5. A comparison was made of both
specific impulse (Isp) and temperature as a function of O/F ratio using NASA Chem-
ical Equilibrium with Applications (CEARUN). These calculations were made using
a chamber pressure of 70kPa, a supersonic area ratio of 144, and the chemicals 90%
hydrogen peroxide and 100% ethanol. Figure 2.1 is a graphical representation of the
ideal Isp in units of seconds. Table 2.1 is the same data tabulated. The calculations
indicate that the ideal O/F ratio is 4.5-5. In the case of this experiment, 4.5 was
used as the O/F ratio because of its advantageous adiabatic flame temperature. The
flame temperature is graphed in Figure 2.2 and tabulated in Table 2.2.
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Table 2.1: Tabulated comparison of ideal Isp as a function of O/F ratio calculated using
NASA CEARUN.
Figure 2.2: Ideal temperature as a function of O/F ratio when hydrogen peroxide and ethanol
are used as oxidizer and fuel, respectively. Calculated using NASA CEARUN.
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Table 2.2: Tabulated comparison of temperature as a function of O/F ratio calculated using
NASA CEARUN.
2.2.2 Catalysis
The purpose of the catalyst in the solution is to break the hydrogen peroxide into its
components, thereby making it combustible with the fuel, in this case ethanol. The
catalyst cleaves the weak O−O bond in the hydrogen peroxide (36), generating water
and an oxygen component such as O2. The formula for the reaction is therefore:
2H2O2− > O2 +H2O (2.2)
This process is critical because it allows for the development of the flammable O2
which will be burned in the combustion process.
There are many ions which can effectively break down hydrogen peroxide into its
components. One suggested by Gagne is Ferric(III) Chloride (8), which was proved
effective with ethanol. The reaction delay associated with the decomposition of this
catalyst is 40 milliseconds. Other ions should be considered in effort to mitigate
this reaction time, which its beneficial for combustion. One proposed catalyst ion of
hydrogen peroxide is manganese, which has the desired decomposition effect and a
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reaction delay of 17 milliseconds, less than half that of Ferric(III) Chloride. Com-
bustion of organic material has been widely examined in the literature (18; 36). The
combination of an unnamed colloidal manganese catalyst and methanol is specifically
examined for rocketry by Humble(13), who concludes feasibility of the basic catalysis





3.1 Background to Numerical Modelling
Numerical methods are the solving of large scale algorithms by small assumptions
in effort to converge to a solution. The applications of such processes are wide,
ranging from economic and social science predictive modelling to the scientific field
of continuum mechanics. Scientifically, such a method is highly desirable because
near exact solutions could theoretically be found to problems without the use of large
assumptions a hand calculation might require, and crucially without the necessity of
experimentation.
True numerical methods predate computers considerably, as the assumption by
algorithm is used in such simple mathematical processes as linear interpolation. How-
ever the application of such methods in combination with the modern computer has
been found to be a powerful tool. It is not uncommon now for analytical engineers
to turn to software programs such as ANSYS or SolidWorks to solve engineering
problems with far greater accuracy than ever before.
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Numerical simulations used to solve engineering problems are not considered a
replacement for experimental practices. They are more often used as either an opti-
mization tool before experimentation or a means of checking theory. Modern com-
puters do not always have the capability to represent phenomenon that occur in the
physical world to known accuracy. It is not uncommon that salient physical effects
may be ignored or rounded away as error in numerical methods calculations. This
leads to an important question: to what degree may numerical methods be trusted,
and on what sorts of problems? It is desirable to prove via study the effectiveness of a
numerical model before putting it to use. This work strives to determine whether or
not there is connection between the physical world and the model described herein.
A correlation between numerical and experimental would be helpful to engineers be-
cause they would have an understanding of the accuracy associated with this method
of modelling low Reynolds flow for the purpose of chemical mixing.
3.2 Governing Equations
The modeling system used in this analysis was ANSYS Fluent 19.2. ANSYS uses
finite volume methods to resolve Navier-Stokes equations and the continuity equation
for analysis. The continuity equation is given by equation 3.1 and the momentum
equation is given by 3.2. τ here represents the stress tensor.
∂
∂t
ρ+ O · (ρV) = 0 (3.1)
∂
∂t
(ρV) + O · (ρVV) = −Oρ+ O · (τ ) + ρg + F (3.2)
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τ = µ((OV + OVT )− 23O ·VI) (3.3)
I here is the unit tensor, ρ is the density, µ is the molecular viscosity, and F is an
external body force term.
3.2.1 VOF Model
The Volume of Fluid, or VOF model of multiphase fluid modelling, operates by
measuring the fraction of each given fluid which makes up a single cell in the domain
using and indicator equation consisting of identifiers 0 and 1. Cells in the domain
can be assigned a value 0 or 1, which correspond to a respective fluid, or some value
in range 0 < C < 1 wherein C represents the cell fraction of the fluid. These cells are
said to be on the interface between fluid 0 and fluid 1. Figure 3.1 is a representation
of the VOF model on a course grid. The grey areas represent a liquid and the white
a gaseous fluid. The two are separated by an interface influenced by surface tension.
This image shows that the accuracy of the interface is directly related to the fineness
of the grid. The grid here is coarse casing a choppy interface between fluids. The
VOF model thus requires either an incredibly fine mesh, sometimes unrealistically
so, or alternative interface calculation solutions. One popular solution in numerical
methods studies using the VOF method is in using dynamic grid refinement. This
method changes the grid over time to match high gradients in the solution according
to thew user settings. Another popular solution to assisting interface calculation in
the VOF model is to use the Level Set Method. The Level Set Method will be used
in this model.
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Figure 3.1: A visualization of the VOF model interpreting an interface on a coarse mesh.
Each fluid is assigned a value of either 0 or 1, and the cells may be assigned values anywhere
along this spectrum based on the fluid content(4).
If the cell is interpreted to be an interface cell, the level set method helps refine
the geometry of the interface by employing a variant of the Heaviside function as a
smoothing method. The interface between two fluids will inherently contain discon-
tinuities in properties such as density and viscosity based on the properties of the
two fluids which are interacting. As a result, large amounts of numerical diffusion
can be expected and interfaces may become blurred and unrealistic in the numerical
model. The level set function, represented generally by the variable φ, approaches
this problem in two steps. The level set function itself is a distance calculation which
solves for the location of the interface. At the interface the level set function is equal
to 0. One of the fluids is identified with negative values and the other with positive.
This is the level set function. It may take many forms based on the geometry of the
interface.
As a method of smoothing the interface and avoiding numerical diffusion, a Heav-
iside function is introduced for calculation of the interface properties. The Heaviside
function used is represented by equation 3.2.1. It is a function of the level set function
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as well as the distance of any point from the interface, which is represented by δ.
I =









δ∆), if |φ| = δ∆
1, if |φ| > δ∆
(3.4)
The Heaviside can then be used to calculate properties of the flow at its interface.
Equations 3.5 and 3.6 are examples of its implementation on density and viscosity of
the fluid field.
ρ = (1− I)ρ1 + Iρ2 (3.5)
µ = (1− I)µ1 + Iµ2 (3.6)
The result is an interface which is smaller and lacks the diffusion of a VOF interface
alone.
3.3 Model Details
To the end of comparing numerical results to experimental, a numerical study using
ANSYS Fluent was conducted to examine flow characteristics in a low Reynolds
environment. Although a perfect model would be able to examine fluid flowing into a
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Property Air Water Ethanol
Density ( kg
m3
) 1.225 998.2 790
Viscosity ( kg
m−s) 1.7894e-05 1.003e-03 1.2e-03
Table 3.1: Tabulated thermophysical properties used in the numerical model.
vacuum if desired, this is not possible using Fluent because the supporting physics are
based on continuum mechanics. Air was used as the initial condition in the geometry
because this would represent the conditions of a simple experiment tested at standard
temperature and pressure. It is assumed that should vacuum conditions are desired
for study, lowering the pressure of the air to negligible levels will suffice. The fluids
being mixed were ethanol and water with properties as collected from the Fluent
database.
The model used was a three dimensional model rather than a planar or axissym-
metric one. Gravity was enabled and always in the axial direction of the cylindrical
chamber in effort to mimic ground conditions, but this setting may be toggled for
the purposes of microgravity research. A surface tension value of 0.0756N
m
was used
for the air and water interface. Similarly, a surface tension value of 0.02238 N
m
was
used for the alcohol and air interface. Properties were assumed to be constant for
both the air and water given the moderate temperatures and low speed. The thermo-
physical properties for both air and water is presented in Table 3.1. Large emphasis
was placed in surface tracking of the air/water interface. An explicit Volume of Fluid
(VOF) model with the level set method activated and implicit body force was chosen
for this purpose.
A coupled scheme was used with a PRESTO! pressure spacial discretization and
a Geo-Reconstruct volume fraction discretization. First order methods were used
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for other spacial discretizations as well as the transient formulation method. The
Courant number of the transient model was left at 10. For every timestep the model
calculated, the model solves 500 iterations.
3.4 Grid and Setup
3.4.1 Grid Refinement Study
Several meshes of different sizes were developed to represent the same geometry. The
geometry developed represents the interior of the combustion chamber and the inlet
tubing for the bipropellants. The geometry is therefore the fluid domain, or the area
that is made up of fluid, rather than the physical walls of the chamber. In the case
of the refinement study, the geometry represented the 0 degree geometry and it was
assumed that the other geometries required roughly the same number of elements.
Therefore a refinement study was only performed on a single geometry and this was
assumed to be sufficient. A grid refinement study was performed as a method of
selecting a grid which would not influence the results. A test parameter of the area
weighted average of vorticity collected at the exit of the geometry was gathered. This
parameter was selected because it might later be used to understand the efficiency
of the mixing between the fluids. The vorticity is tabulated in Table 3.2. Table 3.3
shows the percent change between each grid as compared to the next. 4 grids were
examined, each approximately 1,000,000 elements larger than the last. The percent
change between the vorticity results between the 3rd and 4th grid are shown to be
less than 1 percent. Therefore a the 3rd grid was decided to have appropriate grid
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sensitivity for results gathering.
Grid Number Grid Elements Vorticity (s−1)
Grid 1 1235925 1913.35
Grid 2 2103045 2015.82
Grid 3 3102787 2058.11
Grid 4 4111964 2041.85
Table 3.2: Results of the grid sensitivity study for area weighted average of vorticity.
Grid Number Grid Elements Vorticity (Percent Difference from Next)
Grid 1 1235925 5.08
Grid 2 2103045 2.05
Grid 3 3102787 0.79
Table 3.3: Results of the grid sensitivity study for vorticity as a percent difference calculated
from the next grid (i.e. the results of grid 1 are calculated as a percent difference reference
to grid 2).
3.4.2 Boundary Conditions
The grid used is made up of 3,102,787 hex elements. The geometry consisted of
two inlets which were opposite each other(though off axis of one another) as well
as a mock combustion chamber. The geometry chosen can be seen in greater detail
in the "Prototype" section of this text, of which it is simply the internal section
which fluid occupies. When the inlet tubes were perpendicular to the combustion
chamber, the injection angle was said to be zero. The inlet tubes have diameters
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(a) Top view (b) Side view
Figure 3.2: Images of the grid used (grid 3 in the sensitivity study) from both the side and
the top.
of 1 mm for oxidizer and 0.789 mm for fuel, so as to match the mass flow rate
requirements described in chapter 2 if a pressure system were used. A constant mass
flow was applied to each inlet to match the mass flow requirements displayed in Table
1.1. The exit of the system had a pressure outlet condition, which was set to match
average atmospheric pressure at 101.325 kPa. Figure 3.2 displays an image of the grid
from both the top and profile views. Figure 3.3 is an image of the average residuals
collected from a single time step of the simulation. Residuals are a normalized method
of evaluating numerical uncertainty. Although they will never reach zero, the smaller
residuals indicate higher numerical accuracy. The residuals in this case reach the
order of e-5, which is considered reasonably low for data collection.
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Figure 3.3: Residuals collected from the 0 degree study which represent average residuals




4.1 Purpose and Assumptions
An experiment was designed for the express purpose of evaluating the accuracy of the
model. The experiment consisted of delivering a controlled mass flow of both ethanol
and water to a prototype which took on shape equivalent to that of the numerical
model geometry. Dyed fluid was used as a visual aid for understanding the flow
behavior of both the water and the ethanol in the system. Images of the fluid were
taken and the images were later compared to their numerical counterparts at various
time intervals.
One of the larger assumptions made in this experiment has to do with the fluid
choice. Because examination of the fluid interaction was desired without combustion,
water was used instead of hydrogen peroxide. This meant that no combustion oc-
curred, which was desirable for observational purposes. This assumes, however, that
hydrogen peroxide behaves similarly enough to water to be appropriately compared.
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4.2 Prototype Design
A scale rendering of the combustion chamber was designed as a test subject for
examining the effects of gravity in the mixing fluids. The prototype was made out of
an ABS polymer material which was translucent for the observation of fluid behavior.
The prototype was made via a method called stereolithography commissioned by
Protolabs. It contained a custom finish which is of fluid observation quality. It had
one inlet designed for ethanol, and another designed for hydrogen peroxide. The
hydrogen peroxide inlet had an inner diameter of 1 mm while the ethanol inlet had
an inner diameter of 0.789 mm. These diameters were chosen because their ratio
would correspond to an O/F ratio of 4.5 when the same upstream pressure is applied
to both fluid sources. The outer diameter of both inlets was 0.125 so that a 18in
Swagelok connector could be fixed to both. The chamber had an open face on the
bottom where fluid could escape. A CAD image of the mixing prototype is shown in
Figure 4.1. Figure 4.2 is a technical drawing of the prototype. Note that the CAD
image displays a prototype with a 15 degree injection angle and the drawing displays a
0 degree injection angle. This was done deliberately to display the difference between
two injection angles.
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Figure 4.1: A CAD model of the 15 degree angle mixing chamber
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Figure 4.2: A CAD drawing of the 0 degree angle mixing chamber, displaying the internal
geometry as well as the difference between different injection angles when compared to figure
4.1.
Figure 4.3 contains 3 sub-figures. The first two contain images of the 0 degree
prototype with a penny for scale. The last image is of the 4 prototypes which were
made lines up beside one another. The prototypes have injection angles 0, 15, 30,
and 45 degrees respectively from left to right in Figure 4.3c. The 45 degree prototype
is seen in Figure 4.3c with Swaglok nuts fixed to the inlet tubing. This would later
be the case for all prototypes, but is not shown in an image for clarity.
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(a) A side view of the 0 degree prototype (b) A top view of the 15 degree prototype
(c) All prototypes in line.
Figure 4.3: The prototypes as manufactured. The 45 degree prototype here has been outfitted
with a Swaglok nut. All the prototypes were equipped with Swagelok nuts before testing.
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4.3 Experimental Setup
An experimental process was designed to properly test the prototype in a gravity
influenced environment. The experiment required a prototype as the test subject,
several Swagelok fittings, lengths of 18in tubing, two syringes and syringe pumps,
and a high speed camera which could collect data to 1 ms resolution. The setup is
represented by Figure 4.4. The prototype was connected via tubing to each of the
chemical syringes, which contained water and ethanol. The water was dyed using red
food dye so for the purposes of visualization. The mass flow rate could be controlled
by the syringe pumps to high accuracy, and were set such that the respective mass
flow rates followed those outlined in Table 1.1. The camera and these pumps were
wired to a computer and software was designed to trigger both the pumping of the
liquids and the filming of the camera in the same instant. A diagram of the experiment
is displayed in Figure 4.4. It shows representations of the main components of the
experiment.
A mount was 3D printed using PLA to hold the camera at an angle which was
perfectly perpendicular to its injection points. This way, it could reliably take images
at the proper orientation. An LED light was proven necessary for clear visualization of
the dye. This was originally placed in front of the prototype, but later was positioned
behind the prototype to avoid the effects of glare. Figure 4.5 is a labeled image of the
test set up. Note again that the LED was placed behind the prototype in the later
tests.
A test with this experimental setup consisted of running both ethanol and water
through their respective fuel lines until each fluid was adjacent to the chamber. This
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Figure 4.4: A diagram of the experimental plan. Colored arrows indicate the flow of fluid.
Black lines represent cables connecting to a data acquisition computer. The computer could
trigger camera and pump behavior at the same time so as to guarantee accuracy.
was done so that the each fluid was in the same starting position in both the numerical
and experimental trials. The water was dyed red for the purpose of visibility. The
camera and both syringes were then started at the same time. Injection of the fluids
took place for 1 s, then the trial was complete. The camera captured 1000 frames
during this time, which correspond to the 1000 ms in the second of firing. These
frames were saved as the results of the test.
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Figure 4.5: An annotated image of the experimental setup.
4.4 Equipment
Outside of Swagelok materials, tubing, computers, and access to a 3D printer, two
major pieces of equipment were necessary for the experiment. One was a high speed
camera which could take images at the millisecond resolution. The camera used in this
experiment was the Chronos 1.4 camera by Kron Technologies. At a pixel resolution
of 1280x1024, the camera may take images at 1000 FPS. This meant that an image
could be compare to the simulation at ms intervals if desired. The other major piece
of equipment were the two syringe pumps. The two syringe pumps were SyringeOne
NE-1000 high precision fully programmable pumps. The minimum pumping rate on







Once results had been collected in the form of images from both the experimental
and numerical trials, several post-processing methods were required to obtain properly
comparable data. Using the open source photo editing software GIMP, the images
were scaled to the same size and excess photograph was cropped away. This process
left images with roughly similar prototype sizes, although it is expected that the
experimental images have some error as a result of the light distortion through the
plastic, as well as some small orientation error. The photos generated in this process
are referred to in the rest of the test as "raw data." Although the images have been
cropped to size, the color content is unchanged. After the images were cropped,
they were processed in a color identifying software. An OpenCV code was generated
using open source Python coding methods. The code interprets images, then converts
their color scheme to an HSV system. HSV color schemes assign three values to a
given color: Hue, Saturation, and Value. The "Hue" is the color identity. HSV color
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schemes can be thought of as a cylinder, shown in Figure 5.1 for clarity of concept.
In this case, both the dye in the fluid and the color scheme chosen for the numerical
images made the oxidizer appear red in hue. The saturation and value levels were also
adjusted to remove white or black areas of the images. During the post processing,
all colors with the exception of the red hue were blocked out of the image. A mask
was created for the locations where red hue existed. The black and white images
displayed in this section are the resulting images. Areas which are white in these
images represent only red hue. They were generated for clarity of analysis. The code
used for the development of these images can be found in Appendix A.
Figure 5.1: A visualization of the HSV color scheme(5)
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5.2 Transient Results
The results gathered from the transient study showed considerable differences from
the experimental study at equivalent time steps. This discrepancy is discussed to be
the result of flow hysteresis caused by the hydrophilic interactions of solid polymers
and liquid water. Numerical data was collected every 10 ms. At the same time
interval in the experimental data, little fluid motion had occurred. It was decided
to draw experimental data from later time steps. This decision was made because
there was more significant fluid movement later time steps, which would not have
been captured with equivalent time steps. Experimental data was collected at time
intervals 10 times larger than the numerical data.
It is suspected that the hydrophilic behavior of the solid polymer prototype and
the water had dramatic effects on the transient data presented in this section. Solid
polymers have unique molecular interactions with liquid water. The high polarity
of each causes an attraction between the two materials. The result is that wetted
polymers and water have dramatically different contact angles than dry surfaces and
water. Some studies have shown that this phenomenon causes high degrees of flow
hysteresis in water flows over solid polymer surfaces(40). It is suspected that the
transient results of this experiment were greatly effected by such flow hysteresis.
Before the flow into the prototype began, liquid was in the tubing line directly adjacent
to the prototype chamber. It is suspected that small quantities of liquid were dripping
into the prototype before experimentation began as well as in the early stages of flow.
Once the experimentation was well underway, the water which had dripped into the
prototype influenced the flow and caused winding patterns on the back side of the
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prototype. This phenomenon was observed in all experimental cases. In later flow
results, more similarity was observed between numerical and experimental results.
This may have occurred because all surfaces on the interior of the prototype became
wetted over time. If all the surfaces were wetted inside the prototype, it is expected
that there would be significantly less hysteresis effect on the system because all contact
angles would be the same. Additionally, a quasi-steady state was expected to have
been reached in the numerical case. Later in the study, steady state simulations were
run and compared to experimental trials during their steady state conditions.
5.2.1 0 Degree Injection Angle
Figure 5.2 displays the results of the 0 degree case in color before post-processing. The
hysteresis effects described previously are clearly visible in this figure. It manifests in
the winding streaks of fluid that can be seen on the back face of the prototype interior.
By the 500th ms of experiment time the momentum of fluid injection appears to have
taken over more so than previously. The result is larger quantity of fluid visible on
the prototype wall closest the camera. It may also be noteworthy that the numerical
case appears to have reached something very near an equilibrium state. Although
minor differences in the fluid pattern exist between the 30, 40, and 50 ms states,
major characteristics of the flow are constant.
Among major characteristics present in both the numerical and experimental is
the sideways "V" shape, present from the 30 ms point on numerically. The similarity
is more clearly seen in the experimental case in Figure 5.3, which shows the results
after the post-processing has occurred. By 500 ms, the sideways "V" appears in
the experimental flow. The inlet of the fuel is also visible in the experimental case
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after 500 ms. The major flow characteristics are annotated in the final time step in
Figure 5.4. This result implies that flow characteristics may be similar between the
numerical and experimental flows, but that the time interval at which they appear is
considerably different.
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(a) 10ms and 100ms (b) 20ms and 200ms
(c) 30ms and 300ms (d) 40ms and 400ms
(e) 50ms and 500ms
Figure 5.2: Raw data images displaying fluid location of water in both the numerical(left)
and experimental(right). The numerical case increments by 10 millisecond time steps, and
the experimental case increments by 100 millisecond time steps. Each are for the case of 0
degree inlet injection angle.
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(a) 10ms and 100ms (b) 20ms and 200ms
(c) 30ms and 300ms (d) 40ms and 400ms
(e) 50ms and 500ms
Figure 5.3: Processed images displaying fluid location of water in both the numerical(left)
and experimental(right). The numerical case increments by 10 millisecond time steps, and
the experimental case increments by 100 millisecond time steps. Each are for the case of 0
degree inlet injection angle.
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Figure 5.4: An annotated image of the 500 ms case emphasizing the similarities between
the results.
5.2.2 15 Degree Injection Angle
Figure 5.5 displays the raw results in color for the 15 degree injection case. The
results in this form are difficult to interpret because the opposite side of the prototype
is not visible in the numerical case, but is visible in the experimental case due to the
transparency of the prototype. This problem will persist throughout experimentation.
Figure 5.6 displays the processed data, which makes the data more easy to interpret.
It displays the post-processed mask of the red coloration in either case (which again,
represents oxidizer). Note that some of the red components which exist on the side
of the prototype opposite the camera have been eliminated during post-processing.
This is because the saturation level selected was high enough to remove much of the
light-red color characteristic of these areas.
The 15 degree injection experimental case has similar dripping qualities to the
0 degree injection case. In both cases, the experimental fluid characteristics at the
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500 ms time are similar to the 50 ms numerical case. In this case the fluid wraps
around the leftmost wall of the prototype and creates a distinctive curvature. This
is annotated in Figure 5.7. The data again suggests the possibility of a quasi-steady
state present in the numerical case, which may share similarities with the experimental
steady state conditions. It is unclear at this point whether this is a true equilibrium
state because data was not collected past 50 ms in the numerical case.
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(a) 10ms and 100ms (b) 20ms and 200ms
(c) 30ms and 300ms (d) 40ms and 400ms
(e) 50ms and 500ms
Figure 5.5: Raw data images displaying fluid location of water in both the numerical(left)
and experimental(right). The numerical case increments by 10 millisecond time steps, and
the experimental case increments by 100 millisecond time steps. Each are for the case of
15 degree inlet injection angle.
51
(a) 10ms and 100ms (b) 20ms and 200ms
(c) 30ms and 300ms (d) 40ms and 400ms
(e) 50ms and 500ms
Figure 5.6: Processed images displaying fluid location of water in both the numerical(left)
and experimental(right). The numerical case increments by 10 millisecond time steps, and
the experimental case increments by 100 millisecond time steps. Each are for the case of
15 degree inlet injection angle.
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Figure 5.7: An annotated image of the 500 ms case emphasizing the similarities between
the results.
5.2.3 30 Degree Injection Angle
Figure 5.8 displays the experimental and numerical images before post processing for
the 30 degree inlet injection case. The fluid on the far side (relative to the camera) of
the prototype wall makes interpretation of the data more difficult in this geometry.
Figure 5.9 represents the processed data. The experimental images in Figure 5.9 show
fluid that are clearly on the far wall of the prototype when viewed in Figure 5.8. This
fact is highlighted in Figure 5.10. The one major similarity between the numerical
and experimental case is also visible in Figure 5.9 and annotated in Figure 5.10. The
fluid can be seen striking the leftmost prototype wall in the experimental case. The
location where the fluid interacts with the wall appears to be of similar size to that
of the numerical case. It appears as though the flow becomes more similar with the
numerical over time. This concept will be explored further in section 5.3.
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(a) 10ms and 100ms (b) 20ms and 200ms
(c) 30ms and 300ms (d) 40ms and 400ms
(e) 50ms and 500ms
Figure 5.8: Raw data images displaying fluid location of water in both the numerical(left)
and experimental(right). The numerical case increments by 10 millisecond time steps, and
the experimental case increments by 100 millisecond time steps. Each are for the case of
30 degree inlet injection angle.
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(a) 10ms and 100ms (b) 20ms and 200ms
(c) 30ms and 300ms (d) 40ms and 400ms
(e) 50ms and 500ms
Figure 5.9: Processed images displaying fluid location of water in both the numerical(left)
and experimental(right). The numerical case increments by 10 millisecond time steps, and
the experimental case increments by 100 millisecond time steps. Each are for the case of
30 degree inlet injection angle.
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Figure 5.10: An annotated image of the 500 ms case emphasizing the similarities between
the results.
5.2.4 45 Degree Injection Angle
The results collected for the 45 degree injection angle case are displayed in Figures
5.11 and 5.12 for the raw data and processed data, respectively. The processed data
alone is misleading. The transparency of the prototype means that the dyed oxidizer
is visible on the wall of the prototype furthest from the camera. This is not visible
in the numerical case, and as a result the comparisons made in Figure 5.12 may be
confusing. The raw data from Figure 5.11 displays more easily the oxidizer on the far
side of the prototype.
Like in previous cases, the results indicate that the numerical case reaches a quasi-
steady state after approximately 30ms. Although minor changes to the fluid behavior
pattern are visible following this time, the general flow characteristics remain. In the
experimental case, it appears that the oxidizer is influenced greatly by wall adhesion
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in the early stages of the flow. The oxidizer flow can be seen curving in the opposite
direction of momentum, made obvious particularly in Figure 5.12. This phenomenon
is consistent with the hypothesis that polar interactions influenced the transient data.
When the flow has reached 500 ms in the experimental case, one large similarity
to the numerical data becomes visible. The experimental case strikes the leftmost
wall at an approximately similar area to that of the numerical case. Prior to this
time, the results cannot interpret similarity because the flow primarily occurs in on
the far side of the prototype. Figure 5.13 highlights this similarity, as well as the area
of fluid that is on the far wall of the prototype.
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(a) 10ms and 100ms (b) 20ms and 200ms
(c) 30ms and 300ms (d) 40ms and 400ms
(e) 50ms and 500ms
Figure 5.11: Raw data images displaying fluid location of water in both the numerical(left)
and experimental(right). The numerical case increments by 10 millisecond time steps, and
the experimental case increments by 100 millisecond time steps. Each are for the case of
45 degree inlet injection angle.
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(a) 10ms and 100ms (b) 20ms and 200ms
(c) 30ms and 300ms (d) 40ms and 400ms
(e) 50ms and 500ms
Figure 5.12: Processed images displaying fluid location of water in both the numerical(left)
and experimental(right). The numerical case increments by 10 millisecond time steps, and
the experimental case increments by 100 millisecond time steps. Each are for the case of
45 degree inlet injection angle.
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Figure 5.13: An annotated image of the 500 ms case emphasizing the similarities between
the results.
5.2.5 Reynolds Number Validation
Of high concern in the study was the regime in which the fluid existed. If the fluid
entered a turbulent regime at any point during the study, the assertion that the
model works for laminar flow cases is put into question. Figure 5.14 is a contour of
Reynolds number at the exit of the numerical geometry. Reynolds number here was
calculated using Equation 1.2. The respective properties were used for each fluid, and
the characteristic length was the oxidizer inlet diameter, 1 mm. Notice areas on the
contour in Figure 5.14 where white color is present. This contour was designed to
stop showing Reynolds numbers above the value 2000. Therefore Figure 5.14 displays
only areas where true laminar flow exists. here is evidence to suggest that portions
of the mixing chamber are outside of the laminar regime.
Figure 5.15 displays the same contour of Reynolds number, however the higher
limit of Reynolds number is now 2500 instead of 2000. The areas which were white
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have now been filled. This implies that the Reynolds number in the areas outside of
the laminar regime exist at the lower end of the transition region. They Reynolds
number never exceeds 2500. As an additional resource, Figure 5.16 displays 3 different
phase contours for each of the 3 fluids present in the model. One is air, primarily
occupying the middle of the combustion chamber. The other two are bipropellants,
which exist primarily near the walls of the combustion chamber. These diagrams help
identify the Reynolds number by fluid. It can be seen by comparing Figures 5.14 and
Figure 5.16 that the oxidizer is the only fluid which exists partially in the transition
region.
It can be concluded from this observation that the majority of the flow exist in
the laminar regime, but some is in the transition regime between laminar flow and
turbulent flow. Further study would be desirable in this area to understand whether
the transition region areas have high impact on the results.
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Figure 5.14: Contour of Reynolds number for the zero degree case at the exit of the chamber,
as collected from the numerical case. The Reynolds umber has been cut off at 2000, therefore
the image displays area of true laminar flow.
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Figure 5.15: Contour of Reynolds number for the zero degree case at the exit of the chamber,
as collected from the numerical case. The contour proves that Reynolds number does not
exceed 2500. Some areas of flow, therefore, are in the transition regime.
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(a) Contour of water (b) Contour of alcohol
(c) Contour of air
Figure 5.16: Contours of phase at the exit plane of the numerical geometry, proving that
the fuel and oxidizer exist primarily near the wall of the combustion chamber.
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5.3 Implementation of a Steady State
Model
The results gathered using transient methods indicated that the model did not accu-
rately predict flow characteristics in time. They did, however, indicate the possibility
of a steady state solution in the numerical model which corresponded more closely
to the experimental case than the transient model does. This possibility was fur-
ther explored after the analysis of the transient results. A series of new simulations
were run with exactly the same parameters as the original numerical model, but with
steady state methods rather than transient ones. More experimental data was gath-
ered for longer time intervals with the intention of capturing steady state data in the
experimental case if it existed. The results of each were compared to one another.
More strong similarity was found between the steady state case and the long term
experimental results than the transient case could resolve. For this reason, the con-
clusion was drawn that the model is reliable for the gathering of steady state data.
It is expected that the data collected in the steady state case is still informative and
has important design implications. All the experimental cases experienced dripping,
which is hypothesized to be the result of polar effects between the water and the
polymer prototype. Since this occurs in every case, the geometry which displays the
best mixing characteristics without considering these effects may be interpreted as
the best design given the options available. Furthermore it is unclear whether this
effect would occur on a surface of different material, such as steel or inconel.
The 0 degree injection angle case shows the least similarity with experimental
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results. Figure 5.17 and 5.18 display the results for the 0 degree injection angle case
in the steady state condition. At 750 ms, there is a gap in the fluid similar to that of
the numerical case. This gap is not present at 1000 ms, and a larger gap is visible on
the lower end of the prototype. It is unclear why the results of the 0 degree case are
not as accurate as later trials. It may be an optical illusion related to the translucency
of the prototype. It seems likely that much of the fluid visible is on the far wall of
the prototype.
The 15 degree injection angle contains considerably more similarity with its nu-
merical counterpart. A curved area void of oxidizer is visible on the right side of the
prototype, particularly after 750 ms. The 1000 ms case also contains this, but with
an additional fluid on the extreme right side. This, along with the area at the bottom
of the prototype which does not have any oxidizer present, seem like they may be the
result of wall adhesion.
The numerical 30 degree case and the 45 degree case show considerable similar-
ity in both the 750 ms and 1000 ms experimental counterparts. Both experimental
cases display fluid on the far wall of the prototype which is not visible in the numer-
ical case, but both also contain fluid curling onto the near wall of the prototype in
approximately similar locations to that of the numerical.
Finally the average residuals for the steady state case are displayed in Figure 5.25
for reference.
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(a) Steady state numerical case
(b) 750 milliseconds
(c) 1 second
Figure 5.17: A comparison of the raw images of the steady state numerical case and two
later experimental cases for the 0 degree case.
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(a) Steady state numerical case
(b) 750 milliseconds
(c) 1 second
Figure 5.18: A comparison of the processed images of the steady state numerical case and
two later experimental cases for the 0 degree case.
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(a) Steady state numerical case
(b) 750 milliseconds
(c) 1 second
Figure 5.19: A comparison of the raw images of the steady state numerical case and two
later experimental cases for the 15 degree case.
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(a) Steady state numerical case
(b) 750 milliseconds
(c) 1 second
Figure 5.20: A comparison of the processed images of the steady state numerical case and
two later experimental cases for the 15 degree case.
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(a) Steady state numerical case
(b) 750 milliseconds
(c) 1 second
Figure 5.21: A comparison of the raw images of the steady state numerical case and two
later experimental cases for the 30 degree case.
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(a) Steady state numerical case
(b) 750 milliseconds
(c) 1 second
Figure 5.22: A comparison of the processed images of the steady state numerical case and
two later experimental cases for the 30 degree case.
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(a) Steady state numerical case
(b) 750 milliseconds
(c) 1 second
Figure 5.23: A comparison of the raw images of the steady state numerical case and two
later experimental cases for the 45 degree case.
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(a) Steady state numerical case
(b) 750 milliseconds
(c) 1 second
Figure 5.24: A comparison of the processed images of the steady state numerical case and
two later experimental cases for the 45 degree case.
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Figure 5.25: Average residuals as gathered from the 0 degree steady state case. Representa-
tive of the residuals for all geometries.
5.4 Hydrophilic Effects between Water
and ABS
Some logical validation of the numerical model was necessary to ensure the numerical
results are reasonable. If velocity of the fluid can be calculated, that velocity may
be multiplied by time to determine the distance the fluid should have travelled in
some known time unit. An equation for velocity calculated from the basic equation




Using the density of water from Table 3.1, mass flow of water from Table 1.1,
and the area of the water inlet injection tube with diameter of 1 mm, the velocity
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of water was calculated to be 1.2777 m
s
at the exit of the tube. In a time interval of
0.01 s, the distance travelled by this water is theoretically 12.78 mm. Because this is
an appropriate order of magnitude for the simulation results, the numerical model is
interpreted to contain reasonable time discretization.
The time variation in the early steps of experimentation are expected to be a
result of surface tension between the wall, liquid, and air. In such cases there are
a number of analytical methods which may be used to quantify the forces at play.
Surface tension can be determined at the 3 phase interface between the air, water, and
polymer. The method used for determining this quantity was proposed by Girifalco
and Good in 1956 (9). Equation 5.2 is the surface tension of interest.
γsl = γs − γlcos(θ) (5.2)
θ here is the contact angle between the polymer and water. A contact angle of 100
degrees was use for calculations (26). γ represents the surface tension. The surface
tension for water with air is known, but for ABS is not. Equation 5.3 is a method of




Φ here is represented by Equation 5.4
Φ = 4(VsVl)
1/3
(V (s 1/3) + V (1/3))2
(5.4)





M is the molecular mass and ρ is the density of each substance (water and poly-
mer). Table 5.1 displays the values of molecular mass and density which were used
in calculation of surface tension effects. The surface tension at the perimeter of the
3 phase interaction is determined to be 0.0309 N
m
.






Table 5.1: Values of molecular mass and density used in surface tension calculations.
This quantity tells us the N required to overcome a unit length of 3 phase in-
teraction. Surface tension effects mean force is required for the water to break its
own perimeter and encompass more surface area of the polymer. No force is required
in this regard for surfaces that are already wetted, and therefore there is a force
differential at the 3 phase interface between air, water, and polymer. It is for this
reason that the dripping occurs in the early experimentation time. There is some
energy differential associated with breaking from the established pattern, leading to
flow hysteresis. It can be converted to a simple force value with equation 5.6, where
Pslg is the interface of air, water, and polymer.
Fi = γsl ∗ Pslg (5.6)
Interface energies are not the only forces at play in a water-polymer system. The
77
molecules in the water are constantly experiencing intermolecular forces of attraction
with those in the polymer. This effect will be experienced across the entire area of
interaction between solid and liquid. Equation 5.7 is a representation of this effect
where Asl is the area of the interface between liquid and polymer and KR is defined
as the interfacial adhesion strength. The interfacial adhesion strength between water
and acrylic is 8.7 Pa.
Fa = KR ∗ Asl (5.7)
It is expected that while the interface force calculated Equation 5.6 is responsible
for the errors in the transient case, because the interface must be overcome in time,
the adhesion force calculated by Equation 5.7 is responsible for errors in the steady
state case. It may cause the angle of the wedges in Figures 5.24 and 5.22 to pitch
at a smaller angle in the experimental case. This is because it is a force which must
be overcome by the kinetic flow energy that is not accounted for by the numerical
model. It is unclear whether these forces would be present to a relevant degree in a
system where hydrogen peroxide and some metal were used rather than water and a
hard polymer.
The surface tension and adhesion calculations prove there is an energy differential
associated with the water encompassing more surface of the polymer. These quantities
are only valuable when compared to the amount of energy available in the system. If
there is a large amount of energy available in the flow, this small differential could
prove inconsequential. The equation for momentum force of the flow in the direction
of motion is displayed in equation 5.8.
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F = ṁv (5.8)
When values of mass flow rate from Table 1.1 and velocity of 1.2777 m
s
are used,
the momentum force associated with the flow is determined to be 0.0012777 N .
To determine the impact hydrophilic force values have on the flow, estimated area,
perimeter, and time values are used. The area of polymer and water interaction is
estimated to be 0.00005125 m2 while the perimeter is 0.025 m. Table 5.2 represents
the force values of different effects on the system, calculated with equations 5.6, 5.8
and 5.7.
Type of Force Force Donation N
Flow Momentum 0.0012777
Interface Force Requirement 0.00097
Adhesive Force Requirement 0.0003454
Table 5.2: Momentum contributions from the effects of flow momentum, adhesive energies,
and interface energies.
The results are estimations, but indicate that the order of magnitude of these
adhesive effects may have had salient effects on the results. The interface energy is
expected to effect the results only in time, and the adhesive energy contributions are
expected to exist in both the transient and steady state cases.
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5.5 Injection Angle Parametric Sweep
Following the experimental to numerical comparisons, a parametric sweep was con-
ducted using the steady state numerical model and comparing the different injection
angles. The sweep was conducted to compare the perimeter of fluid interface at the
exit plane of each geometry. This would be representative of the total surface area
of contact between fluids. Maximizing surface area is desired to create more efficient
combustion in the combustion chamber.
Figures 5.27 - 5.32 are the images of the flow regime at the exit plane of the
numerical model. Each image has 3 phases identified by color. Purple represents
fuel, green oxidizer, and red is air in the chamber. Note that although the water/air
interface may appear to include some fuel, this is in fact only numerical diffusion
which represents the air/water interface with slightly purple hue. Instead the true
ethanol/water interface is interpreted to be any area where the colors green and purple
make contact.
To determine the size of this perimeter, a python code was developed. The code
allowed the user to mark a location on an image in Cartesian coordinates. A user could
then collect a series of points which represents the interface, then use those points to
generate a length unit which represented the perimeter of bipropellant interface on
this plane. The code used can be found in Appendix A.
The results of the study are displayed graphically in Figure 5.26 and are tabulated
in Table 5.3. The 0 degree injection case displays the largest surface area of the
group, but the relationship between the geometries is not linear. The perimeter in
the 0 degree injection case is 14.46 mm, and the perimeter in the 15 degree case is
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12.66 mm. By contrast, the perimeter in the 30 degree case is 0.451 mm and the
perimeter in the 45 degree case is 0mm. Because of the larger differential in perimeter
value between the 15 and 30 degree injection geometries, two new geometries were
developed to find the upper limit of injection angle with this geometry. Figure 5.26
and Table 5.3 display results for 20 and 25 degree injection angle cases. It is apparent
that the steepest drop in fluid contact occurs after 20 degree injection geometry. The
phase contour diagrams make it clear that at this injection angle, the ethanol begins
to stop interacting with the oxidizer. When the injection angle is 45 degrees, the two
fluids stop interacting entirely. This is very undesirable for combustion.







Table 5.3: Perimeters of the fuel/oxidizer interface at the exit plane of the numerical ge-
ometries.
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Figure 5.26: A graph comparing the perimeter of fluid interface at the exit plane of each
consecutive case.
Figure 5.27: An image of the exit plane in the 0 degree injection geometry. The 3 phases
are identified by color. Purple represents fuel, green oxidizer, and red is air. The perimeter
of the oxidizer/fuel interface is determined by tkinter methods in Python.
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Figure 5.28: An image of the exit plane in the 15 degree injection geometry. The 3 phases
are identified by color. Purple represents fuel, green oxidizer, and red is air. The perimeter
of the oxidizer/fuel interface is determined by tkinter methods in Python.
Figure 5.29: An image of the exit plane in the 20 degree injection geometry. The 3 phases
are identified by color. Purple represents fuel, green oxidizer, and red is air. The perimeter
of the oxidizer/fuel interface is determined by tkinter methods in Python.
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Figure 5.30: An image of the exit plane in the 25 degree injection geometry. The 3 phases
are identified by color. Purple represents fuel, green oxidizer, and red is air. The perimeter
of the oxidizer/fuel interface is determined by tkinter methods in Python.
Figure 5.31: An image of the exit plane in the 30 degree injection geometry. The 3 phases
are identified by color. Purple represents fuel, green oxidizer, and red is air. The perimeter
of the oxidizer/fuel interface is determined by tkinter methods in Python.
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Figure 5.32: An image of the exit plane in the 45 degree injection geometry. The 3 phases
are identified by color. Purple represents fuel, green oxidizer, and red is air. The perimeter
of the oxidizer/fuel interface is determined by tkinter methods in Python. Clearly this case




6.1 Validity of the Numerical Model
The numerical model is compared directly to experimental results in Chapter 5, sec-
tions 5.2-5.3. The results are primarily qualitative, but are intended to display the
similarities and differences between the numerical and experimental case. In all cases,
the majority of similarities occur later in the flow time. Early in the flow, there are
large differences between the numerical and experimental flows. This is expected
to be because of the polar interactions between water and polymer surfaces. Large
degrees of flow hysteresis and erratic results at early times are characteristic of this
phenomenon. In later experimentation time, these effects appear to have been miti-
gated. This also makes sense, because the hysteresis effects are directly related to the
wetting conditions of a polymer surface. If the polymer is completely wetted, such as
it is in later time steps, there should be more consistent results. The results of the
transient study indicate that a quasi-steady state is reached by both the numerical
and the experimental case. A steady state numerical simulation was run for each
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geometry in effort to answer this question. More similarity between numerical and
experimental was shown to exist in the steady state case than the transient case. This
leads to the conclusion that although transient results do not capture the polymer
effects on the experimental process, a steady state case has similarities to experiment.
It is expected that engineers can use these numerical methods to learn about flow
characteristics when steady state flows are of concern. Unfortunately, the experimen-
tal methods used to observe the flow made it difficult to determine the accuracy of
the transient flow behavior. The steady state results are still expected to have design
implication. The implication of the steady state results are discussed in the following
section.
The experimental results universally contain more noise than numerical results.
This is to be expected. The experimental process may contain manufacturing imper-
fections upstream of the injection system, lighting anomalies which may not be easily
avoided, and limitations of the camera itself. As a result, images appear grainier and
less ideal than in the numerical case. Furthermore, the transparent nature of the pro-
totype in the experimental case means that the far wall of the prototype (relative to
the camera) is visible where it is not in the numerical case. This may cause confusion
in interpreting the results.
Similarities exist in the two flow fields despite the variation described herein. The
0 degree case shows flow features such as the "V" visible in Figure 5.4. The 15 degree
case has similar flow curvature. The 30 and 45 degree cases indicate that flow exists
in similar locations to the numerical case based on their interaction with the leftmost
wall of the prototype.
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6.2 Injection Angle Parametric Sweep
The parametric sweep of the different geometries was conducted using exclusively
numerical methods. The numerical model allows for the observation of flow charac-
teristics which are impossible to observe in the experimental case such as Reynolds
number and interface location. Both of these values have been used in this study,
displaying the power of numerical modelling in R&D application.
In the case of the parametric sweep, phase contours were used to observe the
interface between the oxidizer and the fuel. It is understood because of the concept
of chemical diffusion that a larger fluid interface will lead directly to more efficient
combustion in a true to life case. Therefore the larger the interface, the better theo-
retical combustion. Perimeter of the interface at the exit plane of the geometry was
recorded and graphed in each injection angle case. The perimeter was understood to
be correlated directly to the area of fluid interaction in a three dimensional case.
It was found that a larger interfaces occurred at lower injection angles. Further-
more, a steep gradient exists between 20 and 30 degree injection angles than any
other two angles. This implies that an injection angle between 0 and 20 degrees will
have substantially better combustion than an injection angle above 20 degrees in a
gravity influence environment.
6.3 Future Work
The results found in the parametric sweep indicate that a 0 degree injection is most
desirable for combustion efficiency. The problem statement, however, states that an
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injection angle of 0 degrees will likely result in high thermal loading, most particularly
in the zero gravity case. A study which takes into account thermal loading on a
geometry such as this would be desirable. If the thermal loading can be quantified
as a function of injection angle, then it is possible to create an optimization problem
for swirl combustion chambers in the likeness of that in this study.
This study was intended to examine mixing efficiency, which is extrapolated to be
directly related to combustion efficiency. A logical continuation of this study would be
to examine more directly combustion effects with geometries such as this, via either
numerical or experimental methods. Numerical modelling tools such as Fluent can
contain combustion processes if desired. The combustion tool provided by ANSYS is
called CHEMKIN. This is an area where further research is desired as it may more
directly predict combustion efficiency in a chamber. Furthermore, experimental hot
fire testing is a reliable way to examine the efficiency of chamber geometries. The
apparatus necessary for such a study are expensive and complex, but experimental
techniques are considered completely necessary for industrial application.
6.3.1 Zero Gravity Experimentation
Zero gravity experimentation is desirable both to compare the effects of gravity to the
mixing efficiency, and to further test the accuracy of the model developed. Using the
numerical model without gravity applied is relatively simple. Microgravity testing,
however, is notoriously difficult. One more popular method of microgravity testing
utilizes parabolic flight paths to simulate low gravity environments. The RockSat-
C program is a competitive student-oriented flight program run in conjunction with
Colorado Space Grant Consortium(CoSGC). The program allows students to perform
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an unmanned test in low gravity environments.
The University of Vermont in conjunction with Benchmark Space Systems cur-
rently sponsors a RockSat-C team whose experiment will launch in June of 2020.
The team has agreed to run tests similar to those performed in this work in a mi-
crogravity environment. The results gathered from their experimentation will be
compared directly with a numerical simulation which neglects gravity. The tests will
be performed by UVM students Shawn Cimonetti, Will Harvey, Vanessa Myhaver and
Thomas Sheeleigh. The results are beyond the scope of this thesis, as they will be
collected after its submission, but the interested reader should seek their conclusions
for further information on the validity of this model in low gravity environments.
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cv2.createTrackbar("LH", "Tracking", 0, 255, nothing)
cv2.createTrackbar("LS", "Tracking", 0, 255, nothing)
cv2.createTrackbar("LV", "Tracking", 0, 255, nothing)
cv2.createTrackbar("UH", "Tracking", 255, 255, nothing)
cv2.createTrackbar("US", "Tracking", 255, 255, nothing)





image = cv2.resize(image, None, fx=scale, fy=scale)
hsv = cv2.cvtColor(image, cv2.COLOR_BGR2HSV)
l_h = cv2.getTrackbarPos("LH", "Tracking")
l_s = cv2.getTrackbarPos("LS", "Tracking")
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l_v = cv2.getTrackbarPos("LV", "Tracking")
u_h = cv2.getTrackbarPos("UH", "Tracking")
u_s = cv2.getTrackbarPos("US", "Tracking")
u_v = cv2.getTrackbarPos("UV", "Tracking")
l_b = np.array([l_h, l_s, l_v])
u_b = np.array([u_h, u_s, u_v])








Interface Length Determination Cod-
ing
from __future__ import division
from __future__ import absolute_import
import numpy as np
from tkinter import *
from tkinter.filedialog import askopenfilename
event2canvas = lambda e, c: (c.canvasx(e.x), c.canvasy(e.y))
points = []
if __name__ == "__main__":
root = Tk()
# setting up a tkinter canvas with scrollbars
frame = Frame(root, bd=2, relief=SUNKEN)
frame.grid_rowconfigure(0, weight=1)
frame.grid_columnconfigure(0, weight=1)
xscroll = Scrollbar(frame, orient=HORIZONTAL)
xscroll.grid(row=1, column=0, sticky=E + W)
yscroll = Scrollbar(frame)
yscroll.grid(row=0, column=1, sticky=N + S)
canvas = Canvas(frame, bd=0, xscrollcommand=xscroll.set, yscrollcommand=yscroll.set)





# adding the image
File = askopenfilename(parent=root, initialdir="D:/Documents/Benchmark Research/Results/Parametric Sweep Images", title='Paw')
print("opening %s" % File)
img = PhotoImage(file=File)
canvas.create_image(0, 0, image=img, anchor="nw")
canvas.config(scrollregion=canvas.bbox(ALL))
points = []
# function to be called when mouse is clicked
def printcoords(event):
# outputting x and y coords to console






for i in range(0,(len(points)-1)):
distance = np.sqrt((points[i+1][0] - points[i][0])**2 + (points[i+1][1] - points[i][1])**2)
dist.append(distance)
d = 0
for i in range(0,len(dist)):
d = d + dist[i]
# distance associated with the perimeter
print(d)
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