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Inference of Upper-Bounds on the Expected Cost of
Probabilistic Programs - Abstract
Resource usage analysis (a.k.a. cost analysis) aims at statically determining the
number of resources required to safely execute a given program. A resource can be any
quantitative aspect of the program or its environment, such as memory consumption,
execution steps, energy, etc. Over the past decade several cost analysis frameworks,
for different programming languages, have been developed and they can infer precise
closed-form upper-bound (resp. lower-bound) functions on the worst-case (resp. best-
case) cost. However, some algorithms and problems involve probabilistic choices
for which these notions of cost are not adequate. A well-known example is that of
randomized algorithms, where randomized decisions are used to make the solving of
computationally hard problems efficient. Besides, some problems can be precisely
described only using probabilities. For example, estimating the number of attempts
needed to transmit n packets of data over the network, knowing that transmission
might fail with probability p. The adequate notion of cost for such scenarios is the
expected cost which is, roughly, the sum of multiplying the cost of each possible trace
by the probability that such a trace is produced.
The goal of this work is to develop techniques for automatically inferring the
expected cost of imperative probabilistic programs, using cost relations which are a
formalism that generalizes classical recurrence equations and allows modeling the cost
of complex programs. For this, we extend the definition of cost relations to model the
expected cost, describe how to translate probabilistic programs into cost relations;
and develop techniques for solving these cost relations into closed-form bounds on the
expected cost. We also report on a corresponding implementation.
Keywords
Probabilistic programs, expected cost, cost relations, cost analysis.

Inferencia de cotas superiores sobre el coste esperado
de programas probabilistas - Resumen
El análisis de consumo de recursos (en adelante, análisis de coste) busca determinar
estáticamente los recursos necesarios para ejecutar un programa de forma segura. Un
recurso es cualquier aspecto cuantitativo del programa, como el consumo de memoria
o el número de pasos en una ejecución. Durante la última década se han desarrollado
análisis de coste en diversos lenguajes de programación capaces de inferir funciones
precisas que acotan superiormente (resp. inferiormente) el consumo en el caso peor
(resp. mejor). Sin embargo, hay veces en que tenemos elecciones probabilistas que
invalidan el uso de estos conceptos. Por ejemplo, en los algoritmos probabilistas las
elecciones aleatorias permiten resolver más eficientemente problemas computacionales
complejos. Además, hay problemas que sólo se pueden describir de manera precisa
mediante probabilidades. Por ejemplo, la estimación del número de intentos necesar-
ios para transmitir n paquetes de datos en una red con probabilidad de fallo p. La
noción adecuada de coste para estos casos es el coste esperado, que se define como la
suma ponderada del coste de cada posible traza con respecto a su probabilidad.
El objetivo de este trabajo es desarrollar técnicas de inferencia automática del
coste esperado de programas probabilistas mediante el uso de relaciones de coste, una
generalización de las relaciones de recurrencia clásicas, para modelar los programas.
En particular, extenderemos las relaciones de coste para modelar el coste esperado,
describiremos cómo traducir los problemas probabilistas a estas relaciones de coste
y describiremos cómo resolver estas relaciones de coste para obtener funciones que
acoten superiormente el coste esperado. Por último, remarcaremos la correspondiente
implementación del trabajo desarrollado.
Palabras clave
Programas probabilistas, coste esperado, relaciones de coste, análisis de coste.
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CHAPTER 1
Introduction
Every program has functionality that it is built to perform, and an environment
with which it interacts. A resource in this context can be any quantitative aspect
of the program or the environment, such as runtime, memory allocated, energy con-
sumed, execution steps performed, etc. Estimating the number of resources that a
program might consume is important to, among other things, guarantee that it will
execute without running out of resources, which might have drastic consequences de-
pending on the environment in which it executes. This is exactly the kind of problem
that the field of resource usage analysis (a.k.a. cost analysis) deals with.
Cost analysis techniques can be classified into two main approaches: dynamic and
static. The dynamic approach is typically based on simulations, where the program
under consideration is executed on some input data, not in its natural environment
but rather in a simulated one, and the amount of resources consumed is measured by
different means. This approach is typically easy to implement and is precise for the
particular input (or set of inputs) on which the program is simulated, however, it does
not provide any guarantee on the resource consumption when the program is executed
on a different input. Unlike the dynamic approach, the static approach estimates the
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resource consumption without executing the program, i.e., just by analyzing its source
code, and it typically guarantees that these estimations are valid for all possible
executions. Static approaches are more elaborated than dynamic ones, as they build
on some mathematical foundations that guarantee soundness.
The outcome of a static cost analyzer is typically a function that maps input val-
ues to the cost of corresponding executions. Since the problem is clearly undecidable,
these functions do not describe the exact cost but rather an upper-bound on the
worst-case cost or a lower-bound on the best-case cost. They might be given in an
asymptotic form as well using notations such as Big O and Big Omega. In addition,
when the input data is not numerical, e.g., a data structure or an array, the corre-
sponding data is typically abstracted to some numerical measure that is called its size,
e.g., the size of an array, the length of a list, the depth of a tree, etc. For example,
consider the following Java program that implements the Insertion Sort algorithm:
void sort (int arr []) {
for (int i = 1; i < arr. length; ++i) {
int j = i − 1;
while (j >= 0 && arr[j] > arr[i ]) {
arr [ j + 1] = arr[ j ];
j = j − 1;
}
arr [ j + 1] = arr[ i ];
}
}
When counting the number of times the condition of the inner loop is executed, a
cost analyzer would return the upper-bound function sort(n) = n·(n−1)
2
and the lower-
bound function sort(n) = n, where n refers to the length of the input array. It might
also give them an asymptotic form such as O(n2) in the worst-case and Ω(n) in the
best-case.
Over the past decade several cost analysis frameworks, for different programming
languages, have been developed. They can infer precise upper-bounds on the worst-
2
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case cost and lower-bounds on the best-case cost. Early work on cost analysis [43,
25, 41, 34, 17, 23, 23, 9, 40] started by automating the classical technique used in
(manual) complexity analysis, which is based on modeling the cost of a program using
recurrence equations and then solving them into closed-form functions using off-the-
shelf computer algebra systems. The applicability of these techniques is limited, since
modeling the exact cost using recurrence equations is not always possible, in particular
for programs that include some kind of nondeterminism that is either explicit in the
programming language or comes from abstractions (e.g., abstracting data structures
to their sizes, abstracting nonlinear arithmetic to linear arithmetic, etc). To overcome
these limitations, the notion of cost relations was introduced in [3], which generalizes
recurrence equations to allow for nondeterminism. Several practical techniques for
solving cost relations into closed-forms upper-bound and lower-bound functions have
been developed [3, 5, 6, 21, 20]. Cost relations are the bases of cost analyzers such as
COSTA [4] and SACO [2]. There are other cost analysis techniques that are not based
on the use of recurrence equations or cost relations (see Section 5.1). In this work,
we are interested in those based on cost relations.
1.1 Expected cost of probabilistic programs
Worst-case and best-case cost analyses have many practical and important ap-
plications, however, there are scenarios (algorithms, problems, etc.) that involve
probabilistic choices and for which these notions are not adequate.
A well-known example is that of the important field of randomized algorithms.
These are algorithms that use randomized decisions (involving probabilities) to make
the solving of computationally hard problems efficient. Due to the use of randomized
decisions, these algorithms might produce wrong answers, however, they provide guar-
antees that wrong answers can be produced with a very low probability. The runtime
complexity of these algorithms typically depends on the probabilities induced by the
3
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randomized decisions. A famous example of such an algorithm is the Miller-Rabin
Randomized Primality Test, which is a randomized algorithm that checks if a number
is prime in polynomial-time.
Apart from randomized algorithms, some problems can be precisely modeled only
using probabilities. For example, consider a program that transmits packets of data
over the network and that, due to network failures, the transmission of a packet
might fail and it has to be transmitted again. Taking the environment into account,
i.e., the physical network, such behavior can be precisely quantified using probabili-
ties, for example, the probability of a successful transmission is 3
4
and that of a failed
transmission is 1
4
. The goal is to estimate the number of attempts required to success-
fully transmit n packets. This problem can be modeled precisely using the following
probabilistic program:
while ( n > 0 ) {
tick(1);
n = n−1; ⊕ 3
4
skip;
}
where ⊕ is a probabilistic choice operator and tick(1) is an instruction that represents
resource consumption (a transmission attempt). Note that the left-hand (resp. right-
hand) side of the operator ⊕ corresponds to a successful (resp. failed) transmission.
The resource consumption of this program represents the number of attempts
required to transmit n packets. An easy and sound way to estimate this number is
to consider the probabilistic choice as a nondeterministic choice, and then analyze
the program using a worst-case cost analyzer. This, however, would not even obtain
an upper-bound since the loop above is then considered nonterminating because the
branch of skip can be taken continuously, even if in practice the probability of such
execution is 0. The adequate notion of cost for this setting, i.e., in the presence of such
probabilistic operations, is the expected cost, which considers the cost of all traces but
taking into account the probability of each one as well. Roughly, the expected cost
4
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is the sum of multiplying the cost of each possible trace by the probability that such
a trace is produced. For the program above, the expected cost is 4
3
· n.
Automatic expected cost analysis for probabilistic programs, mainly its practical
side, is relatively a new research field and has been recently considered in several
works [28, 33, 7, 13, 42]. A breakthrough that triggered practical research in this
field is part of [28], where the expected cost was formalized using a weakest precondi-
tion calculus that can handle nondeterministic programs as well, which was a major
difficulty until then.
1.2 Objectives and contributions
The goal of this work is to explore the use of cost relations, that we mentioned
above, in the context of expected cost analysis. This includes extending the definition
of cost relations to allow modeling the expected cost of nondeterministic probabilistic
programs, and to develop corresponding techniques to solve them into closed-form
upper-bound functions. In particular, we would like to follow a similar methodology
to that used for worst-case cost analysis, i.e., start from recurrence equations and
generalize them to handle complex probabilistic programs.
The contributions that we make in this work in order to achieve this goal are the
following:
• We extend the definition of cost relations of [3] to model probabilistic branching.
• We develop a transformation that translates a given imperative probabilistic
program into a cost relation that captures its expected cost.
• We suggest a technique for solving these cost relations into linear closed-form
upper-bound functions.
• We report on a preliminary implementation of an expected cost analyzer that
5
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is written in Python.
A preliminary version of this work [31] has been presented at the International Work-
shop on Termination, WST 2018.
We note that the above goal is the short term goal that we deal with in this work,
however, our long term goal is to use this experience in order to add support for
the inference of expected cost in our cost analyzer SACO [2], which currently infers
upper-bounds on the worst-case cost of ABS programs [27] — an abstract behavior
modeling language based on concurrent objects — and is based on the use of cost
relations.
1.3 Outline
The rest of this report is organized as follows: Chapter 2 gives some necessary
definitions and background, in particular it defines a simple probabilistic program-
ming language and the formal meaning of expected cost; Chapter 3 is the core of
this work, it describes all pieces required to infer upper-bounds on the expected cost
of probabilistic programs; Chapter 4 describes a corresponding implementation; and
Chapter 5 concludes, and discusses future and related work.
f
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CHAPTER 2
Preliminaries
In this chapter we give some necessary definitions and background, in particular:
overview of basic concepts in probability theory, definition of a simple probabilistic
programming language that will be used throughout this work, definition of a cor-
responding operational semantics, definition of the different notions of cost that we
are interested in and definition of the meaning of upper-bound and lower-bound cost
functions.
2.1 Mathematical background
A random variable X is a variable whose value is determined by a random event,
i.e., it is the outcome of a probabilistic experiment. It is discrete if it takes a finite
or countable number of values, and continuous otherwise. In this work, we use only
finite discrete random variables, and thus, from now on, a random variable stands for
a finite discrete random variable, unless we explicitly state otherwise. If v1, . . . , vk
are the possible values of X, we let P (X = vi) be the probability that X takes value
vi. It must satisfy the following conditions:
7
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• ∀i ∈ [1..k]. 0 ≤ P (X = vi) ≤ 1; and
• ∑ki=1 P (X = vi) = 1
The probability distribution of a random variable is a list of the probabilities
associated with each possible value. We often write it as {v1 : p1, . . . , vi : pi} where
pi = P (X = vi). We will mainly use a uniform distribution which assigns equal
probability 1
k
to all values v1, . . . , vk. The expected value of a random variable X is
defined as
E [X] =
k∑
i=1
P (X = vi) · vi
In what follows Z, Q and R are used to denote the set of integer, rational and real
numbers respectively. Moreover, Z≥0, Q≥0 and R≥0 denote the corresponding sets of
nonnegative numbers.
2.2 Probabilistic Programs
In this section, we define the syntax and semantics of the probabilistic programs
that we will use in this work.
2.2.1 Syntax
A probabilistic program (or simply a program) P is a sequence of instructions that
adhere to the following grammar, i.e., it is constructed starting from the grammar
symbol c:
aop ≡ + | − | ∗ | /
bop ≡ > | < | ≤ | ≥ | == | ! =
e ≡ id | n | e1 aop e2
b ≡ false | true | e1 bop e2 | b1 and b2 | b1 or b2 | not b
c ≡ skip | tick(ce) | id := e | id := e+Rµ | c1 ⊕p c2 | c1  c2
if b then s1 else s2 | while b s | c1; c2
where
8
2.2. Probabilistic Programs
• The definitions of arithmetic and Boolean expressions e and b, respectively, are
quite common: id is an integer program variable, n is an integer number, aop
is an arithmetic operator, and bop is a Boolean comparison operator.
• Instruction “skip” does nothing.
• Instruction “tick(ce)” is used to model resource consumption, i.e., executing it
costs ce units where ce is an arithmetic expression (the exact form is given in
Definition 2.2.1). It is the only instruction that consumes resources.
• Instruction “ id := e” evaluates expression e and assigns the result to variable
id .
• Instruction “ id := e + Rµ” is a probabilistic assignment, where R is a random
variable whose probability distribution is µ. Its execution independently sam-
ples a value v for R, and then evaluates e + v and assigns the result to id . As
mentioned above, we view µ as a set of k pairs of the form vi : pi indicating
that the probability of sampling vi is pi. We will mainly use uniform distri-
bution in our examples, and thus, instead of Rµ we will write unif(S) where
S is a set (or interval) of k values each one with probability 1
k
. For example,
“ id := e + unif(1..3) ” takes the possible values from the set S = {1, 2, 3}. In
general, when using unif(a..b) we refer to the set S = {a, a+ 1, . . . , b}, requiring
that a < b. Moreover, we drop e when it is 0.
• Instruction “c1c2” is a nondeterministic branching, i.e., the execution proceeds
either with c1 or with c2 in a nondeterministic way.
• Instruction “c1 ⊕p c2” represents an independent probabilistic branching, i.e.,
with probability p the execution proceeds with c1 and with probability (1− p)
with c2.
9
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• Instruction “ if b then c1 else c2” is a conditional statement, i.e., if the Boolean
expression is evaluated to true the execution continues with c1, otherwise it
continues with c2.
• Instruction “while b c” is while loop, i.e., c is executed as far as the guard b
evaluates to true.
• Instruction “c1; c2” is a composition, and it is used to construct programs with
several instructions.
The ordered set of all variables that appear in a given program P will be denoted
by VARSP (or simply VARS when it is clear from the context). We assume that there
are exactly n variables, all of type integer.
Next we define the syntax of cost expressions that can be used, among other
things, in instruction tick.
Definition 2.2.1. A cost expression ce is a symbolic arithmetic expression that
adhere to the following grammar
ce ≡ c | c · ‖l‖ | ce1 + ce2
where c ∈ Q≥0 is a nonnegative rational number, and l is a linear expression of the
form a0 +
∑m
i=1 ai ·xi such that ai ∈ Q are rational numbers, xi ∈ VARSP are program
variables, and ‖l‖ = max(0, l).
2.2.2 Semantics
An assignment is a mapping σ : VARSP 7→ Z that maps program variables to
integer values. We often write it as (v1, . . . , vn) ∈ Zn meaning that vi is the value of
the ith variable in VARSP . Given an assignment σ, we use σ[id 7→ v] to denote the
new assignment obtained by changing the value of variable id to v in σ. A (program)
10
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state s is a tuple of the form 〈c | σ〉, meaning that the current values of the variables
are as defined by σ and that we still have to execute c.
A transition represents a single execution step, and is written as:
〈c | σ〉 (p,q)−−→ 〈c′ | σ′〉 (2.1)
Its meaning is as follows: from state 〈c | σ〉 we can move to state 〈c′ | σ′〉, with
probability p and consuming q resources, by executing the first instruction of c. Note
that 0 ≤ p ≤ 1 and q ≥ 0 are rational numbers. When p = 1 and q = 0, we
simply drop (p, q) from the transition. We allow c′ to be the special symbol  (empty
sequence) as well to denote the end of an execution.
The operational semantics is depicted in Figure 2.1. It consists of rules defining
valid transitions. Let us explain the different rules, in particular the ones related
to probabilistic and nondeterministic instructions as the other rules are quite stan-
dard [44].
• Rule [passign] is for the probabilistic assignment “id = e + Rµ”. As we have
explained before, its execution independently samples a value vi from the cor-
responding distribution µ, evaluates e + vi into v, and assigns the result v to
variable id . The new state is the result of updating the value of id in the pre-
vious state, and the resulting transition is annotated with the corresponding
probability pi.
• Rules [prob]1 and [prob]2 represent the two possible paths in the independent
probabilistic choice “c1 ⊕p c2”. In both the transition is annotated with the
corresponding probability, i.e., p or 1− p.
• Rules [nondet]1 and [nondet]2 represent the two possible paths in the nonde-
terministic choice “c1  c2”. The probability is 1 and the cost is 0 in both cases,
so the transition is not annotated.
11
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[skip] : 〈skip; c | σ〉 −→ 〈c | σ〉
[assign] :
v = JeKσ , σ′ = σ [id 7→ v]
〈id = e; c | σ〉 −→ 〈c | σ′〉
[passign] :
vi : pi ∈ µ, v = JeKσ + vi, σ′ = σ [id 7→ v]
〈id = e+Rµ; c | σ〉 (pi,0)−−−→ 〈c | σ′〉
[prob]1 : 〈c1 ⊕p c2; c | σ〉
(p,0)−−→ 〈c1; c | σ〉
[prob]2 : 〈c1 ⊕p c2; c | σ〉
(1−p,0)−−−−→ 〈c2; c | σ〉
[nondet]1 : 〈c1  c2; c | σ〉 −→ 〈c1; c | σ〉
[nondet]2 : 〈c1  c2; c | σ〉 −→ 〈c2; c | σ〉
[tick] : 〈tick(ce); c | σ〉 (1,JceKσ)−−−−−→ 〈c | σ〉
[if]true :
JbKσ = true
〈if b then c1 else c2; c | σ〉 −→ 〈c1; c | σ〉
[if]false :
JbKσ = false
〈if b then c1 else c2; c | σ〉 −→ 〈c2; c | σ〉
[while]true :
JbKσ = true
〈while b c1 ; c | σ〉 −→ 〈c1;while b c1 ; c | σ〉
[while]false :
JbKσ = false
〈while b c1 ; c | σ〉 −→ 〈c | σ〉
Figure 2.1: Operational Semantics
12
2.3. Expected cost of probabilistic programs
• Rule [tick] is for instruction tick(ce) that consumes ce resources. The tran-
sition is annotated with the result of evaluating ce in the current state σ, and
with probability 1.
The semantic rules of the remaining instructions are quite standard, and thus we skip
them.
An execution of a program P , starting from an initial assignment σ0, can be
described as a trace t of the form:
t ≡ s0 = 〈P ;  | σ0〉 (p0,q0)−−−→ s1 (p1,q1)−−−→ s2 (p2,q2)−−−→ · · · (2.2)
where each si
(pi,qi)−−−→ si+1 is a valid transition. A trace can be finite or infinite. Finite
traces must end in a state of the form 〈 | σ′〉, i.e., they are complete executions.
Note that the special symbol  is concatenated to P in the initial state in order to
identify the end of a finite execution. We use TRACES(P, σ0) to denote the set of all
possible finite and infinite traces that start in the program state 〈P ;  | σ0〉.
2.3 Expected cost of probabilistic programs
We start by discussing the classical notion of worst-case cost. For this, we ig-
nore the probabilistic behavior of our programs and treat all probabilistic choices as
nondeterministic. Afterwards, we formally define the notion of expected cost.
For a given trace t, we let CE(t) and PR(t) be the (ordered) sets of all corresponding
cost and probability annotations, respectively. The cost of a trace t is defined as the
sum of its resource annotations, formally:
COST(t) =
∑
v∈CE(t)
v (2.3)
The worst-cost of executing a program P with respect to an initial assignment σ0 is
the maximum cost of all possible traces, formally:
COST(P, σ0) = max{COST(t) | t ∈ TRACES(P, σ0)} (2.4)
13
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Note that it is the worst-case cost for a given input, and not the worst-case cost
among all inputs. The best-case cost can be defined similarly by changing max by
min. In absence of nondeterministic instructions, the best-case and worst-case cost
coincide for a given σ0, while they do not when considering any possible input. The
worst-case cost of P with respect to all inputs is a function f : Zn 7→ R≥0∪{∞} such
that f(σ) = COST(P, σ) for any initial assignment σ. A similar notion can be defined
for best-case cost.
This notion of worst-case cost is not adequate for probabilistic programs, mainly
because it does not take into account the likelihood of a trace, which is the product
of its probability annotations and is formally defined as:
Pr(t) =
∏
p∈PR(t)
p (2.5)
This leads us to the notion of expected cost, which takes this information into
account.
Let us start with deterministic programs, i.e., assuming that we do not have the
instruction c1  c2. In this case, the expected cost for an initial σ0 is defined as:
ECOST(P, σ0) =
∑
t∈TRACES(P,σ0)
Pr(t) · COST(t) (2.6)
Namely, the contribution of every trace t ∈ TRACES(P, σ0) is the multiplication of
its cost COST(t) by its probability Pr(t). The expected cost for any input is a function
f : Zn 7→ R≥0 ∪ {∞} such that f(σ) = ECOST(P, σ).
EXAMPLE 2.3.1. Consider again the program:
while ( n>0 ) {
tick(1);
n=n−1; ⊕ 3
4
skip;
}
14
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For a given input n0, infinite executions must take the first branch of ⊕ j < n0
times and the second branch infinitely many. The probability of such a trace is
limi→∞(34)
j · (1
4
)i = 0 and thus it contributes 0 to the expected cost.
A terminating execution starting from n0 ≥ 1 takes the first branch n0 times and
the second i ≥ 0 times, i.e., the length of the trace is n0 + i. The probability of such
a trace is
(
3
4
)n0 ·(1
4
)i and its cost is n0 + i, and thus it contributes (34)n0 ·(14)i · (n0 + i)
to the expected cost. Let us compute the number of possible traces of length n0 + i.
Since the last step of such a trace takes the first branch, the remaining n0 − 1 times
of taking the first branch can be placed anywhere in the first n0 + i − 1 steps, and
thus the total number of traces of length n0 + i is
(
n0+i−1
n0−1
)
. Now the expected cost
for n0 ≥ 1 is:
∞∑
i=0
(
n0 + i− 1
n0 − 1
)
·
(
3
4
)n0
·
(
1
4
)i
· (n0 + i) = 4
3
· n0
For n0 ≤ 0 the expected cost is 0 since the loop is not executed. Therefore, the
expected cost of the program is ECOST(P, (n0)) = 43 · ‖n0‖. 
In the presence of nondeterminism, the definition of expected cost is more elabo-
rated, and has been considered before in [28]. Intuitively, we can think of it as follows:
suppose that we are given a scheduler that decides (in a deterministic way) which
choices to make for the nondeterministic instructions. Using this scheduler would
make our programs deterministic and thus we can use the expected cost as in Equa-
tion (2.6), which is valid only for this particular scheduler. Now, the expected cost
for nondeterministic programs is the maximum among the expected costs obtained
by using all possible schedulers. This notion is formalized in [28] using Markov Deci-
sion Processes. The fundamental contribution of [28], however, is a definition of the
expected cost that relies on a weakest precondition calculus, which makes reasoning
on the expected cost simpler. We rely on this calculus, mainly as presented in [33].
The weakest precondition calculus is depicted in Figure 2.2. The meaning of
15
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c ert[c](f)
skip f
id=e f [id / JeKσ]
id=e+Rµ Σp:v∈µ p · f [id /(JeKσ + v)]
c1  c2 max(ert[c1](f), ert[c2](f))
c1 ⊕p c2 p · ert[c1](f) + (1− p) · ert[c2](f)
tick(ce) f + λσ. JceKσ
if b then c1 else c2 Bδ(b) · ert[c1](f) + Bδ(¬b) · ert[c2](f)
while b c lfp (F ) where F = λX.Bδ(b) · ert[c](X) + Bδ(¬b) · f
c1; c2 ert[c1](ert[c2](f))
Figure 2.2: max(f1, f2) should be interpreted as λσ.max {f1(σ), f2(σ)} and f1 + f2
as λσ. (f1(σ) + f2(σ)). lfp denotes the least fix-point and Bδ(b) denotes the function
that returns 1 if b is true and 0 otherwise.
ert[c](f) is as follows: assuming that the expected cost of what comes after c is
modeled by function f : Zn 7→ R≥0 ∪ {∞}, then ert[c](f) is a function (from Zn to
R≥0 ∪ {∞}) that models the expected cost of c and what comes after c. We refer to
f as the expected cost of the continuation. Let us explain some of the rules:
• The case of skip is trivial, it takes the expected cost of the continuation f .
• The case of assignment replaces id by the expression e in the continuation f ,
which is equivalent to saying that it returns λσ.f(σ[id / JeKσ]).
• The case of probabilistic assignment takes the weighted sum of the expected
cost of the continuation f for all v : p ∈ µ.
• The case of nondeterministic choice takes the maximum value of the expected
cost of both branches.
• The case of probabilistic choice takes the weighted sum of the expected cost of
both branches.
• The case of tick adds the value ce to the expected cost of the continuation.
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• The case of if takes either the expected cost of the then or the else branch,
depending on the value of b. Here Bδ(b) return 1 if b evaluates to true and 0
otherwise.
• The case of the while accounts for executing the body arbitrarily number of
iterations, and then the continuation, using a least fixpoint of a corresponding
operator F .
• The case of sequential composition constructs first a function for the expected
cost of c2, and then uses it as continuation when constructing that of c1.
Using ert, the expected cost of a program P is defined as follows.
Definition 2.3.2. The expected cost of a program P is defined by the function
ert[P ](0), where 0 ≡ λσ.0.
Since ert[P ](0) is not necessarily computable, in this work we are interested in
automatically inferring a closed-form upper-bound function f : Zn 7→ R≥0 ∪ {∞} on
the expected cost.
Definition 2.3.3. We say that function f : Zn 7→ R≥0 ∪ {∞} is an upper-bound on
ert[P ](0) if for any σ ∈ Zn we have f(σ) ≥ ert[P ](0)(σ).
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CHAPTER 3
Inference of Expected Cost via Cost Relations
Recurrence equations are a classical mechanism that is used to model the cost
of programs, and they have been used for inferring closed-form upper-bound (resp.
lower-bound) functions on the worst-case (resp. best-case) cost [43, 25, 41, 34, 17,
23, 23, 9, 40]. The main advantage of using recurrence equations is the availability
of automatic tools for solving them into closed-form functions, such as PURRs [8] and
Mathematica [30]. However, in spite of their popularity, due to their deterministic na-
ture recurrence equations cannot easily model the cost of nondeterministic programs.
Yet another important limitation, is that solving recurrence equations with multiple
variables is significantly more difficult than solving recurrence equations with one
variable, and in some cases, it is not even feasible.
The limitations just discussed have a significant impact in practice, since tools
that rely on recurrence equations would not be able to handle a wide class of pro-
grams. Even if the programming language under consideration is deterministic, static
analyzers typically need to introduce nondeterminism (in the intermediate language)
in order to handle a wide range of programs. For example, in termination and cost
analysis, a common approach to handling programs that manipulate data structures is
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to abstract them using nondeterministic linear constraints that model their sizes [39].
It is needless to say that the cost of programs often depends on multiple variables.
To overcome the above limitations, recurrence equations were generalized to what
is called cost relations [3], which are very similar to recurrence equations but that
allow some degree of nondeterminism. Several techniques for solving cost relations
into closed-form functions, that represent upper-bounds (resp. lower-bounds) on the
worst-case (resp. best-case) cost, have been developed [3, 5, 6, 21, 20]. These tools
perform well in practice, both in terms of performance and precision, even in the
presence of nontrivial nondeterminism and multiple variables.
In what follows we show that the above considerations are also valid when con-
sidering the expected cost of probabilistic programs: (1) we show how the expected
cost of probabilistic programs can be modeled with recurrence equations; (2) we ex-
plore the limitations of recurrence equations in this context and suggest the use of an
extended form of cost relations in order to handle nondeterminism; (3) we describe
how probabilistic programs can be automatically transformed into cost relations that
model their expected cost; and (4) finally we describe how to solve cost relations into
closed-form upper-bound functions on the expected cost.
3.1 Modeling the expected cost with cost relations
In this section, we informally describe how to model the expected cost of prob-
abilistic programs with cost relations. First, we start with a simple example whose
expected cost can be modeled with recurrence equations.
EXAMPLE 3.1.1. Consider again the following program:
while (n>0) {
tick(1);
n := n−1; ⊕ 3
4
skip;
}
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Note that it has a probabilistic branching instruction that decrements variable n
in one branch, and leaves it without a change in the other.
The expected cost of this program for a given input n, denoted by C(n), can be
modeled using the following recurrence equations:
C(n) = 0 n = 0
C(n) = 1 + 3
4
· C(n− 1) + 1
4
· C(n) n > 0
Here the first equation models the base-case, i.e., when n is 0, and the second
models the case in which n is positive, i.e., when entering the loop. It is easy to see
that the second equation coincides with the definition of cases tick and c1 ⊕p c2 in
the ert calculus of Figure 2.2. This cost relation can be solved using an off-the-shelf
solver into a closed-form function C(n) = 4
3
· n which is the exact expected cost
of this program. Then, in order to handle the case in which n is negative, we use
C(n) = 4
3
· ‖n‖. 
Not all programs can be modeled with standard recurrence equations as in the
above example, this is mainly because of nondeterminism that is either explicit in the
language, as the nondeterministic choice of our language, or implicit due to abstrac-
tions that are typically applied by static analysis.
EXAMPLE 3.1.2. Consider the following program:
while (n>0 and m>0) {
tick(1);
(n := n−1  m := m−1) ⊕ 3
4
skip;
}
Note that in one branch of the probabilistic choice we nondeterministically decrease
either n or m by 1, and in the other branch they are not modified. Let us translate it
into a set of equations that models its expected cost, as we have done in Example 3.1.1:
C(n,m) = 0 n ≤ 0
C(n,m) = 0 m ≤ 0
C(n,m) = 1 + 3
4
· C(n− 1,m) + 1
4
· C3(n,m) n > 0,m > 0
C(n,m) = 1 + 3
4
· C(n,m− 1) + 1
4
· C3(n,m) n > 0,m > 0
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The first two equations handle the base-case of the while loop and the other
equations handle the tick(1) instruction together with the probabilistic choice. These
equations are not valid recurrence equations, mainly due to the nondeterminism in
the applicability conditions (the constraints on the right), i.e, for the same values of
n and m, we can apply one equation or another. These equations actually form a cost
relation [3] as we will see shortly, but in some extended form to allow multiplying calls
by a constant, e.g., 1
4
· C(n,m). Solving this cost relation into a closed-form upper-
bound function is beyond the capabilities of existing techniques, mainly because of
calls such as 1
4
· C(n,m). 
Developing techniques for solving cost relations of this extended form is the main
goal of this work. In what follows, in sections 3.2 and 3.3 we define the notion of cost
relations and describe how to automatically generate cost relations from probabilistic
programs that model their expected cost, and in sections 3.4 and 3.5 we propose a
technique for automatically solving such cost relations into closed-form upper-bound
functions on the expected cost.
3.2 From probabilistic programs to cost relations
Let us first fix some notation. We use x¯ (possibly with a subscript) to denote a
sequence of variables x1, . . . , xn. We use φ to denote a constraint of the form e1 bop e2
(as the conditions of our language – see Section 2.2). A conjunction φ1 ∧ · · · ∧ φk is
denoted by ϕ, and it is often written as [φ1, . . . , φk]. The empty list of constraints [ ]
represents the empty conjunction, which corresponds to true.
Definition 3.2.1. A cost relation R is a set of equations of the form:
〈C(x¯) = ce +
m∑
i=1
pi · Ci(x¯i), ϕ〉
where:
22
3.2. From probabilistic programs to cost relations
1. ϕ is a list of constraints over variables x¯, x¯1, . . . , x¯m, and probably some other
existentially quantified (i.e., local) variables.
2. ce is a cost expression as in Definition 2.2.1, and is called the local cost.
3. Each pi is a positive rational number.
4. C and Ci are called cost relation symbols, and each must be defined by some
equation in R, i.e., appears in the left-hand side of some equation of R.
The set of all cost relation symbols in R is denoted by crsym(R). 
When writing cost equations, for simplicity, and when it does not create any
confusion: we drop the enclosing angle brackets 〈 〉; we drop ϕ when it is [ ] (i.e.,
true); and we write arithmetic expressions directly as parameters, e.g., C(n− 1,m).
EXAMPLE 3.2.2. Consider again the equations of Example 3.1.2, and note that
they form a cost relation that consists of 4 equations and one cost relation symbol C,
i.e., crsym(R) = {C}. 
Next, we explain how to automatically transform a given probabilistic program P
into a cost relation RP that models its expected cost.
Let us set some notation first:
• We use x¯ for the tuple of all variables in the programs. As the reader might
have noticed, a program variable n is written in a different font as n in the
corresponding cost relation – we use both forms to refer to the variable n.
• We use x¯[id1/id2] to denote the sequence resulting from x¯ by replacing variable
id1 by id2.
• Given a Boolean condition b (as the conditions of our language – see Section 2.2),
we use DNF(b) to obtain the corresponding DNF representation as a set of lists
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of constraints. For example, applying DNF((x > y or y < z) and x > 2w)
results in (x > y and x > 2w) or (y < z and x > 2w) that we write as
{[x > y, x > 2w], [y < z, x > 2w]} — each list represents a conjunction of its
elements, and the set represents a disjunction of all these conjunctions.
• We assume that each instruction is annotated with a unique label `. The label
of a sequence of instructions is defined as the label of its first instruction, this
means that if c is a sequence of instructions, and we write c`, then ` coincides
with the label of the first instruction in c.
The transformation of a program P into a cost relation RP is depicted in Fig-
ure 3.1. The first argument of T is a program, and the second is a cost relation
symbol representing the expected cost of what comes after the program. Intuitively,
for each instruction with label `, it generates a set of equations defining C`(x¯) that
model the expected cost when starting the execution from the instruction with label
`. We first define how the cost relation RP is obtained and then we explain the details
of the transformations.
Definition 3.2.3. Given a program P , its expected cost relation RP is
RP = T (P,C•) ∪ {〈C•(x¯) = 0, [ ]〉}
where C• is a special cost relation symbol representing 0 cost. 
Let us explain how T generates cost equations for each instruction. The call
T (c, C) generates cost equations that model the expected cost of instruction c (which
might be a sequence of instructions), assuming that the expected cost of what comes
after c is modeled by C (the continuation). We will see later how the cost equations
of c call C to account for the cost of the code that comes after c. The call T (P,C•)
generates cost equations for program P assuming that the expected cost of what
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T (P,C) {
case P {
skip` ⇒ {〈C`(x¯) = C(x¯), [ ]〉}
id :=` e ⇒ {〈C`(x¯) = C(x¯[id/id ′]), [id ′ = e]〉}
id :=` e+Rµ ⇒ {〈C`(x¯) =
∑
pi:vi∈µ pi · C(x¯[id/id ′i]), ϕ〉}
where ϕ = [id ′1 = e+ v1, . . . , id
′
k = e+ vk]
c`11 ; . . . ; c
`m
m ⇒ T (c`mm , C) ∪ T (c`m−1m−1 , C`m) ∪ · · · ∪ T (c`11 , C2)
c`11 ` c`22 ⇒ T (c`11 , C) ∪ T (c`22 , C)∪
{〈C`(x¯) = C`1(x¯), [ ]〉, 〈C`(x¯) = C`2(x¯), [ ]〉}
c`11 ⊕`p c`22 ⇒ T (c`11 , C) ∪ T (c`22 , C)∪
{〈C`(x¯) = p · C`1(x¯) + (1− p) · C`2(x¯), [ ]〉}
tick(ce)` ⇒ {〈C`(x¯) = ce + C(x¯), [ ]〉
if b` then c`11 ⇒ T (c`11 , C) ∪ T (c`22 , C)∪
else c`22 {〈C`(x¯) = C`1(x¯), ϕ〉 | ϕ ∈ DNF(b)}∪
{〈C`(x¯) = C`2(x¯), ϕ〉 | ϕ ∈ DNF(not b)}
while b` c`1 ⇒ T (c`1 , C`)∪
{〈C`(x¯) = C`1(x¯), ϕ〉 | ϕ ∈ DNF(b)}∪
〈C`(x¯) = C(x¯), ϕ〉 | ϕ ∈ DNF(not b)}
}
}
Figure 3.1: From probabilistic programs to cost relations
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comes after P is modeled by C•, i.e., 0. Note that this is very similar to the definition
of expected cost as given in Definition 2.3.2 – here C• plays the role of 0.
Let us now explain all cases of T :
• skip`: since its expected cost is 0, we generate the single equation C`(x¯) = C(x¯)
which states that the expected cost is as that of the continuation C. Note that
` is the label of the instruction.
• id :=` e: we generate an equation stating that the expected cost is as that of
the continuation C, but taking into account the change of the value of id to e.
This is done by
1. Introducing a new variable id ′ that represents the new value of id .
2. Adding the constraint [id ′ = e].
3. Using the sequence of variables x¯[id/id ′] in the call to C, which stands for
replacing id by id ′ in x¯.
• id :=` e+Rµ: assuming that the probability distribution µ consists of the ele-
ments {p1 : v1, . . . , pk : vk}, we generate an equation stating that the expected
cost is the sum of pi · C(x¯[id/id ′i]), and add [id ′1 = e + v1, . . . , id ′k = e + vk] as
constraints.
• c`11 ; . . . ; c`mm : for each ci we recursively call T to generate its corresponding
equations. The difference between these calls is the continuation: for cn the
continuation is C, because it is the expected cost of what comes after the com-
position, while for any other ci it is C`i+1 , i.e., the expected cost of what comes
after ci.
• c`11 ` c`22 : we recursively call T to generate the corresponding cost equations for
each ci, in both cases, C is used as a continuation. In addition, we generate two
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equations for C` that simulate the nondeterministic choice, one calls C`1 and
the other calls C`2 .
• c`11 ⊕`p c`22 : we recursively call T to generate the corresponding cost equations
for each ci, in both cases, C is used as a continuation. In addition, we generate
an equation for C` that accounts for the probabilistic choice, i.e., defines the
expected cost as p multiplied by the expected cost C`1 of the first branch, plus
(1− p) multiplied by the expected cost C`2 of the second branch.
• tick(ce)`: this is the only instruction that consumes resources, so we generate
an equation stating that its expected cost is ce plus the expected cost of the
continuation C.
• if b` then c`11 else c`22 : we recursively call T to generate the corresponding
cost equations for each ci, in both cases, C is used as a continuation. For each
conjunction ϕ ∈ DNF(b) (resp. ϕ ∈ DNF(not b)) we generate a corresponding
equation for C` that calls C`1 of c1 (resp. C`2 of c2).
• while b` c`1 : we recursively call T to generate the corresponding cost equations
for c, with the continuation as C` since what comes after c is the while loop
again (rest of iterations). Then for every conjunction ϕ ∈ DNF(b) (resp. ϕ ∈
DNF(not b)), we generate a corresponding equation that calls C`1 of c (resp. C).
Note that each label in the program (i.e., each program point) has corresponding
cost equations. In what follows we assume that the label of the first instruction in
the program is `0, i.e., the equation of C`0 defines the expected cost of the program.
Programs sometimes come with invariants for each program point (i.e., label).
These are constraints on the program variables that always hold when the execution
reaches the corresponding program point. They are useful since they reveal some
relations between variables that are not explicit in the program. Inferring invariants
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for our probabilistic programs can be done using off-the-shelf invariant generators
for non-probabilistic programs, simply by considering all probabilistic instructions
as nondeterministic choices. Invariants can be incorporated in RP as follows: the
invariant of the program point corresponding to label ` is added to the constraints of
all equations defining C`. This can have a crucial impact on precision as we will see
later on this chapter.
Let us demonstrate how the transformation works on some examples.
EXAMPLE 3.2.4. Consider again the program of Example 3.1.1, together with
labels for the different instructions:
while (n>0)`0 {
tick(1)`1 ;
n :=`3 n−1; ⊕ 3
4
`2 skip`4 ;
}
Applying T (P,C•), and adding the definition of C•, results in the following cost
relation RP :
C`0(n) = C•(n) [n ≤ 0]
C`0(n) = C`1(n) [n > 0]
C`1(n) = 1 + C`2(n) [n > 0]
C`2(n) =
3
4
· C`3(n) + 14 · C`4(n) [n > 0]
C`3(n) = C`0(n
′) [n′ = n− 1,n > 0]
C`4(n) = C`0(n) [n > 0]
C•(n) = 0 [ ]
The constraints in bold font come from corresponding invariants. We can observe
that if instruction c`j is executed immediately after c`i , then the expected cost C`i is
defined in terms of the expected cost C`j . Observe that C`0 , which corresponds to the
while loop, calls C• in the base-case equation and calls C`1 in the other equation. This
cost relation is not as compact as the one we manually generated in Example 3.1.1,
shortly we will see how to simplify cost relations into such a compact form.
EXAMPLE 3.2.5. Consider again the program of Example 3.1.2, together with
labels for the different instructions:
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while (n>0 and m>0)`0 {
tick(1)`1 ;
(n :=`5 n−1 `3 m :=`6 m−1) ⊕`23
4
skip`4 ;
}
The sequence of program variables x¯ is (n,m). Applying T (P,C•), and adding
the definition of C• results in the following cost relation RP :
C`0(n,m) = C•(n,m) [n ≤ 0]
C`0(n,m) = C•(n,m) [m ≤ 0]
C`0(n,m) = C`1(n,m) [n > 0,m > 0]
C`1(n,m) = 1 + C`2(n,m) [n > 0,m > 0]
C`2(n,m) =
3
4
· C`3(n,m) + 14 · C`4(n,m) [n > 0,m > 0]
C`3(n,m) = C`5(n,m) [n > 0,m > 0]
C`3(n,m) = C`6(n,m) [n > 0,m > 0]
C`4(n,m) = C`0(n,m) [n > 0,m > 0]
C`5(n,m) = C`0(n
′,m) [n′ = n− 1,n > 0,m > 0]
C`6(n,m) = C`0(n,m
′) [m′ = m− 1,n > 0,m > 0]
C•(n,m) = 0 [ ]
Observe that C`0 , which corresponds to the while loop, calls C• in the base-case
equations and calls C`1 in the other equation. In addition, C`0 has two base-case
equations because DNF(not(n > 0 and m > 0)) = {[n ≤ 0], [m ≤ 0]}. The constraints
in bold font correspond to invariants. 
EXAMPLE 3.2.6. Consider the following program:
while (x+3 <= n)`0 {
if ( y<m )`1 then
skip`5 ; ⊕`31
2
y :=`6 y+1;
else
skip`7 ; ⊕`41
4
x :=`8 x+unif(1..3)
tick(1)`2 ;
}
The sequence of program variables x¯ is (x, y, n,m). Applying T (P,C•), and adding
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the definition of C•, results in the following cost relation RP :
C`0(x, y, n,m) = C•(x, y, n,m), [x+ 3 > n]
C`0(x, y, n,m) = C`1(x, y, n,m), [x+ 3 ≤ n]
C`1(x, y, n,m) = C`3(x, y, n,m) [y < m,x+ 3 ≤ n]
C`1(x, y, n,m) = C`4(x, y, n,m) [y ≥ m,x+ 3 ≤ n]
C`2(x, y, n,m) = 1 + C`0(x, y, n,m) [x+ 3 ≤ n]
C`3(x, y, n,m) =
1
2
· C`5(x, y, n,m)+ [x+ 3 ≤ n,y <m]
1
2
· C`6(x, y, n,m)
C`4(x, y, n,m) =
1
4
· C`7(x, y, n,m)+ [x+ 3 ≤ n,y ≥m]
3
4
· C`8(x, y, n,m)
C`5(x, y, n,m) = C`2(x, y, n,m) [x+ 3 ≤ n,y <m]
C`6(x, y, n,m) = C`2(x, y
′, n,m) [y′ = y + 1,x+ 3 ≤ n,y <m]
C`7(x, y, n,m) = C`2(x, y, n,m) [x+ 3 ≤ n,y ≥m]
C`8(x, y, n,m) =
∑3
i=1
1
3
· C`2(x′i, y, n,m) [x′i = x+i,x+ 3 ≤ n,y ≥m]
C•(x, y, n,m) = 0 [ ]
Note that the expected cost of each instruction is defined in terms of the expected
cost of its successors. 
Let us explain how cost relations model the expected cost of the corresponding
program. Intuitively, if we are given a function fC : Zn 7→ R≥0 ∪ {∞} for each
C ∈ crsym(RP ), then they form a valid upper-bound on the expected cost if for each
equation 〈C(x¯) = ce +∑mi=1 pi · Ci(x¯i), ϕ〉 ∈ RP , the following formula holds
ϕ |= fC(x¯) ≥ ce +
m∑
i=1
pi · fCi(x¯i) (3.1)
Namely, fC(x¯) is enough to pay for its local resource consumption ce plus the
expected cost of each pi · fCi(x¯i). The symbol |= means a logical implication, i.e., for
any assignment that satisfies the constraints ϕ, the right-hand side is true. In what
follows we refer to a formula like (3.1) as cost equation formula.
The following theorem summarizes this intuition. Recall that C`0 is the cost
equation that corresponds to the first instruction in the program.
THEOREM 3.2.7. Let P be a program, RP its corresponding expected cost relation
obtained as in Definition 3.2.3, and FRP = {fC : Zn 7→ R≥0∪{∞} | C ∈ crsym(RP )}
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be a set of corresponding functions. If for each 〈C(x¯) = ce+∑mi=1 pi ·Ci(x¯i), ϕ〉 ∈ RP ,
the following cost equation formula holds
ϕ |= fC(x¯) ≥ ce +
m∑
i=1
pi · fCi(x¯i)
then fC`0 ∈ FRP is an upper-bound on the expected cost of P .
Proof. The proof follows from the definition of each case of transformation T . It is
immediate to see that each formula is an over-approximation of the corresponding
case in the ert calculus of Figure 2.2.
In what follows, for the sake of simplifying the presentation, we remove the equa-
tion of C•(x¯) from RP and replace the corresponding calls by 0. This clearly does
not affect the expected cost.
EXAMPLE 3.2.8. Consider the cost relation of Example 3.2.4 and assume we are
given functions fC`i (n) for each C`i ∈ crsym(RP ). The cost equation formulas that
we should verify according to Theorem 3.2.7 are the following:
[n ≤ 0] |= fC`0 (n) ≥ 0
[n > 0] |= fC`0 (n) ≥ fC`1 (n)
[n > 0] |= fC`1 (n) ≥ 1 + fC`2 (n)
[n > 0] |= fC`2 (n) ≥ 34 · fC`3 (n) + 14 · fC`4 (n)
[n > 0, n′ = n− 1] |= fC`3 (n) ≥ fC`0 (n′)
[n > 0] |= fC`4 (n) ≥ fC`0 (n)
Now let us take fC`0 (n) = fC`1 (n) =
4
3
· ‖n‖, fC`2 (n) = 43 · ‖n− 34‖, fC`3 (n) =
4
3
· ‖n− 1‖, and fC`4 (n) = 43 · ‖n‖. Substituting them in the above formulas we get
[n ≤ 0] |= 4
3
· ‖n‖ ≥ 0
[n > 0] |= 4
3
· ‖n‖ ≥ 4
3
· ‖n‖
[n > 0] |= 4
3
· ‖n‖ ≥ 1 + 4
3
· ‖n− 3
4
‖)
[n > 0] |= 4
3
· ‖n− 3
4
‖ ≥ 3
4
· 4
3
· ‖n− 1‖+ 1
4
· 4
3
· ‖n‖
[n > 0, n′ = n− 1] |= 4
3
· ‖n− 1‖ ≥ 4
3
· ‖n′‖
[n > 0] |= 4
3
· ‖n‖ ≥ 4
3
· ‖n‖
It is easy to verify that they hold, and thus fC`0 (n) =
4
3
· ‖n‖ is an upper-bound
on the expected cost of the corresponding program. Note that without adding the
invariant n > 0 we would fail to find functions that satisfy the above formulas. 
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Algorithm 1: Unfolding cost relations
unfoldcrs(R)
begin
1 A = {C` ∈ crsym(R) | ` is not a loop head or entry label }
2 foreach C` ∈ A do
3 Let R1 ⊆ R be the set of all equations that define C`
4 R = R \R1
while R has an equation calling C` do
5 Let R2 ⊆ R be the set of all equations that call C`
6 R = R \R2
7 foreach E1 ∈ R2 do
8 foreach E2 ∈ R1 do
9 E = unfold (E1,E2)
10 R = R∪ {E}
11 return R
unfold(E1, E2)
begin
12 Let E2 = 〈D(y¯) = ce2 +
∑m2
i=1 qi ·Di(y¯i), ϕ2〉
13 Rewrite E1 as 〈C(x¯) = ce1 + p ·D(y¯) +
∑m1
i=1 pi · Ci(x¯i), ϕ1〉
14 E = 〈C(x¯) = ce1 + p · ce2 +
∑m2
i=1 p · qi ·Di(y¯i) +
∑m1
i=1 pi · Ci(x¯i), ϕ1 ∪ ϕ2〉
15 return E
Theorem 3.2.7 give us a method to verify that a given set of functions are upper-
bounds on the expected cost. In Section 3.4 we will see how to infer them automati-
cally. In the meanwhile, in the next section, we describe how to simplify cost relations
in order to reduce the number of cost relation symbols, and thus reduce the number
of functions we need to verify (or infer).
3.3 Simplifying cost relations
Transforming probabilistic programs into cost relations as described in Figure 3.1
generates cost equations for all program points. This might affect the performance
and precision when solving them into closed-form upper-bound functions because,
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according to Theorem 2.3.2, we have to seek such functions for every cost relation
symbol.
Our aim is to reduce the number of cost relation symbols in RP using the tech-
niques of [3]. The basic idea is based on inlining the definitions of some cost equations
into their calling contexts. This operation is known as unfolding. Apart from reduc-
ing the number of cost relation symbols, it also has the effect of propagating (or more
precisely grouping) constraints which in some cases eliminates the need for invariants.
Let us start by giving an intuition on how an equation is unfolded into another
equation. Suppose E1 is an equation that has a call to C`, and suppose that E2 is an
equation that defines C`. Unfolding E2 into E1 is done as follows:
1. Rename variables in E1 such that the variables in one of the calls to C` are
identical to those in the left-hand side of E2, and all other variables are different
from those of E2.
2. Replace the call (of the step 1) to C` in E1 by the right-hand side of E2; and
3. Add the constraints of E2 to those of E1.
This intuition is depicted as procedure unfold(E1, E2) in Algorithm 1, where D
is the cost relation symbol that is unfolded.
Procedure unfoldcrs of Algorithm 1 uses unfold to unfold all calls to cost relation
symbols that are not loop heads or program entry. It first extracts the set A of cost
relation symbols that do not correspond to loop heads or program entry, and then
for each C` ∈ A it rewrites the rest of equations until no call to C` remains. Let us
apply unfoldcrs to all the examples that we have discussed so far.
EXAMPLE 3.3.1. Consider the cost relation RP of Example 3.2.4. The only cost
relation symbol that corresponds to a loop head or program entry is C`0 . Applying
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unfoldcrs(RP ) results in R′:
C`0(n) = 0 [n ≤ 0]
C`0(n) = 1 +
3
4
· C`0(n′) + 14 · C`0(n) [n > 0, n′ = n− 1]
The equations defining C`1 , C`2 , C`3 , and C`4 were unfolded into C`0 . Generating
the cost equation formulas as in Theorem 3.2.7 for the unfolded cost relation results
in:
[n ≤ 0] |= fC`0 (n) ≥ 0
[n > 0, n′ = n− 1] |= fC`0 (n) ≥ 1 + 34 · fC`0 (n′) + 14 · fC`0 (n)
The new R′ has only 2 formulas, while the ones generated from RP before unfold-
ing in Example 3.2.8 included 6 formulas. It is easy to verify that the above formulas
hold for fC`0 (n) =
4
3
· ‖n‖. Note that in this case, we could omit the invariant n > 0
as it appears already in the definition of C`0 . 
EXAMPLE 3.3.2. Consider the cost relation RP generated in Example 3.2.5. The
only cost relation symbol that corresponds to a loop head or entry is C`0 . Applying
unfoldcrs(RP ) results in:
C`0(n,m) = 0 [n ≤ 0]
C`0(n,m) = 0 [m ≤ 0]
C`0(n,m) = 1 +
3
4
· C`0(n′,m) + 14 · C`0(n,m) [n > 0,m > 0, n′ = n− 1]
C`0(n,m) = 1 +
3
4
· C`0(n,m′) + 14 · C`0(n,m) [n > 0,m > 0,m′ = m− 1]
All equations have been unfolded into C`0 . Generating the cost equation formulas
as in Theorem 3.2.7 for the unfolded cost relation results in:
[n ≤ 0] |= fC`0 (n,m) ≥ 0
[m ≤ 0] |= fC`0 (n,m) ≥ 0
[n > 0,m > 0, n′ = n− 1] |= fC`0 (n,m) ≥ 1 + 34 · fC`0 (n′,m) + 14 · fC`0 (n,m)
[n > 0,m > 0,m′ = m− 1] |= fC`0 (n,m) ≥ 1 + 34 · fC`0 (n,m′) + 14 · fC`0 (n,m)
It is easy to verify that they hold for fC`0 (n,m) =
4
3
· ‖n‖+ 4
3
· ‖m‖. 
EXAMPLE 3.3.3. Consider the cost relation RP of Example 3.2.6. The only
cost relation symbol that corresponds to a loop head or entry is C`0 . Applying
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unfoldcrs(RP ) results in:
C`0(x, y, n,m) = 0 ϕ1
C`0(x, y, n,m) = 1 +
1
2
· C`0(x, y, n,m) + 12 · C`0(x, y′, n,m) ϕ2
C`0(x, y, n,m) = 1 +
1
4
· C`0(x, y, n,m) +
∑3
i=1
3
4
· 1
3
· C`0(x′i, y, n,m) ϕ3
ϕ1 = [x + 3 > n], ϕ2 = [x + 3 ≤ n, y < m, y′ = y + 1], and ϕ3 = [x + 3 ≤ n, y ≥
m,x′1 = x + 1, x
′
2 = x + 2, x
′
3 = x + 3]. Generating the cost equation formulas as in
Theorem 3.2.7 for the unfolded cost relation results in:
ϕ1 |= fC`0 (x, y, n,m) ≥ 0
ϕ2 |= fC`0 (x, y, n,m) ≥ 1 + 12 · fC`0 (x, y, n,m) + 12 · fC`0 (x, y′, n,m)
ϕ3 |= fC`0 (x, y, n,m) ≥ 1 + 14 · fC`0 (x, y, n,m) +
∑3
i=1
3
4
· 1
3
· fC`0 (x′i, y, n,m)
It is easy to verify that they hold for fC`0 (x, y, n,m) =
2
3
· ‖n− x‖+ 2 · ‖m− y‖.

The following theorem states that unfolding is sound when considering the ex-
pected cost and, moreover, it is always as precise as the cost relation before unfolding.
THEOREM 3.3.4. Let P be a program, RP = T (P,C•), andR′P = unfoldcrs(RP ),
then: (soundness) if F is a set of valid upper-bound functions for R′P , then fC`0 is
an upper-bound function on the expected cost of P ; and (precision) if F is a set of
valid upper-bound functions for RP , then it is also a set of valid upper-bound functions
for R′P .
Proof. Follows from the unfolding of cost relations of [3]. The difference from [3]
is the handling of multiplication of calls by constants, but the proof in that paper
extends naturally to this case.
3.4 Solving cost relation formulas
In this section, we describe how to automatically find the set of functions FRP of
Theorem 3.2.7, and thus an upper bound on the expected cost of the corresponding
program. Let us start by addressing a simpler problem.
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Let ϕ be a conjunction of the following (satisfiable) linear constraints
a1,1 · x1 + · · ·+ a1,n · xn + c1 ≥ 0
...
am,1 · x1 + · · ·+ am,n · xn + cm ≥ 0
(3.2)
where ai,j ∈ Z, ci ∈ Z, x1, . . . , xn are variables, and let f be
f(x¯) = d0 + d1 · x1 + · · ·+ dn · xn (3.3)
where d0, . . . , dn are variable, not concrete numbers.
We call f a template function and d0, . . . , dn template parameters. Our goal is to
instantiate f , i.e., find values for d0, . . . , dn such that the following formula holds:
ϕ |= d1 · x1 + · · ·+ dn · xn + d0 ≥ 0 (3.4)
In order to solve this problem, we make use of Farkas’ Lemma [35] which tells us
that formula (3.4) holds if and only if the following system of (linear) constraints is
satisfiable:
λ1 ≥ 0, . . . , λm ≥ 0
d0 ≥
∑m
i=0 λi · ci
dj =
∑m
i=0 λi · ai,j for j ∈ [1..n]
(3.5)
Here λ1, . . . , λm are new variables. This means that we can use an SMT solver to
obtain a solution for (3.5), and then take the values of d0, . . . , dn in this solution to
define an instance of f that satisfies (3.4).
In (3.2) we can also allow using = instead of ≥. In such case, if the ith row uses
=, then we drop λi ≥ 0 from (3.4). In addition, we can also allow using > in (3.2)
and handle it as follows. First note that all variables x1, . . . , xn in our context will be
integer-valued variables since they correspond to program variables, and recall that
all ai,j are integer. Handling > consists of adding 1 to the right-hand side of the
constraint and changing > by ≥. For example, if we have a constraint 2 · x + y > 2,
we change it to 2 · x+ y ≥ 3.
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EXAMPLE 3.4.1. Suppose we are given ϕ1 = [x1 ≥ x2, x3 ≤ x1 + x2] and we are
asked to find f(x1, x2, x3) = d0+d1 ·x1+d2 ·x2+d3 ·x3 such that ϕ1 |= f(x1, x2, x3) ≥ 0.
Applying Farkas’ Lemma we get the following system of linear constraints:
λ1 ≥ 0
λ2 ≥ 0
d0 ≥ 0
d1 = λ1 + λ2
d2 = −λ1 + λ2
d3 = −λ2
A possible trivial solution to the above constraints assigns 0 to all variables, which
gives f(x1, x2, x3) = 0, another solution is d0 = 1, d1 = 1, d2 = 1, d3 = −1, λ1 = 0,
and λ2 = 1, which gives f(x1, x2, x3) = 1 + x1 + x2 − x3. 
Let us now use the method just described to solve a more general problem. Let
ϕ1, . . . , ϕk be conjunctions of linear constraints, and let f1, . . . , fn be template func-
tions that might share template parameters between them, i.e., some use the same di
as coefficients. Let ψ be a conjunction of linear constraints over the template param-
eters, e.g., requiring each template parameter to satisfy di ≥ 0. Intuitively, ψ is used
to restrict the values that template parameters can take. Our goal is to instantiate
f1, . . . , fn such that the chosen values for the template parameters satisfy ψ, and all
ϕi |= fi hold. This problem can be solved by computing (3.4) for each ϕi |= fi,
but using different λ1, . . . , λm for each one, and then asking an SMT solver to find a
solution that satisfies all instances of (3.4) and ψ.
EXAMPLE 3.4.2. Consider again ϕ1 of Example 3.4.1, and let ϕ2 = [x1 ≥ 0, x2 ≤
0, x3 ≥ x1+x2], and f(x1, x2, x3) = d0+d1 ·x1+d2 ·x2+d3 ·x3. We want to find values
for d0, d1, d2 and d3 such that ϕ1 |= f(x1, x2, x3) ≥ 0 and ϕ2 |= f(x1, x2, x3) ≥ 0. The
constraints (3.5) of ϕ1 |= f(x1, x2, x3) ≥ 0 have been generated in Example 3.4.1, and
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those of ϕ2 |= f(x1, x2, x3) ≥ 0 are (using ξi instead of λi):
ξ1 ≥ 0
ξ2 ≥ 0
ξ3 ≥ 0
d0 ≥ 0
d1 = ξ1 − ξ3
d2 = −ξ2 − ξ3
d3 = ξ3
Now pick a solution that satisfies this system of constraints and the one of Ex-
ample 3.4.1. The solution that assigns 0 to all variables is still valid, but the other
solution that we found in Example 3.4.1 is not valid since d3 cannot be negative in
the above constraints (it is equal to ξ3 which is nonnegative). A possible solution is
d0 = 1, d1 = 1, d2 = −1 and d3 = 0, which gives f(x1, x2, x3) = 1 + x1 − x2. 
As a last generalization, note that in the template functions each di can be an
arbitrary expression over some template parameters (variables different from x¯). This
does not require any change in the method described above. In what follows, the
template parameters of a given template function f are defined as those variables
different from x¯.
Given a set of formulas
Ψ = {ϕ1 |= f1(x¯) ≥ 0, . . . , ϕk |= fk(x¯) ≥ 0}
where each ϕi is a conjunction of linear constraint over x¯ and f1, . . . , fk are linear
template functions, and a constraint ψ over the template parameters of f1, . . . , fk,
we denote by SolveFormulas(Ψ, ψ) a procedure that infers values for the template
parameters using the method described above.
Now let us discuss how SolveFormulas can be used to solve the cost equation
formulas of Theorem 3.2.7, i.e., synthesize upper-bound functions on the expected
cost. The idea is to assign each fC(x¯) a template function, and then solve the corre-
sponding formulas using SolveFormulas. However, this is not immediate since our
38
3.4. Solving cost relation formulas
template functions make use of cost expressions of the form ‖l‖ which are not linear
since in Definition 2.2.1 we have ‖l‖ = max(0, l).
Assume a given cost relation RP in the context of Theorem 3.2.7, and for each
C ∈ crsym(RP ) let
fC(x¯) = d0 +
kC∑
i=0
di · ‖li‖ (3.6)
where each li is a (predefined) linear expression over variables x¯ (as in Definition 2.2.1),
and all di are template parameters (different functions can use different di and li).
Now let us consider one cost equation formula from those generated in Theorem 3.2.7:
ϕ |= fC(x¯) ≥ ce +
m∑
i=1
pi · fCi(x¯i) (3.7)
If we substitute templates (3.6) in (3.7) we get a formula that can be written as
follows:
ϕ |=
∑
i
Ei ≥ 0 (3.8)
where each Ei is one of the following forms:
• a number;
• p · ‖l‖ where p is a number and l a linear expression over x¯;
• p · d where p is a number and d is a template parameter from (3.6); or
• p · d · ‖l‖ where p is a number, d is a template parameter from (3.6), and l a
linear expression over x¯.
The right-hand side of (3.8) is almost linear as the one of (3.4), the problem is the
presence of expressions ‖l‖ since they are not linear. Next, we see how to eliminate
them.
Let us just concentrate on one Ei that has the form X · ‖l‖ where X is either p
or p · b:
ϕ |= · · ·+X · ‖l‖+ · · · ≥ 0 (3.9)
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Since ‖l‖ = max(0, l), we can explicitly split (3.9) into two cases:
• One in which l ≥ 0, and thus ‖l‖ is equal to l.
• One in which l < 0, and thus ‖l‖ is equal to 0.
These two cases can be represented as a conjunction of the two formulas:
ϕ ∧ l ≥ 0 |= · · ·+X · l + · · · ≥ 0
ϕ ∧ l < 0 |= · · ·+X · 0 + · · · ≥ 0
(3.10)
Note that the left-hand side of each formula includes only linear constraints over
x¯, since l is a linear expression over x¯.
It is easy to see that (3.9) and (3.10) are equivalent and that in (3.10) we have
eliminated the nonlinear expression Ei, that we started from. If we repeat this for each
nonlinear expression X · ‖l‖, we can eliminate all nonlinear expressions and obtain
formulas as in (3.4). Note that if the left-hand side of any of the formulas of (3.10)
is false, then we drop the corresponding formula since it is valid by definition.
Let Ψ be the set of these formulas, and let ψ be a conjunction of linear constraints
that requires all template parameters to be nonnegative, then we can instantiate the
template functions (3.6) by calling SolveFormulas(Ψ, ψ).
EXAMPLE 3.4.3. Consider the cost equation formulas of Example 3.3.1. Substi-
tuting the template fC`0 (n) = d0 + d1 · ‖n‖ we get
[n ≤ 0] |= d0 + d1 · ‖n‖ ≥ 0
[n > 0] |= d0 + d1 · ‖n‖ ≥ 1 + 34 · (d0 + d1 · ‖n′‖) + 14 · (d0 + d1 · ‖n‖)
and simplifying the right-hand sides we get:
[n ≤ 0] |= d0 + d1 · ‖n‖ ≥ 0
[n > 0] |= 3
4
· d1 · ‖n‖ − 34 · d1 · ‖n′‖ − 1 ≥ 0
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Splitting the nonlinear terms ‖n‖ and ‖n′‖ we get:
[n ≤ 0, n ≥ 0] |= d0 + d1 · n ≥ 0
[n ≤ 0, n < 0] |= d0 + d1 · 0 ≥ 0
[n > 0, n′ = n− 1, n ≥ 0, n′ ≥ 0] |= 3
4
· d1 · n − 34 · d1 · n′ − 1 ≥ 0
[n > 0, n′ = n− 1, n ≥ 0, n′ < 0] |= 3
4
· d1 · n − 34 · d1 · 0 − 1 ≥ 0
[n > 0, n′ = n− 1, n < 0, n′ ≥ 0] |= 3
4
· d1 · 0 − 34 · d1 · n′ − 1 ≥ 0
[n > 0, n′ = n− 1, n < 0, n′ < 0] |= 3
4
· d1 · 0 − 34 · d1 · 0 − 1 ≥ 0
The underlined constraints are those added due to splitting. The left-hand sides
of the last three formulas are unsatisfiable, and thus the corresponding formulas can be
ignored. Let us denote the first three formulas by Ψ. Calling SolveFormulas(Ψ, [d0 ≥
0, d1 ≥ 0]) first generates the constraints
λ1,1 ≥ 0
λ1,2 ≥ 0
−λ1,1 + λ1,2 = d1
d0 ≥ 0
λ2,1 ≥ 0
λ2,2 ≥ 0
−λ2,1 − λ2,2 = 0
d0 ≥ −λ2,2
λ3,1 ≥ 0
λ3,3 ≥ 0
λ3,4 ≥ 0
λ3,1 − λ3,2 + λ3,3 = 34 · d1
λ3,2 + λ3,4 = −34 · d1−1 ≥ −λ3,1 + λ3,2
Then, while solving them using an SMT solver, we obtain a solution in which
d0 = 0 and d1 = 43 , and thus fC`0 (n) =
4
3
· ‖n‖ is an upper-bound function on the
expected cost of the corresponding program. 
EXAMPLE 3.4.4. Consider the cost equation formulas of Example 3.3.2. Substi-
tuting the template fC`0 (n,m) = d0+d1 ·‖n‖+d2 ·‖m‖ and simplifying the right-hand
sides we get:
[n ≤ 0] |= d0 + d1 · ‖n‖+ d2 · ‖m‖ ≥ 0
[m ≤ 0] |= d0 + d1 · ‖n‖+ d2 · ‖m‖ ≥ 0
[n > 0,m > 0, n′ = n− 1] |= 3
4
· d1 · ‖n‖ − 34 · d1 · ‖n′‖ − 1 ≥ 0
[n > 0,m > 0,m′ = m− 1] |= 3
4
· d2 · ‖m‖ − 34 · d2 · ‖m′‖ − 1 ≥ 0
Splitting the nonlinear terms results on the following (formulas with unsatisfiable
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left-hand side have been removed)
[n ≤ 0, n ≥ 0,m ≥ 0] |= d0 + d1 · n + d2 · m ≥ 0
[n ≤ 0, n < 0,m ≥ 0] |= d0 + d1 · 0 + d2 · m ≥ 0
[n ≤ 0, n ≥ 0,m < 0] |= d0 + d1 · n + d2 · 0 ≥ 0
[n ≤ 0, n < 0,m < 0] |= d0 + d1 · 0 + d2 · 0 ≥ 0
[m ≤ 0, n ≥ 0,m ≥ 0] |= d0 + d1 · n + d2 · m ≥ 0
[m ≤ 0, n < 0,m ≥ 0] |= d0 + d1 · 0 + d2 · m ≥ 0
[m ≤ 0, n ≥ 0,m < 0] |= d0 + d1 · n + d2 · 0 ≥ 0
[m ≤ 0, n < 0,m < 0] |= d0 + d1 · 0 + d2 · 0 ≥ 0
[n > 0,m > 0, n′ = n− 1, n ≥ 0, n′ ≥ 0] |= 3
4
· d1 · n − 34 · d1 · n′ − 1 ≥ 0
[n > 0,m > 0,m′ = m− 1,m ≥ 0,m′ ≥ 0] |= 3
4
· d2 · m − 34 · d2 · m′ − 1 ≥ 0
Let us denote these formulas by Ψ, calling SolveFormulas(Ψ, [d0 ≥ 0, d1 ≥
0, d2 ≥ 0]) instantiates the template upper-bound function to fC`0 = 43 · ‖n‖+ 43 · ‖m‖.

EXAMPLE 3.4.5. Consider the cost equation formulas of Example 3.3.3, substi-
tuting the template fC`0 (n,m, x, y) = d0 +d1 · ‖n− x‖+d2 · ‖m− y‖, and simplifying
the right-hand sides we get the equations
ϕ1 |= d0 + d1 · ‖n− x‖+ d2 · ‖m− y‖ ≥ 0
ϕ2 |= 12 · d2 · ‖m− y‖ − 12 · d2 · ‖m− y′‖ − 1 ≥ 0
ϕ3 |= 34 · d1 · ‖n− x‖ − 14 · d1 · ‖n− x′1‖ − 14 · d1 · ‖n− x′2‖−1
4
· d1 · ‖n− x′3‖ − 1 ≥ 0
where ϕ1 = [x+ 3 > n], ϕ2 = [x+ 3 ≤ n, y < m, y′ = y+ 1], and ϕ3 = [x+ 3 ≤ n, y ≥
m,x′1 = x + 1, x
′
2 = x + 2, x
′
3 = x + 3]. Splitting of nonlinear terms of the second
formula results in:
[x+ 3 ≤ n, y < m, y′ = y + 1,m− y ≥ 0,m− y′ ≥ 0]
|= 1
2
· d2 · (m− y) − 12 · d2 · (m− y′) − 1 ≥ 0
Let us denote the formula together with the others that we do not show by Ψ.
Calling SolveFormulas(Ψ, [d0 ≥ 0, d1 ≥ 0, d2 ≥ 0]) instantiates the upper-bound
function template to fC`0 =
2
3
· ‖n− x‖+ 2 · ‖m− y‖. 
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3.5 Automatic inference of template functions
In order to achieve full automation, what is left is to develop techniques for infer-
ring template functions automatically. For this, we use heuristics that extract such
functions from the conditions used in the program.
Recall that we are dealing with cost relations after applying unfoldcrs to unfold
the cost relation, and thus every C` ∈ crsym(RP ) corresponds to a loop head or pro-
gram entry labeled with `. For each such `, we first compute a set T` of homogeneous
linear expressions (i.e., the free constant is 0) as follows. If b is a condition used in
the program (either in if or in while) and it is reachable from the program point
corresponding to ` then:
• If b is of the form l1 ≥ l2 or l1 > l2, where li is a linear expression, we add l1− l2
to T` after removing the free constant.
• If b is of the form l1 ≤ l2 or l1 < l2, where li is a linear expression, we add l2− l1
to T` after removing the free constant.
• If b is of the form l1 == l2 or l1 =! l2, where li is a linear expression, we add
l1 − l2 and l2 − l1 to T` after removing the free constant.
Then, assuming T` = {l1, . . . , lk}, we define the template function fC` of C` ∈
crsym(RP ) as
fC`(x¯) = d0 +
k∑
i=0
di · ‖li‖ (3.11)
EXAMPLE 3.5.1.
• For the cost relation of Example 3.2.4, the condition n > 0 is reachable from
`0, therefore T`0 = {n} and fC`0 = d0 + d1 · ‖n‖.
• For the cost relation of Example 3.2.5, the conditions n > 0 and m > 0 are both
are reachable from `0, therefore T`0 = {n,m} and fC`0 = d0 +d1 · ‖n‖+d2 · ‖m‖.
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• For the cost relation of Example 3.2.6, the conditions x + 3 ≤ n and y < m
are both reachable from `0, therefore T` = {n− x,m− y} and fC`0 = d0 + d1 ·
‖n− x‖ + d2 · ‖m− y‖. Note that we have used n − x because it is what we
obtain by removing the free constant from n− x− 3.

Let us end this chapter with an example that has more than one loop.
EXAMPLE 3.5.2. Consider the following program:
while (n>0)`0 {
tick(1)`3 ;
n :=`5 n−1; ⊕`43
4
skip`6 ;
}
tick(8)`1 ;
while(m>0)`2 {
tick(2)`7 ;
m :=`8 m−1;
}
Generating the cost relation for this program and then applying unfoldcrs results
in the following cost relation:
C`0(n,m) = 1 +
3
4
· C`0(n′,m) + 14 · C`0(n,m) [n > 0, n′ = n− 1]
C`0(n,m) = 8 + C`2(n,m) [n ≤ 0]
C`2(n,m) = 2 + C`2(n,m
′) [m > 0, m′ = m− 1]
C`2(n,m) = 0 [m ≤ 0]
Here, C`0 models the expected cost of the first loop (and its continuation), and
C`2 models the expected cost of the second loop. Note that in the case of C`0 we
accumulate 8 (which corresponds to tick(8)), and call C`2 in order to account for the
cost of the second loop.
Next, we generate the templates for C`0 and C`2 . Since conditions n > 0 and
m > 0 are reachable from `0 we get T`0 = {n,m} and fC`0 = d0 + d1 · ‖n‖+ d2 · ‖m‖,
and since only m > 0 is reachable from `1 we get T`2 = {m} and fC`2 = d′0 + d′1 · ‖m‖.
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Using these templates, the cost equation formulas generated by Theorem 3.2.7,
after some simplification, are:
[n > 0, n′ = n− 1] |= 3
4
· d1 · ‖n‖ − 34 · d1 · ‖n′‖ − 1 ≥ 0
[n ≤ 0] |= d1 · ‖n‖+ (d2 − d′1) · ‖m‖+ d0 − d′0 − 8 ≥ 0
[m > 0, m′ = m− 1] |= d′1 · ‖m‖ − d′1 · ‖m′‖ − 2 ≥ 0
[m ≤ 0] |= d′1 · ‖m‖+ d′0 ≥ 0
Then, splitting the nonlinear expressions ‖n‖,‖n′‖,‖m‖,‖m′‖, we get (after remov-
ing those whose left-hand side is false):
[n > 0, n′ = n− 1, n ≥ 0, n′ ≥ 0] |= 3
4
· d1 · n − 34 · d1 · n′ − 1 ≥ 0
[n ≤ 0, n ≥ 0, m ≥ 0] |= d1 · n + (d2 − d′1) · m + d0 − d′0 − 8 ≥ 0
[n ≤ 0, n < 0, m ≥ 0] |= d1 · 0 + (d2 − d′1) · m + d0 − d′0 − 8 ≥ 0
[n ≤ 0, n ≥ 0, m < 0] |= d1 · n + (d2 − d′1) · 0 + d0 − d′0 − 8 ≥ 0
[n ≤ 0, n < 0, m < 0] |= d1 · 0 + (d2 − d′1) · 0 + d0 − d′0 − 8 ≥ 0
[m > 0, m′ = m− 1, m ≥ 0, m′ ≥ 0] |= d′1 · m − d′1 · m′ − 2 ≥ 0
[m ≤ 0, m ≥ 0] |= d′1 · m + d′0 ≥ 0
[m ≤ 0, m < 0] |= d′1 · 0 + d′0 ≥ 0
Now let Ψ be the set of these formulas, and let ψ be a conjunction of linear con-
straints that requires all template parameters to be nonnegative. Then, when calling
SolveFormulas(Ψ, ψ) we instantiate the template functions to:
fC`0 =
4
3
· ‖n‖+ 2 · ‖m‖+ 8
fC`2 = 2 · ‖m‖

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CHAPTER 4
Implementation
The techniques presented in this work have been implemented in Python, and
the final result is an analyzer that receives a probabilistic program as input and
generates closed-form upper-bound functions on the expected cost. The source code
of the analyzer can be downloaded from this link:
https://drive.google.com/open?id=1NtTbQbZbStULP-J2fXgUV_wgv5z13kC_
In what follows we describe the syntax of programs accepted by the analyzer,
discuss its workflow, and give some usage examples.
4.1 Syntax of probabilistic programs
Programs accepted by the analyzer are written in a syntax that is very similar to
the one described Section 2.2.1. The only difference is the use of curly brackets for
blocks of codes (as in languages like Java or C), which simplify parsing, and the use
a text-based representation for the following instructions:
• id := e + unif(a..b): probabilistic assignment (with uniform distribution) is
written as “ id := e ++ [a,b]”
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• c1 ⊕a/b cn: probabilistic branching is written as “c1 .+ a/b c2”.
• c1  c2: nondeterministic choice is written as “c1 <> c2”.
Using this syntax, the examples that we have used in the previous chapters are
written as follows:
Example 3.2.4: Example 3.2.5:
while (n >= 0) {
tick(1);
n := n-1; .+ 3/4 skip;
}
while (n > 0 and m > 0) {
tick(1);
(n := n-1; <> m := m-1;)
.+ 3/4
skip;
}
Example 3.2.6: Example 3.5.2:
while (x+3 <= n) {
if(y<m) then
skip; .+ 1/2 y:= y+1;
else
skip; .+ 1/4 x:= x ++ [1,3];
tick(1);
}
while (n > 0) {
tick(1);
n := n-1; .+ 3/4 skip;
}
tick(8);
while (m > 0) {
tick(2);
m := m-1;
}
4.2 Workflow of the analyzer
The analyzer includes two main components: (1) translation, which is responsible
on translating a given program into a cost relation (including unfolding) and inference
of template functions; and (2) solving, which solves the cost relation into closed-form
upper-bound functions on the expected cost.
The workflow of the translation component is as follows:
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• It parses the input program, which is done by using the LARK package 1 and
generates an abstract syntax tree.
• It generates a cost relation from the abstract syntax tree as described in Sec-
tion 3.2.
• It unfolds the cost relation as described in Section 3.3.
• It generates template functions as described in Section 3.5.
The solving component receives the cost relation and templates functions that are
generated by the translation component, and proceeds as follow:
• It generates the set of cost equation formulas as described in Theorem 3.2.7.
• It solves the cost equation formulas using a procedure that implements the
functionality of SolveFormulas as described in Section 3.4. For solving the
generated system of linear constraints we use the SMT solver Z32 [16].
Note that the solving component can be used as a standalone tool as well, i.e., it
can solve cost relations that are not necessarily generated by the first component.
4.3 Examples of execution
The following are some usage examples of the analyzer
1https://github.com/lark-parser/lark, licensed under the MIT License
2Licensed under the MIT License
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Example 3.2.4: Example 3.2.5:
$ python expcost.py input1
f_A(n)=+4/3*max(0,n)
$ python expcost.py input2
f_A(n,m)=+4/3*max(0,m)+4/3*max(0,n)
Example 3.2.6: Example 3.5.2:
$ python expcost.py input3
f_A(x,n,y,m)=+2/3*max(0,-x+n)
+2*max(0,-y+m)
$ python expcost.py input4
f_A(n,m)=+2*max(0,m)+8*max(0,1)
+4/3*max(0,n)
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Conclusions
In this work, we have addressed the problem of automatically inferring closed-
form upper-bound functions on the expected cost of probabilistic programs. The
expected cost is different from the classical notion of worst-case cost in that it takes the
probabilities of each execution into account. Thus, it is more adequate for programs
that involve probabilistic choices.
Our approach followed a methodology used before for developing tools for worst-
case cost analysis, which starts by exploring the limitations of using classical recur-
rence equations, extending them to what is called cost relations to handle programs
with complex control-flow and nondeterminism, and develop techniques for solving
them into closed-form upper-bound functions. In particular, we have extended the
definition of cost relations to allow incorporating probabilities, developed a transfor-
mation that translates probabilistic programs into such cost relations that model their
expected cost, and developed techniques for solving these cost relations into closed-
form upper-bound functions. Our solving techniques are based on the use of linear
programming [35]. We note that same techniques work also for inferring lower-bounds
on the expected cost, simply by replacing ≥ to ≤ in Theorem 3.2.7.
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When compared to the state-of-the-art tools [33, 42], our techniques cannot infer
polynomial bounds as they do, which we leave for future work. However, our technique
is simpler and can handle classical programs that appear in related literature.
5.1 Related work
Over the past decade several cost analysis frameworks, for different programming
languages, have been developed [10, 24, 29, 38, 37, 4, 26, 6, 21, 20, 17, 32, 18, 36, 43].
They can infer precise upper-bounds on the worst-case cost and lower-bounds on the
best-case cost. Early work on cost analysis [43, 25, 41, 34, 17, 23, 23, 9, 40] started by
automating the classical technique used in (manual) complexity analysis which models
the cost of a program using recurrence equations and then solves them into closed-form
functions using off-the-shelf computer algebra systems. Cost relations were introduced
in [3] as a generalization of recurrence equations to allow for nondeterminism. Several
practical techniques for solving cost relations into closed-forms functions have been
developed [3, 6, 21, 20]. There are other cost analysis techniques that are based on
amortized analysis [37, 26, 20], invariants generation [24], and alternation of inferring
size and complexity bounds [10].
Automatic expected cost analysis for probabilistic programs is relatively a new
research field and has been recently considered in several works [28, 33, 7, 13, 42].
A breakthrough that triggered practical research in this field is part of [28], where
the expected cost was formalized using a weakest precondition calculus that is able
to handle nondeterministic programs as well, which was a major difficulty until then.
As we have mentioned before, nondeterminism is very common in practice since the
analyzed programs are typically the result of abstractions that introduce nondeter-
minism in order to abstract away from the particularities of a specific programming
language. Thus, restricting ourselves to deterministic programs would reduce the ap-
plicability of the corresponding tools. Recently, the weakest preconditions calculus
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of [28] has been used in [33] to develop a cost analyzer that is able to infer polynomial
bounds on the expected cost of challenging problems. Other works in this field con-
centrated on different programming models such as term rewrite systems [7], on the
use of recurrence relation [13], and on handling negative and unbounded cost [42].
There is also a considerable amount of work on what is called almost sure ter-
mination [1, 22, 12, 14, 15, 19, 11], which guarantees termination with probability
1. It is important to note that when counting loop iterations (or execution steps),
boundedness of the expected cost implies almost sure termination, but almost sure
termination does not imply that the expected cost is bounded. For example, consider
the following program [28]:
x=1;
while ( n > 0 ) {
n = 0; ⊕ 1
2
n=1;
x = 2∗x;
}
while (x>0) {
x = x−1;
tick(1);
}
It terminates with probability 1 since the expected number of iterations of the
first loop is
∑∞
i=0(
1
2
)i = 2. However, the expected cost is not bounded since it is equal
to the sum
∑∞
i=0(
1
2
)i · 2i which is ∞. Here, (1
2
)i is the probability that the first loop
makes i iterations, and 2i is the value of x after the first loop which is also the cost
of the corresponding trace since the second loop decreases x until it reaches 0.
5.2 Future work
We have identified several research directions that we would like to explore in
future work. The first direction, which we referred to as the long term goal in Chap-
ter 1, deals with the integration of our preliminary implementation in the static
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analyzer SACO [2], which currently infers upper-bounds on the worst-case cost of ABS
programs [27] — an abstract behavior modeling language based on concurrent ob-
jects. This includes the modification of the ABS language to include probabilistic
instructions similar to those of our language, which will allow modeling the behavior
of problems that use probabilities. The second direction is related to extending our
approach to infer polynomial bounds, which would require the development of ad-
vanced techniques for solving cost relations (extending those of Section 3.4 as well).
The third direction is modularity of the analysis, which is a challenging problem since
the expected cost is not compositional.
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