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Abstract
HCI (human-computer interaction) has been a major area of research in computer
science, human factors, engineering psychology and closely related disciplines. And current
interaction methods tend to be one side, with the bandwidth from the computer to the user
far greater than that from user to computer. A fast and eﬀortless mode of communication
from a user to a computer would help redress this imbalance. Recently, eye tracking
technology, with its special advantages of more direct interaction and freeing up the hands,
has been widely studied. At the same time, because it can be applied to such as ALS
(amyotrophic lateral sclerosis) patients, it is also useful as a solution for disabilities or
patients to interact with computer and others.
The technology for measuring eye movements by computing pupil position in real time
has been improving. The problem still exist is how to ﬁnd an appropriate interaction
method that can reﬂect user’s intention or the main purpose of interaction. Therefore, some
methods also have been researched to infer or predict user’s intention or visual attention
by using diﬀerent factors. Gaze movements correlate with moving in attention and are
considered to be a consequence of optimal resource allocation for top-down model tasks
such as visual recognition. On the other hand, for the bottom-up model, the features of
scene images which human looking at are thought to be the factors for visual attention.
Till now, it recognized that the method by computing saliency map is eﬀective for visual
attention recognition. Saliency maps proposed by Itti, are often built on the assumption
that beforehand features as opposed to objects themselves drive attention. In order to
infer or predict user’s intention based on gaze movements and saliency maps eﬀectively, it
is necessary to study on the approach during the data processing.
On the other hand, in the last years, the applications for developing nursing-care systems
for disabled people also have been increased, and a great advance has been produced in the
communication systems between humans and machines. One of the great steps is interactive
application for the disabled people enabling them self-controlled mobility without external
help. But unavoidable problems still exist in these systems for two reasons: their limited
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mobility and restricted functionality. Because of their kinematic constraints, conventional
wheelchairs are hardly suitable to move within packed rooms. An increase of the mobility
can be reached by conducting of an interactive system for omnidirectional wheelchair.
In this research, our ﬁnal target is to develop an interactive system for omnidirectional
wheelchair based on eye tracking. We ﬁrst propose an eye tracking system to control
a humanoid robot, concerning the control method and how to reﬂect user’s operation
intention or object. In this system, we address the problem of recognizing the operation
intentions of disabled people to a head mounted device with eye tracking function. Neural
network is employed in the calibration and tracking process for improving the accuracy and
ﬂexibility of the system. The experiment by using a humanoid robot is performed based on
the result of eye tracking and executing an object recognition function as the same time.
After conﬁrming by user, the robot is controlled with an assistant task for user precisely.
Second, we propose a method to infer user’s intention by considering the subjective
factors. In this part, the frequency and time of user’s gaze appeared in a certain region
are considered as the inference basis. They are employed as the input of a fuzzy system to
achieve intention recognition. The fuzzy rule used in this part is generated based on the
average value of each factor. And an initial set of possible intention regions are also found
by object recognition.
We also propose two methods to infer user’s intention by considering the non-subjective
factors. In extension of previous models of saliency-based visual attention, we propose two
methods of bottom-up salient region selection, which estimates the approximate extent of
region attended by fuzzy inference and fuzzy neural network (FNN). In these both two
methods, the color, intensity and orientation feature maps of an image are employed as the
inputs. In traditional method, saliency maps are obtained by combining feature maps. A
lot of researches on saliency map are getting some features of image and combining them
by simply sum in mathematics. The method of simple sum of them gives them the same
importance at the same time. Its weakness is that features’ importance in decision process
of saliency map cannot be reﬂected. In order to solve this problem, fuzzy inference rules
are making according to the importance of each feature based on expert’s experience. But
the method is only suitable for speciﬁc images, which means is not universal. Therefore,
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by using FNN, the importance of all features can be reﬂected in fuzzy rule with the human
decision making model by the conceptual framework of fuzzy logic. In the system with
FNN, a McGill calibrated color Image Database is used as the sample data for training.
Finally, to evaluate the eﬀectiveness of proposed methods, inference results of user’s
intention by using both eye tracking and saliency maps are used to control an omnidirec-
tional wheelchair. Furthermore, we use images gotten from a camera as the input image of
the system in order to provide an omnidirectional view to the user. The whole ﬁnal system
is composed by three parts, which are eye tracking, intention recognition and control of
omnidirectional wheelchair.
III
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Chapter 1
Introduction
In this chapter, the background of this research is described. We also analyze the
concerned problems still exist. And following, an interactive system for omnidirectional
wheelchair by using intention recognition based on eye tracking and saliency maps is in-
troduced as our research target. At last, the structure of the thesis is described.
1.1 Background
According an investigation of Ministry of Health, Labour and Welfare of Japan in 2011,
there are about 3.94 million physically disabled people. This means that more and more
people of its population are facing experience of functional problems even in their daily
lives. Therefore, a lot of researchers and research groups are focus on the related researches
to solve the problems such as communication and mobility to improve their quality of
lives, ability to live independently and to integrate into society. Relevant government
departments have also given some great supports to this work.
In recent years, there have been an increase in the development of assistive technology
for people with several disabilities, and great strides have been made in communication
systems between humans and machines[1]. Through this assistive technology, disabled
people can express their intentions, get more information from the outside and even get
their purposes eﬀectively implemented by executing agency such as machines and robots.
Most related researches focused on the controlling of wheelchair by disabled people without
external help. But a traditional wheelchair is diﬃcult to operate in narrow or crowded areas
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such as bathrooms, oﬃces and hospitals. Moreover, it is diﬃcult for a beginner to navigate
a wheelchair through a narrow or a complex space because it is always necessary to keep
in mind the width of the wheelchair and the surrounding environment[2]. Therefore, the
omnidirectional wheelchair with intelligent navigation guidance is researched widely to
solve this issue.
However, the interaction between humans and operation object is achieved by tradi-
tional methods, for instance, keyboard, mouse, joystick or tactile screen and so on[3, 4, 5].
Most of these systems are manual. At the same time, automatic ones also exist such as
voice, gesture and so on[6, 7].
Eye tracking is an important component in many applications including human com-
puter interaction, virtual reality, driver assistance, and diagnosis or early screening of some
health problems[8, 9, 10, 11]. Recently, eye tracking technology, with its special advantages
of applying to such as ALS patients, is useful as a solution for disabilities or patients to
interact with computer and others. Diﬀerent from other methods mentioned above, the
interaction by eye tracking can make user feel more convenient and direct, especially for
those who need interact with computer but cannot use keyboard and mouse directly. For
instance, the ALS patients, who ultimately lose the ability to initiate and control all vol-
untary movement, only the muscles responsible for eye movement and eye tracking based
interaction is an only optimum way.
But at the same time, although the gaze position can be estimated well in diﬀerent
ways, there are still some problems exist[12, 13]. The most important one is that the
saccades phenomenon when we looking at or for something. When the eyes stop to focus it
is called a ﬁxation and the movements between these ﬁxations are called saccades. If gaze
is used to interact with computer or control an agent directly, user’s intention is diﬃcult
to recognition because the saccades. Especially for an executive unit, the high speed gaze
movement leading to a mismatch between control command and mechanical operation
speed. Therefore, it is worth to study on how to recognize user’s intention eﬀectively.
On the other hand, recently, the intention recognition, recognizing the intention of a user
or an agent by analyzing their actions or changes of state, is becoming an important issue
in various research ﬁelds of intelligent systems[14, 15, 16, 17]. And actually, it is obvious
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that attention takes place in the present, and intention concerns itself with the future[18].
Selective visual attention provides the brain with a mechanism of focusing computational
resources on one object at a time, either driven by low-level image properties (bottom-up
attention) or based on a speciﬁc task (top-down attention). Moving the focus of attention
to locations one by one enables sequential recognition of objects at these locations[19].
Previous theory holds that spatial attention results from weaker activation of the same
brain circuitry that drives saccadic eye movements[20]. This suggests that if an eye move-
ment is made to a particular location, attention will arrive ﬁrst and cannot be sent else-
where. Indeed, the costs and beneﬁts of intentional cueing, or indicating a search target’s
future location, can be eliminated by requiring saccades to other locations[21]. Actually,
we can consider that there are two parts of factors guide attention: subjective factors and
non-subjective factors. For example, when subjects with special interests at something,
ﬁnding something or have a special task, the attention will depend on the subjective fac-
tors. And at the same time, attention also driven by the non-subjective factors such as
low-level features such as contrast, color, orientation, ﬂicker, or motion of the object or
scene[22]. Most attention models are based on a saliency map[23], which is computed from
local feature contrasts, for salient locations in the order of decreasing saliency. In other
words, saliency of a image is the point or region where the speciﬁc feature value is big-
ger comparing with the rest. Here the speciﬁc feature is deﬁned by researchers according
experiment situation. And it can be color, intensity, orientation, and so on. Saliency of
individual feature has an indirect eﬀect on human attention.
1.2 Research Motivations
Eye tracking technology can be generally divided into two types: remote camera based
method[4] and wearable device based method[24]. Except the ability of measuring eye
movements, another important factor for the system is that it should be easy to be used
and do not make the user feel uncomfortable at the same time. The remote camera based
method achieves by setting one or more cameras on or under the computer screen to capture
user’s eye image for further image processing and calculation. The other method also uses
– 3 –
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camera to obtain user’s eye image, while the only diﬀerence is realized by attaching the
camera to a glass or a helmet. And both of the two methods need a calibration process
before ready to use. In other words, the system is valid only for the subject who done
the calibration process. And at the same time, because the calibration process, in essence,
is a coordinates mapping process between user’s view plane and pupil moveable plane by
geometric transformation, errors will occur during the measuring of eye movements when
user move his/her head. So user will asked to try to remain standstill during experiment,
which will lead to nervous and uncomfortable. Hence, in order to solve this problem, ﬁnding
a proper method which can improve fault tolerance of the system is a crucial issue.
On the other hand, as mentioned in Section 1.1, it is diﬃcult to interact with computer
or control an agent by gaze directly because of the high speed feature of eye movements. To
solve this problem, some related researches focus on the related application development.
For example, use dialog boxes, toolbar buttons, menu items and so on as interfaces. But
several questions arise in actual operation. Indeed, changing blindness experiments[25]
suggest that after looking at pictures of complex natural scenes, we retain information
about only the overall gist of the scene and a handful of objects. The experiments show that
we generally miss diﬀerences between two versions of the same picture, where diﬀerences
have been introduced by photo editing, if changes are restricted to objects inessential to
the overall meaning. This is related to a basic feature of human vision. We move our eyes
about three times a second in a pattern of pause and rapid movement: ﬁxation and saccade.
In other words, it is also diﬃcult for us to ﬁx at a same position in order to interact with
computer by the interface mentioned above. Therefore, if we can obtain user’s purpose or
intention by analyzing not only the real time gaze positions by the period features of them
with other factors, the problem will solve eﬀectively.
Actually, user’s intention is guided not only by the subjective factors but also the
non-subjective ones such as the role of low-level features, contrast, color, orientation for
example. To take non-subjective factors into the recognition or prediction of intention,
most models are based on a saliency map and a dynamical process for visiting saliency
maxima[23]. Filtering the input image with kernels saliency information of early visual
mechanisms generates feature maps at various spatial scales. These are then combined
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into a single saliency map, which encodes the probability that an image location will be
attended. According to the research of [26], the saliency map is obtained by summing of
few feature maps of image most of the time. However the method has a weakness ignoring
of the features importance in the decision process of saliency map. Speciﬁcally in the case
of the feature whose value is low but plays an important role in the process. Hence, it is
becoming an important issue to ﬁnd a method reﬂecting the importance of each feature
properly.
Basing on these backgrounds, in order to combine the eye tracking, intention recogni-
tion and control of omnidirectional wheelchair so as to construct an intelligent interactive
system, in this thesis we aim at three points as follows.
• We propose methods to improve the accuracy of eye tracking by changing the cali-
bration method and using soft computing method. Both two modes of eye tracking
system, head-mounted mode and remote mode, are used in our research and by ana-
lyzing the eye tracking results, the relationship between eye movements and intention
is explored.
• The prediction methods of the visual attention region inferred by using fuzzy inference
and fuzzy neural network (FNN) after extracting and computing of images feature
maps and saliency maps are proposed. Finally, eye tracking results are also factored
in this process.
• Based on the results of intention recognition, we propose an interactive system for
omnidirectional wheelchair by using an omnidirectional wheelchair. The system can
provide an omnidirectional scene of surrounding environment and have omnidirec-
tional mobility.
1.3 Structure of This Thesis
This thesis is composed by 7 chapters and organized as following.
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In chapter 1, the research background and objectives of this thesis are introduced.
In chapter 2, the necessary background knowledge of eye tracking needed to comprehend
the research is provided. We summarize diﬀerent techniques for eye tracking. Based on their
geometric and photometric properties, the techniques can be classiﬁed in three categories:
contact lens based, electrooculogram based and video-based. Alternative techniques may
exploit motion and symmetry. We also describe that the active IR illumination may be
employed by various techniques.
In chapter 3, we describe the review with references to those areas which touch upon
intention, either researching it directly or using it in service of other branches of study.
After establishing the importance and applications of the study of intention, we turn to
inquire into the diﬀerent meanings of the term, since it is used in diﬀerent contexts, and
not always with the same meaning. Various characteristics of intention can be the potential
candidates for solving the problem of intention recognition. Several intention recognition
models are described. A typical architecture for human-machine interaction with intention
is also illustrated. By analyzing the research status of intention recognition, we ﬁnd that
there are two categories for it: eye movements based and visual attention based. Both of
the two categories and the typical application of them are also introduced.
In chapter 4, two models of eye tracking system used in this research are described
respectively. The ﬁrst one is wearable device based eye tracking system. And in this
research, the device is built by us. For this device, the structures of hardware and software
are explained. And in the software part, we focus on the calibration process of system
and use neural network instead of the traditional calibration method. Experiment also
designed and proceeded to verify the eﬀect of proposed method, which shows that a better
performance can be obtained. The second eye tracking system is remote camera based. The
hardware speciﬁcs are described in detail. And by using this device, a series of experiments
have been carried out, which are analysis of gaze order, stagnation map and focus area, to
illustrate the relationship between gaze movement and attention.
Chapter 5 is mainly consisted by three parts. In the ﬁrst part, we proposed an approach
for intention recognition based object recognition by using eye tracking. Firstly, object
learning process is carried on by using a humanoid robot. Following, the region set that
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user may pay his/her attention on is constructed by object recognition, where the scene
image captured by a camera on robot is used as input for image processing. At the same
time, user’s eye movement is tracked by an eye tracking device. Finally, by comparing
the result of object recognition and user’s gaze distribution, intention region or object can
be decided. Through this experiment we ﬁnd that the process of object learning brings
restrictions of widespread application to the system.
In the second part, by analyzing the models used for visual attention, we ﬁnd that the
top-down model for visual attention is diﬃcult to understand compared with bottom-up
model. An eﬀective and important method for visual attention in bottom-up model is by
using saliency map. Saliency map in this research is calculated by using color, intensity
and orientation feature maps of image. Focusing on this issue, we propose two methods for
obtaining of saliency map, comparing with the traditional methods. One of the methods is
by using fuzzy inference. Considering the traditional method can not reﬂect the importance
of each feature of input image, however in this method, the importance of feature is embody
in fuzzy rules, which obtained by expert experience. The experimental results show that
the method can solve the problem. But at the same time, its application may be under
restrictions because the fuzzy rules can not be adjusted dynamically.
To improve the method mentioned above, a new method by applying fuzzy neural
network is proposed in the third part. The calculation method is same but the importance
of all features can be reﬂected in fuzzy rule with the human decision making model by the
conceptual framework of fuzzy logic. The sample data for training is obtained by using an
image database. The proposed methods are evaluated experimentally by using eye tracking
system and questionnaires completed by participate. At last, the overall procedure for
attention prediction by combining both eye tracking and visual attention is also proposed.
In chapter 6, user’s intention is recognized by combining the result of eye tracing and
attention prediction. An omnidirectional wheelchair is introduced and the speciﬁc, espe-
cially the kinematics and control method are described at the same time. The directions
of movement and turning of the omnidirectional wheelchair can be achieved by setting ap-
propriate angular and speed of its wheels. By applying the intention recognition result into
the controlling of an omnidirectional wheelchair, an interactive system for omnidirectional
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wheelchair based on eye tracking is constructed. Receiver operating characteristic method
is employed in the combination process of gaze distribution map and saliency map in order
to obtain credible results. Experiments also have been carried out to evaluate the system.
The conclusions and future work are presented in chapter 7.
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Eye Tracking Techniques
2.1 Introduction
HCI (human-computer interaction) has been a major area of research in computer science,
human factors, engineering psychology and closely related disciplines. And current inter-
action methods tend to be one side, with the bandwidth from the computer to the user
far greater than that from user to computer. A fast and eﬀortless mode of communication
from a user to a computer would help redress this imbalance.
Eye tracking is a technique whereby an individuals eye movements are measured so that
the researcher knows both where a person is looking at any given time and the sequence in
which their eyes are shifting from one location to another. Tracking peoples eye movements
can help HCI researchers understand visual and display-based information processing and
the factors that may impact upon the usability of system interfaces. In this way, eye-
movement recordings can provide an objective source of interface-evaluation data that can
inform the design of improved interfaces. Eye movements can also be captured and used
as control signals to enable people to interact with interfaces directly without the need
for mouse or keyboard input, which can be a major advantage for certain populations of
users such as disabled individuals. We begin this chapter with an overview of eye-tracking
technology, and progress toward a detailed discussion of the use of eye tracking in HCI and
usability research.
Research in eye detection and tracking focuses on two areas: eye localization in the
image and gaze estimation. There are three aspects of eye detection. One is to detect the
9
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Figure 2.1: Components of Video-based Eye Tracking System
existence of eyes, another is to accurately interpret eye positions in the images, and ﬁnally,
for video images, the detected eyes are tracked from frame to frame. The eye position is
commonly measured using the pupil or iris center. A general overview of the components
of eye tracking system is shown in Fig.2.1. Video systems obtain information from one or
more cameras (Image data). The eye location in the image is detected and is either used
directly in the application or subsequently tracked over frames. Based on the information
obtained from the eye region and possibly head pose, the direction of gaze can be estimated.
This information is then used by gaze-based applications, for example, moving the cursor
on the screen.
2.2 Electrical Based Eye Tracking
Generally, the eye tracking devices measure/determine the eye ball position in several
ways by analog techniques that can be classiﬁed in two categories: contact lens based and
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Figure 2.2: Eye Ball Polarization in EOG[1]
electrooculogram based.
The ﬁrst category includes invasive eye tracking that use contact lens with mirrors[27]
or magnetic search coil[28]. The eye tracking that uses contact lens with mirrors implies
an entire process of attaching the lens to eye ball and the experiment can last only a short
period of time (measured in minutes). The eye tracking with magnetic search coil requires
two soft contact lens and between a coil of wire with 13 mm diameter. These eye tracking
were used specially used by the scientists for research of physiology and dynamic of eye
movements. Despite the vast improvements and the accuracy obtained, the systems were
not widespread because of invasive process of attaching the lens and because the head had
to be kept still in order not to aﬀect the measurements.
The eye tracking from second category measure the eye balls biopotentials using elec-
trodes placed near the eye. It is also called electrooculography (EOG) method. This
potential can be considered as a steady electrical dipole with a negative pole at the fundus
and a positive pole at the cornea, as shown in Fig.2.2. The standing potential in the eye can
thus be estimated by measuring the voltage induced across a system of electrodes placed
around the eyes as the eye gaze changes, thus obtaining the EOG (measurement of the
electric signal of the ocular dipole). The electrooculogram is captured by ﬁve electrodes
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Figure 2.3: Electrode Placement in EOG[1]
placed around the eyes, as shown in Fig.2.3. The EOG signals are obtained by placing two
electrodes to the right and left of the outer canthi (D-E) to detect horizontal movement
and another pair above and below the eye (B-C) to detect vertical movement. A reference
electrode is placed on the forehead (A). The EOG signal changes approximately 20 micro
volts for each degree of eye movement. This is possible to determine the eye positions and
used in human computer interaction. The disadvantages are the costs of signals ampliﬁers
and the presence of electrodes on subject face.
2.3 Video-Based Eye Tracking
Beside by analog techniques, an another method for eye tracking uses a video camera
to track the position of the eye. Diﬀerent from electrical based eye tracking model, this
method measures eye movements by using camera in front of human. The camera gets
human’s eye image ﬁrst, and by image processing of the eye image, pupil center and gaze
position can be calculated. The model has the advantage that no attachments needed to
put on human, which will make participant feeling little comfortable. Another advantage is
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(a) Head-mounted Eye Tracking System (b) Remote Eye Tracking System
Figure 2.4: Two Types of Video-Based Eye Tracking
that the higher resolution the camera has, more precise measuring result can be obtained.
2.3.1 Two Types of Video-Based Eye Tracking System
Video-based eye tracking systems can be divided into remote and head-mounted systems
(see Fig.2.4). Each type of system has its respective advantages. Both visible spectrum and
infrared-spectrum imaging techniques have been applied in the context of remote video-
based eye tracking. The single most attractive reason for using a remote eye-tracking system
is that its use can be completely unobtrusive. However, a limitation of a remote system
is that it can only track eye movements when the user is within a relatively concerned
area of operation. And the accuracy of remote eye-tracking systems is usually worse than
the head-mounted eye-tracking systems. Stereo cameras can be applied to achieve better
eye-tracking accuracy[29, 30]. The design of remote eye-tracking systems must consider
the three way trade-oﬀ between cost, ﬂexibility and quality. For example, the ﬂexibility to
track eye movements over a wide area can be improved by using a pan-tilt camera, but such
cameras are quite expensive. Furthermore, the quality of eye tracking can be improved by
capturing a high-resolution image of the eye using a zoom camera[31], with the trade-oﬀ
of a reduced operational area and higher cost. Although, there is a number of promising
remote eye tracking approaches[32], it currently appears that a head-mounted system has
a greater potential to achieve a reasonable compromise between all of these factors.
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(a) Eye Image Captured with Visible (b) Eye Image Captured with Active
Spectrum Imaging IR Illumination
Figure 2.5: Eyeball Images
2.3.2 Visible Image and Active IR Illumination Image
Two types of imaging approaches are commonly used in eye tracking, visible image and
active IR illumination image[33], as shown in Fig.2.5. The three most relevant features
of the eye are the pupil-the aperture that lets light into the eyeball, the iris-the colored
muscle group that controls the diameter of the pupil, and the sclera, the white protective
tissue that covers the remainder of the eye.
Visible spectrum imaging is a passive approach that captures ambient light reﬂected
from the eyeball. In these images, it is often the case that the best feature to track is the
contour between the iris and the sclera known as the limbus. Visible spectrum eye tracking
is complicated by the fact that uncontrolled ambient light is used as the source, which can
contain multiple specular and diﬀuse components. Infrared imaging eliminates uncontrolled
specular reﬂection by actively illuminating the eye with a uniform and controlled infrared
light not perceivable by the user. A further beneﬁt of infrared imaging is that the pupil,
rather than the limbus, is the strongest feature contour in the image. Both the sclera and
the iris strongly reﬂect infrared light while only the sclera strongly reﬂects visible light.
Tracking the pupil contour is preferable given that the pupil contour is smaller and more
sharply deﬁned than the limbus. Furthermore, due to its size, the pupil is less likely to be
occluded by the eye lids. The primary disadvantage of infrared imaging techniques is that
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they cannot be used outdoors during daytime due to the ambient infrared illumination.
Infrared eye tracking typically utilizes either a bright-pupil, dark-pupil technique or
both. The bright-pupil technique illuminates the eyeball with a source that is on or very
near the axis of the camera[34]. The result of such illumination is that the pupil is clearly
demarcated as a bright region due to the photo reﬂective nature of the back of the eye.
Dark-pupil techniques illuminate the eye with an oﬀ-axis source such that the pupil is the
darkest region in the image. While the sclera, iris and eye lids all reﬂect relatively more
illumination. In either method, the ﬁrst-surface specular reﬂection of the illumination
source of the cornea (the outer-most optical element of the eye) is also visible. The vector
between the pupil center and the corneal reﬂection center is typically used as the dependent
measure rather than the pupil center alone. This is because the vector diﬀerence is less
sensitive to slippage of the head gear-both the camera and the source move simultaneously.
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Chapter 3
Traditional Researches on Intention
Recognition
3.1 Introduction
Human intention recognition is crucial for an eﬃcient human computer interaction. Re-
cently, intention modeling and recognition are being perceived in psychology and cognitive
science to create a new paradigm of human computer interface (HCI) and human robot
interaction (HRI)[35, 36]. Human intention can be explicit or implicit in nature. Gener-
ally, humans express their intention explicitly through facial expressions, speech, and hand
gesture. In HCI and HRI, the user intention can be explicitly conveyed through a key-
board and a computer mouse[37], which can be easily interpreted. However, the human’s
implicit intention is vague and is diﬃcult to understand. Interpreting the user’s implicit
intention, which contains valuable information in addition to the explicit intention, is vital
in developing an eﬃcient human computer interactive system.
Several philosophers like Kellogg[38] and Dennett[39] discussed the role of intention
in theories of consciousness, planned action, rationality, and intelligence. As mentioned,
Kellogg considers intention as the main attitude that directs future planning. Dennett on
the other hand argues that the ascription of intent is a perfectly reasonable way of predicting
and describing the behavior of systems that are complex enough to avoid explanation from
other stances[40]. He oﬀers three stances that can be used to explain and predict the
behavior of the system: the physical stance that operates directly upon knowledge of
physical composition and of the laws of physics, the design stance that deals with the
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purpose the system is designed for, and the intentional stance where a system is assumed
to have certain beliefs and desires and it behaves in such a way to further its goals in light
of its beliefs.
Human interaction usually requires continuous and complex intention recognition. In
simple conversations, for example, humans try to predict the future direction of the con-
versation and the reaction of the other person by recognizing the intent manifested in the
conversation. Further, in a promenade, two persons mutually coordinate their steps and
moves by predicting the intention of each other. Often intention recognition by humans
is performed subliminally; conversations unfold and subtle queues are reacted to without
much conscious thought given to the underlying motives of the other[40].
Intention recognition can be seen as a substitute or complimentary to reliable and
extensive communication which is a prerequisite for coordination and cooperation. If agents
are able to express their intent clearly and honestly then intention recognition reduces to
communication. But since not all agents are explicitly aware of their intentions or since
communication can be a burden on agents (diﬀerent designs, diﬀerent levels of intelligence,
or heterogeneous ontologies) then intention recognition becomes essential. Furthermore, it
is sought to have a natural interaction in human-machine cooperation; natural to a level
that resembles human-human interaction.
Intention recognition is deﬁned, in general terms, as the process of becoming aware
of the intention of another agent. More technically, it can be deﬁned as the problem of
inferring an agents intention through its actions and their eﬀects in the environment. It
lies accordingly in the boundary between perception and cognition.
The ultimate goal of related researches is to incorporate the intention recognition mod-
ule into human-machine interaction to achieve compliant and intelligent interaction. For
this, an architecture for human-machine interaction (HMI) is shown in Fig.3.1[63]. Clas-
sical modules as human-machine interface and supervision and control can be integrated
in this architecture. Although one of the goals of intention recognition is to minimize the
need for traditional interfaces, it is still possible to augment certain interaction aspects
with visual and auditory interfaces.
In the architecture in Fig.3.1, the processes in the world are divided to human processes,
– 18 –
3.2. INTENTION RECOGNITION BASED ON EYE TRACKING
Eye image 
data
Human
World
Machine
Supervision and 
Control
Human-Machine 
Interface
Recognized 
Intention
Decision
Compliant 
Action
Intention
Decision
Action
State
Processes
Shared 
Processes
Figure 3.1: Architecture for Human-Machine Interaction
machine processes, and shared processes. The eﬀect of operating these processes can be
partially or completely sensed by the human and the machine as world states. The human
uses the sensed information to further her goals by selecting actions to achieve her desired
states. On the other hand, the machine which has a human-task model, employs the sensed
states to recognize the human intention and accordingly to select its action in a compliant
fashion with the human intentions.
3.2 Intention Recognition Based on Eye Tracking
In humans, the eye movements are the essential motor movements that are controlled by
the human cognitive system[42, 43, 44]. In other words, the eye movements and its posi-
tion are not random but directly related with the visual information present in the scene
and provide a rich window into the human’s sensory processing, intentions and thoughts.
Therefore, being a window to the mind, the eye and its movements are tightly coupled with
human cognitive processes. Therefore, in humans, when viewing a visual scene, diﬀerent
implicit intentions result in diﬀerent eye movement patterns. Hence, the eyeball movement
patterns can be considered as possible factors for recognizing the human’s implicit inten-
tion. The notion to take advantage of the information present in the eye-gaze leads to
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Figure 3.2: A Model for Intention Recognition Based on Eye Tracking
the development of eﬃcient eye tracking equipment which attracted many researchers in
human-computer interaction. In [45], the authors present an eye-typing interface based on
eye ﬁxation tracing, an automated method to map the eye movements into a process model
prediction using hidden Markov model. In [46], the authors combine eye tracking and object
recognition to recognize user’s intention. In [47], the authors develop an eye based activity
recognition (EAR) system using a support vector machine (SVM) and eye movements such
as ﬁxations, saccades and eye blinks. In addition to the eyeball movements, the pupil size
variation has been studied in relation to cognitive processing and visual information. The
pupil size can be used as a measure of the human attention[48, 49].
A model for intention recognition based on eye tracking is as shown in Fig.3.2.
In Fig.3.2, an eye tracking system is used to measure human eyeball movement patterns
and the pupil size variation for a given visual stimuli. In the images, which are presented as
visual stimuli, areas of interest (AOI) is preset to analyze the eyeball movement pattern by
visual attention models and the pupil size variation based on the intention of the subject
under consideration. Dominant features of eye movement such as ﬁxation length, ﬁxation
count and pupil size variation can be used to classify the subject’s implicit intention into
navigational and informational intent. Based on the ﬁxation length and ﬁxation count in
each AOI of a given input stimulus image and the pupil size variation, diﬀerent classiﬁers
can be constructed to diﬀerentiate the subject’s intent into navigational and informational
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intent.
Right now, by using eye tracking system, dominant features of eye movement can be
measuring eﬀectively. But one problem for this model is that how to decide the AOI.
Traditional methods achieve it by using object recognition, which learning process is needed
beforehand. This also limits the widespread application of intention recognition.
3.3 Visual Attention Models
Visual attention models aim to predict the attentional behavior of human observers when
viewing a visual scene. Generally, these models are not able to predict the sequential order
of human ﬁxations, the scan path, but are limited to predicting the locations and objects
that humans focus on[50].
Many visual attention models were inspired by early works such as the feature in-
tegration theory by Treisman and Gelade[51], the guided search by Wolfe et al.[52], the
neural-based architecture by Koch and Ullman[53]. Especially the latter model constituted
a theoretical basis for biologically plausible models incorporating characteristics of the hu-
man visual system (HVS) known to contribute to visual attention, such as multiple-scale
processing, contrast sensitivity, and center surround processing. Probably the most widely
used bottom-up visual attention model following this paradigm is the one by Itti[23], which
is based on the neuronal architecture of the early visual system, where multiple-scale image
features are combined into a topographical saliency map. Other visual attention models
based on Bayesian[54], information theoretic[55], or statistical approaches[56].
Only few models thus far have focused on top-down attentional processes[57], mainly
because they are relatively less well understood compared to bottom-up attentional pro-
cesses.
As saliency map is an important method for visual attention, a typical model for saliency
map is proposed by Itti[26], as shown in Fig.3.3. Brieﬂy, the model in Fig.3.3 includes two
color channels (blue/yellow and red/green), one intensity channel, and four orientation
channels (0◦, 45◦, 90◦, 135◦). Raw maps of nine spatial scales (0-8) are created using
dyadic Gaussian pyramids. Six center-surround diﬀerence maps are then constructed as
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Figure 3.3: A Typical Model for Saliency Map Proposed by Itti
point-wise diﬀerences across pyramid scales to capture local contrasts (center level c = {2,
3, 4}, surround level s = c + δ, where δ = {2, 3}). A single conspicuity map for each of
the color, intensity, and orientation feature channels is built through across-scale addition
of the center-surround diﬀerence maps and is represented at scale 4.
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Proposed Eye Tracking System
In order to estimate gaze based on image analysis, it is common that gaze location is
estimated with pupil location. The previously published pupil detection methods can be
divided into two modes: the wearable device based mode[58, 59] and the remote camera
based mode[60, 61]. In this research, we use both two modes in our experiments. In this
section, the wearable device based eye tracking system is made by ourselves while the
remote camera based one is produced by DITECT[62].
4.1 Wearable Device Based Eye Tracking
In this research, we design an eye tracking system with the features of low cost, easy to use
and high accuracy. To raising the accuracy of the system, we propose a new calibration
method based on neural networks.
4.1.1 Proposed Eye Tracking Device
The device is a head unit. It is equipped with a camera in order to capture the image of
the right eye. The head unit is a glass frame in this research and sends all images to the
computer.
As shown in Fig.4.1, the eye tracking hardware made by us is a wearable device including
an eye capture camera attached with NIR LED. Detailed specifications of the proposed
prototype device are shown in Table 4.1. In order to make tracking the eye much easier,
we illuminate the eye with IR light and observe it through an IR sensitive camera with a
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Figure 4.1: Proposed Eye Tracking Prototype Device
Table 4.1: Specifications of Prototype Device
Spatial resolution 640×480 pixels
CCD camera Frame rate 60 FPS
Lens focus ﬁxed
Wave length 940nm
NIR LED Luminous intensity 40mW/Sr
Angle 5deg
visible light ﬁlter. After doing this the iris of the eye turns completely white and the pupil
stands out as a high-contrast black dot. We also have investigated the price of eye tracking
system sold in the market and found that this price is low.
4.1.2 Pupil Center Detection
The pupil center detection is the ﬁrst part of an eye tracking system, the most important
part at the same time[63]. In this paper, we detect user’s pupil center through eye image
processing. The schematic diagram of process ﬂow is shown in Fig.4.2.
At ﬁrst step we capture the eye image by CCD camera and process the image binary, as
shown in Fig.4.3. In step 2, the contrast of the image has been increased in order to make
the detection process easier. Although the mathematical transformation is a larger change,
it is generally not apparent in the image. Then the program will try to ﬁnd any blobs
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Step 1:  Capturing eye image and binarization 
Step 2:         Increase contrast of the image
Step 3:              Find blobs in the image
Step 4: Elliptical fitting and geometric calculation
Step 5:           Pupil center coordinates
End
Figure 4.2: Algorithm Flow of Pupil Center Detection
existing in the image and record the feature points of the optimal one after ﬁlter in step
3. In step 4, by utilizing Sklansky algorithm[64], the convex shape of these feature points
can be calculated. Finally, the pupil center coordinates can be obtained by calculating of
geometric center after elliptical ﬁtting in step 5. Finally the coordinates of pupil center
can be obtained, which are shown in image 4 of Fig.4.3.
4.1.3 Gaze Estimation
The primary task of eye tracking system is to estimate user’s gaze which is also the foun-
dation of interaction between human and computer by this method. In this research, the
gaze estimation has been achieved by using neural network (NN) to improve the robust-
ness and adaptability of the system. In the calibration process, based on the coordinates
of pupil center got in Section 3.2.1, a two-input and two-output NN with standard back
propagation algorithm is used as shown in Fig.4.4.
Where input Px, Py and output Gx, Gy are pupil center coordinates in 2D plane of
camera image and user’s gaze position coordinates in computer screen, respectively. w1i
means the weight value between input node (I1) and the hidden node Hi. In this paper, we
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Figure 4.3: Eye Image Capturing and Pupil Center Detection
use the sigmoid function as the transmission function. The parameters of NN are shown
in Table 4.2.
In Table 4.2, the desired error is 0.001 at each pixel as units. Because in our program,
the inputs of the neural network must in the range of 0 to 1, but actually the data source
are screen positions which in our experiment are in the range of 0 to 1366 pixels. The
max trails number above is set based on experience. Fig.4.5 shows the mean square errors
(MSE) with various choice of neural network’s hidden neuron number according to the
learning trails of neural network training. From the ﬁgure we can ﬁnd that the training
process when the neuron number is nine has a fast convergence rate and a least MSE. Thus,
in this paper, we select nine as our neural network’s hidden neuron number.
For example, the output value Gx of NN can be calculated as follows:
Gx =
1
(1 + exp(−
?
n
i=1
1
(1+exp(−
?
2
j=1
Ijwji))
wij))
(4.1)
Also the output value Gy can be calculated by using the same method. Because the
resolution of the computer screen used is 1366×768 pixels, so the range values of Gx and
Gy are 0 to 1366 and 0 to 768.
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Figure 4.4: Neural Network for Gaze Estimating
Table 4.2: Parameter Setting of Neural Network
Desired error ≤0.1%
Maximum trial number 3000
Number of layers 3
Number of hidden neurons 9
Learning rate 0.7
Input neurons 2
Input neurons 2
In the calibration process, developers usually use some designed points such as the
calibration points[65]. But sometimes this method may cause a bad calibration result in
a repeating experiment. Especially, when a user performs the experiment several times,
he/she will move gaze to the next prospective point before present point’s calibration
ﬁnishes. To make the calibration has more universality and reduce the possibility of user’s
anticipation to the calibration process, a random calibration process is carried out in our
experiment. Speciﬁcally, the position of each point is given at random so that user’s
anticipation can be eliminated.
At the same time, the set consisted by all the appeared points must can cover the whole
screen plane, as shown in Fig.4.6. Actually, if the mapping function between movable
pupil center region and user’s view region can be obtained using geometric transformation.
However, this method has the problem that mapping function should be changed according
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Figure 4.6: Coordinate Mapping Between User’s View Plane and Pupil’s Movable Area
to the distance (Z) between user and computer screen. This is because the user’s view region
will change according to Z distance although the movable pupil center region is the same.
To solve this problem, neural network is employed in this research. In Fig.4.6, the rectangle
on the right side is stand for users view plane in our experiment. And in this paper the
view plane is the computer screen.
According to the resolution of the computer screen, in Fig.4.6, (Ux1, Uy1) is the upper-
left corners coordinate (0,0). And so on, (Ux2, Uy2), (Ux3, Uy3), (Ux4, Uy4) stand for the
upper-right, lower-right and lower-left corner of the screen, where the coordinate values
are (1366,0), (1366,768) and (0,768) respectively. The rectangle on the right side is stand
for pupil’s movable area. When user looked at the upper-left corner of the screen, where
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the coordinate is (Ux1, Uy1), the coordinate value (Px1, Py1) is (190,144) in the eye image,
resolution is 640×480 pixels. And when looked at the other three corners, the coordinates
(Px2, Py2), (Px3, Py3) and (Px4, Py4) are (434,148), (440,329), (183,327), respectively. In
theory, if the coordinates (Px1, Py1) and (Px3, Py3) are precise, the other two coordinates
(Px2, Py2) and (Px4, Py4) should be (440,144) and (190,329). We considered that the users
head cannot remain perfectly still in the experiment process cause the slight error. We also
think that this is acceptable.
4.1.4 Experimental Results
The experiment is in order to verify the accuracy of the eye tracking system after calibra-
tion. And the time of calibration process took 24(1.5×16) seconds. The experiment using
the proposed method of eye tracking is conducted on a notebook computer with Intel Core
i3-380M CPU, 2 GB RAM and Microsoft Windows 7 operating system. The program is
developed in Code Blocks which is an open source IDE and Matlab R2007a. The part of
pupil center detection is achieved by using OpenCV and openFrameworks, an open source
C++ toolkit.
In the experiment, we used 16 points as the reference points and user is demanded
stare at each point for 1.5 seconds. In this process, the usually method is that 16 points
appeared in a 4×4 grid which is so-called standard points are prepared and the user is
asked to look at the points when they appear, as shown in Fig.4.7, and the coordinates of
user’s eye gaze estimation position are recorded and used as mapping data together with
the appearing position of the standard points.
The order the points appear is according to an ”S” type as shown in Fig.4.7. But
we found that user’s behavior was easy to be a habitual after the experiment carried on
for several times and caused a bad calibration result. So we use the method by making
the standard points to appear randomly to replace the before one. Similarly, when the
standard points appearing randomly, we record the positions coordinates of both standard
and estimation ones.
Because the image acquisition speed is 60 FPS, there are about 1440(1.5×60×16) points
are used as the input of the neural network and also the same number for the output.
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Figure 4.7: Position of Standard Points
Table 4.3: Accuracy of Eye Tracking
X-axis Y-axis
Distance(%) 3.24 3.68
Direction(deg) 1.172 0.998
Because the neural network used here is a BP (Back Propagation) method, so the teaching
signals are also composed by the above-mentioned coordinates. And after 1000 trails in
calibration process, the actual error meets to the desired error 0.001, which is set at Table
4.2.
After calibration, we carry out an experiment to validate the calibration results. In this
experiment, 16 points are giving at ﬁrst as reference points. Next, the user is asked to look
at each point in sequence. The position data of reference points and user’s gaze at each
position then will be recorded at the same time. Then the average axes of gaze positions
are calculated and plotted in a ﬁgure together with reference points. The distance between
each estimated point and reference point are shown in Fig.4.8. The red points in the ﬁgure
are reference points shown to user after calibration process while the blue ones are users
actual gaze positions on computer screen when he/she looked at the red points. In this
experiment, the distance between user’s eye and computer screen is 45cm. The average
error of the results is shown in Table 4.3. The values embody that the error between users
actual gaze position coordinate and the intended coordinate is within acceptable range.
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Figure 4.8: Experimental Results after Calibration
In our experiment, the distance between user’s eye and computer monitor is 45cm
and the resolution of the screen is 1366×768 pixels. The schematic diagram is shown in
Fig.4.9. At the same time the width and height of the screen are 28.448cm and 21.336cm,
respectively. Thus, one pixel in the computer screen stand for about 0.02cm. For example
the average error in pixel is t, the degree error can be calculated as follows.
θ ≈ arctan(0.02t/45) (4.2)
4.1.5 Analysis of Gaze Distribution
As mentioned in the section 1.1, the user’s visual attention region cannot decided only
by the features of an image, because of diﬀerent users who have diﬀerent interests. And
user’s diﬀerent interests can be reﬂected well by his/her gaze distribution when looking at
something. But the estimation of attention region also cannot be done with only user’s
gaze position data, because the estimation will become a direct judge system and lose the
prediction sense.
According the reasons mentioned above, we make a mathematical statistics of gaze
distribution in a period after user looked at the image at ﬁrst. And as compared with the
– 31 –
CHAPTER 4. PROPOSED EYE TRACKING SYSTEM
Human eye
(pixel)
(pixel)
t
θ
45cm
768
1366 X
Y
0
Computer 
Screen
Figure 4.9: Calculation Method of Degree Error
0 200 400 600 800 1000 1200 13660
100
200
300
400
500
600
700
768
 
 
X = 520.2
Y = 245.5
X−axis(pixel)
Y−
ax
is(
pix
el)
Gaze position
Figure 4.10: Distribution of User’s Gaze Position
saliency map got based on image processing (explained in the next chapter), user’s visual
attention regions are decided. An example of gaze distribution is show in Fig.4.10, where
the axis X and Y is 0 to 1366 and 0 to 768 respectively, corresponding with the screen
resolution. In Fig.4.10, we can see at the users intention region, whose center is marked in
the ﬁgure at (520.2, 245.5), the points distribution density is high. Note that the sampling
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Figure 4.11: Statistics of Distribution of User’s Gaze Position
Table 4.4: Specifications of Remote Eye Tracking Device
QG-PLUS Mini (DITECT)
Dimensions: 29×2×2.5 cm
Typical operating distance: 65 cm
Accuracy: 0.5◦ cm
Method: Dark pupil, binocular tracking
Frame rate: 80 FPS
time period is 4s. To observe the density of points intuitively, we divide the screen into
some small regions by an optimal grid, which is 49×28, and make a statistical density map
of the number of points in each grid. Fig.4.11 is the gaze distribution after normalization.
4.2 Remote Camera Based Eye Tracking
The remote camera based eye tracking system only consists by one unit. With the simplicity
of a single USB interface, it oﬀers valuable metrics such as gaze position, stagnation times,
blink rates, pupil size.
4.2.1 Remote Eye Tracking Device
Eye tracking device used in this research is shown in Fig.4.12. As we can see in Fig.4.12,
there are infrared LED array on both sides of the device, which in order to provide reference
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Figure 4.12: Remote Eye Tracking Device: QG-Plus Mini (produced by DITECT)
Figure 4.13: Position Detection of Two Pupils
positions for pupil detection. Eye gaze will be recorded as 2-dimensional Cartesian coordi-
nates on the screen at an average rate of 70 data points per second. The number of data
points here is set to 70 in order to get the best combination of head movement tolerance
and fast tracking speeds. Detailed speciﬁcations of the device are shown in Table.4.4
It is worth to note that the system can compensate a small range of head movement by
measuring the angle of line which decided by two eyes position and improve the precision
of the tracking results. The eye pupil detection is shown in Fig.4.13. Take right eye for
example, the cross on the upper is the center of pupil. And the two crosses on the lower
position are reference points provided by infrared LED arrays.
4.2.2 Analysis of Gaze Distribution
In order to analyze the relationship between user’s eye gaze and intention, we analyze the
gaze distribution of user when looking at images. Experiments are conducted by using the
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Figure 4.14: Scene of Calibration Process
eye tracking device mentioned in section 4.2.1. Computer used for processing is a notebook
PC with Intel Core i3-380M CPU, 2 GB RAM and Microsoft Windows 7 operating system.
The distance between user and computer screen is 60cm. As shown in Fig.4.12, the system
works by placing the device in front of user and under the computer screen. Subject for
following typical experiments is a male who is 31 years old without glasses.
Just as the wearable device based mode, the calibration process is also needed for this
eye tracking system. Reference points can be set to 5, 9 or 16 points in this system. Of
course, more reference points set, higher accuracy will be got, but more calibration time
taken at the same time. The calibration process is shown in Fig.4.14.
After calibration, we do the experiment by asking participant looking at example images
and record gaze position data at the same time. Then based on the gaze position data of
participate, we analyze the gaze distribution in three methods.
(1)Order analysis
Address to where and how long the participant’s gaze staying and the order of looking in
the experiment process, gaze analysis are realized by counting, digitizing, visualizing of the
gaze position data. The results of gaze analysis can also illustrate that where and what
kind of order the participant performed in experiment. Two examples of experimental
results are shown in Fig.4.15.(a). And in Fig.4.15.(a), the range of region considering as
same stay position is 50 pixels. And the regions where stay time less than 0.5s are ignored
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(a) Gaze Analysis
(b) Stagnation Map
(c) Area Analysis
Figure 4.15: Two Examples of Gaze Distribution Analysis Results when Scanning Image
and not reﬂected in the result. We can see that the numbers and lines illustrate the order
for the looking while size of the points stand for the stagnation times.
(2)Stagnation map
Stagnation map is calculated in order to make it easy to understand that which part the
participant has been focusing on in the experiment. Two examples experimental results
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of stagnation map also shown in Fig.4.15.(b), and the range of region considering as same
stay position is 10 pixels while the threshold of ignoring time is 0.05s. The darkness of the
color indicates the ranking: the darkest red marks the highest value, the green stand for
lower.
(3)Area analysis
The participant paid how much attention and saw how many times in an area are also an
important issue for the gaze distribution analysis. Therefore, we also do area analysis after
experiment to visualize them. The experimental results are shown in Fig.4.15.(c). There
are two diﬀerent method for area analysis. For the image with complicated structure or
pattern, the image is dividing into several regions in equal size. The staying time of gaze
and times of scanning in each region are counted and analyzed, as shown on the left side of
the ﬁgure. And for the image with simple structure or obvious object, analysis only made
in some speciﬁc regions as show on the right side of the ﬁgure.
4.3 Conclusions
In this chapter, two diﬀerent modes of eye tracking system are described. For the wearable
device based eye tracking mode, a low cost eye tracking system is designed by us. We also
use neural network to replace the traditional spatial mapping method in the calibration
process. In the experiment we conﬁrm that after 1000 trials learning by using enough
reference points, a better calibration result can be obtained.
In addition, in order to illustrate the relationship between gaze movement and attention,
the gaze distribution when participant looking at an image is also analyzed by using both
two systems. According to the experimental results in this chapter, we ﬁnd that gaze
coordinates output of eye tracking system strongly indicate participate’s focus of attention.
However, it is diﬃcult to interpret eye movement patterns. In other words, we can not
understand participate’s attention only by using real time gaze position. Just for this
reason, the feature of eye movement in a period is needed.
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Chapter 5
Proposed Intention Recognition
System
5.1 Introduction
Intention recognition is a task of recognizing the intentions of a human or an agent. The
task usually achieved by analyzing some or all the actions or changes of some features. The
basic structure of an intention recognition system is usually composed of three parts, as
shown in Fig.5.1.
Intention recognition system
A set of intentions
Methodologies for 
inference
Actions responding to 
recognition results
Figure 5.1: Structure of Intention Recognition System
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5.2 Intention Recognition with Eye Tracking and Ob-
ject Recognition
Speciﬁcally, intention recognition can be realized by two steps: founding a set of features or
actions and inferring based on a theory. In this section, for the ﬁrst step, we ﬁnd the initial
set of intentions by object recognition in the image of robot vision and choose human’s
gaze as actions. For the second step, we infer human intention based on fuzzy theory.
5.2.1 Object Recognition
Before the intention processing, the initial set of possible intentions must be founded. The
set also should depend on the situation at hand. In this research we create the set by
recognizing objects in image showing to user. Usually, objects can be divided into two
types, known objects and unknown ones. To obtain the intention set, one or some known
objects are organized, which also means that the objects have been learning by the system.
After learning object recognition[66], when an object appeared in the view ﬁeld of
Figure 5.2: Humanoid Robot: NAO
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Figure 5.3: Field View of NAO[66]
NAO, we can get the position of object in NAO’s coordinate system. The feature points
of object’s contour can also get at the same time. This process is achieved by using the
ALVisionRecognition module from NAO SDK, which is a vision module in which NAO
tries to recognize diﬀerent pictures, objects sides or even locations learned previously. This
module is based on the recognition of visual key points and is only intended to recognize
speciﬁc objects that have been learned. Examples of object recognition are shown in
Fig.5.4. In this ﬁgure, there are two balls on the table, pink one and yellow one. When balls
appeared in view ﬁeld, the rectangle will ﬁgure out the region and position information.
5.2.2 Intention Recognition by Fuzzy Inference
After object recognition, the regions where objects exist are considered as the initial set of
intention regions where user may pay attention and ready for using by intention inference.
By using the eye tracking device mentioned in last chapter, we analyze the data of
user’s gaze position on the computer screen in a small period. In fact, the user’s gaze will
have a longer time staying and higher frequency appearing in the intention region than in
not noticed region. Based on this, we use the frequency and continuous staying time as
the factors for intention inference.
So far, the researches on intention recognition can be mainly divided into three classes
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Figure 5.4: Example of Object Recognition
according to the second component in Fig.5.1, which are logic-based, case-based and prob-
abilistic approaches[67].
According to the uncertainty of human’s conceptual judgment and reasoning way of
thinking, by using fuzzy sets and fuzzy rules in reasoning and making a fuzzy compre-
hensive judgment, we can solve the complicated problems which are diﬃcult for normal
methods such as intention recognition. Thus, in this thesis, we apply the fuzzy inference
as the method to recognize human’s intention. Fuzzy inference is based on fuzzy logic
and resembles human reasoning in its use of approximate information and uncertainty to
generate decisions[68].
Fuzzy rules are used to describe the relationship between user’s gaze and his/her inten-
tion. The fuzzy rule map is shown in Table 5.1. Fig.5.5 shows the membership functions
and singletons. We use the gaze appearing frequency F and the gaze continuously staying
time T in the regions got by object recognition part as the input of fuzzy rules. And the
output is the possibility of current region is the intention one.
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Table 5.1: Fuzzy Rule Map for Intention Recognition
HH
H
HHHT
F
FL FM FH
TS PVL PL PLH
TM PL PM PH
TL PLH PH PVH
1
0 f3f1 f2
FL FM FH
F(Hz)
1
0 t3t1 t2
TS TM TL
T(s)
(a) Membership Functions in IF Part
1
0 p1 p4
PL PLH PVH
P(%)
PVL PM PH
p2 p3 p5 p6
(b) Singletons in THEN Part
Figure 5.5: Fuzzy Sets for Intention Recognition
5.2.3 Experimental Results
In the experiment, after a calibration process of eye tracking, we ask subject to look at the
scene image from NAO’s camera which is shown on computer screen and control NAO’s
head rotate by gaze. When an object or some objects are found, the gaze frequency and
continuous time in the objects existing regions in a certain period are used as the input of
the fuzzy inference system which mentioned above.
Then after an intention recognition result is given, the robot will get the object by using
its hands. It is worth to note that there are three types of coordinate systems for NAO;
FRAME TORSO, FRAME WORLD and FRAME ROBOT. When creating a command
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(a) Object Recognition without Fuzzy (b) Intention Recognition with Fuzzy Inference
Inference
Figure 5.6: Intention Recognition by Fuzzy Inference
for NAO, much attention needs to be placed on the space used to deﬁne the command. In
this process the position of object gotten from NAO is according to FRAME TORSO, also
the same for operating hands to grasp an object. Here FRAME TORSO is one of the 3
spatial references used by NAO’s motion components.
Fig.5.6.(a) shows the various object recognition results in our experiment. We can see
that there are three objects have been recognized before intention inference. And Fig.5.7
shows the distribution of user’s gaze positions when looking at this scene. The output
result of intention recognition by fuzzy inference is shown in Fig.5.6.(b). According to
Fig.5.6.(b), user’s intention is at the region where marked by a rectangle. According to
Fig.5.6.(b), user intended on the yellow ball in this experiment. It is worth to note that
the result in this experiment is a typical one. It also means that experimental result may
changed according to diﬀerent subjects.
After intention recognition, an experiment of getting a ball for user is also conducted
based on intention recognition result by fuzzy inference showed in Fig.5.6. The experiment
scenes are shown in Fig.5.8.
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Figure 5.7: Distribution of User’s Gaze Position
Figure 5.8: Experiment Scenes of Getting Object by NAO
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5.2.4 Discussion
In this section, we proposed a method of intention recognition by using eye tracking and
object recognition. As shown in the experimental results, participant’s intention can be
recognized through this method. But there still several problems exist. The ﬁrst one is that
the robot can not do the corresponding task according to the recognition result directly
until it conﬁrmed by participate. This is because the possibility of error also exists. Another
problem is that object recognition process requires object learning in the prior period, which
limits its widespread application. Therefore, how to remove the restrictions on including
non subjective factors becomes an important issue for improving the system.
5.3 Attention Prediction with Saliency Map
Most attention models are based on a saliency map and a dynamical process for visiting
saliency maxima. Itti et al. (1998)[26] introduced a model for bottom-up selective attention
based on serially scanning a saliency map, which is computed from local feature contrasts,
for salient locations in the order of decreasing saliency. The saliency map is entirely based
on features of image and was originally designed to explain converting attention on sim-
ple stimuli. A lot of researches on saliency map are getting some features of image and
combining them by simply sum in mathematics[23].
But this method also has its weakness. For example, the saliency map of an image is
based on the three features which are color, intensity and orientation. The method of simple
sum of them gives them the same importance at the same time. But based on experiments
of the paper [69], most people do not pay equal attention to all of them. Actually, for
example, when the color feature in an image takes more attention from observers than
other two features, the method may not be very reasonable. In order to solve this problem,
we propose two methods to compute saliency map by using fuzzy inference and FNN based
on the features of image. In this way, the importance of all features can be reﬂected in
fuzzy rules or weights.
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Input Image
Linear Filtering and Gaussian 
Pyramid (9 levels)
Color Feature 
Maps (BY, RG)
Intensity Feature 
Maps
Orientation 
Feature Maps
Center-Surround Difference Normalization
Color Saliency 
Map
Intensity 
Saliency Map
Orientation 
Saliency Map
Fuzzy Inference
Attention Region
C I O
Figure 5.9: Architecture of Computing Feature Maps
5.3.1 Feature Maps
This section presents the details of our computational framework for building feature
saliency maps. For a color input image, we compute feature maps for color, intensity,
and orientation contrasts at diﬀerent scales, as shown in Fig.5.9.
In Fig.5.9, the linear ﬁlter is used in order to compute center-surround diﬀerences of
various features at 9 scales. In this paper, the input image is sub-sampled into a dyadic
Gaussian pyramid by convolution with a linearly separable Gaussian ﬁlter and extraction
by a factor of two[19], which also means that only half of the image pixels are sampled
and processing speed is reduced by half. Gaussian pyramids are used in order to compute
center-surround diﬀerences of various features at various scales. The conventional way
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of creating the levels of the pyramid consists of two separate steps, convolution with a
separable Gaussian ﬁlter followed by decimation.
Suppose the image is represented initially by the array g0, which contains C columns
and R rows of pixels. Each pixel represents the light intensity at the corresponding image
point by an integer I between 0 and K. This image becomes the bottom or zero level of
the Gaussian pyramid. Pyramid level 1 contains image g1, which is a reduced or low-pass
ﬁltered version of g0. Each value within level 1 is computed as a weighted average of
values in level 0 within a 5-by-5 window. Each value within level 2, representing g2, is then
obtained from values within level 1 by applying the same pattern of weights. And so on, 9
levels are obtained.
After ﬁltering, the three features of an image have their values at each position according
to the input image, which are divided into 9 levels of pyramid ready to be calculated. Then,
in this paper, the color feature is reﬂected by two values deﬁned by us, which are red-green
and blue-yellow opponencies. If r, g, b and y are the red, green, blue and yellow values
of the input color image respectively. Then the color map of one level can be calculated
according to the following equations:
Mr−g =
r − g
max(r, g, b)
, (5.1)
Mb−y =
b−min(r, g)
max(r, g, b)
, (5.2)
where Mr−g, Mb−y stand for red-green and blue-yellow opponencies. And min(r,g) is
used to reﬂect the information of yellow color because yellow is perceived as the overlap
of red and green in equal parts, so that the amount of yellow contained in an RGB pixel
is given by min(r,g). And note that the deﬁnitions deviate from the original model by
Itti[26].
The intensity map of one level is calculated as:
Mi =
r + g + b
3
(5.3)
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These operations are repeated for each level of the input pyramid to obtain an intensity
pyramid with also 9 levels.
Local orientation maps Mo is obtained by applying steerable ﬁlters to the intensity
pyramid levels Mi[67].
After getting Mr−g, Mb−y, Mi and Mo, in order to yield the feature maps, we simulate
the center-surround receptive ﬁelds by subtraction between two maps at the center (c) and
the surround (s) levels in these pyramids. They can be calculated as:
Fl,c,s = N(|Ml(c)−Ml(s)|), (5.4)
l∈L = LC∪LI∪LO,
where
LC = {I},
LI = {r − g, b− y}, (5.5)
LO = {0,
π
4
,
π
2
,
3π
4
}.
Note that N is an iterative, nonlinear normalization operator, simulating local compe-
tition between neighboring salient locations. Each iteration step consists of self-excitation
and neighbor-induced inhibition, implemented by convolution with a diﬀerence of Gaus-
sians ﬁlter, followed by rectiﬁcation. For the simulations in this paper, between one and
ﬁve iterations are used.
Finally, by summing over the center-surround combinations and normalizing again ac-
cording the results obtained in Eq.(5.4), the feature maps of color, intensity and orientation
can be obtained according to Eq.(5.6) as Cc, Ci, Co, respectively. Center-surround receptive
ﬁelds are simulated by subtraction between two maps at the center (c) and the surround
(s) levels in these pyramids, as shown in Eq.(5.4). In Eq.(5.6), for the general features
color and orientation, the contributions of the sub-features are summed and normalized
once more to yield conspicuity maps. For intensity, the conspicuity map is the same as in
Eq.(5.4). Fig.5.10 shows an example of three feature maps mentioned above.
Ci = Fi,
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Figure 5.10: Example of Feature Maps Obtained from Image
Cc = N(
?
l∈Lc
Fc), (5.6)
Co = N(
?
l∈Lo
Fo).
5.3.2 Attention Prediction with Saliency Map by Fuzzy Inference
In order to reﬂect the importance of image features, we propose fuzzy inference method
for saliency map computing at ﬁrst. In this way, the importance of image features can be
reﬂected in fuzzy rules.
(1)Fuzzy Inference
Fuzzy inference for Saliency Map is based on fuzzy logic and resembles human reasoning in
its use of approximate information and uncertainty to generate decisions. In the beginning
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of section 5.3, we have pointed out the weakness of ordinary combination method of feature
maps. It has not an important distinction between various features, especially when a
feature is more important comparing with others.
In the building stage of feature maps, it has little sense to use fuzzy theory as a clas-
siﬁer, but in the combination stage, using fuzzy theory to infer visual attention region
can highlight the signiﬁcance of various features of image and obtain better results. The
greatest diﬀerence between mathematical sum method and fuzzy inference method is that
the importance reﬂected in every feature map is diﬀerent. These are tuned by fuzzy rule
according to feature values. In the fuzzy inference method, the importance of color feature
map is higher than intensity and orientation ones, to avoid getting bad result when the
situation that color feature is low while other two are high.
In this research, We use the feature variables from color feature map (Cc), intensity
feature map (Ci) and orientation feature map (Co) in the IF part while the output value
in THEN part is value of region saliency map (Sm)[70]. Each value of region saliency map
is decided by fuzzy rule as shown in Table 5.2 and Fig.5.11. In Fig.5.11, in membership
functions in IF part, the values of l, m and i are used to divide the input space into three
fuzzy subsets and assigned linguistic terms to them. We obtained the values based on
expert’s experience. We set values based on the analysis results of the data obtained in
the training process. Take l for example, its values are as following.
l1 = 0.4(lmax − lmin),
l2 = 0.6(lmax − lmin), (5.7)
l3 = 0.8(lmax − lmin).
where (lmax) and (lmin) are maximum and minimum value of color feature value respec-
tively.
The fuzzy rules should reﬂect the importance of the key feature. In addition because the
fuzzy rules cannot change in the inference process, in this research we obtain the fuzzy rules
based on expert’s experience. The fuzzy rules are generated from training input-output
pairs.
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Table 5.2: Fuzzy Rule for Saliency Map Inference
C
H
HH
HHHI
O
OL OM OH
IL SVL SL SLL
CL IM SL SLL SLL
IH SLL SLL SM
IL SL SLL SM
CM IM SLL SM SM
IH SM SM SLH
IL SM SLH SH
CH IM SLH SH SH
IH SH SH SVH
1
0 l3l1 l2
CL CM CH
Cc
1
0 m3m1 m2
IL IM IH
Ci
1
0 n3n1 n2
OL OM OH
Co
(a) Membership Functions in IF Part
1
0 S1 S4 S7
SL SM SH
Sm
SVL SLL SLH SVH
S2 S3 S5 S6
(b) Singletons in THEN Part
Figure 5.11: Fuzzy Sets for Fuzzy Inference of Saliency Map
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We proceed in the following manner. First, we get input and output data by doing lots
of experiments. In the experiments, we use McGill calibrated color Image Database[71] as
our image database. The images in this database all have been calibrated. And by using
the method mentioned in section 5.3.1, we get the color, intensity and orientation feature
values of each image. Then divide each input space into three fuzzy subsets and assigned
linguistic terms to them. According the saliency map of each image, the values of each pixel
make up the output space. Output space is divided into seven subsets as SVL, SL, SLL,
SM, SLH, SH and SVH, which means very low, low, little low, medium, little high, high
and very high. Second, we show the images to subjects and ask the region they intended
in the experiment process. Actually, they are asked to give three regions in order. Then
saliency value of pixel in user’s intention region is raised according to region’s order. At
last, by analyzing the data obtained in previous steps, we generate fuzzy rules using the
linguistic terms assigned. The sample rules are as following:
IF C is low AND I is low AND O is low THEN S is very low;
IF C is medium AND I is low AND O is high THEN S is medium;
IF C is high AND I is medium AND O is low THEN S is little high;
• Output Fuzzy Labels of Region Saliency Map(Sm)
SVL : Value of Region Saliency Map Very Small
SL : Value of Region Saliency Map Small
SLL : Value of Region Saliency Map Little Small
SM : Value of Region Saliency Map Medium
SLH: Value of Region Saliency Map Little Large
SH : Value of Region Saliency Map Large
SVH : Value of Region Saliency Map Very Large
(2)Experimental Results
We conduct several experiments to demonstrate the inference result of the proposed method
and also compare the performance of the proposed method with Itti’s model[23]. As men-
tioned in last section, we get the various feature maps at ﬁrst. Here, four diﬀerent image
examples are used as the input. The input image is processed for low-level features at
multiple scales, and center-surround diﬀerences are computed according to Eq.(5.4). Then,
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Figure 5.12: Four Examples of Feature Maps: (a)original image, (b)color feature map,
(c)intensity feature map, (d)orientation feature map
the resulting feature maps are combined into feature saliency maps according to Eq.(5.6),
which is shown in Fig.5.12.
After getting the feature saliency maps, the region located in the saliency map is selected
for the highest saliency value by proposed fuzzy inference. After segmentation around the
most salient region location, this saliency map is used for obtaining a smooth object mask
at image resolution and for showing to participate. The parameters of fuzzy rules (li, mi,
ni) are chosen based on the average value of each feature map. The results of saliency map
and attention region by summing feature maps method and fuzzy inference method are
shown in Fig.5.13. The attention regions are marked by yellow lines while red lines express
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Figure 5.13: Four Examples of Saliency Maps and Attention Region: (a) original im-
age, (b)saliency map by sum feature maps method, (c)saliency map by fuzzy inference,
(d)attention region by sum feature maps method, (e)attention region by fuzzy inference
the order of them.
As we can see in the Fig.5.13, there are only little diﬀerences between the saliency maps
of two methods. And for examples A and B, the approximate locations of attention regions
and the orders are basically the same between two methods while the little diﬀerence is the
shape and size of region. This is because the color, intensity and orientation feature are
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all reﬂect obviously in regions marked of these two images compared with the rest regions,
which also means that the diﬀerences of importance for the three features are small. So
the method we proposed has not functioned very eﬃciently. But in the result of example
C we can see that the ﬁrst attention region decided by fuzzy inference method is nearby
the tomato while the one decided by sum method is nearby the garlic. This is illustrated
that our method is worked because the region nearby the tomato is more conspicuous at
the feature at color.
The result of example D shows that the attention regions of both two methods have
obvious diﬀerences while the order is diﬀerent also. But only from these results we cannot
recognize yet whether our proposed method is better than Itti’s or not. In other words,
we cannot assert that the proposed method has higher accuracy for the computation of
saliency map than the conventional one yet. So we conduct another experiment to verify
it.
In the following experiment we ask 5 males, who are between 20 to 30 years old, to look
over all of the 50 images while using the eye tracking device. When they looking at images,
the gaze positions of them at diﬀerent time are calculated and recorded for distribution
analysis at last. After all the experiments they will be showed the results of attention
region got by the two methods and asked to compare with the ones they actually attending
and looking at in the experiment process. Two factors are rated in experiments. One is
visual attention region, which in order to illustrate whether saliency region predicted by
fuzzy inference is in accordance with the actual contour of object. The other one is order
of regions which illustrate the order of user attention movement. Finally, an evaluation of
user’s attitude to the results is carried on and shown in Fig.5.14. Every factor of them
has ﬁve ranks and represented by 1∼5 from worst to best in these ﬁgures. In Fig.5.13,
the results (d) and (e) give the attention regions predicted by two diﬀerent calculation
methods. And in following experiment, subject is asked to look at the same images used
in Fig.5.13. At the same time, subject’s gaze positions are recorded for further analyzing.
Furthermore, the gaze distributions of participant also be analyzed as shown in Fig.5.15.
We can see from the evaluation results and that the performance of our proposed method
is better than the traditional method. This is also illustrated that the proposed fuzzy
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Figure 5.14: Standard Deviation for Evaluation Results of Attention Regions Obtained by
Two Methods
Example A Example B Example C Example D
(a)
(b)
(c)
Figure 5.15: One Example of Gaze Distribution Analysis Results: (a)oder analysis,
(b)stagnation map, (c)area analysis
inference method can improve the performance of attention region prediction at some
aspect.
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Figure 5.16: Speciﬁc Example of Feature Maps
5.3.3 Attention Prediction with Saliency Map by FNN
According to the method proposed in section 5.3.2, the importance of color feature can
be reﬂected well. But the method is only suitable for speciﬁc images, which means is not
universal. For example, when the color feature values are lower compared with the other
two, the method mentioned above will decide the saliency values according to the higher
two features. In general cases they will have correct results, but when special cases such
as the relative diﬀerence value is larger than other ones’ although has lower feather values
itself. As we can see in Fig.5.16, the color and orientation feature values are higher than
intensity one’s in this case, but according to the image and the gaze distribution result
shown in Fig.5.17, we know that the attention object of human should be the bird in the
image, which also means that the saliency region should be decided by the intensity feature.
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Figure 5.17: Analysis of Gaze Distribution with Speciﬁc Example Image
Therefore, we propose another method by using FNN to solve this problem. In this
way, the importance of all features can be reﬂected in fuzzy rule with the human decision
making model by the conceptual framework of fuzzy logic. The overall procedural ﬂow
of proposed approach is summarized in Fig.5.9. Actually, comparing with the method
proposed in section 5.3.2, the only diﬀerence is FNN is used to instead fuzzy inference.
The saliency map in this section is generated by a trained FNN using the three saliency
maps as inputs. The training method of FNN will be explaining in the following section.
(1)Fuzzy Neural Network
It has been shown that a fuzzy system can approximate any continuous real function deﬁned
on a compact domain by covering its function graph in input-output space using a set of if-
then fuzzy rules. Theoretically, these fuzzy rules can always be discovered, but in practice
we may have no idea on how to initialize these rules. Thus, it is crucial to have an adaptive
fuzzy system which can produce the required rules automatically[72, 73]. A FNN system
is a learning machine that ﬁnds the parameters of fuzzy rules by exploiting approximation
techniques from neural networks.
In the feature maps building stage, it has little sense to use fuzzy theory as a classiﬁer,
but in the combination stage, using FNN to infer visual attention region can lead to the
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Figure 5.18: The Structure of the FNN
results which can reﬂect the importance of each feather map in the saliency feature that
images have. The greatest diﬀerence between mathematical sum method and FNN method
is that the importance reﬂected in every feature map is diﬀerent. These are tuned by fuzzy
rules and connection weights of the network according to feature values. In FNN method,
the importance of each feature map is diﬀerent according to diﬀerent images.
We also use the feature variables from color feature map (Cc), intensity feature map
(Ci) and orientation feature map (Co) as input while the output is a value of region saliency
map (Sm). Every value of region saliency map is decided by FNN as shown in Fig.5.18
where G stands for Gaussian Function[74, 75].
As shown in Fig.5.18, the FNN structure with three input variables, three input nodes
of fuzziﬁed layer for each input variable, 27 rule nodes of hidden layer, and one output
node of output layer. A typical format for a fuzzy rule base consists of a collection of fuzzy
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IF-THEN rules in the following form:
IF x1 isA
j
111, · · · , andxn isA
j
nml
, THENS
j
m
isβ
j
(5.8)
where A
j
nml
and βj are fuzzy sets and xi and S
j
m
are the input and output of the fuzzy
inference rule, respectively. And n, m, l stand for the node number in fuzziﬁed layer of
(Cc), (Ci) and (Co) while i is the input node number for rule layer and j is the output node
number of rule layer.
(A)Fuzziﬁed Layer
This layer uses a Gaussian function as a membership function, so the output of the ith
term node associated with xi is:
µAijk = exp(−(
xi −mijk
σijk
)
2
) (5.9)
where mijk and σijk denote the mean (center) and variance (width) of Aijk, respectively.
And i, j, k have the similar meaning as n, m, l in Eq.(5.8).
(B)Rule Layer
This layer implements the links relating preconditions (fuzziﬁed layer) to consequences
(output layer). The connection criterion is that each rule node has only one antecedent
link from a fuzziﬁed node of a linguistic variable. Hence there are 27 rule nodes in the
initial form of FNN structure. We mention that there is still no weight adjustment in this
layer. The output of the jth rule node is:
out
3
j
=
n?
i=1
µAikl(xi) (5.10)
where the superscript 3 of out stands for the input number is 3, and i, k, l have the similar
meaning as n, m, l in Eq.(5.8). Only noted that l is determined by the connection criterion.
(C)Output Layer
All consequence links are fully connected to the output nodes and interpreted directly
as the strength of the output action. This layer performs defuzziﬁcation to obtain the
numerical output:
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Sm =
m?
j=1
β
j
n?
i=1
µAijk(xi) (5.11)
where m is the number of fuzzy IF-THEN rules and n is inputs number.
(2)Supervised Learning of Fuzzy Neural Network
The adjustment of the parameters in the proposed FNN can be divided into two tasks,
corresponding to the IF (antecedent) part and THEN (consequent) part of the fuzzy infer-
ence rules. A simple and intuitive method of initializing the center and width for Gaussian
functions is to use normal fuzzy sets to fully cover the input space. In this paper, we
initialized these singletons based on the method mentioned in[76].
A gradient-descent-based BP algorithm is employed to adjust FNN’s parameters[72, 73].
The goal is to minimize the error function:
E =
1
2
(d− Sm)
2
(5.12)
where Sm is the output of the FNN and d is the desired output for the input pattern.
If wijk is the adjusted parameter, then the learning rule is:
wijk(t+ 1) = wijk(t)− η
∂E
∂wijk
+ α∆wijk(t) (5.13)
and
∆wijk(t) = wijk(t) − wijk(t− 1) (5.14)
where η is the learning rate and α (0 < α < 1) is the momentum parameter.
In this research, the sample data for training is a McGill calibrated color Image Database[71],
as mentioned in section 5.3.2. Five males who are between 20 to 30 years old are as partic-
ipates in the experiments for getting teaching data. In order to obtain the teaching signals,
we proceeded in the following manner. First, we got input and output data by doing lots of
– 62 –
5.3. ATTENTION PREDICTION WITH SALIENCY MAP
experiments by using the image database mentioned above. Then got the color, intensity
and orientation feature values of each image. Second, we showed the images to subjects
and asked the region they intended in the experiment process. Actually, they were asked
to give three regions in order. Then saliency value of pixel in users intention region was
raised according to regions order. At last, by analyzing the data obtained in previous steps,
we generated the teaching signals. The feature maps of image are calculated as explained
above as input data. And the output data for training is the saliency value of the image
calculated based on Itti’s model[19] but adjusted according to the actual attention region
given by user who look over the sample images.
The initial structure of the FNN uses three input nodes for x1, x2 and x3, which stand
for Cc, Ci and Co, respectively. So in this case we have 3×3×3 initial rules. Suppose one
epoch of learning takes 16×24 points. The supervised learning is continued for 500 epochs
of training. The fuzzy sets for these linguistic term nodes are normally and uniformly
initialized. We choose η = 0.02 and α = 0.85 for supervised learning. The desired error d
is got from the adjusted saliency map value calculated by Itti’s method. The parameters
of the initial and ﬁnal membership functions are illustrated in Table 5.3. And Table 5.4
listed the weight value of the FNN after training. In the two tables Aijk stands for the
weight for nodes i, j, k in rule layer. Finally, the mean squared error (MSE) is 0.000497.
The learning curve is illustrated in Fig.5.19. From the ﬁgure we can see that the learning
speed is very fast. This is because there are only 20 groups sample data used as inputs
in this time. And the number of values of each group is 16×24 points. As we all know,
good production parameters can accelerate the learning speed of FNN. We also did the
experiment with diﬀerent settings of initial parameters by setting all to 0.5. And in this
case, with the same setting of η, α and d, after 500 epochs of training, the MSE is 0.002318,
which is worse than the last one.
(3)Experimental Results
After the training of FNN, We conduct several experiments to demonstrate the inference
result of the proposed method and also compare with the performance of the proposed
method with Itti’s model[19]. As mentioned in the last section, we get the various feature
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Table 5.3: Initial Parameters of the Membership Functions
Weights Value Weights Value Weights Value
A111 0.2396 A211 0.6741 A311 0.6741
A112 0.3389 A212 0.3536 A312 0.3389
A113 0.2396 A213 0.2396 A313 0.2396
A121 0.3536 A221 0.5000 A321 0.6741
A122 0.5000 A222 0.3536 A322 0.9533
A123 0.3536 A223 0.2396 A323 0.6741
A131 0.6741 A231 0.3389 A331 0.3536
A132 0.9533 A232 0.2396 A332 0.5000
A133 0.6741 A233 0.9533 A333 0.3536
Table 5.4: Final Parameters after Learning
Weights Value Weights Value Weights Value
A111 -0.1406 A211 0.0024 A311 0.3015
A112 0.3324 A212 0.2227 A312 0.4174
A113 0.3159 A213 0.0605 A313 0.4369
A121 0.0161 A221 0.0386 A321 0.2487
A122 0.0541 A222 0.2268 A322 0.3591
A123 0.0928 A223 0.0182 A323 -0.1952
A131 0.4472 A231 0.4159 A331 0.8196
A132 0.7299 A232 0.5501 A332 1.2614
A133 0.4659 A233 0.2168 A333 1.1184
saliency maps at ﬁrst. Here, four diﬀerent images are used as the input images. The input
image is processed for low-level features at multiple scales, and center-surround diﬀerences
are computed according to Eq.(5.4). Then, the resulting feature maps are combined into
feature saliency maps according to Eq.(5.6), which is shown in Fig.5.20.
After getting the feature saliency maps, the region locations in the saliency map compete
for the highest saliency value by FNN method proposed by us. After segmentation around
the most salient region location, this saliency map is used for obtaining a smooth object
mask at image resolution and for object-based inhibition of return. The parameters of fuzzy
rules are shown in Table 5.4. The results of saliency map and attention region by both sum
feature maps method and FNN method are shown in Fig.5.21. The attention regions are
marked by yellow lines while red lines express the order easy to be paid attention of them.
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Figure 5.19: The Learning Curve of the FNN
As we can see in the ﬁgure, there are only little diﬀerences between the saliency maps
of two methods. And for the ﬁrst example, the approximate locations of attention regions
and the orders are basically the same between two methods while the little diﬀerence is
the shape and size of region. This is because the color, intensity and orientation feature
are all reﬂect obviously in regions marked of it compared with the rest regions, which also
means that the diﬀerences of importance for the three features are small. So the method
we proposed has not functioned very eﬃciently. But from the result of the second example
we can see that the attention regions of our proposed method have better result. But only
from these results we cannot yet say whether our proposed method is better than Itti’s[19]
and fuzzy inference method or not deﬁnitely. So we conduct another experiment to verify
it.
In the following experiment we asked 5 males, who are between 20 to 30 years old, to
look over all of the 50 images while using the remote mode eye tracking device just as in
section 5.3.2. When they looking at images, the gaze positions of them at diﬀerent time
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Figure 5.20: Four Examples of Feature Maps: (a)original image, (b)color feature map,
(c)intensity feature map, (d)orientation feature map
are calculated and recorded for distribution analysis at last. After all the experiments they
will be shown the results of attention region got by the two methods and asked to compare
with the ones they actually attending and looking at in the experiment process. Finally, an
evaluation of user’s attitude to the results is carried on and shown in Fig.5.22. It is worth
to note that the experiments method here is same with the method used in section 5.3.2.
In addition, we also record the eye movements of each participant and analyze the gaze
distribution. One of the results is shown in Fig.5.23. According to the evaluation results
in Fig.5.22 and the gaze analysis results in Fig.5.23, we can see that the performance of
our proposed method is higher than the traditional and fuzzy inference methods. This is
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Figure 5.21: Four Examples of Saliency Maps and Attention Region: (a) original image,
(b)attention region by sum feature maps method, (c)attention region by fuzzy inference
method, (d)attention region by FNN method
also illustrated that the proposed FNN method can improve the performance of attention
region prediction at some aspect.
5.4 Intention Recognition with Eye Tracking and Saliency
Map
In order to combine bother subjective and non subjective for intention recognition, a vi-
sual intention region recognition system inspired on saliency map based on eye tracking
is proposed. The overall procedural ﬂow of proposed system for visual intention region
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Figure 5.22: Standard Deviation for Evaluation Results of Attention Regions Obtained by
Three Methods
Example A Example B Example C Example D
(a)
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Figure 5.23: One Example of Gaze Distribution Analysis Results: (a)oder analysis,
(b)stagnation map, (c)area analysis
recognition is summarized in Fig.5.24.
Firstly, the system for visual intention region recognition based on eye tracking must
get real-time participant’s gaze position accurately. Considering the wearable device based
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Figure 5.24: Overall Procedure for Attention Prediction with Eye Tracking and Saliency
Map
eye tracking system made by ourselves has stability problem sometimes, the eye tracking
system QG-PLUS Mini, described in section 4.2, is used for measuring of eye movements
in this section.
Secondly, based on image processing, we infer the saliency map of the image in partic-
ipant’s scene by using FNN.
Thirdly, because the characteristics in the image can only reveal that the regions got
through image processing and FNN mentioned above are easily to be paid attention com-
pared with the rest ones, so the participant’s attention region cannot be inferred or decided
only by the characteristics in the image absolutely. Therefore, we get the participant’s gaze
distribution in the scene real-time by analyzing the gaze position data in a period to verify
the result obtained.
Finally, the saliency map of the image is compared with the analyzed results of gaze
distribution to get a more reliable result of participant’s intention region. And the results
of this process are used in the interactive system in following research.
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5.5 Conclusions
In this chapter, ﬁrstly, we proposed an approach for intention recognition by eye tracking
and object recognition. Attention can serialize learning and recognition of multiple objects
in individual images. With the experiments in section 5.2.2 we show that this new mode
of operation, which is impossible for the intention recognition system without prior object
learning, is indeed made possible by using our saliency-based region selection algorithm.
Therefore, secondly, in section 5.3, We have limited our experiments to bottom-up
attention to avoid object learning. Saliency map in this research is calculated by using
color, intensity and orientation feature maps of image. However, based on the weakness
of traditional saliency map calculation method that can not reﬂect the importance of each
feature of image which is needed in generation process of saliency map, we proposed two
methods based on fuzzy inference and FNN respectively. We also conducted a series of
attention region prediction experiments. The prediction accuracy of our proposed methods
were veriﬁed by participates’ evaluation through account and analysis of eye movements
by using eye tracking system. And the experimental results showed that results can be
improved by using proposed methods.
Finally, participant’s intention is decided not only by the characteristics of image he/she
looking at, but also depends on participant’s subjective factors, for example, with special
interests at something or ﬁnding something. In these cases, the results obtained by proposed
methods may not work well. Therefore, non subjective factors are also needed to include
in the following work.
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Interactive System for
Omnidirectional Wheelchair
6.1 Introduction
The use of power wheelchairs with high manoeuvrability and navigational intelligence is
one of the great steps towards the integration of severely physically and mentally disabled
people enabling them self mobility without external help. However, many of them es-
pecially those with restricted psycho-capabilities are hardly able to operate conventional
wheelchairs. There are two reasons why those systems can not address these people their
limited mobility and restricted functionality. Normal domestic environments are often com-
plex structured and therefore require a high manoeuvrability. Because of their kinematic
constraints conventional wheelchairs are hardly suitable to move within packed rooms. An
increase of the mobility can be reached by the use of omnidirectional driving concepts.
In order to oﬀer the people with restricted capabilities a higher degree of independence,
the wheelchair has to be provided with an expanded functionality. That means beside the
normal user movement by simply using a joystick several additional modes of operation
which can be represented as layers within a hierarchy of functionality should be supplied
to the user. For example, using basic sensor systems collision avoidance would support the
user to generate safe movements. Proceeding within the hierarchy an environment guided
movement can be helpful when driving along a corridor or through a door. In order to solve
this issue, many methods have been proposed, such as omnidirectional vision system[77]
and omnidirectional wheelchair[78].
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6.2 Omnidirectional Wheelchair
Figure 6.1: Overview of Omnidirectional Wheelchair
Recent years, omnidirectional wheelchair is researched to solve the problem mentioned
in last section and has been used for various tasks. Omnidirectional wheelchair is con-
structed by combining traditional electric wheelchair with omni-wheels.
The omnidirectional wheelchair used in this research is as shown in Fig.6.1. The
wheelchair has the ability of moving to any direction without change its own direction.
The ability is achieved by using four omnidirectional wheels. And it is controlled by a
digital motor controller, which is produced by maxon motor. User can also manually con-
trol it by using the joystick shown in Fig.6.1. For the convenience of programming and
control, the control system of the omnidirectional wheelchair is connecting with computer
by wireless. Actually, there is an adapter who provides an interface from Wiﬁ to RS-232C.
By using it, user can program and control the wheelchair in a computer, what he needs is
just making sure the computer and adapter in the same local area network (LAN).
In order to control the omnidirectional wheelchair, the kinematics of the wheelchair
must be known at ﬁrst. The basic conﬁguration of the four wheels of the omnidirectional
wheelchair is shown in Fig.6.2. In the ﬁgure, FL, FR, BL and BR stand for the four wheels.
For example, FL is the front-left wheel. The angle between each wheel’s principal axis and
horizontal axis is 45◦. x and y are the local coordinate system of the ground plane. With the
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Figure 6.2: Wheels Conﬁguration of Omnidirectional Wheelchair
conﬁguration shown in Fig.6.2, some basic movements of the system are shown in Fig.6.3.
By setting appropriate angular and speed of each wheel, the directions of movement and
turning can be achieved. For example, making the omnidirectional wheelchair moving in
the angle less than 45◦ direction can be achieved by choosing the front-left and back-right
wheels available and setting the both speed of them and making sure the speed of front-left
wheel is bigger than the other one.
6.3 Proposed Omnidirectional Interactive System
The structure of proposed omnidirectional interactive system based on intention recognition
by using omnidirectional wheelchair is shown in Fig.6.4. In order to combine saliency map
data and eye movement data, heat maps of gaze and saliency are generated after obtaining
gaze position and saliency map. For saliency map, the heat map is generated by cover
a mask at the saliency region. And for gaze position the heat map illustrates the region
where user’s gaze stays most.
In the proposed system, the eye tracking function is achieved by using QG-PLUS Mini
produced by DITECT, while the saliency map is obtained by using the FNN method
described in section 5.3.3.
– 73 –
CHAPTER 6. INTERACTIVE SYSTEM FOR OMNIDIRECTIONAL WHEELCHAIR
Figure 6.3: Basic Movements of the System
Eye Tracking
Heat map of gaze
Saliency map of image
Heat map of saliency
Comparison and 
combination
Intention region
Omnidirectional 
wheelchair control
Figure 6.4: Overall Procedure for Omnidirectional Interactive System
The hardware composition is shown in Fig.6.5 and Fig.6.6. Considering the image pro-
cessing speed of saliency map, for user’s view scene capturing in the system we used a USB
web camera with 120×160 pixels resolution. And the camera has IR light emission diode:
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Figure 6.5: Hardware Composition of the System
LED. Therefore, it is robust against illumination changes, as shown in the position 1 in
Fig.6.6. In order to shown user the scene image capturing real time, a display is set in front
of the wheelchair. The eye tracking device QG-PLUS Mini is placed under the display as
shown in the position 2 in Fig.6.6. And the computer used for data processing and omni-
directional wheelchair controlling is placed at the position 3 in Fig.6.6. After combining
the results of saliency map and eye tracking, notebook PC sends control commands to the
microcontroller of wheelchair via wireless by using RS232 converter and makes the system
moving to the target area.
In the comparison and combination process, we propose the method by calculating a
score of similarity between a gaze heat map and a saliency heat map. Flow of control
wheelchair based on combination results of gaze map and saliency map is shown in Fig.6.7.
As we can see in Fig.6.7, wheelchair is controlled according to saliency map center only
when it meets the gaze map center. Otherwise, result of saliency map is considered as an
untrusted result. And gaze map center will used as user’s intention position. Here, the
saliency heat map is achieved by giving a mask at the saliency region in saliency map. As we
all know that a receiver operating characteristic or a receiver operating characteristic curve
can be used for illustrating the performance of a binary classiﬁer system as its discrimination
threshold is varied[79]. It can also be used to optimise cut-oﬀ values with regard to a given
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Figure 6.6: Omnidirectional Wheelchair Hardware
Table 6.1: Deﬁnition of Receiver Operating Characteristic Space
Output Condition
True positive(TP) P1 is above threshold
False positive(FP) P2 is below threshold
True negative(TN) P1 is below threshold
False negative(FN) P2 is above threshold
prevalence in the target population and cost ratio of false-positive and false-negative results.
Therefore, in our research, the space for receiver operating characteristic is deﬁned as shown
in Table.6.1.
In Table.6.1, P1 stands for the number of pixels in region decided by gaze heat map
which matches with the region of saliency heat map, while P2 stands for the number of
pixels do not match. In this case, the threshold is 100 pixels. And the true positive
rate(TPR) is used as score of comparison. In a two-class prediction problem, assuming
that the outputs are labeled either as positive or negative, if the output is positive and the
actual value is also positive, then it is called a true positive. True positive rate, expressed
as a percentage, is the probability that a test result will be positive. When the score
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Figure 6.7: Flow of Control Wheelchair Based on Combination of Gaze Map and Saliency
Map
greater than 0.8 the intention region will be conﬁrmed or will be ignored. Then angle
of the intention region center will be calculated as shown in Fig.6.8, and used to control
omnidirectional wheelchair.
6.4 Experimental Result
Experiment is conducted in order to verify the proposed method. The experiment is pro-
ceeded in the following manner. User who sits on the omnidirectional wheelchair with the
eye tracking device and a display in front is asked to do the eye tracking calibration process
at ﬁrst. After calibration, the intention region inference program starts. Following, scene
image user looking at captured by the USB web camera is used as the input for saliency
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Figure 6.8: Angle Calculation of Intention Region Center
map calculation. At the same time, user’s gaze position on the display is measured and
recorded. Then gaze heat map and saliency heat map are generated according to saliency
map and gaze distribution data. Finally, by combining gaze heat map and saliency heat
map, user’s intention region is decided and used to control the omnidirectional wheelchair.
Fig.6.9 shows the outlook of the proposed system, while Fig.6.11 and Fig.6.12 shows
the corresponding gaze order and combined heat map for the scene image when in the
status shown in Fig.6.9. In the experiment, the path of wheelchair moving according to
intention recognition results is shown in Fig.6.10, corresponding to Fig.6.9. Although, for
visualization purpose, Fig.6.10 shows only eight speciﬁc statements of wheelchair. From
Fig.6.11 and Fig.6.12, we can see that the center of inferred saliency region is close to user’s
gaze position. Fig.6.10 also illustrated that wheelchair moved according to user’s actual
intended direction basically.
In Fig.6.11 and Fig.6.12, the left side images show the gaze order when user looking at
the scene image. Note that the gaze order line is generated by analyzing gaze positions in
past two seconds. The bigger the blue point shows illustrates the more time user’s gaze
stayed in the position. And in the right side images, the mask from blue to pink illustrating
the saliency map’s position while the mask from green to red standing for gaze distribution.
The gaze distribution here is also generated by using gaze positions in past two seconds.
The coordinate shown in heat maps is the real-time gaze coordinate of user when looking
at the scene image. Ordinary, saliency map of scene image and gaze distribution show at
the same time, as shown in case 6? in Fig.6.12. But when the gaze distribution position
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Figure 6.9: Testing of Proposed System
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Figure 6.10: Moving Path of Wheelchair
is coincident with the saliency map position, the result will reveal the latter only. One
example is shown in case 2? in Fig.6.11.
Table 6.2: Gaze and Saliency Region Positions in Experiment (No. 6? in Fig.6.12)
Gaze X Gaze Y Saliency Y Saliency Y Gaze X Gaze Y Saliency Y Saliency Y
721 510 731 482 740 569 743 498
743 465 731 482 740 572 743 498
739 563 731 482 628 572 743 498
843 472 731 482 754 510 743 498
698 514 731 482 758 504 743 498
636 523 731 482 732 572 743 498
630 476 731 482 749 572 743 498
745 591 731 482 761 572 760 487
254 0 731 482 710 562 760 487
1058 65 731 482 628 570 760 487
1078 59 731 482 790 572 760 487
870 51 731 482 1001 78 760 487
749 584 743 498 765 512 760 487
732 584 743 498 759 570 760 487
723 521 743 498 769 507 760 487
598 524 743 498 473 570 760 487
694 578 743 498 781 489 760 487
710 467 743 498 710 493 760 487
786 490 743 498 745 490 760 487
– 80 –
6.4. EXPERIMENTAL RESULT
Gaze Order Combined Heat Map
1?
X: 1044
Y: 391.5
2?
X: 703.6
Y: 216.5
3?
X: 834.4
Y: 321.9
4?
X: 1222
Y: 334.5
Figure 6.11: Combined Heat Map in Testing Process (1)
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Gaze Order Combined Heat Map
5? X: 222.9Y: 515.9
6?
X: 1058
Y: 64.67
7? X: 1176Y: 482.1
8?
X: 269.3
Y: 446.3
Figure 6.12: Combined Heat Map in Testing Process (2)
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Table 6.3: Gaze and Saliency Region Positions in Experiment (No. 8? in Fig.6.12)
Gaze X Gaze Y Saliency Y Saliency Y Gaze X Gaze Y Saliency Y Saliency Y
273 510 240 437 110 569 273 498
281 465 240 437 244 472 273 498
269 563 240 437 245 572 273 498
210 472 240 437 267 312 273 498
897 115 240 437 304 490 273 498
310 421 240 437 309 492 273 498
467 476 240 437 271 504 273 498
301 591 240 437 276 504 270 487
230 0 240 437 239 478 270 487
238 404 240 437 300 570 270 487
236 412 240 437 313 572 270 487
236 440 240 437 241 78 270 487
238 509 273 498 257 512 270 487
312 398 273 498 268 570 270 487
321 476 273 498 279 507 270 487
322 497 273 498 276 570 270 487
322 501 273 498 274 489 270 487
310 467 273 498 310 493 270 487
274 490 273 498 312 490 270 487
6.5 Discussion
According to the results in section 6.4, we can see that in most time the gaze position is
close to the center of saliency region. For example, in cases 1?, 3?, 4?, 5? and 8? shown
in Fig.6.12. Obviously, the worst result in the cases we listed here is case 6? shown in
Fig.6.12. One of the reasons for this is that the coordinate showed here is the real time
gaze position on display. The coordinate of gaze position in this case is (1058, 65).
Table.6.2 shows the gaze position data in the past two seconds. From the table we can
see that the coordinate (1058, 65) is great diﬀerent from other coordinates. By calculating
the average of all the coordinates in the past two seconds, we know that the attention
position should at the region with a coordinate about (743, 498), which matches with the
center position of saliency map. Another reason is that the data processing time for saliency
map is 1 second at least, which causes the display of heat map has a little delay. Based
on this, we can also see that the real time gaze position coordinate may not always match
with the saliency region center. To verify our analysis, gaze positions and for case 8? in
Fig.6.12 are shown in Table.6.3. The average coordinate is (251, 439), which matches with
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Figure 6.13: Error between Gaze Position and Saliency Region (No. 6? in Fig.6.12)
the center of saliency region (269, 446). The error analysis results of the data in Table.6.2
and Table.6.3 are shown in Fig.6.13 and Fig.6.14, respectively. From the results we can see
that in the ﬁrst second user just glance at the saliency region then looked around to search
other objects. And after looking around, attention has been attracted by the saliency
region again. This varies with diﬀerent individuals. At the ﬁrst second, the distances
between user’s gaze position and saliency map center are about 100-200 pixels in bad
results. According to actual size of the display, the distance is about 1.7-3cm. And for the
good results, the distance is about 0.3-0.8cm. Considering the control of omnidirectional
wheelchair is according to the angle between result position and user’s position, this error
is acceptable.
The analysis for Fig.6.11 and Fig.6.12 are shown in Fig.6.15.In Fig.6.15, CLL and CUL
stand for conﬁdence lower limit and conﬁdence upper limit respectively. And conﬁdence
set in calibration process is 0.95. From the ﬁgure we can see that most of the data are in
conﬁdence interval.
6.6 Conclusions
In this chapter, an omnidirectional interactive system based on intention recognition by
using omnidirectional wheelchair is proposed. The omnidirectional wheelchair is controlled
by combining the results both eye tracking and saliency map. A method by using receiver
operating characteristic score for comparing and combining of gaze heat map and saliency
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Figure 6.14: Error between Gaze Position and Saliency Region (No. 8? in Fig.6.12)
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Figure 6.15: Error between Gaze Position and Saliency Region (Fig.6.11 and Fig.6.12)
heat map is also described. Diﬀerent from the traditional control method of wheelchair,
the method proposed can release the operator’s hands and predict his/her intention at the
same time. In addition, by using omnidirectional wheelchair in this system, operator is
allowed to move in a conﬁned environment with less diﬃculty compared with a traditional
wheelchair.
Although we have set a high threshold at 0.8 for the receiver operating characteristic
score, according to the testing experiment, we also found that the system may make error
condition sometime. This also illuminated that for the future work, it is an important issue
to improve the system by using optimal control and decision theory.
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Chapter 7
Conclusions and Future Work
Since the eye tracking technology has been focused and widely researched, a lot of related
and improved approaches of it were introduced and applied to many ﬁelds. Many studies
on the eye tracking were mainly focused on improving the measurement accuracy of eye
movement and application development in computer. Right now, the measurement accu-
racy is precise enough and a great diversity of corresponding applications have been put
out. However, as a result of that eye movement can not really remain relatively stable
like hand, gesture and other methods, it is still important to study on how to achieve an
more properly method in order to make sure its wider usage. There also a lot of research
worked on explore the intention recognition. Researchers made eﬀorts to apply intention
recognition in HCI, but did not get perfect eﬀect. A typical example in this ﬁeld is the
research carried on by Itti based on saliency map. A lot of related researches also proved
this method indeed worked.
By analyzing the factors which guide people’s intention and referring to related materi-
als, the factors that can aﬀect one’s intention can be divided into two categories: subjective
factors and non-subjective ones. We argue that intention recognition just by using one of
them can not obtain a result good enough. Both of the two categories of factors should be
considered and combined together.
First, for application of eye tracking, we also considered there is no need for just using
the coordinates of gaze as the input of an interactive system. The overall feature of it also
can be considered in our research. According to this reason, in chapter 4, we described
two modes of eye tracking. For the wearable device based mode, a prototype device and
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corresponding software were proposed. We also try to improve the accuracy of this eye
tracking system by using neural network in the calibration process, though the eﬀect is not
very obvious. Not just focus on the accuracy of the system, gaze distribution in a period
and the relationship between features of eye movement and intention were also discussed.
For the second mode which based on remote camera, the experiments we did are devoted
to analyze gaze distribution in diﬀerent ways. Related experiments for order analysis,
stagnation map and area analysis when people looking at an image were conducted. These
works were also prepared for the veriﬁcation experiments in the following research.
Second, for the theme of visual attention with saliency map, just as mentioned in chapter
5, the method embody the importance of each feature of the image can be one of eﬀective
means to improve the results. In this chapter, two methods for calculating saliency map
were proposed, the method based on fuzzy inference and the other on based on FNN. In the
approach by using fuzzy inference, all of the input images had the common characteristic
that color feature plays a crucial role in the saliency map. In other words, the importance
of color is higher than the rest two, intensity and orientation. This was also reﬂected in
the corresponding fuzzy rules. According to the experimental results we found that the
proposed method performed better than the traditional one. But the problem was also
exist which is the limitation of it. Because the input images would not always have the
same characteristic that only obvious at a particular feature and the fuzzy rules also could
not changed when the system was running.
To solve this issue, FNN was introduced and applied in the process of saliency map
calculation. In this way, the importance of each feature can be reﬂected by the conceptual
framework of fuzzy logic. An important point for this method is the training data for
the supervised learning of FNN. In this research, a third-party color image database is
imported. And the sampling of data is though involving participates in experiments.
At last, in chapter 7, we combined both the subjective and non-subjective factors to-
gether into an omnidirectional interactive system by using an omnidirectional wheelchair.
The hardware speciﬁc and control method of the omnidirectional wheelchair were intro-
duced in this chapter. Focusing on the combination method of gaze heat map and saliency
heat map, a method by calculating ROC score was proposed to illustrate the performance
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of two maps. Finally, the angle of intention region center was used to navigate the omni-
directional wheelchair close to the object.
Research in eye tracking and intention recognition are very active. An accurate and
robust measurement of eye movement can be applied into many interactive system, such
as human-computer interaction, human-machine interaction and human symbiotic system.
Also, with an increasing popularity of eye tracking hardware and measuring algorithms, a
lot of research is being done on understanding people’s intention or attention. Particularly,
eye tracking is a very eﬀective method for release our hands when interact with computer or
machine. At the same time, it also the most direct reﬂection of our minds. Although many
methods of eye tracking have been proposed, the application methods of it are fragmented
and diﬃcult to generalize. Although the method of intention prediction by eye tracking was
proposed in this thesis, the features of eye movement are still used just as reference factors.
In the future work, we would also focus on the prediction of gaze position to improve the
proposed system. At the same time, more subjective factors, just as user’s interests and so
on should considered. On the other hand, an intelligent control method is also needed for
the proposed system.
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