Abstract. Let k be a field and G be a finite subgroup of GLn(Z). We show that the ring of
Introduction
Let k[x] = k[x 1 , . . . , x n ] be the polynomial ring in n variables over a field k and let N denotes the set of non-negative integers. If a = (a 1 , . . . , a n ) ∈ N n , we shall write x a in place of x A prototypical example is the usual lexicographic order on N n ; other examples can be found in, e.g, [3, Section 1.2] and [16, p. 4] . Given a non-zero element f = c a x a ∈ k[x], we define the initial exponent in(f ) of f to be the largest exponent a (with respect to ) such that c a = 0. If R is a subring of k[x] then we define In(R) = {in(f ) : 0 = f ∈ R} .
It is easy to see that In(R) is a subsemigroup of N n . If {in(f λ ) | λ ∈ Λ} is a generating set for this semigroup, where each f λ ∈ R, then R = k[f λ | λ ∈ Λ]. In fact, a simple algorithm, due to Kapur-Madlener [10] and Robbiano-Sweedler [14] . If α 1 = 0 then we are done; otherwise we replace α by α 1 and proceed inductively. Since α 1 has a smaller leading exponent than α, and N n is well ordered with respect to (see [3, Corollary 2.4.6] ), this process will terminate, resulting in an expression for α as a polynomial in f λ . We shall refer to this procedure as the subduction algorithm.
The subduction algorithm is analogous to expressing an element of an ideal of k [x] in terms of a Gröbner basis; for this reason a generating set for the semigroup In(R) is called a SAGBI basis of R, where SAGBI stands for "Subalgebra Analog to Gröbner Bases for Ideals". (The terms "SAGBI basis" and "subduction algorithm" were introduced by Robbiano and Sweedler in [14] .) The analogy with Gröbner bases is not perfect though because not every subring R ⊂ k [x] has a finite SAGBI basis; see e.g., [14, 1.20 We will now consider a parallel situation, where R is a subring of the ring Our requirements on are considerably weaker here than in Definition 1.1. In fact, conditions (i) and (ii) of Definition 1.1 cannot both hold in an ordered group; thus we have little choice but to drop (i).
Given a term order in k[x ±1 ], we can define the initial exponent in(f ) for every nonzero f ∈ R and the semigroup of initial exponents In(R) in the same way as before; cf. (1) . We shall say that {f λ | λ ∈ Λ} ⊂ R is a SAGBI basis of R if (a) in(f λ ) generate In(R) as a semigroup, as λ ranges over Λ, and (b) the subduction algorithm described above terminates for every α ∈ R. Note that the steps in the subduction algorithm are not always uniquely determined. Each step involves writing an element of In(R) as a nonnegative integral linear combination of in(f λ ), and there may be more than one way to do this. Condition (b) requires that the algorithm should terminate no matter what choices are made.
The question we would like to address is:
decide whether or not In(R) is finitely generated, and as we pointed out above, this is an open problem even in the special case where R is contained in the polynomial ring k [x] . Secondly, a priori the existence of a finite SAGBI basis depends on the term order . Thirdly, for the purpose of performing computations, we would like the answer to be positive. On the other hand, since Z n is not well ordered with respect to , there is no reason to expect the subduction algorithm to terminate. Thus even in those cases where we can establish that In(R) is finitely generated, the answer appears likely to be negative.
The purpose of this paper is to show that, notwithstanding these considerations, Question 1.3 can be completely answered in the case where R is the invariant ring for a multiplicative group action and that for many rings of this type, the answer is, indeed, positive, without any assumptions on the base field k or on the term order .
Before stating our main results, we need to introduce some terminology. Let G be a finite subgroup of GL n (Z). Recall that the natural (multiplicative) action of
n ] is defined by linearly extending the formula g(
, and the eigenvalues of g are −1 (with multiplicity 1) and 1 (with multiplicity n − 1). We shall say that G ⊂ GL n (R) is a reflection group if G is generated by reflections.
G be the ring of multiplicative invariants for a finite subgroup G of GL n (Z). Then the semigroup In(R) is finitely generated if and only if G is a reflection group.
To place Theorem 1.4 in the context of invariant theory, consider the linear action a finite subgroup H of GL n (k) on the polynomial ring
where k is a field whose characteristic is prime to |H|. Recall that a nontrivial element g of GL n (k) is called a pseudo-reflection if g has finite order and 1 is an eigenvalue of g of multiplicity n − 1. (Note that for k ⊂ R the notions of reflection and pseudo-reflection coincide.) The celebrated theorem of Chevalley, Shephard and Todd asserts that H is generated by pseudo-reflections if and only if the ring of invariants k [x] H is itself a polynomial ring; cf. e.g., [1, V.5] Moreover, we will show that if (
G has a canonical "minimal" SAGBI basis, independent of the term order ; see Remark 7. We remark that the properties of having a finitely generated semigroup of leading exponents or a finite SAGBI basis are not intrinsic to
On the other hand, Theorems 1.4-1.6 require no assumptions on the term order or the base field k. In fact, k can even be replaced by a rather general ring; see Remark 7.2.
Our proofs of Theorems 1.4 and 1.5 (presented, respectively, in Sections 3-4 and 5) are quite elementary; they rely only on a few simple properties of polyhedral cones and reflection groups in R n . Our background references for these subjects are, respectively, Ewald [4, Part 1] and Bourbaki [1, Chapter V]; some preliminary definitions and results can also be found in Section 2.
To state our last main result, consider the natural (permutation) action of a finite group H ⊂ S n on the polynomial ring [7, 5.6] showed that the invariant ring R = k [x] H has a finite SAGBI basis, with respect to the usual lexicographic term order in k[x], if and only if H = S n1 × · · · × S nr for some partition n 1 + · · · + n r = n. Göbel further conjectured [8, p. 65 ] that the same should be true for an arbitrary term order in the sense of Definition 1.1 and proved this conjecture in the case where H = A n is the alternating group [9] . In Section 6 we will prove Göbel's conjecture, as an application of our Theorem 1.4:
. . , x n ] and let H ⊂ S n be a permutation group. Then the ring of invariants
G has a finite SAGBI basis with respect to if and only if H = S n1 ×· · ·×S nr for some partition
Independent proofs of Theorem 1.7 were recently obtained by Kuroda [11] and Thiéry-Thomassé [17] .
Preliminaries

Polyhedral cones
We define the positive span Pos(X) of a subset X of R n to be the set of points of the form r 1 v 1 + · · · + r m v m , where m ranges over the positive integers, v 1 , . . . , v m range over X and r 1 , . . . , r m range over the non-negative reals.
If
is a polyhedral cone (respectively an integral polyhedral cone) if and only if there exist finitely many linear forms (respectively, linear forms with integer coefficients
is an immediate consequence of (a). 
Consequently, δ(r 1 , . . . , r m ) ∈ N m , as claimed.
Saturated semigroups
We shall call a subsemigroup S of Z n saturated if na ∈ S implies a ∈ S for any a ∈ S and any integer n ≥ 1.
Proof. Clearly S ⊂ Pos(S) ∩ Z n . To prove the opposite inclusion, note that by Lemma 2.2, for every w ∈ Pos(S) ∩ Z n there exists a positive integer δ such that δw ∈ S. Since S is saturated, w ∈ S, as claimed. n is finitely generated.
The sets A and X
Definition 2.5. Given a finite subgroup G of GL n (Z), we define
If the reference to G is clear from the context, we shall write A and X in place of A (G) and X (G) respectively.
Lemma 2.6. Let G be a finite subgroup of GL n (Z) and let
R = k[x ±1 ] G . Then (a) In(R) = A (G). (b) In(R) is a saturated subsemigroup of Z n .
(c) In(R) is a finitely generated semigroup if and only if X (G) is an integral polyhedral cone.
Proof. (a) Suppose a ∈ In(R), i.e., a = in(f ) for some f ∈ R. Then x a enters into f ∈ R with a non-zero coefficient, and hence, so does
is a non-zero element of R and a = in(f ) ∈ In(R).
(b) follows from (a), since A (G) is clearly a saturated subsemigroup of Z n ; cf. Definition 2.5.
(c) is immediate from (b) and Proposition 2.4.
We remark that Lemma 2.6(b) fails if we consider a linear (rather than a multiplicative) action of a finite group G, either on the polynomial ring k [x] or on the Laurent polynomial ring k[x ±1 ]. For example, suppose n = 1, and
is a saturated subsemigroup of Z.
Fundamental sets
Definition 2.7. Suppose a group G is acting on a set E. We shall call F ⊂ E a fundamental set for this action if each G-orbit in F intersects E in exactly one point. Equivalently, F is a fundamental set for the G-action on E if the following conditions are satisfied.
Note the we are not assuming anything about the topology of F (or E); for this reason we are prefer the term "fundamental set" to the more commonly used "fundaments region" or "fundamental domain".
Lemma 2.8. Let G be a finite subgroup of GL n (Z).
(a) A is a fundamental set for the G-action on Z n .
Proof. (a) Immediate from the definition of A , since every G-orbit in Z n has a unique maximal element with respect to .
(
, which is equal to Z n by part (a). Since V is a positive cone, i.e., rV = V for every real 
Proof of Theorem 1.4: the "if" direction
In view of Lemma 2.6(c), it suffices to prove the following:
Proof. We will denote the reflections in G by s 1 , . . . , s m ∈ G. Let e i be an eigenvector of s i associated to the eigenvalue −1. Since s i ∈ GL n (Z), we can choose e i ∈ Z n ; moreover, after possibly replacing e i by −e i , we may assume
is a G-invariant positive-definite bilinear form on R n . (Here x · y is the standard inner product on R n .) Note that s i is an orthogonal (with respect to < · , · >) reflection in the hyperplane H i = {v ∈ R n | l i = 0} and that the linear forms l i have integer coefficients.
Let C = {v ∈ R n | l i (v) ≥ 0 for i = 1, . . . , m}. By Lemma 2.1(a), C is an integral polyhedral cone. Our goal is to prove that X = C.
First we will show that X ⊂ C. Recall that X is defined as Pos(A ); thus it is enough to show that A ⊂ C. Assume the contrary: there exists a v ∈ A such that v ∈ C, i.e., l i (v) < 0 for some i = 1, . . . , m. Then by our choice of e i
contradicting v ∈ A . This proves that X ⊂ C. To prove the opposite inclusion, recall that by Corollary 2.9 X is not contained in a finite union of hyperplanes. Since X ⊂ C, neither is C. Thus 
Proof of Theorem 1.4: the "only if" direction
is a finitely generated semigroup for some G ⊂ GL n (Z). We want to show that G is generated by reflections. By Lemma 2.6(c), X is an integral polyhedral cone. Thus in order to complete the proof of Theorem 1.4 it suffices to establish the following: Proposition 4.1. Suppose X is a fundamental set for the natural action of a finite subgroup G ⊂ GL n (R) on R n . If X is a polyhedral cone then G is generated by reflections.
For the purpose of proving Theorem 1.4, we only need a special case of Proposition 4.1, where G ⊂ GL n (Z) and X = X (G) is an integral polyhedral cone. Note however, that if G ⊂ GL n (Z) and X(G) is a polyhedral cone then Propositions 3.1 and 4.1 imply that X(G) is automatically integral.
The rest of this section will be devoted to proving Proposition 4.1. Let < · , · > be the G-invariant positive-definite bilinear from on R n given by (2). Since X is a fundamental set for the G-action on R n , X is not contained in a hyperplane; thus dim(X) = n. Let h 1 , . . . , h m be the (closed) facets (i.e., (n − 1)-dimensional faces) of X, H i = Span R (h i ) be the hyperplane in R n containing h i , and s i be the orthogonal (with respect to < · , · >) reflection in H i .
Lemma 4.2. (a) The boundary of X is contained in
Proof. 
and g ranges over those g ∈ G for which g(X) = X. But then each supporting hyperplane H i also lies in ∪ g∈G L g . Since H i cannot be covered by a finite number of proper linear subspaces, we conclude that
Since g i preserves < · , · > and fixes each point of H i , we conclude that g i is the orthogonal reflection in H i , i.e., g i = s i . Thus s i ∈ G, as claimed.
We are now ready to complete the proof of Proposition 4.1. Let G 0 be the subgroup of G generated by s 1 , . . . , s m , and let F be the collection of hyperplanes of the form g 0 (H i ), where g 0 ∈ G 0 and i = 1, . . . , m. Note that F is a G 0 -invariant collection of hyperplanes in R n and that G 0 contains the orthogonal reflection g 0 s i g −1 0 in the hyperplane g 0 (H i ). Since X is a fundamental set for the G-action on R n , it cannot be covered by finitely many hyperplanes. Thus we can choose a point v in X such that g(v) = v for any 1 = g ∈ G. In particular v ∈ H for any hyperplane H ∈ F ; otherwise s(v) = v, where s ∈ G 0 ⊂ G is the orthogonal reflection in H. Now let C be the (unique) chamber, relative to the collection of hyperplanes F , such that v ∈ C. Since H 1 , . . . , H m ∈ F , we have C ⊂ X. Moreover, since X is closed in R n (cf. Lemma 2.1(b)), C ⊂ X. By [1, Lemma V.3.1.1], C is a fundamental set for the action of G 0 on R n . In particular, every point in R n can be written in the form g 0 (c) for some c ∈ C and g 0 ∈ G 0 .
We
Write g(v) as g 0 (c) for some c ∈ C. Since X is a fundamental set for the action of G on R n and both v and c = g
, G is generated by reflections.
Proof of Theorem 1.5
We now return to the situation of Section 3; we begin by recalling the notations introduced there. Let G be a finite subgroup of GL n (Z). Denote the reflections contained in G by s 1 , . . . , s m ; we shall assume that these elements generate G. For each i = 1, . . . , m choose an eigenvector e i ∈ Z n of s i associated to eigenvalue −1. After possibly replacing e i by −e i , we may assume e i (0, . . . , 0) for every i. We fix a G-invariant positive-definite bilinear form < · , · > defined over Z; cf. (2) . For i = 1, . . . , m, set l i (v) = <v, e i > and H i = {v ∈ R n | l i (v) = 0}; note that each l i is a linear form on R n with integer coefficients. In Section 3 we showed that
is a chamber for the collection of hyperplanes H 1 , . . . , H m and
After possibly renumbering the reflections s 1 , . . . , s m , we may assume that the hyperplanes H 1 , . . . , H t are the walls of C 0 for some t ≤ m. That is,
Lemma 5.1. <e i , e j > ≤ 0 for any distinct i, j = 1, . . . , t.
Proof. Since A is not contained in a finite union of hyperplanes (see Corollary 2.9), there exists a point v ∈ A ∩ C 0 . Now by the definition of A , 
.3. (c) ⇔ (d) follows from (4). (c) ⇔ (e) follows from (5).
Lemma 5.3. (a) (R
in A ∩ Span R (e 1 , . . . , e t ). Note that l 1 (a i ) is a non-negative integer for every i ≥ 1. Thus we can choose
Thus after replacing the sequence (6) by a subsequence we may assume that l 1 (a 1 ) ≤ l 1 (a 2 ) ≤ . . . . Proceeding inductively (with l 1 replaced by l 2 , then l 3 , etc.), we conclude that, after replacing (6) by a subsequence, we may assume l j (a i+1 ) ≥ l j (a i ) for every j = 1, . . . , t and every i ≥ 1. Now consider the element b = a 2 − a 1 ≺ (0, . . . , 0). Since we are assuming that a 1 and a 2 lie in Span R (e 1 , . . . , e t ), we can write b = r 1 e 1 + · · · + r t e t , where r 1 , . . . , r t are rational numbers. Since l j (b) ≤ 0 for every j = 1, . . . , t, and <e i , e j > ≤ 0 whenever i = j, [1, Lemma V.3.5.6] says that each r i ≥ 0, i.e., r i = pi q , where p 1 , . . . , p t , q ∈ N and q = 0. Now
The left hand side ≺ (0, . . . , 0), and the right hand side is (0, . . . , 0) by our choice of the vectors e i . This contradiction shows that A is well ordered.
If the initial exponents of the elements
Proof. By Lemma 5.3(b), Span R (e 1 , . . . , e t ) = R n and by Proposition 5.5
is well ordered. The subduction algorithm will create a strictly decreasing sequence of leading terms in A ; this sequence has to terminate. Thus the algorithm will terminate as well.
Note that by Theorem 1.4 there exists a finite collection of elements
as a semigroup. Thus in the case where (Z n ) G = (0), Theorem 1.5 is an immediate consequence of Corollary 5.6. We now turn to the general case, i.e., to the case where (Z n ) G may not be trivial.
Example 5.7. Let n = 1 and
. The initial exponents, 1 and −1, of the elements f 1 = x and f 2 
. Assume for simplicity that k is a field of characteristic 0.
We will now attempt to apply the subduction algorithm to express α = x −1 as a polynomial in f 1 and f 2 . The first step yields
If we carry our the subduction algorithm by subtracting off scalar multiple of a power of f 2 at each stage, the "remainder" α i after i steps will have leading exponent −i−1, and the algorithm will not terminate. We conclude that f 1 and f 2 do not form a SAGBI basis of k[
Example 5.7 shows that Corollary 5.6 fails if (Z n ) G = (0). Fortunately, it can be salvaged in this more general situation, if we choose our elements f λ a little more carefully.
Recall that X = Pos(A ) is an integral polyhedral cone. Write X = Pos(v 1 , . . . , v r ), where v 1 , . . . , v r ∈ X ∩ Z n = A , and let
The following Proposition completes the proof of Theorem 1.5. 
Our goal is to show that this sequence will terminate. The idea of the proof is to consider the orthogonal decomposition in(
. . , e t ); cf. Lemma 5.3(a). We would then like to show that the sequence {z i } terminates because of Proposition 5.5 and the sequence {b i } terminates because it can only assume finitely many values. Since we are working over Z, rather than R, this needs to be done with some care (in particular, the b i ∈ (R n ) G and z i ∈ Span R (e 1 , . . . , e t ) defined below are the orthogonal components of |G| in(α i ), rather than in(α i )), but this is the idea behind the argument to follow.
Assume, to the contrary, that the sequence (7) of initial terms does not terminate. Let p :
We claim that for every monomial (or both). In case (i) the claim is trivial: we can take w = v. In case (ii), v has the form
so that in case (ii), we can take w = in(α). This proves the claim. Let E = {p(v)}, where x v ranges over the monomials of α and let b i = p(in(α i )). Applying the claim inductively, we see that b i ∈ E for every i ≥ 1. Since E is a finite set, there is an infinite subsequence w 1 w 2 . . . of the sequence of initial terms (7) such that p(w 1 ) = p(w 2 ) = . . . , say, p(w i ) = b for every i ≥ 1.
We claim that this is impossible. Consider the sequence
(ii) z i ∈ A for each i ≥ 1, and (iii) z i ∈ Span R (e 1 , . . . , e t ) for each i ≥ 1.
(i) is obvious because w i form a strictly decreasing sequence. To prove (ii), note that w i ∈ A , i.e., w i g(w i ) for any g ∈ G. Multiplying both sides by the positive integer |G| and subtracting b = g(b), we obtain z i g(z i ), as desired. To prove (iii), we only need to show that z i is orthogonal to every c ∈ (R n ) G ; cf. Lemma 5.3(a). Indeed,
This proves (iii).
Thus {z i } is a strictly decreasing sequence in A ∩ Span R (e 1 , . . . , e t ), contradicting Proposition 5.5. This shows that the subduction algorithm will terminate, i.e., f 1 , . . . , f r form a SAGBI basis of k[x ±1 ] , as claimed.
Proof of Theorem 1.7
In this section we will deduce Göbel's conjecture (Theorem 1.7) from Theorem 1.4. Elements of H may be viewed as n × n-permutation matrices; this gives a natural inclusion H ⊂ GL n (Z). However, since we are interested in polynomial invariants of H, we will apply Theorem 1.4 not to H itself but to the larger group 
. . , a n ≥ 0 and h(a) a for every h ∈ H}.
Theorem 1.4 now tells us that In
] G ) has a finite SAGBI basis if and only if G is a reflection group. Theorem 1.7 is thus a consequence of the following group-theoretic lemma. The equivalence (b) ⇐⇒ (c) is a simple exercise in finite group theory; we leave it to the reader.
(b) =⇒ (a): D is clearly generated by reflections. Since a transposition in H (viewed as an element of GL n (Z)) is a reflection, (b) says that H is also generated by reflections. Hence, so is G = <D, H>.
Our proof of the implication (a) =⇒ (b) relies on the following claim: Write The last inequality cannot hold for sufficiently large t, a contradiction. Thus A is not finitely generated for any n ≥ 5. Theorem 1.5 also tells us that L Gn n has a finite SAGBI basis for n = 3 and 4. Explicit SAGBI bases in these cases and some computations with them can be found in [2] .
