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Povzetek
Možganske bolezni uvrščamo med vodilne vzroke telesne in duševne invalidno-
sti v sodobni družbi. Zgodnejša diagnoza in pravočasno ter učinkovito zdravljenje
teh bolezni je mogoče le z objektivnim, visoko-občutljivim in zanesljivim opazo-
vanjem bolnikov, ki kot tako omogoča razumevanje nastanka in napredovanja
bolezni ter vrednotenja učinkovitosti novih zdravil.
Med nevrodegenerativne bolezni spada tudi multipla skleroza, za katero so
poleg kliničnih simptomov, ki jih zaradi visoke raznolikosti težko točno in po-
novljivo merimo, značilni tudi paraklinični simptomi, kot npr. vnetje aksonske
ovojnice. Vnetje je dobro vidno na magnetnoresonančnih (MR) slikah glave, na
katerih opazimo lokalna vnetna žarišča oz. lezije. Tomografsko slikanje z MR je
zato standardna slikovna tehnika za diagnozo in spremljanje multiple skleroze.
Patološke procese v možganih lahko objektivno vrednotimo z opredelitvijo
števila, velikosti, oblike in anatomske lege možganskih struktur, npr. z ročnim
obrisovanjem oz. razmejitvijo teh struktur. To je v splošnem zelo zahtevno,
časovno zamudno in stroškovno neučinkovito opravilo, predvsem pa podvrženo
subjektivni oceni radiologa in zato nezanesljivo. Z avtomatskimi postopki lahko
zagotovimo mnogo hitrejše, natančnejše in bolj ponovljive razmejitve.
Za avtomatsko razmejitev patoloških struktur je bilo v zadnjih letih razvi-
tih veliko različnih postopkov. Glede na kakovost razmejitve bi lahko izpostavili
postopke strojnega učenja, predvsem metodi naključnih gozdov in konvolucij-
skih nevronskih mrež. Oba postopka smo preizkusili, kvantitativno ovrednotili
in medsebojno primerjali na zbirki MR slik bolnikov z multiplo sklerozo. Boljše
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rezultate smo dobili z metodo konvolucijskih nevronskih mrež, poleg tega pa smo
ugotovili, da je metoda naključnih gozdov zelo občutljiva na postopke predobde-
lave MR slik, medtem ko na metodo konvolucijskih nevronskih mrež predobdelava
skorajda nima vpliva. Izkazalo se je, da so rezultati razmejitve odvisni tudi od
naprave, s katero so bile slike zajete.
Poleg patoloških struktur je za spremljanje poteka in zdravljenja multiple skle-
roze ključnega pomena kakovostna razmejitev zdravih tkiv, ki se s pojavom lezij
občutno poslabša. Razvili smo postopek polnjenja lezij na MR slikah, s katerim
lahko razmejitev zdravih tkiv bistveno izboljšamo. Postopek smo objektivno vre-
dnotili in primerjali s tremi uveljavljenimi algoritmi, in sicer za različne velikosti
lezij. Predlagana metoda se je izkazala za boljšo od uveljavljenih metod.
Avtomatski postopki za obdelavo in analizo MR slik v klinični praksi zaenkrat
še niso uveljavljeni. Z uvedbo takih postopkov bi bilo delo radiologov lahko bolj
učinkovito, predvsem pa bi iz MR slik lahko natančno in ponovljivo izločili več
objektivnih informacij o bolezni. To so npr. kvantitativne meritve zdravih in
patoloških struktur v možganih, ki nevrologom omogočajo dodaten vpogled v
stanje bolezni.
Ključne besede: nevrodegenerativne bolezni, slikanje z magnetno resonanco,
analiza slik, razmejitev in polnjenje lezij, naključni gozdovi, konvolucijske ne-
vronske mreže
Abstract
Brain diseases are the leading cause of physical and mental disability in mo-
dern society. Timely diagnosis and effective treatment of these diseases are pos-
sible only with an objective, highly-sensitive and reliable tools for observing the
patients. These tools are also the basis for understanding the cause and progres-
sion of the disease as well as for evaluating the effectiveness of new drugs.
One of the neurodegenerative diseases that affects young adults and spans
across their entire lifetime is multiple sclerosis (MS). The clinical symptoms of
MS are difficult to assess in an accurate and reproducible manner due to their
highly heterogeneous manifestation. On the other hand, one of the morphologic
characteristics of MS is multi-focal nerve injury. The inflammatory response that
accompanies the multi-focal neural injury is clearly visible in magnetic resonance
images (MRI) of the brain, where multiple local inflammatory regions also known
as lesions can be observed. For that reason, magnetic resonance imaging became
a standard imaging technique for diagnosis and monitoring of MS.
Pathological brain processes can be objectively evaluated by defining the num-
ber, size, shape and anatomical position of brain structures, e.g. by manually ou-
tlining these structures. This task is very challenging, time-consuming, but most
of all subjective and thus unreliable. On the other hand, automatic analysis of
MRI can provide much faster, more accurate and reproducible results.
In recent years, several techniques for automatic segmentation of pathological
structures have been proposed. Currently, the most successful methods are based
on machine learning techniques, such as random forests and convolutional neural
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networks. We have quantitatively evaluated both methods and objectively evalu-
ated and cross-compared their performance on an MRI image dataset of patients
with MS. Best results were obtained with the convolutional neural networks.
We also found that random forests are very sensitive to the pre-processing of
MRI images, while this has almost no impact on convolutional neural networks.
Furthermore, we found that the type of MRI scanner and the distribution of
lesion sizes also have an important impact on the lesion segmentation.
Besides the pathological structures, a high-quality segmentation of healthy
tissue is crucial to monitor the course and treatment efficacy of MS. From the
literature it is known that with the presence of lesions on MRI images, the se-
gmentation of healthy tissue is generally inadequate. For this purpose, we have
developed a lesion filling approach, which allows the delineation of healthy tissue
to be substantially improved. The method was objectively evaluated and compa-
red to three state-of-the-art lesion filling methods. Experimental results revealed
that the proposed method significantly outperformed the other three methods.
Automatic analysis of MRI images is not yet common in clinical practice. The
introduction of such technology would clearly help the radiologists to work more
efficiently and extract more information from the MRI images. The information
in the form of quantitative measurements of healthy and pathological structures
of the brain could offer important additional insight into disease activity.
Key words: neurodegenerative diseases, magnetic resonance imaging, image ana-
lysis, lesion segmentation and filling, random forest, convolutional neural network
1 Uvod
Nevrodegenerativne bolezni vplivajo na morfološke značilnosti človeških možga-
nov. Že pri zdravih osebah se kot posledica staranja prostornina možganov zmanj-
šuje, tako da je letna stopnja izgube oz. spremembe atrofije med 0.1 in 0.3%,
pospešene spremembe atrofije (več kot 0.3%) pa so povezane z razvojem ne-
vrodegenerativnih bolezni [1]. Mednje spadajo multipla skleroza, Parkinsonova
bolezen, bolezen motoričnega nevrona, demenca, idr. Ker je kontrast med mo-
žganskimi tkivi največji na magnetnoresonančnih (MR) slikah glave, se za odkri-
vanje ter spremljanje različnih degenerativnih in patoloških struktur v možganih
največkrat uporablja prav te. MR slikanje je tako ena izmed najbolj uveljavljenih
slikovnih tehnik za diagnostiko in spremljanje poteka ter učinkovitosti zdravljenja
nevrodegenerativnih bolezni.
Inovativna rešitev za spremljanje poteka in napredovanja teh bolezni je upo-
raba avtomatskih postopkov za razmejitev možganskih tkiv. To pomeni, da tridi-
menzionalno (3D) sliko možganov razdelimo na področja normalnih tkiv (bela in
siva možganovina, možganska tekočina) ter morebitno prisotne patološke struk-
ture (lezije). Na podlagi razmejitev lahko nato ocenimo stopnjo atrofije, število




1.1 Diagnoza in spremljanje bolezni multiple skleroze
Multipla skleroza (MS) je kronična avtoimunska bolezen osrednjega živčnega sis-
tema, pri kateri pride do propadanja ovojnic živčnih vlaken v možganih in hrbte-
njači. Zaradi okvare ovojnic so prizadeta različna mesta v osrednjem živčevju, kar
se odraža v različnih kliničnih znakih, kot npr. motnje vida, oslabitev motoričnih
sposobnosti ali nezmožnost koncentracije.
Vnetje aksonske ovojnice lahko na MR slikah opazimo v obliki lokalnih žarišč
oz. lezij. Iz njihovega števila, velikosti, oblike in anatomske lege na zajetih MR
slikah lahko sklepamo o dolgoročni prizadetosti bolnika [2]. Primer 3D MR slike
glave z razmejenimi lezijami je prikazan na sliki 1.1. Kronično vnetje aksonske
ovojnice lahko privede do propada nevronov oz. nevrodegeneracije, kar v sosledju
MR preiskav opazimo kot celokupno zmanjšanje prostornine možganovine. Ve-
čja stopnja nevrodegeneracije se pri bolnikih odraža v večji stopnji prizadetosti
motoričnih in kognitivnih funkcij.
lezije
možgani
Slika 1.1: 3D prikaz slike glave bolnika z MS. Možgani so označeni z rumeno,
lezije pa z rdečo barvo.
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1.2 Zajem in kvantifikacija magnetnoresonančnih slik
Za doseganje visoke natančnosti in zanesljivosti analize je potrebno zagotoviti
visoko kakovost zajetih slik. Pri spremljanju možganske atrofije in lezij pri bolni-
kih z MS je priporočeno zajeti MR slike glave, s 3D T1-poudarjeno in 3D FLAIR
sliko z enakomernim korakom vzorčenja. Vidno polje mora vsebovati celotno mo-
žganovino in lobanjo. Slike se pri bolnikih z MS ponavadi zajame enkrat letno,
če je le mogoče vedno na isti MR napravi.
Možganske strukture lahko kvantitativno vrednotimo z ročnim obrisovanjem
na 3D MR slikah, vendar je to zelo zahtevno in časovno zamudno, stroškovno
neučinkovito, predvsem pa podvrženo subjektivni oceni radiologa in zato nezane-
sljivo [3]. Na drugi strani pa avtomatski postopki zagotavljajo visoko natančnost
in ponovljivost obrisovanja, kar omogoča kakovostne meritve teh struktur [4].
Avtomatska analiza MR slik je sestavljena iz zaporedja različnih računskih po-
stopkov, kot so npr. odpravljanje šuma in sivinskih nehomogenosti, izločanje
področja možganov in lobanje, prostorska poravnava slik v referenčni anatomski
atlas, razmejitev zdravih in patoloških možganskih struktur, itd.
V tem delu se bomo posvetili postopkom za razmejitev patoloških možganskih
struktur, kot so žariščne lezije pri MS. Prisotnost lezij na MR slikah poslabša
kakovost razmejitve zdravih tkiv, zato bomo obravnavali tudi postopke obnove
zajetih MR slik, ki v področjih lezij nadomestijo sivinske vrednosti z vrednostmi
iz področja zdravih tkiv, ter na ta način omogočajo bolj natančno in zanesljivo
razmejitev le-teh.
1.3 Razmejitev možganskih struktur
1.3.1 Razmejitev patoloških možganskih struktur
V zadnjih letih je bilo razvitih veliko različnih postopkov za avtomatsko raz-
mejitev patoloških struktur. Postopki se v grobem delijo na nenadzorovane in
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nadzorovane [5]. Prvi izmed njih patološke strukture na slikah v glavnem iščejo
kot neznačilne strukture. To npr. naredijo tako, da sliko pacienta poravnajo in
primerjajo z anatomskim atlasom zgrajenim iz slik zdravih oseb [6, 7]. Nekateri
postopki izkoriščajo simetrijo možganov in patološke strukture zaznajo kot asi-
metrije med levo in desno možgansko hemisfero [8]. Za opis zdravih struktur
se lahko uporabijo postopki nenadzorovanega strojnega učenja, kot npr. modeli
mešanic Gaussovih porazdelitev (ang. Gaussian mixture model – GMM), pato-
loške strukture pa se potem zaznajo kot področja, v katerih sivinske vrednosti
odstopajo od normalnih vrednosti [9].
Za zelo uspešne pri zaznavanju patoloških struktur trenutno veljajo nadzo-
rovane metode strojnega učenja. Te iz učne zbirke slik zgradijo model, na pod-
lagi katerega določijo razred (možgansko strukturo), v katerega spada posamezen
slikovni element vhodne slike. Med algoritme strojnega učenja spada metoda
naključnih gozdov (ang. random forests – RF), ki za učenje uporablja množico
odločitvenih dreves [10, 11]. V zadnjem času pa v ospredje prihajajo metode, ki
temeljijo na učenju nevronskih mrež (ang. artificial neural network). Na podro-
čju obdelave slik se uporablja prilagojeno različico, ki ji pravimo konvolucijske
nevronske mreže (ang. convolutional neural network – CNN) [12,13].
1.3.2 Razmejitev zdravih možganskih tkiv
Poleg števila, velikosti, oblike ter anatomske lege lezij, s katerim spremljamo
vnetni proces pri MS, je za spremljanje nevrodegenerativnega procesa in vpliva
na zdravljenje pri MS ključnega pomena tudi prostornina zdravih možganskih
tkiv, za kar je potrebna natančna razmejitev le-teh. Kakovost razmejitev zdravih
tkiv zmanjšujejo lezije v beli možganovini [14]. Njihove sivinske vrednosti so
na T1-poudarjenih MR slikah lahko namreč zelo podobne sivinskim vrednostim
sive možganovine ali možganske tekočine, zaradi česar imajo avtomatske metode
težave z razmejitvijo možganskih tkiv.
Razmejitev tkiv lahko izboljšamo tako, da MR slike obnovimo s polnjenjem
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lezij. To je postopek, pri katerem lezije v beli možganovini nadomestimo s sivinsko
vrednostjo, ki je podobna tisti v beli možganovini. Metode za polnjenje lezij lahko
v grobem razdelimo v dva razreda. Prve za polnjenje uporabljajo le intenzitete
slikovnih elementov bele možganovine v bližnji okolici, zato jim pravimo lokalne
[15–17]. Na drugi strani najdemo globalne, ki uporabljajo sivinske vrednosti bele
možganovine iz celotne slike [18].
Posamezne lokalne metode se med seboj nekoliko razlikujejo. Nekatere vsak
slikovni element lezije v beli možganovini zapolnijo s povprečno vrednostjo si-
vinskih vrednosti slikovnih elementov v njegovi neposredni okolici [15]. Druge
namesto povprečne vrednosti uporabljajo oceno porazdelitve sivinskih vredno-
sti [16]. Tretje namesto posameznega slikovnega elementa obravnavajo celotno
lezijo, ter jo zapolnijo s povprečno vrednostjo okoliških slikovnih elementov. V
tem primeru imajo vsi slikovni elementi znotraj posamezne lezije enako sivinsko
vrednost [17].
Globalne metode za polnjenje lezij uporabljajo intenzitete določene s pomo-
čjo porazdelitve sivinskih vrednosti bele možganovine na celotni sliki. Ker je ta
porazdelitev precej podobna normalni (Gaussovi) porazdelitvi, je za oceno poraz-
delitve dovolj izračunati le povprečno vrednost ter standardni odklon intenzitet
bele možganovine [18].
Na podlagi obnovljene T1-poudarjene MR slike lahko opravimo kakovostno
razmejitev zdravih struktur. Za ta namen so uveljavljeni postopki, ki temeljijo
na modelih mešanic Gaussovih porazdelitev v kombinaciji z modeli Markovih
naključnih polj (ang. Markov random field – MRF) [19].
1.4 Zgradba magistrskega dela
V magistrskem delu so predstavljeni avtomatski postopki za razmejitev in polnje-
nje lezij bele možganovine. Za razmejitev lezij smo uporabili metodi naključnih
gozdov (RF) in konvolucijskih nevronskih mrež (CNN), ki sta podrobno opisani
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v poglavju 2. V poglavju 3 je razloženo delovanje nadgrajene globalne metode
za polnjenje lezij. Sledi poglavje 4, kjer so predstavljeni in vrednoteni rezultati
omenjenih metod, v poglavju 5 pa so strnjene ugotovitve.
2 Razmejitev lezij
Algoritme strojnega učenja lahko v grobem razdelimo na nadzorovane in nenad-
zorovane. Pri nenadzorovanem učenju algoritem podatke samostojno razdeli v
razrede. Sem spadajo metode kot so rojenje (ang. clustering), metoda glavnih
komponent (ang. principal component analysis – PCA), ipd.
Metodi naključnih gozdov in konvolucijskih nevronskih mrež, ki jih bomo
uporabili za razmejitev lezij spadata med algoritme nadzorovanega učenja. To
pomeni, da tekom učenja (na podlagi učne zbirke) zgradita model, ki ga uporabita
pri razmejitvi. Za učenje torej potrebujemo nabor že razmejenih slik. V našem
primeru smo zbirko slik razdelili na dve manjši podzbirki. Prvo smo uporabili za
učenje, drugo pa za vrednotenje algoritma po učenju.
2.1 Naključni gozdovi
Naključni gozdovi (ang. random forest – RF) pravimo metodi strojnega učenja,
ki za učenje uporablja množico odločitvenih dreves. Kot rezultat učenja postopek
vrne model, ki vsak testni podatek uvrsti v razred, kamor sodijo podobni podatki
iz učne množice.
2.1.1 Značilnice
Na začetku je iz MR slike potrebno izluščiti značilnice. To so numerične ali
kategorične vrednosti, ki opisujejo lastnosti slike (npr. točke, robovi, objekti,
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itd.). V našem primeru je pomembna značilnica sivinska vrednost posameznega
slikovnega elementa znotraj maske možganov. Maska pravimo binarni sliki, ki
ima v vseh slikovnih elementih zunaj področja zanimanja vrednost 0, znotraj
področja zanimanja pa 1. Območje možganov lahko enostavno izluščimo iz MR
slike, tako da masko možganov pomnožimo z MR sliko.
Ker so lezije ponavadi sestavljene iz več povezanih slikovnih elementov, je
v izbor značilnic pametno vključiti tudi slikovne elemente v neposredni okolici
posameznega slikovnega elementa. Okno slikovnega elementa z njegovo okolico
je tako velikosti 33, kar pomeni da imamo skupaj 27 značilnic. Značilnice smo
izluščili iz vseh slikovnih elementov T1-poudarjene in FLAIR slike znotraj maske
možganov.
Sivinske vrednosti vstavimo v matriko X razsežnosti d × N , pri čemer je
d število značilnic, N pa število slikovnih elementov znotraj maske možganov.
Vektor y zgradimo s pomočjo referenčne maske lezij. Če je na lokaciji slikovnega
elementa lezija velja yi = 1, sicer pa yi = 0.
X =

x1,1 x1,2 · · · x1,N
x2,1 x2,2 · · · x2,N
...
... . . .
...




y1 y2 · · · yN
]
, yi ∈ {0, 1} (2.2)
2.1.2 Odločitveno drevo
Odločitveno drevo (slika 2.1a) zgradimo tako, da se pomikamo v smeri od ko-
renin proti listom in na vsakem vozlišču j naključno izberemo dve značilnici.
Podatke pripadajočih vrstic v matriki X ponazorimo z množico Sj. Iz množice
Sj ustvarimo dve podmnožici (levo SLj in desno SDj ), tako da velja Sj = SLj ∪SDj .
Elemente je potrebno v podmnožici razdeliti na tak način, da je rezultat enačbe
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Črka H v enačbi (2.3) predstavlja entropijo [20], ki jo izračunamo s pomo-





pk log2 pk (2.4)
Ker izbrani podatki na vsakem vozlišču pripadajo dvema značilnicama (npr.
xa in xb), jih lahko predstavimo v 2D (R2) prostoru (slika 2.1b). Vsako izmed
značilnic postavimo na eno izmed osi prostora. Rdeče pike ponazarjajo lezije
(yi = 1), sive pa zdravo tkivo (yi = 0). Kot je razvidno iz slike 2.1b, se podatke iz
množice S na vsakem vozlišču j razdeli v podmnožici SL in SD skladno z enačbo
(2.3).
Globina drevesa (z) pomembno vpliva na kakovost rezultatov. Plitka drevesa
(z ≈ 3) ponavadi slabo ločijo lezije od zdravega tkiva, medtem globoka drevesa
(z ≈ 15) v izračun zajamejo tudi šum [21]. Optimalne rezultate dobimo, če za
globino drevesa izberemo z ≈ 10.
Če bi uporabili samo eno odločitveno drevo, bi rezultati zaradi velike variance
močno odstopali od pravih vrednosti. Naključnost zmanjšamo tako, da upora-
bimo več odločitvenih dreves, med katerimi je vsako učeno neodvisno od ostalih.
Z večanjem števila dreves se povečuje natančnost klasifikacije, vendar pa za izra-
čun potrebujemo več časa. Pri nekem številu dreves se natančnost neha znatno
povečevati, zato nadaljnje povečevanje ni smiselno. Z empiričnim vrednotenjem
smo število dreves T nastavili na 30. Za učenje smo uporabili prosto dostopno


















Slika 2.1: Odločitveno drevo (a) in prikaz razdelitve podatkov (b). Na vsakem
vozlišču na podlagi dveh naključno izbranih značilnic (npr. xa in xb) množico
S razdelimo na levo SL in desno SD podmnožico. Rdeča barva ponazarja lezije
(yi = 1), siva pa zdravo tkivo (yi = 0).
scikit-learn1.
2.1.3 Uporaba metode
Z naučenim modelom lahko dokaj hitro razmejimo lezije na slikah. Značilnice, ki
pripadajo posameznemu slikovnemu elementu slike (torej vsak stolpec v matriki
X) zložimo v vektor v in ga pošljemo skozi vsakega izmed odločitvenih dreves. Pot
se začne pri korenini, zaključi pa pri zadnji veji oz. listih. Del odločitvenih dreves
je prikazan na sliki 2.2. Vsako odločitveno drevo vrne verjetnost pripadnosti
slikovnega elementa k posameznemu razredu. Skupno verjetnost dobimo tako, da







Postopek ponovimo za vse slikovne elemente znotraj maske možganov in tako
1http://scikit-learn.org
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dobimo sliko verjetnosti (podrobneje opisano v poglavju 2.4).
v vv
t = 2t = 1 t = 3
Slika 2.2: Del odločitvenih dreves naključnega gozda. Značilnice posameznega
slikovnega elementa zložimo v vektor v in ga pošljemo skozi vsakega izmed od-
ločitvenih dreves t = 1, . . . , T . Vsako odločitveno drevo z zaporednimi binarnimi
razvrščevalniki razvrsti podatek v posamezen razred. Na koncu posameznemu
slikovnemu elementu pripišemo tisti razred, ki ga je izbralo več odločitvenih dre-
ves.
2.2 Nevronske mreže
Umetne nevronske mreže (ang. artificial neural network – ANN) pravimo račun-
skemu postopku, ki podatke obdeluje na podoben način kot to počno človeški
možgani. Biološke nevronske mreže so sestavljene iz množice nevronov, ki se s
sinapsami in dendriti povezujejo med seboj. Če vsota vhodnih signalov v nevronu
doseže določen prag, se sproži akcijski potencial, ki se preko aksona prenese do si-
naps, od tam pa naprej na dendrite ostalih nevronov. Biološki nevron je prikazan
na sliki 2.3a.
Podobno kot biološke so tudi umetne nevronske mreže sestavljene iz množice
nevronov (procesnih enot), povezanih med seboj [22]. Posamezen nevron ima n
vhodov in vedno samo en izhod y. Stanje nevrona je lahko le 0 ali 1, določeno pa









 1, a ≥ h0, a < h (2.6)
V enačbi (2.6) je wi utež, xi pa vhodni signal i-te sinapse. Če se signal pojavi,
bo xi = 1, če ga ni, pa xi = 0. Uteži wi so lahko pozitivne ali negativne. Umetni





Slika 2.3: Osnovni gradniki biološkega nevrona (a) in model umetnega nevrona
(b). Biološke nevronske mreže so sestavljene iz množice nevronov, ki se s sinap-
sami in dendriti povezujejo med seboj. Podobno logiko uporabimo pri gradnji
umetnih nevronskih mrež.
Povezave med nevroni, uteži vhodov in pragovi se določijo z učenjem. To po-
meni, da se navedeni parametri nevronske mreže spreminjajo tako, da je rezultat
nevronske mreže čimbolj podoben ciljni vrednosti. Sistemi, ki za učenje upora-
bljajo nevronske mreže, samostojno ugotovijo pri katerih parametrih je rezultat
optimalen in so zato zelo uporabni pri problemih, kjer človek težko določi kaj vse
bi lahko vplivalo na rezultat.
Umetne nevronske mreže so sestavljene iz več nivojev. Vhodne podatke
sprejme vhodni nivo, kateremu sledi več zaporedno povezanih skritih nivojev.
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Vsak izmed skritih nivojev je sestavljen iz množice nevronov, kjer je vsak ne-
vron povezan z vsemi nevroni prejšnjega nivoja. Znotraj posameznega nivoja
nevroni niso povezani in so zato med seboj povsem neodvisni. Zadnji skriti nivo




skriti nivo 1 skriti nivo 2
Slika 2.4: Primer umetne nevronske mreže. Vhodni podatki vstopijo v mrežo skozi
vhodni nivo, kateremu sledi več zaporedno zloženih skritih nivojev. Klasifikacijo
podatkov v razrede opravi izhodni nivo, ki je povezan z zadnjim skritim nivojem.
2.3 Konvolucijske nevronske mreže
Posebna oblika umetnih nevronskih mrež so konvolucijske nevronske mreže (ang.
convolutional neural network – CNN). Tudi te so sestavljene iz množice nevronov,
katerih vhodi, uteži in pragovi se določijo z učenjem. Razlika je v tem, da so
CNN prilagojene za obdelavo slik. Ker so slike tridimenzionalne, so tudi nevroni
v posameznih nivojih razporejeni v treh oseh. Nevroni v posameznem nivoju niso
več povezani z vsemi, pač pa le z nekaterimi nevroni prejšnjega nivoja. Na ta
način znatno zmanjšamo število parametrov (uteži) mreže. Ker je učenje CNN
računsko zelo zahtevna operacija, nam zmanjšanje parametrov pride še kako prav.
Skriti nivoji CNN opravljajo različne naloge. Ločimo tri glavne tipe skritih
nivojev: konvolucijski nivo, nivo združevanja in polno povezani nivo. V literaturi
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najdemo več različnih arhitektur CNN. Ponavadi vsakemu ali vsakemu drugemu
konvolucijskemu nivoju sledi nivo združevanja, polno povezani nivoji pa se naha-
jajo na koncu, tik pred izhodnim nivojem.
2.3.1 Konvolucijski nivo
V konvolucijskem nivoju (ang. convolutional layer) se izhod posameznega nevrona
izračuna s konvolucijo med utežmi nevrona in lokalnim področjem prejšnjega
nivoja, s katerim je povezan nevron.
Konvolucija je matematična operacija, ki se uporablja za mnoge postopke fil-
triranja slik, npr. glajenje, ostrenje, odstranjevanje šuma itd. Omenjene metode
se razlikujejo le po konvolucijskih jedrih (filtrih). To so manjše matrike števil, v
katerih so števila razporejena glede na nek vzorec. Izhodno sliko G dobimo tako,
da konvolucijsko jedro K premikamo v vseh treh oseh slike in določamo njegov
odziv v vsakem slikovnem elementu slike. Ker imamo opravka s 3D slikami, je
tudi konvolucijsko jedro tridimenzionalno. Če za jedro vzamemo kar kocko ve-
likosti M3, kjer je M naravno liho število, in velja M = 2a + 1, lahko splošno
obliko konvolucije zapišemo kot:







K(i, j, k) · F(x− i, y − j, z − k) (2.7)
Sivinska vrednost posameznega slikovnega elementa se torej izračuna kot vsota
produktov istoležnih vrednosti jedra K in vhodne slike F v vsaki točki (i, j, k)
znotraj jedra s središčem v točki (x, y, z) [23]. Uporabili smo jedro velikosti
M = 3.
Kot rezultat konvolucije dobimo 3D matriko vrednosti, ki predstavlja odziv na
konvolucijsko jedro v vsakem slikovnem elementu slike. Število takih 3D matrik
je enako številu različnih konvolucijskih jeder. Različnih konvolucijskih jeder
posameznega nivoja v mreži je med 30 in 50, odvisno od globine na kateri se nivo
nihaja (globlji nivoji imajo več različnih konvolucijskih jeder). Konvolucijsko
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jedro je predstavljeno z utežmi nevronov, ki jih določimo z učenjem. Že naučene
uteži je potem smiselno uporabiti tudi na drugih delih slike, saj se nek vzorec
lahko pojavi tudi tam.
Konvolucija na robovih slike ni definirana, saj tam konvolucijsko jedro gleda
čez rob slike. Robove izhodne slike smo zato odrezali stran. Odstranili smo rob
debeline a = 1. Po konvoluciji je tako vsaka izmed dimenzij izhodne slike za 2
slikovna elementa manjša od prvotne.
2.3.2 Nivo združevanja
Med dvema konvolucijskima nivojema se ponavadi nahaja nivo združevanja (ang.
pooling layer). Njegova naloga je prostorsko zmanjšati sliko iz prejšnjega nivoja
in s tem število parametrov (uteži) nevronske mreže. Število slikovnih elementov
zmanjšamo tako, da namesto majhnega področja slike (npr. 2×2×2), v naslednji
nivo prenesemo le največjo vrednost s tega področja. Področja izberemo tako,
da se ne prekrivajo med seboj.
Nekatere metode za prostorsko zmanjšanje slike uporabljajo kar konvolucijske
nivoje in nivoja združevanja ne potrebujejo. Novejše metode za učenje upora-
bljajo drugačne pristope, nivoje združevanja pa počasi ukinjajo [24,25].
2.3.3 Polno povezani nivo
Polno povezani nivo (ang. fully-connected layer) izračuna verjetnost pripadnosti
podatkov v vsakega od razredov. Po strukturi je enak konvolucijskemu nivoju, le
da je v polno povezanem nivoju vsak nevron povezan z vsemi nevroni prejšnjega
nivoja. Različnih konvolucijskih jeder v tem nivoju je 150.
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2.3.4 Prilagoditev in delovanje algoritma
Uporabili smo prosto dostopen algoritem DeepMedic2, ki je prilagojen za razmeji-
tev struktur na biomedicinskih 3D slikah. Za učenje smo uporabili T1-poudarjene
in FLAIR slike, maske možganov in referenčne maske lezij. Tako slike kot maske
morajo biti enakih dimenzij in poravnane med seboj. Slikovni elementi maske
imajo na območju možganske strukture vrednost 1, okolica pa ima vrednost 0.
Metoda DeepMedic se nekoliko razlikuje od standardih postopkov CNN. Njena
arhitektura je prikazana na sliki 2.5. Ne uporablja nivojev združevanja, ter je
zgrajena iz dveh glavnih vej, ki do polno povezanega nivoja delujeta povsem
ločeno. Prva veja obdeluje manjše okno velikosti 253 v prvotni ločljivosti in se
uči iz lokalnih značilnic. Druga pa večjemu oknu velikosti 573 zmanjša ločljivost za
faktor 3 in tako obdeluje okno velikosti 193. Učenje druge veje poteka na podlagi
globalnih (večjih) značilnic. Na obeh vejah si zaporedno sledi 8 konvolucijskih
nivojev (C1 – C8). Velikost konvolucijskega jedra je v vseh nivojih enaka 33. Na
izhodu iz zadnjega konvolucijskega nivoja je velikost oken enaka 93 v prvi in
33 v drugi veji. Da so velikosti oken v obeh vejah enaki je potrebno ločljivost
druge veje povečati na prvotno (U). Konvolucijskim nivojem sledita dva polno
povezana nivoja (F1 in F2). Na izhodu dobimo masko okna velikosti 93, kjer so
slikovni elementi lezij ločeni od zdravega tkiva. S pomikanjem okna po prostoru
je potrebno pokriti vse slikovne elemente slike znotraj celotne maske možganov.
Manjše CNN lahko učimo na osrednji procesorski enoti (ang. central proces-
sing unit – CPU) računalnika. Za 3D slike relativno velikih dimenzij pa je nujno
uporabiti procesor na grafični kartici (ang. graphics processing unit – GPU), ki je
prilagojen obdelavi slik. Ker je CNN sestavljena iz množice vzporedno povezanih
nevronov, obdelava z GPU (katerega zgradba je prav tako vzporedna) znatno
poveča hitrost izračuna.
CNN učimo tako, da celoten postopek učenja izvedemo večkrat. Rezultati
razmejitev se s ponovitvami izboljšujejo, po določenem številu ponovitev pa se
2DeepMedic: https://github.com/Kamnitsask/deepmedic





























Slika 2.5: Metoda DeepMedic je zgrajena iz dveh glavnih vej. Prva obdeluje
manjše okno v prvotni ločljivosti, druga pa večje okno z zmanjšano ločljivostjo.
Vhodno sliko obdela 8 konvolucijskih nivojev (C1 – C8), katerim sledita dva polno
povezana nivoja (F1 in F2).
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kakovost neha znatno povečevati (slika 2.6). Ker vsaka ponovitev podaljša čas
izračuna, moramo število ponovitev izbrati smiselno. Po 5 ponovitvah se rezultati
niso bistveno izboljšali, izračun pa je potekal dokaj hitro, zato smo učenje ustavili.











Slika 2.6: Kakovost razmejitve lezij (merjena z Diceovim koeficientom) v odvisno-
sti od števila ponovitev postopka učenja s CNN. Rezultati se s številom ponovitev
izboljšujejo, a se po 5 ponovitvah ne spremenijo več bistveno, zato smo učenje
takrat ustavili.
2.4 Upragovljanje slike verjetnosti
Metodi naključnih dreves in konvolucijskih nevronskih mrež za razmejitev lezij
kot rezultat za vsak razred vrneta sliko verjetnosti z vrednostmi med 0 in 1,
ki kodirajo pripadnost posameznega slikovnega elementa k razredu. Ker smo v
našem primeru razmejevali le lezije, nam obe metodi vrneta le eno sliko verje-
tnosti. Primer slike verjetnosti, kjer imajo svetla področja vrednosti blizu 1 in
predstavljajo lezije, je prikazan na sliki 2.7b. Končno razmejitev lezij dobimo
s postopkom upragovljanja slike verjetnosti. To pomeni, da je potrebno izbrati
nek prag in nato vrednosti vseh slikovnih elementov z vrednostmi pod pragom
postaviti na 0, tiste z vrednostmi nad pragom pa na 1. Rezultat je torej maska
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lezij (slika 2.7c), na kateri so lezije jasno ločene od ostalih tkiv oz. struktur. Prag
je smiselno izbrati na sredini intervala, torej pri vrednosti 0.5.
(a) (b) (c)
Slika 2.7: Prečni prerezi MR slike (a), slike verjetnosti (b) in maske razmejenih
lezij po upragovljanju (c). Metode za razmejitev lezij nam na podlagi vhodne




3.1 Kratek opis uveljavljenih metod
Algoritmi polnjenja lezij območje lezij na vhodni sliki zapolnijo s sivinskimi
odtenki, ki so značilni za belo možganovino. Med uveljavljene metode sodijo
LEAP1 [18], SLF2 [26] ter NiftySeg3 [27].
Metoda LEAP iz porazdelitve sivinskih vrednosti na celotni sliki določi ob-
močje bele možganovine. Nato na podlagi povprečne vrednosti in standardnega
odklona bele možganovine zapolni lezije, tako da so sivinske vrednosti na območju
lezij porazdeljene skladno z Gaussovo porazdelitvijo.
Metodologija algoritma SLF je zelo podobna. Glavna razlika je izračun pov-
prečne vrednosti in standardnega odklona, kjer se za izračun uporablja le sivinske
vrednosti bele možganovine iz bližnje okolice.
Metoda NiftySeg za polnjenje lezij uporablja povsem drugačen pristop. Vsa-
kemu slikovnemu elementu na območju lezij dodeli sivinsko vrednost tistega sli-
kovnega elementa bele možganovine, s katerim imata najbolj podobno okolico.
To pomeni, da okolico vsakega slikovnega elementa lezije primerja z okolicami
vseh slikovnih elementov bele možganovine. Vsakič izračuna vsoto kvadratov
razlik med sivinskimi vrednostmi istoležnih slikovnih elementov, nato pa sivinsko






Prikaz delovanja posameznih metod za polnjenje lezij pri različnih velikostih lezij
je prikazan na sliki 3.1.
lezija LEAP SLF NiftySeg
Slika 3.1: Prikaz delovanja posameznih metod za polnjenje lezij pri različnih
velikostih lezij.
3.2 Prilagoditev in delovanje algoritma
Predlagana metoda je nadgradnja metode LEAP [18], ki za izračun uporablja
povprečno vrednost ter standardni odklon sivinskih vrednosti slikovnih elementov
bele možganovine na celotni T1-poudarjeni MR sliki. Glede na ta dva parametra,
slikovne elemente lezij zapolni tako, da so njihove sivinske vrednosti porazdeljene
skladno z Gaussovo porazdelitvijo.
Poleg vhodne 3D T1-poudarjene MR slike, predlagana metoda potrebuje tudi
3D masko lezij in 3D masko bele možganovine. Maski sta enakih dimenzij kot
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slika in imata na območju strukture vrednost 1, drugje pa vrednost 0. Če že-
limo slikovne elemente posamezne strukture izluščiti iz slike, je sliko potrebno le
pomnožiti z masko te strukture.
Predlagana metoda je sestavljena iz več delov. Maski lezij in bele možgano-
vine s pomočjo morfološkega filtriranja (z operacijama dilacije in erozije) nekoliko
preoblikujemo. Na podlagi maske lezij določimo območje polnjenja, na območju
maske bele možganovine pa iz vhodne slike izračunamo sliko povprečnih vredno-
sti in standardni odklon, ki ga nato še dodatno skaliramo. Na podlagi ocene
porazdelitve sivinskih vrednosti v beli možganovini naključno izberemo vredno-
sti, s katerimi zapolnimo slikovne elemente lezij. Izhodno sliko dobimo tako, da
območja lezij na vhodni sliki prepišemo z novimi sivinskimi vrednostmi. Potek
predlaganega postopka je prikazan na sliki 3.2, prikaz delovanja pa na sliki 3.3.
3.3 Dilacija maske lezij
Masko lezij dobimo s postopki, ki so opisanih v poglavju 2. Določitev meje med
zdravim tkivom in lezijo pogosto ni povsem trivialna. Po razmejitvi je v okolici
lezij na območju bele možganovine mogoče opaziti rob s sivinskimi vrednostmi
nižjimi od preostanka bele možganovine. Ker pri polnjenju spreminjamo le sli-
kovne elemente znotraj maske lezij, temen rob ostane viden tudi po polnjenju.
Problemu se v večji meri izognemo, če s pomočjo dilacije maske lezij območje
polnjenja nekoliko razširimo (slika 3.4). Vseeno pa nam težave povzročajo lezije,
ki mejijo na okoliške strukture, kot sta npr. možganska tekočina ali siva možga-
novina. V tisti smeri namreč ne moremo razširiti območja polnjenja. Območje
lahko zapolnimo le do meje z okoliško strukturo, kjer pride do večje spremembe
v sivinski vrednosti, ki jo na sliki zaznamo kot oster rob.
Dilacija je osnovna operacija morfološkega filtriranja, s katero vsakemu slikov-
nemu elementu pripišemo vrednost slikovnega elementa, z največjo vrednostjo v
njegovi bližnji okolici [23]. Ker imamo v našem primeru opravka z dilacijo maske
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T1-poudarjena MR



















Slika 3.2: Arhitektura predlaganega postopka za polnjenje lezij. Maski, s pomo-
čjo dilacije in erozije, nekoliko preoblikujemo. Na podlagi maske lezij določimo
območje polnjenja, na območju maske bele možganovine pa iz vhodne slike izra-
čunamo sliko povprečnih vrednosti in standardni odklon. Tako dobimo sivinske
vrednosti polnjenja, s katerimi nadomestimo slikovne elemente na maski lezij.
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(a) (b) (c) (d)
Slika 3.3: Prikaz delovanja predlagane metode za polnjenje lezij pri različnih
velikostih lezij. V prvem stolpcu se nahajajo prečni prerezi T1-poudarjene slike
z ustvarjenimi lezijami (a). Zaradi boljše vidljivosti je v nadaljevanju prikazan le
delček slike (b) in pripadajoča dela pred (c) in po polnjenju lezij (d).
lezij, ki je sestavljena le iz vrednosti 0 in 1, se posameznemu slikovnemu elementu
priredi vrednost 1, če se v njegovi bližnji okolici nahaja vsaj en slikovni element
z vrednostjo 1. Bližnjo okolico smo definirali kot kocko z velikostjo 53, kjer se
slikovni element, kateremu prirejamo vrednost, nahaja v središču kocke.
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(a) (b) (c)
Slika 3.4: Stranski (a), čelni (b) in prečni (c) prerez maske lezij pred (rdeče) in
po (modro) dilaciji. Območje polnjenja na ta način nekoliko razširimo.
3.4 Erozija maske bele možganovine
Maske normalnih možganskih struktur, kot sta bela in siva možganovina in mo-
žganska tekočina, pridobimo z uporabo nenadzorovanega učenja z modeli mešanic
Gaussovih porazdelitev v kombinaciji z modeli Markovih naključnih polj za vsi-
ljevanje zveznosti razmejitve teh struktur [19].
Če pogledamo histogram sivinskih vrednosti T1-poudarjene MR slike na po-
dročju celotne bele možganovine (slika 3.5b) vidimo, da sivinske vrednosti niso
porazdeljene skladno z Gaussovo porazdelitvijo. Do odstopanj pride zaradi po-
dročja na robu bele možganovine, ki je na slikah nekoliko temnejše od preostanka
bele možganovine. Histogram ima zato presežek slikovnih elementov z nižjimi
sivinskimi vrednostmi. Ker želimo da so sivinske vrednosti v lezijah po polnjenju
porazdeljene normalno, je potrebno izračunati povprečno vrednost in standardni
odklon sivinskih vrednosti na področju bele možganovine, ter ju uporabiti pri
polnjenju lezij. Če parametra izračunamo iz bele možganovine na celotni sliki, je
ocena porazdelitve zaradi temnejšega roba nekoliko preširoka ter premaknjena v
levo (slika 3.5b, rdeča krivulja). Ko z erozijo maske bele možganovine temen rob
odstranimo, se vrh in širina ocene porazdelitve lepo ujameta s porazdelitvijo bele
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možganovine (slika 3.5b, zelena krivulja).
(a)





























Slika 3.5: Sliki bele možganovine pred in po eroziji (a) ter histogram celotne
bele možganovine z ocenama porazdelitve pred in po eroziji (b). Vidimo, da
se vrh in širina ocene porazdelitve po eroziji lepo ujameta s porazdelitvijo bele
možganovine, medtem ko je ocena porazdelitve pred erozijo nekoliko preširoka ter
premaknjena v levo.
3.5 Ocena porazdelitve sivinskih vrednosti znotraj bele
možganovine
3.5.1 Izračun slike povprečnih vrednosti
Na magnetnoresonančnih slikah se lahko pojavi prostorska nehomogenost sivin-
skih vrednosti, kar pomeni da ima lahko določeno tkivo na nekem delu slike
drugačno sivinsko vrednost kot na drugem delu. Povprečna vrednost sivinskih
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vrednosti bele možganovine, ki je izračunana na podlagi celotne slike, lahko zato
na nekem delu slike močno odstopa od dejanske sivinske vrednosti. V ta namen
smo ustvarili sliko povprečnih vrednosti bele možganovine, kjer je povprečna vre-
dnost za vsak slikovni element izračunana na podlagi lokalne okolice (slika 3.6).
Na vhodni sliki smo na območju bele možganovine naključno izbrali nekaj
slikovnih elementov. Nato smo iz okolice vsakega izbranega slikovnega elementa
izračunali oceno porazdelitve sivinskih vrednosti. Iz ocene porazdelitve smo do-
ločili modus oz. vrednost ki se pojavi največkrat. Sliko povprečnih vrednosti smo
zgradili tako, da smo vsakemu slikovnemu elementu pripisali povprečno vrednost







Slika 3.6: Postopek izračuna slike povprečnih vrednosti bele možganovine. Na
vhodni sliki na območju bele možganovine naključno izberemo nekaj slikovnih
elementov (označeni rumeno). Iz okolice vsakega izbranega slikovnega elementa
izračunamo oceno porazdelitve sivinskih vrednosti in določimo modus. Sliko pov-
prečnih vrednosti zgradimo tako, da vsakemu slikovnemu elementu pripišemo
povprečno vrednost izračunanih modusov v njegovi okolici.
3.5.2 Izračun standardnega odklona
Standardni odklon smo določili s Huberjevo estimacijo, ki velja za eno najbolj
robustnih metod za oceno razpršenosti. To pomeni, da je neobčutljiva na sivinske
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vrednosti, ki močno odstopajo od povprečja. Oceno za standardni odklon σ










kjer Xi predstavlja sivinsko vrednost posameznega slikovnega elementa bele mo-
žganovine, µi je povprečna vrednost za posamezni slikovni element, ψ pa Huber-
jeva influenčna funkcija, ki je definirana kot:
ψ(x) =

k, x ≥ k
x, −k ≤ x ≤ k
−k, x ≤ −k
(3.2)
Konstanta k, s katero določimo robustnost estimacije, ima ponavadi vrednost
1.5. Za izboljšanje metode je potrebno dobljeno oceno standardnega odklona še
dodatno skalirati. Kot navajajo v literaturi, je rezultat optimalen pri četrtini
standardnega odklona [16].
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4 Rezultati in vrednotenje
4.1 Zbirka MR slik
Za vrednotenje postopkov smo uporabili 3D MR slike glave šestdesetih pacientov
z MS. Slike so bile zajete v Univerzitetnem kliničnem centru v Ljubljani, v skladu
s smernicami MAGNIMS1 [28], ki se uporabljajo za spremljanje pacientov z MS.
Slike trideset pacientov so bile zajete z napravo Siemens Magnetom Trio MR 3T,
ostale pa z napravo Philips Medical Systems MR Achieva 3T. Uporabili smo
T1-poudarjene in FLAIR sekvence slik.
Siemens Magnetom Trio MR 3T: T1-poudarjene slike so imele korake
vzorčenja 0.42 × 0.42 × 3.30 mm in so bile zajete v prečni (aksialni) ravnini,
FLAIR slike pa 0.47 × 0.47 × 0.80 mm in so bile zajete v stranski (sagitalni)
ravnini. Dimenzije slik so bile 154× 240× 240.
Philips Medical Systems MR Achieva 3T: T1-poudarjene slike so imele
korake vzorčenja 0.67×1.00×0.67 mm in so bile zajete v stranski ravnini, FLAIR
slike pa 1.04 × 0.56 × 1.04 mm in so bile prav tako zajete v stranski ravnini.
Dimenzije slik so bile 165× 235× 235.
4.1.1 Predobdelava MR slik
Predobdelava je skupno ime za vse postopke, s katerimi poudarimo tiste infor-
macije na sliki, ki so pomembne za nadaljnjo obdelavo. Kombinacija različnih
1MAGNIMS: Magnetic resonance imaging in MS (www.magnims.eu)
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postopkov predobdelave lahko močno vpliva na končne rezultate razmejitve.
Slike zajete tako na eni kot drugi napravi so bile predhodno obdelane na enak
način. Najprej se je na podlagi T1-poudarjenih slik izločilo masko možganov
[29], kateri je sledila afina poravnava T1-poudarjene in FLAIR slike s pomočjo
maksimizacije medsebojne informacije [30]. Za namen morfološke analize so bile
slike s kubično interpolacijo prevzorčene na diskretno mrežo s koraki vzorčenja
1.00 × 1.00 × 1.00 mm. Na koncu je bila na vsaki izmed slik odpravljena še
sivinska nehomogenost [31]. Za vse MR slike so na voljo tudi referenčne razmejitve
različnih možganskih tkiv (bela in siva možganovina, možganska tekočina, lezije).
4.2 Vrednotenje rezultatov razmejitve lezij
Za vrednotenje rezultatov razmejitve lezij smo uporabili T1-poudarjene in FLAIR
slike obeh zbirk. Poleg vhodnih MR slik smo uporabili še pripadajoče maske
možganov in referenčne maske lezij. Kadar smo za učenje in testiranje uporabljali
isto zbirko, smo prvo polovico zbirke uporabili za učenje, drugo pa za testiranje.
4.2.1 Mere sposobnosti
Učinkovitost posameznih avtomatskih metod smo primerjali s kvantitativnim vre-
dnotenjem. V ta namen smo uporabili binarne mere sposobnosti, s katerimi avto-
matsko razmejitev lezij primerjamo z referenčno. Uporabljene mere sposobnosti
so naštete v tabeli 4.1. Vrednosti izbranih mer se nahajajo na intervalu med 0 in
1.
Mere sposobnosti iz tabele 4.1 se izračuna s pomočjo štirih skupin, ki jih
dobimo po razvrstitvi podatkov na podlagi referenčne in avtomatske razmejitve
(slika 4.1):
• Skupina resnično pozitivnih – TP (ang. true positives) je število sli-
kovnih elementov, ki so pravilno razvrščeni med slikovne elemente lezij.
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Tabela 4.1: Binarne mere sposobnosti, s katerimi smo avtomatske razmejitve lezij
primerjali z referenčno razmejitvijo.
Ime mere
sposobnosti
Angleški izraz Kratica Enačba Najboljša
vrednost




































• Skupina resnično negativnih – TN (ang. true negatives) je število sli-
kovnih elementov, ki so pravilno razvrščeni med slikovne elemente zdravega
tkiva.
• Skupina lažno pozitivnih – FP (ang. false pozitives) je število slikovnih
elementov zdravega tkiva, ki so napačno razvrščeni med slikovne elemente
lezij.
• Skupina lažno negativnih – FN (ang. false negatives) je število slikovnih
elementov lezij, ki so napačno razvrščeni med slikovne elemente zdravega
tkiva.







Slika 4.1: Razvrstitev podatkov v štiri skupine na podlagi referenčne in avto-
matske razmejitve (TP – skupina resnično pozitivnih, TN – skupina resnično
negativnih, FP – skupina lažno pozitivnih, FN – skupina lažno negativnih).
4.2.2 Dodatna predobdelava MR slik
Poleg standardnih postopkov predobdelave smo dodali še različne kombinacije
postopkov opisanih v naslednjih poglavjih.
4.2.2.1 Normalizacija sivinskih vrednosti
Normalizacija sivinskih vrednosti je linearna sivinska preslikava, pri kateri refe-
renčno sliko R(x, y, z) preslikamo v dinamično območje preslikane slike S(x, y, z)
na naslednji način:
S(x, y, z) =
R(x, y, z)− µ
σ
(4.1)
kjer µ predstavlja povprečno vrednost, σ pa standardni odklon sivinskih vrednosti
vseh slikovnih elementov znotraj maske možganov. Po normalizaciji je povprečna
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vrednostµenaka 0, standardni odklonσpa 1, zato so histogrami MR slik v celotni
zbirki poravnani (slika 4.2).














































Slika 4.2: Histogrami MR slik celotne zbirke pred (a) in po (b) normalizaciji sivin-
skih vrednosti. Z normalizacijo histograme poravnamo tako, da imajo sivinske
vrednosti slikovnih elementov znotraj možganov povprečno vrednostµ=0in
standardni odklonσ=1.
4.2.2.2 Standardizacija sivinskih vrednosti
Standardizacija sivinskih vrednosti (ang. intensity standardization) je nelinearna
sivinska preslikava, s katero slike preoblikujemo tako, da so posamezne strukture
v možganih (bela možganovina, siva možganovina, možganska tekočina) na vseh
slikah ponazorjene s približno enakimi sivinskimi vrednostmi. Podobno kot pri
normalizaciji, tudi s standardizacijo histograme poravnamo, vendar so deforma-
cije histogramov zaradi nelinearnosti preslikave nekoliko drugačne (slika 4.3).
4.2.2.3 Zrcaljenje
Zrcaljene je linearna geometrijska preslikava, s katero vse slikovne elemente slike
(x, y, z)preslikamo na nove lokacije(u,v,w), ki se glede na neko ravnino naha-
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Slika 4.3: Histogrami MR slik celotne zbirke pred (a) in po (b) standardizaciji
sivinskih vrednosti. Histogrami so med seboj poravnani, vendar nekoliko drugače
kot pri normalizaciji sivinskih vrednosti.
jajo zrcalno nasproti prvotnih. Zrcalno preslikavo lahko zapišemo kot produkt
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Sivinske vrednosti po zrcaljenju ostanejo nespremenjene. V našem primeru
smo slike zrcalili glede na stransko (sagitalno, Y-Z) ravnino 3D MR slike. Z
dodanimi zrcalnimi slikami umetno podvojimo število slik v učni zbirki, kar pri
določenih metodah nekoliko izboljša kakovost razmejitve.
4.2.3 Izbira najboljše kombinacije postopkov predobdelave
Za razmejitev lezij smo uporabili metodi RF in CNN (opisani v poglavju 2). Na
kakovost razmejitve močno vpliva predhodna obdelava. Slike smo obdelali na več
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različnih načinov in preverili katera kombinacija postopkov pripelje do najbolj-
ših rezultatov. Različne nastavitve smo preizkusili na zbirki MR slik zajetih s
Siemensovo napravo. Za različne načine predobdelave smo na vsaki sliki izra-
čunali mere sposobnosti. Njihove povprečne vrednosti in standardni odkloni so
prikazani v tabeli 4.2.
Vpliv posameznih postopkov predobdelave za metodo RF je prikazan na sliki
4.4. Iz tabele 4.2 in slike 4.4 vidimo, da standardizacija in normalizacija sivinskih
vrednosti pri metodi RF močno izboljšata rezultate razmejitev lezij, po dodanih
zrcalnih slikah pa rezultati ostanejo nespremenjeni. Poleg Diceovega koeficienta
je razlika najbolj vidna v deležu resnično pozitivne skupine (TPR) in deležu lažno
pozitivne skupine znotraj maske lezij (LFPR). Vidimo, da je TPR relativno visok,
LFPR pa nizek. To pomeni, da je število slikovnih elementov v skupini resnično































Slika 4.4: Vpliv postopkov predobdelave na razmejitev lezij z metodo RF. Slika
prikazuje škatlaste diagrame Diceovega koeficienta brez in z uporabo posameznega
postopka predobdelave.
Povsem drugače se na postopke predobdelave odziva metoda CNN (slika 4.5),
kjer predobdelava nima bistvenega vpliva na končne rezultate razmejitev lezij.
Standardizacija in normalizacija sivinskih vrednosti le malenkost izboljšata re-
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zultate, medtem ko z dodanimi zrcalnimi slikami rezultate celo nekoliko poslab-
































Slika 4.5: Vpliv postopkov predobdelave na razmejitev lezij z metodo CNN. Slika
prikazuje škatlaste diagrame Diceovega koeficienta brez in z uporabo posameznega
postopka predobdelave.
Ugotovili smo, da dodane zrcalne slike ne vplivajo na rezultate, oziroma jih
pri metodi CNN celo nekoliko poslabšajo. V nadaljevanju jih tako nismo več
uporabljali. Po drugi strani standardizacija in normalizacija sivinskih vrednosti
pri obeh metodah izboljšata rezultate, zato smo jih med postopki predobdelave
ohranili.
4.2.4 Primerjava rezultatov razmejitve lezij
Na rezultate razmejitve lezij, poleg metode učenja in postopkov predobdelave,
vpliva tudi izbira učne in testne zbirke MR slik. Ker smo imeli na voljo dve
zbirki, zajeti z različnima napravama, smo preverili kako učenje na eni zbirki
vpliva na rezultate razmejitve lezij druge zbirke. V ta namen smo zgradili več
učnih modelov, tako za metodo RF, kot za metodo CNN. V prvem primeru smo
model učili na zbirki slik zajetih s Siemensovo napravo, testirali pa na vsaki
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izmed obeh zbirk. Nato smo postopek ponovili z učenjem modela na zbirki zajeti
s Philipsovo napravo. Na koncu smo preizkusili še učenje na kombinaciji slik iz
obeh zbirk. Ocene kakovosti razmejitev lezij za različne izbore učne in testne
zbirke so prikazane v tabeli 4.3.
Rezultate najlažje primerjamo s škatlastimi diagrami Diceovega koeficienta.
Ocena kakovosti razmejitev lezij z metodo RF je prikazana na sliki 4.6, z metodo
CNN pa na sliki 4.7. Če model učimo na eni, testiramo pa na drugi zbirki MR slik
so rezultati v večini primerov slabši. Na slikah 4.6 in 4.7 je to vidno na sredinskih
škatlastih diagramih, pri katerih je Diceov koeficient manjši.
Učenje na slikah obeh zbirk je vrnilo boljše rezultate, kot učenje samo na
slikah druge zbirke. Vseeno je za učenje najbolje uporabiti le slike iste zbirke.
Vidimo, da izbira učne zbirke močno vpliva na rezultate razmejitev lezij. Za



























Slika 4.6: Ocena kakovosti razmejitev lezij z metodo RF za različne izbore učne
in testne zbirke. Slika prikazuje škatlaste diagrame Diceovega koeficienta.
Metoda CNN se je v vseh primerih izkazala za boljšo od RF. Na zbirki slik
zajetih s Philipsovo napravo je povprečje Diceovega koeficienta celo večje od 82%,




























































































































































































































































































































































































































































































































































































































































































































Slika 4.7: Ocena kakovosti razmejitev lezij z metodo CNN za različne izbore učne
in testne zbirke. Slika prikazuje škatlaste diagrame Diceovega koeficienta.
standardi odklon pa je manjši od 8%. Prerezi MR slike po razmejitvi lezij z
metodama RF in CNN so prikazani na slikah 4.8 in 4.9 za sliko zajeto s Siemensovo
napravo in na slikah 4.10 in 4.11 za sliko zajeto s Philipsovo napravo. Na slikah
je z zeleno označena skupina resnično pozitivnih (TP), ki predstavlja slikovne
elemente, ki so pravilno razvrščeni med slikovne elemente lezij. Rdeča barva
označuje skupino lažno pozitivnih (FP). To so slikovni elementi zdravega tkiva,
ki so napačno razvrščeni med slikovne elemente lezij. Opazimo, da je slikovnih
elementov v skupini FP mnogo več pri metodi RF, kot pri metodi CNN. Prav
zaradi tega so rezultati razmejitve lezij z metodo CNN toliko boljši. Skupina lažno
negativnih (FN), ki predstavlja slikovne elemente lezij, ki so napačno razvrščeni
med slikovne elemente zdravega tkiva, je na slikah označena z modro.
Kakovost razmejitev lezij na MR slikah zajetih s Siemensovo napravo je bi-
stveno slabša, kot pri tistih zajetih s Philipsovo napravo. Poleg nastavitev posa-
mezne naprave, s katero so bile MR slike zajete, se zbirki nekoliko razlikujeta tudi
po prostornini lezij. Na slikah v zbirki zajeti s Siemensovo napravo je v povprečju
veliko več manjših lezij (manjše od 10mm3), kot pa v zbirki zajeti s Philipsovo
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(a) (b) (c)
Slika 4.8: Stranski (a), čelni (b) in prečni (c) prerez MR slike zajete s Siemensovo
napravo po razmejitvi lezij z metodo RF. Zelena barva predstavlja skupino re-
snično pozitivnih (TP), rdeča skupino lažno pozitivnih (FP), modra pa skupino
lažno negativnih (FN).
(a) (b) (c)
Slika 4.9: Stranski (a), čelni (b) in prečni (c) prerez MR slike zajete s Siemensovo
napravo po razmejitvi lezij z metodo CNN. Zelena barva predstavlja skupino
resnično pozitivnih (TP), rdeča skupino lažno pozitivnih (FP), modra pa skupino
lažno negativnih (FN).
napravo (4.12). Verjetno so tudi zaradi tega rezultati razmejitve lezij MR slik
v Siemensovi zbirki slabši. Kakovost metode razmejitve lezij bi lažje primerjali
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(a) (b) (c)
Slika 4.10: Stranski (a), čelni (b) in prečni (c) prerez MR slike zajete s Philipsovo
napravo po razmejitvi lezij z metodo RF. Zelena barva predstavlja skupino re-
snično pozitivnih (TP), rdeča skupino lažno pozitivnih (FP), modra pa skupino
lažno negativnih (FN).
(a) (b) (c)
Slika 4.11: Stranski (a), čelni (b) in prečni (c) prerez MR slike zajete s Philipsovo
napravo po razmejitvi lezij z metodo CNN. Zelena barva predstavlja skupino
resnično pozitivnih (TP), rdeča skupino lažno pozitivnih (FP), modra pa skupino
lažno negativnih (FN).
med seboj, če bi bili pacienti slikani tako z eno kot z drugo napravo.
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Slika 4.12: Porazdelitev lezij v odvisnosti od prostornine lezij za obe zbirki MR
slik. Vidimo, da je v Siemensovi zbirki v povprečju veliko več manjših lezij
(manjše od 10mm3).
4.3 Vrednotenje rezultatov polnjenja lezij
Za vrednotenje predlaganega postopka za polnjenje lezij smo uporabili T1-
poudarjene MR slike zajete s Siemensovo napravo. Poleg T1-poudarjenih MR
vhodnih slik smo uporabili še pripadajoče maske bele možganovine.
4.3.1 Ustvarjanje lezij
V namen testiranja algoritma smo za vsako izmed slik umetno ustvarili pet mask
lezij z različnimi velikostmi (prostorninami) lezij (slika 4.13). Velikosti lezij so
znašale 50, 100, 250, 500 in 1000 mm3. Maske so enakih dimenzij kot slike in
imajo na območju lezij vrednost 1, drugje pa vrednost 0. Število lezij na vsaki
maski smo prilagodili tako, da je skupna prostornina vseh lezij na maski vedno
znašala 10 cm3. To pomeni, da je na maski z majhnimi lezijami skupno število
lezij večje, na maski z velikimi lezijami pa je lezij ustrezno manj.
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Slika 4.13: Prečni prerezi ustvarjenih mask lezij z različnimi prostorninami posa-
meznih lezij.
Najprej smo naključno izbrali položaj središč lezij, z upoštevanjem določenih
omejitev. Uporabili smo dva različna postopka. Pri prvem so središča lezij ležala
kjerkoli na območju bele možganovine, pri drugem pa le na robu bele možga-
novine. Pri obeh postopkih smo nato posamezno lezijo radialno razširjali toliko
časa, dokler ni dosegla vnaprej določene prostornine. V kolikor smo se celotno
pot širjenja nahajali v beli možganovini, je bila lezija na koncu sferične oblike. Če
pa smo na poti širjenja naleteli na strukturo, ki ni bila bela možganovina (npr.
siva možganovina, sosednja lezija, itd.), se je širjenje lezije v tisti smeri ustavilo.
Tako večina lezij na koncu ni bilo sferičnih, pač pa različnih nepravilnih oblik,
ki so bolj značilne za realne lezije. Pazili smo tudi, da ni prišlo do stikanja ali
prekrivanja lezij, saj smo lahko le na ta način ovrednotili metodo glede na velikost
posameznih lezij.
4.3.2 Določanje kakovosti metod
Ker smo lezije ustvarili sami in ležijo na področju slike, kjer se v resnici nahaja
zdravo tkivo, je za oceno kakovosti posamezne metode dovolj primerjati območja
lezij pred in po polnjenju. Izračunali smo koren srednje kvadratne napake (ang.
root-mean-square error – RMSE) med sivinskimi vrednostmi slikovnih elementov
na območju lezij pred in po polnjenju lezij. Manjša kot je vrednost RMSE,
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bolj so sivinske vrednosti slikovnih elementov po polnjenju podobne tistim pred
polnjenjem. Kakovostna metoda mora tako imeti čim manjše vrednosti RMSE.
Za vrednotenje posameznih metod smo uporabili dva načina. Pri prvem smo
za vsako metodo izračunali RMSE za vse slikovne elemente lezij na slikah celotne
zbirke. Izračun smo ponovili pri različnih velikostih lezij. Iz slike 4.14 in tabele
4.4 je razvidno, da predlagana metoda vrne boljše rezultate od ostalih metod. Vse
metode, razen metode NiftySeg, so dokaj neobčutljive na velikost lezij. Predlagani
metodi po kakovosti sledi metoda SLF, njej pa metoda LEAP. Metoda NiftySeg
za manjše velikosti lezij (50 in 100 mm3) vrne boljše rezultate od ostalih dveh,
pri večjih lezijah pa kakovost metode močno pade.
50 100 250 500 1000











LEAP SLF NiftySeg predlagana
Slika 4.14: Ocena kakovosti polnjenja lezij, izračunana s korenom srednje kvadra-
tne napake (RMSE) za posamezne metode pri različnih velikostih lezij. Predla-
gana metoda vrne boljše rezultate od ostalih.
V drugem primeru smo RMSE izračunali za vsak slikovni element lezij. Nato
smo posamezne napake RMSE zopet razporedili v razrede glede na velikost lezij.
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Tabela 4.4: Ocena kakovosti polnjenja lezij, izračunana s korenom srednje kva-
dratne napake (RMSE) za posamezne metode pri različnih velikostih lezij.
RMSE
Metoda
Prostornina lezije / mm3
50 100 250 500 1000
LEAP 143.47 141.61 141.42 140.63 136.37
SLF 115.72 114.29 115.13 112.06 110.36
NiftySeg 109.91 108.96 134.05 137.11 167.28
predlagana 74.47 76.41 75.46 77.51 75.66
Za vsak velikostni razred smo izračunali mediano (tabela 4.5) ter interkvartilni
razmik (tabela 4.6) in izrisali škatlasti diagram (slika 4.15).
Interkvartilni razmik (ang. interquartile range – IQR) je statistični kazalec,
ki predstavlja razliko med tretjim in prvim kvartilom. Poleg mediane smo tako
opazovali tudi razpršenost napak RMSE. Metoda je boljša, če sta tako mediana
kot razpršenost (interkvartilni razmik) RMSE čim manjša. Iz tabel 4.5 in 4.6
in slike 4.15 je razvidno, da je predlagana metoda v obeh cenilkah boljša od
preostalih treh metod. Podobno kot v prvem primeru, vidimo da se kakovost
metode NiftySeg močno poslabša s povečanjem velikosti lezij.














































Slika 4.15: Ocena kakovosti polnjenja lezij, prikazana s škatlastimi diagrami ko-
rena srednje kvadratne napake (RMSE) za posamezne metode pri različnih veli-
kostih lezij.
Tabela 4.5: Ocena kakovosti polnjenja lezij, izračunana z mediano RMSE pri
različnih velikostih lezij. RMSE smo izračunali za vsak slikovni element lezij.
Mediane RMSE
Metoda
Prostornina lezije / mm3
50 100 250 500 1000
LEAP 135.43 137.58 137.45 138.96 133.67
SLF 101.59 100.16 102.67 101.85 100.06
NiftySeg 92.16 92.66 112.98 115.77 173.23
predlagana 66.09 65.93 68.14 70.32 71.85
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Tabela 4.6: Ocena kakovosti polnjenja lezij, izračunana z interkvartilni razmiki
(IQR) korena srednje kvadratne napake (RMSE) pri različnih velikostih lezij.
RMSE smo izračunali za vsak slikovni element lezij.
Interkvartilni razmiki RMSE
Metoda
Prostornina lezije / mm3
50 100 250 500 1000
LEAP 43.47 38.97 37.87 34.55 32.21
SLF 45.57 43.93 44.14 35.76 29.72
NiftySeg 55.27 37.59 75.71 48.55 63.16
predlagana 34.22 29.63 31.94 25.96 17.60
5 Zaključek
Diagnosticiranje multiple skleroze ponavadi poteka po ustaljenih kliničnih smer-
nicah [32], bolj problematično pa je napovedovanje razvoja bolezni in odziva na
zdravljenje. Razlogi tičijo v počasnem in postopnem napredovanju bolezni ter
dolgotrajnem zdravljenju. Poleg tega je na tržišču vedno več učinkovitih zdravil,
smernice predpisovanja pa so zelo ohlapno določene in nevrolog se pogosto za po-
samezno zdravilo odloča subjektivno. S predlaganimi postopki obdelave MR slik
bi radiologom in nevrologom omogočili natančnejše in zanesljivejše spremljanje
poteka bolezni in odziva na zdravljenje posameznega bolnika.
V okviru magistrskega dela smo primerjali metodi za razmejitev lezij in raz-
vili postopek za polnjenje lezij. Metodi, ki smo jih uporabili za razmejitev, sta
v zadnjem času pogosta izbira raziskovalcev na tem področju [11–13]. Predvsem
metoda konvolucijskih nevronskih mrež se je izkazala za zelo primerno pri reše-
vanju takih in podobnih problemov. Poudariti pa velja, da je za dobre rezultate
razmejitve potrebno pravilno nastaviti veliko število parametrov.
Metode razmejitve lezij smo preizkusili na dveh različnih zbirkah MR slik.
Prva je bila zajeta z napravo Siemens Magnetom Trio MR 3T, druga pa z na-
pravo Philips Medical Systems MR Achieva 3T. Rezultati razmejitev se, glede na
napravo s katero so bile slike zajete, močno razlikujejo. Algoritma sta se bolje
odrezala na zbirki slik zajeti s Philipsovo napravo. Vzrokov za to je verjetno
več. Izpostaviti je potrebno, da metode za razmejitev lezij delujejo veliko bolje
na slikah, na katerih so prisotne večje lezije [12]. Ker ima zbirka slik zajeta s
Siemensovo napravo v povprečju več manjših lezij, je kakovost razmejitve lezij
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na slikah v tej zbirki razumljivo slabša. Problem predstavlja tudi dejstvo, da za-
jem MR slik med regionalnimi MR-centri ni zadosti standardiziran in poenoten.
V praksi so preiskave pogosto pridobljene z različnimi napravami, dvodimenzi-
onalnim (2D) zajemom, zmanjšanim vidnim poljem ali s prisotnim kontrastnim
sredstvom. Meritve so tako obremenjene s sistematičnimi napakami, ki lahko
močno vplivajo na rezultate razmejitev različnih možganskih struktur.
Različne metode je mogoče primerjati le, če za vrednotenje uporabimo enake
slike. Zanimiva bi bila primerjava več različnih metod za razmejitev lezij, a večina
algoritmov ni prosto dostopnih, ostali pa bi nam vzeli preveč časa, preden bi jih
ustrezno implementirali in nastavili parametre. Glede na to, da se razmejitev
iste slike, ki jih naredita dva radiologa, lahko razlikuje tudi več kot 10%, so
rezultati avtomatskih razmejitev vzpodbudni. Zaradi možnih napak kot posledica
naključnih artefaktov v MR slikah, bi jih v praksi naknadno vseeno moral preveriti
radiolog. Vendar pa bi, namesto ročnega obrisovanja lezij v celotni MR sliki,
naredil le manjše popravke avtomatskih obrisov. Tak način obrisovanja lezij bi
bil bolj objektiven in zanesljiv, predvsem pa časovno manj potraten in zato cenejši
od povsem ročnega obrisovanja.
Razvito metodo za polnjenje lezij smo preizkusili na zbirki MR slik zajetih s
Siemensovo napravo. Rezultate polnjenja smo primerjali s tremi uveljavljenimi
algoritmi za polnjenje lezij, pri različnih velikostih lezij. Predlagana metoda se je
pri vseh velikostih izkazala za najboljšo. Omeniti je potrebno, da ocena kakovosti
s kvadratom srednje kvadratne napake ni povsem nepristranska. Predlagani po-
stopek ima namreč dokaj majhen standardni odklon sivinskih vrednosti s katerim
polnimo lezije. Pri takih metodah je kvadrat srednje kvadratne napake že zaradi
tega lahko nekoliko manjši.
Znano je, da polnjenje lezij veliko bolje deluje na slikah zajetih z napravami, ki
za slikanje uporabljajo večjo gostoto statičnega magnetnega polja (npr. 3T) [26].
Na napravah z manjšo gostoto statičnega magnetnega polja (npr. 1.5T) se zaradi
slabše ločljivosti pojavijo večje razlike med sivinskimi vrednostmi, kar posledično
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poslabša rezultate polnjenja. Zagotavljanje kakovosti zajetih MR slik je zato
izrednega pomena za njihovo natančno in zanesljivo obdelavo.
Avtomatski postopki za obdelavo in analizo MR slik v klinični praksi niso uve-
ljavljeni in se jih pri postavljanju diagnoze in spremljanju odziva na zdravljenje
še vedno ne uporablja. Algoritmi uporabljeni v najnovejših raziskavah na tem
področju že omogočajo natančnejše meritve različnih lastnosti lezij. Uvedba ta-
kih postopkov bo povečala razumevanje razvoja bolezni in izboljšala spremljanje
njenega napredovanja, potencialno pa lahko razreši nekatera odprta vprašanja o
povezavi lezij s kliničnimi simptomi. Poleg tega lahko uvedba takih metod vpliva
tudi na klinične smernice in načrte zdravljenja ter omogoči boljše ocenjevanje
učinkovitosti novih zdravil ter inovativnih načinov zdravljenja.
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