ABSTRACT. It is well known that the expected values {Mk(X)}, k > 1, of the k-maximal order statistics of an integrable random variable X uniquely determine the distribution of X. The main result in this paper is that if {X, }, n > 1 , is a sequence of integrable random variables with lime -00 Mk (Xn) = ak for all k > 1 , then there exists a random variable X with Mk(X) = ak for all k > 1 and Xn X if and only if ak = o(k), in which case the collection {X"} is also uniformly integrable. In addition, it is shown using a theorem of Muntz that any subsequence {Mkj (X)}, j > 1, satisfying E l/kj = oo uniquely determines the law of X.
INTRODUCTION
The distribution of a random variable X is uniquely determined by its characteristic function OX and, if X has finite mean, is also uniquely determined by the expected values of the k-maximal order statistics of X Mk(X):= E (max x XI , X2 i.i.d. Xj XX, a result due to Hoeffding (see [4] ). For a sequence of random variables {X, the classical continuity theorem says that if lime,, OOx, (t) = 0(t) for all t, then a necessary and sufficient condition that q be a characteristic function for some random variable X (and that X, Y) X) is that 0 be continuous at zero. The main result of this article is the following analog of the continuity theorem for the expected extremes {Mk }. Theorem 1.1. Suppose {X"}, n > 1, are integrable random variables such that lim, SO Mk(X,) = ak exists and is finite for all k > 1 . Then there exits a random variable X with Mk (X) = ak for all k > 1 and X, Ad X if and only if ak = o(k), in which case {X" is also uniformly integrable.
This note is organized as follows. Section 2 contains the proof of the main theorem. Section 3 contains an improvement of the Hoeffding result showing 1 . INTRODUCTION The distribution of a random variable X is uniquely determined by its characteristic function ¢x and, if X has finite mean, is also uniquely determined by the expected values of the k-maximal order statistics of X Mk(X) := E (max Xj) , XI , X 2 , ••• , i.i.d. X j~X , I~j~k a result due to Hoeffding (see [4] ). For a sequence of random variables {X n } the classical continuity theorem says that if limn~oo ¢X n (t) = ¢(t) for all t, then a necessary and sufficient condition that ¢ be a characteristic function for some random variable X (and that X n~X ) is that ¢ be continuous at zero.
The main result of this article is the following analog of the continuity theorem for the expected extremes {M k }. This note is organized as follows. Section 2 contains the proof of the main theorem. Section 3 contains an improvement of the Hoeffding result showing that the distribution of X is determined by any subsequence {Mkj (X)}, j > 1, satisfying E 1/kj = 00. Section 4 contains applications to the asymptotic theory of extreme order statistics.
PROOF OF MAIN THEOREM
Throughout this note all random variables will be assumed to be integrable and defined on the same probability space (Q, A, P). Also N denotes the natural numbers; EX the expectation of the random variable X; x V y and x A y the maximum and minimum of x and y, respectively; IxI the absolute value of x; X, -X convergence in distribution in the sense of (ii) Vk XnK VkX for some k E N. that the distribution of X is determined by any subsequence {Mkj(X)} , j 2: 1 , satisfying E 1/k j = 00. Section 4 contains applications to the asymptotic theory of extreme order statistics.
Throughout this note all random variables will be assumed to be integrable and defined on the same probability space (Q, g-, P). Also N denotes the natural numbers; EX the expectation of the random variable X; x Y y and x A y the maximum and minimum of x and y, respectively; Ixl the absolute value of x; X n~X convergence in distribution in the sense of [1] ; I(A) the indicator function of the set A;~(x) the Dirac (probability) measure with unit mass on x; and F-l the generalized (upper) inverse of the cumulative distribution function F , i.e.,
For an integrable random variable X and positive integer k, V k X and /\k X denote random variables with distributions of (Xl y .. ,V,Xk) and (Xl A·· ·AX k ) , respectively, where Xl, X2, ... are independent with the same distribution as X (that is, V k X is distributed as the k-maximal order statistic of X and has distribution function Fk , where F is the d.f. for X), and Mk(X) := E(V k X) and mk(X) := E(/\k X). Observe that, since EX is finite, so are Mk(X) and mk(X) for all kEN, in contrast to the situation in classical moment theory where finiteness of the first moment does not imply finiteness of higher moments.
The proof of the next lemma is routine and left to the reader. 
(iv) /\k X n~/ \k X for some kEN.
(v) /\k X n~/ \k X for all kEN.
Lemma 2.2. Suppose X is an integrable random variable with distribution F. Then 
(iv) Mk+l (X) -Mk(X)~Mk(X) -M k -l (X) and mk(X) -mk+l (X)m k-l (X) -mk(X) for all k > 1, with equality throughout ifand only if
X is degenerate;
Proof. Conclusion (i) is a well-known consequence of integration by parts and Fubini's theorem.
(ii) follows easily by the "inclusion-exclusion principle" The next lemma is the key tightness tool in the proof of the main theorem; its conclusion for arbitrary subsets J~N is used in §3. Proof. If SUPnEJ Mk(Xn) < 00 for some k 2:: 2, then also SUPnEJ M2(X n ) < 00, since, for all n, M2(X n )~Mk(X n ). Since M l (X n ) -+ a and since for each nEJ ' r X n dP + P(X n :::
it also follows that SUPnEJ E(X;) < 00, so SUPnEJ EIXnl < 00, which implies (by Markov's inequality) that {Xn}nEJ is tight.
The proof will be completed once it is shown that inf nEJ m2(X n ) > -00, for then But, by Lemma 2.
The hypothesis k > 1 in Lemma 2.3 may not be weakened to k 2:: 1 , as can be seen by letting k = 1 and considering {X n } satisfying P(
If sUPkEN SUPnEJ Mk(X n ) < 00, then {Xn}nEJ is even uniformly bounded from above a.s. On the other hand, the hypothesis of Lemma 2.3 is not enough to imply uniform integrability, even for nonnegative random variables. But since b > 0, this contradicts the assumption that ak is o(k). Hence (1) does not hold, so lim sup,. supn fxn>, Xn dP < 0. The argument to show > 0 is analogous, and together these imply that {X"} is uniformly integrable.
To implies that sUPn EIXnl < 00 and that {X n } is tight. It will now be shown that {X n } is uniformly integrable. Suppose, by way of contradiction, that (1) limsupsup r XndP>O. ,l~oo n lxn>,l
Then there exist sequences Am -+ 00 and n m -+ 00 and b > 0 satisfying (2) r X nm dP =: b m > b for all mEN.
lXnm>,lm
Let Pm = P(X nm > Am) ; then Pm > 0 by (2) , since b > o. Since {X n } is tight and Am -+ 00 , (3) lim Pm = o. 
Next calculate Mk(Y m )
= c m (l -(1 -Pm)k) + d m (l -Pm)k , so by (2)-(4) liminf Mk(Y m ) > kb -L
2.2(i), fAo IF-I(t)I dt and f1 I1G-(t)I dt are both finite and atki-IF-I (t) dt =|tki-IG-1(t) dt
for all j > 1. 
Let f and g be the LI[O, 1] functions defined by f(t) = tki-IF-I(t) and g(t) = tk'-'G-1(t), and define the signed measures Iu and v by ,u([O, t]) = f f(x)dx and v([O, t]) = fog(x) dx. Then tkj-k t d(1u(t) -v(t))

Clearly (i) =-* (iii) =-. (ii), and conclusions (iv) and (v) follow similarly. 0 CONVERGENCE IN DISTRIBUTION AND OF EXPECTED EXTREMES 1239
Mk(X) and lim m 
DETERMINACY OF MUNTZ SUBSEQUENCES OF EXPECTED EXTREMES
The main purpose of this section is to use a theorem of Muntz to prove the following improvement of Hoeffding's result Lemma 2.2(v): for a different strengthening, showing that sequences of expectations of nonextreme order statistics also suffices to determine the distribution, see [9] . In [4] this notion of determination of a distribution by its expected extremes is generalized in defining a partial order :::;e on the class of finite-mean distributions by Px :::;e Py iff 
F-l(t) and g(t) = t kt -1 G-l(t) , and define the signed measures J.l and v by J.l([0, t]) = J~f(x) dx and v([O, t])
= J~g(x) dx. Then 1 1 t krk1 d(p,(t) -v(t)) = 0 for all j 2: l.
¢J(t) d(J.l(t) -v(t)) vanishes on the set of functions tkj-k t for all j~1.
By Muntz's theorem (cf. [7] ), since E j >1 l/(kj -k 1 ) = 00, the collection Remark. Muntz The determinancy results Theorem 3.1(ii) and (iv) allow k 1 to be arbitrary, whereas in the convergence results Theorem 3.2(i) and (iii) the requirement that k 1 = 1 cannot be dropped, essentially since the conclusion of Lemma 2.3 may then fail. '
In the other direction, if X n~X , the hypotheses EIXnl -+ EIXI or {X n } uj. may not be weakened to EX n -+ EX and {X n } tight,.as the following example shows. Example 3.4. Let {X n } satisfy P(X n = 0) = I -lin and P(X n = n 3 / 2 ) = P(X n = _n 3 / 2 ) = !n , and let P(X = 0) = I . Then X n~X and EX n = 0 = EX for all n, and {X n } is tight, but M2(X n ) = yn -(2yn)-1 -+ 00, while M2(X) =0. Using this observation, Theorem 1.1 can be applied both to general nonlinear gun's (e.g., gn = Fn shows the well-known fact that Fn(Zn) is uniform on (0, 1)) and to the classical linear case to also yield facts about convergence of expected values as in the following proposition (cf. [8] ). In this application Mk(Yn) cannot be calculated explicitly, since F is not specified exactly. In the classical setting, if F is the uniform distribution on (0, 1) and Since Znk~F-l (U nk ) , where Unk has c.d.f. H( t) = t nk , 0 < t < 1, a change of variables implies that
(from which it can readily be seen that the o(k) property of the {ak} depends heavily on the values of F-l near 1; that is, it is essentially a tail property).
Thus if gn 0 F-l(t l / n ) converges nicely to an increasing h(t), then
Mk(Yn)~l' h(t)kt k -' dt = E[h(Uk))·
Using this observation, Theorem 1.1 can be applied both to general nonlinear gn's (e.g., gn = Fn shows the well-known fact that Fn(Zn) is uniform on (0, 1)) and to the classical linear case to also yield facts about convergence of expected values as in the following proposition (cf. [8] ). In this application Mk(Y n ) cannot be calculated explicitly, since F is not specified exactly. The authors are grateful to Professors Richard Duke, Jeffrey Geronimo, and David Gilat for several useful conversations, to Professor Olav Kallenberg for pointing out an error in an earlier draft, and especially to the referee for suggesting the final version of the main theorem.
