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We consider a local moment which is coupled by a non-random Kondo J to a band of conduction
electrons in a random potential. We prove an analog of Anderson’s theorem in a large-N limit of this
model. The theorem states that when the disorder is weak, the disorder-averaged low-temperature
thermodynamics is independent of the strength of the disorder; remarkably, it further states that
fluctuation effects in the long-time limit are independent even of the realization of the disorder. We
discuss the relationship of this theorem to theoretical and experimental studies of similar problems.
PACS: 75.20.Hr, 72.15.Qm
There are not many known examples for which the
quantum mechanical ground state is protected from per-
turbations due to disorder. There are equally few ex-
amples for which the effect of the said disorder can be
understood in a simple, but precise manner. A s-wave
superconductor in the presence of nonmagnetic impuri-
ties furnishes an example of both, and its resilience with
respect to disorder can be understood from Anderson’s
theorem [1]. The theorem can be stated as the indepen-
dence of the order parameter, and inter alia the transi-
tion temperature, of the randomness, unless the single
particle electronic states are themselves localized.
As remarked by Markowitz and Kadanoff [2], the the-
orem avoids a number of pitfalls, each of which could
give rise to rather strong effects of disorder on the su-
perconducting transition temperature. The key insight
is that the superconducting state is a broken symme-
try state built from time reversed pairs of single particle
states. Being a broken symmetry state, its order pa-
rameter should be calculable from a mean field equation
away from regimes in which fluctuations dominate, and
this equation remains unchanged in the presence of po-
tential scattering due to impurities. The point is that no
matter how complicated these single particle states are
in the disorder potential, the order parameter depends
only on the average density of these states, and there-
fore it remains unchanged. The theorem could fail if the
fluctuations of the order parameter are strong, and the
assumed mean field theory no longer holds.
In this Letter, we construct an analog of Anderson’s
theorem in a problem, which appears to be even more
complex, because there is no broken symmetry. This is
the “Kondo” problem, or a class of Kondo problems of a
magnetic moment in a disordered metal. A perturbative
approach [3] leads to a great many difficulties arising from
the quenched randomness combined with the marginality
of the perturbation theory in the Kondo coupling con-
stant J . But, paradoxically, the low temperature strong
coupling behavior, which is usually difficult from the the-
oretical perspective, appears to be exceedingly simple.
The key here is the nature of the strong coupling fixed
point, which protects the system from disorder despite
the absence of broken symmetry. We access this strong
coupling fixed point in a controlled way with a large-N
limit of the Kondo problem, but we believe that the the-
orem holds more generally. In this paper we shall not
treat the weak-coupling behavior, nor will we discuss the
detailed crossover from weak to strong coupling. The
reason is that there is very little to protect us from the
complexities of the weak coupling perturbation theories
of this problem.
We also address the relationship of our work to recent
perplexing experimental studies and show that these ex-
periments can possibly be understood on the basis of our
theorem.
Consider the orbitally degenerate Coqblin-Schrieffer
Hamiltonian [4] in the presence of random potential scat-
tering as the generic Hamiltonian, which contains all the
important aspects of the problem. The Hamiltonian is
H =
∑
kM
εkc
†
kM ckM +
∑
kk′M
Vkk′c
†
k′MckM
− J
∑
kk′MM ′
c†k′M ′f
†
MfM ′ckM . (1)
The operator c†kM creates a conduction electron of wave
number k, total angular momentum j and a z-component
of the angular momentum jz = M . We have assumed
that the origin is at the location of the magnetic impu-
rity, so that
∑
k c
†
kM defines the Wannier operator ψ
†
M (0)
at the origin. The operator f †M creates an electron on a
magnetic impurity embedded within the conduction elec-
trons with the same j and the z-componentM . The mag-
netic quantum number can take any value ∆M = M−M ′
and is not restricted to ±1, or 0 as in a spin-1/2 model.
The total number of states is N = (2j+1). The random
potential Vkk′ describes the disordered conduction elec-
trons, where V (r) =
∑
i U(r − Ri), and U(r − R) is the
potential due to a single impurity at R.
We shall treat this model in the limit that the degen-
eracy N of the orbitals tends to ∞ [5], but the pres-
ence of quenched disorder must be taken into account.
The method is particularly suitable for accessing the low-
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temperature strong coupling regime, not available to per-
turbative methods. To define a smooth large-N limit, we
impose the condition that
∑
M f
†
MfM = N/2 [5,6] in-
stead of
∑
M f
†
MfM = 1 [7,8], allowing the use of the
small parameter 1/N as a mathematical device.
Let us make a change of basis to the exact eigenstates
of the electrons in the presence of a given realization of
the random potential, but without the magnetic impu-
rity, where
ckM =
∑
α
〈k|α〉cαM (2)
The transformed Hamiltonian is thus
H =
∑
αM
εαc
†
αMcαM − J
∑
αα′MM ′
a∗α′aαc
†
α′M ′f
†
MfM ′cαM ,
(3)
where the amplitude aα =
∑
k〈k|α〉; inserting a complete
set of position kets, it is easily seen that aα is nothing
but the exact single particle wave function at the origin,
φα(0).
As a first step, we calculate the partition function Z[V ]
in a large-N expansion for a given realization of the ran-
dom potential, where
Z[V ] =
∫
DcDc∗DfDf∗e
−
∫
β
0
dτL(τ)
∏
τ
δ(nf (τ)−N/2).
(4)
The Euclidean Lagrangian in terms of the Grassman vari-
ables c, c∗, f, f∗ is given by
L(τ) =
∑
αM
c∗αM
(
∂
∂τ
+ εα
)
cαM +
∑
M
f∗M
∂
∂τ
fM
− J
∑
αα′MM ′
a∗α′aαc
∗
α′M ′f
∗
MfM ′cαM (5)
The δ-function constraint on the occupation of the f -level
can be resolved by introducing another functional inte-
gral involving a field λ(τ), and the fermionic degrees of
freedom can be integrated out by introducing a complex
Hubbard-Stratonovich field σ(τ), which plays the role of
the hybridization in a U = 0 Anderson model:
〈σ〉 =
〈∑
α,M
aαf
∗
M cαM
〉
(6)
The result is [5,7,9]
Z[V ] = Z0[V ]
∫
DσDσ∗Dλ exp(−Seff), (7)
where Z0[V ] is the partition function of the disordered
electronic system without the magnetic impurity and
Seff = −NTr ln
(
∂
∂τ
+ iλ+ σ∗G0σ
)
+
∫ β
0
dτ
(
N
J0
|σ|2 − iλ
)
. (8)
We have defined J0 = −NJ = N |J | for the antiferromag-
netic problem of our present interest. The local Green
function, G0(τ), at the impurity site is
G0(τ) = −
∑
α
|aα|
2
(
∂
∂τ
+ εα
)−1
. (9)
The problem is therefore mapped on to a (0 + 1)-
dimensional problem, but, as we shall see, with a long-
ranged (temporal) interaction due to the gaplessness of
the Fermi system.
The effective action, Seff , will be expanded about the
saddle point, which is at σ(τ) equal to a complex number
σ0, independent of time, and λ(τ) = 0. Denoting the
saddle point value of the effective action by S˜eff , and the
deviation from it by δSeff , we can write
F [V ]− F0[V ] = −
1
β
ln
Z[V ]
Z0[V ]
=
1
β
[
S˜eff − ln
(∫
D[· · ·]e−δSeff
)]
(10)
We shall focus on the ground state of the system; the
extension to finite, but low temperatures is straightfor-
ward.
The saddle point value, S˜eff , in the limit β → ∞, is
βE0imp, where
E0imp =
N
J0
|σ0|
2 −
N∆
π
[
1− ln
(
∆
D
)]
. (11)
The parameter D is a high energy cutoff, and
∆ = π|σ0|
2
∑
α
|aα|
2δ(εα)
= π|σ0|
2
∑
α
|φα(0)|
2δ(εα) (12)
If we define the local density of states at the impurity site
ρ(ε, 0) for a given realization of the random potential by
ρ(ǫ, 0) =
∑
α
|φα(0)|
2δ(ε− εα), (13)
then the extremum of Eq. (11) leads to E0imp = −N∆,
where
∆ = D exp
(
−
1
ρ(0, 0)N |J |
)
(14)
One can easily check that the average occupation of the
f -level is indeed N/2.
2
The saddle point breaks the symmetry
fM → e
iθfM , ckM → ckM , (15)
which must not be broken in the exact ground state of
this (0 + 1)-dimensional model for the antiferromagnetic
Kondo coupling [10].
To treat the fluctuations we adapt the analysis of Wit-
ten [11] to include both disorder and the long-ranged na-
ture of the effective (0 + 1)-dimensional model. The in-
sight of Witten is that we are allowed to expand around
a non-zero vacuum expectation value of σ, attained in
the N → ∞ limit, but must not break the symmetry
θ → θ+ c, that is, we must not assume a vacuum expec-
tation value, such as zero, for the phase of σ.
Let us write, σ(τ) = |σ(τ)|eiθ(τ) and note that it is
the fluctuation of the massless field θ(τ) that restores
the symmetry broken at the saddle point level. Thus, to
analyze the infrared behavior, we can set the magnitude
|σ(τ)| approximately to a constant, |σ0|, equal to its sad-
dle point value. Similarly, we can set λ to its saddle point
value, which is zero. Then, δS‘eff is given by
δSeff ≈ −NTr ln
[
1− |σ0|
2G
(
e−iθG0e
iθ −G0
)]
(16)
where the Green function G0 can be approximated in the
limit of large imaginary time, |τ | ≫ D−1, by
G0(τ − τ ′) = − → −ρ(0, 0)
P
τ − τ ′
, β →∞, (17)
where P stands for the principal value. We have also
assumed that ρ(ε, 0) is approximately independent of ε
around ε = 0; below, we shall discuss this assumption
more critically. We can also calculate the Green function
G = −
(
∂
∂τ
+ |σ0|
2G0
)−1
, (18)
in the long imaginary time limit. Explicitly, for |τ | ≫
∆−1,
G(τ − τ ′)→ −
1
π∆
P
τ − τ ′
, β →∞. (19)
Recalling the definition of ∆ from Eq. 12, and the expres-
sions in Eqs. 17 and 19, it is easy to see that the entire
dependence on ∆ cancels from the argument of the loga-
rithm in Eq. 16, hence the entire dependence on disorder
drops out from the fluctuation determinant at the saddle
point! The disorder averaged free energy then simplifies
enormously to
F [V ]− F0[V ] =
1
β
[
S˜eff − ln
(∫
D[· · ·]e−δSeff
)]
(20)
Ordinarily, it would have been necessary to introduce
replicas to take the disorder average of the logarithm of
the functional integral in the second term on the right-
hand-side of (20). Since the argument of the logarithm
is independent of disorder, however, replicas are unnec-
essary.
As in Anderson’s theorem for weakly disordered super-
conductors, one can argue that the local density of states
at the impurity site at the Fermi energy, ρ(0, 0), cannot
differ appreciably from the density of states averaged over
the whole sample ρ, which, in turn, is the same as that in
the pure system. This amounts to the statement that the
distribution of the local density of states is very narrow
and centered at the density of states of the pure system.
Thus, from Eq. 14, ∆ is unaffected by disorder.
In fact, one can make a stronger statement, applicable
even in the localized regime, as was pointed out by Ma
and Lee [1] in the context of disordered superconductors.
In the localized regime, the density of states reflects a sin-
gular continuous spectrum with δ-function spikes, but, if
ρ∆ξd ≫ 1, where d is the spatial dimensionality, the the-
orem appears to be true. It should break down beyond
this regime, where the strong fluctuations due to disorder
will no longer allow us to assume a smooth variation of
the local density of states ρ(ε, 0). Dobrosavljevic´, et al.
[13] have noted that ρ(0, 0) is log-normally distributed
at the metal-insulator transition; such a broad distribu-
tion can lead to the breakdown of the theorem. These
fluctuations should also induce strong fluctuations in the
amplitude of |σ(τ)|, frozen in the present analysis to the
saddle point value.
It is important to note, however, that within the stated
regime of validity we have proven more than Anderson’s
theorem because we have also shown that the quantum
fluctuations of the phase, θ(τ), is unaffected by disorder.
Thus, the strong-coupling picture of the Kondo effect,
captured correctly by the large-N theory, should be the
same in the disordered metal.
To complete our analysis it is convenient to obtain a
low energy form of the effective action δSeff . To this
purpose it is sufficient to expand the logarithm in Eq. 16
to get
δSeff =
2N
π2
∫ ∞
0
dτ
∫ ∞
0
dτ ′
sin2
(
θ(τ)−θ(τ ′)
2
)
(τ − τ ′)2
, (21)
where we have set the upper limits of the integrals to∞,
as β →∞ when the ground state is approached. This re-
sult is far more general than its derivation suggests. This
is the only scale invariant term in (0+1)-dimension that
one can construct, which also respects the compactness of
the phase variables θ. By expanding sin2((θ(τ)−θ(τ ′)/2)
in Eq. 21, it is easy to show that
〈σ∗(τ)σ(0)〉 ≈ |σ0|
2
(
1
|τ |Λ
) 1
2N
, τ →∞, (22)
that is the broken symmetry is restored by the fluctua-
tions of the phase, but the correlation falls off very slowly
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in the limit N → ∞; here Λ is a cutoff. Although our
derivation is different, this is a known result [8,9]. Our
analysis shows that the decay of the correlation function
is unchanged from the pure Kondo problem. An equiv-
alent result for the (1 + 1)-dimensional SU(N) Thirring
model was first derived and elucidated in detail by Wit-
ten [11].
As has been noted earlier [8,9,11], the “almost long-
range order” expressed in Eq. 22 is sufficient to justify
the conclusions drawn from the large-N expansion. Be-
cause of the slow decay of correlations, the electrons see
the saddle point behavior on time scales of order Λ−1,
which is bigger or of order ∆−1. The elementary excita-
tions are expected to be fermions with a resonant density
of states not substantially different from that obtained at
the saddle point level. Therefore, it is physically mean-
ingful that ∆ is unshifted by disorder.
Since the low-temperature fixed point involves the for-
mation of a singlet bound state at the impurity, as in the
pure case, the magnetic impurity is screened. All that is
left is a unitary scatterer, which gives a universal contri-
bution to the resistivity. A number of qualifying remarks
should be noted before a comparison with experiments is
attempted. (1) We have considered a situation in which
the coupling J itself is not a random variable. The case
in which J itself is strongly random is better treated by
the theories in Refs. [12,13]. (2) We have discussed the
low temperature strong coupling regime below the Kondo
temperature and not the higher temperature logarithmic
crossover regime. (3) Our theory is valid in the dilute
magnetic impurity limit and not in the spin glass regime.
(4) Because the electron-electron interaction is not in-
cluded, its effects must be subtracted before comparing
with experiments.
The experiments which are in closest contact to these
ideas are those of Chandrasekhar et al. [14] in which the
low temperature resistivity of AuFe wires in the dilute
magnetic impurity limit was measured as a function of
wire width, temperature, and magnetic field. When the
effect of electron-electron interactions is subtracted, the
remaining Kondo contribution to the resistivity is inde-
pendent of the width of the sample for a fixed concen-
tration of magnetic impurities. Similar behavior is ob-
served for the magnetic field dependent resistivity. If
the increase in the sheet resistance, R✷, as a function
of the width of the films is interpreted as a measure of
the disorder, then these experiments can be interpreted
as evidence for the disorder independence of the low-
temperature Kondo singlet formation. The variation in
R✷ was too narrow to constitute a stringent test however.
As remarked in Ref. [14], most of the experiments of
Giordano and his collaborators [15] were performed at
temperatures comparable to or larger than the Kondo
temperature, which is the regime targeted by the theory
of Martin et al. [3]. However, some of the data of [15] are
in the low-temperature regime, and they show a Kondo
contribution to the resistivity which decreases as the film
thickness is decreased – or, as the disorder is increased,
according to the increase in R✷. These results appear
to contradict our theory, but U´jsa´ghy, et al. [16] have
sugested that the size dependence is due to the existence
of a spin-orbit coupling-induced inert surface layer which
is proportionately more important as the film thickness
is decreased. If this interpretation is correct, then the
data of [15] are consistent with those of [14] and with our
theory. In fact they appear to support an even stronger
statement that the full crossover function is independent
of disorder. The experiments of DiTusa et al. [17] do
not appear to be in the dilute magnetic impurity limit.
Clearly, further precise experiments will be very valuable.
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