Let {X n , n ≥ 1} be a sequence of stationary associated random variables. Based on this sample, we establish a central limit theorem for U-statistics with monotonic kernels of degree 3 and above using the Hoeffding's decomposition. We also extend these results to U-statistics based on non-monotonic functions. We also obtain a consistent estimator of σ f , where
1 Introduction Definition 1.1. A finite collection of random variables {X j , 1 ≤ j ≤ n} is said to be associated, if for any choice of component-wise nondecreasing functions h, g :
Many results for Hoeffding's U-statistics require the observations to be independent and cannot be directly applied to U-statistics based on dependent observations. In particular, many authors have studied the limiting behavior of U-statistics based on associated observations. Dewan and Prakasa Rao (2001) gave a central limit theorem for U-statistics based on stationary associated random variables using an orthogonal expansion of the underlying kernel. Dewan and Prakasa Rao (2002) also gave a central limit theorem for U-statistics with monotonic kernels of degree 2 using the Hoeffding's decomposition. A strong law of large numbers for U-statistics based on associated random variables was proved by Christofides (2004) using the concept of demimartingales. Huang and Zhang (2006) studied the asymptotic normality of U-statistics based on stationary negatively associated random variables.
The results of Dewan and Prakasa Rao (2002) are for U-statistics based on monotonic kernels of degree 2 when the sample consists of stationary associated observations. In section 3, we extend their result to U-statistics based on monotonic kernels of degree 3 and above. We also obtain a central limit theorem for U-statistics based on non-monotonic functions of stationary associated random variables. When the kernel is monotonic, the limiting standard deviation of the U-statistic can be estimated by using the results of Peligrad and Suresh (1995) . However, for U-statistics based on non-monotone transformations of associated random variables these cannot be used. We extend their results to non-monotonic functions of associated random variables in section 5.
Let {X j , 1 ≤ j ≤ n} be a sequence of stationary associated random variable and F be the distribution function of X 1 . Let ρ(x 1 , x 2 , · · · , x k ) be a real valued function symmetric in its arguments. Define the U-statistic by,
ρ(X i 1 , X i 2 , . . . , X i k ), (1.1) where (n, k) indicates all subsets 1 ≤ i 1 < i 2 < · · · < i k ≤ n of {1, 2, . . . , n}. Let θ = R k ρ(x 1 , x 2 , . . . , x k ) dF (x 1 )dF (x 2 ) . . . dF (x k ).
(1.2) When the observations are i.
In general,
where (c, j) indicates all subsets 1 ≤ i 1 < i 2 < · · · < i j ≤ c of {1, 2, . . . , c}. Then the Hoeffding-decomposition (H-decomposition) for U n is given by (see, Lee (1990) )
where
n is the U-statistics of degree j based on the kernel h (j) , j = 1, 2, . . . , k, that is, 6) where (n, j) indicates all subsets 1 ≤ i 1 < i 2 < · · · < i j ≤ n of {1, 2, . . . , n}.
In the following section we state a few results and definitions which will be required to prove our main results given in section 3 and 5. In section 4, we apply our results to obtain the asymptotic distribution of two U-statistics with continuous kernels -the variance estimator and the central third moment estimator, when the underlying sample consists of stationary associated observations. In both the cases, since the kernel is non-monotonic, the results of Dewan and Prakasa Rao (2002) cannot be used. Hence, the need for a central limit theorem for U-statistics based on non-monotonic functions of stationary associated random variables and an extension of results of Peligrad and Suresh (1995) .
Preliminaries
In this section we give results and definitions which will be needed to prove our main results given in section 3 and 5.
Lemma 2.1. (Newman (1980) ) Let {X n , n ≥ 1} be a strictly stationary sequence of associated random variables. Let σ 2 = V ar(X 1 ) + 2 (Serfling (1968) ) Consider a sum of the form
Suppose,
where r(k) is some non-negative function satisfying
Then, |∆| = o(mn 2 ) as m and n → ∞, such that m n → c > 0.
Lemma 2.3. (Newman (1980) ) Suppose X and Y be two associated random variables with E(X 2 ) < ∞ and E(Y 2 ) < ∞. Let f and g be differentiable functions with sup
Following is a generalized version of Newman's Inequality.
Lemma 2.4. (Bulinski (1996) ) Let X 1 , X 2 , . . . , X n be associated random variables. Let h(x) be a continuous function from R n to R such that for any x ∈ R n and any k = 1, 2, . . . , n, there exist finite derivatives
. Further suppose that for each k = 1, 2, . . . , n, there are at most a finite number of points x at which
where · stands for the norm in L ∞ . Further suppose that similar assumptions hold for another function g. Then, for any two disjoint subsets I and J of {1, 2, . . . , n},
Definition 2.5. (Newman (1984) ) Let f and f 1 be two complex-valued functions on R m . We say f ≪ f 1 if f 1 − Re(e iα f ) is coordinate-wise nondecreasing for every α ∈ R. If f and f 1 are two real-valued functions on R n , then f ≪ f 1 iff f 1 + f and f 1 − f are both coordinate-wise nondecreasing. If f ≪ f 1 , then f 1 will be coordinate-wise nondecreasing.
Lemma 2.6. (Newman (1984) ) Let {X n , n ≥ 1} be a stationary sequence of associated random variables. For each j, let
In the following, f ≪ Af if f ≪f and both f andf depend only on x ′ j s with j ∈ A. A is a subset of {k, k ≥ 1}.
Lemma 2.7. (Newman (1984) ) Let {X n , n ≥ 1} be a stationary sequence of associated random variables. For each j ∈ {1, 2, ..., m}; m ∈ N, let
where φ and φ j are given by
Lemma 2.8. (Newman (1984) ) Let {X n , n ≥ 1} be a stationary sequence of associated random variables. Let f ≪ Af and g ≪ Ag . Then,
Lemma 2.9. (Matula (2001)) Let {X n , n ≥ 1} be a stationary sequence of associated random variables. For each j ∈ {1, 2, ..., m}; m ∈ N, let
Next, we discuss an invariance principle for {f (X n ), n ≥ 1}, where f is a function of bounded variation on any finite interval. In the following,
Lemma 2.10. (Zhang (2001) ) Let {X n , n ≥ 1} be a stationary sequence of associated random variables, with E(
where, {W (t); t ≥ 0} is the standard Weiner process and ′′ ⇒ ′′ denotes the weak convergence in the space D[0, 1] with Skorohod topology.
3 Limit theorems for U-statistics with kernels of degree 3 and higher
The main results of this section, Theorems 3.2 and 3.3 give a central limit theorem for U-statistics with continuous kernels of degree 3 based on a sequence of stationary associated random variables. For Theorem 3.2, we assume the kernel is monotonic, while for Theorem 3.3 the kernel is assumed to be non-monotonic. The extension of these theorems to U-statistics with kernels of a general degree k are also discussed.
Lemma 3.1. Let {X n , n ≥ 1} be a sequence of stationary associated random variables such that,
Let U n be the U-statistic based on the symmetric kernel ρ(x, y, z). Suppose the function ρ(x, y, z) is continuous in x and satisfies the conditions of Lemma 2.4.
Proof. Let C be a generic positive constant in the sequel. The H-decomposition for U n is
Furthermore,
and
Using Bulinski's inequality (Lemma 2.4), we get that, 
From (3.5) we get that
and, from (3.4) it follows that,
Again,
and,
Using Bulinski's inequality (Lemma 2.4), we get that
From Lemma 2.2, it follows that
Hence, from (3.8) we get that
and, from (3.7), it follows that
From (3.3), (3.6) and (3.9), and using Cauchy-Schwartz Inequality we have,
From (3.3), (3.6), (3.9) and (3.10), we have
The following gives the central limit theorem for a U-statistic based on a stationary sequence of associated observations with a monotonic kernel of degree 3.
Theorem 3.2. Let {X n , n ≥ 1} be a sequence of stationary associated random variables. Let U n be a U-statistic based on a symmetric 3-degree kernel ρ(x, y, z). Suppose the conditions of Lemma 3.1 hold. Further assume that ρ(x, y, z) is monotonic in x with 0 < σ 2
where σ 2 U is defined by (3.2).
In addition,
n ) − → 0 as n → ∞ from (3.6). Similarly,
n ) = 0, and, nV ar(H
n ) − → 0 as n → ∞ from (3.9). Hence,
Since ρ is monotonic in its arguments, the sequence h (1) (X j ), j ≥ 1 constitutes a stationary associated sequence. Then, using Lemma 2.1, it follows that
Relations (3.13), (3.14), (3.15) and (3.16) prove the theorem.
The following gives the central limit theorem for a U-statistic based on a stationary sequence of associated observations with a non-monotonic kernel of degree 3.
Theorem 3.3. Let {X n , n ≥ 1} be a sequence of stationary associated random variables. Let U n be a U-statistic based on a symmetric 3-degree kernel ρ(x, y, z). Suppose the conditions of Lemma 3.1 hold. Further, assume that ρ(x, y, z) is nonmonotonic in x with σ 2 U > 0. Also, suppose ∃ a functionρ 1 (·) such that ρ 1 ≪ρ 1 and,
Proof. From condition (3.17) and Lemma 2.6, we get that,
Relations (3.13), (3.14), (3.15) and (3.19) prove the theorem.
Note. The above results can be easily extended to a U-statistic based on a kernel of any degree k. Let U n be the U-statistic based on a k-degree kernel ρ(x 1 , x 2 , . . . , x k ). Let the kernel be a symmetric function which is continuous in x 1 and satisfies the conditions of Lemma 2.4. Let σ 2 1 = V ar(ρ 1 (X 1 )) < ∞. Further suppose that the conditions (3.1) and
If either of the conditions of Theorems 3.2 or 3.3 hold, then 20) where σ 2 U is defined by (3.2). Rao (2012) , page 159) Ifρ 1 is differentiable and sup
Remarks. 1) (Prakasa
(3.21)
2) (Prakasa Rao (2012) , page 159) Letρ 1 (x) = cx for some constant c > 0. Then ρ 1 ≪ρ 1 if and only if, for x < y,
This indicates that ρ 1 is Lipschitzian. In this case, ∞ j=1 σ 2 1j < ∞ holds if (3.21) holds. A sufficient condition for (3.22) to hold is that sup
is a function of bounded variation, then there exists a functionρ 1 (x) such that ρ 1 ≪ρ 1 . As ρ 1 is a function of bounded variation, there exist two increasing functions
we get ρ 1 ≪ρ 1 .
Applications
We use the results derived in section 3 to get the limiting distribution of the following U-statistics which are based on functions of a sequence of stationary associated random variables.
Variance estimator
A measure of variability of observations from a distribution function F is the variance, σ 2 , given by,
where,
Given a sample {X j , 1 ≤ j ≤ n} from F , an estimator for σ 2 is U n , defined by,
and the kernel ρ(x, y) = (x−y) 2 2 . When the observations are independent and identically distributed, the asymptotic distribution of U n , as discussed in Hoeffding (1948) 
Here,
We now obtain the limiting distribution of U n when the observations are stationary and associated.
Theorem 4.1. Let {X n , n ≥ 1} be a sequence of stationary associated random variables having one dimensional marginal distribution function F . Suppose that
where, U n and σ 2 U are defined by (4.2) and (3.2) respectively.
Proof.
Then, by H-decomposition,
where σ 2 is given by (4.1). We observe ρ(x, y) satisfies the conditions of Bulinski's inequality (Lemma 2.4). Also since {X n , n ≥ 1} are bounded,
where L i (ρ), i = 1, 2 is defined by (2.3). Now,
As {X n , n ≥ 1} are bounded, ρ 1 (x) ≪ C 1 x for some constant C 1 > 0. Using (4.3) and Theorem 3.3, we have
Cov(ρ 1 (X 1 ), ρ 1 (X j )), where,
Third central moment estimator
Let the sample {X j , 1 ≤ j ≤ n} be from F . Assuming the conditions of Theorem 4.1, another kernel satisfying the conditions of our theorems is of the U-statistic, U n , estimating the third central moment of F , given by,
Note. The results of Dewan and Prakasa Rao (2002) cannot be used to obtain the asymptotic distribution of the U-statistics discussed above. The paper gave the asymptotic distribution for U-statistics based on stationary sequence of associated observations when the underlying kernel is monotonic. The U-statistics taken here as examples are based on kernels which are non-monotonic and satisfy certain properties as discussed in Theorem 3.3.
Estimation of σ f
In this section we extend the results of Peligrad and Suresh (1995) to obtain a consistent estimator of σ f , where
. f : R → R is a non-monotonic function and is dominated by a non-decreasing functioñ f : R → R such that f ≪f . Peligrad and Suresh (1995) had proposed a consistent estimator for 2 π σ, where,
X n )/n, and {X n , n ≥ 1} is a sequence of stationary associated random variables. Their estimator, B x n , as discussed below, is based on overlapping blocks of the sub-series {X i , 1 ≤ i ≤ n}.
Theorem 5.1. (Peligrad and Suresh (1995)) Let {l n , n ≥ 1} be a sequence of positive integers with 1 ≤ l n ≤ n and
as n → ∞, the convergence is also in almost sure sense. 
where, f + = max(0, f ) and f − = −min(0, f ). For every u > 0,
where N is a standard normal variable and A = 5π−8 2π + 1 σ.
We now extend their results to random variables {Y n ; n ≥ 1} where
Theorem 5.3. Let {l n , n ≥ 1} be a sequence of positive integers with 1 ≤ l n ≤ n and
Theorem 5.4. In addition to the conditions of Theorem 5.3, if we assume, the condition l n = O( n log 2 n ) the convergence in (5.6) is also in almost sure sense.
Information on the rate of convergence of B n is provided by the following extension of Theorem 5.2. 
For every x > 0, 8) where N is a standard normal variable and A = 3π−8
The proofs of these theorems are similar to the proofs of theorems of Peligrad and Suresh (1995) albeit some small modifications. The proofs require the following lemmas.
Lemma 5.6. Let {Y n , n ≥ 1}, {Ỹ n , n ≥ 1} and S i (l) be as defined in Theorem 5.3. Then, for i, j ≥ 0
10)
Using Lemma 2.8 we get (5.9) and (5.10).
Lemma 5.7. Under the conditions of Theorem 5.3,
(5.11) where, {W (t); t ≥ 0} is the standard Weiner process.
Proof. An invariance principle for
is needed. From Definition 2.5, f ≪f if and only iff −f andf +f is non-decreasing, i.e for x < y, |f (x)−f (y)|≤f (y)−f (x). This implies that if f ≪f , then f is a function of bounded variation on any finite interval. Using the notations of Lemma 2.10, since
. Using (5.5) and Lemma 2.8, we have,
Using Lemma 2.10, we get,
converges weakly to W (t) as n → ∞.
Rest follows as Lemma 2.2 in Peligrad and Suresh (1995).
Lemma 5.8. Under the conditions of Theorem 5.3,
where, {W (t); t ≥ 0} is the standard Weiner process.
Proof. Using inequalities (5.9) and (5.10) and Lemma 5.7, rest of the proof is as Lemma 2.3 of Peligrad and Suresh (1995) .
Lemma 5.9. Let {W (t); t ≥ 0} be the standard Weiner process. Then,
Proof. The proof is elementary.
Proof of the theorems
Proof of Theorem 5.3. Using the lemmas proved and Lemma 2.6, the proof of the theorem is as Theorem 1.1 in Peligrad and Suresh (1995) .
Proof of Theorem 5.4. Let C be a generic positive constant in the sequel. Let
The second inequality follows as S n ≪S n .
(5.14)
The second inequality follows from Lemma 2.9. Using Borel-Cantelli lemma we have, lim n→∞ |S n − nµ| n 1/2 logn = 0 a.s. as n → 0.
Using the central limit theorem for S n , (Lemma 2.6) which holds under the conditions of Theorem 5.3, we have,
So, we just need to prove,
Observe that under (5.5) and solving as Lemma 5.8, we have,
Now, |S j (l)| is a sequence in j and is dominated by the associated sequenceS j (l), as |S j (l)| ≪S j (l). From (5.16) and Lemma 2.9, for any ǫ > 0 P max
For a large N ∈ N,
Using Borel-Cantelli Lemma,
Proof of Theorem 5.5. These follow from the conditions of Theorem 5.3. Also by Lemma 2.6, under condition (5.5), a central limit theorem for S n is implied. Using these, the rest of the proof follows similarly like Theorem 1.3 in Peligrad and Suresh (1995) . W.l.o.g assume µ = 0. Observe,
Using (5.7) and Lemma 2.6, (5.8) follows.
Applications: In practice, σ 2 U = V ar(ρ 1 (X 1 )) + 2 ∞ j=2 Cov(ρ 1 (X 1 ), ρ 1 (X j )) may not be known and needs to be estimated. When ρ 1 (·) is monotonic, {ρ 1 (X j ), j ≥ 1} is a stationary sequence of associated random variables and Theorem 5.1 can be used to obtain a consistent estimator for σ U . However, when ρ 1 (·) is non-monotonic, Theorems 5.3 and 5.4 can be used to obtain a consistent estimator for σ U . The information on the limiting behavior of the estimator is given by Theorem 5.5. For a discussion on the optimal choice of l n , see Peligrad and Suresh (1995) .
Conclusions
In this paper, we extended the results of Dewan and Prakasa Rao (2002) to obtain the limiting distribution of U-statistics based on non-monotonic kernels and kernels of higher degree when the sample consists of stationary associated random observations. We have only considered continuous kernels and theorems for dis-continuous kernels are being presented elsewhere. We also extended results of Peligrad and Suresh (1995) to non-monotonic functions of associated random variables. These results have a much wider application than just those discussed here.
