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Abstrat
Unlike the leaky-buket sheme whih regulates the input rate, the lters we study in this
paper redue the variability of interarrival times (subjet to a maximum delay onstraint
for eah ustomer). These lters are alled \smoothing" lters for point proesses. By
onsidering the output proesses of various queueing systems, we show that (i) an innite-
server queue ats as a smoothing lter for a doubly stohasti Poisson proess and (ii) a
single-server queue with deterministi servie times ats as a smoothing lter for a stationary
and ergodi point proess. Based on (ii), we provide a smoothing algorithm that satises
a maximum delay onstraint. The algorithm is shown to be robust and onsistent. We
then onsider two examples where these lters an be applied to inrease throughput: one
is the single-server loss system with exponential servie times, the other is the leaky-buket
sheme with token buer size 1. Numerial examples and simulations are also given for
omparing the trade-o between delay and throughput. Our approah is based on the
variability ordering and a ut riterion for the majorization ordering. The riterion appears
to be new and to be of independent interest.
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1 Introdution
Sine the advent of ber-opti tehnology, there have been great hanges in today's teleommu-
niation networks. Traditional feedbak ow ontrol mehanisms are now diÆult and ineÆient
to implement due to the large ratio of the propagation delay to message transmission time. As
a major part of open loop ontrol, ltering input point proesses at loal nodes beomes an in-
reasingly important issue. Unlike the leaky-buket sheme reently proposed (see [35, 30, 31℄
and their referenes) for input rate regulation, our objetives in this paper are (i) to design
lters that redue the variability of various point proesses (with a maximum delay onstraint
for eah ustomer) and (ii) to provide formal proofs for systems in whih the throughputs an
be inreased by reduing the variability of the input proesses.
Our omparison of two point proesses is based on the omparison of their one-dimensional
stationary distributions of interarrival times. We use the variability ordering, a ommonly used
partial ordering in stohasti omparison theorems ([32, 29℄), to ompare the distributions of
two random variables. An random variable is said to be less variable than another random
variable if all its expetations over the lass of onvex funtions are not greater.
Analogous to the leaky-buket sheme, the lters we propose are related to some well-
dened queueing systems. We then ompare the interdeparture times from queueing systems
with the interarrival times of the input proesses. A lter is alled a smoothing lter if the one-
dimensional stationary distribution of the interdeparture times is less variable than that of the
input proess. We onsider two lasses of input proesses in this paper: (i) the doubly stohasti
Poisson proesses with stationary and ergodi intensities (a nonhomogeneous Poisson proess
with the intensity funtion itself being a stohasti proess) and (ii) the lass of stationary and
ergodi proesses. Note that the latter is riher than the former.
For a doubly stohasti Poisson proess, we show that an innite-server queue ats as a
smoothing lter. It is known that the output proess is also a doubly stohasti Poisson proess
([36℄). If the intensity of a doubly stohasti Poisson proess is periodi with period p, then
the departure proess from an innite-server queue with servie times uniformly distributed
over [0; p℄ is a Poisson proess. This lter, among the lass of innite-server queues, is alled
the mathed lter for the doubly stohasti Poisson proess with a periodi intensity sine the
Poisson proess is the least variable proess among all doubly stohasti Poisson proesses.
Furthermore, we show that the variability of the interdeparture proesses among the family of
innite-server queues with exponential servie times is dereasing in the mean of the exponential
servie times. The relationship between these lters and the doubly stohasti Poisson proesses
is similar to that between the RC low pass iruit and signals.
For a stationary and ergodi proess, we show that a single-server queue with deterministi
servie times ats as a smoothing lter. Based on this smoothing lter, we then propose an
1
algorithm that satises a maximum delay onstraint for eah ustomer. This algorithm is
proved to be robust and onsistent, i.e., the variability of the interdeparture proesses from the
algorithm is dereasing in the delay onstraint for all stationary and ergodi proesses. Our
approah for the proof of this algorithm is based on a ut riterion for the majorization ordering
([22℄) whih in turn leads to the variability ordering. This ut riterion for the majorization
ordering appears to be new and has independent interest.
One would expet that smooth point proesses results in high throughput for systems with
nite apaity. We justify the statement for two examples: one is the single-server loss system
with exponential servie times whih might be used for modelling a wireless ommuniation
network, the other is the leaky-buket sheme with token buer size 1. We show that the
throughput of these two examples only depends on the one-dimensional distributions of the
interarrival times and that the throughput an be inreased if smoothing lters are added before
feeding the input proesses to the systems. The gain of throughput is at the ost of delay. To
gain some insight into the trade-o between delay and throughput, we obtain numerial results
and simulations for the single-server loss systems using the smoothing algorithms.
2 Preliminaries
In this setion, we introdue some notions whih we need in the presentation of our main results.
These notions inlude omparison of random variables and random vetors and stability of
sequenes.
2.1 Cut riteria for the variability ordering and the majorization ordering
We start from the omparison of random variables. A random variable (r.v.) X
1
with the
distribution funtion G
1
(x) is less variable (

) than an r.v. X
2
with the distribution funtion
G
2
(x) if
Z
1
 1
h(x)dG
1
(x) 
Z
1
 1
h(x)dG
2
(x) (Eh(X
1
)  Eh(X
2
));
for all h onvex. We note that X
1


X
2
implies that EX
1
= EX
2
sine both funtions,
h(x) = x and h(x) =  x, are onvex. Moreover, X
1


X
2
implies that the variane of X
1
is
not larger than that of X
2
sine (X
1
  EX
1
)
2
is onvex. Thus, this ordering is referred to as
the variability ordering in this paper(see Stoyan [32℄ or Ross [29℄). We note that sometimes
this ordering is also known as the onvex ordering or the dilation of measures. In what follows,
we use both notations X
1


X
2
and G
1
(x) 

G
2
(x).
For omparison of vetors, we introdue the notion of majorization (see Marshall and Olkin
[22℄).
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Denition 2.1 An n-vetor a is majorized by an n-vetor b, denoted a  b, if (i)
P
j
i=1
a
[i℄

P
j
i=1
b
[i℄
, j = 1; : : : ; n   1, where a
[i℄
(resp. b
[i℄
) is the i-th largest element in a (resp. b) and
(ii)
P
n
i=1
a
i
=
P
n
i=1
b
i
.
There are several ways to haraterize the majorization ordering in [22℄, we propose a new
one (to our best knowledge) in the following lemma.
Lemma 2.2 (Cut riterion for the majorization ordering) Consider two n-vetors, a and b.
(i) If (1)
P
n
j=1
a
j
=
P
n
j=1
b
j
and (2) there exists a onstant z suh that for eah j, either
z  a
j
 b
j
or z  a
j
 b
j
is satised, then a  b.
(ii) If a  b, then there exists a nite sequene of n-vetors, a
0
; a
1
; : : : ; a
n
with a
0
= a and
a
n
= b suh that the vetors a
j
and a
j+1
satisfy (1) and (2).
Note that (2) implies that every element in a is loser to z than the orresponding element in
b. Intuitively, the vetor a is more \balaned" or less \variable" than b. Thus, the majorization
ordering an be viewed as a partial ordering for the omparison of \balane" or \variability" of
two vetors.
Proof. (i) Without loss of generality, we assume that under (2), z  a
j
 b
j
for j = 1; 2; : : : ;m
and z  a
j
 b
j
for j = m+ 1; : : : ; n. Clearly, we have a
[j℄
 b
[j℄
, j = 1; : : : ;m and a
(j)
 b
(j)
,
j = 1; : : : ; n  m, where a
[j℄
and b
[j℄
(resp. a
(j)
and b
(j)
) are the j-th largest (resp. smallest)
elements in a and b. Thus,
P
j
i=1
a
[i℄

P
j
i=1
b
[i℄
for j = 1; : : : ;m. Note that a
[i℄
= a
(n+1 i)
and
that
j
X
i=1
a
[i℄
=
n
X
i=1
a
i
 
n j
X
i=1
a
(i)
:
Using (1) and a
(j)
 b
(j)
, j = 1; : : : ; n  m, yields
P
j
i=1
a
[i℄

P
j
i=1
b
[i℄
for j = m + 1; : : : ; n.
This ompletes the argument for (i).
To show (ii), we use T -transformations ([22℄, p. 107). Sine a  b, the vetor a an
be derived from b by appliations of a nite number of transformations T having for some
1  i < j  n and some  2 [0; 1℄, the form
T (b) = (b
1
; : : : ; b
i 1
; b
i
+ (1  )b
j
; b
i+1
; : : : ; b
j 1
; (1   )b
i
+ b
j
; b
j+1
; : : : ; b
n
):
Note that the dierene between T (b) and b is the i-th and j-th elements. It is then easy to see
that T (b) and b satisfy the ut riterion with z = (b
i
+ b
j
)=2.
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We will use the following two properties (see [22℄) in this paper. Note that the seond
property is an appliation of the rst one.
Proposition 2.3 (i) (Hardy, Littlewood and Polya [13℄) a  b if and only if
P
n
j=1
g(a
j
) 
P
n
j=1
g(b
j
) for all g onvex.
(ii) ([22℄, Proposition 5.A.7) If the four vetors, a
1
; a
2
; b
1
and b
2
satisfy a
1
 b
1
and a
2
 b
2
,
then the onatenated vetors satisfy (a
1
; a
2
)  (b
1
; b
2
).
Analogous to the majorization ordering, there are many ways to haraterize the variability
ordering (see [32, 29℄). One of them is the ut riterion by Karlin and Noviko [18℄. In the
following lemma, we show how the ut riterion for the variability ordering is related to that
for the majorization ordering and provide a onverse statement of the ut riterion for the
variability ordering. Our argument will be based on disrete distributions with rational and
bounded supports. Possible extension to general distributions ould be obtained by a limiting
argument.
Lemma 2.4 (Cut riterion for the variability ordering) Let X
1
and X
2
be two random variables
with distributions, G
1
(x) and G
2
(x). Assume these two distributions have rational and nite
supports, i.e., the sets fx : P (X
i
= x) > 0g, i = 1 and 2, have nite numbers of elements and
all these elements are rational numbers.
(i) (Karlin and Noviko [18℄) If (d1) EX
1
= EX
2
and (d2) there exist some nite z for whih
G
1
(x)  G
2
(x) for x  z and G
1
(x)  G
2
(x) for x  z, then X
1


X
2
.
(ii) If X
1


X
2
, then there exists a nite sequene of distributions, F
0
(x); : : : ; F
n
(x) with
F
0
(x) = G
1
(x) and F
n
(x) = G
2
(x) suh that F
j
(x) and F
j+1
(x) satisfy (d1) and (d2) for
all j.
Proof. Our proof is based on a relation between the variability ordering and the majorization
ordering rst reognized by Karamata [17℄. Sine we assume that the distributions have rational
and nite supports, there exist an integer n and two n-vetors a and b suh that P (X
1
= a
j
) =
P (X
2
= b
j
) = 1=n for all j. Without loss of generality, we assume that a
1
 a
2
 : : :  a
n
and
b
1
 b
2
 : : :  b
n
. Note that Eg(X
1
) = (1=n)
P
n
j=1
g(a
j
) and Eg(X
2
) = (1=n)
P
n
j=1
g(b
j
) for
any funtion g. It then follows from the denition of the variability ordering and Proposition
2.3(i) that X
1


X
2
if and only if a  b. Using this relationship and Lemma 2.2, it suÆes to
show that (d1) and (d2) are equivalent to (1) and (2) in Lemma 2.2. By taking g(t) = t, it is
lear that EX
1
= EX
2
if and only if
P
n
j=1
a
j
=
P
n
j=1
b
j
. By taking g(t) = 1
ftxg
and g(t) =
4
1ftxg
, we have that (i) P (X
1
 x) = 1=n
P
n
j=1
1
fa
j
xg
, (ii) P (X
2
 x) = 1=n
P
n
j=1
1
fb
j
xg
,
(iii) P (X
1
 x) = 1=n
P
n
j=1
1
fa
j
xg
and (iv) P (X
2
 x) = 1=n
P
n
j=1
1
fb
j
xg
. From these four
equations, it is lear that (2) implies (d2). To show the reverse statement, we need to show
that z < a
j
implies a
j
 b
j
and that z > a
j
implies a
j
 b
j
if (d2) is given. Suppose that
z < a
j
and a
j
> a
j+1
. Choose  > 0 small enough suh that z < a
j
   and a
j
> a
j+1
  .
Thus, P (X
1
 a
j
  ) = (n  j)=n  P (X
2
 b
j
). From the assumption that G
1
(x)  G
2
(x)
for x  z and that z < a
j
  , it follows that
P (X
2
 b
j
)  P (X
1
 a
j
  )  P (X
2
 a
j
  ):
Sine the distribution funtion is nondereasing, we have a
j
    b
j
. Letting  ! 0 yields
a
j
 b
j
. For the ase that z < a
j
and a
j
= a
j+1
, one an argue reursively that b
j
 a
j
using
the previous argument and b
j
 b
j+1
. The other inequality, i.e., z > a
j
imples a
j
 b
j
, an be
shown by a similar argument.
2.2 Stability and variability of sequenes
In this subsetion, we introdue the notion of stability ([24, 1℄).
Denition 2.5 A sequene of not neessarily independent r.v's T=fT
1
,T
2
,: : :g is alled stable
if for all m  1 and x
1
; : : : ; x
m
,
lim
n!1
1
n

n
i=1
P (T
i
< x
1
; T
i+1
< x
2
; : : : ; T
i+m 1
< x
m
) = P (T
0
1
< x
1
; T
0
2
< x
2
; : : : T
0
m
< x
m
);
for some sequene T
0
= fT
0
1
; T
0
2
; : : :g. We all the sequene, T
0
, a stationary version of T and
the distribution of T
0
the stationary distribution of T . If, furthermore, T is ergodi, then the
sequene T is said to be ergodially stable.
For instane, the one-dimensional (marginal) stationary distribution, G(x), is dened to be
lim
n!1
1=n
P
n
i=1
P (T
i
 x). The ergodiity implies that for all bounded funtions h
lim
n!1
1
n
n
X
j=1
h(T
j
) = lim
n!1
1
n
n
X
j=1
Eh(T
j
) =
Z
1
 1
h(x)dG(x): (1)
In this paper, we will assume the limits in (1) exist and equal even though h is not bounded.
Readers who require more details about the onvergene should verify the uniform integrability
of the sequene [7℄.
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Denition 2.6 Consider two stable sequenes of r.v.'s T and
~
T with one-dimensional distri-
butions G(x) and
~
G(x). The sequene T is less variable than
~
T if G(x) is less variable than
~
G(x).
There are other denitions for omparing two random sequenes (see [32℄). In this paper,
we will onentrate on the omparison for one-dimensional distributions.
3 Smoothing doubly stohasti Poisson proesses via =GI=1
queues
In this setion, we onsider a doubly stohasti Poisson proess (DSP) N
in
(t) with an intensity
funtion 
in
(t). One an view a DSP proess as a nonhomogeneous Poisson proess with the
intensity itself being a stohasti proess. In other words, when onditioning on a sample path
of the intensity, the DSP proess is a nonhomogeneous Poisson proess. Thus, DSP proesses
are also known as onditional Poisson proesses. For a formal denition of DSP proesses, we
refer to Bremaud [2℄. For appliations of DSP proesses in teleommuniation traÆ, we refer
to [14℄, where the lass of Markov Modulated Poisson proesses, a sublass of DSP proesses,
is used as a model for voie/data integration. We assume that
[A1℄ 
in
(t) is stationary ergodi, whih implies that
E
Z
1
0

in
(s)ds = E
in
(t) = E
in
(0) = lim
t!1
1
t
Z
t
0

in
(s)ds = 
for some onstant . The onstant  is then alled the average arrival rate of the DSP proess.
The lter we onsider in this setion is an innite-server queue. In other words, we feed the
input proess into an innite-server queue. The operation is as follows: when there is an arrival,
we generate a nonnegative random variable S aording to a ertain distribution F (x). Then
we delay the arrival by the amount of time S.
Theorem 3.1 The interdeparture sequene from an innite-server queue is less variable than
the interarrival sequene of the DSP proess.
As we will show later, the output proess is still a DSP proess. Aording to Rolski [25℄
and Chang and Pinedo [3℄, the least variable proess among the family of DSP proesses is the
Poisson proess. If the intensity proess of the input proess is periodi, i.e., 
in
(t) = g(t+U)
for some periodi funtion g(t + p) = g(t) and U is a random variable uniformly distributed
between 0 and p, then we have the following \mathed lter" suh that the output proess from
this lter is a Poisson proess.
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Theorem 3.2 (Mathed lter) For a DSP proess with periodi intensity, the lter that min-
imizes the variability of the interdeparture sequenes among the family of lters using innite-
server queues is the one with the distribution being uniformly distributed between 0 and the
period p of the intensity funtion.
For DSP proesses with nonperiodi intensities, one still an smooth the input proesses by
feeding them into \low-pass lters." One of the most ommon low-pass lters is the RC iruit.
Reall that the RC low-pass lter is a iruit onneted by a resistor and a apaitor and that
the impulse response of the RC iruit has an exponential tail. Thus, it is not surprising that
the orresponding low-pass lters in our setting is an innite-server queue with exponential
servie times. Moreover, the RC onstant deides the sharpness of the low-pass lter. One
expets that the variability of the interdeparture sequene dereases as the sharpness of the
low-pass lter inreases. The following theorem states the orresponding eet.
Theorem 3.3 (Low-pass lters) The innite-server queue with exponential servie times ats
as a RC low-pass lter for a DSP proess, i.e., the variability of interdeparture sequenes de-
reases as the mean of the exponential servie times inreases.
We have a few remarks on the innite-server queues as the smoothing lters for DSP
proesses:
(i) In order to satisfy a maximum delay onstraint  for eah ustomer, one an hoose the
servie time distributions with supports bounded by , i.e., P (S > ) = 0. However, it is
not lear what distribution one should hoose in order to minimize the variability of the
departure proess exept the ase that the input intensity is periodi.
(ii) Suppose we hoose the uniform distribution between 0 and  to guarantee the maximum
delay onstraint . We note that the variability of the departure proess does not ne-
essarily derease as  inreases. As shown in Theorem 3.2, the best lter for the DSP
proess with periodi intensity p is to hoose  = p. In the next setion, we will present
lters that have this type of monotoni property in the maximum delay onstraint.
(iii) Sine the superposition of two DSP proesses is still a DSP proess, the superposition of
two departure proesses from innite-server queues are less variable than the superposition
of two input DSP proesses.
(iv) Note that the departure proess from an innite-server queue may not be in the same
order as the input proess. Kurose [20℄ suggests the following resequening algorithm
suh that the output is in same order as the input: The basi onept is relabelling the
departure epohs. Let 
n
be the arrival epoh of the n-th ustomer and S
n
be its random
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delay drawn from the distribution F (x). Then f
n
+ S
n
; n  1g are departure epohs of
the output proess. Due to the randomness of S
n
, 
n
+ S
n
may not be neessarily larger
than 
n+1
+ S
n+1
. Thus, let f
1
n
; n  1g be the sequene of f
n
+ S
n
; n  1g after sorting
in the inreasing order. Assign 
1
n
as the departure epoh of the n-th ustomer. Clearly,
the output now is in the same order as the input. Sine 
1
n
is the n-th largest element in
the sequene f
n
+ S
n
; n  1g, 
1
n
 
n
i
+ S
n
i
for some indies, n
i
, i = 1; 2; : : : ; n. This
implies that 
1
n
 max
1in
(
n
i
)  
n
. Thus, the algorithm is realizable. In fat, it an
be implemented by a ustomer queue and a token pool (a modied leaky buket sheme).
At the n-th arrival epoh 
n
, the n-th ustomer is added to (the bak of) the ustomer
queue. At the same time, a token is also generated and this token is sheduled to be
released at 
n
+S
n
. When a token is released, a ustomer is also released from (the front
of) the ustomer queue.
The rest of this setion is devoted to the proofs of these three theorems.
The following proposition regarding the output proess of DSP=GI=1 queue is adapted
from Vere-Jones [36℄.
Proposition 3.4 (Vere-Jones) The output proess of a DSP=GI=1 queue with the density
funtion of the servie times f(t) is still a DSP proess. The intensity funtion of the output
proess 
out
(t) is the onvolution of the input intensity and the servie time distribution, i.e.,

out
(t) =
Z
1
0

in
(t  s)f(s)ds:
We note that the input-output relation for the intensities is of the same form as a signal
passing through a linear time invariant lter with impulse response f(t). Keilson and Servi [19℄
present a probabilisti argument for the input-output relation as follows: rst, one observes that
the output proess of a DSP=D=1 queue with servie times equal to z is merely the original
proess with a deterministi delay for the amount of time z. Thus, the output proess is still a
DSP proess with intensity 
in
(t z). Now suppose the servie time distribution is a mixture of
a nite number of values, e.g. z
j
with probability p
j
, j = 1; : : : ; k. Sine the sum of independent
DSP proesses is still a DSP proess with the intensity being the sum of all the intensities. One
an view the input DSP proess as a superposition of k independent DSP proesses with servie
times z
j
, j = 1; : : : ; k. The output proess is then again a superposition of independent DSP
proesses and its intensity is of the form of a onvolution. The general distribution ase is
approximated by onsidering a sequene of distributions with a nite number of values and
taking the limit.
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Via the form of a onvolution, it is lear that the intensity funtion of the output proess is
still stationary and ergodi. Sine the intensity funtions for both input and output proesses
are stationary and ergodi, both DSP proesses are stationary and ergodi (see Grandell [11℄,
Theorems 1.4 and 1.7). By the ross ergodi theorem (see (8.3.2) of Baelii and Bremaud [1℄),
the sequenes of interarrival times are ergodially stable. Thus, we an ompare the input and
output sequenes via the stationary distributions. Chang and Pinedo [3℄, Theorem 3.2 provides
the omparison of the one-dimensional interarrival times through intensity funtions.
Proposition 3.5 Consider two DSP proesses with intensity funtions, (t) and
~
(t). Dene
the integral of intensity,
[t
1
; t
2
℄
def
=
Z
t
2
t
1
(s)ds:
~

in
[t
1
; t
2
℄ is dened similarly. If [0; t℄ 

~
[0; t℄ for all t, then the one-dimensional stationary
distributions G(x) and
~
G(x) are ordered in the variability ordering, i.e., G(x) 

~
G(x).
The detailed proof of Proposition 3.5 is given in Chang and Pinedo [3℄. Intuitively, one
an argue as follows: the expeted interarrival times should be the same as the inverse of the
average arrival rate, i.e.,
R
1
0
xdG(x) =
R
1
0
xd
~
G(x) =
1

. The distribution of the rst arrival
of a stationary point proess should be the same as that of the residual life of the stationary
sequene. Thus, for any a  0,

Z
1
a
(1 G(x))dx = P (T
1
 a);
where T
1
is the rst arrival epoh of the stationary point proess. This equation is known as
the inversion formula whih we will use later in the proof for the leaky-buket sheme. Sine
P (T
1
 a) is the probability that there is no arrival between [0; a℄. This probability is equal to
Ee
 [0;a℄
for a DSP proess with intensity (t). The variability ordering between [0; a℄ and
~
[0; a℄ implies Ee
 [0;a℄
 Ee
 
~
[0;a℄
sine e
 x
is onvex. The inequality,
R
1
a
(1 G(x))dx 
R
1
a
(1 
~
G(x))dx, implies the variability ordering between G(x) and
~
G(x).
Proof of Theorem 3.1. Dene similarly 
in
[t
1
; t
2
℄ and and 
out
[t
1
; t
2
℄ as the integral of the inten-
sities, 
in
(t) and 
out
(t). Aording to Proposition 3.5, it suÆes to show that 
out
[0; t℄ 


in
[0; t℄ for all t. To show the variability ordering, we rst onsider the ase that the ser-
vie time distribution of the innite-server queue takes a nite number of values on the set
fz
j
; j = 1; : : : ; kg with probabilities fp
j
; j = 1; : : : ; kg. Then the input-output relation of the
intensities an be rewritten as 
out
(t) =
P
k
j=1
p
j

in
(t  z
j
). Thus, for any onvex funtion h
9
and any a  0,
h(
out
[0; a℄) = h(
Z
a
0

out
(t)dt) = h(
k
X
j=1
p
j
Z
a
0

in
(t  z
j
)dt)

k
X
j=1
p
j
h(
in
[ z
j
; a  z
j
℄)
Sine we assume that 
in
(t) is stationary, Eh(
in
[ z
j
; a  z
j
℄) = Eh(
in
[0; a℄). The proof for
the variability ordering is ompleted by taking expetations on both sides of the inequality. For
the ase that the servie times have a general distribution, we an approximate the distribution
by onsidering a sequene of distributions that take a nite number of values and then take the
limit.
Proof of Theorem 3.2. Assume that the period of the input intensity is p. Thus, for any z
Z
p
0

in
(t  z)dt = p:
Sine the servie time distribution is uniformly between [0; p℄, it then follows from Proposition
3.4 that

out
(t) =
Z
p
0

in
(t  s)
1
p
ds = :
Thus, the output proess is a Poisson proess. This theorem is ompleted by applying Propo-
sition 3.5 and t 


out
[0; t℄.
Proof of Theorem 3.3. To show the monotoni property of the low-pass lters, we onsider two
exponential servie times of the innite-server queue with means 1=
1
and 1=
2
(1=
1
 1=
2
).
Let 
(j)
out
(t), j = 1 and 2 be the orresponding quantities of the output intensities. Dene
aordingly 
(j)
out
[0; t℄, j = 1 and 2. It suÆes to show that for any onvex funtion h and any
a  0,
Eh(
(1)
out
[0; a℄)  Eh(
(2)
out
[0; a℄):
Let X and Y be two exponentially distributed random variables with means 1=
1
and 1=
2
.
Sine the geometri random sum of exponential random variables is still an exponential random
variable, the random variable X has the same distribution as
P

j=1
Y
j
, where Y
j
's are indepen-
dent random variables with the same distribution as Y and  is a geometri random variable
with the probability distribution, P ( = l) =

1

2
(1 

1

2
)
l 1
, l = 1; 2; : : :. We denote the expe-
tation over a set of random variables fX
1
;X
2
; : : :g by E
fX
1
;X
2
;:::g
. With the new notation, we
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write 
(1)
out
(t) = E
fXg

in
(t X) and 
(1)
out
[0; a℄ = E
fXg

in
[ X; a  X℄. Thus, for any onvex
funtion h and any a  0,
h(
(1)
out
[0; a℄)
= h(E
fXg

in
[ X; a X℄)
=
st
h(E
f;Y
1
;Y
2
;:::g

in
[ 

X
j=1
Y
j
; a 

X
j=1
Y
j
℄)
= h(
1
X
l=1
P ( = l)E
fY
1
;:::;Y
l
g

in
[ 
l
X
j=1
Y
j
; a 
l
X
j=1
Y
j
℄)

1
X
l=1
P ( = l)h(E
fY
1
;:::;Y
l
g

in
[ 
l
X
j=1
Y
j
; a 
l
X
j=1
Y
j
℄); (2)
where =
st
denotes that both sides are identially distributed. Note that
E
fY
1
;:::;Y
l
g

in
[ 
l
X
j=1
Y
j
; a 
l
X
j=1
Y
j
℄
is the integral of the intensity after passing through l stages of innite-server queues with the
servie time at eah stage being exponentially distributed with mean 1=
2
. It then follows from
(the proof for) Theorem 3.1 that the output proess from l stages is less variable than that from
a single stage. Thus, we have
Eh(E
fY
1
;:::;Y
l
g

in
[ 
l
X
j=1
Y
j
; a 
l
X
j=1
Y
j
℄)  Eh(E
fY g

in
[ Y; a  Y ℄): (3)
Inserting (3) into (2) and taking expetations on both sides of (2) ompletes the proof.
4 Smoothing stationary and ergodi proesses via =D=1 queues
One of the major drawbaks of having an innite-server queue as a lter is that suh queues
do not neessarily smooth out the input proesses exept for DSP proesses. For instane,
onsider a deterministi proess with the same interarrival times as the input proess. It is
known that a deterministi proess is less variable than any other proesses with the same rate
([12℄). However, if we feed this proess into an innite-server queue with random servie times,
the output proess beomes more variable. In this setion, we onsider a stationary and ergodi
proess as the input proess and a single-server queue with xed deterministi servie times as
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a lter. We also assume that the servie disipline for the single-server queue is First-Come
First-Served (FCFS) and that the buer of the single-server queue is innite. The following
theorem shows a monotoni result for the single-server queue with xed deterministi servie
times.
Theorem 4.1 The variability of the interdeparture sequene dereases as the xed servie time
of the single-server queue inreases.
In the ase that the servie times in the single-server queue is zero, the output proess is the
same as the input proess. Aording to the monotoni result, the single-server queue atually
ats as a smoothing lter.
We note that if the input proess is Poisson, then a single-server queue with New Better
than Used in Expetation (NBUE) servie times ats as a smoothing lter (reall that a random
variable X is NBUE if E(X   ajX > a)  EX for all a > 0 [29℄, pp. 273). This is due to
the well known fat ([8℄, II.4.113) that the interdeparture time of an M=GI=1 queue with an
arrival rate  and servie times distributed as a random variable S is distributed as S with
probability ES, and S + Y with probability 1   ES, where Y is an exponential random
variable with mean 1=. Thus, the variability of the interdeparture sequenes from M=GI=1
queues dereases as the variability of the servie times dereases. Sine the departure proess of
an M=M=1 queue is still a Poisson proess with the same rate and an NBUE random variable
is less variable than an exponential random variable with the same mean, the variability of a
Poisson proess an be redued by feeding it into an M=GI=1 queue with NBUE servie times.
Sine the variability of the interdeparture times is redued at the ost of the delay (in
Theorem 4.1), in the following we propose a smoothing algorithm that redues the expeted
delay in the G=D=1 queue by the xed servie time, z, and has the same joint distribution as
that of the departure proess.
Algorithm 4.2
1. Initially, set s = 0.
2. If the next arrival epoh is larger than s,
 release the arrival when it arrives;
 update s the arrival epoh +z;
3. otherwise (the next arrival epoh is not larger than s),
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 release the arrival at time s;
 update s s+ z.
To analyze the algorithm, rst note that z is the minimum spaing between two departure
epohs. Let 
n
, 
1
n
and s
n
be the n-th arrival epoh, the n-th departure epoh, the value
of s at the n-th arrival. From the algorithm, it follows that 
1
n
= max(
n
; s
n
) and s
n+1
=
max(
n
; s
n
) + z. Thus, we have s
n
= 
1
n 1
+ z and

1
n
= max(
n
; 
1
n 1
+ z): (4)
Rewrite (4) as

1
n
= max(
n
  z; 
1
n 1
) + z: (5)
Note that (5) is the governing equation for the departure times of a G=D=1 queue with xed
servie times z and arrival epohs, f
n
  z; n  1g. Thus, the departure times from the lter
using the algorithm would be the same as the departure times from a G=D=1 queue if the arrival
proess is shifted forward by z. Sine we assume the input proess is stationary, the shifted
proess still has the same joint distribution. This leads to the result that the joint distribution
of the interdeparture times is the same as that of a G=D=1 queue. Moreover, the expeted
delay is redued by z.
It is natural to ask if one ould design a lter that minimizes the variane of interdeparture
times with a guaranteed maximum delay for eah ustomer. Though we are not able to solve
this optimization problem, we propose a \good" lter that, at least, satises the following
riteria.
(i) The delay for every ustomer is not longer than a onstant .
(ii) The interdeparture sequene from the lter is less variable than the input sequene.
(iii) The lter is universal, i.e., it \works" for all (stationary and ergodi) input proesses.
(iv) The output from the lter is in the same order as the input.
(v) The lter is onsistent, i.e., the variability of the interdeparture sequene dereases as the
delay onstraint  inreases.
The essential onept is to add another lter to Algorithm 4.2 suh that the delay onstraint
is satised (see Figure 1). We update step 3 in Algorithm 4.2 as follows:
Algorithm 4.3
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3. otherwise (the next arrival epoh is not larger than s),
 If s is not larger than the arrival epoh + , release the arrival at time s; otherwise
release the arrival at the arrival epoh +.
 update s s+ z.
Sine Algorithm 4.3 only needs two additions and two omparisons, it an be implemented
eÆiently. In the following theorem, we prove that it also satises the ve riteria.
Theorem 4.4 Algorithm 4.3 satises riteria (i)-(v).
To gain more insights into the algorithm, let 
n
, 
1
n
and 
2
n
be the n-th arrival epoh, the
n-th departure epoh from Algorithm 4.2, and the n-th departure epoh from Algorithm 4.3.
Clearly, we have

2
n
= min(
1
n
; 
n
+ ): (6)
Unlike the monotoni property in z in Algorithm 4.2, Algorithm 4.3 does not have suh a
property. Moreover, the minimum spaing between two departure epohs is not guaranteed by
z in Algorithm 4.3. If z in Algorithm 4.3 is larger than the expeted interarrival time, then
the event f
1
n
 
n
+ g ours almost surely for every large n. In this ase, 
2
n
= 
n
+  and
the departure proess is merely the arrival proess delayed by . Thus, inreasing z does not
neessarily redue the variane of interdeparture times in Algorithm 4.3. The only question left
is to nd z that minimizes the variane. This problem seems to be diÆult sine the onstant
z depends on the input proess. In the next setion, we use a urve tting tehnique to obtain
suboptimal solutions. The onstant z omputed by the suboptimal solution is lose to the
optimal one when omparing with simulations subjet to Poisson arrivals.
The rest of this setion is devoted to the proofs of Theorems 4.1 and 4.4. The proofs are
based on a sample path argument and the ut riterion for the majorization ordering.
Proof of Theorem 4.1. In order to show the monotoni result, we onsider the departure
proesses of two G=D=1 queues with xed deterministi servie times, z and ~z (z  ~z). Let
f
n
; n  1g be the arrival epohs of the n-th ustomer to both G=D=1 queues and f
1
n
g, and
f~
1
n
g be the departure epohs. Let T
1
n
and
~
T
1
n
be the n-th interdeparture times of these two
systems, i.e., T
1
n
def
= 
1
n
  
1
n 1
and
~
T
1
n
def
= ~
1
n
  ~
1
n 1
for all n. It suÆes to show that for any
onvex funtion h
lim
n!1
1
n
n
X
j=2
Eh(T
1
j
)  lim
n!1
1
n
n
X
j=2
Eh(
~
T
1
j
): (7)
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The key idea is to ouple the sample paths in suh a way that the majorization ordering between
T
1
and
~
T
1
an be established.
Let fn
k
g (n
0
def
= 0) be the rst ustomer that arrives in the system after k  1 busy periods
in the G=D=1 queue of the system with servie times z. Now we will show that for all k
(T
1
n
k
+1
; : : : ; T
1
n
k+1
)  (
~
T
1
n
k
+1
; : : : ;
~
T
1
n
k+1
):
We denote the amounts of work in the G=D=1 queues at time t as V
t
and
~
V
t
. Furthermore,
we assume that both G=D=1 queues start from empty systems. It then follows from Lindley's
equations:
V
t
= max(0; V

n
+ z   (t  
n
)); if 
n
< t  
n+1
;
and V
t
= 0 if 0  t  
1
. A similar equation holds for
~
V
t
. Sine z  ~z, V
t

~
V
t
. Thus,
V

n
k
=
~
V

n
k
= 0 for all t. From the fat that the departure time is the sum of the arrival time,
waiting time and servie time, i.e., 
1
n
= 
n
+ V

n
+ z and ~
1
n
= 
n
+
~
V

n
+ ~z, it follows that

1
n
  ~
1
n
 z   ~z for all n and that 
1
n
k
  ~
1
n
k
= z   ~z for all k. Thus, we have for all k
T
1
n
k+1

~
T
1
n
k+1
; (8)
and
n
k+1
X
j=n
k
+1
T
1
j
=
n
k+1
X
j=n
k
+1
~
T
1
j
: (9)
Observe that the interdeparture time of the G=D=1 queue of the system with the servie times
z is the xed onstant z if the server is busy, i.e., T
1
n
= z for all n
k
< n < n
k+1
. More-
over, T
1
n
k+1
 z sine the n
k+1
-th ustomer enters a empty queue. In onjuntion with (8)
and (9), either
~
T
1
j
 T
1
j
 z or
~
T
1
j
 T
1
j
 z for j = n
k
+ 1; : : : ; n
k+1
and
P
n
k+1
j=n
k
+1
T
1
j
=
P
n
k+1
j=n
k
+1
~
T
1
j
. Applying the ut riterion for the majorization ordering in Lemma 2.2 (i) yields
(T
1
n
k
+1
; : : : ; T
1
n
k+1
)  (
~
T
1
n
k
+1
; : : : ;
~
T
1
n
k+1
). Using the onatenation property for the majoriza-
tion ordering in Proposition 2.3(ii), we have (T
1
2
; : : : ; T
1
n
k+1
)  (
~
T
1
2
; : : : ;
~
T
1
n
k+1
) for all k. From
Proposition 2.3 (i), it follows that
1
n
k+1
n
k+1
X
j=2
h(T
1
j
) 
1
n
k+1
n
k+1
X
j=2
h(
~
T
1
j
):
The onvergene of the limits are just due to the property of ergodiity.
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Proof of Theorem 4.4. From (6), it follows that the delay for every ustomer is not larger than
the onstant . In onjuntion with (4), the output is in the same order as the input taking
into aount that the output from Algorithm 4.2 is in the same order as the input. Sine the
ase  = 0 orresponds to the ase without ltering, it suÆes to show that for all stationary
ergodi proesses, the interdeparture sequene beomes less variable when the delay onstraint
 is inreased.
Now onsider two systems using the same parameters in Algorithm 4.3 exept the delay
onstant  and ~,   ~. We denote the system with the delay onstant  as system A and the
other as system B. Again, let 
n
be the n-th arrival epoh for both systems. Sine Algorithm
4.2 does not use the parameter , the departures from Algorithm 4.2 are still the same for both
systems. We denote the n-th departure from Algorithm 4.2 as 
1
n
for both systems. Let 
2
n
be
the n-th departure epoh from Algorithm 4.3 in system A. Let T
2
n
be the n-th interdeparture
time from Algorithm 4.4 in system A, i.e., T
2
n
= 
2
n
  
2
n 1
. Let ~
2
n
and
~
T
2
n
be the orresponding
quantities for system B. From (4) and (6), we write the three governing equations for these two
systems:

1
n
= max(
n
; 
1
n 1
+ z);

2
n
= min(
1
n
; 
n
+ );
~
2
n
= min(
1
n
; 
n
+ ~);   ~:
Analogous to the proof for Theorem 4.1, let fn
k
; k  1g (n
0
def
= 0) be the sequene of
ustomers that satises 
1
n
k
= 
n
k
or, equivalently, 
n
k
> 
n
k
 1
+ z. Also let fm
k
; k  1g
(m
0
def
= 0) be the sequene of ustomers that satisfy ~
2
m
k
= 
1
m
k
or, equivalently, 
1
m
k
< 
m
k
+ ~.
Sine we assume that   ~, 
2
m
k
= ~
2
m
k
= 
1
m
k
. Analogous to the proof of Theorem 4.1, we
would like to show that for all k
(T
2
m
k
+1
; : : : ; T
2
m
k+1
)  (
~
T
2
m
k
+1
; : : : ;
~
T
2
m
k+1
)
via the ut riterion for the majorization ordering. Clearly, we have
m
k+1
X
j=m
k
+1
T
2
j
=
m
k+1
X
j=m
k
+1
~
T
2
j
= 
1
m
k+1
  
1
m
k
: (10)
Thus, we only need to show (1) in the ut riterion, i.e., either
~
T
2
j
 T
2
j
 z or
~
T
2
j
 T
2
j
 z is
satised for j = m
k
+1; : : : ;m
k+1
. Sine 
1
n
k
= 
n
k
 
n
k
+, the sequene fn
k
g is a subsequene
of the sequene fm
k
g. From (4), it follows that 
1
j+1
= 
1
j
+ z for j 6= n
k
and 
1
n
k
 
1
n
k
 1
+ z.
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Using the fat that fn
k
g is a subsequene of fm
k
g,

1
j+1
= 
1
j
+ z for j 6= m
k
(11)
and

1
m
k
 
1
m
k
 1
+ z: (12)
Moreover, aording to the denition of m
k
, we also know that ~
2
j
= 
j
+ ~ for j 6= m
k
. Thus,
~
T
2
j
= 
j
  
j 1
(13)
for j = m
k
+1; : : : ;m
k+1
  1. In order to ompare T
2
j
and
~
T
2
j
for j = m
k
+1; : : : ;m
k+1
  1, we
onsider the following four ases:
Case 1. 
1
j
< 
j
+  and 
1
j 1
< 
j 1
+ .
In this ase, 
2
j
= 
1
j
and 
2
j 1
= 
1
j 1
. It then follows from (11) that T
2
j
= 
1
j
  
1
j 1
= z.
Thus, we have either z = T
2
j

~
T
2
j
or z = T
2
j

~
T
2
j
in the ase.
Case 2. 
1
j
< 
j
+  and 
1
j 1
 
j 1
+ .
In this ase, 
2
j
= 
1
j
and 
2
j 1
= 
j 1
+. It then follows from (13) that T
2
j
= 
1
j
 (
j 1
+) 

j
+  (
j 1
+) =
~
T
2
j
. Moreover, we have from (11) that T
2
j
= 
1
j
  (
j 1
+)  
1
j
 
1
j 1
= z.
Thus, we have z  T
2
j

~
T
2
j
in the ase.
Case 3. 
1
j
 
j
+  and 
1
j 1
 
j 1
+ .
In this ase, 
2
j
= 
j
+  and 
2
j 1
= 
j 1
+ . It then follows from (13) that T
2
j
=

j
+   (
j 1
+ ) =
~
T
2
j
. Thus, we have either z  T
2
j
=
~
T
2
j
or z  T
2
j
=
~
T
2
j
in the ase.
Case 4. 
1
j
 
j
+  and 
1
j 1
< 
j 1
+ .
In this ase, 
2
j
= 
j
+ and 
2
j 1
= 
1
j 1
. It then follows from (13) that T
2
j
= 
j
+ 
1
j 1


j
+   (
j 1
+ ) =
~
T
2
j
. Moreover, we have from (11) that T
2
j
= 
j
+   
1
j 1
 
1
j
  
1
j 1
= z.
Thus, we have z  T
2
j

~
T
2
j
in the ase.
For the omparison of T
2
m
k+1
and
~
T
2
m
k+1
, we rst note that
T
2
m
k+1
= 
2
m
k+1
  
2
m
k+1
 1
= 
1
m
k+1
 min(
1
m
k+1
 1
; 
m
k+1
 1
+ )
 
1
m
k+1
  
1
m
k+1
 1
 z
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taking aount of (6) and (12). Thus, we only need to show that T
2
m
k+1

~
T
2
m
k+1
. From

2
n
= min(
1
n
; 
n
+ ), ~
2
n
= min(
1
n
; 
n
+ ~) and   ~, it follows that 
2
n
 ~
2
n
for all n. Sine

2
m
k+1
= ~
2
m
k+1
= 
1
m
k+1
, we have T
2
m
k+1

~
T
2
m
k+1
. Thus, the ut riterion for the majorization or-
dering in Lemma 2.2 (i) is satised and we have that (T
2
m
k
+1
; : : : ; T
2
m
k+1
)  (
~
T
2
m
k
+1
; : : : ;
~
T
2
m
k+1
).
Using the onatenation property for the majorization ordering in Proposition 2.3(ii), we have
(T
2
2
; : : : ; T
2
m
k+1
)  (
~
T
2
2
; : : : ;
~
T
2
m
k+1
) for all k. The rest of the proof follows the same argument
as in the proof of Theorem 4.1.
5 Appliations
In this setion, we onsider two examples and show that the throughput in these two examples
an be inreased if smoothing lters are added.
5.1 Single-server loss systems
Now we onsider a G/M/1 loss system with arbitrary arrivals and independent exponential
servie times with mean 
 1
. Sine there is no buer for ustomers, a ustomer when he
arrives is either aepted and served immediately if he nds the system empty or lost if he nds
the system busy.
The single-server loss system might be used for modelling a wireless ommuniation network
in a building ([6℄). We assume that the network is onneted by a built-in token ring and that an
adapter, whih is attahed to the ring, is built in eah room. The ommuniation link between
a lap-top terminal and an adapter is through an infrared link. Sine a large number of adapters
needs to be built, one must keep the ost of the adapter low. We might assume that the buer
size in eah adapter is only for one (inoming) paket. The paket in the soure adapter is
transferred to the destination adapter when the token arrives at the soure adapter. For an
ative terminal, the system might be modelled as a single-server loss system by onsidering the
yle time of the token ring network as the servie time of the ustomer in the loss system. Sine
we assume that the adapters are built at low ost, there is no feedbak mehanism between
the adapter and the ative terminal. The objetive is to smooth the traÆ generated by the
terminal suh that the throughput between the adapter and the terminal an be inreased.
Using Rolski [25℄, Remark 2.14, Chang and Pinedo [3℄ states the following result for the
loss probability of a G=M=1 loss system.
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Proposition 5.1 If the interarrival sequene, T = fT
1
,T
2
,: : :g, for a G=M=1 loss system is
ergodially stable, then the loss probability is given by
P
l
=
Z
1
0
G(x)e
 x
dx =
Z
1
0
e
 x
dG(x) ;
where G(x) is the one-dimensional stationary distribution of the interarrival times T .
The argument for Proposition 5.1 is as follows: Based on the memoryless property of
exponential distributions, an arrival starts an exponentially distributed busy period no matter
whether he is aepted or not. The probability that the next ustomer is lost is just the
probability that the interarrival time is shorter than the exponential busy period. Taking the
limit and using Denition 2.5 ompletes the argument.
Sine e
 x
is onvex, Chang and Pinedo [3℄ uses Proposition 5.1 to ompare two G=M=1
loss systems with dierent arrival proesses.
Proposition 5.2 If T and
~
T are two ergodially stable input sequenes of G/M/1 loss systems
with the one-dimensional stationary distributions of the interarrival times G(x) and
~
G(x), then
G(x) 

~
G(x) implies P
l

~
P
l
.
Sine the throughput of the system is 1 P
l
, the throughput is inreased if the variability of
the input sequene of a single-server loss system is redued. Thus, we an apply the smoothing
lters in the previous setions to inrease the throughput of single-server loss systems at the
ost of inreasing delay.
Now we provides some numerial examples to shed some light on the trade-o between
delay and throughput. Let the input proess be Poisson with rate . Let the servie times
at the single-server loss system be exponentially distributed with . The lter in front of
the loss system runs Algorithm 4.2. We note that the ase z = 0 orresponds to the system
without ltering. Sine the interdeparture times from Algorithm 4.2 are stohastially idential
to those from anM=D=1 queue, the interdeparture time is z with probability z and z+Y with
probability 1   z, where Y is an exponential random variable with mean 1= ([8℄, II.4.113).
Using Proposition 5.1, we an ompute the loss probability as follows:
P
l
= e
 z
z + (1  z)e
 z

+ 
z < 1: (14)
The equation shows two extreme ases. In the ase z = 0, the loss probability is

+
. In
the ase z !
1

, the loss probability is e
 


. The gain of using the lter is to have the loss
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probability derease exponentially in the servie rate  instead of dereasing inversely. To
ompute the expeted delay for a randomly hosen ustomer who passes through the loss system,
we observe that the interdeparture time from the lter between the previous ustomer and this
randomly hosen one is either the onstant z or the sum of the onstant z and an exponentially
distributed random variable with mean 1=. These orrespond to the ases when the randomly
hosen ustomer sees a busy or empty \queue" at the lter. The probability for the rst ase is
z(1 e
 z
)
1 P
l
. The expeted delay in the lter in the rst ase is the same as the expeted waiting
time for a ustomer in a M=D=1 queue given that he sees a busy queue when he arrives. Using
the Pollazek-Khinthine formula and onditioning on the probability that a ustomer sees a
busyM=D=1 queue, the onditioned delay is
z
2
1
1 z
. In the seond ase, the delay in the lter is
zero. Thus, the expeted delay for a randomly hosen ustomer who passes through the system
is
z(1   e
 z
)
1  P
l
z
2
1
1  z
: (15)
Using (14) and (15), we plot two examples: (i)  =  = 1 and (ii)  = 1 and  = 10. These are
shown in Figures 2-5. In the rst ase, the throughput, 1   P
l
, is inreased from 50% to 55%
by using z = 0:53. The expeted delay is merely 0.22. The seond ase is even better. The
throughput is inreased from 91% to 99% by using z = 0:38. The expeted delay is 0.11.
In order to ahieve a guaranteed maximum delay , we apply Algorithm 4.3. Sine the
minimum and maximum funtions in Algorithm 4.3 are nonlinear, we believe that the output
proess is analytially intratable. We use simulations to measure the performane of this
algorithm. In Figure 6, we show the results for the throughput for the seond example above,
i.e.,  = 1 and  = 10 with z in the x-axis and the loss probability in the y-axis. The eight urves
orrespond to  = 0:125; 0:25; 0:375; 0:5; 0:625; 0:75; 0:875 and 1.0. We use the regenerative
method to generate the ondene interval for the simulations [21℄ and halt the simulation
when the ratio of the width of the 99% ondene interval to the estimated loss probability is
less than 0.005. A urve tting tehnique, based on an approximation of the distribution of
the delay through the lter, is used to nd the optimal z's in these urves. Though Algorithm
4.3 does not have a monotone property in z, one still expets that the variability of the output
proess dereases in z when a large proportion of ustomers pass through the lter without
being aeted by the delay onstraint, i.e., 
2
n
= 
1
n
for most n. Thus, the onstant z should be
hosen when the monotoniity property begins to fail. Assume that the monotoniity property
begins to fail when Æ% of ustomers are aeted by the delay onstraint. Thus, the onstant z
is obtained by solving P (
1
n
  
n
> ) 
Æ
100
. Note that 
1
n
  
n
is the waiting time of a M=D=1
queue with arrival rate  and servie times z. In order to obtain a losed-form expression, we
approximate the waiting time of the M=D=1 queue by an exponential distribution with the
same mean. Note that the expeted waiting time of a M=D=1 queue with arrival rate  and
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servie times z is
z
2
2
(1  z)
 1
. Thus, we need to solve z in the following equation:
P (
1
n
  
n
> )  e
 
2
z
2
(1 z)
=
Æ
100
:
This leads to
z =
q
()
2
+ 2 log(
100
Æ
)  
 log(
100
Æ
)
: (16)
Choosing Æ = 1, we mark in Figure 6 the onstant z suggested by (16). We note that these
marks are lose to the optimal z in our simulation. This suggests that Algorithm 4.3 should be
operated in the way that most of ustomers are not aeted by the delay onstraint .
5.2 The leaky-buket sheme
The leaky-buket sheme proposed by Turner [35℄ has been widely studied in the input rate
ontrol of B-ISDN/ATM networks (see [31, 30℄ and referenes therein). We assume that the
input proess is stationary and ergodi and that the token is oming at every d seonds to a
token pool with buer size 1. At the instant of an arrival, the paket is admitted to the network
if there is a token in the token pool. After the paket is admitted to the network, the number
of tokens in the pool is then redued by 1. If the token pool is empty when a paket arrives,
this paket is lost. An arriving token is lost if the token pool is full and it is put into the token
pool if the token pool is empty. We ompute the throughput in the following theorem.
Theorem 5.3 If the input proess N(t) is stationary and ergodi with rate  and the one-
dimensional stationary distribution of interarrival times G(x), then the loss probability
P
l
=
d  1 + 
R
1
d
(1 G(x))dx
d
:
Proof. Let N
j
be the number of pakets that arrives in the interval [(j   1)d; jd). Sine the
token arrives every d seonds, the number of pakets lost within [(j   1)d; jd) is (N
j
  1)
+
,
where x
+
= max(0; x). Thus, the loss probability is
P
l
= lim
n!1
P
n
j=1
(N
j
  1)
+
P
n
j=1
N
j
:
By the ergodiity and stationarity of the input proess,
P
l
=
E(N
1
  1)
+
EN
1
:
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Observe that EN
1
= d and that E(N
1
  1)
+
= E(N
1
)   1 + P (N
1
= 0). From the inversion
formula (see (4.2.4b) of Baelli and Bremaud [1℄ or the Palm-Khinthine equations of Cox and
Isham [9℄), it follows that
P (N
1
= 0) = 
Z
1
d
(1 G(x))dx:
This ompletes the proof.
Using the property that
R
1
a
(1 G(x))dx 
R
1
a
(1 
~
G(x))dx if G(x) 

~
G(x), we have the
following orollary for omparing two input sequenes for the leaky-buket sheme with token
buer size 1.
Corollary 5.4 If T and
~
T are two ergodially stable input sequenes with the one-dimensional
stationary distributions of interarrival times G(x) and
~
G(x), then G(x) 

~
G(x) implies P
l

~
P
l
.
In other words, the throughput is inreasing as the variability of the input sequene de-
reases. Similar to the onlusion in the single-server loss systems, we an apply the smoothing
lters in the previous setions to inrease the throughput of the leaky-buket sheme with token
buer size 1.
6 Conlusions and future researh
In this paper, we provided various lters for Double Stohasti Poisson proesses and stationary
and ergodi proesses for reduing the variability of the one-dimensional distributions of inter-
arrival times (subjet to a maximum delay onstraint). We also showed that the throughput
of the single-server loss system and the leaky-buket sheme with token buer size 1 an be
inreased by smoothing the input proesses sine the throughput of these two systems only
depend on the one-dimensional distributions of interarrival times. In general, we expet that
one might be able to inrease the throughput of a system with a nite apaity by smoothing
the input proesses. For instane, the buer sizes of the two examples in setion 6 is larger than
1. The proof for suh systems appears to be diÆult sine the throughput depends not only on
the one-dimensional distributions of interarrival times but also on the joint distributions. The
onjeture is related to Ross's onjeture ([28, 10, 15, 24, 25, 26, 33, 34, 4, 5℄, among many
others) and Niu's onjeture ([23, 16℄) in the literature. Some of them remain unsolved ([27℄).
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