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Abstract
Coarse graining is deﬁned in terms of a commutative diagram. Necessary and sufﬁcient conditions are given in the continuously
differentiable case. The theory is applied to linear coarse grainings arising from partitioning the population space of a simple Genetic
Algorithm (GA). Cases considered include proportional selection, binary tournament selection, ranking selection, and mutation. A
nonlinear coarse graining for ranking selection is also presented. A number of results concerning “form invariance” are given. Within
the context of GAs, the primary contribution made is the illustration of a technique by which coarse grainings may be analyzed. It
is applied to obtain a number of new coarse graining results.
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1. Introduction
Managing complexity involves quotients (or some generalization thereof) if by “managing complexity” one intends
to reduce complexity while simultaneously maintaining important aspects of ﬁdelity. The following diagram is an
abstraction of the general scheme being considered. In that illustration, x ∈ X represents state and h : X → X
transforms state. Complexity is managed by , which maps state into a simpler form, and by h˜ which has reduced
complexity by virtue of transforming simpliﬁed state
x
h−−−−→ h(x)

⏐⏐ ⏐⏐
x
h˜−−−−→ h(x)
(1)
Maintaining important aspects of ﬁdelity is interpreted to mean the diagram commutes; both paths from x to h(x)
yield identical results. Thus,  can be regarded as deﬁning what aspects of ﬁdelity are maintained—if leeway exists
in choosing it—or what aspects of ﬁdelity are capable of preservation—if there is virtually no leeway. If the diagram
commutes, the reduced complexity model h˜ is the quotient of h corresponding to the coarse graining . The quotient
h˜ is referred to as a coarse graining of h (with respect to ), and h is said to be compatible with .
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Whereas modeling h in an approximate fashion (by relaxing commutativity of the diagram) is interesting, the central
question of this paper is concernedwith is whether one can do better than approximation, and if so, then how?Moreover,
knowledge of what it is that can be exact may identify a useful starting point for what it is that later will be approximated
or perturbed from.
This abstract framework may provide a useful context in which to consider systems comprised of large collections
of components interacting with each other (and with possibly some background environment). Assuming practical
limitations to exact computation of the dynamics x, h(x), h◦h(x), . . ., approximation may be the best one can do. One
would like to know, however, if that was the case or whether useful quotients did exist. It is natural to ask whether the
underlying components could somehow be partitioned into a collection of disjoint subsets which could be considered
as units in their own right. If obtaining a description of the dynamics of the subsets—in terms of the subsets alone—
is possible, then the original system might be coarse grained into higher level units (the subsets) having dynamics
compatible with the dynamics of the original system.
This scenario will be made concrete by taking the system to be a Genetic Algorithm (GA). In that case the under-
lying components comprise the search space, the environment is modeled by the ﬁtness function (which determines
competition between population members), and the state space is the set of possible populations. Whereas reading this
paper should acquaint one with what it is primarily concerned with, a few remarks will be made—in the context of
GAs—to help clarify what is not a primary concern.
GA dynamics may equivalently be described with respect to various bases, typically either a string basis (elements
of which correspond to particular strings) or a schema basis (elements of which correspond to particular schemata) [2].
Schemata are widely thought of as “coarse grained”, by virtue of being deﬁned in terms of collections of strings. 1 That
notion, however, is to some extent arbitrary; one might likewise regard strings as “coarse grained”, by virtue of the fact
that they are deﬁnable in terms of collections of schemata. In this paper, the coarse graining results concerning GAs
do not coincide with a change of basis (as, for instance, moving from strings to schemata); in that case the quotient
h˜ =  ◦ h ◦ −1 always exists, since a change of basis (i.e., ) is invertible. 2
The primary contribution made by this paper is to introduce and illustrate a technique by which the possibility for
coarse grainings may be analyzed. We are concerned with the application of analytical tools rather than establishing
particular results about any speciﬁc ﬁtness function. Rather than addressing the general situation, however, those tools
speak to a special kind of coarse graining (differentiable coarse graining) which is introduced in Section 3. The potential
utility of those tools is demonstrated by obtaining a number of new coarse graining results.
Roughly speaking, this paper is organized into four parts. The ﬁrst is this introduction and the next section where a
few conceptual examples of general quotients are discussed. Second, a necessary and sufﬁcient condition characterizing
quotients is described (assuming h is continuously differentiable, X is an open subset of a ﬁnite-dimensional Euclidean
space, etc.), followed by a reduction to special cases. Third, aspects of the theory of the Simple Genetic Algorithm
[12] are reviewed in preparation for applying the necessary and sufﬁcient condition, and to relate coarse graining to
the more general stochastic setting in which GAs are deﬁned. Fourth, the theory is applied to GAs in an investigation
of quotients for selection and mutation, followed by a summary of results.
2. Conceptual overview
A few examples are brieﬂy mentioned to make the general framework introduced above less abstract, to illustrate that
in practice complex systems are frequently managed and understood with the aid of coarse grainings, and to provide
some idea of where our applications ﬁt within a more general context.
It should be kept in mind that we must necessarily coarse grain some model of the real world, because the state space
X and the transformation h are mathematical abstractions.
1. Modeling the motion of a body by assuming it is rigid leads to a simple coarse graining (of that rigid model) where
(x) is the center of gravity. Examples of this sort employ coarse grainings to transfer the domain of analysis to a
simpliﬁed setting (namely, h˜ acting on X).
2. Invariants assert that the dynamics h (of some model of a physical system) is compatible with a coarse graining
under which the quotient h˜ is the identity map. For instance, E = mc2 corresponds to the coarse graining (x) =
1 The term “coarse grained” is put in quotes to distinguish it from coarse graining as used in this paper.
2 In the invertible case,  is called the conjugacy map between h and h˜, and they are said to be conjugate.
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E(x)−m(x)c2. Examples of this sort show the existence of coarse grainings may be used to constrain the analysis
(in the original setting X ) by invariants.
3. The quantum mechanics describing the hardware of a computer is usually modeled by digital logic. A familiar
coarse graining (of that gate-level digital model) is the high-level gnu/linux interface seen by the C programmer.
Examples of this sort suggest that the quotient h˜ may be the primary object of concern; commutativity of the coarse
graining ( ◦ h = h˜ ◦ ) may serve as a proof of correctness for the implementation h.
The quotient in the last example above is obtained only if the state transition x → h(x) corresponds to a number
of microcycles which depends on x (namely, that number required for completion of the high-level service/command
corresponding to x). This point is made to clarify the general phenomenon that even though a desirable quotient of a
system’s single-step trajectory
x → h(x) → h2(x) → · · · (2)
might not exist (think of h as being analogous to a single microcycle), it nevertheless could be the case that a multi-step
trajectory
x → hp(x)(x) → hp(hp(x)(x))(x) → · · · (3)
does admit useful quotients. The applications to genetic algorithms presented in Sections 5–8, however, are limited to
the single-step scenario (2) rather than the more general multi-step situation (3).
Because models are coarse grained, an exact coarse graining (of a model) can be an approximation (to reality) if the
model itself is an approximate one. This points to another reason why quotients may be signiﬁcant; they may aid in
identifying tractable approximate models (i.e., models which have useful quotients).
If an “approximate coarse graining” of a model is desired (meaning that commutativity of diagram 1 is not strictly
enforced), one might take that to be a strict coarse graining h˜ of some h which approximates the model. In the situation
where such h is not given, but a candidate  and h˜ : X → X are known, a relevant observation is that a compatible
h : X → X such that commutativity holds is trivial to construct from  and h˜; 3 if the constructed h is deemed to
approximate the intended model, then h˜ could be regarded as an approximate coarse graining of the model.
The applications to genetic algorithms presented in Sections 5–8, however, are not concerned with approximation
since the models being coarse grained are themselves exact.
3. Differentiable coarse graining
The following summarizes from [10]. Rather than beginning with a coarse graining, one will be obtained as a
byproduct of a continuously differentiable map. Constraining the framework for coarse graining in this way facilitates
the application of differential calculus (most coarse grainings appearing in the Evolutionary Computation literature
correspond to equivalence relations obtainable as a byproduct of linear—and thus trivially differentiable—maps). The
hope is that thismay provide a useful vantage point fromwhich to consider coarse grainings, and, in some circumstances,
to enable their computation.
Let  : V −→ W be a continuously differentiable function between open subsets of ﬁnite-dimensional Euclidean
spaces. 4 A path (with respect to ) is a smooth function 5  : [0, 1] −→ V such that  ◦  is constant. The path  is
said to be from u to v provided (0) = u and (1) = v. Let the equivalence relation ≡ on V be deﬁned by
u ≡ v ⇐⇒ there exists a path  from u to v
and let : V −→ V/ ≡ map element v to its equivalence class v˜. Equivalence classes are, in particular, path-connected
components of level sets of . It follows that the image of any path is contained in some equivalence class.
3 Let h map elements of −1 ◦ (x) to elements of −1 ◦ h˜ ◦ (x), where −1 denotes inverse image (under ).
4 Such spaces sufﬁce for our purposes; a more general development is possible.
5 By smooth we mean a differentiable function whose differential (over the interior of the domain) has a continuous extension to the entire domain.
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A continuously differentiable function h : V −→ V is said to be compatible with ≡ provided there exists a function
h˜ for which the following diagram commutes:
V
h−−−−→ V

⏐⏐ ⏐⏐
V/≡ h˜−−−−→ V/≡
(4)
In that case h˜ is called the quotient of h (corresponding to the coarse graining ); the quotient h˜ is referred to as a
coarse graining of h (with respect to ), and h is said to be compatible with .
Let Tv be the tangent space of the equivalence class v˜ at v, deﬁned by
Tv = L{d0(1) :  is a path from v to w, for some w},
where L{· · ·} denotes the linear span of {· · ·}, and for any function f differentiable at x, the differential of f at x is
denoted by dfx . For any linear function L, denote the kernel of L by KL. The proof of the following theorem can be
found in [10].
Theorem 1. A necessary and sufﬁcient condition for h to be compatible with ≡ is that for all x ∈ V ,
dhx : Tx −→ Kdh(x) .
Moreover, Tx is a subspace of Kdx .
The special case where is linear is referred to as linear coarse graining, and the necessary and sufﬁcient condition
reduces to
dhx : K −→ K. (5)
If both h and  are linear, then the situation reduces to the case considered in [9],
h : K −→ K. (6)
It should be noted that the sort of coarse graining presented in this section, which we call differentiable coarse graining,
is not without loss of generality. The connected set
C = {(x, y) : y = sin(x−1), x 	= 0} ∪ {(x, y) : x = 0}
is a level set of the continuously differentiable function
(x, y) = e−x−2(y − sin(x−1))
but it cannot be an equivalence class (by our deﬁnition) since it is not path-connected [7]. Our requirement that paths be
smooth is also restrictive; the Koch snowﬂake curve is arc-connected, but nowhere differentiable [4], and, any closed
set (e.g., the Koch snowﬂake) can be a level set of a continuously differentiable function [3].
As mentioned in the Introduction, commutativity of diagram 1 is trivial when  is invertible and h˜ =  ◦ h ◦ −1.
More generally, if h˜ is a any coarse graining of h with respect to , and if  is invertible, then  ◦ h˜ ◦−1 is a coarse
graining of h with respect to  ◦ . 6
6 Any map conjugate to a quotient is also a quotient, when quotient and coarse graining are general (i.e., if the coarse graining is not required to
be differentiable).
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4. GAs and stochastic compatibility
This section presents a brief summary of relevant background from [12] to introduce the mathematical framework
in which Theorem 1 will be applied.
Let  denote the stochastic transition function for a ﬁnite populationGA 7 over the search space = {0, . . . , n−1}, 8
and let G be the corresponding inﬁnite population model. 9 The transition matrix Q of the GA’s Markov chain is deﬁned
by the probability that (p) = q and satisﬁes
Qp,q = r!∏ (G(p)j )rqj
(rqj )! , (7)
where r is the population size, and where the population represented by the n-dimensional real vector p contains rpj
instances of j.
The (completion of the) population representation space is the simplex
n = {〈x0, . . . , xn−1〉 : xi0, 1Tx = 1},
where 〈· · ·〉 denotes a column vector, 1 is the vector of all 1s, 10 and ·T denotes transpose (of ·). Results of the previous
section will be applied with h = G and V a path-connected (by smooth paths) neighborhood of n.
Let ≡ be an arbitrary equivalence relation over , and let {0∗, . . . , (k − 1)∗} be equivalence class representatives.
The linear operator with k × n matrix  deﬁned by
i,j = [i∗ ≡ j ]
(where [expression] denotes 1 if expression is true, and 0 otherwise) lifts ≡ to an equivalence relation between elements
p, p′ ∈ V by
p ≡ p′ ⇐⇒ p = p′. (8)
Note that
1T = 1T. (9)
The set of equivalence classes (of ≡ on V) is
V/ ≡= {V ∩ (−1 ◦ v) : v ∈ V },
where −1 denotes inverse image. Therefore, V/≡ is set-isomorphic to V (by ) and the coarse graining (of the
previous section) may without loss of generality be taken to coincide with the linear operator  (of this section). This
makes sense if  is also chosen to coincide with , since then the level sets (of ) are precisely the elements of V/≡
(they are path-connected by smooth paths since the inverse image of a point under a linear map is a subspace).
The observations above may be summarized as follows. An arbitrary equivalence relation over gives rise to a linear
operator , which is naturally a linear coarse graining. Under that coarse graining, populations p and p′ are equivalent
provided the populations they represent coincide when equivalent members of  are regarded as indistinguishable (in
view of the deﬁnition of , that is what p = p′ asserts).
Compatibility in the stochastic case generalizes the deﬁnition given in the previous section;  is said to be compatible
with ≡ (also said to be compatible with ) if and only if
p ≡ p′ ⇒ ∀q.Prob{(p) ≡ q} = Prob{(p′) ≡ q}. (10)
7  maps the current population to the next generation.
8 Whatever ﬁnite search space is intended, its elements may (in principle) be enumerated and referred to by integers.
9 G maps the current population to the expected next generation.
10 The dimension of the (column) vector 1 is intentionally ambiguous, to be inferred from context.
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In that case, ˜ deﬁned by ˜(x) = (x) is referred to as the quotient of  (with respect to ). It is known that the
quotient ˜ exists if and only if a quotient G˜ of G exists (with respect to ), and the transition matrix Q˜ for the Markov
chain corresponding to ˜ can be obtained from the formula for Qp,q (7) by replacing G by G˜, p by p, and q by q.
Moreover, the image under  of an evolutionary trajectory beginning from any population p and generated by the
transition matrix Q is statistically indistinguishable from an evolutionary trajectory beginning from p and generated
by Q˜ [12].
Therefore, the stochastic case has been reduced to a deterministic setting, and commutativity (of diagram 4) is of
particular interest—for the theory of GAs—when h coincides with G. Applications of linear coarse grainings in the
following sections rely upon condition (5) to establish compatibility, where  =  and V is a neighborhood of n. A
relevant observation is therefore
K =
{
v : ∀c∗.∑
i≡c∗
vi = 0
}
. (11)
Whereas the discussion above relates the behavior of a GA (i.e.,  or equivalently Q) to that of its inﬁnite population
model (G), that discussion is in the context of a linear coarse graining. Independent of that context, connections between
their respective evolutionary trajectories are extensive; progress made with coarse graining G—by any means, whether
the coarse graining is linear or not—reﬂects on  (though in a less direct and more qualitative manner [12]).
5. Proportional selection + mutation
The “proportional selection + mutation” case refers to the simple GA with proportional ﬁtness and mutation, but no
crossover. The inﬁnite population model takes the form
G(p) = Gp
1TGp
,
where G = MF is a n × n matrix and 1 is the vector of all 1s. Here M is a column-stochastic 11 mutation matrix,
where Mi,j = Prob{j mutates to i}, and F is a diagonal ﬁtness matrix where Fi,i = fi is the ﬁtness of i (the vector f
is referred to as the ﬁtness function) [12]. In particular,
1TGp = f Tp. (12)
The domain of immediate interest isn (the completion of the population representation space). Note that (12) implies
1TGp does not vanish in a neighborhood of n, provided ﬁtness is positive (i.e., f has positive components). Positive
ﬁtness will be assumed throughout the remainder of this paper.
The following was established in [10]:
Theorem 2. Let  be the stochastic transition function for a simpleGAwith (proportional) ﬁtnessmatrix F andmutation
matrix M. Suppose positive ﬁtness and zero crossover, and let coarse graining  correspond (as in Section 4) to any
equivalence relation ≡ over . Equivalent population members have identical ﬁtness if and only if F is compatible
with . When F is compatible with , a necessary and sufﬁcient condition for  to be compatible with  is that M is. If
F is not compatible with , then a necessary and sufﬁcient condition for  to be compatible with  is that the columns
of M are equivalent.
Theorem 2 speaks to the no-mutation case if M = I , and then the condition that columns of M be equivalent reduces
to the requirement that ≡ has only one equivalence class (in), all populations (inn) are equivalent, and then = 1T.
Theorem 2 is put into sharper focus by the following result (established in [11]), where ei refers to the ith column
of the n × n identity matrix (indices begin with zero).
11 M is nonnegative, and 1TM = 1T.
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Theorem 3. Let coarse graining  correspond (as in Section 4) to any equivalence relation ≡ over . A necessary
and sufﬁcient condition for a mutation matrix M to be compatible with ≡ is that for all i, j ,
i ≡ j ⇒ Mei ≡ Mej .
Theorem 3 provides a method by which a mutation operator can be constructed compatible with a given equivalence
relation; whenever i ≡ j , choose columns i and j of M to differ by an element of K. Moreover, since K ⊂ 1⊥,
obtaining column i by adding an element v ∈ K to the j th column will not disturb the column stochasticity of M,
provided v + Mej is nonnegative.
A mutation operator whose matrix M has equivalent columns (with respect to an equivalence relation ≡) is called
restorative (with respect to ≡). This is equivalent to the existence of a vector w ∈ k (where k is the number of
equivalence classes) such that
M = w1T.
Whereas  is compatiblewith≡ for every ﬁtness functionwhenmutation is restorative (byTheorems 2 and 3), restorative
mutation has a more remarkable property. Note that if x ∈ n, then 1Tx = 1. Given restorative mutation,
Mx = w1Tx = w
is independent of x ∈ n. That observation implies the following:
Theorem 4. Let mutation having corresponding matrix M be restorative with respect to ≡. For all u, v ∈ n,
Mu ≡ Mv.
A mutation operator is called universal when it is compatible with every equivalence relation over .
Theorem 5. A mutation operator with matrix M is universal (i.e., compatible with every equivalence relation ≡ over
) if and only if there exists w ∈ n and 0 such that
M = (1 − )I + w1T
is nonnegative.
Proof. Suppose that the displayed matrix above is nonnegative. Since
1TM = (1 − )1T + 1T = 1T
the matrix M is both nonnegative and column stochastic, and therefore corresponds to a mutation operator. Let i ≡ j ,
so that ei − ej ∈ K (where the coarse graining  corresponds to an equivalence relation ≡ over ). Note that
Mei = (1 − )ei + w.
Hence
Mei − Mej = (1 − )(ei − ej ) ∈ K.
Conversely, suppose M is universal. First, consider the special case n = 2 (the case n = 1 is trivial).
M =
(
a b
c d
)
=
(
a − b 0
0 d − c
)
+
(
b
c
) (
1 1
)
,
where a + c = 1 = b + d . Therefore a − b = d − c. If b = c = 0 then M = I , so let  = 0 and choose w arbitrarily.
Otherwise, let  = b + c and choose w = −1〈b, c〉 to obtain
M = 	I + w1T.
Since 1T = 1TM = (	+ )1T, it follows that 	 = 1 − .
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Next, consider the general case n > 2. Let 0∗ ≡ h and k 	= h ⇒ 1∗ ≡ k. Let i 	= j both be equivalent to 1∗. Since
M is compatible (with ≡),
Mei = Mej .
Multiplying through by eT1 leads to∑
k≡1∗
Mk,i = ∑
k≡1∗
Mk,j .
Since M is column stochastic (and k 	= h ⇔ 1∗ ≡ k), the above is equivalent to
1 − Mh,i = 1 − Mh,j .
It follows that with the possible exception of the diagonal elements, M has identical rows (h, i, j are arbitrary, subject
to being distinct) and can therefore be expressed as
M = D + w1T,
where D is diagonal, w ∈ n, and 0. Multiplying through by 1T yields
1T = 1TD + 1T.
It follows that D = (1 − )I . 
Unlike universal mutation, restorative mutation cannot (for general ≡) be arbitrarily close to the identity, since
otherwise
lim
M→I Mej = ej
is independent of j, and consequently [i∗ ≡ j ] is independent of j (i.e., there can be only one equivalence class).
Hence, when ≡ has more than one class and if there exist equivalent population members with unequal ﬁtness, it is
impossible for  to remain compatible (in the proportional selection + mutation case) as mutation vanishes.
5.1. Form invariance
If h is compatible with a coarse graining  corresponding (as in Section 4) to any equivalence relation ≡ over , the
corresponding quotient is given by
h˜ =  ◦ h ◦ DT,
where D is the diagonal matrix
Di,i = 1/∑
j≡i
1.
Moreover, DT = I , which implies x ≡ DTx, and therefore when h is compatible, h(x) ≡ h ◦ DTx and so
h(x) =  ◦ h ◦ DTx (see [12]).
To say h is form invariant under coarse graining is to assert that h˜ has the same form as h (when h is compatible
with ≡).
Theorem 6. Proportional selection + mutation is form invariant.
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Proof. Theorems 2 and 3 imply M is compatible when G is, and therefore
 ◦ G ◦ DTx = (M)FD
Tx
1T(M)FDTx
= (MD
T)FDTx
1T(MDT)FDTx
= (MD
T)(FDT)x
1T(MDT)(FDT)x
= M˜F˜ x
1TM˜F˜ x
.
Note that
1TM˜ = 1TMDT = 1TMDT = 1TDT = 1TDT = 1TI = 1T
hence M˜ is column stochastic (i.e., a mutation matrix). Moreover, F˜ is a diagonal ﬁtness matrix,
F˜i,j = ∑
a,b,c
i,aFa,bDb,cj,c
= ∑
a,b,c
[a ≡ i∗][a = b]fa [b = c]∑
≡c 1
[c ≡ j∗]
= [i∗ ≡ j∗] ∑
c≡i∗
fc∑
≡c 1
. 
6. Binary tournament selection + mutation
A zero mutation, zero crossover, tournament selection GA with tournament size t and ﬁtness function f has corre-
sponding inﬁnite population model [12]
F(p)i = t ! ∑
v∈Xtn
∫ ∑ [fj fi ](v/t)j∑
[fj<fi ](v/t)j

(y) dy
∏
j<n
p
vj
j
vj ! ,
where
Xtn = {〈x0, . . . xn−1〉 : xi ∈ Z0, 1Tx = t}
and 
 is any continuous increasing probability density over [0, 1]. Binary tournament selection refers to the result of
choosing t = 2 and taking the limit as 
 tends to point mass at 1. Assuming injective ﬁtness (which will be assumed
for the remainder of this paper), the result is
F(p)i = p2i + 2pi
∑
j
pj [fj < fi].
It follows that
(dFxv)i = 2vixi + 2∑
l
[fl < fi](vixl + xivl). (13)
Note that (13) is a symmetric expression in x and v, and therefore dFxv = dFvx is linear in both x and v. In view of
this, the compatibility condition is that for all x ∈ V , and for all v ∈ K,
dFxv = ∑
h
xhdFehv ∈ K.
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Since K is a subspace, compatibility is therefore equivalent to the condition that for all h,
v ∈ K ⇒ dFehv ∈ K. (14)
Moreover, the ith component of the differential above simpliﬁes (from (13)) to
(dFehv)i = 2vi[fh < fi] + 2[h = i]
∑
l
[flfi]vl. (15)
Let  be a permutation of {0, . . . , n − 1} such that i < j ⇐⇒ f(i) < f(j) and let ≡ be any equivalence relation on
 for which the equivalence classes are ﬁtness-contiguous, meaning they are
{(0), . . . , (z0)}, {(z0 + 1), . . . , (z1)}, . . . , {(zk−2 + 1), . . . , (zk−1)}
for some −1 = z−1 < z0 < · · · < zk−1 = n−1. Let the equivalence class representative of the cth class be c∗ = (zc).
It follows that if b < c then everything equivalent to b∗ has ﬁtness less than everything equivalent to c∗. An equivalence
relation is referred to as ﬁtness-contiguous when its equivalence classes are. The following was established in [10]:
Theorem 7. Binary tournament selection is compatible with ≡ if and only if the equivalence relation is ﬁtness-
contiguous.
Incorporating mutation complicates matters. Let mutation have corresponding matrix M, and consider the GA as
abovewithmutation included (i.e., “binary tournament selection+mutation”); its inﬁnite populationmodel isG = MF
with differential dGx = M dFx . Choosing h = (0) in (15) yields
dGe(0) = M dFe(0) = 2M.
Therefore, a necessary condition for G to be compatible with ≡ is that M is. Just as dFxv = dFvx is linear in both x
and v, the same is true of dGx , and consequently (as for (14)) compatibility of G is equivalent (via (11) and (15)) to the
condition that for all h and c∗,
v ∈ K ⇒ 0 = ∑
j
vj [fh < fj ] ∑
i≡c∗
Mi,j +∑
l
[flfh]vl ∑
i≡c∗
Mi,h. (16)
Since ﬁtness is injective, and v ∈ K implies 1Tv = 0, this can be rewritten as
v ∈ K ⇒ 0 = ∑
j
vj [fh < fj ] ∑
i≡c∗
(Mi,j − Mi,h). (17)
This condition is linear in v, and so attention may be restricted to a basis for K, which (by (11)) can be taken to be
B = ⋃
r∗
{
v : ∑ vi = 0, vi 	= 0 ⇒ i ≡ r∗} .
The extent of representative r∗ (with respect to f and ≡) is deﬁned as
Er∗ =
{
i : min
k≡r∗ fkfi maxk≡r∗ fk
}
.
A mutation operator with matrix M is called contiguous (with respect to f and ≡) if it is compatible with ≡ and for
all r∗,
i, j ∈ Er∗ ⇒ Mei ≡ Mej .
Theorem 8. Let  be the stochastic transition function for a simple GA with ﬁtness f, binary tournament selection
F , and mutation matrix M. Suppose injective ﬁtness and zero crossover, and let coarse graining  correspond
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(as in Section 4) to any equivalence relation ≡ over . A necessary and sufﬁcient condition for  to be compatible with
 is that M is contiguous with respect to f and ≡.
Proof. Suppose M is not contiguous. If M is not compatible, then neither is  (it was previously observed that a
necessary condition for G to be compatible with ≡ is that M is). Suppose, therefore, that M is compatible, and there
exist j, h ∈ Er∗ such that Mej /≡ Meh. In particular, Mej −Meh /∈ K and therefore (by (11)) there exists c∗ such that
0 	= ∑
i≡c∗
(Mi,j − Mi,h).
Without loss of generality fh < fj (relabel if necessary). Let  and 	 be minimally and maximally ﬁt elements of Er∗
(since f is injective,  ≡ 	 ≡ r∗). Without loss of generality j ≡ r∗ since if that is not the case then either Mej ≡ Me	
in which case redeﬁne j to be 	, or else Mej /≡ Me	 in which case redeﬁne h and j to be j and 	, (respectively). Let
v ∈ B be zero except for the two components v = −vj 	= 0. It follows that the right-hand side of (17) is
vj
∑
i≡c∗
(Mi,j − Mi,h) 	= 0.
Conversely, suppose M is contiguous. Let v ∈ B, where vj 	= 0 ⇒ j ≡ r∗, and let  and 	 be as above. If f	fh,
then the right-hand side of (17) is zero due to the factor vj [fh < fj ]. If fh < f, then the right-hand side of (17) is∑
j
vj
∑
i≡c∗
Mi,j − ∑
i≡c∗
Mi,h
∑
j
vj = ∑
i≡c∗
Mi,
∑
j
vj = 0
since 1Tv = 0 and vj 	= 0 ⇒ Mej ≡ Me. The remaining case is h ∈ Er∗ , but then the inner sum on the right-hand
side of (17) is zero (since vj 	= 0 ⇒ j ∈ Er∗ and so Mej ≡ Meh). 
6.1. Form invariance
A simple computation veriﬁes that binary tournament selection has the form
F(p) = diag(p)Bp,
where Bi,j = [fifj ]+ [fi > fj ]. Abstracting out the ﬁtness function f , the matrix B may be characterized as being
similar via a permutation matrix to a lower triangular matrix F of the form
Fi,j =
⎧⎪⎨⎪⎩
2 if i > j,
1 if i = j,
0 if i < j
(since the permutation matrix then determines some corresponding f ).
Theorem 9. Binary tournament selection+mutation is form invariant if the equivalence relation is ﬁtness-contiguous.
Proof. Theorem 8 implies M is compatible (when G is), and therefore
 ◦ G ◦ DTx = (M)diag(DTx)BDTx
= (MDT)diag(DTx)BDTx
= (MDT)( diag(DTx)BDTx)
= M˜(diag(x)Qx),
where Q is a matrix satisfying
 diag(DTy)BDTx = diag(y)Qx. (18)
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Note that both sides (above) are bilinear, so it sufﬁces to determine Q when x and y are basis vectors. Choosing y = ei ,
x = ej and multiplying through by 1T yields
1T diag(DTei)BDTej = 1Tdiag(DTei)BDTej
= (DTei)TBDTej
= eTi (DBDT)ej ,
1Tdiag(ei)Qej = Qi,j .
The matrix Q = DBDT satisﬁes (18) (as a simple computation veriﬁes). Note that
Qi,j = ∑
a,b,c,d
i,aDa,bBb,cDc,d
T
d,j
= ∑
a,b,c,d
[a ≡ i∗] [a = b]∑
≡a 1
Bb,c
[c = d]∑
≡c 1
[d ≡ j∗]
= ∑
a≡i∗
∑
c≡j∗
Ba,c/
( ∑
≡i∗
1
∑
≡j∗
1
)
=
∑
a≡(zi )
∑
c≡(zj ) [fafc] + [fa > fc]∑
≡(zi ) 1
∑
≡(zj ) 1
=
⎧⎪⎨⎪⎩
2 if (zi) > (zj ),
1 if (zi) = (zj ),
0 if (zi) < (zj ). 
7. Ranking selection + mutation
A zero mutation, zero crossover, ranking selection GA with parameter 
 and ﬁtness function f has corresponding
inﬁnite population model
F(x)i =
∫ ∑ [fj fi ]xj∑
[fj<fi ]xj

(y) dy,
where 
 is any continuous increasing probability density over [0, 1] (see [12]). Deﬁne  by
(0) = 0,
(i+1) = (i) + x(i)
(recall that i < j ⇐⇒ f(i) < f(j)), and let (n) denote 1. It follows that
F(x)i = (xi + i ) − (i ), (19)
dFxv = ∑
i
ei
∑
k
(
(xi + i )[fkfi] − 
(i )[fk < fi])vk, (20)
where  is an anti-derivative of 
 (see [12]). Choosing x = eh,
() = (−1) + (eh)(−1) =
{
0 for q such that (q) = h,
1 for  > q such that (q) = h.
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Therefore, let i = () to conclude

(i )= 
([ > q such that (q) = h])
= 
([fi > fh]),

((eh)i + i )= 
((+1))
= 
([q such that (q) = h])
= 
([fifh]).
It follows that (dFehv)i simpliﬁes to yield

([fifh])∑
k
[fkfi]vk − 
([fi > fh])∑
k
[fk < fi]vk
= [i = h]
(

([fifh])vi + (
(1) − 
(0))∑
k
[fk < fi]vk
)
+ [i 	= h](
([fifh])vi)
= 
([fifh])vi + [i = h](
(1) − 
(0))∑
k
[fk < fh]vk. (21)
Compatibility requires (via (11)) that for all c∗, and all v ∈ K,
0 = ∑
i≡c∗
(

([fifh])vi + [i = h](
(1) − 
(0))∑
k
[fk < fh]vk
)
.
Assuming the equivalence relation is nontrivial, choose h /≡ c∗ to obtain
0 = ∑
i≡c∗

([fifh])vi = 
(0)∑
i≡c∗
[fi < fh]vi + 
(1) ∑
j≡c∗
[fj > fh]vj .
This implies ≡ is ﬁtness-contiguous (let v have exactly two nonzero components vi = −vj 	= 0 where i ≡ j ≡ c∗;
since 
(1) > 
(0), the expression above can only be zero if every j equivalent to c∗ satisﬁes [fj < fh] or else every i
equivalent to c∗ satisﬁes [fi > fh]). The following was established in [10]:
Theorem 10. Ranking selection is compatible with ≡ if and only if the equivalence relation is ﬁtness-contiguous.
“Ranking selection + mutation” has differential
dGxv = M dFxv.
Note that (dFe(0)v)i = 
(1)vi (by (21)), thus dGe(0)v = 
(1)Mv. Therefore, compatibility of G requires compatibility
of M. It follows from (20) that
(dGxv)i =∑
,k
Mi,(
(x + )[fkf] − 
()[fk < f])vk
=∑
,k
Mi,()
(x() + ())[f(k)f()]v(k) −
∑
,k
Mi,()
(())[f(k) < f()] v(k)
=∑
k
(Mi,(n−1)
((n)) +
n−2∑
=0
Mi,()
((+1))[f(k)f()])v(k)
−∑
k
n−1∑
=1
Mi,() 
(())[f(k) < f()]v(k)
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=Mi,(n−1) 
(1)
∑
k
v(k)+
∑
k
n−1∑
=1
Mi,(−1)
(())[k−1] v(k)−
∑
k
n−1∑
=1
Mi,()
(())[k< ] v(k)
=∑
k
n−1∑
=1
Mi,(−1)
(())[k < ] v(k) − Mi,()
(())[k <  ]v(k)
=∑

(Mi,(−1) − Mi,())
(())
∑
k<
v(k).
Therefore, the compatibility condition is that for all v ∈ K and all c∗,
0 = ∑


(())
∑
i≡c∗
(Mi,(−1) − Mi,())
∑
k<
v(k). (22)
The analogue of Theorem 8 holds for ranking selection + mutation:
Theorem 11. Let  be the stochastic transition function for a simple GA with ﬁtness f, ranking selection F , and
mutation matrix M. Suppose injective ﬁtness and zero crossover, and let coarse graining  correspond (as in Section 4)
to any equivalence relation ≡ over . A necessary and sufﬁcient condition for  to be compatible with  is that M is
contiguous with respect to f and ≡.
Proof. Suppose M is not contiguous. If M is not compatible, then neither is  (it was previously observed that a
necessary condition for G to be compatible with ≡ is that M is). Suppose, therefore, that M is compatible, and there
exist (u − 1), (u) ∈ Er∗ such that Me(u−1) /≡ Me(u), where u is chosen as large as possible. In particular, there
exists c∗ such that
0 	= ∑
i≡c∗
(Mi,(u−1) − Mi,(u)).
Let  and 	 be minimally and maximally ﬁt elements of Er∗ . Let v ∈ B be zero except for the two components
v = −v	 	= 0. Note that (22) is zero if either −1() or  > −1(	) (because of the innermost sum). Choosing
x = 1/n + e(u−1) − e(u), condition (22) reduces to
0 = ∑
−1()<−1(	)

(())
∑
i≡c∗
(Mi,(−1) − Mi,()) v
= 
(+ u/n)∑
i≡c∗
(Mi,(u−1) − Mi,(u)) +
∑
−1()<<u

(/n)
∑
i≡c∗
(Mi,(−1) − Mi,()).
A contradiction is obtained by varying .
Conversely, suppose M is contiguous. Let v ∈ B, where vj 	= 0 ⇒ j ≡ r∗. As observed above, condition (22)
reduces to
0 = ∑
−1()<−1(	)

(())
∑
i≡c∗
(Mi,(−1) − Mi,())
∑
k<
v(k)
= ∑
−1()k<−1(	)
v(k)
∑
k<−1(	)

(())
∑
i≡c∗
(Mi,(−1) − Mi,()).
The inner sum above is zero (since ( − 1), () ∈ Er∗ ). 
7.1. Form invariance
By (19), ranking selection has the form
F(x)i = (xi + i ) − (i ).
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Here  = P T(T − I )Px, T is the triangular matrix Ti,j = [ij ], and P is some permutation matrix (which
corresponds to f via Pi,j = [(i) = j ]),
(i+1) = (P)i+1 =
∑
j
(T − I )i+1,j (P x)j = ∑
j<i+1
x(j) = (i) + x(i).
Therefore
F(x)(i) = ((i+1)) − ((i)). (23)
If ≡ is ﬁtness-contiguous,
(Tx)i =∑
j,k
[ij ][k ≡ j∗]xk
= ∑
j i
∑
h
[(h) ≡ (zj )]x(h)
= ∑
j i
∑
zj−1<hzj
x(h)
= (zi+1).
Assume ≡ is ﬁtness-contiguous, let x = DTy, and recall DT = I . It follows from the above that
F˜(y)i =∑
j
i,jF(DTy)j
=∑
j
[j ≡ i∗]F(x)j
=∑
h
[(h) ≡ (zi)]F(x)(h)
= ∑
zi−1<hzi
((h+1)) − ((h))
=((zi+1)) − ((zi−1+1))
=((TDTy)i) − ((TDTy)i−1)
=((T y)i) − ((T y)i−1). (24)
Theorem 12. Ranking selection + mutation is form invariant if the equivalence relation is ﬁtness-contiguous.
Proof. Theorem 11 implies M is compatible (when G is), and therefore
 ◦ G ◦ DTy = (M)F(DTy)
= (MDT)F(DTy)
= (MDT)(F(DTy))
= M˜F˜(y).
In view of (24), it remains to show there exists some permutation matrix P such that
(Ty)i = (P T(T − I )Py)i + yi,
(Ty)i−1 = (P T(T − I )Py)i .
Note that P = I . 
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8. A nonlinear coarse graining
Previous applications have involved linear coarse grainings corresponding to an equivalence relation over . A
nonlinear coarse graining is derived below for ranking selection F .
To simplify analysis choose (x) = x in (19) (where  is a parameter), and let m and M denote the minimal ﬁtness
and maximal ﬁtness elements of , respectively. We seek a coarse graining where  is real valued, independent of ,
and depends on xm and xM . The derivation of  is simpliﬁed by exploiting the invariant 1 = xM + M (see Eq. (19)
for the deﬁnition of ), so we choose to work with (x) = (xm, M) for some function .
The “invariant parameter” () is introduced above to provide the analysis with additional leverage by enabling
simpliﬁcations. The motivation for restricting to a function  of two arguments is to provide a simple setting for the
application of the implicit function theorem to obtain a differential equation which may yield a coarse graining.
Let 1 and 2 denote the partial derivative of  with respect to its ﬁrst and second argument, respectively. It follows
that

xj
=
⎧⎪⎨⎪⎩
1 + 2 if j = m,
2 if j 	= m and j 	= M,
0 if j = M.
The condition v ∈ Kdx can therefore be expressed as
0 = ∑
j
vj

xj
= vm1(xm, M) + 2(xm, M)
∑
j 	=M
vj . (25)
Hence ∑
j 	=M
vj = −vm1(xm, M)/2(xm, M). (26)
Using the form of (25) with v ← dFxv and x ← F(x), a sufﬁcient condition for compatibility (from Theorem 1:
v ∈ Kdx ⇒ dFxv ∈ KdF(x)) is
0 = (dFxv)m1(x′m, ′M) + 2(x′m, ′M)
∑
j 	=M
(dFxv)j , (27)
where (via (23))
x′m = F(x)(0) = (xm), (28)
′M =
∑
i<n−1
F(x)(i) =
∑
i<n−1
(((i+1)) − ((i))) = (M), (29)
x′M = 1 − ′M = 1 − (1 − xM) (30)
and the anti-derivative of 
 is chosen to satisfy (0) = 0. According to (20),∑
j 	=M
(dFxv)j = ∑
j 	=M
∑
k
(
(xj + j )[fkfj ] − 
(j )[fk < fj ]) vk
= ∑
h<n−1
(

((h+1))
∑
<h+1
v() − 
((h))
∑
<h
v()
)
= 
(M)
∑
	=M
v.
Combining the above with (26) gives∑
j 	=M
(dFxv)j = −
(M)vm1(xm, M)/2(xm, M). (31)
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Note also that
(dFxv)m = ∑
k

((1))[fkf(0)]vk = 
(xm)vm. (32)
Therefore, the (sufﬁcient) compatibility condition is implied by the following (using (28), (29), (31) and (32) with (27)
and simplifying)
1(xm, M)
2(xm, M)
= 
(xm)

(M)
1((xm),(M))
2((xm),(M))
. (33)
Focusing attention on an equivalence class—which makes xm a function of M—consider a level set determined by
c = (xm, M)
for some constant c. Applying the implicit function theorem (see [5])
2
1
= − d
dM
xm.
Combining this with (33) yields
d
dM
xm = −
(M)

(xm)
2((xm),(M))
1((xm),(M))
. (34)
Note that by our choice of ,
d
dx
(x) = 
(x) = x−1.
Since  is to be independent of , let  ↓ 0 and note that (xm) → 1 and (M) → 1. After simplifying (34) in view
of the speciﬁc form of  and 
 above, the limit produces the differential equation
d
dM
xm = 	 xm
M
,
for some constant 	. Solving this differential equation yields
xm = c′	M,
for some constant c′. Let  = c/c′ to obtain
(xm, M) = c = 
xm
	M
.
Using the invariant 1 = xM + M , this may be rephrased in terms of xM as
(x) =  xm
(1 − xM)	 .
If  = , the commutative diagram would be
x
F−−−−→ x′

⏐⏐ ⏐⏐
xm
(1−xM)	
F˜−−−−→ x′m
(1−x′M)	
= xm
(1−xM)	
since F(x)m = xm and F(x)M = 1 − M . Commutativity of the diagram is validated by the quotient
F˜(x) = 1−x.
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9. Conclusion
Coarse graining is a pervasive concept in science, but has so far not been systematically investigated within the ﬁeld
of GAs. Whereas the phrase “coarse graining” has previously been used by other researchers in connection with GAs
(most notably by Chris Stephens [1]) that use typically ascribes a different meaning to the phrase than considered here.
Previous examples of coarse grainings (in the sense used here) include the papers by Rabinovich and Wigderson
[8], and by Muhlenbein and Voigt [6]. Rather than considering speciﬁc ﬁtness functions or operators (as they do), our
intent is to develop methods which may discover, characterize, and elucidate general invariants of the mathematical
objects by which genetic search is formalized.
The principal contribution made by this paper is the introduction and illustration of techniques which facilitate the
analysis of coarse graining within the context of GAs. Most remarkable is the manner in which coarse grainings are
dealt with. They are not guessed or noticed, to be pointed out and subsequently veriﬁed in an ad hoc manner. Instead,
they are derived within a systematic general framework.
The potential utility of the methods presented has been demonstrated by obtaining a number of new coarse graining
results. In several cases, the coarse grainings derived were characterized as being the only ones possible (within the
class of linear coarse grainings corresponding to partitions of the search space). In one case (Ranking Selection: see
Section 8), a nonlinear coarse graining was computed by solving a differential equation.
We also advocate an alternative to ill advised notions of “coarse graining”, 12 and propose that an “approximate
coarse graining” of H : X → X should mean a strict coarse graining h˜ of some h which approximates H. In the
situation where such h is not given, but a candidate  and h˜ : X → X are known, deﬁning h to map elements of
−1 ◦(x) to elements of −1 ◦ h˜ ◦(x) (where −1 denotes inverse image under ) yields a compatible h : X → X
with coarse graining  and quotient h˜ (i.e., diagram 1 commutes). If such h is deemed to approximate H, then h˜ can
be regarded as an approximate coarse graining of H.
In particular, injective ﬁtness was assumed in Section 6 and throughout the remainder of the paper. It might be
argued the assumption is both uncommon and a strong restriction. Let H : X → X be free of that restriction, and let h
result from H by perturbing ﬁtness values—by amounts less than —to ensure injective ﬁtness. Given any N and any
 > 0, there exists some  such that h approximates H within  for every generation less than N. Therefore, quotients
of h—which this paper is concerned with—are approximate coarse grainings of H. 13
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