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Abstract
In this paper we obtain comparison results for the quasilinear equation −∆p,xu− uyy = f with homoge-
neous Dirichlet boundary conditions by Steiner rearrangement in variable x, thus solving a long open prob-
lem. In fact, we study a broader class of anisotropic problems. Our approach is based on a finite-differences
discretization in y, and the proof of a comparison principle for the discrete version of the auxiliary prob-
lem AU − Uyy ≤
∫ s
0
f , where AU = (nω
1/n
n s
1/n′)p(−Uss)
p−1. We show that this operator is T-accretive
in L∞. We extend our results for −∆p,x to general operators of the form −div(a(|∇xu|)∇xu) where a is
non-decreasing and behaves like | · |p−2 at infinity.
Introduction
The aim of this paper is to extend the result on [4] to a class of nonlinear elliptic problems whose prototype is{
−∆p,xu− uyy = f in Ω
u = 0 on ∂Ω .
(0.1)
For the sake of simplicity, in this paper we focus on the case
Ω = Ω1 × Ω2 , Ω1 ⊂ R
n open, bounded of class C2 and Ω2 = (0, 1). (0.2)
We denote −∆p,xu = − div(|∇xu|
p−2∇xu) where ∇xu = (
∂u
∂x1
, · · · , ∂u∂xn ). Such problem can be regarded as
anisotropic since the growth of the operator with respect to the partial derivatives of u in x and y is governed
by different powers (see, e.g. [6, Chapter 1, Section 4.2]).
Very often, in many relevant applications, the materials and phenomena have an important anisotropy,
presenting different properties in different directions, in contrast to the more usual isotropy property. Anisotropy
leads to mathematical models presenting peculiar constitutive laws which corresponds to material’s physical or
mechanical properties with different behaviour according the directions. The spectrum of fields in which such
situations arise is very wide: Computer Science (e.g. Image processing), Physics (e.g. Atmospheric Radiative
Transfer), Chemistry (e.g. Materials Science [37]), Geophysics and Geology, Engineering (e.g. wastewater
reactors [23]) or Neuroscience.
Commonly, this anisotropy comes as a diffusion operator D which is described by three principal different
directional coefficients. This is the case, for example, of thermal and electrical conductivity in heterogeneous
media (e.g. for the diffusion of Ni in Olivine) or of study of cristal (see [46, 28]). Moreover, many of the recent
innovations in the field of electroceramics have exploited the anisotropy of nonlinearities modelling different
material properties such as electric field, mechanical stress or temperature (see, e.g. [37, Chapter 15]). We also
mention here that it is well-known that homogenisation techniques generate anisotropic diffusion limit problems
(see, e.g., [32, 47], and its references).
From the mathematical point of view, it is useful to get some relations between the solution of a nonlinear
anisotropic boundary value problem and the solution of a similar problem, posed in a simpler geometry, for
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which we can compute explicit information. In order to obtain as much information as possible, we would like
for this second problem to be as similar as possible to the original one. This philosophy was developed in the
framework of linear second order reaction-diffusion problems by means of the so-called Steiner rearrangement
since the nineties of the past century (see, e.g. [1, 4, 5]). This approach has proved specially useful for the
study of the qualitative behaviour of solutions (see, e.g. [6, Chapter 1, Section 4.2]). Nevertheless, the class of
operators for which Steiner rearrangement has been applied is limited, due to technical difficulties. The question
of whether it can be applied to non-linear second order problems “split” as operators in x and y, such as (0.1),
has been open for 15 years. A related question (but developed with different techniques) concerns anisotropic
symmetrisation (see, for example, [2, 44]).
The main goal of this paper is to present new ideas when considering such type of anisotropic nonlinear
diffusion operator, trying to extend the main result on [4] to this nonlinear framework. For the moment be-
ing, the peculiar formulation we will consider will use the crucial assumption that the diffusion is linear in at
least one direction, nevertheless we hope that the ideas could be adapted also without this technical requirement.
In the seventies, G. Talenti developed symmetrization techniques in pioonering papers [40, 41] (see also
[45, 33]) that allow to obtain a priori estimates on problems of the form{
− div(a(|∇u|)∇u) = f in Ω
u = 0 on ∂Ω .
where Ω is an open subset of Rn and the function a is monotone satisfying the ellipticity condition
a(ξ)ξ ≥ |ξ|p , ∀ξ ∈ Rn.
Estimates of u in Lp norms can be derived by estimating the same norm of the solution v to the spherically
symmetric problem {
−∆pv = f
⋆ in Ω⋆
v = 0 on ∂Ω⋆ .
(0.3)
where Ω⋆ is the ball of Rn centered at zero having the same Lebesgue measure of Ω, f⋆ is the Schwarz rear-
rangement of f , that is the the spherically symmetric function, decreasing with respect to |x|, whose level sets
{x ∈ Ω : |f⋆(x)| > t} have the same measure of the corresponding level sets of f , {x ∈ Ω : |f(x)| > t}. We will
introduce it formally below.
G. Talenti’s approach has been successfully extended in various directions such as, for example, operators
having lower order terms, degenerate operators, parabolic equations, different boundary value problems (see,
[3, 5, 22, 42, 43] and references therein).
To state the main results of this paper we need to introduce some definitions. Given a bounded set ω ⊂ Rn,
we define its Schwarz symmetrisation, ω⋆, as the unique ball centred at 0 such that Ln(ω⋆) = Ln(ω) where
Ln(ω) denotes the n-dimensional Lebesgue measure of the set ω. For an open bounded set Ω ⊂ RN ≡ Rn×Rm,
for any y ∈ Rm, the y-section of Ω is denoted by Ωy and defined by Ωy := {x ∈ R
n : (x, y) ∈ Ω} and we define
the Steiner-symmetrised version of Ω as
Ω# =
⋃
y∈Rm
(Ωy)
⋆ × {y}.
When it does not lead to confusion we use the notation |ω| for the Lebesgue measure of ω of adequate dimension.
If u is a function defined in Ω ⊂ RN ≡ Rn × Rm, for any y ∈ Rm, we consider the function
x ∈ Ωy 7→ u(x, y) ∈ R . (0.4)
The distribution function and the decreasing rearrangement of this function (0.4) are the so-called distribution
function (in codimension n) of u and its decreasing rearrangement (in codimension n) respectively, i.e.
µu(t, y) = L
n ({x ∈ Ωy : u(x, y) > t}) , (t, y) ∈ [0,+∞)× R
m
and
u∗(s, y) = sup{t ≥ 0 : µu(t, y) > s} , (s, y) ∈ Ω
∗
y × R
m ,
2
respectively, where ωn is the measure of the unit ball of R
n. We define the Steiner symmetrised version of u as
u#(x, y) = u∗(ωn|x|
n, y), (x, y) ∈ Ω#.
Notice that it is spherically symmetric in x, and radially non-increasing in this variable. When there is no y
variable (i.e. m = 0), this is called the Schwarz symmetrised version of u.
G. Talenti developed the theory with no y variable (m = 0). The Steiner symmetrisation (m > 0) is studied
in [1, 4, 5, 8] for the case of linear elliptic operators. The type of comparison results that can be found in the
literature are
u∗(s) ≤ v∗(s) , when m = 0,
or ∫ s
0
u∗(σ, y) dσ ≤
∫ s
0
v∗(σ, y) dσ , when m > 0,
for a.e. s ∈ (0, |Ω|) and a.e. in y ∈ Ω2, which easily imply the a priori estimate on u in L
p or Orlicz norms.
Similar results for m > 0 have also been proven in a more recent paper [14] by using a simpler approach;
Neumann boundary value problems have been studied in [27] (see also [17]). The implications of these kinds of
mass comparison are deep. For example, for any q ≥ 1 it allow us to have estimates on the Lq norm of u∫
Ω1×Ω2
|u(x, y)|qdxdy ≤
∫
Ω⋆
1
×Ω2
|v(x, y)|qdxdy.
This is useful because the radially symmetric problem can often be estimated easily by direct techniques.
1 Main result and structure of the paper
We propose a new approach, that covers a wider class of problems of the form{
− divx
(
a(|∇xu|)∇xu
)
− uyy = f in Ω1 × Ω2
u = 0 on ∂(Ω1 × Ω2) .
(P)
where
a : (0,+∞)→ (0,+∞) such that β(t) =
{
a(t)t t > 0
0 t = 0
is non-decreasing (H1)
and, setting A(t) = tβ(t) = t2a(t), for some C1, C2 > 0 and p > 1 we have
C1(t
p − 1) ≤ A(t), β(t) ≤ C2(t
p−1 + 1), and A(t) is convex. (H2)
Notice that the solution of (P) is a minimiser of the energy
J(u) =
∫
Ω
(
B(|∇xu|) + |∇yu|
2 − fu
)
dx dy (1.1)
where
B(t) =
∫ t
0
β(s)ds. (1.2)
Since β is non-decreasing, u 7→
∫
Ω
B(|∇xu|) is convex. On the other hand,
∫
Ω
|∇yu|
2 is strictly convex in
L2(Ω1;H
1
0 (Ω2)), we deduce that J is strictly convex. Therefore, a unique weak solution of (P) exists. The
natural space of solutions for this problem is precisely
Xp(Ω) = {u ∈W 1,10 (Ω) : |∇xu| ∈ L
p(Ω), |∇yu| ∈ L
2(Ω)}.
If one does not introduce condition the power bounds in (H2) then the energy must be found in the Orliz class
B(|∇xu|) ∈ L
1(Ω) (see, e.g., [41]).
Our aim is to prove the following result
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Theorem 1.1. Let a satisfy (H1) and (H2), 0 ≤ f ∈ L
max{2,p}(Ω), u ∈ Xp(Ω) be the weak solution of the
problem (P) and v ∈ Xp(Ω#) be the weak solution of the symmetrised problem{
− divx(a(|∇xv|)∇xv)− vyy = f
# in Ω#
v = 0 on ∂Ω# .
(P#)
Then, for the decreasing rearrangements u∗ and v∗ we have the following mass comparison:∫ s
0
u∗(σ, y)dσ ≤
∫ s
0
v∗(σ, y)dσ , for all s ∈ [0, |Ω1|] and for a.e. y ∈ Ω2 . (1.3)
Since it is known that the rearrangement is continuous from L1(Ω) → L1(Ω∗1 × Ω2), we preserve (1.3) by
using approximate problems such that the solutions converge to u and v at least in L1(Ω) and L1(Ω#).
The structure of the proof is as follows. We consider first, in Section 2, the case for a smooth function β ≡ βε
satisfying elliptic conditions, i.e.
β ∈ C1((0,+∞)) with β(0) = 0, β′ : [0,+∞)→
[
ε,
1
ε
]
for some ε > 0, and β(t)t is convex. (Hε)
Following more or less classical arguments, we show that the solution of (P) under (H1) and (H2) can be ap-
proximated by problems with a(t) ≡ aε(t) = βε(t)/t and βε satisfying (Hε).
Under assumptions (Hε) we discretize in the y derivative, to obtain a family of problems
− divx
(
a(|∇xuj |)∇xuj
)
−
uj+1 − 2uj + uj−1
h2
= fj in Ω1,
uj = 0 on ∂Ω1, j = 1, · · · , N,
u0 = uN+1 ≡ 0 in Ω1,
(Ph)
where
(N + 1)h = 1. (1.4)
We will show that we recover solutions of (P) as h → 0. Due to (Hε) we can use p = 2 in the study of (Ph).
Analogously to (P), we will show in Section 2.1 that the solution of (Ph) is a minimiser of
Jh(u) =
N∑
i=1
∫
Ω1
B(|∇xuj |) dx+
N∑
i=0
∫
Ω1
(
uj+1 − uj
h
)2
dx −
N∑
i=1
∫
Ω1
fjuj dx , (1.5)
where
u = (uj) ∈ XN (Ω1) = {u ∈ H
1
0 (Ω1)
N+2 : u0 = uN+1 = 0} = {0H1
0
} ×H10 (Ω1)
N × {0H1
0
}. (1.6)
We will explain the construction of this energy functional, and provide an existence and uniqueness result for
the case of smooth β.
Since we want to apply rearrangement properties of smooth functions, we devote some time to the regularity
of the solution of this system. In order to study regularity of solutions of each uj, we can move the discrete
Laplacian to the right hand side, and recover a problem of the form{
− div(a(|∇w|)∇w) = g in Ω1,
w = 0 on ∂Ω1.
(1.7)
Existence, uniqueness and regularity for this problem has been studied in a series of recent papers by Cianchi
and Maz’ya (e.g. [18, 19]) under the assumption that a is smooth and has some type of coercitivity
a ∈ C1(0,+∞), ia = inf
t>0
ta′(t)
a(t)
> −1, sa = sup
t>0
ta′(t)
a(t)
<∞. (CM)
They show that (CM) is sufficient to imply (H1) and (H2). We will apply their results for a regularisation of a,
and we will pass to the limit for general operators. Notice that (CM) holds directly for the case of the p-Laplace
operator.
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In this setting we will easily prove, in Section 2.2, comparison results in a very classical manner: we rearrange
each equation and apply a comparison argument for the system (Ph). We define
Uj(s) =
∫ s
0
u∗j (σ)dσ, Vj(s) =
∫ s
0
v∗j (σ)dσ, Fj(s) =
∫ s
0
fj(σ)dσ
and, for j ∈ {1, · · · , N}, we have that Uj is a weak solution of
κn(s)β
(
−κn(s)
d2Uj
ds2
)
−
Uj+1 − 2Uj + Uj−1
h2
≤ Fj in Ω
∗
1,
dUj
ds
(|Ω1|) = Uj(0) = 0,
(P∗h)
where
κn(s) = nω
1/n
n s
1/n′ (1.8)
in the sense that Uj , κn(s)
d2Uj
ds2 ∈ L
∞(Ω∗1) and the equation is satisfied almost everywhere. We will show that
Vj solves the same problem, except that the above differential inequalities become equalities (see (P
∗
h) below).
Due to regularity of uj that we will prove, we recover some regularity of Uj . This regularity is sufficient to
apply accretivity results for (P∗h) in L
∞. We devote Section 2.3 to prove this result, from which we deduce
Uj ≤ Vj for every j. This is precisely the mass comparison we sought, at least for (Ph). We devote Section 2.4
to showing that we can pass to the limit as h→ 0, and recover solutions of the original problem. In Section 2.5,
we pass to the limit as h→ 0 in the comparison, thus proving the comparison under assumptions (Hε). Then,
in Section 3 we use an approximation argument to prove the main result in the general setting.
2 Smooth elliptic case
In this part, we assume (Hε). This immediately implies that εt ≤ β(t) ≤ t/ε, so (H2) holds with p = 2. The
aim of this section is to prove
Theorem 2.1. Let a satisfy (H1) and (Hε), 0 ≤ f ∈ C
∞
c (Ω) and let u ∈ H
1
0 (Ω) be the weak solution of
the problem (P) and v ∈ H10 (Ω
#) be the weak solution of the symmetrised problem (P#). Then, we have the
following mass comparison:∫ s
0
u∗(σ, y)ds ≤
∫ s
0
v∗(σ, y)dy , for all s ∈ [0, |Ω1|] and for a.e. y ∈ Ω2 . (2.1)
Until Section 2.4, variable y is not present, and so we denote ∇x simply by ∇.
2.1 Existence, uniqueness and regularity of solutions of the discrete problem (Ph)
We say that a function u ∈ XN(Ω1) is a weak solution of (Ph) if∫
Ω1
a(∇uj)∇uj · ∇ϕj −
∫
Ω1
uj+1 − 2uj + uj−1
h2
ϕj =
∫
Ω
fjϕj , ∀j ∈ {1, · · · , N} ∀ϕ ∈ XN(Ω1).
Notice that, for u,ϕ ∈ XN (Ω1) we have that
N∑
j=1
−uj+1 + 2uj − uj−1
h2
ϕj =
N∑
j=0
uj+1 − uj
h
ϕj+1 − ϕj
h
=
N∑
j=1
uj
−ϕj+1 + 2ϕj − ϕj−1
h2
. (2.2)
Hence, it is easy to see that we can write equivalently the weak formulations∫
Ω1
N∑
j=1
a(∇uj)∇uj · ∇ϕj +
∫
Ω1
N∑
j=0
uj+1 − uj
h
ϕj+1 − ϕj
h
=
∫
Ω1
N∑
j=1
fjϕj , (2.3)
and ∫
Ω1
N∑
j=1
a(∇uj)∇uj · ∇ϕj +
∫
Ω1
N∑
j=1
uj
−ϕj+1 + 2ϕj − ϕj−1
h2
=
∫
Ω1
N∑
j=1
fjϕj . (2.4)
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Proposition 2.1. Assume (Hε), and let f = (fj) ∈ L
2(Ω)N where fj ≥ 0. Then, there exists a unique
u = (uj) ∈ XN(Ω1) where uj ≥ 0 satisfy (2.3). It also satisfies (2.4) and is the global minimiser in XN (Ω1) of
Jh given by (1.5).
Proof. Since B′′ = β′ ≥ ε, B is strictly convex, quadratic and bounded from below. Hence Jh has a unique
minimiser. Applying (2.2) and reproducing the proof we deduce that the Euler-Lagrange equations for Jh are
precisely (Ph). To check that uj 6= 0 we use ϕj = (uj)− as a test function, to deduce u− = 0.
One of the advantages of having discretised in y, is that for every j we move the right hand side
− div
(
a(|∇uj |)|∇uj |
)
= Fj = fj +
uj+1 − 2uj + uj−1
h
in Ω1.
This a system of equations. It is called diagonal since the j-th equation only includes the gradient of uj . The
coupling Fj is linear in u. It is proven in [35, Theorem 2] that, if f ∈ L
∞(Ω1)
N then u ∈ L∞(Ω1)
N .
From the series of papers by Cianchi and Maz’ya we recover some regularity results. In particular, in [18]
the authors prove that, for the solution w of (1.7), we have
‖∇w‖L∞(Ω1) ≤ Cβ
−1
(
‖g‖Ln,1(Ω1)
)
, (2.5)
and in [19] they prove
a(|∇w|)∇w ∈ W 1,2(Ω1) ⇐⇒ g ∈ L
2(Ω1). (2.6)
Notice that
ta′(t)
a(t)
=
tβ′(t)
β(t)
− 1.
Since ε ≤ β′ ≤ 1ε and β(0) = 0, we have that εt ≤ β(t) ≤ t/ε and hence 1 ≤
tβ′(t)
β ≤
1
ε2 . Therefore, (Hε) implies
(CM). Applying these two results, and the fact that uj ∈ L
2(Ω1) by the minimisation argument, we have
Theorem 2.2. Let f ∈ L∞(Ω1)
N . Then, the unique weak solution of (Ph) is in W
1,∞
0 (Ω1)
N+2 and
a(|∇uj |)∇uj ∈ H
1(Ω1). (2.7)
2.2 Rearrangement of (Ph) to a problem (P
∗
h
)
Our aim is to compare (Ph) with its rearranged problem:
− divx
(
a(|∇vj |)∇vj
)
−
vj+1 − 2vj + vj−1
h2
= f⋆j in Ω
⋆
1,
vj = 0 on ∂Ω
⋆
1, j = 1, · · · , N,
v0 = vN+1 = 0 in Ω
⋆
1.
(P#h )
Arguing as before, it has a unique solution v ∈ XN(Ω
⋆
1). For every q ∈ [1,∞] we denote by q
′ := qq−1 its
conjugate exponent.
Proposition 2.2. Let f ∈ Cc(Ω1)
N and let u ∈ XN (Ω1) and v ∈ XN (Ω
⋆
1) be the unique solutions of (Ph) and
(P#h ) respectively. Define, for every j ∈ {0, · · · , N + 1}
Uj(s) =
∫ s
0
u∗j(σ) dσ, Vj(s) =
∫ s
0
v∗j (σ) dσ, Fj(s) =
∫ s
0
f∗j (σ)dσ.
Then, for every j ∈ {1, · · · , N}, Uj and Vj are in C(Ω∗1) and satisfy
κn(s)
d2Uj
ds2
, κn(s)
d2Vj
ds2
∈ L∞(Ω∗1). (2.8)
Moreover U = (Uj) is a solution of (P
∗
h) and V = (Vj) is a solution of
κn(s)β
(
−κn(s)
d2Vj
ds2
)
−
Vj+1 − 2Vj + Vj−1
h2
= Fj in Ω
∗
1,
dVj
ds
(|Ω1|) = Vj(0) = 0.
(P∗h)
Also, U0 = UN+1 = V0 = VN+1 = 0.
Before we proceed to the proof, we recall some classical results of rearrangement theory.
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2.2.1 Some Schwarz rearrangement results
For the discrete problem there is no y variable, and so we can apply standard results from Schwarz rearrangement.
Consider u : Ω→ R non-negative. We define the Schwarz rearrangement
u⋆(x) = u∗(ωn|x|
n), for x ∈ Ω⋆. (2.9)
The relation between u∗ and µ is the following
µ(u∗(s)) = |{x ∈ Ω : u(x) > u∗(s)}| ≤ s ≤ |{x ∈ Ω : u(x) ≥ u∗(s)}| = µ(u∗(s)−)
and equalities hold if and only if µ is continuous or, equivalently, if u∗ has no flat zone. Since µ is monotone,
the set of discontinuities is, at most, countable, hence has measure zero.
The rearrangement of u is constructed so that, for any A ⊂ Ω,∫
A
u(x)dx ≤
∫ |A|
0
u∗(σ)dσ,
and, for a.e. s ∈ Ω∗ ∫
u>u∗(s)
u dx =
∫ s
0
u∗(σ)dσ.
It is well known that if u ∈ W 1,p0 (Ω), for some 1 ≤ p ≤ ∞, then also u
⋆ ∈ W 1,p0 (Ω
⋆), and, by the classical
Po´lya-Szego¨ inequality, the Lp norm is preserved while the W 1,p norm is reduced (see for example [7, 13, 12, 15]
and the references therein), in the sense that∫
Ω
a(|∇u|)|∇u|2dx ≥
∫
Ω⋆
a(|∇u⋆|)|∇u⋆|2dx . (2.10)
The reader may find a discussion on extremals of this kind of inequality in [16]. Inequality (2.10) is a consequence
of the classical co-area formula and of the following inequalities (see, for example, [41])∫
u(·)=t
a(|∇u|)|∇u| dHn−1 ≥
∫
u⋆(·)=t
a(|∇u⋆|)|∇u⋆| dHn−1, ∀t > 0. (2.11)
By definition, we easily deduce that
|∇u⋆(x)| =
[
κn(s)
(
−
du∗
ds
(s, y)
)] ∣∣∣∣∣
s=ωn|x|n
for a.e. x ∈ Ω⋆, (2.12)
and then (2.11) becomes ∫
u(·)=t
a(|∇u|)|∇u| dHn−1
≥ a(|∇u⋆|)|∇u⋆|Hn−1 ({x : u⋆(x) = t})
= β(|∇u⋆|)|Hn−1 ({x : u⋆(x) = t})
= κn(s)β
(
−κn(s)
du∗
ds
(s, y)
) ∣∣∣∣∣
s=µ(t)
. (2.13)
Lemma 2.1. Let u ∈W 1,∞(Ω1). Then, u
∗ is differentiable a.e. and
0 ≤ −κn(s)
du∗
ds
∈ L∞(Ω∗1).
If, furthermore, a(|∇u|)∇u ∈ H1(Ω1) then, for a.e. s ∈ Ω
∗
1, we have
−
∫
u>u∗(s)
div (a(|∇u|)∇u) dx ≥ κn(s)β
(
−κn(s)
du∗
ds
(s)
)
. (2.14)
Proof. We split the proof in several steps.
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Step 1. u ∈ C∞c (Ω). By the divergence theorem, for a.e. s ∈ Ω
∗
1 the outer normal to {x : u(x) > u
∗(s)} is
given by
ν(x) = −
∇u(x)
|∇u(x)|
for Hn−1-a.e. x ∈ {u = u∗(s)} ,
we get
−
∫
u>u∗(s)
divx (a(|∇u|)∇u(x)) dx =
∫
u=u∗(s)
a(|∇u|)|∇u(x)| dHn−1. (2.15)
Taking (2.13) into account, we prove the result.
Step 2. General case. Let u be as in the statement. Since u is Lipschitz continuous and vanishes on
the boundary, by [29] then u⋆ is Lipschitz continuous. In particular κn(s)du
∗/ds ∈ L∞(Ω∗). There exists a
sequence uk ∈ C
∞
c (Ω) such that
uk → u in L
1(Ω)
∇uk ⇀ ∇u in L
∞(Ω)n
a(|∇uk|)∇uk ⇀ a(|∇u|)∇u in H
1(Ω)n.
Step 2a. Convergence of the rearranged term We prove that
, up to a subsequence, for any 0 ≤ ϕ ∈ L∞(0, |Ω1|) we have that
lim inf
k
∫ |Ω1|
0
κn(s)β
(
−κn(s)
du∗k
ds
(s)
)(
−
du∗k
ds
(s)
)
ϕ(s)ds
≥
∫ |Ω1|
0
κn(s)β
(
−κn(s)
du∗
ds
(s)
)(
−
du∗
ds
(s)
)
ϕ(s)ds (2.16)
It is clear that ‖κn(s)du
∗
k/ds‖L∞ ≤ C, hence, up to a subsequence (still denoted by uk)
κn(s)
du∗k
ds
⋆
⇀ ξ in L∞(Ω∗).
Since uk → u in L
1(Ω) we have u∗k → u
∗ in L1(Ω∗). Hence, for ϕ such that κn(s)ϕ ∈ W
1,∞(Ω∗) we have∫
Ω∗
1
ξϕ = lim
k
∫
Ω∗
1
κn(s)
du∗k
ds
ϕ = − lim
k
∫
Ω∗
1
u∗k
d
ds
(κn(s)ϕ) = −
∫
Ω∗
1
u∗
d
ds
(κn(s)ϕ) =
∫
Ω∗
1
κn(s)
du∗
ds
ϕ.
Hence,
ξ = κn(s)
du∗
ds
.
Fix 0 ≤ ϕ ∈ L∞(0, |Ω1|). Since A is convex and continuous, the map
g 7→
∫ |Ω1|
0
A(g(s))ϕ(s)ds
is convex and lower semicontinuous in the topology of Lp(Ω) for any p ≥ 1. Therefore, it also weak-lower
semicontinuous in Lp(Ω). Thus,
lim inf
k
∫ |Ω1|
0
β
(
−κn(s)
du∗k
ds
(s)
)(
−κn(s)
du∗k
ds
(s)
)
ϕ(s)ds
= lim inf
k
∫ |Ω1|
0
A
(
−κn(s)
du∗k
ds
(s)
)
ϕ(s)ds
≥
∫ |Ω1|
0
A
(
−κn(s)
du∗
ds
(s)
)
ϕ(s)ds
=
∫ |Ω1|
0
β
(
−κn(s)
du∗
ds
(s)
)(
−κn(s)
du∗
ds
(s)
)
ϕ(s)ds
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Step 2b. Convergence of the divergence term Let us prove that
−
∫
{uk>u∗k(·)}
div
(
a(|∇uk|)∇uk
)
dx −→ −
∫
{u>u∗(·)}
div
(
a(|∇u|)∇u
)
dx, in L1(Ω∗). (2.17)
Consider the map
s ∈ Ω∗1 7→ Fk(s) = −
∫
{uk>u∗k(s)}
div
(
a(|∇uk|)∇uk
)
dx = −
∫
Ω
div
(
a(|∇uk|)∇uk
)
χ{uk>u∗k(s)} dx.
We have that div
(
a(|∇uk|)∇uk
)
converges weakly in L2. Let us prove that, for a.e. s ∈ Ω∗
χ{uk>u∗k(s)} −→ χ{u>u∗(s)} in L
2(Ω). (2.18)
First, let us prove the convergence a.e. x ∈ Ω: if, s is such that
lim
k
u∗k(s) = u
∗(s) (2.19)
then {
x ∈ Ω : lim
k
χ{uk>u∗k(s)}(x) 6= χ{u>u∗(s)}(x)
}
⊂ {x ∈ Ω : u(x) 6= u∗(s)}.
Indeed, let s ∈ Ω∗ and x ∈ Ω be such that u(x) < u∗(s). Take ε = (u∗(s) − u(x))/4. For k ≥ kε large
enough |u∗k(s) − u
∗(s)| ≤ ε and (since uk converges in C(Ω)), |uk(x) − u(x)| ≤ ε. But then uk(x) < u
∗
k(s).
Hence χ{uk>u∗k(s)}(x) = χ{u>u∗(s)}(x). The same holds for the limit. We can repeat the same argument if
u(x) > u∗(s).
Since u∗k → u
∗ in L1(Ω∗), up to a subsequence, u∗k → u
∗ a.e. Hence, (2.19) holds a.e. On the other hand,
Ln{x ∈ Ω : u(x) 6= u∗(s)} = µ(u∗(s)−)− µ(u∗(s)).
Since u∗ and µ are monotone functions, the set of s such that µ(u∗(s)) is discontinuous at s is countable. Hence,
the set of s such that (2.18) does not hold has measure 0.
Since the sequence is pointwise bounded by 1, due the Dominated Convergence Theorem we have (2.18).
Hence, as k → +∞,
Fk(s) = −
∫
Ω
div
(
a(|∇uk|)∇uk
)
χ{uk>u∗k(s)} dx −→ −
∫
Ω
div
(
a(|∇u|)∇u
)
χ{u>u∗(s)} dx, a.e. s ∈ Ω
∗.
It is clear that
|Fk(s)| ≤
∫
Ω
∣∣∣div (a(|∇uk|)∇uk)∣∣∣ dx ≤ C.
Since we have the pointwise limit, due to the dominated convergence theorem, we recover (2.17).
Step 2c. Comparison of the limits We apply Step 1 to this final subsequence.
We multiply both sides by − du
∗
ds ϕ(s), integrate in s and pass to the limit to deduce that∫ |Ω1|
0
{
−
∫
{u>u∗(s)}
div
(
a(|∇u|)∇u
)
dx
}(
−
du∗
ds
)
ϕ(s)ds
≥
∫ |Ω1|
0
κn(s)β
(
−κn(s)
du∗
ds
(s)
)(
−
du∗
ds
)
ϕ(s)ds .
Since this holds for any ϕ, we have that for a.e. s ∈ [0, |Ω1|]{
−
∫
{u>u∗(s)}
div
(
a(|∇u|)∇u
)
dx
}(
−
du∗
ds
)
≥ κn(s)β
(
−κn(s)
du∗
ds
(s)
)(
−
du∗
ds
)
.
Taking into account (2.15) we have that
−
∫
{u>u∗(s)}
div
(
a(|∇u|)∇u
)
= − lim
k
∫
{uk>u∗k(s)}
div
(
a(|∇uk|)∇uk
)
dx ≥ 0.
Hence, (2.14) holds when du∗/ds = 0. Everywhere else du∗/ds > 0 so we can divide an recover the result.
Remark 2.1. An alternative proof of (2.17) can be done by applying that the symmetrisation is non-expansive
in L2(Ω).
9
2.2.2 Proof of Proposition 2.2
We proceed as in [41] for the ∇, and using standard inequalities for the rest. By Lemma 2.1 we have (2.8).
To check that the inequality of (P∗h) is satisfied, for s ∈ [0, |Ω1|] we can integrate over the level set of uj
−
∫
uj>u∗j (s)
div
(
a(|∇uj |)∇uj(x)
)
dx (2.20)
+
∫
uj>u∗j (s)
−uj+1 + 2uj − uj−1
h2
dx (2.21)
=
∫
uj>u∗j (s)
fj(x)dx . (2.22)
Notice that, due to (2.7) is, (2.20) is well defined. Let us consider separately the three quantities which appear
above. As regards to (2.20), we apply Lemma 2.1, and hence, for a.e. s ∈ Ω∗1
−
∫
uj>u∗j (s)
(divx (a(|∇uj |)∇uj)) dx ≥ κn(s)β
(
−κn(s)
∂u∗j
∂s
(s)
)
. (2.23)
As regards to the term (2.21), it is a standard rearrangement inequality that∫
uj>u∗j (s)
uk ≤
∫ s
0
u∗k, ∀k
and ∫
uj>u∗j (s)
uj =
∫ s
0
u∗j ,
so that we get ∫
uj>u∗j (s)
−uj+1 + 2uj − uj−1
h2
dx ≥
∫ s
0
−u∗j+1 + 2u
∗
j − u
∗
j−1
h2
dx. (2.24)
Finally as regards (2.22), by a classical property of rearrangements we get∫
uj>u∗j (s)
fj(x) dx ≤
∫ s
0
f∗j (σ) dσ . (2.25)
Collecting (2.23)-(2.25) we get that the function Uj is a weak solution of (P
∗
h) with
d2Uj
ds2 ∈ L
∞. This completes
the proof for Uj.
Analogously, the same arguments apply to the equation in (P#h ): since the solution vj equals v
#
j , then all the
inequalities in (2.23)-(2.25) hold as equalities.
2.3 Comparison principle for (P∗
h
). Mass comparison for (Ph)
The aim of this section is to prove the following
Proposition 2.3. Let U and V be as in Proposition 2.2. Then Uj ≤ Vj for all j. Hence∫ s
0
u∗j ≤
∫ s
0
v∗j ∀j, a.e. s ∈ [0, |Ω1|]. (2.26)
For the analysis of (P∗h) we improve and close some open question raised in some previous literature concern-
ing Hilbert spaces or reflexive Banach spaces [38, 39, 10]. The keystone is to prove the so-called T -accretivity
in L∞ of some suitable operator. This is inspired in the proof of [22, Theorem 1]. Let us consider the operator
AU = κn(s)β
(
−κn(s)
d2U
ds2
)
,
defined in the domain
D(A) =
{
U ∈ L∞(Ω∗1) : κn(s)
d2U
ds2
∈ L∞(Ω∗1),
dU
ds
(|Ω1|) = 0, U(0) = 0
}
.
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2.3.1 The operator A is T -accretive in L∞
Let us prove that A is T -accretive in L∞.
Lemma 2.2. Let β be non-decreasing. Then, for all U, V ∈ D(A) and λ > 0, we have that∥∥∥(U − V )+∥∥∥
L∞
≤
∥∥∥∥∥(U − V + λ(AU −AV ))+
∥∥∥∥∥
L∞
. (2.27)
Proof. For the length of this section let L = |Ω1|. We check that
AU = κn(s)β (−κn(s)Uss) .
There is an inverse operator {
AU = F in (0, L)
Us(L) = U(0) = 0.
We consider the even extension
U˜(s) =
{
U(s) s ∈ [0, L),
U(L− s) s ∈ (L, 2L).
Since Us(0) = 0, U˜(s) is a solution of {
A˜U˜ = F˜ in (0, 2L),
U˜(0) = U˜(2L) = 0,
where
A˜U˜ = κ˜n(s)β(−κ˜n(s)U˜ss),
and κ˜n(s) and F˜ are the even extensions of κn(s) and F . If U ∈ D(A) then κn(s)Uss ∈ L
∞(0, L) and so
AU ∈ L∞(0, L). Furthermore, since κn(s)
−1 ∈ L1(Ω) then Uss = κn(s)
−1κn(s)Uss ∈ L
1(0, L). Since κn(s) > 0
in (0, L) we have that U˜ss(s) ≥ 0 if and only A˜U˜(s) ≥ 0. Finally, notice that κn(s) only vanishes at 0, which
does not affect the a.e. interior equalities.
Suppose (2.27) does not hold. Then, for some U, V and λ > 0 there exists µ > 0 small such that
‖(U − V )+‖L∞ − µ > ‖(U − V + λ(AU −AV ))+‖L∞ ≥ 0.
Thus ‖(U − V )+‖L∞ > µ > 0. The same holds for the even extension
‖(U˜ − V˜ )+‖L∞ − µ > ‖(U˜ − V˜ + λ(A˜U˜ − A˜V˜ ))+‖L∞ ≥ 0.
Define the closed set of positive measure
Ω+ = {s ∈ (−L,L) : (U˜(s)− V˜ (s))+ ≥ −µ+ ‖(U˜ − V˜ )+‖L∞}.
Notice that, in Ω+ we have U˜ − V˜ > 0. In particular, Ω+ ⋐ (0, 2L). This set is selected so that
‖(U˜ − V˜ )+‖L∞ = max
Ω+
(U˜ − V˜ )+ = max
Ω+
(U˜ − V˜ ).
In Ω+ we have that
U˜(s)− V˜ (s) = (U˜(s)− V˜ (s))+ ≥ −µ+ ‖(U˜ − V˜ )+‖L∞
> ‖(U˜ − V˜ + λ(A˜U˜ − A˜V˜ ))+‖L∞
≥
(
U˜(s)− V˜ (s) + λ(A˜U˜(s)− A˜V˜ (s))
)
+
≥ U˜(s)− V˜ (s) + λ(A˜U˜(s)− A˜V˜ (s)).
Therefore
A˜U˜ < A˜V˜ a.e. in Ω+.
Then, −U˜ss ≤ −V˜ss a.e. in Ω+. Since AU,AV ∈ L
∞(0, L) we have that
0 ≥ −(U˜ − V˜ )ss ∈ L
1(Ω+).
Due to the maximum principle and the continuity of U˜−V˜ , the maximum of U˜−V˜ is attained in ∂Ω+. Therefore
−µ+ ‖(U˜ − V˜ )+‖L∞ = max
∂Ω+
(U˜ − V˜ ) = max
Ω+
(U˜ − V˜ ) = max
Ω+
(U˜ − V˜ )+ = ‖(U˜ − V˜ )+‖L∞ .
This is a contradiction. The proof is complete.
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2.3.2 Proof of Proposition 2.3
Due to (P∗h) and (P
∗
h) we have
h2
2
(AUj −AVj) + (Uj − Vj) ≤
1
2
(Uj+1 − Vj+1) +
1
2
(Uj−1 − Vj−1).
Applying Lemma 2.2
‖(Uj − Vj)+‖L∞ ≤
1
2
‖(Uj+1 − Vj+1)+‖L∞ +
1
2
‖(Uj−1 − Vj−1)+‖L∞ .
We can rewrite this as 
2 −1
−1 2 −1
. . .
. . .
. . .
−1 2 −1
−1 2

 ‖(U1 − V1)+‖L∞...
‖(UN − VN )+‖L∞
 ≤ 0 (2.28)
where the inequality holds coordinate by coordinate. Let us call the matrix D2 and denote the vector by x in
(2.28). Notice that the vector components are non-negative. We have the Cholesky decomposition
D2 = C
tC, where C =

1 −1
0 1 −1
. . .
. . .
. . .
0 1 −1
0 1
 .
Multiplying (2.28) by x, we obtain
0 ≤ ‖Cx‖
2
2 = x
tCtCx = xtAx ≤ 0.
Therefore ‖(Uj − Vj)+‖L∞ = 0. Hence Uj ≤ Vj .
Remark 2.2. Notice that, in the proof, we use that the coefficient of the discrete Laplacian are non-positive
outside the diagonal. More involved arguments can be applied overcoming this issue.
2.4 Convergence of the solutions of (Ph) to the solution of (P) as h→ 0
From now on we use again the notation ∇x. Our aim is prove that we can pass to the limit u
h → u at least in
L1(Ω1 × Ω2). This will be sufficient to show that the comparison of masses is preserved.
We make use of the floor function:
⌊z⌋ = min{k ∈ Z : k ≥ z}
i.e. ⌊z⌋ = k means k ≤ z < k + 1.
Theorem 2.3. Let f ∈ C∞c (Ω1 × Ω2) and β satisfy (Hε). Let u denote the solution of (P).
Let N ∈ N and let h = 1/(N + 1), and consider the constant interpolation
fh(x, y) = f(x, jh), j =
⌊ y
h
⌋
.
Define uh = (uhj ) the unique solution of (Ph) with data f = (fj) and let us consider the linear interpolation
uh(x, y) = uhj (x) +
uhj+1(x)− u
h
j (x)
h
(y − jh), j =
⌊ y
h
⌋
.
Then
1. uh is a bounded sequence in H10 (Ω).
2. uh ⇀ u weakly in H10 (Ω) as h =
1
N+1 → 0.
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Remark 2.3. We will apply the old trick of Minty [36] (see also [26, §5.1.3] and [25]): if A is a monotone
operator and Au = f , then for all test functions ϕ we have 0 ≤ (Au−Aϕ, u − ϕ) = (f −Aϕ, u − ϕ) hence
(Aϕ,ϕ− u) ≥ (f, ϕ− u).
One then recovers the equation by letting ϕ = u + λψ, so λ(A(u + λψ), ψ) ≥ λ(f, ψ). As λ → 0+ one has
(Au, ψ) ≥ (f, ψ), while as λ→ 0− one has (Au, ψ) ≤ (f, ψ). Hence (Au, ψ) = (f, ψ), or Au = f . In particular,
this trick applies if
(Au, v) =
∫
Ω
E(∇u)∇v
and E : Rn → Rn is such that (E(ξ) − E(η)) · (ξ − η) ≥ 0 for all ξ, η ∈ Rn. This is very advantageous when
passing to the limit in formulations of type (Auk, v) = (fk, v). It is in general difficult to pass to the limit under
the nonlinearity, whereas in (Av, v − uk) ≥ (fk, v − uk) the nonlinear term Av is fixed and if uk has a weak
limit and fk has a strong limit we can proceed. As we will see in Section 3, this is even more advantageous if
we also have a sequence of operators Ak.
Remark 2.4. We recall that the hypothesis (Hε) make the problem elliptic of type p = 2 in x and y, hence
the natural space is H10 (Ω).
Proof of Theorem 2.3. Let us check that uh is a bounded sequence in H10 (Ω). We compute∫
Ω2
∫
Ω1
|∇xu
h(x, y)|2dxdy =
N∑
j=1
∫ (j+1)h
jh
∫
Ω1
∣∣∣∣∣∇x
(
uhj (x) +
uhj+1(x)− u
h
j (x)
h
(y − jh)
)∣∣∣∣∣
2
dx
≤ Ch
N∑
j=1
∫
Ω1
∣∣∇xuhj (x)∣∣2 dx.
On the other hand
∂uh
∂y
(x, y) =
uhj+1(x)− u
h
j (x)
h
j =
⌊y
h
⌋
.
From (2.3) we deduce that∫
Ω1
N∑
j=1
a(|∇uhj |)|∇u
h
j |
2dx+
∫
Ω1
N∑
j=0
(
∂uh
∂y
)2
dx =
∫
Ω1
N∑
j=1
fhj u
h
j dx,
Since a ≥ ε and the previous estimate, we deduce that
ε
∫
Ω1
∫
Ω2
|∇uhj |
2dydx+
∫
Ω1
∫
Ω2
(
∂uh
∂y
)2
dydx ≤ C‖fh‖L2(Ω)‖u
h‖L2(Ω).
Applying Poincare´’s inequality we deduce the estimate. Thus, there exists u ∈ H10 (Ω) such that
uh ⇀ u in H10 (Ω).
Let us check that u is a solution of (P). Let ϕ ∈ C4(Ω) ∩ C0(Ω). Define
Dhyϕ(x, y) =
ϕ(x, (j + 1)h)− ϕ(x, jh)
h
, j =
⌊ y
h
⌋
.
Going back to the weak formulation (2.3) with ϕj(x) = ϕ(x, jh) we have∫
Ω1
N∑
j=1
E(∇xu
h(x, jh)) · ∇xϕ(x, jh)dx +
∫
Ω1
N∑
j=1
∂uh
∂y
(x, jh)Dhyϕ(x, jh)dx
=
∫
Ω1
N∑
j=1
f(x, jh)ϕ(x, jh)dx. (2.29)
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where, for convenience, we write E(ξ) = a(|ξ)ξ. Since the derivatives with respect to y are piecewise constant∫
Ω1
h
N∑
j=1
E(∇xu
h(x, jh)) · ∇xϕ(x, jh)dx +
∫
Ω1
∫
Ω2
∂uh
∂y
(x, y)Dhyϕ(x, y)dy dx
=
∫
Ω1
h
N∑
j=1
f(x, jh)ϕ(x, jh)dx.
By the Taylor expansion, we know that∥∥∥∥∂ϕ∂y −Dhyu
∥∥∥∥
L∞
≤ h
∥∥∥∥∂2ϕ∂y2
∥∥∥∥
L∞
Thus∫
Ω1
h
N∑
j=1
E(∇xu
h(x, jh)) · ∇xϕ(x, jh)dx +
∫
Ω1
∫
Ω2
∂uh
∂y
∂ϕ
∂y
dy dx =
∫
Ω1
h
N∑
j=1
f(x, jh)ϕ(x, jh)dx +R1(h)
where
|R(h)| ≤ Ch
∥∥∥∥∂uh∂y (x, y)
∥∥∥∥
L2
∥∥∥∥∂2ϕ∂y2 (x, y)
∥∥∥∥
L2
≤ Ch.
Since E is monotone we can apply Minty’s trick (see Remark 2.3). We can write∫
Ω1
h
N∑
j=1
E(∇xϕ(x, jh)) · ∇x(ϕ(x, jh) − u
h(x, jh))dx +
∫
Ω1
∫
Ω2
∂ϕ
∂y
(x, y)
(
∂ϕ
∂y
(x, y)−
∂uh
∂y
(x, y)
)
dy dx
≥
∫
Ω1
h
N∑
j=1
f(x, jh)(ϕ(x, jh) − uh(x, jh))dx +R1(h).
Once the dangerous uh has been removed from the nonlinearity, we can apply the regularity of ϕ and f to
deduce∫
Ω1
∫
Ω2
E(∇xϕ(x, y)) · ∇x(ϕ(x, y)− u
h(x, y))dxdy +
∫
Ω1
∫
Ω2
∂ϕ
∂y
(x, y)
(
∂ϕ
∂y
(x, y)−
∂uh
∂y
(x, y)
)
dy dx
≥
∫
Ω1
∫
Ω2
f(x, y)(ϕ(x, y) − uh(x, y))dx +R2(h).
where R2(h) also tends to zero. So we can pass to the limit to deduce∫
Ω1
∫
Ω2
E(∇xϕ(x, y)) · ∇x(ϕ(x, y)− u(x, y))dxdy +
∫
Ω1
∫
Ω2
∂ϕ
∂y
(x, y)
(
∂ϕ
∂y
(x, y)−
∂u
∂y
(x, y)
)
dy dx
≥
∫
Ω1
∫
Ω2
f(x, y)(ϕ(x, y) − u(x, y))dx. (2.30)
By density, we deduce that the formula also holds for ϕ ∈ H10 (Ω). We take ϕ = u + λw with w ∈ H
1
0 (Ω). As
λ→ 0± we recover the equation (P). This completes the proof.
2.5 Proof of Theorem 2.1
Let f ∈ C∞c (Ω). We construct the sequence given by Theorem 2.3. We have that u
h → u in L1(Ω) as h → 0.
Analogously for Ω# we have that vh → v in L1(Ω#). Therefore (uh)∗ → u∗ and (vh)∗ → v∗ in L1(Ω∗1 × Ω2).
Due to Proposition 2.3 we have that∫ s
0
(uh)∗(σ, y)dσ ≤
∫ s
0
(vh)∗(σ, y)dσ, ∀s ∈ (0, |Ω1|), y ∈ Ω2.
Passing to the limit we recover the result.
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3 Proof of the comparison result: Theorem 1.1
Since A(t) = β(t)t is convex, by Moreau’s theorem (see, e.g. [11]), we define its Moreau-Yosida approximation
which, for t ≥ 0,
Aε(t) = inf
s≥0
(
1
2ε
|t− s|2 +A(s)
)
. (3.1)
It is known that this function is differentiable and that its derivative is the Yosida approximation of the
subdifferential of A, ∂A, of formula
A′ε(t) =
I − Pε(t)
ε
, where Pε = (I + ε∂A)
−1.
It is known that A′ε is Lipschitz continuous of constant 1/ε and monotone increasing. Therefore Aε is of class
C1. It is well known that, for all t ≥ 0,
A(Pε(t)) ≤ Aε(t) ≤ A(t) (3.2)
and Jε(t)→ t as t→ 0 and furthermore, Pε converges upwards to t and Aε(t) converges upwards to A(t).
Then, we define
βε,τ (t) =
Aε(t)
t
+ τt, aε,τ (t) =
Aε(t)
t2
+ τ.
Since Aε is convex and non-negative, tA
′
ε −Aε ≥ 0. On the other hand, since A
′
ε(t) is Lipschitz and A
′
ε(0) = 0
we have that A′ε(t) ≤ t/ε. Hence we check that τ ≤ β
′
ε,τ (t) ≤
1
ε + τ and it is continuous. Clearly βε,τ (t)t is
convex. Hence βε,τ satisfies (Hε). We also consider a sequence fδ ∈ C
∞
c (Ω) such that
fδ ⇀ f in L
max{2,p}(Ω) as δ → 0.
Step 1. For fδ and βε,τ We construct the weak solutions uε,τ,δ and vε,,τ,δ corresponding to aε,τ and fδ.
Since βε,τ,δ(t) satisfies (Hε) we can apply Theorem 2.1 (with a ≡ aε,τ and f ≡ fδ) we have that∫ s
0
u∗ε,τ,δ(σ, y)dσ ≤
∫ s
0
v∗ε,τ,δ(σ, y)dσ, a.e. (s, y) ∈ Ω
∗
1 × Ω2.
Using uε,τ,δ as test function in the weak formulation we have that∫
Ω
Aε(|∇xuε,τ,δ|) + τ
∫
Ω
|∇xuε,τ,δ|
2 +
∫
Ω
|∇yuε,τ,δ|
2 ≤ C‖fδ‖L2‖uε,τ,δ‖L2 .
Due to the Poincare´ inequality in the variable y, we have that∫
Ω
Aε(|∇xuε,τ,δ|) + τ
∫
Ω
|∇xuε,τ,δ|
2 +
∫
Ω
|∇yuε,τ,δ|
2 ≤ C‖fδ‖L2. (3.3)
and a similar bound for vε,τ,δ. Here we are in the hypothesis (CM), hence we can apply [18, Lemma 4.2] to
show that Eε,τ (ξ) = aε,τ (|ξ|)ξ is a monotone operator(
aε,τ (|ξ|)ξ − aε,τ (|η|)η
)
· (ξ − η) ≥ 0, ∀ξ, η ∈ Rn.
Hence, we can apply Minty’s trick (see Remark 2.3). In our setting this reads∫
Ω
aε,τ (|∇xϕ|)∇xϕ · ∇x(ϕ− uε,τ,δ) +
∫
Ω
∇yϕ · ∇y(ϕ− uε,τ,δ) ≥
∫
Ω
f(ϕ− uε,τ,δ), ∀ϕ ∈W
1,∞
0 (Ω). (3.4)
Step 2. Limit as δ → 0. We pass to the limit as δ → 0. We have that uε,τδ ∈ H
1
0 (Ω) is uniformly bounded.
Hence
uε,τ,δ → uε,τ in L
2(Ω),
∇yuε,τ,δ ⇀ ∇yuε,τ in L
2(Ω)n,
∇xuε,δ ⇀ ∇xuε,τ in L
2(Ω)n.
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We can pass to the limit in (3.4) to recover∫
Ω
aε,τ (|∇xϕ|)∇xϕ · ∇x(ϕ− uε,τ ) +
∫
Ω
∇yϕ · ∇y(ϕ− uε,τ ) ≥
∫
Ω
f(ϕ− uε,τ ), ∀ϕ ∈ W
1,∞
0 (Ω).
Since Aε is convex, we can pass to the limit in (3.3) to recover∫
Ω
Aε(|∇xuε,τ |) + τ
∫
Ω
|∇xuε,τ |
2 +
∫
Ω
|∇yuε,τ |
2 ≤ C. (3.5)
Equivalent results apply to vε,τ,δ and vε,τ . Since Aε(uε,τ ) < +∞, it is immediate so see following [24] that uε,τ
is a minimizer of the energy in H10 (Ω)
Jε,τ (w) =
∫
Ω
(
Bε(|∇xw|) + |∇yw|
2 − fw
)
dx dy +
τ
2
∫
Ω
|∇xw|
2dx dy. (3.6)
where
Bε(t) =
∫ t
0
βε(σ)dσ.
Step 3. Limit as ε→ 0. Due to the uniform bound (3.5), up a to subsequence, we have, as ε→ 0, that for
every τ > 0 there exists uτ ∈ H
1
0 (Ω) such that, up to a subsequence,
uε,τ → uτ in L
2(Ω),
∇uε,τ ⇀ ∇uτ in L
2(Ω)n,
and the corresponding convergences for vτ .
Let us study the equation satisfied by uτ . Notice that, by pointwise convergence
aε,τ (|∇xϕ|)∇xϕ −→ aτ (|∇xϕ|)∇xϕ a.e. x ∈ Ω.
Since the sequence is clearly uniformly bounded, we have that the convergence is strong in Lq(Ω) for any
1 ≤ q < +∞. This implies that u is satisfies∫
Ω
aτ (|∇xϕ|)∇xϕ · (∇xϕ−∇xuτ ) +
∫
Ω
∇yϕ · ∇y(ϕ− uτ ) ≥
∫
Ω
f(ϕ− uτ ), ∀ϕ ∈W
1,∞
0 (Ω) (3.7)
Now it is not so simple to pass to the limit in the energy estimate (3.5). We go back to the intrinsic energy.
Since aτ (t) = A(t)/t
2 + τ , this is a variational formulation of the energy
Jτ (w) =
J(w) +
τ
2
∫
Ω
|∇xw|
2 if B(|∇xw|) ∈ L
1(Ω)
+∞ otherwise.
where J is given by (1.1).
We now prove that Jε,τ Γ-converges in H
1
0 (Ω) to Jτ (see, e.g. [21]). This requires to prove two items:
1. Given wε → w in H
1
0 (Ω) show that Jε,τ (w) ≤ lim infε Jε,τ (wε). First, let us take a subsequence (still
indexed as ε) has as limit this lim inf. Due to strong convergence, a further subsequence has ∇wε → ∇w
converging a.e.. We can now apply Fatou’s lemma to recover the result.
2. For every w ∈ H10 (Ω), show that that there exists wε → w such that Jτ (w) ≥ lim supε Jε,τ (wε,τ ). This is
easy, we take wε = w. Since Aε converges upwards to A, so does βε to β and so does Bε to B. Therefore,
by the Monotone Convergence Theorem we have the equality in the limits
Jτ (w) = lim
ε
Jε,τ (w).
Notice that this limit could be finite or not, depending on whether B(|∇xw|) ∈ L
1(Ω).
Hence, the minimizers of Jε,τ , i.e. uε,τ , converge to the minimizer of Jτ . In particular, its already known limit
uτ is the minimizer of Jτ . Hence, uτ is a weak solution of
− div(a(|∇xuτ |)∇xuτ )− τ∆xuτ −∆yuτ = f.
Thus, we recover uniform bounds of |∇xuτ |
p and |∇yuτ |
2.
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Step 4. Limit as τ → 0. Due to the uniform bounds on the gradient, we have that there exists u ∈ Xp(Ω)
such that, up to a subsequence,
uτ → u in L
2(Ω),
∇yuτ ⇀ ∇yu in L
2(Ω)n,
∇xuτ ⇀ ∇xu in L
p(Ω)n.
Since aτ converges uniformly to a, we recover that u satisfies∫
Ω
a(|∇xϕ|)∇xϕ · (∇xu−∇xϕ) +
∫
Ω
∇yϕ · ∇y(u − ϕ) ≥
∫
Ω
f(u− ϕ), ∀ϕ ∈ W 1,∞0 (Ω)
and the analogous for v. By Minty’s trick, we show that u is the unique weak solution of (P). Proceeding
analogously for v we have obtained the solution of (P#). Since all limits can been taken strongly in L1, the
mass comparison is preserved,∫ s
0
u∗(σ, y)dσ ≤
∫ s
0
v∗(σ, y)dσ, a.e. (s, y) ∈ Ω∗1 × Ω2.
This completes the proof.
4 Extensions, generalizations and open problems
By some technical adaptations of the proof we will prove in an upcoming paper the following generalisations:
1. The case of β a multivalued maximal monotone graphs. Then, (H2) becomes
C1(t
p − 1) ≤ tw, ∀w ∈ β(t). (4.1)
The approximation argument follows similarly to [9, Theorem 2.15].
2. Case of Ω2 ∈ R
n2 with n2 > 1. The finite-differences approach still works, although with some modi-
fications. The boundary nodes are no longer j = 0, N , and the structure of the matrix D2 in (2.28) is
more complicated. Some regularity assumptions on Ω will be required for the convergence of the finite
difference scheme.
3. Case of Ω not a product, but any general domain in Rn1+n2 . Then, one needs to replace Ω1 by the cuts
Ωy = Ω ∩ {(x, y) : x ∈ R
n} and rearrange in each of them. This introduces some additional technical
difficulties.
4. Some more general operators in y can be studied. For example, operators of the form − div(A(y)∇yu),
under some assumptions on A(y).
5. The boundary condtion u = 0 in ∂Ω1 × Ω2 is a known requirement for the rearrangement. However,
one could set a Neumann boundary condition on Ω1 × ∂Ω2. Our method can be adapted to this case by
considering a discretisation of ∂u∂n at the first and last nodes.
6. One could add a zero order term, as in [23].
There are some alternative approaches that could prove succesful, and perhaps more direct, although they
require stronger theory. They could be applied to more general operators in y.
1. The structure (P∗h) shows that U(s, y) =
∫ s
0
u(σ, y)dσ is such that κn(s)∂
2U/∂s2 ∈ L∞ and ∇yU ∈ L
2
and a solution of 
κn(s)β
(
−κn(s)
∂2U
∂s2
)
−∆yU ≤ F Ω
∗
1 × Ω2
∂U
∂s
(|Ω1|, y) = 0, U(0, y) = 0, y ∈ Ω2
U(s, y) = 0 Ω∗1 × ∂Ω2.
(4.2)
There is a comparison principle for viscosity solutions of this problem (see [20]). Then the difficulty is to
show that U is a viscosity solution. We have avoided this difficulty through the discretisation in y. For
the linear case, the fact that weak regular solutions are viscosity solutions is a well-known fact (see [30]).
Some recent works show that this is also the case for the p-Laplace operator [31, 34]
17
2. A natural replacement of the finite differences are the finite elements. One can consider a mesh over an
approximate domain (Ω2)h, and a basis (ϕ
h
j ) over the mesh and writes an approximate solution
uh(x, y) =
N∑
j=1
uhj (x)ϕ
h
j (y), fh(x, y) =
N∑
j=1
fhj (x)ϕ
h
j (y) where f
h
j (x) =
∫
Ω2
f(x, y)ϕhj (y)dy.
The problem is written as a system of boundary value problems in s, a solution of which exists by
minimization. Via rearrangement one obtains functions∫ s
0
(uh)∗(σ, y)dσ ≤
N∑
j=1
∫ s
0
(uhj )
∗(σ)ϕhj (y)dσ
U(s, y) =
∫ s
0
(uh)∗(σ, y)dσ =
N∑
j=1
∫ s
0
(uhj )
∗(σ, y)dσ ϕj(y) =
N∑
i=1
Uj(s)ϕj(y).
This should lead to a discrete problem in Uj that still preserves the comparison principle.
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