A conceptually simple model for protein-folding phenomena has been created: it is two-dimensional and has only two different "amino acids. " Ground-state conformations have been determined for all of its flexible polypeptides containing seven or fewer monomers. This complete database displays a wide geometric variety of folded shapes and shows that single point mutations in some cases induce substantial folding modifications. Neural-network concepts have been employed to analyze results. The simplest static neural networks required to act as error-free read-only memories provide a way to visualize the logical structure of underlying folding principles. The topologies of optimal networks found thus far suggest that protein folding has a more complex cooperative character than has been embodied previously in theoretical approaches.
The strategy selected for the present paper seeks a few modest insights by introducing and exploiting a highly simplified "toy model. " Its motivation is roughly analogous to that behind the Ising [4] or Heisenberg [5] models for magnetism: namely to strip away distracting detail in the hope of attaining more penetrating insights. One major advantage of the toy model is that it becomes feasible to determine a complete database of ground-state structures for all "polypeptides" up to some modest (but nontrivial) degree of polymerization. In this respect our approach avoids uncertainties stemming from incompleteness of the real protein-structure database [1] . It also permits an application of neural-network concepts [6] to the interpretation of our model's behavior.
Section II defines our "toy model;" Sec. III presents some of its general properties. Ground-state energies and structures have been determined for all species containing seven or fewer residues, and Sec. IV covers the results of this comprehensive search. Section V introduces the concept of "optimal neural network" for exact representation of our gap-free database, as a means of uncovering the deep logic of the protein-folding patterns. Section VI contains a reprise and assessment of the toy model, its results, and prospects for evolution toward greater realism.
Our model incorporates only two "amino acids, " to be denoted by A and 8, in place of the 20 that occur naturally. They will be linked together by rigid unit-length bonds to form linear unoriented polymers that reside in two dimensions. As Fig. 1 illustrates, the configuration of any n-mer is specified by the n -2 angles of bend 02, . . . , 0"1 at each of the nonterminal residues. We adhere to the conventions that n - 1 n -2 n 4= g V, (8;)+ g g V2(r), g, , g ) .
1=2
The distances r, " can be written as functions of the inter- Consequently we must conclude that if the degree of polymerization is sufficiently high, the ground-state structure of all toy model proteins must be folded.
2. 0-
For any number n of residues, and for any given sequence of those n residues specified by g",g", the Although only two distinct shapes, bent and linear, appear among the trimer ground states, the tetr amer s present far greater diversity. Figure 4 illustrates this point, distinguishing four families: "linear, " "symmetric globular, " "asymmetric globular, " and "switchback. "
Even greater diversity (Fig. 5 It must be stressed that we only require the networks to perform properly for the sets of input sequences g". . . , g"admitted by the imposed protocol. The numbers N(n ) of these allowed sequences, Eqs. (3.1) and (3.2) , are substantially smaller than 2", the numbers of unrestricted sequences. Indeed it is clear that even the simple trimer network in Fig. 6 will "misperform" if fed a disallowed sequence (such as -1, 1, 1). However, this represents no loss of basic folding information.
Although one expects perfectly performing networks to be more complicated for larger n, at least assurance exists that some finite architecture is available for every n. The Appendix presents the argument, and leads to an upper bound for the optimal figure of merit: Figure 7 displays the simplest tetramer network discovered by this search. Although we have no proof, we believe it is optimal. It possesses two "hidden layers, " each of a single neuron, interposed between the four input nodes and the two output neurons. The figure of merit f = 19 may be compared with the upper bound of 82 given by Eq. (5.3) . This dramatic reduction in f below that value for the banal "overkill" network (see Appendix) lends credence to the proposition that optimal networks image the fundamental logic of folding.
Weights and biases in the tetramer network have been determined to at least ten significant figures of accuracy by the rms reduction procedure. However, they have been rounded off to four decimal places for convenience in Fig. 7 . Notice the degeneracy regarding connection weights from the gz and g3 input nodes to the first hidden-layer neuron: an arbitrary positive number 6 can, respectively, be subtracted from and added to these connection weights without changing the error-free network performance. The existence of this invariance stems from the nonlinearity of the neural response function R, Eq. (i.e. , in the fiat response regimes). As the tetramer network in Fig. 7 runs through the ten independent allowed inputs, the first hidden-layer neuron is saturated in six cases, the second hidden-layer neuron is saturated in five.
The simplest pentamer networks uncovered by our Monte Carlo search and refinement exhibit the generic architecture indicated in Fig. 8 (2, 14) w(3, 6) w(3, 7) w (3, 8) w (3, 10) w (3, 11) w (3, 14) w(4, 7) w (4, 8) w(4, 9) w(4, 10) w(4, 12) w(4, 13) w (4, 14) w(5, 6) w(5, 7) w (5, 8) w (5, (6, 8) w(6, 9) w(6, 11) w(6, 12) w{6, 13) w (6, 14) w (7, 8) w(7, 9) w(7, 10) w (7, 11) w (7, 12) (7, 13) (7, 14) w{8, 11) w (8, 12) w (8, 13) w(9, 10) w(9, 11) w(9, 12) (9, 13) w(10, 12) w (10, 14) w (11, 12) w (11, 13) w (11, 14) b Fig. 9(a) . The con- rons. The number of weighted connections is n +2 per detector, hence (n +2)N(n) in all. The corresponding figure of merit is defined to be the sum of these: f =(n +4)N(n)+n -2 .
(Al)
The optimal network for n-mers cannot have its f larger than this, so we have written inequality (5.3) 
