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I. INTRODUCTION 
The relationship between the theory of probability and quantum 
mechanics can be traced even to the beginnings of quantum mechanics 
when the Born interpretation of the wave function for a particle was 
adopted as a fundamental postulate. It seems surprising therefore that 
theoretical physicists have been hesitant in discussing the role of prob- 
ability in quantum mechanics. This hesitancy has not deterred Feynman 
from considering this question as fundamental and his interest in the 
probabilistic aspect of quantum mechanics dates to his paper [I] entitled 
“Space-time approach to non-relativistic quantum mechanics” and to 
the observations he made on the meaning of the Pauli principle with 
considerable emphasis in his celebrated contribution to quantum electro- 
dynamics [2]. Of particular interest is a remark he made at the Berkeley 
Symposium that nature seems to have devised a law of superposition of 
probability amplitudes in quantum mechanics different from that of 
superposition of probabilities for the events related to a roulette wheel I-3’. 
\\:e however wish to modify his statement in the following manner. 
In quantum mechanics, to every event we assign a comples probabilit!- 
amplitude and the probabilistic interpretation for the square of tht 
modulus of the complex amplitude is applicable only to a certain class 
of events A,, A,, . . , such that the amplitude of each event --ii in that 
class is obtained as a superposition of the amplitudes corresponding to 
another class of events C, over various values of i. If T(.4J denotes 
* A preliminary version of this paper was presented by (.\.I<.) at an informal 
conference on Elementary Particles held at Trieste (1960) under the auspices of tht, 
University of Trieste. 
t Atomic Energy Commission Senior Research Fellow. 
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the complex amplitude for the event Ai and T(Cij) the amplitude for the 
event Cii we have’ 
T(Aj) = 2 T(Cij). (1) 
To the events A; the law of superposition of probabilities applies i.e. 
2 T*(AJT(AJ = 2‘ IT(A# = 1 (2) 
where T*(AJ denotes the complex conjugate of T(AJ. However the 
amplitudes for the events Cij do not have probabilistic interpretation i.e. 
T*(Cij)T(Cii) cannot be treated as the probability for the event Cij. 
The criterion for this distinction between the events Ai to which the law 
of superposition of probabilities applies and to the events Cjj for which 
the law of superposition of amplitudes is valid, though familiar to 
physicists, has not been discussed explicitly so far and will be dealt with 
below. The authors are of opinion that as long as we remember the 
principle of superposition of probability amplitudes in quantum mechanics 
for a certain class of events and take care to introduce the probabilistic 
interpretation at a correct stage for suitably superposed amplitudes, 
there is no reason why some of the recently developed methods in 
stochastic theory should not find application in the study of quantum 
mechanical problems. 
In this paper, we propose to collect together in a systematic manner 
the work of Ramakrishnan and his associates dealing with the utility of 
the following concepts and methods in quantum mechanics, 
(a) The superposition principle. 
(b) The concept of realisation. 
(c) The concept of inverse probability. 
(d) Product densities of many particle systems. 
(e) The method of regeneration points. 
(f) Ambigenous stochastic processes. 
We will show that (a), (b), and (c) lead us to an alternative view of 
the Feynman formalism in quantum electrodynamics and also to a simple 
and direct proof of the equivalence of the field theoretic formalism with 
that of Feynman. The proof makes use of a new prescription given by 
1 We use the same symbol T, 7~. or P for the various probability amplitudes or 
distribution, the distinctions being apparent not only from the context but also 
from the arguments indicated in the brackets. 
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one of us (AR.) for ordering the operators in the interaction term in 
quantum electrodynamics [4] which follows from suitable adaptation 
of the concepts of inverse probability. The concept of product densities 
is found quite useful in dealing with many particle systems and the method 
of regeneration points in the study of scattering problems. \Ve also 
examine the possibility of developing a nonperturbative approach using 
Feynman formalism by adopting the methods used to study the am- 
bigenous stochastic processes which evolve both backward and forward 
with respect to a one-dimensional parameter. This comprehensive 
discussion is preceded by a section on mathematical preliminaries in 
which we have collected together some results in the theory of solutions 
of linear matrix equations which, though perhaps implied in a general 
mathematical theory of matrices, are not explicitly stated or emphasized. 
To appreciate the use of the above methods and concepts it is necessar!. 
to discuss at first how some of the basic concepts in the theory of prob- 
ability have to be carried over with suitable adaptation to quantum 
mechanics. In classical probability theory if we were dealing with two 
continuous random variables x and p, we can speak of the joint prob- 
ability .x($, x) dpdx that p lies between p and p + dp and x between .K 
and x + dx. Immediately we can define the functions Z(P), X(X), x(x~$,,) 
and z($ lx,) where 
(3) 
x(p), n(x) are called the marginal distributions, n(plx,,) is the distribution 
of p conditional on x = x,, while n(xlp,) is the distribution of x conditional 
on p = PO and these functions are uniquely determined by ~(p, x). These 
definitions of marginal and conditional distribution functions imply the 
superposition principle in probability theory that the probabilities of 
mutually exclusive events are additive and the law of decomposition of 
the joint probability for two events A, and A, is 
W,, A,) = WW’(4I4 
= WW’(414 
(44 
In particular when A, and A, are two independent events, we have 
W,, 4 = WW(4). (4’4 
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W7e shall now see how these lemmas can be carried over into quantum 
mechanics. As mentioned before, in quantum mechanics, to every event 
we assign a complex probability amplitude and the laws of quantum 
mechanics deal with the variations of these amplitudes. Let us now 
consider two classes of events one consisting of A,, A,, . . . , and another 
of B,, B,,. . ., and let us assume that the entire gamut of events like Cii 
are obtained by defining Cij as the joint occurrence of the events Ai 
and Bj. In analogy with the joint probability distribution, we postulate 
corresponding relations for these amplitudes 
T(Cii) = T(BJ T(AiJBi), (54 
T(Ai) = 2 T(&) 
where T(A,JBi) is the probability amplitude relating to the event Ai 
conditional on the event Bje We know that IT(Cii)la does not represent 
a probability magnitude and hence we have to sum over the events Bi 
before we introduce the probabilistic interpretation. We can also apply 
the law of superposition of probabilities to the events Bi, i.e., Zi] T(Bj) 12= 1 
but then we will have to superpose the amplitudes T(Cij) over the various 
events Ai. In this case T(C;i) can be written in the form 
Wij) = T(Ai)T(BiIAi), (64 
T(BJ = 2 T(CiJ 
= 2 T(Ai)T(BjIAi). 
It is not surprising that T(C;i) as given by (5a) and (6a) are not equal 
since we should not square them to give a probabilistic interpretation. We 
also note that no probabilistic meaning can be ascribed to the superposi- 
tion of amplitudes corresponding either to the events Ai only or to the 
events Bi only, since for these events the law of superposition of prob- 
abilities is valid. To illustrate this discussion by a concrete example let 
the position coordinate x and the momentum p of a particle correspond 
to the events Ai. . . and Bi. . . and #(x) and 4(p) represent the separate 
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probability amplitudes or the wave functions in the corresponding 
variables.2 \Ve know that they are related to each other as 
+(I) = .~ 1-L 
(243,” 
s 
4cp) &P. s asp; 
1 
a) = (&)3/Ze 
~ t&x) e- zp, ‘y r13.x. 
c 
(7) 
The products +(p)e’ p.X and tJ(x)e- ’ p.x correspond to the joint prob- 
ability amplitude for p and x but they are not equal. This is not a paradox 
as there is no probability interpretation for the squares of these amplitudes. 
Also these joint amplitudes are integrated over different parameters. The 
fact that the products $(p) eiP.’ and #(x) e- ’ p.s do not have probabilit), 
significance constitutes the principle of complementarity for the canon- 
ically conjugate variables. The principle of superposition of amplitudes 
is implied in the integral over p and x respectively of 4(p) e’ p.x and 
$4(x) e- ip.r and thus it is seen that these two principles are inextricabl! 
woven into each other. \Ve also note that no probability sipzificance can 
be attached to iutegratiorz of +(x) and #J(P) over a domaitz of s mzd p 
vtspectively which also shows that law of superposition of amplitudes is 
not valid for all events. 
\\‘e can now examine the meaning of realisation of events in quantum 
mechanics. In probability theory whenever we speak of an event as 
realizable, we imply that the probability for the event is greater than 
zero and hence the event can occur in any trial. It is clear that the quan- 
tum mechanical events for which the law of superposition of probabilities 
is valid, are certainly realisable. However for events whose amplitude 
has no probability interpretation the concept of realisation has no meaning. 
But even for these events, it is still meaningful to talk of their probability 
amplitudes. This discussion finds a direct support from Dirac who makes 
similar remarks while discussing a transition between two states involving 
many intermediate states [5]. 
The above discussion is very pertinent when we apply the concept of 
realisation to interaction terms in quantum field theory. ,4ny local 
interaction in quantum field theory is expressed as a product of field 
operators at a given space-time point. Each field operator is usual11 
expressed as a superposition of creation and annihilation operators of 
particles of all momenta with corresponding free particle wave functions 
with space-time dependance like e -iP.x. In effect, the interaction term 
corresponds to creation and annihilation of particles at each space 
time point, the probability amplitude being proportional to terms like 
t’ - ‘p.‘, It is clear that a space time integration of these interaction terms 
? In this paper a denotes a four-vector while a refers to a three vector. i\lso 
tr. b implies nt b, - ~1’ b. 
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corresponds to a superposition of these probability amplitudes. But if 
the series of events at various space-time points are such that they do 
not conserve over-all energy-momentum, on space-time integration the 
probability amplitude corresponding to these series vanish. But this 
does not prevent us from assigning a probability amplitude for such a 
sequence of events before space-time integration since there is no question 
of energy momentum conservation when space-time integration has not 
been performed. In our proof of equivalence later, we shall in fact be 
establishing the correspondence between the field theoretic and Feynman 
integrands. 
II. MATHEMATICAL PRELIMINARIESI 
We shall study the variation of a vector x(t) of w components with 
respect to a one-dimensional parameter t which, as an aid to physical 
intuition, we shall identify with “time.” Consider the linear vector matrix 
equation 
w4 ~ = [A (t)]7c(t) at (8) 
where [A(t)] is a 12 x n matrix. We shall discuss the solutions of this 
equation for the cases: (i) [A] is independent oft, and (ii) [A] is dependent 
on t. 
(i) [A] independerzt of t 
By a solution of the equation (8) we mean that given x(t,) we have 
to obtain x(t) for any t. The solution of (8) can be formally written in 
the form 
x(t) = e[Al(f-fJ 7c(to) (9) 
where the exponential matrix is just the series expansion 
[I]+ [A](t-to) +[A1zyo)a+ . . . + [A1nyoJn+... (10) 
It is obvious that the infinite series expansion will not help us to obtain 
the elements of etAI (’ -‘J explicitly. Hence we resort to another standard 
procedure in which we assume that the solutions can be written in the form 
n(t) = * e-W - toI (11) 
* There is a particular reason why this section is included though the results 
may apparently look familiar. Even in works devoted exclusively to matrix theory, 
e.g. Stability Theory of Linear Differential Equations by Richard Bellman (McGraw- 
Hill, 1953), neither the meaning of the solutions for “negative” values of t nor the 
kernel function formalism has been adequately stressed. 
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i.e., we have assumed that the only t dependence is due to an exponential 
factor. From (8) we have 
[A]u = AU. (12) 
To solve (8) we have merely to determine the eigenvalues of [A] and the 
corresponding eigenvectors. The eigenvalues are obtained from the 
determinantal equation 
det IA - iuI = 0. 
On expanding the determinant, we shall obtain an n-th degree polynomial 
in il which has at most n roots. Assuming for the present that all the 
roots are distinct, they will be denoted by il,, &, . . . 1, and their cor- 
responding eigenvectors ur, us,. . . u,,. It is to be remembered that in 
each eigenvector, the choice of one element is arbitrary and the rest of 
the elements are then determined uniquely. Also if ui e’li(” - to) is a solution 
of the equation, so is a linear combination, .&q u’ e”i(’ -ta). t We also 
observe that x(t,,) can be expressed in the form 
x(t,) = 2 aiui = [U]a (13) 
where [U] is a matrix with Q’S as its columns and a is a column vector 
with elements Q. Since [U] is composed of independent vectors, it is 
clear that [VI-l will exist. We can express x(t) in the form 
n(t) = 2 ai & eAi’(’ -“) = [U] [E]a(t,) 
= VI [El [W1 =(t,) (14) 
where [E] is a diagonal matrix with terms e’lift -t@). We can also put 
x(t) in the form 
44 = WI44 (15) 
where 
a(4 = LWM 
with 
If we now write 
a(&) = a. (16) 
(17) 
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where [K(t, t,)] is the transformation matrix for the vector x, we can 
identify [K(t, t,)] to be 
[K(& to)] = [U] [E] [VI-l = 2 u; ii; e”‘(‘-‘“J. (18) 
In (18), Q’S are the columns of the matrix [U] and 6!- ‘) the rows of the 
matrix [U]-l. Thus u. ti(- ‘) is a matrix and is expressed as a linear 8 8 
combination of such matrices and is usually termed the kernel. The equa- 
tion (17) has the physical meaning that the variations of the state z(t) 
are related to the variations of the eigenvectors Q’S each of which is 
“propagated” with respect to t as e”i t. 
Usually the above solution is considered valid for t > t,, and the kernel 
[K(t, to)] is defined only for t > t,, according to (18) and for t < t,,, it is 
assumed to vanish. In such a case, it is clear the kernel will satisfy the 
inhomogeneous equation 
g [KP# GJI - [A(41 [K(h 4Jl = w - 44 
where 6 is the Dirac delta function. 
(19) 
However there is no reason why the solution Ir(t) should be restricted to 
the domain t > t,, @ovided the transformation matrix [A] is valid for all t. 
We should like to stress that [K(t, to)] is also valid for t < t,, and in this 
case it satisfies a homogeneous equation, i.e., we just omit the 6 function 
in (19). Since in our later discussions the solution for t < to is going to 
play an important part, we shall take up the more general case when [A] 
is dependent on t. 
(ii) [A] deflendent on t 
To obtain the solution in this case, let us rewrite (8) in the form 
Nt + 4 = {[II + [A(t)l~)Mt) + W2) (20) 
where the infinitesimal interval A is positive. The equation (20) expresses 
that x(t + A) is determined by x(t). We shall now show that this equally 
implies that x(t) is determined by sr(t + A) which is equivalent to stating 
that x(t - A), is fixed by n(t). We now notice that (20) can be written in 
the form 
{VI - CAP + 4ld}x(t + 4 + WA21 = x(t). (21) 
If we now replace t and t + A by t - A and t respectively, we can rewrite 
the above equation as 
?r(t - A) = ([I] - [A(t)]A}x(t) + O(A2). (22) 
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This lemma establishes that the solution at an earlier time t - 3 is 
determined by a solution at a later time t. 
To express x(ts) in terms of z(tr) when t, - t, is positive, we have to 
iterate the infinitesimal transformation (20). We must remember that 
iA( and [A(t,)] need not commute when tr # tz. Defining the 
kernel as [KA(t,, Q] we have 
where 
ta 
[KA(&, tJ1 = [II + 
i 
[A WI dt, + . . * + 
tt 
(24) 
1, m TL 
1s 5 
. . . [A(t,)][A(t,-l)] . . . [A(t,)] x dz,dtn-1 . . . dz, + 1. f 
h 4 t, 
with 
t,>t,>z,-1> . ..>z.>t,. 
The kernel [KA(t2, tr)] for t, < t, can be obtained by iterating the in- 
finitesimal transformation (22). We have for t,< t,, 
K4(t*, Ql = 111 + (- 1) 5 [AMI dt, + . . . 
+ (25) 
with 
t,< -c*< tn-1< . . . < T,< t,. 
On comparing the expansions given by (24) and (25) we note that the 
two forms are not the same since we have kept the upper limit 
greater in the integrals even for the second case t, < t, and replaced [A(t)] 
by - [A(t)]. Taking the upper limit to be greater implies that in the 
infinitesimal transformation for (t - A) given by the equation (22), 
A is not replaced by -A but [A(t)] is replaced by - [A(t)] in (20). We 
shall call solutions obtained in this manner for the case t, < t, as “traced 
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back” solutions. However we observe that (24) can be used for even 
t, < t, provided we assume that ti, ts, . . . z, are ordered always according 
to the direction from t, to t,. This implies that if ts > t, 
t,< q< t,< . . . < -cn< t, 
and if t, > t, 
t,>t,>z,> . ..>tn>tp 
In this view for the case t, > t, we do not replace [A(t)] by - [A(t)] 
and we perform the integration from t, to t,, i.e., the lower limit is greater 
than the upper limit. In quantum mechanics, the upper limit is always 
kept greater and hence we will prefer to replace [A(t)] by - [A(t)] 
for the case t,< t,. 
We wish to state that the traced back solution should be distinguished 
from the solution obtained from (24) by just replacing [A(t)] by - [A(t)] 
without changing the limits. The latter procedure will yield a solution 
describing a process evolving backwards in time and will satisfy the 
equation 
$X(t) = - [A(t)]x(t). 
On putting t = - t the equation takes the form 
(26) 
(27) 
From the above equation we easily recognize that it describes a process 
evolving backwards in time, i.e., in the direction - t and in this case 
obtaining a solution for t, > t, will amount to “tracing back” a process 
evolving with t, i.e., - t. The meaning of the direction of a process 
becomes very clear if we take x(t) to represent a stochastic process as we 
shall see presently. 
The equation which is of direct interest to a physicist is 
f n(t) = [A(t) + WIW P3) 
where the transformation matrix consists of two parts [A(t)] and [B(t)]. 
The solution of (28) can be written using the infinitesimal form as 
N!J = lim li 1 [II + {CA Ml + [mwl w (29) n+m 
r=l 
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where we have divided the interval t, - t, into z parts of length A. 
Expansion of the product given by (29) can be carried out in two ways. 
The first expansion will yield us an expression similar to (23) except for 
the replacement of [A] by [A + B]. However the more interesting 
expression is obtained by adopting Feynman’s disentangling procedure [G;‘. 
We have then 
%‘) = FKA +B&> tl)]x(&) (30) 
where 
LKA t-B&& tl)l = [&tt2, tl)l + 
I 
[%(b t~)l [%)I %(% tl)l % (31) 
f, 
t, =n 5 
+...+ 
II I 
. . . [KA(& %I)1 [Al [K4(% Tn - 1); 
h $1 t, 
X * * - [~A(t~,Z~)l[~(~~)l~~~(~~'t,)lkl~Gt-l . . . dt, + . . . 
where [KA(tk, TJ] is the kernel in the absence of [I?]. The equation (30) 
in conjunction with (31) has the interpretation that the state sr(tl) is 
propagated from t, to tI by the kernel [KA(tI, tJ], gets perturbed by 
[B] at tl, is again propagated and perturbed till it reaches the final state 
+J. The different terms of the expansion represent different orders of 
perturbation by [B]. The first expansion involving [A + B] as a block 
can be interpreted as being propagated by the unit kernel and perturbed by 
[A + B]. To trace back the solution, we make use of our lemma and so 
we attach a minus sign only to the perturbation [B] using however the 
same kernel as [KA(tk, tr)]. No minus sign is needed for [Kd]; the 
minus sign for [A] will be taken care of when we expand [KA(tk, tr)]. 
We can obtain an equivalent expansion by replacing [KA] by [KB] and 
[B] by [A] which implies that [A] is treated as a perturbation instead 
of [B]. 
We shall now illustrate by two examples the meaning of the direction 
of a process. 
-4. [A] IS A STOCHASTIC MATRIX 
We consider a system which can occupy any one of the set of mutually 
exclusive states S,, S,, . . . S, called the occupation states. Let n(i, t) 
be ith element of x(t) and represent the probability that the system is 
in a state Si at t. This implies immediately that n(i, t) should be non- 
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negative for all i and t. Also we have & n(i, t) = 1 for all b. The elements 
aii of the stochastic matrix are such that 
aii = - 2 aij, aij > 0 
i i+j 
i#j 
Hence 
c aij = 0, 
(32) 
i.e., the sum of the elements in any column of [A] is zero. When [A] is 
a stochastic matrix, we can verify that if & n(i, t) = 1 for any particular 
value oft, then & n(;, t + d) = 1 when,4 is positive. Each of the elements 
of x is preserved to be nonnegative for t > t,, provided all the elements 
are nonnegative at t = t,,. But as regards t < t,, one of us (A.R.) has shown 
that there exists a t’< t, such that only for t > t’ all the elements of 
x(t) are nonnegative and for t < t’ at least one element will be negative 
and at the critical point t’ at least one element will be zero and the rest 
nonnegative [7]. This result shows that for a stochastic matrix it is 
natural to define the direction of the process by the following condition 
that x(t) should always remain a probability vector, i.e., its elements 
must be nonnegative, and add up to unity. 
Givelz that x(t) is a Probability vector at t = t,,, if x(t) remains a #rob- 
ability vector for all t > t,, then the process is said to evolve in the direction 
+ t. If x(t) is a probability vector for all t < to, then the process evolves 
in the direction - t. 
Concerning the eigenvalues of the stochastic matrix we can show, 
using the theory of equations, that all the eigenvalues are real, the nonzero 
eigenvalues must be negative, and at least one eigenvalue must be zero. 
It is clear that the state with the eigenvalue zero should be a stationary 
state and consequently the sum of the elements of the eigenvector should 
be unity. We can also show that the sum of the elements of any other 
eigenvector corresponding to a negative real eigenvalue should be zero 
and these eigenvectors “decay” because of the factor e’i* as t + co. 
It is to be noted that we cannot express any probability vector as a linear 
combination of these eigenvectors since except the eigenvector with zero 
eigenvalue the rest are not probability vectors. 
It may be suggested that any particular probability distribution of 
the system in the occupation states can also be chosen as a basic state 
of the system but there are difficulties in applying the concept of realiza- 
tion to such states. Even if this choice for a basic state is formally valid 
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it is clear that the eigenvectors of the stochastic matrix cannot be chosen 
to represent the basic states of the system - a circumstance in contrast 
with the eigenvectors of an anti-hermitian matris. 
B. [.4] Is :\N ANTI-HERMITIAN MATRIX 
Let us now impose the condition that the square of “the length” 
of the vector x(t) should be invariant with respect to t. The elements 
of x(t) may be complex. If we note by ?t the transpose of the comples 
conjugate of rr, then z satisfies the equation 
$fq) = ii(t) [A]. 
Because of our condition we have 
$ (h = k{ [A] + [‘41)x = 0. (35) 
Hence 
VI + [&I = 0. (36) 
The last equation shows that [A] is an anti-hermitian matrix the eigen- 
\Talues of which are pure imaginary. Putting ;li = i,~, where /J[ is real, 
,u; is an eigenvalue of [iA] = F and 
i $ x(t) = [I+# (37) 
where [Fj is hermitian. The solution can be written as 
(38) 
In contrast to our discussion on the stochastic matrix, the solution in 
this case is valid in the range + w to - w and consequently no direction 
can be ascribed to a process here. The solutions are called “wave solu- 
tions” in obvious analogy with quantum mechanics. Also, we observe 
that the eigenvectors of the antihermitian matrix do form a proper set 
of basic states through which we can express any other “wave solution” 
unlike the eigenvectors of a stochastic matrix. 
We shall conclude this section with a few remarks when the matrix [A] 
has degenerate eigenvalues. It is well known that a linear combination 
of eigenvectors with the same eigenvalue will also be an eigenvector with 
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the same eigenvalue. In order to split the degeneracy between the eigen- 
vectors with the same eigenvalue it is customary to resort to another 
matrix [D] for which these eigenvectors have distinct eigenvalues. The 
choice and the interpretation of [D] depends on the physical nature of 
the problem. 
We shall illustrate this by considering a simple stochastic problem. 
Let us assume that the n occupation states which a system can occupy 
can be divided into two groups, one consisting of m states and the other 
(n - m) states such that there is no transition possible between the two 
groups. In such a case the matrix [A] can be written as 
[A(“‘)] 0 
VI= o [A (n - "'I (39) 
where [A(“)] and [A@’ - ““1 are m x m and (S - m) x (% - m) matrices 
respectively. From our previous discussion we know that both [A(“)] 
and [A(” - ‘“‘1 have each an eigenvector with eigenvalue zero, for they 
are stochastic matrices. The two eigenvectors with zero eigenvalue are 
degenerate eigenvectors of the matrix [A]. Denoting them by u, and ug 
we have 
where ~8”) and z.8’ mm) have m and (n - m) components respectively. 
Consider now the matrix [D] given by 
[P)] 0 
PI= o [-p-N] (41) 
where [1(“)] and [I(“- nr )] are unit matrices of order m and (YPZ - m) 
respectively. 
We now have 
Plub = u,; [D]up = - u,. (42) 
Thus the n eigenvectors of [A] fall into two groups; the first group 
composed of the m eigenvectors belonging to [A(“)] has an eigenvalue 
+ 1 for [D] while the second made up of the (n - m) eigenvectors 
belonging to [A(“ -“‘)I has an eigenvalue - 1 for [D]. This procedure 
can be obviously extended when more than one degeneracy occurs. Such 
procedures are often used in quantum mechanics. To quote a typical 
instance, the ys matrix splits up the degeneracy between different 
chiral states. We must remember that we are using the same eigenvectors 
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to diagonalize the two matrices simultaneously. The necessary and suffi- 
cient conditions for this is that the two matrices should commute. 
III. AN ALTERNATIVE VIEWPOINT ON THE FEYNMAN FORM.~LISM [8] 
As remarked in the Introduction, the lemma we have proved before 
for tracing back the solutions leads to an alternative viewpoint concerning 
Feynman’s perturbation theory for the Dirac electron. The most in- 
teresting feature of Feynman’s perturbation theory is that positrons 
with positive energy are treated as negative energy electrons “traveling 
backwards in time.” The kernel describing this has a minus sign attached 
to it in contrast to the kernel for propagation forwards in time of positive 
energy electrons while the sign of the perturbation is treated as positive [2]. 
To be consistent with the attitude taken before, we must use the same 
kernel, attaching, however, a minus sign to the perturbation. In this 
point of view we do not treat the negative energy electron as traveling 
back in time but trace back the electron to a state of positive energy 
from which the transition to negative energy occurred. This may book 
formal but as we shall see later it leads to a new prescription of the 
ordering of the operators in the interaction term $4. Also it facilitates the 
comparison of the kernel of the boson and fermion. Further it is relevant 
to point out that it is possible to devise a physical process in which 
“traveling back” with respect to some parameter is possible and yet the 
use of negative sign for the kernel is not necessary. An example of such 
processes is the ambigenous processes to be discussed later. 
On accepting this view, we are now forced to ha\re the following rules 
as we follow the path of the electron. 
(a) If a transition occurs at a vertex (k) to a positive energy the wave 
function is propagated to the vertex (k + I) with tk +i > rk while if 
this transition occurs to a negative energy state, the wave function is 
traced back to a vertex (k + 1) with tk +i < th. 
(b) In order to assign properly the sign plus or minus for the perturba- 
tion, we envisage the transitions as follows. The transition in the state 
of the electron takes place in a time interval d during which the per- 
turbation acts. The transition from a positive energy at tk occurs to another 
positive energy state at tk + A. If on the other hand there is a transition 
to negative energy state at tk we assume that the negative energy state 
is the result of a transition that occurred at an earlier time th +i < tk 
the perturbation acting in the time interval tk+l - d and tk +i. In 
assuming this we are following the spirit underlying the concept of inverse 
probability and hence trace back the negative energy electron to a time 
when it was created. Thus we will have to trace back the negative energy 
state from tk to tk +i and then tk +i - A i.e. to a state before perturba- 
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tion.4 We continue tracing back if this state is still in a negative energy 
state. But if the state is a positive energy state we study its evolution 
forward in time. It is clear now that we must attach a minus sign to the 
perturbation acting in the interval tk +i and tk +i - A. Thus for tracing 
back, the sign of the perturbation at the vertex k + 1 is determined by 
the transition at the vertex tk but not vice versa. 
These two rules are equivalent to writing the kernel for the Dirac 
electron as 
K(2,1) = z’ $h!@) &n(l) ct2 > 4) 
Emrn> 0 
= 2 &nM &R(l) v2< 4) (43) 
Emrn< 0 
where $,,, is a solution of the Dirac equation for the free electron with the 
energy being E,, provided the negative sign is attached to the perturba- 
tion as prescribed by the rules. 
It is interesting at this stage to compare the propagation kernels 
for electrons and photons in Feynman formalism [2]. The propagation 
kernel for a free electron is 
K, (2, 1) = 2’ 1 f& u(gP) eip. (X, - X,) e- iEp(‘* - f,) P2 > 4) (444 
spins 
Ep>O 
d3P u(p)G(p) &, , (x, - x,) e--rE& - h) 
24 
(t < t ) 
2 1 
(4&) 
Ep<O 
where the normalization of the electron spinors a(p) is assumed to be given 
by ii(p)u(p) = 2E, and Ep can be positive or negative; E, = 3- Vp2 + m2. 
m is the mass of the electron. We can also normalize mu to 2/E,/ 
but since u(p)zZ(p)/2lE’,( is invariant under this change of normalization, 
4 No interesting result will be obtained by tracing the negative energy state 
at tk to the previous positive energy state tk - A from which it was obtained. The 
procedure we are adopting becomes transparent if we use the language of Dirac 
hole theory. A transition to a negative energy state tk implies that a positive energy 
hole which must be existing at tk. We now ask when was this hole created ? 
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the minus sign before the kernel always exists irrespective of the normalizatiolz, 
Consider however the propagation kernel for the photon, 
[(2, 1) =4. ,iz3 2ioe- A. (S -~1) e%& -ft) (4 > ) (4, > ‘4 (45) 
where the factor Ik, arises from the normalization of photon wa\-e func- 
tions. This kernel is of the same form as that of the electron except for * 
the spinor factors in the numerator of the kernel for the electron. For 
t, < f, the kernel for the photon can be obtained by a procedure similar 
to that used for electrons i.e. by replacing the positive energy by negative 
energy and using a minus sign before. \Ve thus have 
, 
3 
J(d, 1) = - 47d. 
I 
~~“e-“k.(x,-..Le+ik.(l,-L,l p,< tJ (k,< 0). 
If we however normalize the photon wave functions to 21k,i, the minus 
sign no longer appears before the photon kernel for t, < t, in contrast 
to the case of the electron kernel. Thus in the case of the positive definite 
normalization of the electron or photon wave functions there is a clear 
distinction between the kernels of the photon and the electron for t,< t,. 
Considerable significance has been attached to the minus sign in (44b) 
by Feynman and in fact he argues that it is related directly to the Pauli 
principle. Since photons are bosons, from the above discussion it looks 
as if an interpretation of the minus sign should be made only when we 
adopt a positive definite normalization. But there is no reason whv we 
should compare the electron and photon kernels only when we have 
positive definite normalization. In the point of view adopted in the 
paper, the kernels are of the same form whether t, > t, or < t, using the 
normalization to twice the energy (+ zre or - zle) but the minus sign 
in the case of fermions is supplied through the perturbation, and hence 
Pauli’s principle becomes a consequence of the bilinear nature of the 
interaction in the fermion variables. However this view will meet with a 
difficulty when we have an interaction which is also bilinear in the boson 
fields. 
I\'. EQUIV.4LENCE OF THE FEYNMAN ~\ND FIELD THEORETIC FORMALISMS 
The proof of this equivalence has been established by Dyson [Sj 
while Wick [lo] has also developed an algebraic technique which is 
useful for this proof. It has been a long held opinion of one of the authors 
(A.R.) that this equivalence can be established in a direct and transparent 
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manner without recourse to complicated algebraic methods and notation. 
This faith was encouraged to some extent by the “deduction” of the 
field variables by extending the perturbation theory to changing number 
of particles [ll]. As long as the interactions in field theory merely imply 
creation and annihilation of particles at a vertex, the concept of interac- 
tion does not essentially differ from that used in a single particle formalism 
like that of Feynman and hence the proof of the equivalence can be 
expected to be very simple. By means of a straightforward application 
of the concept of realization to field theoretic perturbative expansions, 
this equivalence followed except that the arguments for the minus sign 
for backward traveling were not well formulated [12]. For at that time 
a unique prescription for ordering the operators in the interaction term 
was not available and the validity of application of stochastic methods 
was not clear. However in this proof we make use of a new ordering of 
the operators in the interaction term. 
Since the interaction is written as a product of field operators at the 
same space-time point, we need a prescription for time ordering such 
operators. In quantum electrodynamics we have [13] 
(47) 
where 
t)(x) = 2 up u(p) eiP.x + b,t v(p) em@.“, 
$(X) = 2 apt 4(p) e- @.X + b, c(p) e+iP. x. 
P 
(48) 
In the above expansions u(p) and z(p) are the electron and positron 
spinors, C(p) and a(p) are the adjoint spinors, yr the Dirac matrices and A, 
the electromagnetic field. A, can also be expressed in terms of creation 
and annihilation operators in the usual manner. up and b, are the annihila- 
tion operators for the electron and the positron respectively while the 
daggered operators represent creation operators of these particles. For 
convenience in writing, let us write $ as 
w = 2 [4(k) + bpt (A)] (49) 
P 
where 
c&(k) = up u(p) eip.k ; &t(k) = bpt v(p) e-*.k. (60) 
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In the above, k denotes a space-time point t,, .xk, yk and Q. Considering 
only fermion operators and ignoring the photon operator .4, for the 
present, the bilinear term is 
(51) 
The operators correspond to the same space time point and since we 
know that at any vertex, one of the four fundamental processes can occur, 
the operator should occur in pairs but not necessarily in the order 
prescribed by $4. In fact we should provide a unique prescription for 
the choice of the correct order and this is done if we apply the following 
arguments. 
The process of pair annihilation at t is interpreted as the transition 
of a positive energy electron at t to a negative energy electron at t + d, 
the perturbation acting in the interval A and hence the electron destruction 
operator should precede the positron destruction operator, i.e., the interac- 
tion term for pair annihilation is 6, ~$1. In the case of pair creation in the 
interval between t - A and t, we trace the negative energy state of the 
electron at t back to a positive energy state at t -. A so that in this case &L 
is placed to the left of aP. For electron and positron scattering the creation 
operators are naturally placed to the left of the annihilation operators 
(see Fig. 1). On the basis of the above arguments, it was postulated by one 
of us (A.R.) that the interaction term at a space-time point should 
read [4] (ignoring y-matrices and boson operators) 
Hint(k) = 22 {dp+ (k)&(k) + s$ (k)gp(k) + gp(k)bpl(k) + &(k)ap+ (h)) 
P P' 
= 22 [k] (52) 
(P) a 
where bracket [k] contains one of the four types of terms rit ci, &t 6, &r 8 
or ba and the sum over a indicates the sum over all the four such terms. 
The sum over (#) means a sum over the momenta p and p’. 
It is to be noted that these orderings of the “pairs” differ from that 
obtained from expanding I$# as given in (51). We also do not make any 
attempt to obtain these newly ordered pairs as a result of some operation 
on I& as is usually done in putting I,&# into the normal product form. 
On the basis of this new interaction, it is found possible to establish 
the equivalence between the Feynman and field theoretic perturbation 
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formalisms in a simple and direct manner. It is to be remembered that the 
main problem in proving this equivalence is to reorder in time the field 
theoretic expansion in such a manner as to enable us to follow the path of 
t+A 
t 
t 
t-a 
b' a’ 
PAIR ANNIHILATION PAIR CREATION 
(b) 
ELECTRON SCATTERING POSITRON SCATTERING 
(cl 00 
FIG. 1 
the incident electrons to arrive at the emergent electrons. Indeed we will 
show how we can reduce the integrand in the field theoretic formalism 
to the corresponding integrand in the Feynman expansion. 
The integrand of the nth order term in the S-matrix expansion can 
be written in our notation as [13] 
H(“J = 22 [nJ [rc - l] . . . [l] (53) 
(9) = 
STOCHASTIC METHODS IN QUANTUM MECHANICS 281 
where the time variables are ordered as 
t,> &-I . . . > t,. 
The matrix element of H(“) between two one electron states will describe 
the ,Izth order electron scattering i.e. we want to evaluate 
where )a is the vacuum state. 
At this stage, we do not perform the space-time integration though 
we are aware that it is the space-time integration that leads to over-all 
energy-momentum conservation. We now adopt the concept of realization 
discussed earlier to picture the sequence of events at the n space-time 
points. As pointed out earlier, we shall consider all sequences irrespective 
of whether they conserve over-all energy-momentum or not for it is 
meaningful to speak of even such amplitudes before space time integration. 
\Vith these remarks let us consider a typical term H(“) which will give a 
nonvanishing contribution to the matrix element. Let the product be 
[It][II - l] . . . [l]. 
We now adopt the following procedure in rearranging the terms. Since 
the initial electron must disappear, some bracket say [i] should contain 
&, and we move this bracket to the left of Si,. This does not involve a 
change in sign since we move the bracket as a whole and not a single 
operator. This bracket [i] will in addition contain an d,+ or 6, to its left. 
If there is an Bet then another bracket, say [j] with ti > ti should again 
contain an d,r and we move [j] to the left of [il. The arrangement will 
now look like 
;tr1 . . [j + l] [i - l] . . . [i + 11 [i - 11 . . [j] cila;, )a (54) 
where 
[il[il&J = [8~(j)B,,(j)l[B~(i)ri,l(i)lU~, )o 
Or 
= [$(j)lipr(j)l[~~(i)~p'(i)la~,),. (55) 
In either case we have the term 
2 &t(i)&(i) = C~(p')ti(p~) t~-~~"(~~-*') (UP, up',) (ti> ti). (56) 
P' P' 
Since up, ai, )a is unity, (56) reduces to the Feynman kernel for positive 
energy electrons. 
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Let us consider the other case when the bracket [;I contains the 
destruction operator of a positron 6,(i). In this case there should be 
another bracket [K] with tk< ti which must contain &(K). For, the 
positron should have existed before it could be annihilated. We now 
move the bracket [K] to the left of [i] so that the arrangement takes the 
form 
[?&I[?&-l] . . . [ifl][i-I] . . . [k+l][K-11 . . . [k][i]u;& (57) 
where 
(58) 
In either case we have the term 
= - 2 t.d(p’)ti(p’) ,-ip’(xk--i) (C$,l &) 
$‘,E<O 
(tk< t;). 
The expression (59) can easily be recognized to be the propagator for 
negative energy electron as before. 
This procedure can be repeated till all the operators in (53) are con- 
verted into kernels, thus yielding the Feynman integrand. Inside the 
interaction H(“) we look for destruction operators corresponding to the 
particles in the initial states and creation operators for the particles in 
the final states. The introduction of photon operators does not create 
difficulties since these operators occur singly and also commute with other 
operators. The photon operators however do play a vital role in the 
over-all energy momentum conservation and each different ordering of 
these operators will yield different Feynman diagrams. As for the 
fermions; the incident photon should be annihilated by the annihilation 
operators in the interaction term H(“) and the final photons should be 
created by the operators in the interaction term H(@. In principle there 
is no difficulty in extending the above arguments to cases when the initial 
and final states contain more than one particle. 
STOCHASTIC METHODS IN QUANTUM MECH;\NICS 183 
I’. THE METHOD OF PRODUCT DENSITIES 
The concept of product densities was introduced by one of us (-4.R.) 
in the study of stochastic processes associated with a distribution of a 
discrete number of variables in a continuous space X4]. Let us consider 
the stochastic variable dN(x) denoting the number of particles in the 
range dx. Let the probability that a particle occurs in dx be proportional 
to dx while the probability that there occurs more than one particle, say I, 
is of the order (dx)‘. It can be now verified that all the moments of the 
stochastic variable &V(x) are equal to the probability that dN(x) assumes 
the value unity and let this probability be /i(x) dx. It should be noted 
that on integrating /i(x) dx over x, we will get the mean number of 
particles in the range of integration. f,(x) is called the product density 
of degree one. Product densities on 12th degree are defined to be the 
expectation of the product of the +stochastic variables dN(x,) dN(xa) . . . 
tJN(x,), i.e., Ah degree product density of fn(xl, x2,. . x,) is given b! 
fn(xl, x2,. . . , x,) dx, d?r, . . . dx, = E {dN(x,) dN(x,) . . . dN(x,)} (60) 
/, denotes also the joint probability that there lies a particle in dx,, one 
in dx,. . and one in dx, provided the intervals dx,, ax,. . . , ax,, do not 
overlap. The meaning of these higher order product densities when the 
intervals overlap and the relation of these densities to higher order 
moments of dN(x) have been discussed in ref. (14). Kline shall now concern 
ourselves with the application of the product densities to quantum 
mechanical systems. 
The wave function @ for an N particle system at t is given by a 
symmetrized product of the wave functions of the individual particles 
at different space points corresponding to the same time t in the case of 
bosons and by an antisymmetrized product of the individual wave func- 
tions conveniently expressed as a Slater determinant in the case of 
fermions. The product density of degree N when there are N particles 
is given b) 
fNN& 53 . . . PN; t) = p*q (‘31) 
where rk refers to the position coordinate with components ?Gk, Yk, and zk. 
The product density of degree h when there are N particles can be shown to 
be given b! 
. 
fkLv(rl, r2, . . . rk; t) = (N T h) , 
.I 5 
. . . fNN(rl, r2, . . rN ; t) x drk +1 . . . dr.%r. 
‘hfl rN 
(62) 
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The concept of product density can be extended to quantum field theory 
by defining the operator 
fn = p(m) * . . PPJ = ~*bJWJ . . . ~*hhW (63) 
where the #‘s are the field operators at the same time t and p’s the density 
operators. This has been done by Weisskopf in connection with the 
charge distribution in the neighborhood of an electron [15]. The concept 
of product density to different times has been introduced recently by 
Ramakrishnan et al. according to which we define the operator [16] 
F&l, X2’ * . . 4 = p(&z)p(&s- 1) * * * p(xJ (64) 
with ~(4 = $(4$(x1) w h ere we have replaced the space coordinates rk 
by the space-time coordinates xk, In studying the electron-positron 
field, we have already evaluated the density operator: 
By studying the operator F,’ when there is one electron present, i.e., 
the density correlations between in two space time points, Feynman 
propagators for electrons and positrons are obtained in a natural manner. 
The antisymmetric Feynman kernel for two electrons follows from the 
evaluation of density correlation at four space-time points when there 
are two electrons. These results are easily extended to ?z electron systems. 
We have already drawn attention to some observations made by 
Feynman C2j on the connection between the minus sign occurring before 
the sum over the negative energy states in the definition of K, (2, 1) 
and the Pauli principle. In introducing the kernel corresponding to two 
electrons, the antisymmetrical form of the kernel is arrived at by calling 
again into aid the Pauli principle. Therefore it is clear that the existence 
of the minus sign in the negative energy part of K+ (3, I), while consistent 
with the Pauli principle, is not coequal with it. In spite of this Feynman 
seems to have attempted to deduce the Pauli principle from the single 
particle kernel itself by studying the probability for an electron to go 
from (1) to (2) with any number of virtual pairs occurring and proving 
that an inconsistency occurs unless the Pauli principle is invoked. 
However the above considerations of one paper using the product 
densities with p’s given by (65) lead to the conclusion that the kernels 
of single two, and n particles can be deduced by once assuming the Pauli 
principle and therefore it is not possible to speak of the single particle 
kernel itself as implying the principle in its entirety. Or in other words, 
the Pauli principle implies at once that the kernel for the single particle is 
K+(2, 1) and for n particles is antisymmetric. 
STOCHASTIC METHODS IN QUANTUM MECHANICS 285 
1’1. THE METHOD OF REGENERATION POINTS [17j 
The method of regeneration points is quite useful in studying a class 
of non-Markovian stochastic processes which however have simpler 
dependence on previous history. Consider a stochastic process describing 
the occupation state of a system as a parameter t varies and let the 
occupation states be denoted by S,, S,, . . . \Ve will call the process 
non-Markovian if given that the ‘system is in a state Sj at t, we are not 
able to predict what happens between t and t + dt. Rut let us assume 
that there exists a set Si’, S,‘. . . among the occupation states of the 
system such that if the system is found in any one of these states at t, 
it is possible to predict what happens between t and t + dt. iYe will call 
such processes regenerative with respect to these states. In other words 
when the system reaches the regenerative state, it “loses all memory” 
and “starts afresh.” Regenerative processes are best studied by making 
use of the regenerative property. To cite an example let us consider a 
system which can occupy a discrete set of states S,, S,,. . . We shall 
for simplicity assume that all these states are regenerative in the sense 
described above. Let the initial state of the system be Sj. To compute 
the probability n(/lj; t) that the system will be found in a state S1 after 
time t, let us denote by F(klj, t) d t as the probability that the system in 
a state S,; enters for the first time the state Sk in a time z and T + dr. 
As the system occupies the state, it loses all memory and starts afresh 
with the new initial condition Sk and the new process is of duration t - t. 
Since Sk can represent any of the regenerative states and t can lie anywhere 
between 0 and t, the equation for zz(llj, t) is seen to be 
lisually F can be calculated from a priori considerations. The states 
referred to above can be interpreted so as to suit the particular needs of 
the problem. 
We shall now discuss the application of the reasoning employed in 
deriving (66) to quantum mechanical scattering problems giving a wide 
interpretation to events and states. The matrix element for any process 
in quantum mechanics is obtained by an integration not only over space 
but also over time from - 00 to co. If we wish to investigate the 
possibility of applying the method of regeneration points we can do so 
only after the space integration is performed, for only then we can study 
the “events” as time evolves. It is also necessary to assume that the 
interaction acts only for a finite time for applying the method of regenera- 
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tion points and then we should make the time interval tend to ce. Since 
the space integration is performed, we can classify the intermediate states 
into two classes: (a) states on the energy shell denoted by if,), and 
(b) states off the energy shell. The states If,) have the same energy as 
that of the initial state Ii). 
W:e shall now consider the matrix element T,(fjSli),, describing a 
transition from the initial state 1;) to a final state I/) assuming that the 
interaction acts only in a finite time interval from T, to T2. Let us 
define T,Wli>T, as the matrix element which does not involve an 
intermediate state on the energy shell. It is clear that the matrix element 
T,(flSli)T, must be a sum of two mutually exclusive parts one involving 
no intermediate state on the energy shell and the other involving at least 
one intermediate state on the energy shell. The first contribution is 
obviously T,(/jKji)T,. T o compute the second, let I/,) be the last among 
the intermediate states on the energy shell in following the sequence from 
Ii> to I/> ana let Ifa) occur between T and t + dt. It is clear that the 
transition from If,) to I/) should proceed through K while the transition 
from Ii) to if,) can proceed through S. Thus we can write T,(flSji)T, 
noting that t can be any where between Tl and T2, as 
T,(fl$>T, = T@$)T, + [dr 2 Ts(flK/fa)z z(falsli>T, (67) 
-i-, fa 
where Zf, implies that we will have to sum over all the possible inter- 
mediate states which can be on the energy shell. Letting now T, --L - CO 
and T2 -+ DO we are led to the Heitler integral equation [18] 
(@Ii) = (/lKli> + in2 (/lKl/a> (falTl+ 638) 
fa 
where the matrix T is related to the S-matrix by the relation 
s = 1 - 2nic3(Ef - EJT. 
That the factor in results from the integration over t can be seen as 
follows. For integration over z is equivalent to introducing a factor 
1 
____- as:+0 E ‘_ E. + in&% - Ei) E,-Eifi~ ,,, ) (69) 
where E, is the energy of the intermediate state. The symbol P denotes 
that we have to take the principal value in the Cauchy sense, i.e., we 
omit the contribution from the immediate neighbourhoocl of Ei. In other 
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words the tirst term gives the contribution when the intermediate state 
is off the energy shell while the second term gives the contribution when 
it is on the sh& Since we are assuming if,) to be on the energy shell 
only the factor involving the d-function is necessary and hence summation 
over the intermediate states wields the factor j.7. 
In the abo\-c discussion we have assumed that the final state ij) lies 
on the energ!- shell. These arguments can also be applied when the final 
state 119~) is not on the energy shell, i.e., E,n # E,. For this case we have 
to define an ausiliary matris element T,(ZIMlk)Tl where i/) and Ik) 
are not necessarily- on the energy shell. Let us now compute the transition 
matris element ra(nzlSli),, with E, # Ei. As before the transition 
from Ii) to 1~11) can be either direct or must at least involve one interme- 
diate state. Let the intermediate jl) preceding Im) occur between T and 
T + HT. It is clear that the transition from II) to 1~12) should proceed 
through AI. Thus we have 
l.l(mlSli)T, = T,(rnpfli)T, + 
5 
d-c 2 T*(rnj21~~I),.(I1.Sli)?~,. (70) 
T, 1 
As before adopting the limiting process T, --) - izi and 7‘z ~-4 -_~ CY., 
we can obtain the corresponding equation in quantum mechanics using 
(69) as 
(71) 
where if the “last” intermediate state IZ) is on the energy shell, we denote 
it by If,) or else by II) itself. 
VII. REMARKS ON AMBIGENOUS STOCHASTIC PROCESSES .&ND 
FEYNMAN PATHS~ 
We have made mention of a new concept of a stochastic process known 
as ambigenous stochastic process [19] involving back scattering in 
relation to a parameter with respect to which the process unfolds. The 
“paths” traced in such a process bears close relation to the paths traced 
5 We have here summarized the results from the reference (18) so far as are 
necessary for the understanding of the suggestion we have made in this section 
regarding the possibility of developing a nonperturbative approach to quantum 
electrodynamics. 
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by the electron in the Feynman formalism of quantum electrodynamics 
and hence it is hoped that a comparison between the two may suggest 
the possibility of application of a new method used in the study of these 
processes to quantum electrodynamics. In this process the state of a 
particle is characterized by its velocity which can take positive or negative 
values as the distance traveled by the particle is varied. If the particle 
is assumed to move in the direction + x when the velocity is positive, 
it moves in the direction of - x when the velocity is negative. Thus the 
particle can be scattered back; a feature which destroys the Markovian 
property of the process if we consider it to evolve with respect to x. 
However the process is Markovian with respect to time t if f is taken as 
the one-dimensional parameter for the development of the process. We 
can now define R,(v’lv) dv’ and R,(v’lv) dv’ as transition probabilities for 
a particle in a state characterized by a velocity v positive and negative 
respectively to the state characterized bv any velocity lying between z)’ 
and v’ + dv’ when it moves to x + A and x - A respectively. Let us 
for simplicity consider the case when there is only one positive and one 
negative velocity state, i.e., R,(v,‘jv,) E R,(v,‘lv,) if v2’ = - vl’ and 
v2 = -- vl. We shall also define xR(v, x, tjv,) and n’(v, x, t/v,) as the 
probability that the particle is at x and at time t traveling with a positive 
or negative velocity v when the initial velocity v,, is positive. The integro- 
differential equations satisfied by nR and & have been written by one 
of us (A.R.) and they are given by [18] 
anR __ = - nR pl(v’lv) dv’ + at s 
n= p&+‘)dv’ + 
5 
zzR p,(v[v’)dv’ + j?(v) g, 
1” Y’ 2” 
(72) 
__ = - n= pz(v’lv) dv’ + at s-cR p1 (viv’) dv’ + n=p,(vlv’)dv’ + /3(v) s J 1” Y’ Y’ 5 
. 
an= 
where p(v) denotes a deterministic change in the velocities of the particle 
as it travels and (l/v)p(v’~v) = R(v’lz~). It is to be noted that though nL 
describes the process in which the particle is actually traveling back 
in x, we still use a positive quantity p2(v’Iv) dv’d for describing the 
backward development in contrast to the use of a minus sign when we 
trace back the solution. 
We have just seen that these processes are Markovian if time is treated 
to be the development parameter and consequently we are able to write 
down equations describing temporal changes in nR and nL involving 
transition probabilities per unit time. However the solutions of these 
equations have no meaningful limit as t -+ 00. This is, as should be 
expected, since if such limits were to exist we would have been able to 
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derive the corresponding differential equation with respect to s a priori 
instead of letting t ---t co. The difficulty in arri\-ing at a differential equa- 
tion with respect to x lies, as mentioned before in the non-Narkovian 
nature of the process with respect to x as the particle can travel forwards 
and backwards with respect to x. 
As has been pointed ont in an earlier contribution to this journal [I!), 
a way out of this difficulty has been recently suggested by Bellman 
et al. [“O I and this is to switch off back-scattering probabilities outside 
a finite interval (0, L) where L is the length of the interl.al and consider 
only the states of particles at the boundaries 0 and L, i.e. we are interested 
in the probabilities for the emergence of the particle at 0 and L o\-er all 
time. \T’e can now define $(L., z&) and q(L, z&,,) as the probabilities for 
the particle to emerge respectively at 0 with a velocity-z and at L wit11 
;L velocity T z’, when z+, is the positive velocity of the particle starting at 
f = 0. In view of the absence of back scattering probabilities at 0 and L, 
the equations satisfied by p and q are derived using the R,(z+) dv and 
RZ(a!‘I~l) dz,’ functions. When only one velocity state is allowed for the 
particle, Ramakrishnan et al. [19] have shown that the probabilities of 
emergence at 0 and L as t - 00 are aL/(l + aL) and 1 /(I -t aL) where (I 
is the back scattering probability per unit length. 
The question now arises whether meaningful results can be obtained 
in quantum electrodynamics by considering the processes in a finite 
duration f and later letting f + 00.~ In our opinion this should be possible 
since in quantum mechanical scattering we already have the concepts of 
“switch on” and “switch off” [13]. 
In the time dependent formalism of scattering, this is done by a 
factor eEt which gradually switches off the interaction as t + - 00 and 
by e- Ft as f 4 60. However till now in normal scattering theory no 
attempt has been made to write down differential equations with respect 
to the duration in which the interaction acts. Only the limiting form of 
the transformation function U(t, to) which takes the state at t = f, to a 
state at t = f, as t 4 + 00 and t, 4 - 03 is used, the limit being known 
as the S-matris ‘131. 
L4.e wish to suggest that there is a possibility that the method of 
Bellman et al. [ZO] can be applied to quantum electrodynamics bl 
switching off “backward propagation” outside a finite interval of time. 
It is to be noted that back scattering of an electron means a pair annihila- 
6 It should be remembered that the time in scattering phenomenon is compared 
with the space interval in Bellman process and the concept of switch on and switch 
off in time in quantum mechanical collisions corresponds to the boundaries in space 
in the ambigenous stochastic process. 
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tion process while that of the positron means a pair creation [see Fig. 2 
(a) and 2 (b)]. It is clear that using essentially the same arguments as 
was done for p and q we can derive an integro-differential equation for 
T2 
T2 +A 
T 
FIG. Z.(a) Electron scattering connected with pair creation. (b) Electron scat- 
tering connected with pair annihilation. 
the matrix elements for electron scattering in terms of matrix elements 
for pair annihilation, pair creation and positron scattering and in a similar 
manner for positron scattering in terms of the matrix elements for electron 
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scattering, pair creation and pair annihilation processes. Since during 
the finite interval of time, any number of transitions both forward and 
backward can occur, this approach is essentially nonperturbative. There 
is howelTer a difference between the ambigenous stochastic process and 
- T,-A 
Cd) 
Frc Z.(c) Positron scattering connected with pair creation. id). Positron scat- 
tering connected with pair annihilation. 
the electron paths we are considering. The stochastic process referred 
to above is obviously symmetric whether a particle starts with a positive 
velocity at 0 or with a negative x.-elocity at L as the back scattering 
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probability does not distinguish between the directions. But in the case 
of Feynman quantum electrodynamics, electrons travel forward in time 
and positrons travel backward in time and hence the direction of time is 
important in interpreting the electron or positron character of the particle. 
It is to be remembered that though the concepts of switching on and 
switching off are not introduced in studying a Feynman path, i.e., the 
interactions can occur at the vertices whose time coordinates can be 
anywhere between - CO and + 00, we still have the concept of incident 
and outgoing particles by placing them at either end of the Feynman 
sequence. It is worth investigating the consequences of the assumption 
that the interactions occur at vertices whose time coordinates lie between 
- T and T and study the limiting process as T ---t 00. The advantages 
in assuming that the interaction takes place in a finite period of time 
from - T to + T are that we may study the variation with respect T 
and also discuss the limit as T .+ 00. In case no limit exists as T -+ co, 
it is hoped that this approach may suggest an alternative way of studying 
the divergence difficulties in quantum electrodynamics. 
Finally we will just indicate why we would expect the nonperturbative 
matrix elements of the four electrodynamics processes, i.e., electron 
scattering, pair creation, pair annihilation, and positron scattering, to 
be coupled by integral equations. 
Let us now consider the nonperturbative matrix element for the 
electron scattering in which an electron of four momentum p, is incident 
at - T, and emerges with four momentum p, at T,. We will now study 
the change in it when T, is increased to T2 + A by an infinitesimal 
interval A [see Fig. 2(a)]. We now require the electron to emerge at 
T2 + A with the momentum p, and this can happen in the following 
mutually exclusive ways. 
(1) The electron with momentum p, may be unscattered in the interval 
A and hence emerges at T, + A with pa. 
(2) An electron of momentum pa’ (on the energy shell) or with momen- 
tum p’ (off the energy shell) at T, may be scattered in the interval A 
into the correct momentum p,. 
(3) An electron of momentum p’ or p, can make transition to a negative 
energy state through the perturbation acting in the interval A. The 
negative energy electron of momentum p” traveling back in time can 
still be recovered at T, with the correct momentum p, because the 
negative energy electron can make a transition to a positive energy state 
in the interval from - T, to T, which is given by the nonperturbative 
matrix element for the pair creation in the interval from - Tl to T,. 
Expressing the above in a mathematical form, we can obtain an integro- 
differential equation for the nonperturbative matrix element for the 
electron scattering, differential with respect to T, and integral with 
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respect to four momentum. Assuming that the differential coefficients 
with respect to T, vanish as T, and T, --f CO, we would expect that the 
nonperturbative matris elements for the electron scattering and pair 
creation are coupled by an integral equation, the coupling being through 
a first order perturbation describing the transition of the positive energ!- 
electron to negative energy. 
\\‘e can also arrive at an integral equation for the nonperturbativta 
matrix element for the electron scattering by studying what happens in 
the infinitesimal interval from - T, to - T, + .4 [see Fig. d(b)j. AS 
in the above we can see that the nonperturbative matrix element for the 
electron scattering gets coupled to the nonperturbative matrix element 
for pair annihilation through a first order perturbation describing the 
transition of a negative energy electron to a positive energy state, since 
the electron emerging from - T, + d can make a transition to a negative 
energy state in the interval from - T, + d and T, which is just the 
pair annihilation process. \I’e wish to note that in Fig. 2(h). we are using- 
the method of regeneration points. Reversing all the arrows and using 
the above considerations we can obtain integral equations connecting the 
nonperturbative matrix element for the positron scattering to that of 
pair creation [see Fig. S(c)] and to that of pair annihilation [see Fig. I(d) 
It is to be noted that in all these figures the dotted lines denote the 
nonperturbative character of the matrix element, i.e., an!- number nt 
\.ertices can replace the dotted lines. 
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