Resting state studies of spontaneous fluctuations in the fMRI blood oxygen level dependent (BOLD) signal have shown great promise in mapping the brain's intrinsic, large-scale functional
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). Similar results have been found in visual (Cordes et al. 2000; Lowe et al. 1998 ), auditory (Cordes et al. 2000 , language (Cordes et al. 2000; Hampson et al. 2002) , and several other functional systems (Fox and Raichle 2007) .
Correlated spontaneous BOLD fluctuations are thought to reflect functional relationships mediated by anatomical connections (Hagmann et al. 2008; Honey et al. 2009; Johnston et al. 2008; Skudlarski et al. 2008) . Although the BOLD signal is an indirect measure of neuronal activity, similarly correlated spontaneous activity has been directly demonstrated by electrophysiological techniques (He et al. 2008; Shmuel and Leopold 2008) .
In addition to positive correlations between functionally related brain regions, negative correlations between brain regions with theoretically opposed functional roles also have been reported (Clare Kelly et al. 2008; Fox et al. 2005b; Fransson 2005; Greicius et al. 2003; Uddin et al. 2008; Wang et al. 2006 ). In particular, negative correlations have been observed between a set of regions routinely exhibiting activity increases during attention demanding tasks (task-positive regions) and a separate set of regions routinely exhibiting activity decreases (task-negative regions) (Fox et al. 2005b ). Based on this observation, we have suggested that the task-positive and task negative networks are "intrinsically anticorrelated." In our usage, "intrinsic" means "present in patterns of spontaneous brain activity." The taskpositive system includes the dorsal attention system implicated in directed attention and working memory (Corbetta and Shulman 2002) as well as regions in the insula and anterior cingulate that have been related to salience (Seeley et al. 2007b ) and task control (Dosenbach et al. 2007 ). The task negative system has often been referred to as the "default mode network" and has been implicated in self-referential processing and episodic memory (Buckner et al. 2008; Raichle et al. 2001; Shulman et al. 1997; Vincent et al. 2006) . The concept of intrinsically anticorrelated activity has been applied towards understanding schizophrenia (Wang et al. 2006; Williamson 2007) , dementia (Seeley et al. 2007a) , depression (Fox et al. 2005b ), behavioral variability (Clare Kelly et al. 2008) , and computational brain modeling (Honey et al.
2007; Izhikevich and Edelman 2008).
The idea that functional systems with oppositely signed responses during task performance might also exhibit spontaneously anticorrelated activity at rest is an appealing notion. However, the interpretation of observed anticorrelations in resting state BOLD data is less straightforward than originally recognized (Fox et al. 2005b) . Previous reports of anticorrelated networks have relied on preprocessing to remove "nuisance regressors" or confounding variables that obscure system-specific relationships (Clare Kelly et al. 2008; Fox et al. 2005b; Fransson 2005; Greicius et al. 2003; Tian et al. 2007b; Uddin et al. 2008; Wang et al. 2006) . Of particular interest, these reports have all included some type of correction for fluctuations averaged across the entire brain, which we term the global signal.
Global signal correction is reasonably common during processing of both resting-state and task-based fMRI (Aguirre et al. 1998; Macey et al. 2004; Zarahn et al. 1997) , and is thought to facilitate observation of localized neuronal effects potentially obscured by BOLD fluctuations of physiological (non-neuronal) origin (Birn et al. 2006; Glover et al. 2000; Lund et al. 2006; Wise et al. 2004 ). However, the properties of the global signal and the effect of its removal on resting state correlation maps have been incompletely examined. This is particularly important for interpretation of negative correlations given the known potential for artifactual deactivations in task-based studies after global normalization (Aguirre et al. 1998; Desjardins et al. 2001; Gavrilescu et al. 2002; Laurienti 2004; Macey et al. 2004) . Along these lines, recent resting state studies have raised questions about the interpretation of anticorrelations in the context of global signal correction and noted the importance of this issue for further investigation (Buckner et al. 2008; Fox and Raichle 2007; Golland et al. 2007; Honey et al. 2009; Murphy et al. 2009 ).
In this article we begin by demonstrating the effects of global signal correction on resting state correlation maps including improved specificity of positive correlations and the emergence of negative correlations. Second, we show mathematically that global signal correction mandates negative correlations, raising the possibility that anticorrelated networks could emerge as an artifact of global signal correction. Third, we examine the properties of the global signal and show that its removal by linear regression facilitates evaluation of neurophysiological relationships. Finally, we directly address the interpretation of negative correlations following global signal regression. We argue that observed negative correlations cannot be fully explained as an artifact of global signal regression thus suggesting a biological basis.
Methods:

Subjects and Data Acquisition
The majority of the analyses in the present study used imaging data from a previous study on the impact of spontaneous activity on behavioral variability (Fox et al. 2007 ). This resting state dataset is freely available as dataset BS002 at www.brainscape.org. BOLD sensitized fMRI data (3T, 4 x 4 x 4 mm voxels, TE 25 msec, TR 2.16 sec) were acquired in 17, normal right-handed young-adults using a 3T Siemens Allegra MR scanner. All subjects completed 4 fixation runs, each 194 frames (7 min) in duration interleaved with cued button press runs which were not used in the present analysis. For fixation runs, subjects were instructed to look at a cross-hair, remain still, and to not fall asleep. Structural data (for definitive atlas transformation) included a high resolution (1x1x1.25 mm) sagittal, T1-weighted MP-RAGE (TR = 2.1 s , TE = 3.93 ms, flip angle = 7° ) and a T2 weighted fast spin echo scan.
Preprocessing of Imaging Data
fMRI pre-processing steps included, first, compensation of systematic, slice dependent time shifts; second, elimination of systematic odd-even slice intensity differences due to interleaved acquisition; and, third, rigid body correction for inter-frame head motion within and across runs.
Step three provided a record of head position within and across all fMRI runs. Each fMRI run was intensity scaled (one multiplicative constant over all voxels and frames) to a yield a whole brain mode value of 1000 (not counting the first 4 frames) (Ojemann et al. 1997) . Atlas registration was achieved by computing affine transforms connecting the fMRI run first frame (averaged over all runs after cross-run realignment) with the T2 and average T1-weighted structural images (Ojemann et al. 1997) . Our atlas representative template includes MP-RAGE data from 12 normal individuals and was made to conform to the 1988 Talairach atlas (Talairach and Tournoux 1988) . To prepare the BOLD data for the present main analyses, each fMRI run was transformed to atlas space and resampled to 3 mm cubic voxels. This step combined movement correction within and across runs and atlas transformation in one resampling.
At each voxel, linear trends over fMRI runs were removed and the data were spatially smoothed with a 6 mm FWHM Gaussian kernel. A temporal low pass filter was applied with a frequency FWHM cutoff of 0.1 Hz. This cutoff was used because previous work has demonstrated that frequencies above this value do not contribute to regionally specific BOLD correlations (Cordes et al. 2001) . Following the procedure of Fox et al. 2005 , several sources of spurious variance were removed by regression along with their first derivatives: (1) the six parameters resulting from rigid body correction for head motion; (2) a signal from a ventricular region of interest; (3) and a signal from a white matter region of interest (Fox et al. 2005b ) (see Suppl Fig 1) .
Correction for Global Signal Fluctuations:
After these initial pre-processing steps three techniques were used to correct for fluctuations in whole brain signal intensity (the global signal). In all cases, the global signal was calculated by averaging across all voxels within a whole brain mask ( Suppl Fig 1) . In most present analyses, the global signal was removed by linear regression (Fox et al. 2005b; Macey et al. 2004) . A detailed mathematical description of the regression technique is presented in the Appendix. The residual volumetric timeseries generated from global signal regression was then used for seed based correlation mapping (see below).
Although global signal regression is used for the primary analyses in the present paper, and is the technique favored by our laboratory, other approaches have been used to correct for global fluctuations in resting state fMRI data and are utilized in the present paper for comparison purposes. One such approach uses multiplicative scaling to force the global mean BOLD signal to the same at all time points (frames).
We refer to this strategy as frame-to-frame intensity stabilization (detailed in Appendix). The primary difference between frame-to-frame intensity stabilization and global signal regression is that for each frame the regression technique removes the global signal in proportion to its weight at every voxel while frame-to-frame intensity stabilization uses a single scalar multiplier across all voxels. As such, global regression allows for regional heterogeneity in the distribution of the global signal while frame-to-frame intensity stabilization does not (Fox et al. 2005b; Macey et al. 2004) .
A third technique used for global signal correction is post-hoc distribution centering. This strategy compensates for the global signal after correlation maps have been generated (Lowe et al. 1998) and has been widely used in the processing of resting state fMRI data (Hampson et al. 2004; Hampson et al. 2002; Lowe et al. 2000; Lowe et al. 1998; Skudlarski et al. 2008) . Unlike the first two techniques, the global signal is left in the volumetric time series during computation of seed based correlation maps resulting in a voxelwise distribution of correlations that is strongly shifted towards positive values. Post hoc distribution centering directly adjusts this distribution by computing the average voxel value in the correlation map (after Fisher z-transformation) and subtracting this average value from all voxels. In this manner the distribution of Fisher z-transformed correlation coefficients is re-centered about zero.
It is important to note that all three of these strategies for compensation of global signal fluctuations forces the distribution of voxel values in a seed based correlation map to be approximately centered about zero. This is the obvious and intended effect of post hoc distribution centering but is also a necessary mathematical consequence of both global signal regression and frame-to-frame intensity normalization (see Appendix). In other words, all three strategies for global signal compensation mandate the observation of negative correlations.
Generation of seed-based correlation maps:
To address the effect of pre-processing on seed based correlation results, the BOLD data were analyzed at three stages of preprocessing. The first stage is referred to as "standard preprocessing only" and refers to the BOLD data after band-pass filtering and linear trend removal. The second stage is "movement, white matter, and ventricle regressed" and refers to data after regression of the six motion 6 parameters as well as the signal from the white matter and ventricles. The third and final stage is "global signal regressed" and refers to the data after regression of the global signal.
At each stage of pre-processing, seed-based correlation maps were constructed by extracting the BOLD time-series from a region of interest (6 mm radius sphere) and calculating the temporal correlation between this reference waveform and the time courses of all other brain voxels. Regions of interest included the posterior cingulate / precuneus (-2 ,-36, 37) (Fox et al. 2005b), left MT+ (-47, -69, -3) (Fox et al. 2005b) , left somatomotor cortex (-39, -26, 51) (Fox et al. 2006) , and right calcarine sulcus in primary visual cortex (5, -91, 0). Most coordinates were obtained from previous publications from our laboratory.
The calcarine seed was placed based on anatomical landmarks in atlas template. Resulting r values were converted to an approximately normal distribution using Fisher's r-to-z transform, then entered into a random effects analysis (two tailed, equal variance) across the 17 subjects. For the analysis using posthoc distribution centering (see Fig 5) , Fisher z-transformed correlation maps were corrected by computing the average voxel value within the whole brain mask for each subject and then subtracting this value from all voxels prior to the random effects analysis (Lowe et al. 1998) . In all analyses, resulting t maps were converted to equally probable Z scores and then corrected for multiple comparisons (thresholded at a Z of 3.0 and a cluster size of 17) (McAvoy et al. 2001) . Histograms of voxel values were computed by including all voxels within the whole brain mask ( Suppl Fig 1) . For display purposes 4-fold interpolation was used to smooth voxel boundaries and images displayed using in-house software developed on the Matlab platform (The Mathworks; Natick, MA).
Properties of the Global signal:
The spatial distribution of the global signal was computed by applying the same methods detailed above for seed-based correlation maps to the residual data after movement and ROI regression. Instead of a six mm radius sphere, the "seed" region used was the whole brain mask ( Suppl Fig 1) and the extracted time course was therefore the global signal. To identify regions with significantly higher global signal than the whole brain mean, Fisher z transformed single subject correlation maps were normalized to zero mean by subtraction of the whole-brain average (Lowe et al. 1998) . As above, results were combined across subjects using random effects analysis and corrected for multiple comparisons at p < 0.05 using a threshold of Z = 3 and a cluster size of 17. To identify peak foci in this Z score map it was first smoothed with a 10 mm FWHM Gaussian kernel. All peaks above a threshold of Z = 6.5 were identified and foci closer than 20 mm were consolidated to the center of mass. Parameters were chosen to return 15-20 foci.
A map of peak foci was constructed by generating 6 mm radius spheres centered on each peak coordinate.
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To ensure that the global signal did not show preferential localization to the task-positive and task-negative systems, the average global signal Z score was computed within templates of five distinct cortical systems (visual, somatomotor, auditory, task-negative, and task-positive)( Suppl Fig 2) . These templates were generated from seed-based correlation maps with seeds in the calcarine sulcus (5, -91, 0), left somatomotor (-39, -26, 51) , left auditory (-50, -25, 8) , PCC (-2 ,-36, 37) , and left MT (-47, -69, -3) .
Single subject correlation maps were Fisher z transformed and combined across subjects using random effects analysis. Resulting t maps were converted to equally probable Z scores and thresholded at Z = 4.
The higher threshold was chosen to prevent mask overlap and ensure that each mask was restricted to a single cortical system.
The magnitude of the global signal was determined by computing the variance of the extracted global signal waveform. To determine if this global signal could represent the average of independent signals from distinct cortical systems, a theoretical magnitude of the global signal was also calculated by measuring the variance of the fluctuations extracted from the five cortical system templates noted above (visual, somatomotor, auditory, task-negative, and task-positive). The theoretical variance of the global signal was calculated by averaging the variance measured from the different cortical systems. The theoretical global variance was statistically compared to the measured variance using a Wilcoxon signed rank test.
Correspondence between anatomical and functional connectivity:
To determine the impact of global signal correction on the correspondence between anatomical and functional connectivity, authors of the most recent study evaluating BOLD correlations and anatomical connectivity were contacted and generously agreed to provide unpublished data from their analyses (Honey, Hagmann, and Sporns, personal communication) . Methodological details are given in the primary publication (Honey et al. 2009 ). Briefly, structural connectivity was measured noninvasively in five individuals using diffusion spectrum imaging (DSI). Resting state fMRI was acquired in these same participants. The fMRI data were pre-processed by regressing out nuisance variance (ventricular and white matter signals) with and without including the global signal. Structural connectivity was assessed using streamline tractography and resting state functional connectivity was computed using Pearson correlation. These measures were computed between all pairs of 998 cortical regions of approximately equal area (~1.5cm
2 ) thereby generating structural and functional 998 × 998 matrices. The correspondence between structural and functional connectivity as well as the correspondence between functional connectivity and fiber length was computed using Pearson correlation 8 applied to the fMRI results obtained both with and without global signal regression. Significant differences in these correlations were assessed using a two-tailed paired t-test across the 5 subjects.
Creation of modified whole brain masks:
To circumvent the mathematical constraint of mandatory negative correlations, modified whole brain masks were created that excluded particular systems of interest. This is similar in concept to the exclusion of activated regions from the whole bran mask for computing the global signal in task data (Andersson 1997; Gavrilescu et al. 2002) . Specifically, those voxels most correlated (task-positive system) or anticorrelated (task-negative system) with the MT+ seed were eliminated with various degrees of completeness (between 0% and 95% of all voxels in the whole brain mask removed). This analysis was performed at the single subject level to allow for inter-subject variability in the distribution of the correlations and assure complete removal of the involved systems. First, the single-subject Fisher ztransformed correlation map for MT+ (after whole brain regression) was computed for each subject and converted to absolute values. Second, this map was smoothed (9 mm FWHM Gaussian kernel) to prevent edge effect between adjacent positive and negative regions. Third, voxel histograms were computed and a threshold applied selected to remove a specified percentage of voxels from the whole brain mask.
Finally, the data were pre-processed using this modified mask in place of the whole brain mask during global regression, and the correlation with MT+ re-computed using the residual. As before, results were combined across subjects using random effects and corrected for multiple comparisons at P < 0.05.
Alternative seed regions:
Although the a priori seed regions used in the present analysis failed to identify significant anticorrelations without global signal regression, a post hoc analysis was performed to determine whether anticorrelations might be present with a more optimized seed region. To determine the coordinates for this seed region random effects maps were first generated based on positive correlations for 3 canonical seed regions of the default network from a previously published work (seeds: MPF [-1,47,-4]; PCC [-5,-49,40] ; Left LP [-45,-67,36] ) (Fox et al. 2005b) . These maps were then averaged together to generate a representative correlation map of the default network. This map was thresholded at z=3 and clustered with an N=17 which bounded a distinct region encompassing the anatomical location of the PCC. The center-of-mass of this region (0, -52, 27) was then used as our empirically determined PCC seed based on this dataset. Note that this seed region was identified solely on the basis of positive resting state correlations within the task-negative network and was not optimized for identifying anticorrelations.
Controlling for a lagged correlation between systems:
It has been suggested on theoretical grounds that a lagged correlation between the task positive and task negative networks prior to global regression could account for artifactual anticorrelation after global correction (Murphy et al. 2009 ). To ensure that this was not the etiology in presently obtained results, time courses were extracted from the task positive and task negative networks as previously identified on an independent dataset (Fox et al. 2005b )(see Fig 1) . The time courses were taken from the data prior to global regression (but including movement, white matter, and ventricle regression) and cross correlation was performed separately on each individual to generate 17 cross-correlograms. These 17
were then averaged to produce the image as shown in Suppl Fig 7 .
Results:
The original report of anticorrelated brain systems from our group used fixed effects analysis across 10 subjects and combined results across six seed regions ( Figure 1A ) (Fox et al. 2005b ). This analysis defined a task-positive network (warm colors) and task-negative network (cool colors) both positively correlated within system and negatively correlated between systems. The first step in the current study was to replicate the finding of anticorrelated networks in an independent dataset of 17 subjects using the more rigorous random effects analysis. As anticipated, correlations with a seed in the task-positive network (area MT+, Figure 1B ) were largely the inverse of correlations with a seed in the task negative network (the posterior cingulate cortex (PCC), figure 1C ), replicating the finding of anticorrelated brain systems in a larger independent dataset.
Although replicable across datasets, the finding of negative correlations was strongly dependent on preprocessing methodology ( Figure 2 ). In the original data, every seed region was significantly correlated (P < 0.05) with essentially all other brain voxels and correlations were almost entirely positive.
After regression of movement, white matter, and ventricle signals this distribution changed only slightly.
After removal of the global signal, either by regression (Fig 2) or frame-to-frame intensity stabilization ( Supp Fig 3) , the distribution of computed correlations changed dramatically: the mean correlation value became close to zero, there was a marked improvement in the neuroanatomical specificity of the significant positive correlations, and strongly negative correlations (anticorrelations) emerged.
Removal of the global signal, either through linear regression or frame-to-frame intensity stabilization, ensures that, in subsequent seed-based correlation analyses performed on the residual, the sum of regression coefficients (the beta image) across all voxels within the whole brain mask must be zero. An algebraic proof is given in the Appendix. Since correlation coefficients are simply regression coefficients divided by voxelwise variance, they must also sum approximately to zero. Thus, global signal correction mathematically mandates the existence of negative correlations at the single subject level. This result raises important questions regarding the appropriateness of global signal regression and the interpretation of resulting anticorrelated networks.
The first step in addressing these interpretive issues was to examine the properties of the global signal and determine if global regression facilitates or impedes the observation of physiological relationships. First, the spatial distribution and extent of the global signal were examined. If the global signal selectively localized to a small number of cortical systems (such as the task-positive and tasknegative systems) then global regression would be approximately equivalent to removing the mean of two signals, in which case the two systems would appears to be perfectly anticorrelated even if they were independent. However, the global signal was not restricted in this manner, but rather was ubiquitously present and significant (p < 0.05) in every grey matter voxel in the brain ( Fig 3A) . Voxels with a global signal correlation significantly higher than average were identified ( Fig Table 2 ). These computations showed the least global signal in the task-negative system (p<0.05) with the greatest representation in the visual system.
For global regression to facilitate the observation of physiological relationships, the global signal should be in addition to, not simply the average of, system-specific fluctuations. This question was addressed by measuring the variance of the global signal along with the variance of fluctuations within multiple distinct cortical systems (Suppl Fig 2) . If the global signal were the average of independent signals in these systems, then its variance should be directly computable from the system-specific variance (Suppl table 3 ). However, the global variance computed from these system-specific signals was, on average, significantly less than the measured global variance (1.55 vs. 2.51 in arbitrary units, p < 2.94e-4 by the Wilcoxon signed rank test). This finding confirms the qualitative impression of significant shared variance across cortical systems (see Fig 2) , and demonstrates that the global signal includes something in addition to contributions from the major functional systems.
Finally, the question of whether global regression facilitates or impedes observation of physiological relationships was addressed by comparing correlation maps computed with and without global correction. Several well-established examples of cortico-thalamic connectivity were analyzed including V1 to LGN (Fig 4A) , prefrontal cortex to mediodorsal and anterior thalamic nuclei (Fig 4B) , and temporal cortex to medial pulvinar (Fig 4C) (Zhang et al. 2008) . To facilitate comparison of the correlation maps computed with and without global regression, the thresholds in the maps without global regression were allowed to vary to better approximate the specificity seen with global regression. For example, for the seed in the calcarine sulcus, the correlation map without global regression was thresholded to obtain similar specificity to the visual cortex as seen with global regression. However, only the map with global regression revealed specific correlations with the lateral geniculate nucleus (LGN, Fig 4A) . In all three cases, known functional system relationships were better observed with global regression than without it. This result suggests that removal of the global signal facilitates the observation of true physiological relationships at the systems level.
To confirm the above examples in a more unbiased manner, the correspondence between BOLD correlations and anatomical connectivity was evaluated across the entire brain, and these results compared in data preprocessed with and without global regression. A significant correspondence between anatomical connectivity, as assessed by diffusion tractography, and functional connectivity, as assessed by resting state BOLD imaging, has recently been reported (Hagmann et al. 2008; Honey et al. 2009; Skudlarski et al. 2008) . Interestingly, these studies all used some type of correction for global Second, global regression mandates negative correlations at the single subject level, but does not mandate consistency of the spatial distribution across subjects. This principle is illustrated by comparing beta coefficient maps obtained using a PCC seed vs. a seed in the white matter ( Figure 6 ). For both seed regions, the beta coefficient maps obtained in individual subjects (Fig 6A) summed to zero, as algebraically required (Appendix). However, the two seed regions varied greatly in the beta map consistency across subjects. The PCC gave rise to consistently negative regions within the beta maps, as reflected in the random effects result, whereas the white matter seed did not (Fig 6B) . A full set of slices corresponding to Fig 6 is shown in Suppl Fig 5. Examination of cross-subject consistency suggests that most negative correlations seen at the single subject level with the white matter seed are likely to be an artifact of global regression, whereas those associated with the PCC were reproducible across subjects and therefore at least plausibly reflective of neurophysiology.
Third, global signal regression only places mathematical constraints on voxels contained within the whole brain mask. Therefore, a strategy for eliminating this constraint is to restrict the "whole brain" mask to voxels outside the two anticorrelated networks. Correlation maps were computed using a seed ROI in area MT+, a region positively correlated with the task-positive network and anticorrelated with the task negative network (Figure 7) . Voxels most strongly correlated or anticorrelated with area MT+ were progressively removed from the "whole brain" mask. Even after removing 80% of the voxels most correlated or anticorrelated with MT+, robust anticorrelations remained (Fig 7) . As might be expected, the estimation of the global signal became less accurate and the anticorrelations less robust as the mask became more restricted. However, significant anticorrelations remained even when the global signal was computed using only the 5% of the original mask that was least correlated with either network. This result strongly suggests that the anticorrelation between these two systems is not an artifact of global regression.
To insure that this modified mask approach is indeed capable of differentiating underlying anticorrelation from independence in the presence of a global signal a simulation was performed which confirms the present conclusions (Suppl. Table 4 ). It is worth noting that this analysis and simulation assume an independent and additive global signal, an assumption which may be challenged (see Discussion.)
Finally, if negative correlations are physiological and not an artifact of global regression, some evidence of these negative correlations may be present without regressing out any type of global signal at all. Although no significant negative correlations were evident prior to global regression using our original a priori seed regions (Figure 2) , by optimizing the location of the seed region based solely on positive correlations within the task-negative network and lowering the threshold one can see evidence of anticorrelations even prior to global regression (Suppl Fig 6) . This is admittedly a post-hoc analysis and the results should be interpreted as qualitative, but they do show that anti-correlations may be present in fMRI data even without global regression.
Discussion:
There are three main findings in the current manuscript critical for understanding global regression and observed anticorrelations in resting-state fMRI data. First, global signal regression mathematically mandates the observation of negative values in seed-based correlation maps at the single subject level, highlighting the importance of methodological considerations in result interpretation.
Second, the global signal is ubiquitously present across grey matter and obscures underlying neuroanatomical relationships, providing important validation for use of global regression as a processing maneuver. Third, multiple characteristics of anticorrelated networks are not determined by global regression, suggesting that presence of an important and interesting physiological relationship.
14
Methods Matter:
The first main finding of the current article is that methodology has a pronounced impact on resting state fMRI studies and must be considered when interpreting results. We show that global signal We have also demonstrated that not all strategies for global signal correction generate equivalent results. While all types of global signal correction result in negative correlations, the degree to which these negative correlations represent processing artifact versus physiology may vary. For example, post hoc distribution centering induces negative correlations that are not specific to the seed region and localize to white matter (Fig 6) . A second technique, frame-to-frame intensity stabilization, for the most part returns results similar to those obtained with global signal regression (Suppl Fig 3A) . However, unlike global regression this technique does not account for regional heterogeneity in the distribution of the global signal (Macey et al. 2004) , a difference which becomes clear when a seed region is placed in white matter, an area with significantly less global signal than average (Suppl Fig 3B) . Given these considerations, we advocate the use of global regression over other normalization techniques for global signal correction especially when studying anticorrelations.
The global signal:
The second main finding of the current article is that the global signal obscures underlying neurophysiology and its removal through linear regression represents a valid and useful processing maneuver. This conclusion is supported by the three examples of improved cortical-thalamic relationships observed after global regression such as the correlation between V1 to LGN (Fig 4) , as well as the improved correspondence between BOLD correlations and diffusion-based structural connectivity assessed across the entire brain. 
How should we interpret observed anticorrelations?
The present evidence strongly suggests that previously observed anticorrelations between the task-positive and task-negative systems cannot be explained solely as a consequence of pre-processing using global signal correction. First, we have shown that the global signal is not preferentially localized to these systems. Hence, the observed anticorrelation cannot be explained as a trivial consequence of In contrast to the present conclusions, a recent article has suggested that "global signal regression is most likely the cause of anti-correlations" causing them to be inappropriately "introduced" into the data leading to "spurious findings" (Murphy et al. 2009 ). An important question is how to reconcile the present results with this recent publication. Despite the difference in conclusions, the two articles are in agreement regarding multiple findings that should be present if anticorrelations are to be considered physiological. These findings include an improvement in the neuroanatomical specificity of positive correlations with global regression (Fig 4) , evidence for anticorrelations without global regression (Fig 7,   Suppl Fig 6) , global signal distribution that does not specifically localize to the task positive and task negative networks (Fig 3, Suppl Table 2 ), and a difference between global regression and simply shifting the voxel distribution with post hoc distribution centering (Fig 5) . The conclusions of Murphy et al. were motivated by the abscence of these findings both in their study and prior literature. However, by directly testing for each hypothesis we here report clear confirmation of each of the above findings. Further, Murphy et al. suggested a mechanism whereby artifactual anticorrelations could arise after global regression from a delayed correlation between systems. We directly tested for such delayed correlation between the task positive and task negative system and found none ( Suppl Fig 7) .
Limitations and Areas for Future Work:
There are several limitations in the current article that should be noted. First, the current study was limited in scope to anticorrelations between the task-positive and task-negative networks, a robust observation with respect to dataset (Fig 1) and resting state conditions (Fox et al. 2005b ).
Anticorrelations outside these systems may be less reliable (Tian et al. 2007a; Tian et al. 2007b) and have yet to be tested using the rigorous methods presented here. Second, some of the conclusions in this article, specifically those based on the restricted mask analysis and simulation ( 
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Appendix:
Description of global signal regression technique:
Let the BOLD data be represented as the m n × array, B , where n is number of time points 
Mandated anti-correlations following whole brain signal regression
Extending the above description, clearly, ′ B , like, B , is n × m. Now, suppose another regression is computed using ′ B (the volumetric time series post global signal regression) on any other regressor, f . Then,
where f + is the 1× m pseudoinverse of f . We want to show that the spatial mean of β f is zero,
The preceding proof applies to beta images rather than correlation images. But total correlation images are equal to beta images divided by the local time series standard deviation (square root of variance). The standard deviation image clearly is not uniform. However, the non-uniformity of the distribution of voxelwise noise tends to be unrelated to positive vs. negative regions of the 20 beta image, for regressors extracted from typical seed regions of interest. Hence, total correlation images (post whole-brain signal regression) tend to exhibit an approximately zero mean property.
Description of Frame to Frame Intensity Stabilization:
Using the previous notation, the intensity stabilized volumetric timeseries ′ B is computed as ′ B = G −1 B,
[ ] is a n × n matrix containing the (unaltered) global mean time course (as defined above) on the diagonal.
Mandated anti-correlations following frame-to-frame intensity stabilization
Using the previous notation, let ′ B be the volumetric time course after frame-to-frame intensity stabilization. Then, the stabilized global mean time course,
column vector in which all entries are identical. We may, without loss of generality, take the value of these entries to be 1, as the subsequent argument is unchanged if ′ B is scaled by any arbitrary constant. To show that ′ g = 1 n , write
The preceding equation can be verified by left-multiplying the expressions on both sides of the last equal sign by G. Thus,
Global signals must be removed prior to correlation analysis. Having forced the global mean value at all time points to be 1 (or any other value), this quantity must be subtracted from all entries in ′ B to obtain ′ ′ B . Then, each row of ′ ′ B (each frame) will have a whole brain mean value zero. Algebraically, this condition is (1/ m) ′ ′ B 1 m = 0 n . Now, suppose that ′ ′ B is regressed on some timecourse, f , extracted from any arbitrary ROI. Then, as above, we have
We want to show that the spatial mean of β f is zero, i.e., that (1/ m)β f 1 m = 0. Performing the algebra, we obtain
which follows from the fact that the quantity in braces is a n ×1 column vector of all 0s. correlations within a system and negative correlations between systems. B) Z score map from the current independent dataset shows voxels significantly correlated with a seed in the task-positive network (area MT+) using random effects analysis. C) Z score map from the current dataset shows voxels significantly correlated with a seed in the task negative network (posterior cingulate / precuneus) using random effects analysis.
Figure 2: The impact of preprocessing and global regression on seed-based correlation maps. Z score maps show voxels significantly correlated with various seed regions at three processing stages: no regression (left), movement, ventricle, and white matter regression (middle), and global regression (right). Histograms of voxel intensities for the three processing stages are shown to the right using blue, green, and red lines respectively. The location of each seed region is shown on the far left and include the posterior cingulate cortex / precuneus (Pcc), area MT+ (MT), the somatomotor cortex (MC) and primary visual cortex (V1). Talairach slice coordinates for Z score maps: z=45 (Pcc); z=36 (MT); z=54 (MC); z=-6 (V1). Figure 4: Global signal regression reveals fine neuroanatomical specificity not seen without global signal correction regardless of thresholding. Z score maps (random effects across 17 subjects) showing voxels significantly correlated with seeds in (A) the primary visual cortex (top), (B) prefrontal cortex (middle), and (C) temporal cortex (bottom) at three stages of processing: no regression (left), movement, ventricle, and white matter regressed (middle), and global signal regressed (right). Raising the threshold of the Z score map after ROI regression does not show the neuroanatomical specificity achievable with global regression such as the correlation between the visual cortex (V1) and the lateral geniculate nucleus (LGN). For the bottom two rows, images were masked to focus on the thalamus and cortical seed regions were generated per (Zhang et. al. 2008 ). Transverse slices: z=-6, Coronal slices: y=-27. : Global signal regression mandates negative correlations at the single subject level but not at the population level. A) Single-subject regression coefficients (beta maps) for seeds in the posterior cingulate (left, blue line) and in the white matter (right, green line) for a representative subject. B) Random effects Z score maps show voxels significantly correlated with seeds in the posterior cingulate (left) and white matter (right) across the population of 17 subjects. The sum of voxel values across the entire brain is shown below each image and voxel histograms are shown to the right. Although the voxelwise sum of beta maps must be zero for each subject and histograms similar, these measures can vary greatly in the population level Z score maps depending on the consistency across subjects.
Figure 7: Anticorrelated networks persist despite modified whole brain masks which eliminate the mathematical constraints imposed by global regression. Modified whole brain masks (left) were created by removing 0%, 30%, 70%, 80% or 95% of the voxels most correlated or anticorrelated with area MT. The intensity of the displayed whole brain mask values reflects the absolute value of correlations with MT+. These masks were then used to regress out a modified global signal and Z score correlation maps for a seed in MT+ were generated using the residual (right). The systems of interest remain anticorrelated even after being excluded from the whole brain mask suggesting that the relationship is not an artifact of global regression. The MT+ seed region is as shown in figure 1.
Supplemental Figure 3A ). Talairach coordinates of each peak foci is listed in supplemental Table 1 .
Supplemental Figure 5 : There is a pronounced difference in the number of significant positive versus negative correlations in population level Z score random effects maps for seeds placed in the posterior cingulate cortex and white matter. Displayed data is identical to that shown in Figure 6 of the main text but shown across a wider range of slices. Although the number of positive correlations are similar, there is a prominent difference in the number of significant anticorrelations associate with a seed in the Pcc (top) versus the white matter (bottom). From the dorsal to ventral (top left to bottom right), slices shown represent z=51 to z=-36 in intervals of 3mm.
Supplementary Figure 6 : Evidence of anticorrelations is present prior to whole brain regression. By optimizing seed region location and lowering thresholds, one can see evidence of negative correlations prior to whole brain regression (Column one) that correspond anatomically with the significant and robust negative correlations seen after whole brain regression (Column 2).
Supplementary Figure 7:
There is no evidence for a lagged correlation between the task-positive and task negative systems which could account for anticorrelation after global regression. Shown is the correlation coefficient (y axis) between time courses extracted from templates of the task-positive and task-negative systems at temporal lags ranging from -10 to +10 seconds (x axis). The displayed graph is the average of cross-corellograms generated individually on 17 subjects.
Supplemental Table 1 : Peak foci of global signal localization. Table includes peak Z score value, XYZ Talairach coordinates, and region name. The Z score map of global signal localization is shown in the main text (Fig 2) and the location of each peak is displayed in Suppl. Material (Suppl . Fig 4) .
Supplemental Table 2 : Global signal localization within system specific masks and statistical comparisons between systems. System specific masks (supplemental Figure 2) were applied to single subject Z score maps of global signal localization (similar to that shown in figure 3A ) to determine the localization of the global signal to different cortical systems (top table) . Values are the average Z score value within each mask. The statistical significance of differences across systems was determined using a Wilcoxon signed rank test in a pairwise fashion (bottom table) . Listed values are p values for each comparison. The global signal localized most to the visual network and least to the task-negative network.
Supplemental Table 3 : Variance of system-specific fluctuations predict a global signal which is significantly smaller than the measured global variance. The variance of each system was computed from the average timeseries within each system-specific mask (supplemental Figure 2) , and from the whole brain mask (supplemental Figure 1) . Predicted global signals were computed by averaging five independent time series with magnitudes equal to those measured from the specific systems. The observed global signal was much larger than would be predicted from the average of independent system specific signals (p < 2.94e-004 by Wilcoxon signed rank test).
Supplemental Table 4 : Three voxel simulation showing the effects of global signal regression on the resulting correlations with and without modification of the "whole brain" mask. Two three-voxel scenarios were simulated. In scenario 1 (left), all voxels were initially independent of one another (no correlation among voxels) while in scenario 2 (right), voxels 1 and 2 were initially anticorrelated while voxel 3 was not correlated with any other voxel. For both scenarios, a "global" signal of equal magnitude was added to all voxel time series to simulate the global correlation present in human fMRI data. In the first analysis (top table) the global signal was estimated by averaging time series within a "whole brain" mask covering all three voxels and then removed through linear regression. Regardless of whether voxels 1 and 2 were initially independent or anticorrelated, they appear negatively correlated after global regression. In analysis 2 (bottom table) voxels 1 and 2 were excluded from the "whole brain" mask and estimation of the global signal. Only when voxels 1 and 2 were modeled as initially anticorrelated (scenario 2) are they negatively correlated after regression of this modified global signal. This second analysis is equivalent to removing the task positive and task negative systems from the whole brain mask in human fMRI data (see figure 7 ) and shows that independent versus anticorrelated networks can be distinguished in this manner. Simulated time series were generated using Matlab and included 10,000 independent time points. show correlations within a system and negative correlations between systems. B) Z score map from the current independent dataset shows voxels significantly correlated with a seed in the taskpositive network (area MT+) using random effects analysis. C) Z score map from the current dataset shows voxels significantly correlated with a seed in the task negative network (posterior cingulate / precuneus) using random effects analysis.
Figure 2: The impact of preprocessing and global regression on seed-based correlation maps. Z score maps show voxels significantly correlated with various seed regions at three processing stages: no regression (left), movement, ventricle, and white matter regression (middle), and global regression (right). Histograms of voxel intensities for the three processing stages are shown to the right using blue, green, and red lines respectively. The location of each seed region is shown on the far left and include the posterior cingulate cortex / precuneus (Pcc), area MT+ (MT), the somatomotor cortex (MC) and primary visual cortex (V1). Talairach slice coordinates for Z score maps: z=45 (Pcc); z=36 (MT); z=54 (MC); z=-6 (V1). Figure 4: Global signal regression reveals fine neuroanatomical specificity not seen without global signal correction regardless of thresholding. Z score maps (random effects across 17 subjects) showing voxels significantly correlated with seeds in (A) the primary visual cortex (top), (B) prefrontal cortex (middle), and (C) temporal cortex (bottom) at three stages of processing: no regression (left), movement, ventricle, and white matter regressed (middle), and global signal regressed (right). Raising the threshold of the Z score map after ROI regression does not show the neuroanatomical specificity achievable with global regression such as the correlation between the visual cortex (V1) and the lateral geniculate nucleus (LGN). For the bottom two rows, images were masked to focus on the thalamus and cortical seed regions were generated per (Zhang et. al. 2008) . Transverse slices: z=-6, Coronal slices: y=-27. Although the voxelwise sum of beta maps must be zero for each subject and histograms similar, these measures can vary greatly in the population level Z score maps depending on the consistency across subjects.
There is no evidence for a lagged correlation between the task-positive and task negative systems which could account for anticorrelation after global regression. Shown is the correlation coefficient (y axis) between time courses extracted from templates of the task-positive and task-negative systems at temporal lags ranging from -10 to +10 seconds (x axis). The displayed graph is the average of cross-corellograms generated individually on 17 subjects. (Fig 2) and the location of each peak is displayed in Suppl. Material (Suppl . Fig 4) .
Supplemental Table 2 : Global signal localization within system specific masks and statistical comparisons between systems. System specific masks (supplemental Figure 2) were applied to single subject Z score maps of global signal localization (similar to that shown in figure 3A ) to determine the localization of the global signal to different cortical systems (top table) . Values are the average Z score value within each mask. The statistical significance of differences across systems was determined using a Wilcoxon signed rank test in a pairwise fashion (bottom table) . Listed values are p values for each comparison. The global signal localized most to the visual network and least to the task-negative network. Supplemental Table 3 : Variance of system-specific fluctuations predict a global signal which is significantly smaller than the measured global variance. The variance of each system was computed from the average timeseries within each system-specific mask (supplemental Figure 2) , and from the whole brain mask (supplemental Figure 1) . Predicted global signals were computed by averaging five independent time series with magnitudes equal to those measured from the specific systems. The observed global signal was much larger than would be predicted from the average of independent system specific signals (p < 2.94e-004 by Wilcoxon signed rank test). Table 4 : Three voxel simulation showing the effects of global signal regression on the resulting correlations with and without modification of the "whole brain" mask. Two three-voxel scenarios were simulated. In scenario 1 (left), all voxels were initially independent of one another (no correlation among voxels) while in scenario 2 (right), voxels 1 and 2 were initially anticorrelated while voxel 3 was not correlated with any other voxel. For both scenarios, a "global" signal of equal magnitude was added to all voxel time series to simulate the global correlation present in human fMRI data. In the first analysis (top table) the global signal was estimated by averaging time series within a "whole brain" mask covering all three voxels and then removed through linear regression. Regardless of whether voxels 1 and 2 were initially independent or anticorrelated, they appear negatively correlated after global regression. In analysis 2 (bottom table) voxels 1 and 2 were excluded from the "whole brain" mask and estimation of the global signal. Only when voxels 1 and 2 were modeled as initially anticorrelated (scenario 2) are they negatively correlated after regression of this modified global signal. This second analysis is equivalent to removing the task positive and task negative systems from the whole brain mask in human fMRI data (see figure 7 ) and shows that independent versus anticorrelated networks can be distinguished in this manner. Simulated time series were generated using Matlab and included 10,000 independent time points.
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