Nonlinear thresholding of wavelet coefficients is an efficient method for denoising signals with isolated singularities. The quasi-optimal value of the threshold depends on the sample size and on the variance of the noise, which is in many situations unknown. We present a recursive algorithm to estimate the variance of the noise, prove its convergence and investigate its mathematical properties. We show that the limit threshold depends on the probability density function (PDF) of the noisy signal and that it is equal to the theoretical threshold provided that the wavelet representation of the signal is sufficiently sparse. Numerical tests confirm these results and show the competitiveness of the algorithm compared to the median absolute deviation method (MAD) in terms of computational cost for strongly noised signals.
Introduction
Estimating signals or images from noisy data is a typical problem in data processing with many applications. Many parametric and nonparametric approaches, such as linear kernel estimators, Kalman filters, have been proposed, see, e.g., [5] . Nonlinear thresholding of the empirical wavelet coefficients was originally proposed by Donoho and Johnstone [2] to denoise signals corrupted with Gaussian white noise. It consists in deleting the wavelet coefficients of the noisy signal whose modulus is below a threshold and reconstructing the denoised signal from the remaining coefficients. The threshold depends only on the sample size and on the noise's variance. The method was later generalized to correlated noise and to non-Gaussian situations [6, 7] . Wavelet thresholding estimators minimize the maximum L 2 -risk in a whole class of finite energy signals including Hölder and Besov spaces without any a priori knowledge of the signal, but the unknown variance of the noise has to be estimated. The median absolute deviation (MAD) is a standard method that estimates the level of the noise by taking the median of the modulus of the smallest scale wavelet coefficients [5] . In the present paper we introduce a new recursive algorithm to estimate the variance of the noise, study its properties regarding convergence, stability and performance, and validate the results with a numerical example.
Denoising by nonlinear wavelet thresholding
We consider a discrete signal S of size N = 2 J with vanishing mean, corrupted by a Gaussian white noise of mean zero and variance σ 2 W resulting in X k = S k + W k for k = 0, . . . , N − 1, where X k and W k are N samples of the noisy data and the noise, respectively.
We decompose the noisy data X into an orthogonal wavelet series X = λ∈Λ JXλψλ where the multiindex λ = (j, i) denotes the scale j and the position i of the wavelets. The corresponding index set Λ
By thresholding the wavelet coefficientsX λ and reconstructing the corresponding signal we define a nonlinear operator
with the thresholding function
where T denotes the threshold. We denote by Λ T the index subset of wavelet coefficientsX that are selected by the thresholding function ρ T , such that Λ T = {λ ∈ Λ J , |X λ | > T } ⊂ Λ J . Donoho and Johnstone [2] showed that the relative quadratic error between the signal S and its estimator F T (X), defined by
has its lower bound, min T E(T ), close to the minimax error for all signals S ∈ H where H belongs to a wide class of function spaces, including Hölder and Besov spaces. They also showed that the error E(T D ) corresponding to the threshold
is close to the minimum of E(T ). Since T D depends only on the variance of the noise, it is called universal threshold in contrast to the value T min that minimizes the error E(T ). However, in many applications σ W is unknown and has to be estimated from the available noisy data X.
To address the estimation of the noise, we adopt a dual point of view: Instead of considering the denoised part F T (X) of the noisy signal X, we focus on the residual which was not taken into account in F T (X); namely,
where Id denotes the identity. The complementary operator (X) is a quasi-optimal estimator of the Gaussian white noise W , whose relative error is
Recursive algorithm
In [4] , we proposed a recursive algorithm for denoising based on the conjecture that, given a threshold T n , the variance of the noise estimated by F c T n (X) yields a threshold T n+1 closer to T D than T n . In the following, we present the algorithm and check the validity of this conjecture.
Algorithm 1.

Initialization
• Given X k , k = 0, . . . , N − 1. Set n = 0 and compute the fast wavelet transform of X to obtainX λ .
• Compute the variance σ 2 0 of X as a rough estimate of the variance of W and compute the corresponding threshold σ
• Set the number of coefficients considered as noise
Main loop
Repeat
• Set N W = N W and count the wavelet coefficients smaller than T n :
• Set n = n + 1
Final step
• Compute F T n (X) from the coefficients {X λ } λ∈Λ Tn using inverse fast wavelet transform and compute
This algorithm defines a sequence of estimated thresholds (T n ) n∈N and the corresponding sequence of estimated variances σ 2 n n∈N . Their convergence depends on their initial value and on the iteration function
which is obtained by merging the definitions of σ 2 n+1 and T n+1 :
Properties of the iteration function
Taking the square of (6), we rewrite the sum as a continuous integral using delta functions:
This expression shows that the function I X,N (T ) is piecewise constant with a number of discontinuities smaller than N and is therefore bounded both from below and above. Moreover, the iteration function is monotonically increasing, i.e.,
I X,N (T ) I X,N (T + T ) ∀T
, T ∈ R + .(8)
Convergence
In the following we prove the convergence of the recursive algorithm by applying fixed point arguments to the iteration function I X,N . Theorem 1 proves that, if there exists an interval such that the iteration function is above the line y = x at the lower bound and below this line at the upper bound, then the sequence of thresholds converges as soon as it enters this interval. Corollary 1 shows that these particular conditions are always satisfied by the iteration function.
Theorem 1. We consider an interval
[T a , T b ] ⊂ R + such that I X,N (T a ) T a and I X,N (T b ) T b . If there exists a step n 0 such that T n 0 ∈ [T a , T b ], then T n = I X,N (T n−1 ) converges to a limit T within [T a , T b ] such that T = I X,
N (T ). The number of iterations n is smaller than N .
Proof. We suppose that I X,N (T n 0 ) < T n 0 . Expression (8) implies that (I X,N • I X,N (T n 0 )) I X,N (T n 0 ) and hence
which shows that the sequence {T n } n n 0 decreases. As T a < T n 0 , expression (8) implies that I X,N (T a ) I X,N (T n 0 ). As we assumed T a I X,N (T a ), we find T a T n 0 +1 and therefore T a T n for all n n 0 . Hence {T n } n n 0 decreases, is bounded from below by T a , and converges to a limit T = inf n n 0 (T n ) between T a and T n 0 . As the iteration function I X,N is piecewise constant with a finite number of discontinuities, its image (including the values taken by the sequence {T n } n>n 0 ) is countable with a cardinality smaller than N . As a consequence, there exists a n such that T n = T = inf n n 0 (T n ). As {T n } n>n 0 is decreasing, one has T n +1 = T n , i. An additional point is the stability and self-consistency of the recursive algorithm. Corollary 2 shows that if we apply the recursive algorithm to the already denoised signal, this does not change the result.
Corollary 2. Let A : X → F T (X) (X) be the operator corresponding to the recursive algorithm described above. Then
A • A(X) = A(X) ∀X ∈ H.
This means that A is a nonlinear projector.
Proof. This property can be shown by considering the graph of the iteration function corresponding to A(X) defined as
where T > 0 is the threshold obtained from the recursive algorithm applied once. As expression (10) corresponds to a partial sum of the terms 
in I X,N (T ), one has I A(X),N (T ) < I X,N (T ) ∀T ∈ R + . As Theorem 1 implies that I X,N (T ) T for all T T , we have I A(X),N (T ) < T for T T . Hence, there is no fixed point for I A(X)
,
Convergence for Gaussian white noise
Stating that the successive estimations of the noise F c T n (X) converge close to the best estimation F c T min (X) suggests that a Gaussian white noise is invariant with respect to the recursive algorithm. We check this assertion by applying the algorithm to a Gaussian white noise W . As the orthonormality of {ψ λ } λ∈Λ J implies that {W λ } λ∈Λ J is also a Gaussian white noise, the analytic expression of the PDF of its wavelet coefficients is known. Berman [3] showed that the probability that the maximum of the modulus of N values of a Gaussian white noiseW is inside the interval
tends to 1 for large N . This result shows that for N large enough, the value T D is a good estimator of the expected maximum modulus of the noise. At the first iteration of the algorithm, we have
This shows that the threshold T 0 obtained at the first iteration of the algorithm is almost a fixed point of the iteration function I W,N . In addition, using the analytical expression of the Gaussian PDF of the noise, one can show that the derivative of the iteration function is almost zero around T D . This forces the threshold T to be close to T D and the algorithm to converge in one iteration. The remaining question is to determine whether T is a correct estimator of T D , which will be tested using a numerical example.
Numerical application
We apply the recursive algorithm to a one-dimensional test signal and illustrate its properties (cf. Fig. 1 ). We construct a noisy signal X by superposing a Gaussian white noise, with zero mean and variance σ 2 W = 1, to a signal S, normalized in such a way that (
The number of samples is N = 8192. We first apply the recursive algorithm to the signal S without any noise, then to the noise W only, and finally to the noisy signal X. We study the influence of the iteration functions I S,N and I W,N of the signal or noise alone, and on the iteration function I X,N of the total signal. We compare the results obtained with the threshold T computed by the recursive algorithm, the universal threshold T D computed with the known variance of the noise σ 2 W = 1, and the threshold T m obtained using MAD method [2] which estimates σ W from the median of the wavelet coefficients of the noisy signal at the smallest scale. The resulting MAD threshold is given by the formula
The iteration functions for X, S, and W are shown in Fig. 2 . One observes that I X,N is superposed on I W,N for small values of T n , but it follows I S,N for large values of T n up to the point C, corresponding to the first iteration of the algorithm. In Fig. 3 , we plot the histograms of the wavelet coefficients of X, S and 
(T ))
2 is dominated by the contribution of the coefficientsW λ whose distribution far from zero is wider. Thus the noise W dominates S in I X,N for T smaller than T D , as soon as S is sparse enough in wavelet space. The consequence is that the intersection B of I X,N with y = x remains close to the intersection A of I W,N with y = x. Therefore, the limit T of the recursive algorithm applied to X is close to the limit obtained for the noise alone, which approximates T D . This is true since no other fixed point is present for values of the threshold larger than T D , due to the fact that between B and C the iteration function I X,N is below y = x. For this test signal, the algorithm converges to the value T = 4. respectively, are shown in Fig. 1 . Table 1 summarizes the values of the threshold T , T m , and T D , and the resulting mean square errors of the estimations E(T ), E(T m ), and E(T D ) defined in (2) .
We observe that, despite the fact that the threshold T m is closer to T D than T and the error E(T m ) is smaller than the error E(T ), the performances of the two methods are of same order. Moreover, the threshold T D results in a larger error than the thresholds T m and T .
We also observe that the number of iterations n is increasing with the signal to noise ratio, i.e., n = 1 for the noise without signal, n = 4 for the noisy signal X, and n = 21 for the signal without noise. We interpret this result by saying that the wavelet coefficients of the noise are responsible for deflecting the graph of I X,N above the line y = x. This deflection interrupts the sequence of iterations by forcing the decreasing sequence of thresholds T n to converge to the intersection point B.
The numerical cost of the recursive algorithm is n N operations, which is, e.g., equal to 4N for the case above, since N multiplications and sums are needed at each iteration. The MAD method needs to perform a quick sort on the squared wavelet coefficients, which has a cost of order N log N plus N multiplications. Both methods additionally require a wavelet transform and its inverse, with order N complexity.
We conclude that the recursive algorithm may run more quickly than the MAD method for weak signal to noise ratios, since the deflection of the iteration function occurs closer to the initial value of the threshold T 0 which speeds up the convergence. Current work [1] also shows that the algorithm yields better results than the MAD method, when applied to signals corrupted with non-Gaussian noise. These additional results are currently being investigated and will be the object of a future publication.
2 n withX n for n = 1, . . . , N. The loop terminates at the smallest n for which T 2 n is at least as big as the n smallest wavelet coefficients and yields the threshold. This algorithm takes O(N log N) operations to rearrange the coefficients, while our algorithm has a complexity of O(n N) with n N . Therefore, if the number of iterations n is larger than log N , a sorting of the wavelet coefficients becomes more efficient. We acknowledge financial support from contract CEA-Euratom No. V. 3258.001.
