In this study, we consider difference-in-differences models with a common trend assumption that is only valid after conditioning on covariates. We suggest estimators that allow the covariates to enter the model in a very flexible form. In particular, we propose estimation procedures that involve supervised machine learning methods. We derive asymptotic results for new semiparametric and linear model based estimators for repeated cross-sections and panel data and show that they have desirable statistical properties like asymptotic normality and double robustness. Further, we establish a semiparametric efficiency bound for panel difference-in-differences estimation. The proposed semiparametric estimator attains this bound. The usability of the methods is assessed by replicating a study on an employment protection reform. We demonstrate that the notion of high-dimensional common trend confounding has implications for the economic interpretation of the policy evaluation results. Notably, measured reform effects are substantially decreased or even reversed when covariates are included in a data-driven manner.
Introduction
Difference-in-differences is often labelled 'quasi-experimental' coming from its roots in mean comparisons between treatment and control group before and after treatment in natural experiments. Indeed, in such settings identification is ensured by the fact that the two groups would have developed equally in the absence of treatment. In the social sciences such purely random designs are rare and effect identification often relies on the assumption that the common trend holds conditional on covariates. For example suppose a reform that only affects a specific subpopulation is introduced. Then any underlying factor shifting the potential outcomes under non-treatment for the subpopulation and the rest of the population differently needs to be controlled for. 1 However, even if the researcher can credibly identify the factors that may lead to common trend confounding, it is still unclear which covariates should ultimately enter the statistical model for two reasons.
1. Model selection: There are many different covariates that are supposed to measure the same economic channel for common trend confounding.
Functional form:
It is unclear what polynomials or interaction of the covariates should be included in the model.
The first issue might be especially prevalent in difference-in-differences models. Often covariates like geographic or industry dummies are available for different levels of aggregation -making covariate selection an even more tedious task.
Both issues increase the dimensionality of the problem. For standard parametric models usually used for difference-in-differences estimation a dimension close to or larger than the sample size will cause the estimator to break down. Advances in the supervised machine learning literature 2 allow to approach this problem by choosing a data-driven trade-off between the dimension and the sample size at hand.
Our approach essentially combines semiparametric and parametric difference-in-differences models with machine learning estimation. We argue that we contribute to the evolving literature on causal machine learning in at least four aspects. Firstly, we allow for a data-driven approach to determine to what extent covariates that ensure the common trend condition should enter the model. By doing so we, secondly, propose new classes of parametric and semiparametric difference-in-differences estimators that are doubly robust in the sense that asymptotic properties of our estimators are unaffected if only one of the first stage parameters is biased. Therefore, the framework proposed is also useful in low-dimensional settings.
Thirdly, we derive a semiparametric efficiency bound for panel difference-in-differences estimation under 1 For an introduction see for example Athey and Imbens (2017) or Imbens and Wooldridge (2009) 2 For an overview see e.g. Hastie, Tibshirani, and Friedman (2009). the common trend assumption and show that our proposed estimator achieves this bound. Fourthly, we adopt the methods to a well-known application and investigate the value added when using causal machine learning instead of classical causal estimation methods. We argue that our proposed methods give more credible results.
Despite its popularity for policy evaluation 3 , difference-in-differences was for the first time investigated from a semiparametric angle by Heckman, Ichimura, and Todd (1997) . They show that matching type estimators can identify average treatment effects on the treated (ATET) in difference-in-differences settings. Abadie (2005) investigates how inverse probability weighting (IPW) can be used to identify ATET with panel and cross-sectional data. Lechner (2010) proposes an alternative procedure that in principle allows to implement any selection-on-observables estimator for ATET in the context of difference-in-differences estimation. Some other important contributions that operate under different assumptions include the changes-in-changes model by Athey and Imbens (2006) , the synthetic control group approach (Abadie, Diamond, and Hainmueller (2010, 2014) ) and 'fuzzy' difference-in-differences designs (Chaisemartin and D'Haultfoeuille (2018) ).
Regarding other causal designs with high-dimensional covariate confounding some recent contributions use supervised machine learning techniques. Belloni, Chen, Chernozhukov, and Hansen (2012) use the Lasso for optimal instrument prediction. Zhang and Zhang (2014) , van de Geer, Bühlmann, Ritov, and Dezeure (2014) and Athey, Imbens, and Wager (2018) concentrate on linear model based approaches. Belloni, Chernozhukov, and Hansen (2014) and Chernozhukov, Chetverikov, Demirer, Duflo, Hansen, Newey, and Robins (2018) develop treatment effects estimators using the efficient score structure that allows to incorporate first stage machine learning predictions. A major insight from this literature is the fact that inverse probability weighting (IPW) (see Horvitz and Thompson (1952) and Hirano, Imbens, and Ridder (2003) ) is inappropriate with machine learning generated first stages while augmented IPW (AIPW) (Robins and Rotnitzky (1995) , Scharfstein, Rotnitzky, and Robins (1999) ) maintains good statistical properties. In related but independent work Sant'Anna and Zhao (2018) also consider the properties of the AIPW based difference-in-differences estimator in a low-dimensional setting. We combine this latter strand with the literature on parametric and semiparametric difference-in-differences estimation and allow covariates to enter the model very flexibly.
By doing so, we will explicitly take the influence of first stage estimation steps on second stage inference into account. More broadly, we therefore contribute to the literature on semiparametric efficiency. Famous examples in the selection-on-observables design include Hahn (1998) and Firpo (2007) who derive efficiency bounds for semiparametric estimators. Such an analysis is typically based on the approach developed by Newey (1990 Newey ( , 1994 and Bickel, Klaassen, Ritov, and Wellner (1993 , 1998 ). Chamberlain (1987 , 1992 contributes an alternative approach based on moment conditions. It is used by Graham (2011) for general missing data problems to derive semiparametric efficiency bounds. For difference-indifferences estimation the influence of first stage testing on second stage inference is recently investigated by Roth (2018) .
The rest of the paper is organized as follows. The next section discusses semiparametric and parametric identification and estimation of difference-in-differences models in the context of high-dimensional common trend confounding for cross-sectional data. These results are extended in Section 3 for panel data and multiple time period settings. To assess the usability of the proposed methods, they are applied to real world data in Section 4. The last section concludes. All technical proofs and some details on the empirical application are relegated to the appendix.
2 High-dimensional difference-in-differences estimation in repeated cross-sections
Nonparametric identification
The causal analysis is built on the potential outcome framework of Rubin (1974) . Assume time T and treatment group status D are binary, such that t, d ∈ {0, 1}. Hence, we only consider 'sharp' designs where treatment status is a binary variable. 4 Then denote the potential outcome in a specific time t and for a specific treatment group d by Y d (t). In a difference-in-differences design, one is typically interested in identifying the average effect of the treatment on the outcome in period T = 1 for the treated population 5
(2.1)
Achieving this goal requires the formulation of some standard assumptions. 6
Assumption 2.1 (Data Generating Process). Two iid samples with triples
The covariates in both samples are points 4 For a detailed treatment of 'fuzzy' designs see the discussion in Chaisemartin and D'Haultfoeuille (2018) . 5 Lechner (2010) explains why the identification of the unconditional average treatment effect is implausible in differencein-differences designs.
6 For a exemplary discussions of these assumptions and their link to standard nonparametric identification of average treatment effects see Lechner (2010). in the covariate space such that X(0), X(1) ∈ X ⊆ R τ and τ → ∞ and potentially τ >> N (0) + N (1).
Assumption 2.2 (SUTVA). The outcome process follows the observational rule
Assumption 2.3 (No anticipation). The treatment has no effect on the pre-treatment population
Assumption 2.4 (Common Trend). Conditional on X the average outcomes for treated and controls would have followed parallel trends in the absence of treatment
Assumption 2.5 (Common Support). There is no perfect predictability for being treated
where the P operator denotes probabilities.
Assumption 2.1 essentially describes a repeated cross-section where the two samples realize with unknown distribution. In contrast to any previous study, the dimension of the covariate space τ can be very largepotentially much larger than the number of observations. Crucially, we assume that the treatment group status and the covariates are time-invariant. Heckman et al. (1997) show that given assumptions 2.2-2.4 one can identify (2.1) conditional on X as
Thus, the role of the covariates in difference-in-differences is central as they have to ensure the common trend.
Common support is a standard assumption in the treatment effects literature and is required to model the treatment process.
Then, building on the approach of Abadie (2005) and using the elementary reasoning behind ideas in the double robustness literature (Scharfstein et al. (1999) , Chernozhukov et al. (2018) ) we can derive the following result.
Lemma 2.1. Given that assumptions 2.2-2.5 hold, statistic (2.1) can be written as
Lemma 2.1 is an extension of Abadie's (2005) semiparametric difference-in-differences identification result. The ATET can be written as the expectation of the reweighted outcome differences adjusted for different sample sizes over time. However, we additionally introduce a projection of the outcome on the covariates and T in the sample of the untreated. Residualizing the outcome differences is not necessary for identification (as the proof in appendix A.1 shows), though it will turn out to be very useful in the context of high-dimensional estimation problems.
Estimation with Machine Learning
The high-dimensional covariate space in assumption 2.1 requires that projections on the treatment group identifier and the outcome have to be estimated using methods labelled as supervised machine learning.
These methods represent a trade-off between parametric and nonparametric approaches. In contrast to parametric methods, they can cope with situations where not only N → ∞ but also τ → ∞. Standard nonparametric methods are typically not applicable when the dimension is moderately large. While statistical properties for some very sophisticated machine learning methods remain unknown, there have been results on high-dimensional error bounds for others (for Lasso see Bhlmann and van de Geer (2011),
for Post-Lasso see Belloni and Chernozhukov (2013) , for Random Forests see Wager and Walther (2016) , for L 2 boosting see Luo and Spindler (2016) ).
Common to all these techniques are their decreased error convergence rates. Typically they do not achieve √ N convergence but some lower rate. The major challenge when deriving results in high-dimensions is therefore to take this behaviour into account. In particular, assume the following on the prediction qualities of the machine learner.
Assumption 2.6 (Nuisance prediction quality in semiparametric model). When predicting the nuisance parameters the machine learner for the propensity score p(x) = E[D|X = x] and a further outcome nui-
where · q denotes the L q -norm, q ≥ 1 is any natural number and 1 qp + 1 qγ = 1.
The crucial point is that even though machine learners typically do not converge at √ N rates, first stage nuisance parameter prediction can be neglected for the particular estimation structure if both prediction rates together (coupled by Hlder's inequality) achieve √ N convergence. Further, we need a technical assumption that restricts the ratio between the observations in the two periods from becoming too extreme.
Assumption 2.7. The number of observations in
where C is any positive constant.
Then following the reasoning in Chernozhukov et al. (2018) and the result in Lemma 2.1 suggest to use a two-stage estimation procedure.
1. Split the sample in K subsamples. 7 2. Estimate the propensity score p(x) and the outcome projection γ 0 (x, t) in K − 1 subsamples using any suitable machine learning method or an ensemble of them.
Estimatê
4. Repeat steps 2 and 3 for all K subsamples and construct the final estimator asθ = 1 K K k=1θ k .
One can then show the following asymptotic result.
Theorem 1. Under the Assumptions 2.1-2.7θ as in the previous procedure satisfies the inferential result
Additionally, notice that when there is low-dimensional common trend confounding, the proposed estimation strategy is doubly robust in the sense that if either the outcome or the treatment projection is misspecified the estimator remains consistent. This result is a corollary of the proof of Theorem 1 under Assumption 2.6. To see that notice that whenever γ 0 (
the propensity score can be biased (its prediction error has to converge in L 2 against a constant) and the remaining estimator will still be consistent and vice versa. Hence, if one of the nuisance parameters converges at a √ N rate then the other nuisance can be biased without distorting the properties of the estimator. For example ordinary least squares (OLS) is known to converge at a rate o τ N . In the low-dimensional setting τ is fixed and the standard √ N rate is achieved. This form of robustness towards misspecification can be a major advantage over the estimator of Abadie (2005) which relies on the correct specification of the propensity score model.
Linear model specification
Even though we argue for the nonparametric specification of the problem at hand, the linear model based difference-in-differences estimator is most popular. We therefore also derive an identification result and an estimator that is suitable to incorporate decreased first-stage convergence rates and hence can cope with the high-dimensional setting under a linear functional form assumption.
Assumption 2.8 (Linearity in parameters). Every potential outcome can be written as
While the linear model is relatively flexible, we do not allow for an interaction between treatment and time dummy as this would violate Assumption 2.4. In contrast to the nonparametric model in the previous section, Assumption 2.8 also does not allow for treatment heterogeneity in the sense that the parameters of the model are the same across potential outcomes or that there is an interaction between treatment and the covariates. Although in the light of the previous findings this a unnecessary restrictive assumption that could be easily violated, we need it to derive the classical linear form representation of the difference-in-differences estimator.
Lemma 2.2. Given that Assumptions 2.2-2.4 and 2.8 hold, statistic (2.1) can be written as
If common trend confounding is low-dimensional the classical outcome model
can be used to estimate β 1 as the coefficient of the period treatment interaction term (Card and Ashenfelter (1985) ). However, in the case of high-dimensional common trend confounding the parametric model (2.3) will not be useful since it does not allow for the case τ >> N .
Assumption 2.9 (Nuisance prediction quality in linear model). When predicting the nuisance parameters the machine learner for the propensity score p(x) = E[D(t)|X = x] and a further outcome nuisance
In parallel to our previous result, a model that can incorporate machine learning first stages should include the outcome and the treatment model. In particular, we suggest the estimation procedure is involving the following steps.
subsamples by any suitable machine
learning method or an ensemble of them.
3. Estimate the univariate OLS parameter
4. Redo the preceding steps for all K(0) subsamples and estimateβ 1 (0) = 1
Theorem 2. Under the Assumptions 2.1-2.4 and 2.8 and 2.9β 1 as in the previous procedure satisfies the inferential result
For the low-dimensional case, this is a Frisch-Waugh (FW) estimator for the different subsamples T ∈ 0, 1.
We then observe that the variance for the proposed estimator is equivalent to the classical OLS estimator under heteroscedasticity. This follows from the Frisch-Waugh Theorem and the fact that the result is unaffected by subsample estimation for the fully interacted model with respect to time. Under a further homoscedasticity assumption we achieve the efficiency bound for linear models.
Extensions

Panel Data
Suppose that we observe the same individual in both periods. Then we can replace Assumption 2.1 by its panel equivalent.
is observed. The covariates are points in the covariate space such that X ∈ X ⊆ R τ and τ → ∞ and potentially τ >> N .
The preceding analysis simplifies because first differencing between time periods becomes feasible. Abstracting from sample splitting, the semiparametric estimator in this case becomeŝ
We can then derive a theorem similar to Theorem 1.
Theorem 3. Under the Assumptions 3.1 and 2.2-2.5 a sample splitting version ofθ as in (3.1) satisfies the inferential result
denotes the semiparametric efficiency bound for the particular problem.
The efficiency result merits some discussion. Firstly, notice that the common trend is a conditional mean independence assumption in first differences. In contrast to the selection-on-observables case, which requires a 'strong' independence assumption (for example studied by Hahn (1998) ), we cannot apply the approach developed by Newey (1990 Newey ( , 1994 and Bickel et al. (1993 , 1998 . Since Assumption 2.4 is only informative about the first moment of the distribution of the statistical model, it is not possible to derive a parametric submodel for observed quantities. We therefore rely on the theoretical framework of Chamberlain (1987 Chamberlain ( , 1992 . Graham (2011) applies this framework to IPW estimation in the context of missing data problems.
Secondly, this allows to derive the difference-in-differences efficiency bound by specifying the problem in moment conditions involving
Notice that these moment restrictions represent nonparametric conditions on the estimation of the first stage nuisance parameters. Since our estimator with machine learning reaches the efficiency bound under nonparametric specifications, we conclude that for the particular problem machine learning is as good as nonparametric first stage estimation. At the same time our estimator avoids the usual problems of nonparametric estimation like extremely slow convergence rates in the presence of an even moderate number of covariates.
The results of Theorems 1 and 3 allow to compare the repeated cross-section and the panel case. Since information on the individuals in the panel context is richer, it comes to no surprise that the asymptotic variance that is achieved by our estimators is lower for panel data. This result is driven by the fact that the variance of the first difference terms is generally lower than the sum of the variances in the two subsamples. Additionally, the cross-section estimator has a further random component concerning variable T . This particular feature enters the variance term quadratically such that it does not disappear when conditioning on the two subsamples. Rather, the variance terms for the two periods are scaled to compensate for the fact that they only represent statistics on subsamples N (0) and N (1) and not the whole sample N . Accordingly, the often cheaper cross-sectional sampling scheme comes at the price of lower asymptotic precision for semiparametric estimators.
Multiple time periods
We now consider the case where a certain policy comes into force from a time period T = 1 onwards and where the researcher is interested in identifying effects like
in periods T = 1, ..., s, ...,T . The nonparametric identification result then follows in parallel to the two period case by adjusting the assumptions accordingly. Similarly, by specifying a flexible linear form with
where t s = 1(T = s) it can be shown that ATET(s) = β 1 1,s − β 0 1,s = β 1,s . When the dimension of the common trend confounding variables is small, a well-known estimation strategy follows from the fact that the pooled outcome model for this case is
For the high-dimensional case we cannot make use of estimating the time treatment interaction parameters in (3.3). Following previous reasoning, we apply the procedures in Sections 2.2 and 2.3 to every subsample with T ∈ (0, s). Equivalent asymptotic results apply.
4 Application to Angrist and Acemoglu (2001) data
To illustrate the practical relevance of the proposed method, we revisit the difference-in-differences application of Angrist and Acemoglu (2001) . The paper is concerned with the theoretically ambiguous effect of increased employment protection for disabled workers on weeks worked (for more details see the paper).
An empirical evaluation of the Americans with Disabilities Act reform introduced in 1991 is used to test the theory using data from the Current Population Survey (CPS). Table 2 and Figure 1 show the results of the replication study. As in the paper, we define D as being disabled, Y indicates the weeks worked in the respective year and T indicates if the observation is in a period after [1988] [1989] [1990] . The variable set labelled as 'original' is constructed using age, gender, education, race and region as controls including two-way interactions and second order polynomials. In parallel to the results in the paper, our estimates suggest significant negative effects on weeks worked for employees which report a disability. 8 In line with the result in Theorem 2, the Frisch-Waugh estimator on the original specification is roughly coherent with the OLS estimator. 9 In contrast, the semiparametric estimators exhibit very different results -indicating a lack of robustness either with respect to the linearity assumption or the model specification used.
We then apply an ensemble learner including Lasso, Ridge, Elastic Net and a Random Forest to estimate the nuisance parameters on the original data (for more details see the appendix). The weights for the different machine learners are chosen via cross-validation such that the out-of-sample predictive performance of the ensemble is optimized. The results are approximately similar to those obtained with standard parametric models for nuisance parameter estimation. This leads to the conclusion that in the original specification FW and AIPW are relatively robust to first stage functional form misspecification.
The baseline specification disaggregates the region variable used in the original dataset to control for geographically different common trends. Instead, we include state dummies and dummies indicating whether the individual lives in a metropolitain area. Additional controls on marital status, class of worker, industry and occupation should help to control for non-parallel trends between disabled and non-disabled. For example, if people that report a disability self-select more often into a certain sector or industry then any underlying structural change in this sector needs to be controlled for in order to guarantee the common trend assumption to hold. This might be a point that is of more general interest in empirical economics.
In labour market applications the common trend is often valid only after conditioning on variables that are available at different aggregation levels e.g. geographic or sector dummies. Using machine learning allows to include these variables at very low aggregation levels and therefore makes the common trend assumption more credible.
Again the nuisance parameters are estimated flexibly using the same ensemble learner. A first observation is that asymptotic standard errors are strongly reduced when compared to the other specifications. This follows from the fact that the asymptotic variances for the estimators depend on the precision of the outcome nuisance estimation step. The results also demonstrate that with this large set of controls the effects for both -the linear as well as the semiparametric estimator -lose significance, but stay negative at smaller levels for periods 1991-1993. For 1994 and 1995 we even get strongly positive effects for the linear estimator. However, we consider these results with caution since (especially for the latter years) the identifying assumptions have to hold over an extensive period of time. The results mostly become not significantly different from zero if we include further covariates on employment history, social welfare payments and health insurance status ('extended' specification).
Thus, in contrast to Angrist and Acemoglu (2001) , if anything, we get an inconclusive result using a data-driven approach to model selection. Hence, we cannot find compelling evidence that increased employment protection has negative effects on labour market outcomes.
Conclusion
This paper demonstrates that alternative difference-in-differences estimators that allow to incorporate flexible machine learning methods to control for high-dimensional common trend confounding have good statistical properties like double robustness. Further, they are shown to be semiparametrically efficient for panel data. Therefore our estimators are good alternatives to existing difference-in-differences methods in the low-dimensional case. Besides methodological advantages we have demonstrated that machine learning based model selection in difference-in-differences designs can shift results in real applications.
Hence, the notion of high-dimensional common trend confounding requiring machine learning methods indeed makes a difference -both statistically and regarding economic interpretation.
Some questions raised in the paper have to be left for future research. While a semiparametric efficiency bound for the panel case could be derived, it seems to be much more complicated for the cross-sectional case since here two different samples are involved. A distinctive feature of the difference-in-differences approach is to link the two samples via the common trend assumption. To the knowledge of the author, no such theory exists, though, the framework used in this paper could turn out to be very useful since only assumptions about first moments are required.
From a practical perspective it may be worthwhile to consider this point even more generally. For example the CPS dataset used for the application is a rotating panel sample. This aspect common to many survey samples is often neglected. Using the cross-sectional asymptotics as in this paper results in conservative standard errors, however, there could be room for improvement if the panel component of the sample could be taken into account.
Moreover, this paper is devoted to average effect estimation only. Abadie (2005) showed that the semiparametric formulation of the difference-in-differences problem also allows to investigate effect heterogeneities. We notice that in principle our procedures can also be combined with nonparametric regression to estimate conditional treatment effects. Deriving the explicit asymptotic properties of such estimators is, however, beyond the scope of this paper.
A Proofs
A.1 Proof of Lemma 2.1
Using Assumption 2.1 we can write
Therefore by result (2.2)
Denote the conditional density function of X given D = 1 as f X|D=1 (x, d) . Then using the previous finding and by the law of iterated expectations similar to Abadie (2005) it follows that
q.e.d.
A.2 Proof of Theorem 1
For this part of the proof we heavily draw from Belloni et al. (2014) and Chernozhukov et al. (2018) .
Using the estimator with sample splitting one can write for every subsample of size N k
By Lemma 2.1 and the Central Limit Theorem the first term will converge to zero. Mean-value expanding the second term for any random subsample W ik around the true nuisances (p(x i ), γ 0 (x i , t i )) and assuming interchangeability between the expectation and the Gateaux derivative operator gives
with R 3 as the Lagrange remainder. For the first and second order terms one gets
where the third line follows from Hlder's inequality and the last line from Assumptions 2.7 and 2.6.
Similarly, for the remainder
For the last term we notice that the nuisance parameters for any k are non-stochastic because they are estimated using subsamples K − 1. Heuristically, the average over all subsamples should then converge towards the respective sample statistics. Hence, the last term vanishes under sample splitting (for more details see Chernozhukov et al. (2018) ).
It follows that
and therefore
A.3 Proof of Lemma 2.2
By Assumptions 2.2 and 2.8 it follows that
Then by result (2.2)
A.4 Proof of Theorem 2
We begin with the observation that given the specification in Assumption 2.8 we have
This motivates the estimation procedure as given in Section 2.3. We notice that both models are nested in the partially linear model considered by Chernozhukov et al. (2018) . Under sample splitting and Assumption 2.9 we can therefore evoke their Theorem 4.1. Therefore
. Therefore for the overall esti-
Finally, we notice that estimating β 1 in the fully interacted or the subsample models does not affect the efficiency of the estimator. Then by the Frisch-Waugh Theorem σ 2 is equivalent to the variance for the traditional OLS difference-in-differences specification in the low-dimensional case.
A.5 Proof of Theorem 3
Similar to Lemma 2.1 one can derive the identification result
The proof for the asymptotic behaviour of the estimator follows in parallel to Theorem 1 using nuisance parameter E(Y (1) − Y (0)|X, D = 0) instead of E(Y |X, T, D = 0) giving the first claim in the Theorem.
It rests to derive the semiparametric efficiency bound for the panel difference-in-differences model. Here
we apply the approach developed by Chamberlain (1987 Chamberlain ( , 1992 and closely follow the proof structure in Graham (2011) for the missing data case.
To ease the notational burden, denote P (D = 1) = λ D and γ
Then suppose that the observed data realize with unknown distribution f 0 = f W (w, ·) and that there exists an alternative, multinomial density g 0 with finite support that is in the neighbourhood of f 0 . Since g 0 has finite support, the finite set X g0 ∈ {x 1 , ..., x L } has probabilities π l = P r(X = x l ) > 0. Similarly define p l = p(X = x l ), γ dl = γ d (X = x l ) and the vectors p = p 1 · · · p L , γ d = γ d1 · · · γ dL and B = 1(X = x 1 ) · · · 1(X = x L ) under the multinomial distribution.
We proceed as follows. In a first step the semiparametric problem is reformulated using conditional and unconditional moment conditions. In a second step we use the multinomial distribution assumption to transfer the conditional into unconditional moment restrictions.
Step 3 then evokes Lemma 2 in Chamberlain (1987) .
Step 4 derives an efficiency result under the multinomial distribution assumption.
Lastly, step 5 uses Theorem 1 in Chamberlain (1987) to generalize the result to the unknown distribution case f 0 .
Step 1 : A natural moment condition for the semiparametric problem is
Additionally, the first stages shall satisfy the nonparametric conditional moment restrictions
Step 2 : Under the multinomial distribution the conditional moment restrictions can be rewritten such that they are equivalent to E
. To see this by the law of iterated expectations write
Denoting m 3 (W, p, γ 0 , θ) for the unconditional moment restriction the problem is therefore characterized by
Step 3 Chamberlain (1987) the efficiency bound for θ under multinomial distributions for the moment conditions as defined above is given by
To check (i) and (ii) we write
Using rules on inverses of block matrices results in
Since Γ −1 1p , Γ −1 2γ0 and Γ −1 3θ trivially exist, it follows that Γ −1 exists which verifies condition (i). For Ω we get
The determinant of Ω is then given by
Under Assumption 2.5 det(Ω 11 ) = 0. Also
Additionally some algebra shows that in general the scalar is also non-zero. Hence, det(Ω) = 0 which verifies condition (ii) and Lemma 2 is applicable.
Step 4 : Using the results of the previous step, the efficiency bound can be calculated as
Hence, the efficiency bound under the multinomial distribution is given by
Step 5 : Any distribution f 0 can be arbitrarily well approximated by a multinomial distribution g 0 . By
Theorem 1 in Chamberlain (1992) (under certain further regularity conditions) it follows that the result in the previous step represents a general efficiency result under the given moment restrictions in the sense that the maximal asymptotic precision which can be achieved when estimating θ is given by σ 2 33 . Since the moment restrictions were formulated such that the solution of E All CPS data is retrieved from Joshua Angrist's data archive 10 also used for the original paper. We followed the available SAS programs to prepare our data. When predicting the propensity scores a logit version of the estimators is used. For all specifications we include all two-way interactions and all polynomials up to degree four for continuous variables. The Random Forest is estimated using the R package ranger not changing the standard specification.
B.2 Details on the ensemble learner
The ensemble is estimated using MSE optimal weights from an out-of-sample prediction. For the different specifications the average weight across years 1991-1995 and the out of sample predictions are depicted in Tables 3-5. Due to computational constraints, for all procedures we choose K = 2.
