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Abstract
By general case we mean methods able to process simplicial sets
and chain complexes not of finite type. A filtration of the object to be
studied is the heart of both subjects persistent homology and spectral
sequences. In this paper we present the complete relation between
them, both from theoretical and computational points of view. One
of the main contributions of this paper is the observation that a slight
modification of our previous programs computing spectral sequences
is enough to compute also persistent homology. By inheritance from
our spectral sequence programs, we obtain for free persistent homol-
ogy programs applicable to spaces not of finite type (provided they
are spaces with effective homology) and with Z-coefficients (signifi-
cantly generalizing the usual presentation of persistent homology over
a field). As an illustration, we compute some persistent homology
groups (and the corresponding integer barcodes) in the case of a Post-
nikov tower.
Mathematics subject classification. 55N99, 68W30, 55-04.
1 Introduction
Persistent homology is an algebraic method for measuring topological fea-
tures of shapes and functions, with many recent applications such as point
cloud data [5], sensor networks [22], optical character recognition [9] and
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protein classification [25]. The main underlying idea of all these applica-
tions is that relevant features will be long-lived in the sense that they persist
over a certain parameter range, on contrast with the “noise” which will be
short-lived.
There exist several algorithms designed for computing the persistent ho-
mology groups H i,jn of simplicial complexes, see for instance [3] and [26].
However, these techniques can only be applied when the considered space
is finite, and up to our knowledge there is no method for computing per-
sistence in the infinite case (that is to say, computing persistence of infinite
dimensional spaces, but with homology groups of finite type).
Spectral sequences are a tool in Algebraic Topology providing information
on the homology of a complex by means of successive approximations, and
they are known to be related with persistent homology (see [4] and [26]). In
a previous work [16], a set of programs was developed for computing spectral
sequences of filtered complexes, allowing the computation of the different
components of the spectral sequence even if the filtered complex is not of
finite type, if the effective homology [17] of the complex is known.
The goal of this work consists in using our programs for spectral sequences
for computing persistent homology of filtered complexes. Since our spectral
sequence programs are able to work in the general case, the results about
persistent homology will also be valid for simplicial sets not of finite type.
Moreover, we generalize the usual computations of persistent homology over
a field by defining and computing persistent homology with Z-coefficients,
where extension problems can be found. A slight modification of our algo-
rithms for spectral sequences has been sufficient to allow us to determine the
persistent homology groups H i,jn .
Our calculations have made it possible to detect an error in [4]: the so
called “Spectral sequence theorem” ([4, p. 171]) claims that:
The total rank of the groups of dimension p+ q in the level r ≥ 1
of the associated spectral sequence equals the number of points
in the (p + q)-th persistence diagram whose persistence is r or
larger, that is,
m∑
p=1
rankErp,q = card{a ∈ Dgmp+q(f)| pers(a) ≥ r}
2
However, our programs have showed that the above result is false: in the
left side of the formula there can be more elements than in the right side and
the relation is in fact an inequality.
The paper is organized as follows. After this brief introduction to our
problem, we present the main contributions of this paper in Section 2. Sec-
tion 3 presents a generalization of the usual definition of persistent homology
over a field by defining persistent homology with Z-coefficients. In Section 4,
we explain the relation between persistent homology and spectral sequences,
showing that the result in [4] is false and providing the correct connection
between both concepts. In Section 5 we present some programs for comput-
ing spectral sequences of filtered complexes, which can be used in the general
case of spaces which are not of finite type. These programs can be applied
for the computation of persistent Z-homology as explained in Section 6. We
then include some examples of interesting applications in Section 7. The
paper ends with a section of conclusions.
2 Main contributions of the paper
This work includes different new contributions. In this section, we enumerate
them in order to make the paper more understandable.
1. The paper presents a new module for the Kenzo system [2] allowing the
user to compute persistent homology groups, enhancing in this way the
functionality of the program.
2. The use of this new module has made it possible to detect an error in
a theorem published in [4]: the so called “Spectral sequence theorem”
[4, p. 171], relating the notions of persistent homology and spectral
sequences, includes a formula which is not correct.
3. A new correct formula explaining the relation between persistent ho-
mology and spectral sequences is stated. Here, we provide an expression
for determining the persistent homology groups of a filtered complex
in terms of the associated spectral sequence; see [1] for a different for-
mula where spectral sequence groups are defined in terms of persistent
homology.
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4. Our new Kenzo programs computing persistent homology groups con-
sider the general case of Z-coefficients. This allows for example to dif-
ferentiate the persistence of some concrete filtrations of a Klein bottle
and a torus (which have indistinguishable persistent homology groups
over Z2).
5. Moreover, our programs can also deal with spaces of infinite type, and
are able to produce for instance persistent homology groups of compli-
cated stages of Postnikov towers.
6. The persistent homology groups determined by our programs are pro-
vided with generators. This opens the possibility of a qualitative study
of persistent homology, going beyond the traditional quantitative anal-
ysis (based, for instance, on barcodes). With our approach, we can
trace the born and death moments of particular cycles, and their con-
tribution to the persistent homology groups.
All these results have been obtained using the effective homology method
[17], a technique for computing homology groups of complicated (infinite)
spaces. The effective homology technique is based on the following idea:
given some topological spaces X1, . . . , Xn, a topological constructor Φ pro-
duces a new topological space X. If effective homology versions of the spaces
X1, . . . , Xn are known, then we should be able to build an effective homology
version of the space X, and such a version would allow us to compute the
homology groups of X.
A typical example of this kind of situation is the loop space constructor.
Given a 1-reduced simplicial set X with effective homology, it is possible to
determine the effective homology of the loop space Ω(X), which in particular
allows us to compute the homology groups H∗(Ω(X)). Moreover, if X is
m-reduced, this process may be iterated m times, producing an effective
homology version of Ωk(X), for k ≤ m. Effective homology versions are also
known for classifying spaces or total spaces of fibrations, see [19] for more
information.
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3 Persistent homology in the general case
3.1 Preliminaries
Let us begin by introducing some basic definitions and results about persis-
tent homology. For details, see [4].
Definition 3.1. Let K be a simplicial complex. A (finite) filtration of K is
a nested sequence of subcomplexes Ki ⊆ K such that
∅ = K0 ⊆ K1 ⊆ K2 ⊆ · · · ⊆ Km = K
For every i ≤ j we have an inclusion map on the canonically associated
chain complexes inci,j : C(Ki) ↪→ C(Kj) and therefore we can consider the
induced homomorphisms f i,jn : Hn(K
i) → Hn(Kj), for each dimension n.
The filtration produces then for each dimension n a sequence of homology
groups connected by homomorphisms:
0 = Hn(K
0)→ Hn(K1)→ · · · → Hn(Km) = Hn(K)
As we go from Ki−1 to Ki, we gain new homology classes (corresponding
to cycles which are in C(Ki) but not in C(Ki−1)) and we lose some classes
when they become trivial or merge with other classes.
Definition 3.2. The n-th persistent homology groups of K, denoted by
H i,jn (K) ≡ H i,jn , are the images of the homomorphisms f i,jn :
H i,jn = Im f
i,j
n , for 0 ≤ i ≤ j ≤ m
The group H i,jn consists of the n-th homology classes of K
i that are still
alive at Kj. A class γ ∈ Hn(Ki) is said to be born at Ki if γ /∈ H i−1,in . It is
said to die entering Kj if it merges with an older class as we go from Kj−1
to Kj, that is, f i,j−1n (γ) /∈ H i−1,j−1n but f i,jn (γ) ∈ H i−1,jn . If γ is born at Ki
and dies entering Kj, the difference j− i is called the persistence index of γ,
denoted pers(γ). If γ is born at Ki but never dies then pers(γ) =∞.
If the homology is computed with field coefficients, each group H i,jn is a
vector space which is determined up to isomorphism by its dimension. We
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denote βi,jn := rankH
i,j
n . This allows us to represent all persistent homology
groups in a visual way by means of a barcode diagram, defined as follows.
Definition 3.3. A P -interval is a half-open interval [i, j), which is also
represented by its endpoints (i, j) ∈ Z × (Z ∪ ∞). A class that is born at
Ki and never dies is represented as (i,∞). A class that is born at Ki and
dies entering Kj is represented as (i, j). Finite multisets of P -intervals are
plotted as disjoint unions of intervals, called barcodes.
For instance, let us consider a triangle with seven filtration steps as de-
scribed in Figure 1 and let us study the homology groups of the different
stages of the filtration. In dimension 0, there are three non-null persistent
homology classes: one is born at K1 and never dies; the second one is born
at K2 and dies entering K4; and the third one is born at K3 and dies enter-
ing K5. In dimension 1, we have only one persistent class which is born at
K6 and dies entering K7. In dimension 2, there are not non-null persistent
homology groups. All these classes can be represented by means of barcodes
as in Figure 2.
Figure 1: filtration of a triangle in seven steps.
1 2 3 4 5 6 7
β0
β1
Figure 2: barcode diagram of the filtered triangle.
3.2 Integral persistence
The main references on persistent homology [3], [4] or [26] consider the initial
case of coefficients in a field, so that the representation by means of a barcode
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diagram as explained in the previous subsection totally describes the persis-
tent homology groups H i,jn . We focus now on the universal integer case (the
universal coefficient theorem [6] explains how the Z case contains as a by-
product any other particular case), where one can face extension problems.
This section includes new results and ideas providing a generalization of the
classical persistent homology over a field to the case of integer coefficients.
Let us begin by observing that the groups H∗,jn (Definition 3.2) provide a
filtration of Hjn ≡ Hn(Kj):
0 = H0,jn ⊆ H1,jn ⊆ H2,jn ⊆ · · · ⊆ Hj,jn = Hjn (1)
We can also consider a double filtration of Hjn obtained by introducing
the new groups H i,j,kn , for i ≤ j ≤ k, defined as
H i,j,kn = H
i,j
n ∩ (f j,kn )−1(H i−1,kn ) ⊆ Hjn
For each fixed i and j, the different groupsH i,j,∗n define a filtration between
H i−1,jn and H
i,j
n :
H i−1,jn = H
i,j,j
n ⊆ H i,j,j+1n ⊆ H i,j,j+2n ⊆ · · · ⊆ H i,j,mn ⊆ H i,jn (2)
Each group H i,j,kn contains all classes which are in H
i−1,j
n and also the
classes of Hjn which are born at K
i and die at or before Kk.
An interesting property of this filtration is given by the following fact:
when we apply the map f j,j+1n to the elements of the different subgroups
H i,j,kn (that is, we consider the elements of H
i,j,k
n , which are homology classes
of Hjn, as classes in H
j+1
n ), we obtain the relation
f j,j+1n (H
i,j,k
n ) = H
i,j+1,k
n ⊆ H i,j+1n ⊆ Hj+1n
In particular, for k = j + 1, one has f j,j+1n (H
i,j,j+1
n ) = H
i,j+1,j+1
n =
H i−1,j+1n ⊆ Hj+1n . We can represent these interesting relations by means
of Figure 3, where each arrow from H i,j,kn to H
i,j+1,k
n denotes the fact that
f j,j+1n (H
i,j,k
n ) = H
i,j+1,k
n .
This double filtration defines two associated graded modules. The first
one, associated to the filtration (1), is given by Ĥ i,jn := H
i,j
n /H
i−1,j
n . The
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H1,1,2n
H1,1,3n
H1,1,4n
H1,1,5n
H1,1n
•
•
•
•
•
•
•
•
•
•
H1,2,3n
H1,2,4n
H1,3,4n
H1,2,5n
H1,3,5n
H1,4,5n
H1,2n
H2,2,3n
H2,2,4n
H2,2,5n
H2,2n
H1,3n
H2,3,4n
H2,3,5n
H2,3n
H3,3,4n
H3,3,5n
H3,3n
H1,4n
H2,4,5n
H2,4n
H3,4,5n
H3,4n
H4,4,5n
H4,4n
H1,5n
H2,5n
H3,5n
H4,5n
H5,5n
f1,2n f
2,3
n f
3,4
n f
4,5
n
Figure 3: relations in the double filtration of persistent homology groups.
second one, coming from the second filtration (2), is defined by Ĥ i,j,kn :=
H i,j,kn /H
i,j,k−1
n .
As before, the morphisms f j,j+1n induce maps Ĥ
i,j
n → Ĥ i,j+1n and Ĥ i,j,kn →
Ĥ i,j+1,kn . By the very definition, f
j,j+1
n : Ĥ
i,j,k
n → Ĥ i,j+1,kn is an isomorphism
except for k = j + 1 where the map is null.
Elementary linear algebra proves that the following quotient groups are
canonically isomorphic. We denote by BDi,kn (K) ≡ BDi,kn their common
isomorphism class:
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BDi,kn =
H i,i,kn
H i,i,k−1n
=
H i,i+1,kn
H i,i+1,k−1n
= · · ·
· · · = H
i,k−2,k
n
H i,k−2,k−1n
=
H i,k−1,kn
H i−1,k−1n
The notation BDi,kn should be read as the group of homological classes born
at time i and dying at time k, in fact a group of equivalence classes modulo
inferior homology groups.
Each group BDi,kn admits a canonical divisor presentation:
BDi,kn
∼= Zdi,k,1n ⊕ · · · ⊕ Zdi,k,pn,i,kn
every Z-index ∈ 0 ∪ [2, . . .] dividing the next one.
When working over a field, the groups BDi,kn of n-dimensional classes
that are born at Ki and die entering Kk are uniquely determined (up to
isomorphism) by their rank, µi,kn , which is given by the formula [4, p. 152]:
µi,kn = (β
i,k−1
n − βi,kn )− (βi−1,k−1n − βi−1,kn )
In this way, the groups BDi,kn can be determined (up to isomorphism) if
the groups H i,jn are known. Conversely, in the field situation the information
about the ranks of BDi,kn is sufficient to know the total groups H
i,j
n and also
the groups H i,j,kn defined in our double filtration.
But in the integer coefficient case the situation is not so favorable. Now
the groups H i,jn or H
i,j,k
n are not sufficient to determine BD
i,k
n , because there
could be several possibilities for the corresponding quotients1. Similarly,
from the groups BDi,kn it is not always possible to determine the persistent
homology groups H i,jn and H
i,j,k
n because of extension problems.
Let us suppose for example that in some dimension n there is a class γ1
which is born at K1 and dies entering K6, and another class γ2 which is
born at K3 and dies at K5, and the groups BD1,6n and BD
3,5
n , generated by
γ1 and γ2 respectively, are equal to Z2. Both elements γ1 and γ2 will be in
the group H3,4n of classes which are in Hn(K
3) and still live at K4, but in
1For example, the quotient of Z2 ⊕ Z4 by Z2 could be Z2 ⊕ Z2 or Z4.
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principle one cannot know if the group H3,4n is equal to Z4 or Z2 ⊕ Z2, the
two possible extensions of Z2 by Z2. If we want to completely understand
the persistent structure of a simplicial complex K, it is necessary then to
determine separately the groups BDi,kn , H
i,j,k
n and H
i,j
n . We will solve this
problem in Section 6.
On the other hand, let us observe that if K is a simplicial set not of finite
type, even if the homology groups Hn(K) are of finite type it may happen
that some groups Hn(K
j) and H i,jn ⊆ Hn(Kj) are not of finite type.
The integer framework, thanks to the given definitions of H i,j,kn and BD
i,k
n ,
leads us to the obvious adaptation of the classical barcode diagram. It is
based on the different stages of the filtration of Hjn given by the groups H
i,j
n
and H i,j,kn . In this description, a bar is included for each stage H
i,j,k
n of the
filtration which is different from the previous one H i,j,k−1n ; it is represented
as the interval [i, k), indicating the group H i,j,kn and also the corresponding
quotient by the previous group H i,j,k−1n (since, as explained before, in the
integer case both groups do not always determine the quotient). These di-
agrams describe completely the persistent structure of a simplicial set; and
from them, one can deduce not only the groups Hjn, H
i,j
n and H
i,j,k
n , but
also the groups BDi,kn which represent the homology classes which are born
at time i and die at time k. The barcode diagram in Figure 4 describes a
situation with Hn(K
2) = Z32 filtered by:
H0,2n ⊂ H1,2,3n ⊂ H1,2,4n = H1,2n ⊂ H2,2,3n ⊂ H2,2,4n ⊂ H2,2,5n = H2,2n = H2n
0 ⊂ Z2 ⊂ Z4 ⊂ Z8 ⊂ Z16 ⊂ Z32
In some simple situations, an alternative description could also be useful.
Here an interval [i, k) represents a class which is born at time i and dies
entering Kk (as in the barcode diagram when working over a field), but now
we will indicate for each interval in the diagram the group BDi,kn that gener-
ates. If some classes in two groups BDi,kn produce a non-trivial extension, we
will join the corresponding intervals indicating also the new group. On the
other hand, if only some elements of a component of a group die at Kk we
will indicate the quotient. The situation explained before where BD1,6n and
BD3,5n , generated by γ1 and γ2 respectively, are equal to Z2, and H3,4n = Z4,
will be represented by means of Figure 5. This alternative description is a
generalization of the classical barcode diagram over a field.
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1 2 3 4 5
Hn
Z2 Z2
Z4 Z2
Z8 Z2
Z16 Z2
Z32 Z2
Figure 4: example of integer barcode diagram.
1 2 3 4 5 6
Hn
Z2
Z2 Z2
Z4
Figure 5: alternative description for an integer barcode diagram.
The new definitions of groups Bi,kn and H
i,j,k
n and the barcode diagram in
the integer case generalizes the classical theory of persistent homology over
a field. In Section 6, we will give algorithms for computing these elements.
4 Relation between persistent homology and
spectral sequences
Once we have presented the main ideas about persistent homology over a
field and we have given the corresponding definitions for the integer case, let
us introduce now the notion of spectral sequence associated with a filtered
chain complex. For details, see [10].
Definition 4.1. A (finite) filtration of a chain complex C is a family of
sub-chain complexes Ci ⊆ C such that
0 = C0 ⊆ C1 ⊆ C2 ⊆ · · · ⊆ Cm = C
Definition 4.2. Let R be a ring, a spectral sequence E = (Er, dr)r≥1 is
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a sequence of bigraded R-modules Er = {Erp,q}p,q∈Z, each provided with
a differential dr = {drp,q : Erp,q → Erp−r,q+r−1}p,q∈Z of bidegree (−r, r − 1)
(satisfying dp−r,q+r−1 ◦ dp,q = 0) and with isomorphisms H(Er, dr) ∼= Er+1
for every r ≥ 1. Since each Er+1p,q is a subquotient of Erp,q, one can define the
final groups E∞p,q of the spectral sequence as the groups which remain after
the computation of all successive homologies.
Theorem 4.3. [10, p.327] Let C be a chain complex with a filtration. There
exists a spectral sequence E ≡ E(C) ≡ (Er, dr)r≥1, defined by
Erp,q =
Zrp,q + C
p−1
p+q
dp+q+1(Z
r−1
p+r−1,q−r+2) + C
p−1
p+q
where Zrp,q is the submodule Z
r
p,q = {a ∈ Cpp+q| dp+q(a) ∈ Cp−rp+q−1} ⊆ Cpp+q,
and drp,q : E
r
p,q → Erp−r,q+r−1 is the morphism induced on these subquotients by
the differential map dp+q : Cp+q → Cp+q−1. This spectral sequence converges
to the homology groups of C, that is, there are natural isomorphisms
E∞p,q ∼=
Hpp+q(C)
Hp−1p+q (C)
where Hp∗ (C) is the filtration on the homology groups H∗(C) induced by the
filtration of C.
Given a simplicial complex K, a filtration on K (Definition 3.1) induces
a filtration on the associated chain complex C(K), and therefore it makes
sense to consider the associated spectral sequence (defined in Theorem 4.3),
which converges to the homology groups Hn(C(K)) ≡ Hn(K). Since both
persistent homology and spectral sequences provide information about the
homology groups of the complex K by means of the homology of some sub-
complexes produced by the filtration, it seems natural to study if both objects
are related.
As we will see in the next section, in a previous work [16] we have de-
veloped some algorithms and programs for computing spectral sequences of
filtered chain complexes with Z-coefficients. The programs (accessible at
[13]) are written in Common Lisp, enhancing the Kenzo system [2], and al-
lowing the computation of spectral sequences associated with filtered chain
complexes, even in some cases of chain complexes of non-finite nature with
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effective homology. The groups Erp,q of the spectral sequence are determined
by means of a function called spsq-group. Although our programs were
designed to deal with complicated (not of finite type) spaces, they can also
be applied to finite cases. For example, for the spectral sequence associated
with the filtration of a triangle as described in Figure 1, we obtain that the
groups (of dimension p+ q = 0) E11,−1, E
1
2,−2 and E
1
3,−3 are equal to Z:
> (spsq-group triangle 1 1 -1)
Spectral sequence E^1_{1,-1}
Component Z
> (spsq-group triangle 1 2 -2)
Spectral sequence E^1_{2,-2}
Component Z
> (spsq-group triangle 1 3 -3)
Spectral sequence E^1_{3,-3}
Component Z
In dimension p + q = 1, one has also three non-null groups E14,−3, E
1
5,−4
and E16,−5:
> (spsq-group triangle 1 4 -3)
Spectral sequence E^1_{4,-3}
Component Z
> (spsq-group triangle 1 5 -4)
Spectral sequence E^1_{5,-4}
Component Z
> (spsq-group triangle 1 6 -5)
Spectral sequence E^1_{6,-5}
Component Z
There are some works in the literature which include some comments
on the relation between spectral sequences and persistent homology (see for
instance [3] and [26]). Moreover, the book “Computational Topology: An
Introduction” by Herbert Edelsbrunner and John Harer [4] includes an ex-
plicit formula relating both concepts. Given a filtered simplicial complex K,
the so called “Spectral sequence theorem” ([4, p. 171]) claims that:
The total rank of the groups of dimension p+q in the level r ≥ 1
of the associated spectral sequence equals the number of points in
13
the (p+q)-th persistence diagram whose persistence is r or larger,
that is,
m∑
p=1
rankErp,q = card{a ∈ Dgmp+q(f)| pers(a) ≥ r}
where in the left side q decreases as p increases so that the di-
mension p+ q remains constant.
According to the definition of persistence diagram [4], the right term of
the formula, card{a ∈ Dgmp+q(f)| pers(a) ≥ r}, corresponds to the sum of
the ranks of all groups BDi,kn with k − i ≥ r.
However, considering the example of the triangle of Figures 1 and 2, we
can observe that there is a discrepancy in the previous formula: for dimension
p+ q = 1, there are three groups E14,−3, E
1
5,−4 and E
1
6,−5 equal to Z, but the
only non-null group BDi,k1 for k − i ≥ 1 is BD6,71 = Z.
Thus, we have detected that the formula in [4] is erroneous. We can ob-
serve in the definition of the spectral sequence of a filtered complex (Theorem
4.3) that each class in Erp,q is generated by an “almost” cycle of dimension
p + q: a class in Erp,q is given by a chain whose boundary in K
p − Kp−r is
empty but it may have non-empty boundary in Kp−r. Moreover, the fact of
making the quotient by dp+q+1(Z
r−1
p+r−1,q−r+2) and C
p−1
p+q implies that a (non-
null) class of Erp,q is given by an element x ∈ Zrp,q which is not in Kp−1 nor
in the differential of Kp+r−1. In particular, if x is a cycle (that is, d(x) = 0),
then x defines a class of Hp+q(K) which is born at K
p and is still alive at
Kp+r−1, and then the persistence index of x is at least r.
Then, it is worth remarking that in the spectral sequence side (the left
side) of the formula in [4] there can be more elements than in the persistence
(right) side, corresponding to classes in Erp,q which are “almost” cycles but
whose boundary is not null (and therefore they do not correspond to classes
in the homology groups Hp+q(K
i)). To illustrate the error in [4], it suffices
to consider as a counterexample a simplicial complex K generated by the in-
terval ab, with the filtration given by K1 = {a, b} and K2 = K; in dimension
1 we have E12,−1 = Z but there are no classes of persistence at least 1 since
the unique element of dimension 1 is not a cycle.
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The formula relating spectral sequences and persistent homology in [4]
should be in fact an inequality:
m∑
p=1
rankErp,q ≥ card{a ∈ Dgmp+q(f)| pers(a) ≥ r}
One can observe then that the elements of Erp,q which are also in the
corresponding persistent homology groups H i,i+r−1p+q are the elements which
are real cycles (that is, their boundary is null). More concretely, the intervals
of length equals to r correspond to the images of the differential maps in the
level Er of the spectral sequence. That is, a class of dimension p+ q which is
born at Kp and dies entering Kp+r corresponds to a component in the image
of the differential map drp+r,q−r+1 : E
r
p+r,q−r+1 → Erp,q. A class of dimension
p+ q which is born at Kp but never dies corresponds to a component in the
final group in the spectral sequence E∞p,q.
We define:
Arp,q := Im(d
r
p+r,q−r+1 : E
r
p+r,q−r+1 → Erp,q) ⊆ Erp,q
and we obtain the following theorem expressing the relation between persis-
tent homology and the spectral sequence associated with a filtered simplicial
complex.
Theorem 4.4. Let K1 ⊆ K2 ⊆ · · · ⊆ Km = K be a filtered simplicial
complex. For each dimension n and for each 0 ≤ i < k ≤ m, one has a
canonical isomorphism
BDi,kn
∼= Ak−ii,n−i = Im(dk−ik,n−k+1)
Corollary 4.5. Let K1 ⊆ K2 ⊆ · · · ⊆ Km = K be a filtered simplicial
complex. The total rank of the images of the differential maps in the level
r ≥ 1 of the spectral sequence equals the sum of the ranks of groups BDi,kn
with k − i = r:
m∑
p=1
rankArp,q =
m−r∑
p=1
rankBDp,r+pp+q
Theorem 4.4 and Corollary 4.5 explain the relation between persistent
homology and spectral sequences and give us an algorithm for computing
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the persistent homology groups BDi,kn of a filtered simplicial complex from
the associated spectral sequence. Therefore, if the spectral sequence groups
Erp,q are known with the corresponding generators (and are finitely generated
groups so that one can compute the images of the differential maps) then it
is also possible to determine the groups BDi,kn , which will be given by a list
of generators and the corresponding Betti number and torsion coefficients.
Let us emphasize that if we work with coefficients over a field F , knowing
the groups BDi,kn provides also (up to isomorphism) the groups H
i,j
n . How-
ever, in the integer case from the groups BDi,kn it is not always possible to
determine the persistent homology groups H i,jn and the filtration given by
H i,j,kn , since extension problems could happen. In Section 6, we will provide
algorithms for computing not only the groups BDi,kn obtained by means of
the relation with the spectral sequence, but also the total persistent groups
H i,jn and the filtration by H
i,j,k
n , solving in this way the possible extension
problems.
In [1], a different formula relating spectral sequences and persistent ho-
mology is stated, expressing the sum of the ranks of the groups Erp,q in terms
of βi,jn and µ
i,k
n .
5 Spectral sequences in the general case
As we have seen in Theorem 4.3, the groups Erp,q of the spectral sequence
of a filtered chain complex C are defined by means of a formal expression
obtained as a subquotient of some subgroups of Cp. However, we can observe
that the subgroups which appear in this formal expression (Zrp,q, C
p−1
p+q and
dp+q+1(Z
r−1
p+r−1,q−r+2)) can only be determined in an elementary way when
the chain complex C is finitely generated in each dimension. Therefore, this
formal definition of the different components of the spectral sequence does
not provide in general an algorithm for computing the desired groups Erp,q
and the differential maps drp,q.
The effective homology method [17] provides algorithms for computing
homology groups of complicated (infinite) spaces; and, as we will see in this
section, it can also be used to determine the different components of the
spectral sequence of a filtered chain complex, even in the general case of
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spaces not of finite type. We begin by introducing the main definitions of
this technique which we will use later for computing spectral sequences; for
details see [17] or [19]. All chain complexes considered in this section are
chain complexes of free Z-modules.
Definition 5.1. A reduction ρ ≡ (D⇒ C) between two chain complexes
is a triple (f, g, h) where: (a) The components f and g are chain complex
morphisms f : D → C and g : C → D; (b) The component h is a homotopy
operator h : D → D (a graded group homomorphism of degree +1); (c) The
following relations are satisfied: (1) fg = idC ; (2) gf + dDh + hdD = idD;
(3) fh = 0; (4) hg = 0; (5) hh = 0.
Remark 5.2. These relations express that D is the direct sum of C and a
contractible (acyclic) complex. This decomposition is simply D = Ker f ⊕
Im g, with Im g ∼= C and Hn(Ker f) = 0 for all n. In particular, this im-
plies that the graded homology groups H∗(D) and H∗(C) are canonically
isomorphic.
Definition 5.3. A (strong chain) equivalence between the complexes C
and E (denoted by C⇐⇒ E) is a triple (D, ρ, ρ′) where D is a chain complex,
ρ and ρ′ are reductions from D over C and E respectively: C
ρ⇐ D ρ′⇒ E.
Note 5.4. An effective chain complex is essentially a free chain complex C
where each group Cn is finitely generated, and there is an algorithm that re-
turns a Z-base in each degree n (for details, see [17]). The homology groups of
an effective chain complex C can be determined by means of diagonalization
algorithms on matrices [8].
Definition 5.5. An object with effective homology is a triple (X,EC, ε)
where EC is an effective chain complex and ε is an equivalence between
a free chain complex canonically associated to X and EC, C(X)
⇐⇒ EC.
Note 5.6. It is important to understand that in general the EC component
of an object with effective homology is not made of the homology groups
of X; this component EC is a free Z-chain complex of finite type, in general
with a non-null differential, allowing to compute the homology groups of X;
the justification is the equivalence ε.
The notion of object with effective homology makes it possible to com-
pute homology groups of complicated spaces by means of homology groups
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of effective complexes (which can be obtained using diagonalization algo-
rithms on matrices). This method is based on the following idea: given some
topological spaces X1, . . . , Xn, a topological constructor Φ produces a new
topological space X. If effective homology versions of the spaces X1, . . . , Xn
are known, then an effective homology version of the space X can also be
built, and this version allows us to compute the homology groups of X.
The effective homology method is implemented in a system called Kenzo [2],
a Lisp 16,000 lines program devoted to Symbolic Computation in Algebraic
Topology, implemented by the fourth author of this paper and some cowork-
ers. Kenzo works with rich and complex algebraic structures (chain com-
plexes, differential graded algebras, simplicial sets, simplicial groups, mor-
phisms between these objects, reductions, etc.) and has obtained some re-
sults (for example homology groups of iterated loop spaces of a loop space
modified by a cell attachment, components of complex Postnikov towers, ho-
motopy groups of suspended classifying spaces, etc.) which had never been
determined before [19]. Moreover, Kenzo has made it possible to detect an
error in a theorem published in [12], where some theoretical reasonings are
used to deduce that the fourth homotopy group of the suspended classify-
ing space of the fourth alternating group A4, pi4(ΣK(A4, 1)), is equal to Z4;
Kenzo’s calculations have showed that the correct result (as later confirmed
by the authors of [12]) is Z12. See [15] for details on these calculations.
In a previous work [16], we have proved that if C is a chain complex
with effective homology C⇐ D⇒ EC and we define a filtration on C, then
appropriate filtrations of D and EC can produce spectral sequences which
are isomorphic to that of C. The different maps involved in the strong chain
equivalence C⇐⇒ EC must satisfy some “natural” conditions with respect
to the filtrations on C, D and EC.
Definition 5.7. Given two filtered chain complexes C and D, a filtered
chain complex morphism f : C → D is a chain complex morphism which is
compatible with the filtrations, that is to say,
f(Cpn) ⊆ Dpn for each degree n and filtration index p.
Definition 5.8. Given two filtered complex morphisms f, g : C → D and a
chain homotopy h : f ' g, we say that h has order ≤ s if
h(Cpn) ⊆ Dp+sn+1 for each degree n and filtration index p.
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The main result of our work in [16], which will allow us to compute
spectral sequences of complexes not of finite type, is the following theorem:
Theorem 5.9. Let C be a chain complex with a filtration. Let us suppose that
C is an object with effective homology, such that there exists an equivalence
C
ρ1⇐ D ρ2⇒ EC with ρ1 = (f1, g1, h1) and ρ2 = (f2, g2, h2), and such that
filtrations are also defined on the chain complexes D and EC. If the maps f1,
f2, g1, and g2 are morphisms of filtered chain complexes and both homotopies
h1 and h2 have order ≤ s, then the spectral sequences of the complexes C and
EC are isomorphic for r > s:
E(C)rp,q
∼= E(EC)rp,q for all p, q ∈ Z and r > s.
This theorem makes it possible to compute spectral sequences of (com-
plicated) filtered complexes with effective homology, obtaining in this way
an algorithm which allows us to determine the different components of the
spectral sequence. This algorithm follows the same idea as the effective ho-
mology method to determine homology groups of spaces, that is: given an
effective chain complex C with a filtration, the different components of the
associated spectral sequence can be computed by means of some elementary
algorithms; on the other hand, if the filtered chain complex C is not effective,
but with effective homology C⇐ D⇒ EC, then the spectral sequence of C
can be determined thanks to the effective filtered chain complex EC.
Our algorithm has been implemented as a new module for Kenzo (the
programs can be accessed at [13]), and allows us to determine the groups
Erp,q and the differential maps d
r
p,q in all levels of the spectral sequence, and
also the convergence level (that is, the stage r for which the groups Erp,q are
already the final groups E∞p,q of the spectral sequence) for each dimension n
and the filtration of the homology groups induced by the filtration of the
chain complex. The computations are done over the integer ring R = Z, and
the groups Erp,q (which are finitely generated Abelian groups) are given by
a list of generators and a list of divisors (the Betti number and the torsion
coefficients of the group).
In particular, our programs can be applied to compute spectral sequences
of bicomplexes and also the classical spectral sequences of Serre and Eilenberg-
Moore (which are defined by means of filtered chain complexes), where com-
plicated (not of finite type) spaces are involved. The details of the construc-
tion of the effective homology of the spaces which produce the Serre and
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Eilenberg-Moore spectral sequences can be found in [19]. It was necessary
to prove that the filtrations defined on the spaces involved in the effective
homology of these complexes satisfy the necessary conditions of our Theo-
rem 5.9. In the case of the Serre spectral sequence it was proved that the
homotopy operators h1 and h2 have filtration order ≤ 1, so that our algo-
rithm makes it possible to determine the elements Erp,q and d
r
p,q of the Serre
spectral sequence after r ≥ 2. For the Eilenberg-Moore spectral sequence,
the homotopy operators have order ≤ 0 (that is, h1 and h2 do not increase
the filtration index) and then our algorithm computes all stages of the spec-
tral sequence. See [16] for details and some examples of calculations of these
spectral sequences.
It is worth emphasizing here that the conditions about the filtrations and
the maps in the effective homology of the initial complex required in Theo-
rem 5.9 are necessary. The following example illustrates the fact that if these
conditions are not satisfied, then the spectral sequence of the initial chain
complex C and that of the effective chain complex EC are not isomorphic in
all levels.
Let us consider a chain complex C with only three non-null groups C0 =
Z, C1 = Z2 and C2 = Z, and differential maps d1 and d2 given respectively
by the matrices D1 = [1 0] and D2 =
[
0
1
]
. This chain complex is acyclic
and it is not difficult to find a reduction from C to an (also effective) chain
complex EC which in this case has all components ECn = 0. The h compo-
nent in the reduction is given by H0 =
[
1
0
]
and H1 = [0 1]. Let us call a
the generator of C0, b1 and b2 the generators of C1 and c the generator of C2.
Then we filter the chain complex such that C1 is the subcomplex generated
by a and b2 and C
2 = C. The level 1 of the spectral sequence of the initial
chain complex C has groups E11,−1 = Z, E11,0 = Z, E12,−1 = Z and E12,0 = Z,
but the groups Erp,q of the spectral sequence of the small chain complex EC
are null for every r, p and q. In level 2, the spectral sequence of C is also
null. One can observe that the homotopy operator h in the reduction has
filtration order ≤ 1, so that Theorem 5.9 claims that the spectral sequences
of C and EC are isomorphic after level 2, but we have seen that in level 1
they are different.
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6 Computing persistent homology
In Section 5, we have introduced a new module for the Kenzo system which
computes the different components of the spectral sequence associated with
a filtered chain complex, even in some cases where the chain complex has
infinite type.
On the other hand, we have seen in Section 4 that given a filtered simpli-
cial complex K, the associated spectral sequence and the persistent homology
groups are related; more concretely, the homology classes of persistent index
equal to r correspond to the elements in the image of the differential maps
in the level Er of the spectral sequence, and a class which never dies cor-
responds to a component in the final level E∞. It is clear then that if the
different groups Erp,q and the differential maps d
r
p,q of the spectral sequence
are known then we can also determine the groups BDi,kn of elements which are
born at Ki and die entering Kk. Making use of the results of our programs
for spectral sequences, we can then compute the images of the corresponding
differential maps to determine also the groups BDi,kn of a filtered chain com-
plex. When working over a field, this information is sufficient to determine
also the persistent homology groups H i,jn and the filtration given by H
i,j,k
n ;
in the integer case, we have explained before that one can find extension
problems in order to determine the groups H i,jn of classes which are in K
i
and are still alive at Kj, and the intermediate groups H i,j,kn .
In fact the computation of the groups BDi,kn can be obtained by a small
modification of our programs without doing the complete process of comput-
ing the corresponding groups and differential maps of the spectral sequence.
Let us recall that a group Erp,q in the spectral sequence is given by the for-
mula:
Erp,q =
Zrp,q + C
p−1
p+q
dp+q+1(Z
r−1
p+r−1,q−r+2) + C
p−1
p+q
and, as said before, each class in Erp,q is generated by an “almost” cycle of
dimension p+ q (a chain whose boundary in Kp −Kp−r is empty but which
may have non-empty boundary in Kp−r), and the elements of Erp,q given by a
real cycle x (that is, d(x) = 0), correspond to classes of Hp+q(K
p) which are
born at Kp and are still alive at Kp+r−1, and then the persistence indexes of
these classes are at least r.
21
It is not difficult to observe then that the groups BDi,kn can be determined
by the formula:
BDi,kn =
dn+1(Z
k−i
k,n−k+1) + C
i−1
n
dn+1(Z
k−i−1
k−1,n−k+2) + Ci−1n
If K is a finite filtered simplicial complex, then our programs determine
the different elements of the associated spectral sequence by means of some
diagonalization algorithms on matrices. More concretely, the programs deter-
mine in particular the subgroups Zrp,q, C
p−1
p+q and dp+q+1(Z
r−1
p+r−1,q−r+2) which
appear in the formula of Theorem 4.3 (which can be determined if K is
finite), and then calculate the desired quotient. The groups BDi,kn are deter-
mined in terms of similar subgroups and then it has been very easy to adapt
our programs in order to compute also BDi,kn for finite (filtered) simplicial
complexes.
One can observe that the groups H i,j,kn can also be described as a quotient:
H i,j,kn =
(Ker dn ∩ Ci−1n ) + dn+1(Zk−ik,n−k+1)
dn+1(Z
j−i
j,n−j+1)
=
Zi−1i−1,n−i+1 + dn+1(Z
k−i
k,n−k+1)
dn+1(Z
j−i
j,n−j+1)
Again, the subgroups which appear in this new formula can be determined
by our programs for spectral sequences so that one can compute directly the
groups H i,j,kn providing our double filtration for H
j
n.
Finally, the total persistent homology groups H i,jn can also be expressed
in terms of the subgroups involved in the spectral sequence, in this case:
H i,jn =
Ker dn ∩ Cin
dn+1(Z
j−i
j,n−j+1)
=
Zii,n−i
dn+1(Z
j−i
j,n−j+1)
so that our programs can determine them. It is important to remark that
this makes it possible to solve the possible extension problems that one could
find when trying to deduce the groups H i,jn and H
i,j,k
n from BD
i,k
n .
In the infinite case, the effective homology method can be used to de-
termine the groups H i,jn : let C be a filtered chain complex with effective
homology C⇐ D⇒ EC, then appropriate filtrations of D and EC can also
produce the persistent homology groups. Again some “natural” conditions on
the filtrations and the maps involved in the effective homology are necessary.
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Theorem 6.1. Let C be a chain complex with a filtration. Let us suppose that
C is an object with effective homology, such that there exists an equivalence
C
ρ1⇐ D ρ2⇒ EC with ρ1 = (f1, g1, h1) and ρ2 = (f2, g2, h2), and such that
filtrations are also defined on the chain complexes D and EC. If the maps f1,
f2, g1, and g2 are morphisms of filtered chain complexes and both homotopies
h1 and h2 have order ≤ s, then the persistent homology groups H i,jn of C and
EC are (explicitly) isomorphic for j − i ≥ s:
H i,jn (C)
∼= H i,jn (EC) for all n ∈ N and j − i ≥ s
and the groups H i,j,kn and BD
i,k
n of C and EC are (explicitly) isomorphic for
k − i > s:
H i,j,kn (C)
∼= H i,j,kn (EC) for all n ∈ N and k − i > s
BDi,kn (C)
∼= BDi,kn (EC) for all n ∈ N and k − i > s
The proof of this theorem is not included here because is similar to that
of Theorem 5.9, which can be found in [16], and Proposition 3.5 in [10, p.
331]. The isomorphisms between the corresponding groups are deduced from
the compositions f2g1 : C → EC and f1g2 : EC → C. In particular, if
both homotopies h1 and h2 have order 0 (that is, they are compatible with
the filtration on D), then all groups H i,jn , H
i,j,k
n and BD
i,k
n of C and EC are
isomorphic.
Let us observe that if EC is an effective chain complex, then one can
determine its persistent homology groups by means of elementary algorithms:
each subcomplex ECi has finite type, so that its homology groupsHn(EC
i) ≡
H in are computable. Then the maps f
i,j
n : H
i
n → Hjn can be expressed by
means of finite matrices and therefore we can compute the groups H i,jn =
Im f i,jn . Similarly, the groups H
i,j,k
n = H
i,j
n ∩ (f j,kn )−1(H i−1,kn ) ⊆ H i,jn ⊆ Hjn
and BDi,kn = H
i,i,k
n /H
i,i,k−1
n of EC can be computed by means of matrix
diagonalization. Thanks to Theorem 6.1, we can also compute the persistent
homology groups of the initial (big) chain complex C by means of those
of EC. The following algorithm is therefore obtained.
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Algorithm 1.
Input:
• a filtered chain complex C with effective homology C ρ1⇐ D ρ2⇒ EC
with ρ1 = (f1, g1, h1) and ρ2 = (f2, g2, h2), and such that filtrations are
also defined on D and EC and such that the maps f1, f2, g1, and g2
are morphisms of filtered chain complexes and both homotopies h1 and
h2 have order ≤ s,
• the numbers n, i, j ∈ N such that j − i ≥ s.
Output: a basis-divisors description of the persistent homology groupH i,jn (C),
in other words,
• a list of combinations (c1, . . . , ct+α) which generate the group,
• and a list of non-negative integers (β1, . . . , βt, 0, α. . ., 0) (such that βi
divides βi+1) where α is the Betti number of the group and β1, . . . , βt
are the torsion coefficients.
Similar algorithms can also be constructed computing a basis-divisors
description of the groups H i,j,kn (C) and BD
i,k
n (C), in these cases for k− i > s.
These algorithms have been implemented in Common Lisp enhancing Kenzo
and making use of our module for computing spectral sequences of filtered
complexes. The code of our programs can be found in [14].
Again the conditions supposed for the maps in the effective homology and
the filtrations are necessary; considering the example of the chain complex
C introduced at the end of Section 5 with three non-null groups C0 = Z,
C1 = Z2 and C2 = Z, and differential maps d1 ≡ [1 0] and d2 ≡
[
0
1
]
,
which can be reduced to the null chain complex, one can observe that there
are some homology groups of persistence index 1 for the big chain complex
but those of the small one are null.
Once a strong chain equivalence is established between an initial chain
complex C and an effective chain complex EC, we can obtain the generators
of the homology groups of C expressed as cycles on C. To this aim, we get the
(representatives of) generators of the homology groups of EC as cycles in EC
(it is a by-product of the diagonalization process to determine Betti numbers
and torsion coefficients), and then we apply on them the composition f1g2
of the chain equivalence ε, getting the announced cycles over C. In fact, the
chain equivalence produces a complete solution of the homological problem for
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C; see the statement of this problem in [20]. If the chain complexes C and
EC are filtered and the equivalence ε satisfies the hypothesis of Theorem
6.1, the same process as before produces the generators of the persistent
homology groups H i,jn (C), H
i,j,k
n (C) and BD
i,k
n (C). This opens the possibility
of a qualitative study of persistent homology, going beyond the traditional
quantitative analysis (based, for instance, on barcodes). With our approach
we can trace the born and death moments of particular cycles, and their
contribution to the persistent homology groups.
When trying to compute the persistent homology groups H i,jn , H
i,j,k
n and
BDi,kn of a chain complex with effective homology, it will be necessary to
determine the order of the homotopy operators in the chain equivalence. As
already said in Section 5, in the case of the Serre spectral sequence those
homotopy operators have filtration order ≤ 1, so that our algorithms make
it possible to determine the elements H i,jn for j− i ≥ 1, and BDi,kn and H i,j,kn
for k− i > 1, which correspond to intervals of length greater than 1. For the
Eilenberg-Moore spectral sequence, the homotopy operators have order ≤ 0
and then our algorithms compute all persistent homology groups.
7 Examples and applications
7.1 Integer persistence of torus and Klein bottle
Let us make use of our programs for computing the persistent homology
groups with integer coefficients of a torus and a Klein bottle. To this aim,
we use the program JavaPlex [23] to create an explicit metric space for
1000 random points on a flat torus (respectively on a flat Klein bottle) and
then construct an associated lazy witness filtered simplicial complex [21].
Computing with JavaPlex the persistent homology groups of both spaces
with coefficients on Z2, we obtain similar barcode diagrams, see Figures 6
and 7. In particular, in dimension 1 one can observe in both cases two long
intervals; from these results it is not possible to distinguish if each one of the
complexes corresponds to a torus or a Klein bottle.
The two previous filtered simplicial complexes (associated respectively
with the torus and the Klein bottle) have been imported in Kenzo by means
of OpenMath [24], an XML standard for representing mathematical objects.
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Figure 6: Torus barcode diagram in Z2.
Figure 7: Klein bottle barcode diagram in Z2.
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After extending the OpenMath libraries to represent filtered simplicial com-
plexes, we have written the corresponding parsers to export and import
OpenMath code from and into JavaPlex and Kenzo respectively. In this way,
the filtered simplicial complexes of the torus and the Klein bottle constructed
in JavaPlex are translated to OpenMath code; this code is stored in a file
and this file is read by Kenzo, which constructs the corresponding filtered
simplicial complexes. Once the complexes are implemented in Kenzo, our
new functions computing persistent homology with integer coefficients can
be applied.
For example, the simplicial complex associated with the Klein bottle
is stored in Kenzo in a variable called kleinb. Then the new function
prst-hmlg-group can be applied; it has as inputs a filtered chain complex C
and integers i, k, and n and computes the group BDi,kn (C) with the homology
classes that are born at Ci and die entering Ck. For example, the persistent
homology group BD0,30 is equal to Z8:
> (prst-hmlg-group kleinb 0 3 0)
Persistent Homology BD^{0,3}_0
Component Z
Component Z
Component Z
Component Z
Component Z
Component Z
Component Z
Component Z
Similarly for the torus, stored in the variable torus, we obtain for instance
BD0,40 = Z6:
> (prst-hmlg-group torus 0 4 0)
Persistent Homology BD^{0,4}_0
Component Z
Component Z
Component Z
Component Z
Component Z
Component Z
In dimension 1, barcode diagrams of Figures 6 and 7 show that both
the Klein bottle and the torus have two long intervals (corresponding to
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homology classes which do not die and persist forever). However, using our
programs for computing persistent homology with Z-coefficients one can see
that the corresponding groups are different and this makes it possible to
distinguish the Klein bottle and the torus. In this case, we use the new
function total-prst-hmlg-group for computing the groups H i,jn .
> (total-prst-hmlg-group torus 10 99 1)
Persistent Homology H^{10,99}_1
Component Z
Component Z
> (total-prst-hmlg-group kleinb 10 99 1)
Persistent Homology H^{10,99}_1
Component Z/2Z
Component Z
Moreover, one can detect that the component Z2 appears at stage 39 of
the filtration:
> (total-prst-hmlg-group kleinb 3 38 1)
Persistent Homology H^{3,38}_1
Component Z
Component Z
> (total-prst-hmlg-group kleinb 3 39 1)
Persistent Homology H^{3,39}_1
Component Z/2Z
Component Z
> (prst-hmlg-group kleinb 3 39 1)
Persistent Homology BD^{3,39}_1
Component Z
7.2 Computing persistence in Postnikov towers
We consider now the space X3 of a Postnikov tower [11] with pii = Z2 at each
stage and the “simplest” non-trivial Postnikov invariant. The theoretical
details of the construction of this space are not included here, they can be
found in [18]. This complex can be built by Kenzo by means of the following
statements:
> (setf X2 (k-z2 2))
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[K13 Abelian-Simplicial-Group]
> (setf k3 (chml-clss X2 4))
[K125 Cohomology-Class on K30 of degree 4]
> (setf tau3 (z2-whitehead X2 k3))
[K140 Fibration K13 -> K126]
> (setf X3 (fibration-total tau3))
[K146 Kan-Simplicial-Set]
The result is a Kan simplicial set, stored in the variable X3. The effec-
tive homology of X3 is directly built by Kenzo (see [19] for details on the
construction of the chain equivalence) and is stored in the slot efhm. The
effective chain complex can be accessed as follows:
> (setf effX3 (rbcc (efhm X3)))
[K344 Chain-Complex]
The space X3 is a twisted Cartesian product X3 = K(Z2, 3)×k3K(Z2, 2),
total space of a fibration K(Z2, 3) ↪→ X3 → K(Z2, 2). The object X3 is
already of finite type, but its effective homology gives us an associated effec-
tive chain complex which is much smaller. For instance, X3 has 1, 043, 600
generators in dimension 5 and the small chain complex effX3 has only 6.
One can compute the Serre spectral sequence associated with X3. For
this task it is necessary to define filtrations for both spaces X3 and effX3.
Following the classical filtrations defined on cartesian and tensor products
defined by Serre, the filtration starts at stage 0, that is, the first (non-null)
subcomplex is K0 and not K1 as considered in the previous sections of this
paper.
> (change-chcm-to-flcc X3 crpr-flin ’(crpr-flin))
[K146 Filtered-Kan-Simplicial-Set]
> (change-chcm-to-flcc effX3 tnpr-flin ’(tnpr-flin))
[K344 Filtered-Chain-Complex]
Figure 8 shows the groups Erp,q of the Serre spectral sequence, obtained
thanks to our programs. The two diagrams correspond to the critical levels
r = 4 and r = 5 of the spectral sequence (only the groups Erp,q with p+ q < 8
are drawn). The groups E4p,q are the same as the corresponding E
2
p,q and E
3
p,q,
which means that the first non-null differential maps appear at stage r = 4.
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Z 0 Z2 0 Z4 Z2 Z2 Z2
0 0 0 0 0 0 0
0 0 0 0 0 0
Z2 0 Z2 Z2 Z2
0 0 0 0
Z2 0 Z2
Z2 0
Z2 r = 4
p
q
//
OO
×1
cc
∼=
cc
0
cc
0
cc
Z 0 Z2 0 Z2 Z2 0 Z2
0 0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 Z2 0
0 0 0 0
Z2 0 Z2
Z2 0
Z2 r = 5
p
q
//
OO
Figure 8: levels 4 and 5 of the Serre spectral sequence of X3 = K(Z2, 3)×k3
K(Z2, 2).
For p + q ≤ 6, the spectral sequence converges at level r = 5, that is to say,
E5p,q = E
∞
p,q. For p+ q = 7, the convergence is reached at the stage r = 9; the
groups E50,7
∼= Z2 and E52,5 ∼= Z2 die at levels 9 and 7 respectively.
Let us compute now the persistent homology groups of the filtered spaceX3
making use of the effective homology. In this case, the results will only be
valid for persistence index k − i > 1. Let us compute for example the group
BD0,43 :
> (prst-hmlg-group X3 0 4 3)
Persistent Homology BD^{0,4}_3
Component Z/2Z
This means that in dimension 3 there is a persistent class which is born at
K0, is still alive at K3 but dies entering K4. One can observe this corresponds
to the image of the differential d44,0 : E
4
4,0 → E40,3 in the spectral sequence.
In dimension 7, the groups BD0,87 , BD
2,8
7 and BD
4,8
7 are equal to Z2, that
is, there are three classes which are born respectively at K0, K2 and K4 and
die entering K8).
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> (prst-hmlg-group X3 0 8 7)
Persistent Homology BD^{0,8}_7
Component Z/2Z
> (prst-hmlg-group X3 2 8 7)
Persistent Homology BD^{2,8}_7
Component Z/2Z
> (prst-hmlg-group X3 4 8 7)
Persistent Homology BD^{4,8}_7
Component Z/2Z
Let us observe that in this case these intervals BDi,k7 do not determine
the total persistent homology groups H i,j7 because several extensions are pos-
sible. However, the groups H i,jn can be computed with our new function
total-prst-hmlg-group, which allows us to solve the extension problems.
For example, the group H4,77 is equal to Z2 ⊕ Z4:
> (total-prst-hmlg-group X3 4 7 7)
Persistent Homology H^{4,7}_7
Component Z/2Z
Component Z/4Z
Although we do not include here the examples of computations, it is also
possible to compute with our programs the generators of the different groups.
In this particular case it is interesting to say that the generators obtained
for H4,77 = Z2⊕Z4 are not any of the generators of the groups BD0,87 , BD2,87
and BD4,87 .
All the persistent groups computed by our programs can be described by
means of the integer barcode diagram of Figure 9. Let us observe that there
are two non-trivial extensions (the one explained for H7(K
4) and another
one in H5(K
5)). Figure 10 includes the alternative description of the bar-
code diagram where the non-trivial extensions are represented by joining the
corresponding intervals.
8 Conclusions
It is a general principle that a computational perspective can shed new light
on theoretical mathematical concepts and results. In this paper, we have
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0 1 2 3 4 5 6 7 8
H0 Z Z
H1
H2 Z2 Z2
H3 Z2 Z2
H4 Z2 Z2
H5
Z2 Z2
Z2 ⊕ Z2 Z2
Z4 ⊕ Z2 Z2
H6
Z2 Z2
Z2 ⊕ Z2 Z2
H7
Z2 Z2
Z2 ⊕ Z2 Z2
Z4 ⊕ Z2 Z2
Z4 ⊕ Z22 Z2
Figure 9: integer barcode diagram of the space X3 = K(Z2, 3)×k3 K(Z2, 2).
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0 1 2 3 4 5 6 7 8
H0
Z
H1
H2
Z2
H3
Z2
H4
Z2
H5
Z2
Z2
Z4
Z2
H6
Z2
Z2
H7
Z2
Z2
Z2
Z2 ⊕ Z4
Z2
Figure 10: alternative description of the integer barcode diagram of
X3 = K(Z2, 3)×k3 K(Z2, 2).
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particularized this principle in the case of the relationship between persistent
homology and spectral sequences. It is quite evident that this relationship
exists (simply observing that both notions can be defined from a same object:
a simplicial filtration), and several papers and authors remarked this fact.
Our experimental approach (applying some previous programs devoted to
spectral sequences) allowed us to detect a small error presented in a well-
known book on Computational Topology [4], and eventually make explicit
the very relation about persistence and spectral sequences.
As a consequence of this study, it was also observed that it was not
necessary to rewrite code for the persistent homology case, neither apply the
formula relating it with spectral sequences. It is enough to modify slightly
our spectral sequence programs to compute also persistent homology.
As a by-product, since our spectral sequence algorithms were designed
for non-finite spaces (but with finitely generated homology groups; see in
Section 5 the key notion of effective homology) our persistent homology pro-
grams can be applied also over spaces of infinite nature (a situation which, up
to our knowledge, has not been previously solved). Similarly, our programs
compute the integer persistent homology groups and their corresponding in-
teger barcodes.
As for applications, in this paper we have computed integer persistence
of the Klein bottle and the torus, and we have shown which are the integer
barcodes on a concrete Postnikov tower. Persistent homology can also be
applied to biomedical image processing (see in [7] a description of the kind of
biological problems where we are planning to apply persistent homology tech-
niques); our enriched spectral sequence programs will allow us to undertake
this task.
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