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A widespread feature of extracellular signaling in cell
circuits is paradoxical pleiotropy: the same secreted
signaling molecule can induce opposite effects in
the responding cells. For example, the cytokine IL-2
can promote proliferation and death of T cells. The
role of such paradoxical signaling remains unclear.
To address this, we studied CD4+ T cell expansion
in culture. We found that cells with a 30-fold differ-
ence in initial concentrations reached a homeostatic
concentration nearly independent of initial cell levels.
Below an initial threshold, cell density decayed
to extinction (OFF-state). We show that these dy-
namics relate to the paradoxical effect of IL-2, which
increases the proliferation rate cooperatively and
the death rate linearly. Mathematical modeling ex-
plained the observed cell and cytokine dynamics
and predicted conditions that shifted cell fate from
homeostasis to the OFF-state. We suggest that par-
adoxical signaling provides cell circuits with specific
dynamical features that are robust to environmental
perturbations.
INTRODUCTION
Cells can interact with each other by secreted or cell surface
signaling molecules forming functional cell circuits. In many
cases, the signaling molecule has pleiotropic or even paradoxi-
cal antagonistic effects on the responding cells (Hart and Alon,
2013). For example, glucose has both mitogenic and toxic
effects on pancreatic b cells (Dadon et al., 2012). In developing
fly embryos, an inhibitor of the BMP morphogen also functions
as a carrier, therefore increasing themorphogen range of activity
(Eldar et al., 2002; Haskel-Ittah et al., 2012) and in the delta-
notch signaling system, delta has opposite effects on its target
notch, depending on whether notch is located on a neighboring
cell or the same cell, allowing for sharp, short-range patterning
(Sprinzak et al., 2010, 2011). In the immune system, many cyto-1022 Cell 158, 1022–1032, August 28, 2014 ª2014 Elsevier Inc.kines have paradoxical effects. The cytokine IL-27 promotes dif-
ferentiation and also inhibits proliferation of T helper 1 (Th1) cells
(Villarino et al., 2006). IL-2, a cytokine secreted by T cells upon
antigen recognition, promotes T cell proliferation (Cantrell and
Smith, 1984; Malek, 2008; Zhu and Paul, 2008) and also affects
cell death (Deenick et al., 2003; Lenardo, 1991; Li et al., 2001;
Refaeli et al., 1998). The existence of paradoxical extracellular
signaling raises an important question: why do cells secrete a
signaling molecule that has antagonistic effects? In other words,
which cell circuit functions can be facilitated by paradoxical
signaling?
An important functionof cell circuits ismaintaininghomeostasis
of cell concentration. Homeostasis requires a balance between
proliferation and death rates. However, cell expansion processes
are intrinsically sensitive to parameters that affect these rates
(Hart et al., 2012). If the proliferation rate exceeds the death
rate, cell numbers grow exponentially and only stop at the
maximal carrying capacity; that is, the largest possible cell con-
centration under space limitations, confluence restriction, or the
consumption of available growth resources. If the death rate
exceeds the proliferation rate, the opposite occurs; cell counts
drop to zero (Figure 1A). The intrinsic sensitivity of this simple
expansion process raises the need for regulation of cell division
and death rates. Specifically, regulation is needed to set the ho-
meostatic cell density to be between the extinction level and the
carrying capacity. Such regulation often involves the response
of cells to paracrine and autocrine signaling that can be provided
by neighboring cells or by the proliferating cells themselves (Youk
and Lim, 2014). In the latter case, cells can respond to changes in
their own levels. When a signaling molecule that is secreted and
consumed by the same cells that it regulates has an antagonistic
effect, changingboth their proliferationanddeath rates, feedback
mechanisms can arise (Figure 1B). Here we study the ability of
such autocrine and paracrine feedback to keep the instability in
check and lead to a stable level of cells.
Recently, the question of paradoxical pleiotropy (the ability of a
cytokine toaffect cells in oppositewaysat the same time)wasad-
dressed using mathematical modeling of cell circuits (Hart et al.,
2012). All possible patterns of connection between one cell type
and a cytokine that affects cells’ growth and/or death rate were
analyzed. Paradoxical signaling, in which the cytokine increases
OFF State
Threshold
proliferation=death
ON State
proliferation>death
death>proliferation
Cytokine regulation maintains homeostasis
Time
Ce
ll 
co
nc
en
tr
at
io
n
Time
Ce
ll 
co
nc
en
tr
at
io
n
Carrying capacityCarrying capacity
Ι
en
do
cy
to
si
s
se
cr
et
io
n
death
death
proliferation
proliferation
A B
Figure 1. Schematic Models of Cell Prolif-
eration and Death Are Fundamentally Un-
stable and Do Not Lead to Cell Number
Homeostasis Unless Special Regulation Is
in Place
(A) A simple, uncontrolled proliferation and death
scheme leads to instability. If the proliferation rate
(b) exceeds the death rate (a), the cell number (X)
grows to high levels (up to the carrying capacity). If
the opposite occurs, the cell number declines to
zero. Homeostasis of cell number at intermediate
levels lower than the carrying capacity is not
possible.
(B) Homeostasis can be achieved when cell pro-
liferation and death are regulated by a secreted
molecule (denoted c) secreted by the cells (de-
noted X). For a wide range of initial cell levels, a
final cell concentration is reached that does not
depend on initial conditions. For very low initial
concentrations, the cell number declines to zero
(an OFF-state). b1 is the rate of production of the
molecule c by the cells, f(c) is its consumption rate,
g is its degradation rate, and I0 is its external
supply.bothproliferation anddeath rates, hasbeen suggested toprovide
a specific dynamical feature to the circuit. Cells reach a homeo-
static concentration, lower than the carrying capacity, that is
robust to variations in initial cell numbers. In addition, if the initial
population of cells is very low, the cell concentration declines to
zero, which we call an OFF-state. In the specific case in which
the cytokine is produced and consumed by the cells, homeosta-
sis is accompanied by a temporal pulse of cytokine. Its level first
increases and then decreases to a lower level when cell homeo-
stasis is reached. Another prediction of the model is that, for ho-
meostasis and anOFF-state to exist, the cytokine needs to affect
either growth or death rates cooperatively (that is, in a sigmoidal
manner) to create the potential for bistable dynamics.
Experimental studies of paradoxical extracellular signaling
are generally challenging. A main difficulty is disentangling
the conflated effects of the pleiotropic molecule because of
the extracellular nature of the positive feedback and the interac-
tions between the cells. Here, we use IL-2 signaling in CD4+
T cells under persistent stimulation to investigate the design prin-
ciples of paradoxical signaling and cell homeostasis. IL-2 affects
T cell proliferation and death. It is secreted by T cells upon T cell
receptor (TCR) stimulation and is consumed by activated T cells
through binding to the IL-2 receptor, followed by internalization
and degradation (Lamaze et al., 2001; Lan et al., 2008) (Fig-
ure 1B). Using this tractable in vitro model provides a simplified
test bed to investigate this important natural signaling system
without the full complexities of in vivo T cell signaling.
Here we show that mouse CD4+ T cells cultured under persis-
tent stimulation for 8 days with more than a 30-fold difference in
initial cell levels reach a balanced homeostatic cell concentration
that is nearly independent of initial levels. Homeostasis occurs
only when the initial concentration is above a threshold concen-
tration. When the concentration is below this threshold, the celldensity decays, and the population becomes extinct (OFF-state).
We further address the mechanism of homeostasis and find that
it relates to the paradoxical effect of IL-2. IL-2 increases both
proliferation and death rates; the latter by downregulating Bcl2.
Specifically, we find that IL-2 increases the proliferation rate
cooperatively and the death rate linearly; a relationship that, in
the model, creates the bistable dynamics needed to provide
both homeostasis and an OFF-state. We demonstrate how cell
fate can change from the ON-state to the OFF-state by cell dilu-
tion, keeping IL-2 levels fixed as predicted by the model. Finally,
we theoretically analyze an alternative case in which the dual ef-
fect of the paradoxical molecule is split into two distinct mono-
functionalmolecules, one affecting cell proliferation and theother
cell death. We find that, in this case, the full functionality of the
circuit is achieved only in a narrow range of parameters and
can be ruined by external supply or removal of the signal mole-
cules. Therefore, the paradoxical design is important to insulate
the circuit function from environmental perturbations.
RESULTS
CD4+ T Cells Reach a Homeostatic Cell Concentration
that Is Independent of Initial Cell Levels
We studied the dynamics of T cells in culture starting from
different initial concentrations. Naı¨ve mouse CD4+ T cells were
cultured in anti-CD3/anti-CD28-coated plates for 8 days. During
the expansion process, we measured cell numbers (by flow cy-
tometry), cell proliferation dynamics (by carboxyfluorescein suc-
cinimidyl ester [CFSE]), and IL-2 levels in the medium (by ELISA).
Cultures showed three main subpopulations in flow cytometry
analysis based on their forward and side scatter: naive, acti-
vated, and apoptotic cells (Figure S1A available online). Because
the activated subpopulation was the predominant proliferativeCell 158, 1022–1032, August 28, 2014 ª2014 Elsevier Inc. 1023
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Figure 2. CD4+ T Cells Reach a Homeostatic
Level Much Lower Than the Carrying Capac-
ity in an IL-2-Dependent Manner
(A) Mouse naı¨ve CD4+ T cells were stimulated by
anti-CD3 + anti-CD28 for 8 days. The cell number
was measured every 24 hr. Cells that were inoc-
ulated across a 32-fold range of initial concen-
trations reached a concentration after 8 days
that spanned only 2-fold. This concentration was
3-fold lower than the carrying capacity (lower
bound), which was measured by CD4+ T cells
grown under the same conditions but removed
from stimulation at day 4 (dashed red line). Data
are average over four repeated experiments
(Figure S1C). In the inset, cells inoculated at low
cell concentrations (below 320 cells/ml activated
cells at day 1) declined to very low cell numbers
(orange line).
(B) Mouse CD4+ T cells deleted for the IL-2 gene,
were cultured in the same conditions as in (A) and
were supplemented with 20 ng/ml external IL-2
added to the medium. Cells that were inoculated
across a 40-fold range of initial concentrations
reached a 14-fold range of concentrations after
7 days. Data are average over three repeated
experiments (Figure S1D).
(C) Ratio of initial concentration range to final concentration range in the experiments shown in (A and B). Wild-type cells show much less sensitivity to initial cell
numbers than cells deleted for the IL-2 gene.
(D) Coefficient of variation (CV) calculated on the last day of experiments. The CV indicates the convergence of cell cultures on the last day. Wild-type cells show
a CV 2.5-fold lower than cells deleted for the IL-2 gene.
The error bars in (C and D) indicate the SEM across experimental repeats. See also Figures S1 and S2; Table S2.group, we chose to focus our study on these activated cells.
Similar results were also obtained by analysis of the entire cell
population (Figure S1B).
We performed the experiment at ten different initial cell levels.
At the beginning of the culture, cell concentration spanned a
range of 31.9 ± 2.4-fold (average ± SEM of 4 experimental re-
peats; Figures S1C and S1D). At the end of the process (day
8), the concentration range was reduced to 2.2 ± 0.5-fold (Fig-
ure 2A). Therefore, the cell concentration range decreased about
15-fold (Figure 2C).
We noted that cell levels were not limited by the carrying ca-
pacity of the cell culture, as shown by repeating the experiment
while removing the cells from the TCR stimulus at day 4 but leav-
ing them in the same growth medium. In this case, cells reached
cell concentrations that were 2- to 3-fold higher than the homeo-
static level (Figure 2A, red dashed line). Similarly higher cell levels
were obtained when stimulating T cells from TCR transgenic
mice with splenic dendritic cells presenting the corresponding
cognate antigen (Figure S1E). We also found that cell expansion
is not limited by a depletion of resources. Experiments where we
replenished the medium at days 3 or 4 or where we diluted cell
numbers at day 3 all led to a similar homeostatic level.
At very low total initial cell concentrations, below 320 acti-
vated cells/ml at day 1 (the ‘‘threshold level’’), we found that,
without exogenous IL-2, cell concentrations decayed to zero
within 5 days (Figure 2A, inset). When the initial concentration
was higher than this threshold, cell concentrations approached
an approximately fixed, initial condition-independent level that
was 17-fold higher than the threshold. Hereafter, we use the
term ‘‘homeostasis’’ for the tendency of cells to reach an initial1024 Cell 158, 1022–1032, August 28, 2014 ª2014 Elsevier Inc.level independent concentration. We use the term OFF-state
for the fact that low initial cell concentrations decay toward
zero concentration. To summarize these findings, we observed
homeostasis for high enough initial cell levels and an OFF-state
for low initial cell levels.
Homeostasis Is Dependent on IL-2 Production by Cells
We next wanted to test whether IL-2 secretion by cells plays
a role in the observed homeostasis. For this purpose, we used
mouse CD4+ T cells deleted for the il-2 gene (IL-2 knockout
[KO]) (Naramura et al., 1998). The cells were cultured in medium
with and without external IL-2. We found that IL-2 KO cells
cultured without external IL-2 in themedium showed very limited
initial proliferation and died within 3 days from the beginning of
the experiment (Figure S1F). Addition of 20 ng/ml IL-2 to the cul-
ture resulted in cell growth. However, cell levels at the end of the
experiment still showed dependence on the initial conditions. A
much smaller fold reduction of the initial range occurred than
in wild-type cells. The initial range spanned by cells was 39.8 ±
6.8 and was reduced after 7 days to only 13.8 ± 5.5 (Figure 2B).
In other words, the spanned range of IL-2 KO cells decreased
less than 3-fold (Figure 2C) compared with an approximately
15-fold decrease in wild-type cells. Similar results were obtained
for IL-2 KO cells cultured in the presence of lower (6 ng/ml) and
higher (80 ng/ml) doses of external IL-2 (Figures S2A–S2C).
These measurements suggest that IL-2 secretion by cells plays
an important role in the homeostasis of CD4+ T cells in our
in vitro system.
To better characterize the mechanisms involved, we next
measured IL-2 dynamics and their dependence on initial cell
A B Figure 3. Proliferation and Death Rates
Increase with IL-2 Production by Cells:
The Former Cooperatively and the Latter
Linearly
(A) Average proliferation rate measured by CFSE
analysis (see Experimental Procedures) as a
function of IL-2 reporter GFP fluorescence. Data
from two experiments are shown (orange and red).
au, arbitrary units.
(B) Average percentage of apoptotic cells
measured by an Annexin assay as a function of IL-
2 reporter GFP fluorescence. Data are from the
same experiment as in (A) (orange) and another
repeated experiment (purple). Theminimal value of
each data set (point with minimal percentage of stained cells) was subtracted to account for the offset between experiments because of fluorescence back-
ground differences and gating biases (Figure S3H). Lines are best fit to Hill functions, showing a Hill coefficient of n = 1.7 ± 0.5 for proliferation (A) (Figure S3G) and
n = 1 ± 0.1 for the death rate (B) (Figure S3H).
See also Figure S3.concentration. IL-2 levels in the cell culture medium were
measured by ELISA. In addition, we evaluated IL-2 promoter ac-
tivity using a GFP reporter (see Experimental Procedures). We
found, using both methods, that IL-2 levels increased and then
declined and that IL-2 peak height and pulse duration are anti-
correlatedwith initial cell levels (Figures S2D–S2H). Smaller initial
cell levels gave rise to longer pulse duration and a higher peak
height, resulting in an overall larger pulse of IL-2. A similar depen-
dence of IL-2 pulse level and peak timing on initial cell numbers
was observed recently using T cell stimulation with antigen-pre-
senting dendritic cells (Tkach et al., 2014).
IL-2 Signaling Has a Paradoxical Role Supporting Both
Cell Proliferation and Cell Death
Wenext asked how IL-2 affects cell proliferation and death rates.
Proliferation was measured by staining naive CD4+ T cells with
CFSE, a cell staining dye whose concentration drops by a factor
of two with every cell division. This allowed the accurate deter-
mination of cell proliferation rate dynamics (see Experimental
Procedures). To measure the death rate, we stained samples
of cells from the same experiment with Annexin V, a marker for
apoptosis that indicates the fraction of dying cells (see Figures
S3A–S3C for representative scatter plots). Each experiment
provided 25–40 data points composed of 7–10 initial cell con-
centrations measured across 4 or 5 days of experiments. Each
data point contains three measurables: mean IL-2 GFP reporter
levels, proliferation rate (evaluated from CFSE staining), and
death rate (evaluated from Annexin staining).
We found that the proliferation and death rates were positively
correlated with IL-2 reporter activity (see Experimental Proce-
dures). The proliferation rate correlated with the IL-2 reporter
level in a cooperative way, well described by an effective Hill co-
efficient n = 1.7 + –0.5 (Figure 3A; Figures S3D–S3G). The death
rate was found to be linearly dependent on IL-2 reporter levels,
n = 1 + 0.1 (Figure 3B; Figure S3H). We noted that the death
rate was weakly dependent on confluency effects because cell
concentrations were far from the carrying capacity of the wells.
Additionally, we found no correlation between the fraction of
Annexin V positive cells and the number of cell divisions in our
experiments (data not shown). These observations suggest
that IL-2 has a paradoxical role in the expansion process ofCD4+ T cells under these conditions, enhancing, at the same
time, the proliferation and death rates (Lenardo, 1991; Li et al.,
2001; Refaeli et al., 1998; Smith, 1988; Wang et al., 1996).
A SimpleMathematical Model Captures IL-2-Dependent
Cell Dynamics
To understand how paradoxical signaling by IL-2 can lead to ho-
meostasis, we studied a mathematical model of this system (Hart
et al., 2012). The model assumes that CD4+ T cells secrete IL-2
and also remove IL-2 from the medium by endocytosis. IL-2
increases both the proliferation and death rate. IL-2 can also be
supplied externally and is degraded at a slow rate (the IL-2 degra-
dation rate is taken to be 2 orders of magnitude smaller than the
endocytosis rate, in accord with previous studies [Fujii et al.,
1986; Molina-Parı´s, 2011]). The model equations are given in Fig-
ure 4A (see Supplemental Information for details). The secretion
rate of IL-2 per cell was assumed to be constant. Endocytosis
of IL-2 was assumed to be a cooperative increasing function of
IL-2 (with a Hill coefficient of 2) because IL-2 receptor levels
(IL2-Ra or CD25) increase cooperatively with IL-2 levels (Depper
et al., 1985; Waysbort et al., 2013). Similar results were obtained
for aMichaelis-Mentendependencyof endocytosis on IL-2 levels.
In a previous study, we showed that this set of equations pro-
duces a robust final concentration of cells that is independent of
initial cell levels (Hart et al., 2012). To test the model’s ability to
capture CD4+ T cells dynamics in the presence of IL-2, we simu-
lated the model using the measured experimental dependence
of proliferation and death on IL-2: a proliferation rate that rises
cooperatively with a Hill coefficient of 2 and a death rate that is
linear in IL-2 (Figures 3A and 3B, respectively). The model has
two stable steady-state solutions, ON-state and OFF-state,
that originate from the combination of two feedback loops, a
positive feedback loop where IL-2 drives proliferation and a
negative feedback loop where it drives cell death. Homeostasis
can be explained intuitively as the result of the negative feedback
loop on cell number, where the system has a fixed point at high
cell levels. Above this level, cell death dominates, and below
it, proliferation dominates, resulting in a stable fixed point (the
ON-state) that is reached for a wide range of initial cell concen-
trations. The positive feedback through which IL-2 increases the
proliferation rate creates a threshold level below which resides aCell 158, 1022–1032, August 28, 2014 ª2014 Elsevier Inc. 1025
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Figure 4. A Simple Mathematical Model in
which IL-2 Increases Both the Proliferation
and Death Rates Captures the Observed
Cell Homeostasis and IL-2 Dynamics
(A) Model differential equations in which we used
the present experimental results to describe the
effects of IL-2 on proliferation (b(c)) and death (a(c))
as cooperative and linear, respectively. I0 is a
possible external source/sink of cytokine c. b1 is
the secretion rate of the cytokine by the cells. g is
the degradation rate of c and is assumed to be
small. The uptake rate by the cells is denoted by
f(c), where endocytosis was assumed to be
cooperative because IL-2 levels were shown to
increase IL-2 receptor levels cooperatively (similar
results are found when the uptake rate has a
Michaelis-Menten dependence on IL-2 levels). The
proliferation minus death rate as a function of
cytokine crosses zero three times, resulting in two
stable fixed points (green filled circles) and one
unstable fixed point (red empty circle). Arrows on
the x axis show the flow toward the stable fixed
points.
(B) A phase diagram of the simulated model shows
two fixed points, one at low cell concentration
(OFF-state, upper left green filled circle) and
another at medium cell concentration (ON-state, lower right green filled circle). The green solid line is the nullcline for X0(t) = 0, and light blue lines are the nullclines
for c0(t) = 0. Full green and empty red points indicate stable and unstable fixed points of the model, respectively. Blue arrows show the flow in the phase diagram.
Red lines show two specific trajectories of initial cell and IL-2 concentrations near the separatrix, where one trajectory (left) goes to the OFF-state and the other
(right) goes to the ON-state. The inset shows magnification around the unstable point.
(C) Simulated dynamics of the model show that a fixed final cell concentration is reached for a wide range of initial cell concentrations (cell conc.). Very low initial
concentrations result in a decline to a vanishing cell population (inset, orange line). Compare this with the experimental results in Figure 2A.
(D) Simulated IL-2 levels show pulse-like dynamics. The inset shows that the pulse peak height is inversely correlated with initial cell levels, with a power law
exponent of 0.67 ± 0.08. Compare this with the experimental results in Figures S2D–S2G. All units in (C and D) are in dimensionless numbers, given by the
dimensionless parameter combinations indicated on the axes, and, therefore, represent a qualitative agreement with the experimental measurements. Best fit
parameters for the dimensionless model are a1 = I0=ðk1 bcÞ= 10; a2 =g=bc = 1:2; a3 = f0=bc = 9:1; a4 =a0=bc = 0:12; a5 =a1k1=bc = 0:1: The model is robust to
changes in parameter values, as indicated by the fold change range over which each of these best fit parameters can be varied while changing the error function
values by less than 50%: a1;max=a1;min = 1:6; a2;max=a2;min = 6:5; a3;max=a3;min = 1:5; a4;max=a4;min = 2:6; a5;max=a5;min = 3:6:
See also Figure S4.second fixed point (the OFF-state), which is reached when initial
cell levels are very low (Figures 4A and 4B).
The five parameters of the dimensionless model were fit to
give the best agreement with the experimental data of wild-
type (WT) cell level dynamics and measured IL-2 levels. The
calculated model dynamics are in good agreement with the
measured dynamics of both cell levels (Figure 4C) and IL-2 levels
(Figure 4D). In particular, the measured dependencies of the
proliferation and death rates on IL-2 levels reproduced in
the model homeostasis of final cell levels, existence of an OFF-
state, and pulsed dynamics of IL-2. Moreover, the model repro-
duced the observed negative correlation between IL-2 peak
height and initial cell levels in which the peak height scales as
X0
0.67 ± 0.08 (Figure 4D, inset), which is similar to the observed
experimental behavior (Figure S2). It should be noted that the
model produced qualitatively similar behavior over a wide range
of parameters (Figure S4).
Final Levels of IL-2-Deficient Cells and Bcl-2 Expression
Depend Nonmonotonically on External IL-2 Levels
If IL-2 levels indeed have a paradoxical role, enhancing both pro-
liferation and death, one would expect that, for each initial cell
concentration, only a small range of IL-2 levels would produce1026 Cell 158, 1022–1032, August 28, 2014 ª2014 Elsevier Inc.a valid expansion process. Outside of this small range, IL-2 levels
are too low to support expansion or too high, causing increased
cell death. To check this hypothesis, we solved the model for the
case of IL-2-deficient cells that were cultured in the presence of
different levels of external IL-2. We simulated the model using
parameters extracted from the fit, as mentioned above, but set
the secretion rate of IL-2 by the cells to zero and added an
external source of IL-2. The simulation predicted that final cell
levels would depend on external IL-2 concentration in a nonmo-
notonous way. Final cell levels should be low for both low and
high IL-2 levels and should be maximal in an intermediate range
of external IL-2 levels (Figure 5A).
To test this prediction of the model experimentally, we
measured the expansion process of a fixed amount of CD4+
T cells deleted for the il-2 gene with different external IL-2 levels
in the medium (Figures 5B; Figure S5). IL-2 levels spanned 4 or-
ders of magnitude, ranging from 0.03-500 ng/ml. We found that,
for low external IL-2 levels, cell levels decayed rapidly to a very
low concentration of cells (Figure 5B, red lines). High levels of
external IL-2 also resulted in a 2-fold decrease in cell levels (Fig-
ure 5B, blue lines), indicating a change in the balance between
proliferation and apoptosis. Only a small range of IL-2 concen-
trations (ranging between 2-6 ng/ml) produced an expansion of
AB
C
Figure 5. Without Endogenous Production of IL-2, Cells Require a
Specific Concentration of External IL-2 to Reach High Cell Numbers;
at This Concentration, Antiapoptotic Bcl2 Is Induced
(A) Model of cells that do not produce IL-2 (IL-2 deleted cells) shows high cell
numbers only in a limited range of external IL-2 (ext. IL-2) concentrations.
External IL-2 concentrations are in K1 units and are increased 3-fold from one
curve to another (see legend). Compare this with the experimental results in
Figure 5B.
(B) Measured cell concentration dynamics of CD4+ T cells deleted for the IL-2
gene at different levels of IL-2 supplied to the growth medium at culturecells to final levels that are similar to, or higher than, the initial
levels (Figure 5B, turquoise green lines). As predicted by the
model, the final cell levels depended on IL-2 concentration non-
monotonically, reaching a peak at intermediate IL-2 levels and
decreasing for both low and high external IL-2 levels (compare
Figure 5A inset and Figure 5B inset).
Previous studies (Dai et al., 1999; Li et al., 2001; Rochman
et al., 2009) have suggested that IL-2 increases apoptosis of
CD4+ T cells by affecting Bcl-2 levels through the IL-2 receptor
g-subunit. Dai et al. (1999) demonstrated that exogenous IL-2
downregulates IL-2 receptor g chain (gc) expression in vitro
and that endogenous IL-2 limits gc expression on activated
CD8+ T cells in vitro and in vivo. Cytokines that do not promote
cell death (IL-4, IL-7, and IL-15, which use the same gc)
did not influence gc expression. They also demonstrated that
blocking the common cytokine receptor g chain prevented
Bcl-2 induction and, by this, augmented cell death. To test the
effect of IL-2 on Bcl-2 levels in our system, we used a Bcl-2 anti-
body to measure Bcl-2 levels in cells from the same experiments
(IL-2 KO cells grown at different IL-2 levels). We found that the
Bcl-2 level in the cells was low for both high and low external
IL-2 levels. In contrast, Bcl-2 levels were high for intermediate
levels of external IL-2 (2–6 ng/ml, Figure 5C), correlating well
with the observed dependence of cell expansion on IL-2 levels
(Figure 5B, inset).
The Model Correctly Predicts that Cell Dilution Can
Switch the System from Homeostasis to the OFF-State
Another interesting prediction of themodel is that the system can
be switched from the homeostatic to the OFF-state by the dilu-
tion of cell concentration. The paradoxical role of IL-2 implies
that a similar level of IL-2 can be either proproliferative or lead
to extinction, depending on the current cell concentration and
cell state in terms of IL-2 production and consumption rates.
As an example, if one takes cells during the expansion phase
and dilutes them to a low enough concentration, one is predicted
to shift the cell trajectory from reaching the homeostasis level,
the ON-state, to extinction, the OFF-state. This occurs because
IL-2 levels are too high for the new low amount of cells and,
therefore, lead to cell death. Figure 6A shows a schematic of
this kind of transition between points 1 and 2 in the phase space
of cell concentration and IL-2 levels. On the other hand, if the
level of cells is high enough above the critical line in this phase
space (separatrix, orange lines), then cells will recover after dilu-
tion and attain the ON-state homeostatic level (Figure 6A, transi-
tion between points 3 and 4).
We tested this prediction experimentally by culturing cells
at different initial concentrations and diluting their concentra-
tion 3-fold at day 3, keeping medium conditions the same. Asstarting time. The initial cell concentration corresponds to 5,600 ± 200 acti-
vated cells/ml at day 1. Data were normalized to the initial concentration in
each experiment. The insets (A and B) show that the final cell number (day 5) is
highest at intermediate IL-2 concentrations (2–6 ng/ml).
(C) Fraction of cells expressing the antiapoptotic Bcl-2 protein measured
by anti-Bcl-2 antibody staining and flow cytometry. The fraction of cells
expressing Bcl-2 is highest at an intermediate level of IL-2 (2–6 ng/ml).
See also Figure S5.
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Figure 6. Dilution of Cells while Proliferating
Can Transfer Their Fate to the OFF-State
(A) A schematic representation of transforming
cells from reaching the homeostatic ON-state
to reaching the OFF-state. When cell levels are
changed during the expansion process, the cells’
final fate can change. When cells are diluted from
state 1 to state 2, IL-2 levels are too high relative
to their new concentration, and therefore, they
decay to extinction, the OFF-state. On the other
hand, the same level of dilution, when cell con-
centration is high enough, will not cause change of
cell fate, as exemplified by the dilution from state 3
to state 4. Note that IL-2 levels rise when cell fate
is changed to the OFF-state.
(B) Experimental test of cell dilution. Top panel.
in a control experiment, cultured CD4+ T cells at
different initial concentrations reach the homeo-
stasis level. Bottom panel, cells of the same initial
levels are diluted 3-fold on day 3 (dashed black
line). The lower concentration culture (blue) died off
to extinction (the OFF-state), whereas the cultures
with higher initial cell concentrations reach ho-
meostasis level.
(C) IL-2 GFP fluorescence levels are twice as high
when the cell culture is going to the OFF-state
compared with their levels in the control experi-
ment (no dilution) when they reach the homeostatic
ON-state level.
See also Figure S6, Table S1.predicted by the model, high cell concentrations reached the
homeostatic level even after dilution, whereas cells with an
initial low concentration showed extinction after the dilution (Fig-
ure 6B). Specifically, cells seeded at a low concentration (about
1,300 activated cells/ml at day 1) reached homeostasis when not
diluted but reached extinction when diluted after 3 days, when
dilution brought them back to roughly their initial level. Therefore,
extinction does not merely reflect cell levels but depends on the
altered state of the medium in the 3 days prior to dilution (Figures
6B and 6C).
The model further predicts that, after the dilution, IL-2
production should be higher in the cell cultures going to extinc-
tion (Figure 6A, red path upward from point 2) compared with the
cultures going to homeostasis (Figure 6A, red path going right
from point 4). Wemeasured IL-2 GFP fluorescence of all cultures
every day after dilution. We found that the IL-2 GFP level of the
culture going to extinction was at least 3-fold higher on day 4
(1 day after dilution) compared with the other (homeostatic)
cultures (Figure S6). Furthermore, the IL-2 GFP levels of the
OFF-state culture was twice as high compared with the same
culture (same initial cell level) in a control experiment (no dilution)
when it reached the homeostatic level (Figure 6C; Table S1). In
the other cultures, which reached homeostasis after cell dilution,
average IL-2 GFP fluorescence levels were similar to those of the
undiluted control (Table S1).
Separating the Functions of the Paradoxical Signaling
Molecule into Two Separate Monofunctional Molecules
Hampers Robustness
Lastly, we ask the following question: why is a single molecule
with two antagonistic functions better suited for achieving1028 Cell 158, 1022–1032, August 28, 2014 ª2014 Elsevier Inc.homeostasis than two different molecules, each endowed with
one of the two functions? To answer this question, we modified
our model of Figure 4 to include two signaling molecules: one
that causes cells to increase their proliferation rate in a cooper-
ative manner and a second that increases the cell death rate
linearly (Figure 7A). The cells secrete and take up both mole-
cules. In general, we found that, when the circuit contains two
signaling molecules, the intrinsic integral feedback mechanism
that keeps homeostasis of cell numbers breaks down. Therefore,
the circuit dynamic behavior depends much more sensitively on
its parameters.
As a specific example for this sensitivity, we calculated the
steady states of the two-molecule system for a case in which
the molecules are supplied by external sources in addition to
their secretion by the cells. We found that there was only a
very limited range of parameters for which the cell circuit can
achieve both a homeostatic ON-state and an OFF-state. For
most of the parameter range, the cell circuit is either always
ON or always OFF (Figure 7B; Figure S7). In contrast, the model
with one paradoxical signaling molecule achieves this property
for a wide range of values of the external source strength (see
Extended Experimental Procedures). These results are not
restricted to the particular model used here but are an inherent
property of the break of paradoxical signaling into two distinct
monofunctional signaling molecules.
To understand why a paradoxical component is more robust,
consider that the homeostasis and OFF-state depend on three
intersection points of the death and proliferation curves (Fig-
ure S7). A paradoxical component constrains these curves to
vary in a coordinated manner because they depend on the
same molecule keeping the three intersection points robust. If
A B Figure 7. Separating the Two Paradoxical
Roles into Two Signaling Molecules Ham-
pers Robustness
(A) Schematic and equations of a model with two
signaling molecules carrying the roles of prolifer-
ation (c1) and apoptosis (c2). I1,2 are external
sources of the signaling molecules. b1,2 are the
secretion rates of the signaling molecules by
the cells. f1(c1), f2(c2) are the uptake rates of
the signaling molecules by the cells (coopera-
tively dependent on the molecules). g1,2 are
the degradation rates of c1 and c2 and are
assumed to be small. b(c1) is the proliferation rate,
which depends cooperatively on c1 levels. a(c2)
is the death rate, which depends linearly on c2
levels.
(B) Phase diagram of the possible steady-state
solutions achieved depending on the relative
levels of I1 and I2, the signaling molecules external
sources. There is a small parameter range where the system achieves both an ON-state and an OFF-state (yellow region). A deviation from this parameter
range causes the system to be either in a constant ON-state (blue region) or in a constant OFF-state (red region).
See also Figure S7.each curve depended, instead, on a different monofunctional
molecule, then the two curves would vary independently with
external supply and removal of these molecules, and the
crossing points can vanish easily (Figure S7).
DISCUSSION
Our results demonstrate a design principle for cell circuits where
paradoxical signaling by a secreted molecule generates a spe-
cific desired biological function: a system with both a homeo-
static ON-state and an OFF-state. Our mathematical model
captures many aspects of the system’s dynamic behavior over
a large range of parameter values. It also provides unintuitive
testable predictions, such as an inverse relation between initial
cell numbers and the amplitude of the IL-2 pulse (Figure 4D; Fig-
ure S2), a nonmonotonic dependence of final cell numbers on
levels of external IL-2 (Figure 5), and a decay to an OFF-state
when cells are diluted while maintaining the level of IL-2 in the
medium (Figure 6). Therefore, the model and experiments pro-
vide a framework for a better understanding of the dynamic
coupling between cell numbers and cytokine levels and the
ways in which they are influenced by various perturbations.
How can IL-2 secretion by cells stabilize cell numbers?
Because the cytokine increases the death rate linearly but the
proliferation rate cooperatively, the difference between the two
rates is negative (the death rate is higher than the proliferation
rate) at both low and high cytokine levels and is positive in an
intermediate range of cytokine levels (Figure 4A). Hence, the
system has two stable fixed points, the OFF-state and the ho-
meostatic state, and an intermediate unstable point at the
threshold level. Above the threshold, the cells self-tune to reach
a concentration at which the IL-2 level is such that proliferation
equals death. This homeostatic point is stable. If the cell concen-
tration rises above the fixed point, death predominates, and cell
numbers decrease. If cells drop below the fixed point, prolifera-
tion dominates, and cell numbers increase. As a result, devia-
tions from the fixed point concentration are corrected, and thefixed point is stable. This situation holds true for a large class
of death and proliferation rate dynamics, as shown previously
(Hart et al., 2012). Below the threshold, the death rate predomi-
nates, and cell levels decline to the OFF-state.
We showed that we can change the cells’ fate from reaching
the homeostatic level (ON-state) to extinction (OFF-state) by
diluting cell levels while keeping IL-2 levels constant. This is an
example of experimentally crossing the separatrix (threshold)
between the two states (Figure 6). Although, in the mathematical
model, the threshold is sharp and unique, determining its exper-
imental level is challenging. For a general case of paradoxical
signaling, changing proliferation and death rate dependencies
on the signaling molecule can bring the threshold closer to the
OFF-state, thus creating a system that could be driven by noise.
The use of an in vitro system allowed for a controlled experi-
mental model in which cell numbers and cytokine levels could
be manipulated and quantitatively followed dynamically. This al-
lowed for accurate testing of model predictions by exploring the
system’s phase space in different situations. The initial cell levels
we used cover the expected physiological range for antigen-
specific T cells (104–105 T cells/ml specific for a given complex
pathogen within a lymph node). However, the in vitro system has
some differences when compared with the situation in vivo. For
example, we used persistent stimulation of the T cells, whereas
in vivo T cell stimulation is dynamic. The persistent stimulation
may restrict cell expansion, which is lower in our in vitro system
(10-fold) compared with in vivo measurements (which typically
show 100-fold expansion or higher). In general, the in vivo sit-
uation is more complex because T cells can secrete and respond
to several cytokines and are affected by other cells in their envi-
ronment. Therefore, the cell circuit described here is embedded
within a larger network of interacting cells. Such networks
can involve other layers of regulation and redundancies, which
obscure the investigation of the underlying design principles.
We suggest that, by separating composite circuits into tractable,
simpler building blocks, it may be possible to decipher the func-
tion of cell circuits with growing complexity.Cell 158, 1022–1032, August 28, 2014 ª2014 Elsevier Inc. 1029
The finding of homeostasis is in line with previous adoptive
transfer experiments of T cells in mice. These experiments
showed that effector cell levels are very weakly dependent on
initial precursor levels both in CD4+ and CD8+ T cells (Badovinac
et al., 2007; Quiel et al., 2011; Whitmire et al., 2006, 2008; Wil-
liams et al., 2008). For example, Whitmire et al. (2006) used an
adoptive transfer experiment to measure expansion and prolifer-
ation of transferred and endogenous cells. Interestingly, across a
range of 3 orders of magnitude of precursor frequency, the total
expansion of cells changed by about half an order of magnitude
(see Figure 2B in Whitmire et al., 2006). Several studies suggest
that IL-2 is dispensable for primary T cell expansion in vivo (Liao
et al., 2013; Malek, 2008). For example, a study by Quiel et al.
(2011) showed that neither the external provision of IL-2 nor
the inability of the stimulated T cells to produce IL-2 had an
effect on their antigen-driven expansion in vivo. These results
convey the complexities of T cell proliferative homeostasis
in vivo, and further work is required to understand and model
the intricacies of the different layers of regulation at play, for
example by other cytokines with overlapping activities.
In our model and experiment, we consider the average
behavior of the cell population. Futurework can extend this study
to describe the response of heterogeneous cell populations. For
example, it is known that IL-2 is secreted only by a subpopulation
of activated cells at a given time (Podtschaske et al., 2007; Way-
sbort et al., 2013), and the levels of IL-2 receptor also vary among
cells, even when grown under the same conditions in vitro
(Feinerman et al., 2010). Such heterogeneity may result in more
complex behaviors, especially near bifurcation (threshold) points
where sensitivity to variability is increased. Experimentally, such
studies will require following individual cell responses dynami-
cally, which can be done using live cell imaging (Day et al.,
2009; Zaretsky et al., 2012). Another avenue for future research
is to incorporate dynamic stimulation into the model and investi-
gate its effects theoretically and experimentally.
A natural question that arises is as follows: what are the ben-
efits of having two opposite functions carried by the same mole-
cule rather than having two molecules, each with a specific role?
Extracellular signaling molecules are affected by the microenvi-
ronment. Neighboring cells may secrete or consume these mol-
ecules with varying rates, therefore affecting their levels. If two
molecules carry opposing functions, changes in the composition
or state of the neighboring cells will generally change the relative
levels of the two signaling molecules. As a result, the cell circuit
function loses its decoupling from the environment. Instead of
responding to their own cell level, cells respond to environmental
cues. For example, we found that having two separate signaling
molecules that are made by the cells but are also supplied by the
environment at different rates disrupted the topology of phase
space. For most parameter ranges, the two-molecule circuit
either has only an OFF-state or only an ON-state (Figure 7). In
contrast, having the two functions carried by the same molecule
allows the circuit to have both states in a wide range of parame-
ters. Supply of this paradoxical molecule from the outside
increases both the death and proliferation rates but keeps their
ratio relatively unaffected. External supply can affect the precise
value of the homeostatic level but cannot abolish the qualitative
phenomenon of homeostasis with an OFF-state. Therefore, we1030 Cell 158, 1022–1032, August 28, 2014 ª2014 Elsevier Inc.suggest that paradoxical signaling is important for robust
function of the cell circuit and for its relative decoupling from
the environment because changes in the cell parameters and
in the environment affect both functions (proliferation and death)
in a coordinated manner.
Paradoxical signaling appears to be widespread among
immune system cytokines (Ashcroft, 1999; Busse et al., 2010;
Feinerman et al., 2010; Li and Flavell, 2008; McGeachy and
Cua, 2008; Sakaguchi, 2004; Villarino et al., 2006). There is
also evidence for paradoxical signaling by secreted molecules
in other systems in which a biomolecule affects both the prolifer-
ation and death of interacting cells (Dadon et al., 2012). It would
be interesting to study whether such paradoxical effects can
also provide homeostasis in these systems. A theoretical anal-
ysis suggests that, in other contexts, paradoxical components
can provide other systems-level functions, such as differentia-
tion processes that are independent of precursor cell numbers
(Hart et al., 2012). Paradoxical signaling may, therefore, play a
role in providing cell circuits with desirable dynamical properties
that are resistant to environmental fluctuations.
EXPERIMENTAL PROCEDURES
Mice
Female C57BL/6 mice were obtained from Harlan Laboratories. IL-2-GFP
knockin mice (Naramura et al., 1998) were provided by Prof. Ron Schwartz,
National Institutes of Health. IL-2 reporter mice (Yui et al., 2004) were provided
by Prof. Ellen Rothenberg, California Institute of Technology. All mice were
housed at theWeizmann Institute in compliance with national and international
regulations.
Cell Culture
Naive CD4+ T cells were purified from splenocytes by magnetic bead separa-
tion (CD4+CD62L+ MACS, Miltenyi Biotec). Cells were stained with CFSE,
diluted to defined initial cell concentrations, and cultured in complete RPMI
1640 medium at 37C. The cells were stimulated using plates coated with
anti-CD3 (1 mg/ml) and anti-CD28 (3 mg/ml) for 7–8 days. Eight different com-
binations of anti-CD3 and anti-CD28 doses showed no effect on homeostasis,
except at very low stimulation levels (Table S2). Every day, a sample of cells
was taken for counting andmeasuring CFSE levels and cell viability by flow cy-
tometry. GFP levels for reporter strains were alsomeasured by flow cytometry.
CFSE Staining
Freshly purified T cells were resuspended in PBS at 107 cells/ml and incubated
with 1 mMCFSE (Invitrogen) for 10 min at 37C. Cells were washed and resus-
pended in culture medium at the indicated cell concentrations.
Flow Cytometry
Where indicated, cells were stained with Annexin V Pacific blue (BioLegend)
for 15 min at room temperature. Where indicated, cells were also stained
with anti Bcl-2 FITC antibodies. Cells were then stained with 7-amino
actinomycin D (7-AAD, BioLegend) to distinguish between live and dead
cells. Flow cytometry analysis was performed using BD LSRII (BD Bio-
sciences).Viable lymphocytes were gated based on forward/side scatter and
negative 7-AAD staining. Cell concentrations were calculated according to a
constant flow rate of 1.5 ml/s using a linear fit of the number of cells per unit
time in the flow cytometry data.
ELISA on Beads
Quantitative evaluation of IL-2 levels in the supernatant was done using an
extension of the ELISA assay with spectrally distinguishable beads (Sphero-
tech) as the solid phase. Primary antibodies were covalently linked to the
beads, which were incubated simultaneously with the supernatant and
secondary biotinylated antibodies for 2 hr, washed, and stained with strep-
tavidin-phycoerythrin secondary antibodies. The bead fluorescence level
was compared to a standard curve to quantitate the IL-2 level. Beads were
analyzed using BD LSRII.
Data Analysis
CFSE histograms were fitted to a sum of Gaussians centered at expected di-
vision levels (Banks et al., 2011a, 2011b; Deenick et al., 2003). The proliferation
index was calculated as the weighted average number of divisions where the
weights are the Gaussian amplitudes. The proliferation rate was calculated as
the change between days in the proliferation index, which correlates with the
proliferation rate term that is used in the model (b(c)).
For analysis of cell death using Annexin V staining, all data points at different
days from every initial cell concentration were collected. To evaluate the death
probability at each IL-2 level, we extracted the percentage of Annexin V pos-
itive cells from flow cytometry data. This is a measure of cell death rate
because it captures cells at early stages of apoptosis, whereas cells at later
stages of apoptosis would stain as dead cells and also have a different forward
scatter-side scatter (FSC-SSC) pattern. Therefore, the percentage of Annexin
V+ cells (gated on FSC-SSC and live) at a given time point correlates with the
death rate term that is used in the model, (a(c)). For the analysis of Figure 3,
proliferation rate values, death rate values, and IL2-GFP MFI values were
smoothed with a time window of 2 points. The experiment used for the purple
data in Figure 3B included fewer time points than the one used for the orange
data points. Data from cultures with extreme cell concentrations (high and low)
were not used for this analysis if the fit to the CFSE data was not reliable.
Fit of the dimensionless model equations to experimental data was done
using Mathematica 8.0, where model parameters (Figure 4) were fit to match
cell concentration data and IL-2 levels, which were normalized to their initial
levels.Furtherdetails about themodelaregiven in theSupplemental Information.
SUPPLEMENTAL INFORMATION
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