Subject to reasonable conditions, in large population stochastic dynamics games where the agents are coupled by the system's mean field through their nonlinear dynamics and cost functions, it can be shown that a best response control action for each agent exists which (i) depends only upon the individual agent's state observations and the mean field, and (ii) achieves an -Nash equilibrium for the system. In this work we formulate a class of problems where each agent has only partial observations on its individual state. The main result is that the -Nash equilibrium property holds where the best response control action of each agent depends upon the conditional density of its own state generated by a nonlinear filter, together with the system's mean field. Finally, it is worthwhile comparing this MFG state estimation problem to one found in the literature where there exists a major agent whose partially observed state process is independent of the control action of any individual agent; by contrast, in this work, the partially observed state process of any agent depends upon that agent's control action.
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I. INTRODUCTION
For dynamical games of mean filed type it is demonstrated that when the agents are coupled through their dynamics and their cost functions, the best response control policies in the asymptotically infinite population limit depend upon their individual state and the distribution of the generic agent. Furthermore, such policies generate approximate Nash ( -Nash) equilibria when they are applied to a large population game, see [1] , [2] , [3] , [4] among others, by Huang, Caines and Malhamé, and [5] , [6] and [7] , by Lasry and Lions.
A consequence of such a result is that in the mean field games (MFG) set-up an agent does not obtain a significant benefit from learning the state of an other agent. Nonetheless, in practical situations an agent does not have access to the complete observation of its own state and therefore, partially observed MFG models shall contain the estimation of agent's own state. Such a model for linear quadratic Gaussian (LQG) MFG problems is considered in [8] and -Nash equilibrium is obtained. In this work, we consider the nonlinear MFG with noisy observations on their own state.
Recent works, ( [9] and [10] ), consider MFG involving a major and many minor agents (MM-MFG) where in contrast to the case without a major agent, the mean field is stochastic and the best response processes of each minor agent depend on the state of the major agent. Motivated by this, estimation problems for nonlinear MM-MFG is considered in [11] (see [12] and [13] for the LQG case) where the major agent's state process is partially observed. Adopting the approach of constructing an equivalent completely observed model via application of nonlinear filtering, the MFG problem is analyzed in the space of conditional densities and the existence of Nash equilibria in the infinite population and the -Nash equilibria for the finite population game is obtained.
It is also worthile providing a summary of the technical steps that we shall make in order to develop partially observed MFG theory. Consequently, we first remark that one can follow different approaches in order to analyze infinite population MFG. Among these approaches, the convergence of the dynamics of the controlled state process into McKean-Vlasov (MV) type stochastic differential equations (SDEs) when feedback controls are applied, see [2] , simplifies the analysis of the associated optimal control problem. In the partially observed set-up, we follow this approach and we prove such a convergence argument for the case where the control policies are in the feedback form for conditional densities. We next analyze the fixed point property using the Banach fixed point theorem on the Wasserstein space of probability measures where the robustness property of the nonlinear filter is used. In the final stage, we prove the -Nash equilibrium property of the best response control policies obtained as the solution to the Hamilton-Jacobi-Bellman (HJB) equation of the infinite population game.
The paper is organized as follows. In Section II we present the MFG set-up. In Section III we formulate the state estimation problem and present the associated completely observed system via applying the Separation Principle. In Section IV we prove the existence of a Nash equilibrium between an individual and the mass in the infinite population limit and in Section V, we demonstrate the -Nash equilibrium property of the best response processes obtained in the former section. We conclude the paper with Section VI.
For a metric space S, B(S) denotes the Borel σ-algebra and P(S) denotes the space of probability measures, respectively, on S. Let (Ω, F, {F t } t≥0 , P ) be a filtered probability space satisfying usual conditions. For a Euclidean space H, we denote by L 2 F ([0, T ]; H) the set of all {F t }-adapted Hvalued processes such that E controlled SDEs on Ω, F, {F t } t≥0 , P :
with terminal time T ∈ (0, ∞) and given initial conditions
The objective of each agent is to minimize its nonlinear cost function given by
independent of all Brownian motions and satisfy argmin u∈U [qf (t, x, u, y) + L(t, x, u, y)] ν(dy) is a singleton and the resulting u(t, x, q) is continuous in t, Lipschitz continuous in (x, q) uniformly with respect to t and with respect to the choice of ν(dy). For the systems described by (1)-(2), the goal is to find individual control strategies and appropriately characterize their optimality with regard to Nash equilibrium. Let φ (t, x) ∈ C Lip (x), the space of continuous functions with Lipschitz coefficient in x, is used by the agents as their control laws and hence, the closed loop dynamics of agents are given by
Next, consider the following MV type dynamics
x, u, y) µ t (dy) for µ t ∈ P (R) and we use the same notation in the rest of the paper. A pair
The closed loop dynamics of the coupled system can be O(1/ √ N )-approximated by the MV type dynamics given by (3) [2] .
III. PARTIALLY OBSERVED MFG AND MCKEAN-VLASOV APPROXIMATION
Assume that the agent A i has access to a noisy observation of its own state via the following dynamics:
A. McKean-Vlasov Approximation with Partial Information
Let E denote a vector space with norm · E . Consider the filtered probability space (Ω, F, P, F y t ) and let α(t, x) : [0, T ]×E → U be an arbitrary measurable process such that:
Assume that the process α(t) is used by the agents as their control laws in (1) 
Note that ϕ i (t) can be considered as the conditional density generated by the ith minor agent's nonlinear filter. Extending Theorem 6.16 of [14, p. 49], one can show that under (A0)-(A6) and (M1) the system of equations in (5) has a unique solution. We next introduce the MV system for the generic agent which shall contain the estimation of its own state:
where w(t), ν(t) 0≤t≤T are standard Brownian motions in R, which are independent of each other and of z(0), µ t = L (ẑ(t)) and ϕ(t) is the F y t -adapted conditional density process. Under (A0)-(A4), (A6) and (M1), a unique consistent solution to (6) exists; see Theorem 2. Let
where (w i (t), ν i (t)) 0≤t≤T , 1 ≤ i ≤ N, are Brownian motions in R which are independent of each other and independent of (z i (0), 1 ≤ i ≤ N ) and µ t = L (ẑ(t)). These equations can be considered as N independent copies of (6). Theorem 1. Assume (A0)-(A4), (A6) and (M1) hold. Then
where O(1/ √ N ) depends on the terminal time T .
B. Completely Observed Stochastic Optimal Control Problem for the Generic Minor Agent
Although one can use the normalized conditional density in the construction of a completely observed stochastic control problem from the partially observed one, the widely adopted procedure in the literature is to use the unnormalized conditional density in the separation principle since the cost function under an equivalent measure is linear in the initial density. The benefit of such a representation is that both the dynamics and the cost function become linear in the infinite dimensional state component. For such a path, following [15] , [16] and [17] , we shall restrict the state dynamics.
Consider the SDEs
It now follows from Girsanov's theorem that underP , y(t) is a Brownian motion. Following [15] , we define the backward differential operator and its adjoint as follows: For a ∈ U , J a t := 1/2∂ 2 xx + (f + a)∂ x and J * a
Similarly, for a given control process u ∈ U, we consider the family of operators
Consider a random function {q(t, z; τ, κ); τ < t ≤ T } with (z, κ) ∈ R × R and assume that it is a fundamental solution of the Zakai equation (which exists by [15] ) given as:
Let p(z) denote the density of z(0) and set q t (z; κ) := q(t, z; 0, κ). Then by [15, Theorem 4.1] the function
is a version of the conditional density of
where (14) is the Zakai equation for the unnormalized conditional density which will serve as the infinite dimensional state process of the completely observed control problem.
We now define the cost in terms of the conditional density process and the measureP by noting that (15) whereẼ denotes expectation with respect toP , U := u(·) ∈ U : u(t) is F y t − adapted and E T 0 |u(t)| 2 dt < ∞ and (15) follows from Kallianpur-Streibel formula. Let
In the derivation of the HJB equation we consider the function space E k , where for the expected total cost incurred during [T − τ, T ], 0 ≤ τ ≤ T , we assume that the initial condition satisfies p T −τ (z) ∈ E k and hence, for a constant control u t = a ∈ U for all 0 ≤ t ≤ T , we have J(a; p)
Define now the value function as: 
continuous in their arguments and satisfying the following:
where ϑ 1 , ϑ 2 are continuous functions on [0, T ] × R + . (A9) Consider (14) . Assume that for some l ≥ 0,
Let u t = a, 0 ≤ t ≤ T and define N t (x) := R L[t, z, a, µ t ] q(T, z; t, x)dz and hence V a (τ, p) =Ẽ (N t , p) with the notational convention that (α, β) = R α(z)β(z)dz. Consider now the value function and note that due to the linearity in the infinite dimensional component, for a fixed control a,
where η(·), θ(·) ∈ E l−1 and V a pp (τ, p)(x, x ) = 0. We are now in the position to provide a HJB equation that the value function given in (16) satisfies. Proposition 1. Consider the probability space (Ω, F, P, F y t ) and any admissible control process {u t ; 0 ≤ t ≤ T } ∈ U along with (z o (t), y(t), ν(t), w(t)) 0≤t≤T . Assume that (A1), (A2), (A3), (A6), (A7)-(A9) hold. If the following equation 
For the proof, we note that the Assumptions (A1)-(A9) with the condition that the measure flow (µ t ) 0≤t≤T ∈ M [0,T ] is fixed are sufficient for [15, Theorem 5.2] to hold.
Notice now that the PDE described in (19) is difficult to analyze (notice the function space in the domain of V ); indeed, the solution to such an equation is not completely understood in the literature. Hence, in order to proceed with the analysis of the PO MFG system, we assume the following. (A10) The equation (19) has a unique solution V (τ, p) :
. Notice that due to this assumption, the best response control process can now be given in the following separated form:
if the Zakai equation (14) is strongly solvable for an F y tadapted processφ(t, z) with u(t) = a * T − t,φ (t) (φ(t),1) . To summarize, starting with a given a measure flow (µ t ) ∈ M [0,T ] , a generic agent solves its partially observed control problem defined by (10), (11) and (15) and obtains the optimal control law in the feedback form given in (21), which depends only upon the individual agent's conditional state density and the mean field. We note, however, the existence alone of feedback control policies is in general insufficient for the fixed point argument; see [2, H6] and [10, (A9), (A10)] for the finite dimensional cases. Therefore, we assume the following. (A11) For each (µ t ) ∈ M [0,T ] , the control law u * (t, p|µ · )
is continuous in (t, p) ∈ [0, T ] × E k and Lipschitz continuous in p ∈ E k .
IV. ANALYSIS OF THE PARTIALLY OBSERVED MFG SYSTEM
In this section we demonstrate that when the partially observed SOCP derived in Section III-B is considered and solved by each generic agent, the corresponding strategies should collectively replicate the aggregate behavior. For such an analysis it suffices to prove that the MFG system has a unique solution which can be achieved by proving that starting with an exogenous measure, µ o (·) , the composition map below has a fixed point in the space of probability measures. Define the canonical process X with the sample space C ρ ; i.e., X t (ξ) = ξ t , ξ ∈ C ρ .
Definition. For m 1 , m 2 ∈ M (C ρ ) define the Wasserstein metric as: D T (m 1 , m 2 ) = inf Υ∈Π(m1,m2)
Consider the following SDEs:
for 1 ≤ i ≤ N with initial conditions z o i (0) = z i (0) and whereφ i is the unnormalized nonlinear filter and µ t = L (z o i (t)). Due to the simplicity of the sensitivity analysis of the filtering equation with time invariant dynamics, we assume that: (A12) The observation dynamics is time invariant: h(t, x) = h (x) for some h satisfying (A6). The proof is a generalization of [2, Theorem 6] to the partial observation case and hence, requires to consider the nonlinear filter in the control; see [18] for more details.
A. Fixed Point Analysis and the Main Result
Given such a measure flow, by Propositions 1, we obtain a solution for V (·) and subsequently, corresponding to each (t, p) ∈ [0, T ] × E k we get u(t, p) as a well defined function minimizing (19). Hence, we write the optimal control in the feedback form
T ] (24) for which we define the following well defined map:
. We now consider the second component of the fixed point argument. Given a function α(t, p) ∈ C Lip(p) ([0, T ] × E k ; U ) we implement it as a control law in (22) which leads to a well defined solution (z o (t), y(t)), 0 ≤ t ≤ T . Let us denote the law of the solution of (z o (t)) 0≤t≤T by m ∈ M (C ρ ). Then, we define the map
Note that by Theorem 2 µ t , the law of z o (t), is in M [0,T ] and hence, one can also define the well defined mapῩ :
Therefore, we obtain the following proposition as the partially observed equivalent of [2, Proposition 8]. We recall the generic agent's SOCP at infinite population. Generic Agent's SOCP: For
with z o (0) = z(0) where J(u; p) is to be minimized over U. It is now clear that by the construction of Υ andῩ we obtain a solution to equation system in (26) if we can find µ o t ∈ M [0,T ] that satisfies the fixed point equation
There exists several difficulties in demonstrating the existence of a fixed point for (27); most notably, the sensitivity of the optimal control policies with respect to the measure flow µ o · . Indeed such a regularity condition is taken as an assumption in [2, See (37) ]. Generalizing [10] , we derive a similar sensitivity analysis for the partially observed set-up.
Therefore, let 0 ≤ t ≤ T and consider the optimal control given by the solution of HJB equation in (19):
Define the Hamiltonian
x, a, µ t ]p(x)dx (29)
We assume the following, see also (A5) and (A11). (A13) For each µ t ∈ M [0,T ] , the set S(t, p, q) := arg min a∈U H (t, p, a, q) is singleton and the resulting u * as a function of (t, p, q) ∈ [0, T ] × E k × R is continuous in t, Lipschitz continuous in (p, q), uniformly with respect to t and µ t ∈ M [0,T ] . The Gâteux derivative of a function F (t, p, µ) : [0, T ] × E k ×P (R) → R with respect to the measure µ(y) as follows:
where δ is the Dirac delta function. ) where V (t, p) is uniformly bounded. Assume also that the resulting control law is Lipschitz in µ. Then for given µ · ,μ · ∈ M [0,T ] , there exists a constant c 1 such that
The following lemma provides a sensitivity result for the measures with respect to the feedback control policies. We can now introduce the main contribution of the paper. Theorem 4 (Main Result). Assume (A0)-(A14) hold. If the constants (c 1 , c 2 ) for (31) and (32) satisfy the gain condition that c 1 c 2 < 1 then there exists a unique solution to (27) and hence a unique solution to the MFG system (26).
The proof follows from the Banach fixed point theorem for the mapΓ • Γ defined on the Polish space M [0,T ] since the gain condition assures that the map is a contraction.
V. -NASH EQUILIBRIUM PROPERTY OF THE MFG CONTROL LAWS
We shall now investigate the performance of the best response control processes obtained in the previous section with a finite number of agents. Consider the following systems of equations whose dynamics described in (1) :
with initial conditions z N i (0) = z i (0), y i (0) = y i0 , 1 ≤ i ≤ N . Here (w i (t), ν i (t), 1 ≤ i ≤ N ) are independent Brownian motions in R. Similarly define:
with the same initial conditions where µ t = L z o i (t) . Under (A0)-(A6) it is known that unique solutions exists to (33) when u N i ∈ C Lip(x) ([0, T ] × R; U ), and to (34) when
be the mean value of the agent's initial states (see (A0)) and define N :
We now define classes of admissible control policies for 
where J(u) is to be minimized over U := u(·) ∈ U : u(t) is F y o t − adapted and E T 0 |u(t)| 2 dt < ∞ . The optimal control law for this PO SOCP (and hence the best response process for MFG) is characterized by (28) The proof involves several successive perturbation estimates which can be found in [18] .
VI. CONCLUSIONS
In this work we consider an MFG set-up where the agents have nonlinear dynamics and nonlinear cost functions and the agents have noisy measurements on their individual state. By constructing the associated completely observed model via applying nonlinear filtering theory and the Separation Principle, a control problem with infinite dimensional state space is formulated and a solution is characterized via obtaining a HJB equation in this function space.
The optimal control law obtained from the solution of such a HJB is next applied by the agents in the infinite population limit and we show that the aggregate behaviour of the population under such policies collectively generate the mean field. We have also demonstrated the -Nash property of such solutions in the finite population case.
