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ABSTRACT 
In several papers Meyer, singly and with coauthors, established the usefulness of 
the group generalized inverse in the study and computations of various aspects of 
Markov chains. Here we are interested in those results which concern bounds on the 
condition umber of the chain and on the error in the computation of the stationary 
distribution vector. We show that a lemma due to Paz can be used to improve, 
sometimes by a factor of 2, some of the constants in the bounds obtained in the 
aforementioned papers. © 1998 Elsevier Science Inc. 
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1. INTRODUCTION 
Beginning in a 1975 paper [7] and in many papers since, Meyer, singly 
and with coauthors, investigated the role of the group inverse in a variety of 
applications to finite Markov chains. Of particular interest o us here are 
those papers which are concerned with the perturbation i the computation 
of the stationary distribution vectors of ergodic chains. We list here some of 
these papers: Meyer [8], Funderlic and Meyer [4], Meyer [9], and Ipsen and 
Meyer [5]. 
Let us cite a few of the results from the papers above. Let T and T + E 
be two n x n nonnegative stochastic irreducible transition matrices for two 
Markov processes whose stationary distribution vectors are given by ~-= 
(Irl . . . . .  %)T and (r = (gr 1 . . . . .  fin) T, respectively. As T has row sums all 
equal to 1, 1 is an eigenvalue of T which, by the Perron-Frobenius theory 
(see, e.g., Berman and Plemmons [2]), is also the spectral radius of T. Let 
A = I - T, and let A # be the group generalized inverse of A. Also set 
Then 
~(T)  := max IA~jl. (1.1) 
l<~i,j<~n 
l iar- ~-I1~ < I IE I I~(T) ,  
- -  < IIE(J)II~IIA]IlI~, 
I 
j = 1 , . . . ,n ,  
(1.2) 
(1.3) 
where E (j) is the n × (n - 1) matrix obtained from the matrix E by deleting 
its j th column and where Aj is the (n -  1) X (n -  1) submatrix of A 
obtained by deleting its j th row and column, and 
where 
I1~-- ~-I1~ < plIEII~, (1.4) 
Finally, 
p := min IIA]IlI~. (1.5) 
14j<~n 
1 1 
n minx,,1 l1 - Xil 
~<~(T) ,  (1.6) 
where Ai, i = 1 . . . . .  n, are the eigenvalues of T. 
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We mention that in several of his papers Meyer refers to ~/(T)  as the 
condition number for the chain. 
Our goal in this paper is to build on the fundamental work of Meyer and 
his coauthors by showing that improvement is possible in the bounds 
(1.2)-(1.6), both on the absolute error and on the relative error of the 
computed stationary distribution vector. This we shall do by using Lemma PS 
below. Our work is in the same spirit as that of Seneta, who also uses that 
lemma to give perturbation bounds for Markov chains (see [13] and [14], for 
example). 
LEMMA PS (Paz [11, Chapter IIa], Seneta [12, p. 63]). Let z = 
(z 1 . . . . .  z n) be an arbitrary row vector of  complex numbers. 1"hen fi)r any 
real vector ~ # 0 with ~ re = O, 
1 [aTz[ ~< ~ max I=, - =jl I la lh .  (1.7) 
To state our results it will be convenient o introduce, for T and 
A = I - T as above, the following additional quantities: 
and 
1 ~(T)  := 7 max max IA # - A~ il (1.8) t~, i 
14i4n l<~u,v4n 
and 
1 ..~(T) :=~- max E IA~, -A~.~.  (1.9) 
l<~i,j<~n s= 1 
In Section 2 we shall prove tile validity of the following bounds: 
[J~r - ffJJ~ ~< IIEI]~'(T) ~< I IE I I~(T) ,  (1.10) 
I t r, ~ ½IIEIIJIA['II~ ~ IIE(J)IIJIA]~II~, j . . . . .  n, (1.11) 1 7r /  
1 II"*r- #11o~  ~plIEII~. (1.]:2) 
We comment that already in [11, Chapter I1], Paz applies extended forms of 
the quantities 2~(T)  and 2-~(T)  to countable Markov chains in order to 
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examine several theoretical properties of such chains. We further emark that 
(1.6) can be rewritten as 
< n._V.d(T) (1.13) 
and that Seneta [14] has shown that 
minx_l~ 0 I1 - Ail 
~<-~(T) ~< trace(A #) ~< n~(T).  (1.14) 
We close Section 2 with some remarks and observations on the case of 
equality in the inequalities (1.10)-(1.12). All indications here point to the 
conclusion that equalities mostly occur when the rank of both T and T + E is 
low. Thus, for T's with higher ranks even our new bounds are somewhat 
pessimistic. 
In an example which we present in Section 3, our bounds (1.10)-(1.12) 
improve the bounds (1.2)-(1.4) by a factor of about 2. Other examples we 
have tried have also shown that the bounds obtained here provide a good 
improvement on the bounds (1.2)-(1.4). We remark that for this example, 
none of the inequalities proved in this paper becomes an equality. 
Finally, we comment hat the improvements in the bounds which we 
obtain here over previously known bounds probably comes from the fact that 
for a fixed vector 3, the expression on the right-hand side of (1.7) as a 
function of z is a seminorm which vanishes on a subspace spanned by e (n~, 
the n-dimensional vector of all ones. Thus there is less overestimation than 
that which can occur when using norm bounds. 
2. MAIN RESULTS 
and 
We begin with the rather simple auxiliary observation: 
LEMMA 2.1. The following inequalities hold: 
< 
-~(Z)  ~<.~(Z) ~< IIA#II~, 
(2.1) 
(2.2) 
.~(T) <~ n~(T). (2.3) 
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Proof. Most of the inequalities are straightforward. To see that ½o,~(T) 
~< .7(T), recall first that according to Meyer [7], the diagonal entries of A # 
are positive. Mso, as A and A # have the same right Perron vector, each 
column of A # must have at least one negative off-diagonal entry. [] 
The first main goal of this section is to sharpen the bound (1.2) on the 
absolute error in the stationary distribution vector which was proved by 
Funderlic and Meyer in [4]. To this end recall the following equality for the 
transition matrices T and T + E established by Meyer in [8]: 
,.FI. T __  ~T T = - -  ffT"EA# ' (2.4) 
where 7r and (r are the stationary distribution vectors corresponding to T and 
T + E, respectively. It will be convenient to adopt the notation that for an 
n Xn  matrix B, B i, and B.j denote the ith row and j th column of B, 
respectively, i, j = 1 . . . . .  n. 
THEOREM 2.2. Let T and T + E be n x n nonnegative transition matri- 
ces for ergodic chains and let 7r and ff be, respectively, their corresponding 
stationary distribution vectors. Then 
I1~- ~-IP ~ IIE~I~'(T) ~ IIEII~,~(T). (2.5) 
Proof. From (2.4) we see that for each j = 1 . . . . .  n, 
But then, by HSlder's inequality, 
Now it follows from our assumptions on T and T + E that E has zero row 
sums. Thus, by Lemma PS, we have the following bounds on the kth entry, 
E k A~.j, of the column vector EA~.j: 
a A # - A~ jl ~ I IEIL~(T),  (2.6) IEk. A~jl ~ ~llEko[ll max I u,j ,
l<~u,v<~n 
from which (2.5) readily follows. The rightmost inequality of (2.5) is just (2.1). 
[] 
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We comment  hat Funderlic and Meyer actually prove a stronger result 
than (1.2), namely, that 
I~ry - ~;I < IIEIL max ]A~jl, j = 1 . . . . .  n, (2.7) 
l<~i<~n 
see [4, (2.7)]. 1 Observe now that (2.6) in the proof of the above can also be 
used to conclude that 
I~rj - ~rjl ~ ½11ELL max IA~,j - A~.jl 
l<~u,v<~n 
< I IEIL max IN ,  jr, j = 1 . . . . .  n. 
l~i<~n 
We come now to our consideration of the bound (1.3) on the relative 
error in the components of the stationary distribution vector. 
THEOREM 2.3. Let T and T + E be n × n nonnegative transition matri- 
ces for  ergodic chains and let ir and ~r be their corresponding stationary 
distribution vectors. Then 
}IIEILIIA/~IL, j = 1 . . . . .  n, (2.8) 
where Aj is the (n - 1) × (n - 1) principal submatrix of  A obtained by 
deleting its j th row and column, j = 1 . . . . .  n. 
Proof. As in Ipsen and Meyer [5, Theorem 4.1], we may assume, without 
loss of generality, that j = n. Partition A as 
A = c T 
and consider the matrix 
( )l (An Anll, .A lenl := = , (2 .9 )  
c r ~T % 
1The reader should note the typographical error in that display. 
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where e {n-1)  is the (n -  D-vector of all l's and where ¢r r= (~r  %). 
Furthermore, as in Ipsen and Meyer, we deduce heat 
rr r - gr r = - ( r rFN -1 (2.10) 
where F = (E ~") 0), and that, in particular, 
7r,,--7rr~, = -- ~'T(E(r*) 0 ) ( - - r r "A 'T le ( " ) )  " r r , ,  
But now we see that this last equality can be rewritten as 
Using Hglder's inequality again, we have that 
Continuing, the kth entry of the vector 
is given by 
which, by Lemma PS, is bounded as follows: 
1 max A,-, leO') 
~< ~ rr"ll EII~ 1 -< u, ~-<,, 0 ,, --iA"le n't I" 
max -- = max I=  tla:'tt . 
1~ ...... <,, 0 . ~ 0 ]~ 1_<,,.<,, "" 
But, as A~, le  >/ 0 because A,, is a proper principal submatrix of the singular 
and irreducible M-matrix A, we have that 
190 
Hence, 
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I~'~ - ~r~l ~ ½~r~llEIl~llA~lll~, 
from which the left inequality in (2.8) follows. 
To prove that the right inequality in (1.11) is valid, it suffices to show that 
for each j = 1 . . . . .  n, IIEII~ ~ 21[E(J)IL. As E has zero row sums, it readily 
follows that II(E)k.lll ~< 211(E(J))k.lh. Hence 
IIEII= max [l(/~)kolh ~< 2 max 
l<~k<~n l<~k<~n 
Ih = 211(E(J))IL, 
Our proof is now done. 
In [10] O'Cinneida (but see also references therein and the paper [15] by 
Sengupta) obtains bounds on the relative error in the computation of the 
stationary distribution vector under the assumption that the off-diagonal 
entries in the perturbation matrix E represent entrywise perturbation, that 
is, 
lei,jl <~ Eti,j Vi ~ j ,  i , j  = 1 . . . . .  n, 
for some 0 ~< E < 1. Under this condition O'Cinneida shows that 
- -  ~< 2HE + O(~2),  
~rj 
j= l , . . . ,n .  
Suppose now that IIEII~ < e. Then from (2.8) we see that 
- -  <~ ½~I IA] - I l I~ ,  j = 1 . . . . .  n .  
I ~J 
Thus if 1 ~<j0 ~< n is an index for which IIA~III~ ~< 4n, then 
~'~'jo - -  Trjo 
<~ 2He. 
% 
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We comment  hat such will be the case if for Ajo = I - Tjo, where Tj0 is the 
(n - 1) × (n - 1) principal submatrix of T obtained by deleting its j0th row 
and column, 
1 
IlZj01t~ < 1 - 4---~" 
Finally, we mention that other upper estimates on the infinity norm of an 
inverse of a nonsingular M-matrix can be obtained from the paper [16] by 
Varga. 
We now proceed to improve the final of the three inequalities, (1.4): 
THEOREM 2.4. Let T and T + E, E -7 s O, be n × n nonnegative transi- 
tion matrices for  ergodic chains and let 7r and ~r be their corresponding 
stationary distribution vectors. Then 
117r- ~rll~ < ½olIEII~, (2.11) 
where 
-- min IIATtLL, /9 
l~j<n J 
Aj being the (n - 1) × (n - 1) principal submatrix of  A obtained by 
deleting its j th row and column, j = 1 . . . .  , n. 
Proof. As row and column permutations of E have no effect on its 
~-norm, we may assume, without loss of generality, that the index on which 
the value of p is attained is j = n; otherwi'se, symmetrically permute both A 
and E to A and /~ so that min i</ ,  < , IKA)f~II~ occurs at j = n. With j --- n, 
it follows from (2.8) that 
_ 1 ½plIEIL. I% ~r,[ ~< ETr, plIEII~ < (2.12) 
Thus to prove (2.11) we need only show that 
I~'j - ~rjl < ½PlIEtI~, j = 1 . . . . .  n - 1. 
To achieve the above we once again consider Ipsen and Meyer's equality 
cited in (2.10) and their explicit expression for N -1 given in (2.9). From 
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(2.10) and (2.9) we can deduce that for each j = 1 . . . . .  n - 1, 
- ~j = _~TE(, ,)A: I(e(~,- ' , J ) -  7ricO,-1)) 
=-7"rT"E(A;1)  (e(n-l'j) "n'je(" 1)), 
where  e (n - l ' j )  is the j th  unit vector in the (n -  D-dimensional space. 
Applying HSldbr's inequality yields that 
lT r j -~ j l~ l ]~- r l l l  E(Ao~)(e  (n 1,J)-7rje ('-1)) • 
However, lie ( " - l ' j )  _ ~.je(, 1)fl ~ < 1. Thus 
 (ao ) 
The remaining argument, which utilizes Lemma PS, now follows much as in 
the proof of Theorem 2.3. • 
With the improved perturbation bounds (1.10)-(1.12) for Markov chains 
at hand, it is natural to ask when can equality hold in these bounds and what 
does the case of equality imply about the corresponding transition matrices. 
In most of the examples which we have found in which equality holds, both T 
and T + E were of low rank, leading to us to conjecture that when the ranks 
of either T or T + E are high, even our new inequalities are pessimistic. As 
an illustration of a result which we have been able to obtain for the case of 
equality in the bound (2.5) we have the following: 
OBSERVATION ¢2.5. Suppose that T and T + E are n X n irreducible 
stochastic transition matrices of rank 1. Then equality holds in the left 
inequality in (2 .5) / f  and only if one entry in 7r - ~ is a positive (negative) 
entry and the remaining entries are negative (positive). 
Proof. As E = e(")(~ r - "?rr), it follows that IIEII~ = E~=I [~ ' i -  ~ri[. 
Also, because A # = I - e(")Tr , we have that 
~(T)  = g max max IA # -A~i l=  1 , max  ,1  = 
l <~i<~n l <~u,v<~n l <~i<~n 
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Suppose now that Ibr  - ¢rl l~ = I[EI I~'(T) .  Then we have that 
1 ~ 17r~ - "5-,I. max 17rj- ~-jl- ~-=,  
Thus, if, without loss of generality, the maximum on the left-hand side is 
attained when j = n, then 
1 ,~-1 
i= l  
so that 
n-1  
E IN, - 5,1 = I~,, - ¢r.I. 
i=1  
Now since Eni=l (Tr i -- 4r i) = 0, we must have that 
n- i  
i= l  i=1  
and so, in view of the triangle inequality, all the differences rr 1 - ~r 1 . . . . .  % 
- gr,, must have the same sign, 
The proof of the converse is straightforward. • 
Under similar conditions and using similar methods of proof" we can 
obtain the following results for the equality cases in the left inequality in (1.3) 
and in the left inequality in (1.14): 
OBSERVATION 2.6. Suppose that T and T + E are n X n irreducible 
stochastic transition matrices of rank 1. Then equality holds in the left 
inequality in (2.8) i f  and only i f  rrj - grj is a positive (negative) entry and 
rr i - gr i are negative (positive) entries for  all i -¢ j .  
OBSERVATION 2.7. Let T be an n × n irreducible stochastic matrix of 
rank 1. Then equality holds in the left inequality (1.14). 
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We finally mention that while the inequality (2.11) is always strict, we can 
always construct T and T + E of  rank 1 for which the difference between the 
right-hand side and the left-hand side of (2.11) is arbitrarily small. 
3. AN EXAMPLE 
We now borrow an example from Funderlic and Meyer [4]. Let 
T = 
0 .74  0.11 0 0 0 0 0 0.15 
0 0.689 0 0 0.011 0 0 0.3 
0 0 0 0.4 0 0 0 0.6 
0 0 0 0.669 0.011 0 0 0.32 
0 0 0 0 0.912 0 0 0.088 
0 0 0 0 0 0.74 0 0.26 
0 0 0 0 0 0 0.87 0.13 
0.15 0 0.047 0 0 0.055 0.27 0.478 
in which case, 
A # = 
3 .276  1 .003  - 0 .01465 - 0 .05851 0 .02992 
-0 .3289 2 .943  0 .005007 -0 .03475 0 .2754 
-0 .1564 -0 .2113 1 .019  1 .191  0 .03432 
-0 .2990 -0 .2617 0 .007450 2 .989  0 .2529 
- 1 .392  - 0 .6482 -0 .08156 -0 .1394 11 .18  
-0 .3603 -0 .2835 0 .002450 -0 .03784 -0 .1283 
-0 .8879 - 0 .4701 - 0 .04053 - 0 .08978 - 0 .1581 
0 .1673 -0 .09685 0 .04543 0 .01410 -0 .09844 
- 0 .2091 - 3 .952  - 0 .07398 ] 
- 0 .1206 - 3 .084  0 .3443 l 
- 0 .05735 - 2 .462  0 .6434 [ 
-0 .1096 -2 .976  0 .3963 ] 
- 0 .5102 - 6 .909  - 1 .497  1"  
3 .714  - 3 .196  0 .2899 | 
- 0 .3256 2 .597  - 0 .6246 [ 
0 .06133 - 1 .297  1 .204  _] 
Also let E be the following matrix with zero row sums: 
E = 
- 0.01 - 0.01 0 0 0 0 0.005 0.015 
0 - 0.005 0 0 0 0.01 0 - 0.005 
0 0 0.02 -0 .02  0 0 0.015 -0 .015  
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0.07 0 0 0 0 0 0 - 0.07 
- 0.03 0 0 0 0 - 0.03 0.07 - 0.01 
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We proceed now to compare the bounds (1.10)-(1.12) with the bounds 
(1.2)-(1.4). Here IIELI~ = 0.140 and ~'(T)  = 5.6676. Moreover, 
7/" 
-0.1372 
0.04852 
0.01117 
0.01350 
0.007753 
0.05030 
0.4938 
0.2378 
and ~r = 
-0.2093 
0.06624 
0.008842 
0.01015 
0.009548 
0.02028 
0.4913 
0.1844 
Checking (1.10), we find that 
117r- ~rll~ = 0.0721 < 0.793,5 = I I E I I~(T) .  
This is an improvement by more than 50% over the estimate of I IEI[~K(T) 
= (0.14)(11.1771) = 1.5648 furnished by (1.2). 
Continuing, we find that min 1 ,< j ~ s {[I A;711L} = 11.3636, which occurs 
when j = 8. Thus we observe that 
rr(8) - gr(8) 0.2378 - 0.1844 
= = 0 .2248 
< 0.7955 = ~I IE [L I IA~IL ,  
which verifies (1.11). At the same time we find that, fo r j  = 8, the right-hand 
side of (1.3) gives IIE<8)ILIIA~ll[~ = 1.4773. Finally let us compare (1.12) 
with (1.4). We see that (1.12) gives 
I1~-- ~-IL = 0.0721 < 0.7955 = ~ptlEIL,  
while the right-hand side of (1.4) is exactly twice 0.7955. 
The authors wish to thank the anonyrrugus referees for their constructive 
comments. They are also very gratefi, l to Professor Robert J. Plemmons fi, r 
much patient help and guidance. 
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