Perturbations of all sorts destabilise the rotation of a small body and leave it in a non-principal spin state. In such a state, the body experiences alternating stresses generated by the inertial forces. This yields nutation relaxation, i.e., evolution of the spin towards the principal rotation about the maximal-inertia axis. Knowledge of the timescales needed to damp the nutation is crucial in studies of small bodies' dynamics. In the literature hitherto, nutation relaxation has always been described with aid of an empirical quality factor Q introduced to parameterise the energy dissipation rate.
MOTIVATION
and, later, Burns (1971) drew attention to the fact that alternating dissipative forces emerging in a precessing rotator must reduce its kinetic energy without affecting its angular momentum. With no external torques acting on the body, its nonprincipal rotation must relax to motion about the maximal-inertial axis -a spin state corresponding to the minimal energy with a fixed angular momentum. The then available statistics on asteroids contained only singly-periodic curves, warranting that all the observed asteroids were in the final spin state.
In the turbulent antecedents of the solar system, there were aeons when collisions and disruptions were regular, so asteroids (and their smithereens) were set into wobble often. Even in the present epoch, there happen events capable of kicking asteroids out of principal spin. Such events include occasional collisions, as well as tidal interactions during asteroids' close flybys near planets. Small bodies can be driven into nonprincipal axis (NPA) spin also by the YORP effect -see, e.g., Vokrouhlický et al. (2007) and Breiter, Rożek & Vokrouhlický (2011) and references therein. Wobble of comets is impelled mainly by jetting. Gradual outgassing, too, may contribute to the effect, because a rotator goes into tumbling when it changes its principal axes through a partial loss or redistribution of the material.
In an excited state, an unsupported top tends to damp the excessive energy, while keeping the angular momentum unchanged. Energy damping is caused by the alternating stresses emerging in an excited rotator due to the transversal and centripetal acceleration of its parts. The stresses periodically deform the body, and internal friction dissipates energy. This process is called inelastic dissipation. It yields evolution of the spin state towards the principal rotation (the one about the maximal-inertia axis).
As of now, 144 out of 16444 entries in the LCDB light curve database Warner, Harris & Pravec (2009 , the April 2017 contain a signature of NPA rotation, while the actual percentage of tumblers is expected to be even larger.
2 The question arises when these rotators acquired their non-principal spin. Could any of them have preserved their primordial wobble?
Even more tempting would be to try to infer from the collected statistics some useful information on the physical properties of asteroids, such as viscosity and/or rigidity. Burns & Safronov (1973) enquired how long it would take a "typical" asteroid to relax from wobble to the principal spin. Using back-of-the-envelope estimates, they obtained a formula for a typical timescale of relaxation:
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with µ, Q, ρ, R being the mean shear rigidity, quality factor, density and radius of the body; and with Ω being the spin rate. The numerical factor was estimated to be about a hundred (Burns & Safronov 1973, eqns. 22 -23) :
Using these formulae, the authors arrived at a conclusion that, for most asteroids, the relaxation times are much shorter than the age of the solar system, though in some cases the relaxation times could be comparable to that age. A more accurate study was later performed by Efroimsky & Lazarian (2000) for oblate rotators. The authors wrote down the wobble-generated inertial force in an arbitrary point of the body, then found a distribution of stresses corresponding to the obtained distribution of force. After that, they derived the ensuing strain and, finally, obtained the dissipation rate, using the empirical quality factor for solids. As was pointed out in Efroimsky & Lazarian (2000) , a large part of dissipation comes from the second harmonic which is a double of the precession frequency.
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That analysis rendered a much faster relaxation rate:
2 As detection of NPA rotation is very observationally demanding, there is a strong observational bias against them in the LCDB database. Accounting for the bias, Pravec et al. (2014) argue that most of the asteroids, whose size is larger than about 0.2 km and whose characteristic damping timescale is longer than about 0.2 Gyr, are actually in NPA spin states. While most of the large tumblers are spinning slowly, the situation is different for asteroids smaller than 0.2 km. In the case of such small sizes, NPA rotations are frequent also among very fast spinners. (Petr Pravec, private communication.) See, e.g., Pravec et al. (2005) and Scheirich et al. (2010) for examples of two small super-fast spinning tumblers, 2000 WL107 and 2008 TC 3 . 3 The second harmonic shows up as the centrifugal force is quadratic in the angular velocity Ω . For an oblate body, the components of Ω are proportional to sin ωt and cos ωt , where ω is the precession rate. Hence the squaring of Ω furnishes terms with the sine and cosine of 2ωt .
In Efroimsky (2000 Efroimsky ( , 2001 Efroimsky ( , 2002 , a similar approach was used for triaxial bodies. Although a step forward, the analysis in Efroimsky & Lazarian (2000) and Efroimsky (2000 Efroimsky ( , 2001 Efroimsky ( , 2002 still was not fully rigorous. First, the rotator was modeled with a rectangular prism, a shape too dissimilar from that of actual asteroids. Second, the boundary conditions for the stresses were satisfied on the surfaces only approximately.
The first of these two deficiencies was soon fixed by Molina, Moreno & Martínez-López (2003) who applied the above method to an oblate ellipsoid (still keeping the boundary conditions approximate). They arrived at a range of values somewhat in between the results obtained by Efroimsky & Lazarian (2000) and Burns & Safronov (1973) :
∝ 10 -30 .
A more elaborate treatment was then suggested by Sharma, Burns & Hui (2005) who solved the equation for displacements. These authors got, for oblate rotators:
and even larger values for prolate bodies. Later research by Breiter, Rożek & Vokrouhlický (2012) demonstrated that the inflated values of A were obtained by Sharma et al. (2005) due to accumulation of three oversights 4 . Breiter et al. (2012) also showed that the shorter damping times obtained by Efroimsky & Lazarian (2000) resulted mainly (factor 14/π ) from modeling the rotator with a prism of a volume higher than any solid of revolution with the same ratio of axes.
In all those publications, the quest was for new skill in the analytic or computational treatment of the thitherto existing formulation of the problem, rather than for added physical insight into the subject. Specifically, in each of those works, calculation comprised two steps. First, it was taken for granted that the boundary value problem for stresses and strains (or displacements) can be solved under the assumption that the rotator is elastic -so the instantaneous strain tensor is linear in the instantaneous stress. Then, after the stresses and strains (or displacements) were calculated, an empirical quality factor Q was introduced, to account for the energy damping rate (with the intention to derive, subsequently, the corresponding decay of the precession cone).
These two steps were incompatible. Indeed, elasticity implies instantaneous reaction, i.e., vanishing of the phase lag between the strain and stress. At the same time, calculation of the power dissipated at a certain frequency shows 4 According to Breiter et al. (2012) , a numerical oversight in Sharma et al. (2005) resulted in a redundant factor of π, while an unconventional definition of Q caused a factor of 2. So A (Sharma et al) should have been divided by 2π, and the ensuing relaxation time would no longer be unusually high. It would still remain higher than the right answer, because Sharma et al. (2005) did not account for an extra multiplier of 2 in the work by 2nd harmonic. This is illustrated by Figures 5 and 6 in Breiter et al. (2012) . There, the solid curves correspond to the exact solution obtained in Breiter et al. (2012) , while the dotdashed curves depict the solution from Sharma et al. (2005) .
that the inverse quality factor is equal to the sine of the phase lag at this frequency -see Appendix A below. This inherently contradictive approach may, arguably, be applied to near-elastic media. There, the rigidity overwhelmingly defines the deformation, and the quality factor serves to empirically amend for the neglect of a small viscosity in that calculation. This method, however, is inapplicable to asteroids and other small bodies. In treatment of those objects, the effective viscosity is an important parameter which should from the beginning enter the calculation of deformation caused by the stress (Efroimsky 2015) . This calculation should furnish the phase lag at each frequency involved. The knowledge of these lags will then render the energy dissipation rate at each mode.
In this paper, we abandon the idea of introducing the ad hoc quality factor Q . Instead, we use a solution to the boundary value problem for stresses and strains in a viscoelastic rotator, in order to obtain the dissipated power (and, thence, the rate of nutation damping). This approach enables us, among other things, to express the relaxation rate and the relaxation timescale as functions of the residual nutation angle. In contradistinction from the preceding works, we obtain a finite dissipation rate in the limit of a spherical shape.
In our study, we accept the viscoelastic Maxwell model, though our formalism can be combined with an arbitrary linear rheology. We also assume that the unperturbed (nowobble) shape of the body is oblate -which is an equilibrium shape of a viscoelastic rotator. Our formalism can be extended to a triaxial equilibrium shape, 5 by using the stress tensor from Breiter et al. (2012) .
Rigorously speaking, ellipsoid is no longer a figure of equilibrium when the spin axis goes far away from the maximum-inertia axis. We, however, assume that, once formed in a principal state, the body is capable to sustain its shape (aside from small periodic deformations). So we use the Maxwell model (or whatever other linear rheology) for small deformations only, assuming that at large deformations the reaction is more persistent.
OUTLINE OF THE METHOD
To compute the damping time of a nutating rotator, we need to know the distribution of stress in this body, with both the inertial forces and self-gravitation taken into account. We shall be interested in two cases -that of an oblate spheroid (Sharma et al. 2005 ) and that of a rectangular prism (Efroimsky & Lazarian 2000) . In this section, we discuss how the boundary value problem for stress was approached in these works and, specifically, what underlying assumptions were adopted by those authors.
Precession of an unsupported top.
5 For low rotation rate, the figure of (stable) equilibrium of a mass of inviscid fluid is oblate (and is known as a Maclaurin ellipsoid). However, once a specific rotation rate is attained, a triaxial shape is possible. It is named Jacobi ellipsoid and is stable (Grigor'yeva 1999) . Other shapes at higher rotation rates are possible but unstable.
Deviation from rigidity
We consider the free motion of a top, as seen in the body frame. Our coordinate system is defined by the three principal axes of inertia: 1, 2, 3 ; with coordinates x, y, z ; and with unit vectors e1, e2, e3 . The angular velocity is denoted by Ω , while ω signifies the rate of precession. We begin with the Euler equations
where (i, j, k) = (1, 2, 3) , with cyclic transpositions. The moments of inertia obey I1 I2 I3 . In the solid-body approximation, we setİiΩi ≪ IiΩi , and the equations simplify to
The neglect ofİiΩi against IiΩi, however, comes into contradiction with our intention to bring internal dissipation into the picture. Dissipation results from small periodic deformations called into being by precession-generated stresses. These deformations yield periodic changes in the principal moments of inertia, as well as oscillations of the principal inertia axes; hence nonzeroİi .
with τ being a rotational period, and ǫ being a typical value of strain. Linear deformation usually takes place within the realm of ǫ < 10 −6 . Therefore, insofar as the linear description is applicable, it is also legitimate to assume thaṫ
the approximation (7) thus being justified. A solution to the equations (7) is parameterised by the values of the integrals of motion, which are the angular momentum J and the kinetic energy T kin :
In the space of the body-frame angular velocities Ωi , the equation (10) parameterises an ellipsoid of angular momentum, its size being defined by the value of J 2 . A particular solution Ωi(t) to the Euler equations (7) will coincide with a closed line made by intersection of the angular-momentum ellipsoid with the ellipsoids of kinetic energy, parameterised by the equation (11). A fixed angular-momentum ellipsoid (the one corresponding to a fixed J 2 ) will be intersected differently by kinetic-energy ellipsoids corresponding to different values of T kin .
The kinetic-energy ellipsoid corresponding to the largest 6 We do not mention here of the emergence of nondiagonal terms in the inertia tensor, because they are very small and do not change our order-of-magnitude estimate. We could as well have justified our neglect of the nondiagonal terms by agreeing to stay in the principal-axes frame (whose orientation slightly oscillates relative to a body of an oscillating shape). The slight trembling of the principal-axes frame will produce small inertial torques on the right-hand side of the Euler equations, but will not alter our conclusions about the form of the left-hand side thereof.
available value of T kin (largest -for the fixed J 2 ) embeds the angular-momentum ellipsoid, touching it from outside in the two points which correspond to rotation about the minimal-inertia axis. The kinetic-energy ellipsoid corresponding to the smallest available value of T kin is located inside the angular-momentum ellipsoid, and is touching it from inside in two opposite points. These two points correspond the states of complete relaxation of precession, i.e., to rotation about the maximal-inertia axis.
To describe relaxation, we permit for slow leakage of energy, with the angular momentum being fixed. Tuning one of the integrals of motion in the course of motion is like changing the rules in the middle of the game. To justify this, we have to ensure adiabaticity, i.e., to be certain that the leakage (relaxation) is much slower a process than the precession (and, thereby, than the rotation). For a dynamically oblate top (I1 = I2), the timescale separation condition reads as
ω being the precession rate and θ being the angle between the angular momentum and the major-inertia axis. The condition owes its simple form to the fact that for an oblate top the angle θ stays constant over a precession cycle; so no averaging is needed, unlike in the more involved case of a triaxial top.
7
While the condition (9) justifies the approximate form of the equations of motion, the condition (12) validates our by-hand compensation of that approximation. We hope to find a right solution by introducing a compensation approximation (energy leaking) into a formalism that was made approximate by the neglect of deformation.
Usually in the literature the fulfilment of both conditions is taken for granted.
8 In reality, the applicability domains of the conditions (9) and (12) are defined by the properties of the medium. While both these conditions are usually obeyed by rotators composed of viscoelastic materials, it is not immediately apparent if these conditions are always satisfied by rubble piles -especially by those whose spin rate is close to that of disruption. Nor is it evident whether the two conditions are independent from one another. It may be interesting to explore if the condition (9) entails (12).
7 As was demonstrated in Efroimsky (2000) , for a triaxial rotator the timescale separation condition becomes
where . . . signifies time averaging over a precession period. Averaging is needed, because in the triaxial case the angle θ is periodically changing in time. Also mind that in the triaxial case we denote the precession frequency with χ 1 . The reason for this change of notation is explained in the end of Section 3.2.4. 8 It is, for example, seldom noted that the Euler equations in the form of (7) are approximate when applied to realistic (not fully rigid) bodies.
3.2 Parameterisation of an ellipsoid and of the forces acting on it
Notation
We model an asteroid by a homogeneous ellipsoid of mass m, with semiaxes a = b c. We also introduce the dimensionless parameter h = c/a, so the moments of inertia can be expressed as
and the Euler equations (7) acquire the forṁ
Here the unit vectors e1, e2, e3 are pointing along the principal axes of inertia. The corresponding coordinates x, y, z can be reparameterised via new variables θ, φ, q as
where 0 θ π, 0 φ < 2π, 0 q 1, and the boundary is attained at q = 1. Then the position of a point inside or on the body can be written down as
Vibratory deformation of the body leaves the centre of mass quiescent. It always serves as the origin, though the directions of the principal axes oscillate slightly. We neglect those oscillations, insofar as the strain ǫ entering the condition (9) stays small enough.
An element of volume transforms as dV = dx dy dz = J dq dθ dφ, where the Jacobian (derived from the expressions 15) is equal to J = a 3 q 2 h sin θ . Accordingly,
Forces acting in a rotating body
To find the dissipation rate, we should know the distribution of the strain and stress in the body. The strain can be found from the stress, with aid of a rheological equation for the material. The stress can be found from the distribution of the reaction forces that emerge in the material. To calculate the reaction force f acting per unit mass, we recall that this force, together with gravity force bgr, endows a unit mass with the acceleration a relative to an inertial frame:
This is the Second Law of Newton in an inertial frame. In the frame comoving with an element of medium, 9 this law can be rewritten as
where bgr − a is the overall body force.
9 In neglect of the body-frame-related acceleration a ′ , the locally comoving frame can be identified with the body frame. The neglect of a ′ will be justified in Section 3.2.3.
3.2.3
The acceleration relative to an inertial frame, expressed through the body-frame-related angular velocity Our first step is to calculate the acceleration experienced by a point of the body. Although we need the acceleration with respect to an inertial frame, it is practical to express it in the body frame defined by the principal axes (1, 2, 3) , with the unit vectors e1, e2, e3 . In the principal axes, the angular velocity reads as
The position, velocity and acceleration in the body frame are termed r, v, a ′ . We endow the body-frame-related acceleration with a prime, to distinguish it from the acceleration in the inertial frame. The latter acceleration is denoted with a :
In Section 3.1, the smallness of a typical strain ǫ justified our neglect ofİj Ω against IjΩ in the Euler equations.
On similar grounds, we neglect the first and third terms on the right-hand side of the above expression. Rotation with a period τ of a body of size l generates deformation δl ≈ ǫ l , deformation-caused velocity v ≈ δl /τ ≈ ǫ l /τ , and deformation-caused acceleration a ′ ≈ δl /τ 2 = ǫ l /τ 2 . These typical values of v and a ′ are much smaller than the velocity and acceleration of the body as a whole (that are about l /τ and l /τ 2 , correspondingly). Then
3.2.4 Rotation of a dynamically oblate rotator. Acceleration of a point inside such a rotator
For a rotator possessing an oblate dynamical symmetry,
the equations of motion (14) can be easily solved analytically. It turns out that, in the body frame, both the angular velocity vector Ω and the angular momentum vector J perform a circular precession about the axis 3 (the one of of maximum inertia). The components of Ω read as
where
α being the angle between the angular velocity vector Ω and the maximal-inertia axis. The precession frequency ω is given by
For an oblate spheroid, the expressions (13) yield:
The angle θ between the angular momentum vector J (with the norm J = |J|) and the maximal-inertia axis obeys
Insertion of the expression (24) into the equation (22) makes it evident that the inertial forces contain two harmonics only: χ1 = ω and χ2 = 2 ω , where ω is the precession frequency as seen in the body frame. Naturally, the ensuing expressions for the stress and strain (presented in Appendix E) include only these two harmonics. This observation, however, pertains to dynamically oblate rotators only. In the triaxial case, the expressions for Ωi are different from (24) and are given by elliptic functions sn , cn and dn . Expansion of those into Fourier series renders an infinite number of harmonics. Consequently, insertion of those expressions into the equation (22) yields an infinite spectrum of forcing frequencies that are harmonics of the lowest frequency: χn = nχ1 (Efroimsky 2000) .
Self-gravitation
The gravity force bgr in a point inside a precessing rotator comprises two parts:
The small oscillating partbgr is generated by the periodically evolving deformation caused by the inertial forces. It is not a priori obvious whether it can be neglected. The constant part bgr is simply the gravity force of an undeformed ellipsoid. In a point x, y, z inside a spheroid (and, more generally, inside a triaxial ellipsoid of dimensions a b c), it is linear in the body coordinates:
Derived by Gauss (1813) and Rodrigues (1816) , the coefficients γi can be found, e.g., in Breiter et al. (2012) .
The reaction force
In neglect of the oscillating partbgr of the gravity force, equation (19) becomes
The elements of the matrix B are given by the expressions
10 Breiter et al. (2012) employed the notation b in = −a and used b for the overall body force (that is, negative the reaction f ). They also ignored the oscillating part of gravity, i.e., did not distinguish between bgr and bgr. In this notation and approximation, our formula (30) becomes
which coincides with the equation (26) in Breiter et al. (2012) . 11 Using the notations h 1 ≡ b/a and h 2 ≡ c/b , (Breiter et al. 2012, eqns. 27-28) derived for the B matrix a more general expression that was appropriate for a triaxial body. Our formulae (31) agree with that expression in the oblate case where h 1 = 1 and h 2 = h .
Generic difficulties
There are two major difficulties associated with the aforederived expression (30). These difficulties are generic, in that they are encountered, no matter what geometric shape is chosen -ellipsoid, prism, octahedron, whatever. Here we describe these difficulties, and explain in brief how they should be resolved. A detailed treatment of these issues is presented in Appendix C.
The oscillating componentbgr of self-gravitation
Was it really acceptable to neglect in the equation (30) the oscillating componentbgr of self-gravitation? It is tempting to give to this question an affirmative answer, vaguely basing it on the fact that deformations are "small".
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Unfortunately, the argument of smallness fails to work. To understand this, consider a similar situation emerging in the theory of tides, where deformation-caused changes in the gravitational potential cannot be omitted. Indeed, by calculating those small changes and comparing them with the tide-raising potential, we find the holy grail of the tidal theory, the dynamical Love numbers k l and phase lags ǫ l with l 2 . Thereafter, the tidal dissipation rate is calculated as a series where each term is proportional to k l sin ǫ l , see Peale & Cassen (1978) and Efroimsky & Makarov (2014) . Evidently, the neglect of the small changes of shape implies setting k l = 0 which, in its turn, renders a zero dissipation rate, a nonsensical outcome.
However, there exists an alternative, though equivalent, way of calculating the dissipated power. It implies integration over the body (and averaging over time) of a product of the stress by the time derivative of the strain. This method is explained briefly in Section 3.4.3 below, and in more detail in Appendix C. In Section C3 of the Appendix, it is demonstrated that the so-arranged calculation renders the damping rate as a sum over the harmonics χ involved, with each term in this sum proportional to |J (χ) | sin δ(χ) . Herē J(χ) is the complex compliance of the medium at the frequency χ , while δ(χ) is the phase lag of the strain relative to the stress at this frequency. This lag is defined through
The neglect of the small variations of shape does not nullify |J(χ) | , because this quantity is local and is defined by the rheology of the material (not by the shape of the body). Accordingly, within this formulation, it is possible to ignore the small changes of the shape and the ensuing oscillating componentbgr of self-gravitation.
The constant part of the stress
It is not a priori evident whether in our further development we should remove from the expressions (30 -31) the timeindependent part (called prestressing). This part comprises the mean centrifugal force and the constant component bgr of the gravity force. To calculate the dissipated power, we multiply the overall body force f by the oscillating deformation velocityu , integrate the result over the volume, and time-average it. Naïvely, the constant part of the body force drops out after time-averaging; and only the harmonics of the force, consonant with the harmonics of the velocity, are left. In reality, however, averaging does not eliminate prestressing, because the said calculation should be performed in the Euler coordinates. In those coordinates, prestressing is not constant in time. (It is constant only when expressed via the Lagrange coordinates!) Whether a correction rendered by this circumstance is small or not is a highly nontrivial issue. An alternative way of calculating the dissipated power is to integrate over the body a product of the stress by the time derivative of the ensuing strain. Once again, the constant part of the stress should drop out after time-averaging; and only the harmonics of stress multiplied by the appropriate harmonics of strain rate should remain. In reality, accurate calculation of the stress implies solution of the full boundaryvalue problem, with the so-called compatibility conditions brought in. This solution includes all information about the perturbation, including prestressing.
In Appendix C3 we present arguments justifying the neglect of prestressing when the effective viscosity η is not too low:
where χ is the lowest forcing frequency in the spectrum. For a dynamically oblate rotator, it is the wobble frequency
For asteroids of viscosity higher than the threshold (33), prestressing may be ignored. The wobble frequency ω is of the order of 1/hr to 1/day, i.e., 10 −5 − 10 −3 Hz. The density is ρ ≈ 2 × 10 3 kg/m 3 . So prestressing may be omitted for
where R is given in meters. For example, in the case of a twenty-kilometer-sized asteroid ( R = 10 4 m), the effective viscosity must exceed 10 7 -10 9 Pa · s , in order for prestressing to be unimportant.
Inelastic relaxation of a precessing rotator
Three time scales are present in our problem. The fastest is the period of the instantaneous spin. The intermediate one is associated with precession. The slowest time scale is that of precession relaxation.
Precession yields deformation at several frequencies. As we mentioned in Section 3.2.3, for an oblate rotator they are two: χ1 = ω and χ2 = 2 ω ; while for a triaxial body we get an infinite number of forcing frequencies that are harmonics of the lowest frequency: χn = n χ1 . In the latter situation, most dissipation is taking place at several lowest overtones, so we can assume that the important modes do not differ from χ1 by more than an order of magnitude, or so.
Over a period of a forcing frequency, the internal energy E first borrows a portion from T kin (the compression part of the cycle), and then returns most of that portion back to T kin (the expansion part of the cycle) -see the equation (A6) in Appendix A. A small difference between the loan and the return (given by the equation A7 in Appendix A) gets dissipated. When the body is in a thermodynamical equilibrium with the environment, this small difference is completely radiated away, so the internal energy E regains its original value by the end of the cycle. Thence the internal energy E averaged over the cycle stays unchanged also:
. . . denoting average over the intermediate (precessionrelated) time scale.
Energy balance
Over a time interval ∆t , the energy balance of a body is given by
where W is the external mechanical work, Q is the heat transferred to the body, E is the internal energy, while T kin is the kinetic energy of the body as a whole. Neglecting the exterior mechanical influences, we assume:
According to the equation (36),
with averaging over the forcing period (the precession timescale). So we are left with
Assume that the body radiates away all the heat it obtains from insolation. 13 So the overall heat influx, ∆Q , is negative, for it is equal to minus the heat dissipated by friction:
The former and the latter formulae, together, yield:
where the total power P comprises the damping rates P (χn) at all the frequencies χn of the deformation spectrum. The rate of precession relaxation can be linked to the rateṪ kin of kinetic energy loss -which coincides with the total dissipated power P . The dissipation rate at each involved frequency, P (χn) , can be linked to the phase lag between the appropriate harmonics of stress and strain. These lags are determined by the material rheology, spin state, and self-gravitation of the rotator. This way, the speed of precession relaxation is defined by rheology, spin and selfgravitation.
13 Here we neglect the YORP effect. However, there exist situations where rotational dynamics is defined by combination of YORP with inelastic relaxation -see Breiter et al. (2011 ), Breiter & Murawiecka (2015 , and references therein.
Measure of precession
Deviation of an unsupported rotator from the minimalenergy state can be measured with θ, the angle between the major-inertia axis and the angular momentum vector J :
For an oblate rotator, the angle θ stays constant over a precession cycle (adiabatically constant, as was explained in the preceding subsection). So dθ/dt can be employed as the rate of precession relaxation of an oblate body. This rate can be written down as
As was demonstrated in Efroimsky & Lazarian (2000) ,
Bringing in the expression (42) for the energy leakage, we write the relaxation rate as
While time averaging is implied on both sides, we put the angular brackets only on the right-hand side, not on the left. This is all right, since the averaging is performed over one or several precession periods, while appreciable changes in θ accumulate over much longer timescales. Variations of θ over shorter times are minuscule. The damping time is then
where the quadrature covers the evolution of the nutation angle from its initial value θ0 to the final value θ f .
Calculation of the dissipated power, by switching from vectors to tensors
Whether we have to employ the expression (46) or (47), our main challenge is to compute the dissipation rate P . Fundamentally, the dissipated power is given by
b being the body force per unit mass, t denoting the traction force, ρ being the density (assumed constant), u standing for the displacement, and overdot signifying time derivative.
The coordinates x are those of Euler, so dV ≡ d 3 x is a Eulerian (deformed) element of volume, while dS is an element of the deformed surface. As no traction is applied on the surface, the traction-related part vanishes.
The definition of strain, eij = 1 2 ∂ui ∂xj + ∂uj ∂xi , and the relation ρ b = − ∇σ linking the exterior force to the stress will help us to write the volume integral as
A subsequent integration by parts yields a surface term (vanishing due to the boundary condition σn = 0 ) and a volume integral that can be simplified by using σji = σij :
Averaging over the intermediate (precession-related) timescale, we arrive at
On the left-hand side, we removed the time dependence but did not bother to write the angular brackets. Here and hereafter, we shall omit these brackets when dealing with the power or kinetic energy, implying that P and T kin denote the averaged quantities.
DISSIPATION RATE AND NUTATION RELAXATION OF VISCOELASTIC OBLATE SPHEROIDS AND RECTANGULAR PRISMS
We are now prepared to compute the dissipation rate and the nutational damping time for bodies of two different shapes. The bodies are assumed to be homogeneous and to consist of a Maxwell material. This means that the volumetric strain rate e
is related to the volumetric stress σ (V) as
K and ζ being the bulk rigidity and bulk viscosity. The deviatoric counterparts of these tensors are linked via
µ and η being the shear rigidity and the shear viscosity, correspondingly. For details, see Appendix B below. Sharma et al. (2005) calculated the stress tensor in an elastic oblate spheroid with a Poisson's ratio ν = 1/4 . Using those expressions, we shall keep only the time-dependant part thereof (see the discussion in Section 3.3.2). Since the stress 15 Rigorously speaking, taking the volume element dV out of the averaging is legitimate only when the integration is performed over the Lagrange variables. In our case, however, we are dealing with the Euler (time-dependent) coordinates and a deformable volume element. The deformable volume element dV is related to its Lagrange (undeformable) counterpart dV L by the relation dV = J dV L . As the Jacobian is given by J = 1 + ∇u , where u is the displacement field, we see that the neglect of the Jacobian entails a higher-order error. In a leading-order calculation, the Jacobian may be set unity, wherefore our taking of dV outside averaging in equation (51) does not depend on the rheological parameters, we can use that result also for a viscoelastic spheroid: σ
Oblate ellipsoid
. We separate the stress into its volumetric and deviatoric parts:
where the volumetric stress is defined by
Then we find, separately, the volumetric and deviatoric parts of the strain. The volumetric strain is easily obtained through
The reason for such a simplification is the following. While the bulk (volumetric) rigidity modulus K is only slightly larger than its shear (deviatoric) counterpart µ , 16 it is known in continuum mechanics that the bulk (volumetric) viscosities ζ for most realistic viscoelastic substances are hundreds to thousands of times larger than the shear (deviatoric) viscosities η . Hence, for most viscoelastic media, the viscous input into the volumetric strain is much smaller than the elastic input.
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To find the deviatoric part of the strain, e (D) , we assume that the rheology is Maxwell, and resort to a wonderful theorem known as the correspondence principle. This calculation is presented in Appendix D. We then obtain the complete strain tensor as
The expressions for the components of this tensor are listed in Appendix E. The mean dissipated power is found as an (averaged over time) integral over the volume of the strain rate times the stress, as described in the equation (51). The volume integration is performed in spherical coordinates according to the formula (17). The algebra is straightforward.
With aid of the shape parameter h and the nominal angular rateω3 defined as
the expression for the generated power assumes the form of For the value ν = 1/4 , we get: K = 2 3 1 + ν 1 − ν µ = 10 9 µ . 17 This is not so for planetary mantles, because the presence of partial melt changes the situation drastically. As melt fraction increases from zero to the critical melt fraction, rapid decreases occur in both the shear and bulk viscosities. While the shear viscosity falls by a factor of five, the bulk viscosity can fall by a factor from hundreds to thousands, and becomes only about twice larger than the shear viscosity when the melt fraction becomes high -see Takei and Holtzman (2009, Fig 9) . 
As we see, only terms containing the viscosity η survive the time average. No terms with the bulk or shear rigidity show up in the answer. This parallels a similar situation with tidal interaction of asteroidal binaries (Efroimsky 2015) . As explained in Efroimsky (2015) , this outcome should not be misinterpreted as total irrelevance of rigidity. (After all, we need some rigidity to sustain the oblate shape. So we cannot extend our treatment to liquid bodies with no rigidity.)
Plugging the formulae (13) into the formula (46), we obtain the relaxation rate:
Inserting therein the expression (57) for the power, and integrating, we obtain the nutational damping time: 
We have written down this expression in a form that would facilitate comparison with the result from Breiter et al. (2012) . For convenience, below we cite their result in the equation (65). Our T should be compared with the quantity T3 in Breiter et al. (2012) .
The dependence of the relaxation time T upon the shape parameter h = c/a , as given by our expression (59), is presented graphically in the upper panel of Figure 1 . There, three curves depict the evolution of the nutation angle θ from three initial values θ0 = 20
• , 45
• , 85
• down to the same final value of θ f = 5
• . The dependence of the normalised dimensionless damping time T dim.less = T ρa 2ω2 3 η on h in the range [0.5,1] can be satisfactorily fitted with a polynomial, such that the damping time in that range reads
where the polynomial coefficients are listed in Table 1 . For example, for an initial θ = 20°, we have T dim.less = 1.15 for h = 0.9, and T dim.less = 3.13 for h = 0.8.
Dynamically oblate rectangular prism
We use the elastic solution of the stress tensor for an rectangular prism 2a × 2a × 2c, with a > c, computed by Efroimsky & Lazarian (2000) , Efroimsky (2001) . The stress tensor is listed in Appendix D. Application of the equivalence principle renders the viscoelastic strain tensor described in Appendix E. For a rectangular prism, the moments of inertia are
with H = 2 1 + h 2 and h = c/a . The power reads as
The rate of change of the nutation angle is
Reversing this equation and integrating over θ, we obtain the nutation damping time • and ending at the final value of θ f = 5
• .
RESULTS AND DISCUSSIONS
It remains to compare the damping time (59) of an oblate spheroid with the damping time (64) of a dynamically oblate rectangular prism. The functional forms of the damping times' dependencies on the parameter h = c/a are not fundamentally different between the two shapes. Accordingly, similar are the resulting curves depicting T as a function of h . Figure 1 shows the normalised dimensionless damping time T a 2 ρω 2 3 η −1 as a function of h . The upper panel presents the dependence computed from the equation (59) for an oblate spheroid. The lower panel exhibits the dependence obtained from the equation (64) for a prism. In both cases, we evaluated the integral over θ numerically, with the final angle θ f = 5
• and with the initial angle assuming three different values: θ0 = (20
In agreement with an observation made in Efroimsky (2001) , it is possible to deduce from the above equations that in the vicinity of the principal spin state the relaxation rate becomes exponentially slow.
18 Hence the necessity to choose a non-zero value θ f for the final nutation angle. The shapes of these functions are similar to the h−dependence of the "shape factor", presented in Sharma et al. (2005) and Breiter et al. (2012) .
We see from the plots that relaxation is faster when the precession angle θ is large. Formally, dθ/dt is infinite at θ = π/2 (see Figure 4) . Thus, during the evolution, most of the relaxation time is spent at moderate to low values of θ , explaining the small difference between the curves with initial θ0 = 45
• and 85
• . The power P (equations 57 and 62) is zero for θ = 0 and is finite for θ = π/2 (see Figure 3) . Naturally, for all the curves depicted in Figure 3 , P is the highest at θ = (63), for a prism. On both occasions, expansion of the resulting expression for dθ/dt into a Taylor series near θ = 0 leads to dθ/dt ∝ − θ . π/2 : the farther the rotator from the energy minimum the stronger its (so to say) "desire" to get to that minimum.
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19 It turns out, however, that for very high values of h (for h 0.95 in the case of an oblate ellipsoid, and for h 0.78 in the case of a rectangular prism) P attains its maximum at some values of θ slightly lower than π/2 . This is a purely mathematical artefact called into being by the failure of the adiabaticity assumption (12) in the limit of h → 1 , as well as in the limit of θ → π/2 . This can be understood from the expression (27) for ω . Indeed, as can be seen from the subsequent expression (27) for H , the precession frequency ω approaches zero as h → 1 . Also, as ensues from the expression (27) for Ω 3 , the precession frequency ω approaches zero when θ → π/2 . On both occasions, the vanishing of ω invalidates the adiabaticity assumption (12).
The maximal permissible value of the initial θ depends on the physical parameters of the rotator, including its viscosity η. Indeed, to find this limitation, we have to compare the precession rate ω given by formula (27) and the precession relaxation rate given by formula (58). The latter formula contains the power P and, thereby, the viscosity and other parameters. . Normalised relaxation rate (dθ/dt) ρ a 2 ω 2 3 η −1 for a viscoelastic oblate ellipsoid (eqn. 58), for various values of the shape parameter h = c/a . Since dθ/dt is singular at θ = 90 • , the plots are clipped at θ = 89.99 • . The upper right ends of the curves (shaded) should be taken with caution, because in reality they cannot become asymptotically vertical in the limit of the initial θ → 90 • . Indeed, in this limit the adiabaticity assumption (12) no longer works and our description is no longer valid. See the text. Figure 4 give a wrong impression that the relaxation rate dθ/dt diverges when the nutation angle θ is set to be π/2. In other words, these plots indicate a "jump start" of relaxation when the nutation angle is very large. In reality, while a start should indeed be faster for a larger initial θ, an actual curve cannot become asymptotically vertical at θ → π/2. The reason for this is the same as in the case of the plot for the power, see Footnote 19 : our treatment is based on the adiabaticity assumption (12) which no longer works in the upper right corner of the plot in Figure 4 . So each of the shown curves must be subject to a cut-off at some value of the initial θ close to π/2. This is why we shaded the upper right corner in Figure 4 .
The plots depicted in

Comparison with empirical theories based on
an ad hoc quality factor
Basing their calculation on an empirically introduced quality factor Q , Breiter et al. (2012) arrived at the following expression for the relaxation time of an oblate spheroid: 
We depict these two results, (65) and (66) One of the main differences between the damping times obtained through a consistent viscoelastic model and those obtained within the empirical Q-model is the presence of an additional factor cos θ in the numerators of the viscoelastic-model expressions (59) and (64). The expressions (65) and (66) from the Q-model lack that factor in their numerators. 21 The origin of this difference can be traced back to an extra factor cos θ in the approximate expression for the power obtained within the Q-model. (Our formulae (57) and (62) lack that extra factor of cos θ .)
22
As the generated power computed with aid of the Qmodel contains an additional factor cos θ , the power becomes zero in the limit of θ → π/2 . This renders the 20 We call it approximation, because in Efroimsky & Lazarian (2000) the boundary conditions on the sides of the prism were introduced approximately. 21 Equivalently, we could have stated that the Q-model expressions contain an extra cos θ in their denominators, as compared to the viscoelastic-model expressions. 22 To illustrate the emergence of a redundant cos θ factor in the expression for power within the Q-model, consider a simplistic setting where the power is generated by a one-dimensional deviatoric stress at one frequency: σ(t) = σ 0 cos χt . The formulae (D5) and (D7) in the Appendix give the power calculated within the Q-model and the Maxwell model, correspondingly. In our case, the role of the forcing frequency χ in the equation (D5) is played by the precession frequency ω defined by the expression (27). The precession frequency depends on cos θ through the definition of Ω 3 in the equation (27). θ−dependence of the power quite different from that obtained in the previous section where we used the viscoelastic Maxwell model. The power generated in a viscoelastic oblate ellipsoid is shown in Figure 3 . The power is maximal for θ = π/2 . In the case of very large values of the shape parameter ( h 0.95 ), the peak shifts to the values of θ slightly smaller than π/2 -which is a purely mathematical artefact explained above in Footnote 19.
Within the viscoelastic model, the relaxation rate dθ/dt tends to infinity for θ → π/2 , see Figure 4 . Within the empirical Q-model, the relaxation rate stays finite for θ → π/2 . It attains its maximum at an angle close to θ = π/2 , except for large h , in which case the peak shifts towards smaller values of θ . (Such a shift resembles the θ−dependence of the viscoelastic power, described in the previous section.). This explains the increasingly large differences between the curves with different initial θ0 for large and increasing h , seen in Figure 2 .
It can also be observed from Figure 2 that within the empirical Q-model the damping times stay finite for spherical objects ( h → 1 ), which is obviously unphysical. At the same time, the consistent viscoelastic approach is spared of this defect. Owing to the factor 1 − h 2 , the equations (59) and (64) furnish zero damping times for spherical objects. Our expressions are thus valid for the entire range of values of the shape parameter h .
Both the generated power and the relaxation time resulting from our calculations turn out to depend solely on the viscosity η of the Maxwell model. This is a consequence of using a particular rheological model, that of Maxwell. As demonstrated in Appendix D, employment of a different rheological model (the one of Kelvin-Voigt) yields the power and the relaxation time dependent on both the viscosity η and rigidity µ .
Similarly to Sharma et al. (2005) and Breiter et al. (2012) , in our calculations we accepted Poisson's ratio to be ν = 0.25 . This enabled us to use the elastic stress tensor computed by Sharma et al. (2005) . Such a choice simplifies the stress tensor considerably and renders it independent of any rheological parameters.
23 This, in turn, significantly reduces the algebraic work needed to calculate the power. Similar analysis for an arbitrary value of Poisson's ratio should use a complete formulation for the stress tensor, provided in Breiter et al. (2012) .
Examples
Consider a near-oblate homogeneous body having the size and density similar to those of the present-day Enceladus with a ∼ 2.54 × 10 5 m, ρ = 1.61 × 10 3 kg/m value ensuing from a model by Thomas et al. (2016) . 24 We also shall set the ratio of dimensions to be c/a = 0.97 , which once again is not very different from that of today's Enceladus.
While the present-day Enceladus should possess a viscosity value not very different from that of ice near melting point (likely, between 10 13 and 10 14 Pa s), we shall endow our object with a higher viscosity appropriate to a primitive icy body: η = 10 17 Pa s. Now suppose that this "early Enceladus" was hit by a planetesimal and went into a wobble with the initial halfangle of the precession cone being 20
• . From equation (59), we find that for this rotator the normalised dimensionless wobble-damping timescale assumes the value of about 0.3 :
which entails:
T dim.less ≈ 3 × 10 3 yr .
As can be seen from the green and blue plots in Figure  1 , the increase of the initial precession half-angle for this value of the h will make the damping timescale longer by a factor of two, or so. On the other hand, if we increase the viscosity value even by two orders of magnitude, the resulting timescale will not even exceed 1 My, a relatively short time span in the life of a satellite. Thus we see that icy moons, after being pushed into a wobble by collisions, return quickly to a principal spin state. Also consider a hypothetical comet with a 10 km diameter, a rotation period of 10 hr and a density ρ = 0.6 × 10 3 kg/m 3 (Britt et. 2006) . Typical for the known comets, this density is only slightly higher than that of a highly suppressed snow, the excess explainable by the presence of rock and ice. The viscosity of snow varies between 10 8 Pa s and 10 14 Pa s (Scapozza 2004; Stoffel 2006) , with the upper limit obviously corresponding to a suppressed and dense snow. If we choose the said upper limit, we see that the nutation damping time is η ρa 2ω2 3
This renders T ∼ 10 4 − 10 5 yr for the oblateness coefficient h between 0.5 and 0.9. For less dense comets, the viscosity should be lower and, accordingly, the damping time should be shorter. On the other hand, the damping times for asteroids may be much longer (possibly, up to Gyr), because their mean viscosity should exceed that of ice or snow by orders of magnitude.
On the applicability of the Maxwell model to asteroids
As a starting point of our project, we assumed that the unperturbed (no-wobble) shape of the asteroid is oblate. This form (sometimes referred to as a Maclaurin ellipsoid ) is 24 For a homogeneous ellipsoid, the dynamical triaxiality is equal
, where the semiaxes, for Enceladus, are a = 256.2 km, b = 251.4 km, c = 248.6 km. Insertion of these numbers in the said formula gives: (I 2 − I 1 )/I 3 = 1.89 × 10 −2 .
an equilibrium shape of a non-precessing viscoelastic rotator. Our formalism can also be extended to a triaxial equilibrium shape called a Jacobi ellipsoid (such equilibrium shapes emerge at higher spin rates -see Footnote 5 in Section 2).
In Appendix B2 we explain the Maxwell model. Apart from its applicability to both ices and silicates at low frequencies, this rheological model has the advantage of mathematical simplicity.
Many asteroids, however, are now believed to be rubble; so we should enquire how exactly the Maxwell model suites loosely connected matter in microgravity. Provided the model works, the next question should be on the acceptable values of the parameters entering it. While the effective rigidity of such materials can be estimated (Goldreich & Sari 2009) , we still lack a handle on their effective viscosity.
Justification of treating rubble as a viscoelastic material comes from numerical modeling -see, e.g., the work by Walsh, Richardson & Michel (2008) who studied both monodisperse (same-size) piles and simple bimodal distributions (those containing two different sizes of particles). It was found that monodisperse aggregates behave in a manner distinct from fluid, while mixing of spheres of different sizes yields a closer-to-fluid behaviour. Within a somewhat different model by Tanga et al. (2009) , even monodisperse piles demonstrated hydrodynamical behaviour. At the same time, simulated rubble piles did not behave like perfect fluids, due to their ability to sustain shear stress.
25 This means that the aggregates have a finite shear rigidity µ and may be regarded viscoelastic.
With a cautious encouragement from the afore-cited works, we shall treat an asteroid as a Maxwell body, with intention to combine our algorithm with richer models when they appear. We expect that more advanced rheological laws for loose media may include effective rheological parameters other than the effective rigidity and viscosity.
CONCLUSIONS
We have calculated the nutation relaxation time for a viscoelastic oblate rotator. The relaxation is caused by inelastic dissipation which, in its turn, results from the body's alternating deformation under the stressing provided by the inertial forces in the course of nutation. The main novelty of our approach lies in that we described the inelastic response of the body by directly using its rheology, without resorting to an empirical quality factor Q .
We started with calculation of the stress tensor in a nutating rotator, and then employed the rheological law and the so-called correspondence principle to obtain the strain tensor. While the correspondence principle is compatible with an arbitrary linear rheology, we chose the viscoelastic Maxwell model, because of its mathematical simplicity and applicability to both icy and silicate solids at low frequencies. The so-calculated strain is naturally lagging in time behind the stress, which renders a non-zero dissipated power. Having computed this power, we found the relaxation rate and timescale.
25 Also see the experimental study by Murdoch et al. (2013) .
When the Maxwell model is employed, both the dissipated power and the nutation relaxation rate come out dependent on the shear viscosity η only, not on the rigidity. Mathematically, η assumes the role of the product µ Q that appeared in an old empirical model based on an ad hoc quality factor Q . However, even with η inserted instead of µ Q into the old formulae, those differ from ours. In contradistinction from the preceding works, our approach renders the dissipated power vanishing for a shape approaching sphere (relaxation rate going to infinity). this not being the case for the old theories illustrated by Figure 2 .
Finally, it should be reiterated that our method is applicable to any arbitrary linear rheology.
APPENDIX A: THE QUALITY FACTOR AND THE PHASE LAG
Consider a harmonic force
acting on a system and causing a delayed displacement
and the velocity
The resulting power is then equal to
with A = F0 χ x0 , whence the work performed over a time interval (t0 , t) is:
The oscillating term on the right-hand side gives the energy of deformation, stored in the system. The linear in time term renders the energy dissipated.
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Over a cycle, the product χt in the second term changes by 2π , so the energy loss is
To calculate the peak energy accumulated in the system, note that the first term on the right-hand side of the equation (A6) is maximal when integration is carried out over the interval from χ t = π/4 + |ǫ|/2 through χ t = 3π/4 + |ǫ|/2 :
Then the resulting inverse quality factor is:
not tan ǫ , as some believe.
APPENDIX B: STRESSES AND STRAINS IN A VISCOELASTIC BODY
Deformation of a precessing asteroid being extremely weak, the problem of precession relaxation can be assumed linear. This means that the current value of the strain tensor is linear in the values of the stress tensor.
B1 Constitutive equation (rheological law)
Were the medium perfectly elastic, the linearity law would be instantaneous. This means that the strain tensor at a certain instant of time, eγν (t) , would be proportional to the stress tensor at that same instant, σγν (t) . In actual situations, linearity implies that the present strain eγν (t) contains a linear input from the present stress σγν (t) , as well as linear inputs from the past values of stress, σγν (t ′ ) , with t ′ < t . Altogether, this gives a convolution operator:
often termed as the constitutive equation or as the rheological law. Its kernel is a time derivative of a function J(t−t ′ ) which is named the compliance function and which carries all information on the behaviour of the material under stressing.
In the frequency domain, the convolution (B1) assumes the form of a product:
eγν (χ) andσγν (χ) being the Fourier images of strain and stress, and χ being the forcing frequency. The complex complianceJ(χ) is the Fourier image of the kernelJ (t − t ′ ) of the integral operator (B1) -see, e.g., Efroimsky (2012a,b) .
We see that in a linear regime the stresses evolving at some frequency give birth to strains at that same frequency, and cause no influence upon deformation at other frequencies. Simply speaking, different frequencies "do not talk" to one another.
Parameterising the reaction of a small sample of the material, the constitutive equation does not fully define the response of a celestial body consisting of this material. The response of the body is determined also by self-gravitation. This is, for example, the reason why the frequency-dependence of a tidal quality factor deviates from that of the seismic quality factor (Efroimsky 2012a,b) . In our treatment of the precession relaxation problem, we shall encounter a similar situation.
B2 Solids. The Maxwell model
Over low frequencies, deformation of solids is viscoelastic and obeys the Maxwell model. At higher frequencies, more complicated processes enter the picture (mainly, unjamming of defects), and the response is more adequately described by the Andrade model. The borderline between the frequencies deemed low and high is determined by the temperature of the body (see Efroimsky (2012b) and references therein).
Limiting our description to the Maxwell model, we shall assume that a deviatoric stress σ produces a deviatoric strain consisting of two parts: a purely elastic part (e) e and a purely viscous part (v) e : e = (e) e + (v) e , where σ = 2 µ (e) e and σ = 2 η ∂ ∂t
η and µ being the viscosity and unrelaxed rigidity. These formulae, together, give us:
or, in an equivalent form:
where τ M is the Maxwell time defined as
In the case of bulk deformation, we would have to use the bulk parameters instead of their deviatoric counterparts: 3K instead of 2µ , and ζ instead of η . The equation (B4) can be cast into the integral form (B1), with the kernel being a time derivative of the compliance function 
Θ(t − t ′ ) being the Heaviside step function, and J being the unrelaxed compliance:
In the frequency domain, the equation (B4) can be written in the form of (B2), with the complex compliance set to be
the terms J and − i/(ηχ) giving the elastic and viscous parts of deformation, correspondingly. Such a body becomes elastic at high and viscous at low frequencies. The "seismic" phase lag δ (as distinct from the tidal phase lag) is defined through
with a "minus" sign needed to endow δ with the meaning of a delay of the reaction (strain) with respect to the action (stress).
In the case of the Maxwell model, the imaginary part and the absolute value of the compliance are given by
and
Mind that here the rigidity and compliance assume their unrelaxed values:
B3 A finite-size Maxwell sphere versus a small Maxwell sample
In a periodically deformed sample of a Maxwell material, the strain will lag behind the applied stress. According to the formula (B8), the phase lag δ satisfies
Very importantly, this expression will not hold for the lag in a celestial body composed of a Maxwell material. The response of a celestial body of a certain rheology differs from the response of a sample of this rheology. The two reasons for this are: (a) self-gravitation of the body, and (b) the inertial forces due to the body's rotation, proper or improper (Efroimsky 2012a ).
APPENDIX C: DIFFICULTIES
Back in Section 3.3, we raised two uneasy questions.
1. Should we take into account the oscillating partbgr of the gravity force, generated by the periodically changing deformation caused by the inertial forces?
2. Should we keep the constant prestressing that comprises the constant part of the gravity field and the constant part of the centrifugal force?
Here we shall consider a simplified version of our problem.
C1 Simplify the problem: drop the toroidal force
As well known (see, e.g., Efroimsky 2012a, Appendices B3 -B4), the inertial forces can be split into a toroidal part, a radial part, and a potential part of degree l = 2 . The radial part is, mathematically, equivalent to a decrease in the Newton gravitational constant, and thus can be omitted (effectively, absorbed by self-gravitation). Then, in neglect of the toroidal input, our problem can be reduced to a simplified version equivalent to degree-2 tides. This makes mathematics much easier, nevertheless granting us an opportunity to find answers to the above questions. Static tides obey a boundary-value problem for a system of two equations:
One equation interconnects the static stress and strain tensors via the relaxed shear rigidity modulus µ . The other is the Second Law of Newton. The notations σ βν and e βν stand for the deviatoric stress and strain (the volumetric parts being neglected for simplicity). The quantity W2 signifies the quadrupole perturbing potential. In our case, as demonstrated, e.g., in Efroimsky (2012a) ,
with P2(sin φ) = 1 2 (3 sin 2 φ − 1) being a Legendre polynomial, and φ being the angle between the angular-velocity and position vectors:
In the limit of oblate symmetry (I1 = I2), this expression becomes (see the equation 24):
where ω is the precession frequency (27). The quantity U2 is the additional tidal potential due to small variations of shape of the tidally perturbed body. Solution of the system (C1 -C2) should give: U2 = k2 W2 , where k2 is the quadrupole static Love number.
For tides evolving in time, the system preserves its form under certain conditions, 28 with all entities becoming Fourier images: σ βν →σ βν (χ) , e βν →ū βν (χ) , µ →μ(χ) , W →W (χ) , U →Ū (χ) , where χ is the tidal frequency:
By solving the system, one must arrive atŪ2(χ) = k2(χ)W2(χ) , withk2 being the degree-2 dynamical Love numbers. Evidently, this goal would not be achieved, had the deformation-caused potential U2 been neglected. We cannot neglect U2 in our calculation of the picture of tidal stress either -even if we seek only an approximate solution. Indeed, by dropping U2 in the equation (C7), we would have arrived at a conclusion that the stress is in phase with the tide-raising potential W2 . This, however, would contradict the equation (C6) where lagging is mandatory and is prescribed by the rheological modelμ(χ) = 1/J (χ) -see Appendix B. Now, regarding the dissipation rate. At first glance, this is the case where the response U2 can be omitted. In reality, this turns out to be a nontrivial matter.
C2 Dissipation rate. Calculation through velocities and forces
The dissipated power is
where the response potential U2 is in phase with the deformation u and, thereby, is in quadrature with the velocitẏ u . So, after time-averaging, the ∂αU2 term drops out:
where we omitted the time-average symbol ... . Integration by parts then leads us to
For incompressible media, the second term vanishes, whence
with nα signifying the surface normal, andur being the radial deformation velocity near the surface. 29 In the quadrupole approximation, the static elevation ur is
29 It takes effort to justify the approximationuα nα ≈ur , see Efroimsky & Makarov (2014) .
while for evolving tide a similar relation holds between the Fourier images:
g being the surface gravity, and χ being the forcing frequency. Therefrom, the energy dissipation rate can be written as
with an extra factor of χ showing up due to the presence of time derivative in (C11), and with time averaging implied on both sides. Equivalently, this can also be written as
Recalling that both the left-and right-hand sides are implied to be time-averaged, we see that the mean power is proportional to the sine of the tidal phase lag:
where the dynamical Love number is k2(χ) ≡ |k2(χ) | . From this, two conclusions ensue.
1.
The presence of the deformation-caused additional tidal potential U2 in the expression (C13c) tells us that the small deformation -and the associated gravity variation -cannot be dropped. On the contrary, they play a key role.
2.
The presence of the surface gravity g and the Love number h2 (or of its kin k2 ) indicates that the constant prestressing matters and cannot be dropped either.
In the subsequent section, we shall see that the former of these two difficulties can be sidestepped, while the latter can be neglected only for sufficiently high value of the product of the wobble frequency χ by the effective viscosity η .
Finally, in the limit of vanishing wobble frequency χ , the product k2(χ) sin ǫ2(χ) becomes linear in χ (Efroimsky 2012a,b) . As can be understood from the formulae (C3 -C5), the Fourier component W2(χ) stays finite in the limit of vanishing χ . So the dissipated power (C14) scales as χ 2 in the said limit.
At the same time, at higher frequencies, k2(χ) sin ǫ2(χ) of a Maxwell sphere behaves as χ −1 (Efroimsky 2012a,b) . Thence at higher values of χ the damping rate (C14) is χ-independent. These observations will help us in the next section.
C3 Dissipation rate. Calculation via the strain rate and stress
Now let us see if the above complications can be sidestepped by switching from velocities and forces to strain rates and stresses:
Integration by parts furnishes us with
e αβ being the strain tensor. Owing to the boundary conditions, the surface term vanishes, leaving us with
After time averaging, we obtain:
where δ is the "seismic" (not tidal) lag defined through
Specifically, for the Maxwell model, this lag is furnished by the equation (B12). The neglect of small oscillations of shape does not nullify |J (χ) | , because this quantity is local and is defined by the rheology, not by the shape. Hence, within this formulation, it is permissible to ignore the small changes of the shape and the resulting oscillating componentbgr of the gravity force. Now recall that the gradient of the stress is equal to the reaction force. The latter, in its turn, is equal to the body force, 31 the evolving component whereof is proportional to the wobble frequency χ :
This observation, along with the expression (B10), tells us that the dissipated power is proportional to χ 2 . This coincides with the observation made in the end of the preceding subsection. Mind, though, that the said observation was valid for low frequencies only, while at high frequencies the power was demonstrated to be frequency-independent. To comply with this caveat, we have to adjust the above formula for the stress. We expect it to acquire the form of
ρ and R being the sphere's density and radius, and G being 30 In the expression (C17a), the stress (containing both a constant and vibrating components) is multiplied by the oscillating strain velocity. After time averaging, the product of the constant part of the stress by the oscillating strain velocity gives zero. This is why in (C17b) only the oscillating part of the stress is kept.
The factor of χ emerges in (C17b) due to differentiation of the strain with respect to time. An extra factor of 1/2 shows up because the complex compliance is conventionally introduced as 2ē αβ (χ) =J(χ)σ αβ (χ) . 31 As we are working in the body frame, the overall body force incorporates the inertial forces -see the equation (19).
the Newton gravitational constant. We must arrive at such an expression for the stress, if we correctly introduce the compatibility conditions. These conditions are merely a way to take care of prestressing and the boundary conditions. The formula (C21) was an easy guess, since we know from Efroimsky (2012 a,b) that
In the denominator of this expression, the real and imaginary parts ofJ (χ) show up due to self-gravitation.
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The expression (C23) also gives us a clue to understanding what "low frequencies" and "high frequencies" mean. For a spherical Maxwell body, the maximum of that function is located at
At wobble frequencies χ lower than χ peak , prestressing matters. The productk2(χ) sin ǫ2(χ) is linear in χ , and the expression (C14) for P scales as χ 2 . The expression (C21) for the stress is linear in χ , and the expression (C18) for P behaves as χ 2 -which agrees with the low-frequency behaviour of the expression (C14).
At frequencies χ higher than χ peak , prestressing plays no role. Thek2(χ) sin ǫ2(χ) scales as χ −1 , and the expression (C14) for P becomes χ-independent. The expression (C21) for the stress is χ-independent, and so is the expression (C18) for P -which agrees with the high-frequency behaviour of the expression (C14).
The condition of prestressing being unimportant,
is equivalent to
So, for asteroids of viscosity higher than this threshold, prestressing may be ignored. This calculation was performed for a one-frequency case. In realistic situations, χ in the above criterion should be identified with the lowest forcing frequency of the deformation spectrum (in the case of a dynamically oblate rotator, with the precession frequency ω ).
The condition (C26) of prestressing being irrelevant has been derived here in neglect of the toroidal part of the wobble-caused deformation. This is a touchy point of our treatment, wherefore the condition (C26) remains, to some extent, an article of faith. We believe that this estimate will not change much when the toroidal part of the perturbation is included into the picture -though a more rigorous analysis of this situation remains desirable.
APPENDIX D: THE CORRESPONDENCE PRINCIPLE
In continuum mechanics, there exists an important theorem called elastic-viscoelastic analogy (also referred to as correspondence principle). It establishes a mathematical identity between the equations describing a viscoelastic problem for evolving forces, strain and stress, on the one hand, and an elastic problem for evolving forces, strain and stress, on the other hand. Since the latter problem is mathematically equivalent to a static one, we may as well say that the theorem maps a viscoelastic problem with evolving deformation onto a corresponding static problem.
While Biot (1954) is often credited with the discovery of this analogy, its early version was in fact suggested by Darwin (1879) .
In short, the equation of motion and the constitutive equation describing a viscoelastic problem in the frequency domain are algebraically identical to the elastic (or static) counterparts of these equations. To obtain the viscoelastic equations from the elastic (or static) ones, the time-domain values of forces, strain and stress in the elastic problem (or the constant values in the static problem) should be substituted with the Fourier or Laplace images of the forces, strain and stress in the corresponding viscoelastic setting. At the same time, the elastic (or static) moduli and compliance should be substituted with their complex counterparts. 
marking the tensors' deviatoric and volumetric parts, respectively; f denoting the reaction force given by the equation (19); χ being the forcing frequency; and overbar serving to remind that we are now dealing with Fourier or Laplace images.
To sum up, if the solution to an elastic problem is known in the time domain, the solution to a corresponding viscoelastic problem can be obtained in three steps: i) transform the elastic solution to the frequency domain, ii) substituteμ(χ) for µ , iii) transform the solution back to the time domain. For a Maxwell body, we have:
while in the case of the Kelvin-Voigt model the complex shear rigidity is
where τ = η/µ . Applying the correspondence principle, we easily obtain for these models the deviatoric strain caused by a deviatoric stress oscillating at a frequency χ , with a magnitude σ0 : As we explained in Section 4.1, only the deviatoric parts of the tensors are affected by the presence of viscosity, the rationale for this being that a viscoelastic material is still elastic in dilatation. In other words, the bulk viscosity ζ for most solids is very high and, accordingly, the timescale τ ≡ K/ζ is very small ( K being the bulk rigidity). This trivialises the computation of the volumetric part of the strain: e (V,viscoelastic) (t) = e (V,elastic) (t) = 1 3 K σ (V) (t) .
The described method is used in Appendix E to compute the total viscoelastic strain tensor. It is instructive to find the time-averaged power per unit volume, p = P/V , generated by a simple one-dimensional deviatoric stress at one frequency, σ = σ0 cos χt . An ad hoc model with an empirical quality factor Q gives:
where . . . ≡ χ 2 π t=T t=0
. . . dt . For a viscoelastic model, we should use the true expression of the power involving the stress and the strain rate p = σ e (viscoelastic) .
This yields, for the Maxwell model:
and for the Kelvin-Voigt model one:
which approaches p (Maxwell) at high frequencies.
APPENDIX E: STRESS AND STRAIN TENSORS FOR A VISCOELASTIC ROTATOR E1 Oblate shape
Produced by the inertial forces, the stress in the viscoelastic case is the same as in the elastic case: σ (viscoelastic) ij = σ (elastic) ij
. Since we are considering a dynamically oblate body, and since we justifiably (see Appendix C) omitted small variations of shape, the alternating part of the stress contains only two harmonics: χ1 = ω and χ2 = 2ω .
To write down the alternating part of the stress tensor in an elastic oblate body, we borrow time-dependent terms from the solution provided in Appendix D of Sharma et al. (2005) .
33 They read as
xx sin ωt − f
xx cos 2ωt σyy = f 
