The problem of publishing personal data without giving up privacy is increasingly important. An interesting formalization is the k-anonymization, where all rows in a table are clustered in sets of at least k records, and all the entries for which records in the same cluster have different values are suppressed. The problem has been shown to be NP-hard when the records values are over a ternary alphabet and k = 3. In this paper we show that the problem is not only NP-hard, but also APX-hard, when the records values are over a binary alphabet and k = 3.
Introduction
In many research fields, for example in epidemic analysis, the analysis of large amounts of personal data is essential. However, a relevant issue in the management of such data is the protection of individual privacy. One approach to deal with such problem is the k-Anonymity model, introduced in [7, 8, 6] , where records belonging to different individuals are clustered together, and some of the entries in the table are suppressed so that for each record r in the table, there exist at least k − 1 other records in the new table identical to r. Then the resulting data is not sufficient to identify each individual.
A simple parsimonious principle leads to the optimization problem where the number of entries in the table to be suppresed has to be minimized. The k-Anonymity problem is NP-hard for ternary alphabet and k = 3 [2] , moreover a polynomial-time O(k)-approximation algorithm on arbitrary input alphabet, as well as some other approximation algorithms for some restricted cases, are known [2] . Recently, approximation algorithms with factor O(log k) have been proposed [5] . Different versions of the problem have also been introduced [3] .
In this paper we investigate the computational and approximation complexity of the kAnonimity. More precisely, we show that 3-Anonimity for binary alphabet is not only NP-hard but also APX-hard. We notice that this is the first inapproximability result for the k-Anonimity problem. More precisely, in this paper we design an L-reduction from the Minimum Vertex Cover problem to 3-Anonimity problem over binary alphabet. For details on L-reduction, see [4] . This case is important as some data are inherently binary (e.g. sex), and it makes sense to disclose the complete data of as many variables as possible.
Preliminary Definitions
In what follows we will focus on the k-Anonymization Table over a binary alphabet Σ = {0 b , 1 b }. A row r is a vector of elements taken from the set {0 b , 1 b }, and the j-th element of r is denoted by r [j] . Let r 1 , r 2 be two equal-length rows. Then H(r 1 , r 2 ) is the Hamming distance of r 1 and r 2 , i.e. |{i : r 1 [i] = r 2 [i]}|. Let R be a set of l rows, then a clustering of R is a partition P = (P 1 , . . . , P t ) of R.
Given a clustering P = (P 1 , . . . , P t ) of R, we define the cost of a set P i , denoted by c(P i ), as |P i ||{i : ∃r 1 , r 2 ∈ P i , r 1 [i] = r 2 [i]}, that is the number of entries of the rows in P i that must be deleted in order to make all such rows identical. The cost of P , denoted by c(P ), is defined as P i ∈P c(P i ). We are now able to formally define the k-Anonymization Binary Table problem (ABT(k)) as follows:
Input: a set of binary rows R. Output: a clustering P = (P 1 , . . . , P t ) of R such that for each set P i , |P i | ≥ k Goal: to minimize c(P ).
Notice that |P i | max r 1 ,r 2 ∈P i {H(r 1 , r 2 )} is a lower bound for c(P i ), since all the positions for which r 1 and r 2 differ will be deleted in each row of P i . This lower bound will be used will be used in our proof.
APX-hardness of ABT(3)
In this section we will show that ABT(3) is APX-hard via an L-reduction from Minimum Vertex Cover on Cubic Graphs, which is known to be APX-hard [1] . Let G = (V, E) be a cubic graph, the Minimum Vertex Cover problem asks for the subset V ′ ⊆ V of minimum cardinality, such that for each edge (v i , v j ) ∈ E, at least one of v i or v j belongs to V ′ . Let G = (V, E) be an instance of Vertex Cover, the reduction builds an instance of ABT(3) associating with each vertex v i ∈ V a set of rows R i and with each e = (v i , v j ) ∈ E a row r i,j . Moreover for each vertex of G there are some spare rows called jolly rows. In what follows we denote by n the number of vertex in G, that is |V |, and by m the number of edges in G, that is |E|.
The idea of the reduction can be explained with the help of Figure 1 . Each vertex v i of G is encoded by a vertex gadget V G i , while each edge (v i , v j ) is encoded by an edge gadget EG ij . There is a one-to-one correspondence between edges of the gadget and rows in our instance of ABT(3), while vertices of the gadget are the possible clusters in the solution (hence they are denoted by c xy ). Only rows represented by edges incident on the same vertex can be clustered together, for otherwise the overall cost is too large. A feasible solution of ABT(3) corresponds to a certain vertex cover of the gadget such that each vertex in the cover exclusively covers at least three edges.
By the construction of the gadget, there are two possible minimal covers for each vertex gadget V G i : either the set {c i 2 , c i 4 , c i 5 } (cheaper) or {c i 1 , c i 3 , c i 6 , c i 7 } (more expensive). We will show that the size of a cover in G is related to the number of vertex gadgets covered in the more expensive way.
We are now able to introduce our reduction. All rows are the juxtaposition of n + 2 blocks, where the i-th block, for 1 ≤ i ≤ n, is associated with vertex v i ∈ V , the n + 1-th block is called 
Please notice that each such jolly row has Hamming distance distance 5 from rows r i (x, y) and r i (x, z).
Given two adjacent vertices v i , v j of G, let V G i and V G j be the corresponding graph associated with sets of rows R i and R j respectively. The edge (v i , v j ) is encoded by a row associated with an edge EG ij (called edge gadget) connecting V G i and V G j in docking vertices c ix and c jy (it is not important which specific docking vertices are used, only that each docking vertex is incident on exactly one edge gadget). Row EG ij is defined as the row having 1 b in all the positions associated with c ix , c jy and in the positions 3(i−1)+1, 3(i−1)+2, 3i and 3(j −1)+1, 3(j −1)+2, 3j of the edge block, while it has value 0 b in all the other positions, that is (assuming that i < j) 0
The graph consisting of the vertex gadgets V G i and the edge gadgets EG ij is denoted by V G. In what follows we may use edges of V G to denote the corresponding rows. Moreover, an edge gadget is said to be incident on a vertex gadget V G i if it is incident on a docking vertex of V G i . By direct inspection, it is easy to see that the following properties hold. Observe that only jolly rows can have a 1 b in the jolly block. Moreover it is immediate to notice that clustering together three or more jolly rows associated with the same vertex has cost 0, while two jolly rows regarding different vertices of V G have Hamming distance at least 6.
As stated previously, there are two possible kinds of solutions for V G i (and eventually edge gadgets incident on V G i ):
• the type a solution, consisting of three clusters, one made of the three edges incident on c i 2 , one made of the three edges incident on c i 4 , and one made of the three edges incident on c i 5 . Finally there are three more clusters consisting of the jolly rows associated with the three docking vertices of V G i ;
• the type b solution, consisting of four clusters, one made of the edges incident on c i 6 , the remaining three are one for each docking vertex c and consist of the two non-jolly rows of V G i that incident on c, together with either the edge gadget incident on c or one jolly row associated with c. Finally, there are three more clusters each one consisting consisting of three or four jolly rows associated with the three docking vertices of V G i . Notice that in a type b solution each cluster associated with a docking vertex may contain an edge gadget or not, the only requirement is that at least one of the docking vertices contain an edge gadget, otherwise we would have a type a solution.
By direct inspection, one can verify that a type a solution has total cost 81, while a type b solution has cost equal to 99 + 12·(number of edge gadgets clustered together with a row of V G i ).
Let S be a solution, let r be a row of R, then the cluster of S to which r belongs is denoted by S(r). Let r be a non-jolly row, we define the virtual cost of r in S, denoted as v S (r), as the cost of S(r) divided by the number of non-jolly rows in S(r). By convention v S (r) = 0 whenever r is a jolly row. Notice that r∈R v S (r) is equal to the cost of S. The following lemma helps in excluding some possible solutions. Proof. By Prop. 3.1, C contains two rows with Hamming distance 12, which immediately implies the lemma. Proof. Assume that a jolly row j belongs to a cluster C together with a non-jolly row r. If no other non-jolly row belongs to C, then j has a virtual cost of at least 10, since j and r has Hamming distance at least 5. If at least two non-jolly rows r 1 , r 2 belongs to C, it follows that r 1 , r 2 have Hamming distance at least of 8. Now, we can assume that |C| ≤ 5, otheriwise we can split C in two clusters without increasing the cost, hence at most 4 rows of C are non-jolly rows. Since the virtual cost of j is defined as 0, it follows that the virtual cost of each non-jolly rows is at least 10. Proof. Consider a cluster C not consisting of three non-jolly rows of R i incident on a common vertex. By Lemmas 3.2, 3.3, it follows that each non-jolly row of C has a virtual cost of at least 10. Since Consider a cluster C ′ consisting of three non-jolly rows of R i incident on a common vertex. It follows that each of these rows has a virtual cost of 9. Hence, each row of R i has a virtual cost of at least 9 in any solution. Since a type a solution has exactly virtual cost 9 for each row of R i , we have estabilished that a type a solution is optimal. Hence, by Lemmas 3.2, 3.3, all clusters of an optimal solution of R i must consists of sets of rows incident on the same vertex of V G i . By construction of V G i such requirement can only be achieved by a type a solution, as can be easily be verified by direct inspection of the vertex gadget.
In the solution of this instance of ABT(3), we can assume that each type b solution must contain at least one set that clusters two rows of R i and an edge gadget, otherwise we could easily build a type a solution for R i . Indeed a type b solution has a cost of at least 99 in this case, while a type a solution costs at least 81. Moreover, observe that a type b solution contains at most three sets that cluster two rows of R i and an edge gadget. Now we claim that there exists a vertex cover of size p for G if and only if there is a solution of ABT (3) 
Proof. Let
In what follows, we will show that, given a solution C of ABT(3) over instance T of cost 99p + 81(n − p) + 12m, we can compute in polynomial time a vertex cover of G with size p. We call a canonical solution of ABT(3) a solution consisting only of type a and type b solutions. We will show that, given a solution C of ABT(3) over instance T , we can compute in polynomial time a canonical solution that has at most the same cost of C. Observe that in a canonical solution each edge gadget has virtual cost 12, each other non-jolly row has virtual cost 9 in a type a solution, and virtual cost 9 or 12 in a type b solution. We need some technical results for proving our main theorem.
Lemma 3.6. Let C be a cluster containing exactly two edge gadgets EG 1 , EG 2 . Then each of the virtual costs v C (EG 1 ), v C (EG 2 ) is at least 21 and if the edge gadgets are not incident on a common vertex gadget the virtual cost is 27.
Proof. By Prop. 3.1, H(EG 1 , EG 2 ) ≥ 18. Moreover, since each cluster must contain at least three rows, there exists a third row r 3 ∈ C, distinct from both EG 1 and EG 2 . Observe that, since r 3 is different from EG 1 and EG 2 , r 3 contains at least 3 positions of the vertex blocks where EG 1 and EG 2 have both value 0 b and r 3 has value 1 b , hence v C (EG 1 ), v C (EG 2 ) ≥ 21.
If EG 1 and EG 2 are incident on different vertex gadgets, then H(EG 1 , EG 2 ) = 24 and there exists a third row r 3 ∈ C which contains at least 3 positions of the vertex blocks where EG 1 and EG 2 have both value 0 b while r 3 has value 1 b , implying that v C (EG 1 ), v C (EG 2 ) ≥ 27.
A simple argument shows that at least two of such edge gadgets are not incident on a common vertex. Indeed the set of vertex gadgets on which EG 1 , EG 2 , EG 3 , EG 4 are incident contains at least four vertex gadgets, for otherwise two edge gadgets must be incident on the same two vertex gadgets. Hence the 12 positions of the edge block will be deleted from each row in C.
Lemma 3.9. Let C be a cluster containing an edge gadget EG ij incident on vertex gadget V G i and V G j , two rows r x , r y adjacent to EG ij such that r x belongs to V G i and r y belongs to V G j . Then c(EG ij ) = c(r x ) = c(r y ) ≥ 18.
Proof. The lemma follows from the fact that r x and r y have Hamming distance 18. Lemma 3.10. Let C be a cluster containing an edge gadget EG ij , and a jolly row j i . Then c(EG ij ) is at least 18.
Proof. First, osberve that EG ij and j i have Hamming distance at least 14. Redefining the virtual cost of j i , the virtual cost of j i is split among those rows of C which are not jolly rows. Denote those rows by s(j). Observe that if |s(j)| ≤ 3, then a virtual cost of at least 14 3 > 4 is added to the rows of s(j) and the lemma holds.
we can assume that |s(j)| ≤ 4, otheriwise we can split C in two clusters without increasing the cost, hence at most 4 rows of C are non-jolly rows. If |s(j)| = 4, then there exist at least one row r in s(j) such that there are at least 3 positions where EG ij and j i have the same value, while r has a different value. Hence, before it is redefined, the virtual cost is at least 17 for each row in C. Since the virtual cost of j i is split among 4 rows and 17 4 > 4, the lemma follows.
Proposition 3.11. Let C be a cluster containing two edge gadgets EG 1 , EG 2 not incident on a common vertex gadget and a row r belonging to a vertex gadget, such that r is not adjacent to
Proof. Since EG 1 and EG 2 are not incident on a common vertex gadget H(EG 1 , EG 2 ) ≤ 24. Now consider the rows r and assume w.l.o.g. that r belongs to vertex gadget V G i . Since r is not adjacent to EG 1 and EG 2 there are at least 6 positions in the i-th block, where EG 1 and EG 2 have both value 0, while r has value 1.
Before proving the main lemma of this section, we observe that each edge gadget has Hamming distance at least 9 from any other row. Now we are able to show how we can transform any solution into a canonical solution without increasing its cost. Such result also completes our proof that ABT (3) is APX-hard. Proof. Clearly if S is canonical we are done. Otherwise we apply Algorithm 1.
Observe that all the edge gadgets in the computed solution S are clustered in a type b solution by construction. Moreover, given a set of rows Z we will denote by v C 1 (Z) and v C 2 (Z) the sum of the virtual costs of the rows of Z in the solution respectively before and after applying the algorithm. We prove the lemma by showing that at each step the algorithm builds some sets of the final solution, whose rows have a total virtual cost not larger than that before the step. Since a type a solution is always optimal for V G i , we can consider the case when V G i is associated by Algorithm 1 with a type b solution. More precisely, let C be a cluster considered by the algorithm, and let E(C) be the set of edge gadgets in C. Each step of Algorithm 1 modifies the solution only with regards to E(C) and V (C). We will distinguish several cases, depending on the structure of E(C). For simplicity's sake, we will denote with S and S * respectively the solution before and after applying the algorithm. Notice that, by construction, |V (C)| ≤ |E(C)|.
• Assume that |E(C)| > 3. By Lemma 3.8, the virtual cost (in S) of each edge gadget in E(C) is at least of 36. Therefore the virtual cost of E(C) and
which is the virtual cost of E(C) and V (C) in S * .
• Assume that |E(C)| = 3 and no two gadgets in E(C) are incident on a common vertex gadget. By Lemma 3.7, the virtual cost (in S) of each edge gadget in E(C) is at least of 36. We can apply the same analysis of case (i) to show that the virtual cost of S * is less than that of S.
• Assume that |E(C)| = 3 and two gadgets in E(C) are incident on a common vertex gadget. By Lemma 3.7, the virtual cost (in S) of each edge gadget in E(C) is at least of 27, but notice that |V (C)| ≤ 2. Therefore the virtual cost of E(C) and V (C) in S is at least 27 · 3 + 81 · |V (C)|, and the the virtual cost of E(C) and V (C) in S is at most 12 · 3 + 99 · |V (C)|. It is immediate to notice that the former is more than the latter when |V (C)| ≤ 2.
• Assume that |E(C)| = 2 and such two gadgets EG 1 , EG 2 in E(C) are not incident on a common vertex gadget. By Lemma 3.7, the virtual cost (in S) of each edge gadget in E(C) is at least of 27, but notice that |V (C)| ≤ 2. Let r be a row in C that is not an edge gadget (one must exists because |C| ≥ 3 and there are exactly two edge gadgets in C).
We have to distinguish two cases, according to the fact that r is a jolly row or a row of a vertex gadget. If r is a jolly row, also two columns of the jolly block must be deleted, moreover the deleted entries of r are accounted on the (at most four) non-jolly rows of C, hence the virtual cost of the rows in E(C) is at least 36. Therefore the virtual cost of E(C) and V (C) in S is at least 36 · 2 + 81|V (C)| ≥ 12 · 2 + 99|V (C)|, which is the virtual cost of E(C) and V (C) in S * .
Assume now that r is a row of a vertex gadget X. Assume that r is not adjacent to EG 1 and EG 2 . By Proposition 3.11, the virtual cost of each of the edge gadgets in E(C) and of X is at least 30. Therefore the virtual cost of E(C) and V (C) in S is at least 30 · 2 + 81|V (C)| ≥ 12 · 2 + 99|V (C)|, which is the virtual cost of E(C) and V (C) in S * , where the inequality holds since |V (C)| ≤ 2.
Assume w.l.o.g. that r is adjacent to EG 1 and that r belongs to vertex gadget V G i . Then the virtual cost of EG 1 , EG 2 and r will be at least 27. Observe that the virtual cost of E(C) and V (C) in S is at least 27 · 2 + 81|V (C)|. If |V (C)| ≤ 1, then 27 · 2 + 81|V (C)| ≥ 12 · 2 + 99|V (C)|, which is the virtual cost of E(C) and V (C) in S * . Hence let V (C)| = 2. We can assume that the algorithm assings V G i to V (C). Observe that r will have a cost of at most 12 in S * , while it has a virtual cost of 27 in S. It follows that the virtual cost of E(C) and V (C) in S is at least 27 · 2 + 81|V (C)| + 15 ≥ 12 · 2 + 99|V (C)|, where the inequality holds since |V (C)| = 2.
• Assume that |E(C)| = 2 and such gadgets in E(C) are incident on a common vertex gadget. By Lemma 3.7, the virtual cost (in S) of each edge gadget in E(C) is at least of 21, but notice that |V (C)| ≤ 1. Therefore the virtual cost of E(C) and V (C) in S is at least 27 · 3 + 81 · |V (C)|, and the the virtual cost of E(C) and V (C) in S is at most ≥ 12 · 3 + 99 · |V (C)|. It is immediate to notice that the former is more than the latter when |V (C)| ≤ 1.
• Assume that |E(C)| = 1 and that an edge gadget EG l,h is clustered with two rows r 1 , r 2 from different vertex gadgets V G i , V G j . Note that r 1 and r 2 have an Hamming distance of at least 18. If EG l,h is not incident in both V G i and V G j , it will have a virtual cost of at least 21, since there will be three positions in the edge block where both r 1 and r 2 have value 0, while EG l,h has value 1. Since r 1 , r 2 have a virtual cost of at most 12 in S * , we will have a virtual cost of 36 for these elements in S * , while in S the cost will be at least of 63. Assigning E to an incident vertex gadget V G z , we will increase the cost of V G z from 81 to 99, while decreasing the cost of the rows in the gadget of at least 27.
• Assume that E(C) = 1, that EG l,h is clustered with two rows r 1 , r 2 from different vertex gadgets V G i , V G j and that EG l,h is incident in at least one of V G i and V G j . It follows that we can define a type b solution for one of the two vertex gadgets, w.l.o.g.
Defining a solution type b for V G i we will increase the cost from 81−9 = 72 to 99−12 = 87, while decreasing the cost of the rows in C from 18 · 3 = 54 to 12 · 3 = 36.
• Assume that E(C) = 1 and that C contains an edge gadget EG i,l and (at least) two rows r 1 , r 2 of V G j , with j = i, l. Observe that for each row of C the virtual cost will be at least 21. Indeed there at least 9 positions in the vertex block associated with V G j where at least of r 1 , r 2 has value 1, while EG i,l has value 0. Furthermore, EG i,l is incident in two docking vertices not belonging to V G j , hence there are 3 position in the vertex block associated with V G i , 3 position in the vertex block associated with V G l and 6 positions in the edge block where EG i,l has value 1 and both r 1 , r 2 has value 0. Now, assuming that the virtual cost of the element in C is at least 21 * 3 = 63 in S, while in S * is at most instead of 12 * 3 = 36. Defining a type b solution for one of the vertex gadget V G i , V G l increases the cost from 81 to 99.
• Assume that E(C) = 1 and that C contains an edge gadget EG i,l and (at least) two rows r 1 , r 2 of V G i so that either at least one rows of C is not adjacent to EG i,l or C contains at least one rows adjacent to EG i,j and one jolly rows. W.l.o.g. we assume that if there exists a row in C not adjacent to EG i,l then this row is r 2 . First we show that the virtual cost of the non-jolly rows in C is at least 15. Indeed if r 2 is not adjacent to EG i,l , then it follows from Property 3.1 H(r 1 , EG i,j ) ≥ 15. Otherwise we may assume that all the rows in C except for r 1 are jolly rows. If r 2 is a jolly row, then there are at least 11 entries deleted in each row of C. Since there are at most two non jolly-rows in C, it follows that the virtual cost of the non-jolly rows of C is at least 15.
Now we consider the virtual cost of the rows of V G i in S and in S * . Assume that the canonical solution S * assign to V G i a type b solution. Observe that the three rows incident in r i 6 of V G i have virtual cost 9 in S * , hence they have an virtual optimal cost, while the six rows of V G i left have virtual cost 12. Denote by W i this set of six row. Observe that for each row in W i there exists exactly one cluster such that they can have a virtual cost of 9. W.l.o.g. for the two rows of W i incident on c i 4 , this cluster consists of the three rows of V G i incident on cr i 4 , that is {(c i 1 , c i 4 ), (c i 4 , c i 6 ), (c i 4 , c i 7 )}. In any other cluster, the virtual cost of a row of W i is at least 12. Indeed, in this case a row r W of W i either it is co-clustered with a not adjacent row or it is clustered with an adjacent row and some jolly rows. But then there 8 positions deleted in each row co-clustered with r W , hence the virtual cost of the non-jolly rows is at least 12. Consider the rows of V G i having virtual cost 9 in S. First note that such rows are at most 6, since one row of V G i is clustered with EG i,l and the optimal clusters have size 3. Now, if there is exactly one optimal cluster in S, then it follows that the type b solution for V G i has (at most) the same virtual cost of S, since a type b solution has exactly one optimal cluster. Hence, we must assume that in solution S there exist exactly two optimal clusters. Now assume w.l.o.g. that the edge gadget EG i,l is incident on c i 1 . Observe that the possible optimal clusters of S consist of the rows incident on c i 2 , c i 4 and c i 5 . It follows that in S the edge EG i,l is clustered with at least one row r w not incident on c i 1 , otherwise all the rows incident on c i 2 and c i 4 could not belong to optimal clusters. Now either there is a row r w in C not adjacent to EG i,l (hence at Hamming distance 15 from EG i,l ) or C consists of EG i,l , a row incident in r i 1 and jolly rows. In the former case it follows that the virtual cost in S for the rows in V G i ∪ E will be 6 * 9 for the two optimal clusters, 15 * 3 for the clusters containing E and 12 for one row left (since this row cannot be in an optimal cluster its virtual cost will be at least 12), hence a total virtual cost of 111. In the latter case the virtual cost in S for the rows in V G i ∪ E will be 6 * 9 for the two optimal clusters, 33 for the clusters containing E and 12 for two rows left (since these rows cannot be in an optimal cluster their virtual cost will be at least 12), hence a total virtual cost of
• Assume that C consists only of EG i,l and of jolly rows of V G i . Since there must be at least two jolly rows in C and the Hamming distance from EG i,l to a jolly row is at least 14, we can define a type b solution for one vertex gadget incident on EG i,l increasing the virtual cost of 18 for those rows, while decreasing the virtual cost of the rows in C of at least 30.
Since in a canonical solution of cost 99p + 81(n − p) + 12m there exist exactly p vertex gadget having a type b solution, it follows that we can compute in polynomial time a vertex cover for the graph G.
The reduction described is actually an L-reduction since in cubi graph G = (V, E), |E| = 
