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SUR LE CONSENSUS EN CATE´GORISATION LIBRE
Alain GUE´NOCHE1
re´sume´ – A` partir de jugements individuels sous forme de cate´gories (un profil de partitions
sur un ensemble X), on cherche a` e´tablir des cate´gories collectives, ici appele´es concepts. Nous
comparons deux approches combinatoires. La premie`re consiste a` calculer une partition consensus,
la me´diane du profil, c’est-a`-dire la partition de X dont la somme des distances aux jugements
individuels est minimum ; les concepts sont alors les classes de cette partition consensus. La
seconde commence par calculer une distance D sur X, base´e sur le profil, et a` construire un X-
arbre associe´ a` D ; les concepts sont alors certains sous-arbres de cet X-arbre. Nous cherchons
a` comparer ces deux approches, a` mesurer leur congruence, en particulier, dans quelle mesure les
classes de la partition consensus, sont des sous-arbres du X-arbre et re´ciproquement.
mots cle´s – Consensus, Donne´es cate´gorielles, Partitions, Repre´sentation arbore´e
summary – About consensus in free sorting task
Starting from individual judgments given as categories (i.e., a profile of partitions on an item set
X), we attempt to establish a collective partitioning of the items. For that task, we compare two
combinatorial approaches. The first one allows us to calculate a consensus partition, namely the
median partition of the profile, which is the partition of X whose sum of distances to the individual
partitions is minimal. Then, the collective classes are the classes of this partition. The second
one consists in calculating, first, a distance D on X based on the profile and then in building an
X-tree associated to D. The collective classes are then some of its subtrees. We compare these two
approaches and more specifically study the extent to which they produce the same decision as a set
of collective classes.
keywords – Categorization data, Consensus, Partitions, Tree representation
1. INTRODUCTION
Dans ce texte, nous cherchons a` comparer deux approches combinatoires du traite-
ment de donne´es cate´gorielles. Celles-ci correspondent a` des sujets, aussi appele´s
experts, qui re´partissent des items – photos, sons, produits – selon des cate´gories
individuelles. On admettra qu’un item n’est classe´ qu’une seule fois (par un expert)
et donc que chaque sujet exprime son jugement sous la forme d’une partition dont
le nombre de classes est libre, d’ou` l’appellation de cate´gorisation libre. Les donne´es
sont donc un profil Π de partitions sur un meˆme ensemble X. C’est une situation
que l’on retrouve aussi :
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• quand les items sont de´crits par des variables nominales, avec les donne´es
binaires comme cas particulier, chaque variable e´tant une partition, a` deux
classes dans ce cas ;
• quand on applique une me´thode de partitionement sur un ensemble X de´crit
avec des donne´es re-chantillonnes (bootstrapped data).
On cherche alors a` classer les e´le´ments de X, c’est-a`-dire passer d’un profil de
partitions, calcule´es ou correspondant aux variables ou aux cate´gories individuelles,
a` une partition unique, dont les classes collectives sont ici appele´es concepts.
Une approche classique [Celeux et al., 1989] consiste a` conside´rer chaque partition
comme une fonction caracte´ristique sur les paires et a` additionner ces fonctions pour
e´tablir une similitude ou une distance sur X, puis a` calculer une partition a` partir
de cette somme. Elle ne re´siste pas a` des expe´rimentations rigoureuses. Pour rester
dans le cadre de l’Analyse Combinatoire de Donne´es, c’est-a`-dire en laissant les
items dans leur espace de repre´sentation, les partitions, nous proposons deux fac¸ons
de traˆıter le proble`me.
• La premie`re consiste a` construire une partition me´diane pour Π, dont la somme
des distances aux partitions du profil est minimum. C’est elle qui repre´sente
au mieux l’ensemble des cate´gories individuelles, et qui peut eˆtre conside´re´e
comme le jugement collectif des experts.
• La seconde est la me´thode de´veloppe´e par Barthe´lemy [1991] et Dubois [1991].
Il s’agit de calculer une distance D entre items, et de repre´senter cette dis-
tance sous forme d’un X-arbre A, c’est-a`-dire un arbre dont l’ensemble des
feuilles est X et les nœuds sont les racines des sous-arbres correspondant aux
classes. La distance tenant compte de toutes les partitions permet le passage
de l’individuel au collectif, et les sous-arbres de A sont conside´re´s comme des
concepts.
La question est de savoir si ces deux me´thodes produisent, sur les meˆmes donne´es,
des re´sultats similaires. Plutoˆt que de comparer les concepts construits sur des
donne´es classiques (benchmark), nous allons e´tablir un protocole de simulation. Par-
tant d’une partition quelconque, on ge´ne`re un profil fait de partitions similaires en
effectuant un nombre fixe´ de transferts d’un e´le´ment d’une classe dans une autre.
Pour chaque profil, on construit alors la partition consensus et la se´rie des scissions
du X-arbre correspondant. On calcule alors les valeurs d’indices, dont les valeurs
moyennes permettent de mesurer la congruence des deux me´thodes.
Dans la Section 2, nous de´crivons la fac¸on de calculer des partitions me´dianes,
optimales pour des profils de taille limite´e, approche´es pour des proble`mes de taille
quelconque. Dans la Section 3, nous reprenons pre´cisemment la me´thode de
Barthe´lemy et Dubois et une fac¸on de de´terminer une partition optimale dans un X-
arbre. Dans la Section 4, nous de´crivons notre processus de simulation qui permet de
mesurer la congruence de ces deux me´thodes. Il permet d’affirmer la supe´riorite´ de la
me´thode du consensus me´dian pour construire des concepts a` partir de cate´gories in-
dividuelles. Tout au long de ce texte, nous traitons un petit proble`me de cate´gorisa-
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tion libre, propose´ par P. Gaillard, et qui porte sur 16 (extraits de) morceaux de
musique, classe´s par 17 experts musiciens [Stervinou, 2011].
exemple
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Ame´lie 2 3 4 7 2 4 1 1 5 3 6 6 2 1 5 8
Arthur 1 4 4 2 1 1 4 4 3 4 2 5 1 5 3 4
Aurore 1 1 2 3 3 2 1 3 4 1 3 4 2 4 3 2
Charlotte 3 6 5 1 3 5 6 2 3 6 1 3 5 4 2 5
Cle´ment 7 3 5 8 4 5 1 1 4 3 9 6 7 6 2 2
Cle´mentine 1 1 2 3 1 2 1 5 4 1 3 2 2 5 4 2
Florian 2 5 6 8 1 6 7 7 5 3 4 3 2 4 7 7
Jean-Philippe 2 3 3 1 2 3 4 4 2 3 1 1 2 1 4 4
Je´re´mie 1 2 3 4 1 3 2 5 5 2 5 6 3 6 5 3
Julie 4 4 3 4 4 3 1 1 2 4 2 2 3 2 1 3
Katrin 1 2 2 2 1 3 3 3 1 2 3 4 2 3 2 3
Lauriane 2 1 1 3 2 1 4 4 3 2 1 3 2 4 4 1
Louis 3 1 3 3 3 1 3 2 2 1 2 3 1 2 2 1
Lucie 4 2 3 4 4 1 5 6 6 2 6 6 1 5 6 3
Madeleine 3 2 1 5 3 1 2 2 4 4 5 4 1 2 2 3
Paul 1 4 4 1 1 4 3 3 1 4 3 2 1 3 3 3
Vincent 5 2 2 1 1 2 3 3 4 2 3 4 5 3 4 3
table 1 : Les cate´gorisations des 17 experts sous forme de partitions.
Chaque ligne correspond a` un juge et indique le nume´ro de classe des 16 morceaux.
Pour Ame´lie, il y a 8 classes, {7, 8, 14} est la premie`re, {1, 5, 13} la seconde, etc.
2. PARTITION CONSENSUS
C’est le proble`me de partitionnement d’items de´crits par des variables nominales
qui est a` l’origine des travaux sur le consensus de partitions avec l’article de Re´gnier
[1965] qui introduisit la notion de partition centrale ou me´diane, celle dont la somme
des distances aux partitions du profil est minimum.
2.1. consensus par la me´diane
Soit X un ensemble a` n e´le´ments, P l’ensemble de toutes les partitions de X et Π
un profil de m partitions de X pas ne´cessairement diffe´rentes. Pour une partition
donne´e P ∈ P (classes disjointes, non vides dont l’union est e´gale a` X), tout e´le´ment
xi ∈ X appartient a` la classe note´e P (i). Dans ce qui suit, δ de´signe le symbole
de Kronecker habituel ; on a donc δP (i)P (j) = 1 si xi et xj sont re´unis dans P ,
δP (i)P (j) = 0 sinon.
E´tant donne´ un ensemble X fini et un profil Π, le proble`me de la partition
consensus consiste a` de´terminer une partition π ∈ P qui re´sume au mieux le profil
au sens d’un certain crite`re. E´tant donne´es deux partitions P et Q de X, nous
e´tablissons une mesure de similitude S entre P et Q dont la valeur est d’autant plus
e´leve´e qu’un grand nombre de paires d’e´le´ments re´unis (resp. se´pare´s) dans P le
sont e´galement dans Q. Les partitions sur X e´tant des relations d’e´quivalence sur les
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paires (d’e´le´ments de X), on mesure l’e´cart entre deux partitions par la distance de
la diffe´rence syme´trique entre ces relations [Barthe´lemy & Monjardet, 1981], note´e
∆, et la similitude est de´finie par S(P,Q) = n(n−1)
2





δP (i)P (j)δQ(i)Q(j) + (1− δP (i)P (j))(1− δQ(i)Q(j))
)
. (1)
Cette similitude entre partitions est e´quivalente a` l’indice de Rand [1971] non
normalise´, puisque celui-ci est e´gal au pourcentage de paires conjointement re´unies
ou se´pare´es.
Le score d’une partition P relativement a` un profil Π = (P1, . . . , Pm) est de´fini





La partition qui maximise SΠ est me´diane pour le profil Π, puisque la similitude
entre partitions est le comple´mentaire de la somme des cardinaux des diffe´rences
syme´triques.
E´tant donne´ un profil Π = (P1, . . . , Pm), on note Tij le nombre de partitions dans
lesquelles deux e´le´ments donne´s xi et xj sont re´unis. Dans ces conditions, le score
























i<j Tij ne de´pendent pas de P . Ainsi, en e´liminant ces
deux termes et en multipliant par un facteur 1/2, maximiser SΠ(P ) est e´quivalent
a` maximiser la quantite´ :
∑
i<j






Si l’on note R(P ) l’ensemble des paires re´unies dans P , c’est-a`-dire telles que










Le crite`re WΠ s’interpre`te de fac¸on tre`s intuitive. Il signifie que, dans une par-
tition P , une paire d’e´le´ments de X a une contribution positive au crite`re (resp.
ne´gative) quand ces deux e´le´ments sont re´unis dans plus (resp. moins) de la moitie´
des partitions de Π.
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Soit Kn le graphe complet sur X dont les areˆtes sont ponde´re´es parW : w(i, j) =
Tij−m/2. Soit P une partition en p classes P = (X1, . . . , Xp). La quantite´W (Xk) =∑
(xi 6=xj)∈(Xk)2















Nous nous attachons a` construire une partition qui maximise WΠ en pre´sentant
une me´thode optimale et un algorithme efficace pour e´tablir une partition sous-
optimale. Il s’agit de l’heuristique de Fusion-Transfert, FT , qui combine classifica-
tion ascendante hie´rarchique et proce´dure de transferts, dont le principe e´tait de´ja`
propose´ par Re´gnier [1965].
exemple
La Table 2 indique le score de chaque paire : 2w(i, j) = 2Tij−m. Les morceaux 1 et
2 e´tant classe´s ensemble dans 3 partitions (Aurore, Cle´mentine et Julie) leur score




4 -9 -13 -13
5 9 -13 -15 -5
6 -15 -7 9 -17 -15
7 -11 -5 -13 -15 -13 -15
8 -17 -13 -15 -15 -15 -15 5
9 -9 -15 -17 -13 -7 -17 -17 -11
10 -9 11 -7 -13 -11 -9 -7 -15 -15
11 -17 -15 -15 -5 -15 -13 -11 -3 -9 -17
12 -13 -17 -13 -11 -13 -15 -15 -15 -3 -13 -9
13 -1 -13 -3 -13 -7 1 -17 -17 -13 -11 -17 -15
14 -17 -15 -17 -15 -17 -15 -3 -1 -11 -17 -3 -5 -17
15 -17 -13 -15 -13 -15 -17 -5 5 -3 -15 -7 -13 -15 -9
16 -15 -11 -1 -17 -15 -1 -5 -5 -17 -13 -9 -15 -5 -11 -9
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
table 2 : Scores des paires de morceaux de musique d’apre`s le profil de la Table 1
2.2. me´thodes d’optimisation
Maximiser WΠ revient a` construire une partition de poids maximum ou encore un
ensemble de cliques disjointes dans (Kn,W ), qui soit de poids maximum. Suite
aux contributions de plusieurs auteurs, Krˇiva´nek et Mora´vek [1986], Barthe´lemy et
Leclerc [1995] et Hudry [2012], le proble`me est classe´ NP-difficile, et donc on ne
connaˆıt pas d’algorithmes polynomiaux qui donnent une solution optimale.
2.2.1. Me´thode exacte
Comme il est de´ja` signale´ dans Re´gnier [1965], le proble`me de la partition consensus
(ou centrale) est un proble`me d’optimisation discre`te que l’on peut re´soudre par
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programmation line´aire en nombres entiers. E´tant donne´e une partition P , en posant





avec la contrainte que α est une relation d’e´quivalence sur X. Le proble`me d’optimi-
sation revient donc a` trouver la matrice α maximisant WΠ sous les contraintes :

∀(i < j), αij ∈ {0, 1}
∀(i < j < k), αij + αjk − αik ≤ 1
∀(i < j < k), αij − αjk + αik ≤ 1
∀(i < j < k),−αij + αjk + αik ≤ 1











contraintes qui peut eˆtre re´solu de fac¸on exacte pour e´tablir une partition π,
re´alisant l’optimum de la fonction WΠ sur P . Pour n = 100, cela fait 4950 variables
et 485100 contraintes. Ce sont les tailles limites des proble`mes traitables par le
logiciel libre GLPK (GNU Linear Programming Kit). Pour les profils de partitions
a` deux classes, le temps de calcul peut devenir prohibitif de`s n = 30.
2.2.2. Me´thode approche´e
De nombreuses me´thodes approche´es ont e´te´ envisage´es, a` commencer par laMe´thode
des transferts propose´e par Re´gnier [1965]. Elle consiste, en partant d’une partition
quelconque, a` affecter un e´le´ment a` une autre classe tant que le crite`re a` optimiser
croˆıt. C’est une simple me´thode de descente qui e´tablit un maximum local de la
fonction de score. Dans ce qui suit, nous exposons une heuristique d’optimisation de
WΠ qui donne d’excellents re´sultats. Elle est de´rive´e de la me´thode du lien moyen
et de la me´thode des transferts, suivie d’une proce´dure d’optimisation stochastique ;
d’autres proce´dures de ce type ont e´te´ teste´es par De Amorim et al. [1992].
La premie`re partie, Fusion, correspond a` une me´thode ascendante hie´rarchique.
On part de la partition atomique P0 et, a` chaque e´tape, on re´unit les deux classes
qui maximisent la valeur de la partition re´sultante ; ce sont les deux classes pour
lesquelles la somme des poids des areˆtes interclasses est maximum. Le processus
s’arreˆte quand aucune fusion ne permet plus d’accroˆıtre le crite`re. On aboutit a`
la partition π = (X1, . . . , Xp) telle que toute partition πij obtenue par re´union des
classes Xi et Xj est de score plus faible : WΠ(πij) < WΠ(π).
Dans la seconde partie, on commence par calculer le poids de l’affectation de
chaque e´le´ment xi a` chaque classe Xk. Soit K(i, k) =
∑
xj∈Xk
w(i, j). Si xi ∈ Xk,
K(i, k) est la contribution de xi a` sa classe, et au score de la partition courante.
Sinon, cette valeur correspond a` une affectation e´ventuelle a` autre classe Xk′ . La
diffe´rence K(i, k′) − K(i, k) est la variation du crite`re conse´cutive au transfert de
xi de la classe Xk a` la classe Xk′ . Notre proce´dure consiste a` de´placer, a` chaque
e´tape, l’e´le´ment qui maximise un gain non ne´gatif de score. On l’affecte ainsi, soit
a` une autre classe a` laquelle il contribue positivement (s’il en est), soit a` une classe
supple´mentaire. Dans ce cas, cet e´le´ment devenu singleton a une contribution nulle
au score, ce qui fait que le crite`re augmente.
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Nous avons imple´mente´ cette strate´gie en ge´rant une table, indexe´e sur X et
sur les classes de la partition courante, qui contient les valeurs de K ; la proce´dure
s’arreˆte lorsque chaque item a une contribution positive ou nulle a` sa classe qui est
supe´rieure ou e´gale a` toute autre.
A` cet algorithme de´terministe, qui renvoie une partition π, nous avons ajoute´ une
proce´dure d’optimisation stochastique. Ayant remarque´ que la partie Transfert e´tait
tre`s efficace, nous avons choisi de l’appliquer a` des partitions ale´atoires obtenues a`
partir de la meilleure partition courante, par e´changes ale´atoires d’e´le´ments entre
classes (swapping). Il y a deux parame`tres a` de´finir, le nombre maximum d’e´changes
(SwapMax), et le nombre maximum d’essais conse´cutifs sans ame´lioration de WΠ
(NbEs).
Algorithme de Fusion-Transfert (FT)
1. Proce´dure de Fusion
• Partir de la partition atomique P0
• Calculer le gain de la fusion de toute paire de singletons (w(i, j))
• Tant que le score augmente
– re´unir les deux classes donnant un gain maximum
– mettre a` jour les couˆts de la fusion de la nouvelle classe avec les
classes restantes
2. Proce´dure de Transfert
• Calculer le poids K(i, k) de chaque e´le´ment xi dans chaque classe Xk
• Tant qu’il existe un e´le´ment dont le poids dans sa classe est ne´gatif ou
n’est pas maximum
– Le placer dans la classe ou` sa contribution est positive et maximum,
si elle existe, sinon en faire un singleton
– mettre a` jour les poids des e´le´ments dans les deux classes modifie´es
3. Proce´dure stochastique
• ess← 0
• Tant que (ess < NbEs)
– Soit swap un entier ale´atoire entre 1 et SwapMax ;
– A partir de la partition courante π, Faire swap e´changes d’e´le´ments
tire´s au hasard;
– Appliquer la proce´dure de Transfert qui renvoie la partition π′ ;
– Si (WΠ(π
′) > WΠ(π)), { π ← π
′; ess← 0; } sinon ess← ess+ 1.
Complexite´ : Hormis la proce´dure stochastique, FT est une me´thode de complexite´
polynomiale : O(mn2 + n3).
Le calcul de W est en O(mn2). Dans la partie Fusion, il y a au plus n ite´rations
pour lesquelles il faut trouver les 2 classes a` fusionner (O(n2)) et mettre a` jour les
72 a. gue´noche
gains (O(n2)). Pour la partie Transfert, il faut d’abord calculer les poids des e´le´ments
(O(mn2)) puis, a` chaque transfert, de´placer un e´le´ment (O(n)), dans une autre classe
(O(n)) et mettre a` jour les poids de tous les e´le´ments dans les deux classes concerne´es
(O(n)). La proce´dure de transfert, et la proce´dure stochastique sont ne´cessairement
finies, puisque les transferts ne sont re´alise´s qu’en cas d’accroissement de W .
Graˆce a` un protocole de simulations qui permet de ge´ne´rer des profils pour
lesquels on peut calculer une partition consensus (optimale), nous avons montre´ que
la me´thode FT donne, meˆme pour des proble`mes difficiles, des re´sultats optimaux
dans 80 % des cas et tre`s proches de l’optimal dans tous les autres [Gue´noche, 2011].
L’utilite´ de la proce´dure stochastique de´pend de la difficulte´ du proble`me ; elle est
essentielle dans le cas d’un profil de bipartitions. Nous avons e´galement compare´ FT
a` d’autres heuristiques, comme celle qui consiste a` ame´liorer la partition du profil
de plus haut score par une suite de transferts, ou la me´thode de Louvain [Blondel et
al., 2008] qui peut s’appliquer a` toute matrice de ponde´rations positives et ne´gatives
sur les paires ; la me´thode FT reste la plus performante en moyenne.
exemple
Dans la partition consensus du profil des partitions de la Table 1, il n’y a que de
petites classes, dont 7 re´duites a` un seul e´le´ment. Le score de chaque classe est
indique´, ainsi qu’un taux de robustesse, ρ, e´gal au pourcentage moyen de juges
qui re´unissent les paires de cette classe. La partition obtenue par l’algorithme de
Fusion-Transfert est bien de score optimal 34.
• Classe 1 : (1, 5) (Score = 9, ρ = 0, 765)
• Classe 2 : (2, 10) (Score = 11, ρ = 0, 824)
• Classe 3 : (3, 6) (Score = 9, ρ = 0, 765)
• Classe 4 : (7, 8, 15) (Score = 5, ρ = 0, 549)
• Singletons : (4|9|11|12|13|14|16)
3. REPRE´SENTATION ARBORE´E D’UN PROFIL DE PARTITIONS
Au de´but des anne´es 90, J.-P. Barthe´lemy [1991] et D. Dubois [1991] ont eu l’ide´e,
pour de´terminer les cate´gories collectives correspondant a` un profil de partitions, de
mesurer une distance entre items et de repre´senter cette distance sous forme d’un
arbre a` distances additives ou X-arbre. Rappelons qu’un X-arbre est un arbre dont
les feuilles (sommets externes) sont e´tiquete´s par les e´le´ments de X, dont les nœuds
(sommets internes) sont non e´tiquete´s et de degre´ au moins 3, et dont les areˆtes ont
une longueur positive ou nulle [Barthe´lemy et Gue´noche, 1988]. A` chaque X-arbre A
est associe´e une distance d’arbre DA, telle que DA(x, y) soit la longueur de la chaˆıne
dans l’arbre entre les feuilles x et y ; c’est la somme des longueurs des areˆtes sur cette
unique chaˆıne. Les distances d’arbre sont les distances exactement repre´sentables
par un X-arbre, qui est unique. Donc, e´tant donne´ un tableau de distance D entre
items, on cherche a` construire un X-arbre A, dont la distance d’arbre DA soit la
plus proche possible de D ; c’est un proble`me d’approximation.
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Le choix d’une me´trique sur X permettait donc de passer des jugements indi-
viduels aux cate´gories collectives, par l’interme´diaire des sous-arbres. Un item est
connecte´ a` un ensemble d’e´le´ments formant un sous-arbre, non pas parce qu’il est
plus proche, comme dans un arbre hie´rarchique, mais parce qu’il s’associe aux autres
e´le´ments de ce sous-arbre par opposition aux paires situe´es hors de ce sous-arbre.
C’est la notion de score de´veloppe´e par Sattah et Tversky [1977] qui fait qu’une
paire {x, y} s’oppose (dans l’arbre) a` une autre paire {z, t} parce que
D(x, y) +D(z, t) ≤ min{D(x, z) +D(y, t), D(x, t) +D(y, z)}. (6)
C’est bien suˆr une notion diffe´rente de celle des scores des paires du consensus,
c’est pourquoi nous utiliserons le terme de poids. Le poids d’une paire {x, y} est
donc le nombre de paires {z, t} qui ve´rifient l’e´quation 6. L’algorithme ADDTREE
de Sattah et Tversky re´unit a` chaque ite´ration les paires de poids maximum, et
construit ainsi un X-arbre associe´ a` une distance D.
3.1. distances entre items d’apre`s un profil
La question de la me´trique sur X d’apre`s un profil de partitions fut vite re´solue.
Les partitions e´tant, fondamentalement, des relations sur les paires d’e´le´ments de X
qui sont soit re´unis soit se´pare´s, la distance naturelle entre x et y est la proportion
de partitions dans lesquelles x et y sont se´pare´s, soit la distance de la se´paration2.
Ds(xi, xj) =| {P ∈ Π avec P (i) 6= P (j)} |= m− Tij.
exemple
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 0 14 16 13 4 16 14 17 13 13 17 15 9 17 17 16
2 14 0 11 15 15 12 11 15 16 3 16 17 15 16 15 14
3 16 11 0 15 16 4 15 16 17 12 16 15 10 17 16 9
4 13 15 15 0 11 17 16 16 15 15 11 14 15 16 15 17
5 4 15 16 11 0 16 15 16 12 14 16 15 12 17 16 16
6 16 12 4 17 16 0 16 16 17 13 15 16 8 16 17 9
7 14 11 15 16 15 16 0 6 17 12 14 16 17 10 11 11
8 17 15 16 16 16 16 6 0 14 16 10 16 17 9 6 11
9 13 16 17 15 12 17 17 14 0 16 13 10 15 14 10 17
10 13 3 12 15 14 13 12 16 16 0 17 15 14 17 16 15
11 17 16 16 11 16 15 14 10 13 17 0 13 17 10 12 13
12 15 17 15 14 15 16 16 16 10 15 13 0 16 11 15 16
13 9 15 10 15 12 8 17 17 15 14 17 16 0 17 16 11
14 17 16 17 16 17 16 10 9 14 17 10 11 17 0 13 14
15 17 15 16 15 16 17 11 6 10 16 12 15 16 13 0 13
16 16 14 9 17 16 9 11 11 17 15 13 16 11 14 13 0
Table 3 : Distance de la se´paration entre les morceaux de musique
2On peut ponde´rer les jugements selon un degre´ d’expertise des juges, ou du nombre de paires
se´pare´es dans chaque partition. Dans ce dernier cas, chacun attribue le meˆme nombre de points,
quelle que soit sa partition P , en cre´ditant chaque paire se´pare´e d’une fraction
1
n(n−1)
2 − |R(P )|
de points.
74 a. gue´noche
3.2. X-arbres et sous-arbres
Initialement, c’est la me´thode ADDTREE qui a e´te´ utilise´e pour construire l’arbre
(cf. [Barthe´lemy et Gue´noche, 1988]). Rappelons qu’il s’agit d’une me´thode de
groupement (ascendante) dans laquelle a` chaque ite´ration :
• on calcule le poids de chaque paire (en e´nume´rant tous les quadruplets);
• on re´unit la paire de poids maximum (on peut en re´unir plusieurs, si leur
poids atteint un maximum the´orique de
(n− 2)(n− 3)
2
) que l’on connecte a`
un nouveau nœud dans l’arbre;
• on calcule les longueurs de trois areˆtes (par des formules de´taille´es dans l’ou-
vrage pre´-cite´) ; deux me`nent aux sommets re´unis et la troisie`me est l’areˆte
interne qui connecte le nouveau nœud au reste de l’arbre;
• on re´duit la dimension du tableau de distance en remplac¸ant la paire d’e´le´ments
re´unis par leur sommet adjacent dans l’arbre.
Par la suite, pour des raisons de complexite´ (ADDTREE est en O(n4) a` chaque
ite´ration), mais aussi pour des raisons de qualite´ de l’arbre reconstruit, en terme
d’approximation de la distance initiale mais aussi d’aptitude a` retrouver un arbre
connu, la me´thode NJ [Saitou et Ney, 1987] a e´te´ utilise´e. Il s’agit e´galement d’une
me´thode de groupement, mais la paire re´unie est choisie diffe´remment : on retient
celle qui introduit l’areˆte interne de longueur minimum, appliquant un principe de
parcimonie cher aux e´volutionnistes. Elle donne, comme nous l’avons ve´rifie´ sur les
simulations du paragraphe 4, des re´sultats bien meilleurs que ADDTREE (en terme
de qualite´ des sous-arbres).
Contrairement aux arbres hie´rarchiques, les X-arbres ne sont pas enracine´s et
la notion de sous-arbre doit eˆtre pre´cise´e. De fait, un X-arbre est un ensemble de
bipartitions (scissions) ; chacune correspond a` une areˆte de l’arbre. Cette areˆte
oppose les deux classes de part et d’autre. Dans un X-arbre il y a n areˆtes, dites
externes, adjacentes aux feuilles et n− 3, areˆtes dites internes. Il y a donc 2(n− 3)
classes ou sous-arbres possibles, qui n’ont pas 1 ou n− 1 e´le´ments.
C’est la` que s’arreˆte la partie formelle de la me´thode de Barthe´lemy-Dubois. Le
de´coupage de l’arbre en cate´gories collectives revenait a` l’utilisateur. La me´thode
se limitait a` la repre´sentation d’un profil de partitions sur X sous la forme d’un
X-arbre. Comment s’y prenait l’utilisateur ? Ge´ne´ralement, la lecture des X-arbres
est guide´e par la longueur des areˆtes internes qui me`nent aux sous-arbres ; plus
une areˆte est longue, plus le sous-arbre correspondant est conside´re´ comme valide
et donc interpre´te´ comme une cate´gorie collective mise en e´vidence par la distance.
Ces longues areˆtes de´signent des classes bien se´pare´es choisies par l’utilisateur au
vu de l’arbre. Pour achever la me´thode d’un point de vue algorithmique, je m’en
suis tenu a` cette pratique courante. Mais le nombre de cate´gories retenues reste a`
de´finir. Je me suis fixe´ sur le nombre de classes de la partition consensus qui ne sont
pas des singletons.
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exemple
L’arbre obtenu par la me´thode NJ applique´e a` la distance de la se´paration est
















































figure 1. Le X-arbre des 16 morceaux de musique avec les longueurs d’areˆtes
Notons tout d’abord que les classes 1, 5|2, 10|3, 6|7, 8, 15 sont bien des sous-arbres.
Comme il y a 4 classes d’au moins 2 e´le´ments dans la partition consensus, nous
recherchons les 4 sous-arbres les mieux se´pare´s :
• Long = 5,341 → Classe 1 : {2, 10}
• Long = 3,766 → Classe 2 : {1, 5}
• Long = 2,477 → Classe 3 : {3, 6}
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• Long = 2,034 → Classe {3, 6, 13, 16} → e´limine´e puisqu’elle contient 3 et 6
de´ja` se´lectionne´s,
• Long = 1,984 → Classe 4 : {9, 12} {de score −3 !}
vient apre`s
• Long = 1,428 → Classe 5 : {7, 8, 15} ,,, qui n’est pas parmi les 4 sous-arbres
les mieux se´pare´s !
4. CONGRUENCE DES ME´THODES
Ces deux me´thodes sont-elles congruentes, c’est-a`-dire, donnent-elles des re´sultats
compatibles ? C’est pour re´pondre a` cette question que nous avons e´tabli un proto-
cole de simulation et de´fini quelques crite`res pour mesurer cette cohe´rence.
4.1. des profils ale´atoires au consensus plus ou moins marque´
On part d’une partition de X a` n e´le´ments en p classes e´quilibre´es, c’est la partition
initiale du profil. Ensuite, on ge´ne`re m − 1 partitions en appliquant a` la partition
initiale t transferts ale´atoires, dans lesquels un e´le´ment pris au hasard est affecte´
a` une classe de la partition en cours, ou a` une nouvelle classe. Pour le premier
transfert, on tire une classe au hasard entre 1 et p+1 et, si une nouvelle classe a e´te´
ajoute´e, entre 1 et p+ 2 pour le second transfert, etc. Ainsi, les partitions obtenues
n’ont ge´ne´ralement pas le meˆme nombre de classes.
A` valeurs fixe´es pour n, p et m, suivant la valeur de t on peut obtenir soit des
profils homoge`nes dans lesquels la partition initiale est la partition consensus, soit
des profils tre`s disperse´s pour lesquels la partition atomique est le plus souvent
la partition consensus [Gue´noche, 2011]. En faisant varier la taille moyenne des
classes et le nombre de transferts, on obtient des proble`mes avec une cate´gorisation
forte, autour des classes de la partition initiale, ou faible, avec peu de paires re´unies
dans une majorite´ de partitions, pour lesquelles le consensus sera une partition avec
beaucoup de classes et donc de score faible.
4.2. des crite`res
A` partir de chaque profil, nous calculons donc la partition consensus (π) et l’arbre
A par approximation de la distance de la se´paration. Tous les sous-arbres contenus
dans A sont obtenus comme partie connexe suite a` la suppression d’une areˆte interne.
A` partir de ceux-ci, nous construisons deux partitions :
• Pour chaque sous-arbre, on calcule son score, c’est-a`-dire la somme des scores
des paires de feuilles re´unies. Ceci permet de de´terminer la partition PA, dont
les classes sont des sous-arbres et qui maximise la somme des scores ; c’est la
meilleure partition contenue dans l’arbre, de score WΠ(PA) ;
• Soit Nc le nombre de classes de π dont l’effectif est supe´rieur a` 1. La partition
PS est constitue´e des Nc classes les mieux se´pare´es dans A. On retient donc les
Nc scissions dont les longueurs d’areˆtes sont les plus grandes, et pour chacune
sa classe de score maximum ; les autres e´le´ments sont des singletons dans PS.
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C’est ce que ferait un utilisateur a` qui on indiquerait le nombre de classes a`
extraire, et ce que nous avons fait dans l’Exemple. Ces Nc classes permettent
de mesurer le score WΠ(PS) des classes bien se´pare´es dans l’arbre.
Dans la Table 4, nous indiquons tout d’abord les trois valeurs WΠ(π), WΠ(PA)
et WΠ(PS) puis trois crite`res:
• Pour de´terminer dans quelle mesure les classes de la partition consensus sont
des sous-arbres du X-arbre, nous avons calcule´ pour chaque classe de π d’au
moins 2 e´le´ments, la taille du plus petit sous-arbre qui contient cette classe.
Leurs tailles sont souvent tre`s proches, voire e´gales, donc nous indiquons ci-
dessous le pourcentage de classes de la partition consensus qui est identique a`
un sous-arbre (τc).
• A` partir des 2(n − 3) sous-arbres, nous construisons la partition PA, dont le
score n’est jamais supe´rieur a` WΠ(π) mais souvent e´gal, et nous indiquons
le pourcentage de proble`mes pour lesquels ces scores sont e´gaux, et donc les
partitions identiques.
• Enfin, nous comptons le pourcentage de proble`mes pour lesquels le score des
classes les mieux se´pare´es est identique au score de la partition consensus.
Toutes les valeurs indique´es sont des moyennes sur 100 profils ale´atoires de meˆme
type.
4.3. re´sultats
Nous nous sommes restreints a` des profils qui correspondent a` des protocoles de
cate´gorisation libre. C’est-a`-dire que le nombre d’experts et d’items a` classer n’est
pas supe´rieur a` 50, et les partitions initiales, qui engendrent ces profils, sont e´quili-
bre´es.
• n : nombre d’items classe´s
• m : nombre d’experts (de partitions)
• p : nombre de classes de la partition initiale du profil
• t : nombre de transferts de la partition initiale pour ge´ne´rer les partitions
n = m p t WΠ(π) WΠ(PA) WΠ(S) τc π = PA π = S
10 3 3 40,2 40,2 39,6 0,98 0,98 0,79
10 2 5 33,9 33,2 28,8 0,83 0,80 0,25
20 3 5 463,4 454,1 462,9 0,99 0,94 0,92
20 5 10 33,0 32,8 −3,4 0,92 0,92 0,01
20 3 15 11,8 11,2 −114,2 0,83 0,79 0,04
50 5 10 4954,7 4954,7 4954,7 1,0 1,0 1,0
50 10 20 233,5 231,7 −10,9 0,92 0,66 0,00
50 5 30 29,8 29,4 −1876,9 0,86 0,84 0,00
table 4. Scores de la partition consensus, de la partition en sous-arbre de score maximum
et de la partition en sous-arbres les mieux se´pare´es.
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5. CONCLUSIONS
Ma premie`re conclusion est que la recherche d’un consensus par arbre n’e´tait pas une
mauvaise ide´e ; elle e´tait due a` Jean-Pierre Barthe´lemy. Pour les proble`mes faciles
ou difficiles, les X-arbres construits contiennent les classes de la partition consensus.
Plus de 80 % des classes consensus sont des sous-arbres et sinon, ils diffe`rent d’un
e´le´ment ou deux. De plus les meilleures partitions de l’arbre en sous-arbres donnent
des scores tre`s proches de l’optimum. Donc la repre´sentation d’un profil par un
X-arbre peut permettre de de´gager un consensus cohe´rent.
Ma deuxie`me conclusion est qu’il n’est pas toujours facile de lire ces arbres. Cette
meilleure partition ne correspond pas ne´cessairement aux areˆtes les plus longues, et
le score des classes les mieux se´pare´es est sensiblement plus faible que celui de la
partition consensus, de`s lors que le proble`me devient difficile.
Cette difficulte´ vient du choix des classes dans l’arbre. Nous avions tente´ d’ap-
pre´cier la robustesse des areˆtes internes d’un X-arbre [Gue´noche et Garretta, 2001]
en comptant le nombre de quadruplets dont les valeurs de distance supportaient
l’areˆte. C’est une mesure ge´ne´rale pour toute reconstruction d’arbre a` partir d’une
distance, qui pourrait eˆtre utilise´e pour se´lectionner les sous-arbres. Apre`s ces essais,
on peut affirmer, dans le cas de la distance de la se´paration, que le score des sous-
arbres est un bien meilleur indicateur, puisqu’il permet d’e´tablir PA.
Ma dernie`re conclusion est que s’il faut calculer les scores des sous-arbres pour
de´terminer la meilleure partition extraite de l’arbre, autant le faire suivant l’ordre
inverse ; calculer le score des paires et construire la partition consensus par un pro-
cessus ascendant (Fusion) suivi des proce´dures de transfert, de´terministe et stochas-
tique. La me´thode de consensus me´dian, pour les profils de partitions, me paraˆıt
donc plus approprie´e que le consensus par arbre, qui donne toutefois des re´sultats
corrects, si l’on se´lectionne les sous-arbres autrement que par la longueur des areˆtes.
Maintenant, pour le praticien qui a patiemment recueilli les donne´es, il est tre`s
frustrant d’arriver a` un consensus qui ne contient que quelques maigres classes et
beaucoup de singletons. Deux interpre´tations sont possibles :
• il n’y a pas de cate´gories majoritaires, mais il y a quand meˆme des classes
soutenues (minoritairement) par un certain nombre de juges ;
• il n’y a pas de cate´gories majoritaires, parce qu’il y a plusieurs opinions diver-
gentes et que, si l’on pouvait se´lectionner des sous-groupes d’experts, on verrait
apparaˆıtre des cate´gories diffe´rentes correspondant a` ces groupes.
C’est pour traiter ces deux cas que nous de´veloppons les paragraphes ci-dessous.
5.1. un consensus mou
On remarquera que, s’il n’y a aucune paire (strictement) majoritaire, la partition
atomique est la partition consensus. C’est peu informatif et ceci sugge`re qu’il n’y
a aucune classe collective au vu du profil. D’ou` l’ide´e d’abaisser le seuil de m/2 de
fac¸on a` avoir plus de paires de score positif.
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Au lieu de poser w(i, j) = Tij −m/2, on peut choisir un seuil σ et poser
w(i, j) = Tij − σ.
Si σ < m/2, les ponde´rations seront augmente´es et les classes peuvent s’e´tendre
ou de nouvelles classes de poids positif apparaˆıtre. On notera que cette ope´ration
n’est qu’une translation des ponde´rations puisque l’ordre des valeurs n’est nullement
affecte´.
exemple
A` partir du profil des 17 juges de la Table 1, le seuil majoritaire est de 8,5. Si l’on
fixe σ = 6, on obtient une partition de score optimal 84 et les classes suivantes :
• Classe 1 : 1, 5 (Score = 14, ρ = 0, 765)
• Classe 2 : 2, 10 (Score = 16, ρ = 0, 824)
• Classe 3 : 3, 6, 13, 16 (Score = 30, ρ = 0, 500)
• Classe 4 : 7, 8, 14, 15 (Score = 22, ρ = 0, 461)
• Classe 5 : 9, 12 (Score = 2, ρ = 0, 412)
• Singletons : 4 | 11
5.2. des sous-groupes d’experts
Pour classer les juges, ce sont les partitions qu’il faut comparer et mettre ensem-ble
les partitions voisines, de fac¸on a` faire apparaˆıtre des sous-groupes plus homoge`nes.
Pour de´terminer s’il y a lieu de subdiviser les experts, et quelle subdivision il convient
d’adopter, nous de´finissons la notion de score ge´ne´ralise´. Soit Π un profil de´compose´
en q sous-profils disjoints (Π =
⋃
k=1,...,q Πk) et Ck la partition consensus associe´e
au sous-profil Πk. Le score ge´ne´ralise´ de Π est la somme ponde´re´e (par la taille des





Ainsi la partition consensus de Π, note´e C1, de´finit un score ge´ne´ralise´
W 1 = |Π| ×WΠ(C1)
et s’il existe une q de´composition de Π avec W q > W 1, on peut adopter le point de
vue que Π contient q groupes d’opinions ayant chacun leur consensus.
Un tel proble`me d’optimisation n’est pas simple, puisqu’il faut a` la fois de´terminer
q et la q-de´composition optimale pour connaitre le score ge´ne´ralise´. Celui-ci ne peut
eˆtre e´value´ qu’apre`s calcul des q partitions consensus, qui est NP-difficile. On es-
sayera donc des partitions de Π selon des me´triques classiques dans l’espace des
partitions. Ge´ne´ralement, on parle d’indice de distance, c’est-a`-dire de fonction de
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similitude, a` valeurs d’autant plus fortes que les partitions sont proches. Deux par-
titions P et Q sont en accord sur {x, y} s’ils sont simultane´ment re´unis ou se´pare´s.
Sinon, elles sont en de´saccord si x et y sont re´unis dans l’une et se´pare´s dans l’autre.
On utilise souvent l’indice de Rand [1971], qui est simplement le pourcentage de
paires pour lequel il y a accord. Il est donc compris entre 0 et 1 et 1−Rand(P,Q) est
la distance de la diffe´rence syme´trique sur les ensembles R(P ) et R(Q) des paires
re´unies respectivement dans P et dans Q. On utilisera de pre´fe´rence l’indice de
Jaccard ou l’indice de Rand corrige´ par Hubert et Arabie [1985] qui ont l’avantage
de de´croˆıtre de fac¸on monotone quand les partitions diffe`rent de plus en plus. Con-
forme´ment aux voisinages entre partitions e´tablis sur la base de transferts, on pourra
aussi utiliser la Distance des transferts [Denœud et Gue´noche, 2006] qui pour deux
partitions P et Q est e´gale au plus petit nombre de transferts pour passer de P a`
Q.
exemple
La partition consensus optimale de Π est de score 34, ce qui donne un score ge´ne´ralise´
W 1 = 578. Peut-on mieux faire ? Certainement pas en conside´rant que chaque
musicien a une opinion personnelle (dont le consensus est elle-meˆme), peu compat-
ible avec celles des autres, car le score ge´ne´ralise´ a` 17 classes (singletons) donne
W 17 = 365 donc nettement moins que le consensus collectif. Mais assure´ment, en
de´composant Π en deux sous-profils. Plusieurs bipartitions des experts permettent
d’ame´liorer ce score ge´ne´ralise´. La meilleure de´composition est de score ge´ne´ralise´
W 2 = 9×37+8×50 = 733. Elle de´signe clairement deux groupes e´quilibre´s qui don-
nent des partitions consensus (au seuil majoritaire) nettement diffe´rentes, puisqu’il
faut 9 transferts pour passer de l’une a` l’autre :
• Groupe 1 (Ame´lie, Arthur, Cle´ment, Florian, Jean-Philippe, Katrin, Lauriane,
Paul, Vincent)
– Classe 1 : 1, 5, 13 (Score = 11, ρ = 0, 704)
– Classe 2 : 2, 3, 6, 10 (Score = 10, ρ = 0, 593)
– Classe 3 : 7, 8, 16 (Score = 15, ρ = 0, 778)
– Classe 4 : 11, 14 (Score = 1, ρ = 0, 556)
– Singletons : 4|9|12|15
• Groupe 2 (Aurore, Charlotte, Cle´mentine, Je´re´mie, Julie, Louis, Lucie,
Madeleine)
– Classe 1 : 1, 4, 5 (Score = 5, ρ = 0, 619)
– Classe 2 : 2, 7, 10 (Score = 9, ρ = 0, 714)
– Classe 3 : 3, 6, 13, 16 (Score = 28, ρ = 0, 833)
– Classe 4 : 8, 9, 11, 15 (Score = 8, ρ = 0, 595)
– Singletons : 12|14
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Ces deux extensions du calcul du consensus d’un ensemble de partitions perme-
ttent donc d’approfondir l’e´tude d’un profil peu homoge`ne qui ne donnerait qu’une
partition proche de la partition atomique.
Un logiciel de calcul de cette partition consensus a` partir soit d’un ensemble de
partitions, soit d’un tableau de variables nominales, peut eˆtre te´le´charge´ depuis le
site http://bioinformatics.lif.univ-mrs.fr/.
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