Definition 2.1). From the Hodge-theoretic point of view, they realized that the groups A n ⊗ Q should have a Hopf algebra structure over Q. Then they studied the degree 1 and 2 parts in detail and related the degree 2 part to the Bloch group.
It is now known that in degree 2 and 3 the generalized scissors congruence groups are intimately related to dilogarithms and trilogarithms essentially through their functional equations (see [6] ). These groups are also related to hyperbolic geometry in a recent paper by Goncharov [8] . Historically, the relation between K-theory and scissors congruences in hyperbolic spaces first appeared in the paper [4] by Dupont and Sah. In this paper, we prove that the comultiplication ν of the Hopf algebra structure on the generic part of the generalized scissors congruence groups is well defined. Then we prove it is coassociative. We do not attempt to solve the problem of defining ν on all of A n , which is seen to be quite complicated at present (see [9] ).
Let A 0 n be the generic part of the grade n-piece of the generalized scissors congruence groups. The coassociativity of ν is important in that it yields the following A 0 
which is conjectured to have the same cohomology as that of the A-complex, though no strong evidence has been found so far. But one should not only consider the generic part of the generalized scissors congruence groups. Calculations by Goncharov show that some defining relations (additivity) of the nongeneric part nontrivially contribute some functional equations of the trilogarithm which cannot be obtained by the generic part alone. See the remark at the end of [6, §3.4] .
The relation between the generalized scissors congruence groups with the algebraic K-theory is reflected in the following conjecture on [3, p. 550] (not exactly in the same form).
Conjecture 1.1. The restricted coproduct provides a complex
where gr
Beilinson et al. proved this up to K 3 (F ) in [1] , [3] . According to Tannakian formalism, the category MTM(F ) of mixed Tate motives over a field F is supposed to be equivalent to the category of graded modules over a certain graded commutative Hopf algebra Ꮽ • (see [2] and [7, Ch. 3] ). Therefore, the Ext groups in the category MTM(F ) of mixed Tate motives over Spec(F ) are isomorphic to the cohomology of the Hopf algebra Ꮽ • , which can be computed using the reduced cobar complex
It was conjectured in [2] and [1] 
. This leads to Conjecture 1.1.
Definitions.
We begin with some notation. Let F be a field. One may simply put F = C throughout the paper. Let L be an n-simplex with faces L 0 , . . . , L n . Let l i be the projective dual of L i . For any index set We are now well prepared to define the generalized scissors congruence groups A n (F ) introduced in [1] . We add the trivial intersection axiom for the sake of completeness and simplicity.
is the abelian group with generators being admissible pairs of n-simplices (L; M) subject to the following relations.
(
We explain the definition in depth by the following remarks. ; while the additivity says that if one calculates the volume of the same polyhedron (which may or may not be convex) bounded by n + 2 planes twice but using different orientations, then one would get opposite signs.
(d) Using projective invariance and additivity one can show that A n can be generated by admissible pairs (L; M) such that L is the standard coordinate simplex and none of the vertices of M lies on the infinite plane.
(e) One cannot dispense with admissibility. The following example shown to me by Goncharov (see Figure 1 ) essentially shows that any prism (or cylinder as called by Sah and others) would be zero if one allows nonadmissible pairs of simplices. The shaded area is the difference of two simplices that are equal to each other under projective invariance. Figure 1 . Prism is zero if nonadmissible pairs occur (f) It is well known that A 1 is isomorphic to F * by the cross-ratio map (5) in Definition 2.2 is the key to making this proposition meaningful. Since Aut(P n (F )) = PGL n+1 (F ), we can identify all L i 's with P n−1 (F ) .
Remarks 2.5. (a) Relation
(b) In [6] Goncharov stated the proposition as one of the defining relations of A n . He told me that it should follow from other relations, and therefore his definition of A n would be the same as the one given in other papers (see, e.g., [1] ).
Proof of Proposition 2.4. Without loss of generality we may assume that
3. Comultiplication on the generic part. We now assume that all the tensor products appearing in the following are taken over Z. Let A 0 n (F ) ⊆ A n (F ) be the subgroup generated by all the pairs of simplices in generic position. In this section we define the coalgebra structure on A n (F ) by modifying the definition of comultiplication given on [2, p. 708]. As pointed out in [1] , there are several misprints on [2, p. 708]: j k should be j n−k while j n−k should be j k .
Let A 0 0 = A 0 , and let A 0 n (n > 0) be the subgroup of A n whose elements can be represented by admissible pairs of simplices in generic position.
Notation 3.1. For any index sets
. . , n}, we define sgn(I ; J ) = sgn(I,Ī ) · sgn(J,J ), where sgn(I,Ī ) is the sign of the permutation (I,Ī ) → {1, . . . , n} (similarly for sgn(J,J )) and whereĪ (resp.,J ) is the set complementary to I (resp., J ) in {1, . . . , n}.
Definition 3.2.
We define the comultiplication map as follows:
and when n > 0,
where ν n,0 = id ⊗1 F , ν 0,n = 1 F ⊗ id; and for 0 < k < n:
Note that both factors in each term are admissible since L and M are in generic position. We similarly define ν (J ) n−k,k for any fixed index set J and define Proof. We need to show that ν n−k,k maps all of the defining relations of A 0 n (F ) to zero. Clearly we may assume 1 ≤ k ≤ n − 1.
(1) Nondegeneracy: Notice that a simplex L in P n is degenerate if and only if there are s + t faces of L whose intersection is of dimension greater than n − s − t. For any fixed I , without loss of generality, we may assume exactly s of them appear (say, L α i for 1 ≤ i ≤ s) in L I and t of them do not. Write any of the first factors of ν
(2) Trivial intersection: This is indeed trivial since none of the first factors is a simplex of the right dimension.
(3) Skew-symmetry: We only need to prove that for any fixed 1 ≤ i ≤ n − 1 and index set J ,
For k = 0 or k = n this follows directly from the definition. Let us assume 1 ≤ k ≤ n − 1 in the rest of the proof. For such fixed i we put
In the rest of the proof we use "-" to mean the elements of M that are unchanged. Then, by definition, the right-hand side of (1) equals
where
we see that (2) is equal to
Applying the intersection additivity property (see Proposition 2.4) to the first factor in equation (3) (rotate L i and L s for all s / ∈ I ) we see that (3) is equal to
Now (4) + (6) = LHS of (1).
To see (5) + (7) + (8) = 0, we let Letting i 0 = −1 and i k+1 = n + 1, we have for any fixed index set J ,
In the above and throughout this proof of (4), the first "-" means the subset of {L 0 , . . . , L β , . . . , L n+1 } complementary to those L i 's appearing in the first factor, the second "-" means M 0 , M J , and the third M 0 , MJ . For fixed α 1 , . . . , α k ∈ {1, . . . , n+ 1} we want to look at all the terms having the form
Case I: α 1 = 1. Suppose there are exactly r jumps with the difference greater than 1; that is,
Then each of the following index sets contributes to some terms in the required form: 
Case II: α 1 > 1. In this case there is one more contribution from the term when α = 0 and I 0 = {α 1 − 1, . . . , α k − 1}. Hence, the total contribution now is (setting s 0 = 0 and s r+1 = k)
by additivity on the first and second factors of the first term. (We note that L β does not appear in the -part of the first factor.) Here we set s 0 = 0. Thus, after cancellation, the above is equal to
When {α 1 , . . . , α k } run through all the possible choices, we obtain k n k terms from each term of the above sum.
For any I 1 = {1, α 2 , . . . , α k } ∈ S n+1 , there are n − k choices of α > 1 such that α 2 , . . . , α k together with α form an index set I α . Set α 1 = 1 and α k+1 = n + 2. Then the total contribution from Case II to the terms of the form 1,α 2 ,. ..,α k ; -for all the choices of α is , α 2 ,..., α s ,..., α,..., α s+1 ,..., α k 
Moreover, when {α 2 , . . . , α k } run through all the possible choices, there are exactly
From this we see that for any fixed I 1 = {1, α 2 , . . . , α k } ∈ S n+1 , the total contribution from the above to the terms of the form We are now ready to prove the coassociativity of ν.
Proposition 3.4. The comultiplication ν is coassociative, that is, it induces a complex
Proof. Clearly, we only need to show that the composite map
Here sgn(S; T ) = sgn(S,S) · sgn(T ,T ) with
On the other hand,
where sgn(Q; R) = sgn(Q,Q) · sgn(R,R) and
Now by setting k = k − q and q = p in the expression of B, we have
where It follows that B = C, which yields the proposition immediately.
The above proof also shows the following. 
