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The Kroll-Lee-Zumino renormalizable Abelian quantum field theory of pionic strong interactions is
used to compute the rho-meson propagator at the two-loop level.
I. INTRODUCTION
A renormalizable, Abelian, quantum field theory of
strong interactions among pions and a massive neutral
rho-meson was proposed long ago by Kroll, Lee, and
Zumino (KLZ) [1]. In spite of the presence of a massive
gauge boson this KLZ theory is renormalizable, due
to this boson coupling to a conserved current [2]. An
attractive feature of the theory is that it provides
the quantum field theory justification for the Vector
Meson Dominance (VMD) model [3]. In addition, it
is a potential candidate to fill the energy gap between
chiral perturbation theory at threshold and QCD above
1 GeV. A successful application was made some time
later with the calculation of the rho-meson self energy
at the one-loop level [4]. In fact, after using this result
in the VMD expression of the electromagnetic pion form
factor, a good agreement was found with data in the
time-like region. In particular, this form factor agrees
with the well known Gounaris-Sakurai formula [5]-[6]
in the vicinity of the rho-meson peak. This agreement
is intriguing, given the fact that this formula is purely
empiric. Another successful application is that of the
pion form factor in the space-like region, determined
from the triangle diagram [7]. There is excellent
agreement with data up to q2 ' − 10 GeV2, with a
chi-squared per degree of freedom of χ2|KLZ = 1.1,
in contrast with the VMD value of χ2|VMD = 5.0.
Furthermore, the pion mean-squared radius is predicted
to be 〈r2pi〉|KLZ = 0.46 fm2, compared with the experi-
mental value [8]-[9] 〈r2pi〉|EXP = 0.439 ± 0.008 fm2, and
the VMD prediction 〈r2pi〉|VMD = 0.39 fm2. Finally, two
equally successful applications of KLZ are the scalar
radius of the pion [10], and the scalar form factor of
the pion in the space-like region [11], both in good
agreement with Lattice QCD [12]-[13].
Motivated by these results we calculate in this paper
the KLZ rho-meson propagator at the two-loop level in
perturbation theory.
The KLZ Lagrangian is given by
LKLZ = ∂µφ∂µφ∗ −m2 φφ∗ − 14 ρµν ρµν + 12 M2 ρµ ρµ
+ gρpipiρµJ
µ
pi + g
2
ρpipi ρµ ρ
µ φ φ∗ , (1)
with m and M the pion and rho-meson masses, respec-
tively, ρµ a vector field of the ρ
0 meson (∂µρ
µ = 0), φ
a complex pseudo-scalar field describing the pi± mesons,
ρµν is the field strength tensor, ρµν = ∂µρν − ∂νρµ, and
Jµpi is the pi
± current, Jµpi = iφ
∗←→∂µφ. In spite of the ex-
plicit presence of the ρ0 mass term above, the theory is
renormalizable. This is due to the neutral vector meson
being coupled to a conserved current [1]-[2].
The ρ-meson self energy at the one-loop level, Fig.1, is
given by [4]
iΠµν(p2) = g2
∫
d4k
(2pi)4
{
(2k + p)µ(2k + p)ν
(k2 −m2)((k + p)2 −m2)
−2 g
µν
k2 −m2
}
=
(
gµν − p
µpν
p2
)
i Fvac(p
2) ,
(2)
where the vacuum polarization, Fvac(p
2), in the time-like
region, after dimensional regularization and renormaliza-
tion, is given by [4]
Fvac(p
2) =
g2 p2
48pi2
{(
1− 4m
2
p2
) 3
2
[
ln
∣∣∣∣∣∣
1 +
√
1− 4m2p2
1−
√
1− 4m2p2
∣∣∣∣∣∣
− ipiθ (p2 − 4m2) ]+ 8m2
p2
+
(
4m2
p2
− 1
) 3
2
× cos−1
(
1− p
2
2m2
)[
θ(p2 − 4m2)− θ(p2)
]
+ C
}
, (3)
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C = −8m
2
M2
+
(
1− 4m
2
M2
)3/2
ln
∣∣∣∣∣∣
1−
√
1− 4m2M2
1 +
√
1− 4m2M2
∣∣∣∣∣∣ . (4)
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FIG. 1: Rho-meson vacuum polarization. Solid/broken
lines correspond to the rho-meson/pion.
This vacuum polarization function is related to ex-
perimental data on electron-positron annihilation into
hadrons as follows. The electromagnetic correlation func-
tion is defined as
Πµν(s) = i
∫
d4x e−ip·x 〈0|T (JµEM(x)JνEM(0)|0〉
= (−gµν s+ pµpν) ΠEM(p2 ≡ s) , (5)
where JµEM(x) is the vector-isovector current. Invoking
the current-field identity
JµEM(x) = −
M
fρ
ρµ(x), (6)
where fρ = 4.97± 0.07 [8], the function ΠEM(s) in terms
of the vacuum polarization becomes
ΠEM(s) =
M4
sf2ρ
1
[M2 − s+ ReFvac(s)]2 + [ImFvac(s)]2
× [M2 − s+ ReFvac(s)− i ImFvac(s)] . (7)
Alternatively, the electromagnetic form factor of the pion
in the framework of VMD can be expressed in terms of
the vacuum polarization as
Fpi(s) =
M2 + Fvac(0)
M2 − s+ Fvac(s) . (8)
This pion form factor, with Fvac(s) computed in KLZ at
the one-loop level [4], agrees reasonably well with data in
the time-like region. In fact, this agreement is better than
that from plain (tree-level) VMD, i.e. for Fvac(p
2) = 0.
This, together with the agreement in the space-like region
mentioned earlier, provides enough motivation to proceed
to the two-loop level in the sequel.
II. KLZ LAGRANGIAN AND FEYNMAN
RULES
The gauge invariance of the KLZ theory can be revealed
using Stu¨ckelberg’s procedure [2, 14], to wit. Quantizing
KLZ as a gauge theory in the path-integral formalism
introduces a gauge-fixing parameter, ξ, so that the La-
grangian to be used in pertubative calculations is
LKLZ = ∂µφ∗0 ∂µφ0 −m20 φ∗0 φ0 −
1
4
ρ0
µνρ0µν
+
1
2
M20 ρ0
µρ0µ + i g0 µ
ρ0
µ
(
φ0
∗←→∂µφ0
)
+ g20 µ
2 ρ0
µρ0µ φ0
∗φ0 − 1
2ξ0
(∂µρ0
µ)
2
. (9)
Notice the appearance of the renormalization scale µ, due
to the Lagrangian being written in n = 4 − 2  dimen-
sions. Each of the unrenormalized fields, φ0 and ρ
µ
0 , has
a zero-subscript to distinguish it from their renormalized
counterparts, φ and ρµ, respectively. Similarly, the bare
parameters m0,M0, g0 and ξ0 are written with a zero-
subscript whereas their physical/renormalized counter-
parts, m,M, g and ξ, are written without subscripts. To
relate bare quantities to their renormalized partners we
introduce renormalization constants as follows
φ0 =
√
Z2 φ , ρ
µ
0 =
√
Z3 ρ
µ , Z1g = g0 Z2
√
Z3 ,
Z ′1 g
2 = g20 Z2 Z3 , Zmm
2 = m20 Z2 , ZM M
2 = M20 Z3 ,
1
ξ
Zξ =
1
ξ0
Z3 , (10)
so that the Lagrangian, Eq.(9), expressed in terms of
renormalized quantities becomes
LKLZ = Z2∂µφ∗∂µφ− Zmm2φ∗φ− 1
4
Z3ρ
µνρµν
+
1
2
ZMM
2ρµρµ + iZ1gµ
ρµ
(
φ∗
←→
∂µφ
)
+ Z ′1g
2µ2ρµρµφ
∗φ− 1
2ξ
Zξ (∂µρ
µ)
2
. (11)
3µ ν −ig
µν
p2−M2
µ ν −i
(
gµν − pµpνp2
)
p2δZ3
i
p2 −m2
i
(
p2δZ2 −m2δZm
)
µ
p1
p2
igµ(p1 + p2)
µ
µ
p1
p2
igµδZ1(p1 + p2)
µ
µ
ν
p1
p2
2ig2µ2gµν
µ
ν
p1
p2
2ig2µ2δZ ′1g
µν
FIG. 2: Full set of KLZ Feynman rules in the Feynman gauge.
Each renormalization constant can be written as the
unity plus a counter-term
Z1 = 1 + δZ1, Z
′
1 = 1 + δZ
′
1, Z2 = 1 + δZ2
(12)
Z3 = 1 + δZ3 , ZM = 1 + δZM , Zξ = 1 + δZξ
(13)
Zm = 1 + δZm . (14)
Each counter-term is expressed as an expansion in the
coupling constant, g, i.e.
δZ2 =
∞∑
k=1
δZ
(k)
2
(
g2
16pi2
)k
, (15)
δZ3 =
∞∑
k=1
δZ
(k)
3
(
g2
16pi2
)k
, (16)
δZm =
∞∑
k=1
δZ(k)m
(
g2
16pi2
)k
, (17)
where each coefficient of the expansion is to be deter-
mined order-by-order in perturbation theory.
The KLZ theory, being gauge invariant, has associated
Ward identities which can be used to relate the counter-
terms as
δZ1 = δZ2 = δZ
′
1 , (18)
δZM = 0 = δZξ . (19)
This greatly simplifies the lagrangian and therfore all cal-
culations. As a further simplification we make the gauge
choice ξ = 1, the so-called Feynman gauge, which leads
to
LKLZ = ∂µφ∗∂µφ−m2φ∗φ− 1
4
ρµνρµν +
1
2
M2ρµρµ
+ igµρµ
(
φ∗
←→
∂µφ
)
+ g2µ2ρµρµφ
∗φ− 1
2
(∂µρ
µ)
2
+ δZ2∂µφ
∗∂µφ−m2δZmφ∗φ− 1
4
δZ3ρ
µνρµν
+ igδZ2µ
ρµ
(
φ∗
←→
∂µφ
)
+ g2δZ2µ
2ρµρµφ
∗φ . (20)
The Feynman rules that follow from Eq.(20) are shown
in Figure 2.
III. SELF-ENERGY OF THE RHO-MESON
At two-loop order, i.e. O(g4), the ρ0 self-energy, denoted
by Πµν , is obtained by summing the diagrams shown in
Figure 3 as follows
Πµν(p2) = Iµν + Jµν +
1
2
ξµν1 + ξ
µν
2
+ Ωµν + 2Zµν + 4Xµν +Wµν +Aµν
+ 2Cµν1 + C
µν
2 + 2C
µν
3 + C
µν
4 + C
µν
5 , (21)
where p is the external momentum to each diagram. Yet
another consequence of the theory’s Ward identities is
that Πµν is transverse [2, 15]
Πµν =
(
gµν − p
µpν
p2
)
Fvac(p
2) . (22)
4This means that Fvac can be extracted by contracting
Πµν with gµν . Using Eq.(21) and Eq.(22) gives
Fvac(p
2) =
1
n− 1
{
gµνI
µν + gµνJ
µν +
1
2
gµνξ
µν
1
+ gµνξ
µν
2 + 2gµνZ
µν + 4gµνX
µν + gµνW
µν
+ gµνA
µν + gµνΩ
µν + 2gµνC
µν
1 + gµνC
µν
2
+ 2gµνC
µν
3 + gµνC
µν
4 + gµνC
µν
5
}
. (23)
It should be clear from Eq.(23) that the quantities of
interest are the contractions of gµν with each of the dia-
grams. Before examining the integrals arising from each
of the Feynman diagrams we define
α =
g2
16pi2
, (24)
Dnk =
dnk
ipi2 (2piµ)
n−4 . (25)
It is to be understood that k and q represent loop mo-
menta, while p stands for the external momentum. The
Feynman rules for the one-loop diagrams Iµν and Jµν
yield
Iµν = 2ig2µ2gµν
∫
dnk
(2pi)n
1
k2 −m2
= −2αgµν
∫
Dnk
1
k2 −m2 , (26)
and
Jµν = −ig2µ2
∫
dnk
(2pi)
n
(2k + p)µ(2k + p)ν
(k2 −m2) ((k + p)2 −m2)
= α
∫
Dnk
(2k + p)µ(2k + p)ν
(k2 −m2) ((k + p)2 −m2) . (27)
Similarly, the two-loop diagrams involve
ξµν1 = 4nα
2gµν
∫
DnkDnq
1
(k2 −m2)2 (q2 −M2) ,
(28)
ξµν2 = 2nα
2
∫
DnkDnq
(2k + p)µ(2k + p)ν
D21D2D4
, (29)
Ωµν = −2α2gµν
∫
DnkDnq
(k + q)2
D1
2D3D4
, (30)
Zµν = α2
∫
DnkDnq
(k + q)2(2k + p)µ(2k + p)ν
D1
2D2D3D4
,
(31)
Xµν = −2α2
∫
DnkDnq
(k + q)µ(2k + p)ν
D1D2D3D4
, (32)
Wµν = 4α2gµν
∫
DnkDnq
1
D2D3D4
, (33)
Aµν = α2
∫
DnkDnq
{
(k + q) · (k + q + p)
D1D2D3D4D5
× (2k + p)µ(2q + p)ν
}
, (34)
where
D1 = k
2 −m2 , D2 = (k + p)2 −m2 ,
D4 = q
2 −m2 , D3 = (k − q)2 −M2 ,
D5 = (q + p)
2 −m2 . (35)
Finally, we consider diagrams with counter-term inser-
tions. Applying the Feynman rules to Cµν1 gives
Cµν1 = α
∫
DnkDnq
{
(2k + p)µ(2k + p)ν
(k2 −m2) ((k + p)2 −m2)
× (k2δZ2 −m2δZm)}
= α
∫
DnkDnq
{
(2k + p)µ(2k + p)ν
(k2 −m2) ((k + p)2 −m2)
×
k2 ∞∑
j=1
δZ
(j)
2 α
j −m2
∞∑
j=1
δZ(j)m α
j
 , (36)
where we invoked Eqs.(15) and (17). To order α2, each
of the above series is truncated at first order in α, so that
5≡ iJµν≡ iIµν
≡ iξµν1 ≡ iξµν2
≡ iAµν
≡ iXµν
≡ iWµν
≡ iZµν
≡ iΩµν
≡ iCµν1 ≡ iCµν2 ≡ iCµν3
≡ iCµν4 ≡ iCµν5
FIG. 3: One-particle-irreducible diagrams contributing to the self-energy up to two-loop order.
Eq.(36) becomes
Cµν1 = α
2
∫
DnkDnq
{
(2k + p)µ(2k + p)ν
(k2 −m2) ((k + p)2 −m2)
×
(
k2δZ
(1)
2 −m2δZ(1)m
)}
.
(37)
Proceeding similarly for the remaining counter-term di-
agrams in Figure 3 gives
Cµν2 = 2α
2gµν
∫
Dnk
k2δZ
(1)
2 −m2δZ(1)m
(k2 −m2)2 , (38)
Cµν3 = α
2δZ
(1)
1
∫
Dnk
(2k + p)µ(2k + p)ν
(k2 −m2) ((k + p)2 −m2) ,
(39)
Cµν4 = −2α2δZ ′1(1)gµν
∫
Dnk
1
k2 −m2 , (40)
Cµν5 =
(
gµν − p
µpν
p2
)(
−αp2δZ(1)3 − α2p2δZ(2)3
)
. (41)
A. Reduction of Feynman Integrals
The strategy for evaluating Fvac is to express each func-
tion in Eq.(23) in terms of well known scalar integrals.
The one-loop integrals gµνI
µν and gµνJ
µν are reduced,
starting from Eqs.(26)-(27), as follows
gµνI
µν = −2α
∫
Dnk
gµνg
µν
k2 −m2
= −2nα
∫
Dnk
1
k2 −m2
= −2nαA0
(
m2
)
, (42)
and
gµνJ
µν = α
∫
Dnk
(2k + p)
2
(k2 −m2) ((k + p)2 −m2)
= α
∫
Dnk
2D1 + 2D2 + 4m
2 − p2
D1D2
= α
{
4A0(m
2) +
(
4m2 − p2)B0 (p2;m2,m2)} , (43)
where we have introduced the one-loop basic integrals
A0(m
2
i ) =
∫
Dnk
1
k2 −m2i
, (44)
B0
(
p2;m2i ,m
2
j
)
=
∫
Dnk
(k2 −m2i )
(
(k + p)2 −m2j
) . (45)
6Both these integrals are known analytically [16]. Two-
loop self-energy-type integrals may be similarly reduced
in terms of a scalar basis, the so-called T-integrals [17].
To define the T-integrals we first label the propagator
momenta as
k1 = k , k2 = k + p , k3 = k − q ,
k4 = q , k5 = q + p . (46)
A general T-integral is then defined as
Ti1i2...ir
(
p2;m2j1 ,m
2
j2 , . . .m
2
jr
)
=
∫
DnkDnq
(k2i1 −m2j1)(k2i2 −m2j2) . . . (k2ir −m2jr )
, (47)
where each il ∈ {1, 2, 3, 4, 5} labels an internal momen-
tum, and the jz are arbitrary indices labelling masses.
For instance
T234(p
2;m2a,m
2
b ,m
2
c)
=
∫
DnkDnq
(k22 −m2a)(k23 −m2b)(k24 −m2c)
=
∫
DnkDnq
((k + p)2 −m2a) ((q − k)2 −m2b) (q2 −m2c)
. (48)
Whenever the only factors entering the denominator are
those in Eq.(35), we use the notation
Ti1i2...ir =
∫
DnkDnq
1
Di1Di2 . . . Dir
. (49)
Additional integrals will be of the form
Y l1...lsi1...ır =
∫
DnkDnq
k2l1 . . . k
2
ls
Di1 . . . Dir
. (50)
These Y-integrals can be reduced to T-integrals as shown
in [17]. T-integrals are well-known, and there are various
methods to evaluate them, both analytically and numer-
ically [18–21].
We can now reduce the two-loop integrals entering
Eq.(23). From Eq.(33) we find
gµνW
µν = 4α2
∫
DnkDnq
gµνg
µν
D2D3D4
= 4nα2T234 , (51)
and from Eq.(30)
gµνΩ
µν = −2nα2
∫
DnkDnq
(k + q)2
D21D3D4
= −2nα2
∫
DnkDnq
2D1 + 2D4 −D3 + 4m2 −M2
D21D3D4
= nα2
{
2T114 − 4T134 − 4T113 − 2(4m2 −M2)T1134
}
.
(52)
Similarly, the remaining integrals in Eq.(23) are
gµνξ
µν
1 = 4n
2α2T113 , (53)
gµνξ
µν
2 = −2nα2 {(n− 1)T123 + T113} , (54)
gµνX
µν = α2 {−5T234 − T134 + 2T124 − T123
−Y 12345 − (7m2 − 2M2 − 2p2)T1234
}
, (55)
gµνZ
µν = α2 {4T234 + 4T134 − (n− 1)T124 − T114
+ 2(n− 1)T123 + 2T113 + 2(8m2 −M2 − p2)T1234
+2(4m2 −M2)T1134 + (4m2 − p2)(4m2 −M2)T11234
}
,
(56)
gµνA
µν = α2
{
4Y 12345 + 4T234 + 4T134 − 8T124 + 4T123
− (8m2 − 2M2 − 4p2)T1245 + 4(7m2 − 3M2 − 3p2)
×T1234 + (4m2 − 2M2 − p2)(4m2 −M2 − 2p2)T12345
}
.
(57)
For the counter-term integrals we obtain
gµνC
µν
1 =
− α2
{
C(1)pi
[
(n− 1)B0(p2;m2,m2) + n− 2
2m2
A0(m
2)
]
+ δZ
(1)
2
[
4A0(m
2) + (4m2 − p2)B0(p2;m2,m2)
]}
,
(58)
gµνC
µν
2 = 2nα
2
(
δZ
(1)
2 + C
(1)
pi
n− 2
2m2
)
A0(m
2) , (59)
gµνC
µν
3 = α
2δZ
(1)
2
{
(4m2 − p2)B0(p2;m2,m2)
+4A0(m
2)
}
, (60)
gµνC
µν
4 = −2nα2δZ(1)2 A0(m2) , (61)
gµνC
µν
5 = −(n− 1)p2
{
αδZ
(1)
3 + α
2δZ
(2)
3
}
, (62)
where
C(1)pi = m
2
(
δZ
(1)
2 − δZ(1)m
)
. (63)
The combination of these counter-terms entering Eq.(23)
reduces to
2gµνC
µν
1 + gµνC
µν
2 + 2gµνC
µν
3 + gµνC
µν
4 + gµνC
µν
5
= −α(n− 1)p2δZ(1)3 + α2(n− 1)
{
− p2δZ(2)3
+2C(1)pi
[
n− 2
2m2
A0(m
2)−B0(p2;m2,m2)
]}
. (64)
7To simplify Eq.(64) further, one requires expressions for
the counter terms δZ
(1)
2 and δZ
(1)
m . These can be deter-
mined by evaluating the pion self-energy at the one-loop
level. Interestingly, these counter terms appear in the
form of C
(1)
pi in Eq.(64), so that only their difference is re-
quired. Hence, we consider the one-loop pion self-energy,
Πpi(p
2) obtained by summing the diagrams in Figure 4
− iΠpi(1) = −1
2
i P1 − i P2 − i P3 , (65)
where the symmetry factor 12 is associated with the neu-
tral ρ-meson tadpole entering diagram P1 in Fig.4. Ap-
plication of the Feynman rules yields
− i P1 = 2 i nα
∫
Dnk
1
(k2 −M2) , (66)
− i P2 = −i α
∫
Dnk
(k + 2p)2
(k2 −m2)[(k + p)2 −M2] , (67)
− i P3 = i α,
(
p2δZ
(1)
2 −m2δZ(1)m
)
, (68)
which reduce to
P1 = −2nαA0(M2) , (69)
P2 = α
{
(2m2 −M2 + 2p2)B0(p2;M2,m2)
+2A0(M
2)−A0(m2)
}
, (70)
P3 = −α
(
p2δZ
(1)
2 − δ(1)m2
)
, (71)
giving
Πpi(p
2) = α
{
(2m2 −M2 − 2p2)B0(p2;m2,M2)
−(n− 2)A0(M2)−A0(m2)−
(
p2δZ
(1)
2 −m2δZ(1)m
)}
.
(72)
Imposing the on-shell renormalization condition
Πpi|p2=m2 = 0 , (73)
implies that m, so far arbitrary, is now the experimental
value of the pion mass [8], m = 139.57 MeV, and Eq.(72)
becomes
0 = α
[
−(n− 2)A0(M2)−m2
(
δZ
(1)
2 − δZ(1)m
)
+ (4m2 −M2)B0(m2;M2,m2)−A0(m2)
]
, (74)
≡ −iP1
=
≡ −iP2
≡ −iP3
FIG. 4: Diagrams contributing to the pion self-energy
at one-loop order.
implying
C(1)pi = (4m
2 −M2)B0(m2;M2,m2)
− A0(m2)− (n− 2)A0(M2) (75)
Substituting Eq.(75) into Eq.(64) gives
2gµνC
µν
1 + gµνC
µν
2 + 2gµνC
µν
3 + gµνC
µν
4 + gµνC
µν
5
= −α(n− 1)p2δZ(1)3 + α2(n− 1)
{
− p2δZ(2)3
+ 2
[
(4m2 −M2)B0(m2;M2,m2)− (n− 2)A0(M2)
−A0(m2)
]× [n− 2
2m2
A0(m
2)−B0(p2;m2,m2)
]}
.
(76)
In Eq.(76) there are some products of one-loop basis in-
tegrals which can be expressed in terms of T-integrals to
obtain
2gµνC
µν
1 + gµνC
µν
2 + 2gµνC
µν
3 + gµνC
µν
4 + gµνC
µν
5
= −α(n− 1)p2δZ(1)3 + α2(n− 1)
{
− 2 [T114 − T124]
+ 2(4m2 −M2)B0(m2;M2,m2)
[
n− 2
2m2
A0(m
2)
−B0(p2;m2,m2)
]
− 2(n− 2) [T113 − T123]
− p2δZ(2)3
}
. (77)
We now consider the remaining contributions to Fvac as
expressed in Eq.(23). Starting with the one-loop contri-
butions, Eqs.(42)-(43), leads to
gµνI
µν = α
{
2(2− n) + (4m2 − p2)B0(p2;m2,m2)
}
,
(78)
and from Eqs.(53)-(54) one finds
1
2
gµνξ
µν
1 + gµνξ
µν
2 = 2n(n− 1)α2 [T113 − T123] . (79)
Using Eqs.(51)-(52), and Eqs.(55)- (57) leads to
2gµνZ
µν + 4gµνX
µν + gµνW
µν + gµνA
µν + gµνΩ
µν
= α2
{
− 4(n− 1) [T113 − T123] + 2(n− 1) [T114 − T124]
+ 4(n− 2) [T234 − T134]− 2(n− 2)(4m2 −M2)T1134
+ 4(8m2 − 2M2 − 2p2)T1234 − (8m2 − 2M2 − 4p2)T1245
+ (4m2 − 2M2 − p2)(4m2 −M2 − 2p2)T12345
+ 2(4m2 − p2)(4m2 −M2)T11234
}
. (80)
8This completes all the information needed for Fvac,
Eq.(23). Using Eqs.(77)-(80) gives
Fvac =
[
(4m2 − p2)B0(p2;m2,m2)− 2(n− 2)A0(m2)
]
× α
n− 1 − αp
2δZ
(1)
3 +
α2
n− 1
[
4(n− 2)T234 − 4(n− 2)T134
− 2(n− 2)(4m2 −M2)T1134 − (8m2 − 2M2 − 4p2)T1245
+ 4(8m2 − 2M2 − 2p2)T1234 + 2(4m2 − p2)(4m2 −M2)
× T11234 + (4m2 − 2M2 − p2)(4m2 −M2 − 2p2)T12345
]
+ α2T⊗ − α2p2δZ(2)3 , (81)
where
T⊗ = 2(4m2 −M2)
(
n− 2
2m2
A0(m
2)−B0(p2;m2,m2)
)
×B0(m2;M2,m2) . (82)
Equation Eq.(81) gives the ρ0 self-energy at two-loop or-
der in terms of known scalar integrals, to be evaluated
next.
B. Evaluation of the Basis Scalar Integrals
The scalar integrals entering Eq.(81) are well known, ei-
ther analytically or numerically [18, 19, 21, 22]. Before
writing their expressions, the following definitions are
needed
LM = γE + ln
(
M2
4piµ2
)
, (83)
Lm = γE + ln
(
m2
4piµ2
)
, (84)
L|p| = γE + ln
( ∣∣p2∣∣
4piµ2
)
, (85)
where γE is Euler’s constant. Next, we define
x =
p2
M2
, (86)
y =
m2
M2
, (87)
R =
m2(r1 − r2)
p2
ln r1 , (88)
R˜ =
1
2
r˜1 − r˜2
x
(
ln r˜1 − ln r˜2
)
, (89)
with
r1 =
1
2
2− p2m2 +
√(
2− p
2
m2
)2
− 4
 , (90)
r2 =
1
2
2− p2m2 −
√(
2− p
2
m2
)2
− 4
 , (91)
r˜1 =
1
2
{
1 + y − x+
√
(x− y − 1)2 − 4y} , (92)
r˜2 =
1
2
{
1 + y − x−
√
(x− y − 1)2 − 4y} . (93)
Finally,
w =
1− r˜1
r˜2 − r˜1 w˜ =
1− r˜2
r˜1 − r˜2 , (94)
z =
r˜1(1− r˜2)
r˜1 − r˜2 z˜ =
r˜2(1− r˜1)
r˜2 − r˜1 , (95)
w0 =
1− r1
r2 − r1 w˜0 =
1− r2
r1 − r2 , (96)
z0 =
r1(1− r2)
r1 − r2 z˜0 =
r2(1− r1)
r2 − r1 . (97)
The η-function, needed for the addition of logarithms
with complex arguments, is given by
η(a, b) = ln(ab)− ln a− ln b
= 2pii
[
θ(−Ima)θ(−Imb)θ(Im(ab))
− θ(Ima)θ(Imb)θ(−Im(ab))] . (98)
The expressions for the one-loop scalar integrals are [16,
20, 23, 24]
A0(m
2) =
∫
Dnk
1
k2 −m2
=
m2

+m2(1− Lm)
+ m2
{
1
2
ζ(2) +
1
2
L2m − Lm + 1
}
, (99)
B0(p
2;m2,M2) =
∫
Dnk
1
(k2 −m2) ((k + p)−M2)
=
1

− 1
2
(Lm + LM ) + 2− y − 1
2x
ln y + R˜
+

2
{
ζ(2) + 8 +
1
4
(Lm + LM )
2 +
1
4
ln2 y + 4R˜
+
(
Lm + LM
)(−2 + y − 1
2x
ln y − R˜
)
− 2(y − 1)
x
ln y +
r˜1 − r˜2
x
[
lnw ln z − ln w˜ ln z˜
+ Li2(z)− Li2(z˜) + Li2(w)− Li2(w˜)
]}
, (100)
9B0(p
2;m2,m2) =
1

+R+ 2− Lm + 
2
{
ζ(2)
+ 8 + L2m − 2(R+ 2) + 4R+
m2(r1 − r2)
p2
×
[
lnw0 ln z0 − ln w˜0 ln z˜0 + Li2(z0)− Li2(z˜0)
+ Li2(w0)− Li2(w˜0)
]}
. (101)
The following products of one-loop integrals enter in
Eq.(81)
T1245 =
(
B0(p
2;m2,m2)
)2
T⊗ = 2
(
n− 2
2m2
A0(m
2)−B0(p2;m2,m2)
)
× (4m2 −M2)B0(m2;M2,m2) , (102)
leading to
T1245 =
1
2
+
1

(2R+ 4− 2Lm) + 2L2m
− 4(R+ 2)Lm +R2 + 8R+ 12 + ζ(2)
+
m2
p2
(r1 − r2)
{
lnw0 ln z0 − ln w˜0 ln z˜0
+ Li2(z0)− Li2(z˜0) + Li2(w0)− Li2(w˜0)
}
, (103)
T⊗ = (4m2 −M2)(R+ 2)
{
−2

+ 3Lm + LM
}
− m
2
p2
(
4m2 −M2) (r1 − r2){ lnw0 ln z0 + Li2(z0)
− ln w˜0 ln z˜0 − Li2(z˜0) + Li2(w0)− Li2(w˜0)
}
+
{(
1− M
2
m2
)
ln
(
m2
M2
)
− 8− R˜
∣∣∣
p2=m2
}
× (4m2 −M2) (R+ 2) . (104)
The vacuum integrals T134 and T1134 are: (see [19, 22, 25–
27])
T134 =
1
22
(2m2 +M2) +
1

{
3
2
(2m2 +M2)− 2m2Lm
−M2LM
}
+ 2m2(L2m − 3Lm) +M2(L2M − 3LM )
+
(
7
2
+
ζ(2)
2
)
(2m2 +M2)− M
2
2
ln2
(
m2
M2
)
+
1
2
λ
{
− 4Li2
(
1− λ
2
)
+ 2 ln2
(
1− λ
2
)
− ln2
(
m2
M2
)
+
pi2
3
}
, (105)
T1134 =
1
22
+
1

(
1
2
− Lm
)
+
1
2
+
1
2
ζ(2) + L2m
− Lm − 1
2λ
{
− 4Li2
(
1− λ
2
)
+ 2 ln2
(
1− λ
2
)
− ln2
(
m2
M2
)
+
pi2
3
}
, (106)
where
λ =
√
1− 4m
2
M2
. (107)
The master integral T12345 is the only one that remains
finite as n→ 4. It will be evaluated numerically using the
following integral representation, first obtained in [18]
T12345(p
2;m21,m
2
2,m
2
3,m
2
4,m
2
5)
= − 1
pi4
∫ {
d4kd4q
(k2 −m21) ((k + p)2 −m22) ((q − k)2 −m23)
× 1
(q2 −m24) ((q + p)2 −m25)
}
= − 4
p2
∞∫
−∞
dx
∞∫
−∞
dy
{
1
w21 − w22
1
w24 − w25
× ln
(
(w1 + w3 + w4)(w2 + w3 + w5)
(w1 + w3 + w5)(w2 + w3 + w4)
)}
, (108)
where
w1 =
√
x2 − m
2
1
p2
+ iε , (109)
w2 =
√
(x+ 1)2 − m
2
2
p2
+ iε , (110)
w3 =
√
(x+ y)2 − m
2
3
p2
+ iε , (111)
w4 =
√
y2 − m
2
4
p2
+ iε , (112)
w5 =
√
(y − 1)2 − m
2
5
p2
+ iε . (113)
Notice that this representation holds for arbitrary
masses, so that to recover T12345 in n = 4 dimensions
one sets m1 = m2 = m4 = m5 = m and m3 = M .
The Semi-Numerical Algorithm
The remainder of the p2-dependent integrals,
T234, T1234, T11234, will be evaluated using the semi-
numerical algorithm described in [22], in conjunction
10
with some analytically calculated integrals from [20].
The goal of the algorithm is to write a T integral as a
sum TA + TN , where TA involves massless propagators,
thus expressed analytically, and TN is finite in n = 4
dimensions, thus evaluated numerically. We consider the
case of T234 with arbitrary masses
T234(p
2;m22,m
2
3,m
2
4)
=
∫
DnkDnq
((k + p)2 −m22) ((k − q)2 −m23) (q2 −m24)
.
(114)
The algorithm entails a substitution using the following
simple identities
1
(k − q)2 −m23
=
1
(k − q)2 +
m23
(k − q)2 ((k − q)2 −m23)
(115)
1
q2 −m24
=
1
q2
+
m24
q2(q2 −m24)
. (116)
On the right-hand side of each of the above equations the
first term replaces a massive propagator with a massless
one and the second term decreases the degree of diver-
gence of the integral. Equation (114) then simplifies to
T234(p
2;m22,m
2
3,m
2
4) = T234(p
2;m22,m
2
3, 0)
+ T234(p
2;m22, 0,m
2
4)− T234(m22, 0, 0)
+m23m
2
4T23344(p
2;m22,m
2
3, 0,m
2
4, 0) . (117)
The first three terms on the right-hand side of Eq.(117)
have analytic expressions to be found in the literature
[20, 22], and the last term is finite for n → 4. Hence,
the goal of the algorithm is achieved in the case of T234,
leading to
T234A(p
2;m22,m
2
3,m
2
4) = T234(p
2;m22,m
2
3, 0)
+ T234(p
2;m22, 0,m
2
4)− T234(m22, 0, 0) , (118)
and
T234N (p
2;m22,m
2
3,m
2
4)
= m23m
2
4T23344(p
2;m22,m
2
3, 0,m
2
4, 0) . (119)
The remaining two integrals
T1234(p
2;m21,m
2
2,m
2
3,m
2
4)
=
∫
DnkDnq
{
1
(k2 −m21) ((k + p)2 −m22)
× 1
((k − q)2 −m23) (q2 −m24)
}
, (120)
T11234(p
2;m21,m
2
1,m
2
2,m
2
3,m
2
4)
=
∫
DnkDnq
{
1
(k2 −m21)2 ((k + p)2 −m22)
× 1
((k − q)2 −m23) (q2 −m24)
}
, (121)
can be treated similarly using Eqs.(115)-(116) to give
T1234A(p
2;m21,m
2
2,m
2
3,m
2
4) = T1234(p
2;m21,m
2
2, 0, 0) ,
(122)
T1234N (p
2;m21,m
2
2,m
2
3,m
2
4)
= m23T12334(p
2;m21,m
2
2,m
2
3, 0, 0)
+m24T12344(p
2;m21,m
2
2, 0,m
2
4, 0)
+m23m
2
4T123344(p
2;m21,m
2
2,m
2
3, 0,m
2
4, 0) , (123)
as well as
T11234A(p
2;m21,m
2
1,m
2
2,m
2
3,m
2
4)
= T11234(p
2;m21,m
2
1,m
2
2, 0, 0) , (124)
T11234N (p
2;m21,m
2
1,m
2
2,m
2
3,m
2
4)
= m23T112334(p
2;m21,m
2
1,m
2
2,m
2
3, 0, 0)
+m24T112344(p
2;m21,m
2
1,m
2
2, 0,m
2
4, 0)
+m23m
2
4T1123344(p
2;m21,m
2
1,m
2
2,m
2
3, 0,m
2
4, 0) . (125)
Analytical expressions for Eq.(122) and Eq.(124) are de-
rived in [20] using a combination of Cutkosky’s cutting
rules to extract the imaginary part of the integrals, and
dispersion relations to recover their respective real parts.
Equations (123) and (125) only involve finite integrals
in the limit n → 4 and so can be treated numerically.
Berends and Tausk [22] show how to evaluate these inte-
grals by adapting Kreimer’s method [18] to obtain anal-
ogous double-integral representations
T234N (p
2;m22,m
2
3,m
2
4) = −4p2
∞∫
−∞
dx
∞∫
−∞
dy
× ln
[
(w2 + w3 + w4)(w2 + w˜3 + w˜4)
(w2 + w˜3 + w4)(w2 + w3 + w˜4)
]
, (126)
T1234N (p
2;m21,m
2
2,m
2
3,m
2
4) = 4
∞∫
−∞
dx
∞∫
−∞
dy
1
w21 − w22
ln
[
(w1 + w3 + w4)(w2 + w˜3 + w˜4)
(w2 + w3 + w4)(w1 + w˜3 + w˜4)
]
, (127)
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T11234N (p
2;m21,m
2
1,m
2
2,m
2
3,m
2
4) =
4
p2
∞∫
−∞
dx
∞∫
−∞
dy
1
(w21 − w22)2
{
ln
[
(w1 + w3 + w4)(w2 + w˜3 + w˜4)
(w2 + w3 + w4)(w1 + w˜3 + w˜4)
]
− (w
2
1 − w22)(w˜3 + w˜4 − w3 − w4)
2w1(w1 + w3 + w4)(w1 + w˜3 + w˜4)
}
, (128)
where the new terms w˜3 and w˜4 are
w˜3 =
√
(x+ y)2 + i , (129)
w˜4 =
√
y2 + i . (130)
The analytical parts of the T -integrals are given by
[22],[20]
T234A =
1
22
(2m2 +M2) +
1

{
3m2 +
3
2
M2
−2m2Lm −M2LM − 1
4
p2
}
+M2
(
L2M − 3LM
)
+ 2m2
(
L2m − 3Lm
)
+
1
2
L|p| + 3(2m2 +M2)
+
1
2
M2ζ(2)− 1
4
(m2 +M2) ln2
(
m2
M2
)
+
{
Li2
(
m2 −M2
m2
)
− Li2
(
M2 −m2
M2
)}
× 1
2
(m2 −M2)− p
2
4
{
ln
∣∣∣∣ p2m2
∣∣∣∣+ ln ∣∣∣∣ p2M2
∣∣∣∣+ 132
}
+
1
4
p2
{(
m2
p2
)2
−
(
M2
p2
)2}
ln
(
m2
M2
)
+
1
2
m2
(
m2
p2
− p
2
m2
)
ln
(
1− p
2
m2
)
−m2Li2
(
p2
m2
)
− 1
2
(p2 + 2m2)R− 1
2
(p2 +m2 +M2)R˜
+ 2m2
(
1− m
2
p2
)
{Li2 (1− r1) + Li2 (1− r2)}
+m2
(
1− M
2
p2
){
Li2
(
1− r˜1
−r˜1
)
+ Li2
(
1− r˜2
−r˜2
)
− Li2
(
m2 −M2
m2
)}
+M2
(
1− m
2
p2
){
Li2(1− r˜1) + Li2(1− r˜2)
− Li2
(
M2 −m2
M2
)}
, (131)
.
T1234A =
1
22
+
1

{
5
2
− Lm +R
}
+
19
2
+
3
2
ζ(2)
+ L2m − (5 + 2R)Lm +
(
m2
p2
− 1
)
ln
(
1− p
2
m2
)
+ Li2
(
p2
m2
)
+ 4R+
m2(r1 − r2)
2p2
{
ln2(1 + r2)
− ln2(1 + r1) + 2Li2
(
1
1 + r2
)
− 2Li2
(
1
1 + r1
)
− Li2 (1− r1) + Li2 (1− r2)
− Li2 (r2(1− r2))− η
(
1− p
2
m2
, r2
)
ln (r2(1− r2))
+ Li2 (r1(1− r1)) + η
(
1− p
2
m2
, r1
)
ln (r1(1− r1))
}
,
(132)
T11234A =
{
1

− 2Lm + p
2
m2
− 2m2
}
R
4m2 − p2
− 1
2p2
Li2
(
p2
m2
)
+
1
m2
(
m2
p2
− 1
)
ln
(
1− p
2
m2
)
+
m2(r1 − r2)
2p2(4m2 − p2)
{
ln2(1 + r2)− ln2 (1 + r1)
+ 2Li2
(
1
1 + r2
)
− 2Li2
(
1
1 + r2
)
− Li2(1− r1)
+ Li2(1− r2)− Li2 (r2(1− r2)) + Li2 (r1(1− r1))
− η
(
1− p
2
m2
, r2
)
ln (r2(1− r2))
+ η
(
1− p
2
m2
, r1
)
ln (r1(1− r1))
}
. (133)
C. Renormalization
We introduce the following subscript notation for the T-
integrals
Ti1...ij = Ti1...ijD + Ti1...ijF , (134)
where Ti1...ijD contains (i) the divergent part of Ti1...ij ,
and (ii) terms dependent on the renormalization scale.
Ti1...ijF contains the remainder of the finite (O(0)) terms
of Ti1...ij . For some of the T-integrals, Ti1...ijF will be
at least partially evaluated numerically using Kreimer’s
double integral representation [18]. Turning to each of
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the integrals entering Eq.(81), we have
T134D =
2m2 +M2
22
+
1

{
3m2 +
3
2
M2 − 2m2Lm
−M2LM
}
+ 2m2(L2m − 3Lm) +M2(L2M − 3LM ) ,
(135)
T1134D =
1
22
+
1

{
1
2
− Lm
}
+ L2m − Lm , (136)
T1245D =
1
2
+
2

(R+ 2− Lm) + 2L2m − 4(R+ 2)Lm ,
(137)
T⊗D = (4m2 −M2)(R+ 2)
{
−2

+ 3Lm + LM
}
,
(138)
T234D =
1
22
(2m2 +M2) +
1

{
3m2 +
3
2
M2
− 2m2Lm −M2LM − 1
4
p2
}
+ 2m2(L2m − 3Lm)
+M2(L2M − 3LM ) +
1
2
p2L|p| , (139)
T1234D =
1
22
+
1

{
5
2
− Lm +R
}
+ L2m
− (5 + 2R)Lm , (140)
T11234D =
R
4m2 − p2
{
1

− 2Lm
}
, (141)
Returning to the rho-meson self-energy, Eq.(81) can be
split into a one-loop and a two-loop contribution
Fvac = αF
(1)
vac + α
2F (2)vac , (142)
with
F (1)vac =
1
3− 2
{
(4m2 − p2)B0(p2;m2,m2)
− 4(1− )A0(m2)
}
− p2δZ(1)3 , (143)
F (2)vac =
1
3− 2
{
− 8(1− )T134 + 8(1− )T234
− 4(1− )(4m2 −M2)T1134 + 4(8m2 − 2M2 − 2p2)
× T1234 − (8m2 − 2M2 − 4p2)T1245 + 2(4m2 − p2)
× (4m2 −M2)T11234 + (4m2 − 2M2 − p2)
× (4m2 −M2 − 2p2)T12345
}
+ T⊗ − p2δZ(2)3 , (144)
where n = 4 − 2 has been used, and α is defined in
Eq.(24). Imposing the on-shell renormalization condition
Re
[
Fvac|p2=M2
]
= 0 (145)
ensures that M is the physical mass of the ρ0-meson,
M = 775.5 MeV [8], and
ReF (1)vac
∣∣∣
p2=M2
= 0 , (146)
ReF (2)vac
∣∣∣
p2=M2
= 0 . (147)
One-loop Contribution
The one-loop contribution to the self energy is
F (1)vac =
1
3
(
1 +
2
3
){
(4m2 − p2)B0(p2;m2,m2)
− 4(1− )A0(m2)
}
− p2δZ(1)3 +O() . (148)
Substituting this expression in Eqs.(99), and (101), Fvac
becomes
F (1)vac =
1
3
{
−p
2

+ p2Lm + 8m
2 − 8p
2
3
+ (4m2 − p2)R
}
− p2δZ(1)3 +O() . (149)
Notice that R, Eq.(88), can be written as
R =
(
1− 4m
2
p2
) 1
2
{
ln
∣∣∣∣∣∣
1−
√
1− 4m2p2
1 +
√
1− 4m2p2
∣∣∣∣∣∣
+ ipiθ
(
p2 − 4m2)}+ (4m2
p2
− 1
) 1
2
cos−1
(
1− p
2
2m2
)
× [θ(p2 − 4m2)− θ(p2)] , (150)
so that Eq.(149) becomes
F (1)vac =
1
3
{
− p
2

+ p2Lm + 8m
2 − 8p
2
3
+ p2
(
1− 4m
2
p2
) 3
2
[
ln
∣∣∣∣∣∣
1 +
√
1− 4m2p2
1−
√
1− 4m2p2
∣∣∣∣∣∣
− ipiθ (p2 − 4m2) ]+ p2(4m2
p2
− 1
) 3
2
cos−1
(
1− p
2
2m2
)
×
[
θ(p2 − 4m2)− θ(p2)
]}
− p2δZ(1)3 +O() . (151)
The on-shell renormalization condition, Eq.(145) leads to
the one-loop contribution to the ρ0 wave-function renor-
13
malization constant
δZ
(1)
3 =
1
3
{
− 1

+ Lm +
8m2
M2
− 8
3
+
(
1− 4m
2
M2
)3/2
× ln
∣∣∣∣∣∣
1 +
√
1− 4m2M2
1−
√
1− 4m2M2
∣∣∣∣∣∣
}
+O() , (152)
as well as to the one loop contribution to the rho-meson
self-energy in the limit → 0
F (1)vac =
p2
3
{(
1− 4m
2
p2
) 3
2
[
ln
∣∣∣∣∣∣
1 +
√
1− 4m2p2
1−
√
1− 4m2p2
∣∣∣∣∣∣
− ipiθ (p2 − 4m2) ]+ 8m2
p2
+
(
4m2
p2
− 1
) 3
2
× cos−1
(
1− p
2
2m2
)[
θ(p2 − 4m2)− θ(p2)
]
+ C
}
(153)
where
C = −8m
2
M2
+
(
1− 4m
2
M2
)3/2
ln
∣∣∣∣∣∣
1−
√
1− 4m2M2
1 +
√
1− 4m2M2
∣∣∣∣∣∣ .
(154)
Two-loop Contributuion
Next, we consider the two-loop contribution to the self-
energy. The cancellation of divergences is now less obvi-
ous. To analyse F
(2)
vac we write it as
F (2)vac =
1
3
1(
1− 23
){− 8(1− )(T134D + T134F )
+ 8(1− )(T234D + T234F )− 4(1− )(4m2 −M2)
× (T1134D + T1134F ) + 4(8m2 − 2M2 − 2p2)
× (T1234D + T1234F )− (8m2 − 2M2 − 4p2)
× (T1245D + T1245F ) + 2(4m2 − p2)(4m2 −M2)
× (T11234D + T11234F ) + (4m2 − 2M2 − p2)
× (4m2 −M2 − 2p2)T12345
}
+ T⊗D + T⊗F − p2δZ(2)3 = F (2)D + F (2)F − p2δZ(2)3 ,
(155)
where
F
(2)
D =
1
3
(
1 +
2
3

){
− 8(1− )T134D
+ 8(1− )T234D − 4(1− )(4m2 −M2)T1134D
+ 4(8m2 − 2M2 − 2p2)T1234D − (8m2 − 2M2 − 4p2)
× T1245D + 2(4m2 − p2)(4m2 −M2)T11234D
}
+ T⊗D ,
(156)
and
F
(2)
F =
1
3
{
− 8T134F + 8T234F − 4(4m2 −M2)T1134F
+ 4(8m2 − 2M2 − 2p2)T1234F − (8m2 − 2M2 − 4p2)
× T1245F + 2(4m2 − p2)(4m2 −M2)T11234F
+ (4m2 − 2M2 − p2)(4m2 −M2 − 2p2)T12345
}
+ T⊗F .
(157)
Next, we consider the divergent terms in F
(2)
vac, i.e. only
F
(2)
D and p
2δZ
(2)
3 , as F
(2)
F is entirely finite. Substituting
Eqs. (135)-(141) into Eq.(156), and after some cancella-
tions one finds
F
(2)
D = −
2p2

+
8p2
3
Lm +
4p2
3
L|p|
+
(
4m2 −M2)(ln(M2
m2
)
+
4
3
)
R
+ 2
(
4m2 −M2)(ln(M2
m2
)
+
5
3
)
− 2p
2
3
. (158)
The divergent part of this result is cancelled by p2δZ
(2)
3 ,
thus rendering the self energy finite. Notice that all terms
proportional to
1
2
vanish. Next, we determine δZ
(2)
3
explicitly using the renormalization condition Eq.(147).
Equation (155) can be written as
F (2)vac = −
2p2

+
8p2
3
Lm +
4p2
3
L|p| +
(
4m2 −M2)
×
{(
ln
(
M2
m2
)
+
4
3
)
R+ 2
(
ln
(
M2
m2
)
+
5
3
)}
− 2p
2
3
+ F
(2)
F − p2δZ(2)3 . (159)
Imposing the on-mass-shell renormalization condition,
Eq.(145), leads to
δZ
(2)
3 = −
2

+
8
3
Lm +
4
3
LM − 2
3
+
(
4m2
M2
− 1
){(
ln
(
M2
m2
)
+
4
3
)
Re
[
R|p2=M2
]
+ 2
(
ln
(
M2
m2
)
+
5
3
)}
+
1
M2
Re
[
F
(2)
F
∣∣∣
p2=M2
]
.
(160)
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Using
Re
[
R|p2=M2
]
=
√
1− 4m
2
M2
ln
∣∣∣∣∣∣
1−
√
1− 4m2M2
1 +
√
1− 4m2M2
∣∣∣∣∣∣ , (161)
one obtains
δZ
(2)
3 = −
2

+
8
3
Lm +
4
3
LM − 2
3
−
(
1− 4m
2
M2
)3/2
×
(
ln
(
M2
m2
)
+
4
3
)
ln
∣∣∣∣∣∣
1−
√
1− 4m2M2
1 +
√
1− 4m2M2
∣∣∣∣∣∣
+ 2
(
4m2
M2
− 1
)(
ln
(
M2
m2
)
+
5
3
)
+
1
M2
Re
[
F
(2)
F
∣∣∣
p2=M2
]
, (162)
where F
(2)
F is defined in Eq.(157). Substituting Eq.(162)
into Eq.(159) gives
F (2)vac = f(p
2) + F
(2)
F , (163)
where
f(p2) =
4p2
3
ln
∣∣∣∣ p2M2
∣∣∣∣+ (4m2 −M2)(ln(M2m2
)
+
4
3
)
×
R− p2M2
√
1− 4m
2
M2
ln
∣∣∣∣∣∣
1−
√
1− 4m2M2
1 +
√
1− 4m2M2
∣∣∣∣∣∣

+ 2
(
4m2 −M2)(ln(M2
m2
)
+
5
3
)(
1− p
2
M2
)
− p
2
M2
Re
[
F
(2)
F
∣∣∣
p2=M2
]
. (164)
IV. CONCLUSIONS
In this paper we have extended the calculation of the
vacuum polarization function of the KLZ theory from
one-loop [4] to the two-loop level in perturbation theory.
Applications of this result will be discussed separately.
V. ACKNOWLEDGEMENTS
This work was supported in part by the National Re-
search Foundation (South Africa), the University of Cape
Town, and the National Institute of Theoretical Physics
(South Africa). Discussions with Hubert Spiesberger,
Andreas von Manteuffel, and Gary Tupper are duly ac-
knowledged. The authors thank Mikhail A. Ivanov for
discussions, and for providing us his numerical result of
the finite master integral for comparison.
[1] N.M. Kroll, T.D. Lee, B. Zumino, Phys. Rev. 175, 1376
(1967); J.H. Lowenstein, B. Schroer, Phys. Rev. D 6,
1553 (1972).
[2] H. van Hees, hep-th/0305076 (unpublished); H. Ruegg,
M. Ruiz-Altaba, Int. J. Mod. Phys. A 19, 3265 (2004).
[3] J.J. Sakurai, Ann. Phys. (N.Y.) 11, 1 (1960); ibid. Cur-
rents and Mesons, University of Chicago Press (1969).
[4] C. Gale, J. Kapusta, Nucl. Phys. B 357, 65 (1991).
[5] G. Gounaris, J.J. Sakurai, Phys. Rev. Lett. 21, 244
(1968); see also M. Gourdin, Phys. Rep. 11 C, 29 (1974).
[6] M. Davier, A. Ho¨cker, Z. Zhang, Rev. Mod. Phys. 78,
1043 (2006).
[7] C. A. Dominguez, J. I. Jottar, M. Loewe, and B. Willers,
Phys. Rev. D 76, 095002 (2007).
[8] C. Patrignani et al., Particle Data Group, Chin. Phys. C
40, 100001 (2016).
[9] B. Ananthanarayan, I. Caprini, and D. Das, Phys. Rev.
Lett. 119, 132002 (2017).
[10] C. A. Dominguez, M. Loewe, and B. Willers, Phys. Rev.
D 78, 057901 (2008).
[11] C. A. Dominguez, M. Loewe, and M. Lushozi, Adv. High
Energy Phys. 2015, 803232 (2015).
[12] S. Aoki, T. W. Chiu, H. Fukaya et al. Phys. Rev. D 80,
034508 (2009).
[13] V. Gu¨lpers, G. von Hippel, and H. Wittig, Phys. Rev. D
89, 094503 (2014).
[14] E.C.G. Stueckelberg, Helv. Phys. Acta 11, 225 (1938);
Helv. Phys. Acta 11, 299 (1938); Helv. Phys. Acta 11,
312 (1938).
[15] M. Lushozi, PhD thesis, University of Cape Town, 2017.
[16] G. Passarino and M. Veltman, Nucl. Phys. B 160 151
(1979).
[17] G. Weiglein, R. Scharf, and M. Bo¨hm, Nucl. Phys. B 416,
606 (1994).
[18] D. Kreimer, Phys. Lett. B 273, 277 (1991).
[19] A.I. Davydychev and J.B. Tausk, Nucl. Phys. B 397,123
(1993).
[20] R. Scharf and J.B. Tausk, Nucl. Phys. B 412, 523 (1994).
15
[21] S. Bauberger, F.A. Berends and M. Bo¨hm, M. Buza,
Nucl. Phys. B 434, 383 (1995).
[22] F.A. Berends and J.B. Tausk, Nucl. Phys. B 421, 456
(1994).
[23] U. Nierste, D. Mu¨ller, M. Bo¨hm. Z.Phys. C 57, 605
(1993).
[24] A. Denner, Fortsch.Phys. 41, 307 (1993).
[25] J. Van der Bij and M. Veltman, Nucl. Phys. B 231, 205
(1984).
[26] F. Hoogeveen, Nucl. Phys. B 259, 19 (1985).
[27] C. Ford, I. Jack, D.R.T. Jones, Nucl. Phys. B 387, 373
(1992).
[28] BESIII collaboration et al, Phys. Lett. B 753, 629 (2016).
[29] C. Alexandrou et al., Phys. Rev. D 96, 034525 (2017).
