The most important attribute of software quality is software reliability. Over the past years, many reliability models have been constructed for measuring and improving the growth of reliability. In reliability engineering, less attention has been paid to find confidence intervals around the estimated parameters and measures of reliability although its importance at producing precise prediction results. In this paper, we focus on the construction of confidence intervals based on a reliability model that b elongs to the family of Non-Homogeneous Poisson Process (NHPP) which is created using the Half-Logistic Distribution (HLD). In more detail, Asymptotic Confidence Intervals (ACIs) are derived using the Fisher information matrix for the constructed model's parameters as well as its intensity and number of remaining errors functions. Analysis of the DACS software reliability dataset to examine the accuracy of the point and interval estimation are provided.
Introduction
Software engineers predominantly aims to produce high quality software for real world applications. Error detection and correction process yields the software reliability growth which probabilistic models aim to describe and develop. These probabilistic models can be categorized into several classes for examples: models represent the failure rate of an equipment; models based on curve fitting; fault seeding models; reliability growth models; Markov structure models; models constructed by using NonHomogenous Poisson Process (NHPP) etc. The NHPP model based on rich assumptions to describe the process of fault discovery, its simplicity, convenience, and compatibility has attracted many researchers; some among them are: (Goel and Okumoto [1] ; Yamada and Osaki [2] ; Musa et al. [3] ; Hossain and Dahiya as a life testing model, constructing a NHPP model based on it may produce repairable system model which may has more ability to suit different projects. The probability density function (pdf) and cumulative distribution function (cdf) of the HLD are, respectively, defined as follows:
(t i ;a, ) = In statistics, there are two types of parameter estimation comprises the use of failure data collected during software testing phase, namely point and interval estimation. A point estimation assesses a specific value for the actual parameter which is practically clear to be imprecise (see; Koch and Link [12] ) while the interval estimation gives several values with identified probability of attaining the actual parameter, Neyman [13] was the first who proposed the theory of confidence interval estimation. In reliability engineering, the estimation of the models' parameters is regularly performed by point estimation method, hence the prediction of the measures of reliability of models needs to be investigated more by using the confidence interval approach so that we can precisely trust the predictive results and reasonably make a release decision of a software product. This paper is arranged as follows. Section 2 gives a review of the finite failure NHPP models, followed by
The Finite failure NHPP class of modeling is a class of time domain models which describes the behavior of failure detection process by a NHPP. Let N(t ) represent the cumulative number of the errors detected by time t i ; i = (1,2, … , n) and was identified to follow a Poisson distribution with parameter m(t i ; Λ ), that is:
The mean value function of the finite failure NHPP models, m(t i ; Λ )= E[N(t i )], and the failure intensity function λ (t i ;Λ ) can be derived, respectively, as follows:
Then, m(t i ;Λ) can also be written as: (see; Lyu [14] );
: symbolize the expected number of errors that would be determined by a NHPP model.
Λ:
Unknown parameters of a NHPP model. F(t i ;Λ): is a cdf of the time to failure. Moreover, the expected number of errors remaining in the software at time t, can be given by:
Model Formulation and Characteristics
Using Eqs. (2), (5), and (6) the formulas for the mean value and failure intensity functions of the NonHomogeneous Poisson Process Half Logistic Distribution (NHPP HLD) model can be, respectively, expressed as follows:
where : the number of initially found errors in the software, ξ: is the scale parameter.
(t i ;a, )
: is the cdf of HLD.
According to Eqs. (7) and (8) the number of remaining errors of the NHPP HLD model can be written as follows:
The intensity and number of remaining errors functions are represented graphically for different values of parameters in Fig. 2 . As shown, the two characteristic functions depend on the number of starting errors in the software a and the shape parameter . The intensity function starts declining from a higher value as the parameter a increases, and in all cases the curve stabilizes at a value near to zero as time increases, the starting value of the curve decreases as increases. Whereas, all the curves of the number of remaining errors function have the same starting point, which represents the initial number of errors in a software, the sharpness of the curves decreases as deceases. 
Parameters Estimation of the NHPP Model
Usually by analyzing the failure data that observed during the testing phase a point estimate is obtained and used to assess software reliability. Two obstacles usually faced when using point estimation: different estimates to model's parameters are obtained when using different estimation methods, and the unavailability of large sample sizes that needed to give precise estimates. Thus, to solve these obstacles interval estimation approach can be used to assess software reliability. As a first step, the Fisher information matrix is calculated to obtain the confidence bounds for parameters Λ of a NHPP model. The
Fisher information is an approach of quantifying the amount of information that obse rvable software failure times S i (i = 1, 2, … , n) contains about the unknown parameters Λ of a NHPP model that models S i . This approach uses the matrix of negative second partial derivatives of the natural logarithm of likelihood function. The inverse of the Fisher information matrix gives the asymptotic variance and covariance of the
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Maximum Likelihood (ML) estimates of the parameters Λ of a NHPP model. Thus, the 100(1− )% asymptotic confidence interval for the parameters Λ of a NHPP model are then obtained by:
where Λ is the ML estimator of Λ. (Λ) is the estimated variance of Λ, and 2 ⁄ is the percentile of standard normal distribution with right-tail probability 2 ⁄ (Zhang et al. [15] ). Now, let T i denote a random variable indicating the time between (i-1) st and i th failure (i = 1, 2, ..., n),
is a random variable indicating the i th failure occurrence time where T i = S i − S i−1 (i = 1, 2, … , n; S 0 = 0) the joint density function of the unknown parameters of a NHPP model with m(s n ;Λ) is given by:
Taking the natural logarithm of Eq. (12) yields:
By taking the partial derivatives of Eq. (13) with respect to each of the NHPP model parameter then setting the resulted equations equal to zero and solving the obtained equations simultaneously, the parameters of the NHPP model can be estimated by the ML estimation method.
Parameters Estimation of the NHPP HLD Model
This section covers the use of the ML estimation method for estimating the parameters of the NHPP HLD model. Asymptotic confidence intervals for the model's parameters ( and ), intensity function ( λ(t i ;a, ξ) ) and number of remaining errors function (n(t i ;a, ξ)) will be obtained.
Asymptotic Confidence Intervals for the Parameters and
To calculate the estimates of the parameters and , the ln likelihood function is obtained by substituting Eqs. (8) and (9) in Eq. (13) as follows:
Then, the derivatives of Eq. (14) with respect to the parameters and are found as follows: 
After that, the asymptotic variance and covariance matrix is found as follows: 
where, So, the 100(1− )% asymptotic confidence interval for the parameters and of the NHPP HLD model are given, respectively, by:
where,
2
⁄ is the percentile of standard normal distribution with right-tail probability 2 ⁄ ,
and (ξ) are, respectively, the diagonal elements of the asymptotic variance and covariance matrix given by Eq. (18).
Asymptotic Confidence Intervals for the Functions ( ; , ) ( ; , )
According to the invariance property of the ML estimators, the estimate of the intensity function of the NHPP HLD model is obtained by:
while its variance is defined as: 
and its variance is defined as:
We employ the central limit theorem of ( (t i ; a, ), (t i ;a, )) and gets the asymptotic 100(1− )% confidence bounds for the actual values as follows: Lower and upper confidence bounds for the intensity function (t i ;a, ):
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Conclusion
In this paper, point and interval estimation approaches of the NHPP HLD model have been discussed.
Specifically, confidence limits for the NHPP HLD model's parameters, intensity function and number of remaining errors function have been constructed. We have analyzed the point and interval estimation approaches on the DACS dataset, the application results show that th e NHPP HLD model provide accurate prediction results and demonstrate the usefulness of interval estimation approach in practice. The approach can be extended to many other reliability models.
