Abstract. Record linking is the task of detecting records in several databases that refer to the same entity. This task aims at exploring the relationship between entities, which normally lack common identifiers in heterogeneous datasets. When entities contain multiple relational records, linking them across datasets can be more accurate by treating the records as groups, which leads to group linking methods. Even so, individual record links may still be needed for the final group linking step. This problem can be solved by multiple instance learning, in which group links are modelled as bags, and record links are considered as instances. In this paper, we propose a novel method for instance classification and group record linkage via bag reconstruction from instances. The bag reconstruction is based on the modeling of the distribution of negative instances in the training bags via kernel density estimation. We evaluate this approach on both synthetic and real-world data. Our results show that the proposed method can outperform several baseline methods.
Introduction
The goal of record linking is to match records referring to the same entity in different datasets [7] . This is a non-trivial task because identifying the relationship between records is not straightforward due to commomly different structures in the datasets to be studied, and the possibly low quality of data in these datasets.
Record linking is used in a number of applications, for example, paper citation analysis, medical record linkage, and consumer behavior mining [7, 15, 17] .
A record linking system contains several components, which includes data preprocessing, record pair comparison, record pair classification, and result evaluation [7] . Among them, record pair classification has attracted most attention. In this task, the similarities of record pairs determine whether the pairs are matched or non-matched. Efforts in this area can be dated back to 1946, when Dunn proposed the initial idea of record linkage [8] . Since then, many approaches, either deterministic or probabilistic, have been developed [7, 16] . In recent years, machine learning approaches have been widely used to improve record linking performance. These approaches include support vector machines (SVMs) [2, 5] , clustering [9] , and graph-based methods [19, 23] .
In many cases, a matching decision has to be made over a collection of record pairs instead of individuals. To address this problem, Bhattacharya and Getoor proposed a collective entity resolution method [1] . In this method, an entity graph and a reference graph are used to characterize the similarity of the attributes of entities and their co-occurrence relationships. Then a relational clustering algorithm is used to compute the similarity of two clusters as a weighted sum of the attribute similarity and co-occurrence relational similarity. This allows those records that correspond to the same entity be assigned to the same cluster. Variations of this method include collective graph identification [18] , transforming graph representation [21] , and collective classification [24] .
On et al. [20] , on the other hand, proposed to link groups of record via a group linkage measure based on weighted bipartite graph matching [3] . In this method, similarities between records are computed first. Then these weights are used to compute group similarities between two collections of record pairs. In this way, the matching of two groups is determined not only by the similarity between records, but also by how many record pairs are being matched.
Although the goal of group linkage is to classify groups of records as matched or non-matched, decisions on individual record links are often necessary as well. For example, the group linkage model of On et al. [20] requires the information on the number of matched record links for group similarity computation. This has made group linkage a binary classification problem at both the group level and the record pair level. Therefore, it would be advantageous if this two-level classification process can be solved using an integrated solution. However, such a solution is often difficult to find due to the lack of labeled training data of record pairs.
Fu et al. proposed an approach that uses the multiple instance learning with instance selection (MILIS) method to solve this problem [13, 14] . In MILIS, data are represented as bags, each of which contains some instances. While the group classification can be solved by a traditional Multiple Instance Learning (MIL) classifier, the instance level classification is performed by a bag reconstruction step that groups the target instance to be classified with some negative instances selected from the negative instance prototype generated by MILIS. Then the instance classification can be naturally transformed into bag classification.
Although this solution has achieved sound results [13] , the bag reconstruction step is performed in a random manner, and has not taken the negative instance distribution into consideration.
In this paper, we introduce a new method for bag reconstruction. Our method explicitly measures the distribution of instances in the negative training bags using kernel density estimation (KDE). Then the negative instances that are most representative are selected for bag reconstruction. We show in the experiments that this approach delivers a more deterministic and robust solution than the earlier method proposed in [13] .
The rest of the paper is organized as follows. Section 2 introduces the MILIS method reported in [14] . Section 3 describes the proposed bag reconstruction method. The experimental results and analysis are presented in Section 4. Finally, we draw conclusions in Section 5.
Bag Reconstruction Based on the MILIS Method

MILIS Method
The MILIS method [14] was developed to solve the low efficiency problem of multiple instance learning of the embedded instance selection (MILES) method [4] . Both MILIS and MILES map bags into a feature space defined by a few instances. This allows a bag to be converted to a vector that characterizes the bag to instance similarities. Then the bag classification is transformed into a normal vector classification problem. While MILES uses all instances in the training set to perform feature mapping, MILIS only extract one instance prototype (IP) from each training bag. This allows MILIS to generate a much lower-dimensional feature representation with comparable classification accuracy as MILES.
In In the feature mapping step, MILIS selects one IP from each training bag by measuring the probability that an instance is generated from the distribution of instances in negative training bags. For a positive bag, such IPs corresponds to an instance that is most unlikely to be generated, i.e., is least negative. On the contrary, for a negative bag, an IP is selected as the most negative instance. The likelihood of an instance x to be negative is calculated using kernel density estimation:
where x − j ∈ B − is a negative instance, T is the total number of negative instances in B − , ||.|| denotes the Euclidean norm, Z is a normalization factor which can be omitted in computation because it is the same for every instance x, and τ is a parameter that controls the contribution of training samples.
With the IPs ready, bag-level feature representation can be created based on the similarities between a bag and the IPs. More specifically, such similarity is calculated as:
where I is an IP, and η is a feature mapping parameter that controls the similarity. Then a bag can be represented as an n-dimensional vector:
where I i is the instance prototype selected from the i-th training bag, and n = n + + n − is the total number of training bags. With the vectorized feature representation handy, an SVM classifier Φ is used to classify bags [22] .
Bag Reconstruction for Instance Classification
The MILIS algorithm has provided a sound solution for bag classification. However, it cannot classify instances. This is mainly due to the fact that instance labels are not available in the training set. As mentioned before, in the case of group record linkage, instance labels, which correspond to whether two records are matched or not, are essential in measuring the similarity between groups.
To solve this problem, a bag reconstruction method has been proposed in [13] , which provides a two-step algorithm for bag and instance level classification. In the first step, unknown bags are classified as positive or negative using the MILIS algorithm. In the second step, instances in the bags are classified. According to the MIL setting, the labels of the instances in bags that have been predicted as negative can be generated directly because the negative bags only contain negative instances. Therefore, the instance classification problem reduces to predicting the labels of only these instances in the bags that have been classified as positive. The bag reconstruction step then groups each instance in a positive bag with negative IPs to form new bags. Finally, the trained bag classifier is used to classify these newly constructed bags, and the bag classification results is treated as the corresponding instance classification results. This method is based on the rationale that if an instance is negative, then the reconstructed bag only consists of negative instances, and thus will be classified as negative. Otherwise, the new bag contains one positive instance, and therefore shall be classified as positive.
In [13] , two strategies have been adopted for the bag reconstruction. The first strategy randomly selects instances from the negative IPs and groups them with the instance to be classified. The second strategy adopts a greedy algorithm and performs bag reconstruction and prediction simultaneously. The instances in the testing bag are added sequentially into an initially reconstructed bag that contains randomly selected negative IPs as in the first strategy, until the new bag is classified as positive or all instance have been added. The results show that bag reconstruction using the greedy strategy slightly outperformed the Random option [13] .
Bag Reconstruction via Negative Instance Distribution Modeling
The classification performance of the reconstructed bags is dependent on the quality of the selected negative instances. One would expect that these new bags shall be consistent with the distribution of the bags in the training set, so that the learned classification model Φ will generate good classification results. However, the random and greedy instance selection strategies in [13] have not taken this into consideration. This means the quality of the bag reconstruction is not guaranteed due to the uncertainty in negative instance selection. To solve this problem, we seek to model the distribution of the instances in the negative training bags and propose a new method to fulfill the bag reconstruction task. For convenience, from now on, we denote the selected negative instances for bag reconstruction as X . Please note that X will be used for all instances to be classified.
We commence by a formal definition of the problem. Given training sets {B + , B − } and the learned bag classification model Φ, the goal of instance classification is to predict the binary label y i,j ∈ {1, −1} of x i,j ∈ B i , after B i has been predicted as positive. In bag reconstruction, x i,j is grouped with selected instances X in B − to create a new bagB. Then the classification model Φ can be used to classifyB, whose result is also considered as the label for x i,j . The goal of our method is to find the most representative X .
Note that Equation 1 defines a kernel density estimator with an isotropic Gaussian kernel [14] . This allows the modeling of the likelihood that an instance x is contained in the negative bags. Based on this observation, our first solution is to select the most negative instance in the negative bags as the member of X . Thus, x * is defined by x * = arg max
where p(x|B − ) is given by Equation 1. This solution is similar to the MILIS negative IP selection process. The difference lies in that an IP is selected from a single bag in MILIS, while the x * is selected from the whole negative instance pool. Such an option has three advantages. Firstly, from the data distribution point of view, x * will be close to the negative IPs and far away from the positive IPs. Because the bag level feature representation step is performed using Equation 2, the similarity between a bag and an IP is based on the instance in the bag that is most similar to the IP. Thus, with the most negative instance being selected as x * , it is guaranteed that high similarity to negative IPs can be achieved. Secondly, the selection of x * is deterministic. Unlike the random selection strategy proposed in [13] , the most Classify all xi,j ∈ Bi as negative 7. else 6.
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yi,j = 1 negative instance in the negative training bags is unique. Thirdly, the reconstruction of all instances to be tested uses the same x * , which is not dependent on the testing data or the number of iterations to be performed. Therefore, this approach is very efficient. A summary of this instance classification method is given in Algorithm 1.
When the data is generated from a mixture of Gaussian models or from an arbitrary distribution, it may be necessary to select multiple instances for bag reconstruction. Therefore, x * is expanded to a set of instances X = {x * 1 , . . . , x * k }. This leads to a larger reconstructed bag. A simple method of generating such an X is to iteratively search for x * from the remaining negative instances in B − without replacement. This guarantees the retrieval of the most negative instances based on kernel density estimation. However, there is a high possibility that several selected negative instances are very close to each other. Then the contributions of these instances to the instance embedding step are similar. This means that the X may contain redundant information. On the other hand, some important negative instances may be missed.
This problem can be illustrated by an example shown in Fig. 1 . In this example, the data is generated from the sum the six Gaussian distributions with means −2.1, −1.3, −0.4, 1.9, 5.1, and 6.2, respectively. The standard deviation of the Gaussian distribution is set to 1. It can be seen that there are two peaks in the curve. When X contains only a single element, x * 1 will be selected due to the highest probability density at the location. If more than one elements in X are needed, it is most likely that points surrounding x * 1 , will be selected, while x * 2 is missed. To solve this problem, we introduce the second solution, which is based on dividing the feature space of negative instances into subspaces, and then applying kernel density estimation on each subspace. The subspace division can be performed by k-means clustering, which partitions the B − into k sets
, we run kernel density estimation on all the negative instances in it. Therefore, Equation 1 is modified as
Here, t is the total number of negative instances in B − i . The negative instance selection rule in Equation 4 is updated correspondingly as
This allows both x * 1 and x * 2 in the above example be selected, which are the most representative instances. Note that when k = 1, Equations 5 and 6 reduce to the single element case in Equations 1 and 4.
Experiments
We have performed experiments on both synthetic data and real-world historical census datasets to demonstrate the utility of the proposed method. The implementation of MILIS method follows [14] , but with the iterative model fine tune step omitted. LIBLINEAR [10] is used to train the bag classifier with all parameters set to the default values. We set τ = 1 in Equation 1 and η = 1 in Equation 2. The selection of value k for the size of X will be discussed later. 
Results on Synthetic Data
Two example of the synthetic datasets are shown in Fig. 2 . Both sets contain 1,000 positive instances (red circles) and 5,000 negative instances (blue asteroids). These instances were randomly generated from four Gaussian distributions, two for positive instances and two for negative instances. The means of the Gaussian distributions used to generate these two datasets are identical, but their standard deviations are different. With larger standard deviation, the positive and negative instances are more overlapping with each other, and thus are more difficult to be classified. We constructed positive bags by randomly sampling from both positive and negative instances. Negative bags were constructed in a similar manner, but only from negative instances. Each bag contains a random number of instances ranging from 1 to 10. In this way, we have generated 1,000 positive bags and 1,000 negative bags. In the experiments, the instance labels are only used for evaluation purpose, without being accessed in the training stage.
Two important baseline methods to be compared are the random and greedy bag reconstruction methods proposed in [13] , which are marked as "random" and "greedy", respectively. Furthermore, we have included the strategy that uses clustering centers of the negative instance prototypes for bag reconstruction. This is marked as "k-means". The proposed method based on kernel density estimation is marked as "KDE" for the option of retrieving the most negative instances in the negative bags, and "k-means+KDE" for the option of selecting multiple instances using kernel density estimation on clustered negative instances, respectively.
In the first experiment, we compare the robustness of the proposed method and the baseline methods when the difficulty level of data varies. We have randomly divided the synthetic data into a training set and a testing set with equal number of positive and negative bags. The bag level classifier was learned from the training set using the MILIS algorithm [14] . The testing was only performed on the positive testing bags, which contains both positive and negative instances. This is because we are more interested in the performance of the bag reconstruction methods for instance classification. In this experiment, the number of instances selected for reconstruction is set to 5, which is the average number of instances in synthetic bags. The standard deviations of the Gaussian distributions are set from 0.1 to 0.6 with 0.1 in interval. The experiments are run for 10 times, with randomly split training and testing sets. Fig. 3 displays the mean accuracy of each method.
The results show that when the difficulty of the data is low, all methods perform similarly well. However, after the standard deviation of Gaussian distribution is set to a value larger than 0.5, the proposed method achieves much higher accuracy than the alternatives. This implies that using the most negative instances in the negative training bags for bag reconstruction is the most robust approach among all methods being compared. On the other hand, the alternative methods do not show much differences in their performance.
In the second experiment, we analyze the influence of number of negative instances in X , i.e, the size of the reconstructed bags. Here, the standard deviation of Gaussian distribution for data generation is set to 0.5 for moderate level of data difficulty. As shown in Fig. 4 , the "KDE" method performs the best among all instance classification methods in overall performance with a very flat accuracy curve. The highest accuracy is achieved at 17 negative instances, which is only slightly higher than the accuracy with 1 negative instance. This is reasonable because the selected most negative instances may be close to each other as described in Section 3. Therefore, the contribution of these instances, no matter how many they are, are similar in the feature embedding step of the reconstructed bags. This implies that the reconstruction with the most negative instance in the training set is sufficient to achieve good performance. This observation can greatly simplify the X generation because now we only need to find the most negative instance in the negative training bags, which is already available from the MILIS IP generation step. On the other hand, the option of instance selection from clustered negative instances is not very stable due to the randomness of the initialization of k-means clustering method. The accuracy of other methods under comparison is greatly affected by the number of instances used for bag reconstruction. All of these methods achieve the highest accuracy with 1 negative instance. When the bag size increases, their accuracies drop significantly.
Historical Census Data
In this experiment, we used two historical census datasets collected in 1871 and 1881 from the United Kingdom. The 1871 dataset contains 5,575 households with 26,229 records. The 1881 dataset contains 6,025 households and 29,051 records. Each record contains the personal details of one individual, and there are no duplicates in each dataset. Each record has twelve attributes, including the address, first and family name, age, gender, relationship to head, occupation, and place of birth of each individual 1 . The goal of the historical census data linkage is to link both households and individuals in these two datasets.
In order to generate the ground truth data, we have manually labeled 2,400 household links, including 1,200 matched households and 1,200 non-matched households. The individual links in these households are also labeled. In the MIL setting, we consider household links as bags. Each bag contains several instances corresponding to individual record links. The task in this experiment is to classify unknown record links using a trained household link classifier. Before classification, the data was cleaned and standardized using the Febrl data were cleaning and record linkage tool [6, 11] . A variety of approximate string comparison functions were used to calculate the similarity between individual record pairs [12] . The bag level classifier was learned and used for the instance classification step following the proposed method. The experiments were ran ten times with a random split of the labeled data into equal size of training and testing sets. In the instance classification step, based on the results from the second experiment on the synthetic data, only one negative instance was used for bag reconstruction for each method.
We compare the classification accuracies of the proposed method and the baseline methods. Here, we have removed the "k-means+KDE" method because it is equivalent to "KDE" method when there is only one negative instance for bag reconstruction. The experimental results are summarized in Table 1 . It can be observed that the proposed method (KDE) has generated the highest accuracy. At the same time, all alternative methods under comparison have achieved very high classification performance. This suggests that the difficulty of correctly classifying these historical census data is not high.
Conclusion
In this paper, we have presented a novel method of instance classification for multiple instance learning and group record linkage. This method models the distribution of the negative training bags, and groups the most representative negative instances with the target instance to be classified in order to covert instance classification to bag classification. Experimental results show that this method is very effective, and has outperformed several baseline methods. Analysis on the results also suggests that very few instances are required for the bag reconstruction purpose, which allows fast and convenient bag reconstruction. Future work will focus on the integration of the instance selection step with the multiple instance learning process, and the extension of this strategy to other multiple instance learning methods. We will also apply the proposed method to other datasets that require both group and instance level classification.
