Abstract. The classical Poisson theorem says that if ξ 1 , ξ 2 , ... are i.i.d. 0-1 Bernoulli random variables taking on 1 with probability pn ≡ λ/n then the sum Sn = n i=1 ξ i is asymptotically in n Poisson distributed with the parameter λ. It turns out that this result can be extended to sums of the form Sn = n i=1 ξ q 1 (i) · · · ξ q ℓ (i) where now pn ≡ (λ/n) 1/ℓ and 1 ≤ q 1 (i) < · · · < q ℓ (i) are integer valued increasing functions. We obtain also Poissonian limit for numbers of arrivals to small sets of ℓ-tuples X q 1 (i) , ..., X q ℓ (i) for some Markov chains Xn and for numbers of arrivals of T q 1 (i) x, ..., T q ℓ (i) x to small cylinder sets for typical points x of a subshift of finite type T .
Introduction
The classical Poisson limit theorem taught in the first probability course says that if (1.1) lim n→∞ np n = λ > 0, p n > 0 then the binomial distribution with parameters (n, p n ) converges as n → ∞ to the Poisson distribution with parameter λ. In other words, if ξ
3 ..., n = 1, 2, ... is an array of independent Bernoulli random variables satisfying (1.2) p n = P {ξ 
where l ≤ q 1 (l) < q 2 (l) < ... < q ℓ (l) are increasing functions taking on integer values on integers. The name "nonconventional" comes from [10] where ergodic theorems for sums of the form (1.5) were studied. Recently, strong laws of large numbers and central limit theorems type results were obtained in [13] and [14] even for more general expressions. We will consider also a nonconventional Poisson limit theorem for sums of the form (1.6) S n = n l=1 ℓ j=1 I Γn (X qj (l) ) (where I Γ is the indicator of a set Γ), which counts the number of arrivals by a Markov chain X 0 , X 1 , ... to small sets Γ n at all times q j (l), j = 1, ..., ℓ when l runs from 1 to n. We suppose that the Markov chain has bounded transition densities which satisfy a Doeblin type condition. This ensures existence of a unique invariant (probability) measure µ. Assuming that
we show that S n converges in distribution to a Poisson random variable provided q i+1 (l) − q i (l) → ∞, l = 1, ..., ℓ − 1 as l → ∞.
Another nonconventional Poisson limit theorem we deal with in this paper concerns multiple arrivals to shrinking cylinder sets by subshifts. Namely, we show that the expressions of the form have almost surely asymptotically in n the Poisson distribution with a parameter λ provided (1.9) lim n→∞ n(P (B n )) ℓ = λ where B n 's are certain cylinder sets of the subshift space Ω, P is a Gibbs measure, T is a left shift and l ≤ q j (l), j = 1, ..., ℓ are increasing integer valued functions with sufficiently fast growth of differences q j+1 (l) − q j (l) as l → ∞. This assertion generalizes in the nonconventional direction the results from [15] and [6] . We mention also a related result in the conventional setup about Poisson limits for numbers of arrivals to small shrinking sets by hyperbolic dynamical systems obtained in [7] . Observe that if
then the above result yields that asymptotically the distribution of (P (B n )) ℓ τ Bn is exponential since
More advanced results about limiting exponential distributions of properly normalized first return times to small shrinking sets (see, for instance, [1] , [2] and references there) and about Poissonian asymptotical behavior of distributions of numbers of arrivals to small shrinking sets (see, for instance, [11] , [12] and references there) should be possible to derive in the nonconventional framework, as well.
Preliminaries and main results
We start with a probability space (Ω, F , P ) and an array of independent Bernoulli 0-1 random variables ξ
.., n = 1, 2, ... taking on value 1 with probability p n ∈ (0, 1). Our setup includes also increasing functions l ≤ q 1 (l) < q 2 (l) < ... < q ℓ (l) taking on integer values on the integers. For any set Γ ⊂ Z + of nonnegative integers put (2.1)
which is the probability assigned to Γ by the Poisson distribution with a parameter λ > 0.
where S n is defined by (1.5), and the right hand side of (2.2) tends to zero provided (1.4) holds true.
We will prove this assertion in Section 3 relying on Poisson approximation results for families of dissociated random variables from [4] and [5] . We will show also that the convergence of P {S n ∈ Γ} to P λ (Γ) can be derived relying on the result of [16] , as well, though this does not give the speed of convergence as in (2.2).
As a natural intermediate step from the independent case to a stationary (dynamical systems) case we exhibit a nonconventional Poisson limit theorem for Markov chains. Namely, let X 0 , X 1 , ... be a Markov chain on a measurable state space (M, B) whose one-step and n-step transition probabilities P (x, ·) and P (n, x, ·) satisfy the conditions
for some probability measure m on (M, B), an integer n 0 ≥ 1 and a constant C > 0. Denote by P x , x ∈ M the probability on the path space provided X 0 = x and let ν be an arbitrary initial distribution (a probability measure on M ). The Markov chain X 0 , X 1 , X 2 , ... will be considered now with respect to the probability P ν = M P x dν(x) on the path space. Assume also that l ≤ q 1 (l) < q 2 (l) < ... < q ℓ (l) is a sequence of integer valued increasing functions such that
Let µ be the unique invariant measure of the Markov chain above which exists in view of the (strong) Doeblin condition (2.3) (see, for instance, [8] , §5, Ch.V).
2.2.
Theorem. Let Γ n ∈ B be a sequence of measurable subsets of M such that (1.7) holds true and let P ν be a probability on the path space Ω of the Markov chain corresponding to any initial distribution ν. Then S n defined by (1.6) converges in distribution as n → ∞ on the probability space (Ω, P ) to a Poisson random variable with the parameter λ.
Next, we consider another setup where Ω is a space of sequences determined by a 0-
The space Ω together with the left shift T acting by (T ω) i = ω i+1 is called a subshift of finite type ( [3] ). We assume that A ℘ is a positive matrix for some ℘ > 0 which makes T topologically mixing. Let φ be a Hölder continuous function on Ω with respect to the metric
There exists a unique T -invariant Gibbs probability P corresponding to φ (see [3] ) characterized by the property that for some Π (called the topological pressure), any cylinder set [a 0 , a 1 , ..., a n−1 ] = {ω ∈ Ω : ω i = a i , i = 0, 1, ..., n − 1} and each ω ∈ [a 0 , a 1 , ..., a n−1 ], (2.6)
where C > 0 depends only on φ. Denote by F n the (finite) σ-algebra generated by all cylinder sets [a 0 , a 1 , ..., a n−1 ] ⊂ Ω and for each ω
be a sequence of increasing functions taking on integer values on integers and such that for some c, γ > 0 and all l ≥ 1,
We will prove this assertion modifying appropriately the technique from [15] and [6] while relying on the basic result from [16] which became a major tool for deriving Poissonian type limit theorems in dynamical systems.
2.4.
Remark. In Theorems 2.2 and 2.3 we rely on [16] which does not provide speed of convergence to the Poisson distribution as in Theorem 2.1. Still, verifying conditions of [16] we obtain certain estimates for speed of convergence of relevant quantities there so relying on the quantitive version of [16] obtained in [11] we can obtain some estimates on speed of convergence in Theorems 2.2 and 2.3, as well.
2.5. Remark. It is well known that already in the conventional ℓ = 1 setup the assertion of Theorem 2.3 holds true not for all ω * but only for almost all ω * and a corresponding example appears already in [15] . In fact, when ω * is a periodic point then already in the conventional ℓ = 1 setup the distribution of S n,ω * from Theorem 2.3 will converge to a compound Poisson distribution (see [12] ) and not to a Poisson one. The nonconvergence to a Poisson distribution is usually easy to see in this case checking that second moments do not converge to second moments of a Poisson distribution because of "short returns" which will be excluded in our situation by the assumption (5.4) from Section 5. For Harris recurrent Markov chains convergence in distribution to compound Poisson random variables of their number of arrivals to small sets were studied in [9] (see also references there). It seems that many of the results about convergence to compound Poisson distributions can be extended to the nonconventional setup in the spirit of the present paper. This can be done not relying on the basic result from [16] but by proving directly convergence of moments employing combinatorial arguments similar to ones in the proofs below.
A nonconventional Poisson theorem
For any ordered collection of
The collection {X J } is an example of a so called dissociated family of random variables which means that if {X J } J∈J and {X K } K∈K are two subfamilies and (∪ J∈J J) ∩ (∪ K∈K K) = ∅ then these subfamilies are independent. Thus, we can apply Theorem 2 from [4] (see also Section 2.3 and 9.3 in [5] ) which yields that
where S n is defined by (
and since by the above argument there are no more than nℓ 2 terms in the sum for I 3 (n) we obtain that (3.6)
It follows from (3.2)-(3.6) that
2) taking into account that
Next, we formulate the main result from [16] which we will rely upon in Sections 4 and 5 but also, as a warm up, we will use it below in the simpler situation of this section in order to obtain an alternative proof of convergence of P {S n ∈ A} to P λ (A) as n → ∞ though without an error estimate as in the right hand side of (2.2).
n , n = 1, 2, ... be an array of 0-1 random variables, J r (n), r ≤ n be the family of all r-tuples (i 1 , i 2 , ..., i r ) of mutually distinct indices between 1 and n and for any (i 1 , ..., i r ) ∈ J r (n) set
and check the conditions of Theorem 3.1. For any two positive integers l,l set
A sequence J = {j 1 , j 2 , ..., j l } of distinct positive integers will be called a cluster here if for any j,j ∈ J there exists a chain j i1 = j, j i2 , ..., j im−1 , j im =j of integers from J such that ρ(j i k , j i k+1 ) = 0 for all k = 1, 2, ..., m − 1. Suppose that J is a part of another finite sequenceJ of distinct positive integers then we say that J is a maximal cluster inJ if J ∪{j} is already not a cluster for anyj ∈J. In the notations of Theorem 3.1 we define now "rare" sets I r (n) by
is the collection of all r-tuples from J r (n) which contain exactly k maximal clusters . Hence, J r (n) \ I r (n) consists of r-tuples whose all maxinal clusters are singeltons.
Clearly,
and so (3.7) holds true. If (i 1 , ..., i r ) ∈ J r (n) \ I r (n) then b i1...ir = p ℓr n = b i1 · · · b ir , and so (3.9) is satisfied, as well. Next, if l is fixed and we know that q i (l) = q j (m) then m is uniquely determined by l, i and j. Hence, if l is fixed and ρ(l, m) = 0 then there exist no more than ℓ 2 possibilities for m. It follows that there are no more than r!nℓ 2r possibilities for the choice of numbers in any cluster in each sequence from J r (n). Hence,
where #Γ denotes the cardinality of a set Γ. Now, observe that for any sequence (i 1 , ..., i l ), l ≥ 2 of distinct indices, in particular, for a cluster b i1...i l ≤ p ℓ+1 n , and so
r (n) with k ≤ r − 1 contains at least one cluster which is not a singelton. Hence, by (3.12) and (3.13), (3.14)
implying (3.8) and completing the proof of (3.10).
Poisson limits for arrivals to small sets: Markov chains
Next, we prove Theorem 2.2. Set
Now a sequence J = {j 1 , j 2 , ..., j l } of distinct positive integers will be called an (a, n)-cluster if for any j,j ∈ J there exists a chain j i1 = j, j i2 , ..., j im−1 , j im =j of integers from J such that
with ρ(·, ·) defined by (3.11) . The definition of maximal clusters remains as before while we define rare sets I r (n) as collections of r-tuples J = (i 1 , i 2 , ..., i r ) from J r (n) (which, recall, denotes the collection of all r-tuples of mutually distinct indices between 1 and n) which either contain a cluster containing more than one element or
By (2.3) and the Radon-Nikodim theorem there exists a transition density p(x, y) so that
Let p(n, x, y) denotes the n-step transition density so that P (n, x, Γ) = P x {X n ∈ Γ} = P {X n ∈ Γ|X 0 = x} = Γ p(n, x, y)dm(y).
We will rely on the well known fact (see, for instance, [8] , §5 in Ch. V) that under (2.3) there exists a unique invariant measure µ (i.e. M dµ(x)P (x, Γ) = µ(Γ), ∀Γ ∈ B) having a density p(
We start verifying conditions of Theorem 3.1 in our situation observing that by the Chapman-Kolmogorov formula
where, recall, ν is the initial distribution of the Markov chain. Since q 1 (l) ≥ l we obtain from (2.4), (4.3) and (4.4) that for any l ≥ 1,
for some C 2 > 0 independent of l. Hence, by (1.7) and (4.5),
e −βa(l) → 0 as n → ∞, and so (3.7) is satisfied. Observe that since p(x, y) ≤ C then p(l, x, y) ≤ C for all l, x, y in view of the Chapman-Kolmogorov formula. Let (i 1 , ..., i l ) be a sequence of distinct integers such that for some pairs (m 1 , i j1 ), ..., (m k , i j k ),
where pairs are different but either i's or m's may repeat themselves. It follows by the Chapman-Kolmogorov formula that
Next, we represent the rare sets I r (n) in the form (n) are the sets of r-tuples from J r (n), r ≤ n which contain exactly k maximal (a, n)-clusters and each I (k,1) r (n) contains an (a, n)-cluster J with i min (J) ≤ a(n) while I (k,0) r (n) contains no such (a, n)-clusters. Clearly, no r-tuple from I r (n) may contain more than one maximal (a, n)-cluster J satisfying i min (J) ≤ a(n). Observe that I (r,l) r (n), l = 0, 1 contains only singelton (a, n)-clusters, and so it is a subset of I r (n) only if l = 1. In order to estimate the cardinality of rare sets observe that if l and m belong to a same (a, n)-cluster and l is fixed then there are no more than 2 r (a(n)) r ℓ r+1 possibilities for m. It follows that there are no more than n(a(n)) 
where #Γ denotes cardinality of a set Γ. Now observe that each cluster J = (i 1 , ..., i l ) which is not a singleton yields at least ℓ + 1 pairs (m 1 , i j1 ), ..., (m ℓ+1 , i j ℓ+1 ) satisfying (4.8). Hence, anyJ = (ĩ 1 , ...,ĩ r ) ∈ I (k,l) r (n) with k < r yields at least kℓ + 1 pairs satisfying (4.8) while each r-tuple from I (r,l) r (n) yields at least rℓ such pairs. Since a(n) ≤ ln n then these arguments together with (1.7) and (4.9)-(4.11) yield that
where λ n = n(µ(Γ n )) ℓ and C 3 > 0 does not depend on n, which gives (3.8). Next, let (i 1 , ..., i r ) ∈ J r (n) \ I r (n).
Then there exist pairs
Employing again the Chapman-Kolmogorov formula together with (4.3) similarly to (4.5) we obtain that for such (i 1 , ..., i r ),
rℓ for some C 4 > 0 independent of n. This together with (4.5) yields (3.9) and completes the proof of Theorem 2.2.
Nonconventional Poisson limits for subshifts
Before proving Theorem 2.3 itself we recall few basic facts about Gibbs measures for topologically mixing subshifts of finite type whose proofs can be found, for instance, in Ch.1 of [3] . Namely, in addition to (2.6) we have that for P -almost all ω,
where h P (T ) > 0 is the Kolmogorov-Sinai entropy of T with respect to P . It follows from (2.6) and (5.1) that for P -almost all ω = (ω 0 , ω 1 , ...),
Another important fact which we need is the exponentially fast ψ-mixing of such subshifts, namely, that there exist constants β, C > 0 such that for any two cylinder
where γ is the same as in (2.7). Denote by Ω * the set of all ω * ∈ Ω such that
It is clear that Ω * is measurable and it was shown in [15] and [6] that P (Ω * ) = 1. For reader's convenience we recall the corresponding argument observing, first, that (5.5) follows from (5.1). As to (5.4) we note that C n ∩ T −i C n = ∅ for a cylinder set C n if and only if it contains a periodic point of period i. The number of periodic points of period l grows with l exponentially, and so there are at most g a(n) periodic points of periods up to a(n) for some g > 1. Thus, there exist at most g a(n) cylinder sets C n of length n such that C n ∩ T −i C n = ∅ for some i ≤ a(n). On the other hand, relying on (5.2) we see that P (C n (ω * )), and so also g a(n) P (C n (ω * )), decay exponentially fast in n for P -almost all ω * . This together with the Borel-Cantelli lemma completes the argument.
Next, we return to our nonconventional setup. Put
where ω * ∈ Ω * , N n (ω * ) was defined in Theorem 2.3, B n (ω * ) ⊂ C n (ω * ) and B n (ω * ) ∈ F n+[s ln n] , n = 1, 2, .... Observe a slight change of notations here in comparison to Theorem 3.1 by writing η (n) l in place of η (Nn(ω * )) which would be unwieldy. We start verifying the conditions of Theorem 3.1 observing that
Taking into account (2.7) and applying (5.3) repeatedly we obtain that
+ 1 grows in n subexponentially and D 1 > 0 does not depend on l, n and ω * . Since P (B n (ω * )) decays in n exponentially fast we obtain from (2.8) and (5.6)-(5.8) that
We introduce again an (a, n)-cluster which is a sequence J = {j 1 , j 2 , ..., j l } of distinct positive integers such that for any j,j ∈ J there exists a chain j i1 = j, j i2 , ..., j im−1 , j im =j of integers from J such that
with ρ(·, ·) defined by (3.11) . Denote by J r (n) = J r (n, ω * ) the set of all r-tuples (i 1 , ..., i r ) of distinct integers between 1 and N n (ω * ). The definition of maximal clusters remains the same as before and we define rare sets I r (n) = I r (n, ω * ) as collections of r-tuples J = (i 1 , i 2 , ..., i r ) ∈ J r (n) which either contain not only singelton clusters or
Next, we represent the rare sets I r (n) in the form
where each I (k,l) r (n) ⊂ J r (n) contains exactly k maximal (a, n)-clusters while l of them are collections J satisfying i min (J) ≤ L(n). In order to estimate cardinality of I (k,l) r (n) observe that if i 1 and i 2 belong to the same (a, n)-cluster and i 1 is fixed then there are no more than 2 r ℓ r+1 (n + a(n)) r possibilities for i 2 . If i ≤ L(n) then, of course, L(n) bounds the number of choices for i. It follows that there are no more than 2 #
for k = 1, 2, ..., r and l = 0, 1, ..., k. Let (i 1 , ..., i l ) be a sequence of distinct integers such that for some pairs (m 1 , i j1 ), ..., (m k , i j k ),
where pairs are different but either i's or m's may repeat themselves. Then applying repeatedly (5.3) we obtain that for all n large enough (say, when a(n) > s ln n),
By the definition each
.., k. For each j = 1, ..., k chooseĩ j ∈ J j arbitrarily and set i j =ĩ j for j = 1, ..., l and i l+(j−l)ℓ+b =ĩ j for j = l, l + 1, ..., k − 1 and b = 1, ..., ℓ. Set also m j = 1 for j = 1, ..., l and m l+(j−l)ℓ+b = b for j = l, l + 1, ..., k − 1 and b = 1, ..., ℓ. Next, we reorder the pairs (m j , i j ) so that q mj b (i j b ) increases in b and it follows from the definition of L(N ) and of (a, n)- (5.15) . This together with (5.16) yields that for any (i 1 , ..., i r ) ∈ I (k,l) r (n) and n large enough,
for some D 3 > 0 independent on n, ω * and B n (ω * ). The estimate (5.17) will suffice for our purposes when l ≥ 1 but for J = (ĩ 1 , ...,ĩ r ) ∈ I (k,0) r (n), k < r a better estimate of b (n) i1...ĩ l will be needed. So let such J consists of k maximal (a, n)-clusters J 1 , ..., J k and since k < r one of them must be not a singelton. Suppose, for instance, i,ĩ ∈ J 1 , i =ĩ and without loss of generality assume that |q j (i) − qj(ĩ)| ≤ n + a(n) for some j,j = 1, ..., ℓ.
Set i 1 = i and choose i b ∈ J b , b = 2, 3, ..., k arbitrarily. Now, order kℓ + 1 pairs (j,ĩ) and (l, i b ), l = 1, ..., ℓ; b = 1, ..., k to obtain pairs (m 1 , i j1 ), (m 2 , i j2 ), ..., (m kℓ+1 , i j kℓ+1 ) so that q m b (i j b ) is nondecreasing in b. Let q m l (i j l ) = q j (i) and assume without loss of generality that qj(ĩ) ≥ q j (i). Then we must have qj(ĩ) = q m l+1 (i j l+1 ) and q m1 (i j1 ) < q m2 (i j2 ) − (n + a(n)) < ... < q m l (i j l ) − (l − 1)(n + a(n)) ≤ q m l+1 (i j l+1 ) − (l − 1)(n + a(n)) < q m l+2 (i j l+2 ) − l(n + a(n)) < ... < q m kℓ+1 (i j kℓ+1 ) − (kℓ − 1)(n + a(n)).
Applying repeatedly (5.3) we obtain from here similarly to (5.16) that for all n large enough, bĩ 1...ĩr ≤ P B n (ω * ) ∩ T qm 2 (ij 2 )−qm 1 (ij 1 ) B n (ω * ) ∩ ... (5.18) ... ∩ T qm kℓ (ij kℓ )−qm 1 (ij 1 ) B n (ω * )
≤ D 4 P (B n (ω * )) kℓ−1 P B n (ω * ) ∩ T qm l+1 (ij l+1 )−qm l (ij l ) B n (ω *  ) for some D 4 > 0 independent of n, ω * and B n (ω * ). By (5.4) if q m l+1 (i j l+1 ) − q m l (i j l ) ≤ a(n) then B n (ω * ) ∩ T qm l+1 (ij l+1 )−qm l (ij l ) B n (ω * ) = ∅, and so the right hand side of (5.18) is zero. If n + [s ln n] < q m l+1 (i j l+1 ) − q m l (i j l ) ≤ n + a(n) then we still can use (5.3) to obtain that (5.19) P B n (ω * ) ∩ T qm l+1 (ij l+1 )−qm l (ij l ) B n (ω * ) ≤ C P (B n (ω * )) 2 .
Now let (5.20) a(n) < q m l+1 (i j l+1 ) − q m l (i j l ) ≤ n + [s ln n].
We can represent B n (ω * ) as a disjoint union
where C n,s (ω
n,s (ω * )) exp(−δa(n))
for some D 5 , δ > 0 where we can take δ =
