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.IIIIII!IPIIIII!!I oyen día no es sorpren-
dente que la información 
se codifique con objeto 
de controlar (detectar y 
corregir) los errores que 
se originan como conse-
cuencia del paso de las señales por el 
medio de transmisión. Es más, re-
sulta difícil pensar en un sistema que 
no incorpore tales mecanismos. Si 
se analizara el lenguaje natural, se 
observaría en él multitud de reglas 
(fonéticas, ortográficas, léxicas, 
sintácticas, ... ) que permiten que sólo 
muy pocos de los posibles mensajes 
recibidos tengan sentido. Debido a 
esta redundancia se puede distin-
guir un mensaje que llega «limpio» 
al receptor de otro que se ha visto 
distorsionado por el medio a través 
del cual ha sido transmitido. 
Por otra parte, en caso de 
recibir un mensaje erróneo no es 
extraño que el subsistema receptor 
trate de buscar el mensaje (con senti-
do) que se asemeje más al recibido, es 
decir, que cumpla las reglas que per-
miten admitir el mensaje recibido 
como «bueno» con el mínimo cambio 
significativo sobre el mismo. Tampo-
co resulta nada raro que el receptor 
del mensaje pida la retransmisión de 
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Ftg. 1 Sistema de Cómunicación 
aquel en caso de verse incapaz de 
reconstruir la información desvirtua-
da. 
El precio que se paga por dis-
poner de un subsistema capaz de re-
ducir la probabilidad de recibir un 
mensaje erróneo es aumentar la lon-
gitud del mensaje. Así pues, la im-
portancia del sistema corrector de 
errores estriba en disminuir los erro-
res en recepción, bien aumentando la 
longitud del mensaje de forma míni-
ma, o bien intercambiando tiempo de 
transmisión por fidelidad de la infor-
mación recibida. La protección de un 
sistema contra las perturbaciones que 
puedan afectar a la información trans-
mitida se lleva a cabo en el transmisor 
(a la entrada del modulador). De for-
ma análoga, la eliminación de toda la 
redundancia que introduce dicha pro-
tección se efectúa en el receptor (a la 
salida del demodulador), tal y como 
se puede observar en la figura 1. 
La codificación de canal de-
sarrolla y analiza códigos orientados 
a facilitar la detección y corrección de 
los errores ocasionales que pueda in-
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da aparece en la pala-
bra código) sea des-
preciable y no haya 
razón alguna para de-
finirlos de esta mane-
ra, toda la bibliogra-
fía que se encuentra 
hace referencia a ellos. 
Se consideran códigos 
binarios, siendo de la 
misma clase sus códi-
gos constituyentes . 
Fig.2 Codificador Recursivo Sistemático (23133) 
De los estudios 
realizados se despren-
de que los códigos 
constituyentes que 
proporcionan mejores 
prestaciones son los 
• 
troducir el canal de transmisión. En 
todo sistema de transmisión de la 
información es tan importante dispo-
ner de una buena codificación de 
canal, como lo puedan ser la integri-
dad y la fiabilidad de la información 
que alcanza al destinatario. 
Por lo que respeta a la investi-
gación en teoría de la codificación, 
han sido muchos los avances que se 
han realizado hasta nuestros días, y 
también muchos los códigos desarro-
llados para reducir cada vez más la 
probabilidad de error en la entrega de 
la información al destinatario. Como 
consecuencia del conocimiento ad-
quirido, se llega a un conjunto de 
criterios intuitivos que permiten esta-
blecer unas pautas generales en la 
búsqueda de nuevos códigos que su-
peren en prestaciones a los ante 
riores. De este modo fueron pro 
puestos en 1993 [1] los denomi 
nados "turbo códigos", cuyas sor 
prenden tes características hm 
sido desde entonces uno de lo: 
principales centros de interés dI 
las investigaciones que se estár 
llevando a cabo en este terreno. 
El codificador 
Los "turbo códigos" sor 
una familia de código: 
concatenados o unidos en parale 
lo. La creación de los mismo: 
parte de un conjunto concreto dI 
códigos básicos denominado: 
códigos constituyentes, formán-
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dose una palabra código de salida a 
partir de los bits de redundancia de 
cada uno de los códigos constitu-
yentes. Un ejemplo de lo que signi-
fica la concatenación en paralelo 
puede ser el de imaginar que se está 
transmitiendo la misma informa-
ción en dos lenguas distintas simul-
táneamente. La transmisión de un 
mismo mensaje con distintas codifi-
caciones de forma simultánea puede 
facilitar el proceso de detección y 
corrección de errores en el receptor 
de manera decisiva. 
Los códigos constituyentes de 
los "turbo códigos" son códigos 
convolucionales. A pesar de que el 
ahorro de complejidad de 
decodificación en estos códigos, por 
hacerlos sistemáticos (el bit de entra-
0í:W> Con vo-
lucionales Recursivos 
Sistemáticos (RSC). Los RSC son 
códigos convolucionales rea-
limentados, es decir, la entrada al 
registro de desplazamiento del 
codificador no solo depende del bit de 
entrada, sino que, también es función 
del contenido de dicho registro. Los 
RSC son códigos de respuesta 
impulsional infinita. Cuando el vector 
representativo de las conexiones de 
realimentación está asociado a un 
polinomio primitivo, la salida en ré-
gimen permanente es una secuencia 
pseudoaleatoria de máxima longitud. 
En la figura 2 se muestra un ejemplo 
de codificador RSC. 
Los códigos constituyentes en 
los "turbo códigos" se concatenan en 
paralelo por medio de 
entrelazadores. Esto significa que 
ce, 
CZ3.~3-) 
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los bits se toman en grupos 
de una cierta longitud, pro-
porcionando a cada 
codificador constituyente 
SAliOÁoa~ 
una permutación distinta 
de cada grupo. Barajando 
la información a la entra-
da de cada codificador, se 
pretende crear dependen-
cia entre bits no consecuti-
vos, dando a cada bit capa-
cidad de corrección sobre 
otros bits alejados del mis-
mo. Estos códigos pueden 
verse como códigos entre-
lazados que se transmiten 
simultáneamente, o bien 
como la transmisión en 
paralelo de la información 
codificada, porcanales en-
trelazados. Cabe observar 
que cada canal entrelazado facilita al 
decodificador la corrección de ráfa-
gas de errores a la vez que disminuye 
la tasa de errores que aparecen distri-
buidos de forma aleatoria. 
Los "turbo códigos" son códi-
gos lineales, puesto que la salida se 
puede obtener como superposición de 
respuestas a las excitaciones que com-
ponen la entrada. Los entrelazadores 
fuerzan una respuesta impulsional 
distinta a cada bit del grupo que se 
permuta, confiriéndole al subsistema 
un carácter variante (cíclicamente). 
A pesar de que la definición de 
los "turbo códigos" es muy genérica y 
deja abiertas muchas posibles combi-
naciones en función de la clase, nú-
mero de códigos constituyentes y de 
los entrelazadores, los estudios reali-
zados se centran en estructuras for-
madas por dos códigos constituyentes 
RSC bi-
narios uni-
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Fig, 4- Turbo códigos" Decodificador iterativo 
un subsistema mejoran aumentando 
el tamaño del entrelazador [2] . 
El decodificador 
La decodificación de los "tur-
bo códigos" no responde a un único 
algoritmo de decodificación. En el 
proceso de decodificación de códigos 
concatenados, dos o más 
decodificadores constituyentes sue-
len pretender tomar una decisión so-
bre una misma información recibida. 
La decisión final debe tomarse a par-
tir de las decisiones de los 
decodificadores constituyentes y al-
guna información adicional que per-
mita discriminar entre ellas. En este 
sentido, algunos de los algoritmos 
propuestos se basan en modificacio-
nes sobre el algoritmo de Viterbi, con 
la intención de obtener a la salida del 
decodificador al-
gún tipo de infor-
mación de fiabi-
una distribución de probabilidades a 
posteriori (APP) para cada símbolo 
recibido, aunque la degradación que 
introducen no es muy significativa si 
las operaciones se realizan bit a bit. 
dos por un 
entrelazador. 
En la figura 
3 se muestra 
un ejemplo 
de "turbo 
codificador" . 
Los códigos constituyentes 
de los "Turbo Códigos" 
son códigos 
convolucionales 
lidad además del 
símbolo 
decodificado. 
Esta idea motivó 
la aparición del 
SOYA (Soft 
Otra posibilidad es la de los 
algoritmos de decodificación que ha-
cen uso de la máxima probabilidad a 
posteriori (MAP). Estos algoritmos, 
conocidos desde principios de los se-
tenta y menos populares que el algo-
ritmo de Viterbi se han visto 
reavivados recientemente con la apa-
rición de los "turbo códigos". En ellos, 
el decodificador proporciona a la sa-
lida la secuencia de distribuciones 
APP de los símbolos de información, 
es decir, sin forzar decisión alguna 
facilita la información más completa 
posible sobre el conjunto de palabras 
código para cada palabra recibida, 
después de haber recibido toda la 
secuencia. La decodificación por 
medio de algoritmos basados en la 
MAP es óptima si se conoce la proba-
bilidad a priori asociada a cada pala-
bra código. 
El decodificador se compone 
de tantos decodificadores constitu-
yentes como códigos constituyentes 
tiene el código y cada uno de ellos 
calcula una distribución APP a partir 
del símbolo demodulado y de una 
distribución de probabilidades a la 
entrada, de acuerdo con las reglas que 
rigen su código. El algoritmo central 
de cada uno de estos bloques se basa 
en el algoritmo de Bahl o en modifi-
El pa-
. pel que juega 
el entre-
lazador en la estructura es importan-
te, pudiendo variar mucho las presta-
ciones del subsistema, según el tipo 
de entrelazador. Las prestaciones de 
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Output Viterbi 
Algorithm) a fi-
nales de los 
ochenta [3]. Este tipo de algoritmos 
suponen una clase subóptima de 
decodificación de los "turbo códi-
gos", dada su incapacidad de obtener 
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caciones del mismo [4]. Este algorit-
mo óptimo, no es implementable pues-
to que precisa de toda la secuencia de 
símbolos demodulados para poder 
proporcionar la secuencia de distri-
buciones APP. Este problema se pue-
de salvar transformando el "turbo 
código" en un código bloque equiva-
lente. Como consecuencia, disminu-
ye la velocidad de transmisión. 
~kr---~] 
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La secuencia final de distri-
buciones APP se alcanza por un mé-
todo iterativo en el cual la secuencia 
de distribuciones APP de salida de un 
decodificador constituyente alimenta 
la entrada de otro, siendo previamen-
te entrelazada o desentrelazada (se-
gún corresponda), hasta que la dife-
rencia entre estas distribuciones sea 
insignificante. La convergencia de 
dicho método depende de la relación 
señal-ruido, requiriendo mayor nú-
mero de iteraciones como menor sea 
dicha relación. En la figura 4 puede 
verse el esquema del decodificador. 
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Fig.5 P(e) en función de EblNo. 
Simulación para 5 iternerones. 
Prestaciones y Aplicaciones 
Los "turbo códigos" 
poseen unas características que 
los hacen muy útiles para comunica-
ciones digitales en las que se precisa 
alta fiabilidad con baja relación se-
ñal-ruido. Se han obtenido por simu-
lación ganancias muy cercanas al 
límite teórico de Shannon, a la vez 
que se utilizan técnicas iterativas de 
decodificación relativamente sim-
ples. En la figura 5 se muestra la tasa 
de error con el decodificador descri-
to, en función de la 
cortas. Existen estudios realizados 
sobre "turbo códigos" orientados a 
sistemas de transmisión con tramas 
de 192 bits (según recomendación 
GSM), para aplicaciones de transmi-
sión de voz en sistemas móviles. 
Los "turbo códigos" se con-
templan también como un buen com-
promiso entre prestaciones y com-
plejidad para los sistemas COFDM 
[5], adoptados para el proyecto Euro-
peo de Radiodifusión Digital y con 
las mismas perspectivas para los pro-
yectos de Teledifusión Digital. 
Hoy en día se dispone de los 
primeros circuitos integrados a muy 
alta escala de integración (VLSI) que 
permiten construir sistemas de trans-
misión digital que facilitan tasas de 
error en usua-
relación señal-rui-
do, después de ha-
cer cInco 
iteraciones. 
Son sus bue-
nas prestaciones con 
cocientes señal-rui-
do bajos los que ha-
cen que estos códi-
... especificaciones 
técnicas que bordean los 
límites teóricos previstos 
por Shannon en toda 
transmisión digital. 
rio de 10-7 con 
relaciones se-
ñal-ruido de 
entrada de los 
receptores de 3 
dB. Dado que 
la investiga-
ción en este 
gos se estén impo-
niendo cada vez más como los favo-
ritos para comunicaciones digitales 
muy exigentes (TV digital, etc .. ). 
Como inconveniente cabe 
constatar que los "turbo códigos" no 
son apropiados en aplicaciones sen-
sibles al retardo de decodificación, a 
campo se está 
llevando a cabo 
por muchos equipos científicos/in-
genieros, ya se están alcanzando en 
algunos diseños (probados en si-
mulación mediante ordenador) es-
pecificaciones técnicas que bordean 
los límites teóricos previstos por 
Shannon en toda transmisión 
menos que no se transmitan tramas digital: razones señal-ruido de 
, • RAMAs DE ESTUDIANTES DEL IEEE 
O,5dB para una probabilidad de 
error en el bit (tasa de error en 
usuario) de 10-5. 
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