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The main result of the paper is a characterization of connected graphs H with the 
property: For any graph G, the subsets of vertices that can be saturated by packing 
edges of G and copies of H are independent sets of a matroid. 0 1988 Academic 
Press, Inc. 
Let G = (V, E) be a graph and F be a family of subgraphs of G. The set 
Q c F is called an F-packing if any two graphs in Q are vertex disjoint. A 
vertex of G is called covered by the packing Q if it belongs to some graph of 
Q. A subset Xc V is called saturated by Q if each vertex of X is covered 
by Q. The F-packing problem consists of finding a packing Q c F 
that saturates a set of maximum cardinality. The important cases of the 
F-packing problem studied so far are the following. 
(M) Edge packing (matching). F consists of all 2-cliques of G [6, S] 
(C) Packing by copies of a single graph. F consists of all subgraphs of G 
isomorphic to a given graph H [ 111. 
(MC) Packing by edges and copies of single graph. F consists of all 
edges of G and all subgraphs of G isomorphic to a given graph H [ 121. 
(MH) Packing by edges and a set of hypomatchable graphs. F consists 
of all edges of G and some hypomatchable subgraphs of G [4,5, 12 1. 
(S) Packing by sequential sets of stars. For a given integer r, F consists 
of all subgraphs of G isomorphic to a star St, 1 6 i < r [l, 2, 10, 13, 141. 
It is known that the F-packing problem can be solved in polynomial 
time for problems (M) in [IS], (MH) in [IS, 4, 121, and (S) in [lo] (and 
implicitely also in [14]). 
On the other hand, problem (C) is NP-complete for any Hf K,, K2 
[ 111, and some partial results are also known for problem (MC) in [12]. 
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For a more comprehensive survey of results, applications, and further 
references concerning the F-packing problem we refer to recent papers [4] 
and [13]. 
A common feature of the polynomially solvable cases (M), (MH), and 
(S) is that the saturated sets form a collection of independent sets of a 
matroid (proved in [IS] for (M), in [4] for (MH), and in [14] for (S)). 
This motivates the following definition. Let us say that a family F of sub- 
graphs of G = (V, E) is matroidal if the subsets of I/ that can be saturated 
by some F-packing are independent sets of a matroid. We introduce a class 
of graphs called propellers. We prove that every family F’= E(G) u Y? u B 
where Y? is a set of hypomatchable subgraphs and 9 is a closed family of 
propellers is matroidal. This result provides a common generalization of 
cases (MH) and (S). 
The main result of the paper is a characterization of the matroidal 
families for problem (MC). We prove that the family consisting of all edges 
and all copies of a connected graph H is matroidal for any G iff H is 
perfectly matchable, hypomatchable, or a l-propeller. A graph H is a 
l-propeller if it has a vertex r of degree 1 and a vertex c such that H\x is 
perfectly matchable for every x # c. The general definition of a k-propeller 
is given in Section 1. 
In Section 2 we prove by construction the negative result: for every H 
which is neither perfectly matchable, nor hypomatchabie, nor a l-propeller, 
there exists a graph G for which the packing by copies of H and edges of G 
is not matroidal. 
In Section 3 we introduce a notion of an economical packing and give a 
description of the components of the union of any two economical 
packings for problem (MH). As a consequence we give a simple proof to 
some already known results. In Section 4 we investigate cases (MH) and 
(S) with an additional constraint that only a limited number of non-edges 
of F may be used simultaneously in a packing. 
1. MATROIDAL FAMILIES 
Given a family F of subgraphs of a graph G, we set MF(G) = {XC V: X 
can be saturated by some F-packing}. If F consists of all subgraphs of G 
isomorphic to some of given graphs H,, . . . . H,, we will write 
M H,, HZ, .._, &G) instead of M,(G). Let & be a hereditary system of subsets 
of V. The maximal sets (under set inclusion) of Jz’ are called bases. The 
system & is called a matroid if the set 59 of the bases satisfies the exchange 
axiom: 
(EA) VB, B’E~‘, VXEB\B’, $EB’\B: (B’\{y})u {x}EL%. 
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For other notions of matroid theory we refer to the book [IS]. Let us 
recall that M,(G) is a matroid by [8], which is called the matching 
matroid of G. 
Let us emphasize that the polynomial algorithm [6] for finding a 
maximum matching is complicated in comparison with the fact that 
M,(G) is a matroid. To show the latter, it is enough to realize that the 
union of any two maximum matchings consists of even paths and cycles. 
A graph H is said to be perfectly matchable if it has a matching covering 
all vertices, and hypomatchable if H\x is perfectly matchable for each 
vertex x of H. We call a connected graph H a k-propeller, k 2 1, if it has a 
vertex c, called the center, such that H\c consists of k + 1 connected 
components D,, D1, . . . . D, where (DO\ = 1 and each Di is hypomatchable. It 
is obvious that every star S,, 1 ( = complete bipartite graph K,, k+ 1) is a 
k-propeller. Some further examples are given in Fig. 1. 
The main result of the paper is the following theorem. 
THEOREM 1. Let H be a connected graph. Then MK2, JG) is a matroid 
for any graph G if and only if H is perfectly matchable, hevpomatchable, or a 
1 -propeller. 
ProoJ: The “if part” follows from Corollaries 1 and 2 of Theorem 2 
below. Let us mention that for H perfectly matchable M,,, JG) = M,(G) 
is the matching matroid and for H hypomatchable it is a matroid by a 
result of [4]. The proof of the “only if part” is given in Section 2. 1 
We call a k-propeller H rooted if it has one distinguished vertex r, 
r = root(H), of degree 1. If a propeller has more vertices of degree 1 (like a 
star) then there are more ways of choosing the root, and the resulting 
rooted propellers are considered to be distinct. Let c be the center of H. As 
the hypomatchable graphs have no vertices of degree one, the root r is 
adjacent to the center c. The edge rc is called the stick. Without loss of 
generality, let D, = (r}. The remaining components D,, . . . . D, of H\c are 
called the blades of H. We denote by D(H) the family of all blades of a 
rooted propeller H. 
Let 9 be a family of rooted propellers that are subgraphs of a graph G. 
FIGURE 1 
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(A subgraph may appear in 9 several times with distinct Iroots.) We call 
the family 9 closed if it satisfies the following three axioms. 
Heredity. If HE 9 and H’ are propellers with the same stick and 
D(H’)cD(H) then H’EP. 
Stick exchange. If HE 9 is a propeller with center c and root r, and r’ 
is a vertex of G\H adjacent (in G) to c, then (H\r)ur’c rooted in r’ 
belongs to 9. 
Blade exchange. Let H, H’ E 9’ be propellers with the same stick rc and 
D(H) ~6 D(H). Then for any blade D of H disjoint to all blades of H’ there 
is some blade D’ E D(H’)\D(H) such that the propeller H” with stick rc 
and blades (D(H’)\D’) u D belongs to 9’. 
THEOREM 2. Let G be a graph and F= E(G) u ~8 v 9’ be a family of its 
subgraphs where .J? is a family of hypomatchable subgraphs and 9 is a 
closed family of propellers. Then MF(G) is a matroid. 
Before proving Theorem 2 we introduce some additional notation that 
will also be used in the next sections. For a packing Q we denote by V(Q) 
and E(Q) the set of all vertices and edges of G belonging to some graph of 
Q. Thus, G, = (V(Q), E(Q)) is a subgraph of G whose components are all 
in F, and conversely, this graph uniquely determines Q. An F-packing Q is 
called maximal if there is no F-packing Q’ with V(Q’) 2 V(Q). The vertex 
set of a maximal F-packing is called a base, and the set of all bases is 
denoted by 98. We denote by B, B’, and B” the bases corresponding to 
maximal packings Q, Q’, and Q”, respectively. An edge e E E(Q) is called 
free if e (considered as a 2-clique) belongs to Q. We call vertex x E V(Q) 
critical in Q if x is covered either by a hypomatchable graph or by a blade 
of some propeller. (Thus the non-critical vertices are covered by either 
sticks or free edges.) 
Proof of Theorem 2. For a maximum F-packing Q, let S(Q) be the set 
of edges that are either free or the stick of some propeller. We define an 
alternating x-path as a path starting at vertex x and containing alternately 
edges of E(G)\E( Q) and of S(Q) so that the first entered vertex of each 
stick is its center. 
Claim. If P is an alternating x-path of odd length starting at an 
uncovered vertex x $ V(Q) and terminating at a vertex y that is either 
critical or a root or uncovered, then Q is not a maximal F-packing. 
We prove the claim by constructing a new F-packing Q’ such that 
V( Q’) 3 V(Q) u x. Q’ will be defined by its edge set E(Q’). 
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If y is uncovered then set E( Q’) = E(Q) AP (the symmetric difference). Q’ 
is an F-packing as 6P is closed under stick exchange. 
If y is critical and is covered by a hypomatchable graph W that is either 
a member of 2 or a blade of a member of 8, then denote by A4 a perfect 
matching of Wb, and set E(Q’) = (E(G,\V( W)) AP) u AL 
If y is a root of a propeller HE 9, then take arbitrarily a blade D of H 
and a vertex r’ E D which is adjacent to the center c of H. Then the graph 
H’= H\{Duy} u r’c is either a propeller with root r’ (that belongs to .P 
by axioms of heredity and stick exchange) or the edge r’c. Set E(Q’) = 
(E((Q\H) u 25’) AP) u A4 is where M is a perfect matching of D\r’. This 
concludes the proof of Claim. 
For two packings Q and Q’ we define their distarzce by 
WQ, Q') = P(Q)\E(Q')l + IS(Q')\E(Q)I + I VI . ID(Q) AD(Q 
where D(Q) is the union of D(H) over all HE 9 which belong to Q, and 
we recall that S(Q) is the set of sticks and free edges of Q. 
Let G be a graph for which Theorem 2 does not hold, and let Q 
and Q’ be two maximal F-packings violating (EA), i.e., there is a vertex 
XE V(Q)\l’(Q’)=B\B’ f or which there is no y E B’\B with (B’b) u x E .43. 
Assume that Q and Q’ are given so that the distance dist(Q, Q’) is 
minimum. 
Assume first that x is critical in Q. Thus, x is covered either by a 
hypomatchable graph W or by a blade D of H. In the latter case set 
W= D u cr where cr is the stick of H. We distinguish three cases. 
Case 1. There is some vertex z of W distinct from x and c such that 
one of the following happens. 
(a) z is not covered by Q’, 
(b) z is critical in Q’, 
(cl z is covered by an edge zw E S(Q’) with w not in W, 
(d) z is the center of some propeller of Q’. 
Let M be a perfect matching of W\z. Let P be the maximal alternating 
x-path starting at x and containing alternately edges of A4 and S(Q’). If the 
length of P is odd then Q’ is not maximal by Claim. If the length of P is 
even then the last edge of P is either a free edge or a stick and the 
terminating vertex u is not in W. The F-packing Q” defined by E(Q”) = 
E(Q’) AP satisfies dist(Q, Q”) < dist(Q, Q’). Set B” = V(Q”). If u $ B then B 
and B’ satisfy (EA) as B” = (B’\ ) u u x and u E B’\B, which contradicts our 
assumption on Q and Q’. Hence u E B. As the distance between Q and Q” is 
smaller, there is some y E B”\B such that (B”b) u u = (B”p) u x is a base, 
which is again a contradiction. 
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Case 2. All vertices of W\x are covered by free edges of Q’ each having 
both vertices in W. In this case Q’ can be obviously enlarged by adding W 
and deleting the free edges covering it. W is either hypomatchable or a 
l-propeller that belongs to P by heredity. 
If Case 2 does not happen, there is a vertex z of W satisfying (a), (b), (c), 
or (d) of Case 1. If it is not (d) then there must be one more such vertex z’ 
as the parity of W\x is even. As one of z, z ’ is distinct from center c, Case 1 
can be applied. Hence, in the remaining case z satisfies (d) which means 
that z is the center of the propeller H (having W\cr as a blade). Thus we 
get 
Case 3. There is some propeler H’ E Q’ such that c is the center of both 
HE Q and H’, the root r’ of H’ lies in W, and all other vertices of W\x are 
covered by free edges of Q’. Denote by M’ the set of free edges of Q’ having 
both ends in W. Then the blade D = W\cr of H is disjoint with all blades 
of H’. If D(H’) c D(H) then define H” as the propeller with the stick YC and 
D( H”) = D(H) v D. Q’ can obviously be enlarged by adding H” instead 
of H’. 
Hence D(H’) d D(H) and there is some blade D’ of H’ so that 
H” = (H’\D’) u D u YC is a propeller of F with the stick rc (by the blade 
exchange property). Let x’ be an arbitrary vertex of D’ and M” be a perfect 
matching of D’\x’. Define Q” from Q’ by the exchange of H’ for H” and M’ 
for M” where M’ is the matching in W consisting of free edges of (2’. 
We have ID(Q) AD(Q”)l < ID(Q) dO(Q’)l and hence also dist(Q, Q”) < 
dist(Q, Q’). We get a contradiction as in Case 1. 
If the vertex x is not critical in Q, it is covered by some edge 
e = xu E S(Q) that is either a free edge or a stick. The only possibility is that 
u is covered by some edge uv E S( Q’) so that P = (xu, uv) is an alternating 
x-path, otherwise Q’ could be enlarged by Claim. Define Q” by 
E( Q”) = E( Q’) AP. Then dist( Q, Q”) < dist( Q, (2’) and we obtain a 
contradiction as in Case 1. 0 
COROLLARY 1. Let H be a l-propeller and F be the family consisting of 
all isomorphic copies of H in G and of all edges of G. Then MF(G) is a 
matroid. 
ProoJ Obviously the system 9 of all copies of H in G with all possible 
choices of a root form a closed family. 1 
COROLLARY 2 [4]. Let G be a graph and F= E(G) u X where X is a 
family of hypomatchable subgraphs. Then M,(G) is a matroid. 
Proof: It is a special case of Theorem 2 with 9 empty. 1 
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COROLLARY 3 [14]. Let G be a graph and r be an integer. Then 
M S,, ,_,, JG) is a matroid. 
Proof Define 9 as the family of all rooted stars Si, i = 2, . . . . r, where 
each star Si is in 9 i-times with i distinct roots. Obviously 9 is closed. Set 
F=E(G)uY. 1 
Let us mention that the original proof of Corollary 3 is very simple as 
M si, ,,,, .r(G) is the union of r matching matroids. However, even for pack- 
ing by stars we can get a stronger result, as we do not have to consider all 
stars in G. As an example we present 
COROLLARY 4. Let r be an integer and G be a graph. Let, for each vertex 
x, a set N(x) of some neighbours of x be given. Let F be the system of all 
stars in G with at most r + 1 vertices such that each star with center x has at 
most one vertex not in N(x) u x. Then MF(G) is a matroid. 
ProoJ: For every star from F choose the root outside N(x) when 
possible, and arbitrarily if not. F is a closed family of rooted stars. 1 
2. NEGATIVE RESULTS 
In this section we prove the second part of Theorem 1: If a connected 
graph H is neither perfectly matchable, nor hypomatchable, nor a 
l-propeller, then there is a graph G such that MK2,H(G) is not a matroid. 
In fact, we prove a stronger result. For a graph H. we construct a graph G 
and two bases of different cardinality. 
Let H be a connected graph different from a single edge. We denote by 
r(H) the set of all vertices of degree 1, and by c(H) the set of all neighbours 
of vertices of r(H). Let us call each edge au, u E r(H), v E c(H), a stick of H. 
For a vertex x of H we denote by H, the graph constructed from H by 
adding a new vertex y and the edge xy. We denote by B; a base of H, 
containing V(H) and by B; a base of H, with the properties (i) x, y E B’;, 
and (ii) for each u # x, u E c(H,) there is some v E r(H) such that uv E E(H) 
and u, VEB;. 
Let p(G) be the matching number of the graph G, i.e., the number of 
vertices covered by a maximum matching. We distinguish several cases. In 
the next discussion, we will often use the following 
CLAIM. Let H be a graph and let x $ c(H) be a vertex of H. Let Q be a 
packing with V(Q) = B;. Then Q does not use any copy of H. 
ProoJ: For a graph H, let d(H) = C,, yec(Hj (1 + dist(x, y)), where 
d&(x, y) is the length of a minimum path from x to y in H. Assume Q uses 
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a copy H’ of H. As lH’j 6 lZ?;l < lZZ’I + 1, we have B-;= V(H’). This yields 
d(H’) > d(H) which is a contradiction. 1 
Case 1. r(H) = @. 
As H is not hypomatchable, by the well known Gallai Theorem [9] 
there is a vertex x such that each maximum matching of ZZ covers x. Let 
G = H, and consider B;, B; in G. Using Claim we get IB;I > /B;i. 
Case 2. There exists x E r(H) such that ,u(H\x) < IHI - 3. As x E r(H), 
we have x $ c(H). Using Claim we get / B;I > I B;I. 
Case 3. p(H\x)= IHI -2 for each xEr(H). 
Let t be the maximum integer such that H can be decomposed as in 
Fig. 2, where 1 V(N,)I, 1 d i < t, is even positive, and I V(N,)I is odd. 
Let G be the graph given by Fig. 3 where I, u xi g I, u x2 E H and 
I, z Z, 2 H\z (z is the vertex marked in Fig. 2). 
Let S, be a base containing V(Z, uxi). Then IS,1 = IGI - 1. Let Sz be a 
base containing V(Z, u x2). If IS, I = /S,I then S, uses a copy Z? of H which 
intersects I, in a subgraph T, and Z2 in a subgraph T,. Because Z,\T, must 
be perfectly matchable, we have 1 TzI is odd. Let (N,, . . . . N,) be the decom- 
position of Z2 u x2 ( z H). Denote Ni = T, n N,. IV: # @ for 1 < id t as T2 
is connected and Z2\T2 must be perfectly matchable. If x2 E c(R) then 
CT,, N;, . ..> N:) is a decomposition of R into t + 1 parts, which contradicts 
the choice of t. 
If x2 $ c(R) then x1 $ Sz. Hence Z,\T, must be perfectly matchable. Thus 
T,\x, is not perfectly matchable. It follows that p(T,\x2) < 1 T,I - 3 and 
also p(H\x,) < IHI - 3. In this case we set G = if,,. We have /B;‘l > IB’;‘I, 
using Claim for the bases B;2, Bq2 c V(ir,,). 
Case 4. p(H) = I HI - 1 and there are two distinct vertices xi and x2 of 
H such that p(H\xi) # IHI - 1. We consider subcases (4a), (4b), and (4~). 
(4a) x1 $c(H). Then ~B;J[ > IB;‘l by Claim. 
(4b) There is a vertex c E c(H) such that the graph H\c has an even 
component K. Choose a vertex x E K\c( H). Then I B-;I > I B;I by Claim. 
FIGURE 2 
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G= 
FIGURE 3 
(4~) If neither (4a) nor (4b) occur, then (x1, x2} c c(H). Let yi be a 
vertex of v(H) adjacent to xi, i= 1, 2. Let G be the graph given by Fig. 4 
whereZ,u(s,,s,}~ZI,u(s,,s~}~ZI,u(s~,s,)rH,andZj~H\{~,,r,}. 
Let S, be a base containing I’(&) u V(Z,) u (sl, s;, s2, s;}. Then 
ISi1 3 IGI - 1. Let Sz be a base containing V(Z,)u {si, sz}. If IS,/ = IS,1 
then we claim that Sz uses a copy H’ of H which intersects both I, and Z, 
for some i= 2, 3, and both IH’ n I, I > 1 and IH’ n Ii1 > 1. It is deduced as 
follows: As lSrl 3 /GI - 1, we can assume that S2 contains V(Z,)u {s;}. 
Hence S2 uses a copy H, of H which intersects both I, and Zz and 
IH,nZ,l > 1. If H,#Z2u {si,s;}, then put H’=H,, alse S, must use a 
copy H, of H which intersects both I, and I, (as S, covers I, u {s?}). 
ClearlyHz#Z3u{SZ,,r;} and lH,nZ,l>l;henceput H’=H,. 
Take the vertex c E c(H’) such that {s,, c> E E(G). At least one 
component K of H’\c must have an even number of vertices, which was 
considered in (4b). 
It remains to show that the list of cases is complete. Let H be a connec- 
ted graph which is neither perfectly matchable, nor hypomatchable, nor a 
l-propeller. If H does not satisfy Case 1, 2, or 3, then r(H) # 121 and there 
exists x E r(H) such that p( H\x) > I HI - 1. It follows that I V(H)1 is odd, 
and, since H does not satisfy Case 2, we derive that p(H\v) B I HI - 1 for 
each y E r(H). Hence, if H does not satisfy Case 4, it must be a 
l-propeller. 1 
FIGURE 4 
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Let us add also a negative result for packing by copies of a single 
graph-Case (C). 
PROPOSITION. For any connected graph H # K, and K, there is a graph G 
such that M,(G) is not a matroid. 
Proof Construct the graph G with 2jHl - 1 vertices as follows. If v, is a 
vertex of H of degree 1 and vi v2 E E(H) then G is given by glueing two 
copies of H in one vertex v such that v # u1 and u # v2. If H has no vertex 
of degree 1 then u may be chosen arbitrarily. I 
3. ECONOMICAL PACKINGS 
In this section we will deal with packings by edges and hypomatchable 
graphs. Let G be a graph and F= E(G) u 2 where 2 is a family of 
hypomatchable subgraphs. Thus, every F-packing Q can be split into two 
parts Q, u Q,, = Q where Qe consists of free edges (%-cliques) of Q and Q,, 
of hypomatchable graphs of Q. 
We say that a packing Q is economical if there is no packing Q’ # Q such 
that 
0) VQ’) $ v(Q) and Qh c Qht or 
(ii) VQ’)= v(Q) and QL $ Qh. 
Given two packings Q and Q’, we say that C is a component of Q u Q’ if 
C is a component of the graph G, u G,.. Given Q, Q’, and C, we denote 
by QAC the packing obtained from Q by exchange of graphs of Q in C for 
graphs of Q’ in C. We say that a component C is of type k-1, or a k-l-com- 
ponent, if C contains exactly k and 1 hypomatchable graphs of Q and Q’, 
respectively. The next theorem describes all possible components of the 
union of two economical packings. 
THEOREM 3. Let G be a graph, A? be a famiIy of hypomatchable 
subgraphs of G, and F = E(G) u 2. Let Q and Q’ be two economical 
F-packings and C be a component of Q u Q’. Then 
(i) C contains at most one hypomatchable graph of Q and at most 
one of Q', 
(ii) If C is of type O-0 then it is either an even cycle or an even path, 
(iii) If C is of type 14 then Q covers all vertices of C and Q’ covers 
all but one, 
(iv) If C is of type 1-l then both Q and Q’ cover a# vertices of C. 
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ProoJ: Let us call a path P alternating with respect to Q if it contains 
alternately edges of Q, and E(G)\E(Q). An alternating path with end ver- 
tices u and v is called augnzenting if {u, u j n V( Q,) = @ and (u, u > c V(H) 
for no HE Q,, (i.e., P is maximal and U, u do not belong to the same 
hypomatchable graph of Q). Obviously, an economical packing does not 
admit any augmenting path. 
(i) Assume Hi, Hz~ Qi, are two hypomatchable graphs in C. Let PC C 
be a path satisfying, with some integer k, the following. 
(1) P has one end vertex in H, and the other in H,, 
(2) P does not contain any edge of a graph from Q,,, 
(3) P contains at most k consecutive edges of a graph from Qh, 
(4) There is no path P’ satisfying (I), (2), and (3) for some k’ <k. 
If k = 1 then P is an augmenting path w.r.t. Q. Hence k > 1. If P contains 
edges of two distinct graphs of Qh then there is an augmenting path w.r.t. 
Q’. Let x be the first vertex on P (in direction from H, to Hz) incident to 
two consecutive edges of P which belong to some H’ of Qb. Let M be a 
perfect matching of H’\x. Let P be the (unique) maximal path containing x 
and alternating with respect to both Q and (Q’\X) u M’. Clearly x is one 
end vertex of P; denote by z the other one. If ZE V(Q,) then P contains an 
augmenting path w.r.t. Q’. Let z E V(Qk). If z E V(H,) then P contradicts 
(4), otherwise there is an augmenting path w.r.t. Q. 
If C is a &0 component then (ii) obviously holds. Parts (iii) and (iv) 
follow immediately from the following Claim. 
Claim. If C contains a hypomatchable graph H of Qr, then Q covers C. 
Assume x E V(C) is a vertex uncovered by Q. Set F, = Fu {x}. Then 
Q, = Q u {x} is an F,-packing. As C contains two hypomatchable graphs 
H and (x}, either Q, or Q’ is not economical by part (i). If Q, is not 
economical then neither is Q. Hence either Q or Q’ is not economical 
which is a contradiction. 1 
As an application of Theorem 3 we can present simple proofs to some 
known results. A packing Q is called perfect if it covers all vertices of G. A 
graph is called F-critical if it does not have a perfect packing, but whatever 
vertex u is deleted, G\v admits a perfect F-packing. 
COROLLARY 1 [S, Theorem 11. Every F-critical graph is hypo- 
matchable. 
ProoJ: For a contradiction, let v be a vertex such that G\v is not per- 
fectly matchable. Let Q be an F-packing with V(Q) = V(G)\v. Q contains 
at least one hypomatchable graph H, and we may assume that Q is 
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economical. Choose an arbitrary vertex u of H and let Q’ be an economical 
F-packing covering G\u. By Theorem 3, u lies in a 1-O component C of 
Q u Q’. Then Q’AC is a perfect F-packing of G, which is a contra- 
diction. 1 
COROLLARY 2 [S, Theorem 21. If G is hypomatchable but not F-critical, 
then there is some perfect F-packing using onIy one hypomatchable graph 
of F. 
ProoJ Let Q be a perfect packing using a minimum number of 
hypomatchable graphs and let Q’ be a maximum matching of G. As both Q 
and Q’ are economical, we can apply Theorem 3. It immediately follows 
that there is exactly one l-0 component of Q u Q’. 1 
COROLLARY 3 [4, Theorem 61. Let Q be a maximal economical 
F-packing. Then the matching obtained by taking Qe and a hypomatching in 
each hypomatchable graph of Q is a maximum matching. 
Prooj Let Q’ be a maximum matching of G. As Q’ is economical, 
consider components of Q u Q’. By Theorem 3, each HE Qh lies in a 
distinct 1M component leaving one vertex uncovered by Q’Y and the 
statement follows. 1 
In the next three corollaries we give some applications of Theorem 3 to 
the fractional matchings. (A fractional matching, or f-matching for short, is 
a packing by K, and odd cycles.) Corollary 3 immediately gives 
COROLLARY 4 [3, 17, 15, Problem 7.381. Euery graph G has a 
maximum matching M such that E(M) c E(Q) for some maximum 
f-matching Q. 
Balas [3] characterized the graphs that have a maximum f-matching 
without odd cycles. He calls an odd cycle C separable, if there is a 
maximum matching M that does not use any edge between V(C) and 
UG)\VC). 
COROLLARY 5 [3]. A graph G has a maximum f-matching that is a 
matching if and only if G has no separable odd cycle. 
Prooj The “if part.” For a contradiction, assume there is a maximum 
f-matching Q that saturates more vertices than a maximum matching M. 
As both Q and M are economical, there is a 1-O component K of Q u M. 
Denote by C the only odd cycle of Q in K. Define a new maximum 
matching M’ that consists of all edges of M outside K, of free edges of Q in 
K, and a maximum matching of C. Then C is separated by M’. 
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The “only if’ part (due to [ 31). Let C be an odd cycle separated by a 
maximum matching A4. Then construct an f-matching Q by deleting 
the edges of A4 incident to V(C) and adding the cycle C. Clearly 
I v(Q)1 = I J’(M)1 + 1. I 
COROLLARY 6 [ 161. Let Q and Q’ be maximum f-matchings that use a 
maximum number of K?. Then Q and Q’ have the same number of triangles, 
pentagons, etc. 
Proof. Let Q and Q’ be given. Clearly, Q and Q’ are economical. Let K 
be a component of Q v Q’. K cannot be of type, say, 1-O as KAQ’ would 
saturate more vertices than Q’. If K is of type l-1, then the cycle of Q and 
the cycle of Q’ in K are of the same length, as otherwise either KAQ or 
KAQ’ would contain more copies of K2. 1 
Theorem 3 may also be used to get an alternative proof of the 
Gallai-Edmonds structure theorem. We will deal only with an important 
part of it. 
Let 0, be the subgraph of G induced by the vertices that are omitted by 
at least one maximum matching of G. In particular, the structure theorem 
states that each component of 0, is hypomatchable. We give a description 
of these components in Corollary 7. Let F= E(G) u &’ where 2 is the 
family of all hypomatchable subgraphs (including l-cliques = vertices). Let 
us say that a hypomatchable subgraph H of G is large if it is used by some 
economical F-packing and there is no H’, V(H’) 3 V(H), with this 
property. 
COROLLARY 7. A subgraph H is large if and only if it is a component 
of oc. 
Sketch of the ProojY By Corollary 3, each vertex of a large graph 
belongs to O,, and conversely, each vertex of 0, must be covered by some 
large graph. Using Theorem 3, it is not difficult to show that the large 
graphs are vertex disjoint, and there is no edge joining two distinct large 
graphs. 1 
4. PACKING UNDER ADDITIONAL CONSTRAINTS 
In this section we consider cases (MH) and (S) of the F-packing problem 
with the additional constraint that only some limited number of non-edges 
may be used in a packing. 
Given graphs G, H, , . . . . H,, we denote by F = ( K2, HE ,,_, H,) the family of 
all subgraphs of G that are isomorphic to one of K,, H,, . . . . H,. For any 
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F-packing Q, we define the profile fo = (fy, . . . . fe) of Q as the vector 
whose every component ff, i = 1, . . . . Y, is the number of members of Q 
isomorphic to Hi. (The number of copies of K, used by Q is not described 
in fQ.) 
THEOREM 4. Let H,, . . . . H, be hypomatchable graphs, al, . . . . a, and b be 
integers. Let G be a graph and F= ( K2, nz ,,,_ & Call a set Xc V(G) indepen- 
dent if it is saturated by some F-packing Q with profile f Q satisfying 
(i) f” < ai, i = 1, . . . . r, and (ii) C:= 1 a, < b. Then the independent sets form a 
matroid on V(G). 
We do not prove Theorem 4 as it is a corollary of Theorem 5. 
THEOREM 5. Let G be a graph, 2 = (Hi: ie I} be a family of 
hypomatchable subgraphs of G, and N(I) be a matroid on the set I. Call a 
packing Q admissible if it consists of edges of G and a subfamily {Hi: i E J} 
where Jc I is independent in N(I). Then the sets of vertices saturated by 
admissible packings form a matroid on V(G). 
Proof: Let 99 be the system of maximal sets saturated by admissible 
packings. For a contradiction, assume that 28 does not satisfy (EA), and let 
B = V(Q), B’ = V(Q’), and x E B\B’ be an instance violating it. Obviously 
we may assume that Q and Q’ are economical, and are chosen so that 
jJnJ’/ is maximum, where Qh=(Hi:iEJ} and Qh=jH,:iEJ’). We use 
Theorem 3. Denote by C, the component of Q u Q’ containing x. If C, is of 
type t&O then it is an even path with end vertices x an.d, say, y. Then 
B” = (B’\x) u y E B as Q” = Q’dC, is admissible. 
Let C, be of type l-0, and Hi be the hypomatchable graph in it. Then 
for i E J\J’ there is some Jo J’\J so that J” = (J’\j) u i is independent in 
N(1). Denote by C, the component containing Hi. If C, is of type c-1 then 
set Qn = (Q’dC,) AC,. (A is the exchange operation defined in the begin- 
ning of Section 3). We have V(Q”) = (B’\x) u y where y is the vertex of C, 
uncovered by Q. If C2 is of type l-1, denote by A4 a perfect matching of 
H,\z where z is arbitrary. The packing Q” = ((Q’AC,)\Hj) UM is 
admissible as it uses the set J” of hypomatchable graphs. Now we can find 
an exchange for ZE B\V(Q”)== B\B” as lJnJ”/ < (JnJ’l. 1 
Remark. Theorem 4 can be generalized so that we require the profile f Q 
to be independent in a prescribed integer polymatroid (introduced in [7]) 
instead of conditions (i) and (ii). 
Let us denote by M(G) the matching matroid M,(G), and by M,(G) the 
b-truncation of M(G) for an integer b, i.e., M,(G) = (X: X is independent in 
M(G) and IX/ <b}. The next theorem deals with the packing by a sequen- 
tial set of stars with an additionai condition on the profile of admissible 
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packings. The condition requires that the profiles satisfy a certain system of 
linear inequalities. 
THEOREM 6. Let b, 3 b2 3 . 3 b, 3 0 be integers, and G be a graph. 
Derlote by F = ( K2, s,.Y... s, _ , ) the family consisting of subgraphs isomorphic to 
stars S, = K,, S,, . . . . S,, 1. Let us call an F-packing Q admissible tf its 
profile f satisfies the system of inequalities, 
i (i-k+ l)L< i bj, k= l,..., r. 
Then the system of subsets of V(G) that can be saturated by an admissible 
packing form a matroid Mb,, b2, ,_, b, (G). Moreover, this matroid is equal to 
M(G) v Mb,(G) u M6*( G) v u Mt,(G) which is the union of the matching 
matroid M(G) and r truncated matching matroids M,,(G), i = 1, . . . . r. 
Proof 1. Let X be a base of MUM,, ... uM,,. Then X can be 
decomposed into X= X0 v Xi u . . u X, where X0 is a base of M and each 
Xi is independent in M,,, i= 1, . . . . r. Let mO, . . . . m, be the matchings 
saturating sets X0, . . . . X,, respectively. The subgraph m, u m, u . .. u m, 
has a perfect packing Q by stars S,, S2, . . . . S,, i as all degrees are between 
1 and r+ 1 (see also [13] or [14]). Let i and k be integers, 1 <k<i<r. 
Then each (i + l)-star of Q can intersect m, u . I. u mk-, in at most k 
edges, and hence it must intersect mk v . . . u m, in at least i + 1 -k edges. 
As IrnJ < bj for each j, we get the kth inequality of system (*). 
2. We will proceed by induction on r. If r = 0, then our matroid is the 
matching matroid. Let r > 0 and Q be a packing by stars whose profile J 
satisfies (* ). Let Q’ be the packing obtained from Q by deleting one edge 
from the first b, largest stars in Q. Denote by m, the deleted matching. 
Hence X, = V(Q)\V(Q’) is independent in Mb7. Let f’ be the profile of Q’. 
It is necessary to check that f’ satisfies (*) for bl ,..., b,- i. By the induction 
hypothesis V(Q’) can be decomposed into X0 u X, u . u X,- i where Xi 
is independent in M,,, i = 1, . . . . r - 1, and X0 in M(G). Thus 
X,u ... uX,= V(Q) is independent in MuMblu ... uM,~. 1 
CONCLUSIONS 
We introduced a new class of the packing problem which is matroidal 
for any graph G. Our class covers all previously known efficiently solvable 
cases of the packing problem. Moreover, we characterized the connected 
graphs H with the property that KZ, H-packing is matroidal for any 
graph G. 
MATROIDS INDUCED BY PACKING SUBGRAPHS 353 
We restricted the paper to matroidal aspects of the packing problem. 
However, many results, which have recently been extended from matching 
to packing by hypomatchable graphs or by a sequential set of stars, admit 
a generalization also for packing by propellers and “mixed” families of 
propellers and hypomatchable subgraphs. The most important results are 
those concerning complexity. In fact, we can show the existence of a 
polynomial time algorithm for packing by families of Theorems 1 and 2. 
These results will be published elsewhere. 
For a graph G and a family F of graphs we denoted by (“,) the system of 
all subgraphs of G isomorphic to a member of F. We suggest the following 
conjecture. 
Conjecture. For a finite family F of graphs the following are equivalent. 
(i) ($)-packing is matroidal for any graph G, 
(ii) ($)-packing problem is polynomially solvable for a graph G. 
Hell and Kirkpatrick [12] proved that K2, H-packing is NP-complete if 
H is 2-connected and p(H) < 1 HI - 3. At present we can extend their result 
to other graphs, and we hope eventually to confirm the conjecture for the 
case of K,, H-packing. Conjecture holds for packing by copies of a single 
graph by Proposition of Section 2. 
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