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Abstract—The clustering algorithms designed for traditional 
sensor networks have been adapted for energy harvesting sensor 
networks (EHWSN). However, in these algorithms, the intra-
cluster MAC protocols to be used were either not defined at all or 
they were TDMA based. These TDMA based MAC protocols are 
not specified except for the fact that cluster heads assign time 
slots to their members in a random manner. In this paper, we will 
modify this TDMA based scheduling as follows: members will 
request a time slot depending on their energy prediction and the 
cluster heads will assign these slots to members. This method will 
increase the network lifetime. The proof will be given with 
simulations. 
Keywords—Energy Harvesting; Sensor Networks; Clustering; 
Environmental Energy; TDMA. 
I.  INTRODUCTION 
oday, wireless sensor networks are widely used and their 
area of usage increase day by day. They are commonly 
used in both military and civil applications such as target 
detection, weather and environmental monitoring and natural 
disaster prevention. Wireless sensor nodes are tiny and their 
physical qualifications are very limited. Thus, their batteries 
should be used efficiently. They consist of 3 parts, namely, 
processing unit, sensing unit and transmission unit. Compared 
to others, transmission unit has the major impact on battery 
lifetime. In the traditional wireless sensor networks, 
minimizing the energy usage was the main purpose. However, 
even with the best algorithms, the batteries had a limited 
lifetime and after that the sensor nodes were dead. Collecting 
dead nodes and replacing their batteries was not practical. That 
became an inspiration for energy harvesting sensor networks. 
With their emerging, the main purpose of sensor networks 
became efficiently using the available and approximated 
energy, and preventing sensor nodes from dying. 
Then, what are the things to consider when we are 
designing an energy harvesting sensor network rather than a 
traditional sensor network? When recharge opportunities are in 
presence, routing metrics should consider current and future 
energy levels on top of conventional metrics such as hop count 
and delivery probability. For instance, a routing protocol can 
choose a path with nodes expecting to harvest energy soon, 
rather than a path which consists of nodes with higher existent 
energy levels. Hence, recharge opportunities can be used for 
better performances [1]. The main objective is to maximize the 
collected data given the rate of energy that can be harvested 
from the medium instead of maximizing the lifetime of the 
sensor network. 
Clustering algorithms are the most widely used network 
layer protocols due to their load balancing and scalability 
properties. In clustering algorithms, cluster heads assigns time 
slots (TDMA) for each member of the cluster. These time slots 
are not assigned according to a pattern that considers available 
energy. What we want to do in this paper is to make these 
assignments according to the energy predictions. In other 
words, cluster heads will assign these time slots according to 
the requests from cluster members, and the requests will be 
made according to the energy predictions. Thus, when a cluster 
member wakes up and starts harvesting energy, it will also be 
able to transmit, since its time slot will be assigned 
accordingly. This way, nodes will not waste their energy trying 
to recharge their battery. Instead, they will use the harvested 
energy instantly, as much as possible. Thus, not only longer 
lifetime duration of wireless sensor networks but also 
maximum task performance will be achieved. Furthermore, to 
our knowledge, there is no previous work addressing TDMA-
based MAC protocols for EHWSN. 
In this paper, we will provide simulation results. The paper 
briefly discusses the related work in the second chapter, while 
in the third chapter, the proposed scheme is introduced. In 
chapter IV, the simulation setup will be explained and finally in 
chapter V the results will be discussed.  
II. RELATED WORK 
[2] assumes that periodic energy sources are available and 
the energy profiles can be estimated perfectly. [3] considers an 
extended class of energy sources. Also, its algorithm reduces 
the variance of the duty cycle. Both papers design duty cycles 
that adapt dynamically to a node in order to achieve maximum 
efficiency considering energy neutrality operation. [4] and [5] 
are clustering algorithms designed for wireless sensor 
networks, namely, LEACH and HEED. [6] suggests an 
environmental energy harvesting framework in order to use the 
energy predictions in LEACH and HEED. [7] further 
introduces an enhanced framework for these. However, the 
intra-clustering MAC algorithms are not defined by means of 
energy prediction in these papers. Duty cycling based MAC 
protocols in wireless sensor networks can be investigated in 2 
groups, namely, CSMA-based MAC protocols and TDMA-
based MAC protocols. Both of these schemes are energy 
efficient for wireless sensor networks, but there is no work 
T
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regarding the energy harvester feature. The main difference 
between these papers is that some of them [8], [9], [10] need 
time-synchronization and some of them [11], [12], [13] do not. 
III. PROPOSED SCHEME 
A. Battery 
When we consider leakage power, if we assume constant 
type, age and temperature, batteries leak most right after being 
charged, according to [14]. Also, we see from [2] that we 
achieve 
 
  (1)  α  + β  = χ. (1) (1) 
using the rule of energy conservation. Here, Ps(t) is defined as 
the energy harvested from the medium at time t. Pc(t) is,on the 
other hand, the energy being consumed by the load at that 
time. Round-trip efficiency, the ratio of the energy stored into 
the battery to the energy brought to the battery, is denoted as  
and constant leakage power is denoted as Pleak. B0 is the 
current power level of the battery. From this formula, we 
understand that some of the energy is wasted during the 
process of battery charging, since the round trip efficiency of 
the buffer  is strictly less than 1. Thus, if we spend the 
harvested energy without charging the battery, we exploit the 
situation and decrease wasted power. To find the value of  to 
be used in calculations, we should investigate the battery type 
in more detail. NiMH and Li-based batteries are good 
selections to be used in energy harvesting nodes. Table I 
summerizes that Li-based batteries have a lot of advantages 
over others such that they provide high output voltage and 
energy density while they waste almost no energy due to their 
high round trip efficiency. Nevertheless, lithium batteries need 
pulsecharging to be recharged and an extra battery or a 
charging circuit is needed for that. Conversely, NiMH 
batteries can be trickle charged. In other words, they can be 
connected to an energy source directly, and do not require 
detailed pulse charging circuits. Their energy and power 
density values are also fairly well. Supercapacitors are also an 
alternative; however, due to their high leakage, they are not 
used alone.They are combined with NiMH batteries in some 
cases [1]. So from Table I, we see that the value for  would 
be 0.66 for most sensor networks, since NiMH is the most 
widely used battery in solar energy applications. We used 
solar energy as our energy source due to the ease of 
predictability of the energy profiles. Also, there is more 
information regarding solar energy profiles in the literature. 
B. Energy Prediction 
When estimating the energy in day n slot i, we use the 
following formula:   
(2) 
where we take  as 0.2, which is found to be the optimum 
value as seen from Fig.1. Here, Eest1 is the energy forecasted in 
a succeeding slot; Egen is the value of the generated energy in 
that interval and  is the filter coefficient.  
 
 
Fig. 1. Optimum Alpha Selection 
When calculating the Eest1(n,i), we consider last 10 days’ 
energy generation values due to memory limitations. However, 
a given day may have an unexpectedly different weather than 
other days. Thus, to improve the estimated energy more, we 
calculate the ratio of the summation of energy generation 
values to summation of energy estimation values in that given 
day up to slot i. Then the equation becomes as follows: 
         (3) 
Using Eest(n,i) and Eres, residual energy, values we achieve the 
parameter 
                                        (4) 
where w1=w2=1. 
C. EHPBS 
In the regular scheme (the intra-cluster communication 
protocol of LEACH), the operation consists of frames, where 
one transmission slot per frame is allocated to member nodes. 
Since the duration of these slots are the same, the number of 
frames depends on the number of member nodes. In this 
system, cluster head assigns slots to members randomly, in a 
TDMA based manner. That is, cluster head doesn’t consider 
any efficiency parameter when allocating the slots [4]. 
In our scheme, all nodes have data to transmit as in 
LEACH, so TDMA is more bandwidth efficient than other 
approaches. To further improve the existing TDMA protocol, 
we developed EHPBS. In EHPBS, all the members compute 
the Eest(n,i) value for each slot and send this and Eres values to 
the cluster head. When E(n,i) value exceeds the battery 
capacity, the algorithm selects the node with the largest 
exceeding energy. If there aren’t any such nodes, when E(n,i) 
value is above the power to be consumed, cluster head assigns 
the slot to the node with largest Eest(n,i). However, this is only 
valid for the morning time as the nodes will harvest energy 
only in mornings. Otherwise, the slot is given to the node with  








largest Eres. However, when E(n,i) values are not large enough, 
since the nodes may die while transmitting even when they are 
harvesting, the channel is given to the node with largest E(n,i) 
value. When the slot is assigned to a node and if it is using its 
residual energy, its Eres value is decreased by the amount that is 
used. This way, we’re planning to assign the channel to the 
node that is harvesting most. Thus, the wasted power will be 
decreased, since harvested energy will be used to transmit 
without charging the battery. Since no slot is skipped without 
transmission, both schemes will have the same throughput. 
When the channel is assigned to a node, others will be in sleep 
mode. Here, we do not deal with the fairness since it is not an 
important issue in sensor networks. The more important part is 
to monitor the tasks, thus more slots may be allocated to some 
nodes than others. 
 
Algorithm 1 Assign a Node to the Next Slot 
for all members of the cluster 
if Node.E(n,i) > BatterySize 
selectedNode = the Node having the highest 
E(n,i) up to now   
end if 
end for  
return selectedNode  
for all members of the cluster 
if Node.E(n,i) > RequiredEnergyPerSlot 
if time == day 
selectedNode = the Node having 
the highest Eest(n,i) up to now  
end if 
if time == night 
  selectedNode = the Node having the highest 






return the Node having the highest E(n,i)   
 
IV. SIMULATION SETUP 
We assumed that the cluster head is selected according to 
LEACH. The simulation environment is C++. Doing the 
simulations with more advanced programs would definitely 
give more accurate results; however, since we wanted to 
compare two algorithms instead of getting specific numerical 









Fig. 2. Generating Power [7] 
TABLE 2 [7] 
 
improvements. We have compared the performances of the 
regular algorithm and our scheme in terms of network lifetime. 
As the regular algorithm, we took the intra-cluster 
communication algorithm of LEACH since many other 
clustering algorithms also use that method. We expected to 
decrease the wasted power caused by the round-trip efficiency 
and thus increase the network lifetime with our proposed 
scheme. Synchronization problem has not been considered 
since it’s outside the scope of this paper. Nodes were assumed 
to have packets to send all the time. We assumed that a node 
dies when its unrechargeable battery becomes empty. 
We have set some simulation parameters as follows; the 
time between two consecutive cluster setup phases=60 minutes, 
slot duration=30 seconds, initial energy of the rechargeable 
battery=50J, initial energy of the unrechargeable battery=100J, 
power consumption in active mode=38mW and power 
consumption in sleep mode=30uW. We neglected the effect of 
leakage since it is the same in both schemes. 
To calculate the generating power of solar cell, we use [7] 
                            (5) 
f(t) is the maximum power generation ability of the solar cell as 
a function of time. If Rweather, determined according to Table II 
and stays the same throughout the day, and Rposition, depending 
on the position of the node, namely sun and shade, get their  
TABLE 1[1] 
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Fig. 3. Network Lifetime Comparison for Different Round-Trip Efficiencies 
 
Fig. 4. Network Lifetime Comparison for Different Energy Harvest Rates 
 
Fig. 5. Network Lifetime Comparison for Different Dissipated Powers 
maximum values, the highest power generation is achieved [7]. 
According to these values, a node can generate at most 30mW. 
V. RESULTS 
Network lifetime is defined as the time spent until the first 
node dies.  EHPBS and the regular scheme have been 
compared in many different topologies. The simulation was 
run 100 times for each data and their average was taken in 
order to find the most accurate in accordance with Central 
Limit Theorem. In addition to the round-trip efficiency of 
NiMH battery, we have also investigated the performance of 
EHPBS for different round trip efficiencies. As seen from 
Fig.3, EHPBS performs better than the regular scheme for all 
round-trip efficiencies, but the difference between algorithms 
increases with increasing round trip efficiencies. However, the 
percentage of the improvement is nearly the same and it is 
around 3.76%. This figure with various round-trip efficiencies 
would be very helpful if the battery type of the sensors change 
in the future. From Fig.4 we can see that network lifetime 
increases with increasing energy harvest rate, since when the 
nodes are able to harvest more energy, batteries last longer and 
the time spent until the death of first node increases. Here, 
average improvement compared to regular scheme is 2.38%. 
We did this comparison since the maximum energy harvest 
rate can change according to the season or the geographical 
region of the sensors and the generating value of the solar cell 
depends on this parameter. Finally, as seen from Fig.5, as the 
dissipated power increases, network lifetime decreases, since 
the batteries die sooner. The average gain that EHPBS 
provides is 2.25%. It is important to see the change in the 
network lifetime with respect to various dissipated power 
values since different transceivers have different 
characteristics. 
VI. CONCLUSION 
As explained before, the main purpose of EHWSN is to 
increase the network lifetime and prevent nodes from dying. 
When there is a possibility of recharging the battery, routing 
metrics should regard current and future energy levels as well 
as classical metrics like delivery probability and hop count. In 
this paper, we tried to propose a scheme that exploits battery 
round-trip efficiency. As the energy source, we used solar 
energy since it is easier to predict compared to other energy 
sources such as vibration and pressure. We used NiMH 
batteries in our calculations since they do not require 
complicated circuits to be recharged. Moreover, their power 
and energy density values are quite well. Since batteries leak 
most right after being charged and also some of the harvested 
energy is wasted during the process of battery charging, we 
developed a scheme that will allow the node to transmit 
packets right after energy harvesting. In the regular scheme, 
cluster head assigns slots to members randomly, in a TDMA 
based manner. In our scheme, the channel is assigned to the 
node that harvests most energy at that time, given that its total 
energy is above the power to be consumed. If not, another node 
with higher total energy is allowed to transmit. This way, 
network lifetime was able to be increased. 
As the future work, we are planning to simulate the system 
in more detailed simulation programs like NS3 and implement 
it on a real sensor network. We will also compare the algorithm 
with MAC protocols other than LEACH’s. Furthermore, we 
aim to extend the algorithm by changing the energy source 
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from solar to vibration or pressure. That way, we will have 
covered a much broader category of energy harvesting wireless 
sensor networks. 
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