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This thesis is concerned with the following problem:
Given a compact Kähler manifold M , of dimension at least 2, can we deter-
mine its universal cover M̃?1
This question is motivated by the fact that for complex manifolds of dimension one2
(Riemann surfaces) this question was is elegantly answered using the genus of M , written
g(M):
Theorem 1.1. Suppose that M is a compact connected Riemann surface. Then M̃ is:
1. CP1 if g(M) = 0. Actually if g(M) = 0 M is simply connected.
2. C if g(M = 1.
3. The unit disk D equipped with the Poincaré metric (cf. §4.1.1) if g(M) > 1.
Proof. See Chapter 10 of [Don11].
g(M) may be defined topologically or geometrically as the number of ‘holes’ in M




1In this thesis, we shall always denote the universal cover of M N etc. by M̃ , Ñ etc.
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Chapter 1. Introduction 2
where χ(M) is the Euler characteristic of M . But g(M) may also be defined algebraically
as the dimension of the vector space of holomorphic one-forms of M :
g(M) = dim(H0(ΩM ))
and so already we see some of the interplay between Algebraic Geometry and Differential
Geometry that we shall exploit in this thesis. In the first case the Fubini-Study metric on
CP1 descends to a metric of constant positive Gaussian curvature on M . In the second
and third cases the Euclidean and Poincaré metrics on C and D descend to metric of
constant zero or negative Gaussian curvature on M respectively. Of these three cases the
third is of most interest to us, as ‘most’ Riemann Surfaces will have genus greater than
1. Note that D is a bounded domain in a complex vector space, and so is a particularly
easy to describe and work with. D is also symmetric in a sense to be made precise in
Chapter 4. For this, and other reasons elaborated on in the introduction to [CDS12],
we restrict our focus to the following question:
Question 1. Given a compact Kähler manifold M , when is its universal cover, M̃ a
bounded symmetric domain Ω ⊂ Cn?
In Chapter 4 we shall show that there exists a classification of bounded symmetric
domains, and that there are finitely many in each dimension. This motivates our second
question:
Question 2. We know that the irreducible bounded symmetric domains are completely
classified. So, if M̃ is a bounded symmetric domain, can we determine its irreducible
components with multiplicities?
A necessary condition for M̃ to be a bounded symmetric domain, generalising the obser-
vation that Riemann surfaces having D as their universal cover have a metric of constant
negative curvature is the following:
Theorem 1.2. If M has a bounded symmetric domain as its universal cover, then
c1(M) < 0, where c1(M) denotes the first Chern class (defined in §3.8)
Proof. See Chapter 3 or the discussion in the introduction of [CDS12]
We note that we have the following easy but unsatisfactory answer to 1:
Theorem 1.3. If M is a complex manifold with c1(M) < 0 and a Kähler metric g such
that the curvature, F∇ of the Levi Civita connection associated to g is parallel: ∇F∇ = 0,
then M̃ is a bounded symmetric domain.
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Proof. ∇F∇ = 0 implies that M̃ is a Hermitian Symmetric space (cf. Theorem 1.1 on
pg. 198 of [Hel78]) or Theorem 4.1 in Chapter 4. Negative first Chern class implies that
M̃ is of non-compact type, and hence by the Harish-Chandra embedding theorem (cf.
Theorem 7.1 on pg. 383 of [Hel78])
However this theorem is not very useful for two reason. Firstly, to compute F∇ and ∇F∇
is in most cases computationally infeasible. Secondly,and more importantly, there may
exist infinitely many Kähler metrics on M , thus we don’t have much chance of finding
the ‘right’ one, for which the curvature tensor is indeed parallel. What we are looking
for is a characterization that avoids appealing directly to metric properties of M .
Our primary technical tools, discussed in chapter 3, are:
Theorem 1.4 (De Rham Decomposition theorem, Theorem 3.16). If g̃ is a Kähler
metric on M̃ and Holx̃(M̃, g̃) denotes the holonomy group of M̃ at x̃ ∈ M̃ , and
Tx̃M = T1 ⊕ . . .⊕ Tr
is the decomposition of Tx̃M into Holx̃(M̃, g) irreducible subspaces, then there is a cor-
responding decomposition of M̃ as a Riemannian product:
(M̃, g̃) = (M1, g1)× . . .× (Mr, gr) (1.1)
as a product of simply connected Kähler manifolds. Moreover:
Hol(M̃, g) ∼= Hol(M1, g1)× . . .×Hol(Mr, gr)
with Hol(Mi, gi) acting irreducibly on Ti for all i.
and the:
Theorem 1.5 ((modified) Berger Holonomy Theorem, Theorem 3.13). Suppose that M̃
is a simply connected Kähler manifold of dimension m3 with Kähler metric g. Unless
M̃ is a bounded symmetric domain, Hol(M̃, g) is equal to U(m), SU(m) or Sp(m/2),
with the third case possible only if m is even.
Recalling that c1(M) < 0 is a necessary condition for M̃ to be a bounded symmetric
domain, we sharpen the above theorem to:
Theorem 1.6 (Theorem 3.31). If M̃ is a simply conected Kähler manifold with c1(M̃) <
0, either Hol(M̃, g) = U(m) for every Kähler metric on M̃ or M is a bounded symmetric
domain.
3In this thesis we shall always denote the dimension of M , M
′
, Mi etc as m, m
′
, mi etc. This will
usually be the dimension over C
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So in order to show that one of the factors Mi in equation (1.1) is a bounded symmetric
domain we need to show that its holonomy group cannot be U(mi). We do this by
appealing to the holonomy principle:
Theorem 1.7 (Theorem 3.14). Suppose that (M, g) is a Riemannian manifold and that
A ∈ Γ((TM)⊗k ⊗ (T ∗M)⊗l)4 is a parallel tensor field (that is, ∇A = 0 where ∇ is the
Levi-Civita connection associated to g). For any x ∈ M , Ax ∈ (TM)⊗k ⊗ (T ∗M)⊗l) is
Holx(M, g)-invariant.
and the following result from representation theory:
Theorem 1.8 (Theorem 2.8). If U(m) acts on TxM irreducibly, then S
kT ∗xM ⊗ (KM )lx
is an irreducible representation for any k ∈ Z+ and l ∈ Z. Here KM is the top exterior
power of TM
Thus, assuming c1(M) < 0 and that Hol(M, g) acts irreducible on TxM , if we can
produce a parallel tensor field A ∈ Γ(SlT ∗M ⊗ (KM )m) we can conclude that M is a
bounded symmetric domain. We strengthen this approach further by using a result of
Kobayashi’s (see [Kob80]) to show in chapter 5 that if l = −q and k = mq then any
A ∈ Γ(SlT ∗M ⊗ (KM )m) is parallel. This approach, outlined in Kobayashi ([Kob80]),
and Yau ([Yau88]) and given as a theorem in [Yau93]) (see also [VZ05], Theorem 1.4
for a clear exposition of the results in [Yau93]), is, as discussed in Chapter 6, taken to
its logical conclusion in [CDS12]. There the authors point out that only some bounded
symmetric domains (those of tube type) have such tensor fields.
We may also take a dual viewpoint here. Since SkT ∗xM is the vector space of all homoge-
neous polynomials of degree k on TxM , the fact that it is an irreducible U(m) represen-
tation for all k means that there are no proper U(m) invariant varieties5 V ⊂ P(TpM).
Thus if there exists a holonomy invariant variety V ⊂ P(TpM) we can conclude that
M is a bounded symmetric domain. This turns out to be a more fruitful approach. As
shown in [CDS] and discussed in Chapter 7 a larger class of bounded symmetric domains,
those not of ball-type possess such varieties. Moreover, if we know the dimension of the
holonomy invariant variety and the dimension of M , we can classify M as a bounded
symmetric domain. We then extend this result to include bounded symmetric domains
of ball type (see Theorem 7.11) providing a (somewhat) satisfactory answer to questions
1 and 2.
4For any vector bundle E →M , Γ(E) denotes its global sections. Whether we are considering smooth
or holomorphic sections is important, but usually clear from the context or explicitly stated. In this
introductory section we shall be a bit vague and not specify which we are considering.
5When speaking of varieties, we shall usually be thinking of analytic, not algebraic varieties, but
because of the GAGA correspondence (cf. Theorem A on pg. 75 of [GA74]) it doesn’t really matter
Chapter 2
Lie Groups, Lie Algebras and
Representation Theory
In this section we record the properties of Lie groups that will be necessary in later
chapters. For a more thorough account of Lie groups, the reader is referred to [Zil10],
[FH91] or [Kna96]. A Lie group G is a smooth manifold equipped with a group structure:
m :G×G→ G
(g, h) 7→ gh
(·)−1 : G→ G
g 7→ g−1
and an identity element e ∈ G, such that m and g are smooth maps. We shall try be
as consistent as possible and use G, H or K to denote a Lie group, with the symbol
K being used to denote a compact lie group. Stated more abstractly, a Lie group is a
group object in the category of smooth manifolds. A Lie group homomorphism is a map
f : G → H that respects both the smooth and the group structure of G and H. That
is, f ∈ C∞(G,H) and f is a group homomorphism. Associated to every Lie group is a
Lie algebra:
Definition 2.1. A Lie algebra is a vector space V (we shall consider only the cases
where V is a R- or a C- vector space in this thesis) equipped with a binary operation
called the Lie bracket, satisfying
[X,Y ] = −[Y,X] Skew-commutativity (2.1)
[X, [Y, Z]] + [Z, [X,Y ]] + [Y, [Z,X]] = 0 The Jacobi Identity (2.2)
for all X,Y, Z ∈ V .
5
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We shall always denote the Lie algebra by the lower case gothic script version of the
letter denoting the Lie group. Thus the Lie algebra of G would be g, the Lie algebra of
K would be k, and so on. There is a one-to-one correspondence between Lie algebras
and connected, simply connected Lie groups, and if G, H are Lie groups and π : G→ H
is a covering map, then g ∼= h. A nice invariant way to construct g given G is to consider
the tangent space at the identity, TeG, and equip it with a Lie bracket as follows:
1. First, for any fixed g ∈ G, consider the inner automorphism:
Ψg : G→ G
Ψg(h) = ghg
−1
We shall be as consistent as possible and try to always use Ψg to denote conjuga-
tion by g.
2. Now, consider the derivative of Ψg:





Where γ : (−ε, ε)→ G is any path in G satisfying γ(0) = e and γ′(0) = X. Hence-
forth we shall denote the map dΨg|e as Adg. Note that we can think of Ad as a
map G→ Gl(TeG), sending g to Adg = dΨg|e.
3. Finally we take the derivative of Ad, to get a map:





where again γ : (−ε, ε) → G is any path in G satisfying γ(0) = e and γ′(0) = X.
Now define g to be TeG with [X,Y ] := adX(Y ). One should check that the bracket
defined in this way is skew-commutative and satisfies the Jacobi identity (see 2.1),
but this is a standard and fairly easy exercise (see [FH91] exercise 8.10 pg. 109).
The maps Ψ, Ad and ad are of independent interest, and we shall return to them shortly.
But first, let us mention that one can connect a Lie algebra to its Lie group using the
exponential map.
Chapter 2. Lie theory 7
2.1 The exponential map
Given a Lie group G, we call any Lie group homomorphism ϕ : R→ G a one-parameter
subgroup. It is a fact that to every X ∈ g there corresponds a unique one-parameter
subgroup ϕX(t) satisfying ϕ
′
X(0) = X (see [FH91] pg. 115)
Definition 2.2. The exponential is the map:
g :→ G
X 7→ ϕX(1)
exp is characterised by being the unique map from g to G taking 0 to e whose differential
at the origin is the identity Id : g→ g and which carries lines through the origin in g to
one-parameter subgroups of G (see [FH91] Prop. 8.33 pg. 116).
Remark 2.3. If G is a subgroup of Gl(n,R) then exp is given by the matrix exponential:











We shall find this concrete description of exp useful later.
Given a Lie algebra g, we denote by Aut(g) the group of vector space automorphisms
of g satisfying ϕ([X,Y ]) = [ϕX,ϕY ]. We say a linear map A : g → g is a derivation if
it satisfies:
A([X,Y ]) = [AX,Y ] + [X,AY ]
We denote the set of all derivations as Der(g).
Proposition 2.4. 1. Aut(g) is a Lie group with Lie algebra Der(g), where the Lie
bracket is given by the commutator:
[A,B] = AB −BA
2. Adg ∈ Aut(g) ∀g ∈ G
3. adX ∈ Der(g) ∀X ∈ g





n! ∀X ∈ g
Proof. See the discussion on pg. 126-128 of [Hel78]
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The above proposition tells us that ad(g) is a subalgebra of Der(g). We call the subgroup
of Aut(g) corresponding to ad(g) the group of inner automorphisms and denote it as
Int(g). If G is any Lie group corresponding to g, note that Ad(G) = G/Z(G) = Int(g)
(see the discussion after Cor. 5.2 on pg. 129 pf [Hel78]) but that Int(g) can be defined
using only the Lie algebra g and no knowledge of any Lie group corresponding to it.
Before moving on, we generalize item 4 of Prop. 2.4 to the following:
Theorem 2.5. Suppose that G and H are Lie groups. Let f : G → H be a Lie group
homomorphism. Then for all X ∈ g,
f(expG(X)) = expH(df(X))
where expG : g→ G and expH : h→ H.
Proof. Observe that ψ(t) = f(expG(tX)) gives a one parameter subgroup of H satisfying
ψ
′
(0) = df(X). Since ϕdf(X)(t) = expH(tdf(X)) is the unique one parameter subgroup
of H satisfying ϕ
′
df(X)(0) = df(X) we must have that:
ψ(t) = ϕdf(X)(t) ∀t ∈ R
and so in particular f(expG(X)) = ψ(1) = ϕdf(X)(1) = expH(df(X)).
2.2 Semisimple and Reductive Lie algebras
A subalgebra of a Lie algebra g is a subspace h ⊂ g which is closed under Lie bracket. We
shall usually write this as [h, h] ⊂ h. Subalgebras of g are in one-to-one correspondence
with connected, closed subgroups of G (see Ch. II §2 pg. 112-120 in[Hel78]). Given a
closed Lie subgroup H < G a useful characterisation of its Lie algebra H is the following
(Prop. 2.7 pg. 118 in[Hel78]):
h = {X ∈ g : exp(tX) ∈ H ∀t ∈ R}
We define the centre of a Lie algebra g as:
z(g) = {X ∈ g : [X,Y ] = 0 ∀Y ∈ g}
We remark that it is an easy exercise to show that if g is the Lie algebra of G, then z(g)
is the Lie algebra of the centre of G, Z(G). An ideal of g is a subalgebra h satisfying:
[X,Y ] ∈ h ∀X ∈ h, Y ∈ g
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We shall frequently write this as [g, h] ⊂ h. We say g is simple if it contains no non-trivial
ideals, and semisimple if it contains no non-trivial abelian ideals. As we shall see later,
the semisimplicity assumption is very powerful. For example, since any semisimple Lie
algebra is the direct sum of simple Lie algebras, each of which forms an ideal in g:
g = g1 ⊕ . . .⊕ gr
we shall frequently reduce arguments involving semisimple Lie algebras to arguments
about their constituent simple parts. This is useful as the simple Lie algebras (over R or
C) are completely classified. But we shall also have occasion to consider slightly more
general Lie algebras, the reductive Lie algebras:
Definition 2.6. g is reductive if g = gss⊕ z(g) where gss is semisimple. (See [FH91] pg.
131 for alternative definitions and discussion)
If G is a Lie group corresponding to g, we shall frequently refer to G as semisimple
(respectively reductive) if g is semisimple (respectively reductive).
2.3 Representations of Lie groups
Given a Lie group G, a representation of G is a map:
ρ : G→ Gl(V,K)
where V is a vector space over a field K (from now on we shall implicitly be assuming
that K = R or C and that V is finite dimensional). We shall denote this representation
by (ρ, V ), or ρ, when it is clear what V is, or V , when it is clear what G and ρ are.
Given a representation ρ there is also a representation of g given by the differential of ρ:
dρ : g→ gl(V )
: X 7→ d
dt
|t=0 exp(tX)
We shall denote this representation as (dρ, V ), or dρ for short. A sub-representation is
a subspace W ⊂ V such that:
ρ(g)(W ) ⊂W ∀g ∈ G
We say that ρ (respectively dρ) is irreducible if V has no proper sub-representations.
We say that ρ (respectively dρ) is faithful if it is injective.
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Theorem 2.7. If V is a representation of a Lie group G, and G is either compact or
semisimple, then V splits into the direct sum of irreducible representations:
V = V1 ⊕ . . .⊕ Vr
Proof. This is a consequence of Weyl’s unitary trick and is discussed on pg. 130 of
[FH91].
2.3.1 Irreducible representations of U(n)
In general, classifying the irreducible finite dimensional representations of an arbitrary
Lie Group G is a non-trivial problem. However, the case of the unitary group U(n) is
fairly straightforward. Before we discuss the classification of irreducible representations
of U(n), we first note that if we have a representation ρ : G → Gl(V ), we also have
representations1:
1. V ∗. This representation is given by ρ∗(g) = ρ(g)−t so as to preserve the pairing
between V and V ∗. That is, if v ∈ V and v∗ ∈ V ∗ and 〈v, v∗〉 denotes the pairing
then
〈ρ∗(g)(v∗), ρ(g)(v)〉 = 〈ρ(g)−tv∗, ρ(g)(v)〉 = 〈v∗, ρ(g)−1ρ(g)(v)〉 = 〈v∗, v〉
2. V ⊗k for any k ∈ Z+. Defined simply as
ρk(g)(v1 ⊗ . . .⊗ vk) = (ρ(g)(v1))⊗ . . .⊗ (ρ(g)(vk))
This representation commutes with the representation of Sk given by:
σ · v1 ⊗ . . .⊗ vk = vσ(1) ⊗ . . .⊗ vσ(k)
and hence it induces representations on the symmetric and anti-symmetric powers
of V .
1This is discussed in more detail in chapter 1 of [FH91]
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For U(n) the determinental representation:
ρdet : U(n)→ Gl(
n∧
Cn) ∼= C∗
ρdet(g)(v1 ∧ . . . ∧ vn) = det(g)v1 ∧ . . . ∧ vn
is a non-trivial one dimensional representation. We denote this representation by D1.
We denote by D−1 its dual representation, and naturally enough by Dk (respectively
D−k) the k-th tensor power of D1 (respectively D−1).
Theorem 2.8. Let U(n) act on Cn in the usual manner, that is, by left matrix multi-
plication. For all k ∈ Z+ and l ∈ Z, Sk(Cn)⊗Dl is an irreducible U(n) representation.
Proof. This is standard. See for example page 231 - 233 of [FH91].
2.3.2 Orthogonal, unitary and complex representations
Suppose we have a representation:
ρ : G→ Gl(V,R)
and moreover that V is equipped with an extra structure such as an inner product g,
or perhaps V is an even-dimensional R-vector space equipped with a complex structure
J (that is, J ∈ Gl(V ) and J2 = −id). We can now ask how ρ interacts with this extra
structure.
Definition 2.9. If V is an even dimensional R-vector space equipped with a complex
structure J , then ρ : G → Gl(V,R) is said to be a complex representation if ρ(ϕ)J =
Jρ(ϕ) for all ϕ ∈ G. Equivalently, if we make V into a C-vector space by defining:
(a+ ib)v = av + bJv
then ρ is complex if ρ(G) ⊂ Gl(V,C).
If V is equipped with an inner product g, then we have:
Definition 2.10. ρ is said to be an orthogonal representation if
g(ρ(ϕ)(X), ρ(ϕ)(Y )) = g(X,Y ) ∀X,Y ∈ V, ∀ϕ ∈ G
Equivalently, ρ(G) ⊂ O(V, g) ∼= O(n) where dimR(V ) = n.
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Now suppose that V is a C-vector space equipped with a Hermitian inner product h.
As we would expect;
Definition 2.11. ρ is said to be an unitary representation if:
h(ρ(ϕ)(X), ρ(ϕ)(Y )) = h(X,Y ) ∀X,Y ∈ V, ∀ϕ ∈ G
Equivalently, ρ(G) ⊂ U(V, h) ∼= U(n) where dimC(V ) = n
If ρ preserves a symmetric (or hermitian symmetric) bilinear form g then dρ is skew-
symmetric with respect to this form:
g(ρ(exp(tX))(ξ1), ρ(exp(tX))(ξ2)) = g(ξ1, ξ2) ∀ξ1, ξ2 ∈ V
⇒ d
dt
|t=0g(ρ(exp(tX))(ξ1), ρ(exp(tX))(ξ2)) = 0
⇒g( d
dt




⇒g(dρ(X)(ξ1), ξ2) = −g(ξ1, dρ(X)(ξ2))
2.3.3 Schur’s lemma
Suppose that (V1, ρ1) and (V2, ρ2) are two representations of a Lie groupG. If τ : V1 → V2
is a linear map satisfying:
τ(ρ1(g)(X)) = ρ2(τ(X)) ∀X ∈ V1 ∀g ∈ G (2.3)
We say that τ is G-equivariant. Observe that ker(τ) ⊂ V1 is a ρ1-invariant subspace,
since for any v ∈ ker(τ) and ϕ ∈ G
τ(ρ1(ϕ)(v)) = ρ2(ϕ)(τ(v)) = 0
Similarly, coker(τ) ⊂ V2 is ρ2-invariant. So, if V1 and V2 are both irreducible, τ is either
the zero map or an isomorphism. This simple conclusion is known as Schur’s lemma.
Suppose that V is defined over the field K (which is either R or C). If τ : V → V is any
G-equivariant endomorphism with an eigenvalue λ. Then:
τ − λI : V → V
is a G-equivariant map with a non-trivial kernel. But then by the above ker(τ−λI) = V
and so τ = λI. If K = C then any endomorphism τ has an eigenvalue, and so:
Corollary 2.12. All G-equivariant endomorphisms of a complex representation (V, ρ)
are of the form λI for some λ ∈ C
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We note that there are real representations having G-equivariant endomorphisms not of
the form aI for a ∈ R. Further discussion of this result may be found as Lemma 5.1 on
page 93 of [Zil10]).
If V is a complex vector space, recall that a map A : V × V → V is said to be a
sesquilinear form if it satisfies:
A(αX + βY, Z) = αA(X,Z) + βA(Y,Z)
and A(X,Y ) = A(Y,X)
Corollary 2.13. Suppose that ρ : G → Gl(V ) is an orthogonal (resp. unitary) irre-
ducible representation of G with inner (resp. Hermitian inner) product < ·, · >. Let A
be a non-trivial G-invariant symmetric bilinear (resp. sesquilinear) form on V . Then
A is non-degenerate and A = a < ·, · > for some a ∈ R.
Proof. ker(A) = {X ∈ V : A(X,Y ) = 0 ∀Y ∈ V } is a ρ-invariant subspace of V . So,
either ker(A) = V (in which case A is trivial) or ker(A) = {0} (in which case A is
non-degenerate).
For any X ∈ V , define AX ∈ V ∗(resp. AX ∈ V̄ ∗) by AX(Y ) = A(X,Y ). The map X 7→
AX is linear and injective since A is non-degenerate, so it is an isomorphism. Because
< ·, · > also gives an isomorphism V → V ∗ (respectively V → V ∗) by X 7→< X, · >, for
all X ∈ V there exists an element in V (call it ÃX) such that
< ÃX, Y >= AX(Y ) = A(X,Y )
The map X 7→ ÃX is linear so Ã is given by a matrix. Moreover Ã is ρ-invariant since
for any ϕ ∈ G, X,Y ∈ V , we have:
< Ã(ϕX), Y > = A(ϕ(X), Y )
= A(X,ϕ−1Y ) since Z is ρ-invariant
=< ÃX,ϕ−1Y >
=< ϕ(AX), Y > since < ·, · > is ρ-invariant
For any X,Y ∈ V , in the orthogonal case we have:
< ÃTX,Y >=< X, ÃY >=< ÃY,X >= A(Y,X) = A(X,Y ) =< ÃX, Y >
and so Ã is symmetric. In the unitary case we have:
< ÃHX,Y >=< X, ÃY >= < ÃY,X > = A(Y,X) = A(X,Y ) =< ÃX, Y >
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And so Ã is Hermitian symmetric. In both cases Ã has a real eigenvalue a, and so by
Corollary 2.12 Ã = aI. But then:
A(X,Y ) =< ÃX, Y >=< aX, Y >= a < X, Y >
as required.
If A is positive definite then a ∈ R+
2.4 The Killing form and Compact Lie algebras
We now return to the structural theory of Lie algebras.
Definition 2.14. the Killing form of a lie algebra g is defined as
B(X,Y ) = tr(adX ◦ adY )
One can easily check that B is a symmetric bilinear form. Moreover, B is Aut(g)-
invariant, since if ϕ([X,Y ]) = [ϕ(X), ϕ(Y )] we have that
adϕ(X)(Y ) = [ϕ(X), Y ] = ϕ([X,ϕ
−1(Y )] = (ϕ ◦ adX ◦ ϕ−1)(Y )
and so:
B(ϕ(X), ϕ(Y )) = tr
(
(ϕ ◦ adX ◦ ϕ−1) ◦ (ϕ ◦ adY ◦ ϕ−1)
)
= tr(adX ◦ adY ) = B(X,Y )
And thus by the discussion in section 2.3.2, every derivation is skew-symmetric with
respect to B:
B(AX,Y ) +B(X,AY ) = 0 ∀X,Y ∈ g, ∀A ∈ Der(g)
One immediate use of the Killing form is the following:
Theorem 2.15 (Cartan’s second criterion). g is semisimple if and only if B is non-
degenerate
Proof. see Theorem 3.19 on pg. 42 of [Zil10]
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One might then ask under what conditions B is positive, or negative, definite. In fact
there is a precise condition on a Lie algebra which makes its Killing form negative
definite.
Definition 2.16. A Lie algebra k is compact if it is the Lie algebra of a compact Lie
group.
Theorem 2.17 (Proposition 3.24 and 3.25 on pg. 44-45 of [Zil10]). If k is a compact
Lie algebra then its Killing form is negative semi-definite. We write this as B ≤ 0. If
k is in addition semisimple then its Killing form is negative definite. We write this as
B < 0
Proof. Let K be a compact Lie group with Lie algebra k. Then there exists an Ad(K)-
invariant inner product on k which we may create as follows.




< Adk(X), Adk(Y ) >0 dµ(k)
Where µ is the Haar measure on K. Since K is compact this integral converges, and
< ·, · > is well-defined. Moreover < ·, · > is Ad(K)-invariant since µ is Ad(K)-invariant.
So Ad is an orthogonal representation and hence adX is skew-symmetric for all X ∈ k (see
the discussion at the end of 2.3.2). This implies that the eigenvalues of adX ; λ1, . . . , λn
are all either imaginary or 0. Hence:
B(X,X) = tr(adX ◦ adX) = λ21 + . . .+ λ2n ≤ 0
If k is semisimple then B is non-degenerate, and so B(adX , adX) < 0 for all X ∈ k.
We note that in the semisimple case a stronger statement is true:
Theorem 2.18. If k is semisimple and compact any Lie group having k as its Lie algebra
is compact.
Proof. See [Zil10] pg. 46
We say that a subalgebra h ⊂ g is compactly imbedded if the subgroup of Int(g) corre-
sponding to adg(k) (cf. §) is compact.
Proposition 2.19 (Prop. 6.8 on pg 133 of [Hel78]). Suppose that g is a Lie algebra
over R and k ⊂ g is a compactly imbedded subalgebra. If k ∩ z(g) = {0} then Bg|k < 0.
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Proof. Let K < Int(g) be the subgroup corresponding to adg(k). As in the proof of 2.17
we construct an AdInt(g)(K) invariant inner product on g. Again this implies that for
any X ∈ k, the eigenvalues λ1, . . . , λn of adX are all either imaginary or 0. Hence :
Bg(X,X) = tr(adX ◦ adX) = λ21 + . . .+ λ2n ≤ 0
If Bg(X,X) = 0 then λi = 0 for all i and hence adX = 0. But then X ∈ k ∩ z(g) and so
by assumption X = 0.
A final remark about compact Lie algebras. If k is compact then the exponential map
exp : k → K is surjective for any K corresponding to k (see Corollary 3.29 pg. 47 of
[Zil10]).
2.5 Cartan Decompositions
A Cartan decomposition of g (cf. page 359-360 of [Kna96]) is a direct sum decomposition:
g = k⊕ p
Such that [k, k] ⊂ k (that is, k is a Lie subalgebra), [k, p] ⊂ p, [p, p] ⊂ k and B|k is negative
definite while B|p is positive definite.
If g is semisimple, then it has a Cartan decomposition (See the discussion on pg. 182-183
of [Hel78]). Moreover this decomposition is unique up to inner automorphism. That is,
if
g = k1 ⊕ p1 (2.4)
g = k2 ⊕ p2 (2.5)
are two Cartan decompositions of g, there exists ϕ ∈ Int(g) such that
ϕ(k1) = k2 and ϕ(p1) = p2
This is Theorem 7.2 on pg. 183 of [Hel78]. Moreover k is a maximal, compactly imbedded
subalgebra of g (This is part of Prop. 7.4 on pg. 184 of [Hel78]).Observe that since [k, p] ⊂
p, the adjoint representation ad : k → gl(g) restricts to a representation ad : k → gl(p).
If g is non-compact, then p 6= {0}. We can now characterise simple non-compact Lie
algebras in terms of this representation.
Theorem 2.20. Let g be a semi-simple non-compact Lie algebra with Cartan decompo-
sition g = k⊕ p. Then g is simple if and only if ad : k→ gl(p) is faithful and irreducible.
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Proof. Suppose that g is simple. If ad : k → gl(p) is not faithful then k1 = {X ∈ k :
adX |p = 0} is non-empty. Obviously if X ∈ k1 and Y ∈ p then [X,Y ] = 0 ∈ k1. If X ∈ k1
and Y ∈ k then for any Z ∈ p we have:
ad[X,Y ](Z) = [[X,Y ], Z]
= −[[Y,Z], X]− [[Z,X], Y ] by (2.2)
But [Z,X] = 0 and since [Y,Z] ∈ p it follows that [[Y,Z], X] = 0. Since Z was arbitrary
we conclude that ad[X,Y ] = 0 and so [X,Y ] ∈ k1. Hence k1 is an ideal, contradicting the
assumption that g is simple.
Now suppose that p1 ⊂ p is a proper, k-invariant subspace. Since B gives inner product
on p making all adX skew-symmetric, the orthogonal complement of p1 ( call it p2) is
also k-invariant. Define k1 ⊂ k as:
k1 = {X ∈ k : adX |p2 = 0}
Then we claim that g1 = k1 ⊕ p1 is an ideal of g. By linearity it suffices to show that:
[p1, k] ⊂ g1
[k1, p] ⊂ g1
[k1, k] ⊂ g1
and [p1, p] ⊂ g1
The first containment follows from the fact that p1 is by assumption k-invariant, while
the second follows since p = p1 ⊕ p2 and [k1, p1] ⊂ p1 and by definition [k1, p2] = 0. If
X ∈ k1, Y ∈ k and Z is any element of p2 observe that:
ad[X,Y ](Z) = [[X,Y ], Z]
= −[[Y,Z], X]− [[Z,X], Y ] by (2.2)
= 0− [0, Y ] since [Y, Z] ∈ p2
= 0
Thus [X,Y ] ∈ k1. This shows the third containment. To show the fourth containment
we shall show that [p1, p1] = k1 and [p1, p2] = 0.
Given X,Y ∈ p1 and any Z ∈ p2 observe that [[X,Y ], Z] ∈ p2 since [X,Y ] ∈ k. But
ad[X,Y ](Z) = [[X,Y ], Z] = −[[Y,Z], X]− [[Z,X], Y ] by (2.2)
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and [Y,Z], [Z,X] ∈ k so both terms on the right hand side are in p1. Hence:
ad[X,Y ](Z) ∈ p1 ∩ p2 = {0}
Thus [X,Y ] ∈ k1. Finally if X ∈ p1 and Y ∈ p2, we know that [X,Y ] ∈ k and so
[X, [X,Y ]] ∈ p1. Now observe that:
B([X,Y ], [X,Y ]) = −B(Y, [X, [X,Y ]]) = 0
since p1 and p2 are orthogonal. Because B is non-degenerate (as g was assumed to be
semi-simple) we conclude that [X,Y ] = 0. Thus g1 is indeed an ideal of g, contradicting
the assumption that g is simple.
Conversely, suppose that g is semi-simple but not simple. Then there exists an ideal
a ⊂ g and we may write a = a ∩ k⊕ a ∩ p. Since
[a ∩ p, a ∩ p] ⊂ a ∩ k
Observe that since
[k, a ∩ p] ⊂ a ∩ p
either a ∩ p = {0}, a ∩ p = p or the representation ad : k→ gl(p) is reducible.
Observe that a ∩ k 6= {0} since if this were true
[a, a] = [a ∩ p, a ∩ p] ⊂ a ∩ k = {0}
implying that a is an abelian ideal. But this would contradict the assumption that g is
semi-simple.
For all X ∈ a ∩ k and Y ∈ p we have [X,Y ] ∈ a ∩ p. If a ∩ p = {0} then adX |p = 0 and
so ad : k→ gl(p) is not faithful.
If a ∩ p = p then
k2 = {X ∈ g : B(X,Y ) = 0 ∀ Y ∈ a} ⊂ k
is an ideal. It must be non-trivial since a was assumed to be proper. But for all X ∈ k2
and Y ∈ p:
adX(Y ) = [X,Y ] ∈ k2 ∩ p = {0}
so again ad : k→ gl(p) is not faithful.
As a corollary we have:
Corollary 2.21. In addition to the hypotheses of theorem 2.20, suppose that G is a Lie
group with Lie algebra g, and K < G is a compact connected subgroup with Lie algebra
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k. Then Ad : K → Gl(p) is a representation. Moreover, Ad is faithful and irreducible if
and only if G is simple.
Chapter 3
Complex Geometry and Kähler
manifolds
3.1 Complex manifolds
Let us introduce the main geometric object of study in this thesis, the complex manifold.
We shall assume that the reader already has a working knowledge of smooth manifolds.
The most common definition of a complex manifold 1 is:
Definition 3.1. A Complex manifold is a smooth manifold M of dimension 2n with an
atlas A = {(Uα, ϕα)} such that, identifying ϕα(Uα) ⊂ R2n with a domain in Cn:
ϕβ ◦ ϕ−1α : ϕα(Uα ∩ Uβ)→ ϕβ(Uα ∩ Uβ)
is a biholomorphic map.
However, in this thesis we wish to emphasise the importance of a differential geometric
property of M , the holonomy group. Hence we shall follow Joyce (see [GHJ03]) and
Huybrechts (see [Huy05]) in defining complex manifolds (and later Kähler manifolds) as
smooth manifolds with an additional structure satisfying an integrability condition.
Definition 3.2. Let M be a smooth real manifold with dimension 2n. An almost
complex structure on M is an endomorphism of the tangent bundle: J : TM → TM
satisfying J2x = −Idx for all x ∈M . For any a+ ib ∈ C and any X ∈ TxM we may now
define:
(a+ ib) ·X = aX + bJ(X)
thus turning TxM into a complex vector space.
1As given in [GH78], page 14, for example
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We call (M,J) an almost complex manifold. A complex manifold is an almost complex
manifold satisfying an integrability condition:
Definition 3.3. Let (M,J) be an almost complex manifold. The Nijenhuis tensor of J
is defined as:
NJ(X,Y ) = [X,Y ] + J([JX, Y ]) + J([X, JY ])− [JX, JY ]
The almost complex structure J is a complex structure and (M,J) is a complex manifold
if and only if NJ ≡ 0.
Remark 3.4. The fact that this definition of complex manifold coincides with the more
common definition in terms of a holomorphic atlas is the content of the Newlander-
Nirenburg theorem. See for example page 355-356 of [Hel78] for a discussion.
3.2 The holomorphic tangent bundle
Let us examine the tangent space to a complex manifold M at some point x more closely.
First we complexify it:
TCxM = TxM ⊗R C
Recalling the definition of TxM as the vector space of all derivations on germs of real
valued smooth functions at x we see that TCxM corresponds to the space of all derivations
on germs of complex valued smooth functions at x. The complex structure endomor-
phism J extends by complex linearity to an endomorphism of TCxM , which we shall also




x M ⊕ T 0,1x M
where T 1,0x M is the +i eigenspace, and is called the holomorphic tangent space. We
remark that specifying a splitting of Ex for every x ∈ M does not in general give
a splitting of E into sub-bundles, but because T 1,0M = ∪x∈MT 1,0x M (respectively
T 0,1M = ∪x∈MT 0,1x M) can be viewed as the kernel of the constant rank bundle en-
domorphism J − iId (respectively J + iId) these are in fact holomorphic sub-bundles of
TCxM and moreover we have the (global) decomposition:
TCxM = T
1,0M ⊕ T 0,1M (3.1)
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Now J defines an endomorphism of (T ∗x )
CM (that is, the complexification of the cotan-
gent space) given by, for α ∈ (T ∗x )CM :
(Jα)(X) = α(JX)
and so we have a decomposition of (T ∗x )
CM :
(T ∗x )
CM = (T ∗x )
1,0M ⊕ (T ∗x )0,1M
where as before, (T ∗x )
1,0M is the +i eigenspace and this extends to a vector bundle
decomposition into holomorphic vector bundles:
(T ∗)CM = (T ∗)1,0M ⊕ (T ∗)0,1M
Note that we could have equally defined (T ∗x )
1,0M as the subspace of all covectors α
vanishing on T 0,1x M since for X ∈ T 0,1x M :
iα(X) = Jα(X) = α(JX) = α(−iX) = −iα(X)
hence α(X) = 0, and similarly (T ∗x )
0,1M as the subspace of all co-vectors vanishing on
T 1,0x M . Using this characterisation we have a decomposition of the k-th exterior power









where β ∈ (T∗x)p,q if and only if β(X1, . . . , Xk) = 0 unless p of the Xi are in T 1,0x M and
q are in T 0,1x M . By the same argument as previously, this extends to a decomposition






and a section of (T ∗)p,q is called a (p, q)-form. Now consider the exterior derivative on∧k(T ∗)CM . If we restrict it to a single summand (T ∗)p,q we see that:
d : (T ∗)p,q → (T ∗)p+1,q ⊕ (T ∗)p,q+1
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and so d decomposes as the direct sum of two operators: d = ∂ + ∂̄ where:
∂ : (T ∗)p,q → (T ∗)p+1,q
∂̄ : (T ∗)p,q → (T ∗)p,q+1
(3.2)
One of the main tools we shall use to connect the real differential geometry of M with
the complex geometry of (M,J) is the following canonical (R-linear) isomorphism:
ξ : TM → T 1,0M
X 7→ (X − iJ(X))
(3.3)
we can check this is an isomorphism by noting that it is R-linear and has an inverse
given by taking the real part of v ∈ T 1,0M :
ξ−1(v) = Re(v)
One final piece of notation. We know that to any smooth vector bundle E we can
associate a locally free sheaf E by simply letting E(U) be the smooth sections of E over
U . So, we can associate a sheaf to (T ∗)CM , which we shall denote by A1M . Similarly
we can associate a sheaf of smooth sections to any exterior power,
∧k(T ∗)CM and to
any of the sub-bundles (T ∗)p,q, which we shall denote by AkM and A
(p,q)
M respectively.
For any smooth complex bundle E on M we can consider the new bundle E ⊗ (T ∗)CM
(respectively E⊗
∧k(T ∗)CM or E⊗(T ∗)p,q) and the sheaf of its smooth sections, denoted
A1M (E) (respectively AkM (E) and A
(p,q)
M (E). In light of this, it is a useful convention to
denote the sheaf of smooth sections of E as A0M (E). If E is a real vector bundle on the
underlying smooth manifold we shall abuse notation slightly and use AkM (E) to denote
the sheaf of sections of E ⊗
∧k(T ∗)M . Note that even when E is a holomorphic vector
bundle, we are considering smooth, not holomorphic sections!
3.3 Hermitian and Kähler manifolds
Given a complex manifold (M,J), since M is a smooth manifold we may equip it with
a Riemannian metric g. We say that g is Hermitian and call the triple (M,J, g) a
Hermitian manifold if g is compatible with the complex structure J in the sense that:
g(JX, JY ) = g(X,Y )
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for all real vector fields X and Y . Note this unusual nomenclature; g still gives a real
inner product on each TxM , not a Hermitian inner product, although as we shall see
shortly one can extend g to a bone fide Hermitian inner product on each tangent space.
We may also define an alternating 2-form:
ω(X,Y ) = g(JX, Y )
One easily checks that this is indeed alternating:
ω(Y,X) = g(JY,X) = g(X, JY ) = g(JX, J2Y ) = −g(JX, Y )
We denote by h the extension to TCM by C-sesquilinearity of g. That is, for all
X,Y, Z,W ∈ TM :
h(X + iY, Z + iW ) = g(X,Y ) + ig(Y,Z)− ig(X,W ) + i(−i)g(Y,W )
= g(X,Y ) + g(Y,W ) + i(g(Y, Z)− g(X,W ))

























) = h(Y ′ , X ′)
Frequently we shall only be concerned with the restriction of h to T 1,0M , which we shall
also denote as h. Observe that h is a Hermitian metric on (M,J) in the usual sense. That
is, it defines a positive definite Hermitian inner product on each holomorphic tangent
space T 1,0x M and it does so in a smooth manner2 Now suppose that Z,W ∈ T 1,0M . Using
the map ξ introduced in (3.3) in the previous section we have that Z = 1√
2
(X − iJX)
and W = 1√
2
(Y − iJY ) for unique X,Y ∈ TM . Thus we have that:
h(Z,W ) = h(
1√
2
(X − iJX), 1√
2




(g(X,Y ) + g(JX, JY ))− i
2
(g(JX, Y )− g(X,JY ))
= g(X,Y )− ig(JX, Y )
So the real part of h is our original Riemannian metric and the imaginary part is the
alternating one-form ω, which is usually called the associated (1, 1) form. As an aside, we
say that a (1, 1) form β is real if β(X,Y ) ∈ R for all X,Y ∈ TM ⊂ TCM . A real (1, 1)-
form is said to positive (resp. negative) if β(X, JX) > 0 (respectively β(X, JX) < 0)
2This is how Griffiths and Harris define a Hermitian metric in [GH78], page 27, for example.
Chapter 3. Complex Geometry 25
for all X ∈ TM . Equivalently (cf. pg. 188 of [Huy05]) β is positive (resp. negative) if
−iβ(X, X̄) > 0 (resp, −iβ(X, X̄) < 0) for all X ∈ T 1,0M . It should be clear that the
associated (1, 1) form is a positive real form.
Definition 3.5 (Kähler manifold). Given a Hermitian manifold (M,J, g), we say g is
a Kähler metric, and (M,J, g) a Kähler manifold, if dω = 0. Frequently we shall drop
the reference to the metric g and call a complex manifold (M,J) Kähler if there exists
a Kähler metric on it. This is useful because the condition of having a Kähler metric
places significant restrictions on the topology of (M,J).
Later we shall introduce several equivalent definitions of Kähler, and see that on a Kähler
manifold there is a particularly nice relationship between the Riemannian geometry and
the complex geometry.
3.4 The Chern and Levi-Civita connections
Suppose we have a vector bundle E → M ; we would like a way to differentiate its
sections. The appropriate notion of ‘differentiate’ is given by the idea of a connection.
Definition 3.6. Suppose that M is a smooth manifold and E → M is a smooth real
(respectively complex) vector bundle. A connection is a R- (respectively C-) linear map:
D : A0(E)→ A1(E)
satisfying, for any f ∈ A0M and σ ∈ A0(E)
D(fσ) = (df)σ + fDσ
Frequently we shall apply the connection to a section X of E, and then evaluate this
‘E-valued one form’ on a vector field Y ∈ A0(TM), which we write as DYX.
Given a frame {e1, . . . , en} for E we can give a useful, ‘local’ description of the connection




We can think of A as a matrix of one-forms, or as a one-form taking values in the bundle
End(E). Now for an arbitrary section σ of E we have that σ = σiei.
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So following Huybrechts [Huy05] we shall frequently write the connection as D = d+A,
and think of it locally as ‘the exterior derivative plus a matrix of one forms’.
Given a connection on E, we can extend it to a connection on arbitrary tensor products
of E:
Definition 3.7 (Definition 4.6 in [Lee97]). We first define D as it acts on A0M . Given
f ∈ A0M , Df = df . Now we define a connection on E∗, also denoted as D by requiring
that, for α ∈ A0(E∗) and X ∈ A0(E):
(Dα)(X) = D (α(X))− α(DX)
Finally we extend D to arbitrary tensor fields by defining, for F ∈ A0(E⊗k)⊗ (E∗)⊗l),
Xi ∈ A0(E⊗k) and αj ∈ A0(E∗),
(DF )(X1, . . . , Xk, α
1, . . . , αl) = D(F (X1, . . . , Xk, α
1, . . . , αl))−
k∑
i=1
F (X1, . . . , DXi, . . . , Xk, α




F (X1, . . . , Xk, α
1, . . . , Dαj , . . . , αl)
where if DXi = ω ⊗ X̃i then:
F (X1, . . . , DXi, . . . , Xk, α
1, . . . , αl) = ω ⊗ F (X1, . . . , X̃i, . . . , Xk, α1, . . . , αl)
3.4.1 The ∂̄ operator
Recall that for the bundle T ∗M there exists an exterior derivative operator:
d : AkM → Ak+1M
but given an arbitrary smooth vector bundle E →M no such operator on Ak(E) exists.
However, if E →M is a holomorphic vector bundle then we may define an operator ∂̄E
which is the analogue of ∂̄:
∂̄E : Ap,q(E)→ Ap,q+1(E)
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To do this, start with an open cover {Ui} of M such that E|Ui is trivial for all i. That is,
for all i, there exists a map ϕi : E|Ui → Ui × Cn and moreover the transition functions:
gij :U → Gl(n,C)
z 7→ (ϕj ◦ ϕ−1i )|z
are holomorphic 3. Now take any section σ ∈ Ap,q(E)(U); if rank(E) = n then on the
intersections U ∩ Ui we may view σ as an n-tuple of (p, q) forms:













for short. Similarly, on U ∩ Uj
ϕj(σ|U∩Uj ) = (σ1j , . . . , σnj ) = σj
and so we define:
∂̄E(σ|U∩Uj ) = ϕ
−1
j (∂̄(σj))
In order to show that ∂̄E is well defined we must show that if Ui ∩ Uj 6= ∅ then these
two definitions coincide. By definition on U ∩ Ui ∩ Uj we have:










= ϕ−1j ◦ gij(∂̄(σi)) since gij is holomorphic implies ∂̄gij = 0.
= ϕ−1i (∂̄(σi))
hence ∂̄E is well defined.
In general, a vector bundle E → M , whether it is holomorphic or merely smooth,
supports infinitely many connections.
3The existence of such a cover is guaranteed by the definition of a holomorphic vector bundle. See
[GH78] page 66
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3.4.2 The Chern connection
Suppose that (M,J) is a complex manifold and E →M is a holomorphic vector bundle
endowed with a hermitian metric h (That is, a Hermitian inner product hx on each fibre
Ex such that the map x 7→ hx is smooth). One might reasonably ask for a connection
on E that agrees with the metric somehow, and indeed we say that D is metric if:
dg(X,Y ) = g(DX,Y ) + g(X,DY )
or equivalently if D(g) = 0. Since (M,J) is a complex manifold, we get a decomposition:


















: A0M (E)→ A
0,1
M (E)
We say that D agrees with the complex structure if D
′′
= ∂̄E . In terms of the ‘local




with A0,1 ∈ A0,1(End(E)). So, as pointed out in the proof of proposition 4.A.7 in
[Huy05], D agrees with the complex structure if and only if A0,1 = 0. If D is metric and
agrees with the complex structure then we call D the Chern connection of E. Showing
that the Chern connection is unique, as well as that it exists, is a standard calculation,
and may be found on page 73 of [GH78].
3.4.3 The Levi-Civita connection
If (M,J, g) is a Hermitian manifold T 1,0M is a holomorphic vector bundle and so it
has a unique Chern connection D. In this section we discuss a useful way to specify
a unique connection ∇ on the real tangent bundle of the Riemannian manifold (M, g).
Here, and elsewhere, we shall consistently use the notation D to refer to connections
on holomorphic vector bundles, and ∇ to refer to connections on real, smooth vector
bundles.
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Again we say that ∇ is metric if:
dg(X,Y ) = g(∇X,Y ) + g(X,∇Y ) (3.4)
or equivalently if ∇g = 0. If the torsion tensor4:
T∇ = ∇XY −∇YX − [X,Y ]
vanishes we say that ∇ is torsion-free.
Theorem 3.8. If (M, g) is a Riemannian manifold there exists a unique metric, torsion
free connection on TM called the Levi-Civita connection.
Proof. see Theorem 5.4 on page 68 of [Lee97].
3.4.4 The Chern and Levi-Civita connections on a Kähler manifold
If (M, g, J) is a Kähler manifold, there is a surprising relationship between the Chern
connection on T
′
M (which we shall denote by D) and the Levi-Civita connection on
TM (which we shall denote by ∇). To see this, first observe that to D we may associate
a connection on TM , which for now we shall denote as D̂, via the map ξ introduced in
(3.3):
D̂ : A0(TM)→ A1(TM)
D̂(X) = Re (D ◦ ξ(X))
We define the torsion of D to be the torsion of the (real) connection D̂:
TD = TD̂ = D̂XY − D̂YX − [X,Y ]
Now we have the following theorem connecting the Kähler and Riemannian geometry of
a Kähler manifold:
Theorem 3.9. Suppose that (M,J, g) is a complex manifold. With ∇ and D as above,
the following are equivalent:
1. (M,J, g) is Kähler.
2. ∇ω = 0
4Observe that although ∇ is not a tensor, T∇ is.
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3. ∇J = 0
4. The induced real connection D̂ coincides with ∇
5. TD = 0
Proof. We show the equivalence of the first three properties. The proof of the other
equivalences may be found on pg. 208 of [Huy05]. Recall that the associated (1, 1) form
(cf. The definition of Kähler in 3.5) is given by ω(X,Y ) = g(JX, Y ) we have (cf. the
discussion on extending connections to tensor fields in section 3.4):
(∇ω)(X,Y ) = d(ω(X,Y ))− ω(∇X,Y )− ω(X,∇Y )
= d (g((JX), Y ))− g(J(∇X), Y )− g(JX,∇Y )
= g(∇(JX), Y ) + g(JX,∇(Y ))− g(J(∇X), Y )− g(JX,∇Y )
= g(∇(JX)− J(∇X), Y )
= g (∇J(X), Y )
where the third line follows from the fact that the Levi-Civita connection is metric.
Thus ∇J = 0 if and only if ∇ω = 0. But ∇ω = 0 implies dω = 0 as dω is the anti-
symmetrization of ∇ω. Conversely, if (M,J, g) is Kähler we have the following identity
(cf. pg. 164 of [Zil10]):
4g((∇XJ)Y,Z) = 6dω(X, JY, JZ)− 6dω(X,Y, Z)− g(NJ(Y,Z), JX)
for any X,Y, Z ∈ TM where NJ is the Nijenhuis tensor introduced at the beginning of
this chapter. Because NJ = 0, if dω = 0 it follows that ∇J = 0 (as X was arbitrary).
Henceforth whenever D is the Chern connection of (M, g, J), instead of using D̂ to
denote the induced Riemannian connection, we can use ∇, which until now has been
used to denote the Levi-Civita connection of (M, g), without ambiguity.
3.5 Holonomy
Suppose we are given a Riemannian manifold (M, g) and a curve γ : [0, 1] → M . The
Levi-Civita connection ∇ gives us the notion of parallel transport
Definition 3.10 (Parallel Transport). For any curve γ : [0, 1]→M we have the linear
ordinary differential equation:
∇γ̇(t)V (t) = 0
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Because this equation is linear, we know that for any initial value X ∈ Tγ(0)M the
solution to the initial value problem:
∇γ̇(t)V (t) = 0
V (0) = X (3.5)
is defined for all t ∈ [0, 1] (This is Theorem 4.12 on page 60 of [Lee97]). Now for any
vector X ∈ Tγ(0)M we define the parallel transport of X along γ as:
PγX = V (1)
This map is a linear isomorphism from Tγ(0)M to Tγ(1)M .
In addition, if we denote by V1(t) and V2(t) the solutions to (3.5) with initial data X1
and X2 respectively observe that, since ∇ is metric (cf. 3.4):
γ̇g(V1(t), V2(t)) = g(∇γ̇V1(t), V2(t)) + g(V1(t),∇γ̇V2(t)) = 0
Hence:
g(X1, X2) = g(V1(0), V2(0)) = g(V1(1), V2(1)) = g(PγX1, PγX2)
and so Pγ is an isometry. If we choose γ to be a closed curve centred at x ,that is,
γ(0) = γ(1) = x, Pγ becomes a linear isometry of the vector space TxM :
Pγ ∈ O(TxM) ∼= O(m,R)
Thus we may define:
Definition 3.11 (The Holonomy group). The holonomy group of (M, g) at x is the
group of all such Pγ , where γ is a curve starting and ending at x. We denote this group
by Holx(M, g). It is a subgroup of O(TxM) and is in fact a Lie group (see [Zil10] page
133). If M is connected, the holonomy groups at x and y are conjugate as subgroups
of O(m,R) and hence we shall frequently drop the index x and just talk about the
holonomy group of (M, g), Hol(M, g).
A few remarks are in order:
Remark 3.12. 1. If Hol(M, g)0 denotes the identity component of Hol(M, g), it is not
too difficult to show that Hol(M, g)0 is the group of all parallel transports around
null-homotopic curves. Hence Hol(M, g)0 is the holonomy group of the universal
cover M̃ of M (see page 133 of [Zil10]).
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2. Since Pγ is always an isometry Holx(M, g) ⊂ O(TxM). It is not always true that
Holx(M, g) is closed, but Hol(M, g)0 will always be. Thus Hol(M, g)0 is always a
compact Lie group.(Again, see page 133 of [Zil10])
3. We have an obvious representation of Hol(M, g)0 on TxM , given by its very defi-
nition. Since Hol(M, g)0 is compact, by theorem 2.7 we expect this representation
to decompose into a direct sum of irreducible representations.
4. We can define parallel transport of elements of T ∗M using the transpose of Pγ :
P−tγ : T
∗
pM → T ∗pM (3.6)
and so we may parallel transport a tensor A ∈ (T ∗pM)k ⊗ (TpM)l by defining:
(PγA)(X1, . . . , Xk, ω
1, . . . , ωl) = A(PγX1, . . . , PγXk, P
−t
γ ω
1, . . . , P−tγ ω
l) (3.7)
There are three major theorems relating to holonomy that we shall make heavy use of
in this thesis. The first of these is:
Theorem 3.13 (The Berger Holonomy theorem). Suppose that (M, g) is a simply con-
nected Riemannian manifold of dimension m, and that Holx(M, g) acts irreducibly on
TxM . Then, if M is not a symmetric space, Hol(M, g) is one of the following:
1. SO(m)
2. U(m/2) when m is even
3. SU(m/2)
4. Sp(m/4) · Sp(1) if m is divisible by 4
5. Sp(m/4)
6. G2
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7. Spin(7)
Proof. See [Ber55] or [Olm05].
The second result is the so-called holonomy principle mentioned in the introduction:
Theorem 3.14 (The Holonomy Principle). Let A ∈ A0M
(
(TM)⊗k ⊗ (T ∗M)⊗l
)
be a
tensor field on a connected Riemannian manifold (M, g). A is parallel (that is, ∇A =
0) if and only if for any point x ∈ M , Ax ∈ (TxM)k ⊗ (T ∗xM)l is invariant under
Holx(M, g).
Proof. Suppose that Ap is invariant under Holp(M). Then for any q ∈ M , choose a
path γ1 such that γ1(0) = p and γ1(1) = q. Now define
Aq = PγAp (3.8)
This is well defined since if we choose another path γ2 satisfying γ2(0) = p and γ2(1) = q
then we have that γ−12 γ1 is a closed curve centred at p. Then:
Pγ−12 γ1
Ap = Ap (3.9)
⇒P−1γ2 Pγ1(Ap) = Ap (3.10)
Pγ1(Ap) = Pγ2(Ap) (3.11)
(3.12)
To show that A is a parallel tensor field it suffices to show that, for all x ∈M , ∇γ̇A = 0
for arbitrary path γ through x. But this is true since by definition Aγ(t) satisfies the
differential equation:
∇γ̇Aγ(t) = 0 (3.13)
For the converse, observe that for any path γ with γ(0) = p and γ(1) = q, Aγ(t) is a
solution to (3.5) with initial data Ap since:
∇γ̇Aγ(t) = 0 (3.14)
Aγ(0) = Ap (3.15)
By the uniqueness of solutions to ODE’s it is the solution to (3.5), and hence:
PγAp = Aγ(1) = Aq (3.16)
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So if we take γ to be a closed curve with γ(0) = γ(1) = p then:
PγAp = Ap (3.17)
That is, A is invariant under the holonomy group. See also Theorem 2.3 pg.8 of [GHJ03].
Using holonomy we can give yet another equivalent definition of Kähler manifold.
Proposition 3.15 (Proposition 4.1 on pg.15 in [GHJ03]). Hol(M, g) ⊂ U(n) if and only
if there exists a complex structure J on M such that (M, g, J) is a Kähler manifold. Note
we are implicitly assuming that (M, g) is a 2n dimensional real manifold.
Proof. If (M, g, J) is Kähler, by theorem 3.9 we have that ∇J = 0 so by the holonomy
principle Jp is holonomy invariant. This means that:
PγJx = JxPγ ∀ Pγ ∈ Holx(M, g) (3.18)
In the parlance of §2.3.2 the holonomy representation is thus a complex representation
and so Hol(M, g) ⊂ Gl(n,C). But of course Hol(M, g) ⊂ O(2n) and so Holp(M, g) ⊂
O(2n) ∩Gl(n,C) = U(n).
Conversely, assume that Holx(M, g) ⊂ U(n). Then there exists a complex structure
Jx ∈ End(TxM) left invariant by Holx(M, g). Observe that 1 = det(J4x) = (det(Jx))4
and the fact that Jx is a matrix with real entries implies that det(Jx) = ±1 and so
Jx ∈ O(TxM, gx). Thus Jx is compatible with the metric:
gx(JxX, JxY ) = gx(X,Y ) ∀ X,Y ∈ TxM (3.19)
Again by the holonomy principle Jx extends to a parallel almost complex structure J
on M . If we can show that this is a complex structure (i.e. that it is integrable) by 3.9
(M,J, g) will be Kähler. But J is indeed integrable, and to show this one uses the fact
that the torsion of ∇ vanishes:
τ∇(X,Y ) = ∇XY −∇YX − [X,Y ] = 0 (3.20)
to replace all the terms in Nijenhuis tensor NJ (cf. 3.3) with terms involving ∇ and J .
For example:
[JX, Y ] = ∇JX(Y )−∇Y (JX) (3.21)
since 0 = (∇J)(X) = ∇(JX) − J∇(X) we can commute J and ∇, and one can check
that all the terms in NJ cancel out pairwise.
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3.6 Decompositions of Riemannian manifolds and De Rham’s
theorem
Given two smooth manifolds M1 and M2, their Cartesian product M1 ×M2 is also a
smooth manifold, and we have natural smooth projection maps:
πi : M1 ×M2 →Mi (3.22)
If M1 and M2 are in addition equipped with Riemannian metrics g1 and g2 respectively,
then we can pull these back by π1 and π2 respectively two get two symmetric bilinear
forms π∗1g1 and π
∗
2g2 on M1 ×M2. Unless one of the Mi is zero dimensional, these will
both be degenerate. However their sum will be non-degenerate, since
g1(π1,∗(X), π1,∗(X)) + g2(π2,∗(X), π2,∗(X)) = 0
⇒g1(π1,∗(X), π1,∗(X)) = 0 and g2(π2,∗(X), π2,∗(X)) = 0 since both are non-negative
⇒π1,∗(X) = π2,∗(X) = 0
⇒X = 0
Thus π∗1g1 + π
∗
2g2 gives a Riemannian metric on M1 × M2 which we shall denote as
g1 ⊕ g2. We shall call (M1 ×M2, g1 ⊕ g2) the Riemannian product. Frequently we shall
write a Riemannian product as (M1, g1)× (M2, g2).
Conversely, given a Riemannian manifold (M, g), one might ask whether it is isometric5
to a product of lower dimensional Riemannian manifolds? We shall say that (M, g) is
decomposable if it is, and indecomposable if it is not. The question of when a Riemannian
manifold is decomposable leads us to the third and final holonomy-related theorem:
Theorem 3.16 (The De Rham decomposition theorem). Let (M, g) be a simply con-
nected and complete Riemannian manifold and x any point in M . The representation
of Holx(M, g) on TxM will, by the discussion in remark 3.12, decompose into the direct
sum of irreducible representations:
TxM = V0 ⊕ . . .⊕ Vr
with
V0 = {X ∈ TxM : PγX = X ∀Pγ ∈ Holx(M, g)}
Then:
(M, g) ∼= (M0, g0)× . . .× (Mn, gn) (3.23)
5By isometric we mean isometrically isomorphic. If (M1, g1) and (M2, g2) are isometric we shall
generally write (M1, g1) ∼= (M2, g2)
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with each (Mi, gi) simply-connected and indecomposable and:
1. If we write x = (x0, . . . , xn) then Txi
∼= Vi and so dim(Mi) = dim(Vi).
2. (M0, g0) is isometric to Rn equipped with a flat metric6.
3. The Levi-Civita connection of M also splits as a direct sum:
∇ = ∇1 ⊕ . . .⊕∇r (3.24)





4. the holonomy group splits as a product:
Holx = Holx1 × . . .×Holxr (3.26)
We are omitting the holonomy group of M0, since, being isometric to Rn, its holon-
omy is trivial.
5. This decomposition is unique up to reordering.
Proof. This is theorem 6.2 in [KN63]
We shall refer to an isometry such as (3.23) as the De Rham decomposition of (M, g), and
to the factors (Mi, gi) as De Rham factors. The uniqueness of this decomposition has
very important consequences for the group of isometries of M (which we shall denote,
here and elsewhere, as I(M)) when M is simply-connected.
Corollary 3.17. Suppose that (M, g) ∼= (M1, g1) × . . . × (Mr, gr) is the De Rham de-
composition of a simply connected manifold M . It is possible that some of the factors
are isomorphic, and by reordering if necessary we can write:
(M, g) ∼= (M1, g1)k1 × . . .× (Mm, gm)km
6That is, a metric such that the curvature of the Levi-Civita connection vanishes
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where (Mi, gi)











where Ski denotes the symmetric group on ki letters.
Proof. See pg. 118 of [Mok89] and the references cited therein.
Note that we can extend theorem (3.16) to cover Kähler manifolds:
Theorem 3.18 (De Rham’s theorem for Kähler manifolds). Suppose that (M,J, g)
is a simply connected and complete Kähler manifold. Then (M, g) decomposes as a
Riemannian product:
(M.g) = (M0, g0)× . . .× (Mr, gr)
Let pri : M →Mi be the projection on to the i-th factor. In addition to all the properties
mentioned in (3.16), we also have that:
1. For each i J(pr∗i TMi) ⊂ pr∗i TMi and thus J induces a parallel complex structure
Ji : TMi → TMi
2. T 1,0x M = pr∗1T
1,0
x1 M1⊕ . . .⊕ pr∗rT
1,0
xr Mr ∼= T
1,0
x1 M1⊕ . . .⊕ T
1,0
xr Mr where the pri are
extended by C-linearity.
3. ω = ω0 ⊕ . . .⊕ ωr
4. (Mi, Ji, gi) is a Kähler manifold for all i.
Proof. A proof of (1) may be found on page 57 of [Bal06]. In particular, each Ji is parallel
because ∇i(Ji) = pri(∇J) = 0. (2) follows since J(X1, . . . , Xr) = (J1X1, . . . , JrXr) for
Xi ∈ pr∗i TCMi. (3) is now an easy consequence of 1 and the splitting of the metric since
if we take Xi, Yi ∈ Tpi(Mi) we have:
ω(Xi, Yi) = g(JXi, Yi) = gi(JiXi, Yi) = ωi(Xi, Yi) (3.27)
where the second equality follows from the fact that JXi ∈ Tpi(Mi).
Suppose (M,J, g) is a Kähler manifold and ϕ : M → M is a diffeomorphism. As
before, we say that ϕ is an isometry if ϕ∗g = g and that ϕ is a biholomorphism if
ϕJ = Jϕ. Denote by I(M, g) the group of isometries of (M, g) and H(M,J) the group
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of biholomorphisms. It is natural to consider the group of biholomorphic isometries, as
this will preserve both structures on M . We shall denote this group as:
Aut(M,J, g) = I(M, g) ∩H(M,J)
3.7 Curvature
Suppose we have a connection D on a real or complex vector bundle E → M . As
discussed on pages 74 and 75 of [GH78], we may extend D to a map from Ak(E) to
Ak+1(E)7 for arbitrary p as follows. Any σ ∈ Ak(E)(U) may be written locally as a
linear combination of terms of the form α ⊗ s with α ∈ AkM (U) and s ∈ A0(E)(U).
Then:
D(α⊗ s) := (dα)⊗ s+ (−)kα ∧ (Dτ)
and then extend to Dσ by R- or C-linearity. Note that from this definition we get that
D satisfies the graded Liebniz law. That is, for σ = α⊗ s ∈ Ak(E)(U) and β ∈ AlM (U)
we have:
D(β ∧ σ) = D(β ∧ α⊗ s)
= d(β ∧ α)⊗ s+ (−1)k+lβ ∧ α⊗D(s)




= dβ ∧ σ + (−1)lβ ∧D(σ)
This calculation can be found on page 182 of [Huy05]. Composing D : A0(E)→ A1(E)
with D : A1(E)→ A2(E) we get:
FD : A0(E)→ A2(E)
FD := D ◦D = D2
FD is called the curvature of D. We note that, although D is not tensorial, FD is:
Lemma 3.19. FD is A0M linear, and hence is a tensor field
7We shall abuse notation a little bit and use the same symbol, D, for the extension of D to any
Ak(E)
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Proof. For f ∈ A0M (U) and σ ∈ A0(E)(U) we have:
FD(fσ) = D(df ∧ σ + fD(σ))
= d2f ∧ σ − df ∧D(σ) + df ∧D(σ) + fD2(σ)
= fD2(σ)
Thus FD is a section of the sheaf A2(End(E)) and can be thought of as a matrix of 2-
forms. We shall frequently use the following, ‘local form’ of the curvature tensor. Recall
that with respect to some frame {e1, . . . , en} we can write the connection operator D as
D = d+A
where A ∈ A1(End(E)). For any σ ∈ A0(E) write σ = siei.
FD(σ) = (d+A)(d+A)(s
iei)
= (d+A)(dsi ⊗ ei + siAjiej)




i ⊗ ej + siAjk ∧A
k
i ej
= dsi ∧Aji ⊗ ej + s
i(dAji )ej − ds














and so we shall frequently write FD = dA + A ∧ A. We note for future reference the
following result:
Lemma 3.20. If E →M is a holomorphic, hermitian vector bundle and D is a metric
connection which agrees with the complex structure, such as the Chern connection on
T 1,0M (cf, §3.4.2) then locally FD is a skew-hermitian matrix of (1, 1)-forms
Proof. See Proposition 4.3.8 on pg. 184 of [Huy05]
Remark 3.21. Note that as per the discussion in 3.4.4 if (M,J, g) is a Kähler manifold
with Levi-Civita connection ∇ and Chern Connection D, we have that:
∇ = ξ−1 ◦D ◦ ξ
From this we easily get that:
F∇ = ∇ ◦∇ = ξ−1 ◦D2 ◦ ξ = ξ−1 ◦ FD ◦ ξ
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Or informally, since ξ−1 = Re, ‘the Riemannian curvature is the real part of the Chern
curvature’.
Since FD ∈ A2(End(E)) = A2(E∗ ⊗E) a natural thing to do is to take the trace of the
endomorphism part of FD:
Definition 3.22 (The Ricci form). Consider the holomorphic tangent bundle T 1,0M of
the Kähler manifold (M,J, g), equipped with the Chern connection D.The Ricci form
of (M,J, g) is defined, for any X,Y ∈ TCM , as:
ρ(X,Y ) = itr(FD)
= itr(Z 7→ FD(X,Y )Z)
informally, the trace contracts the endomorphism part of FD and we are left with a
(1, 1)-form. (See [Huy05], pg.211 for an alternate definition).
Observe that ρ is a real (1, 1)-form, since:
ρ̄ = (−i)tr(FD) = −itr(F̄D) = −itr(F̄D
T
)) = itr(FD) = ρ
where F TD denotes transpose and the final equality follows from lemma 3.20. This means
that if X,Y ∈ TM ↪→ TCM then ρ(X,Y ) ∈ R. In Riemannian geometry it is more
common to contract the 4-tensor F∇ in a different way so as to end up with a symmetric
2-tensor:
Definition 3.23 (The Ricci tensor). Consider the real tangent bundle TM of the Rie-
mannian manifold (M, g), equipped with the Levi-Civita connection∇. The Ricci tensor
is defined as:
Ric(X,Y ) = tr(Z 7→ F∇(Z,X)Y )
Note that here we are not taking the trace over the endomorphism part of the curvature.
In fact since F∇ is the real part of FD, which is skew-hermitian, F∇ is skew-symmetric.
Thus tracing over the endomorphism part of F∇ would give us zero!
So the Ricci form and the Ricci tensor are not the same (one is anti-symmetric while
one is symmetric) but they are closely related, as the following theorem shows:
Theorem 3.24. If X,Y ∈ TM then:
ρ(X,Y ) = Ric(JX, Y ))
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Proof. For a proof see Proposition 4.A.11 on pg.211 of [Huy05]. We caution though that
there the author uses Ric instead of ρ to denote the Ricci form, and r instead of Ric to
denote the Ricci tensor.
Since ρ is a real, (1, 1) form, it makes sense to compare it to the other real (1, 1) form
that we have around, the Kähler form ω:
Definition 3.25. (M,J, g) is Kähler-Einstein if ρ = λω for some λ ∈ R.
Observe that since ρ(X,Y ) = Ric(J(X), Y ) and ω(X,Y ) = g(J(X), Y ), (M,J, g) being
Kähler-Einstein is equivalent to:
Ric = λg for some λ ∈ R
That is, (M,J, g) being Kähler-Einstein is equivalent to the underlying Riemannian
manifold being Einstein.
3.8 Chern classes
We shall introduce Chern classes in the same manner as Huybrechts in [Huy05]. Let
R =
⊕
iRi be a commutative, graded ring and denote by Matn(R) the n× n matrices
with coefficients in R. Consider the homogeneous polynomials Pk defined on by:
det(Id+B) = 1 + P1(B) + P2(B) + . . .+ Pr(B) + . . .
where Pi ∈ Ri. We note two things about them. Firstly, if Ri = 0 for i > k then
obviously Pi = 0 for i > k. Secondly, for any g ∈ Gl(R) we have that:





and so by comparing terms of the same degree we have that:
Pk(gBg
−1) = Pk(B)
As mentioned in §3.7, if D is the Chern connection of T 1,0M we can think of its curvature
FD locally as being a matrix of 2-forms. So, for a sufficiently refined open cover (Uα) of
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then (FD)α ∈Matn(Sα) and hence let us consider Pk((FD)α). Note that Sα consists of
even forms only!
Lemma 3.26. The C̆ech co-chain (Pk(FD)α)) is closed. That is, it patches together to
form a globally defined 2k-form
Proof. Let gαβ : Uα ∩ Uβ → Gl(n,C) denote the transition functions for T 1,0M with










Pk(FD) = Pk((FD)α) if x ∈ Uα
is indeed a globally defined 2k-form.





where D is a Chern connection on T (1,0)M with respect to some Hermitian metric g and
the square brackets denote the (de Rham) cohomology class.
It is a non-trivial fact that ck(M,J) is even well defined; a priori if we considered a
different Hermitian metric g
′
and hence a different Chern connection D
′
we might get a
cohomology class [Pk(
i









is an exact 2k-form, hence both connections do indeed define the same class in cohomol-
ogy. Let us calculate formulas for the first two Chern classes. We shall be working with










8cf. [GH78] pg. 75

































1 if i = j
0 otherwise








f(σ) + . . .
and so (3.28) becomes:
det(Id+ Ωji ) =(1 +
i
2π











Ω11) . . . (
i
2π
Ωjk) . . . (
i
2π





+ (terms containing 2n-forms for n ≥ 3)
expanding we get:













































Now consider the general term of the sum in the expression for c2(M,J). Let us denote





k − Ωkj ∧ Ω
j
k
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Observe that ajk is symmetric in its indices, since each Ω
l


























Thus we may replace the restricted double sum
∑
















where the factor of a half comes in because we are double counting (since ajk = akj).The














as required. The fact that c1(M,J) = [
1
2πρ] now follows from the definition of ρ as the
trace of the endomorphism part of FD (see definition 3.22).
Recalling the definition of a Kähler-Einstein metric:
Theorem 3.29. Suppose that (M,J, g) is a Kähler-Einstein manifold of negative scalar
curvature λ. Then c1(M,J) is a negative definite (1, 1)-form.









Since ω is a positive definite (1, 1)-form, c1(M,J) is negative definite.
Since c1(M,J) depends only on the topology of M and the (homotopy class of) the
complex structure J , the above theorem gives a necessary condition on (M,J) for it to
allow a Kähler-Einstein metric. An extremely powerful (and deep) theorem that we shall
use repeatedly in the sequel, is that the above necessary condition is in fact sufficient.
Theorem 3.30. Suppose that c1(M,J) is negative definite; then there exists a Kähler-








If we require the Scalar curvature to be −1 then this metric is unique.
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Proof. This is (part of) theorem 1 in [Yau77]. See also [Yau78] and [Aub78]
Before we move on, we combine the results of this section, theorem 3.15 with the Berger
holonomy theorem (theorem 3.13) to get:
Theorem 3.31. Suppose that (M,J) is an irreducible Kähler manifold with negative
definite first Chern class: c1(M,J) < 0. Then for any Kähler metric g on (M,J) either
Hol(M, g) = U(m) or (M,J, g) is a uniformised by a bounded symmetric domain.
Proof. Consider the list of possible non-symmetric holonomy groups given in theorem
3.13, and suppose that (M,J, g) is non-symmetric. We may eliminate the possibilities:
1. Hol(M, g) = SO(2m)
2. Hol(M, g) = Sp(m/2) · Sp(1)
3. Hol(M, g) = G2
4. Hol(M, g) = Spin(7)
as none of these are contained in U(m), contradicting theorem 3.15. Furthermore we
can eliminate the possibilities:
1. Hol(M, g) = SU(m)
2. Hol(M, g) = Sp(m/4)
as manifolds with these holonomy groups are Ricci flat. That is, if ρ is the Ricci form
associated to g, then ρ = 0. But then, by lemma 3.28, c1 = [
1
2πρ] = 0, contradicting the
fact that c1(M,J) < 0. Hence the only possibility left is:
Hol(M, g) = U(m)
Chapter 4
Hermitian Symmetric Spaces and
Bounded Symmetric Domains
In this section we aim to give a very brief overview of the theory of Symmetric Spaces,
extracting just enough theory to build the uniformization results contained in chapters
5 and 6. We shall assume a working knowledge of Lie algebras. For the sake of brevity
we shall omit the proofs of several key results, and shall refer the reader to the com-
prehensive [Hel78] or the very readable [Zil10] for further details. Loosely speaking, an
(irreducible) symmetric space M arises by taking the quotient of a simple Lie group G
by a maximal compact subgroup K. Since the maximal compact subgroup is unique up
to inner automorphism, this means we can classify all possible symmetric spaces using
the classification of Lie groups. Moreover, through its close relation with G, M picks up
several remarkable properties:
1. M is a complete, homogeneous Riemannian manifold.
2. The Riemannian data on M (metric, Levi-Civita connection, curvature) is deter-
mined by Lie algebraic data (the Lie bracket and the Killing form) on g1.
3. Symmetric spaces have large groups of isometries (namelyG) and provide examples
of Riemannian manifolds with holonomy not covered by the Berger holonomy theo-
rem. (We shall see shortly that, in all cases of interest in this thesis, Hol(M) = K.)
1From here on we shall implicitly be using the convention that if a Lie group is denoted by a particular
capital letter then its Lie algebra is denoted by the same, lowercase letter in Gothic script.
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4. Since we have a fibration:
K → G→M
it is easy to compute the homotopy groups of M , given the homotopy groups of
K and G, using the long exact sequence in homotopy. In all cases of interest in
this thesis, this calculation shows that M is simply connected.
The last two points in particular, point to why one might ask about manifolds uni-
formised by a symmetric space, as we should expect a simply connected manifold with a
large group of isometries to have many quotient manifolds. But before we get too ahead
of ourselves, let us clarify what we mean by a symmetric space.
4.1 Elementary properties of Riemannian symmetric spaces
Definition 4.1 (Definition 6.1, pg. 129 in [Zil10]). Suppose that (M, g) is a Riemannian
manifold. Then (M, g) is a symmetric space if, for all x ∈ M , there is an isometry
sx : M →M with sx(x) = x and d(sx)|x = −Id
We shall call sx the symmetry at x.
Remark 4.2. 1. Note that the definition of ‘symmetric space’ depends on the pair
(M, g). It is possible to define two metrics g and g
′
on M such that (M, g) is a
symmetric space but (M, g
′
) is not.
2. We may define locally symmetric spaces as Riemannian manifolds (M, g) such that
for each point x ∈M there exists an r > 0 and a local isometry sx : Br(x)→ Br(x)
satisfying d(sx)|x = −Id.
Before continuing we should mention a remarkable observation about isometries of a
Riemannian manifold, which we shall use frequently in this chapter.
Theorem 4.3. Suppose that (M, g) is a complete, connected Riemannian manifold, and
that f1, f2 : M →M are isometries of M such that there exists a x ∈M satisfying:
f1(x) = f2(x) and df1|x = df2|x
then f1 = f2
Proof. We need to show that, given any y ∈M , y 6= x, we have that f1(y) = f2(y). Since
(M, g) is complete it is geodesically complete 2, and so there exists a length-minimizing
2This is the content of the Hopf-Rinow theorem
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geodesic γ such that γ(0) = x and γ(1) = y. We know that isometries map geodesics to
geodesics, hence f1 ◦ γ(t) and f2 ◦ γ(t) are both geodesics and
















and by assumption df1|x = df2|x so (f1 ◦ γ)
′
(0) = (f2 ◦ γ)
′
(0)
but we know that geodesics are uniquely determined by their initial data3 hence
f1 ◦ γ(t) = f2 ◦ γ(t)
and so in particular f1(y) = f2(y).
There is a second, equivalent definition of symmetric space that is worth mentioning:
Theorem 4.4. (M, g) is a symmetric space if and only if (M, g) is complete and for
all x ∈ M , there exists a non-trivial involutive isometry sx : M → M having x as an
isolated fixed point.
Proof. We need the following fact from Riemannian geometry (cf. Prop. 5.11 in [Lee97]).
Given any x ∈ M and an orthonormal basis {e1, . . . en} for (TxM, gx) there exists a
neighbourhood U 3 x and coordinates {x1, . . . , xn} on U such that for any geodesic
γX(t) satisfying γX(0) = x and γ
′
X(0) = Xie
i, with respect to the coordinates xi:
γX(t) = (tX1, . . . , tXn)
such a neighbourhood is called a normal neighbourhood and such coordinates are called
normal coordinates.
Now suppose that for all x ∈ M there exists an isometry sx such that sx(x) = x and
s2x = id. Then
id = d(s2x)|x = dsx|sx(x) ◦ dsx|x
= dsx|x ◦ dsx|x
thus dsx|x = ±id. If dsx|x = Id then by theorem 4.3 sx = Id contradicting the
assumption that sx was non-trivial. Hence dsx|x = −Id and so (M, g) is a symmetric




2(0) then γ1(t) = γ2(t) for all t ∈ R
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space.
Conversely if (M, g) is a symmetric space then for every x we have an isometry sx such
that x is a fixed point of sx and dsx|x = −Id. Choosing an orthonormal basis ei for
(TxM, gx) we get a normal neighbourhood U and normal coordinates x
i. For any y ∈ U




i, then y is given in normal coordinates as y = (X1, . . . , Xn).
Now observe that:
sx ◦ γX(0) = γX(0)
and dsx(γ
′
(0)) = −γ′(0) = −Xiei
Hence sx carries γX to the geodesic γ−X
4. In particular:
sx(y) = sx(γX(1)) = γ−X(1) 6= y
so there are no fixed points of sx other than x in U . Finally since s
2
x(x) = x and
d(s2x) = dsx|x ◦ dsx|x = Id, by theorem 4.3 s2x = Id.
Let us list a few basic properties of symmetric spaces:
Theorem 4.5. Suppose that (M, g) is a symmetric space. Then:
1. M is complete.
2. I(M) is a Lie group and it acts transitively on M . In fact, I(M)0, the identity
component of I(M), acts transitively on M .
3. If x ∈ M , denote by Kx < I(M) the stabilizer of x. Then Kx is compact. Since
I(M) acts homogeneously on M , for any other y ∈ M , Kx and Ky are conjugate
in I(M).
4. If I(M)0 is simply-connected and Kx is connected for any x ∈M then M is simply
connected. Conversely, if M is simply connected then Kx is connected.
5. If ∇ and F∇ denote the Levi-Civita connection and curvature tensor associated to
the metric g, then ∇(F∇) = 0
4sx is locally the geodesic reversal map
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Proof. The fact that M is complete is proposition 6.2 on pg. 130 in [Zil10]. The fact
that I(M) is a Lie group and Kx is compact is true for any Riemannian manifold M , see
Theorem 2.5 on page 204 of [Hel78]).The fact that I(M)0 acts transitively is Corollary
6.5 (pg.132) in [Zil10]. For any x, y ∈ M there then exists a ϕ ∈ I(M) such that
ϕ(x) = y, and so Ky = ϕKxϕ
−1. Since we now have that M ∼= I(M)0/Kx for any
x ∈ M , the third item follows from writing out the long exact sequence in homotopy
associated to the fibration K → I(M)0 →M and observing that we get the following
. . .→ π1(I(M)0)→ π1(M)→ π0(Kx)→ π0(I(M)0) . . .
Hence π1(I(M)0) = π0(Kx) = 0⇒ π1(M) = 0 and π1(M) = 0⇒ π0(Kx) = 0
To prove the fourth item, we observe something more general. Suppose that A ∈
Γ((T ∗M)⊗2k+1)) is an odd-order, covariant tensor field on M which is isometry in-
variant. That is, for any ϕ ∈ I(M) and X1, . . . , X2k+1 ∈ TxM we have that
(ϕ∗A)(X1, . . . , X2k+1) = Aϕ(x)(ϕ∗X1, . . . , ϕ∗X2k+1) = Ax(X1, . . . , X2k+1)
Then in fact A = 0, since for any x ∈ M , taking ϕ = sx (and so ϕ(x) = x and
ϕ∗|x = −id), the above implies that:
Ax(X1, . . . , X2k+1) = Ax(−X1, . . . ,−X2k+1)
= (−1)2k+1Ax(X1, . . . , X2k+1) By multilinearity
= −Ax(X1, . . . , X2k+1)
for all X1, . . . , X2k+1 ∈ TxM . Applying this to the situation at hand, since F∇ ∈
Γ((T ∗M)⊗4) is isometry invariant, we have that ∇F∇ ∈ Γ((T ∗M)⊗5) is also isometry
invariant and hence ∇F∇ = 0.
When no confusion can arise as to which symmetric space M we are referring to, we
shall usually denote I(M)0 as G, and its Lie algebra as g. In addition, we shall denote
the stabilizer of a point x ∈ M as Kx (or sometimes just K, when the particular point
x is not important), and its Lie algebra as k.
Remark 4.6. Although there exist non-simply-connected symmetric spaces (for example
RPn, which has Sn as a double-cover) it is a theorem (cf. Proposition 6.53 in [Zil10])
that all bounded symmetric domains are simply connected. Since it is frequently much
simpler, and we are ultimately interested only in bounded symmetric domains 5, from
here on we shall only consider simply connected symmetric spaces.
5And their compact duals, which also happen to be simply connected, but more on that later
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4.1.1 Some examples
Let us give a few examples of symmetric spaces. Observe that to show (M, g) is a
symmetric space is suffices to produce a Lie group G acting transitively on M via
isometries, and a symmetry sx at a single point, as then for any other point y ∈ M we
get sy by choosing ϕ ∈ G such that ϕ(x) = y and defining sy = ϕsxϕ−1
1. If gE denotes the usual Euclidean metric on Cn then (Cn, gE) is a symmetric space.
To define the symmetry at a point x, we first note that any y ∈ Cn can be written
as y = x+ (y − x). Then sx is defined as:
sx(y) = x− (y − x)
Observe that the Levi-Civita connection associated to gE is flat
6.
2. Consider CPn equipped with the Fubini-Study metric gFS . We know that U(n+1)
acts transitively via isometries. For a given point x ∈ CPn, choose homogeneous
coordinates such that x = [1, 0, . . . , 0]. Let D = diag(1,−1, . . . ,−1) ∈ U(n + 1)
and define sx([z0, . . . , zn]) = [D · (z0, . . . , zn)] = [z0,−z1, . . . ,−zn]. CPn is a com-
pact symmetric space.




(where the factor of 4 is included to ensure that the curvature comes out to be






SU(1, 1) = {A ∈ Gl(2,C) : AHI1,1A = I1,1 and det(A) = 1}




· z = az + b
cz + d
6That is, has vanishing curvature tensor
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· z = −z
D1 is a non-compact which, unlike (Cn, gE), is not flat. The unit disk is our pro-
totypical example of a Bounded Symmetric Domain. That is, a symmetric space
which can be realized as a bounded domain in a complex vector space.
4. Given a square matrix A we write A > 0 if A is positive definite. Consider the set:
DIn,n =
{
Z ∈Mat(n,C) : In − ZHZ > 0
}
where In is the n × n identity matrix. DIn,n is a bounded domain of the vector




and define the Lie group:
SU(n, n) =
{
X ∈ Gl(2n,C) : XHIn,nX = In,n
}






Where each block is an n× n matrix.





· Z = (AZ +B)(CZ +D)−1 (4.2)
Proof. Firstly, observe that:
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For brevity we write E = AZ +B and F = CZ +D. Now:































So, suppose that Fv = 0 for some v ∈ Cn. Then:
vH(−EHE + FHF )v = −(vHEH)Ev = −(Ev)HEv ≤ 0
But −EHE+FHF is positive definite, so this is only possible if v = 0, hence F is
invertible. We know that if P is a positive definite matrix, then XHPX is positive
definite for all invertible matrices X, and so:
F−H(−EHE + FHF )F−1 = −F−HEHEF−1 + I = I − (AZ +B)(CZ +D)−1
is positive definite, thus (AZ + B)(CZ + D)−1 ∈ DIn,n and this action is well
defined. to see that the map:
Z 7→ (AZ +B)(CZ +D)−1
is holomorphic it suffices to observe that this map is given by rational functions in
each coordinate:




and that det(CZ + D) 6= 0 for all Z ∈ DIn,n. This proof is a variation of an
argument given in [Fre99] pg. 10-11, amongst other places.
There is a natural metric on DIn,n given by:
gZ(X,Y ) = tr((I − ZHZ)−1X(I − ZHZ)−1Y )
and one can check that in fact SU(n, n) acts transitively and via isomorphisms.





, gives an invo-
lution of DIn,n fixing 0. DIn,n is another example of a bounded symmetric domain.
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Notice how the metric, the transitive action and indeed the very definition of DIn,n
are all formally very similar to that of the unit disk.
5. Let Gr(k,Kn) be the Grassmannian of k-planes in Kn, where K is either R or C.
Given any V ∈ Gr(k,Kn) we may define an involution having V as an isolated fixed
point geometrically as follows. Given any k-plane V
′
, choose a basis {e1, . . . , ek}
for V
′
. Define σV (ei) to be the reflection of ei in V , and σV (V
′
) to be the k-plane
spanned by {σV (e1), . . . , σV (ek)}. Then it is obvious that σV is an involution fixing
V and perhaps less obvious, but still intuitive that σV does not fix any V
′
‘near’
V . It can be shown more rigorously that V is indeed an isolated fixed point and
moreover that there exists a metric g on Gr(k,Kn) with respect to which σV is an
isometry, making (Gr(k,Kn), g) a symmetric space, but the details of this do not
concern us right now (see [Zil10] pg. 144-145). Gr(k,Kn) is another example of a
compact symmetric space.
We can create more examples of symmetric spaces by taking the Riemannian product
of two given symmetric spaces.
4.2 The Isotropy representation
Given any ϕ ∈ Kx, since ϕ(x) = x we have that dϕ|x ∈ Gl(TxM). Thus we have a
representation:
χ : Kx → Gl(TxM,R)
If in addition dϕ1|x = dϕ2|x by theorem 4.3 we have that ϕ1 = ϕ2. Hence χ, which we
shall refer to as the isotropy representation, is faithful! Furthermore, since ϕ ∈ Kx is an
isometry, dϕ preserves the inner product gx on TxM :
gx(dϕxX, dϕ|xY ) = gx(X,Y )
so χ(Kx) ⊂ O(TxM). Since Kx is compact (cf. theorem 4.5) and χ is continuous,
χ(Kx) is a closed subgroup of O(TxM). If (M, g) is simply connected, we say that it is
irreducible if χ is an irreducible representation. A second remarkable property of χ is
the following:
Theorem 4.8. If (M, g) be a simply-connected symmetric space then
Holx(M, g) ⊂ Kx
Proof. See Corollary 6.6 on pg. 133 in [Zil10]
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4.2.1 Relating the isotropy and Adjoint representations
From theorem 4.1 we see that a symmetric space (M, g) gives us a real, connected Lie
group G = I(M)0, together with a compact subgroup K = Kx < G. In addition we
have an involutive automorphism defined on G:
σ : G→ G
: ϕ 7→ sxϕs−1x = sxϕsx
note that σ does indeed map G (which is the identity component of I(M)) into G as
it maps e to e and is continuous, so it must map connected components to connected
components. We now claim that:
Theorem 4.9 (Theorem 3.3 pg. 208 of [Hel78]). If Kσ denotes the fixed point set of σ
then:
(Kσ)0 ⊂ K ⊂ Kσ
so in particular if Kσ is connected then Kσ = K.
Proof. suppose that k ∈ K. Then:
sxksx(x) = sxk(x) = sx(x) = x
and:
d(sxksx)|x = dsx|ksx(x) ◦ dk|sx(x) ◦ sx|x = −Id ◦ dk|x ◦ (−Id) = dk|x
Hence by theorem 4.3 σ(k) = k and so K ⊂ Kσ. To show the other containment we
show that K and Kσ have the same Lie algebra. Since from the above it follows that,
denoting the Lie algebra of Kσ as kσ, k ⊂ kσ, it suffices to show the opposite containment.
Recall that (cf. theorem 2.5)
σ(exp(X)) = exp(dσ(X)) ∀X ∈ g
If X ∈ kσ; then dσ(X) = X and so
sx exp(tX)(x) = sx exp(tX)sx(x) = exp(tdσ(X))(x) = exp(tX)(x) ∀t ∈ R
That is, for all t, exp(tX) is a fixed point for sx. But by assumption x is an isolated fixed
point of sx, so, for a small open neighbourhood N of x, {exp(tX)(x) : t ∈ R} ∩ N =
{x}. The map γ : t 7→ exp(tX)(x) is continuous, so γ−1(N ) is open. But γ−1(N ) =
γ−1({x}) so it is also closed. Since 0 ∈ γ−1(N ), we conclude that γ−1(N ) = R and so
exp(tX)(x) = x ∀t ∈ R. Thus X ∈ k.
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By theorem 4.1, if (M, g) is simply connected then K is connected and so K = Kσ.
Denote by p the −1-eigenspace of dσ. Then:
g = k⊕ p
If we identify M ∼= G/Kx, then G acts on the cosets by left-translation:
ϕ(ψK) = (ϕψ)K
and we have the following:
Theorem 4.10. The map
τ :p→ TxM (4.3)
X 7→ d
dt
|t=0(exp(tX) · p) (4.4)
is a Kx-equivariant isomorphism.
Proof. Observe that τ is linear, and that dimR(TpM) = dimR(G/K) = dimR(p). More-
over, τ is injective, since:
τ(X) = 0⇒ d
dt
|t=0(exp(tX) · p) = 0⇒ exp(tX) · p = p t ∈ (−ε, ε) (4.5)
⇒ exp(tX) ∈ K t ∈ (−ε, ε) (4.6)
⇒X ∈ k (4.7)
and k∩ p = 0. Hence τ is a vector space isomorphism. For k ∈ K and X ∈ p recall that
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where γ(t) is a smooth curve in M satisfying γ(0) = p and γ
′
(0) = X. Using the
























|t=0(exp (tAdk(X)) · x)
= τ(Adk(X))
4.3 Type
If (M, g) is an irreducible symmetric space, we say that it is of compact type if B|p > 07,
of non-compact type if B|p < 0 and of Euclidean type if p is an abelian subalgebra.
Lemma 4.11. Every irreducible symmetric space, (M, g), is of one of these three types.
Proof. Because gx is a χ invariant inner product on TxM , τ
∗gx is an Ad-invariant inner
product on p (cf. theorem 4.10). But B|p is an Ad-invariant symmetric bilinear form on
p, so by theorem 2.13 B|p = agx for some a ∈ R. So (M, g) is of compact type if a < 0,
of non-compact type if a > 0 and of Euclidean type if a = 0. This is a variant of the
proof of Prop. 6.33 on pg. 154 of [Zil10].
We shall shortly show that symmetric spaces of compact (resp. non-compact) type are
indeed compact (resp. non-compact). But for now we note the following:
Theorem 4.12. Let (M, g) be an irreducible simply connected symmetric space not of
Euclidean type. Then g is simple if and only if (M, g) is irreducible
Proof. If (M, g) is irreducible and simply connected by definition the isotropy action χ
is irreducible. It is also of course faithful (cf. discussion at the beginning of §4.2). Hence
7As in Chapter §2.4 B denotes the Killing form of g
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Ad : K → Gl(p) is irreducible and faithful and thus so is ad : k→ gl(p) . If X ∈ k∩ z(g)
we see that adX = 0, so by faithfulness we must have
k ∩ z(g) = {0}
Applying proposition 2.19 we see that B|k < 0.
Recall that k (respectively p) was defined as the +1 (respectively −1) eigenspace of the
Lie algebra automorphism dσ. So, if X ∈ k, Y ∈ p we have that:
B(X,Y ) = B(dσX, dσY ) = B(X,−Y ) = −B(X,Y )
hence B(k, p) = 0. Thus if B|p > 0 (or Bp < 0) for any X ∈ g, writing X = X1 + X2
with X1 ∈ k and X2 ∈ p we see that if X 6= 0 one of:
B(X,X1) = B(X1, X1)
B(X,X2) = B(X2, X2)
is non-zero. Hence B is non-degenerate, and so by Cartan’s second criterion (cf. theorem
2.15) g is semi-simple. Moreover observe that:
dσ([X1, Y1]) = [dσ(X1), dσ(Y1)] = [X1,−Y1] = −[X1, Y1]⇒ [k, p] ⊂ p
dσ([X1, X2]) = [dσ(X1), dσ(X2)] = [X1, X2]⇒ [k, k] ⊂ k
dσ([Y1, Y2]) = [dσ(Y1), dσ(Y2)] = [−Y1,−Y2] = [Y1, Y2]⇒ [p, p] ⊂ k
thus if B|p > 0 observe that g = k⊕p is a Cartan decomposition (cf. the definition given
in §2.5). The fact that g is simple then follows by theorem 2.20. We defer the proof that
g is simple in the compact case until we have developed the idea of duality.
Observe that g is determined up to a scalar multiple by B, since gx = (τ
−1)∗B|p and for
any other y ∈M , choosing ϕ ∈ G such that ϕ(y) = x we have that:
gy = ϕ
∗gx
In fact all the Riemannian data of (M, g) (that is, metric, connection and curvature) is
determined neatly by the Lie theoretic data of g:
Proposition 4.13. For any vector fields X,Y, Z ∈ Γ(TM) we have that:
(∇XY )(x) = [τ−1(X(x)), τ−1(Y (x))]
F∇(X,Y )(Z)(x) = −τ(
[
[τ−1(X(x)), τ−1(Y (x))], τ−1(Z(x))
]
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Proof. See proposition 6.30 on page 153 of [Zil10]
Observe that if (M, g) is of compact type then B < 0, and so by Theorem 2.17 G, and
hence M , is compact. If (M, g) is of non-compact type then by Proposition ?? (and see
also Proposition 6.34 of [Zil10]) all the sectional curvatures of (M, g) are non-positive.
But then by the Cartan-Hadamard theorem (Theorem 11.5 on pg. 196 of [Lee97]) M is
non-compact.
4.4 The Decomposition theorem
In general a symmetric space need not be irreducible. For example if (M1, g1) and
(M2, g2) are both symmetric spaces with isotropy representations:
χ1 : K1 → Gl(Tx1M1)
χ2 : K2 → Gl(Tx2M2)
then one can easily check that the isotropy representation of (M1, g1) × (M2, g2)8 is
χ1  χ2. So, as one would expect, T(x1,x2)(M1 ×M2) ∼= Tx1M1 ⊕ Tx2M2 has two in-
variant subspaces, namely Tx1M1 and Tx2M2. Just as in §3.6 where we expressed an
arbitrary simply connected Riemannian manifold as a Riemannian product of irreducible
Riemannian manifolds, so we have:
Theorem 4.14. Let (M, g) be a simply connected symmetric space. Then (M, g) is
isometric to a Riemannian product of irreducible symmetric spaces:
(M, g) ∼= (M0, g0)× . . .× (Mr, gr)
Moreover
I(M)0 = I(M0)0 × . . .× I(Mr)0
Proof. This is a simple application of 3.16. See Corollary 6.10 on pg. 134 of [Zil10].
For non-irreducible symmetric spaces (M, g) we say that (M, g) is of compact (resp.
non-compact) type if all of its irreducible factors are of compact (resp. non-compact)
type. If none of the (Mi, gi) are of Euclidean type, then all of the I(Mi)0 are simple
(cf. Theorem 4.12) and so I(M)0 is semi-simple. So we say that (M, g) is semi-simple
if its decomposition into irreducible factors contains no Euclidean factors. If (M, g) is
semi-simple we have the following:
8That is, the Riemannian product of (M1, g1) and (M2, g2). cf §3.6
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Theorem 4.15. If (M, g) is a semi-simple, simply-connected symmetric space, then:
Hol(M, g) = K
Proof. This is proposition 6.36 on pg. 156 of [Zil10] coupled with the fact that is (M, g)
is simply connected then both Hol(M, g) and K are connected.
Thus for a semi-simple simply connected symmetric space the decomposition given in
theorem (4.14) coincides with the de Rham decomposition given in theorem 3.16.
4.5 Symmetric pairs, symmetric Lie algebras and Cartan
decompositions
4.5.1 Riemann symmetric pairs
From the discussion in §4.2.1 we see that a symmetric space (M, g) gives us the data
(G,K, σ) where G = I(M)0 is connected, σ is an involutive automorphism of G and
(Kσ)0 < K < Kσ.
Definition 4.16. A Riemann Symmetric Pair is a pair of Lie groups (G,K) such that
G is connected,K < G is compact and moreover there exists an involutive automorphism
σ on G such that if Kσ denotes the fixed point set of σ then Kσ0 ⊂ K ⊂ Kσ (see also
[Hel78] pg. 209 where a more general definition is provided).
The above discussion shows that any symmetric space gives us a symmetric pair of Lie
groups. Conversely, given a symmetric pair (G,K) we may construct a Symmetric space
as follows:
1. Let M = G/K. Then M is a smooth manifold and G acts transitively on M by
left-translation:
ψ · (ϕK) = (ψϕ)K
As in §4.2.1 we have a decomposition g = k⊕ p into +1 and −1 eigenspaces of dσ.
The stabilizer of the coset K is obviously K, and as in theorem 4.10 we have a
K-equivariant isomorphism τ : p→ TKM .
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< χ(k)(X), χ(k)(Y ) >0 dµ(k)
where µ is the Haar measure on K. Note that this integral converges because K
is compact. For any ϕK ∈M define
gϕK = (ϕ
−1)∗gK
this is well defined because if ϕ
′






since gK is K-invariant. Note that if B|p > 0 or B|p < 0 (i.e. G/K is of non-




We can check that this is well-defined in a very similar way to checking gϕK is
well-defined. If X ∈ TKM then exp(τ−1(tX))K is a path on M satisfying
d
dt
|t=0 exp(τ−1(tX))K = τ(τ−1(X)) = X
















|t=0 exp(−τ−1(tX))K since τ−1(tX) ∈ p
= τ(−τ−1(X)) = −X
Thus sK is involutive. This also shows that sK is an isometry. Hence sK is the
symmetry at K, and so (M, g) is a symmetric space with sϕK = ϕ ◦ sK ◦ ϕ−1.
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4.5.2 Orthogonal Symmetric Lie Algebras
We may profitably phrase this data in terms of Lie algebras as follows:
Definition 4.17 (See [Hel78] pg. 229). An orthogonal symmetric Lie algebra is a pair
(g, s) where:
1. g is a real Lie algebra.
2. s is an involutive automorphism of g.
3. The fixed point set of s, which we shall denote by k, is a compact subalgebra.
We say this pair is effective if: k ∩ z(g) = {0}
We may decompose g as g = k⊕p where k and p are the +1 and −1 eigenspaces of s and
we say that (g, s) is of compact, non-compact or Euclidean type if B|p < 0, Bp > 0 or
Bp = 0 respectively. The similarity between this notation and the notation introduced
in §4.2.1 is not coincidental:
Lemma 4.18. If (g, s) is an effective orthogonal symmetric Lie algebra of non-compact
type then g is semi-simple and the decomposition g = k⊕ p into +1 and −1 eigenspaces
of s is a Cartan decomposition.
Proof. Since (g, s) is of non-compact type we have that B|p > 0. Since k is a compactly
imbedded subalgebra and k ∩ z(g) = {0} we have (cf. theorem 2.19) that Bk < 0. The
rest of the proof is identical to that of theorem 4.12.
Lemma 4.19. Suppose (G,K) is a Riemann symmetric pair. Then (g, dσ) is an effective
orthogonal symmetric Lie algebra.
Proof. Since σ is involutive so is dσ and its fixed point set k is indeed a compact sub-
algebra. Now suppose X ∈ k ∩ z(g). Since exp(tX) ∈ K for all t ∈ R, we have
exp(tX)(x) = x. Moreover for any Y ∈ p, if τ is as in theorem 4.10 then τ(Y ) ∈ TxM
and:
Ad(exp(tX))(Y ) = eadtX (Y ) = Y + adtX(Y ) +
1
2!
ad2tX(Y ) + . . .
= Y since X ∈ z(g)
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implies that χ(exp(tX) = id for all t ∈ R. Thus by 4.3:
exp(tX) = id ∀t ∈ R
implying that X = 0.
Conversely given an effective orthogonal symmetric Lie algebra (g, s), we say that a
Riemann symmetric pair (G,K) is associated to (g, s) if the Lie algebra of G is g and
the Lie algebra of K is k. Obviously the involutive automorphism σ of G then satisfies
dσ = s. There will generally be several symmetric pairs associated to (g, s), and thus
there appear to be many different ways to create a symmetric space given the data of
an effective orthogonal symmetric Lie algebra.
4.5.3 Classifying non-compact Symmetric spaces
Let g be a non-compact semi-simple real Lie algebra and let g = k ⊕ p be a Cartan
decomposition of g. We know that k is compactly imbedded (cf. §2.5). since any X ∈ g
may be written uniquely as X = X1 + X2 with X1 ∈ k and X2 ∈ p we may define the
Cartan involution:
s : X1 +X2 7→ X1 −X2
This can easily be checked to be an automorphism, but for a proof of this we refer the
reader to pg. 360 of [Kna96]. By construction the fixed point set of s is k. Since g is
semi-simple, z(g) = {0} and so (g, s) gives an effective orthogonal symmetric Lie algebra
of non-compact type. Because g is semi-simple, adg(g) ∼= g and so a natural choice
of associated Riemannian symmetric pair is (Int(g),K), where K is the (connected)
subgroup corresponding of Int(g) corresponding to adg(k) ∼= k. We know K is compact
as k is compactly imbedded. Thus we get a simply connected symmetric space of non-
compact type: (Int(g)/K, g), constructed as in §4.5.1. The following theorem tells us
that it doesn’t matter which Cartan decomposition, nor which associated Riemannian
symmetric pair, we choose; they all give isometric symmetric spaces.




) are non-compact symmetric spaces
such that I(M) and I(M
′
) have the same Lie algebra. Then they are isometric.
Proof. See Corollary 1.3 on pg. 255 of [Hel78].
From this we can conclude that all non-compact symmetric spaces are simply-connected
(although there are other ways to prove this, cf. Prop. 6.40 on pg. 160 of [Zil10]). This
also gives a complete classification of non-compact symmetric spaces, since semi-simple
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real Lie algebras are direct sums of simple real Lie algebras (cf. §2.2) and these (which
are all real forms of simple complex Lie algebras) are completely classified.
4.6 Duality
There is a very useful duality between Effective Orthogonal Symmetric Lie algebras of
compact and non-compact type constructed as follows. Let (g, s) be a non-compact
Effective Orthogonal Symmetric Lie algebra and write g = k⊕ p for the decomposition
into +1 and −1 eigenspaces of s, as in §4.5.2. Consider the real subspace u = k ⊕ ip ⊂
gC = g⊗ C. Since g = k⊕ p is a Cartan decomposition:
[k, k] ⊂ k
[k, ip] ⊂ ip
[ip, ip] ⊂ −k = k
so u is in fact a real Lie algebra. For anyX ∈ u, we may write it uniquely asX = X1+iX2
with X1 ∈ k and X2 ∈ p; define s∗ as
s∗(X) = X1 − iX2
For any X1 ∈ k, iX2 ∈ p
B(X1, X1) < 0
B(X1, iX2) = 0
B(iX2, iX2) = −B(X2, X2) < 0
Finally we can easily check that z(u) = {0}. We conclude that (u, s) is an Effective
Orthogonal Symmetric Lie algebra of compact type. If (M, g) and (M∗, g∗) are symmet-
ric spaces associated to (g, s) and (u, s∗) respectively, we say that they are dual. This
establishes a one-to one correspondence between non-compact symmetric spaces and
simply connected symmetric spaces of compact type, which allows us to use the classify
compact symmetric spaces by using the classification of their duals (cf. theorem 4.20).
This also allows us to fill in the gap left in theorem 4.12 since if (M∗, g∗) is a compact
and irreducible symmetric space with U = I(M∗)0, we see that its non-compact dual
(M, g) is also irreducible. If G = I(M)0 we have established that (M, g) irreducible
implies that g is simple, hence gC is simple. But u is also a real form of gC hence it is
also simple.
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For a symmetric space (M, g) we define its rank to be the maximal dimension of a to-
tally geodesic submanifold S ⊂ M such that if ∇ is the Levi-Civita connection on M
∇|S = 0. Equivalently, it is the dimension of a maximal abelian subalgebra a ⊂ p. We
remark that the rank of a symmetric space is equal to the rank of its dual, and refer the
reader to pg. 245-248 of [Hel78] for further details.
4.7 Hermitian symmetric spaces
Let us now consider symmetric spaces that are in addition Hermitian manifolds.
Definition 4.21. Let (M, g) be a symmetric space. We say that it is an Hermitian
symmetric space if (M, g) is a Hermitian manifold and for all x ∈ M the symmetry sx
is holomorphic.
One immediate consequence of this definition is the following:
Theorem 4.22. If (M,J, g) is a Hermitian symmetric space then it is Kähler.
Proof. Let sx be the symmetry at any point x ∈ M . Since sx is, by assumption, a
holomorphic map, we have that J is sx invariant, and so ∇J is sx invariant. Thus ∇J is
an sx invariant tensor of odd rank (it is of rank 3) and so it must vanish (cf. the proof
of item 5 in theorem 4.1).
Corollary 4.23. If (M,J, g) is a semi-simple Hermitian symmetric space then χ is a
unitary representation.
Proof. By Proposition 3.15 we know that (M,J, g) Kähler implies the holonomy repre-
sentation is unitary. But by theorem 4.15 Hol(M, g) = Kx and the holonomy represen-
tation is given by χ
Extending χ by complex linearity we get χ : Kx → Gl(TxM ⊗ C,C) and in fact this
restricts to a representation on the holomorphic tangent space χ : Kx → Gl(TxM1,0,C)
9 since if X ∈ TxM1,0 then:
Jx(χ(k)(X)) = χ(k)(Jx(X)) = χ(k)(iX) = iχ(X) (4.8)
Henceforth when we talk of the isotropy representation we shall usually mean the repre-
sentation on T 1,0x M . Amongst Riemann symmetric spaces, we may recognise Hermitian
9cf. the definition of holomorphic tangent space in §3.2
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symmetric spaces as those coming from Riemmanian symmetric pairs (G,K) such that
K has non-trivial centre.
Theorem 4.24 (Theorem 6.1 and Proposition 6.2, page 381-382 [Hel78]). 1. The non-
compact irreducible Hermitian symmetric spaces are exactly the manifolds of the
form Ω = G/K where G is a connected, simple, non-compact real Lie group with
Z(G) = {e} and K is a maximal connected subgroup with non-discrete centre.
2. The compact irreducible Hermitian symmetric spaces are exactly the manifolds
of the form B = U/K where U is a connected, compact simple Lie group with
Z(U) = {e} and K is a maximal, connected proper subgroup of U .
Moreover, in both cases Z(K) ∼= U(1), or equivalently z(k) ∼= R
Proof. For a full proof see chapter 8 of [Hel78]. The main point is that in both the
compact and non-compact cases, if Z(K) ∼= U(1) there is a j ∈ Z(K) of order 4.
Because Ad is a faithful representation, Ad(j)|p has order 4 and Ad(j2)|p has order 2.
Moreover
Ad(j)Ad(k) = Ad(jk) = Ad(kj) = Ad(k)Ad(j)
so Ad(j)|p and Ad(j2)|p are Ad-equivariant maps. Because Ad(j2)|p has order two it has
eigenvalues ±1. Since Ad is assumed to be irreducible, by Schur’s lemma (cf. §2.3.3)
Ad(j2)|p = id or Ad(j2)|p = −id. But Ad(j2)|k = id, so if Ad(j2)|p = id then j2 ∈
Z(K) = {e} contradicting our assumption that j has order 4. Thus Ad(j) is a complex
structure on p. Since τ : p → TxΩ (or τ : p → TxB) is a K-equivariant isomorphism
(cf. 4.10), J = χ(j) is a χ-equivariant complex structure on TxΩ (or TxB). Because Ω
(respectively B) is a symmetric space Holx(Ω) = K (respectively Holx(B) = K), by
theorem 4.15. Thus J is holonomy invariant. By Proposition 3.15 (M,J, g) is a Kähler
manifold.
Recall that in §4.1.1 we gave two examples of symmetric spaces that were bounded
symmetric domains. More precisely:
Definition 4.25. A bounded domain Ω ⊂ Cn is called symmetric if every x ∈ Ω is an
isolated fixed point of an involutive biholomorphism sx.
10
On any bounded symmetric domain Ω there exists a unique hermitian metric gB with
respect to which every biholomorphism of Ω is an isometry. This metric is called the
10By ‘biholomorphism’ we mean a holomorphic diffeomorphism with a holomorphic inverse. Since
sx is involutive and hence is its own inverse, this is equivalent to requiring sx to be a holomorphic
diffeomorphism.
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Bergmann metric (cf. [Hel78] Chapter 8 §3 where this metric is constructed). A deep
theorem of Harish-Chandra’s tells us the following:
Theorem 4.26 (Theorem 7.1, Chpt.8 of [Hel78]). 1. Every bounded symmetric do-
main Ω ⊂ CN equipped with its Bergmann metric and the complex structure in-
duced from CN is a Hermitian symmetric space of non-compact type.
2. Every Hermitian symmetric space (M,J, g) can be realized as a bounded symmetric
domain equipped with the Bergmann metric (Ω, J, gB) where J is restriction of the
complex structure of CN to Ω ⊂ CN .
Proof. See [Hel78] pg. 383 to 393
Because of this we shall frequently use the phrase ‘bounded symmetric domain’ synony-
mously with ‘Hermitan symmetric space of non-compact type’. Another deep theorem
about Hermitian symmetric spaces which we shall use, but not prove is the following:
Theorem 4.27 (The Borel embedding theorem). If (Ω, g, J) is a bounded symmetric




) its compact dual, then there exists a holomorphic, isometric em-
bedding of Ω into B as an open set.
Proof. This is Prop 7.14 Chpt. 8 of [Hel78]
4.7.1 The Harish-Chandra decomposition
If (M,J, g) is a Hermitian symmetric space, denote by H(M,J) the group of all bi-
holomorphic maps from (M,J) to itself. For a bounded symmetric domain (Ω, g, J), we
emphasise that the Bergmann metric construction guarantees that I(M, g) = H(M,J) =
Aut(M,J, g). For a compact Hermitian symmetric space (B, J, g) however, Aut(M,J, g) =
U is strictly contained in the group of biholomorphisms. This gives us an alternate way
to describe compact Hermitian symmetric spaces as homogeneous spaces, which we out-
line in this section. So, let (u, s∗) be the effective orthogonal Lie algebra associated
to (B, J, g) and let g, s) be its non-compact dual. Let gC be the complexification of g
(which is of course the same as the complexification of u). Using the notation of §4.6 we
write:
g = k⊕ p
gC = kC ⊕ pC
u = k⊕ ip
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Extending J by C linearity to pC we observe that it now has two eigenvalues, ±i. Let
pC = p+ ⊕ p−1 be the decomposition into +i and −1 eigenspaces. Recall that we may
choose j ∈ Z(K) such that J = Ad(j) and so J |kC = id (see theorem 4.24). Moreover,
since g = k⊕p was a Cartan decomposition, for any X,Y ∈ pC we have that [X,Y ] ∈ kC.
Now take X,Y ∈ p+. Then:
[X,Y ] = J([X,Y ]) = [JX, JY ] = [iX, iY ] = −[X,Y ]
thus p+ is an abelian (complex) subalgebra. An identical arguemnt shows that p− is
also an abelian subalgebra. The decomposition
gC = kC ⊕ p+ ⊕ p−
is called the Harish-Chandra decomposition of gC. We denote by GC the simply-
connected complex Lie group corresponding to gC and by P the complex subgroup
of GC corresponding to the Lie subalgebra kC⊕ p− 11. It can be shown that (cf. pg. 392
of [Hel78])
B ∼= U/K ∼= GC/P
Since P is a parabolic subgroup, in the language of algebraic groups we say that GC/P
is a generalized flag variety, and in particular a projective variety. Since quotienting by
any parabolic subgroup of GC gives a generalized flag variety, one might reasonably ask
whether there is any relationship between B and these other flag varieties. This idea is
taken up and elaborated on in §4.8.
4.7.2 Classification of Hermitian Symmetric Spaces
We end this section by discussing the classification of bounded symmetric domains as
well as related data such as dimension and rank that we shall use later. For a more
comprehensive, and highly readable description of the classical bounded symmetric do-
mains, we refer the reader to [Gar]. Note that all dimensions referred to in this section
are dimensions over C
The first family is DIp,q = {Z ∈ Matp,q(C) : Iq − ZHZ > 0}. It should be obvious
that DIp,q ∼= DIq,p, so we shall always assume that p ≥ q. As a homogeneous space we
may write it as SU(p, q)/S(U(p)× U(q)) and one can easily see that it is of dimension
pq. Moreover, it has rank min(p, q). Its compact dual is the Grassmannian of complex
11One should check that kC ⊕ p− is indeed a Lie algebra, but this is not hard to do. Also note that
we are breaking our notational conventions in using the letter P to denote this subgroup. Here the P
stands for parabolic
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p-dimensional subspaces of Cp+q, and can be written as SU(p+q)/S(U(p)×U(q)). DIp,q
is of tube type if and only if p = q, in which case its upper half plane representation
is {Z ∈ Matp,p(C) : 12i(Z − Z
H) > 0}. Note that DIp,1 is the open unit ball in Cp
and has isotropy (or equivalently holonomy cf. 4.15) group S(U(p) × U(1)) ∼= U(p)
We say these bounded symmetric domains are of ball type. The existence of bounded
symmetric domains with holonomy U(p) is problematic, as much of the machinery we
have developed for detecting when the universal cover of a given Kähler manifold (M,J)
is a bounded symmetric domain relies on showing that Hol(M, g) 6= U(m) (cf. theorem
3.31). We return to this problem in Chapter 7 where the possibility of (M,J) having
a factor in its universal cover isometric to a bounded symmetric domain of ball type
necessitates the introduction of the Miyaoka-Yau inequality.
The second family is DIIn = {Z ∈ Matn(C) : ZT = −Z and In − ZHZ > 0}, which can
be written as O∗(2n)/U(n) where
O∗(2n) = {A ∈ Gl(n,H) : A∗(iIn)A = iIn}
Note that i in the above definition is the quaternion i, and hence will not commute with
the quaternionic matrix A. It has dimension n2 (n− 1) and rank [
n
2 ]
12. Its compact dual
is the space of orthogonal (with respect to any fixed inner product) complex structures
on R2n and can be written as SO(2n,R)/U(n). DIIn is of tube type if and only if n
is even, in which case its upper half plane representation is {Z ∈ Matn(C) : ZT =
−Z and 12i(Z − Z
H)}.
The third family is DIIIn = {Z ∈ Matn,n(C) : ZT = Z and In − Z̄Z > 0}. Classi-
cally, these are referred to as Siegel spaces, and were first studied by Siegel in [Sie43].
We have that DIIIn = Sp(n,R)/U(n)13 and DIIIn has dimension 12n(n + 1) and rank
n. These are also always of tube type, and their upper half plane representation is
{Z ∈ Matn(C) : Z = ZT and 12i(Z − Z̄) > 0} Its compact dual is the space of complex
Lagrangian subspaces of C2n, and can be written as Sp(n)/U(n).
As should be apparent from the above definitions, DIIn and DIIIn are contained in DIn,n
The fourth family is slightly different however: DIVn = {z ∈ Cn : z21 + z22 + . . . + z2n <
1
2(1 + |z1 + z2 + . . . + zn|) < 1}. Bounded symmetric domains of this type are often
called Lie spheres and are also given by SO(n, 2)0/S(O(n) × O(2))014. They have di-
mension n, and rank 2, regardless of the dimension. They are also always of tube type,
12 [a] denotes the integral part of a
13We are using the convention Sp(n,R) consists of 2n×2n real matrices preserving a symplectic form.
Likewise, Sp(n,C) consists of 2n× 2n complex matrices preserving a C linear symplectic form
14 recall that So(n, 2) is not connected.
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Table 4.1: Classification of Bounded Symmetric Domains
BSD as Homogeneous space of tube type? rank dimC
DIp,q SU(p, q)/S(U(p)× U(q)) only if p = q min(p, q) pq
DIIn O∗(2n)/U(n) if and only if n even [n2 ]
n
2 (n− 1)
DIIIn,n Sp(n,R)/U(n) yes n
n(n+1)
2
DIVn SO(n, 2)0/S(O(n)×O(2))0 yes 2 n
DV E−146 /(SO(2)× Spin(10)) yes 2 16
DV I E−257 /(SO(2)× E6) yes 3 27
and their upper half plane representations are more satisfying than their bounded do-
main representations, as they resemble light cones: {(z, w) ∈ C×Cn : 12i(z−z̄)−|w| > 0}.
There are also two exceptional bounded symmetric domains, associated to the ex-
ceptional Lie groups E6 and E7. They are DV = E−146 /(SO(2) × Spin(10)) and
DV I = E−257 /(SO(2) × E6) where the superscripts −14 and −25 denote which real
form of E6 and E7 we are considering. DV ) has dimension 16 and rank 2 while DV I has
dimension 27 and rank 3. Both are of tube type.
The above data is summarised in table 4.1.
4.8 Mok Characteristic varieties
In this section we aim to prove the following theorem.
Theorem 4.28. Let (Ω, J, g) be a bounded symmetric domain not of ball type. Then
there exists a nested family of projective varieties contained in the projectivized tangent
bundle,
S1 ⊂ . . . ⊂ Sr ⊂ PT 1,0M
satisfying the following properties:
1. Each Si is G-invariant, and hence its fibre over any point x ∈M , Si,x is isotropy,
or χ, -invariant. Moreover, these are the only χ-invariant subvarieties of P(T 1,0x M).
2. Si is non-singular if and only if i = 1.
Following Catanese and Di Scala in [CDS], we call these varieties Mok Characteristic
Varieties, in honour of Ngaiming Mok, who first introduced such objects. See [Mok89]
and the bibliography contained therein. We begin by constructing the Mok characteristic
varieties for Bounded symmetric domains of type Ip,q with p, q > 1.
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4.8.1 The DIp,q case
Recall that:
Ip,q = SU(p, q)/S(U(p)× U(q))
and that its compact dual is the Grassmannian of q planes in Cp+q:










For brevity, let us fix p and q, and write Ω = Ip,q, B = Gr(p + q, q), G = SU(p, q),
K = S(U(p)× U(q)), H = SU(p+ q) and GC = Sl(p+ q,C). By the Borel embedding
theorem (cf. Theorem 4.27) we have an embedding Ω ↪→ B identifying TxΩ and TxB.
We shall exploit this identification by first classifying P -invariant varieties in TxB, and
then relating them to K-invariant varieties in TxB. As usual, we shall denote the Lie





















: B ∈Mat(p, q,C)
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: a ∈ R
}
∼= R
As an aside, let us show that, as claimed in the previous section, the unique 4-torsion
element of Z(K) does indeed give a complex structure on p. The exact form of this
element j depends on the parities of p and q, so let us assume that q is odd and p is
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where the sign depends on the residue classes of p and q modulo 4. So J = Ad(j) is the



























Thus as we expect, Ad(j) preserves p and satisfies Ad(j)2 = −Id.
Complexifying g, k and p we get:













: B ∈Mat(p, q,C), C ∈Mat(q, p,C)
}
Note that every element of pC now contains two independent matrices! Of course we
still have:
gC = kC ⊕ pC
Extending J to pC by C-linearity, we may write:
pC = p
+ ⊕ p−
where p+ (respectively p−) is the +i (respectively −i) eigenspace of J . One can easily














: C ∈Mat(q, p,C)
}
∼= Mat(q, p,C)
Moreover since p and TxB are equivariantly isomorphic by theorem 4.10, p+ is identified
with T
(1,0)
x B. One can easily check that p+ and p− are abelian subalgebras, so denote by
P− = exp(p−) the subgroup associated to p−. We see that P is the semi-direct product
of P− and KC, the Lie group associated to kC. As in the non-compact case, we have an
isotropy action:
ρ : P → Gl(T 1,0x B,C)
Chapter 4. Hermitian Symmetric Spaces 73
however unlike in the noncompact case, since P does not act via isometries, this action
is not effective. It can be shown (cf. [KO81]) that ρ(P ) ∼= KC and that, as in the




































But if B ∈ T 1,0x B ∼= Mat(p, q,C) is of rank k we may always choose A ∈ Gl(p,C) and






)(B) = diag( 1, 1, . . . , 1︸ ︷︷ ︸
first k entries 1
, 0, . . . , 0)
Furthermore, since multiplication by invertible matrices preserves rank, two matrices of
different rank cannot be conjugate to each other under ρ. Without loss of generality,
suppose that min(p, q) = q, then the maximum rank B ∈ Mat(p, q,C) can have is q,
which is the rank of Ω as a symmetric space. Thus we get q distinct ρ-orbits, O1, . . . ,Oq,
where Ok is the set of all rank k matrices in T 1,0x B.
Let CSk,x ⊂ T 1,0x B denote the k − th generic determinantal variety, defined by the
vanishing of all (k + 1)× (k + 1) minors. Then it is clear that:
CSk,x = O1 ∪ . . . ∪ Ok
So CSk,x is ρ-invariant. Moreover:
rank(B) ≤ k ⇒ rank(αB) ≤ k ∀α ∈ C∗
so the equations defining CSk,x are homogeneous and hence CSk,x is a cone over a
projective variety Sk,x ⊂ PT 1,0x B.
Theorem 4.29. 1. The singular locus of Sk,x, for k ≥ 2 is precisely Sk−1,x.
2. S1,x is smooth.
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3. Sk,x is the Zariski-closure of Ok.
4. Sq,x = PT 1,0x B
Proof. These are all proved in Chapter 2 of [ACGH85]. For example 1) is a proposition
on pg. 69
These are the only invariant subvarieties of PT 1,0x B, since any such variety must be a
union of orbits.
Now we extend these varieties to bundles of projective varieties by defining:
Si,y = ϕ∗Si,x
for any ϕ ∈ GC such that ϕ(x) = y, where the map ϕ∗ : PT 1,0x B → PT 1,0y B is the obvious
one induced by ϕ∗ : T
1,0
x B → T 1,0y B. Note that the invariance of Si,x under the isotropy
action at x, ρ, ensures that our definition does not depend on the choice of ϕ.
Restricting the bundle Si to Ω ⊂ B, we indeed obtain a family of projective varieties
S1 ⊂ . . . ⊂ Sr = PT 1,0Ω with Si smooth if and only if i = 1. Moreover since K ⊂ KC the
fact that these varieties are KC invariant implies that they are K-invariant. However,
of vital importance in the sequel is that these are the only K-invariant subvarieties, and
in particular that S1,x is the unique smooth, K-invariant subvariety of PT 1,0x Ω. To show
this, we need the following lemma:
Lemma 4.30. Suppose that G is an algebraic group acting on a projective space PW .
If H < G is a Zariski-dense subgroup, and V ⊂ PW is an H-invariant subvariety, then
V is G-invariant.
Proof. Let the action of G on PW be given by µ : G × PW → PW . This map is a
morphism of algebraic varieties (cf. [Bri] pg. 4), thus it is Zariski continuous. Because
V is Zariski closed µ−1(V ) ⊂ G×PW is closed. By the invariance assumption, H×V ⊂
µ−1(V ), and so G × V = H × V ⊂ µ−1(V ) = µ−1(V ). Hence µ(g, v) ∈ V for all g ∈ G
and v ∈ V , and so V is G-invariant.
So we argue as follows; suppose V ⊂ PT 1,0x Ω ∼= PT 1,0x B is smooth and K-invariant. Since
K is Zariski-dense in KC, by Lemma 4.30 V is KC-invariant. But S1,x is the unique
smooth KC-invariant subvariety of PT 1,0x B, thus V = S1,x. Note that we can identify
S1,x, the locus of rank one matrices, with the Segre embedding of P(Cp) × P(Cq) ↪→
P(Cpq) ∼= P(T 1,0x Ω) (cf. [Mok89] pg. 249) hence dim(S1,x) = p+ q − 2.
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4.8.2 Constructing Characteristic varieties for general bounded sym-
metric domains
We now outline the construction of the Mok characteristic varieties for an arbitrary
bounded symmetric domain. As before, given a bounded symmetric domain Ω, we
denote by B its compact dual, and by the Borel embedding theorem Ω ↪→ B. Let
G denote the group of isometries of Ω, H the group of isometries of B and GC the
complexification of G, which is the full group of holomorphisms of B. As before, P will
denote the stabilizer of some point p ∈ B under the action of GC on B, thus B ∼= GC/P .
If g = k⊕ p is a Cartan decomposition, then:
gC = kC ⊕ pC
pC = p
+ ⊕ p−
where p+ (respectively p−) is the +i (respectively −i) eigenspace of the complex struc-
ture J . As in the previous case (and cf. [Mok02] pg.4 or [KO81] pg 210 for more details),
P = P− nKC, we have an isotropy action:
ρ : P → Gl(T 1,0x B,C)
and the Adjoint representation:
Ad : KC → Gl(p+)
The map τ : T 1,0x B → p+ is KC-equivariant (cf. theorem 4.10). We have the following:
Theorem 4.31. If r is the rank of Ω (which is the same as the rank of B), then there
are precisely r orbits O1, . . . ,Or of the action of KC on P(p+) such that for each k, the
Zariski closure of Ok is a projective variety and is in fact a union of the preceding orbits:
Ok = Ok ∪ Ok−1 ∪ . . . ∪ O1. Finally O1 is smooth and closed, and Or = P(p+).
Proof. These orbits are constructed in [Mok02], pg. 4-5, where it is also shown that
their closures yield an increasing sequence of projective varieties:
O1 ⊂ O2 ⊂ . . . ⊂ Or (4.10)
and that Or = P(p+). The fact that O1 is smooth and closed is shown proposition 1
and preceding definitions on page 101 of [Mok89]
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Remark 4.32. Observe that once one has constructed the r KC orbits in P(p+), and
verified that they have strictly increasing dimensions:
dim(O1) < . . . < dim(Or)
The rest of the proposition follows from the general theory of algebraic groups acting
on varieties, as in this case G is acting on P(p+) algebraically. For example, we have:
Proposition 4.33 (see Proposition 1.11 in [Bri]). Let X be a projective variety on which
the algebraic group G is acting. Then each orbit G · x is a smooth, quasi-projective
variety, every component of which has dimension dim(G) − dim(Gx) where Gx is the
stabilizer of x. Moreover, the (Zariski) closure, G · x is the union of G · x with orbits of
strictly smaller dimension, and any orbit of minimal dimension is closed.
Define Sk,x = τ(Ok) then Sk,x is a ρ-invariant subvariety of PT 1,0Bx. Taking the GC
orbit of Ok we get a GC-invariant bundle of subvarieties of PT 1,0B. Restricting to
Ω ↪→ B we get the k-th Mok characteristic bundle, which we denote as Sk. In [Mok89]
pg. 249-251, Mok describes S1,x for all possible bounded symmetric domains. This is
summarised in table 4.2. The first characteristic varieties possess several remarkable
properties, namely:
Theorem 4.34. If Ω be a bounded symmetric domain and S1,x ⊂ P(T 1,0x Ω) be the first
characteristic variety at some point x ∈ Ω. Then:
1. The embedding S1,x ↪→ PT 1,0x Ω is full. That is, S1,x is not contained in any hyper-
plane.
2. If PT 1,0x Ω is endowed with the Fubini-Study metric of constant holomorphic sec-
tional curvature 1 then S1,x is a totally geodesic submanifold.
3. S1,x is itself a Hermitian symmetric space, of compact type and of rank 1 or 2.
Proof. See [Mok89] pg. 245 - 251.
Since G ↪→ GC we get that Sk is G invariant for all k. So, to prove theorem 4.8 we now
need to show that amongst the varieties Oi, only O1 = O1 is smooth. To do this we
need to develop a few ideas about submanifolds.
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BSD, Ω dimC(Ω) description of S1,x(Ω) as an HSS dimC(S1,x(Ω))
Ip,q pq CPp−1 × CPq−1 p+q-2
IIn,n
n(n−1)





IVn n Qn−2 (compact dual of IVn−2) n-2
V 16 SO(10)/U(5) 10
V I 27 V 16
Table 4.2: First Characteristic Varieties of Bounded Symmetric Domains
4.8.3 Normal Holonomy
Suppose that (M̄, ḡ) is a Riemannian manifold with Levi-Civita connection ∇̄ and M ⊂
M̄ is an embedded submanifold, with the induced metric g = ḡ|M . Then the tangent
bundle of M̄ , restricted to M , splits into the direct sum of the tangent bundle of M and
the normal bundle of M :
TM̄ |M = TM ⊕NM
If πT : TM̄ |M → TM and π⊥ : TM̄ |M → NM are the tangential and orthogonal
projections, one can check that the Levi-Civita connection of M is given by:
∇XY = πT (∇̄X̄ Ȳ ) X,Y ∈ A0(TM)
(cf.[Lee97] theorem 8.2 pg.135) where X̄ and Ȳ are arbitrary extensions of the vector
fields on M to M̄ (and it does not matter which extension we choose). More interestingly,
we may define a connection on NM , the normal connection, using the formula (cf.
[BCO03]):
∇⊥Xζ = π⊥(∇̄X̄ ζ̄) X ∈ A0(TM), ζ ∈ A0(NM)
where as before X̄ (resp. ζ̄) denotes an arbitrary extension of X (resp. ζ) to M . As
we did for the Levi-Civita connection in section 3.5, for any closed curve γ : [0, 1]→M
based at x ∈M we may define a parallel transport operator:
Pγ : NxM → NxM
by defining PγX = V (1) where V (t) is the solution to the linear, first order initial value
problem:
∇γ̇(t)V (t) = 0
V (0) = X
Chapter 4. Hermitian Symmetric Spaces 78
and hence a holonomy group:
Hol⊥x (M) = {Pγ : γ(0) = γ(1) = x}
which we shall refer to as the normal holonomy group. Just as the usual holonomy group
carries a lot of intrinsic information about M , so the normal holonomy group tells us
a lot about the extrinsic geometry of M as a submanifold of M̄ . Of use to us is the
following theorem of Console and Di Scala:
Theorem 4.35. Suppose that M ⊂ CPn is an Hermitian symmetric manifold em-
bedded into CPn as a full15, totally geodesic submanifold. Then there exists an irre-
ducible Hermitian symmetric space H/S not of Euclidean type such that S ∼= Hol⊥x (M),
T[S](H/S) ∼= NxM and the normal holonomy representation of Hol⊥x (M) on NxM may
be identified with the isotropy representation of S on T[S](H/S).
Proof. See [CDS09], theorem 2.5 pg. 5.
Note that in particular this means that Hol⊥x (M) acts irreducibly onNxM . Now suppose
that K is a compact, semi-simple Lie group acting on (CPn, gFS) via isometries (where
gFS is the Fubini-Study metric of constant holomorphic sectional curvature 1). Let
M ⊂ CPn be a K-invariant submanifold. For any x ∈ M , let H ≤ K denote the
stabilizer of x. Since x ∈ CPn, as before we have an isotropy action:
χ : H → Gl(T 1,0x CPn)
Because M ⊂ CPn is K-invariant, T 1,0x (M) ⊂ T 1,0x PCn is H-invariant. Moreover, since
χ(ϕ) is an isometry for all ϕ ∈ H, for any ζ ∈ NxM ;
gFS(χ(ϕ)(ζ), Y ) = gFS(ζ, χ(ϕ
−1)(Y )) = 0 ∀Y ∈ T 1,0x M
hence NxM is also H-invariant. We call the restriction of χ to NxM (denoted χ|NxM ) the
slice representation (cf. [BCO03] page 38). If M is in addition an Hermitian Symmetric
Space, then as is shown in the proof of proposition 2.3 in [CDS09], we may identify the
slice representation with the normal holonomy representation (compare this to theorem
4.15 where we identify the usual isotropy representation with the usual holonomy rep-
resentation). It follows from 4.35 that χNxM is an irreducible representation.
Theorem 4.36. Let K be a compact, semi-simple Lie group acting on PCn via isome-
tries. Suppose that M1 ⊂ PCn is a Hermitian symmetric space embedded as a full, totally
15recall that full means that M is not contained in any hyperplane
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geodesic, K-invariant submanifold of PCn. If M2 ⊂ PCn is a K-invariant projective va-
riety such that:
M1 (M2 ( PCn
Then M2 is singular at every point x ∈M1.
Proof. Suppose M2 is non-singular at x ∈M1. Then:
T 1,0x M1 ( T 1,0x M2 ( T 1,0x PCn
If H ≤ K is the stabilizer of x and χ : H → Gl(T 1,0x PCn) the isotropy representation
then T 1,0x M1, NxM1 and T
1,0
x M2 are all χ-invariant proper subspaces. It follows that
T 1,0x M2 ∩ NxM1 ⊂ NxM1 is χNxM1-invariant. But this is a contradiction as under the
hypotheses of this theorem χNxM1 is an irreducible representation.
Now by Theorem 4.34 S1 is a Hermitian Symmetric space embedded as a full, totally
geodesic submanifold of CPn. We know that for any k > 1 S1 ⊂ Sk. But then by The-
orem 4.36 mathcalSk is singular along S1. Hence S1 is the only smooth Characteristic
variety.
4.8.4 Characteristic Varieties of Quotients of Bounded Symmetric Do-
mains




) is a compact Kähler
manifold having Ω as its universal cover. We may assume that the covering map
p : Ω→M is locally a biholomorphism and that p∗g′ = g.
Given any covering space p̂ : (M̂, Ĵ , ĝ) → (M,J, g) an automorphism ϕ ∈ Aut(M̂) is
called a deck transformation if p̂ ◦ ϕ = p̂. We denote the group of all deck transfor-
mations as DM (M̂). If M̂ is in fact the universal cover M̃ , then DM (M̂) = π1(M)
(cf. Proposition 1.39 in [Hat02]) and thus π1(M) can be considered as a subgroup of
Aut(M). Moreover (cf. Proposition 1.40 in [Hat02]) M ∼= M̃/π1(M).
Returning to the case at hand, we know that M = Ω/Γ with Γ a torsion-free discrete
subgroup of Aut(Ω), so define Sk(M) = Sk(Ω)/Γ ⊂ PTM . Because Γ acts without fixed
points on Ω, for any x ∈ Ω, Sk(Ω)x ∼= Sk(M)p(x). So dim(Sk(M)) = dim(Sk(Ω)) and
S1(M) is smooth. Recall that the Sk(Ω)x are χ-invariant (cf. theorem 4.28) and that
by Theorem 4.15 we can identify χ with the action of Holx(Ω, g) on PT 1,0x Ω. Because
Holx(Ω, g) = Holp(x)(M, g
′
)0 (cf. The first remark in 3.12), we conclude that S1(M)p(x)
is the unique smooth, Holp(x)(M, g
′
)0-invariant subvariety of PTp(x)M .
Lemma 4.37. S1(M)p(x) is Holp(x)(M, g
′
)-invariant.
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Proof. Suppose this is not the case. Then there exists a ϕ ∈ Hol(M, g) such that
ϕ(S1(M)p(x)) 6= S1(M)p(x). We claim that ϕ(S1(M)p(x)) is a Hol(M, g)0 invariant sub-
variety. That it is a subvariety is obvious since the action of Hol(M, g) on PTxM is given
by elements of PGl(TxM,C). That it is invariant follows from the fact that Hol(M, g
′
)0
is a normal subgroup, so for any ψ ∈ Hol(M, g′)0:
ψϕ(S1(M)p(x)) = ϕ(ψ
′
(S1(M)p(x))) ⊂ ϕ(S1(M)p(x)) as ψ
′ ∈ Hol(M, g′)0
But this is a contradiction since by assumption S1(M)p(x) is the unique Hol(M, g)0
invariant subvariety.
To summarise, if the universal cover of a compact Kähler manifold (M,J, g) is an ir-
reducible bounded symmetric domain not of ball type, then there is a unique smooth,
Hol(M, g)y-invariant variety contained in PTyM for any y ∈M . The dimension of this
variety is determined by Ω (cf. table 4.2).
Chapter 5
A Sufficient Condition for M̃ to
be a bounded symmetric domain
If E →M is a holomorphic vector bundle, we shall denote by Γ(E) the vector space of
global holomorphic sections of E. For brevity we shall write
(T 1,0)rsM = (T
1,0M)⊗r ⊗ ((T 1,0)∗M)⊗s
This is obviously a holomorphic vector bundle. Recall that the canonical bundle of M ,
KM is defined as:
KM =
m∧
(T 1,0)∗ m = dimC(M)
its dual bundle, K−1M is given by:
K−1M =
m∧
(T 1,0) m = dimC(M)
In this section we discuss the relevant parts of a paper by Kobayashi [Kob80] which
shows that if there exists a non-zero σ ∈ Γ((T 1,0)rrM) then it is necessarily parallel. We
then use this result to prove our first uniformisation theorem:
Theorem 5.1 (Theorem B in [Kob80]). Let (M,J, g) be a compact Kähler manifold
with c1(M,J) < 0 and dimC(M) = m. Then:
Γ(SmqT 1,0M ⊗KqM ) = Γ(S
mq(T 1,0)∗M ⊗K−qM ) = 0
unless the universal covering space M̃ of M is biholomorphic to a product D × N of
a bounded symmetric domain D and a complex manifold N with dim(D) > 0 and
dim(N) ≥ 0.
81
Chapter 5 . Suf. Condition for M̃ to be a BSD 82
Actually we prove something stronger:
Theorem 5.2. With hypotheses as in 5.1, if Γ(SmqTM ⊗KqM ) 6= 0 or Γ(SmqT ∗M ⊗
K−qM ) 6= 0 then M̃ is biholomorphic to a product of bounded symmetric domains.
In order to prove this we first prove:
Theorem 5.3 (part two of theorem 1 in [Kob80]). Let (M,J) be a compact Kähler
manifold with c1(M) < 0, and let g be a Kähler-Einstein metric with Kähler class
c1(M)
1. Then any ξ ∈ Γ((T 1,0)rrM) = 0 is parallel with respect to g.
Proof. By the definition of a Kähler-Einstein metric, we have that ρ = cω, with c < 0
or equivalently Ric = cg. Let ∆ = dd∗ + d∗d be the d-Laplacian on (M,J, g). For any
ξ ∈ Γ(((T 1,0)rsM)) consider the C∞ function f = g(ξ, ξ) 2. Because g is an Einstein
metric, Theorem 8.1 on pg. 142 of [YB53] gives:
∆f = g(∇ξ,∇ξ)− c(r − s)g(ξ, ξ)
If r = s we have that:
∆f = g(∇ξ,∇ξ) ≥ 0
thus f is sub-harmonic. Since M is compact, we may use the maximum principle for
sub-harmonic functions to conclude that f is constant, so ∆f = 0 But then:
g(∇ξ,∇ξ) = 0
thus proving the theorem.
Before we tackle theorem 5.2, we need to collect several elementary lemmas from repre-
sentation theory.
5.1 Some Lemmas about representations
Lemma 5.4. Let ρ : G→ Gl(V ) be a complex representation of a reductive3 Lie group





1The existence of such a metric is guaranteed by theorem 3.30
2Here g denotes the metric on ((T 1,0)rsM induced by g
3In particular, all compact Lie groups are reductive
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Then G-invariant elements v ∈ V correspond to copies of the trivial representation
ρtriv :G→ Gl(C)
g 7→ 1
In fact, if we have k linearly independent G-invariant vectors in V then we have k copies
of ρtriv in V .
Proof. Suppose v ∈ V is G-invariant, that is g · v = v ∀g ∈ G. Then Cv is a one
dimensional invariant subspace of V . It is irreducible since it is one dimensional, and
thus contains no proper subspaces. If v1, . . . , vk are all G-invariant, then Cv1, . . . ,Cvk
are all copies of the trivial representation inside V .
Conversely, suppose that in (5.1) V1, . . . , Vk are all distinct copies of the trivial repre-
sentation. Then by definition of the trivial representation, any vi ∈ Vi is G-invariant,
and so we may choose k linearly independent G-invariant vectors.
If ρ1 : G → Gl(V ) and ρ2 : H → Gl(W ) are representations then we can create a
representation:
ρ1  ρ2 : G×H → Gl(V ⊗W )
ρ1  ρ2(g, h) = ρ1(g)⊗ ρ2(h)
called the exterior product of ρ1 and ρ2.
4 This behaves differently to the tensor product
of two representations of the same Lie group (cf. §2.3.1). For example:
Lemma 5.5. V W is irreducible if V and W are irreducible 5 as G and H repre-
sentations respectively. Moreover, if V and W are not irreducible, but decompose into
irreducible representations as:
V = V1 ⊕ . . .⊕ Vl






is an irreducible decomposition of V W .
4Occasionally we will write V W instead of V ⊗W to indicate that we are considering V ⊗W as
the representation space of an exterior product of representations.
5actually this is an if and only if, though the converse direction takes a bit of work and we don’t need
it
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Proof. The first part of this lemma is standard, see for example Lemma 3.1 in [CDS],
but we reproduce it here for completeness. Given a representation
ρ : G→ Gl(V ) (5.2)
we define the character of ρ as:
χ : G→ C
χρ : g 7→ tr(ρ(g))
then ρ is an irreducible representation if and only if
∫
G |χρ|
2dµ = 1, where dµ is the
Haar measure of G, normalised such that
∫
G dµ = 1 . If we denote the character of
V (respectively W ) by ρV (respectively ρW ), then the character of V W , XV×W is









= 1 · 1 = 1
For the second part, observe that:
V W = (V1 ⊕ . . .⊕ Vl)  (W1 ⊕ . . .⊕Wm) (5.3)
= ⊕i,j(Vi Wj) (5.4)
by elementary linear algebra. Each ViWj is irreducible, by the first part of this lemma.
Thus this is a decomposition into irreducible representations.
We want to consider the situation where there exists an element w ∈ V W which is
G×H-invariant. First we need a lemma from multilinear algebra.
Lemma 5.6. Suppose that V and W are both vector spaces, and consider their tensor
product V ⊗W . If {w1, . . . wn} ⊂W is a linearly independent subset, and {v1, . . . , vn} ⊂
V is an arbitrary subset, then:
∑
i=1
vi ⊗ wi = 0⇔ vi = 0 ∀i
Proof. This follows from a standard calculation.
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then u is G × H-invariant if and only if vi is invariant under G and wi is invariant
under H for all i.
Proof. If vi is invariant under G and wi is invariant under H for all i then it is obvious
that u is invariant under G×H. Now, suppose that u =
∑
j vj ⊗ wj is invariant under
the action of G1 ⊗G2. We may assume that {w1, . . . , wn} is a linearly independent set,
since if w1 =
∑n
k=2 λkwk we can write:
∑
j
vj ⊗ wj =
n∑
j=2
λjv1 ⊗ wj +
n∑
j=2
vj ⊗ wj =
n∑
j=2
(λjv1 + vj)⊗ wj
and if {w2, . . . , wn} is still linearly dependent we repeat the process. Now if (g, h) ·u = u
for all (g, h) ∈ G×H it must be true that (g, id) · u = u for all g ∈ G. So:
(g, id) · u =
n∑
j=1







(g · vi − vi)⊗ wi = 0
⇒ g1 · vi − vi = 0 ∀i
where the last line follows from lemma 5.6. An identical argument shows that g2 ·wi = wi
for all i.
from this lemma we get:
Corollary 5.8. Suppose that Vi is a representation of Hi and consider the exterior
product V1  . . . Vr as a representation of H1 × . . .×Hr. Then any u ∈ V1  . . . Vr






j ⊗ . . .⊗ v
(r)
j
and we have that u is H1× . . .×Hr invariant if and only if v(i) is Hi invariant for all i.
Proof. Consider V1  (V2  . . . Vr) as the exterior product of the representation V1 of








j ⊗ . . .⊗ v
(r)
j )
so lemma 5.7 implies that v
(1)
j is H1 invariant for all j, and v
(2)
j ⊗. . .⊗v
(r)
j is H2×. . .×Hr
invariant for all j. Thus the corollary follows by induction. The converse is similiar.
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Corollary 5.9. With notation as above, if V1  . . . Vr contains an invariant element
then each Vi must contain at least one copy of the trivial representation of Hi. In
particular, for each i, Vi cannot be an irreducible Hi representation.
Proof. By corollary 5.8 the existence of an invariant u ∈ V1  . . .  Vr implies the
existence, for each i, of at least one vi ∈ Vi which is Hi-invariant. Applying lemma 5.4
we see that each Vi has a proper invariant subspace, and so is not irreducible.
One final lemma:
Lemma 5.10. Now suppose that V1, . . . , Vr are all representations of the same group
G. We may take the direct sum V1 ⊕ . . .⊕ Vr which has a natural representation of G:
g · (v1, . . . , vr) = (g · v1, . . . , g · vr)
Then (v1, . . . , vr) is invariant and non-zero if and only if for all vi 6= 0 vi is G-invariant.
Proof.
g · (v1, . . . , vr) = (g · v1, . . . , g · vr) = (v1, . . . , vr)
implies that g · vi = vi for all i
5.2 The proof of theorem 5.2
Let us return to complex geometry and prove theorem (5.2).
Proof. (Of theorem (5.2)) Let ξ ∈ Γ(Smq(T 1,0)∗M⊗K−qM ). Since Smq(T 1,0)∗M⊗K
−q
M is
a sub-bundle of (T 1,0)mqmqM by theorem (5.3) ξ is parallel with respect to the Levi-Civita
connection associated to a Kähler-Einstein metric g. By the holonomy principle (cf.
theorem 3.14), ξx is Holx(M, g)-invariant for any x ∈ M and also lifts to a holonomy
invariant element of Smq(T 1,0)∗x̃M̃ ⊗K
−q
M̃
. By the De Rham decomposition theorem for
Kähler manifolds (cf. 3.18) we know that:
M̃ ∼= (M1, g1)× . . .× (Mr, gr)
TxM̃ ∼= Tx1M1 ⊕ . . .⊕ TxrMr
Hol(M̃, g) ∼= Hol(M1, g1)× . . .×Hol(Mr, gr)
∀h ∈ Holx(M̃), ∀X = (X1, . . . , Xr) ∈ TxM̃ h ·X = (h1 ·X1, . . . , hr ·Xr)
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Now Smq(T 1,0)∗M̃ = Smq((T 1,0)∗M1 ⊕ . . . ⊕ (T 1,0)∗Mr) and some elementary linear




















T 1,0M1)⊗ . . .⊗ (
lr∧
T 1,0Mr)
Now observe that if in any summand in (??) there is an li > mi = dimC(Mi), then∧li TMi = 0 and so this summand vanishes. On the other hand, if in a summand there
exists an li < mi then there must exist another index in the same summand lj such that
lj > mj (since
∑
li = m). Thus
∧lj TMj = 0 and again this summand vanishes. Thus





T 1,0M1)⊗ . . .⊗ (
mr∧
T 1,0Mr)
















(Sl1(T 1,0)∗M1 ⊗K−qM1)⊗ . . .⊗ (S
lr(T 1,0)∗Mr ⊗K−qMr)













and let us point out that in (5.5) ∼= denotes a Hol(M̃, g̃)-equivariant isomorphism. Fur-
thermore, on the right hand side of (5.5) we should be using our exterior product nota-
tion,  instead of ⊗ as each summand above is an exterior product of the Hol(Mi, gi)
representations Sli(T 1,0)∗i ⊗K
−q
Mi
. Note that Sli(T 1,0)∗i ⊗K
−q
Mi
is not an exterior prod-
uct however, as its factors Sli(T 1,0)∗i and K
−q
Mi
are representations of the same group
Hol(Mi, gi).
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The existence of a non-zero Holx(M̃, g̃)-invariant ξx ∈ (Smq(T 1,0)∗M̃ ⊗K−qM̃ )x implies,




. . . ⊗ (SlrT ∗r ⊗ K
−q
Mr
)xr , has a non-zero, Holx(M̃, g̃)-invariant element, which we shall
denote as ζ. By corollary (5.9) each factor SliT ∗i ⊗K
−q
Mi
contains a Hol(Mi, gi)-invariant
element, and so by lemma 5.4 either SliT ∗i ⊗ K
−q
Mi




trivial representation of Hol(Mi, gi).
In the first case observe that as a Hol(Mi, gi) representation, KMi is in fact the de-




by theorem (2.8) 6= U(mi). We conclude by theorem 3.31 that (M,J, g) is a bounded
symmetric domain.
In the second case, Mi must be one-dimensional. Because M̃i is simply-connected and
c1(M̃) < 0 we conclude that (Mi, gi) is the unit disk with the Poincaré metric (cf. the
description given in §4.1.1) which is a bounded symmetric domain. So (M̃, g̃) is indeed
a product of bounded symmetric domains.
Remark 5.11. Note that this theorem says nothing about Kähler manifolds M which
have a copy of an n-dimensional ball Bn in their universal cover, as the ball Bn is a
symmetric space with holonomy U(n).
Chapter 6
A Necessary and Sufficient
Condition for M̃ to be a Bounded
Symmetric Domain
We have proved a sufficient condition for a Kähler manifold to be uniformised by a
bounded symmetric domain, but we have said nothing about whether or not this condi-
tion is necessary. In this section we discuss theorem 2.1 in [CDS12]), which is a variation
of theorem 5.2 that does give a necessary and sufficient condition and moreover allows us
to identify which bounded symmetric domains (cf. the classification in table ??) occur
in (M̃, g). It will turn out that this condition is sufficient only for bounded symmetric
domains of tube type whose rank divides their dimension. Before we discuss the main
result, let us first introduce some terminology:
Definition 6.1. Recall that the set of all holomorphic line bundles on a complex man-
ifold M forms a group, the Picard group (Pic(M)) with tensor product as the group
operation and the trivial line bundle OM as identity. A line bundle η is said to be
2-torsion if η ⊗ η = OM .
Definition 6.2. Let m = dimC(M). A semi-special tensor ξ is a global section of the
vector bundle Sm(T 1,0)∗M ⊗K−1M ⊗ η where η is a 2-torsion line bundle:
ξ ∈ Γ(Sm(T 1,0)∗M ⊗K−1M ⊗ η)
Theorem 6.3 (Theorem 1.2 in [CDS12]). Let (M,J) be a compact Kähler manifold of
dimension m. Then
1. c1(M) < 0
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2. M admits a non-zero semi-special tensor ξ
hold if and only if the universal cover of M, M̃ is biholomorphic to a product of bounded
symmetric domains M̃ = Ω1 × . . .Ωk where:
1. Ωi is of tube type for all i
2. For all i the rank of Ωi, ri, divides the dimension mi of Ωi
Let us discuss the proof of the ‘only if’ part of this theorem as given in [CDS12]. We
call a tensor γ ∈ Γ(Sm(T 1,0)∗M ⊗K−1M ) special. Note that k-torsion line bundles have
the nice property that, if L is a k-torsion line bundle on M , then there exists a regular
k-fold cover:
p(k) : M (k) →M
such that (pk)∗L ∼= OM(k) . If we denote by p̃ : M̃ → M the universal cover of M and
by p̂ : M̃ →M (k) the universal cover of M (k) 1 then p̃ factors as:
p̃ = p(k) ◦ p̂
So, if M admits a semi-special tensor ξ there exists a double cover p(2) : M (2) →M such
that
(p(2))∗(ξ) ∈ Γ(Sm(T 1,0)∗M (2) ⊗K−1
M(2)
)
and thus ξ̃ = p̃∗(ξ) = p̂∗ ◦ (p(2))∗(ξ) is a special tensor. It follows from theorem 5.2 that
(M̃, J̃ , g̃) is a bounded symmetric domain. However more can be said in this case, as we
are fixing the q of theorem 5.2 to be 1.
As in the proof of theorem 5.2, there exists a Kähler-Einstein metric g̃ on M̃ and a
splitting into a product of irreducible factors:
(M̃, g̃, J̃) = (M1, g1, J1)× . . .× (Mk, gk, Jk) (6.1)








(Sl1(T 1,0)∗M1⊗K−1M1)x1 . . .⊗(S
lr(T 1,0)∗Mr⊗K−1Mr)xr
(6.2)
1Obviously M and M (k) have the same universal cover.
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and a Hol(M̃, g̃, J̃)-invariant ζ:
ζ ∈ (Sl1T ∗ ⊗ (K−1M1)p) . . .⊗ (S
lkT ∗k ⊗ (K−1Mk)p)
for some partition
∑
j lj = m. As before, this means that each factor in (6) contains a
an Hi-invariant element where Hi = Hol(Mi, gi) or equivalently (cf. theorem 4.15) Hi
is the isotropy subgroup of Mi at x. Since all the Mi are bounded symmetric domains
they contain the origin. Thus we can, and will, assume that xi = 0 for all i in (5.5).
Let {zi,1, . . . , zi,mi} be a coordinate system on Mi such that at 0 the Kähler-Einstein
metric on Mi is equal to the identity matrix in coordinates. Then we have that:
K−1Mi = C · (dzi,1 ∧ . . . ∧ dzi,mi)
−1
Since K−1Mi is one-dimensional, any element of S
liT ∗i ⊗ (K
−1
Mi
) can be written as:
f ⊗ (dzi,1 ∧ . . . ∧ dzi,mi)−1




f ⊗ (dzi,1 ∧ . . . ∧ dzi,mi)−1
)
= (h · f)⊗ (det (h)−1(dzi,1 ∧ . . . ∧ dzi,mi)−1)
so in order for this element to be invariant, we must have:
h · f = χ̂(h)f where χ̂(h) ∈ C∗ (6.3)
χ̂(h) = det (h) ∀h ∈ Hi (6.4)
Because (Mi, giJi) is Kähler, Hi ⊂ U(mi) we have |χ̂(h)| = 1 for all h ∈ Hi. We shall
call an f satisfying (6.3)2 an Hi-semi-invariant polynomial. We shall show that (6.3)
and (6.4) can be satisfied only if Mi is in fact of tube type, and its rank divides its
dimension. Before we can do this however, we need to collect a few results from the
theory of bounded symmetric domains. This is done in section 2.1 of [CDS12] and we
recall it here (albeit in a slightly different form).
6.0.1 The Shilov boundary and inner polynomial functions
Definition 6.4. For a bounded domain Ω, let us denote by H(Ω) the algebra of all
holomorphic functions on Ω̄. The Shilov boundary, S, of Ω is a closed subset of the
2That is, a polynomial such that Hi acts on it by multiplication by a character
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topological boundary S ⊂ ∂Ω such that, for every f ∈ H(Ω) we have:
|f(z)| ≤ max
s∈S
{|f(s)|} ∀ z ∈ Ω̄
(see [Sto]).
For our purposes, it suffices to note three things about S:
1. In the simplest possible case Ω = D1, the unit disk, S = ∂Ω ∼= S1
2. In general however, S is a proper subset of ∂Ω.
3. If Ω is a bounded symmetric domain and K is the isotropy group of 0 ∈ Ω then K
acts transitively on S. For example, consider again the case of the unit disk. In
this case K = U(1) and it obviously acts transitively on S = S1.
Definition 6.5. Given a bounded symmetric domain Ω, an inner function is a bounded
holomorphic function on Ω such that if we denote by f∗ its radial limit:
f∗(z) = lim
r↗1
f(rz) z ∈ ∂Ω
then this limit exists and has modulus 1 (|f∗(z)| = 1) for almost all z ∈ S where as
above S is the Shilov boundary.
Remark 6.6. Observe that in the case where Ω = D1 this definition coincides with the
usual definition of inner function in Hardy Space theory.
Lemma 6.7 (Corollary 2.2 in [CDS12]). Let Ω be a bounded symmetric domain. If
f ∈ SnT ∗0 Ω is K- semi-invariant then it is, up to a scalar multiple, an inner polynomial
function on Ω.
Proof. Suppose that Ω ⊂ Cm. As before we can consider f ∈ Sn(T ∗0 Ω) to be a poly-
nomial of degree n on T0 ∼= Cm and so by restricting to Ω we get a polynomial on Ω.
Obviously f∗(z) exists for all z ∈ ∂Ω. Fixing a point z0 ∈ S, we have that:
|f(z)|2 = |f(g · z0)|2 for some g ∈ K
= |χ(g)f(z0)|2
= |f(z0)|2 since |χ(g)| = 1
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Now we use the following result of Korànyi and Vàgi:
Lemma 6.8 ( See lemma 2.5 in [KV79] or theorem 2.1 in [CDS12]). Suppose that Ω
is an irreducible bounded symmetric domain. If Ω is of tube type there exists a unique
polynomial NΩ such that if f is any polynomial inner function on Ω then:
f = cNkΩ
where |c| = 1 and k ∈ Z+. Moreover, the degree of f is equal to the rank of Ω. If Ω is
not of tube type the only polynomial inner functions on Ω are constants (of modulus 1).
Proof. A proof may be found in [KV79] and in fact they construct the functions explic-
itly.
In order for Slj (T ∗j )⊗K
−1
Mj
to contain an element satisfying (6.3) there are two possibil-
ities:
1. Mj is a bounded symmetric domain of tube type and f = N
nj
j for some positive
integer nj , where Nj is the unique polynomial discussed in lemma 6.8.
2. Mj is an arbitrary bounded symmetric domain lj = 0 and the semi invariant
polynomial is a constant α ∈ C. In this case, χ̂(h) = det(h) = 1 for all h ∈ Hi (cf.
(6.4)).
If det(h) = 1 for all h ∈ Hi then Hi ⊂ SU(mi) and hence (Mi, gi, Ji) is Ricci-flat. But
this contradicts our assumption that c1(Mi, gi) < 0 (cf. the line of reasoning used in the
proof of 3.31). We conclude that the only possibility is the first and so all Mi must be
of tube type. Since (Mi, Ji, gi) is a bounded symmetric domain and Hi is the isotropy
group of 0, by theorem 4.24:
U(1) ∼= Z(Hi) = {diag(eiθ, . . . , eiθ) : θ ∈ R}
If we restrict the action of Hi on S
li(T ∗i ) to Z(Hi), we get that:
det(diag(eiθ, . . . , eiθ)) = eimiθ
where as usual mi = dimC(Mi) and:
diag(eiθ, . . . , eiθ) ·Nnjj (zj,1, . . . , zj,mj ) = N
nj
j (e




j (zj,1, . . . , zj,mj )
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Table 6.1: Bounded Symmetric Domains of Tube Type whose rank divides their
dimension
BSD rank dimC
DIn,n for n ≥ 1 n n2
DII2n for n ≥ 1 n n(2n− 1)
DIII2n+1 for n ≥ 0 2n+ 1 (2n+ 1)(n+ 1)
DIV2n for for n ≥ 1 2 2n
DV I 3 27
Since Nj is homogeneous of degree rj . Thus:
χ̂(diag(eiθ, . . . , eiθ)) = eiθnjrj
so in order to satisfy (6.4) we must have:
njrj = mj
So each Mj is a bounded symmetric domain of tube type whose rank divides its dimen-
sion. From our classification of bounded symmetric domains in table ??, let us extract
a list of the domains of tube type whose dimension divides their rank (see also Theorem
2.3 of [CDS12]).
This table is actually slightly redundant, as we have the low dimensional isomorphisms:
DI1,1 ∼= DII2 ∼= DIII1
DI2,2 ∼= DIV4
DII4 ∼= DIV6
which follow from the ‘accidental isomorphisms’ of Low dimensional Lie groups:
SU(1, 1) ∼= Sp(2,R) ∼= O∗(2n)
SU(2, 2) ∼= SO(4, 2,R)
accounting for these redundancies, we see that the bounded symmetric domains of tube
type whose rank divides their dimension are uniquely determined by their rank and
dimension.
So, not only do we know that all the factors in 6.1 are bounded symmetric domains, we
can also determine which domain they are knowing only their dimensions.
We do not discuss the proof of ‘if’ part of theorem 6.3 here, as it involves a detour through
Jordan algebra theory, but refer the interested reader to §4.2 and 4.3 of [CDS12]
Chapter 7
Extending a uniformisation result
of Catanese and Di Scala to
include ball factors
In this chapter we prove a theorem very similar to Theorem 1.2 in [CDS], which uses
the Mok characteristic varieties introduced in §4.8 to provide necessary and sufficient
conditions for a Kähler manifold (M,J) with c1(M,J) < 0 to have as its universal cover
a bounded symmetric domain:
M̃ ∼= M̃1 × . . .× M̃r
with each Mi a bounded symmetric domain which is not a ball factor and moreover
allows tells us which bounded symmetric domain each Mi is. By ball factor we mean
an Mi which is isometric to the unit ball Bn ⊂ Cn considered with the induced com-
plex structure and its Bergmann metric, so that it is a bounded symmetric domain (cf.
§4.7.2)). Our theorem extends this to include the possibility of ball factors, thus pro-
viding a complete, although not entirely satisfactory answer to the two questions raised
in the introduction.
This chapter has three sections. In the first, we discuss some properties of Chern classes
and introduce the Miyaoka-Yau inequality, which is the necessary tool for dealing with
ball factors. In the second we discuss some projective algebraic geometry, particularly
an operation called the ‘join‘ of two projective varieties. In the final section we assemble
the tools and definitions developed in this chapter and previously to state and prove our
main theorem.
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7.1 Chern Classes and the Miyaoka-Yau inequality
Recall that (and cf. §3.8) that the k − th Chern class of a complex manifold (M,J)
(denoted ck(M,J) or simply ck if it is clear which complex manifold we are referring to) is
a (de Rham) cohomology class ck(M) ∈ H2k(M,R) which depends only on the topology
of M and the homotopy class of J . There is a binary operation defined on cohomology
classes called the cup product, which given α ∈ Hp(M,R) and β ∈ Hq(M,R) gives a
cohomology class (written α ^ β) in Hp+q(M,R). In practice we can choose closed
forms α̂ and β̂ representing α and β respectively, in which case the cup product is given
by the exterior product: α ^ β = [α̂ ∧ β̂]




cn1 − c2 ^ cn−21 ≤ 0 (7.1)
with equality holding if and only if the universal cover of (M,J) is a bounded symmetric
domain of ball type, Bm.
Proof. A thorough and accessible proof of this theorem may be found in [Cho08]. See
also Theorem 4 in [Yau77] for a proof in the two dimensional case. We remark that
the existence of a Kähler-Einstein metric is essential in the proof of this theorem for
dimension greater than two.
The inequality 7.1 makes sense because (cn1−
2(n+1)
n c2 ^ c
n−2
1 ) ∈ H2n(M,R) ∼= R, where
the identification with R is given by mapping classes γ ∈ H2n(M,R) to their value when
paired with the fundamental homology class [M ] ∈ H2n(M,R). More plainly, for any
Hermitian metric g on (M,J) we get a 2k-form ck(M,J, g) (or simply ck(g) when it is















∧n − c2 ∧ c∧n−21 ]






∧n − c2 ∧ c∧n−21
)
≤ 0
with equality holding if and only if (M̃, J) ∼= Bm
We are interested in proving a version of 7.1 when M is uniformized not merely by a
ball, but by the product of a ball and some other simply connected Kähler manifold
Chapter 7. Extending a result of Catanese and Di Scala 97
(with negative first Chern class):
M̃ = Bn1 ×M2 (7.2)
Loosely speaking, we do this by looking for a splitting T 1,0M = T1 ⊕ T2 and applying
7.1 to the sub-bundles T1 and T2. We shall need the following theorem on splittings of
the holomorphic tangent bundle originally proven by Yau in [Yau93] and rediscovered
by Beauville ([Bea]).
Theorem 7.2. Suppose that (M,J) is a Kähler manifold admitting a Kähler-Einstein
metric g. Then T 1,0M splits as a direct sum of sub-bundles:
T 1,0M = T1 ⊕ . . .⊕ Tr
if and only if the universal cover p̃ : M̃ →M splits as a product of Kähler manifolds:
M̃ = M1 × . . .×Mr
such that p̃∗Ti = T
1,0M̃i
1 and the fundamental group π1(M) acts on M̃ ‘diagonally’:
x = (x1, . . . , xr) ∈ M̃ and γ ∈ π1(M)
γ · x = (γ · x1, . . . , γ · xr)
Remark 7.3. Note that we are not claiming that the Mi are irreducible factors!
Proof. See [Bea]. We remark that the existence of a Kähler-Einstein metric g on (M,J)
is an important part of the proof.
We also need two results relating the Chern classes of vector bundles on M to those
of vector bundles on M̃ which are collected below in theorem 7.4. Recall, as per the
discussion in §4.8.4, we may regard π1(M) as a subgroup of Aut(M̃).
Theorem 7.4. Let p : (M̃, J̃)→ (M,J) be the universal cover of (M,J). Then
1. Pullback of differential forms induces an injective map of complexes:
p∗ : H•(M,R)→ H•(M̃,R)
1Technically we should write p̃∗Ti = pr
∗
i T
1,0Mi where pri : M̃ →Mi is the projection on to the i-th
factor
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2. Chern classes ‘behave well’ under pullback. That is, for any holomorphic bundle
E →M we have that:
p∗(ck(E)) = ck(p
∗(E))
3. Suppose that c1(M) < 0 and that (M̃, J̃) splits as a direct product:
(M̃, J̃) ∼= (M1, J1)× . . .× (Ms, Js)
Then c1(Mi) < 0 for all i.
Proof. The first item follows from the fact that p∗ : H•(M,R) → H•(M̃,R)π1(M) is an
isomorphism. The second item is a standard property of Chern classes, and is explained
on pg. 197 of [Huy05] for example. For the third item, observe that for i = 1, . . . , s we
have projections:
pri : M̃ →Mi
and that
T 1,0M̃ = pr∗1T
1,0M1 ⊕ . . .⊕ pr∗sT 1,0Ms









= pr∗1c1(M1) + . . . pr
∗
scs(Ms)
where the final equality follows from the first item of this theorem. Now suppose there
exists j and an Xj ∈ T 1,0xj Mj such that c1(Mj)(Xj , X̄j) ≥ 0. Choose X ∈ T
1,0
x M̃ such
that (pri)∗(X) = 0 for i 6= j and (prj)∗(X) = Xj . Such an X certainly exists. Then:
c1(M̃)(X, X̄) = c1(Mj)(Xj , X̄j) ≥ 0
contradicting our assumption that c1(M̃) < 0.
Returning to equation 7.2:
Theorem 7.5. Suppose that (M,J) is a Kähler manifold with c1(M) < 0. Denote
by p : M̃ → M the universal cover of M . If M̃ ∼= Bn1 ×M2 where Bn1 is the n1-th
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Conversely, M̃ contains a ball factor if there is a splitting into holomorphic sub-bundles:
T 1,0M = T1 ⊕ T2
such that:
c1(T1)




Proof. Because c1(M) < 0, by Theorem 3.30 there exists a Kähler-Einstein metric g on
(M,J). Because M2 contains no de Rham factors isomorphic to Bn1 , by Theorem 3.17
the automorphism group of M̃ splits as:
Aut(M̃) = Aut(Bn1)×Aut(M2)
Thus π1(M) ⊂ Aut(M̃) is a direct product: π1(M) = Γ1 × Γ2, and so it acts diagonally






The Miyaoka-Yau inequality (Theorem 7.1) tells us that:
0 = c1(Bn1)












because p∗ gives a map of complexes, and so is R-linear and commutes with ^. By item
1 of 7.4 p∗ is injective, so:
c1(T1)




Conversely, if T 1,0M = T1 ⊕ T2 with rank(Ti) = ni for i = 1, 2 and:
c1(T1)




By theorem (7.2) M̃ = M1 ×M2 with p∗(Ti) = T 1,0Mi (for i = 1, 2). Moreover:
c1(M1)











= p∗(0) = 0
So again by theorem 7.1 we have that M1 ∼= Bn1 .
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We would like to extend theorem 7.5 to the case where M̃ can have any number of ball
factors, some of which may be isomorphic. The main obstruction to this is that if there
are two copies of Bn in M̃ then π1(M) could fail to act diagonally. To see this, lets
observe the simplest possible case, where M̃ = Bn ×Bn. By 3.17 we have:
Aut(M̃) = Aut(Bn1) n S2
thus there exist automorphisms which ‘permute’ the ball factors. For example, if
(x1, x2) ∈ M̃ then:
(g1, g2, (12)) · (x1, x2) = (g1(x2), g2(x1)
Since π1(M) < Aut(M̃) we cannot guarantee that it acts diagonally. So theorem 7.2
need not apply and T 1,0M may not split. However, we can salvage a useful result by
passing to a finite cover if necessary:
Theorem 7.6. Suppose that M is a Kähler manifold supporting a Kähler-Einstein met-
ric (for example, we could require that c1(M) < 0). Then there exists a k-fold cover
p(k) : M (k) →M such that:
(p(k))∗(T 1,0M) = T 1,0M (k) = T1 ⊕ . . .⊕ Ts ⊕ T
′
(7.3)
and, if mi denotes the rank of Ti,
c1(Ti)
mi − 2(mi + 1)
mi
c2(Ti) ^ c1(Ti)
mi−2 = 0 (7.4)















if and only if




is some simply-connected Kähler manifold with c1(M
′
) < 0. (We are omit-
ting the gi’s and Ji’s, but this is meant to be read as a Riemannian product of Kähler
manifolds)
Proof. Note that M (k) and M have the same universal cover, and if p̂ : M̃ →M (k) and
p : M̃ → M are the respective covering maps, then p = p(k) ◦ p̂. If (7.3) holds, because
M (k) is also Kähler-Einstein, by 7.2:
M̃ = M1 × . . .×Ms ×M
′
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with p̂∗(Ti) ∼= T 1,0Mi and p̂∗(T
′
) ∼= T 1,0M ′ . By item 3 of 7.4 we have that c1(Mi) < 0
for all i and c1(M
′
) < 0. As in the proof of 7.5, from (7.4) we have:
c1(Mi)











= p̂∗(0) = 0
Thus Mi ∼= Bmi for 1 ≤ i ≤ s. The other direction is trickier. Suppose that
M̃ = Bm1 × . . .×Bms ×M
′
It could be that some of the mi are repeated, thus we have isomorphic factors in the
above decomposition. So let us rather write:
M̃ = (Bm1)
k1 × . . .× (Bmr)kr × M̃s
where of course
∑r
i=1 ki = s. Then we have by the corollary to the De Rham decompo-












Considering π1(M) as a subgroup of Aut(M̃), if g ∈ π1(M) then we can write
g =
(
(g1,1, . . . , g1,k1 , σ1), . . . , (gr,1, . . . , gr,kr , σr), g
′
)
and if x =
(




g · x =
(







and so we see that g does not act diagonally unless σ1 = . . . = σr = id. To solve this
problem we restrict to the identity component of Aut(M̃)
Aut(M̃)0 = Aut(Bm1)




Γ0 = π1(M) ∩Aut(M̃)0
Now:
1. Because conjugation by any g ∈ Aut(M̃) is a continuous map sending the identity
to itself, it maps the identity component Aut(M̃)0 to itself. Hence Aut(M̃)0 is a
normal subgroup. So Γ0 is a normal subgroup of π1(M)
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2. Moreover, because Aut(M̃)0 is of finite index in Aut(M̃) (as each Ski is finite) Γ0
is a finite index subgroup of π1(M).
3. Because Γ0 < π1(M), theorem 1.36 of [Hat02], states that there exists a cover
p(k) : M (k) → M such that p(k)∗ (π1(M (k))) = Γ0. Since Γ0 is of finite index, this
cover is finite. Since Γ0 is normal, Proposition 1.39 of [Hat02] tells us this cover





k)→ π1(M) is injective (cf. Proposition 1.31 in [Hat02]):
π1(M
(k)) ∼= p(k)∗ (π1(M (k))) ∼= Γ0
It follows that M (k) ∼= M̃/Γ0.
Finally, observe that, for any g ∈ Aut(M̃) written as:
g =
(
(g1,1, . . . , g1,k1 , σ1), . . . , (gr,1, . . . , gr,kr , σr), g
′
)
g ∈ Aut(M̃)0 if and only if σ1 = . . . = σr = id. Thus by (7.5) and the discussion
following it we have that all g ∈ Γ0 < Aut0(M̃) do indeed act diagonally.
Now, we may apply theorem 7.2 to M (k) to conclude that:
T 1,0M (k) = T1,1 ⊕ . . .⊕ T1,k1 ⊕ . . .⊕ Tr,1 ⊕ . . .⊕ Tr,kr ⊕ T
′
with p̂∗T
′ ∼= T 1,0M ′ and p̂∗Ti,j corresponding to the tangent bundle of one of the ki
copies of Bmi in M̃ , lets denote this as:
p̂∗Ti,j = T
1,0Bmi,j
Using lemma 7.4 and arguing as we did in the proof of theorem ??:
0 = c1(Bmi,j)

















as p̂ is injective.
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7.2 The Join operation and Invariant Subvarieties
Suppose we have two projective varieties V1 ⊂ CPn1 and V2 ⊂ CPn2 with ideals I1 =
(f1, . . . , fr) ⊂ C[x0, . . . , xn1 ] and I2 = (g1, . . . , gs) ⊂ C[y0, . . . , yn2 ]. As usual we denote
by CV1 ⊂ Cn1 + 1 and CV2 ⊂ Cn2+1 the cones over V1 and V2 respectively. A natural
operation on these cones is to consider their direct sum:
CV1 ⊕ CV2 = {v1 + v2 : v1 ∈ CV1 and v2 ∈ CV2} ⊂ Cn1+n2+2
and one can see that the ideal of CV1 ⊕ CV2 is generated by (f1, . . . , fr, g1, . . . , gs) in
C[x0, . . . , xn1 , [y0, . . . , yn2 ] (cf. the math.stackexchange thread : [Ele]). Since all of the
fi and gj are homogeneous, this is a homogeoneous ideal, and so we get a projective
variety (a priori it is not necessarily irreducible) P(CV1 ⊕ CV2) ⊂ CPn1+n2+1. We call
this variety the join of V1 and V2, and denote this as:
V1 ∗ V2 = P(CV1 ⊕ CV2)
Alternatively if we consider V1 ⊂ CPn1 ⊂ CPn1+n2+1 and V2 ⊂ CPn2 ⊂ CPn1+n2+1 we
can define V1 ∗ V2 as the closure of the union of all lines in CPn1+n2+1 intersecting V1
and V2, thus we can see that V1 ∗ V2 is irreducible if V1 and V2 are. In general given any
finite collection of vector spaces T1, . . . Tr and projective varieties V1 ⊂ PT1,. . .Vr ⊂ PTr
we may extend the definition of join to get:
V1 ∗ V2 ∗ . . . ∗ Vr ⊂ P(T1 ⊕ T2 ⊕ . . .⊕ Tr)
by first joining V1 and V2, and then joining V1 ∗V2 and V3, and so on. We shall say that
a projective variety V ⊂ PT is non-degenerate if it is not contained in any hyperplane.
Lemma 7.7. Suppose that V = V1 ∗ V2 ⊂ PT = P(T1 ⊕ T2) is non-degenerate and
smooth. Then V1 and V2 are both smooth.
Proof. Recall that if f1, . . . , fr generate I(V1) and g1, . . . , gs generate I(V2) then f1, . . . , fr, g1, . . . , gs
generate I(V ). Take coordinates (xj,0, . . . , xj,nj ) on Ti where nj + 1 = dimC(Tj); then
(x1,x2) = (x1,0, . . . , x1,n1 , x2,0, . . . , x2,n2) give homogeneous coordinates on PT . Suppose
one of V1 or V2 is singular, we may as well assume it is V1. If v1 = (v1,0, . . . , v1,n1) ∈ V1
is a singular point, for any fi we must have
∂fi
∂x1,k
(v1) = 0 ∀k : 0 ≤ k ≤ n1
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Now (v1,0) ∈ V1 ∗ V2 = V and considering f as an element of I(V ) we have:
∂fi
∂x1,k




(v1,0) = 0 ∀k : 0 ≤ k ≤ n2
since the fi have no x2 dependence. Similarly
∂gj
∂x1,k
(v1,0) = 0 ∀k : 0 ≤ k ≤ n1
for 1 ≤ j ≤ s as the gj have no x1 dependence. So, the only way that V can be
non-singular is if for some j,
∂gj
∂x2,k
(v1,0) 6= 0 for some k : 0 ≤ k ≤ n2
but this means that gj is linear, and thus V2 ⊂ V(gj) and V ⊂ PT1 ∗V(gj) contradicting
the assumption that V is non-degenerate.
Corollary 7.8. If V = V1 ∗V2 ∗ . . .∗Vr is smooth and non-degenerate, then V1 is smooth
for all i.
Proof. This follows from Lemma 7.7 by induction: if the statement holds for r = k, if
V1 ∗ V2 ∗ . . . ∗ Vk ∗ Vk+1 is smooth and non-degenerate so are V1 ∗ . . . ∗ Vk and Vk+1.
In a similar vein we have:
Lemma 7.9 (Lemma 7.1 in [CDS]). Let V ⊂ PT be a smooth projective variety. Then
V cannot be written non-trivially as a join V1 ∗ PT2 where T = T1 ⊕ T2 and V1 ⊂ T1 is
non-degenerate.
Proof. Suppose that V is smooth and V = V1 ∗ PT2. As before, choose generators
f1, . . . , fr for I(V1). Because I(PT2) = {0}, we have that I(V ) is also generated by
f1, . . . , fr over the homogeneous coordinate ring of PT . As in the proof of lemma if
xj = (xj,0, . . . , xj,nj ) are coordinates on Tj for j = 1, 2 then
∂fi
∂x2,k
(0,v2) = 0 ∀k : 0 ≤ k ≤ n2
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for all v2 ∈ T2 since the fi have no x2 dependence. Because V2 is assumed to be
non-degenerate, the fi are all of degree 2 or greater, and so:
∂fi
∂x1,k
(0,v2) = 0 ∀k : 0 ≤ k ≤ n2
for all v2 ∈ T2. Thus V is singular along {(0,v2) : v2 ∈ T2} ∼= PT2. But V was assumed
to be smooth, thus T2 = 0.
Now consider the following scenario, which will arise naturally in the next section when
we are considering the holonomy group acting on the tangent space to a complex mani-
fold. Suppose a Lie group H acts linearly on a vector space T . Since H acts linearly its
action descends to PT , so suppose that V ⊂ PT is an H-invariant, irreducible projective
variety. If in addition H = H1 × . . .×Hr and T splits into H-invariant subspaces
T = T1 ⊕ . . .⊕ Tr
such that for all i, Hj acts trivially on Ti unless i = j, in which case Ti is an irreducible
Hi representation, then we have the following:
Lemma 7.10. With hypotheses as above, we have:
V = V1 ∗ . . . ∗ Vr
where for all i Vi ⊂ PTi is an irreducible Hi invariant projective variety. Moreover, if
V is smooth, then so is Vi for all i.
Proof. Since V is H invariant it is the union of H-orbits. The assumption that V is
irreducible implies that it is in fact the closure of a single H-orbit. To see this, recall
that H-orbits are disjoint, and suppose that
V = O1 ∪O2
where O1 and O2 are distinct H orbits. Then O1 ∪ O2 = V = V . By the irreducibility
of V either O1 =⊂ O2 or vice versa.
Thus the cone over V , CV will be the closure of an H orbit of a line {λ(v1, . . . ,vr) :
λ ∈ C}:
CV = ∪λ∈C{h · (λv1, . . . , λvr) : ∀h ∈ H}
where:
vi = (vi,0, . . . , vi,ni) ∈ Ti dimC(Ti) = ni + 1
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Consider the H orbit of a point (v1, . . . ,vr):
H · (v1, . . . ,vr) = {h · (v1, . . . , vr) : ∀h ∈ H}
= {(h1 · v1, . . . , hr · vr) : ∀h1 ∈ H1, · · · , hr ∈ Hr}
= {(h1 · v1, 0, . . . , 0) : h1 ∈ H1} ⊕ . . .⊕ {(0, . . . , hr · vr) : hr ∈ Hr}
Thus:
CV = ∪λ∈C ({(h1 · λv1, 0, . . . , 0) : h1 ∈ H1} ⊕ . . .⊕ {(0, . . . , 0, hr · λvr) : hr ∈ Hr})
= (∪λ∈C{(h1 · λv1, 0, . . . , 0) : h1 ∈ H1})⊕ (∪λ∈C{(0, . . . , 0, hr · λvr) : hr ∈ Hr})
= CV1 ⊕ . . .⊕ CVr
We see that each CVi is a cone over a projective variety, as it is an affine variety invariant
under the C∗-action z 7→ λz. Hence:
V = V1 ∗ . . . ∗ Vr
If V is smooth then each Vi is smooth by Corollary 7.8
7.3 Statement and Proof of the Main Result
Without further ado, let us state the main theorem.
Theorem 7.11. Suppose that (M,J) is a complex manifold with c1(M,J) < 0. Let g be
the Kähler-Einstein metric on (M,J) whose existence is guaranteed by Theorem 3.30.
Then the following are equivalent.




x is the smallest subspace of T
1,0





g-orthogonal complement, then T
′′
extends to a holomorphic vector bundle
T
′′ →M .
(b) There is a k-fold cover p(k) : M (k) →M such that
(p(k))∗T
′′
= T1 ⊕ . . .⊕ Ts
with each Ti a holomorphic sub-bundle.
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(c) If mi denotes the rank of Ti:
c1(Ti)
mi − 2(mi + 1)
mi
c2(Ti) ^ c1(Ti)
mi−2 = 0 (7.6)
2. The universal cover of M , M̃ has de Rham decomposition:
M̃ ∼= Bm1 × . . .×Bms ×Ms+1 ×Ms+r (7.7)
Where each Mi is a bounded symmetric domain not of ball type determined uniquely
by V . (We are omitting the gi’s and Ji’s, but this is meant to be read as a Rie-
mannian product of Kähler manifolds)
Proof. Let p̂ : M̃ → M (k) and p : M̃ → M be the respective covering maps. Obviously
p = p̂ ◦ p(k). The metric g will pull-back to Kähler-Einstein metrics g(k) on (M (k), J (k))
and g̃ on (M̃, J̃). Because T 1,0x̃ M̃
∼= T 1,0p(x̃)M for any x̃ ∈ M̃ satisfying p(x̃) = x, we







∼= T ′x, T̃
′′
x̃
∼= T ′′x and Ṽ ⊂ T̃
′
such that
Ṽ ∼= V . Moreover, as Holx̃(M̃, g̃) = Holx(M, g)0 (cf. the first remark of 3.12) Ṽ is
Holx̃(M̃, g̃)-invariant, so T̃
′
x̃ = spanC(Ṽ ) is a Holx̃(M̃, g̃)-invariant subspace. But then
T̃
′′
x̃ , the orthogonal complement of T̃
′
x̃, is also Holx̃(M̃, g̃)-invariant, and so by the de
Rham decomposition theorem (Theorem 3.16) we have that2:






)× (M ′′ , J ′′ , g′′)
In addition, we know, by the third item of Theorem 7.4, that c1(M
′
) < 0 and c1(M
′′
) < 0.
Using the assumption that (p(k))∗T
′′






= p̂∗T1 ⊕ . . .⊕ p̂∗Ts







) ∼= (M1, J1, g1)× . . .× (Ms, Js, gs)
and p̂∗Ti ∼= T 1,0Mi for all i. Again by Theorem 7.4 we have that c1(Mi) < 0 for all i.
Using the assumption 7.6 and arguing as we did in the proof of Theorem 7.5, we see
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) ∼= (Ms+1, Js+1, gs+1)× . . .× (Ms+r, Js+r, gs+r)
The corresponding de Rham decomposition. By lemma 7.10 we have that:
V = Vs+1 ∗ . . . ∗ Vs+r
with each of the Vs+i ⊂ PTs+i,x̃ ∼= PT 1,0xs+iMs+i irreducible, proper and Hol(Mi, gi)-
invariant. Thus Hol(Mi, gi) 6= U(mi) and so by theorem 3.31 each (Ms+i, Js+i, gs+i) is a
bounded symmetric domain, and because Vi is smooth it is the first Mok Characteristic
Variety. Moreover if we know dim(Ms+i) = dim(Ts+i,x̃) and dim(Vs+i) then we can
determine which bounded symmetric domain Mi is.
Conversely, if
M̃ ∼= Bm1 × . . .×Bms ×Ms+1 ×Ms+r
Applying Theorem 7.5 with M
′
= Ms+1×Ms+r we get the existence of M (k) such that:
T 1,0M (k) = T1 ⊕ . . .⊕ Ts ⊕ T
′
as required. Since eachMs+i is not of ball type, let Vs+i denote its first Mok characteristic
variety. Then V = Vs+1 ∗ . . .∗Vs+r ⊂ PT 1,0x̃ M
′
descends to a smooth, proper Hol(M, g)-
invariant subvariety of PT ′
Remark 7.12. We would like to be able to detect the existence of the holonomy invariant
variety V ⊂ PT 1,0x M indirectly. That is, without knowing what the holonomy group is.
This is done in [CDS] by using a global section σ of T 1,0M ⊗ T 1,0M ⊗ (T 1,0)∗M ⊗
(T 1,0)∗M ∼= End(T 1,0M ⊗ (T 1,0)∗M). By Theorem 5.3if such a global section exists it
must be parallel. So σx is holonomy invariant. By considering the intersection ker(σ) ∩
{t⊗ t∗ ∈ T 1,0M ⊗ (T 1,0)∗M and take the closure of the projection of this set onto T 1,0M
we obtain a cone over a holonomy invariant projective variety.
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