A spectral function of a Hermitian matrix X is a function which depends only on the eigenvalues of X, 1 (X) 2 (X) : : : n (X), and hence may be written f( 1 (X); 2 (X); : : :; n (X)) for some symmetric function f. Such functions appear in a wide variety of matrix optimization problems. We give a simple proof that this spectral function is di erentiable at X if and only if the function f is di erentiable at the vector (X), and we give a concise formula for the derivative. We then apply this formula to deduce an analogous expression for the Clarke generalized gradient of the spectral function. A similar result holds for real symmetric matrices.
Introduction and notation
Optimization problems involving a symmetric matrix variable, X say, frequently involve symmetric functions of the eigenvalues of X in the objective or constraints. Examples include the maximum eigenvalue of X, or log(det X) (for positive de nite X), or eigenvalue constraints such as positive semide niteness. The aim of this paper is to provide a uni ed, concise and constructive approach to the calculus of such matrix functions. The convex case was covered in 14]: here we use an independent approach to develop the nonconvex case.
Since the seminal paper 5], the study of matrix optimization problems (and in particular eigenvalue optimization) has become extremely prominent. A typical constraint is positive semide niteness 7, 22, 25, 26] , and with the modern trend towards interior point methods, it has become popular to incorporate this constraint by a barrier penalty function (involving the eigenvalues) 16, 1, 12] . A related objective function is used in 8] to give an elegant variational characterization of certain quasi-Newton formulae (see also 25]). One very common objective function is the maximum eigenvalue 17, 18, 21, 12] , or more generally, sums of the largest eigenvalues 19, 10] .
A key step in algorithm development is the investigation of sensitivity results, and hence di erentiability questions about the eigenvalues. The standard reference on the e ect on eigenvalues of perturbations to a matrix is 13], which for the most part deals with matrices parametrized by a scalar. Let H n denote the real vector space of n n Hermitian matrices, endowed with the trace inner product, hX; Y i = trXY , and let U n denote the n n unitary matrices. A real-valued function F de ned on a subset of H n is unitarily invariant if F(U XU) = F(X) for any unitary U. Such functions are called spectral functions 9], since clearly F(X) depends only on the set of eigenvalues of X, denoted 1 (X) 2 (X) : : : n (X). (This notation also permits us to consider the function : H n ! R n .)
Associated with any spectral function F is a symmetric, real-valued function f of n real variables (where by symmetric we mean that f( ) = f(P ) for all n n permutation matrices P). Speci cally, we de ne f( ) = F(Diag ), where Diag is the diagonal matrix with diagonal 1 ; 2 ; : : :; n . Thus we see that spectral functions F(X) are exactly those functions of the form f( (X)) for symmetric functions f.
We begin by describing a straightforward approach to answering the question: when is the spectral function f( ( )) = (f )( ) di erentiable at the Hermitian matrix X? We prove the following result. (A set in R n is symmetric if P = for all n n permutation matrices P.) Theorem 1.1 Let the set in R n be open and symmetric, and suppose that the function f : ! R is symmetric. Then the spectral function f( ( )) is di erentiable at the matrix X if and only if f is di erentiable at the vector (X). In this case (f ) 0 (X) = U (Diag(f 0 ( (X))))U; (1.2) for any unitary matrix U satisfying X = U (Diag( (X)))U.
It is easy to see that f must be di erentiable at (X) whenever f is di erentiable at X, since we can write
(with U as in the theorem), and apply the chain rule at = (X). Furthermore, the converse is also straightforward at matrices X with distinct eigenvalues, since then the map : H n ! R n is di erentiable at X and we can easily apply the chain rule to deduce formula (1.2). The interesting case is when some of the eigenvalues of X coalesce: remarkably the spectral function f( ( )) remains di erentiable at X even though the map is not.
The situation where the function f is convex is considered in rather more generality and with an entirely di erent approach in 14]. The following analogous result is 14, Theorem 3.2]. In this result, @ denotes the convex subdi erential. In fact when f is convex, and di erentiable at the vector (X) (lying in the interior of its domain), Theorem 1. and we say that a vector lies in the Clarke generalized gradient @f( ) if h ; i f ( ; ) for all in R n . We make analogous de nitions for locally Lipschitz functions on H n .
The set @f( ) is compact, convex and nonempty. It coincides with the convex subdi erential when f is nite and convex on the open, convex set , and it is exactly ff 0 ( )g if f is continuously di erentiable (though not necessarily if f 0 is not continuous at ): see 3] for these and related results. Our main result, the following theorem, thus goes a long way towards unifying Theorems 1.1 and 1.3. (We will make this more precise at the end of the paper.) Theorem 1.4 Let the set in R n be open and symmetric, and suppose that the Hermitian matrix X has (X) 2 . Suppose that the function f : ! R is symmetric, and is locally Lipschitz around the point (X). Then @(f )(X) = fU (Diag )U j 2 @f( (X)); U 2 U n ; U (Diag (X))U = Xg:
We conclude by observing that the same approach applies to real symmetric matrices X, simply substituting`real orthogonal' for`unitary' wherever appropriate.
The di erentiable case
For each integer m = 1; 2; : : : ; n, de ne a function m : H n ! R by m (X) = P m 1 i (X), the sum of the m largest eigenvalues of the matrix X. It is a wellknown result of Fan's (see 6]) that m is convex (see also 11]). Our proof revolves around the following known fact. We denote the standard basis in R n by e 1 ; e 2 ; : : :; e n . Proof. Suppose that i = j for some distinct indices i and j. Let P be the matrix of the permutation which transposes the ith and jth components.
Since the function f is symmetric, f( ) = f(P ) for all points in the set , so applying the chain rule at = gives f 0 ( ) = P T f 0 (P ). Thus Pf 0 ( ) = f 0 ( ), so that (f 0 ( )) i = (f 0 ( )) j . The last statement follows from the previous lemma. Proof of Theorem 1.1. As we observed, one direction is easy, so suppose that f is di erentiable at the vector (X), and choose any unitary matrix U with X = U (Diag( (X)))U. Now clearly for all Hermitian Z close to X,
Applying Theoren 2.4 and the chain rule at Z = X gives
since the adjoint of the linear map X 7 ! UXU is just W 7 ! U WU. 2 Corollary 2.5 Theorem 2.4 holds without the assumption that 1 2 : : : n .
Proof. Let be the vector obtained by permuting the components of the vector into nonincreasing order, and pick a permutation matrix P with P = . Since f is symmetric, we know that f(P ) = f( ) for all points close to , so applying the chain rule at = gives f 0 ( ) = P T f 0 (P ), and hence f 0 ( ) = Pf 0 ( ). Now if we set X = Diag then (X) = . Observe that P(Diag )P T = Diag(P ), so we can choose U = P in Theorem 1.1, and deduce that (f ) 0 (Diag ) = P T (Diag(f 0 ( )))P = Diag(P T f 0 ( )) = Diag(f 0 ( )); as required.
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As an example, let the symmetric function f : R n ! R be de ned by f( ) = sum of the m largest elements of f 1 ; 2 ; : : : n g:
This function is di erentiable at any point for which 1 2 : : : m > m+1 m+2 : : : n ; with f 0 ( ) = P m 1 e i . Now Theorem 1.1 reduces to Theorem 2.1.
The Clarke case
Throughout this section we shall suppose that the set in R n is symmetric and open, that the point in R n satis es 1 2 : : : n , and that the symmetric function f : ! R is locally Lipschitz around . We denote the set of n n (real) doubly-stochastic matrices by S n .
The following result is elementary Lemma 3.1 For any unitary matrix U and any Hermitian matrices X and Z we have (f ) (X; Z) = (f ) (U XU; U ZU).
Proof. We de ne a compact set of n n matrices, W = fU 2 U n j U (Diag )U = Diag g: We next translate Theorem 3.3 into a statement about the Clarke generalized gradient. We de ne another set of n n matrices D = fU (Diag )U j U 2 W; 2 @f( )g:
Notice that since @f( ) is a compact set in R n and W is a compact set in C n n , and since the map ( ; U) 7 ! U (Diag )U is clearly continuous, it follows that D is compact. Proof. This is standard: matrices in W have the form (u 1 ; u 2 ; : : :; u n ), with columns an orthonormal basis of eigenvectors for Diag , and since the standard unit vector e i is an eigenvector with eigenvalue i , we have hu j ; e i i = 0 whenever j 6 = i . The result then follows.
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Lemma 3.9 Suppose that for vectors j in R k j ?k j?1 (j = 1; 2; : : : ; r), the (partitioned) vector = ( 1 ; 2 ; : : :; r ) lies in @f( ). Then for any doublystochastic matrices S j in S k j ?k j?1 (j = 1; 2; : : : ; r), the (partitioned) vector (S 1 1 ; S 2 2 ; : : :; S r r ) also lies in @f( ).
Proof. By Birkho 's Theorem 11], since the set @f( ) is convex it will su ce to prove the result when each S j is a permutation matrix. In this case, de ne the permutation matrix P = Diag(S 1 ; S 2 ; : : :; S r ), and note that P = . Now since f is symmetric, f( ) = f(P ) for all points close to , so by the chain rule 3, Theorem 2.3.10], @f( ) = P T @f(P ). Hence P = (S 1 1 ; S 2 2 ; : : :; S r r ) 2 @f( ).
We can now derive an alternative description of the set D. 
= fV U (Diag )UV j 2 @f( (X)); : : : : : : U 2 U n ; U (Diag( (X)))U = Diag( (X))g = fW (Diag )W j 2 @f( (X)); W 2 U n ; W (Diag( (X)))W = Xg; as required.
Example 4]. Let the function f : R n ! R be de ned by f( ) = i th largest element of f 1 ; 2 ; : : : ; n g: Notice that f is symmetric and locally Lipschitz on R n , and the corresponding spectral function is given by f( (X)) = i th largest eigenvalue of X:
Suppose that the point in R n satis es (3.7) and that k j < i k j+1 . Then it is easy to compute (for example using 3, Theorem 2. Conversely, suppose that Y lies in @(f )(X), so by Theorem 1.4 there is a vector in @f( (X)) and a unitary U with U (Diag( (X)))U = X and U (Diag )U = Y . Let be the vector with components 1 ; 2 ; : : :; n permuted into nonincreasing order, so that (Y ) = . Then f( (X))+f ( ) = T (X) T (X) f( (X))+f ( ) = f( (X))+f ( ); whence 2 @f( (X)), and there is a permutation matrix P with P = and P (X) = (X) 14, Lemma 2.1]. Now Y = (P U) (Diag( (Y )))(P U) and X = (P U) (Diag( (X)))(P U), giving the result of Theorem 1.3.
