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Boundary value problems of the form 
Y%) +f(x, Y(X), Y’(-q) = 0, (1) 
y(u) == A, (2) 
y(6) = B, (3) 
have been studied for a long time. If we suppose that the initial value problems 
(11, (2) and 
y’(u) = m (4) 
have solutions y(x; m) which extend to x = 6, the boundary value problem 
can be viewed as asking what valuesy(6; m) can assume. If we further suppose 
~(6; m) depends continuously on m, the set of values assumed by y(6; m) is an 
interval which for linear problems is either the whole real line K or, at 
isolated characteristic lengths 6 -- n, a single point. There is an important 
relation between existence and uniqueness of solutions of (I), (2) (3) for 
linear problems-uniqueness implies existence. 
We shall be mainly interested in the class of f(~, y, y’) which satisfy a 
Lipschitz condition on y and y’. Just as for linear problems, boundary value 
problems for this class have solutions up to the first characteristic length when 
uniqueness fails. This existence can be established using a relation between 
uniqueness and existence for nonlinear problems recently discovered by 
Lasota and Opial [#I. Since existence holds for linear problems if uniqueness 
does, we ask if a similar result is true for nonlinear equations. After making 
some assumptions about uniqueness we shall extend the relation of Lasota and 
Opial past the first characteristic length. These assumptions can be verified 
for some Lipschitzian problems using only a priori data. 
The failure of uniqueness for nonlinear problems differs from that of linear 
problems in that the characteristic lengths are “smeared out” into 
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characteristic intervals. We shall denote these intervals by [lj , uj], j = 1, 2,... 
where 
It will be convenient to let u0 = 0. Of course we wish to assume of (l), (2), (3) 
that if b - a $ [& , uJ, then there is at most one solution. We shall also make 
an assumption about how uniqueness fails. Specifically we suppose (UA): 
Suppose two distinct integral curves of (1) agree in value at x0 . Then 
(i) if they agree in value again at x, there is a positive integer i such that 
(ii) If uR is finite, then for each j = 1, 2,..., k there is an xj such that the 
curves agree in value at xj and 
lj < 1 Xg - Xj / < Uj a 
It is by no means necessary for the Z, , uj to be finite. Z1 = +co for 
and the problem 
y”(x) -y(x) = 0 
Y”(X) + I Y(X)1 = 0 
Y(O) = 0, ~(4 = B 
has unique solutions for b < I1 = rr but uniqueness does not hold for any 
b 3 57 so that ut = +co. Our results are not new unless ul is finite. 
Our main result is 
THEOREM 1. Let I be an interval of the real line R and suppose thatf (x, y, y’) 
is continuous on I x R2. Assume that for every (x0 , yO , yJ E I x R2 the 
initial value problem 
Y”(X) +f(x~YG+Y’(xN = 0 (1) 
Y&J = Yo 7 y’(x,) = y; (5) 
has a unique solution y(x) E C2(I). F UY th er assume the integral curves of (1) 
satisfy (UA). Then if [a, b] is a proper subinterval of I, iffor some h 
uk-1 < b - a < lk , (6) 
and ifforj = l,..., k - 1 
uj - lj < I1 j (7) 
then for any A, B the boundary value problem (l), (2), (3) has a unique solution. 
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Proof. There can be at most solution of(l), (2), (3) else (i) of (UA) would 
be violated because of (6). 
When k = 1 and Zr is as large as the length of I, the theorem is the result of 
Opial and Lasota already mentioned. We have not seen their proof which is to 
appear in Colloquium Mathematicum but a nice one is given by Jackson in [I]. 
Thus we already have the existence for K = 1. We shall demonstrate existence 
when k = 2 and the general case will be seen to follow easily in the same way. 
We consider the integral curves y(~; m) of (I), (2), (4). Because of the 
conditions (i), (ii), y(~; m) is an increasing function of m for each x such that 
uj-1 < x - a < z, 
with j odd and a decreasing function of m when j is even. The esistence result 
for the case k == 1 implies that for 
s - n < z1 ) 
y(x; m) assumes all values of R. We now want to show y(b; m) assumes all 
values of R when 
u1 < b - a < l2 . 
First we shall prove for suitable b’, a + ur < b’ < b, thaty(b’; m) assumes 
all values. There exist a’, b’ such that b’ - a’ < Zr and 
a < a’ < a + Z1 < a + u1 < b’ -< b. 
Let us define Y(x) = y(x; 0) and first let us consider m > 0. The observations 
already made show ~(a’; m) > Y(u’) and y(b’; m) < Y(b’). Define a(~; m) as 
the unique solution of (I) and 
~(a’; m) = y(u’; m), z(u + u1 ; m) = Y(u + ul). 
.z is well defined because a + ui - a’ < Zr . Of course z exists on all of 
[a’, b’]. Using uniqueness it follows that 
Y(b’) > z(b’; m) > y(b’; m) 
and that z(b’; m) is a decreasing function of m. The existence result for 
R = I implies that z(b’; m) cannot be bounded below, hence neither can 
y(b’; m). A similar argument for m < 0 shows y(b’; m) is not bounded above. 
Having gotten past the barrier of non-uniqeness, we now want to show 
y(b; m) assumes all values of R. Let us continue discussingy(x; m) for m I> 0. 
Because of (i), y(x; m) cannot intersect Y(X) at a point x < a + Za . Choose c 
so that 
O<c-b’<Z, and c < a i 1,. 
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Now let us consider y(b”; m) for any b” < b such that b’ < 6” < c. Define 
w(x; m) as the unique solution of (1) and 
w(b’; m) = y(b’; m), w(c) = Y(c). 
w is well defined and arguing as before with uniqueness, it follows that 
w(b”; WZ) is decreasing in m and w(b”; m) > y(b”; m). The existence result for 
R = 1 implies w(b”; m) is not bounded below and hence neither is y(b”; m). 
In the same way y(b”; m) is not bounded above. Repetition of this argument 
with b” playing the role of b’, etc. shows that for any b with 
u,<b-a<l, 
y(b; m) assumes all values of R. This completes the proof of the case k = 2. 
It is clear that these two arguments for getting past a barrier [Z, , u,] with 
uj - li < Zr and for extending throughout b - a E (u? , lj+i) can be repeated 
for any K to give the general case. 
We shall apply this theorem to f which satisfy 
I f(X, Y, r’> -m 2, x’)l < K I y - z j +L / y’ - 2’ / 
but instead of this usual form of the Lipschitz condition we shall use the 
equivalent form 
&( y - 4 <ff(x, Y, w) -j-(x, z> 4 G K(Y - 4 if y3,- 
L,( y’ - z’) < f(x, w, Y’) - f(X, WI z’) G UY’ - 4 if y’ Z z’ 
(7) 
which involves four, possible negative, constants and is correspondingly more 
informative. Iff is sufficiently smooth, (7) is just 
To obtain good a priori information about the characteristic lengths is 
not an easy task even for linear problems. For Lipschitz problems this is 
equivalent to studying the distance between zeros of unforced problems. To 
see this suppose two integral curves y,(x), y2(x) of (1) intersect at x,, . Their 
difference X(X) = yr(~) - y&x) is a solution of 
z”(x) + qx, z(x), x’(x)) = 0 
F(x, x, z’) = f(x, z + Yz(X>, 2’ + Y&4) -m Yd4~YX4) 
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also satisfies (7) and is unforced, F(x, 0,O) :I 0. Z(X) has a zero at so and we 
are interested in its next zero. A lower bound serves as II and an upper bound 
as u1 . The paper of Bailey and \Valtman [2] considers the class off which 
satisfy (7) and gives sharp bounds on the distance between zeros. From their 
paper we obtain 
4 = “CL, , k;) + /q-q , K2), (8) 
% = 44 ) K,) t P&P > K,), (9) 
where the functions ol(L, K), /3(L, K) are 
if 4K ~ L” > 0 
if 4K-L2<0,L>0,K>0 
if 4K ~ L2 -= 0, L > 0 
otherwise; 
I (4K -2L2)1/2 
-L 
ccl-’ j(K)“, if 4K -L’ > 0 
cash-l 2(j-$2 1 if 4K-LL”<O,L<O,K>O 
if 4K ---L2=0,L <0 
otherwise. 
As long as.jlI < ju, we can take lj = jll and uj 1 ju, . 
Jackson [I] shows by example that in general [a, 61 must be a compact 
subinterval ofIfor Theorem 1 to be true. Nonetheless he shows this restriction 
does not hold for Lipschitzian problems. The restriction arises only in the 
existence portion of the proof for h = 1. Using the II given by (8), an 
alternative to Jackson’s argument is to use the existence theorem of [3]. 
Combining these results we have 
THEOREM 2. Supposef (x, y, y’) is continuous on [a, b] x R2 andsatisfies (7) 
there. If there is a positive integer k such that 
(k-l)u,<b-uakkl, 
with II , ul givm by (8), (9), then (I), (2), (3) bus a unique soZution. 
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