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Abstract
The problem of computing the Hilbert basis of a homogeneous linear Diophantine system over
nonnegative integers is often considered in automated deduction and integer programming. In
automated deduction, the Hilbert basis of a corresponding system serves to compute the minimal
complete set of associative-commutative uni4ers, whereas in integer programming the Hilbert
bases are tightly connected to integer polyhedra and to the notion of total dual integrality. In this
paper, we sharpen the previously known result that the problem, asking whether a given solution
belongs to the Hilbert basis of a given system, is coNP-complete. We show that the problem
has a pseudopolynomial algorithm if the number of equations in the system is 4xed, but it is
coNP-complete in the strong sense if the given system is unbounded. This result is important in
the scope of automated deduction, where the input is given in unary and therefore the previously
known coNP-completeness result was unusable. Moreover, we show that, from the complexity
standpoint, it is not important to know the underlying homogeneous linear Diophantine system
when we ask whether a given set of vectors constitutes a Hilbert basis. c© 2002 Elsevier Science
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1. Introduction and summary of results
The Hilbert basis of a homogeneous system of linear Diophantine equations over the
nonnegative integers is the set of all nonzero vectors that are minimal solutions with
respect to the pointwise ordering. This set forms a basis of the space of solutions of
the system, that is, every solution can be written as a nonnegative linear combination
of vectors from the Hilbert basis, and no vector of the Hilbert basis can be expressed
as a positive linear combination of other vectors. Moreover, the Hilbert basis is always
4nite and unique. The concept of a Hilbert basis was studied as early as the second
half of the 19th century by Gordan [3] and Hilbert [6]. Since that time, it has received
considerable attention in linear algebra and integer programming.
Computing the Hilbert basis of a homogeneous system of linear Diophantine equa-
tions over nonnegative integers has turned out to be one of the key problems in auto-
mated deduction. Its importance in this area emerged through the work of Stickel [13],
who designed the 4rst algorithm for uni4cation in the presence of associative-commuta-
tive (AC) function symbols. Stickel showed that the minimal complete set of uni4ers
of a simultaneous elementary AC-uni4cation problem can be obtained from the Hilbert
basis of an associated homogeneous system of linear Diophantine equations over non-
negative integers. In integer programming, Hilbert bases are strongly related to total
dual integrality. Universal test sets of integer programs can be constructed from Hilbert
bases. Hilbert bases play also an important roˆle in various 4elds of mathematics, like
combinatorial convexity, toric varieties, and in polynomial rings and ideals (see [11]
for an excellent overview).
Finding the Hilbert basis is a hard problem, since its presence allows us to solve the
corresponding integer programming problem easily. Recall that integer programming
is NP-complete. The complexity of counting the cardinality of the Hilbert basis was
studied by Hermann et al. [5]. They determined the Hilbert basis cardinality counting
problem to be in the counting class #NP by testing whether a candidate for a solution
belongs to the witness set with a coNP-algorithm. Once the membership in a counting
class is determined, we may ask whether the membership of the Hilbert basis cardinality
problem cannot be showed for a lower class. An insight to this question is given by
the complexity analysis of the problem whether a solution s of a homogeneous linear
Diophantine system S over nonnegative integers belongs to the Hilbert basis of S. This
problem was already considered by Sebo˝ [12], and by Henk and Weismantel [4], where
they show that the problem is coNP-complete. However, the coNP-completeness proof
is done in both cases by a reduction from a pseudopolynomial algorithm. This is a
problem when the coeOcients are given in unary notation. Indeed, when the Hilbert
basis is computed for AC uni4cation, the coeOcients are written in unary notation
since the underlying AC-uni4cation problem in automated deduction is always given
in unary. In this paper, we properly analyze the complexity of recognizing minimal
solutions of homogeneous linear Diophantine systems S over nonnegative integers when
their coeOcients are written in unary notation. We also analyze the case when the
number of equations in a system S is bounded.
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There are two subsequent natural questions for Hilbert basis recognition that we
analyze in this paper. The 4rst problem, given a system S and a set of solutions C
of S, asks whether C forms the Hilbert basis of S. The complexity of this problem
was left as an open question in [4]. The second problem is just a generalization of the
previous one. Given a set of integral vectors C, it asks whether C constitutes the Hilbert
basis for an unknown system. This problem was proved to be in coNP by Edmonds
and Giles [1], but it is unknown whether it is coNP-complete (see Schrijver [11] for
an overview and references). In this paper, we show that these two problems are
polynomially equivalent.
2. Basic notions and denitions
We assume that the reader is familiar with some basics of computational complexity
and integer programming. Additional material on these topics can be found in the
monographs [10, 11].
A homogeneous linear Diophantine system over nonnegative integers is a system
of equations S: Ax= 0, where A= (aji )
n
k is a k × n integer matrix and x= (x1; : : : ; xn)
is a vector of variables over nonnegative integers. We say that a solution s of S is
nontrivial if it is diQerent from the all-zero solution (0; : : : ; 0). We say that a solu-
tion s= (s1; : : : ; sn) of S is smaller than a solution s′ = (s′1; : : : ; s
′
n), and write s¡s
′, if
s = s′ and, for all i= 1; : : : ; n, the relation si6s′i holds. The relation ¡ is called the
pointwise ordering on solutions. A solution s is minimal if it is nontrivial and there
is no smaller nontrivial solution s′′, i.e., s′′¡s is false for every nontrivial solution s′′
of S.
The Hilbert basis H (S) of the system S is the set of all minimal solutions of S. This
set is indeed a basis for the space of nontrivial solutions of S, since no minimal solution
can be expressed as a positive linear combination of the other minimal solutions,
whereas every nontrivial solution can be expressed as a positive linear combination of
minimal solutions. The Hilbert basis H (S) is 4nite and it is the unique basis of the
space of nontrivial solutions of S.
In this paper, we are concerned with the computational complexity of deciding
whether a given solution belongs to the Hilbert basis H (S). To prove lower bounds
of the considered problems, we need NP-complete problems from which we perform
a polynomial-time reduction. We will use the following two NP-complete problems
(see [2]).
PARTITION
Input: Finite set A of positive integers a∈Z+.
Question: Is there a subset A′⊆A such that ∑a∈A′ a=
∑
a∈A−A′ a?
Note that PARTITION remains NP-complete even if the elements in A are ordered as
a1¿a2¿ · · ·¿a2n and A′ is required to contain exactly one of each pair of consecutive
elements a2i−1, a2i, for each i= 1; : : : ; n.
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However, PARTITION can be solved by a pseudopolynomial algorithm. This means
that PARTITION can be solved in polynomial time if the values in A are given in unary
notation. We need an NP-complete problem in the strong sense if we want to prove
completeness results even if the input of our problems is given in unary. The following
problem is NP-complete in the strong sense.
3-PARTITION
Input: Set A= {a1; : : : ; a3m} of 3m positive integer elements ai ∈Z+ and a bound
B∈Z+, such that B=4¡ai¡B=2 and a1 + · · · + a3m =mB.
Question: Can A be partitioned into m disjoint sets A1, A2; : : : ; Am such that
∑
a∈Ai a=B
for each i= 1; : : : ; m?
In the sequel, we consider the following decision problems concerning minimal solu-
tions of a homogeneous linear Diophantine system. The 4rst problem checks whether a
solution of a given system S belongs to the Hilbert basis H (S). This problem is related
to the problem of counting the cardinality of the Hilbert basis of a given homogeneous
linear Diophantine system over nonnegative integers.
MINIMAL SOLUTION
Input: Homogeneous linear Diophantine system S: Ax= 0 over nonnegative integers
and an integral vector s.
Question: Is s a minimal solution of the system S?
We denote by MINIMAL SOLUTION(k) the instance of the decision problem with a 4xed
number k of equations in the system S.
The second problem checks whether a given set of solutions C equals the Hilbert
basis H (S) of a given system S. This problem is essentially the same as the Hilbert
basis problem (HBP) formulated in [4], whose complexity was left open.
HILBERT BASIS CHECKING
Input: Homogeneous linear Diophantine system S: Ax= 0 over nonnegative integers
and a set of integral vectors C.
Question: Is C the Hilbert basis of S?
The third problem checks whether a given set of integral vectors C constitutes the
Hilbert basis of an unknown system. This problem is known to be in coNP [1], but
its exact complexity is unknown.
HILBERT BASIS RECOGNITION
Input: Set of integral vectors C.
Question: Is C the Hilbert basis of some homogeneous linear Diophantine system?
We must make clear what we mean by the size of the input in the above decision prob-
lems. This involves the question whether the coeOcients of the system S: Ax= 0, in
the solution s, and in the set of solutions C are all written in unary or binary notation.
Note that equational uni4cation problems in automated deduction are given in unary
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notation, i.e., each monomial ax counts for a occurrences of the variable x, since the
inputs in automated deduction are considered to be terms over the alphabet of variables
and function symbols. Since our decision problems are derived from similar problems in
elementary AC-uni4cation, it is quite natural to assume that the coeOcients of the lin-
ear Diophantine systems are written in unary. However, in integer programming, coeO-
cients of linear systems are usually written in binary. For this reason, we consider in the
sequel both variants of the mentioned Hilbert basis recognition problems. The size of
the system Ax= 0 is kna in unary notation and kn log a in binary notation, where a is the
maximum absolute value of the coeOcients in the k × n matrix A. An upper bound for
a problem given in binary holds also for the same problem written in unary. Similarly,
a lower bound for a problem given in unary holds also for the same problem written in
binary.
3. Recognizing vectors of the Hilbert basis
In this section, we investigate the complexity of recognizing elements of the Hilbert
basis. This problem was already considered by Sebo˝ [12] and by Henk and Weismantel
[4]. Both mention the following results, for which we give a new simpler proof.
Theorem 1. MINIMAL SOLUTION(1) in binary is coNP-complete.
Proof. Membership in coNP is clear. We guess a vector s′ pointwise smaller than the
given vector s and verify that it is not a solution of S.
For coNP-hardness, we construct a polynomial reduction from the complement of
PARTITION. Recall that PARTITION remains NP-complete even if the elements in A are
ordered as a1¿a2¿ · · ·¿a2n and A′ is required to contain exactly one of each pair
of consecutive elements a2i−1, a2i, for each i= 1; : : : ; n. The PARTITION problem with
the additional special condition is expressed in arithmetic form by the
equation
x1a1 + (1 − x1)a2 + · · · + xna2n−1 + (1 − xn)a2n
= (1 − x1)a1 + x1a2 + · · · + (1 − xn)a2n−1 + xna2n:
Consider the case when each variable xi is instantiated by the values {0; 1}. Setting
xi = 1 has the eQect to put a2i−1 into A′ and a2i into A− A′.
Note that each variable xi has four occurrences. The two on the left-hand side in the
expression xia2i−1 + (1 − xi)a2i and the two on the right-hand side in the expression
(1− xi)a2i−1 + xia2i. After regrouping variables and factoring the previous expressions,
we obtain the summand
2xi(a2i−1 − a2i) − (a2i−1 − a2i)
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for each i. Summing up these expressions for i= 1; : : : ; n and multiplying the right-hand
side by a new variable y gives the equation E:
2
n∑
i=1
xi(a2i−1 − a2i) = y
n∑
i=1
(a2i−1 − a2i):
This equation has always the solution y= 2 and xi = 1 for each i. We claim that
s= {y= 2; xi = 1 | i= 1; : : : ; n} is minimal for E if and only if the corresponding in-
stance of PARTITION has no nontrivial solution. Indeed, if PARTITION has a nontrivial
solution, then there are two possibilities for each i. Either a2i−1 ∈A′ and a2i ∈A− A′,
then we set xi = 1. Otherwise, a2i−1 ∈A − A′ and a2i ∈A′, then we set xi = 0. This
assignment to the variables xi, together with setting y= 1, constitutes a solution s′ of
the equation E that is smaller than s. Conversely, each nontrivial solution s′, smaller
than s, must have y= 1 and xi ∈{0; 1}. The assignment of the values {0; 1} to the
variables xi indicates the distribution of the values between A′ and A − A′. If xi = 1
then a2i−1 ∈A′ and a2i ∈A − A′. Otherwise, if xi = 0 then a2i−1 ∈A − A′ and a2i ∈A′
for each i= 1; : : : ; n.
A natural question is to ask what happens when the previous problem is written
in unary notation. If the problem remained coNP-complete also in the unary notation,
this would mean that we used a problem not strong enough to prove the lower bound.
On the other hand, the considered problem can be really pseudopolynomial. We can
enlarge this question to any 4xed number of equations, asking whether the decision
problem MINIMAL SOLUTION(k) given in unary can be solved in polynomial time for any
4xed k.
Theorem 2. MINIMAL SOLUTION(k) in unary notation can be solved in polynomial time
for any =xed k.
Proof. Let S: Ax= 0 be the considered system and s the nonnegative integral vector.
We check 4rst in polynomial time whether s is a solution of the system S. Afterwards,
we move the monomials with negative coeOcients in S to the other side, forming an
equivalent system S ′: A′x=A′′x, where A′ and A′′ are integral matrices with nonneg-
ative coeOcients. Instantiate the variables x in S ′ by the solution s and compute the
vector of values b= (b1; : : : ; bk) =A′s=A′′s. Let c= (c1; : : : ; ck) be a vector of nonneg-
ative integers, diQerent from the all-zero vector (0; : : : ; 0) and pointwise smaller than
the vector b. The solution s is not minimal for S if and only if there exists a vector c,
smaller than b, such that the system of equations {A′x= c}∪ {A′′x= c} has a solution
satisfying the relation 06xi6si for each i= 1; : : : ; n. Let s∗ = max{s1; : : : ; sn} be the
maximum coeOcient in the vector s. There are (b1 + 1) · · · (bk + 1) − 1 =O((nas∗)k)
possibilities to choose the vector c, where a is the maximum absolute value of the
coeOcients of the matrix A. Since (nas∗)k is polynomial in the size of the input, we
have at most a polynomial number of systems to solve. A nonnegative solution of
the system {A′x= c} ∪ {A′′x= c} subject to the constraints 06xi6si, can be found in
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polynomial time, following the result of Papadimitriou [9]. Hence, the whole problem
can be solved in polynomial time for a 4xed k.
The situation changes radically if there is no bound on the number of equations in
the system S: Ax= 0 with the coeOcients of A written in unary. The following theorem
shows that we cross the tractability boundary in this case.
Theorem 3. MINIMAL SOLUTION is coNP-complete in the strong sense.
Proof. Membership in coNP is proved the same way as in Theorem 1. Guess a vector
s′ pointwise smaller than the given vector s and verify that it is not a solution of S.
For the lower bound, we exhibit a reduction from the complement of 3-PARTITION,
a strongly coNP-complete problem. We will form a homogeneous linear Diophantine
system S composed of four parts S1, S2, S3, and S4. The 4rst part S1 is
a1x11 + a2x
1
2 + · · · + a3mx13m = By;
...
a1xm1 + a2x
m
2 + · · · + a3mxm3m = By:
The jth line of this system corresponds to one set Aj, where setting x
j
i = 1 corresponds
to ai ∈Aj. The second part S2 is
x11 + x
1
2 + · · · + x13m = 3y;
...
xm1 + x
m
2 + · · · + xm3m = 3y:
This part assures that each Ai contains three elements when y= 1. We will force the
assignment y= 1 later. The third part S3 is
x11 + x
2
1 + · · · + xm1 = y;
...
x13m + x
2
3m + · · · + xm3m = y:
The ith line of this part forces the element ai to be in only one set Aj.
The idea is now to add suOciently many variables and homogeneous equations in
the fourth part to force y to have only the solutions 0, 1, m− 1, m, or greater than m.
Naturally, the solution of the whole system for y= 1 must be pointwise smaller than
the solution for y=m. The fourth part S4 consists only of the single equation
z1 + (m− 1)z2 = y:
Hence, we get the solutions of S for y= 0; 1; m− 1; m, and maybe greater, but we do
not need to consider those with y¿m.
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The solution with y= 0 is the trivial all-zero solution of S. The solution with y=m,
z1 = 1, z2 = 1, and x
j
i = 1 for each i and j is always a solution of S. We claim that
the instance of 3-PARTITION has a solution if and only if there exists a solution with
y= 1, z1 = 1, and z2 = 0, and x
j
i ∈{0; 1}. In this case, x ji = 1 indicates that the element
aj is in the set Ai, and x
j
i = 0 otherwise. However, the two solutions, one for y= 1,
the other for y=m, indicate that there must be always a third solution for y=m− 1
that is complementary to the solution for y= 1. The solution with y=m − 1 has the
values z1 = 0, z2 = 1, and x
j
i ∈{0; 1}. In this case, x ji = 0 indicates that the element aj
is in the set Ai, and x
j
i = 1 otherwise.
Set S = S1 ∪ S2 ∪ S3 ∪ S4 and take for vector s the solution
s = {y = m; z1 = 1; z2 = 1; xji = 1 | i = 1; : : : ; 3m; j = 1; : : : ; m}:
There exists a pointwise smaller nontrivial solution of the system S than the solution s if
and only if the corresponding instance of the 3-PARTITION has a solution. In other words,
the vector s is a minimal solution of the system S if and only if the corresponding
instance of 3-PARTITION has no solution. This proves that testing for minimality of a
solution of a homogeneous linear Diophantine system is coNP-complete in the strong
sense.
Remark 4. The complexity of the considered problems MINIMAL SOLUTION(1) in binary,
MINIMAL SOLUTION(k) in unary for 4xed k, and MINIMAL SOLUTION remains the same even
if the given vector s is known to be a solution of the system S.
4. Checking the Hilbert basis
The results of the previous section naturally extend to problems where we check
whether a set of vectors C is a subset of the Hilbert basis H (S) of a given system S. In
this section, we investigate the question whether the set of vectors C equals the Hilbert
basis H (S) for both cases when the system S is known as well as when S is unknown.
The complexity of the 4rst problem was left open by Henk and Weismantel [4].
Proposition 5. HILBERT BASIS CHECKING belongs to coNP.
Proof. Let S: Ax= 0 be the homogeneous linear Diophantine system over nonnegative
integers and C the set of vectors. First, we check in polynomial time whether each
vector in C is a solution of S. If s= (s1; : : : ; sn) is a minimal solution of S, then each
coordinate si satis4es the inequality si¡n(ka)2k+1, where a is the maximum absolute
value of the coeOcients in A. This result was proved independently by several authors,
among them Papadimitriou [9] and Lambert [8]. Now, membership in coNP is easy
to show. Guess a vector s= (s1; : : : ; sn) within the bounds si¡n(ka)2k+1 for each i and
not greater or equal to any vector c∈C, and verify that s is not a solution of S.
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The problem HILBERT BASIS RECOGNITION was studied by Edmonds and Giles [1], where
they showed that the problem is in coNP. We will show that this problem is polyno-
mially equivalent to HILBERT BASIS CHECKING.
Let us introduce the concept of the canonical form of an integral matrix, to be able
to compare homogeneous linear Diophantine systems over nonnegative integers. Each
integral matrix A can be seen as a set of integral vectors represented by the rows ai.
Denition 6. The canonical form A⊥ of an integral matrix A is the smallest k × n
integral matrix, with respect to the number of rows k, such that the sets of nonnegative
integral solutions {x∈Z+0 |Ax= 0} and {x∈Z+0 |A⊥x= 0} are equal, and each row ai
of A⊥ has the following properties:
(1) aji = 0 for j= 1; : : : ; i − 1, i.e., the coeOcients below the main diagonal are equal
to 0;
(2) aii¿0, i.e., the main diagonal coeOcients are positive;
(3) aji = 0 for j= i + 1; : : : ; k, i.e., the coeOcients above the main diagonal are equal
to 0;
(4) gcd(a1i ; : : : ; a
n
i ) = 1, i.e., the greatest common divisor of the coeOcients of ai is
equal to 1;
(5) either there exists a negative coeOcient aji ¡0 or all coeOcients a
j
i are equal to
0, for some j∈{k + 1; : : : ; n}.
Hence, the canonical matrix A⊥ has the form (UkA⊥n−k), where Uk is a positive inte-
gral k × k matrix, such that uii¿0 for i= 1; : : : ; k and uji = 0 for i = j. More precisely,
the matrix A⊥ has the following form:
A⊥ =


+ 0 0 0 · · · 0 ∗ ∗ ∗ · · · ∗
0 + 0 0 · · · 0 ∗ ∗ ∗ · · · ∗
...
. . .
. . .
. . . · · · 0 ... ... ... ∗
...
. . .
. . .
. . . 0
...
...
... ∗
...
. . .
. . . 0
...
...
... ∗
0 · · · · · · · · · 0 + ∗ ∗ ∗ · · · ∗


;
where + corresponds to a positive coeOcient and ∗ means an arbitrary coeOcient. The
canonical form A⊥ resembles to the Smith normal form of an integral matrix A. It can
be constructed by the following algorithm.
Algorithm A
Input: Integral matrix A.
Output: Canonical form A⊥ of A.
Method: Perform the following rules, with the precedence
Combine  Zero  Negative  Gcd  Row  Column
 Below  Above  Separate
on a given integral matrix A, while one of the conditions is satis4ed.
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Combine: If there exists a row ai in A that can be written as a linear combination
with rational coeOcients of the other rows in A, then remove the row ai from A.
Zero: Remove each all-zero row ai = (0; : : : ; 0) from A.
Negative: If there exists a row ai in A and a positive integer m, such that a1i = · · · =
am−1i = 0 and a
m
i ¡0, then replace the row ai in A by the new row a
′
i =−ai. This
means that we multiply the row ai by the coeOcient −1.
Gcd: If there exists a row ai in A, such that gcd(a1i ; : : : ; a
n
i )¿1, then replace the row
ai in A by the new row bi, where we set b
j
i = a
j
i =gcd(a
1
i ; : : : ; a
n
i ). This rule forces
the greatest common divisor of a row to be equal to 1.
Row: If there exists two rows ai and aj in A, where i¡j, and two positive integers
mi, mj, such that mi¿mj, a
mi
i = 0, amjj = 0, ali = 0 for all l= 1; : : : ; mi−1, and apj = 0
for all p= 1; : : : ; mj − 1, then permute the rows ai and aj in A.
Column: If there exists a row ai where a
j
i = 0 for each j= 1; : : : ; i, then permute the
column ai with another column am, such that ami = 0 and m¿i.
Below: If there exist two rows ai and aj in A, where i¡j, and a positive integer m,
such that ami = 0, amj = 0, and ali = 0 for all l= 1; : : : ; m− 1, then replace the row aj
in A by the new row a′j = a
m
i aj − amj ai. This rule forces the coeOcients below the
main diagonal of A to be equal to 0.
Above: If there exists two rows ai and aj in A, where i¡j, and a positive integer m,
such that ami = 0, amj = 0, and alj = 0 for all l= 1; : : : ; m− 1, then replace the row ai
in A by the new row a′i = a
m
j ai − ami aj. This rule forces the coeOcients above the
main diagonal of A to be equal to 0.
Separate: If there exists a row ai with the coeOcients a
j
i¿0 for each j= 1; : : : ; n, then
add for each positive coeOcient aji ¿0 the row 
j = ( j1 ; : : : ; 
j
n ) to A, where 
j
i = 1
if i= j and  ji = 0 otherwise. This transformation corresponds to the idea that a row
ai with nonnegative coeOcients forces the variables xj in the system Ax= 0 to be
assigned the value xj = 0 if the coeOcient a
j
i is positive, since we consider systems
over nonnegative integers.
End of algorithm
Algorithm A deletes redundancies in an integral matrix. It is clear that the systems
S: Ax= 0 and S ′: A′x= 0 over nonnegative integers have the same set of solutions
if A′ can be constructed from A by a successive application of the rules from the
algorithm A. Unrestricted application of the rules from Algorithm A may result in
exponentially big intermediate coeOcients of the constructed matrix, even if the re-
sulting canonical form A⊥ is polynomial. To avoid this problem, we must apply the
rules Above, Below, and Row, Column in the same way as it was proposed by Kannan
and Bachem [7]. This method consist of computing the normal form A⊥i of the 4rst i
rows and columns before treating the (i+1)th row and column of the matrix A. Under
these circumstances, the Algorithm A runs in polynomial time and the intermediate
coeOcients are of polynomial size.
Lemma 7. The algorithm A always terminates and computes in polynomial time for
each integral matrix A the unique canonical matrix A⊥.
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Proof. This proof is similar to the termination proof within polynomial bounds for the
coeOcients for computing of the Smith normal form of an integral matrix, presented
by Kannan and Bachem [7].
Suppose that the matrix A contains only a single row. Then it is easy to transform
this matrix to the canonical form A⊥. We apply the rules Zero, Negative, Gcd, and
Column. The rules Row, Below, and Above do not need to be applied. Afterwards, if
all coeOcients of the produced row are positive, we apply the Separate rule, followed
by the rules Row and Column to obtain the required canonical form. Hence, we can
compute the canonical form of a matrix formed by a single row in polynomial time.
To prove that the algorithm A is polynomial, we need to show that when we add
a new row to a canonical matrix, we can compute the canonical form of the enlarged
matrix in polynomial time. This coincides with the basic idea of the algorithm to
compute the canonical form of the 4rst i rows before considering the (i + 1)th row.
Let A′ be a matrix with i rows in canonical form. For adding the (i+1)th row, we will
proceed the same way as it was proposed by Kannan and Bachem [7]. We can ignore
the application of certain rules, like Gcd, since they do not introduce a possibility of
exponential explosion, and focus more on the crucial rules, namely Below and Above.
The enlarged matrix A′′ to be transformed to the canonical form has the following
form:
+ 0 0 0 · · · 0 ∗ ∗ ∗ · · · ∗
0 + 0 0 · · · 0 ∗ ∗ ∗ · · · ∗
...
. . .
. . .
. . . · · · 0 ... ... ... ∗
...
. . .
. . .
. . . 0
...
...
... ∗
...
. . .
. . . 0
...
...
... ∗
0 · · · · · · · · · 0 + ∗ ∗ ∗ · · · ∗
∗ ∗ ∗ ∗ · · · ∗ ∗ ∗ ∗ · · · ∗
:
After the application of the Below rule to the 4rst i rows of the matrix with the row
(i + 1), we obtain the following matrix:
+ 0 0 0 · · · 0 ∗ ∗ ∗ · · · ∗
0 + 0 0 · · · 0 ∗ ∗ ∗ · · · ∗
...
. . .
. . .
. . . · · · 0 ... ... ... ∗
...
. . .
. . .
. . . 0
...
...
... ∗
...
. . .
. . . 0
...
...
... ∗
0 · · · · · · · · · 0 + ∗ ∗ ∗ · · · ∗
0 0 0 0 · · · 0 ∗ ∗ ∗ · · · ∗
:
This transformation can be done in polynomial time. Afterwards, we apply the Above
rule to get in the (i+ 1)th column all coeOcients equal to zero except in the last row.
If the coeOcient ai+1i+1 is equal to zero, we apply the Column rule before the application
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of Above. If however there is no nonzero coeOcient among ai+1i+1; : : : ; a
n
i+1, then the last
row contains only zeros and can be therefore discarded by the Zero rule.
Now, the application of the Above rule between the rows ai+1 and aj for each
j= 1; : : : ; i, we get a matrix in the following form:
+ 0 0 0 · · · 0 0 ∗ ∗ · · · ∗
0 + 0 0 · · · 0 0 ∗ ∗ · · · ∗
...
. . .
. . .
. . . · · · 0 0 ... ... ∗
...
. . .
. . .
. . . 0 0
...
... ∗
...
. . .
. . . 0 0
...
... ∗
0 · · · · · · · · · 0 + 0 ∗ ∗ · · · ∗
0 0 0 0 · · · 0 ∗ ∗ ∗ · · · ∗
:
This matrix can be easily transformed in the required canonical form by an application
of the rules Column and Negative, if necessary.
The Row rule must be used when we apply the Separate rule on a row that contains
only nonnegative coeOcients. The number of added rows by a successive application of
the Separate rule is necessarily polynomial, since each application of this rule adds at
most n new rows, whereas it cannot be applied more than k times on a k × n matrix A.
The intermediate coeOcients are never exponentially bigger than the maximum ab-
solute value of the coeOcients in A, since we follow exactly the approach of Kannan
and Bachem [7], and therefore their proof is applicable on our case. The uniqueness
of the canonical form A⊥ follows from the uniqueness of the Smith normal form and
the fact that the Separate rule decomposes a row in a deterministic way.
Denition 8. Two integral matrices A and B are equivalent, if their canonical forms
A⊥ and B⊥ are equal. In the same spirit, two systems S: Ax= 0 and S ′: Bx= 0 are
equivalent if their matrices A and B are equivalent and they have a nontrivial solution,
i.e., their Hilbert bases are nonempty.
The following proposition shows that there is a one-to-one correspondence between
equivalent systems and nonempty Hilbert bases.
Proposition 9. Let S: Ax= 0 and S ′: Bx= 0 be two homogeneous linear Diophantine
systems over nonnegative integers with nonempty Hilbert bases. The systems S and
S ′ are equivalent if and only if they have the same Hilbert basis; i.e.; H (S) =H (S ′).
Proof. The only-if direction is clear. Two equivalent systems S and S ′ have the same
set of solutions and, consecutively, also the same Hilbert basis.
For the if direction, assume that the systems S and S ′ are not equivalent, but both
have the same nonempty Hilbert basis
H (S) = H (S ′) = {h1; : : : ; hq}:
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Hence, the canonical matrices A⊥ and B⊥ are not equal. Therefore, there must be a
row b in B that cannot be written as a linear combination of the rows from A⊥. Let
a1; : : : ; am be the rows of the canonical matrix A⊥. Note that the integral vectors ai
are linearly independent. From the Fundamental Theorem of Linear Inequalities (see
Schrijver [11, pp. 85–86]) follows, that there exists an integral vector != (!1; : : : ; !n)
that satis4es the system A⊥x= 0, such that b!¡0 holds. We will show that the vector
! can be assumed to have only nonnegative coeOcients.
Suppose that there exists a negative coeOcient !i¡0 in !. Then we can construct a
new vector
!′ = ! + "1h1 + · · · + "qhq
by adding to ! a linear combination of the Hilbert basis vectors H (S) = {h1; : : : ; hq}
with nonnegative integer coeOcients "j ∈Z+0 for each j= 1; : : : ; q, such that we get
a positive coeOcient !′i¿0. Recall that the Hilbert basis contains only nonnegative
integral vectors. Indeed, each coeOcient !′i in !
′ can be made positive, since the con-
dition !′i = !i¡0 implies that each nonnegative linear combination of the Hilbert basis
is equal to 0 in the ith coordinate. This can happen if and only if hij = 0 holds for each
vector hj in the Hilbert basis H (S).
The condition hij = 0 for each j implies that the system A
⊥x= 0 contains the row
xi = 0. Without loss of generality, we assume that h11 = · · · = h1q = 0, i.e., that the 4rst
coeOcient of the vectors hi from the Hilbert basis H (S) is equal to 0, otherwise we
permute the coordinates. The 4rst row of the matrix A⊥ is equal to
a1 = (a11; 0; : : : ; 0; a
k+1
1 ; : : : ; a
n
1):
Since the 4rst coordinate of the vectors hi is equal to 0, the vector
a′ = (0; : : : ; 0; ak+11 ; : : : ; a
n
1)
has the property that a′hi = 0 for each hi ∈H (S). From the Fundamental Theorem of
Linear Inequalities follows that a′ is a nonnegative linear combination of the linearly
independent rows a1; : : : ; ak of the matrix A⊥. Indeed, the set of vectors {a1; : : : ; ak ; a′}
cannot be linearly independent, since each vector #, that satis4es the system A⊥x= 0,
can be produced as a linear combination of the vectors H (S), and this implies #a′ = 0.
The rows a2; : : : ; ak cannot participate in the nonnegative linear combination to produce
the vector a′, since the coeOcients aii = 0 at the main diagonal of A⊥ are diQerent
from 0 for each i= 2; : : : ; k. Hence, there exists a positive coeOcient ", such that
"a1 = a′. This is true either if "a11 = 0 or if a
′ is the all-zero vector (0; : : : ; 0). The 4rst
case is impossible since a11 = 0. The second case implies
ak+11 = · · · = an1 = 0:
Therefore, the 4rst row of A⊥ is equal to a1 = (a11; 0; : : : ; 0). The coeOcient a
1
1 must
be equal to 1, since the greatest common divisor of the coeOcients of the row a1 is
equal to 1. This implies that the 4rst row of the system A⊥x= 0 is equal to x1 = 0.
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Since the vector ! satis4es the system A⊥x= 0, the coordinate !i must be equal to 0,
but this contradicts the initial condition !i¡0. The inequation b!′¡0 is satis4ed by
the constructed vector !′, too, since the equality "jbhj = 0 for each j= 1; : : : ; q follows
from the fact that {h1; : : : ; hq} is also the Hilbert basis of the system S ′.
Hence, there exists a nonnegative integral vector ! that is a solution of the sys-
tem S: Ax= 0 and therefore also of the system A⊥x= 0, such that b!¡0 holds. The
vector ! can be written as a linear combination with nonnegative integer coeOcients
of the Hilbert basis H (S). The vector ! is not a solution of the system S ′: Bx= 0,
following the relation b!¡0, therefore it cannot be written as a linear combination
with nonnegative integer coeOcients of the Hilbert basis H (S ′). Hence, the Hilbert
bases H (S) and H (S ′) must be diQerent. This produces a contradiction with the initial
hypothesis.
Given a set of nonnegative vectors C = {c1; : : : ; cm}, we need to reconstruct a
homogeneous linear Diophantine system S ′: Bx= 0 over nonnegative integers, such
that each vector ci ∈C is a solution of S ′. The system S ′ is constructed in the follow-
ing way.
Let d be the dimension of the vectors C = {c1; : : : ; cm}. Start with S ′ = ∅. First of all,
we must look for the coordinates that are equal to zero for each vector ci ∈C; i= 1;
: : : ; m. For each coordinate j∈{1; : : : ; d}, such that c ji = 0 for all vectors ci ∈C, put
the equation xj = 0 into S ′. This creates the rows with one coeOcient equal to 1 and
the other equal to zero in the matrix B. Now, form the equation
E(x; y): x1y1 + · · · + xdyd = 0:
Substitute into E(x; y) consecutively the vectors ci = (c1i ; : : : ; c
d
i ) from C for the variable
vector x= (x1; : : : ; xd), forming the equations
E(c1; y); E(c2; y); : : : ; E(cm; y):
This creates a new homogeneous linear Diophantine system S ′′: Dy= 0 over integers.
Solve the system S ′′: Dy= 0 by known methods from linear algebra, e.g., by computing
the Smith normal form of the matrix D. If the system S ′′ has no solution then there
is no system S ′ with solutions including the set of vectors C. Let
Y (p1; : : : ; pq) = {yi = li(p1; : : : ; pq) | i = 1; : : : ; d}
be the parametric solution of the system S ′′ with parameters p= (p1; : : : ; pq), where li
are linear Diophantine expressions over p. We substitute consecutively the orthonormal
basis {(1; 0; : : : ; 0); (0; 1; 0; : : : ; 0); : : : ; (0; : : : ; 0; 1)} for p into the parametric solution
Y (p1; : : : ; pq), producing the particular solutions
Y1 = Y (1; 0; : : : ; 0); Y2 = Y (0; 1; 0; : : : ; 0); : : : ; Yq = Y (0; : : : ; 0; 1)
of the system S ′′. Clearly, each solution of S ′′ can be written as a linear combination
with integer coeOcients of the solution Y1; : : : ; Yq. Now, we substitute consecutively
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the solutions Y1; : : : ; Yq into the equation E(x; y) for the variables y. We add the equa-
tion E(x; Yj) to the constructed system S ′, for each j= 1; : : : ; q. This terminates the
construction of the system S ′. The system S ′ can be constructed in polynomial time,
because we can 4nd the parametric solution Y (p) of the homogeneous linear Diophan-
tine system S ′′ over integers in polynomial time. This is based on the fact that the
Smith normal form of an integer matrix can be computed in polynomial time.
Example 10. Let
{100100; 010010; 001010; 100020; 020100; 011100; 002100}
be the set of vectors C for which we want to reconstruct a homogeneous linear
Diophantine system S ′: Bx= 0 over nonnegative integers. The sixth coordinate of the
vectors C is always equal to 0, therefore we set x6 = 0. Form the equation
E(x; y): x1y1 + x2y2 + x3y3 + x4y4 + x5y5 + x6y6 = 0:
Substitute consecutively the vectors C for the variable x into E(x; y), forming the
equations E(c1; y); : : : ; E(c7; y). This results in the homogeneous linear Diophantine
system S ′′
y1 + y4 = 0; y2 + y5 = 0;
y3 + y5 = 0; y1 + 2y5 = 0;
2y2 + y4 = 0; y2 + y3 + y4 = 0;
2y3 + y4 = 0
over integers. A parametric solution of the system S ′ is the set
Y (p) = {y1 = 2p; y2 = p; y3 = p; y4 = −2p; y5 = −p}:
Instantiating p= 1 and adding the set of equations Y (1) to the reconstructed system
results in the following 4nal system
S ′ = {2x1 + x2 + x3 − 2x4 − x5 = 0; x6 = 0}:
It can be easily seen that each solution of the system S ′ is a linear combination with
positive integer coeOcients of the vectors C. This is not surprising, since the set C is
the Hilbert basis of the reconstructed system S ′.
Suppose now that C is the Hilbert basis of an unknown system. Following the
Farkas–Minkowski–Weyl theorem (see Corollaries 7:1a and 7:1b in [11]), the polyhe-
dron P = {x∈Z+0 |Bx60} associated with the reconstructed system S ′ is equal to the
set of nonnegative integral vectors
cone(G) = {"1g1 + · · · + "tgt ∈ (Z+0 )d | gi ∈G; "j ∈Q+0 }
formed as linear combinations of nonnegative integer vectors G = {g1; : : : ; gt} with
nonnegative rational coeOcients "j, called also the smallest convex cone generated
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by nonnegative integer vectors G. Since each vector from C is a solution of the
reconstructed system S ′: Bx= 0, the set C must be a subset of the polyhedron P.
Since P = cone(G), each vector ci ∈C can be written as a linear combination with
nonnegative rational coeOcients of the vectors G. The cone cone(G) can be seen also
as a linear combination with rational coeOcients of the vectors C, i.e.,
cone(G) = {)1c1 + · · · + )mcm | ci ∈ C; )j ∈ Q}:
Following Theorem 16:4 in [11, p. 233], each polyhedral cone is generated by an
integral Hilbert basis. Therefore, there exists integral vectors u1; : : : ; ut ; v1; : : : ; vs, such
that
cone(G) = {"1u1 + · · · + "tut + )1v1 + · · · + )svs | "i ∈ Z+0 ; "1 + · · · + "t = 1}:
If we know that the set of vectors C is a Hilbert basis of an unknown homogeneous
linear Diophantine system over nonnegative integers, then it must also generate the
cone cone(G) and henceforth the polyhedron P. Otherwise, it could not be the Hilbert
basis of a system. Therefore, the set of vectors {u1; : : : ; ut ; v1; : : : ; vs} must be the Hilbert
basis. The cone can be written then as the set
cone(G) = {+1c1 + · · · + +mcm | ci ∈ C; vj ∈ Z+0 }:
Therefore, we have that t =m and G =C, since the Hilbert basis is unique. Therefore,
C must be also the Hilbert basis of the reconstructed system
S ′: Bx = 0:
Combining it with Proposition 9, we obtain the following result.
Proposition 11. Let S be a homogeneous linear Diophantine system over nonnegative
integers. Let C be the Hilbert basis of an unknown homogeneous linear Diophantine
system over Z+0 . The set C is the Hilbert basis of the system S if and only if the
system S ′ reconstructed from C is equivalent to S.
We are able now to prove the polynomial equivalence of the problems of HILBERT
BASIS CHECKING and HILBERT BASIS RECOGNITION.
Theorem 12. The problems HILBERT BASIS CHECKING and HILBERT BASIS RECOGNITION are
polynomially equivalent.
Proof. To show that the two problems are polynomially equivalent, we present two
polynomial-time reductions: one from HILBERT BASIS CHECKING to HILBERT BASIS RECOGNI-
TION, the other from HILBERT BASIS RECOGNITION to HILBERT BASIS CHECKING.
The reduction from HILBERT BASIS CHECKING to HILBERT BASIS RECOGNITION consists just
of forgetting the system S. We must prove that the set of solutions C is the Hilbert
basis of the system S if and only if C is the Hilbert basis of some unknown system.
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From Proposition 9 follows that the set C is the Hilbert basis of the system S if and
only if the set C is the Hilbert basis of an unknown system equivalent to S. If the set
of vectors C is the Hilbert basis of an unknown system, we reconstruct a homogeneous
linear Diophantine system S ′ over integers, such that all vectors ci from C are solutions
of S ′. Following Proposition 11, the set of vectors C is the Hilbert basis of the system
S ′ if and only if the systems S and S ′ are equivalent.
For the other reduction, if the set C is the Hilbert basis of an unknown system, we
can reconstruct a system S ′ for C in polynomial time. Following Proposition 11, the
set C is the Hilbert basis of the known system S in the problem HILBERT BASIS CHECKING
if and only if the system S is equivalent to the reconstructed system S ′.
5. Concluding remarks
We showed that the problem, given a homogeneous linear Diophantine system S over
nonnegative integers, asking whether a given solution s belongs to the Hilbert basis of
S, is coNP-complete in the strong sense, but it has a pseudopolynomial algorithm if the
number of equations in the system S is 4xed. This sharpens previous complexity results
on recognizing Hilbert basis vectors by Sebo˝ [12] and by Henk and Weismantel [4].
Moreover, the coNP-completeness in the strong sense of MINIMAL SOLUTION indicates
that the problem of counting the cardinality of the Hilbert basis, considered in [5], is
very unlikely to be in #P, unless P = coNP or unless there exists another witness set
than the set of minimal solutions of the linear Diophantine system that would allow
us to check the witnesses of the Hilbert basis in polynomial time.
We also showed that the problem, given a homogeneous linear Diophantine system
S and a set of vectors C, asking whether C is the Hilbert basis of S, is polynomially
equivalent to the version of this problem, where the system S is unknown. The for-
mer was stated as an open problem by Henk and Weismantel [4], whereas the latter
was stated as an open problem by Edmonds and Giles [1]. Our result shows that the
presence or absence of a homogeneous linear Diophantine system is not signi4cant for
recognizing a Hilbert basis.
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