In this paper we present some regularity results for solutions to the system −Δu = σ (u)|∇ϕ| 2 , div(σ (u)∇ϕ) = 0 in the case where σ (u) is allowed to oscillate between 0 and a positive number as u → ∞. In particular, we show that u is locally bounded if σ (u) is bounded below by a suitable exponential function.
Introduction
Let Ω be a bounded domain in R N with Lipschitz boundary ∂Ω. In this paper we consider the boundary value problem This problem is often called the thermistor problem and it arises in the study of electrical heating of a conductor where electrical properties are temperature-dependent (see [1, 9] ). In this situation u is the temperature of the conduc- tor, and ϕ the electrical potential. The first equation describes the steady diffusion of heat in the presence of the Joule heating, while the second equation represents the conservation of electrical charges. The boundary conditions describe how the conductor is connected electrically and thermally to its surroundings. The function σ (u) is the electrical conductivity, while the thermal conductivity is assumed to be 1. The precise form of σ (u) is determined by the particular physical application one has in mind. See, e.g., [7, 10] for various forms suggested for σ in industrial applications.
We are interested in the regularity properties of solutions to this problem under the assumptions (H1) σ (u) is continuous, positive and bounded above.
It is easy to see that u satisfies the minimum principle. Hence we have
Without loss of generality, we assume m 0 0. Thus u is non-negative. There are several known results in this direction. First, observe that the function
satisfies the equation
we can conclude from the maximum principle that u is bounded. If (1.10) does not hold, then complication arises and additional assumptions seem to be needed in order to show
In [2, 12] , it is assumed that there exist three positive numbers L, m, M with m M such that
In fact, the crux of the proof in [12] can be described as follows. Set
where
(1.14)
Hence a(v) = σ (u). Then v can be decomposed into 15) where W is the solution of the boundary value problem
while ψ solves the problem
We can write (1.16) in the following form
It is elementary to show that if (1.12) holds then for each L > 0 there exist 0 < m M such that
We can easily verify that a satisfies ( 
On the other hand, we shall see that if
for each p > 1. Then (1.11) follows from a result in [13] . Therefore, the case where poses a challenge that has not been addressed adequately in previous works. The only result in this direction is contained in [11] where (1.21) is assumed for α sufficiently small.
In this paper we obtain several results under assumptions (H1) and (H2). A result of [4] asserts that (1.11) holds provided that
(1.25)
It is easy to see u ∈ A 1 . We are tempted to show σ (u) ∈ A 2 . Unfortunately, conditions (1.23) and (1.24) have prevented us from doing so. However, we do manage to show e αu ∈ A 2 for some α > 0. This and other related results will be presented in Section 3. In Section 2, we collect some existence results.
To summarize our results, we see that assumptions (H1) and (H2) do not seem to be sufficient for (1.11) to hold. However, they do imply that u is exponentially integrable. If, in addition, (1.21) holds, we find an easily-computable number such that (1.11) holds as long as α does not exceed this number. This upbound on α can be eliminated if (1.22) is assumed.
Finally, let us make some remarks about the notation. The letter c is used to denote the generic constant. If r > 0, x ∈ R N , and u is locally integrable, then
When the notation we use is standard, no explanation is given.
Preliminaries
In this section we collect some existence results. Since the boundedness of u is not clear under (H1) and (H2), the existence theory for (1.1)-(1.6) is a delicate issue due to (1.24). As in [12] , we employ the notion of a capacity solution in order to incorporate the new phenomenon caused by possible degeneracy of the second equation (1.2) in the system.
Definition.
A capacity solution to (1.1)-(1.6) is a triplet {u, ϕ, g} such that
This definition allows the possibility that ∇ϕ in the sense of distributions is a pure distribution. However, there is a redeeming feature. We can find a measurable function f with the property
If we still call f the gradient of ϕ, we can derive from (ii) that
Theorem 2.1. Let (H1) and (H2) hold. Then there is a capacity solution to (1.1)-(1.6).
We will only give an outline of the proof of this theorem. 
Then there is a weak solution
where w is the unique weak solution of the problem
2) 4) and ϕ is the solution of the problem
It is elementary to show that T is continuous and the range of T is contained in W 1,2 (Ω). By the Schauder fixed point theorem, there is a u in L 2 (Ω) such that
This function u, along with ϕ given by (2.5)-(2.7), forms a solution to (1.1)-(1.6). To see
for some α ∈ (0, 1), we obtain from the classical regularity theory for uniformly elliptic equations that
This, together with an argument in [14] , implies that there exist c > 0, β ∈ (0, 1) such that
for all x ∈ Ω, r > 0. This is enough to show (see, e.g., [14] ) that
for some α ∈ (0, 1). 2
Proof of Theorem 2.1. Let
Consider the approximate problem
It remains to show that there is a subsequence of (u n , ϕ n ) converging to (u, ϕ) in a suitable sense and (u, ϕ) thus obtained satisfies the definition of a capacity solution. The proof can essentially be inferred from the previous works (see [12] ), and so we omit it here. 2
Main results
Let (u, ϕ) be the capacity solution constructed in Theorem 2.1. Since (u, ϕ) is the limit of a sequence of approximate solutions in the space 2 , we may assume
Also notice that ϕ ∞,Ω ϕ 0 ∞,Ω . In all our subsequent calculations we use the letter c to denote a positive number that depends only on N, σ ∞ , ϕ 0 ∞,Ω . We use the same letter c even though the actual value of c may change from one place to another.
Lemma 3.1. Let (H1) and (H2) hold and (u, ϕ) be the capacity solution constructed in Theorem 2.1. Then we have
for all x ∈ Ω, r > 0 with B(x, 2r) ⊂ Ω.
The proof of this lemma is straightforward and therefore omitted.
Theorem 3.2. Let the assumptions of Lemma 3.1 hold. Define
for x ∈ Ω and 0 < r < dist(x, ∂Ω). Then for each β ∈ (1, 2) there exists c > 0 such that
for all x ∈ Ω and 0 < ρ r
Clearly, this theorem says that ξu ∈ BMO for any ξ ∈ C ∞ 0 (Ω) [3] . (We refer the reader to [8] for information on BMO.) It also implies that lim r→0 − B(x,r) (u − u x,r ) 2 dy = 0 whenever lim r→0 − B(x,r) σ (u)(ϕ − ϕ x,r ) 2 dy = 0. Using v as a test function in (3.4) yields for all 0 < ρ r. Keeping these in mind, we estimate (also see (2.13) in [14] ) that 
Thus we have from (3.10) and (3.11) that
for all 0 < ρ r. The rest of the argument follows [5, pp. 86-87] . For each β ∈ (1, 2) we can choose τ ∈ (0, 1) so that
Thus we have
for all 0 < R r. Therefore, for each positive integer k, we estimate, keeping in mind that δ x (r) is a non-decreasing function of r, that
This implies the desired result. 2 
Remark. (3.14) is not surprising because (3.3) already implies an inequality like (3.14) due to the John-Nirenberg inequality [8, p. 144] . The interest of (3.14) lies in the fact that it gives an explicit upbound for α. In general, it may be hopeless to show σ (u) ∈ A 2 due to (1.23) and (1.24). We do have that e αu ∈ A 2 .
Proof. Let x ∈ Ω, 0 < r < 1 2 dist(x, ∂Ω) be given and v be the solution of (3.4)-(3.5). Remember that u 0 a.e. on Ω. It follows that u v a.e. on B(x, r). We see from (3.1) that By a result in [13] , the integrand in the second integral on the left-hand side of (3.23) is non-negative if and only if
This is equivalent to
This clearly holds true due to (3.22 [13] to conclude that w in (1.16) is locally bounded, from whence follows the result. 2
It is interesting to note that (3.34) only yields a partial regularity result for the time dependent thermistor problem [15] .
