We analytically show that the entropy maximization with the escort averaged internal energy yields maximized Tsallis and Rényi entropies to be linearly proportional and equal to the equilibrium Boltzmann-Gibbs entropy, respectively. Since these results do not hold in general, we indicate that the escort averaging procedure is fallible and should be avoided.
I. INTRODUCTION
The Maximum Entropy (MaxEnt) principle [1] relies on the maximization of the entropy measure S with some appropriate constraints. As a result of this procedure, MaxEnt picks the probability distribution yielding the highest entropy S among all the other possible distributions conforming to the pre-chosen constraints.
Although MaxEnt procedure has been originally used for the Shannon entropy, it has also been a common tool for the recently developed generalized entropies such as the Tsallis [2] and Rényi [3] entropies which found numerous applications in various fields of research [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . However, there is no consensus on how the constraints, in particular the internal energy constraint, should be incorporated into the MaxEnt procedure in the case of the generalized entropies [14] [15] [16] [17] [18] . The choice of the proper constraints and the concomitant averaging procedure is not only an academic issue without practical interest, since it is closely related to the third law of thermodynamics [19, 20] , the orthode approach of Boltzmann [21] and the stability considerations necessary for a feasible thermodynamics [22] [23] [24] . We also note that different alternative approaches to MaxEnt have been developed for the generalized entropies [25] [26] [27] .
In the next section, we focus on the escort averaging procedure and show that it yields incorrect results such as the maximized Tsallis and Rényi entropies being linearly proportional and equal to the equilibrium BG entropy, respectively. The concluding remarks are presented in the final section.
II. THE TSALLIS AND RÉNYI ENTROPIES WITH ESCORT AVERAGES
The MaxEnt approach for an arbitrary entropy S({p}) = S({p 1 , . . . , p n }) with the escort averaging procedure relies on the following functional
where p i is the micro-probability, ε i and U denote the micro-energy and the internal energy, respectively. As usual, γ and β are the so-called Lagrange multipliers associated with the normalization and the internal energy constraints. Next, we observe from Eq. (1) that the Lagrange multiplier β is generally given by ∂Λ/∂U where Λ is the functional to be maximized. However, after the maximization procedure is carried out, the functional Λ reduces to the maximum (equilibrium) entropy S thereby yielding
which can also be found as Eq. (25) in Ref. [15] for the Tsallis entropy and Eq. (6) in Ref. [18] for the Rényi entropy when the averaging is through the escort distribution. Then, using
after the maximization due to Eq. (1), the right hand side of Eq. (3) becomes
Using
k from the escort averaged internal energy definition, we obtain
where
In order to proceed further, one should specify the explicit expression of the maximized entropy. To this aim, we choose the Tsallis entropy S q given by
where the q-deformed logarithm ln q (x) [28] is defined as
When the internal energy is escort averaged, the Tsallis entropy yields the following equation (see Eq. (23) in Ref.
[15])
where we have also used
(see Eq. (28) in Ref. [15] for this relation and its proof). Substituting Eq. (8) into Eq. (5), we obtain
which can be rewritten as
so that we obtain
Using the normalization condition n i=1 p i = 1, we finally have
We now proceed to calculate the left hand side of Eq. (3) by adopting the Tsallis entropy in Eq. (6). This reads
where S q is the maximum Tsallis entropy obtained through the escort averaging procedure. Then, using Eqs. (12) and Eq. (13), Eq. (3) finally yields
where we identified the expression S BG = n i=1 p i ln(1/p i ) as the Boltzmann-Gibbs (BG) entropy at equilibrium [29] . Note that Eq. (14) should be valid for all q. However, it is not correct in its full generality as can be seen from Fig.  1a ) where we numerically demonstrate that Eq. (14), obtained through the use of the Tsallis entropy with the escort averaging procedure, does not generally hold. It is worth noting that we considered a randomly chosen three state system, i.e., ε i = i with i = 1, 2, 3 and U = 1.7 in Fig. 1a) where the red (spheres) and blue (stars) curves represent the left and right hand sides of Eq. (14), respectively. The generic expression of the entropy S in Eq. (1) can also be chosen as the Rényi entropy
Since Eq. (5) is valid independent of the entropy one adopts, we can still use it even for the Rényi entropy but now with the following relation (see Eq. (5) in Ref. [18] )
Note that the identity
as well as the normalization n k=1 p k = 1 is still valid for the Rényi entropy [18] . Therefore, Eq. (12) becomes
for the Rényi entropy. We can directly calculate ∂Rq ∂q from Eq. (15) as
Using Eqs. (17) and (18) in Eq. (3) yields
where R q is the maximum Rényi entropy obtained through the escort averaging procedure and S BG is the BoltzmannGibbs entropy at equilibrium [29] . The above equation should hold in general according to the recipe of the escort averaging procedure. However, That Eq. (19) does not generally hold can be numerically observed by inspecting Fig.  1b) . Using the same parameters that we used for the Tsallis entropy, we at once see that the equality R q = S BG does not hold in general from Fig. 1b) .
III. CONCLUSIONS
It has been a common practice to maximize the generalized entropies such as the Tsallis and Rényi measures with the escort averaged internal energy constraint U = n i=1 [30] [31] [32] . In this work, we showed how the escort averaged internal energy yields nonsensical results. The former of these results incorrectly indicates that the maximized Tsallis entropy is linearly proportional to the equilibrium Boltzmann-Gibbs entropy (see Eq. (14)). The latter result, on the other hand, yields the equality of the maximized Rényi entropy and the equilibrium BoltzmannGibbs entropy (see Eq. (19)). The inaccuracy of these results is also numerically demonstrated for a randomly chosen three state system. As a result, we remark that the use of the escort averaging in the MaxEnt procedure, to say the least, is questionable in its consistency and cannot be used without properly addressing these issues for a consistent generalized thermostatistics.
