There is proved the sufficiency of several conditions for the removability of singularities of complex-analytic sets in domains of C n .
1. Introduction. A closed subset Σ of a complex manifold M is called below p-removable if for every respectively closed purely p-dimensional complex analytic subset A ⊂ M \ Σ its closure in M is an analytic set. We omit "complex" in what follows. Thus "analytic set" below means a set A ⊂ M such that for every point a ∈ A there exists a neighborhood U ⊂ M of a such that A ∩ U is the set of common zeros of a family of holomorphic functions in U. Such a set A has in general singular points but the set sng A of them is removable in sense of given definition and in essence we study below the boundary sets Σ the adding of which to A does not spoil the analyticity.
By H m we denote the Hausdorff measure of dimension m ≥ 0 (see e.g. [5] Ch.III). There is well-known sufficient metrical condition (Shiffman theorem): Σ is p-removable if H 2p−1 (Σ) = 0; see [8] or [2] § 4.4. We assume some smooth metric on M being fixed and Hausdorff measures are taken with respect to this metric. The vanishing of H m -measure of a set in M does not depend on the choice of smooth metric.
The condition of Shiffman theorem is non-improvable in the scale of Hausdorff measures and for its weakening one needs in additional assumptions. For p = 1 the following remarkable theorem is obtained by Lee Stout ([10] Theorem 3.8.18):
Let D be an arbitrary domain in C n and A is relatively closed purely onedimensional analytic subset of D \ E where E is a compact inD such that H 2 (E) = 0, H 1 (E, Z) = 0 and the set E ∩ ∂D is either empty or a point. ThenĀ ∩ D is one-dimensional analytic set.
This is the first statement on removable singularities which I know with conditions on the boundaries of tested sets.
Here H 1 denotesČech cohomology and the condition H 1 (E, Z) = 0 is purely topological. By Bruschlinsky theorem it is equivalent to the condition that any continuous function without zeros on E has continuous logarithm (see [1] or [10] p.19). Such sets are called also simply co-connected. There are for instance all totally disconnected compact sets (the connected components are points), simple Jordan arcs, plane compact sets with connected complements e.t.c.
Some conditions onΣ ∩ ∂D are necessary in general for the removability of Σ ⊂ D. If for example D is the unit ball in C n and Σ is its diameter on the axis x 1 = Re z 1 thenΣ ∩ ∂D consists of two points only but for the semi-disk A = D ∩ {Im z 1 > 0, z 2 = ... = z n = 0} the setĀ ∩ D is not analytic. Nevertheless, the condition # (E ∩ ∂D) ≤ 1 in Stout theorem can be weakened in the following way. Theorem 1. Let D be an arbitrary domain in C n and Σ be its bounded relatively closed subset. Assume that H 2 (Σ) = 0 and the one-point compactification Σ ⊔ • is simply co-connected. Then Σ is 1-removable.
One-point compactification of a topological space X is the topological space X ⊔ • with the same topology on X and additional point • which punctured neighborhoods are the complements to compact subsets of the space X. (Here and everywhere below ⊔ means the union of disjoint sets.) IfΣ\Σ is a point (as in Stout theorem) then Σ⊔• =Σ as topological spaces, and in the example with diameter of a ball the set Σ⊔• is homeomorphic to a circle and thus is not simply co-connected. The condition
N is evidently equivalent to the condition that every continuous function without zeros onX and constant onX \ X has onX a continuous logarithm which is also constant onX \ X.
The problems with singularities for analytic sets of dimension p > 1 are in some sense simpler due to Harvey -Lawson theorem (see for instance theorem 20.2 on compact singularities in [2] ), but the proofs need in additional pseudoconvexity type assumptions. The following theorem is valid for arbitrary p ≥ 1.
Theorem 2. Let D be a domain in C n , Σ be its relatively closed bounded subset, Σ b :=Σ∩∂D and p ∈ N, p ≤ n. Assume that
HereX means the polynomially convex hull of a compact set X ⊂ C n that is the set {z : |P (z)| ≤ max X |P | for any polynomial P }.
Remark that the Theorems, Propositions and Corollaries below are extending in obvious way onto domains in Stein manifolds (instead of D ⊂ C n as in the text) in view of the proper imbeddebility of such manifolds into suitable C N . One should only to substitute the polynomials and polynomially (or rationally) convex hulls by global holomorphic (meromorphic) functions and corresponding hulls. If M is a complex submanifold in There are many references in the text on the book of E.L.Stout [10] but the given proofs are complete; the references indicate simply the corresponding statements and arguments in [10] .
Preliminaries.
First of all we endow Σ ⊔ • by the structure of metrical space inducing the same topology as described above. Let Σ be relatively closed and bounded subset of a domain D ⊂ C n . The point • is connected and we have to transform Σ b into a connected set. Define
Let ϕ be a continuous nonnegative function in C n × R t with zero set Σ 0 andρ(x, x ′ ) := inf γ ϕ ds where ds is the euclidean metric in C n ×R and the infimum is taken by all smooth curves γ containing the points x, x ′ . Thenρ is symmetric and satisfies the triangle inequality. It is degenerated on Σ 0 × Σ 0 but the corresponding distance
The following reduction is used in both proofs.
⊳ Let A = ∪A j be the decomposition onto irreducible components and a ∈Ā ∩ Σ. As H 2p (Σ) = 0 there is a complex plane L ∋ a of complex dimension n − p such that the set Σ ∩ L is locally finite. Without loss of generality we can assume that a = 0 and L is the coordinate plane
Let us show that there exists a neighborhood U ∋ a intersecting only finite number of A j . Assume not. Then there is a sequence of points a k → a such that a k ∈ A k and A k = A l for k = l. As the decomposition A = ∪A j is locally finite in D \ Σ we can assume (passing to a subsequence) that there is r
has zero volume and thus there is a point b ′ ∈ z ′ (Σ) with |b ′ | < r ′ . By the construction there are points
Passing to a subsequence we can assume that there is b ∈ D such that b k → b as k → ∞. But then b ∈ D \ Σ and we obtain the contradiction with local finiteness of the decomposition into irreducible components (in a neighborhood of b).
Thus there is a neighborhood U ∋ a in D and a finite number of indexes j 1 , ..., j N such that U ∩ A j = ∅ if j ∈ {j 1 , ..., j N }. By the condition the sets A jν ∩ D are analytic and thusĀ ∩ U = ∪ N ν=1 (A jν ∩ U) is also analytic. As a ∈Ā ∩ Σ is arbitrary the setĀ ∩ D is analytic.
For the proofs of main results we need in the following lemmas in a spirit of argument principle.
Lemma 2. Let E be a compact subset of zero H m -measure in the closure of a domain D ⊂ R N , N > m ∈ N, and K ⊂ E is compact. Then every continuous map f : K → R m \ 0 which is constant on K ∩ ∂D extends to a continuous map of E → R m \ 0 which is constant on E ∩ ∂D.
⊳ (see [10] Lemma 3.8.16). As 0 ∈ f (K) there is constant δ > 0, such that |f | > δ on K. Then there exists a continuous mapf :
which is equal to f on K, to a constant a on E ∩ ∂D, |a| > δ, and smooth on the set {|f | < δ/2}. The image of a set with zero H m -measure by a smooth map to R m also has zero H m -measure, hence there is c ∈ R m , |c| < δ/2 , such that the map f − c does not have zeros on E. Let ϕ : R m → R m be a diffeomorphism such that ϕ(x) = x if |x| > δ and ϕ(c) = 0. Then ϕ •f is a desired extension.
⊳ The notion of Hausdorff measures is well defined for an arbitrary metric space. With the metric on (E ∩ D) ⊔ • defined above we have evidently 
⊳ (See Theorem 3.8.15 in [10] .) Consider first the case when H 2p−1 (E ′ ) = 0. Then H 2p (E) = 0 and there is an affine map f :
Then there exists a homotopy ϕ t :
is compact and so is finite. Hence there exists ε ∈ (0, r) and k ∈ N such that F : A ∩ {|F | < ε} → {|w| < ε} is k-sheeted analytic covering (see [2] ).
Let ρ be a smooth real function in C n equal to |F | when |F | < ε, = 1 on E and 0 ≤ ρ < 1 on A. By Sard theorem for analytic sets (Proposition 14.3.1 in [2]) A t := A ∩ {ρ < t} is analytic set with a border for almost all t ∈ (0, 1). Let t j , j = 0, 1, ..., be increasing sequence of such values with t j → 1 as j → ∞, t 0 < ε and Γ j := A ∩ {ρ = t j }.
because the function |w| 2 is strictly plurisubharmonic. It follows that the map F : Γ j → C p \ 0 is not homotopic to a constant. Then the same is true for the map F/|F | : Γ j → S 2p−1 to the unit sphere in C p . If F/|F | would be homotopic to a constant on E then it would be homotopic to a constant map in a neighborhood of E and so on Γ j for j large enough. But it is not the case by the proving above, hence F/|F | : E → S 2p−1 is not homotopic to a constant. The map F is constant on E ′ and thus it induces the continuous map h :
which is also not homotopic to a constant map (into S 2p−1 ). And it follows that
If A ⊂ E ′ we can argue as follows. By the definition of polynomially convex hull for given a ∈ A\ E ′ there is a polynomial f 1 such that f 1 (a) = 0 and Re f 1 > r > 0 on E ′ . As
The rest is the same as in the case H 2p−1 (E ′ ) = 0 because the ray {Im w 1 = 0, Re w 1 < 0, w j = 0, j = 2, ..., n} does not intersect f (E ′ ).
Lemma 4. Let E be a closed subset of a Riemann surface S such that
Then there is a meromorphic function f on S with only simple zero at a and only simple pole at b. Let γ be a smooth Jordan arc in S with endpoints a, b. Then the multivalued function Log f has a singlevalued holomorphic brunch log f = log |f | + i arg f in U \ γ for some neighborhood U ⊃ γ homeomorphic to a disk.
Let ρ be a smooth function on S with zero-set γ such that 0 ≤ ρ < 1 and ρ(z n ) → 1 for any sequence {z n } ⊂ S without cluster points. Then there is r > 0 such that {ρ ≤ r} ⊂ U. Let λ(t) be a smooth function on R + such that λ(t) = 1 for 0 ≤ t ≤ r/2 and λ(t) = 0 for t ≥ r.
Then f 1 is continuous and zero-free on E ⊔ • . By Bruschlinsky theorem it has continuous logarithm log
Fix a continuous complete distance dist on S and denote by ω the modulus of continuity of
where z 0 is a nearest point to z on E and log(1 + η) in {η ∈ C : Re η > 0} is the continuous brunch of Log η defined by the condition log 1 = 0. (It follows from the definition that log f 1 (z) does not depend on the choice of nearest point in E.) Thus we have defined a continuous logarithm of f 1 in a neighborhood V 1 ⊃ V ∪ E. Now assume that E divides a and b and denote by W the connected component of S \ E containing a. Let ρ 1 be a smooth function on W with zero set {a} such that 0 ≤ ρ 1 < 1 and ρ 1 (z n ) → 1 for any sequence {z n } ⊂ W without cluster points in W . Choose r 1 > 0 such that {ρ 1 ≤ r 1 } ⊂ {ρ < r/2}, then r 2 ∈ (r 1 , 1) such that {ρ 1 ≥ r 2 } ⊂ V 1 and the levels {γ j : ρ 1 = r j } are smooth. The form f
and this contradiction proves that S \ E indeed is connected.
Corollary 2. Let A be irreducible one-dimensional analytic set in C n and Σ is relatively closed subset of A such that Σ⊔• is simply co-connected. Then the complement A \ Σ is connected.
⊳ Let π : S → A be the normalization of A i.e. S is Riemann surface and π is proper holomorphic map one-to-one over reg A and such that # π −1 (a) for any a ∈ A equals to the number of irreducible germs of A at the point a. Then π extends to continuous map of compactifications
are disjoint unions of holomorphic disks V jk ⋐ V and the continuous variation of argument of f on each disk V jk is less than π. Let λ ∈ C ∞ 0 (∪U j ), 0 ≤ λ ≤ 1, λ(a j ) = 1 and (log f ) jk are continuous brunches of logarithm in V jk such that |Im (log f ) jk | < 2π. Then
and the variation of argument of h on each V jk is less than π. It follows that h has continuous logarithm log h on
3. The proof of Theorem 1. We prove more general statement.
Then Σ is 1-removable.
HereX
r means the rationally convex hull of a compact set X ⊂ C n that is the set {z : P (z) ∈ P (X) for any polynomial P }. Equivalent definition: X r is the set of points z ∈ C n such that |r(z)
Let ρ, 0 ≤ ρ < 1, be a smooth function in D equal to 0 on Σ and tending to 1 as z → ∂D \Σ. By Sard theorem almost all levels {ρ = t} are smooth hypersurfaces. The set of singular points of A is discrete, hence almost all levels A ∩ {ρ = t} are smooth one-dimensional manifolds. (They can not be empty because Σ ⊂Ā and otherwise the boundary of A would be contained inΣ in contradiction with Lemma 3 and the condition 2.) Fix such a t ∈ (0, 1) with these two properties and set Ω := {z ∈ D \Σ r b : ρ < t}, γ := ∂Ω ∩ A. Now we construct one-dimensional relatively closed analytic subset A 0 ⊂ Ω containing A ∩ Ω (the main part of the proof).
• Let U be a neighborhood ofΣ r b such that Σ ⊂ U (see condition 3). Then there is a compact rational polyhedron V = {z ∈ C n : |p j (z)| ≤ 1, |q j (z)| ≥ 1, j = 1, ..., N} with polynomials p j , q j such thatΣ b r ⊂ V ⊂ U.
Let q(z) be a polynomial dividing by q 1 , ..., q n and such that {q = 0} ∩ Σ = ∅ (it exists due to condition 1). As q(Σ ∪ γ) ⊂ C has zero area and {q = 0} ∩ Σ = ∅ we can assume (slightly varying q j , q and V ) that {q = 0} ∩ (Σ ∪ γ) = ∅. Choose ε > 0 so small that {|q| ≤ ε} ∩ (Σ ∪ γ) = ∅ and set
′ is obtained from A ∩ Ω by removing of finite number of closed holomorphic disks.
Let M be the hypersurface w · q(z) = 1 in C n+1 = C n z × C w . Denote by π the projection (z, w) → z and lift the picture in C n \ {q = 0} onto M settingX be the subset of M with given projection X. Then V ′ = M ∩ {|p j (z)| < 1, |w · (q/q j )| ≤ 1, j = 1, ..., N} is compact polynomially convex subset of C n+1 andγ is smooth one-dimensional manifold closed in C n+1 \ Σ b . Show that A ′ is contained in polynomially convex hull of the
Assume it is not so. Then there is a point a ∈ A ′ and a polynomial P in (z, w) such that P (a) = 1, |P | < 1 on Y and the set P ( A ′ ) contains a neighborhood of 1 in C. As P (Σ) has zero area there is a ′ ∈ A ′ such that |P (a ′ )| > 1, in particular, a ′ ∈Ŷ . The boundary of A ′ is contained in Y ∪Σ. As A ′ ∋ a ′ ⊂Ŷ we obtain by Lemma 3 (with
The set Y is contained in V ′ ∪ γ ′ =: X and V ′ is polynomially convex. By Stolzenberg theorem [9]X \ X =: A ′′ being non-empty (it contains A ′ ) is bounded purely one-dimensional analytic set with boundary in X. Aŝ Y ⊂X this analytic set containsÃ ′ \ X. Denote by A ′′ the projection of [10] ) is fulfilled, say, for polynomially convex (Runge) domains D but it is not valid in general, A ′′ ⊂ D and A ′′ ∩∂Ω ⊂ γ for common domains D because γ can be not connected even if A ∩ Ω is irreducible (purely one-dimensional specificity). In the proof above this difficulty is overcame due to Lemma 4 and Corollary 2.
Examples.
No one of essential conditions of Theorem 1 is necessary for the removability of Σ.
The circle
is not simply co-connected but it is removable for purely onedimensional analytic sets in D : |z| < 3. Indeed, let A be such a set, irreducible and closed in D \ γ. As the singularities of zero length are removable then ∂A contains a part of γ of positive length and by the boundary uniqueness theorem A coincides either with (D \ γ) ∩ {z 2 = 0} and
2. Let E be a closed totally disconnected set of finite length in the unit disk D and Σ := E n ⊂ D n . Let A be an irreducible one-dimensional relatively closed analytic subset of D n \ Σ and a ∈ Σ is its cluster point. One can assume that A is not contained in a plane z 1 = c 1 for c 1 ∈ D. Then A ∩ {z 1 = c 1 } is a discrete set and its union with Σ ∩ {z 1 = c 1 } is closed and totally disconnected. Thus there exists a neighborhood V of the point (a 2 , ..., a n ) in D n−1 such that a 1 × ∂V does not intersect (A ∪ Σ) ∩ {z 1 = c 1 }. Let r > 0 be so small that U := {|z 1 − a 1 | < r} ⋐ D and U × ∂V does not intersect A ∪ Σ also. Then the projection z → z 1 of the set (A ∪ Σ) ∩ (U × V ) is proper, hence there exists k ∈ N such that the number of points in A ∩ (c 1 × V ) counting with multiplicities is equal to k for all c 1 ∈ U \ E. As (A ∪ Σ) ∩ (c 1 × V ) is totally disconnected for each c 1 ∈ U then #Ā ∩ (c 1 × V ) ≤ k, c 1 ∈ U, and at each point c ∈Ā ∩ (U × V ) the multiplicity of z 1 is well defined so that the number of points in the intersection ofĀ ∩ (U × V ) and {z 1 = c 1 } counting the multiplicity is equal to k. Thus the projections of the setĀ
In this example n > 1 is arbitrary and Σ is removable in spite of H n (Σ) > 0.
5. The proof of Theorem 2. We need in some properties of solutions of the Plateau problem for analytic sets (see §19.3 in [2] ).
A real
A closed subset Γ of a complex manifold M is called maximally complex cycle (of dimension 2p − 1, p > 1) if the measure H 2p−1 | Γ is locally finite and there is a closed (maybe empty) subset σ ⊂ Γ of zero H 2p−1 -measure such that Γ \ σ is a smooth (C 1 ) oriented maximally complex manifold of dimension 2p − 1 and the current of integration on Γ (of smooth differential forms of degree 2p − 1 with compact supports in M) is closed. Such a cycle is called irreducible if it contains no proper maximally complex cycle of the same dimension.
If A is a closed purely p-dimensional analytic subset in M and ρ is a real smooth function on M then for almost every t ∈ ρ(A) the set Γ t := A ∩ {ρ = t} with smooth part oriented as the boundary of A t := A ∩ {ρ < t} (with canonical orientation corresponding to the complex structure on M) is a maximally complex cycle of dimension 2p − 1 (Proposition 14.3.1 in [2] ). In this case Stokes formula is valid: At dφ = Γt φ for every smooth form of degree 2p − 1 on M (Theorem 14.3 in [2] ). As the complex dimension of the set of singular points in A is not more than p − 1 then for almost every t ∈ ρ(A) the singular set σ t from the definition has locally finite H 2p−2 -measure and the irreducible components of Γ t are precisely the closures of connected components of Γ t \ σ t .
If Y is polynomially convex compact subset in C n and Γ is a bounded maximally complex cycle in C n \ Y of dimension 2p − 1, p > 1, then by generalized Harvey -Lawson theorem (Theorem 19.6.2 in [2] ) there exists a bounded closed in C n \ (Y ∪ Γ) purely p-dimensional analytic set A ′ such that Γ ⊂ A ′ . By the theorem on boundary regularity (Theorem 19.1 in [2] ) and boundary uniqueness theorem (Proposition 19.2.1 in [2] ) the set A ′ is irreducible if such is the cycle Γ.
Reformulate Theorem 2 for p > 1 taking in mind Lemma 1 (the case p = 1 is already considered in Proposition 1). If A ∩ {ρ = t} is empty then either A ∩ {ρ < t} is empty or it is nonempty closed in A. In the first case there is nothing to prove ( Σ ∩Ā = ∅) and in the second case A is contained in {ρ < t} because A is irreducible. But then ∂A ⊂Σ in contradiction with the condition 2 and Lemma 3. Thus one can assume that almost all levels A ∩ {ρ = t} are maximally complex cycles in D of dimension 2p − 1.
From Lemma 3 with Remark. Proposition 2 can be generalized by weakening the last condition toΣ r b ∩ Σ = ∅ (lifting the picture into C n+1 as in the proof of Proposition 1). But in case p > 1 more natural would be not the rational convexity but some convexity with respect to polynomial mappings to C p . But the method used above does not work for such more weak conditions. The proof of Proposition 2 is essentially simpler than that one for Proposition 1 because of two crucial advantages of the case p > 1. The first one is in that then one does not need in the proof of the existence of analytic set A ′ with boundary in Σ b ∪ Γ 0 because it follows from generalized Harvey -Lawson theorem. The second one is in that the cicle Γ 0 is irreducible if (and only if) A ′ is irreducible.
6. Corollaries. Several consequences in spirit of § 3.8 in [10] . First one is about the "infection" property of removability (see Theorem 18.2.1 in [2] ).
Corollary 3. Let γ be an open Jordan arc relatively closed in a domain
By the condition there exists an arc γ ′ ⊂ γ ∩ D ε such that A is analytic in its neighborhood. The set (γ \ γ ′ ) ∩ D ε if it is non-empty has not more than two connected components and each of them satisfies the conditions of Stout theorem (in domain D ε ). It follows thatĀ ∩ D ε is analytic for all ε.
The corresponding statement for p > 1 is true for connected C 1 -manifolds of dimension 2p − 1 (instead of γ ; see Theorem 18.2.1 in [2] ). For general topological manifolds of zero H 2p -measure it is verisimilar that the statement is valued also but the proof like given above does not work for p > 1 because of non-checked in this case condition 3 in Proposition 2. ⊳ Assume there is be an open-closed subset E ⊂ ∂A with H 2p−1 (E, Z) = 0. Then there exists a neighborhood U ⊃ E in C n such that ∂U ∩ ∂A = ∅, U ∩ ∂A = E and thus A ∩ U is an analytic set closed in U \ E. By Theorem 2Ã := (A ∩ U) ∪ E is analytic set in U. By the construction, its boundary Γ is placed in D ∩ ∂U on the positive distance δ > 0 from ∂D. By the condition there exists a pseudoconvex domain D ′ ⊃D such that the distance of E to ∂D ′ is less then δ. By the maximum principle forÃ the set E is contained in the hull of Γ convex with respect to the algebra of functions holomorphic in D ′ . But the distance of this hull to ∂D ′ can not be less than δ due to the pseudoconvexity of D ′ (see [7] Theorem ?). The contradiction shows that E = ∅.
In particular, no open subset in ∂A can be totally disconnected (see [10] 7. Comments and questions. The graphs of holomorphic functions are special analytic sets and thus Theorem 1,2 can be applied to removability of singularities of holomorphic functions (see [3, 4] ). But in the case of graphs the conditions on singular sets can be essentially weakened. Quote for comparing the main result of [2] : Let E be closed subset of a Riemann surface S and f is a meromorphic function on S \E such that H 2 (C f (E)) = 0 and the cluster set C(f, z) ⊂Ĉ at any point of E is connected and has connected complement. Then f extends to meromorphic function on S. (Here C(f, z) is the set of cluster values of f (ζ) as ζ → z, ζ ∈ S \ E and C f (E) := ∪ z∈E {z}×C(f, z), the "graph" of cluster values of f at the points of E.)
Note that the statement does not follow from Theorem 1 because there is no condition on boundary behaviour and global topology of Σ := C f (E). Nevertheless, the proof (based on argument principle too) is simpler due to simplicity of graphs with respect to general analytic sets.
An analogy of theorems on removable singularities for functions continuous on S and holomorphic on S \ E is the following (Proposition 19.2.1 in As noted after Corollary 3 the third condition in Proposition 2 (which is not necessary at all) is rather restrictive for applications. The natural desire arises to substitute it by something like that in Theorem 1 (say, H 2p (Σ) = 0) or similar one. In any case it would be useful to substitute the condition Σ b ∩ Σ = ∅ by one simpler for checking.
