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Abstract
The fast and affordable sequencing of large clinical and environmental metage-
nomic datasets opens up new horizons in medical and biotechnological appli-
cations. It is believed that today we have described only about 1% of the
microorganisms on the Earth, therefore, metagenomic analysis mostly deals
with unknown species in the samples. Microbial communities in extreme en-
vironments may contain genes with high biotechnological potential, and clinical
metagenomes, related to diseases, may uncover still unknown pathogens and
pathological mechanisms in known diseases. While the species-level identifi-
cation and description of the taxa in the samples does not seem to be possi-
ble today, we can search for novel genes with known functions in these sam-
ples, using numerous techniques, including artificial intelligence tools, like the
hidden Markov models (HMMs). Here we describe a simple-to-use webserver,
the MetaHMM, which is capable of homology-based automatic model-building
for the genes to be searched for, and it also finds the closest matches in the
metagenome. The webserver uses already highly successful building blocks:
it performs multiple alignment by applying Clustal Omega, builds a hidden
Markov model with HMMER components of hmmbuild and uses hmmsearch
for finding similar sequences to the specified model in the metagenomes. The
webserver is publicly available at https://metahmm.pitgroup.org.
1. Introduction
By recognizing the possibilities of the advanced metagenomic analysis, more
and more efforts are underway for the exploitation of the diagnostic, thera-
peutic and biotechnological potential of the biological information in diverse
metagenomic communities. Some methods target the description of the phylo-
genetic composition of these metagenomes [5, 4, 3, 16, 7, 8], others attempt to
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describe the functional assignments of the genes, encoded in the metagenomes
[16, 14, 9, 18, 19, 12].
The bulk lists of tens of thousands of partially annotated genes, yielded
by these algorithms could be used for statistical analysis of the microbiomes,
but they are difficult to analyze when we are looking for genes of specific
enzymatic functions in a large metagenomic data set. Here we present a
new webserver, called MetaHMM, which can be applied for finding novel
genes in large metagenomes of distinct origins. The webserver unites three
famous and well-established bioinformatics tools in a simple, intuitive and
easy-to-use automated workflow. The webserver is available at the address
https://metahmm.pitgroup.org.
For the input, the user needs to specify the novel gene and the metagenome,
where the novel gene is searched for. The specification of the novel gene is done
by listing several, possibly homologous, known proteins with their UniProt ac-
cession numbers. The MetaHMMwebserver then computes a multiple alignment
from the input protein sequences, then computes an HMM profile, then searches
for sequences in the metagenome, which are most similar to the HMM profile.
For general introductions for HMMs in biology we refer to [17] and [1]. Very
roughly, an HMM takes several, aligned residue sequences as input or training
set, and the HMM is built for randomly generating residue sequences that are
very similar to those in the training set. Next, by any residue sequence x, one can
compute the probability that the “well-trained”HMM generates the sequence x.
If the probability is high, then x is accepted, meaning that it is similar enough
to the training set of sequences, and if the probability is low, then x is rejected,
since it is not similar enough to the training residue sequences.
The HMM uses a finite number of “hidden” states, in the random sequence
generation: when it is in a state A, it may output a residue and enter some other
state B, chosen randomly (but, usually, not in uniform distribution). This way
the HMMs can (i) model conservative subsequences in the training set, and (ii)
due to the random transitions, they may recognize still unknown genes, due
to the variability of the random generation/evaluation, and (iii) unlike BLAST
and its clones, they can take into account the environment of the residues in the
sequences aligned (they are “context-sensitive”).
2. Materials and Methods
For the input, the user needs to specify several protein sequences that are
similar to the sought after genes, and also the metagenome, from which the
most similar sequences need to be chosen.
The workflow of MetaHMM comprises three parts. The first two parts build
the hidden Markov model, the third searches for the best hits relative to the
model, in the target metagenome. The first part applies the Clustal Omega
software [11, 13, 10] for performing multiple alignment, with the default Clustal
parameters. The aligned sequences are given in the output as a STOCKHOLM
file (.sto) for the information of the user.
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The second part constructs the HMM model; this model will be sought after
in the metagenome in the third part of the workflow. For the construction we
apply the hmmbuild tool of the HMMER3 suite [2, 6].
In the third part, using the HMM model, the short reads or the assembled
sequences in the metagenome are searched for the highest scored sequences in
the HMM model by the hmmsearch program of the HMMER3 suite [2, 6]. The
detailed documentation of the hmmbuild and the hmmsearch components can be
found at http://hmmer.org/documentation.html.
The MetaHMM server returns the best hit sequences from the metagenome,
which, typically, contain short read sequences. For the identification of the whole
sequences of the genes, one would need to apply a metagenomic assembly pro-
gram (see, e.g., [15] for a critical and detailed review of the recent metagenomic
assemblers).
3. Discussion and Results
The MetaHMM webserver can be found
at the address https://metahmm.pitgroup.org. At every input field a help
sign is available for a succinct information. Metagenomes can be chosen from
a pre-defined list, or, alternatively, they can be uploaded to a private ftp or
webserver, and the link to the uncompressed or compressed FASTA file needs
to be specified. There is an upper bound of 1 GB installed for the size of this
FASTA file.
The output of the MetaHMM webserver consists of the following files:
input_unaligned.fasta
The original, unaligned protein sequences comprising the
model, as a FASTA file.
input_aligned.sto
The aligned sequences of the model, as a STOCKHOLM file.
input_profile.hmm
The HMM profile, built on the aligned sequences of the model.
output_all.csv
All the matching domains found in the metagenomes, combined
into one file.
Matches are listed by full sequence E-value ascending (best
first).
output_unaligned.fasta
All the matching domains found in the metagenomes, combined
into one file.
Only those with E-value < 1e-9 are included.
output_***.txt
Detailed search results, one file for each metagenome involved
in the search.
The files are in the native output format of hmmsearch.
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Those sequences which matched the model are listed after each
other, ordered by E-value ascending (best first).
The MetaHMM webserver unites three well-known and well-established
bioinformatical tools. The comparison of their power against other tools
and the evaluation of those findings can be found in numerous articles, e.g.,
[2, 6, 11, 13, 10].
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