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In this thesis, we will discuss horizontal trace of the Temperley-Lieb category and some of
its properties. We will begin this section by building some of the necessary background for
understanding this project. First, let us define some basic category theoretic terms. For
further background one could reference [1], [2], or [3].
Definition 1 (Category). A category C consists of:
• A collection ob(C) of objects
• The morphisms between these objects. That is, for allA,B 2 C, a collection HomC(A,B)
of the morphisms from A to B
• An identity morphism 1A in HomC(A,A) for each A 2 ob(C)
Such that composition can be defined by:
HomC(B,C)⇥ HomC(A,B) ! HomC(A,C)
(f, g) 7! f   g
And satisfies the following:
• Associativity: For every f 2 HomC(A,B), g 2 HomC(B,C), and h 2 HomC(C,D),
(h   g)   f = h   (g   f)
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• Identity Laws: For any f 2 HomC(A,B),
f   1A = f = 1B   f
Definition 2 (Functor). For categories A and B, a functor F : A ! B is a function
mapping
ob(A) ! ob(B)
A 7! F (A)
HomA(A,A
0
) ! HomB(F (A), F (A0))
f 7! F (f)
Such that
• F (g   f) = F (g)   F (f) for all f 2 HomA(A,A0) and g 2 HomA(A0, A00)
• F (1A) = 1F (A) for all A 2 ob(A)
Definition 3 (Natural Transformation). For categoriesA andB, and functors F,G : A ! B,
we can define a natural transformation ↵ : F ! G. A natural transformation is a family
of maps
(↵A : F (A) ! G(A))A2ob(A)
such that for every map f : A ! A0 in A the following diagram commutes:









This condition is called the naturality axiom.
The categories we discuss here will have additional structure. So, let us define a few more
related terms:
Definition 4 (Monoidal Category). A monoidal category is a category together with the
following:
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• An operation ⌦ on objects
• An operation ⌦ on morphisms such that for f : A ! C and g : B ! D, we have
f ⌦ g : A⌦ B ! C ⌦D
• An object I and isomorphisms
 A : I ⌦ A
⇠ ! A
⇢A : A⌦ I
⇠ ! A
where   and ⇢ are natural transformations for every object A
• For any objects A, B, C, an isomorphism
↵A,B,C : (A⌦ B)⌦ C
⇠ ! A⌦ (B ⌦ C)
where ↵ is a natural transformation.
Subject to the following relations:
• ⌦ is a bifunctor, meaning 1A ⌦ 1B = 1A⌦B and for any morphisms f, g, h, k in the
category, (k ⌦ h)   (g ⌦ f) = (k   g)⌦ (h   f)
• The triangle axiom:




• The pentagon axiom:
(A⌦ (B ⌦ C))⌦D A⌦ ((B ⌦ C)⌦D)
((A⌦ B)⌦ C)⌦D A⌦ (B ⌦ (C ⌦D))






Definition 5 (Strict Monoidal Category). A strict monoidal category is a monoidal
category in which the isomorphisms induced by  , ⇢, and ↵ provide strict equalities.
Definition 6 (Braided Monoidal Category). A braiding on a monoidal category C is a
natural family of isomorphisms ( A,B : A⌦B ! B ⌦A)A,B2ob(C) which satisfy the following
hexagon axioms:
Note that for a general braided monoidal category C, it is not necessarily true that   =   1.
Definition 7 ((Right, Left) Dual). In a (without loss of generality strict) monoidal category
C, an exact pairing between objects A and B is given by a pair of morphisms ⌘ : I ! B⌦A
and ✏ : A⌦ B ! I such that the below adjunction triangles commute:
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Here, we call ⌘ and ✏ the unit and counit of the adjunction, respectively, and we call
B the right dual of A and A the left dual of B.
Definition 8 ((Right, Left) Autonomous Monoidal Category). A monoidal category is called
a right autonomous category if each of its objects has a right dual, in this case the
right dual of an object A is denoted A
⇤
. Similarly, a monoidal category is called a left
autonomous category if each of its objects has a left dual, in this case the left dual of
an object A is denoted
⇤
A. A category is called autonomous if it is both right and left
autonomous.
Definition 9 (Pivotal Monoidal Category). A pivotal category is an autonomous category
together with a monoidal natural isomorphism iA : A ! A⇤⇤ for every object A in the
category.
1.1 Graphical Language for Monoidal Categories
Let us now discuss the graphical language for monoidal categories introduced by Peter Sell-
inger in [3]. In this language, a morphism f : X1 ⌦ ... ⌦Xn ! Y1 ⌦ ... ⌦ Ym is represented
by
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The Temperley Lieb Category
Now, we have enough background information to begin to study the Temperley-Lieb category
[4]. The Temperley-Lieb category and its trace will be the main subject of this thesis.
Let us begin by defining the Temperley Lieb category.
Definition 10 (Temperley-Lieb Category (T L)). The objects of the Temperly-Lieb category
are given by the non-negative integers where the number n is represented by a string of n
points.
For example,
Consider the picture created by first placing m points above n points, and then
drawing lines which match each one of these points to another point and do not cross. These
lines may connect a point at the bottom of the picture with a point at the top or with
another point at the bottom, and these lines may also connect a point at the top of the
picture with another point at the top of the picture. For example, when n = 3, m = 5 one
such picture of a crossingless matching is
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We consider two of these pictures to be the same when they are isotopic. For us, this
means that any two pictures of crossingless mathings which match all of the same points to
one another are equivalent.
The morphisms in a Hom space, HomT L(n,m), are linear combinations of such pic-
tures with n points at the bottom m points at the top taken over the field C(q1/2). Note that,
in particular, this means that the pictures we have already described are also morphisms in
the Temperley-Lieb category.
The composition of pictures G 2 HomT L(m, k) and F 2 HomT L(n,m) of crossingless
matchings is given by vertical concatenation. That is, we place m points above n points and
draw in the picture F , then we place k points above this and draw in the picture G. Note
that sometimes when we do this, a circle will arise like in the example below. In this case,
we remove the circle from the picture and multiply the picture by  (q + q 1).
This operation then gives a new picture of crossingless matchings from n to k. This
is because there are n points at the bottom of our new picture and k points at the top, and
there are no crossings of the lines in F or G and no crossings occur at the m boundary points
at which they connect.
Note that the composition of pictures of crossingless matchings is clearly associative.
Given pictures H 2 HomT L(k, l), G 2 HomT L(m, k), and F 2 HomT L(n,m), it does not
matter whether we first place H above G and then F below that or if we first place G above
F and then H above that. The resulting image is the same in both cases.









where ↵i,  j 2 C(q) and Fi, Gj are pictures of crossingless matchings. We define f   g
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by


















Note that because each picture Gj   Fi has n points at the bottom and m points at
the top, g   f is a morphism in HomT L(n,m)











where ↵i,  j,  l 2 C(q1/2) and Fi, Gj, Hl are pictures of crossingless matchings, we can
observe:













































































= h   (g   f)
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The identity morphism 1n is given by
Note that for any picture of crossingless matchings F 2 HomT L(n,m), F 1n and 1m F
are isotopic to F . It then immediately follows that for any morphism f 2 HomT L(n,m),
f   1n and 1m   f are equal to f .
We had previously mentioned that the Temperley-Lieb category is a category with additional
structure. In fact, the Temperly-Lieb category is a monoidal category which is braided and
pivotal with a self-duality structure. Let us now verify this.
2.1 Temperley Lieb as a Monoidal Category
We define the monoidal operator ⌦ to be horizontal concatenation. That is, for objects
n,m 2 ob(T L), n ⌦m is given by placing n points to the left of m points. From this, it is
clear that n⌦m = n+m.
⌦ is defined similarly for morphisms. Given two ’pictures’ of crossingless matchings,
say f 2 HomT L(a, b) and g 2 HomT L(c, d) we imagine f ⌦ g as the picture f placed to the







Clearly this operation gives that f ⌦ g 2 HomT L(a+ c, b+ d) = HomT L(a⌦ c, b⌦ d).
Now, recall that morphisms in the Temperley-Lieb category are given by linear combinations









where ↵i,  j 2 C(q1/2) and Fi, Gj are pictures of crossingless matchings. We then
define f ⌦ g by


















What this tells us is that ⌦ acts on morphisms by distributing across sums of pictures.
Note that in the above example each Fi⌦Gj 2 HomT L(a⌦ c, b⌦ d). So, f ⌦ g 2 HomT L(a⌦
c, b⌦ d).
Now, we check that ⌦ is a bifunctor. Let us note first that 1n⌦m = 1n ⌦ 1m.
Now, note that given morphisms f, g, h, and k in compatible Hom spaces, (k ⌦ h)  
(g ⌦ f) = (k   g) ⌦ (h   f). This is because performing horizontal concatenation and then











As such, ⌦ is a bifunctor. Now, we observe that under this operation, I = 0 and  
and ⇢ are strict equalities.
Now, note that, as we have defined it, (F ⌦G)⌦H = F ⌦ (G⌦H) for pictures F, G,
and H in compatible Hom-spaces. It then immediately follows that (f ⌦g)⌦h = f ⌦ (g⌦h)
for morphisms f, g, and h in compatible Hom-spaces.
So, ↵ is also a strict equality. Therefore, the triangle and pentagon axioms automati-
cally hold. As such, we have now shown that the Temperley-Lieb category that we are going
to work with is a strict monoidal category.
2.2 Temperley Lieb as a Pivotal Category
In addition to being monoidal, the Temperley-Lieb category is pivotal with a self-duality
structure. What this means is that every object in T L is its own left and right dual.
To unpack this claim, we must first check that T L is an autonomous category. We
have claimed that given an object n, n
⇤
= n (and therefore
⇤
n = n). For this to be true, we
must find morphisms ⌘n : 0 ! n⌦n and ✏n : n⌦n ! 0 that satisfy the adjunction triangles.
Indeed, let ⌘n be:
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And let ✏n be:
Now note that
So, we have now shown that T L is an autonomous category with self-duality structure.
All that remains to check of this claim is that T L is pivotal. To check this, we note that
n ⇤ ⇤ = (n⇤)⇤ = n⇤ = n. Therefore, the Temperly Lieb category is pivotal.
2.3 Temperley Lieb as a Braided Category
The Temperley Lieb category is also a braided category. We will now define its braiding  .
To begin we define  1,1 as follows:
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That is, we define  1,1 to be the crossing of the leftmost strand over the rightmost
strand. We can visualizing undoing such a crossing using the above relation. We will similarly
define  n1,n2 to be the crossing of the n1 strands connected to points on the far left side over
the n2 strands connected to points on the far right side.
Note that the picture for  n1,n2 is built from the composition of crossings that are
locally isomorphic to  1,1. So, we are able to get that  n1,n2 is a morphism in HomT L(n1 ⌦
n2, n1⌦n2) = HomT L(n1+n2, n1+n2) by ”undoing” each of the crossings seen in its picture
which are locally isomorphic to  1,1 by using the formula given in the definition of  1,1. For
example,
We now wish to show that each  n1,n2 is a natural isomorphism. To show this, we
first check that  1,1 is a natural isomorphism. To do this, we must first build an inverse  
 1
1,1 .
We construct this by taking
 
 1
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C- Hom#3,3) = Hom,z(201,2×1)
Visually this morphism looks like:
Now, using the crossing relation that was defined by  1,1, we see that:
Now, we are able to check that  
 1
1,1 is the indeed inverse to  1,1.
Now,  n1,n2 is built entirely from the composition of morphisms which are just  1,1






1,1 . Indeed, as we can see in the image below,  
 1
n1,n2
is built from the the composition of
morphisms which are just  
 1
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Now, we want to check that for any morphism f 2 HomT L(n,m),
 m,1   (f ⌦ Id1) = (Id1 ⌦ f)    n,1
Graphically, what we want to show is something like this:
Showing this will give us that   is natural. Note that f consists entirely of caps, cups,
and identity strands. So, all that is necessary is to show each of the following:
Now, note, that the above crossings look like  1,1     11,1 and   11,1    1,1. Therefore, the
validity of the above relations follow from our previous check that  
 1
1,1 is inverse to  1,1
So, we have now shown that   defines a family of natural isomorphisms. All that
remains is to show that   satisfies the hexagon axioms. To do this we’ll let A,B,C 2 ob(T L),
and we’ll recall that, as we have defined it in T L, the associater is a strict equality. So, we
want to see that:
(1B ⌦  A,C)   ( A,B ⌦ 1C) =  A,B⌦C
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The research questions posed in the following chapters are about the trace or annulariztion
of the Temperley Lieb category. As such, we will use this section to define the trace of a
category and to explore the properties of the horizontal and vertical traces of T L.
Taking the trace of the Temperley Lieb category is motivated by a sort of gluing
action. All morphisms in T L can be drawn as a linear combination of pictures placed inside
of a rectangle like the one below:
Taking the trace of T L is motivated by our curiosity surrounding what sort of struc-
tures might arise if we glue the top to the bottom of all of these rectangles or if we glue the
left side to the right side of all of these rectangle.
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Indeed, what arises from gluing the tops and bottoms of the rectangles is called the
vertical trace of T L is called the vertical trace of T L. Going forward, we will denote it as
vTr(T L). Likewise, the gluing of the left and right sides of these rectangles motivates what
is called the horizontal trace of T L and denoted hTr(T L). Note that is the case of hTr(T L),
the notion of rectangle gluing is improved upon by allowing strands to wrap about the center
of the annulus.
Now that we have a conceptual understanding of the traces of T L, we will concretely
define the trace of a category as well as vTr(T L) and hTr(T L). The trace of a category first
appears in [5].







hf   g ⇠ g   fi
where f   g and g   f are elements of
L
X2Ob(C) EndC(X).
In the context of T L, vTr(T L) := Tr(T L). Precisely, we define vTr(T L) as follows:






hf   g ⇠ g   fi
where f   g and g   f are elements of
L
n2N EndT L(n).
Now, the horizontal trace of a monoidal category is defined as follows:
Definition 13 (hTr(T L)). Given a monoidal category C, hTr(C) is a category whose obects
are the same as those of C, and whose morphisms in HomhTr(C)(X, Y ) are given by pairs
(W,  ) where W 2 ob(C) and   2 HomC(W ⌦X, Y ⌦W ) subject to the following relation:
Given f 2 HomC(Z,W ),     (f ⌦ 1X) = (1Y ⌦ f)    
Using the graphical language for monoidal categories as described by Peter Sellinger
in [3], we are able to rewrite this definition as follows:
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Definition 14 (hTr(T L)). Given a monoidal category C, hTr(C) is a category with
• ob(hTr(C)) = ob(C)
• morphisms in HomhTr(C)(X, Y ) are given by pairs (W,  ) where W 2 ob(C) and   is as
follows:
such that given f : Z ! W
3.1 vTr(T L)
The technical definition of vTr(T L) given above corresponds to the previously discussed
structure which arises from the vertical gluing of pictures in T L. This gluing, or annular-



















This gluing definition of T L allows us to view vTr(T L) as a C(q)-vector space whose
basis is
This is because the circle relation in the definition of T L allows us to factor out all
closed loops in an annulus which do not encircle its center.
Notation: Going forward we will omit annuli with no strands from out writing. For example,
we will write 7q in place of the following element
We are able to extend the definition of vTr(T L) to view it as an algebra by introducing
the following binary operation:
Where ↵,   2 C(q) and ↵  is defined by the multiplication in C(q).
Note that because the braiding on T L respects Reidemeister moves II and III, this
multiplication is a commutative operation.
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Therefore, the following map provides an isomorphism of vTr(T L) and C(q)[x] as
C(q)-algebras.
C(q)[x] ! vTr(T L)
3.2 hTr(T L)
Just as vTr(T L) corresponds to the vertical gluing of pictures in T L, hTr(T L) is motivated
by the horizontal gluing of pictures in T L with the allowance for strands to wrap about the
center of the annulus. More precisely:
Definition 15 (hTr(T L)). hTr(T L) is a category with
• ob(hTr(T L)) = N
• Morphisms in HomhTrT L(n,m) are given by a formal linear combination over C(q) of
annuli of the following form:
where the n inner points and m outer points match up as they did in pictures in T L
with the additional ability for strands to wrap about the center of the annulus. In
addition, it is possible to have closed loops in the annulus which wrap about the center




• Composition is defined by placing one annulus in the center of another. For example,
• The identity morphism on n is defined similarly to how it was defined in T L.
Now, it is particularly interesting to note that vTr(T L) = HomhTr(T L)(0, 0)
Notation: We define the following terms to simplify our notation going forward:
• Am,n := HomhTr(T L)(m,n)
• Ak
m,n










By through strands we mean strands in the annulus which have one end point lying
on the inner ring of the annulus and one end point lying on the outer ring of the annulus.
Now, we will use the braiding on T L to define an action of vTr(T L) on Am,n.
Given an annulus in vTr(T L) and an annulus in Am,n, we take the action of the
annulus in vTr(T L) on the annulus in Am,n to be the overlaying of the annulus in vTr(T L)
on top of the annulus in Am,n. We then use the distributive law and the multiplication within
C(q) to extend this definition to describe the action of an arbitrary element of vTr(T L) on







Under this operation, the abelian group Am,n is a module over vTr(T L) which we
will recall is isomorphic to C(q)[x]. A natural question which now arises about the freeness
of this module. This is what we will explore in the next chapter.
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Chapter 4
The Freeness of Am,n over vTr(T L)
The question which we will focus on in this chapter is that of the freeness of Am,n over
vTr(T L). In Quantum K-Theoretic Geometric Satake: Sln Case, Cautis and Kamnitzer
proved that Am,n is a free module over vTr(T L). Here I will o↵er an alternative proof
of the same fact.
4.1 The Case of A1,1
We will begin this chapter with a discussion of the freeness of A1,1. Not only will this build
our intuition for how this argument should go, but it will also serve as the base case for our
inductive proof that Am,n is a free vTr(T L)-module.
To begin, we will observe that because of the circle relation and the pivotal structure
of T L, all annuli in A1,1 are of the following form:
Notation: We will use Rn to refer to the annulus whose through strand has n-many coun-
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We will also make extensive use of the previously discussed isomorphism between
vTr(T L) and C(q)[x] to simplify our notation throughout the next sections.
Now, it is clear from the definition of Am,n that {Rn | n 2 Z} serves as a set of C(q)[x]-
module generators of Am,n. It therefore also serves as a set of vTr(T L)-module generators
of Am,n. We will now try to find a subset of this set which serves as a basis for Am,n.








x ·Rn = Rn   (x ·R0)
= R


















Proposition 4.1.1. R0 and R1 are linearly independent.
Proof. Let f(x)R0+g(x)R1 = 0 with f(x) = anxn+ ...+a0 and g(x) = bmxm+ ...+ b0 where

















































cannot be canceled by terms of strictly higher wrapping order. So,





cannot be canceled by terms of strictly lower wrapping order. So,




= 0. So, f(x), g(x) = 0.
Therefore, A1,1 is a free module of rank 2.
4.2 The Case of Ak
k,k












This is because when we act on an element of A
k
m,n
, we can size the elements of
vTr(T L) such that they do not intersect non-through strands. An example of such a direct
sum decomposition is provided below.
Notation: Now, we will observe that all annuli of Ak
k,k
are of the below forms. We will use
R
n























is generated by R0 and R1 as a vTr(T L)-module.
Proof. First we observe
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Now we note that
x ·Rn = Rn   (x ·R0)
= R




















as a vTr(T L)-module








module of rank 2.
Now, let us recall





















3 ·Rn = x(x2 ·Rn)
...





















= 0 for nonconstant polynomials a(x) and b(x) and say n
= deg(a(x)) and m = deg(b(x)).













. The only way for these to cancel is if m = n+ 1. So, assume this is the case.













. However, these terms cannot cancel one another, so, we have








module of rank 2.
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4.3 The Case of An,m











is a free module. Now, we will recall the












⇠= Akm,n Ak 1m,n   ker( )
⇠= Akm,n   Ak 1m,n
We have shown A1,1 = A
1
1,1 and A0,0 = A
0
0,0 are free, so A
1
m,n
is free. Then by
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