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Cauchy problems for a class of non-linear stochastic evolution equations are
studied. They are formulated as integral equations for generalized random fields. By
methods of white noise analysis (S-transformation, characterization theorem, etc.)
these problems are reduced to fixed point problems in appropriatly constructed
Banach spaces. This technique provides a systematic treatment of existence and
uniqueness questions for a variety of equations. The method is applied to non-linear
heat equations, non-linear Volterra equations and non-linear ordinary differential
equations, which may all be anticipating. For each case examples are given, such
as the stochastic Burgers equation and stochastic reactiondiffusion equations.
 1997 Academic Press
1. INTRODUCTION
This paper is inspired by articles of Chow [3] and Nualart and Zakai
[22], in which certain (linear) stochastic heat equations are treated within
the framework of generalized Brownian functionals. In particular, in [3] a
class of stochastic heat equations with gradient-coupled noise (namely, the
noise associated with Wiener integrals with respect to Brownian motion) is
proposed for modeling the transport of a substance in a turbulent medium.
Using methods from white noise analysis, Chow proves in [3] existence
and uniqueness for some of these equations, and also gives some discussion
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of the viscosity limit. The existence and uniqueness results of Chow have
been systematized and generalized in the papers [25] and [6], which make
use of the framework of Hida distributions in white noise analysis.
The present article extends the work in [6, 26] (and also [4]) in several
ways. In particular, we allow for non-linearities in the equation and treat
very general noise terms which may depend on space and time.
We consider a class of Cauchy problems of the type
,
t
=A,+F(,)+{G(,) h N,
(1)
,(0)=,0 ,
where A is an elliptic second order differential operator on Rd+1, N is a
noise term, F, G are (possibly non-linear) functions of the solution , (F
may contain noise terms as well), and h denotes the Wick product. (For
more precise formulation of the problem refer to Section 2.2.) We prove
existence and uniqueness results for these Cauchy problems under various
conditions of (global and local) Lipschitz type on the non-linearities F, G,
and for various types of noise. (This is for example motivated by [19, 20],
in which positive noise of exponential type has been employed.)
Our method is an extension of the ideas in [6, 25, 26] (cf. also [4, 5]),
namely of the combination of the S-transform with classical fixed point
theorems and so-called characterization theorems (e.g., [10, 15, 17, 24, 27],
and references quoted there), which serve to reverse the S-transform. The
basic reason for this procedure is the fact that the S-transform turns the
Ito^ integral and its generalizations (i.e., the Skorokhod and Hitsuda
Skorokhod integrals, and even more generally, integrals of Wick products
of random variables and noise terms) into a usual Lebesgue integral.
Hence, after the S-transform is carried out on the above Cauchy problem,
it is amenable to a more or less standard contraction method. On a more
technical level: due to the non-linearities one has to work with Banach’s
contraction mapping theorem on various spaces of so-called U-functionals
(which are images of generalized random variables under the S-trans-
form). In order to cover a large class of Cauchy problems we make use as
well of the Hida triple of random variables as the Kondratiev triples (cf.
Section 2.1). We also apply our methods to ordinary stochastic differential
equations and stochastic Volterra equations, which may have anticipating
coefficients andor initial conditions.
We combine our machinery with the Wick calculus (e.g., [17]) in order to
produce a number of examples as illustrations of our results. Among others,
we consider stochastic reactiondiffusion equations, stochastic Burgers
equations, and an equation modelling population growth in a random
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medium (all in Wick form). In this context we also want to mention [11,
13, 14, 19, 20]. In the linear case (and for spacetime white noise), one
finds in [28, 7] an approach via the FeynmanKac and CameronMartin
GirsanovMaruyama formulae.
Our article is organized as follows. Section 2 provides some mathemati-
cal background from white noise analysis, the formulation of the Cauchy
problem and the notion of solution to be used. In Section 3 the necessary
Banach spaces of U-functionals are introduced. In Sections 4 and 5 we
prove existence and uniqueness of solutions of the Cauchy problem under
certain global (Section 4), resp. local (Section 5) Lipschitz conditions on
the coefficients F and G. Moreover, a number of examples are considered
there. Finally, as a by-product of our method we treat in Section 6 non-
linear anticipating stochastic differential equations and stochastic Volterra
equations and again give several examples.
2. MATHEMATICAL PRELIMINARIES
2.1. Some Elements from White Noise Analysis
Let k # N, and denote the Schwartz space of rapidly decreasing C func-
tions by S(Rk). Its dual is denoted by S$(Rk). The standard family of
semi-norms on S(Rk) is given by
&!&(:, #) := sup
x # Rk
|:!(x)| (1+|x| )#,
where :=(:1 , ..., :k), :i , # # N0 . We are also going to make use of the
norms
|!| 2, p :=|(H } k) p !| 2, 0
on S(Rk), where p # N0 , | } | 2, 0# | } | 2 is the norm of L2(Rk), and
H : S(R)  S(R) is the operator
&
d 2
dx2
+(1+x2).
The complexification of the Schwarz space and its dual will be denoted by
SC(R
k) and S$C(R
k), respectively, and we keep the same notation for the
corresponding families of semi-norms and norms. We shall make use of the
probability space (S$(Rk), B, +), where B is the Borel _-algebra induced
by the weak topology, and + is the centered Gaussian measure whose
covariance is given by the inner product of L2(Rk). Thus, the characteristic
function of + on S(Rk) is the mapping ! [ exp(&12 |!|
2
2). For each
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! # S(Rk) the dual pairing with | # S$(Rk) defines the random variable
| [ (|, !). To X # (L2) :=L2(+) there is associated a function on S(Rk),
called the S-transform of X :
SX(!)=|
S$(Rk)
X(|) e(|, !) &(12) |!|
2
2 d+(|). (2)
It is known that elements X # (L2) admit the WienerIto^Segal decom-
position
X= :

n=0
In(X (n)),
where the X (n) are symmetric elements in L2(Rkn), and In denotes the n-fold
Wiener integral. The norm of X is given by
&X&2(L2)= :

n=0
n! |X (n)| 2L2(R kn ) .
For ; # [0, 1], p # N0 , introduce the Hilbert space (S) ;p consisting of the
elements
,= :

n=0
In(,(n))
in (L2) such that
&,&22, ;, p := :

n=0
(n!)1+; |(H } kn) p ,(n)| 2L2(Rkn )<. (3)
Denote by (S)&;&p the dual. The space (S)
; is defined as the projective
limit (w.r.t. p) of the spaces (S) ;p . Its dual is the inductive limit of (S)
&;
&p ,
and is denoted (S)&;. For ;=0, the spaces (S)0 and (S)&0 will fre-
quently be denoted by (S) and (S)*, respectively. We shall identify (L2)
with its dual via the Riesz representation theorem. Then the following
chain of inclusions holds for all ;, 0<;<1:
(S)1/(S);/(S)/(L2)/(S)*/(S)&;/(S)&1.
Remark. (S) and (S)* are known as the space of Hida test functions
and of Hida distributions, respectively. For ; # (0, 1], (S); and (S)&; are
called the spaces of Kondratiev test functions and of Kondratiev distribu-
tions, respectively. The S-transform (2) can be extended to elements
X # (S)&1 by extending the (L2)-inner product of X and the exponential
term in (2) to X # (S)&1 via dual pairing; see, e.g., [17]. In practice it is
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much easier to work with S-transform of elements in (S)* or (S)&1, than
with the distributions directly. So-called characterization theorems take
care that no information is lost by doing so: they state that the S-trans-
form is a bijection between the various spaces (S)&; and spaces of func-
tions on S(Rk) with certain analytic properties, and thereby characterize
(S)&; via its S-transform. In the following, we give a short summary.
To characterize the spaces (S)&;, ; # [0, 1], we need the notion of a
U-functional. First let ; # [0, 1). Consider functions U: SC(Rk)  C, with
the following two properties:
1. For every !, ’ # SC(Rk), the mapping z [ U(!+z’) is entire.
2. There exist K1 , K2>0 and p # Z such that for all ! # SC(Rk),
|U(!)|K1 exp(K2 |!| 2(1&;)2, p ).
The space of all such functions will be denoted U;. For ;=1, consider
complex valued functions U defined on an open neighborhood V around
zero in SC(R
k), with the following two properties:
1$. For every !, ’ # V there exists an open set V!, ’ around zero in C
such that the following mapping from V!, ’ into C is analytic:
z [ U(!+z’).
2$. U is locally bounded on V, i.e., every ! # V has a neighborhood
N/V such that U(N) is bounded.
We identify two functions when they are equal on a neighborhood of
zero in SC(R
k). Hence, the space U1 consists of germs of functions of above
type.
We state the characterization theorem for (S)&; :
Theorem 1. Let ; # [0, 1]: If , # (S)&;, then S, # U;. Conversely, if
U # U; there exists a unique element , # (S)&; such that S,=U.
A proof of this theorem for ;=0 can be found in [10, 15, 27]. The
general case ; # [0, 1] is treated in [16, 17, 24].
The spaces U; are all closed under the pointwise product of functions.
Hence, we can define the so-called Wick product of two elements
,,  # (S)&; :
, h  :=S&1(S, } S). (4)
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In Sections 4 and 5 we construct solutions of the Cauchy problem (1)
which are generalized random variables in the spaces (S)&; depending on
space and time. That is, we consider mappings
(t, x) [ ,(t, x),
from DT into (S)&;, where DT :=[0, T]_Rd for 0<T<, d1, and
we have to discuss continuity and differentiability properties of these
mappings. It will be convenient to formulate these in terms of the weak
topology of (S)&;. Partial derivatives will also be denoted by Di , i=
0, 1, ..., d, where D0 stands for the partial derivative with respect to the time
variable, while Di , i=1, 2, ..., d denotes the partial derivative with respect
to the coordinates xi .
Assume that for every  # (S) ; the mapping
(t, x) [ (,(t, x), )
has a partial derivative Di (,(t, x), ) at (t, x), i=0, 1, ..., d, and that this
expression is linear and continuous in  # (S) ;. Then the corresponding
element in (S)&; is denoted by Di,(t, x). (It is not hard to verify that this
definition of weak partial derivatives coincides with the one where the
corresponding limits are taken in the weak topology.)
Let m, n # N0 . C m, nb (DT ; (S)
&;) denotes the space of those mappings
from DT into (S)&; which are m times weakly partially differentiable with
respect to the time variable, n times weakly partially differentiable with
respect to the space variables, and such that these mappings and all their
partial derivatives are continuous and weakly bounded. C 0, 0b (DT ; (S)
&;)
will simply be denoted by Cb(DT ; (S)&;). Moreover, we shall use analogous
notations for spaces of functions on DT with values in R or C, or spaces
of mappings from a time interval into (S)&;.
In order to combine this with the S-transform, we consider mappings
(t, x) [ f (t, x; } )
from DT into U ;.
Let ; # [0, 1). C m, nb (DT ; U
;) is the space of mappings f from DT into U;
such that for all ! # SC(Rk), f ( } , } ; !) belongs to C m, nb (DT ; C), and such
that the constants K1 , K2 in property 2 above are independent of t and x.
In the case ;=1, C m, nb (DT ; U
1) is defined as the space of mappings f
from DT into U 1 such that f ( } , } ; !) # C m, nb (DT ; C) for every ! # V, and
property 2$ holds uniformly in t and x.
The proof of the following result is an easy adaptation of the proof given
for case ;=0 in [26]:
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Lemma 2. Let ; # [0, 1] and m, n # N0 . If f is in C m, nb (DT ; U
;) then
S&1 f # C m, nb (DT ; (S)
&;).
2.2. Formulation of the Problem
In the remainder of this paper let (t, x) # DT , for d1 and 0<T<+.
Let A be a second order differential operator of the form
A= :
d
i, j=1
aij(t, x)
2
xi xj
+ :
d
i=1
bi (t, x)

xi
+c(t, x)
which is uniformly elliptic, i.e., there exist *2 , *1>0, so that
*1 | y | 2 :
d
i, j=1
aij(t, x) yi yj*2 | y | 2
for all y # Rd and all (t, x) # DT . We make the following assumption on the
regularity of the coefficient functions: for all i, j, k, l=1, ..., d the functions
aij , Dkaij , DkDlaij , bi , Dkbi , and c are bounded continuous functions on
DT , and they satisfy a uniform Ho lder condition in x # Rd, uniformly in
t # [0, T]. Under these conditions the heat equation D0u&Au=0 has a
fundamental solution q(t, x; s, y ) which admits the bounds
|q(t, x; s, y )|Kq |t&s| &d2 exp \&* |x&y|
2
|t&s| + ,
|{q(t, x; s, y )|Kq |t&s| &(d+1)2 exp \&* |x&y|
2
|t&s| + ,
where *, Kq>0 are suitable constants, and the gradient is taken w.r.t.
either the x or the y variable (see, e.g. [8, 21]). These bounds imply the
trivial estimates
|
R d
|q(t, x; s, y)| dyKq \?*+
d2
=: Cq , (5)
|
Rd
|{y q(t, x; s, y)| dyCq(t&s)&12, (6)
which will be used often later.
We consider the (informal) stochastic Cauchy problem
,
t
(t, x)&A,(t, x)=F(,)(t, x)+{G(,)(t, x) h N(t, x)
(7)
,(0, x)=,0(x).
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We explain the various terms in (7): F and G are mappings from
DT_(S)&; into (S)&; for some ; # [0, 1]. For , being a mapping from
DT into (S)&;, we set
F(,)(t, x) :=F(t, x, ,(t, x)),
G(,)(t, x) :=G(t, x, ,(t, x)),
where (t, x) # DT . N is a d-vector of spacetime noises: N=(N1 , ..., Nd ),
Ni # C 0, 1b (DT ; (S)
&;), i=1, ..., d. Furthermore,
{G(,)(t, x) h N(t, x)= :
d
i=1

xi
G(,)(t, x) h Ni (t, x).
We reformulate (7) as an integral equation (and perform an informal
integration by parts):
,(t, x)=|
R d
,0( y ) q(t, x; 0, y ) dy
+|
t
0
|
Rd
q(t, x; s, y ) F(,)(s, y ) dy ds
&|
t
0
|
Rd
q(t, x; s, y ) G(,)(s, y ) h :
d
i=1
Ni
yi
(s, y ) dy ds
&|
t
0
|
Rd
{y q(t, x; s, y ) } N(s, y ) h G(,)(s, y) dy ds. (8)
The integrals are understood in the sense of Bochner. By a solution of (7),
we shall understand an element , # Cb(DT ; (S)&;) which satisfies (8).
Precise conditions on ,0 , F, G, and N will be given later. To prove
existence and uniqueness results for (7) we are going to study the S-trans-
form (8): For u # Cb(DT ; U ;) define the functions
f (u)(t, x; !) :=SF(t, x, S&1u(t, x))(!),
g(u)(t, x; !) :=SG(t, x, S&1u(t, x))(!).
We compute the S-transform of (8): if , were a solution of (8), then all
terms in (8) belong to (S)&;, and the S-transform commutes with the
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Bochner integrals. With the notation n(t, x; !) :=SN(t, x)(!) and
u(t, x; !) :=S,(t, x)(!) we obtain the equation
u(t, x; !)=|
R d
u0( y; !) q(t, x; 0, y) dy
+|
t
0
|
Rd
q(t, x; s, y) f (u)(s, y; !) dy ds
&|
t
0
|
Rd
q(t, x; s, y) g(u)(s, y; !) :
d
i=1
ni
yi
(s, y; !) dy ds
&|
t
0
|
Rd
{y q(t, x; s, y ) n(s, y; !) g(u)(s, y; !) dy ds. (9)
In this paper, we study problem (9) for f and g satisfying a uniform or a
local Lipschitz condition. We refer to Sections 4 and 5 for a precision of the
conditions on f and g. In the case where f and g are uniformly Lipschitz,
we will distinguish between two types of noise N(t, x): If n=SN is polyno-
mially bounded in !, i.e., for an :>0 and a p0,
|n(t, x; !)|Kn(1+|!| :2, p), for all (t, x) # DT ,
we call N polynomial noise, otherwise non-polynomial noise.
3. BANACH SPACES OF U-FUNCTIONALS
In this section we introduce a class of Banach spaces of functions on
D_V, where D is a subset of DT and V/SC(Rk) is open. We apply
Banach’s fixed point theorem within these spaces for various cases of
Eq. (9). Beside D and V we shall need additional parameters ;, p like those
in (3). These parameters will be chosen in accordance with the properties
of the functions F, G, and the noise N in (7). We remark that similar spaces
have been used in [4, 5].
For d, k # N and T0 fixed, consider functions u: D_V  C, with the
following properties:
(i) (Continuity) For every fixed element ! # V, u( } , } ; !) # C(D; C).
(ii) (Analyticity) For every !, ’ # V, there exists an open set V!, ’/C
such that, for every (t, x) # D, an analytic mapping from V!, ’ into C is
defined by
z [ u(t, x; !+z’).
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Denote by U (D) the space of all such functions u. On the space of
mappings which satisfy (i) introduce the family of positive (possibly
infinite) functions
&u&;, p, l :=sup [ |u(t, x; !)| w;, p, l (t; !)&1 : (t, x, !) # D_V], (10)
where the weight function w;, p, l>0, defined subsequently, depends on the
choice of ;1 and p, l # N0 . Now let
U;p, l(D) :=[u # U (D) : &u&;, p, l<].
Obviously, (U ;p, l (D), & }&;, p, l ) is a normed vector space.
The Case ;<1. Choose V=SC(Rk) and V!, ’=C in (ii). Then the
map z [ u(t, x; !+z’) is entire. In this case, denote U (D) by U e(D), where
e indicates entireness. To define the space (U ;p, l (D), & }&;, p, l ) let
w;, p, l (t; !) :=exp[l |!| 2(1&;)2, p +tL(!)].
where
L(!) :=l(1+|!| 2(1&;)2, p ). (11)
The Case ;=1. To define the space (U 1p, l (D), & }&1, p, l ) choose the sets
V and V!, ’ in (ii) (depending on p and $) as follows:
Vp($) :=[! # SC (Rk) : |!| 2, p<$],
(12)
V!, ’ :=[z # C : |z| |’| 2, p<$&|!| 2, p ].
Then z [ u(t, x; !+z’) is locally analytic. U (D) will in this case be
denoted U lo(D). Finally, let
w1, p, l (t; !) :=etl.
Remark. Fix u # U ;p, l (D), !, ’ # V and let B/V!, ’ be a bounded
domain. In view of &u&;, p, l< the family [ f (t, x) : (t, x) # D] of holo-
morphic functions on B, defined by f(t, x)(z) :=u(t, x; !+z’) is uniformly
bounded. From (i) and (ii) it then follows (by the theorem of Montel) that
the map
(t, x, z) [ u(t, x; !+z’)
from D_V!, ’ into C is continuous, and thus Borel measurable. We make
use of this by applying Fubini’s theorem in the following sections.
Proposition 3. For every ;1 and p, l # N0 (U ;p, l (D), & }&;, p, l ) is a
Banach space.
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Proof. We abbreviate & }& :=& }&;, p, l , w :=w;, p, l and follow the
arguments given in [4]: To show that U;p, l (D) is complete, let (un)

n=1 be
a Cauchy sequence in U ;p, l (D). For (t, x, !) # D_V:
|un(t, x; !)&um(t, x; !)|&un&um& w(t ; !).
Denoting by | } | the supremum-norm on D we obtain
|un( } , } ; !)&um( } , } ; !)|&un&um& w(T ; !).
By completeness of the space (Cb(D; C), | } |), there exists a function
u( } , } ; !) # Cb(D; C) such that un( } , } ; !)  u( } , } ; !) in the | } |-norm.
Therefore, for a given =>0 we have the inequality
sup[ |un(t, x; !)&u(t, x; !)| : (t, x) # D]<=,
for an appropriate nN(!). This inequality together with 0<w&11
implies that
|u(t, x; !)| w(t; !)&1|u(t, x; !)&un(t, x; !)| w(t; !)&1
+|un(t, x; !)| w(t; !)&1
|u( } , } ; !)&un( } , } ; !)| +&un &=+&un&,
for nN(!). Because &un&<const. for all n # N we find
&u&=+&un&<.
Since (un)n=1 is Cauchy in U
;
p, l (D), there exists N>0 such that
&un&um&<=, \n, mN.
By the triangle inequality we get
|u(t, x; !)&un(t, x; !)| w(t; !)&1
|un(t, x; !)&um(t, x; !)| w(t; !)&1+|um(t, x; !)&u(t, x; !)| w(t; !)&1
=+|um( } , } ; !)&u( } , } ; !)| .
Since um( } , } ; !)  u( } , } ; !) in the | } | -norm, we let m tend to  and
obtain
|u(t, x; !)&un(t, x; !)| w(t; !)&1=, \nN.
This yields &u&un&= for all nN, i.e., un  u w.r.t. the & }&-norm.
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It reamins to show condition (ii): Fix !, ’ # V, (t, x) # D and consider
the analytic function u~ n(z) :=un(t, x; !+z’) on V!, ’ . By direct estimation
|u~ n(z)|=|un(t, x; !+z’)|&un & w(t; !+z’)(sup
n # N
&un &) w(t; !+z’).
Hence, u~ n is bounded uniformly on every compact K/V!, ’ , since so is the
function z [ w(t; !+z’). Moreover, since u~ n(z) converges pointwise to
u~ (z) :=u(t, x; !+z’), it follows by the theorem of Vitali that u~ is analytic
on V!, ’ . This implies (ii). K
Remark. Let u # U ;p, l (D) for ; # [0, 1). Then u(t, x; !) satisfies the
bound
|u(t, x; !)|&u& ;, p, l exp[l(T+1)(1+|!| 2(1&;)2, p )].
Moreover, since u( } , } ; !) # Cb(D; C) for every ! # SC(Rk), we see by
Lemma 2 that there exists , # Cb(D; (S)&;) such that
S,(t, x)(!)=u(t, x; !).
For u # U 1p, l (D) we correspondingly obtain , # Cb(D; (S)
&1) such that
S,(t, x)(!)=u(t, x; !), ! # Vp($).
4. THE UNIFORM LIPSCHITZ CASE
In this section we are going to work with the spaces U e(DT ), U lo(DT )
and (U;p, l (DT ), & }&;, p, l ). Our aim is to solve the fixed point equation (8)
and the major step will be to solve (9). To use notations from Section 3 to
initial functions u0 : Rd_V  C we identify Rd with D0=[0]_Rd. We
write U ;p, l (R
d ) instead of U ;p, l (D0) and we keep the same notation for the
norm on U;p, l (R
d ):
&u0&;, p, l :=sup[ |u0(x; !)| w;, p, l (0; !)&1 : (x, !) # Rd_V].
The treatment of polynomial and non-polynomial noise is separated into
two sections, because the conditions for the operator I defined in (13)
below are quite different: In case of polynomial noise, treated in Section
4.1, we work with V=SC(R
k) and we obain a solution u # U ;p, l (DT ) for
; # [0, 1). In case of non-polynomial noise N(t, x), treated in Section 4.2,
we assume at least that SN is bounded on DT_Vp($). We then obtain a
solution u # U 1p, l (DT).
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4.1. The Case of Polynomial Noise
Define the integral operator I on U ;p, l (DT ), for some ; # [0, 1) and
p, l # N0 by
Iu(t, x; !) :=v0(t, x; !)+|
t
0
|
R d
q(t, x; s, y )[ f (u)&g(u)m](s, y; !) dy ds
&|
t
0
|
R d
{y q(t, x; s, y) } n(s, y; !) g(u)(s, y; !) dy ds, (13)
where
v0(t, x; !) :=|
R d
u0( y; !) q(t, x; 0, y ) dy, m(t, x; !) := :
d
i=1
ni
xi
(t, x; !).
We impose the following technical assumptions on the operator I:
(A) u0 # U ;p, l (R
d ).
(B) f and g are functions from U e(DT ) into itself. For u, v # U e(DT )
they satisfy the following Lipschitz bound with some constant Kf, g0, and
_ # [0, 1]:
| f (u)(t, x; !)&f (v)(t, x; !)|Kf, g(1+|!| 2(1&;)2, p ) |u(t, x; !)&v(t, x; !)|,
| g(u)(t, x; !)&g(v)(t, x; !)|Kf, g(1+|!| 2(1&;)2, p )
(1&_)2 |u(t, x; !)&v(t, x; !)|.
Also, f and g satisfy the following growth conditions
| f (u)(t, x; !)|Kf, g(1+|!| 2(1&;)2, p )(1+|u(t, x; !)| ),
| g(u)(t, x; !)|Kf, g(1+|!| 2(1&;)2, p )
(1&_)2 (1+|u(t, x; !)| ).
(C) For i=1, ..., d, ni and Dini are elements of U e(DT ). In addition,
there exists a positive constant Kn such that for all ! # SC(Rk)
|n(t, x; !)|Kn(1+|!| 2(1&;)2, p )
_2, |m(t, x; !)|Kn(1+|!| 2(1&;)2, p )
(1+_)2,
where _ is the constant in (B).
We remark that a priori we do not need to have the same p in conditions
(A)(C). However, since the norms | } | 2, p increase with p, we can always
find one p for which all the above conditions hold. To get more compact
notation, introduce the function
f (u)(t, x; !) :=f (u)(t, x; !)&g(u)(t, x; !) m(t, x; !).
Note that f fulfills assumption (B), but now with Kf :=Kf, g+Kf, gKn .
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Proposition 4. Under conditions (A)(C), the operator I maps
U;p, l (DT ) into itself.
Proof. In the first step we verify the properties (i) and (ii) from
Section 3:
(i) Let u # U ;p, l (DT ) and fix ! # SC(R
k). Conditions (A)(C) imply
that v0( } , } ; !) # Cb(DT ; C), and that f (u)( } , } ; !) and g(u)( } , } ; !) ni ( } , } ; !)
for i=1, ..., d are bounded and measurable functions. From Theorem A.3 in
[6] we conclude Iu( } , } ; !) # Cb(DT ; C).
(ii) Fix !, ’ # SC(Rk) and consider u # U ;p, l (DT ). We will show by an
application of Morera’s theorem that z [ Iu(t, x; !+z’) is entire, for every
(t, x) # DT . For t=0 this follows from (A). Define, for y # Rd and 0s<t:
a( y, z) :=q(t, x; 0, y) u0( y; !+z’) (14)
b(s, y, z) :=q(t, x; s, y) f (u)(s, y; !+z’)
&{y q(t, x; s, y) } n(s, y; !+z’) g(u)(s, y; !+z’). (15)
From (A)(C) we know that, for every fixed (s, y ) # (0, T]_Rd, the func-
tions a( y, } ) and b(s, y, } ) are entire. Moreover, a and b are Borel
measurable because of local uniform boundedness (Montel). We estimate
|a( y, z)|=|q(t, x; 0, y)| } |u0( y; !+z’)|
|q(t, x; 0, y)| } &u0 &;, p, l w;, p, l (0; !+z’). (16)
Let # be the boundary of a closed rectangle in C. Since the function
z [ w;, p, l (0; !+z’) is bounded on every compact K/C and a( y, } ) is
entire it follows by Fubini’s theorem that
|
# \|Rd a( y, z) dy+ dz=|R d \|# a( y, z) dz+ dy=0.
Since this holds for every closed rectangle in C, Morera’s theorem implies
that
z [ |
Rd
a( y, z) dy
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is entire. We argue similarly for b:
|b(s, y, z)||q(t, x; s, y)| } | f (u)(s, y; !+z’)|
+|{yq(t, x; s, y)| } | g(u)(s, y; !+z’)| } |n(s, y; !+z’)|
|q(t, x; s, y )| Kf (1+|!+z’ | 2(1&;)2, p )(1+|u(s, y; !+z’)| )
+|{yq(t, x; s, y)| Kf (1+|!+z’| 2(1&;)2, p )
12 (1+|u(s, y; !+z’)| )
|q(t, x; s, y)| Kf (1+|!+z’| 2(1&;)2, p )(1+&u&;, p, l ) w;, p, l (t; !+z’)
+|{yq(t, x;s, y)| Kf (1+|!+z’| 2(1&;)2, p )
12
_(1+&u&;, p, l ) w;, p, l (t; !+z’).
By the assumptions on w;, p, l , Fubini’s theorem and the entireness of
b(s, y, } ):
|
# \|
t
0
|
R d
b(s, y, z) dy ds+ dz=|
t
0
|
Rd \|# b(s, y, z) dz+ dy ds=0.
Again, Morera’s theorem implies that
z [ |
t
0
|
R d
b(s, y, z) dy ds
is entire. This proves (ii).
The second step is to show that Iu is bounded in the & }&;, p, l-norm, for
u # U ;p, l(DT ). We will use the abbreviation
K :=max(Kf , Cq), (17)
where Cq is defined in (5). Using (B) for f and g we find
|Iu(t, x; !)|K &u0&;, p, l w;, p, l (t; !)+K2(1+|!| 2(1&;)2, p )(1+&u&;, p, l )
_exp[l |!| 2(1&;)2, p ] |
t
0
esL(!)ds+K 2(1+|!| 2(1&;)2, p )
12
_(1+&u&;, p, l ) exp[l |!| 2(1&;)2, p ] |
t
0
(t&s)&12 esL(!) ds.
We estimate t0 exp(sL(!)) ds(L(!))
&1 exp(tL(!)). In [4] the following
estimate has been shown:
|
t
0
(t&s)&12 esL(!) ds\ ?L(!)+
12
etL(!).
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Taking into accound that L(!)=l(1+|!| 2(1&;)2, p ), we finally obtain
|Iu(t, x; !)|\K &u0& ;, p, l+\K
2
l
+
?12K 2
l12 + (1+&u& ;, p, l )+ w;, p, l (t; !).
(18)
This implies &Iu&;, p, lconst. (1+&u&;, p, l )<. K
Proposition 5. Let K be given by (17), and choose l4K2+16?K 4.
Then I defined in (13) is a strict contraction on U ;p, l (DT ), and therefore has
a unique fixed point u # U;p, l (DT ).
Proof. Let u, v # U;p, l(DT ). Using the Lipschitz condition on f and g in
(B), the polynomial bound on n(t, x; !) in (C) and the definition of
& }&;, p, l , we obtain
|Iu(t, x; !)&Iv(t, x; !)|
\K 2(1+|!| 2(1&;)2, p ) exp[l |!| 2(1&;)2, p ] |
t
0
esL(!) ds
+K2(1+|!| 2(1&;)2, p )
12 exp[l |!| 2(1&;)2, p ]
_|
t
0
(t&s)&12 esL(!) ds+ &u&v&;, p, l .
The estimations of the integrals in the proof of Proposition 4 yield
|Iu(t, x; !)&Iv(t, x; !)|\K
2
l
+
?12K 2
l12 + &u&v&;, p, l w;, p, l (t; !).
Banach’s fixed point theorem now implies the second claim. K
By definition of U ;p, l (D) we have the obvious inclusion U
;
p, l (D)/U
;
p, l $(D)
for all l $l. Thus, without restriction we can choose l in (A) such that
l4K2+16?K 4, to obtain the fixed point u # U ;p, l (DT ). (It is easy to see
that u does not depend on the specific choice of l.) By the remark at the
end of Section 3, there is a unique , # Cb(DT ; (S)&;) such that we have
S,(t, x)(!)=u(t, x; !). To show that , is a solution of (8), we must prove
that the inverse S-transform commutes with the integrals in (9): For the
fixed point u # U ;p, l (DT ) and fixed (t, x) # DT , define
8(s, y; !) :=q(t, x; s, y) f (u)(s, y; !)
+{yq(t, x; s, y) } n(s, y; !) g(u)(s, y; !). (19)
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Then we have for a suitable constant K :
|8(s, y; !)||q(t, x; s, y)| K(1+|!| 2(1&;)2, p )(1+&u&;, p, l ) e(T+1) L(!)
+|{yq(t, x; s, y )| K(1+|!| 2(1&;)2, p )
12 (1+&u&;, p, l ) e(T+1) L(!)
(|q(t, x; s, y)|+|{yq(t, x; s, y)| )(1+&u&;, p, l )
_exp(K (1+|!| 2(1&;)2, p )).
Since |q(t, x; } , } )| and |{yq(t, x; } , } )| are integrable on Dt , it follows as in
the proof of Theorem 4.51 in [10] that
S \|
t
0
|
Rd
S&18(s, y; } ) dy ds+ (!)=|
t
0
|
R d
8(s, y; !) dy ds.
Hence, , is a solution of (8). We summarize:
Theorem 6. Let ; # [0, 1), ,0 # Cb(Rd ; (S)&;), and u0 :=S,0 . Under
conditions (A)(C) there exists a unique solution , # Cb(DT ; (S)&;) of (8).
4.2. The Case of Non-Polynomial Noise
In this section the operator I in (13) will be studied on U 1p, l (DT ), where
p, l # N0 . Recall that V!, ’ and V depend on p and $, and that u0 is the
initial function. We shall suppress the arguments (t, x) # DT , and ! # Vp($)
here and below. As before, all inequalities are supposed to hold pointwise
with uniform constants. We make the following assumptions for I:
(A1) u0 # U 1p, l (R
d ).
(B1) f and g are functions from U lo(DT ) into itself. They satisfy a
uniform Lipschitz condition of the following type: for all u, v # U lo(DT ) we
have
|h(u)&h(v)|Kf, g |u&v|,
where Kf, g is a positive constant and h stands for f or g. Moreover, they
admit the growth condition
|h(u)|Kf, g(1+|u| ).
(C1) For i=1, ..., d, ni and Dini are elements of U lo(DT ). In addition,
there exists a positive constant Kn such that
|n|Kn , } :
d
i=1
ni
xi }Kn .
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Proposition 7. Under conditions (A1)(C1), the operator I defined by
(13) maps U 1p, l(DT ) into itself. If K is given by (17), and l4K
2+16?K4,
I is a strict contraction on U 1p, l (DT ), and therefore has a unique fixed point
u # U 1p, l (DT ).
Proof (Outline). As in Section 4.1, but now with conditions (A1)(C1),
we argue as follows: For u # U 1p, l (DT ) and fixed !, ’ # Vp($), Iu( } , } ; !)
belongs to Cb(DT ; C) [6, Theorem A.3], and the mapping (t, x, z) [
Iu(t, x; !+z’) from DT_V!, ’ into C is Borel measurable (Montel). Let a
and b be defined by (14) and (15) and let # be the boundary of a closed
rectangle in V!, ’ . An argument analogous to the one in Section 4.1 shows
that the two functions a, b are measurable and bounded on Rd_K and
DT_K, for all compact sets K/V!, ’ . Fubini’s theorem together with
analyticity of a and b in V!, ’ yields
|
# \|Rd a( y, z) dy+ dz=|R d \|# a( y, z) dz+ dy=0
and
|
# \|
t
0
|
R d
b(s, y, z) dy ds+ dz=|
t
0
|
Rd \|# b(s, y, z) dz+ dy ds=0.
Hence, by Morera’s theorem, the function z [ Iu(t, x; !+z’) is analytic on
V!, ’ . Iu is bounded in the & }&1, p, l -norm, whenever u # U 1p, l (DT ), and for
l4K2+16?K 4, I is strictly contractive:
&Iu&Iv&1, p, l\K
2
l
+
?12K2
l12 + &u&v&1, p, l
1
2
&u&v&1, p, l .
By Banach’s fixed point theorem the second claim follows. K
By the remark at the end of Section 3, there exists , # Cb(DT ; (S)&1) so
that
S,(t, x)(!)=u(t, x; !), ! # Vp($).
By estimating the function 8(s, y; !) defined in (19) as in the preceding
section, we get from Theorem 6 in [17] that the inverse S-transform com-
mutes with integration. Hence , is a solution of (8). We have thus shown
Theorem 8. Let ,0 # Cb(Rd ; (S)&1) and u0 :=S,0 . Under conditions
(A1)(C1), there exists a unique solution , # Cb(DT ; (S)&1) of (8).
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4.3. Examples
Assume G(,)(t, x)=,(t, x) and F(,)(t, x)=,(t, x) h N0(t, x), with
N0 # Cb(DT ; (S)&;). Hence, the equation under consideration is
,
t
(t, x)&A,(t, x)=,(t, x) h N0(t, x)+{,(t, x) h N(t, x). (20)
Example 1 (Polynomial Noise). Let k=d+1, and define Ni and N to
be equal to timespace white noise. Thus, informally we have
Ni (t, x, |) :=(|, $t, x), i=0, 1, ..., d
where $t, x is the Dirac distribuition at (t, x). This timespace white noise
will also be denoted as Wt, x , and it is the timespace derivative of the
Brownian sheet considered as a generalized random variable in (S)*. Its
S-transform is given by
SWt, x(!)=!(t, x).
The hypotheses (B) and (C) are obviously satisfied for ;=0. Hence, if
S,0=u0 satisfies (A), we have a solution , # Cb(DT ; (S)*) of (20).
From a physical point of view, it might be interesting to smear out the
noise in the space variable. Given d+1 functions i # C 0, 1b (DT ; R),
i=0, 1, ..., d, define Ni # C 0, 1b (DT ; (S)*):
Ni (t, x) :=|
R d
i (t, x&y ) Wt, y dy, i=0, 1, ..., d.
The corresponding S-transforms will be
SNi (t, x)(!)=|
Rd
i (t, x&y) !(t, y) dy, i=0, 1, ..., d.
Since i is bounded by a constant Ki we get for large enough #
|SNi (t, x)(!)||
Rd
|i (t, x&y)| } |!(t, y)| dyKi |
Rd
|!(t, y)| dy
Ki |
Rd
(1+| y | )&# dy &!&(0, #)C &!&(0, #) .
Moreover, since i # C 0, 1b (DT ; R),

xi
SNi (t, x)(!)=|
Rd
i
xi
(t, x&y) !(t, y) dy, i=0, 1, ..., d.
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We find |Di SNi (t, x)(!)|C &!&(0, #) . For p large enough, &!&(0, #)
C |!| 2, p , and thus our hypotheses (B) and (C) are satisfied with ;=0.
We obtain a solution , # Cb(DT ; (S)*) of (20), whenever S,0=u0
satisfies (A).
In [9] a noise is considered which is also smeared out in the time
variable. It reads:
Ni (t, x) :=|
R
|
Rd
i (t&s, x&y) Wt, y dy ds, i=0, 1, ..., d,
for i # C 0, 1b (R_R
d ; R). The functions i and their first order space
derivatives are elements in S&p(R
d+1) for some p>0, so that we can
estimate the S-transform as follows:
|SNi (t, x)(!)||i | 2, &p |!| 2, p .
If S,0=u0 satisfies hypothesis (A) for this p and ;=0, we see that there
exists a solution , # Cb(DT ; (S)*). For i # Sp(Rd+1 ) and p large enough
one can even show that
,(t, x) # (L2), for all (t, x) # DT .
For example, if we have deterministic initial conditions in Cb(Rd; C),
and i # S(Rd+1), such a p obviously exists. We remark that in [9] a
FeynmanKac formula for the solution is worked out.
Example 2 (Non-polynomial Noise). Examples of noises which cannot
be bounded by a polynomial, are easy to produce. For instance, let Ni be
equal to the Wick exponential of white noise Wt, x :
Ni (t, x) := :exp Wt, x :, i=0, 1, ..., d.
The Wick exponential of white noise has been considered as a model for
positive noise (e.g., [12]). Its S-transform (which could be taken as a
definition in view of Theorem 1) is
S(:exp Wt, x :)(!)=exp(!(t, x)),
which shows that this noise cannot be bounded as in (C). Choose l>0 and
let ! # Vp($), where p is such that sup(t, x) # DT |!(t, x)|c |!| 2, p . Then
|S(:exp Wt, x :)(!)|exp(c$), for all ! # Vp($).
Similarly, by changing p if necessary, we can bound the space derivative of
SNi . It is easily seen that conditions (B1), (C1) hold, so that we have a
401NON-LINEAR STOCHASTIC HEAT EQUATIONS
File: 580J 304821 . By:DS . Date:20:05:97 . Time:08:01 LOP8M. V8.0. Page 01:01
Codes: 2761 Signs: 1737 . Length: 45 pic 0 pts, 190 mm
solution , # Cb(DT ; (S)&1) for (20), whenever S,0=u0 satisfies (A1). The
same argument shows that also the normalized exponential of regularized
noise (smeared in space or in time-space) gives a solution in
Cb(DT ; (S)&1).
5. THE LOCAL LIPSCHITZ CASE
We will see in this section that for the non-linear heat equation with
local Lipschitz condition, only local (in time) solutions exist. Hence, we are
going to consider the space U1p, 0(D{) where the time parameter is in an
interval [0, {], for a {T. We shall see that there exists a {=t0 for which
the problem under investigation has a solution. This t0 will be explicitly
given in Section 5.1 below (see (21)). We remark that the idea to our
approach is taken from [29]. Recall that
&u&1, p, 0=sup[ |u(t, x; !)| : (t, x, !) # D{_Vp($)].
From now on we shall denote by &u& the supremum of |u| on the domain
D_V, where D (in the following sections) will be given by D{ , Rd, [0, T],
[0] or 2T (defined in Section 6.2).
5.1. Existence and Uniqueness of Solution
For the operator I in (13), we assume (A1) and (C1) of Section 4.2 with
p # N0 , l=0, and $>0. In addition, f and g will admit a modification of
condition (B1):
(B1$) f, g: U lo(DT )  U lo(DT ) are such that f (0)=g(0)=0. For every
constant M>0 and all u, v # U lo(DT ) satisfying |u|, |v|M there exists
K f, g(M) such that (h stands for f or g)
|h(u)&h(v)|K f, g |u&v|.
Let u0 # U1p, 0(R
d ) and consider the closed ball with radius Cq &u0& (t0
will be specified below):
B1p, 0(Dt0) :=[u # U
1
p, 0(Dt0): &u&v0&Cq &u0&].
Here (and in the following sections) we keep the same symbol for a func-
tion v0 # U1p, 0(DT ) and for its restriction v0 |Dt0_Vp ($) # U
1
p, 0(Dt0 ). Obviously
0 # B1p, 0(Dt0 ), thus u # B
1
p, 0(Dt0 ) satisfies &u&2Cq &u0& . For
Kf, g :=K f, g(2Cq &u0&)
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the functions f and g are uniform Lipschitz on B1p, 0(Dt0 ) for any
t0 # [0, T], with Lipschitz constant Kf, g ; i.e., for u, v # B1p, 0(Dt0 ) (h stands
for f or g),
|h(u)&h(v)|Kf, g |u&v|.
The function f :=f&g } m (m is as in Section 4) satisfies (B1$) and is
uniform Lipschitz on B1p, 0(Dt0 ) with Lipschitz constant
Kf :=Kf, g+Kf, gKn .
Proposition 9. Assume (A1), (B1$), and (C1) with l=0. Then there
exists t0>0 such that I in (13) is a contraction on B1p, 0(Dt0 ) and has a
unique fixed point u # B1p, 0(Dt0 ).
Proof. Let u # B1p, 0(Dt0 ). As in Section 4.2 it follows that Iu # B
1
p, 0(Dt0 ).
For tt0 we estimate, using (A1), (B1$), and (C1),
|Iu(t, x; !)&v0(t, x; !)||
t
0
|
Rd
|q(t, x; s, y)| f (u)(s, y; !)| dy ds
+|
t
0
|
R d
|{yq(t, x; s, y)| } |n(s, y; !)|
} | g(u)(s, y; !)| dy ds
Kf &u& |
t
0
|
Rd
|q(t, x; s, y)| dy ds
+Kf, g Kn &u& |
t
0
|
Rd
|{yq(t, x; s, y)| dy ds
(Cq Kf } t+2CqKf, gKn } t12) 2Cq &u0 & .
Choose t0 as
t0 :=min[T, (4CqKf +64C 2qK
2
f, g K
2
n)
&1]. (21)
From this it is easy to see that for tt0
CqKf } t 14 , 2CqKf, g Kn } t
12 14 . (22)
We therefore obtain that
&Iu&v0&Cq &u0& ;
thus Iu # B1p, 0(Dt0 ). For u # B
1
p, 0(Dt0 ), the arguments in Section 4.1 with
the modifications made in Section 4.2 show that Iu possesses the necessary
continuity, measurability and analyticity properties.
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If u, v # B1p, 0(Dt0), we show that I is strictly contractive in the & }&-
norm:
|Iu(t, x; !)&Iv(t, x; !)|
|
t
0
|
R d
|q(t, x; s, y)| } | f (u)(s, y; !)&f (v)(s, y; !)| dy ds
+|
t
0
|
R d
|{y q(t, x; s, y)| } |n(s, y; !)|
} | g(u)(s, y; !)&g(v)(s, y; !)| dy ds
(Cq Kf } t+2CqKf, gKn } t12) &u&v& 12&u&v& .
Thus we have &Iu&Iv& 12&u&v& . Since B
1
p, 0(Dt0 )/U
1
p, 0(Dt0 ) is com-
plete, we obtain the second claim from Banach’s fixed point theorem. K
There exists , # Cb(Dt0 ; (S)
&1) so that S,(t, x)(!)=u(t, x; !), for
! # Vp($). Moreover, by arguments similar to those in Sections 4.1 and 4.2,
, solves (8).
Theorem 10. Let ,0 # Cb(Rd ; (S)&1) and u0 :=S,0 . Under conditions
(A1), (B1$), and (C1) there exists t0>0 such that problem (8) has a solution
, # Cb(Dt0 ; (S)
&1).
Remark. The solution , above is unique in the sense that it is the only
solution of (8) for which S, is an element of B1p, 0(Dt0 ).
5.2. Examples
We shall concentrate on examples produced by the so-called Wick
calculus (see [17]). Let h(z) be an entire function with Taylor expansion
h(z)= :

n=1
an zn.
Theorem 12 in [17] states that for every 9 # (S)&1 we have
hh(9 ) := :

n=1
an9 hn # (S)&1 and S(hh(9 ))(!)=h(S9(!)).
Example 1 (Stochastic ReactionDiffusion Equations of Wick Type).
Let k=d+1, N=0, and assume that the noise N satisfies n~ :=SN #
U1p, 0(DT ). A typical example is timespace white noise: N (t, x)=Wt, x .
Then (C1) trivially holds and (B1$) is easily verified for the following two
types of reactiondiffusion problems:
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,
t
(t, x)&A,(t, x)=hh(,(t, x))+,(t, x) h N (t, x)
,
t
(t, x)&A,(t, x)=hh(,(t, x)) h N (t, x).
In view of Theorem 10 we obtain a local solution , # Cb(Dt0 ; (S)
&1) when-
ever S,0=u0 satisfies (A1). We remark that the second equation possesses
a global solution, i.e., t0=T, if u0 is just a function of x, and if
sup(t, x) # DT [ |n~ (t, x; !)|]c |!| 2, p , for some p, c>0 and all ! # Vp($). This
can be seen as follows. For |u| , |v|2Cq &u0 & and ! # Vp($), i.e.,
|!| 2, p<$, we have
| f (u)&f (v)|=|n~ | } |h(u)&h(v)|
|n~ | } sup[ |h$(z)|; |z|2Cq &u0 &] |u&v|
c$ |h$| |u&v|,
where |h$| :=sup[ |h$(z)|; |z|2Cq &u0 &]. Hence we choose Kf, g=
c$ |h$| . Since N=0 we have Kn=0, thus Kf =Kf, g . The definition of t0 in
(21) gives
t0=min {T, 14Cq Kf, g==min {T,
1
4Cqc$ |h$|= .
We set $=(4CqcT |h$|)&1 and obtain t0=T ; i.e., the solution , is in
Cb(DT ; (S)&1). Notice that the conditions on N are satisfied for
N (t, x)=Wt, x or one of the smeared out versions of Wt, x considered in
Section 4.3.
Example 2 (The Wick Burgers Equation). Let d=1 and k=2. We
consider
,
t
(t, x)&A,(t, x)=&,(t, x) h
,
x
(t, x)+,(t, x) h Wt, x ,
that is, we choose N(t, x)=1, F(,)(t, x)=,(t, x) h Wt, x and G(,)(t, x)=
&12,
h2(t, x). Of course, we can also let G(,)=hh(,) for any entire func-
tion h. In any case, we obtain local solutions for this type of equations by
Theorem 10. We remark that the following Burgers equation with gradient
coupled noise can also be studied in our framework:
,
t
(t, x)&A,(t, x)=&,(t, x) h
,
x
(t, x)+
,
x
(t, x) h Wt, x .
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Although this equation is not representable by (7), it is not hard to see that
with minor modifications of our approach the existence of a local solution
can be established. The Brugers equation with non-linearity in Wick form
(and additive noise) has also been considered in [13, 14].
6. OTHER APPLICATIONS
In the last section we shall look at ordinary (anticipating) stochastic
differential equations and stochastic Volterra equations within our frame-
work. For earlier work in this direction, we mention [2, 4, 1820, 23]. As
usual we write Xt instead of X(t), for a (generalized) stochastic process
X : [0, T]  (S)&;. The equation under consideration reads
Xt=X0+|
t
0
b(t, s, Xs) ds+|
t
0
_(t, s, Xs) $Bs .
X0 , b, and _ can all be anticipating. The last integral is the Skorokhod
integral (see, e.g., [22]), which is a generalization of the Ito^ integral. It is
well known that the Skorokhod integral coincides with the Hitsuda
Skorokhod integral (cf. [1, 10, 20]) in the case of Skorokhod integrable
processes Fs :
|
t
0
Fs $Bs=|
t
0
Fs h Ws ds.
Here Ws # (S)* denotes white noise (in time). Its S-transform reads
SWs(!)=!(s), ! # SC(R).
Remark. In the case of ordinary equations the variable x # Rd which
appears in the definition of U (D) is absent. We will express a function
u # U (D) which is constant with respect to x simply by u(t; !) instead of
u(t, x; !), and we write u # U ([0, T]). When T=0 (initial values) we write
u0(!) instead of u(0; !) and U;p, l :=U
;
p, l ([0]). Notice that U
;
p, l is naturally
identified with the space of U-functionals satisfying (for some constant K
depending on U ):
|U(!)|K exp[l |!| 2(1&;)2, p ].
6.1. Anticipating Stochastic Differential Equations
Consider the stochastic differential equation
Xt=X0+|
t
0
b(s, Xs) ds+|
t
0
_(s, Xs) h Ws ds. (23)
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The conditions on X0 , b, and _ will be imposed below. Take the S-trans-
form of (23). Put u(t; !) :=SXt(!), and define the function
f (u)(t; !) :=Sb(t, S&1u(t; } ))(!)+!(t) S_(t, S&1u(t; } ))(!). (24)
Then we obtain the fixed point problem
u(t; !)=v0(t; !)+|
t
0
f (u)(s; !) ds, (25)
where v0(t; !) :=u0(!) for all (t, !) # [0, T]_V, and V/SC(R).
The Uniform Lipschitz Case. Let ; # [0, 1), p, l # N0 , and assume
(a1) u0 # U;p, l .
(b1) f is a function from U e([0, T]) into itself. For all u, v #
U e([0, T]) and (t, !) # [0, T]_SC(R):
| f (u)(t; !)&f (v)(t; !)|Kf (1+|!| 2(1&;)2, p ) |u(t; !)&v(t; !)|,
| f (u)(t; !)|Kf (1+|!| 2(1&;)2, p )(1+|u(t; !)| ).
Proposition 11. For X0 # (S)&; let u0 :=SX0 . Assume (a1), (b1), and
l2Kf . Then there exist unique solutions u # U ;p, l ([0, T]) to problem (25),
and X # Cb([0, T]; (S)&;) to problem (23).
Proof. Define the operator I on U;p, l([0, T]) by
Iu(t; !)=v0(t; !)+|
t
0
f (u)(s; !) ds. (26)
Informally speaking, we obtain this operator I from the one in Section 4.1
if we set N=0, p(t, x; s, y)=1, and drop the Rd-integration. Also condi-
tions (A) and (B) lead to (a1) and (b1) if there is no dependence on x # Rd.
Simple modifications in the proof of Proposition 4 and 5 thus show that I
is a contraction on U;p, l ([0, T]), for l2Kf . The proposition follows by
Banach’s fixed point theorem and inverse S-transformation (Theorem 1). K
The Local Lipschitz Case. Fix p # N0 , $>0 and let l=0. Consider (25)
with the function f given as in (24) on U1p, 0([0, T]). We impose the follow-
ing conditions:
(a2) u0 # U1p, 0 .
(b2) f : U lo([0, T])  U lo([0, T]) satisfies f (0)=0. If u, v # U lo([0, T])
obey |u|, |v|M for a constant M, there exists K f (M) such that
| f (u)&f (v)|K f |u&v|.
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We follow the arguments in Section 5. Consider, for 0<t0T, the closed
ball
B1p, 0([0, t0]) :=[u # U
1
p, 0([0, t0]) : &u&v0&&u0 &].
We see that u # B1p, 0([0, t0 ]) implies &u&2 &u0& . With Kf :=
K f (2 &u0 &) the function f is uniform Lipschitz on B1p, 0([0, t0]) with
Lipschitz constant Kf .
Proposition 12. Under conditions (a2), (b2) there exists t0>0 such that
(25) has a unique solution u # B1p, 0([0, t0]), and Eq. (23) has a solution X in
Cb([0, t0]; (S)&1).
Proof. Let I on U1p, 0([0, t0]) be defined by (26). We calculate for
u # B1p, 0([0, t0]):
|Iu(t; !)&v0(t; !)||
t
0
| f (u)(s; !)| dsKf |
t
0
|u(s; !)| ds2Kf t0 &u0& .
From the arguments in Section 5 and with the choice t0 :=min[T, (2Kf )&1],
we find that I is a strict contraction on B1p, 0([0, t0]). By Banach’s fixed
point theorem and inverse S-transformation the proposition follows. K
Remark. The solution X is unique in the sense that it is the only solu-
tion of (23) for which SX # B1p, 0([0, t0]).
Example 1. Define the functions b and _ in (23) to be
b(s, Xs)=BhmT&s h Xs , _(s, Xs)=B
hm&1
T&s h Xs ,
where m # N. It is easy to see that the function f in (24) in this case is
f (u)(s; !)=\\|
T&s
0
!({) d{+
m
+!(s) \|
T&s
0
!({) d{+
m&1
+ u(s; !).
Choose p # N such that |!|Kp |!| 2, p . A straightforward estimation
yields
}\|
T&s
0
!({) d{+
m
+!(s) \|
T&s
0
!({) d{+
m&1
}(TmK mp +T m&1K mp ) |!| m2, p
Kf (1+|!| m2, p),
for a constant Kf . We see that f is uniform Lipschitz and of polynomial
growth in the sense of condition (b1). Let ; be such that m=2(1&;), i.e.,
;=(m&2)m. If m # [1, 2] then ;0. In such a case (a1) and (a2) also
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hold for ;=0. Hence, (23) has a unique solution X # Cb([0, T]; (S)*). If
m>2, then ; # (0, 1), and the unique solution X will be an element of
Cb([0, T]; (S)&;).
Example 2. In [2, 20], the following non-linear stochastic equation
has been considered as a model for population growth in a random
medium:
Xt=X0+|
t
0
Xs h (1&Xs) ds+|
t
0
Xs h (1&Xs) $Bs .
The function f will be f (u)(s; !)=(1+!(s)) u(s; !)(1&u(s; !)) which
is a local Lipschitz function. If |u| , |v|2 &SX0& and Kf :=(1+Kp $)
(1+4 &SX0&), we see that
| f (u)&f (v)|Kf |u&v|.
Hence, Proposition 12 yields a solution X # Cb([0, t0]; (S)&1), where
t0=min[T, (2Kf )&1]. We remark that in [2, 20] an explicit solution is
found for the above equation.
Example 3. Let h1 , h2 be any two entire functions for which h1(0)=
h2(0)=0. From Theorem 12 in [17] and our results there exists t0>0 such
that
Xt=X0+|
t
0
hh1 (Xs) ds+|
t
0
hh2 (Xs) $Bs (27)
has a solution X # Cb([0, t0]; (S)&1) for any X0 , where SX0 satisfies
condition (a2). With |hi$|  :=sup[ |h$i(z)|; |z|&SX0&] the time t0 is
given by
t0=min[T, (2 |h$1 |+2Kp$ |h$2 |)&1].
From this expression we see that for the sub-class of equations (27) satis-
fying h1=0 we can obtain global solutions: Choose (in advance) $=
(2KpT |h$2 |)&1. Then t0=T, i.e., there exists X # Cb([0, T]; (S)&1)
solving
Xt=X0+|
t
0
hh2 (Xs) $Bs .
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6.2. Nonlinear Stochastic Volterra Equations
We shall concentrate our discussion on Volterra equations of the form
Xt=Vt+|
t
0
_(t, s, Xs) $Bs . (28)
With u(t; !) :=SXt(!), f (u)(t, s; !) :=S_(t, s, S&1u(s, } ))(!), and v0(t; !)
:=SVt(!) the S-transform yields
u(t; !)=v0(t; !)+|
t
0
f (u)(t, s; !) !(s) ds. (29)
In what follows we denote 2T :=[(t, s): 0<tT, 0s<t] and work with
the space U (2T ).
The Uniform Lipschitz Case. Choose : # [0, 1), *0 and p # N such
that |!|Kp |!| 2, p . For (29) we assume:
(a3) v0 # U e([0, T]). For a constant K0>0, l # N0 and all (t, !) #
[0, T]_SC(R):
|v0(t; !)|K0 exp(tl |!| (*+1)(1&:)2, p ).
(b3) f : U e([0, T])  U e(2T ). There exists a constant Kf such that for
all u, v # U e([0, T]) and all (t, s, !) # 2T_SC(R)
| f (u)(t, s; !)&f (v)(t, s; !)|
Kf |!| *2, p
(t&s):
|u(s; !)&v(s; !)|,
| f (u)(t, s; !)|
Kf |!| *2, p
(t&s):
(1+|u(s; !)| ).
With the definition
; :=
*+2:&1
*+1
, (30)
the exponential growth bound on v0(t; !) in (a3) yields
|v0(t; !)|K0 exp(tl |!| 2(1&;)2, p ),
i.e., v0 # U;p, l ([0, T]). Observe that ; # [&1, 1) when : # [0, 1) and *0.
We will work with (U;p, l ([0, T]), & }& ;, p, l), with the modification of
L(!) :=l |!| 2(1&;)2, p in (11). Notice that u # U
;
p, l ([0, T]) for ;0 implies
S&1u # Cb([0, T]; (S)*). Denote by 1(x) the 1-function.
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Proposition 13. Let l # N be such that l 1&:2KpK f 1(1&:). Under
conditions (a3) and (b3) there exists a unique solution u # U;p, l ([0, T])
of (29), with ; given as in (30). Also (28) has a unique solution
X # Cb([0, T]; (S)*) for ;0 and X # Cb([0, T]; (S)&;), for 0<;<1.
Proof. By continuity of f (u)( } , } ; !) and (b3) it is easily checked that
the operator
Iu(t; !)=v0(t; !)+|
t
0
f (u)(t, s; !) !(s) ds (31)
maps U;p, l ([0, T]) into itself. The proof of the proposition follows the
arguments from Section 4.1, with the obvious modifications due to the dif-
ferent form of L(!). We here just show that I is strictly contractive:
|Iu(t; !)&Iv(t; !)|Kp |!| 2, p |
t
0
| f (u)(t, s; !)&f (v)(t, s; !)| ds
KpK f |!| *+12, p |
t
0
(t&s)&: |u(s; !)&v(s; !)| ds
KpK f |!| *+12, p exp[l |!|
2(1&;)
2, p ]
_|
t
0
(t&s)&: exp(sl |!| 2(1&;)2, p ) ds } &u&v&;, p, l

KpK f 1(1&:) |!| *+12, p
(l |!| 2(1&;)2, p )
1&: &u&v&;, p, l w;, p, l (t; !).
In the last inequality we used Lemma 2.2 in [4]. By our choice of ;, we
see that (1&:) 2(1&;)=*+1. Moreover, l 1&:2KpK f 1(1&:) implies
that &Iu&Iv&;, p, l 12&u&v&;, p, l . The last claim follows by Banach’s fixed
point theorem and inverse S-transformation. K
The Local Lipschitz Case. Choose : # [0, 1), $>0 and p # N such that
|!|Kp |!| 2, p . For (29) we assume:
(a4) v0 # U1p, 0([0, T]).
(b4) f : U lo([0, T])  U lo(2T ) satisfies f (0)=0. If u, v # U lo([0, T])
obey |u|, |v|M for a constant M, there exists K f (M) such that for all
(t, s, !) # 2T_Vp($)
| f (u)(t, s; !)&f (v)(t, s; !)|
K f (M)
(t&s):
|u(s; !)&v(s; !)|.
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We follow the arguments in Section 5. Define for 0<t0T the closed ball
B1p, 0([0, t0]) :=[u # U
1
p, 0([0, t0]) : &u&v0&&v0&].
Clearly u # U1p, 0([0, t0]) implies &u&<2 &v0& . Let K f :=K f (2 &v0&).
Then f is uniform Lipschitz on B1p, 0([0, t0 ]) in the sense that for all
u, v # B1p, 0([0, t0]) one has
| f (u)(t, s; !)&f (v)(t, s; !)|
K f
(t&s):
|u(s; !)&v(s; !)|.
Proposition 14. Under conditions (a4), (b4) there exists t0>0 such that
Eq. (29) has a unique solution u in B1p, 0([0, t0]), and Eq. (28) has a solu-
tion X in Cb([0, T]; (S)&1).
Proof. Introduce the operator I on U1p, 0([0, t0 ]) defined by (31). Then
|Iu(t; !)&Iv(t; !)|K f Kp$ |
t
0
(t&s)&: |u(s; !)&v(s; !)| ds
K f Kp$ |
t
0
(t&s)&: ds &u&v&

K f Kp$
1&:
t1&: &u&v& .
With the choice
t0=min {T, \ 1&:2K f Kp$+
1(1&:)
= ,
I is a strict contraction on B1p, 0([0, t0 ]). When $ decreases then also K f
decreases. Thus, choosing $ small enough we obtain t0=T. Theorem 1
gives the second statement. K
Example 1. Let SV satisfy (a3) and choose _ in (28) to be
_(t, s, Xs) :=
Bs
(t&s):
h Xs ,
for 0:<1. Applying the S-transform immediately gives
f (u)(t, s; !)=
s0 !(s$) ds$
(t&s):
u(s; !).
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f obviously satisfies (b3) with *=1. Consequently there exists a unique
solution X of (28) in Cb([0, T]; (S)&:).
Example 2. If the function _ is given by
_(t, s, Xs) :=(t&s)&: Xs
we find that f (u)(t, s; !)=(t&s)&: u(s; !) satisfies (b3) with *=0. In view
of (30) we have a unique solution X # Cb([0, T]; (S)*) for 0: 12, and
X # Cb([0, T]; (S)&(2:&1)) for 12<:<1.
Example 3. Let SV satisfy (a4) and h be an entire function with
h(0)=0. Put
_(t, s, Xs) :=
hh(Xs)
(t&s):
,
for 0:<1. Then
f (u)(t, s; !)=
h(u(s; !))
(t&s):
.
One verifies that f obeys (b4) with K f (M) :=sup[ |h$(z)| : |z|M]. We
thus obtain a solution X # Cb([0, T], (S)&1) of (26).
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