The responses of surface wind and wind stress to spatial variations of sea surface temperature (SST) are investigated using satellite observations of the surface wind from the Quick Scatterometer (QuikSCAT) and SST from the Advanced Microwave Scanning Radiometer on the Advanced Microwave Scanning Radiometer for Earth Observing System (EOS) (AMSR-E) Aqua satellite. This analysis considers the 7-yr period June 2002-May 2009 during which both instruments were operating. Attention is focused in the Kuroshio, North and South Atlantic, and Agulhas Return Current regions. Since scatterometer wind stresses are computed solely as a nonlinear function of the scatterometer-derived 10-m equivalent neutral wind speed (ENW), qualitatively similar responses of the stress and ENW to SST are expected. However, the responses are found to be more complicated on the oceanic mesoscale. First, the stress and ENW are both approximately linearly related to SST, despite a nonlinear relationship between them. Second, the stress response to SST is 2 to 5 times stronger during winter compared to summer, while the ENW response to SST exhibits relatively little seasonal variability. Finally, the stress response to SST can be strong in regions where the ENW response is weak and vice versa.
Introduction
Satellite and in situ measurements of surface wind stress and sea surface temperature (SST) show a strong coupling and positive correlation on spatial scales of 100-1000 km (see reviews by Small et al. 2008; Chelton and Xie 2010) , which are classified as mesoa and mesob scales according to the Orlanski (1975) classification.
SST perturbations associated with a variety of mesoscale oceanic phenomena, including eddies, ocean current meanders, upwelling regions, and quasi-permanent SST frontal zones, induce perturbations in the surface wind stress, with enhanced stress over warm water and reduced stress over cooler water; on the oceanic mesoscale, the ocean thus drives an atmospheric response, in contrast to what occurs over much larger spatial scales (*1000 km; e.g., Frankignoul 1985; Cayan 1992; Mantua et al. 1997; Okumura et al. 2001; .
One hypothesis for what causes the surface wind stress response to mesoscale SST variability involves the modification of surface stability, which can modify the surface wind stress independent of wind speed. A recent analysis of moored buoy observations near the Gulf Stream and equatorial Pacific cold tongue, however, shows that stability variations alone can only account for 10%-30% of the stress response to SST (O'Neill 2012) ; the surface stress response to SST is thus primarily a consequence of the response of the surface wind speed to SST, consistent with earlier studies based on numerical models and sensitivity analyses (e.g., Small et al. 2003; O'Neill et al. 2005; Small et al. 2008; Song et al. 2009 ). Surface wind speed changes across SST fronts have been at least qualitatively observed from in situ observations (e.g., Sweet et al. 1981; Jury and Walker 1988; Hayes et al. 1989; Mey et al. 1990; Bond 1992; Friehe et al. 1991; Jury 1994; Kudryavtsev et al. 1996; Rouault and Lutjeharms 2000; Anderson 2001; Thum et al. 2002; Hashizume et al. 2002; Bourras et al. 2004; Raymond et al. 2004; Mahrt et al. 2004; Tokinaga et al. 2005; Pezzi et al. 2005) .
To fully account for the surface stress response to SST, the surface wind speed response to SST must thus be considered. Observational and modeling studies have shown that mesoscale SST variations cause surface wind perturbations through intermediary responses of the marine atmospheric boundary layer (MABL) pressure and turbulence fields to SST-induced surface heating perturbations (for a thorough review, see Small et al. 2008) .
Briefly, these studies demonstrate that mesoscale SST variability drives perturbations in surface heat fluxes, which in turn significantly modify MABL pressure gradient and vertical turbulent stress divergence fields. Thermally induced hydrostatic pressure gradients form within the MABL, with lower pressure over warmer SSTs and higher pressure over cooler SSTs (e.g., Lindzen and Nigam 1987; Cronin et al. 2003; Small et al. 2003) , although this effect may be counteracted somewhat by changes in MABL depth (e.g., Hashizume et al. 2002) .
Variations in the vertical turbulent stress divergence near SST fronts include the effects of 1) vertical turbulent mixing of momentum driven by surface heating variations across SST fronts, which enhances momentum transport from aloft to the surface over warmer SSTs compared to cooler SSTs (e.g., Sweet et al. 1981; Jury and Walker 1988; Wallace et al. 1989; Hayes et al. 1989; Wai and Stage 1989; Bond 1992; de Szoeke and Bretherton 2004; Song et al. 2009; O'Neill et al. 2010b) ; 2) surface friction perturbations opposing the SST-induced pressure gradient-driven flow (Small et al. 2005b O'Neill et al. 2010b) ; and 3) variations in the depth of the momentum boundary layer, which in equilibrium occur as the surface stress balances the large-scale pressure gradient Spall 2007b) .
These complicated adjustment processes involving both pressure and turbulent stress ultimately yield the deceptively simple coupling between the surface wind stress and SST observed by satellite. It is emphasized that the results presented in this study are not explicitly dependent upon any particular adjustment mechanism.
Before the availability of satellites capable of measuring surface winds and SST, in situ observations clearly showed that the MABL and surface winds respond strongly to mesoscale SST variability. The earliest of these studies include aircraft observations by Sweet et al. (1981) , aircraft and surface-based measurements during the Frontal AirSea Interaction Experiment (FASINEX) (Rogers 1989; Friehe et al. 1991) , ship-based in situ and microwave radar observations along the Gulf Stream (Kudryavtsev et al. 1996) , ship-based and aircraft observations along the Agulhas Current region south of Africa (Jury and Walker 1988; Mey et al. 1990; Jury 1994) , aircraft observations over the Azores during the Structure des Echanges Mer-Atmosphè re, Proprié té s des Hé té rogé né ité s Océ -aniques: Recherche Expé rimentale (SEMAPHORE) experiment (Kwon et al. 1998) , atmospheric soundings over the equatorial Pacific (Bond 1992) , ship-based observations in the Denmark Strait (Vihma et al. 1998) , ship-based observations during the Programme Océ an Multidisciplinaire Méso Echelle (POMME) in the northeast Atlantic described in Bourras et al. (2004) , and buoy observations along the Equatorial Pacific cold tongue (Hayes et al. 1989) . While these studies are of enormous benefit, their limited durations and spatial extents preclude the investigation of seasonal and geographic variability. Two early experiments by Weissman et al. (1980) and Li et al. (1989) pioneered the use of aircraftmounted scatterometers to show surface wind stress variations across SST fronts consistent with in situ observations. Recent progress in understanding the mesoscale influence of SST on surface winds has been motivated by satellite observations of surface winds in regions replete with mesoscale SST variability. In the Northern Hemisphere, these regions include the Kuroshio in the northwest Pacific (e.g., Nonaka and Xie 2003; Liu and Xie 2008; Xu et al. 2010) , the Gulf Stream in the northwest Atlantic (e.g., Weissman et al. 1980; Park and Cornillon 2002; Park et al. 2006; Song et al. 2006; Minobe et al. 2008; Xie et al. 2010) , and the western Arabian Sea (Vecchi et al. 2004) . The equatorial cold tongue in the eastern Pacific Ocean has also garnered significant attention (e.g., Xie et al. 1998; Liu et al. 2000; Chelton et al. 2001; Hashizume et al. 2001; Polito et al. 2001; Zhang and Busalacchi 2009 ). In the Southern Hemisphere, focus has been on the entire Southern Ocean (O'Neill et al. 2003; White and Annis 2003) and regionally in the BrazilMalvinas Confluence region (Tokinaga et al. 2005; Pezzi et al. 2005) , the Agulhas Return Current (ARC) (O'Neill et al. 2005; Liu et al. 2007; Song et al. 2009; O'Neill et al. 2010a) , and the Agulhas Retroflection off the southern coast of Africa (Rouault and Lutjeharms 2000) . These studies all show positive correlations between surface wind stress and SST on the oceanic mesoscale consistent with in situ observations. Motivated in part by these previous studies, four extratropical regions are chosen as subjects of this study: the Kuroshio Extension, the Gulf Stream region of the North Atlantic, the Brazil-Malvinas Confluence and Zapiola Gyre regions of the South Atlantic, and a region of the Southern Ocean centered on the Agulhas Return Current. These choices are further motivated by the map in Fig. 1a of the SST gradient magnitude averaged over the 7-yr period June 2002-May 2009 derived from the Advanced Microwave Scanning Radiometer for Earth Observing System (EOS) (AMSR-E) Aqua satellite (see section 2). SST gradients are strong and persistent in these long-term time averages over these four midlatitude regions.
In this analysis, we describe the observed covariability between the surface wind and SST on the oceanic mesoscale using satellite wind and SST observations made by the Quick Scatterometer (QuikSCAT) and AMSR-E, respectively. These satellite datasets, along with the time averaging and spatial high-pass filtering used here, are described in section 2. In section 3, the responses of the spatially high-pass-filtered wind stress magnitude and ENW to SST are described empirically, revealing several confusing aspects of the covariability between the wind stress, ENW, and SST. These paradoxes are resolved in section 4, the main analytical piece of this study, which shows how the time-averaged and spatially high-passfiltered wind stress and ENW are related. This analysis yields several new insights into the contributing factors of the geographical and temporal variability of the response of the wind stress to SST on the oceanic mesoscale. The conclusions and a brief discussion of these results are presented in section 5.
Description of satellite observations
For this investigation, we used satellite surface winds from National Aeronautics and Space Administration (NASA)'s QuikSCAT and SST from the AMSR-E Aqua satellite, both of which provide near-global coverage in nonprecipitating conditions. The 7-yr analysis period is June 2002-May 2009, beginning with the 1 June 2002 start of the AMSR-E data record. The spatial resolution of the QuikSCAT wind and AMSR-E SST measurements is about 25 and 56 km, respectively, and both are gridded onto the same 0.258 spatial grid. The Remote Sensing Systems (RSS) version-4 QuikSCAT and version-7 AMSR-E datasets were used, which were the most recent versions at the time of writing.
The spatial resolution of the individual satellite observations restricts our analysis to length scales longer than approximately 50 km. Although the detailed wind response on smaller scales may differ (e.g., Kudryavtsev et al. 1996; Skyllingstad et al. 2006) , this study is restricted to assessment of the influence of SST on surface winds on spatial scales longer than the ;50-km footprint of the AMSR-E SST observations. In any case, the larger scales that are resolved by this satellite data are important for ocean forcing (e.g., Milliff et al. 1996; Pezzi et al. 2004; Seo et al. 2007; Spall 2007a; Seo et al. 2008; Jin et al. 2009; Hogg et al. 2009; Zhang and Busalacchi 2009) and can be used to evaluate simulations of the MABL from numerical weather prediction models, either coupled or uncoupled to the ocean (e.g., Chelton and Schlax 2003; Chelton 2005; Maloney and Chelton 2006; Spall 2007b; Seo et al. 2007; Haack et al. 2008; Song et al. 2009; O'Neill et al. 2010b ). 
a. QuikSCAT scatterometer estimates of surface winds
Scatterometers such as QuikSCAT emit pulses of microwave radiation and measure its backscatter from gravity-capillary waves on the sea surface. For geophysical remote sensing purposes, one of the most interesting aspects of microwave radar returns from gravity-capillary waves is a systematic variation of backscatter intensity with wind speed and direction. Rice (1951) showed that radar returns from adjacent crests of wind-driven centimeterscale surface waves add in phase, thus forming the basic principal of the Bragg resonance condition relating microwave backscatter to wind ripples on the sea surface. This idea was confirmed and further developed in wind-wave systems by Crombie (1955) and Wright (1966) , among others. Later studies showed that gravity-capillary waves in the ocean grow as a function of the surface wind stress (e.g., Pierson and Stacy 1973; Mitsuyasu and Honda 1974) , which completed the link between microwave radar backscatter and surface wind stress.
The precise quantity measured by scatterometers is the normalized radar cross section per unit area, which is denoted as s 0 . Despite considerable effort, there is currently no known analytical expression between s 0 and surface wind stress (or friction velocity) sufficient to accurately determine surface winds from s 0 . Surface winds are thus inferred empirically from scatterometer measurements of s 0 (at various sensor viewing geometries, frequencies, and polarizations) using a geophysical model function (GMF) developed from in situ wind measurements (referenced to 10-m height and neutral stability, as discussed below) collocated in space and time with scatterometer s 0 measurements. Since it is known that s 0 responds more directly to the surface wind stress (e.g., Jones and Schroeder 1978; Ross et al. 1985; Weissman et al. 1994) , it would be most physically consistent to develop a GMF for stress. This approach was taken, for instance, by Weissman et al. (1994) and Weissman and Graber (1999) , who developed GMFs for friction velocity for an aircraft Ku-band scatterometer and the spaceborne NASA scatterometer (NSCAT) instrument, respectively.
While this approach to developing a scatterometer GMF is most consistent with the physics of the windroughened sea surface, the relative lack of in situ surface stress measurements over the ocean (usually from shipbased turbulent velocity measurements) precludes robust GMF development in terms of stress. Instead, QuikSCAT GMF's, including the one used here (based on the Remote Sensing Systems Ku-2011 GMF; L. Ricciardulli and F. Wentz 2012, personal communication) , are formulated in terms of the 10-m equivalent neutral wind (ENW). The ENW is a reference wind speed at 10-m height that would exist for a given surface wind stress if the near-surface atmosphere were neutrally stratified, the surface motionless, and using the in situ friction velocity and momentum roughness length (e.g., Ross et al. 1985; Liu and Tang 1996) . The ENW can be thought of as a reference wind in much the same way that potential temperature can be thought of as a reference temperature.
GMFs are developed for ENWs rather than the actual in situ surface winds because scatterometer s 0 measurements depend on the surface wind stress. The surface wind stress depends not only on the actual surface wind speed, but also on surface stability, which scatterometers cannot measure. This stability dependence is removed in the ENW, which is referenced to neutral stability, and the surface stress can be estimated directly from it.
The QuikSCAT wind stress magnitude jtj is estimated from the ENW V n , using the standard bulk formulation
where r 0 is the surface air density (considered as a constant equal to 1.22 kg m 23 ), and C d10n is the 10-m neutral stability drag coefficient. Several parameterizations for C d10n are in common use, and there is no consensus as to which is most accurate. The neutral drag coefficient C d10n used here is based on the formulation used in the Coupled Ocean-Atmosphere Response Experiment, version 3.0 (COARE 3.0) bulk flux algorithm (Fairall et al. 2003) , which is the most up-to-date formulation currently available. As with most C d10n parameterizations, it varies as a function of the ENW (solid curve, Fig. 2) . A continuous analytical approximation for C d10n suitable for our purposes here is obtained by fitting the following function to the COARE C d10n :
where a 0 5 0.45 3 10 23 m s 21 , b 0 5 0.57 3 10 23 , and c 0 5 0.07 3 10 23 m 21 s. This fit is shown in Fig. 2a along with the C d10n from Large et al. (1994) that is often used to compute wind stress from scatterometer ENW. More detailed comparisons of QuikSCAT wind stresses estimated from frequently used neutral drag coefficient parameterizations are shown in the appendix of Risien and Chelton (2008) . As shown in Fig. 2a , for an ENW above about 6 m s 21 , the COARE C d10n is about 15% larger than from Large et al. (1994) , although above 7 m s
21
, both increase at the same rate with increasing ENW. Combining Eqs. (1) and (2), the QuikSCAT jtj can thus be estimated as a cubic polynomial function of the QuikSCAT V n :
The resulting stress estimates from the COARE and Large et al. (1994) C d10n as a function of the ENW are shown in Fig. 2b . Uncertainties in the stress formulation and the neutral drag coefficient are thought to be due to possible effects of fetch, wind steadiness, and statistical homogeneity, all of which obscure the true relationships in the experimental data in which these parameterizations are based (e.g., Garratt 1977) . Additionally, nonlocally generated surface swell can decouple the surface winds from the surface stress (e.g., Geernaert 1990; Large et al. 1995; Bourassa et al. 1999) , which cannot easily be accounted for using current wind stress parameterizations. Despite these uncertainties, the formulation provided by Eq. (1) is generally how the surface wind stress is estimated over the ocean in lieu of direct turbulence measurements.
The estimation of the wind stress also clearly depends on the specification of the surface air density. To assess the sensitivity to the use of a constant air density, the analysis presented in the later sections was repeated using a temporally and spatially varying air density (appendix A); since these results differed little from what is presented here, we proceed with a constant air density for simplicity.
RMS uncertainties of individual QuikSCAT ENW measurements relative to those derived from in situ observations have been determined from several previous studies (e.g., Ebuchi et al. 2002; Bourassa et al. 2003; Pickett et al. 2003; Chelton and Freilich 2005; Portabella and Stoffelen 2009; O'Neill 2012) . In general terms, these studies indicate RMS ENW uncertainties between 1 and 1.7 m s 21 . Additionally, ENW uncertainties near strong SST fronts are not significantly different than those in other regions. For instance, RMS differences between individual collocated QuikSCAT and buoy ENW measurements are 1.2 m s 21 over the Gulf Stream and 0.9 m s 21 over the equatorial Pacific (O'Neill 2012).
b. Time averaging and spatial filtering
Synoptic weather variability unrelated to the SST influence on surface winds investigated here, and to a lesser extent, random measurement uncertainties, were mitigated by averaging the wind and SST fields at monthly intervals. To further isolate the mesoscale SST influence on surface winds, we spatially high-pass filtered the satellite wind and SST fields to remove spatial variability with wavelengths longer than 108 latitude by 208 longitude using a two-dimensional loess smoother (Cleveland and Devlin 1988; Schlax and Chelton 1992) . This filtering has smoothing characteristics analogous to a 68 latitude by 128 longitude block average smoother . We show in section 3b that this analysis is insensitive to a broad range of filter cutoff wavelengths. Hereafter, fields spatially high-pass filtered in this manner are referred to as perturbation fields. This spatial high-pass filtering removes the negative correlation between surface winds and SST that are known to occur over much larger spatial scales (e.g., Frankignoul 1985; Cayan 1992; Mantua et al. 1997; Okumura et al. 2001; , while also mitigating any coherent large-scale measurement biases.
A map of the 7-yr mean AMSR-E SST perturbation field spatially high-pass filtered in this manner is shown in Fig. 1b . These SST perturbations have ranges of 638C over the North Atlantic, 628C over the South Atlantic and Agulhas regions, and 61.58C over the Kuroshio. On monthly time scales, the SST perturbations are most variable along the main oceanic frontal zones in each region, as indicated by a map of the perturbation SST standard deviation shown in Fig. 1c . The standard deviations are largest along the Agulhas and Gulf Stream, with values exceeding 1.58-28C. In the South Atlantic, the perturbation SST is most variable along the periphery of the Zapiola Gyre and downstream of Drake Passage.
Surface wind stress and ENW responses to SST a. Cross-spectral statistics between ENW and SST
The dependence of the interactions between the ENW and SST on spatial scale is shown here through investigation of cross-spectral statistics (squared coherence, transfer function, and spectral phase) of the unfiltered QuikSCAT ENW and AMSR-E SST as a function of zonal wavenumber for each region (Fig. 3 ). These were computed from the 7 years of monthly-averaged ENW and SST fields along continuous zonal transects in each region using spectral ENW and SST estimates obtained from a first-difference filter.
The squared coherences are highest for wavenumbers larger than 0.1 cpd (cycles per degree longitude), peaking at zonal wavelengths of roughly 48 longitude. Maximum squared coherences in each region range from ;0.55 over the Kuroshio to ;0.75 over the South Atlantic and Agulhas regions.
The cross-spectral transfer functions (middle row of Fig. 3 ) show an ENW response to SST that is relatively constant with zonal wavenumber for wavelengths between roughly 38 and 208 longitude. For wavenumbers smaller than about 0.05 cpd (corresponding to zonal wavelengths longer than 208 longitude) where resolved, the squared coherences and transfer functions generally decrease. The transfer functions show that the ENW response to SST is stronger for the South Atlantic and Agulhas regions than for the North Atlantic and Kuroshio regions. These transfer function and squared coherence estimates are consistent with the cross-spectral analysis of satellite wind and SST fields by Small et al. (2005a) .
Cross-spectral phases are near zero for all zonal wavenumbers over all regions, as shown in the bottom row of Fig. 3 . Over the Agulhas Return Current, there is a small linear trend in the phase, which indicates a zonal offset between ENW and SST over the range of resolved wavenumbers. The zonal offset inferred from the slope of the phase spectra over the Agulhas corresponds to ;0.28 longitude, or about one grid point. This zonal offset is 
b. Empirical relationships derived from satellite observations
Contours of the spatially high-pass-filtered SST overlaid onto maps of the spatially high-pass-filtered ENW and wind stress magnitude averaged over the 7-yr period June 2002 to May 2009 are shown in Figs. 4-7 for each of the four regions considered here. As in previous studies summarized in the introduction, the wind stress magnitude and ENW perturbations exhibit strong, positive correlations with the SST perturbations, where both increase over warm SST perturbations and decrease over cool ones. The cross-correlation coefficients between the monthly averaged ENW and SST fields range from 0.56 over the Kuroshio Extension to 0.72 over the South Atlantic (Table 1) , while for stress and SST, they are between 0.45 over the Kuroshio and 0.67 over the Agulhas Return Current.
Binned scatterplots of the wind stress and ENW perturbations as a function of the perturbation SST for the 7-yr analysis period (right column of panels, show that both depend approximately linearly on the SST perturbations, such that jtj 9 ' a t T s 9 , and (4) The contours overlaid in each map are the spatially high-pass-filtered AMSR-E SST averaged over the same period, with dashed (solid) contours representing negative (positive) SST perturbations. The contour interval is 0.258C, and the zero contour has been omitted for clarity. To the right of these maps are binned scatterplots of the perturbation (top) ENW and (bottom) wind stress magnitude as functions of the perturbation SST computed from the monthly averaged perturbation wind and SST fields over the same 7-yr period. Within each SST bin, the points represent the means of the monthly averaged wind, and the error bars represent estimates of the 95% confidence intervals of the means within each bin computed from a two-sided t interval using an effective degrees of freedom, which accounts for the nonindependence of individual observations. The dashed line in each panel is a least squares fit of the points to straight lines having a slope as indicated in the lower right. (middle right) A histogram of the perturbation SST is shown, also computed from the monthly-averaged perturbation SST fields.
respectively, where T s is SST, overbars denote monthly averages, and the primes represent spatially high-pass filtered quantities. Thus, jtj 9 , V n 9 , and T s 9 represent the monthly averaged and spatially high-pass-filtered wind stress magnitude, ENW, and SST, respectively. The coupling coefficients a t 5 ›jtj 9 /›T s 9 and a yn 5 ›V n 9 /›T s 9
are the linear slopes computed from regression fits to the binned averages, and provide the means for quantifying the SST influence on surface winds in this analysis. The slopes a t and a yn and their 95% confidence intervals, are summarized in Table 1 ; a t and a yn are statistically significant over all regions. Since the QuikSCAT wind stress was computed solely as a function of the QuikSCAT ENW using Eq. (3), it is not surprising that the stress response to SST varies in a manner similar to the ENW response. However, it is surprising that the stress and ENW are both related linearly to the perturbation SST even though the stress is a nonlinear function of the ENW per Eq. (3). This paradox is reconciled in section 4. In appendix A, we show that the a t estimates found here do not depend strongly on specification of the neutral drag coefficient or surface air density.
A consistent feature evident in the binned scatterplots is an apparent flattening of the stress and ENW binned averages for SST perturbations greater than about 11.258C. At T s 9 5 1 28C, this leads to a discrepancy between the binned averages and the regression line of roughly 0.2 m s
21
. The significance of this apparent flattening is difficult to assess, however, since there are few observations in the tails of the monthly-averaged perturbation SST distributions, as shown by histograms of T s 9 (Figs. 
4-7)
. This flattening may just be a statistical artefact of insufficient sampling in the tails of the T s 9 distribution.
The values of a yn are relatively insensitive to the choice of filter cutoff wavelengths used to spatially highpass filter the satellite wind and SST fields. To show this, a yn was computed as a function of the zonal and meridional filter cutoff wavelengths (referred to as SPAN_X and SPAN_Y, respectively) for the 2-yr period June 2002-May 2004 (Fig. 8, top row) . We chose this shorter period because of the large computational expense of spatially filtering the global ENW and SST fields at monthly intervals. Over all four regions, a yn varies by less than ;25% over the broad range of smoothing halfspans shown here. Halving the filter cutoff wavelengths from the 208 longitude by 108 latitude used throughout this analysis to 108 longitude by 58 latitude only changes the a yn estimates by less than 10%. Because of the sharp meridional gradients of SST in these regions, most of the sensitivity of a yn to spatial filtering occurs from the specification of SPAN_Y for SPAN_Y & 108 latitude, while a yn is relatively insensitive to the full range of SPAN_X considered here. Note that the cross-correlation coefficients between ENW and SST as a function of smoothing parameter (Fig. 8, bottom row) exhibit similar trends to those of a yn , with rapidly decreasing correlations for SPAN_Y & 108 latitude.
The linear response of the ENW on SST on oceanic mesoscales is consistent with numerous independent analysis methods and observational sources. First, the cross-spectral transfer functions shown in Fig. 3 between the unfiltered ENW and SST fields express the linear response coefficients of ENW and SST as a function of zonal wavenumber independent of spatial high-pass filtering. The a yn estimates computed from the binned scatterplots in Figs. 4-7 agree well with these transfer functions for zonal wavelengths shorter than the filter cutoff wavelength of 208 longitude used here, as shown by the black dashed lines in Fig. 3 (middle row) . Second, we show in appendix A estimates of a yn obtained from combinations of other satellite datasets, including the AMSR-E ENW and SST, the WindSat ENW and SST, and the QuikSCAT ENW and Reynolds optimum interpolation (OI) v2 SST fields. These estimates agree to within 10% of those derived from the QuikSCAT ENW and AMSR-E SST fields shown here. Third, the estimates of a yn are relatively insensitive to large changes in spatial-filtering parameters, as shown in Fig. 8 . Finally, the response of the ENW to SST has also been estimated from in situ buoy observations (O'Neill 2012), which show essentially the same linear relationship between the ENW and SST as in the satellite observations analyzed here. The buoy-derived coupling coefficients for the linear ENW response to SST were found to be in good agreement with satellite-derived values. Each analysis thus produces consistent quantitative estimates of a yn independent of observational platform, spatial high-pass filtering, and analysis procedure.
The remainder of this section is devoted to describing the spatiotemporal variability of the stress and ENW responses to SST, which also reveals two other FIG. 6 . As in Fig. 4 , but for the North Atlantic.
paradoxes regarding the covariability of the stress and ENW responses to SST.
c. Temporal variability of the stress and ENW responses to SST
Time series of a t and a yn reveal significant differences in the wind stress and ENW responses to SST (Fig. 9) . During winter, a t increases by a factor of 2-5 over the Kuroshio and North Atlantic and by 50%-75% over the South Atlantic and Agulhas Return Current compared to summer (black curves). In contrast, seasonal variability of a yn is much less pronounced (gray curves). There is thus a large seasonal pulsing of the wind stress response to SST that is nearly absent in the ENW response to SST. A similar seasonal pulsing of the SSTinduced wind stress response, and lack thereof in the ENW response, has also been observed from buoy observations over the Gulf Stream (O'Neill 2012) . In appendix A, we show qualitatively similar seasonal variations of a t using two other neutral drag coefficient parameterizations FIG. 7 . As in Fig. 4 , but for the Kuroshio Extension. TABLE 1. Statistics of the mesoscale stress and ENW responses to SST, including the following: the cross-correlation coefficients between the monthly averaged wind stress magnitude jtj 9 and SST T s 9 and between the ENW V n 9 and SST; estimates of the coupling coefficients (a t , a yn , and b t ); the ratio a t /a yn 3 100; and the medians of the ENW distributions computed from the monthly-averaged QuikSCAT ENW and AMSR-E SST fields over the 7-yr period June and using a seasonally and spatially varying surface air density. The seasonal pulsing of the SST-induced wind stress response also exhibits significant interannual variability over all four regions during this 7-yr data record. For instance, the wintertime enhancement of a t is reduced by roughly 20% in the winters after 2006/07 over the Kuroshio and is about 25% larger during the winters of 2005/06 and 2006/07 over the North Atlantic.
The wind stress magnitude and ENW perturbations are both well correlated with the SST perturbations yearround, as shown by their cross-correlation time series in Fig. 10 computed at monthly intervals. The cross correlations between the wind stress and SST are slightly lower than those for ENW and SST over all regions. The latter is ;0.6 over the Kuroshio and North Atlantic and ;0.7 over the South Atlantic and Agulhas regions. The correlations are most variable month-to-month over the North Atlantic and least variable over the Southern Hemisphere regions.
Further insight into the covariability between a t and a yn is gained by plotting the ratio a t /a yn 3 100 as a function of the median unfiltered ENW in each region for each month during the 7-yr analysis record, yielding 84 points for each region (Fig. 11a ). There is a strong correspondence between a t /a yn and the median ENW with the ratio ranging between ;1.5 for a median ENW of 5 m s 21 to ;7.5 for a median ENW of 12 m s
21
, a nearly fourfold increase. For reasons that will become clear in the next section, the ambient large-scale ENW modulates the covariability between a t and a yn as implied by this figure.
FIG. 8. (top)
The coupling coefficient a yn and (bottom) cross-correlation coefficient between the ENW and SST perturbations computed from the monthly-averaged QuikSCAT ENW and AMSR-E SST as a function of the zonal and meridional half-spans of the loess spatial high-pass filter (denoted as SPAN_X and SPAN_Y, respectively; the loess filter was discussed briefly in section 2b). The y axis represents the meridional half-span and the x axis represents the zonal half-span. Because of the computational expense of computing the spatially high-pass-filtered fields, the coupling coefficients were computed only for the 2-yr period June 2002-May 2004 at monthly intervals. The a yn estimates and cross-correlation coefficients were computed from spatially high-pass-filtered ENW and SST fields using an interval of 48 longitude for SPAN_X and 38 latitude for SPAN_Y. The contour interval is 0.01 m s 21 8C 21 in the top row and 0.01 in the bottom row, and every other contour is dashed-dotted to improve clarity. The SPAN_X of 208 longitude and SPAN_Y of 108 latitude used in this analysis are shown in each panel by the square.
The seasonal pulsing of the mesoscale wind stress field over midlatitudes can also be seen qualitatively from global maps averaged for January 2003-09 (Fig. 12a) and July 2002-08 (Fig. 12b) . The wind stress magnitude perturbations nearly vanish during the summer in the Northern Hemisphere (Fig. 12b) and are much smaller during January in the Southern Hemisphere (Fig. 12a ) compared to the corresponding winter months. In contrast, the perturbation ENW differences between winter and summer are much less pronounced (Figs. 13a,b) . The large seasonal pulsing of the wind stress perturbations, and lack thereof in the ENW perturbations, is consistent with the time series of a t and a yn shown in Fig. 9 . These time series further show that the seasonal pulsing of the wind stress perturbations is not attributable directly to seasonal variability of the SST perturbations.
d. Geographic variability of the stress and ENW responses to SST
Compared with a yn , the magnitudes of a t show little consistency between the four analysis regions (Table 1 ). These differences are quantified more clearly by computing the ratio a t /a yn 3 100, which is listed in Table 1 for each region. This ratio is just over 4 for the North and South Atlantic and Kuroshio regions, and 4.9 for the Agulhas. An important feature of the geographic variability of a t /a yn is that it is largest where the median unfiltered ENW is largest, and smallest where the median unfiltered ENW is smallest, as shown in Fig. 14 and Table 1 .
Just how variable are a t and a yn within each region? To answer this question, a t and a yn were computed at each grid point from linear regression of time series of the wind stress magnitude and ENW onto SST at monthly intervals for the 7-yr analysis period. Global maps of the resulting regression estimates of a t and a yn are shown in Fig. 15 . Areas where the cross correlations are not statistically significant above the 95% confidence level are covered by cross hatching in these maps. Since the majority of points are statistically significant above the 95% confidence level, the mesoscale SST influence on surface winds is a statistically significant feature of the wind field over most of these regions. Areas below this statistical threshold either contain SST surface forcing too weak to generate significant surface wind perturbations in a longterm mean, or are dominated by other persistent mesoscale processes such as topographically forced wind features near coastlines or large-scale convergence zones, among others. While many areas may appear devoid of mesoscale SST variability in this 7-yr mean, propagating eddies with a sufficient SST signature can induce a significant surface wind response that will not appear in these timeaveraged maps due to their transient nature (P. Gaube et al. 2012, personal communication) .
Several qualitative features are evident from the global maps of the regression estimates of a t and a yn shown in Fig. 15 : 1) a yn is greater than zero throughout most of the World Ocean and has a larger magnitude in the Southern Hemisphere compared to the Northern Hemisphere; 2) a yn tends to increase from west to east along the eastward extensions of the western boundary currents of the Kuroshio and Atlantic Ocean; 3) a t is largest over midlatitudes and smallest near ;208 latitude; and 4) a t is much more variable across the World Ocean than is a yn ; for instance, a t is largest over midlatitudes and smallest in the tropics, while a yn is largest in the tropics and smallest along the midlatitude western ocean basins, particularly in the Northern Hemisphere.
Distributions of a t and a yn within each region are shown by the histograms in Fig. 15 . Also shown by the dashed vertical lines are the values of a t and a yn computed from the binned scatterplots in Figs. 4-7 , whose values align closely with the medians of these histograms (shown by the gray vertical lines). As , with larger standard deviations over the Southern Hemisphere regions. These histograms confirm the tendency for larger values of a t and a yn in the Southern Hemisphere compared to the Northern Hemisphere. Additionally, they provide a sense of how representative the single area-wide estimates of a t and a yn shown in Table 1 are within each region. It is not clear what causes the geographic variability of a yn , although it may be attributable to detailed differences in the largescale boundary layer structure and coupled processes related to the generation and maintenance of mesoscale SST variability.
Relationship between the stress and ENW responses to SST
The differences between the wind stress and ENW responses to SST highlighted in section 3 are puzzling since the wind stress magnitude was computed solely as a function of the ENW. In this section, we demonstrate in a straightforward manner the causes of these differences.
a. Relationship between the monthly averaged wind stress and ENW perturbations
The following simple example provides a qualitative explanation for the differences in the SST-induced wind stress response relative to the ENW response. Consider first a hypothetical SST-induced ENW perturbation of FIG. 11. (a) The ratio 100 3 a t /a yn computed from each point in the monthly time series shown in Fig. 9 as a function of the monthly median ENW. Each of the four regions investigated here is colorcoded according to the legend in the upper right of the figure. (b) As in (a), but for the ratio 100 3 (a t 2 b t )/a yn . The dashed curve in (a) and (b) is the function G n computed using the ENW such that G n ' r 0 (a 0 1 2b 0 V n 1 3c 0 V 2 n ). In each plot, there are 84 points for each region, one for each month of the analysis period. . The increase in wind stress between 6 and 7 m s 21 is only 0.021 N m 22 . There is thus a factor of ;2.5 difference of the perturbation wind stress for the same hypothetical 1 m s 21 ENW perturbation, with the difference owing only to the strength of the background winds.
To isolate the influence of the large-scale winds on the wind stress perturbations more rigorously, it is necessary to consider the effects of the time averaging and spatial filtering applied to the QuikSCAT wind stress and ENW fields in Eq. (3). We do this by partitioning V n into timeaveraged and time-varying components and spatially high-pass-and low-pass-filtered components:
where overbars represent time-averaged quantities, which here are averaged at 1-month intervals, asterisks represent time-varying components with time scales shorter than 1 month, tildes represent spatially low-pass-filtered fields, and primes represent spatially high-pass-filtered fields. Thus, d f V n is the monthly-averaged, spatially low-pass-filtered ENW;
d V n 9 is the monthly-averaged, spatially high-pass-filtered ENW;
d e V n is the time-varying (on submonthly time-scales), spatially low-pass-filtered ENW; and d V9 n * is the time-varying, spatially high-pass-filtered ENW.
Inserting this decomposition into Eq. (3) and simplifying algebraically (see appendix B for more details), the monthly averaged and spatially high-pass-filtered wind stress magnitude jtj 9 can be expressed to a close approximation as
The first term on the rhs of this equation shows that jtj 9 is directly proportional to V n 9 multiplied by a nonlinear function of f V n , which we refer to in aggregate as the ambient large-scale ENW hereafter. The other term on the rhs of this equation represents the wind stress perturbations generated by temporal variations of ENW on intramonthly time scales. Note that the perturbation stress was not computed with this formula; the total stress was computed using Eq. (3) and spatially high-passfiltered as discussed at length in section 2. We merely use Eq. (6) to understand and diagnose the relationship between jtj 9 and V n 9 . Fig. 12 , but for the QuikSCAT spatially high-pass-filtered ENW.
FIG. 13. As in
FIG. 14. As in Fig. 12 , but for the QuikSCAT unfiltered ENW.
b. Covariability between the time-averaged and spatially filtered wind stress, ENW, and SST
Since we have already shown empirically that V n 9 ' a yn T s 9 , it immediately follows that the first term on the rhs of Eq. (6) is also related linearly to T s 9 . As we show shortly, this term accounts for most of the wind stress response to SST. The second term on the rhs of Eq. (6) describes contributions to the perturbation wind stress from intramonthly ENW variability. As discussed in appendix B, its existence results from the 1-month averaging applied separately to the wind stress and ENW fields. As shown by the binned scatterplots in Fig. 16 this term satisfies an approximately linear relationship with T s 9 , and is thus represented empirically as
The positive values of the slope b t in Fig. 17 indicate that intramonthly ENW variability associated with this term enhances the surface stress over warm SST perturbations and reduces it over cool SST perturbations. Since b t is only 15%-20% of the total value of a t (Table 1) , this contribution to the SST-induced wind stress response is secondary compared to the SST-induced response of V n 9 [i.e., the first term on the rhs of Eq. (6)].
The positive correlation of the last term on the rhs of Eq. (6) with T s 9 is consistent with the results of Sampe and Xie (2007) , who found that transient high wind events associated with synoptic weather disturbances are more frequent over warm SST perturbations. Combining these analytical and empirical results, jtj 9 is thus related to T s 9 by 
where
(4) and (7), a t is deduced to be
The adequacy of this relationship is confirmed from time series of the left and right sides of this equation, which are very nearly indistinguishable in all regions (Fig. 17) . The effect of the ambient large-scale ENW on the stress response to SST can be further understood by plotting the ratio (a t 2 b t )/a yn (which is approximately equal to G n ) as a function of the median ENW for each month and region, as shown in Fig. 11b . Also shown by the dashed curve is an approximation to Eq. (8):
The ratio (a t 2 b t )/a yn agrees well with this approximation, which further substantiates the form provided by Eq. (8). The inclusion of b t in this ratio significantly reduces the scatter compared with the ratio a t /a yn shown in Fig. 11a .
Is it thus apparent from Eq. (8) that the ambient largescale ENW, acting through G n , modulates a t relative to a yn . The strong seasonal pulsing of the SST-induced wind stress perturbations evident in Fig. 9 is thus caused mainly by seasonal variability of the ambient large-scale ENW and hence G n , since seasonal variations of a yn and b t in these regions are relatively small (gray and purple FIG. 17. Time series of the coupling coefficients a t (red curves), b t (purple curves), and G n a yn (green curves) computed from the monthly-averaged QuikSCAT ENW and AMSR-E SST fields over the four analysis regions. The blue curves are the sum of the green and purple curves (i.e., G n a yn 1 b t ) and are shown to confirm the relationship expressed by Eq. (8). Note that the excellent agreement between the blue and red curves makes them difficult to discern. curves in Figs. 9 and 17, respectively) . Likewise, the geographical variability of a t relative to a yn shown in Table 1 and Fig. 15 is attributable mostly to geographical variations of the ambient large-scale ENW.
The emergence of G n as a critical factor in determining the spatiotemporal variability of the surface wind stress response to mesoscale SST variability is one of the main results of this analysis. To characterize the patterns of its spatial and temporal variability, we computed empirical orthogonal functions (EOFs) of G n for each region (Fig. 18) . The dominant EOF accounts for more than 80% and 50% of the variance in the Northern and Southern Hemisphere regions, respectively. This first mode describes coherent seasonal variability, where G n waxes during winter and wanes during summer, following the seasonal cycle of the large-scale ENW. The amplitude of the G n seasonal cycle is largest over the Kuroshio and North Atlantic (NATL) where seasonal variations of the large-scale winds are strongest.
The normalized spatial mode of G n varies mainly between 0.4 and 1 (middle column, Fig. 18 ), revealing that the amplitude of the seasonal pulsing of G n varies by more than a factor of 2 within each region. Over the Kuroshio, the amplitude of the seasonal variability of G n is the greatest of all four regions considered here, consistent with the large seasonal pulsing of a t observed there in Fig. 9 . Over the North Atlantic, the seasonal cycle strengthens from the nearshore region off the eastern coast of North America to a maximum 500-1000 km offshore. In the South Atlantic, the maximum occurs east of the Zapiola gyre center, decreasing to about 0.3 near the confluence of the Brazil and Malvinas currents. Over the Agulhas Return Current, a maximum occurs downstream of the Kerguelen Plateau located near 458S, 758E, then decreasing to about 0.3 near the South African coast and the Agulhas Retroflection region and to nearly zero north of 308S.
The magnitudes of the seasonal variations of G n evident in these EOFs are significant fractions of the 7-yr mean G n fields over all four regions (left column, Fig.  18) . The time mean G n is largest over the Agulhas Return Current and smallest over the Kuroshio, with differences between the two regions exceeding a factor of 2. The map of a t in Fig. 15 largely mirrors the salient features of the time-averaged G n , although as Eq. (8) infers, geographic variations of a yn also contribute to spatial variations between G n and a t .
Finally, the second term on the rhs of Eq. (6) also contributes to the seasonal pulsing of the SST-induced wind stress perturbations through b t , albeit to a much lesser extent than the term associated with G n . Over the Kuroshio and North Atlantic, b t is largest during winter and nearly vanishes during summer (purple curves, Fig. 17 ). Over the South Atlantic and Agulhas Return Current, b t has a less pronounced seasonal cycle, although there is evidence of a slight wintertime enhancement. Enhancement of b t during midlatitude winter is consistent with the increased frequency of high wind events during winter over warm SST perturbations found by Sampe and Xie (2007) , providing additional evidence to support that b t is associated with SSTinduced modulation of transient high wind events.
Summary and conclusions
The interrelationships between the surface wind stress, 10-m equivalent neutral wind (ENW), and SST perturbations on oceanic mesoscales were identified over four midlatitude regions with strong SST frontal zones: the Kuroshio Extension, North and South Atlantic, and the Agulhas Return Current. Despite the nonlinear dependence between the surface stress and ENW, spatially high-pass-filtered perturbations of both were shown empirically to be linearly related to the spatially high-passfiltered SST perturbations. It was shown that an analytical relationship exists between the separate linear relations for stress and ENW; the stress magnitude perturbations were linearized in terms of the ENW perturbations multiplied by a nonlinear function G n of the ambient large-scale ENW. The stress response to SST can thus be specified in terms of the ENW response to SST and the ambient largescale ENW.
Relating the responses of the wind stress magnitude and ENW to SST clarifies their interrelationships, while yielding new insights into the influence of mesoscale SST perturbations on the surface wind stress. It was shown that seasonal variability of the ambient large-scale ENW causes a large-amplitude seasonal pulsing of the SST-induced surface stress perturbations, which are several times stronger during winter compared to summer. This seasonal pulsing of the mesoscale stress perturbations is caused by nonlinear amplification of the SST-induced ENW perturbations by the seasonally-varying ambient large-scale ENW. Similarly, geographical variability of the ambient large-scale ENW causes significant variability in the surface stress response to SST.
These results imply a potentially significant source of seasonally varying forcing on the ocean circulation that has not been generally incorporated in numerical models of wind-forced ocean circulation. The seasonal pulsing of the surface stress response to SST also implies that the response of the atmospheric boundary layer to mesoscale SST variability also experiences significant seasonal variations; this can be accomplished, for instance, by a seasonally varying response of the vertically integrated pressure to SST. An extension of this analysis to the SST-induced responses of the wind stress curl and divergence will be described in a forthcoming paper.
APPENDIX A

Sensitivity of Coupling Coefficient Estimates
The sensitivity of the calculations of a t and a yn to satellite dataset and neutral drag coefficient are assessed.
a. a yn estimates from other datasets
In this paper, the coupling coefficient a yn estimated from the QuikSCAT ENW and AMSR-E SST fields was used as the primary means of quantifying the ENW response to SST on the oceanic mesoscale. For comparison, we also show a yn estimates computed from three additional combinations of independent data sources: the AMSR-E ENW and AMSR-E SST; the WindSat ENW and SST (version 7 from RSS); and the QuikSCAT ENW and SST from the Reynolds OI v2 SST analyses (from the 0.258, AVHRR-only dataset). All datasets were gridded onto the same 0.258 spatial grid, have similar spatial resolutions of O(25-50 km), and have a homogeneous data record over the 7-yr analysis period considered here. Binned scatterplots of the spatially high-passfiltered ENW as a function of the spatially high-passfiltered SST are shown in Fig. A1 for the four analysis regions. The a yn estimates are very similar over all regions, differing by less than 10% between all dataset versions.
The values of a yn from the various dataset combinations are summarized in Table A1 . Also listed are the values of a yn obtained from previous versions of the QuikSCAT ENW (RSS version 3) and the AMSR-E SST (RSS version 5). These earlier versions were used, for instance, in O'Neill et al. (2010a) , whose values of a yn are between 5%-10% larger than those found here (the regions used in that study also differ somewhat in size than the regions used here, which contributes to some of the differences between that study and this one). The coupling coefficient differences between the RSS QuikSCAT versions 3 and 4 datasets are caused by an ENW correction for ENW speeds greater than 15 m s 21 applied to version 4 wind speeds; above this threshold, the version 4 ENW speeds are significantly reduced compared to those from version 3 (L. Ricciardulli and F. Wentz 2012, personal communication) . We have verified this conclusion through direct computation and also found that the upgraded AMSR-E SST dataset did not contribute to any differences in the coupling coefficient estimates (not shown).
Time series of a yn computed from these three combinations of satellite-based datasets are shown in Fig. A2 for the four regions. The temporal variability of the a yn estimates is similar for all datasets, with overall differences not exceeding 10%.
From this analysis, we thus conclude that the coupling between ENW and SST on the oceanic mesoscale is a feature common to a variety of independent satellitebased ENW and SST fields, and that estimates of a yn do not appear sensitive to satellite dataset.
b. Sensitivity of a t to choice of neutral drag coefficient
We assess the sensitivity of this analysis on the specifications of the neutral drag coefficient and surface air density on the QuikSCAT wind stress response to the AMSR-E SST perturbations. Figure A3 shows binned scatterplots of the spatially high-pass-filtered QuikSCAT wind stress magnitude as a function of the spatially highpass-filtered AMSR-E SST over the Agulhas Return Current and North Atlantic regions computed 4 different ways. The first uses the COARE neutral drag coefficient and a spatially and temporally constant air density. The second is based on the COARE neutral drag coefficient and an air density computed from the National Centers for Environmental Prediction (NCEP) FNL 6-hourly analyses, which was interpolated in space and time to the individual QuikSCAT ENW measurements within each swath over the 7-yr analysis period. The third method uses the neutral drag coefficient specified by Large et al. (1994) most commonly used in estimating wind stress from scatterometer ENWs and a constant air density. The Large et al. (1994) formulation takes the same form as Eq. (2) As shown in Fig. A3 , the different air densities have a virtually indistinguishable effect on a t , while a t from COARE is about 10%-15% larger than those estimated from the stress using the Large et al. (1994) neutral drag coefficient over both regions. Estimates of a t using the stress computed from the constant C d10n are about 20% smaller than those computed from the wind stresses with the COARE C d10n . Time series of a t for these two regions using the 4 different methods for estimating the stress also show similar results, as shown in Fig. A4 . Virtually no difference is found using the different air densities, but a t from the QuikSCAT stresses using the COARE drag coefficient were somewhat larger than that from Large et al. (1994) . The constant drag coefficient produces smaller estimates of a t . Additionally, the seasonal variations of a t are similar using any of the three drag coefficient specifications, although the wintertime enhancement of a t is slightly less pronounced using the constant C d10n .
The case of a constant drag coefficient was shown, not because it is physically plausible, but to demonstrate the relative insensitivity of the variability of the SST-induced stress perturbations to the specification of the neutral drag coefficient. This sensitivity analysis shows that qualitatively similar results are obtained using three different neutral drag coefficient parameterizations. The results of this analysis are thus not contingent on a particular form of the drag coefficient.
Since the COARE drag coefficient is based on a much larger and more up-to-date dataset of turbulence measurements, we decided to use the COARE drag coefficient for our analysis. Additionally, the COARE flux algorithm in general is becoming widely used in the air-sea interaction and numerical weather prediction communities, and the results presented here are more comparable with these analyses. It should be noted that the accuracies of these neutral drag coefficient parameterizations make it difficult to objectively distinguish between many of the different parameterizations that have been proposed. In any event, A2 . Time series of a yn computed from the spatially high-passfiltered ENW and SST fields at monthly intervals: WindSat ENW/SST (blue), AMSR-E ENW/SST (green), QuikSCAT ENW/Reynolds OI-v2 AVHRR-only SST (red), and the QuikSCAT ENW/AMSR-E SST combination used throughout this analysis (black).
FIG. A3
. Binned scatterplots of the QuikSCAT perturbation wind stress as a function of the AMSR-E SST, computed using various methods over (left) the Agulhas Return Current and (right) North Atlantic. Using the QuikSCAT wind stress magnitude from the following: (top) the COARE drag coefficient approximation from Eq. (2) based on Fairall et al. (2003) and a constant surface air density (the method used in this analysis); (second row) the Large et al. (1994) neutral drag coefficient and a constant air density; (third row) the COARE neutral drag coefficient and a variable air density estimated from the NCEP FNL 1 3 18 analyses fields; and (bottom) a constant neutral drag coefficient of 1.5 3 10 23 and a constant air density. The mean values in each bin are shown by the points and the error bars represent the 95% confidence intervals of the mean within each bin.
the results of our analysis are not dependent upon any particular neutral drag coefficient parameterization.
APPENDIX B
Derivation of Spatially Filtered Stress-ENW Relationship
An analytical relationship between the time-averaged and spatially filtered wind stress magnitude jtj 9 in terms of the ENW V n 9 is sought to understand the relationships observed in section 3 between the stress and ENW responses to SST. To find such a relationship, first consider V n partitioned into time-averaged V n and timevarying V n * components so that V n 5 V n 1 V n * and V n * 5 0. Substituting this into Eq. (3) gives jtj r 0 5 a 0 (V n 1 V n *) 1 b 0 (V n 1 V n *) 2 1 c 0 (V n 1 V n *) 3 5 a 0 (V n 1 V n *) 1 b 0 (V n 2 1 2V n V n * 1 V n * 2 ) 1 c 0 (V n 3 1 3V n 2 V n * 1 3V n V * 2 n 1 V * 3 n ).
Taking the time average of jtj yields, after rearrangement, jtj r 0 5 (a 0 V n 1 b 0 V n 2 1 c 0 V n 3 )
1 [(b 0 1 3c 0 V n )V n * 2 1 c 0 V n * 3 ].
