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3Zusammenfassung 
Das Erzeugen räumlicher Konfigurationen ist eine zentrale Aufgabe im 
architektonischen bzw. städtebaulichen Entwurfsprozess und hat zum Ziel, eine für 
Menschen angenehme Umwelt zu schaffen. Der Geometrie der entstehenden Räume 
kommt hierbei eine zentrale Rolle zu, da sie einen großen Einfluss auf das Empfinden 
und Verhalten der Menschen ausübt und nur noch mit großem Aufwand verändert 
werden kann, wenn sie einmal gebaut wurde. Die meisten Entscheidungen zur 
Festlegung der Geometrie von Räumen werden während eines sehr kurzen Zeitraums 
(Entwurfsphase) getroffen. Fehlentscheidungen die in dieser Phase getroffen werden 
haben langfristige Auswirkungen auf das Leben von Menschen, und damit auch  
Konsequenzen auf ökonomische und ökologische Aspekte.  
Mittels computerbasierten Layoutsystemen lässt sich der Entwurf räumlicher 
Konfigurationen sinnvoll unterstützen, da sie es ermöglichen, in kürzester Zeit eine 
große Anzahl an Varianten zu erzeugen und zu überprüfen. Daraus ergeben sich zwei 
Vorteile. Erstens kann die große Menge an Varianten dazu beitragen, bessere Lösungen 
zu finden. Zweitens kann das Formalisieren von Bewertungskriterien zu einer größeren 
Objektivität und Transparenz bei der Lösungsfindung führen. Um den Entwurf 
räumlicher Konfigurationen optimal zu unterstützen, muss ein Layoutsystem in der 
Lage sein, ein möglichst großes Spektrum an Grundrissvarianten zu erzeugen (Vielfalt); 
und zahlreiche Möglichkeiten und Detaillierungsstufen zur Problembeschreibung 
(Flexibilität), sowie Mittel anzubieten, mit denen sich die Anforderungen an die 
räumliche Konfiguration adäquat beschreiben lassen (Relevanz). Bezüglich Letzterem 
spielen wahrnehmungs- und nutzungsbezogene Kriterien (wie z. B. Grad an Privatheit, 
Gefühl von Sicherheit, Raumwirkung, Orientierbarkeit, Potenzial zu sozialer 
Interaktion) eine wichtige Rolle. 
Die bislang entwickelten Layoutsysteme weisen hinsichtlich Vielfalt, Flexibilität und 
Relevanz wesentliche Beschränkungen auf, welche auf eine ungeeignete Methode zur 
Repräsentation von Räumen zurückzuführen sind. Die in einem Layoutsystem 
verwendeten Raumrepräsentationsmethoden bestimmen die Möglichkeiten zur 
Formerzeugung und Problembeschreibung wesentlich. Sichtbarkeitsbasierte 
Raumrepräsentationen (Sichtfelder, Sichtachsen, Konvexe Räume) eignen sich in 
besonderer Weise zur Abbildung von Räumen in Layoutsystemen, da sie einerseits ein 
umfangreiches Repertoire zur Verfügung stellen, um räumliche Konfigurationen 
hinsichtlich wahrnehmungs- und nutzungsbezogener Kriterien zu beschreiben. 
Andererseits lassen sie sich vollständig aus der Geometrie der begrenzenden 
Oberflächen ableiten und sind nicht an bestimmte zur Formerzeugung verwendete 
geometrische Objekte gebunden. 
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In der vorliegenden Arbeit wird ein Layoutsystem entwickelt, welches auf diesen 
Raumrepräsentationen basiert. Es wird ein Evaluationsmechanismus (EM) entwickelt, 
welcher es ermöglicht, beliebige zweidimensionale räumliche Konfigurationen 
hinsichtlich wahrnehmungs- und nutzungsrelevanter Kriterien zu bewerten. Hierzu 
wurde eine Methodik entwickelt, die es ermöglicht automatisch Raumbereiche (O-
Spaces und P-Spaces) zu identifizieren, welche bestimmte Eigenschaften haben (z.B. 
sichtbare Fläche, Kompaktheit des Sichtfeldes, Tageslicht) und bestimmte Relationen 
zueinander (wie gegenseitige Sichtbarkeit, visuelle und physische Distanz) aufweisen. 
Der EM wurde mit Generierungsmechanismen (GM) gekoppelt, um zu prüfen, ob 
dieser sich eignet, um in großen Variantenräumen nach geeigneten räumlichen 
Konfigurationen zu suchen. Die Ergebnisse dieser Experimente zeigen, dass die 
entwickelte Methodik einen vielversprechenden Ansatz zur automatisierten Erzeugung 
von räumlichen Konfigurationen darstellt: Erstens ist der EM vollständig vom GM 
getrennt, wodurch es möglich ist, verschiedene GM in einem Entwurfssystem zu 
verwenden und somit den Variantenraum zu vergrößern (Vielfalt).  Zweitens erlaubt 
der EM die Anforderungen an eine räumliche Konfiguration flexibel zu beschreiben 
(unterschiedliche Maßstäbe, unterschiedlicher Detaillierungsgrad). Letztlich erlauben 
die verwendeten Repräsentationsmethoden eine Problembeschreibung vorzunehmen, 
die stark an der Wirkung des Raumes auf den Menschen orientiert ist (Relevanz). 
Die in der Arbeit entwickelte Methodik leistet einen wichtigen Beitrag zur 
Verbesserung evidenzbasierter Entwurfsprozesse, da sie eine Brücke zwischen der 




Zusammenfassung ............................................................................................................... 3 
Inhalt .................................................................................................................................. 4 
 
1 Einleitung .................................................................................................................... 7 
1.1 Hintergrund ............................................................................................................... 7 
1.2 Problemstellung....................................................................................................... 11 
1.3 Ziel und Aufbau der Arbeit ...................................................................................... 12 
 
2 Automatisierte Raumerzeugung ................................................................................... 15 
2.1 Begriffsbestimmungen ............................................................................................. 15 
2.2 Modellbildung ......................................................................................................... 22 
2.2.1 Eigenschaften von Entwurfsproblemen und Prozessen zu deren Lösung .......... 23 
2.2.2 Automatisierte Generierung von Lösungen ...................................................... 27 
2.2.3 Strategien zur Steigerung der Effizienz der Suche (Heuristiken) ........................ 33 
2.2.4 Anforderungen an ein Entwurfssystem ............................................................. 37 
2.3 Bestehende Ansätze zur Erzeugung räumlicher Konfigurationen .............................. 39 
2.3.1 Rasterbasierte Verfahren .................................................................................. 40 
2.3.2 Unterteilungsverfahren .................................................................................... 41 
2.3.3 Objektbasierte Verfahren ................................................................................. 44 
2.4 Bewertung ............................................................................................................... 47 
2.4.1 Vielfalt ............................................................................................................. 47 
2.4.2 Flexibilität ........................................................................................................ 47 
2.4.3 Relevanz .......................................................................................................... 50 
2.4.4 Zusammenfassung ............................................................................................ 52 
 
3 Quantitative Raumbeschreibung .................................................................................. 57 
3.1 Grundannahmen für die Quantifizierung wahrnehmungsbezogener Kriterien .......... 58 
3.2 Sichtbarkeitsbasierte Raumrepräsentationen ........................................................... 68 
3.2.1 Raumbereiche .................................................................................................. 68 
3.2.2 Lokale Eigenschaften von Raumbereichen........................................................ 71 
3.2.3 Relationale Eigenschaften von Raumbereichen ................................................ 79 
3.3 Interpretation der Maße .......................................................................................... 87 
3.3.1 Raumwirkung ................................................................................................... 88 
3.3.2 Bewegungsmuster ............................................................................................ 90 
Inhalt   
6 
3.3.3 Soziale Interaktion ........................................................................................... 92 
3.3.4 Orientierung und Wegfindung ......................................................................... 94 
3.3.5 Zusammenfassung ............................................................................................ 95 
3.4 Von der Analyse zur Generierung ............................................................................ 96 
 
4 Synthese – Sichtbarkeitsbasierte Raumerzeugung ........................................................ 105 
4.1 Konzept ................................................................................................................. 105 
4.2 Evaluationsmechanismus ....................................................................................... 107 
4.2.1 Automatische Erkennung von Raumbereichen ............................................... 108 
4.2.2 Ad-hoc-Erkennung von Raumbereichen......................................................... 112 
4.2.3 Identifizierung geforderter Raumbereiche und -relationen............................. 126 
4.2.4 Beispiel für eine Raumbereichsidentifizierung ................................................ 131 
4.4 Koppelung des EM mit Generierungsmechanismen ............................................... 137 
4.4.1 Generierung eines Wohnungsgrundrisses....................................................... 138 
4.4.2 Generierung der Form öffentlicher Räume in einem städtischen Quartier ...... 152 
4.5 Diskussion ............................................................................................................. 163 
4.4.1 Vorteile .......................................................................................................... 163 
4.5.1 Probleme und Forschungsbedarf .................................................................... 165 
 
5 Zusammenfassung und Ausblick ................................................................................. 169 
5.1 Zusammenfassung ................................................................................................. 171 
5.2 Konklusion & Ausblick ........................................................................................... 173 
 
Literaturverzeichnis ............................................................................................................... 177 
 
Anhang A.............................................................................................................................. 191 
Anhang B .............................................................................................................................. 195 
Anhang C .............................................................................................................................. 199 
Anhang D ............................................................................................................................. 200 
Anhang E .............................................................................................................................. 203 
Anhang F .............................................................................................................................. 209 
 
Eidesstattliche Erklärung ....................................................................................................... 219 
Danksagung .......................................................................................................................... 221 
Lebenslauf ............................................................................................................................ 223 
Veröffentlichungen ............................................................................................................... 224 
 7
1 Einleitung 
“Every form of design is, in one way or another, an  
arrangement of things in physical space.” 
(E. Soja, 2001, S. 3) 
1.1 Hintergrund 
Das Erzeugen räumlicher Konfigurationen ist eine zentrale Aufgabe im 
architektonischen oder städtebaulichen Entwurfsprozess. Dabei wird unter bestimmten 
Randbedingungen ein bestehender Raum durch das Anordnen räumlicher Elemente mit 
dem Ziel strukturiert, Raumbereiche zu schaffen, welche bestimmte Anforderungen 
erfüllen sollen. Dies kann auf verschiedenen Maßstabsebenen stattfinden (Stadt, 
Quartier, Gebäude, Innenraum), wobei sich je nach Maßstabsebene sowohl die 
verwendeten räumlichen Elemente als auch die Randbedingungen und die zu 
erfüllenden Anforderungen unterscheiden können. Unter Randbedingungen sind alle 
während des Entwurfsprozesses unveränderlichen Faktoren zu verstehen (wie z.B. 
Grundstücksgrenzen, Budget, Bebauungsvorschriften). Die Anforderungen können 
sowohl ökonomisch (Kosten für Erstellung, Betrieb), ökologisch (Ressourcenverbrauch, 
Material und Energie) als auch sozial motiviert sein. Letzteres bildet in der Regel die 
Hauptanforderung an eine räumliche Konfiguration, da die Schaffung einer für den 
Menschen angenehmen Umwelt primäres Ziel der Planung von Gebäuden/Städten sein 
sollte (Alexander et al., 1977; Gehl, 1987; Hertzberger, 1995; Lynch, 1981; Rasmussen, 
1959; Thiel, 1997). Der Geometrie der geplanten Objekte kommt hierbei eine zentrale 
Rolle zu, da sie einerseits einen großen Einfluss auf das Empfinden und Verhalten der 
Menschen, die sich in den erzeugten Räumen aufhalten und bewegen ausübt (Gehl, 
2010; Hillier, 1996; Hölscher & Conroy Dalton, 2012) und zum anderen nur noch mit 
großem Aufwand verändert werden kann, wenn sie einmal materialisiert (gebaut) 
worden ist. Sie besteht in aller Regel für sehr lange Zeiträume (Trieb, 1974).1 Im 
Kontrast dazu werden die meisten Entscheidungen zur Festlegung der Geometrie 
während eines sehr kurzen Zeitraumes (Entwurfsphase) getroffen: 
                                              
1 Gebäude werden i. d. R. für einen Zeitraum von 40 Jahren konzipiert, bleiben jedoch meist viel länger bestehen. Die 
Bebauungsstruktur einer Stadt (und mit ihr die Gestalt des Straßennetzes) besteht oft über mehrere Jahrhunderte (Trieb, 
1974). 
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„Bewildered, the formmaker (…) has to make clearly conceived forms 
without the possibility of trial and error over time. He has to be 
encouraged now to think his task through from the beginning , and to 
‘create’ the form he is concerned with, for what once took many 
generations of gradual development (…).“ (Alexander, 1964, S. 4-5) 
Fehlentscheidungen, die in dieser Phase getroffen werden, haben langfristige 
Auswirkungen auf das Leben von Menschen und sind mit nicht zu unterschätzenden 
Konsequenzen auf ökonomische und ökologische Aspekte (wie z. B. Vermietbarkeit 
von Gebäuden oder Ressourcenverbrauch, wenn z. B. ein Gebäude aufgrund von 
Problemen abgerissen werden muss2) verbunden. Entscheidungen während dieser 
Phase und auf dieser Abstraktionsebene (Geometrie) sind mit größter Sorgfalt zu 
treffen, denn: 
„Was man auch tut, wo und wie man den Raum strukturiert, hat dies 
einen bestimmten Einfluss auf die Situation der Menschen. Denn 
Architektur, alles Gebaute, spielt unweigerlich eine gewisse Rolle im 
Leben der Benutzer, und es ist die Hauptaufgabe des Architekten, ob es 
ihm behagt oder nicht, dafür zu sorgen, dass alles, was er macht, all 
diesen Situationen Rechnung trägt.“ (Hertzberger, 1995, S. 171) 
Der Entwurf räumlicher Konfigurationen stellt eine komplexe Aufgabe dar, da zum 
einen eine große Anzahl an Kriterien zu berücksichtigen ist, welche darüber hinaus oft 
nur vage formuliert und schwierig zu quantifizieren sind. Zum anderen existiert keine 
Methode, mithilfe derer sich eine Form aus den an sie gestellten Kriterien ableiten lässt. 
Eine Suche als Strategie zur Lösungsfindung (bestehend aus Erzeugung und Bewertung 
von Varianten) ist daher unumgänglich (Newell & Simon, 1972). Diese Suche ist jedoch 
sehr aufwendig, da theoretisch eine sehr große Menge an Varianten existiert, welche 
im Idealfall vollständig durchsucht werden müssten, um eine tatsächlich optimale (den 
Anforderungen am besten entsprechende) Lösung zu finden. Darüber hinaus bilden die 
kognitiven Kapazitäten des Menschen (Miller, 1956; Dörner, 1976) natürliche Grenzen 
bei der Variantenerstellung und -bewertung. 
Um den Prozess dennoch abschließen zu können bedient sich der menschliche 
Entwerfer einerseits verschiedener Strategien (Leitbilder, Priorisierung von Kriterien, 
Gestaltungsprinzipien), um die Vielfalt theoretisch möglicher Varianten einzuschränken 
(Lawson, 2005) – oder, wie Alexander (1964) es formuliert: „when a designer does not 
understand a problem clearly enough to find the order it really calls for, he falls back 
on some arbitrarily chosen formal order“  (ebd., S. 1). Andererseits macht er Gebrauch 
                                              
2 Das wohl bekannteste Beispiel hierfür ist die Wohnanlage Pruitt Igoe. Sie wurde aufgrund sozialer Probleme 1974 
nach nur 18-jähriger Lebensdauer abgerissen (s. Jencks, 1977). 
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von seiner Intuition (basierend auf eigenen Erfahrungen, Beobachtungen), um schwer 
quantifizierbare Kriterien zu bewerten. Ersteres birgt das Problem, dass eventuell 
bessere Lösungen von vorherein ausgeschlossen werden – und Letzteres birgt die 
Gefahr, bestimmte Kriterien falsch zu bewerten. 
Mittels computerbasierter Entwurfsmethoden lässt sich der Entwurf räumlicher 
Konfigurationen sinnvoll unterstützen, da sie in der Lage sind in kürzester Zeit eine 
große Anzahl an Varianten zu erzeugen und zu überprüfen. Erstens kann die große 
Menge an Varianten dazu beitragen, bessere Lösungen zu finden (Kalay, 2004) und 
zweitens kann, da die Kriterien zur Bewertung explizit formuliert werden müssen, eine 
größere Objektivität und Transparenz bei der Lösungsfindung erreicht werden 
(Steadman, 2014). Die Möglichkeiten zur Unterstützung von Entwurfsprozessen in 
Architektur und Städtebau mittels des Computers lassen sich in drei Kategorien 
zusammenfassen: Darstellung, Evaluation und Exploration (Mitchell, 1975).3 
Zur ersten Kategorie (Darstellung) zählen Methoden, die den Prozess zur Erstellung von 
Zeichnungen beschleunigen. Hierzu zählen die klassischen CAD- und Building 
Information Modeling  (BIM) - Systeme. Diese stellen ein Repertoire an 
Grundelementen (geometrische Grundprimitive wie Linien, Flächen und Körper oder 
architekturspezifische Bauteile wie Wände, Fenster und Decken usw.) und 
Grundoperationen (Verschieben, Drehen, Skalieren, Verschneiden usw.) zur Verfügung, 
mittels derer sich komplexe virtuelle Gebäudemodelle erstellen lassen. Auf deren Basis 
lassen sich zahlreiche Repräsentationen wie Grundrisse, Ansichten, Schnitte, 
photorealistische Bilder, aber auch Bauteillisten oder Raumlisten ableiten (für eine 
detaillierte Beschreibung dieser Methoden s. Eastman et al., 2011). Die Werkzeuge 
helfen dabei jene Zeit, die benötigt wird um Entwurfsideen zu externalisieren und in 
der Folge zu überprüfen, zu reduzieren. Sie unterstützen den Entwerfenden jedoch 
nicht aktiv bei der Findung geeigneter Lösungen, da sowohl Erzeugung als auch 
Bewertung von Varianten vom menschlichen Entwerfer vorgenommen werden. Die 
Aufgabe, die an den Computer übertragen wird besteht ausschließlich in der 
Repräsentation und Speicherung von Daten (Woodbury, 1991). Mitchell (1975) 
bezeichnet diese Art der Entwurfsunterstützung daher auch als den „least ambitious 
level of use of the machine“. 
Auf Basis eines digitalen Modells lässt sich ein Entwurf hinsichtlich verschiedener 
Aspekte (Kosten, Statik, Energieverbrauch, Akustik, Belichtung, Bewegungsflüsse, 
Sichtbarkeit, Erreichbarkeit) analysieren (eine Übersicht findet sich in Kalay, 2004). 
Kann darüber hinaus auch ein Maß für die Güte dieser Aspekte angegeben werden, 
kann auch eine Bewertung (Evaluation) durch den Computer stattfinden. Bei Kriterien 
                                              
3 Eine weitere, hier nicht betrachtete Möglichkeit besteht in der computergestützten Zusammenarbeit. Diese wird 
maßgeblich durch die schnelle Weitergabe von Daten ermöglicht und durch Organisationswerkzeuge unterstützt. 
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wie Kosten, Statik, Energieverbrauch, Akustik, Belichtung ist dies problemlos möglich, 
da hier Standards für die Einhaltung bestimmter Grenzwerte bestehen (z. B. niedriger 
Energieverbrauch eines Gebäudes oder Standfestigkeit einer Stütze). Bei vielen 
Kriterien, die sich auf die Wahrnehmung von Räumen durch den Menschen und das 
Verhalten des Menschen im Raum beziehen, wie z. B. Grad an Privatheit, Potenzial 
eines Raumes zu sozialer Interaktion oder  Raumeindruck existieren solche Standards 
bislang noch nicht (s. Kapitel 3). 
Während sich durch Repräsentationswerkzeuge Entwurfsideen grafisch und numerisch 
abbilden lassen und durch Evaluationswerkzeuge analysiert und bewertet werden 
können, dienen Werkzeuge der dritten Kategorie (Exploration) dazu, einen großen 
Raum an Varianten systematisch zu durchsuchen. Die in der Planungspraxis am 
weitesten verbreitete Methode hierfür ist die parametrische Modellierung. Die o. g. 
Grundelemente und Modellierungsoperationen werden dabei durch ein Regelwerk in 
einem parametrischen Modell miteinander verknüpft. Durch Parameter (Variablen, die 
Elementen oder Operationen zugewiesen wurden) lassen sich verschiedene Instanzen 
eines Modells erzeugen (Woodbury, 2010). Statt einer einzelnen fixen Lösung erstellt 
der Entwerfer so ein ganzes Spektrum an Varianten, die er bewerten und aus denen er 
die geeignetste auswählen kann. Sind neben Regeln zur Erstellung auch die Regeln zu 
Bewertung von Varianten bekannt, kann der Prozess der Lösungsfindung automatisiert 
werden (Mitchell, 1975). In einem solchen Fall kann man auch von einer gezielten 
Exploration sprechen. Diese ermöglicht die Suche nach Lösungen, die bestimmten 
Anforderungen genügen. Ein solcher Entwurfsansatz wird auch als Performance-Based-
Design4 bezeichnet (Oxman, 2008). Computerbasierte Methoden zur gezielten 
Exploration werden im Folgenden als Entwurfssysteme5 bezeichnet. Hierbei übernimmt 
der Computer wesentliche Teile des Entwurfsprozesses. Die Ziele, die mit dem Einsatz 
solcher Systeme verfolgt werden sind Produktivitäts- und Qualitätssteigerung 
(Mostow, 1985), ohne dabei die Komplexität des zu lösenden Problems zu reduzieren 
(Bittermann, 2009), das Finden kreativer Lösungen (Eckert, Kelly & Stacey, 1999; 
Elezkourtaj, 2004; Shea, 1997) und das Erkennen von Zusammenhängen zwischen 
Anforderungen und Lösungen. Steadman (2014) nennt Letzteres „exploration of worlds 
of formal possibilities“. Ein klassisches Beispiel, welches das Potenzial des Einsatzes von 
Entwurfssystemen veranschaulicht, ist die Planung von Massenwohnbauten.6 Durch 
                                              
4 Performance bezeichnet hierbei den Erfüllungsgrad der Anforderungen, die an Objekt gestellt werden. 
5 Eckert et al. (1999) bezeichnen sie als „Generative Design Systems“; Shea (1997) bezeichnet sie als „Conceptual 
Design Tools“. 
6 Dieses Thema besitzt aktuell eine hohe Relevanz in Entwicklungsländern, in denen aufgrund einer rapide 
ansteigenden Bevölkerungszahl und des Trends zur Landflucht sogenannte Emerging Cities entstehen. In kürzester Zeit 
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traditionelle Planungsmethoden wird die Komplexität der Aufgabe durch Einführen 
bestimmter Typen (Stadtstruktur, Gebäudetypen, Wohnungstypen) reduziert. Durch 
den Einsatz computerbasierter Entwurfssysteme ist eine solche Reduktion nicht 
notwendig. Sie erlauben es (bei entsprechender Konzeption) zahlreiche individuelle 
Lösungen zu erstellen. Statt einiger weniger Wohnungsgrundrisse (welche sicher nicht 
für alle Standorte/Geschosse gleich geeignet sind), lassen sich – prinzipiell ohne 
zeitlichen Mehraufwand – für jeden Standort/jedes Geschoss an die jeweiligen 
Anforderungen angepasste Grundrisse erzeugen. 
1.2 Problemstellung 
Die vorliegende Arbeit beschäftigt sich mit Entwurfssystemen zur Erzeugung räumlicher 
Konfigurationen (sog. Layoutsysteme). Ziel dieser Systeme ist es, einen Entwerfer dabei 
zu unterstützen, eine Beschreibung von Anforderungen (Funktion) in eine räumliche 
Konfiguration (Form) zu überführen. Die Entwicklung erster solcher Systeme reicht 
zurück in die frühen 1960er Jahre. Die Hauptmotive für die Entwicklung solcher 
Systeme waren zunächst ökonomisch motiviert, wie z. B. die Minimierung von 
Weglängen zur Kostensenkung und Effektivitätssteigerung von komplexen 
Einrichtungen (Eastman, 1975). Bis heute wurden zahlreiche Ansätze entwickelt, 
welche jedoch bislang – bis auf wenige Ausnahmen (s. z. B. die Arbeiten von Helme, 
Derix & Izaki, 2014) – keinen Eingang in die Planungspraxis gefunden haben. 
Um Entwurfsprozesse optimal zu unterstützen muss ein Entwurfssystem in der Lage 
sein, ein möglichst großes Spektrum an Varianten erzeugen zu können. Dies ist 
notwendig, um die Wahrscheinlichkeit optimale Lösungen zu finden, zu erhöhen 
(Radford & Gero, 1985) bzw. Lösungen zu finden, auf die ein Nutzer des Systems nicht 
von allein gekommen wäre (Eckert et al., 1999). Dieser Punkt wird hier als „Vielfalt“ 
bezeichnet. Die Herausforderung für ein Layoutsystem bildet hierbei die immense 
Anzahl an möglichen Formen, welche räumliche Konfigurationen annehmen können. 
Zweitens muss ein Entwurfssystem zahlreiche Möglichkeiten und Detaillierungsstufen 
bei der Problembeschreibung anbieten, um dem Entwerfenden zu ermöglichen, sein 
Problem in der jeweiligen Situation auf die jeweils mögliche Weise (vorhandene 
Informationen über das Problem) zu formulieren. Dieser Punkt wird als „Flexibilität“ 
bezeichnet. Die Herausforderung hierbei liegt darin, dass die zur Erfüllung eines 
                                              
müssen hier Gebäude für eine sehr große Anzahl an Menschen geschaffen werden, was meist durch Wiederholung 
einiger weniger Bautypen geschieht (Donath, 2012). 
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Zweckes notwendigen Raumbereiche, -eigenschaften und -relationen nicht vollständig 
und oft vage definiert sind. 
Drittens muss ein Entwurfssystem Mittel zur Beschreibung des Problems anbieten, mit 
denen sich die Anforderungen an das zu entwerfende Objekt adäquat beschreiben 
lassen. Dieser Punkt wird als „Relevanz“ bezeichnet. Für ein Layoutsystem bedeutet 
dies, dass sich mit den Kriterien, die zur Beschreibung der räumlichen Konfiguration 
verwendet werden die Wirkung dieser auf die sich darin aufhaltenden und bewegenden 
Menschen (wie z. B. Grad an Privatheit, Gefühl von Sicherheit, Raumwirkung, 
Orientierbarkeit, Potenzial zu sozialer Interaktion) abbilden lässt. Dies ist von zentraler 
Bedeutung, da – wie eingangs erwähnt – räumliche Konfigurationen in aller Regel für 
Menschen entworfen werden. 
Die bislang entwickelten Layoutsysteme weisen hinsichtlich der genannten 
Anforderungen wesentliche Beschränkungen auf: die erzeugbaren Grundrisse 
beschränken sich auf Grundrisse mit rechteckigen Raumbereichen; für eine 
Problembeschreibung ist stets eine vollständige Auflistung aller Raumbereiche und -
relationen notwendig; als Kriterien zur Beschreibung der Qualitäten des Grundrisses 
stehen meist ausschließlich Größe und Benachbarung zwischen Räumen zur Verfügung 
(s. 2.4). 
1.3 Ziel und Aufbau der Arbeit 
Ziel der Arbeit ist es, ein Entwurfssystem zur Erzeugung räumlicher Konfigurationen zu 
entwickeln, welches den Anforderungen an Vielfalt, Flexibilität und Relevanz 
bestmöglich gerecht wird. Ausgehend von der Tatsache, dass die Repräsentation von 
Problemen maßgeblich die Art ihrer Lösung und die Lösung selbst bestimmt (Eckert et 
al., 1999; Rowe, 1987; Strube et al., 2000), bedarf die Entwicklung eines 
Entwurfssystems einer intensiven Auseinandersetzung mit den Methoden zur 
Problemrepräsentation. Es kann unterschieden werden zwischen der Repräsentation 
des Problemlösungsprozesses und der Repräsentation des zu entwerfenden Objektes. 
In der vorliegenden Arbeit liegt der Fokus auf Letzterem. Folgende Fragestellungen 
leiten die Arbeit: 
(1) Wie wird das zu erzeugende Objekt „räumliche Konfiguration“ in bestehenden 
Entwurfssystemen repräsentiert? 
(2) Wie wirken sich diese Repräsentationen auf den Lösungsraum (Vielfalt) und die 
Möglichkeiten zur Problemformulierung (Flexibilität und Relevanz) aus? 
(3) Welche alternativen Methoden bestehen, um räumliche Konfigurationen zu 
repräsentieren? 
(4) Wie können auf Basis dieser alternativen Repräsentationen räumliche 
Konfigurationen erzeugt werden? 
(5) Lassen sich damit die unter (2) identifizierten Beschränkungen auflösen? 
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Die Arbeit gliedert sich in drei Hauptteile: Raumerzeugung (Kapitel 2), Raumbewertung 
(Kapitel 3) und Synthese (s. Kapitel 4).  
In Kapitel 2 wird den Fragen 1 und 2 anhand einer ausführlichen Literaturrecherche zu 
bestehenden Entwurfssystemen zur Erzeugung räumlicher Konfigurationen 
nachgegangen. Anhand von Beispielen werden die Begrenzungen dieser Methoden 
sichtbar gemacht. Hierbei wird die in den Systemen verwendete Repräsentation von 
Raum als wesentlicher Einflussfaktor für die Vielfalt, Flexibilität und Relevanz eines 
Entwurfssystems deutlich. 
In Kapitel 3 wird der Frage 3 durch eine ausführliche Beschreibung von Methoden zur 
sichtbarkeitsbasierten Raumrepräsentation (Space Syntax) nachgegangen. Sie werden 
als geeignet zur Beschreibung räumlicher Konfigurationen identifiziert, da sie einerseits 
generisch anwendbar sind (auf alle geometrischen Formen) und andererseits einen 
starken Bezug zur Wahrnehmung und Nutzung des Raumes durch den Menschen 
haben. 
In Kapitel 4 wird für die Beantwortung der Fragen 4 und 5 ein Konzept für ein 
Entwurfssystem erstellt und prototypisch implementiert. Ein Mechanismus zur 
automatischen Bewertung räumlicher Konfigurationen auf Basis von 
sichtbarkeitsbasierten Raumrepräsentationen bildet den Kern dieses Teils der Arbeit. 
Wie sich dieser Bewertungsmechanismus zur automatischen Erzeugung räumlicher 
Konfigurationen einsetzen lässt und wie sich dadurch die Vielfalt, Flexibilität und 
Relevanz erhöhen lässt, wird anhand zweier Testszenarien untersucht. 
In Kapitel 5 werden die wesentlichen Erkenntnisse der Arbeit zusammengefasst und 





2 Automatisierte Raumerzeugung 
„The ultimate object of design is form.” 
(C. Alexander, 1964, S. 15) 
 
„(…) if the goal is to obtain something that is as yet non-existent,  
such as the proof of a theorem, or the design for a building,  
then the question of how potential solutions may be  
produced for consideration arises.“  
(W. J. Mitchell, 1977, S. 29) 
 
Sollen Entwurfsprozesse vollständig oder teilweise von einem computerbasierten 
Entwurfssystem vorgenommen werden, müssen diese in Algorithmen überführt 
werden. Das folgende Kapitel beschäftigt sich mit den dazu verwendeten Annahmen 
und Modellen. Entwerfen wird dabei als Problemlösungstätigkeit begriffen, deren Ziel 
es ist, aus einer Funktion eine Form zu erzeugen. Dieser Prozess kann durch die 
Problemlösungsstrategie der Suche beschrieben werden. Um in begrenzter Zeit eine 
Lösung finden zu können sind Heuristiken notwendig. Der Einfluss solcher Heuristiken 
auf die Lösungsfindung wird diskutiert. Danach werden bestehende Systeme zur 
Erzeugung räumlicher Konfigurationen beschrieben. Dabei liegt der Fokus darauf, wie 
das zu entwerfende Objekt „räumliche Konfiguration“ in diesen Systemen repräsentiert 
wird. Abschließend werden die Systeme bewertet und ein Idealsystem skizziert. 
2.1 Begriffsbestimmungen 
In der vorliegenden Arbeit spielen die Begriffe Zweck, Funktion und Form sowie Raum 
und räumliche Konfiguration eine wichtige Rolle. Da, wie Poerschke & Führ (2012) es 
beschreiben, im Architekturdiskurs eine „Verwirrung dieser Begriffe“7 vorherrscht, soll 
im Folgenden geklärt werden, wie diese Begriffe in dieser Arbeit verstanden werden. 
Die wohl am häufigsten auftauchenden Begriffe in Texten über Architektur sind die 
Begriffe Funktion und Form. Im allgemeinen Sprachgebrauch wird Form oft mit 
                                              
7 Poerschke und Führ beziehen sich bei dieser Aussage auf die Verwendung der Begriffe Funktion, Zweck und 
Gebrauch in architekturtheoretischen Schriften. Aus Erfahrung des Autors werden die Begriffe Form, Raum und 
räumliche Konfiguration in der Architektur häufig auch unterschiedlich verwendet. 
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Schönheit, Funktion demgegenüber mit dem Praktischen bzw. Nützlichen verknüpft 
(Erlhoff & Marshall, 2008). Diese umgangssprachliche Verknüpfung der Begriffe mit 
Werten ist jedoch irreführend, denn eine Form muss nicht zwangsläufig schön und eine 
Funktion nicht zwangsläufig nützlich sein. In der vorliegenden Arbeit wird sich zur 
Bestimmung der Bedeutung von Form und Funktion auf die Arbeiten u. a. von 
Alexander (1964), Hillier (1996) und Markus (1993) bezogen. Hier werden mit Form 
die physischen Merkmale von Objekten und mit Funktion das bezeichnet, was die 
Objekte leisten können. Ob das, was ein Objekt leisten kann (seine Funktion) als 
nützlich gilt, hängt von den jeweiligen Absichten, die ein Benutzer (Subjekt) mit einem 
Objekt verfolgt, ab. Diese Absichten können als Zweck bezeichnet werden. Während 
der Zweck ein beabsichtigendes Subjekt voraussetzt, kann eine Funktion ohne eine 
besondere Zwecksetzung existieren (Poerschke & Führ, 2012).  
Der maßgebliche Zweck der Errichtung von Gebäuden oder Städten besteht in der 
Befriedigung menschlicher Bedürfnisse (Alexander et al., 1977; Gehl, 2010; Thiel, 
1997; u. v. a.). Maslow (1977) unterscheidet bei menschlichen Bedürfnissen zwischen 
physiologischen Bedürfnissen (z. B. Atmung, Wärme und Licht, Nahrung, Ruhe und 
Entspannung), Sicherheitsbedürfnissen (z. B. Schutz vor Eindringlingen/Feinden), 
sozialen Bedürfnissen (z. B. Kontakt zu anderen Menschen), Individualbedürfnissen, 
kognitiven und ästhetischen Bedürfnissen (z. B. Ordnung, Sauberkeit) und dem 
Bedürfnis nach Selbstverwirklichung und Transzendenz (Streben nach etwas Höherem). 
Die Form von Gebäuden und Städten trägt zur Erfüllung/Nichterfüllung einiger dieser 
Bedürfnisse bei, indem sie wesentliche Eigenschaften der Umwelt bestimmt.8 So bieten 
Dächer und Wände Schutz vor Umwelteinwirkungen (wie z. B. Kälte, Niederschlag, 
Wind). Durch Öffnungen (wie Fenster) wird der Zugang zu Licht und Luft reguliert. Die 
Anordnung von Wänden im Gebäude bzw. von Gebäuden in einer Stadt strukturiert 
die Bewegungsabläufe von Menschen und damit auch den Kontakt zu anderen 
Menschen. Die Form kann darüber hinaus auch das Bedürfnis nach 
Selbstverwirklichung erfüllen, indem sie z. B. Qualitätsunterschiede herstellt, die einem 
Menschen dabei helfen, einen bestimmten gesellschaftlichen Status zum Ausdruck zu 
bringen (Beletage in mehrgeschossigen Wohngebäuden) usw.  
Eine Funktion leitet sich aus der Form ab und ist die für einen bestimmten Zweck 
genutzte Eigenschaft eines Objektes. Unter dem Attribut „funktional“ wird verstanden, 
dass eine bestimmte Funktion einen Zweck besonders gut erfüllt. In der Architektur 
werden unter Funktion häufig bestimmte Tätigkeiten verstanden (z. B. Schlafen, 
Wohnen, Kochen, Essen). Diese Tätigkeiten müssen beim Entwurf räumlicher 
                                              
8 Thiel (1997) beschreibt die Oberflächen in der Umwelt als „Modulatoren“ räumlicher Eigenschaften. 
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Konfigurationen in einem bestimmten Raumbereich untergebracht werden, weshalb 
oft der gesamte Raumbereich als Funktion bezeichnet wird. 
Form bezeichnet in der Architektur die Geometrie und Beschaffenheit (Farbe und 
Material) einer Menge von Oberflächen. In der vorliegenden Arbeit wird unter Form 
die zweidimensionale Geometrie dauerhaft errichteter Oberflächen (Wände) 
betrachtet. Die Beschaffenheit der Oberflächen als auch temporäre Elemente (z. B. 
Möbel) werden nicht betrachtet. Dies ist dadurch begründet, dass solche 
Eigenschaften/Elemente mit relativ geringem Aufwand verändert werden können, 
während dies bei Wänden nur mit großem Aufwand möglich ist. Sie haben die 
langfristigsten Auswirkungen auf Umwelt und Mensch und müssen daher besonders 
berücksichtigt werden (s. 1.1). 
Die Vielfalt an Formen in der Architektur ist nahezu unbegrenzt. Dies belegen die 
zahlreichen Beispiele von Grundrissen, welche sich in Kompendien über Gebäude oder 
Stadtstrukturen finden lassen (z. B. Heckmann & Schneider, 2011; Jenkins, 2008; Krier, 
1975; Rapoport, 1990). Trotz der Masse an erbauten Beispielen lässt sich wohl kein 
metrisch vollständig identischer Grundriss finden.9 Und selbst auf topologischer Ebene 
(Nachbarschaftsbeziehungen von Raumbereichen) ist die Vielfalt noch immer sehr groß. 
So beschreibt Hillier (1996), dass in einer Studie von Trigueiro (1994), in der ein 
Vergleich von über 500 Grundrissen englischer Wohngebäude vorgenommen wurde, 
nur in sechs Fällen ein topologisch identischer Grundriss existierte.  
Um die Vielfalt an Grundrissen zu veranschaulichen wurden in Tabelle 1 exemplarisch 
verschiedene Grundrisse (maßstabslos) zusammengetragen. In der oberen Reihe sind 
drei verschiedene Gebäudegrundrisse dargestellt. Es handelt sich bei allen drei 
Gebäuden um Wohngebäude. In der unteren Reihe sind verschiedenartig geformte 
städtische Bebauungsstrukturen dargestellt. Die in den sechs Beispielen deutlich 
werdende Vielfalt (von regelmäßigen Rastern bis hin zu scheinbar völlig freien 
Anordnungen von Oberflächen) soll als Bezugspunkt dafür dienen, um zu bewerten, 
welche Formen sich mittels der später vorgestellten Entwurfssysteme erzeugen lassen. 
  
                                              
9 Ausnahmen bilden hier standardisierte Gebäudetypen, die z. B. bei Massenwohnbauten verwendet werden. Bezieht 
man in die Form den Standort mit ein, so sind aufgrund der Einmaligkeit ihrer Position jedoch auch die eigentlich 
identischen Grundrisse metrisch different. 
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Tabelle 1: Beispiele für Formen von Grundrissen auf Gebäudemaßstab10 (obere Reihe) und  
Stadtmaßstab (untere Reihe). 
   
Anordnung geschlossener 
rechteckiger Zimmer (Villa 
Valmarana, Andrea Palladio, 1563) 
Fließender Grundriss (Landhaus aus 
Backstein, Mies van der Rohe, 1923) 
Grundriss mit schiefwinklig 
zueinander stehenden Wänden 
(Haus-O, Sou Fujimoto Architects, 
2007) 
   
Raster (Manhattan, New York) Solitärbebauung (La Défense, Paris) Historisch gewachsene Stadt (Rom) 
 
Häufig wird die Vielfalt an Formen in bestimmte Typen eingeteilt. So findet sich 
beispielsweise im Grundrissatlas Wohnungsbau eine Einteilung in zellenartige 
Grundrisse, Grundrisse mit eingestellten Elementen, organische Grundrisse und 
fließende Grundrisse (Heckmann & Schneider, 2011). Krier (1975) klassifiziert 
städtische Plätze nach ihren Grundformen (z. B. Quadrat, Rechteck, Kreis, Ellipse, 
komplexe Formen) und nach der Anzahl von einmündenden Straßen. Eine solche 
Einteilung in formale Typen ist zur Veranschaulichung der Vielfalt von Formen hilfreich. 
Es ist dabei jedoch zu beachten, dass erstens  zahlreiche „Misch“-Formen existieren, 
die nicht nur einer bestimmten Kategorie zugeordnet werden können, zweitens die 
Definition der Typen nicht objektiv ist und drittens die Aussagekraft des Wissens, ob 
es sich bei einer Form, um diesen oder jenen Typ handelt, begrenzt ist. So sind aus 
einem formalen Typ in aller Regel keine funktionalen Implikationen ableitbar (Marcus, 
2000). 
Um einen Grundriss zu bewerten, ist die Form dieses Grundrisses an sich wenig 
aussagekräftig. So lässt sich anhand der Koordinaten von Wänden kein sinnvolles Urteil 
darüber bilden, welche Funktionen der Grundriss aufweist.11 Es ist eine Überführung 
                                              
10 Bilder entnommen aus: Beltramini & Padoan, 2002 (Villa Valmarana), Frampton, 2001 (Landhaus aus Backstein), 
Heckmann & Schneider, 2011 (Haus O). 
11 Einzig die Länge der Wände könnte anhand der Koordinaten ermittelt werden und als Maß für die Erstellungskosten 
dienen. 
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der Form in eine andere Abstraktionsebene notwendig die es erlaubt, Eigenschaften zu 
extrahieren, die eine Bedeutung für das Einschätzen von Funktionen besitzen. Eine 
gängige Methode hierfür ist die Identifikation von Raumbereichen (wie z. B. einzelne 
Zimmer). Ausgehend von einer solchen Unterteilung wird versucht die Eigenschaften 
dieser Bereiche (wie z. B. die Größe, Helligkeit oder die Beziehung zu anderen 
Raumbereichen) zu bestimmen. Die Bewertung der Funktion einer Form (Grundriss) 
erfolgt also in aller Regel über den Raum. 
In der Architektur bzw. im Städtebau wird unter Raum12 der Bereich zwischen 
Oberflächen/Raumbegrenzungen verstanden. Form und Raum stehen somit in engem 
Zusammenhang, da sich das eine direkt aus dem anderen ableiteten lässt (s. Abbildung 
1). Form bezeichnet die Gestalt und Anordnung räumlicher Elemente (wie Wände oder 
Gebäudevolumen). Raum hingegen bezeichnet das, was sich zwischen diesen 
Elementen befindet: „The form of buildings articulates and composes the geometry of 
spaces." (Markus, 1993, S. 11) Ob man sich in Gebäuden befindet oder außerhalb – 
man ist immer von Oberflächen umgeben, die den Raum formen. Der Raum ist der 
Bereich, innerhalb dessen sich Menschen aufhalten und bewegen: „Die 
Luftzwischenräume zwischen den Hindernissen und den Objekten bieten Platz für die 
Fortbewegungsbahnen und sind die Orte, an denen sich das Verhalten abspielt.“ 
(Gibson, 1982, S. 141) Die Form des Raumes bestimmt, wie weit man sich bewegen 
kann, wie viel man sehen kann, mit wem man interagieren kann. Dies wiederum 
beeinflusst auch die menschlichen Emotionen (Lawson, 2001). Das Ziel der 
Formerzeugung liegt demnach in der Schaffung von Räumen. 
   
Abbildung 1: Zusammenhang zwischen der Form von Wänden (links, entnommen aus: Beltramini & Padoan, 2002) 
und der Form des Raumes, welche durch die Wände gebildet wird (rechts). 
Abschließend muss noch der Begriff der räumlichen Konfiguration geklärt werden. Eine 
Konfiguration bezeichnet ganz allgemein eine Zusammenstellung von Teilen. Eine 
räumliche Konfiguration bezeichnet demnach eine Zusammenstellung von räumlichen 
Teilen. Hierbei kann es sich sowohl um physische Objekte bzw. Oberflächen als auch 
                                              
12 Im deutschen Sprachgebrauch hat „Raum“ in der Architektur zwei Bedeutungen: einerseits wird damit der Bereich 
zwischen Oberflächen bezeichnet und andererseits ein Zimmer in einem Gebäude. 
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um Raumbereiche handeln: „a building can always be understood, in complementary 
ways, as an assemblage of solids or as an assemblage of voids” (Mitchell, 1990, S. 49). 
Folgt man der ersten Begriffsauffassung, so beschreibt die räumliche Konfiguration 
nichts anderes als die Form – also die Anordnung, Gestalt und Dimension von 
physischen Elementen. Folgt man der zweiten Begriffsauffassung, so beschreibt eine 
räumliche Konfiguration den Raum – also das, was sich zwischen den physischen 
Begrenzungen befindet (Hillier, 1996). Hierfür wird der gesamte Raum in 
Raumbereiche (wie z. B. Zimmer) unterteilt.13 Diese Repräsentation ist für die 
Beschreibung von Funktionen hilfreich, da so wichtige Eigenschaften – wie z. B. Form 
und Größe von Raumbereichen oder deren Nachbarschaftsbeziehungen – ermittelt 
werden können. Methoden zur Ermittlung zahlreicher Eigenschaften von Räumen 
werden ausführlich in Kapitel 3 behandelt. Für diesen Teil der Arbeit genügt das Wissen 
über die eben genannten. Der Begriff der räumlichen Konfiguration wird auch oft 
synonym zum Begriff „Layout“ verwendet.14  
Die Beziehung zwischen Zweck, Form, Funktion und Raum kann vereinfacht 
folgendermaßen beschrieben werden: Eine Form bildet einen Raum. Ein Raum kann in 
Raumbereiche gegliedert werden. Diese Raumbereiche haben bestimmte 
Eigenschaften. Diese Eigenschaften beschreiben die Funktion des Raumbereiches und 
diese Funktionen wiederum sind Voraussetzung zur Erfüllung bestimmter menschlicher 
Bedürfnisse. Mit einem Zweck werden diese Bedürfnisse formuliert. Das Entwerfen 
einer räumlichen Konfiguration kann als das Festlegen der Position und Dimension von 
räumlichen Elementen (Oberflächen) verstanden werden, mit dem Ziel Raumbereiche 
zu schaffen, die bestimmte Funktionen aufweisen, um einen Zweck (Befriedigung 
menschlicher Bedürfnisse) zu erfüllen. In Abbildung 2 sind diese Zusammenhänge 
schematisch dargestellt. 
 
Abbildung 2: Zusammenhang zwischen Zweck, Funktion, Form und Raum. 
                                              
13 Verschiedene Ansätze zur Unterteilung des Raumes in Raumbereiche werden in 3.1 und 4.2 diskutiert. 
14 Die in der Arbeit betrachteten Systeme zur Erzeugung räumlicher Konfigurationen werden daher auch oft als 
Layoutsysteme bezeichnet. 
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Da Funktionen durch die Eigenschaften und Zusammenhänge von Raumbereichen 
bestimmt werden, ist eine Funktionsbeschreibung für eine räumliche Konfiguration im 
Grunde nichts anderes als eine Raumbeschreibung. Dies erklärt, warum in vielen 
architekturtheoretischen Texten betont wird, dass der Raum den Ausgangspunkt einer 
Gestaltung bilden soll. So bezeichnet Schmarsow (1894) den Raum als das „Wesen der 
architektonischen Schöpfung“, da Menschen in erster Linie diesen wahrnehmen und 
nicht die Elemente, die ihn konstituieren. Joedicke (1976) schreibt, dass „zur 
Bestimmung von Architektur Aspekte […] der Bautechnik und der Bauökonomie nicht 
ausreichen; – wesentlich ist die Anordnung der Elemente und die damit erreichte 
Raumbildung”  (ebd., S. 61) und Salinagros (1999) fordert, dass „ideally, one should 
start with the space, and put buildings around it“ (ebd., S. 44). Ein Entwerfen von 
Formen basierend auf den Eigenschaften des Raumes gestaltet sich jedoch schwierig. 
So bemerkt Weinel (1982), dass man Raum nur indirekt – durch das Festlegen der 
Oberflächen – definiert: „The problem is to know when we are working in surface and 
when in space. The difficulty (…) is that we cannot draw space“ (ebd., S. 273-274). 
Dieses Problem wird besonders deutlich in Computerprogrammen zur Modellierung 
von Gebäuden (s. 1.1). Diese verlangen vom Benutzer raumbegrenzende Oberflächen 
(wie z. B. Wände, Decken) zu definieren, anstatt die damit eigentlich beabsichtigten 
Eigenschaften der Räume zu definieren: „the designer must deal with (…) geometric 
primitives available within the feature hierarchy of the design tool, which (…) are in 
conflict with the mental image and qualitative conceptualization of the designer” 
(Bhatt, Schultz & Freksa, 2011, S. 16).  
Die meisten Entwurfssysteme zur Erzeugung räumlicher Konfigurationen versuchen ein 
Entwerfen ausgehend vom Raum zu ermöglichen, indem sie Raumbereiche als 
Elemente zur Problembeschreibung anbieten. Den Raumbereichen lassen sich 
verschiedene Eigenschaften (wie z. B. Größe und Nachbarschaft) zuweisen und das 
System versucht eine Konfiguration zu finden, die diese Eigenschaften erfüllt. Welche 
Methoden im Einzelnen hierfür existieren wird in Abschnitt 2.3 beschrieben. Welche 
Probleme sich durch die Art der Repräsentation von Raumbereichen ergeben, wird in 
Abschnitt 2.4 diskutiert. Davor sollen im Folgenden zunächst die für die algorithmische 
Lösung von Entwurfsproblemen verwendeten Grundannahmen und Methoden geklärt 
werden, da diese eine wesentliche Voraussetzung für die Konzeption von 
Entwurfssystemen bilden. 
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2.2 Modellbildung 
Das Problem beim Entwurf räumlicher Konfigurationen besteht in der Überführung 
gewünschter Funktionen in eine Form. Um ein Problem mittels computerbasierter 
Methoden klären zu können, ist das Problem so zu repräsentieren, dass es mittels der 
zur Verfügung stehenden Mittel (Programmiersprache, Algorithmen15) gelöst werden 
kann. Den Vorgang der Abbildung eines Gegenstandes oder Prozesses in eine andere 
Repräsentationsform nennt man Modellbildung. Das Ergebnis der Modellbildung ist 
ein Modell. In einem Modell werden nicht alle Attribute des Originals erfasst, sondern 
nur diejenigen, die für das jeweilige Problem relevant sind (Stachowiak, 1973). Die 
Entscheidung, was relevant ist, richtet sich i. d. R. nach dem jeweiligen Ziel, das mit 
dem Modell verfolgt wird. Die Repräsentation des Problems ist ein wesentlicher Schritt 
bei der Konzeption von Entwurfssystemen, denn: „Ob wir ein Problem lösen können 
(…) hängt wesentlich davon ab, in welcher Form das Problem dargestellt wird.“ (Strube 
et al., 2000, S. 39) Bei der Erstellung dieser Modelle fließen Annahmen darüber ein, 
wie das Problem am besten zu lösen ist. Das implementierte Wissen kann dazu 
beitragen Lösungen effizienter zu finden. Durch falsche bzw. zu restriktive Annahmen 
kann die Lösungssuche jedoch auch behindert werden. 
Grundsätzlich kann bei der Modellbildung zur algorithmischen Lösung von 
Entwurfsproblemen zwischen zwei Modellen unterschieden werden: Einerseits einem 
Modell zur Abbildung des Problemlösungsprozesses und andererseits einem Modell zur 
Abbildung des zu entwerfenden Objektes. Ersteres beschreibt die Strategie, um eine 
Lösung zu erzeugen. Die Auswahl einer geeigneten Strategie bedarf der Kenntnis der 
Eigenschaften von Entwurfsproblemen. Letzteres beschreibt die wesentlichen Elemente 
und Regeln zur Erzeugung des zu entwerfenden Objektes, die Kriterien, hinsichtlich 
derer es bewertet werden soll und die Methoden, die zur Bewertung verwendet 
werden. „A system’s design representation formalism and its set of operators for 
constructing designs define this space [of possible solutions]; they define the aspects 
of the final product that are included in the design, and the level of abstraction at which 
they are described.” (Eckert et al., 1999) 
Ist die Entwicklung von Problemlösungsmodellen primär Gegenstand der Informatik 
(Algorithmen zur Problemlösung wie heuristische Suchverfahren, Lernalgorithmen 
usw.), so ist die Entwicklung von Modellen zur Abbildung des Objektes primär Aufgabe 
der jeweiligen Fachdisziplin. Diese trägt mit ihrem Wissen dazu bei, dass das Objekt, 
welches erzeugt werden soll, adäquat beschrieben ist. Dieses Modell bestimmt die 
Form, die das Objekt annehmen kann und die Möglichkeiten, die einem Systemnutzer 
                                              
15 Ein Algorithmus bezeichnet eine endliche Menge an klar definierten Anweisungen, um z. B. eine Aufgabe bzw. ein 
Problem zu lösen (https://de.wikipedia.org/wiki/Algorithmus). 
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(Architekt) zur Verfügung stehen, um sein Problem zu formulieren. Es bildet sozusagen 
Vokabular für eine Problembeschreibung. 
Die Annahmen, auf denen die Entwicklung gängiger Problemlösungsmodelle basiert, 
sollen in den folgenden Abschnitten 2.2.1 – 2.2.3 dargelegt werden. Sie sind 
Voraussetzung für die Entwicklung des Modells zur Abbildung räumlicher 
Konfigurationen, welches den Kern der vorliegenden Arbeit bildet. 
2.2.1 Eigenschaften von Entwurfsproblemen und -prozessen 
Entwerfen kann als eine Tätigkeit zur Lösung von Problemen aufgefasst werden (Newell 
& Simon, 1972). Ein Problem besteht immer dann, wenn eine Diskrepanz zwischen 
einer gegebenen Situation (Ist-Zustand) und einer gewünschten Situation (Soll-
Zustand) besteht und die erforderlichen Handlungen, um den gewünschten Zustand zu 
erreichen, nicht vollständig bekannt sind (Dörner, 1976). Im Falle des Entwurfs 
räumlicher Konfigurationen könnte ein Ist-Zustand darin bestehen, dass einer Person 
ein unbebautes Grundstück und ein begrenztes Budget zur Verfügung steht. Der Soll-
Zustand könnte in diesem Falle die Bebauung des Grundstückes mit einem Haus für 3–
4 Familien sein, welches den Bewohnern eine hohe Lebensqualität bietet und dem 
Bauherrn eine hohe Rendite erwirtschaftet. Die Mittel für das Erreichen des Soll-
Zustandes sind nicht vollständig bekannt, da für diesen konkreten Standort und die 
gegebenen Anforderungen und Randbedingungen noch keine fertige Planung existiert, 
derer man sich bedienen könnte. Es muss ein Vorschlag für das Gebäude erzeugt 
(entworfen) werden. Es besteht ein Entwurfsproblem. 
Entwurfsprobleme werden oft als schlecht-strukturierte (Simon, 1973) oder auch als 
bösartige Probleme bzw. „Wicked Problems“ (Rittel & Webber, 1973) bezeichnet. 
Solche Probleme zeichnen sich im Wesentlichen durch folgende Charakteristiken aus: 
(1) Die Ziele einer Entwurfsaufgabe sind vage formuliert und können sich während 
des Entwurfsprozesses ändern. Dies tritt insbesondere dann auf, wenn beim 
Erarbeiten einer Lösung ungewünschte Nebeneffekte auftreten, die dem 
Entwerfenden zuvor nicht bewusst waren (Simon, 1973). Entwurfsprobleme sind 
also nicht von Anfang an fest vorgegeben, sondern werden Schritt für Schritt 
während des Entwurfsprozesses entdeckt bzw. definiert. Im Gegensatz zu 
„presented problem situations“ hat man es beim Entwerfen mit „discovered 
problem situations“ zu tun (Getzels & Csikszentmihalyi, 1967). Der Prozess des 
Problemverstehens ist somit nicht vom Vorgang des Problemlösens zu trennen: 
„Die Problemformulierung geht Hand in Hand mit der Entwicklung eines 
Lösungsvorschlages.“ (Rittel, 1992, S. 75) 
(2) Es existiert eine Vielzahl an Kriterien, die zur Bewertung einer Lösung 
herangezogen werden können (Performancekriterien). Die Bewertung einiger 
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Performancekriterien ist nicht objektiv möglich, da diese als nicht-quantifizierbar 
gelten (s. 3.1). Performancekriterien können in Widerspruch zueinander stehen 
(bzw. zu den Randbedingungen), sodass häufig nur eine Kompromisslösung 
möglich ist (Radford & Gero, 1985). 
(3) Die Anzahl der Variablen die variiert werden können, um eine Lösung zu 
erzeugen (Formvariablen), ist sehr groß (Flemming, 1990). Es existiert weder eine 
„zählbare (oder erschöpfend beschreibbare) Menge potentieller Lösungen, noch 
gibt es eine gut umrissene Menge erlaubter Maßnahmen, die man in den Plan 
einbeziehen kann“ (Rittel, 1992, S. 26). 
(4) Zwischen den Formvariablen und den Performancekriterien besteht eine 
sogenannte Many-to-many-Relation16 (Flemming, 1990; Akin & Sen, 1996). Dies 
bedeutet, dass ein Performancekriterium durch mehrere Formvariablen 
beeinflusst werden kann und eine Formvariable durch mehrere 
Performancekriterien. „This makes it impossible to consider any (design or 
performance) variable in isolation.“ (Flemming, 1990, S. 209) Beim Entwurf eines 
Wohnungsgrundrisses kann bspw. kein Raum dimensioniert werden, ohne dass 
dies Auswirkungen auf die Eigenschaften (z. B. Größe) mindestens eines anderen 
Raumes hat. Aufgrund dieser Eigenschaft ist eine direkte Ableitung einer Form 
aus der Funktion nicht möglich. „It is not possible to set up premises, trace 
through a series of deductions, and arrive at a form which is logically determined 
by the premises, unless the premises already have the seeds of a particular plastic 
emphasis built into them. There is no legitimate sense in which deductive logic 
can prescribe physical form for us.“ (Alexander, 1964, S. 8) 
Diese Eigenschaften bilden die Barrieren, um von einem Ist-Zustand zu einem Soll-
Zustand zu gelangen. Nach Dörner (1976) ist sowohl eine dialektische Barriere als auch 
eine Synthesebarriere vorhanden. Dies bedeutet, dass weder der Weg zum Ziel 
(Synthesebarriere) noch das Ziel selbst vollständig bekannt sind (dialektische Barriere). 
Eine Synthesebarriere kann nur durch Erstellung von Lösungskandidaten überwunden 
werden. Auf diese Weise Lösungskandidaten kann die Entfernung zum Soll-Zustand 
ermittelt werden. Die dialektische Barriere wird überwunden, indem auf Basis der 
Lösungskandidaten klarere Vorstellungen über das Ziel entwickelt werden.  
Das Lösungsprinzip, mit welchem Entwurfsprobleme bearbeitet werden können, ist 
demnach das der Suche (Newell und Simon, 1972; Kalay, 1987; Eastman, 1969). Diese 
Suche wird für einen menschlichen Entwerfer erstens durch seine begrenzten 
kognitiven Kapazitäten erschwert (Miller, 1956; Dörner, 1980) und zweitens durch die 
                                              
16 Der Begriff der Many-to-many-Relation stammt aus dem Gebiet der Datenstrukturen und bedeutet, dass einer Einheit 
eine Menge A, mehrere Einheiten einer Menge B zugeordnet sein können und vice versa 
(https://en.wikipedia.org/wiki/Many-to-many_(data_model)). 
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begrenzte Zeit, die für die Problemlösung zur Verfügung steht. Letztlich beendet der 
Entwerfer „die Arbeit an einem bösartigen Problem nicht aus Gründen, die in der 
‚Logik‘ des Problems liegen. Er hört aufgrund von Überlegungen auf, die außerhalb des 
Problems liegen: Er hat keine Zeit, kein Geld oder keine Geduld mehr“ (Rittel, 1992, S. 
24). Die Folge davon ist, dass Entwerfer die Komplexität der Aufgabe häufig durch 
Erstellen von Leitbildern bzw. „Guiding Principles“ (Lawson, 2005), Priorisierung 
einiger weniger Kriterien (Katz, 1994) oder die Anwendung von (mehr oder weniger 
beliebigen) Ordnungsprinzipien (Alexander, 1964) reduzieren. Dies kann jedoch dazu 
führen, dass wesentliche Teile des Problems unberücksichtigt bleiben. 
Computerbasierte Methoden können helfen, den Entwurfsprozess zu unterstützen, 
indem sie es ermöglichen in kurzer Zeit zahlreiche Varianten zu erzeugen und zu 
bewerten. Gleichzeitig sind Algorithmen bei der Suche „unvoreingenommen“, d. h. sie 
präferieren keine Lösung aus subjektiven Gründen. Um besser zu verstehen, wie ein 
Suchprozess zur Lösung von Entwurfsproblemen abläuft und welcher Teil dieses 
Prozesses sich gut durch computerbasierte Methoden unterstützen lässt, ist ein Modell 
hilfreich, welches die wesentlichen Schritte enthält, die bei der Bearbeitung von 
Entwurfsproblemen vorkommen. Ein häufig verwendetes Modell ist das sogenannte 
FBS-Framework (Gero, 1990). Es veranschaulicht den Zusammenhang zwischen Zweck, 
Funktion und Form.17 Gero bezeichnet die Schritte, die im Entwurfsprozess auftreten, 
um zu einer geeigneten Form (= Lösung) zu gelangen als Formulierung (1), Synthese 
(2), Analyse (3), Bewertung (4), Dokumentation (5) und Reformulierung (6–8). Diese 
acht Schritte sind in Abbildung 3 dargestellt. In Schritt 1 (Formulierung) werden die 
Anforderungen, welche durch einen Zweck impliziert sind, in die Beschreibung einer 
zu erwartenden Funktion Fe überführt. Durch den Schritt der Synthese (2) wird eine 
Form erzeugt, von der man ausgeht, dass sie Fe erfüllt. Eine Analyse (3) der erzeugten 
Form zeigt deren tatsächliche Funktion (Ft). Die Bewertung (4) erfolgt durch einen 
Vergleich von Fe und Ft. Ist die Diskrepanz zwischen beiden gleich null oder annehmbar, 
dann wird die Form akzeptiert und kann in Schritt 5 in eine Beschreibung des Objektes 
(z. B. zur Fertigung) überführt werden. Ist Fe nicht akzeptabel können verschiedene 
Maßnahmen ergriffen werden: Entweder wird die Form verändert, indem sie z. B. 
variiert oder völlig neu erstellt wird (6) oder es werden die erwartete Funktion oder die 
Anforderungen (Zweck) angepasst (Schritt 7 und 8). Die letzten beiden Schritte weisen 
nochmals darauf hin, dass der Entwurfsprozess keine „Einbahnstraße“ von der 
                                              
17 Function – Structure – Behaviour Framework. Dabei beschreibt Function den Zweck, den das zu entwerfende Objekt 
erfüllen soll („What it is for?“). Structure beschreibt das Objekt („What it is?“): also die Elemente aus denen das 
Objekt besteht und deren Beziehungen zueinander17. Behaviour bezeichnet das Verhalten des Objektes („What it 
does?“). Bezogen auf die im vorangegangenen Kapitel eingeführten Begriffe bezeichnet Structure die Form, Behaviour 
die Funktion und Function den Zweck eines Entwurfsgegenstandes. 
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Problemdefinition zur Lösung darstellt, sondern dass während des Entwurfsprozesses 
Änderungen an dieser vorgenommen werden können.  
 
Abbildung 3: FBS-Framework (Grafik angelehnt an: Gero & Kannengießer, 2004; die Bezeichnungen wurden an die 
in der vorliegenden Arbeit verwendeten Begrifflichkeiten angepasst). 
In der vorliegenden Arbeit wird davon ausgegangen, dass die Schritte 1 und 7–8 
(Zwecksetzung und Funktionsbeschreibung) vom menschlichen Entwerfer 
vorgenommen werden, da die Frage, ob der Zweck oder die Funktionen richtig definiert 
wurden, nicht vollständig von einem Automaten beantwortet werden kann. Hingegen 
lassen sich die Schritte 2–4 und 6 (Lösungsfindung, bestehend aus Erzeugung und 
Bewertung) sehr gut mittels computerbasierter Methoden vornehmen.18 Dieser Teil des 
Entwurfsprozesses kann vereinfacht als Kreislauf von Variantenerzeugung und 
Variantenbewertung beschrieben werden. Simon (1994) bezeichnet diesen Prozess 
auch als Generiere-Test-Kreislauf. Die beiden Schritte Generierung und Bewertung 
werden solange wiederholt, bis eine Lösung, die den Anforderungen genügt, gefunden 
wurde: „problem solving can be characterized as a process of searching through 
alternative states of the representation in order to discover a state that meets certain 
specified criteria“ (Mitchell, 1975, S. 127). Wie sich diese Zustände (Varianten) 
repräsentieren lassen und wie effektiv nach einer Lösung gesucht werden kann, soll im 
Weiteren geklärt werden. 
                                              
18 Bezogen auf die zuvor erwähnte Schwierigkeit, Entwurfsprobleme aufgrund ihrer Schlechtstrukturiertheit nicht 
rational lösen zu können, sei hier nochmals zu bemerken, dass es nicht Ziel der Entwicklung computerbasierter 
Entwurfsmethoden ist, den gesamten Entwurfsprozess zu automatisieren, sondern nur die Lösung gut strukturierter 
Teilprobleme. Die Definition der Ziele, welche im Wesentlichen die Schlechtstrukturiertheit/Bösartigkeit von 
Entwurfsproblemen ausmacht, bleibt dem menschlichen Entwerfer überlassen. 
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2.2.2 Automatisierte Generierung von Lösungen 
Im vorangegangenen Abschnitt wurde Entwerfen als Problemlösungsprozess 
charakterisiert, dessen Ziel es ist, eine Form zu erzeugen, die eine bestimmte Funktion 
erfüllt. Während sich aus einer Form die tatsächliche Funktion direkt ableiten lässt, gilt 
dies nicht für die Beziehung zwischen Funktion und Form: „contrary to Louis Sullivan’s 
famous proclamation that ‚form follows function‘ there is no causal relationship 
between the two“ (Kalay, 2004, S. 223). Als Methode zur Problemlösung wurde die 
Suche identifiziert. „Bevor man ein Suchverfahren zur Lösung eines Problems einsetzen 
kann, muss das zu lösende Problem in eine Form gebracht werden, die es einer 
Verarbeitung durch Suchverfahren zugänglich macht.“ (Beckstein, 2000, S. 125) Das 
bedeutet, es müssen die Zustände beschrieben werden, welche durchsucht werden 
sollen und es muss das Ziel der Suche beschrieben werden (wann ist eine Suche 
erfolgreich). Im Kontext von Problemen zum Entwurf von Objekten ist dabei zu 
berücksichtigen, dass das zu entwerfende Objekt zum Zeitpunkt der 
Zustandsbeschreibung noch nicht existiert. Die Elemente, aus denen das Objekt 
besteht sowie deren Beziehungen zueinander sind nicht vollständig bekannt. Es ist also 
notwendig, mögliche Ausprägungen des Objektes vorzudenken. Systeme zur 
Repräsentation solcher Möglichkeiten nennt man auch Generative Systeme (Mitchell, 
1977). 
Generative Systeme 
Ganz allgemein bezeichnet ein Generatives System einen Mechanismus zur Erzeugung 
von Beschreibungen von Objekten. Generativen Systemen ist gemein, dass sie einen 
bestimmten Satz an Elementen aufweisen und Regeln zur Verknüpfung dieser Elemente 
enthalten.19 Je weniger einschränkend die Regeln zur Verknüpfung sind, desto größer 
ist die Menge an Varianten, die sich mit einem Generativen System erzeugen lässt. Ein 
Beispiel für ein Generatives System, in dem keine Einschränkungen zur Verknüpfung 
von Elementen bestehen, ist das Infinite Monkey Theorem. Dieses besagt, dass, wenn 
man einen Affen nur lange genug (unendlich lange) auf einer Schreibmaschine tippen 
lassen würde, irgendwann ein Werk von Shakespeare entstehen werde.20 Ein ähnliches 
Gedankenspiel ließe sich für die Erzeugung von Bildern durchführen: Weist man auf 
einem Computerbildschirm jedem Bildpunkt zufällig eine Farbe zu, so ist man mittels 
einer entsprechend langwierigen Wiederholung dieses Vorganges theoretisch in der 
                                              
19 Die Ursprünge Generativer Systeme reichen zurück bis in die Antike. Mitchell (1977) nennt verschiedene Beispiele 
dafür aus der Geschichte, wie z. B. einen Formalismus Aristoteles‘ zur Beschreibung von möglichen Lebewesen, das 
Lull’sche Rad zur Erzeugung logischer Aussagen oder Mozarts Musikalisches Würfelspiel zur Erzeugung neuer 
Melodien. 
20 Borges (2001) greift diese Idee in seinem Roman über die Bibliothek von Babel auf. Er beschreibt hier eine 
Sammlung von Büchern, deren Text durch zufälliges Aneinanderfügen von Zeichen erzeugt wurde. 
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Lage, jedes nur vorstellbare (oder auch nicht vorstellbare) Bild zu erzeugen: so auch 
Grundrisse eines jeden gebauten und noch nicht gebauten Gebäudes. Da im Weiteren 
noch vereinzelt auf dieses Gedankenspiel zurückgegriffen wird, soll es (in Anlehnung 
an das Infinite Monkey Theorem) als Infinite Image Theorem bezeichnet werden. 
Aufgrund der geringen Wahrscheinlichkeit, mit einem solchen Generativen System 
etwas Sinnvolles zu erzeugen, haben derartige Systeme jedoch nur einen theoretischen 
Wert. 
Zwicky (1966) beschreibt mit dem Morphologischen Kasten ein Generatives System zur 
vorurteilsfreien Aufzählung von möglichen Konfigurationen von Objekten. Dabei 
werden in einer zwei- bzw. dreidimensionalen Matrix Teile des abzubildenden 
Objektes und Variablen, mit denen sich diese Teile beschreiben lassen, definiert. Durch 
Belegung der Variablen lassen sich Varianten des Objektes erzeugen. Das Beispiel in 
Abbildung 4 stammt aus Mitchell (1975) und zeigt die Anwendung des 
Morphologischen Kastens für ein Verschattungselement. Auf der y-Achse sind fünf 
Teile, aus denen das Verschattungselement besteht, aufgelistet. In x-Richtung werden 
die Ausführungsmöglichkeiten dieser Teile genannt. Durch Auswahl jeweils einer 
Ausführungsmöglichkeit erhält man eine Variante des Verschattungselements. In der 
Architektur können die in Architekturtraktaten beschriebenen Formgestaltungs-
/Kompositionsregeln als Generative Systeme bezeichnet werden. Beispielhaft sei hier 
auf die Arbeit von Durand (1831) verwiesen. Diese beschreibt, wie sich ein 
Gebäudeplan aus räumlichen Modulen (wie Portiken, Vestibüle, Säle und Zimmer, 
Treppenanlagen und Höfe) zusammensetzen lässt. Die Anordnung dieser Module 
erfolgt auf einem quadratischen Raster. Weitere solcher Regelsysteme zur Erzeugung 
von Varianten in der Architektur finden sich bei Le Corbusiers fünf Punkten (Le 
Corbusier & Jeanneret, 1927) oder Peter Eisenman‘s Methode zur Platzierung von 
Wänden in miteinander verschränkten Rastern (Eisenman, 1999). 
 
        
 
Abbildung 4: Beispiel für einen Morphologischen Kasten für den Entwurf eines Verschattungselements  
(links; Mitchell, 1977); Beispiel für die Anordnung räumlicher Elemente in einem Raster zur Erstellung von 
Gebäudeeingängen (rechts; Durand, 1831). 
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Beispiele für ein Regelwerk zur computergestützten Erzeugung von Formen sind Shape 
Grammars (Stiny & Gips, 1972). Sie basieren auf einem Satz an Formen, denen jeweils 
Ersetzungsregeln zugeordnet sind. Jede Form lässt sich mittels ihrer Ersetzungsregeln 
in eine andere Form transformieren. Mittels dieses Prinzips konnten bislang zahlreiche 
Grundrisstypen reproduziert werden. Beispiele hierfür sind die Shape Grammars zu 
Erzeugung Palladianischer Villen (Stiny & Mitchell, 1978), Queen Anne Houses 
(Flemming, 1987) oder Frank Lloyd Wright’s Prairie-Häusern (Koning & Eizenberg, 
1981). Durch Parameter lassen sich die Ausgangsformen und die Abfolge von Regeln 
variieren und somit Varianten eines bestimmten Typs erzeugen. In Abbildung 5 sind 
Varianten für Palladianische Villen basierend auf der Shape Grammar von Stiny & 
Mitchell (1978) dargestellt. 
Die genannten Generativen Systeme ermöglichen zwar die Erzeugung von Varianten, 
jedoch ist nicht garantiert, dass auch eine Variante darunter ist, die bestimmte 
Anforderungen erfüllt: „As rules they may be logical. But this gives them no special 
force unless there is also a legitimate relation between the system of logic and the 
needs and forces we accept in the real world.“ (Alexander, 1964, S. 7) So können 
beispielsweise auf Basis einer Shape Grammar zur Erzeugung Palladianischer Villen 
neben denen, die den Originalen ähnlich sind, auch zahlreiche unbrauchbare Lösungen 
entstehen (Hersey & Freedman, 1992). In Abbildung 5 (rechts) sind Fälle dargestellt, 
die sich mit der gleichen Shape Grammar erzeugen lassen, jedoch zahlreiche Räume 





   
 
Abbildung 5: Mittels Shape Grammar erzeugte Grundrisse Palladianischer Villen, links: Grundrisse, die den 
Originalentwürfen von Palladio entsprechen, Mitte: Neue Varianten (Knight, 2000); rechts: sogenannte „Bad Plans“ 
(Hersey & Freedman, 1992). 
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Um eine Variante zu erzeugen die bestimmten Anforderungen entspricht, können 
grundsätzlich zwei verschiedene Strategien verfolgt werden: (1) man formuliert die 
Regeln so, dass nur gültige Varianten erzeugt werden können oder (2) man bewertet 
eine Menge an erzeugten Varianten und wählt die gültigen aus. Die Methode zur 
Erzeugung von Varianten wird im Weiteren als Generierungsmechanismus (GM) 
bezeichnet und die Methode zur Bewertung von Varianten als Evaluationsmechanismus 
(EM). Das Wissen, welches zur Beschreibung der Regeln (GM) verwendet wird, 
bezeichnet man auch als Generatives Wissen oder Restriktionswissen; das Wissen zur 
Beurteilung von Varianten (EM) wird als interpretatives Wissen oder 
Anforderungswissen bezeichnet (Tank, 1992). Bei der Konzeption von 
Entwurfssystemen können sich beide Arten der Wissensabbildung vermischen. So kann 
beispielsweise in einem System zur Erzeugung räumlicher Konfigurationen die Größe 
eines Raumes (Fläche, Mindestbreite) als Anforderung aber auch als Restriktion 
modelliert werden. Die Vor- und Nachteile beider Strategien werden deutlich, wenn 
man sich die durch diese Arten der Wissensabbildung determinierten Mengen an 
Lösungen veranschaulicht (s. folgende Abschnitte). 
Variantenraum, Erfüllungsraum und Lösungsraum 
In Anlehnung an die Arbeit von Tank (1992) soll hier zwischen Varianten-, Erfüllungs- 
und Lösungsraum unterschieden werden. Der Variantenraum (V) beschreibt die Menge 
aller erzeugbaren Varianten. Diese Menge wird bestimmt durch das Generative Wissen, 
welches für die Implementierung der Methode die zur Variantengenerierung 
verwendet wird. Der Erfüllungsraum (E) bezeichnet die Menge an geeigneten (also den 
Anforderungen entsprechenden) Varianten. Diese Menge wird bestimmt durch das 
interpretative Wissen.21 Die Schnittmenge zwischen Erfüllungs- und Variantenraum 
wird als Lösungsraum bezeichnet. Der Lösungsraum beinhaltet also die mittels der zur 
Variantenerzeugung verwendeten Methode erzeugbaren Varianten, welche den 
Anforderungen entsprechen (= Lösung). Diese Menge kann sich, wie in Abbildung 6 
dargestellt, vollständig mit dem Erfüllungsraum decken. In diesem Fall muss die 
Methode zur Generierung entweder exhaustiv sein (Fall b) – also alle potenziellen 
Varianten erzeugen können (die Lösungsfindung wird allein durch die 
Variantenbewertung bewerkstelligt) – oder wie im Falle (c) nur den Anforderungen 
entsprechende Lösungen erzeugen (in diesem Falle wäre eine Variantenbewertung 
überflüssig). Zweitens können sich die Mengen teilweise überlappen, indem entweder 
ein Teil aller nicht infrage kommenden Varianten ausgeschlossen wird (Fall a), der GM  
 
                                              
21 Der Erfüllungsraum kann prinzipiell auch eine Nullmenge annehmen, und zwar dann, wenn die Anforderungen so 
gestellt sind, dass sie kein Objekt erfüllen kann. Dies ist bei sich widersprechenden Anforderungen der Fall. Hier wird 
dieser Fall so behandelt, dass der Erfüllungsraum die Menge an Kompromisslösungen darstellt. 
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einige, aber nicht alle geeigneten Varianten, sowie nicht geeignete Varianten erzeugt 
(Fall d). Drittens können sich die Mengen auch nicht überlappen (Fall e). In diesem 
Falle schlägt die Lösungssuche fehl, da keine geeigneten Lösungen produziert werden 
können. 
 
Abbildung 6: Interpretatives und Generatives Wissen bestimmen den Lösungsraum.  
(Grafik angelehnt an: Mitchell, 1977) 
Die Fälle (b) – (d) und treten nur bei sehr einfachen Problemen auf. So ist eine 
exhaustive Erzeugung von Varianten (b) nur vertretbar, wenn die Anzahl an Variablen, 
die zur Erzeugung von Varianten infrage kommen, sehr klein ist. Ein Beispiel hierfür ist 
das o. g. Verschattungselement (Abbildung 4). Fall (c) würde voraussetzen, dass eine 
logische Folge an Schritten existiert, durch die eine Form aus den an sie gestellten 
Anforderungen ableitbar ist. Dies ist aufgrund der Eigenschaften von 
Entwurfsproblemen nicht möglich. Um den Fall (e) zu vermeiden, gibt es zwei 
Möglichkeiten: entweder die Anforderungen ändern, und so den Erfüllungsraum in 
Richtung des Variantenraumes verschieben oder die Regeln zur Generierung ändern, 
um den Variantenraum zu verschieben. Da nicht mit Sicherheit gesagt werden kann, 
warum keine Lösung gefunden wurde (es muss nicht an den anspruchsvollen 
Anforderungen liegen), ist die zweite Strategie grundsätzlich vorzuziehen. Mitchell 
(1990) formuliert dies vereinfacht so, dass die Intelligenz eines Entwurfssystems 
entweder im Generierungs- oder im Evaluationsmechanismus steckt. Im einen Fall wird 
durch Regeln sichergestellt, dass nur akzeptable Lösungen produziert werden. Im 
anderen Fall wird zufällig eine große Anzahl an Lösungen erzeugt, wobei die 
Bestimmung der Geeignetheit vom Evaluationsmechanismus (EM) übernommen wird. 
Er charakterisiert die beiden Strategien wie folgt: 
„(…) you can get acceptable results by combining smart designers with dumb 
critics, or by teaming smart critics with dumb but energetic designers. You may 
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prefer God (a smart designer with no need for a critic) or evolution 
(indiscriminate generation but deadly effective criticism).“ (ebd., S. 180) 
Der Vorteil der letztgenannten Strategie liegt in ihrem Potenzial kreative Lösungen zu 
finden. Problematisch hierbei ist jedoch, dass der Variantenraum so groß werden kann, 
dass eine Lösung nicht in einem angemessenen Zeitraum gefunden wird. 
Kombinatorische Explosion 
Grundrisse können, wie eingangs erwähnt, sehr vielfältige Formen annehmen (s. 2.1). 
Sie zeichnen sich durch eine sehr hohe Anzahl an Formvariablen aus. Eine einzelne 
Wand kann bspw. durch vier Variablen (die x- und y-Werte der Start- und 
Endkoordinaten) beschrieben werden. Soll eine Wand innerhalb eines rechteckigen 
Grundrisses (9 x 9 m) platziert werden, wobei sich die möglichen Koordinaten in einem     
1 m-Raster befinden, dann ergeben sich 8.100 Möglichkeiten zur Platzierung dieser 
Wand. Sollen zwei Wände nach dem gleichen Prinzip platziert werden, ergibt das 
bereits 8.100² (65,61 Mio.) Möglichkeiten.22 Mit jedem zusätzlichen Element, das 
platziert werden muss, wächst der Variantenraum exponentiell an. Da beim Entwurf 
von räumlichen Konfigurationen weder die Anzahl der Elemente (wie viele Wände 
notwendig sind) noch deren Dimension und Position a priori feststeht, ist der Raum an 
theoretisch möglichen Varianten immens groß. Würden alle potenziellen Varianten von 
Grundrissen erzeugt werden (Fall b in Abbildung 6), was theoretisch möglich ist (s. 
Infinite Image Theorem), dann würde die Suche nach der optimalen Variante sehr lange 
dauern. Das Problem ist praktisch nicht lösbar. Es gehört zur Klasse der NP-harten 
Probleme.23 Diese Tatsache verlangt nach Suchstrategien, welche vielleicht nicht die 
eine optimale Lösung finden, jedoch eine oder mehrere genügend gute.24 Simon (1994) 
illustriert dies am Beispiel des Travelling Salesman Problems. Beim Travelling Salesman 
Problem, wird versucht eine Route zu finden, die eine Anzahl von Städten auf 
kürzestem Weg miteinander verbindet. Um die optimale Lösung für dieses Problem zu 
finden, müssen alle möglichen Routen miteinander verglichen werden. Da die Anzahl 
der möglichen Routen exponentiell mit der Anzahl der Städte ansteigt, ist dieses 
Problem ab einer gewissen Menge an Städten nicht mehr in praktikabler Zeit lösbar. 
„Bevor wir unseren Handlungsreisenden zu Hause lassen, werden wir uns natürlich mit 
                                              
22 Zum Vergleich sei die geschätzte Zahl der Atome im Universum genannt: ca. 1078 (s. https://elearning.physik.uni-
frankfurt.de/data/FB13-PhysikOnline/lm_data/lm_282/auto/kap09/cd236b.htm) 
23 Ein Problem wird als „nicht in Polynomialzeit lösbar“ (NP-hart) bezeichnet, wenn die benötigte Rechenzeit mit der 
Problemgröße stärker als mit einer Polynomfunktion wächst (https://de.wikipedia.org/wiki/Polynomialzeit). 
24 Wenngleich sich auch mittels computerbasierter Methoden zur Erzeugung räumlicher Konfigurationen aufgrund der 
großen Menge an möglichen Varianten keine beste Lösung finden lässt, so erlauben diese doch die Exploration einer 
größeren Menge an Varianten, als dies mit traditionellen Methoden möglich ist. Somit bieten sie dem Entwerfenden 
eine größere Sicherheit, dass die von ihm gewählte Lösung eine sehr gute Lösung darstellt. 
2 Automatisierte Raumerzeugung 
33
einer befriedigenden, wenn schon nicht optimalen, Route für ihn bescheiden.“ (ebd., 
S. 103) Welche Strategien zur Effizienzsteigerung bei der Suche nach optimalen 
räumlichen Konfigurationen möglich sind, soll im Folgenden geklärt werden. 
2.2.3 Strategien zur Steigerung der Effizienz der Suche (Heuristiken) 
Wie im vorigen Abschnitt beschrieben, stellt die Suche nach geeigneten räumlichen 
Konfigurationen ein praktisches Problem dar, da die Menge an theoretisch möglichen 
Varianten so groß ist, dass sie nicht in praktikabler Zeit durchsucht werden kann. 
Heuristiken können helfen dieses Problem zu reduzieren.  Heuristiken bezeichnen 
Methoden, um mit begrenztem Wissen und in begrenzter Zeit gute Lösungen zu finden. 
Im Folgenden werden zwei Arten von Heuristiken betrachtet: das Ausschlussverfahren 
und die heuristische Suche. 
Ausschlussverfahren (Einschränkung des Variantenraumes) 
Ein Ausschlussverfahren bezeichnet eine Methode zum Finden von Lösungen durch 
Eliminierung von nicht infrage kommenden Möglichkeiten. Beim hier vorliegenden 
Problem der Findung räumlicher Konfigurationen bezeichnet es die Einschränkung des 
Variantenraumes mittels Generierungsregeln (s. o. g. Generatives 
Wissen/Restriktionswissen). Ziel dieser Regeln ist es, jene Varianten auszuschließen, 
die bestimmte Anforderungen nicht erfüllen. Hierzu müssen Annahmen über 
Zusammenhänge zwischen Funktionen und Form getroffen werden. Bezogen auf das o. 
g. Beispiel der Platzierung von Wänden auf einer Fläche könnten solche Regeln z. B. 
darin bestehen, dass erstens eine Wand einen Raumbereich nicht vollständig 
abschließen darf (um die Erreichbarkeit von Raumbereichen zu gewährleisten), 
zweitens Wände nur im rechten oder stumpfen Winkel zu anderen Wänden angeordnet 
werden dürfen (um z. B. die Möblierbarkeit der entstehenden Raumbereiche zu 
erhöhen und/oder einen bestimmten Raumeindruck zu erzeugen)25 und drittens eine 
Wand nur dann rechtwinklig zu einer Außenwand erstellt werden darf, wenn diese 
einen bestimmten Mindestabstand (z. B. 2,50 m) zur nächstgelegenen parallelen Wand 
aufweist (um eine Mindestbreite für entstehende Raumbereiche zu gewährleisten). 
Eine andere Möglichkeit zur Einschränkung des Variantenraumes zur Erzeugung 
räumlicher Konfigurationen besteht in der grundsätzlichen Änderung des Konzeptes: 
Anstatt eine bestimmte Anzahl an Wänden zu positionieren, können Raumbereiche als 
Flächen (z. B. Rechtecke) repräsentiert werden, welche anzuordnen sind. Die 
Dimensionen der Flächen (Länge und Breite eines Rechteckes) können durch die 
                                              
25 In Steadman (2006) finden sich verschiedene Gründe, warum Gebäude meist rechtwinklige Grundrisse besitzen. Der 
Hauptgrund hierfür liegt, so Steadman, in der Addition von konvexen Raumbereichen, die sich leichter gestaltet, wenn 
die Raumbereiche rechteckig sind. 
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gewünschte Größe und Mindestbreite ermittelt werden. Die Anordnung dieser 
Rechtecke könnte über Regeln zur Sicherstellung gewünschter 
Nachbarschaftsbeziehungen vorgenommen werden. Soll bspw. Raumbereich A mit 
Raumbereich B verbunden sein, so müssen sich die beiden Rechtecke an jeweils einer 
Kante über eine gewisse Mindestlänge berühren. Der Vorteil dieses Prinzips im 
Vergleich zum zuvor beschriebenen Platzieren von Wänden liegt darin, dass sich die 
Anzahl der anzuordnenden Elemente verringert und konstant bleibt. Darüber hinaus 
lassen sich über diese Form der Repräsentation schnell Anforderungen wie Fläche und 
Benachbarung ermitteln. 
Die Verwendung des letztgenannten Prinzips ist, wie in Abschnitt 2.3 ersichtlich, die 
gängige Methode zur Erzeugung räumlicher Konfigurationen. Welche Nachteile dieses 
Konzept mit sich bringt, wird in Abschnitt 2.4 diskutiert. Grundsätzlich kann an dieser 
Stelle bemerkt werden, dass bei der Erstellung eines GM der Variantenraum nicht durch 
zu viel Vorwissen beeinflusst werden sollte, denn: „hochgradiges Nichtwissen ist ja 
gerade das, was ein Problem zum Problem macht“ (Rechenberg, 1994, S. 218). 
Suchstrategien (Heuristische Suche mit Evolutionären Algorithmen) 
Eine Suchstrategie bezeichnet eine Methode, um möglichst effizient26 gewünschte 
Instanzen in einem Variantenraum zu finden (Strube et al., 2000). Bei großen 
Variantenräumen ist eine erschöpfende Suche nicht möglich. Heuristiken dienen dazu, 
die Suche zu steuern. Suchpfade, bei denen nur eine geringe Chance besteht, dass sie 
zu einer den Anforderungen entsprechenden Lösung führen, werden aussortiert; 
Suchpfade bei denen eine höhere Chance besteht, bevorzugt. Eine solche 
Vorgehensweise kann mit dem Spiel „Blinde Kuh“ verglichen werden. Bei diesem Spiel 
weiß ein Suchender nicht, wo sich das Ziel befindet. Er bekommt nur Hinweise, ob er 
sich dem Ziel nähert oder sich von ihm entfernt. Eine heuristische Suche bedarf eines 
Maßes für diese Distanz zum Ziel. Bei der Suche nach räumlichen Konfigurationen 
bildet dieses Maß die Diskrepanz zwischen erwarteter und tatsächlicher Funktion (s. 
2.2.1). 
Es existieren zahlreiche heuristische Suchverfahren, wie z. B. Hill-Climbing, Simulated 
Annealing, Tabu-Suche oder Evolutionäre Suche (s. Beckstein, 2000; Luger, 2001). Die 
zur Lösung von Entwurfsproblemen am häufigsten eingesetzten Verfahren basieren auf 
dem Konzept der biologischen Evolution. Diese Verfahren haben sich als sehr flexible 
und effiziente Suchalgorithmen erwiesen, da sie nicht auf stetige oder unimodale 
Variantenräume angewiesen sind (Goldberg, 1989). Stetig bedeutet in diesem Kontext, 
dass sich die Performancewerte innerhalb eines Variantenraumes kontinuierlich ändern 
(also dass eine Variante A, welche einer Variante B ähnlich ist, auch eine relativ ähnliche 
                                              
26 Das Kostenmaß für Effizienz ist in diesem Fall die Zeit. 
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Performance aufweist). Unimodal bedeutet, dass genau eine beste Lösung existiert und 
alle anderen Varianten eine umso höhere Performance aufweisen, je ähnlicher sie 
dieser sind. Beide Anforderungen können für den Fall der Erzeugung räumlicher 
Konfigurationen nicht erfüllt werden, da einerseits kleine Änderungen in der Geometrie 
große Auswirkungen auf die Performance haben können (Verschiebung einer 
Türöffnung zu einer anderen Wand) und andererseits zwei völlig unterschiedliche 
Varianten die Anforderungen gleichermaßen erfüllen können.  
Die zwei maßgeblichen Varianten evolutionsbasierter Verfahren sind die Genetischen 
Algorithmen (Holland, 1973) und die Evolutionsstrategie (Rechenberg, 1994). Beide 
Verfahren unterscheiden sich in der Art der Implementierung, nicht aber in ihrem 
Grundkonzept. Sie werden im Folgenden daher beide unter dem Begriff Evolutionäre 
Algorithmen (EA) subsumiert. EA werden auch als Optimierungsverfahren bezeichnet 
(es wird eine Lösung gesucht, die bestimmte Kriterien bestmöglich – optimal – erfüllt). 
Die Funktionsweise von EA soll im Folgenden kurz beschrieben werden, da sie bei 
vielen in 2.2 beschriebenen Entwurfssystemen als auch im angewandten Teil der 
vorliegenden Arbeit (Kap. 4) als Suchmechanismen verwendet werden.  
Die Grundidee Evolutionärer Algorithmen besteht in der Nachbildung natürlicher 
evolutionärer Prozesse, welche in zahlreichen Iterationen (Generationen) Lebewesen 
hervorgebracht haben, welche sehr gut an bestimmte Umweltbedingungen angepasst 
sind. Die wesentlichen Begrifflichkeiten zur Beschreibung der Funktionsweise eines EA 
sind: Individuum, Population, Fitness27, Generation, Evaluations- und 
Generierungsmechanismus, die Variationsmechanismen Mutation und Rekombination 
sowie der Selektionsmechanismus. Ein Generierungsmechanismus GM beschreibt ein 
Regelwerk zur Erzeugung von Varianten. Durch ihn wird ein Variantenraum 
beschrieben. Ein Individuum beschreibt eine Instanz des Variantenraumes.28 Eine 
Population ist eine Menge an Individuen. Der Evaluationsmechanismus EM dient zur 
Bewertung eines Individuums. Die Geeignetheit eines Individuums wird als seine 
Fitness bezeichnet. Sie ist das Maß für die Distanz zum Zielzustand (0 = optimale 
Lösung). 
Der grundsätzliche Ablauf einer Suche mittels EA gestaltet sich nach Bäck (2000) 
folgendermaßen:           (1) wird eine Initialpopulation (Generation t = 0) erstellt. Hierfür 
wird mittels des GM zufällig eine Menge an Individuen erzeugt. (2) wird eine weitere 
                                              
27 im Folgenden auch als Performance bezeichnet 
28 Oft wird bei einem Individuum zwischen Phänotyp und Genotyp unterschieden. Der Phänotyp beschreibt die 
Repräsentation eines Individuums, auf Basis derer die Fitness berechnet werden kann. Der Genotyp ist eine Abstraktion 
des Phänotyps, welche es erleichtert die Variationsmechanismen durchzuführen. Bei Genetischen Algorithmen wird 
der Genotyp als Zeichenkette abgebildet, welche ähnlich einer DNA-Kette leicht mit anderen Zeichenketten gekreuzt 
werden kann. 
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Menge an Individuen wird durch Rekombination erzeugt. Hierfür werden Teile von 
Variablenbelegungen eines Individuums mit denen eines anderen vertauscht. (3) wird 
eine Menge an Individuen wird durch Mutation der existierenden Individuen erzeugt. 
Hierfür werden die Variablenbelegungen in gewissen Grenzen variiert. (4) werden die 
durch diese drei Schritte entstandenen Individuen werden mittels des EM bewertet. 
(5) wird auf Basis der Fitness der Individuen durch einen Selektionsmechanismus29 eine 
neue Menge Individuen ausgewählt. Der Prozess wiederholt sich ab Schritt 2 so lange, 
bis entweder eine Lösung mit einer hohen Fitness gefunden wurde oder der Prozess 
aus Zeitgründen abgebrochen wird. 
Durch verschiedene Parameter lässt sich dieser Prozess anpassen. Hierzu zählen bspw. 
Mutationsrate und die Rekombinationsrate, mittels derer sich die Mengen an 
Individuen, die durch Mutation und Rekombination gebildet werden steuern lassen. 
Mittels solcher Parameter lässt sich der Suchprozess während seines Verlaufes 
dynamisch anpassen, um z. B. ein zu schnelles Konvergieren in lokalen Optima zu 
vermeiden. Weitere Details zur Funktionsweise von EA finden sich bei Bäck (2000). Sie 
sind für das Verständnis der folgenden Ausführungen nicht notwendig. 
Müssen mehrere Kriterien optimiert werden, spricht man von einer multikriteriellen 
Optimierung. Hierfür existieren verschiedene Ansätze. Der einfachste Ansatz ist der der 
gewichteten Summe. Hierbei werden alle Kriterien normiert (von 0 bis 1), aufsummiert 
und dabei entsprechend ihrer relativen Wichtigkeit gewichtet. Dies ist jedoch bei sich 
widersprechenden Kriterien nicht möglich. In einem solchen Fall führt die 
Verbesserung eines Kriteriums zur Verschlechterung eines anderen. Die Menge der 
Lösungen, bei denen ein Kriterium nicht weiter verbessert werden kann, ohne ein 
anderes zu verschlechtern nennt man auch Pareto-Menge. Diese Menge kann durch 
EA mittels eines geeigneten Selektionsverfahrens gefunden werden. Details hierzu 
finden sich bei Deb (2001). 
Es ist abschließend zu erwähnen, dass mit EA nicht garantiert werden kann, dass die 
tatsächlich optimale Lösung gefunden wird. Sie stellen jedoch die derzeit einzige 
Möglichkeit dar, solche Probleme zu bearbeiten, für die erstens kein direkter 
Lösungsweg existiert und deren Menge an Varianten zweitens zu groß ist, um eine 
erschöpfende Suche durchführen zu können. 
                                              
29 Es existieren verschiedene Selektionsmechanismen. Der einfachste besteht in der Selektion der µ besten Individuen. 
Ein anderes Verfahren ist das Roulette-Wheel-Verfahren. Hierbei werden die Individuen nach einer durch ihre Fitness 
bestimmten Wahrscheinlichkeit ausgewählt. Dieses Verfahren ermöglicht auch schlechteren Individuen 
weiterzukommen, was nützlich sein kann, da sie eventuell Eigenschaften aufweisen, die durch Kombination mit 
anderen Individuen zu einer besseren Fitness führen können. 
2 Automatisierte Raumerzeugung 
37
2.2.4 Anforderungen an ein Entwurfssystem 
In Abbildung 7 ist ein Prozessschema dargestellt, welches alle Bestandteile eines 
Entwurfssystems und deren Abhängigkeit zu einem Systemnutzer zeigt. Die 
Hauptelemente des Entwurfssystems sind (1) der Generierungsmechanismus (GM), 
welcher durch die Regeln zur Erzeugung den Variantenraum beschreibt, (2) der 
Bewertungsmechanismus (EM), in welchem die Möglichkeiten zur Beschreibung der 
Anforderungen definiert sind und (3) der Suchmechanismus, welcher auf Basis der 
Bewertungsergebnisse des EM entscheidet, welche Varianten weiter verwendet 
werden bzw. auf welche Weise neue Varianten durch den GM erstellt werden sollen. 
Die mittels des Generativen Systems erstellten Lösungen werden visualisiert und 
können so durch den Systemnutzer (menschlicher Entwerfer) bewertet werden. Dieser 
entscheidet, ob die gefundene Lösung zufriedenstellend ist. Falls dem nicht so ist, kann 
er das System weiter suchen lassen oder die Anforderungen bzw. die Regeln zur 
Erzeugung ändern. Idealerweise findet dieser Prozess ohne „Unterbrechungen“ statt, 
d. h. das System bietet dem Nutzer Lösungen in Echtzeit an, woraufhin dieser die 
Auswirkungen der von ihm gestellten Anforderungen sehen kann und im iterativen 
Prozess das Problem besser verstehen lernt (Donath, König & Petzold, 2012). 
Die Anforderungsbeschreibung bzw. die Definition der Regeln zur Formerzeugung 
stellen die Beschreibung des Entwurfsproblems dar (Problembeschreibung). Sie 
entspricht nicht der eigentlichen Beschreibung des Problems (Problembeschreibung*), 
sondern sie ist eine Abstraktion dieser – auf Basis der mittels des Entwurfssystems zur 
Verfügung stehenden Mittel zur Problembeschreibung (z. B. Kriterien zur Funktions-
bzw. Raumbeschreibung, Formerzeugungsmethoden). 
 
Abbildung 7: Prozessschema für einen durch ein Entwurfssystem unterstützten Entwurfsprozess. 
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Um Entwurfsprozesse optimal zu unterstützen, sollte ein Entwurfssystem den unter 1.2 
bereits kurz angesprochenen Anforderungen an Vielfalt, Flexibilität und Relevanz 
gerecht werden. 
Erstens muss es in der Lage sein, einen möglichst großen Variantenraum durchsuchen 
zu können. Dies ist notwendig, um die Wahrscheinlichkeit optimale Lösungen zu finden 
zu erhöhen (Kalay, 2004; Radford & Gero, 1985) bzw. Lösungen zu finden, auf die ein 
Nutzer des Systems nicht von allein gekommen wäre (Eckert et al., 1999). Die 
Herausforderung liegt hierbei in der großen Vielfalt an möglichen Grundrissformen (s. 
2.1). So ist es denkbar, dass ein Grundriss mit rechteckigen geschlossenen Zimmern die 
gestellten Anforderungen ebenso gut erfüllt wie ein Grundriss, in dem freistehende 
Wände den Raum gliedern oder auch wie ein Grundriss, in dem Wände nicht 
orthogonal zueinander angeordnet sind. Wenn ein Entwurfssystem bei einer 
Anforderungsbeschreibung immer das gleiche Resultat erzeugt, obwohl auch andere 
Resultate existieren, die diesen Anforderungen entsprechen, ist es nicht sehr kreativ. 
Je mehr unterschiedliche Lösungen gleicher oder ähnlicher Güte erzeugt werden 
können, als desto kreativer kann das Entwurfssystem bezeichnet werden. Hierzu muss 
das Entwurfssystem ein möglichst großes Spektrum an Varianten erzeugen können. Da 
eine vollständige Auflistung aller Varianten nicht möglich ist (s. 2.2.2) sind Heuristiken 
notwendig (s. 2.2.3). Diese können einerseits aus einem geschickten Suchalgorithmus 
(z. B. EA) bestehen. Andererseits kann der Variantenraum durch Einführung von Regeln 
zur Vermeidung unbrauchbarer Varianten eingeschränkt werden. Das Problem bei 
Letzterem besteht darin, dass durch diese Regeln potenzielle Lösungen ausgeschlossen 
werden. In diesem Falle decken sich Teile des Erfüllungsraumes nicht mit dem 
Variantenraum. Im Extremfall kann die Ausprägung von Varianten und Erfüllungsraum 
dazu führen, dass überhaupt keine Lösung gefunden wird. Radford & Gero (1985) 
beschreiben einen solchen Fall treffend in Analogie zu einem Mann, der in der Nacht 
seine Schlüssel unter einer Straßenlaterne sucht. Er tut dies jedoch nicht, weil er sie in 
deren Nähe verloren hat, sondern weil es dort Licht zum Suchen gibt (ebd., S. 229). 
Ein Entwurfssystem muss es zweitens erlauben, das Problem in der jeweiligen Situation 
auf die jeweils mögliche Weise (vorhandene Informationen über das Problem) 
formulieren zu können. Dieser Punkt wird als „Flexibilität“ bezeichnet. Räumliche 
Konfigurationen können in unterschiedlichen Abstraktionsgraden beschrieben werden. 
Den niedrigsten Abstraktionsgrad stellt der geometrisch vollständig definierte 
Grundriss dar. Den höchsten Abstraktionsgrad stellt eine umgangssprachliche 
Beschreibung eines Grundrisses dar. So kann beispielsweise ein Wohnung als „offen, 
großzügig und geeignet für eine Familie mit einem Kind” oder ein städtischer Platz als 
„lebendig mit einem geschlossenen Erscheinungsbild” beschrieben werden. In einer 
Problembeschreibung* können einige Teile der räumlichen Konfiguration durch 
konkrete, vollständige Angaben definiert sein, dagegen andere Teile nur vage, teilweise 
oder überhaupt nicht. Beispielsweise könnte ein Badezimmer relativ präzise als 
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rechteckiger Raum mit einer Fläche von 6–8 m² beschrieben werden, während für einen 
Flur keine konkrete Form, sondern ausschließlich eine Mindestdurchgangsbreite 
verlangt wird. Während des Entwurfsprozesses können sich diese Angaben 
konkretisieren. Darüber hinaus können sich die unterschiedlichen Teile einer 
Beschreibung auf unterschiedlichen Maßstabsebenen befinden. So können 
Eigenschaften definiert werden, die eine räumliche Konfiguration als Ganzes aufweisen 
soll (z. B. eine großzügige, helle Wohnung); andererseits können Eigenschaften für 
einzelne Elemente der Konfiguration (Raumbereiche) definiert werden.  
Drittens muss ein Entwurfssystem Mittel zur Beschreibung des Problems anbieten, mit 
denen sich die Anforderungen an das zu entwerfende Objekt bestmöglich beschreiben 
lassen. Dieser Punkt wird als „Relevanz“ bezeichnet. „If we are to build programs that 
help designers during the early stages of design (…), we must give those programs rich 
vocabularies and the capability to represent and reason with abstract concepts.“ (Koile, 
2004, S. 1) Da räumliche Konfigurationen in aller Regel zur Befriedigung menschlicher 
Bedürfnisse erzeugt werden (s. 2.1), bilden diese in aller Regel einen großen Teil der 
Problembeschreibung*. Es ist somit notwendig, genau jene Kriterien zur 
Raumbeschreibung anzubieten, welche es erlauben, diese Bedürfnisse abzubilden. 
Hierbei spielt die Wirkung, welche die Räume auf die sich in ihnen aufhaltenden und 
bewegenden Menschen haben (wie z. B. Grad an Privatheit, Gefühl von Sicherheit, 
Raumwirkung, Orientierbarkeit, Potenzial zu sozialer Interaktion) eine zentrale Rolle. 
Im Folgenden werden Systeme zur Erzeugung räumlicher Konfigurationen vorgestellt 
(2.3) und hinsichtlich der drei beschriebenen Kriterien Vielfalt, Flexibilität und Relevanz 
bewertet (2.4). 
2.3 Ansätze zur Erzeugung räumlicher Konfigurationen 
Seit Beginn der 1960er Jahre werden Methoden zur Erzeugung von Grundrissen 
entwickelt. Die Vielzahl der bis heute existierenden Ansätze ist kaum noch 
überschaubar.30 Die wichtigsten Ansätze bis zum Jahr 2000 wurden in Galle (1986) und 
Liggett (2000) zusammengetragen. Ein Überblick über neuere Ansätze findet sich bei 
Donath, König & Petzold (2012). Die meisten der bislang entwickelten 
Entwurfssysteme beschränken sich auf die Anordnung von Innenräumen. Die 
Grundidee ist dabei in der Regel die Übersetzung eines Raumprogramms in eine Form 
(Grundriss). Das traditionelle Raumprogramm definiert Tätigkeiten mit Raumbedarfen 
und die Nähe, die zwischen diesen bestehen soll. Da das Grundelement zur Erzeugung 
                                              
30 Bislang haben diese Systeme jedoch keine Verbreitung in der Praxis gefunden. Wenige Ausnahmen, wie z. B. die 
Arbeiten von Helme, Derix & Izaki (2014) belegen, dass solche Systeme als nützliche Mittel zur Unterstützung von 
Entwurfsprozessen dienen können. 
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des Grundrisses der Raumbereich ist, soll die Gesamtheit dieser Ansätze als 
„raumallokierende Ansätze“ bezeichnet werden. Bei der im Folgenden 
vorgenommenen Beschreibung der existierenden Methoden liegt das Hauptaugenmerk 
auf den verwendeten Methoden zur Erzeugung von Varianten und den Kriterien zu 
deren Bewertung. Hierbei spielen die Konzepte zur Repräsentation von Raum bzw. 
Raumbereichen eine wichtige Rolle. Im Folgenden werden die existierenden Ansätze 
in drei verschiedene Verfahren unterteilt: Rasterbasierte Verfahren, 
Unterteilungsverfahren und objektbasierte Verfahren. 
2.3.1 Rasterbasierte Verfahren 
Bei rasterbasierten Verfahren werden Raumbereiche durch Rasterzellen repräsentiert. 
Die Position und Dimension (Länge und Breite) der Zellen ist fix. Der Zustand der Zelle 
(repräsentiert durch eine Zahl) repräsentiert eine Tätigkeit (z. B. Essen, Kochen, 
Schlafen). Werden für eine Tätigkeit größere Flächen, als die der vorgegebenen 
Zellengröße benötigt, so werden diese Bereiche durch mehrere Zellen repräsentiert. 
Die Beziehungen, die zwischen den Tätigkeiten bestehen sollen werden über Distanzen 
beschrieben. Gleiche Tätigkeiten sollen eine Distanz von 0 aufweisen. Mittels 
verschiedener Optimierungsverfahren (häufig EA) und Heuristiken wird versucht, jene 
Zustände der Zellen zu finden, bei denen die Distanzanforderungen möglichst gut 
erfüllt werden (Shaviv & Gali, 1974; Jo & Gero, 1998; Jagielski & Gero, 1997; Liggett & 
Mitchell, 1981). Dieser Ansatz hat seinen Ursprung in der Anwendung auf große 
Gebäudekomplexe, bei denen Weglängen als ökonomisch sehr relevante Faktoren 
gelten (Eastman, 1975). Das Resultat dieses Prozesses dient aufgrund des relativ hohen 
Abstraktionsgrades häufig als konzeptionelle Skizze und muss nachträglich händisch 
weiter verfeinert werden. In Abbildung 8 ist ein Beispiel für eine solche Interpretation 
eines Optimierungsergebnisses dargestellt (Shaviv & Gali, 1974). 
     
      
Abbildung 8: Modellierung von Räumen als Menge an „Zellen“ und Optimierung der Distanzen zwischen diesen 
Zellen; Links: Optimale Lösung, Rechts: Interpretation der Lösung (Shaviv & Gali, 1974). 
Eine Einschränkung bei rasterbasierten Verfahren ist die durch die Rasterdimensionen 
vorgegebene Größe und Form der Zellen. Sie eignen sich daher besonders für die 
Erstellung von Gebäudegrundrissen, bei denen in ihrer Größe identische Raummodule 
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als Grundelemente verwendet werden. Zwar ließen sich bei entsprechend feiner 
Auflösung des Rasters metrische Eigenschaften relativ präzise durch die Topologie 
(Zustände der Zellen) variieren, wodurch theoretisch alle möglichen Grundrisse 
abgebildet werden können (Infinite Image Theorem). Dies ist aber aufgrund des 
dadurch entstehenden großen Variantenraumes komputational nicht mehr 
handhabbar. 
Flack (2011) beschreibt einen Ansatz, bei dem die Spalten- und Zeilengröße des Rasters 
variiert werden können. Dies erlaubt eine größere Flexibilität bei der Formerzeugung 
ohne die Anzahl der Rasterzellen zu erhöhen (s. Abbildung 9). In den 
Anwendungsbeispielen des Systems wurden keine Raster mit größerer Auflösung als 7 
x 5 Zellen verwendet. Interessant an dieser Arbeit ist, dass zur Bestimmung der Größe 
von Räumen vergleichende Angaben gemacht werden können (Wohnzimmer soll 
größer als Küche sein). Darüber hinaus ist die Angabe, welcher Raum mit welchem 
benachbart sein muss, nicht zwingend notwendig. Dies ermöglicht die Entstehung von 
Erschließungsräumen dort, wo sie nötig sind (s. 2.2.3). 
                   
Abbildung 9: Rasterbasiertes Verfahren mit flexibler Zellengröße (links), daneben: zwei räumliche Konfigurationen, 
die mit dem Verfahren produziert wurden (Flack, 2011). 
2.3.2 Unterteilungsverfahren 
Bei einem Unterteilungsverfahren wird eine gegebene Form (z. B. Umriss eines Hauses) 
durch Schnittlinien schrittweise in Teilräume zerlegt. Dies geschieht in der Regel 
rekursiv: Ein Schnitt teilt einen Raum in zwei Räume, diese werden wiederum unterteilt 
usw. Die Anzahl der Schnitte n bestimmt dabei die Anzahl der Räume (n+1). Es 
existieren verschiedene Methoden, um eine Fläche auf diese Weise zu unterteilen, wie 
z. B. Slicing Trees (Knecht & König, 2014), KD-Trees (Knecht & König, 2010) oder 
Squarified Treemaps (Marson & Musse, 2010). Diese unterscheiden sich jedoch im 
Wesentlichen auf der Ebene der algorithmischen Repräsentation; die Ergebnisse, die 
sich mittels dieser Methoden erzeugen lassen sind grundsätzlich identisch. 
Um sicherzustellen, dass die Räume bestimmte Anforderungen (wie z. B. Größe, 
Mindestmaße oder Relationen zu anderen Räumen) erfüllen können zwei Strategien 
verfolgt werden: Die erste besteht darin, die Regeln des „Zerschneidens” so zu 
formulieren, dass keine ungültigen Varianten entstehen. Zum Beispiel können die 
Schnitte so gesetzt werden, dass bestimmte Mindestmaße der resultierenden 
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Unterräume (Länge, Breite, Fläche) erfüllt sind. Die zweite Strategie besteht darin, 
Schnitte zufällig zu setzen und die Anforderungen durch eine Optimierungsprozedur 
sicherzustellen. 
Ein Beispiel für die erstere Strategie findet sich bei Duarte (2005). Für einen bestimmen 
Gebäudetyp (Malagueira Houses von Alvaro Siza) wird hier ein Regelwerk formuliert, 
in dem genau beschrieben wird, wie eine Fläche in Räume unterteilt wird und welche 
Räume sich neben welchen befinden dürfen: „The generation of basic layouts with 
these rules comprises two steps. In the first step, the lot is first divided into four 
functional zones—patio, living, service, and sleeping thereby obtaining a basic pattern, 
and then a staircase is added thereby defining a stair pattern and the house type. In 
the second step, these zones are divided into rooms to obtain the layout.” (ebd., S. 
267-268) Durch Änderung verschiedene Parameter lassen sich Varianten dieses 
Gebäudetyps erzeugen. Abweichungen von diesem Grundtyp, welche bereits die 
Aufteilung aller Funktionen beschreibt, sind nicht möglich. 
Als Beispiel für die zweite Strategie ist die Arbeit von Knecht & König (2010) zu nennen. 
Dort werden Punkte zufällig auf einer Fläche verteilt. Mittels dieser Punkte wird ein 
KD-Tree gebildet. Die entstandenen Raumbereiche werden ausgewertet (Fläche und 
Nachbarschaftsbeziehungen). Mittels eines EA werden die Koordinaten der Punkte so 
lange variiert, bis die gewünschten Flächen und Nachbarschaftsbeziehungen 
sichergestellt sind (s. Abbildung 10). 
                 
Abbildung 10: Erstellung einer räumlichen Konfiguration mittels KD-Trees, links: Unterteilung einer Fläche 
basierend auf einer zufälligen Punktverteilung (die rot markierte Fläche entsteht durch Verschieben eines Punktes), 
rechts: ein Layout, in dem die Punkte so verschoben wurden, dass alle Raumbereiche die gleiche Fläche besitzen 
(aus: Knecht & König, 2012). 
Als problematisch anzusehen ist, dass sich durch einfache Schnittoperationen viele 
Grundrissformen nicht abbilden lassen. Diese Formen bezeichnet man auch als „non-
slicable“. Hierzu zählen bspw. L-förmige Räume oder Grundrisse in denen die Räume 
„windmühlenartig“ angeordnet sind (s. Abbildung 11, links). Dies ist insbesondere für 
die Anordnung von Erschließungsbereichen problematisch, da diese häufig komplexere 
Formen aufweisen. Marson & Musse (2010) beschreiben eine Methode, bei der die 
Erschließungszone nachträglich eingefügt wird. Dies führt jedoch häufig zu 
ungewöhnlichen Raumformen (s. Abbildung 11, rechts). 




Abbildung 11: Grundrissformen, die sich nicht durch einfache Schnittoperationen abbilden lassen (links; Knecht & 
König, 2012); Nachträgliches Einfügen eines Erschließungsbereiches (rechts; Marson & Musse, 2010). 
Neben der Verwendung von Schnittlinien existieren noch weitere Methoden, um eine 
gegebene Fläche zu unterteilen. Ein Beispiel hierfür sind Voronoi-Diagramme. Hierbei 
werden Grenzen zwischen Punkten erzeugt, wodurch sog. Voronoi-Zellen entstehen. 
Eine solche Grenze besteht aus all jenen Punkten, die gleichweit von mehreren Punkten 
entfernt liegen (Für Details s. auch Pottmann, Asperl, Hofer & Kilian, 2007). Die Form, 
Lage und Anzahl der Zellen wird durch die Verteilung der Punkte bestimmt. 
Anwendungen dieser Methode für Innenräume finden sich bei Harding & Derix (2010). 
Auf städtebaulicher Ebene wurde sie zur Unterteilung eines Grundstückes in Parzellen 
im Projekt KaisersRot (Braach & Fritz, 2005) angewendet. Als problematisch zu 
betrachten für die Erzeugung von Grundrissen sind die aus dieser Methode 
resultierenden meist vieleckigen Räume ohne rechte Winkel. Ein Ansatz zur Herstellung 
von Voronoi-Diagrammen mit möglichst vielen rechten Winkeln findet sich bei 
Schneider, König & Pohle (2011). Hier wurde mittels EA die Position der Zentren 
hinsichtlich der in den Zellen auftretenden Abweichung vom rechten Winkel optimiert 
(s. Abbildung 12). Weitere Kriterien, wie die Anzahl von Raumbereichen, deren Größe 
und Nachbarschaftsbeziehungen wurden jedoch nicht berücksichtigt. 
 
Abbildung 12: Erzeugung annähernd rechtwinkliger Raumaufteilungen in unregelmäßigen Umrissen mittels Voronoi- 
Diagrammen (Schneider et al., 2011) 
2 Automatisierte Raumerzeugung   
44 
Um Unterteilungsalgorithmen anzuwenden, ist immer eine zu unterteilende Fläche 
notwendig. Es ist somit nicht möglich, einen Gebäudeumriss aus der Anordnung von 
Raumbereichen entstehen zu lassen. Dies aber ist mit den im Folgenden beschriebenen 
objektbasierten Verfahren grundsätzlich möglich. 
2.3.3 Objektbasierte Verfahren 
Bei objektbasierten Verfahren werden Raumbereiche als frei bewegliche geometrische 
Objekte (mit flexibler Form und Dimension) repräsentiert. Zur Anordnung dieser 
Objekte existieren verschiedene Methoden. 
Die ersten Ansätze zur Anordnung von Objekten basieren auf der Lösung von 
Constraint-Gleichungen. Bei diesem Ansatz werden die ein bestimmtes Objekt 
(Raumbereich) definierenden Variablen (bei einem Rechteck z. B. x-Koordinate der 
linken und rechten Kante, y-Koordinate der oberen und unteren Kante, minimale 
Breite, Höhe) über Beziehungen zu den Variablen anderer Objekte definiert. Eine 
solche Beziehung bezeichnet man als Constraint. Ein Constraint könnte z. B. 
beschreiben, dass ein Raumbereich (R1) rechts neben einem anderen Raumbereich (R2) 
liegen soll. In diesem Fall muss die x-Koordinate der linken Kante von R1 größer als die 
x-Koordinate der rechten Kante von R2 sein (XLR1 > XRR2). Durch einen sogenannten 
Constraintsolver wird versucht die Variablen so zu belegen, dass die Gleichungen alle 
erfüllt sind. Hierfür werden bei den existierenden Methoden unterschiedliche 
Strategien eingesetzt (z. B. dass das Element mit den meisten Constraints zuerst 
platziert wird). Sind die Constraints überbestimmt, findet das System keine Lösung. In 
einem solchen Fall müssen die Constraints gelockert werden. Beispiele für solche 
Systeme sind WRIGHT (Baykan & Fox, 1992), HeGeL (Akin, Dave & Pithavadian, 1992), 
LOOS (Flemming, 1990), SEED (Flemming & Woodbury, 1995) und ArchiPLAN 
(Medjoub & Yannou, 2001). In all diesen Systemen werden die Raumbereiche als 
Rechtecke repräsentiert. Ein Ergebnis für eine mittels des Systems SEED erzeugte 
Lösung ist in Abbildung 13 dargestellt. 
 
Abbildung 13: Eine mittels des Systems SEED erzeugte Anordnung von Räumen (Flemming & Chien, 1995). 
Arvin & House (2002) beschreiben eine Methode zur Anordnung von Rechtecken 
basierend auf den physikalischen Prinzipien Anziehung und Abstoßung. In diesem 
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sogenannten Spring-based-Model werden die topologischen Beziehungen (z. B. die 
gewünschte Distanz, die zwischen Räumen existieren soll) über Anziehungs- bzw. 
Abstoßungskräfte modelliert. Die definierten Kräfte stehen zum Zeitpunkt der 
Problemformulierung durch den Entwerfenden in einem Ungleichgewicht. Durch einen 
Simulationsprozess wird versucht ein Gleichgewicht der Kräfte herzustellen. Dazu 
werden die Elemente in Richtung ihrer Nachbarn bewegt und ggf. in ihren Dimensionen 
verändert.  
Nachteil der Methode ist, dass sich die Elemente durch ihre körperhaften Eigenschaften 
bei dem Versuch, ein Kräftegleichgewicht zu erreichen gegenseitig blockieren. Um das 
System aus „festgefahrenen” Zuständen zu manövrieren, ist eine Interaktion eines 
Nutzers mit dem System notwendig. Helme, Derix & Izaki (2014) beschreiben die 
Anwendung dieses „halbautomatischen“ Prinzips für den Entwurf eines 
viergeschossigen Gebäudes. Hervorzuheben bei dieser Arbeit ist die große Anzahl an 
Raumbereichen und die hohe Geschwindigkeit, mit der das System Lösungen erzeugt. 
                        
Abbildung 14: Anordnung von Rechtecken durch Anziehungs- und Abstoßungskräfte (Arvin & House, 2002) 
Elezkourtaj (2004) beschreibt eine Methode zu Layouterzeugung basierend auf dem 
Prinzip der dichten Packung. Dieses Prinzip besteht darin, eine Menge an räumlichen 
Elementen möglichst lückenlos und überlappungsfrei anzuordnen. Elezkourtaj 
verwendet zur Lösung dieses Problems EA, wobei die Zielfunktion darin besteht, die in 
einer Anordnung von Rechtecken auftretenden Überlappungen und Lücken zu 
minimieren. Hierfür werden Position und Dimension der Rechtecke variiert. Um die 
Nachbarschaftsbeziehungen zwischen den Rechtecken sicherzustellen wird überprüft, 
ob die Räume die benachbart sein sollen, sich über eine gewisse Mindestlänge (z. B. 
eine Durchgangsbreite von 1 m) berühren. Diese Anforderung wird über eine zweite 
Zielfunktion beschrieben. Zur Beschleunigung des Optimierungsprozesses werden die 
o. g. Prinzipien Abstoßung (zur Minimierung der Überlappungsflächen) und Anziehung 
(zwischen benachbarten Elementen) verwendet. König & Schneider (2012) erweitern 
den Ansatz um die Möglichkeit, das Anordnungsproblem hierarchisch zu gliedern. 
Dadurch können Layoutprobleme maßstabsübergreifend formuliert werden. Ein 
Geschoss kann in Wohnungen unterteilt werden, Wohnung können mit Räumen gefüllt 
werden. Zwischen den Räumen verschiedener Wohnungen können 
Nachbarschaftsbeziehungen definiert werden (z. B. zwischen Badezimmern, um die 
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Anzahl von Versorgungsschächten zu minimieren). Durch die hierarchische Gliederung 
ergibt sich zudem eine Geschwindigkeitssteigerung für Probleme mit einer größeren 
Anzahl von Räumen. Abbildung 15 zeigt zwei Beispiellayouts – eines, welches 
hierarchisch gegliedert beschrieben wurde und eines, das ohne eine solche Gliederung 
beschrieben wurde. 
 
Abbildung 15: Layouts, die durch das Prinzip der dichten Packung erzeugt wurden, links: hierarchisch gegliedert, 
rechts: ohne hierarchische Gliederung (König & Schneider, 2012) 
In Rodriguez (2014) erfährt der Ansatz, räumliche Konfigurationen mittels Anordnung 
von Rechtecken zu erzeugen, seinen bislang höchsten Entwicklungsstand. So ist es 
möglich, Räume sowohl in unregelmäßig geformten (rechteckigen) Umrissen als auch 
über mehrere Geschosse anzuordnen. Darüber hinaus demonstriert Rodriguez die 
Anwendbarkeit des Prinzips für eine relativ große Anzahl an Räumen. In Abbildung 16 
ist eine errechnete Lösung für ein Gebäude mit 46 Raumbereichen über zwei Geschosse 
dargestellt. 
 
Abbildung 16: Zweigeschossiges Gebäude mit 46 Raumbereichen (aus: Rodriguez, 2014) 
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2.4 Bewertung 
Im Folgenden werden die im vorigen Abschnitt beschriebenen Ansätze zur Erzeugung 
räumlicher Konfigurationen hinsichtlich der unter 2.2.4 beschriebenen Kriterien – 
Vielfalt, Flexibilität und Relevanz – bewertet. 
2.4.1 Vielfalt 
Bei den unter 2.3 beschriebenen Ansätzen bestimmt die Form der geometrischen 
Objekte zur Repräsentation von Räumen die möglichen Varianten. Rasterbasierte 
Ansätze erlauben es in der Theorie – bei entsprechend feiner Auflösung des Rasters – 
ein großes Spektrum an Varianten abzudecken (Infinite Image Theorem). Eine solch 
feine Auflösung ist aber praktisch nicht mehr durchsuchbar, weshalb sich alle hier 
untersuchten Ansätze auf ein grobes Raster mit nur wenigen Zellen beschränken. Bei 
allen untersuchten objektbasierten Ansätzen ist das Grundelement ein Rechteck. Es 
wird versucht, die Anzahl an gewünschten Räumen (Rechtecken) möglichst lückenlos 
anzuordnen. Dies kann innerhalb eines gegebenen Umrisses geschehen – oder auch 
ohne diese Beschränkung. Dieser Ansatz hat im Gegensatz zum rasterbasierten Ansatz 
den Vorteil, dass die Dimensionen der Elemente kontinuierlich verändert werden 
können. Um L-, Z- oder U-förmige Räume zuzulassen, können diese grundsätzlich 
durch mehrere Rechtecke, die miteinander verbunden sind beschrieben werden (s. 
König & Knecht, 2014). Ein hierbei entstehendes Problem wird in 2.4.2 diskutiert. Bei 
jenen Ansätzen, die auf Unterteilungsalgorithmen basieren, ist ein Umriss zwingend 
notwendig. Abgesehen davon sind mit diesem Ansatz die gleichen Varianten wie mit 
objektbasierten Ansätzen erzeugbar. 
Vereinfacht lässt sich sagen, dass sich mittels der untersuchten Ansätze sehr gut 
sogenannte zellenartige Grundrisse erzeugen lassen. Die Erzeugung von schiefwinkligen 
Grundrissen ist mit den genannten Verfahren ausgeschlossen. Einzige Ausnahme bilden 
die auf Voronoi-Diagrammen basierenden Unterteilungsverfahren. Die Erzeugung 
sogenannter fließender Grundrisse ist theoretisch möglich, gestaltet sich jedoch 
schwierig, da in solchen Grundrissen zahlreiche Raumbereiche nicht a priori bekannt 
sind und somit in einer Raumbeschreibung schlecht formuliert werden können (s. 
2.4.2). 
2.4.2 Flexibilität 
Je mehr Möglichkeiten ein Entwurfssystem zur Problembeschreibung erlaubt, desto 
flexibler ist es und desto besser lässt sich damit eine Problemformulierung* abbilden. 
Betrachtet man die unter 2.3 beschriebenen Systeme, so ist festzustellen, dass die 
meisten der Systeme für alle Teile der Beschreibung sehr konkrete Angaben verlangen. 
Die Form von Raumbereichen ist entweder zu Beginn festgelegt (objekt- und 
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unterteilungsbasierte Ansätze) – oder sie ergibt sich aus den Distanzbeziehungen 
zwischen den Zellen (rasterbasierte Verfahren). In beiden Fällen ist keine Angabe zur 
Form möglich. Fläche und Dimensionen einer Form können in den meisten Fällen durch 
Minimal- und Maximalwerte angegeben werden. Bei der Anzahl der Raumbereiche und 
ihrer Nachbarschaftsbeziehungen muss eine vollständige Angabe erfolgen. Die einzige 
Ausnahme bei den betrachteten Systemen bildet hier das rasterbasierte System von 
Flack (2011). 
Wenn ein System nur auf Basis vollständiger Angaben operieren kann, wirkt sich dies 
einschränkend auf das Finden von Lösungen aus. Manche Teile einer räumlichen 
Konfiguration sind unterbestimmt, und können erst nach tieferer Durchdringung des 
Problems durch den Entwerfenden konkretisiert werden. Dies wird am folgenden 
Beispiel, welches der Lage des Grundrisses (d) in Abbildung 21 entspricht deutlich: Der 
in Abbildung 17 dargestellte Grundriss stellt eine 3-Raumwohnung, bestehend aus 
zwei Schlafzimmern (R2 und R3), einer Wohnküche (R1), einer Loggia (R5), einem Bad 
(R4) und einem Flur (C1) dar. Aufgrund des L-förmigen Flurs (C1) und des durch das 
„eingeschobene“ Bad (R4) entstehenden L-förmigen Raumes R3 ist dieser Grundriss 
nicht durch eine Anzahl an Rechtecken zu beschreiben, die der Anzahl der Räume 
entspricht (s. Abbildung 17, Mitte). Zwar lässt sich durch Einführung zusätzlicher 
Raumbereiche der Grundriss korrekt abbilden (s. Abbildung 17, rechts) –  jedoch ist das 
Wissen, dass diese Raumbereiche benötigt werden nicht von vornherein vorhanden. 
Oft werden in einer Problembeschreibung* nur die wirklich notwendigen 
Raumbereiche definiert (im Beispiel könnten dies R1–R5 sein). Welche zusätzlichen 
Raumbereiche (wie z. B. Erschließungsflächen) für die Sicherstellung bestimmter 
Eigenschaften von R1–R5 notwendig sind ist nicht bekannt, sondern es muss erst 
entdeckt werden31. Eine erzwungene Definition dieser unterspezifizierten Bereiche 
verlangt nach einem Verständnis des Problems, welches zum Zeitpunkt der 
Problemformulierung noch nicht vorhanden ist. Das Erkennen der Notwendigkeit 
solcher zusätzlich notwendigen Raumbereiche ist eine kreative Leistung. Ein 
Entwurfssystem, welches in der Lage ist diese Bereiche selbstständig zu definieren, kann 
als deutlich kreativer bezeichnet werden, als ein System, welches dazu nicht in der Lage 
ist. 
                                              
31 Dieses Problem trifft häufig bei Erschließungsbereichen auf, welche in aller Regel nicht in der Problembeschreibung* 
definiert sind. Derix (2010) sieht darin ein wesentliches Problem von Systemen zur Erzeugung räumlicher 
Konfigurationen: „One of the key problems with layout design represents the non-quantitative nature of circulation. 
Designers don’t necessarily want close-packed topological diagrams as they know that the layout will change many 
times over and no specific cost-function or geometry can be given to circulation.” (ebd., S. 63) 
2 Automatisierte Raumerzeugung 
49
  
Abbildung 17: Für die Überführung des Grundrisses (links) in eine Repräsentation mittels dicht gepackter Rechtecke 
sind zusätzliche Elemente (C2 und C3) notwendig (rechts). Die Darstellung in der Mitte zeigt den Grundriss, wie er 
ohne diese zusätzlichen Angaben erzeugt worden wäre. 
Bei sogenannten fließenden Grundrissen wird dieses Problem besonders deutlich. Als 
Beispiel sei hier der Grundriss eines modernen japanischen Wohnhauses (Moriyama 
House) des Architekten Ryue Nishizawa angeführt (Nishizawa, 2012). Das Gebäude 
besteht aus zehn freistehenden geschlossenen Räumen, welche über den Außenraum 
miteinander verbunden sind (s. Abbildung 18, links). Die Anordnung der Räume bildet 
die Form des Außenraumes. Dieser besteht aus verschiedenen Raumbereichen mit 
unterschiedlichen Qualitäten. Um diesen Grundriss mittels eines raumallokierenden 
Ansatzes zu beschreiben, sind neben den ursprünglich zehn anzuordnenden Räumen 
ca. 20 weitere Räume notwendig (s. Abbildung 18, rechts). Eine Definition dieser 
Räume auf Basis einer Problembeschreibung* ist aufgrund ihrer großen Anzahl nur sehr 
schwer möglich. Dies würde eine sehr genaue Kenntnis des Problems erfordern und 
einen Großteil der Lösung bestimmen. 
 
Abbildung 18: Grundriss des Moriyama House (links, entommen aus: Nishizawa, 2012); die notwendigen 
rechteckigen Raumbereiche zur Beschreibung des Grundrisses mittels eines raumallokierenden Ansatzes (rechts). 
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Das letztgenannte Beispiel lässt sich ebenso gut auf den städtebaulichen Maßstab 
übertragen. Beispielhaft kann hier die Anordnung von Wohngebäuden auf einem 
größeren Grundstück genannt werden. Solche Konfigurationen sind nur sehr schwer 
durch einen raumallokierenden Ansatz zu beschreiben. Dies ist wohl auch der Grund 
dafür, dass bislang keiner dieser Ansätze auf städtebauliche Layouts angewendet 
wurde. 
2.4.3 Relevanz 
Räumliche Konfigurationen können durch zahlreiche Eigenschaften beschrieben 
werden. Da sie in aller Regel für Menschen entworfen werden, ist die 
Problembeschreibung* zu großen Teilen auf die Erfüllung menschlicher Bedürfnisse 
bezogen. Die mittels eines Entwurfssystems erstellbare Problembeschreibung sollte es 
daher erlauben, diese Bedürfnisse abzubilden. Hierfür spielen Kriterien, mittels derer 
sich die Wahrnehmung und Nutzung von Räumen durch den Menschen beschreiben 
lassen, eine zentrale Rolle. 
Die Kriterien, die in allen bestehenden raumallokierenden Ansätzen zur Definition der 
Anforderungen verwendet werden, sind geometrische Eigenschaften von 
Raumbereichen (Mindestmaße für Länge und Breite, Flächenangabe) und die 
Nachbarschaftsbeziehungen zwischen Raumbereichen.32 Bei rasterbasierten Ansätzen 
wird die Größe von Räumen durch die Anzahl von Zellen und die 
Nachbarschaftsbeziehungen über Weglängen (metrische Distanz) repräsentiert. Bei 
objektbasierten Verfahren und Unterteilungsverfahren werden die 
Nachbarschaftsbeziehungen über die Berührungslänge zweier Flächen ermittelt. Zwar 
sind die Größe und die Benachbarung von Raumbereichen wichtige Funktionen von 
Räumen (Hillier & Hanson, 1984), jedoch kann damit allein die Vielfalt an erlebbaren 
Beziehungen, die in einem Raum bestehen, nicht beschrieben werden. Dies wird 
anhand eines einfachen Beispiels deutlich, welches in Abbildung 19 dargestellt ist. Es 
handelt sich um drei geometrische Varianten A, B und C für eine Anordnung von drei 
Raumbereichen (R1, R2, R3) mit jeweils gleicher Benachbarung (R1 ist mit R2 und R3 
benachbart) und gleicher Größe. 
                                              
32 In einigen Arbeiten werden zusätzliche Bewertungskriterien eingeführt, wie z. B. Belichtung, Heiz- und Kühlbedarf, 
Kosten (s. Michalek et al., 2002) oder Orientierung von Räumen nach Himmelsrichtungen (s. Arvin & House, 2002). 
Hinsichtlich der Kriterien zur Beschreibung der Eigenschaften von Raumbereichen und der Zusammenhänge zwischen 
Raumbereichen beschränken sich die beschreibbaren Anforderungen auf Flächen des jeweiligen Raumbereiches und 
Benachbarung/Distanz. 
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Abbildung 19: Drei räumliche Konfigurationen mit drei Raumbereichen, deren Benachbarungsrelation jeweils gleich 
ist. 
Trotz der geometrisch-topologischen Übereinstimmung weisen alle drei 
Konfigurationen deutliche Unterschiede hinsichtlich wahrnehmungs- und 
nutzungsbezogener Kriterien auf. In Konfiguration C sind die Räume R2 und R3 einander 
vollständig sichtbar. In Konfiguration B sind sie einander schwer, in Konfiguration A 
einander nicht sichtbar. Im Bsp. A können Menschen, die sich in den beiden Räumen 
R2 und R3 aufhalten miteinander kommunizieren, in den anderen beiden Fällen nicht. 
Des Weiteren entstehen durch die unterschiedlichen Möglichkeiten, von Orten 
innerhalb der Konfigurationen andere Orte einsehen zu können, Bereiche mit 
unterschiedlichem Potenzial, gesehen werden zu können. Bereiche, die schlecht 
einsehbar sind, sind in Abbildung 20 rot gekennzeichnet33. Sie könnten als private 
Bereiche bezeichnet werden (Archea, 1977). Solche privaten Bereiche werden in der 
Regel anders genutzt, als nicht-private Bereiche (z. B. für konzentriertes Arbeiten).  
Aufgrund der Notwendigkeit Räume erreichen zu müssen entstehen 
Erschließungsbereiche. Diese beeinflussen den für andere Tätigkeiten zur Verfügung 
stehenden Raum, denn ein solcher Erschließungsbereich ist ungeeignet um 
Gegenstände, wie z. B. Möbel zu platzieren. Im Beispiel besteht die notwendige 
Bewegungsfläche darin, um von Raum R2 zu Raum R3 zu gelangen (von R1 sind R2 und 
R3 per Definition erreichbar). In Abbildung 20 ist dieser Erschließungsbereich als 1 m 
breite blaue Linie eingezeichnet. Betrachtet man diesen Bereich als eine Grenze, so 
entsteht in Konfiguration C in R1 ein annähernd quadratischer „nutzbarer“ Bereich 
(markiert als gestrichelter Kreis), welcher maximal von Oberflächen umschlossen ist. In 
A und B bildet sich ein länglicher Bereich (markiert als gestrichelte Ellipse), welcher zu 
einer der langen Seiten hin offen ist. Die Länge des Erschließungsbereiches ist in allen 
Fällen etwa ähnlich, was zeigt, dass diese leicht quantifizierbare Eigenschaft, welche in 
                                              
33 Die in Abbildung 19 eingetragene Zonierung wurde vom Autor intuitiv vorgenommen. Eine solche intuitive 
Vorgehensweise ist typisch für zahlreiche Arbeiten zur Beschreibung von Räumen (s. bspw. Klein, 1934). Wie sich 
solche Bereiche rechnerisch ermitteln lassen, wird in Kapitel 3 behandelt. 
2 Automatisierte Raumerzeugung   
52 
rasterbasierten Ansätzen als maßgebliches Kriterium zur Beschreibung von 
Raumrelationen verwendet wird, nur wenig über die erlebbaren Beziehungen zwischen 
Raumbereichen aussagt. 
  
Abbildung 20: Erschließungsbereiche (blau), „nutzbare“ Bereiche (gestrichelt) und „private“ Bereiche (rot) 
Im Beispiel wird deutlich, dass ein Raumbereich nicht über seine gesamte Fläche 
hinweg identische Eigenschaften besitzt. Innerhalb eines Raumbereiches entstehen – 
aufgrund der Zusammenhänge mit anderen Räumen – Bereiche mit unterschiedlichen 
Qualitäten. Diese Eigenschaften lassen sich erst bewerten, wenn die Oberflächen einer 
Konfiguration definiert sind. Raumallokierende Ansätze sind ungeeignet diese 
Eigenschaften gezielt zu erzeugen, da hier die Oberflächen erst nach der Anordnung 
der Flächen definiert werden. 
Von einigen Autoren wird vorgeschlagen, dass alle nicht im System inkludierten 
Kriterien berücksichtigt werden können, wenn der Nutzer nur gut genug in den 
Suchprozess eingebunden wird (Eckert et al., 1999; Elezkourtaj, 2004; Donath, König 
& Petzold, 2012; Arvin & House, 2002). Hierfür wird versucht, die Systeme interaktiv 
zu gestalten, sodass der Nutzer, nachdem er die jeweiligen Eigenschaften erkannt und 
bewertet hat, die Problembeschreibung ändern kann. Einige Systeme ermöglichen für 
diese Änderungen die Interaktion am grafisch dargestellten Resultat in Echtzeit, 
wodurch eine sehr komfortable Interaktion mit dem Entwurfssystem gewährleistet ist. 
Da jedoch wahrnehmungs- und nutzungsrelevante Kriterien auch vom Menschen oft 
nicht effizient und objektiv bewertet werden können (s. 3.1), sind einem solchen 
Ansatz Grenzen gesetzt. 
2.4.4 Zusammenfassung 
Mitchell (1986) beschreibt die Beschränkungen von Methoden zur automatisierten 
Raumanordnung, die vor über 30 Jahren entwickelt wurden, folgendermaßen: Erstens, 
„the languages of architectural form that (…) have been written to search have usually 
been crude and uninteresting – assemblages of square modules“. Zweitens schreibt er, 
dass die Bewertungskriterien, „that have been used to identify solutions (…) have not 
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adequately reflected the richness and complexity of the design intentions pursued by 
sensitive, sophisticated human architects. The attempt has been merely to satisfy 
adjacency requirements“ (ebd., S. 158). Nach der Untersuchung neuerer Ansätze kann 
behauptet werden, dass diese Feststellung noch heute gültig ist. Zwar existieren 
mittlerweile Methoden, die Lösungen schneller erzeugen und eine größere Zahl an 
Raumbereichen anordnen können sowie eine Interaktion mit dem Systemnutzer in 
Echtzeit erlauben – an den beiden von Mitchell genannten Problemen aber hat sich 
grundsätzlich nichts geändert: Die Variantenvielfalt beschränkt sich auf die Menge an 
Varianten, die mit Rechtecken erzeugbar ist. Die Möglichkeiten zur Beschreibung der 
Anforderungen beschränken sich auf die Angabe des Flächenbedarfs und der 
Nachbarschaftsbeziehungen zwischen Raumbereichen.  
Die genannten Beschränkungen sind eng mit der Art, wie das Objekt „räumliche 
Konfiguration“ in den Systemen repräsentiert wird, verbunden. Diese Repräsentation 
stellt sowohl das Repertoire zur Erzeugung von Formen, als auch das Repertoire zur 
Beschreibung von Anforderungen zur Verfügung. Ersteres bestimmt die Größe des 
Variantenraumes, Letzteres bestimmt die Größe des Erfüllungsraumes. Um mit einem 
Entwurfssystem möglichst viele geeignete Lösungen finden zu können, müssen beide 
Räume möglichst groß sein. Je größer der Variantenraum, desto größer ist die 
Wahrscheinlichkeit, dass unter den erzeugbaren Varianten eine den Anforderungen 
entsprechende existiert. Idealerweise ist der Variantenraum gleich dem Erfüllungsraum 
(größte Vielfalt).  
Der Erfüllungsraum beschreibt im Idealfall die gesamte Menge an theoretisch 
möglichen Lösungen. Diese Menge ist definiert durch eine Problembeschreibung*, 
welche die Anforderungen, unabhängig von den im Entwurfssystem zur Verfügung 
stehenden Mitteln beschreibt. Das unter 2.2.2 eingeführte Mengendiagramm muss um 
die Menge E* (Erfüllungsraum*), welche alle Lösungen beschreibt, erweitert werden (s. 
Abbildung 21). In einem Entwurfssystem wird diese Menge beschränkt auf die Menge 
an Lösungen, die mit den vorhandenen Mitteln zur Beschreibung des Problems 
beschrieben werden kann. Idealerweise ist der Erfüllungsraum gleich dem 
Erfüllungsraum* (höchste Flexibilität und Relevanz). 
In Abbildung 21 wurden exemplarisch verschiedene Grundrisse (a-d) in 
unterschiedlichen Überschneidungsbereichen der Mengen Erfüllungsraum, 
Erfüllungsraum* und Variantenraum verortet. Es wird angenommen, dass alle vier 
Grundrisse den in einer Problembeschreibung* geforderten Anforderungen 
entsprechen. Grundriss (a) stellt eine mittels eines bestimmten Entwurfssystems 
auffindbare Lösung dar. Grundriss (b) kann zwar mittels des Systems beschrieben, 
jedoch nicht gefunden werden, da er durch den GM nicht erzeugt werden kann. Ein 
Beispiel hierfür ist, wenn mit den o. g. Systemen die Anforderung beschrieben wird, 
dass vier Rechtecke jeweils miteinander verbunden werden sollen. Grundriss (c) kann 
nicht beschrieben und auch nicht erzeugt werden. Es stehen also im System weder 
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Mittel zur Verfügung, um diesen laut Problembeschreibung* geeigneten Grundriss zu 
beschreiben, noch um ihn zu erzeugen. Grundriss (d) kann theoretisch erzeugt werden, 
da er aber nicht beschrieben werden kann, ist er nicht Teil des Lösungsraumes. Ein 
Beispiel für einen solchen Fall wurde in 2.4.2 beschrieben. 
 
Abbildung 21: Verschiedene Grundrisse, die alle laut einer Problembeschreibung* gleich geeignet sind (also alle im 
Erfüllungsraum* liegen), jedoch aufgrund eines eingeschränkten Varianten- oder Erfüllungsraumes keine Lösungen 
darstellen. 
In den betrachteten Ansätzen scheint eine Vergrößerung von Variantenraum und 
Erfüllungsraum nur bedingt möglich, da die im GM verwendete Repräsentation zur 
Erzeugung von Varianten eng mit der Bewertung der Varianten zusammenhängt. Es 
kann also nicht nur das bewertet werden, was erzeugt werden kann, sondern es kann 
auch nur das erzeugt werden, was bewertet werden kann.  
Um den Variantenraum zu vergrößern, ist ein System notwendig, das es erlaubt, 
verschiedene GM einzusetzen. Dies ist dadurch begründet, dass keine Methode zur 
Beschreibung aller zur Findung geeigneter Lösungen notwendigen Varianten existiert, 
deren Variantenraum in begrenzter Zeit durchsucht werden kann (s. Infinite Image 
Theorem). Es ist also nur möglich, Teile des gesamten Variantenraumes mit spezifischen 
GM zu durchsuchen. Durch Verwendung mehrerer GM kann ein großer (wenn auch 
nicht erschöpfender) Variantenraum abgedeckt werden. Um diese Anforderung zu 
erfüllen, ist ein EM notwendig, der unabhängig von einem spezifischen GM ist. Er muss 
in der Lage sein, die mit den verschiedenen GM erzeugten räumlichen Konfigurationen 
zu bewerten. Durch diese Entkoppelung von EM und GM wird auch an Flexibilität 
gewonnen, denn dadurch ergibt sich die Möglichkeit individuelle GM in ein System 
einzubinden. So kann jeder Entwerfer bestehende GM anpassen oder eigene 
hinzufügen, um beispielsweise eine von ihm präferierte Formensprache umzusetzen 
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oder spezifische Randbedingungen (wie z. B. Bestandswände in einem umzuplanenden 
Grundriss) einzubinden. 
Um den Erfüllungsraum in Richtung Erfüllungsraum* zu vergrößern ist ein EM 
notwendig, der räumliche Konfigurationen auf vielfältigste Weise beschreiben kann. 
Hierbei spielen die wahrnehmungs- und nutzungsrelevanten Eigenschaften des Raumes 
eine wesentliche Rolle. Je besser man diese Eigenschaften beschreiben kann, desto 
besser kann man eine Anforderungsbeschreibung* vornehmen. Dies ist wichtig, da der 
maßgebliche Zweck der Erstellung einer räumlichen Konfiguration in der Erfüllung 
menschlicher Bedürfnisse liegt (s. 2.1) und demnach der Erfüllungsraum* zu großen 
Teilen durch diese Kriterien beschrieben wird. 
Beides – die Entkopplung von EM und GM und die Einbeziehung von wahrnehmungs- 
und nutzungsrelevanten Eigenschaften – hängt eng miteinander zusammen. Ein EM, 
der unabhängig vom GM funktionieren soll, muss in der Lage sein, relevante 
Eigenschaften in einer vom GM erzeugten räumlichen Konfiguration zu bestimmen. 
Welche Möglichkeiten zur Beschreibung wahrnehmungs- und nutzungsrelevanter 
Kriterien von Grundrissen existieren, und welches Potenzial sie für die Entwicklung des 
hier geforderten EM haben, soll im nächsten Kapitel untersucht werden. Wie sich diese 
Methoden zur Erzeugung räumlicher Konfigurationen einsetzen lassen und ob sich 
dadurch auch eine höhere Flexibilität des Systems ergibt wird in Kapitel 4 behandelt.
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3 Quantitative Raumbeschreibung 
„We treat space somewhat as we treat sex.  
It is there but we don‘t talk about it.“ 
(E. T. Hall, 1959, S. 163) 
 
„Vage Ausdrücke, wie »die Atmosphäre eines Gebäudes« 
 oder »die Gemütlichkeit eines Raumes« sollten präzisiert werden.“ 
(W. Gropius, 1956, S. 29) 
 
Im vorigen Kapitel wurde dargelegt, dass in Systemen zur Erzeugung räumlicher 
Konfigurationen Beschränkungen auftreten, welche auf die verwendete Repräsentation 
von Raum zurückzuführen sind. Im Folgenden werden Raumrepräsentationen 
vorgestellt, welche eng mit der Wahrnehmung und Nutzung des Raumes durch den 
Menschen verknüpft sind. Hierfür wird zunächst der Frage nachgegangen, unter 
welchen Annahmen sich objektive Aussagen über Wahrnehmung und Verhalten von 
Menschen in räumlichen Konfigurationen treffen lassen. Aufgrund der Vielzahl an 
Einflussvariablen erscheint ein exaktes Wahrnehmungs- bzw. Verhaltensmodell in 
naher Zukunft nicht erreichbar. Der hier verfolgte Ansatz der wahrnehmungs- und 
verhaltensbasierten Beschreibung von Räumen besteht daher in der Identifikation von 
Potenzialen der Raumgeometrie. Es werden Methoden zur Raumrepräsentation 
vorgestellt, mithilfe derer sich diese Potenziale quantifizieren lassen. Diese basieren zu 
großen Teilen auf Sichtbarkeit. Sie werden daher als sichtbarkeitsbasierte 
Raumrepräsentationen bezeichnet. Die Repräsentationen und die aus ihnen 
ableitbaren Maße werden zunächst mit Fokus auf die jeweiligen Berechnungsmethoden 
beschrieben. Anschließend werden Studien vorgestellt, in welchen Zusammenhänge 
zwischen diesen Maßen und menschlichem Verhalten gefunden wurden. Abschließend 
werden die Potenziale, welche sichtbarkeitsbasierte Raumrepräsentationen für die 
automatisierte Raumerzeugung haben, diskutiert.
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3.1 Grundannahmen für die Quantifizierung wahrnehmungs- und 
verhaltensbezogener Kriterien 
Um räumliche Konfigurationen für menschliche Bedürfnisse zu planen, bedarf es einer 
Sprache, mit der sich die Eigenschaften, die diese Bedürfnisse beeinflussen, 
beschreiben lassen. Obwohl eine „Sprache des Raumes“ (Lawson, 2001) selten explizit 
gemacht wird, begleitet sie den Mensch in seinem täglichen Leben, während er sich 
durch Räume bewegt, sie erlebt, sich in ihnen orientieren muss und in ihnen mit 
anderen Menschen in Kontakt tritt. Auf unbewusster Ebene können Menschen 
kompetent mit dieser Sprache umgehen, aber oft nicht benennen, was genau die 
Merkmale des Raumes sind, die sie beeinflussen (Hillier, 1996). So ist es für viele 
Menschen nicht schwer Orte zu finden, an denen sie ungestört lesen können, einen 
interessanten Ausblick haben oder sich sicher fühlen. Diese Orte jedoch bewusst zu 
entwerfen stellt eine Herausforderung dar, da diese Eigenschaften in den während der 
Planungsphase verfügbaren Materialien (Zeichnungen, Modelle) schwierig zu erkennen 
sind und kaum Regelwerke für deren Berücksichtigung existieren. So fokussieren 
Handbücher zur nutzungsorientierten Gestaltung maßgeblich auf die Dimensionen des 
menschlichen Körpers und die daraus resultierenden Raumbedarfe (s. z. B. Neufert et 
al., 2013; Jocher & Loch, 2010, Le Corbusier, 1978) oder bieten Kompositionsregeln 
zur Erzeugung ästhetisch ansprechender Formen (Alexander, 2002; Ching, 1996). Für 
Kriterien wie Privatheit, Orientierung, soziale Interaktion oder Raumwirkung fehlen 
derartig konkrete Maße. Diese Kriterien werden – in Ermangelung eines etablierten 
Überbegriffs – im Folgenden als wahrnehmungs- und verhaltensbezogene Kriterien 
(WVK) bezeichnet.34 Literatur, die sich der Integration von WVK im Architektur- bzw. 
Stadtentwurf widmet, beschränkt sich auf das beispielbasierte Beschreiben von Ist-
Zuständen oder das Definieren von Musterlösungen. Hierbei mangelt es i. d. R. sowohl 
an der Übertragbarkeit auf neue Situationen als auch an empirischen Untersuchungen 
zum Beleg der Wirksamkeit der jeweilig dargestellten Lösungen (s. bspw. für Privatheit 
und soziale Interaktion: Chermayeff & Alexander, 1963; Gehl, 1987; für Orientierung: 
Arthur und Passini, 1992; Lynch, 1981; für Raumwirkung: Cullen, 1961; Rasmussen, 
1959; Thiel, 1997; Trieb, 1974). 
Oft verlassen sich Planer bei der Bewertung von WVK daher auf ihre eigenen 
Erfahrungen mit der gebauten Umwelt (Franz, 2005). Eine solche Bewertung ist jedoch 
abhängig von dem jeweiligen Erfahrungsschatz, dem persönlichen Empfinden bzw. der 
Fähigkeit, das Empfinden/Verhalten von anderen Menschen, die diese erlebten Räume 
                                              
34 Der Autor ist sich der Unschärfe des Begriffes bewusst, da auch die zuvor genannten körperbezogenen Mindestmaße 
sowie Kompositionsregeln zur Gestaltung ästhetischer Formen wahrnehmungs- und verhaltensrelevante Kriterien 
darstellen. 
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verwenden, einzuschätzen. Die Methode ist also nur begrenzt anwendbar, wenn eine 
Situation bewertet werden soll, die in der Art noch nicht erfahren wurde. Sie ist 
subjektiv, da das persönliche Empfinden von dem Empfinden anderer abweichen kann 
(Rambow, 2005). Die Erinnerung an Räume und das darin stattgefundene Verhalten ist 
nicht präzise: „our memories frequently provide us with desired distortion rather than 
the actual reality“ (Pohlman, 1982). Darüber hinaus kann es vorkommen, dass die 
Einschätzung der Ähnlichkeit einer erfahrenen Situation zu der entworfenen Situation 
fehlschlägt, da bestimmte Eigenschaften, welche für das Verhalten/Empfinden 
wesentlich sind (wie z. B. der Kontext, in dem das Referenzprojekt steht) 
unterschiedlich sind (Hillier, 1996). 
Die wohl geeignetste Methode, um einen Gebäudeentwurf hinsichtlich seiner 
Auswirkung auf das Nutzerverhalten möglichst richtig zu bewerten, besteht in der 
Errichtung des Gebäudes und der Beobachtung der Nutzer während der Benutzung des 
Gebäudes. Da die Erstellung solcher Full-Scale-Prototypen im Gebäude- oder gar 
Stadtmaßstab zu einem vertretbaren Zeit- und Kostenaufwand nicht möglich ist35, 
müssen diese Qualitäten anhand von Repräsentationen des (geplanten/zu 
errichtenden) Gebäudes evaluiert werden. 
Räumliche Konfigurationen werden traditionellerweise mithilfe zweidimensionaler 
Grundrisse dargestellt (evtl. ergänzt um Schnitte, um Höhenunterschiede deutlich zu 
machen). Vorteil dieser Darstellungsmethode ist, dass ein großer Teil einer räumlichen 
Konfiguration auf einen Blick ersichtlich und schnell manipulierbar ist. Die Bewertung 
von WVK anhand von Grundrissen ist jedoch nicht einfach, da diese nicht ohne 
Weiteres zu erkennen sind. Dies ist insbesondere dadurch begründet, da der Mensch 
dazu neigt, visuelle Reize so zu strukturieren, dass er sie auf die offensichtlichsten 
Muster reduziert (Arnheim, 1974) und nur eine begrenzte Anzahl an Objekten 
gleichzeitig erfassen kann (Miller, 1956). Der Mensch kann zwar sehr gut eine Ordnung 
in einer Zeichnung erkennen; diese spiegelt aber nicht zwangsläufig die innere Struktur 
(Nutzerperspektive) eines Gebäudes wider (Gero & Jupp, 2000; Hölscher & Conroy 
Dalton, 2008). Beispielhaft kann dies an einem Grundriss veranschaulicht werden, bei 
dem die Räume zwar gleichmäßig in einem Raster angeordnet, die Zugänge zu den 
Räumen jedoch willkürlich verteilt sind. Der Betrachter hat keinerlei Probleme zu 
erkennen, dass der Grundriss einer gewissen Ordnung folgt (Raster). Wie die Räume 
jedoch zu erreichen sind, ist nur mühsam zu erschließen. Ein Fall, bei dem beides – 
sowohl die innere Struktur als auch die äußere Ordnung – nicht erkennbar ist, ist in 
Abbildung 22 dargestellt. Es handelt sich hierbei um den Entwurf des Architekturbüros 
junga.ishigami+associates für ein Wohnheim für Demenzkranke (Ishigami, 2012). Es ist 
                                              
35 Eine Ausnahme bilden hier die sogenannten Musterhäuser, von denen einzelne Exemplare errichtet werden, um 
potenziellen Käufer die Bewertung und Entscheidung zu erleichtern.  
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dem dargestellten Grundriss (s. Abbildung, rechts) nur mit großem Aufwand zu 
entnehmen, wie die Räume zusammenhängen und welche Bedeutung dies für die sich 
darin aufhaltenden Nutzer haben könnte. Joedicke (1976) beschreibt die begrenzte 
Aussagekraft solcher Darstellungen folgendermaßen: “Grundriß, Ansichten und 
Schnitte, also maßstäbliche, orthogonale Projektionen des Gebäudes geben exakte 
Auskunft über Anordnung und Entfernung der raumbegrenzenden Elemente, (...) sie 
sagen aber nichts aus über die wahrnehmbaren und erlebbaren Beziehungen.” (ebd., 
S. 62) 
 
Abbildung 22: Group House von Junya Ishigami, Isometrie (links), Grundriss (rechts), entnommen aus: Ishigami 
(2012). 
Mithilfe von Visualisierungswerkzeugen werden in der Architektur häufig 
(fotorealistische) Bilder erzeugt, um den Raumeindruck von Raumbereichen zu 
bewerten. Diese Bilder können jedoch nicht die vielfältigen Beziehungen die in einer 
räumlichen Konfiguration existieren vermitteln.36  Durch virtuelle Begehungen (Virtual 
Walkthrough) lässt sich auch die Bewegung durch entworfene Gebäude/Städte 
erlebbar machen (Brooks, 1987). Der Vorteil dieser Methode gegenüber statischen 
Bildern ist, dass alle Raumbereiche begutachtet und die Beziehungen die zwischen den 
Bereichen existieren (physische und visuelle Distanzen) erlebt werden können. Die 
Bewertung der Qualitäten in einem Virtual Walkthrough erfolgt in der Regel durch den 
Entwerfenden selbst und bleibt damit subjektiv. Durch Einbeziehung weiterer Personen 
(z. B. die potenzielle Zielgruppe des Gebäudes) in einen solchen Virtual Walkthrough 
kann die Bewertung objektiviert werden (Schneider et al., 2013). Dies ist jedoch sehr 
zeitaufwendig und kann aufgrund der vielen Varianten, die getestet werden müssten, 
                                              
36 Darüber hinaus ist die Erstellung dieser Bilder oft nicht objektiv. So werden z. B. Bilder von Standpunkten erzeugt, 
die bei der realen Benutzung des Gebäudes keine Rolle spielen, oder mit Staffagen geschmückt, die die Nutzung des 
Raumes illustrieren sollen, ohne jedoch einen Beweis dafür zu haben, dass diese Räume auch entsprechend genutzt 
werden. 
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um eine optimale Lösung zu finden, nur in sehr begrenztem Maße während des 
Formfindungsprozesses stattfinden. Es ist also eine Methode notwendig, die es erlaubt, 
WVK schnell und objektiv zu beurteilen. Bei der Entwicklung einer solchen Methode 
stößt man jedoch auf Schwierigkeiten. Diese sollen im Folgenden näher betrachtet 
werden. 
Der Mensch erlebt seine Umwelt mittels seiner Sinne (Fernsinne: Sehen, Hören, 
Riechen; Nahsinne: Tasten, Schmecken). Durch diese Sinne werden Informationen 
aufgenommen, welche es ihm ermöglichen, Gefahren oder Annehmlichkeiten zu 
identifizieren. Diese Fähigkeit ist wichtig, um seine Handlungen zu koordinieren und 
sein Überleben zu sichern. Die den Mensch umgebende Welt besteht sowohl aus dem 
physischen Raum als auch den sich darin aufhaltenden Lebewesen. Der physische Raum 
mit all seinen Details37 (Geometrie, Farbe, Geruch, Temperatur, Beschaffenheit von 
Oberflächen), als auch das Verhalten und die Emotionen der sich darin aufhaltenden 
Menschen (z. B. freundlich, hektisch, introvertiert, aggressiv) werden wahrgenommen 
und können das Befinden und Verhalten eines Menschen beeinflussen. Während die 
reine Aufnahme von Umweltreizen bei allen Menschen gleich ist, kann die 
Interpretation dieser Reize individuell unterschiedlich sein. Wesentliche 
Einflussfaktoren hierfür sind die eigene Erfahrung, kulturelle Prägung, der momentane 
Gefühlszustand und die Ziele die ein Mensch verfolgt. Beispielsweise hängt die 
Bewertung der Großzügigkeit einer Wohnung stark von der individuellen Erfahrung mit 
der eigenen oder anderen Wohnungen ab. Ist ein Mensch aufgrund eines persönlichen 
Erlebnisses niedergeschlagen, dann kann auch eine noch so farbenfroh gestaltete 
Umgebung ihn nicht glücklich machen. Wenn jemand in letzter Minute einen Zug am 
Bahnhof erreichen muss, dann interessieren ihn wahrscheinlich nicht die wohl 
aufeinander abgestimmten Proportionen unterschiedlicher Raumabschnitte usw. 
Aufgrund der Vielfalt an Einflussfaktoren und der existierenden individuellen 
Unterschiede scheint eine Modellierung der Wahrnehmung von Räumen und des 
Verhaltens von Menschen in Räumen eine herausfordernde, wenn nicht sogar 
unmögliche Aufgabe zu sein: „Exact explanation of social behaviour is beyond any 
theory due to the number of social variables in existence and the complexity of their 
interactions both with each other and the environment.” (Soja, 2001) Will man dann 
auch noch große Zeiträume betrachten (was im Falle der Schaffung gebauter Umwelt 
grundsätzlich notwendig ist, da diese für lange Zeiträume besteht), scheint ein solches 
Vorhaben noch aussichtloser. So schreibt Rittel (1992), dass „keine Möglichkeit 
                                              
37 Die die Wahrnehmung beeinflussenden Eigenschaften der Umwelt müssen darüber hinaus nicht nur physischer Natur 
sein, sondern sie können auch Informationen, die man über eine Umwelt hat sein. So wird sicherlich eine Stadt, von 
der bekannt ist, dass dort berühmte Personen (wie z. B. Dichter oder Musiker) gelebt haben anders wahrgenommen als 
dieselbe Stadt, wenn sie diese Informationen nicht aufweisen würde. 
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[besteht], alle Wellen im Leben aller Betroffenen für alle Zukunft oder innerhalb einer 
bestimmten Zeitspanne zu verfolgen” (ebd., S. 25). 
Für die Modellierung müssen also – auch auf die Gefahr hin, wichtige Aspekte zu 
vernachlässigen – Vereinfachungen getroffen werden. Box’ Gesetz (welches 
ursprünglich für die Entwicklung von Modellen zur Simulation von Stadtentwicklung 
formuliert wurde) besagt, dass grundsätzlich alle Modelle falsch, nur einige nützlich 
sind: „all models are wrong, some are useful“ (Box and Draper, 1987, S. 424). Diese 
Aussage bezieht sich auf die Definition eines Modells, eine Abstraktion der Welt zu 
sein. Da die Welt unendlich komplex ist, ein Modell jedoch Teile davon auslässt, ist ein 
Modell per se falsch. Es ist jedoch nicht entscheidend, ob ein Modell absolut korrekt 
ist, sondern ob sich mit einem Modell für einen bestimmten Zweck brauchbare 
Erkenntnisse erzielen lassen (Klosterman, 2012).  
Der Zweck für das in der vorliegenden Arbeit benötigte Modell besteht darin, 
räumliche Konfigurationen aus der Perspektive der sich in ihr aufhaltenden Menschen 
beschreiben zu können. Unter räumlicher Konfigurationen werden, wie in Kap. 2.1 
dargelegt, ausschließlich die dauerhaft errichteten Oberflächen verstanden. Auf Seite 
der Umweltreize ist damit das benötigte Modell eingeschränkt auf die Geometrie 
begrenzender Oberflächen.38 Für die Seite der Wahrnehmung lassen sich nun nur noch 
Aspekte in das Modell integrieren, die auch durch die betrachteten Umweltreize 
(Geometrie) beeinflusst werden. Für die Beschreibung dieser Aspekte bietet sich das 
Prinzip der Potenzialermittlung an. Bei einer Potenzialermittlung wird davon 
ausgegangen, dass die Umwelt das Verhalten und Empfinden von Menschen nicht 
bestimmt, sondern dass sie Eigenschaften besitzt, die ein bestimmtes Verhalten und 
Empfinden befördern bzw. behindern: „Like other physical environments, architecture 
influences human cognition, experience and behaviour by allowing, facilitating, 
requiring, impeding or preventing various perceptions, thoughts, emotions and acts.“ 
(Montello, 2014, S. 75) 
Das Prinzip der Potenzialermittlung geht zurück auf Gibson (1982), welcher es als 
Theorie der Angebote (engl.: Affordances) bezeichnet. Eigenschaften der Umwelt sind 
demnach Angebote für bestimmte Handlungen. Ob diese Angebote erkannt werden, 
hängt vom jeweiligen Betrachter ab. So kann eine 1m hohe Mauer von einem 1,70 m 
großen Erwachsenen als Sitzgelegenheit erkannt werden, während sie für ein 1m großes 
Kind ein Hindernis darstellt. Ob diese Angebote nach ihrem Erkennen auch genutzt 
werden, hängt von den jeweiligen Bedürfnissen/Zielen des Erkennenden ab. Ein 
bekanntes Beispiel für Potenziale in räumlichen Konfigurationen ist das Panopticon. 
Hierbei handelt es sich um einen Idealentwurf Jeremy Benthams zum Bau 
                                              
38 In der vorliegenden Arbeit werden nur zweidimensionale räumliche Konfigurationen betrachtet. Eine Erweiterung 
auf die dritte räumliche Dimension ist mit dem vorgestellten Konzept jedoch vereinbar. 
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von Gefängnissen (Markus, 1993; Steadman, 2014). Das Gebäude weist einen 
kreisförmigen Grundriss auf (s. Abbildung 23). Die Gefängniszellen befinden sich an der 
Außenwand, die Öffnungen der Zellen zeigen zur Mitte des Grundrisses. Dort befindet 
sich ein Turm. Aus diesem Turm kann der Gefängniswärter alle Insassen sehen. Somit 
ist theoretisch nur ein Wärter für alle Insassen notwendig.39 Die räumliche 
Konfiguration bildet also Raumbereiche die das Potenzial haben kontrolliert zu werden 
bzw. kontrollieren zu können.40 
 
Abbildung 23: Ansicht/Schnitt und Grundriss des Panopticons als Beispiel für verhaltensrelevante Potentiale der 
Raumgeometrie (entnommen aus: Steadman, 2014) 
Wenn ein Modell zur „Simulation“ des Nutzerverhaltens in räumlichen Konfigurationen 
auf dem Prinzip der Potenzialermittlung basiert, dann wird mit diesem Modell nicht 
versucht, ein Verhalten exakt nachzubilden, sondern es wird ermittelt, ob die räumliche 
Konfiguration ein bestimmtes Verhalten befördert bzw. verhindert. So wird bspw. nicht 
ermittelt, wie viele Nutzer in einem Raum tatsächlich miteinander kommunizieren, 
sondern ob der Raum die Voraussetzungen dafür bietet, dass viele Nutzer miteinander 
kommunizieren können. Bezogen auf den Aspekt der Privatheit würde man bspw. nicht 
versuchen zu ermitteln, ob eine Person an einem bestimmten Ort zu einem bestimmten 
Zeitpunkt gesehen wird, sondern ob eine Person an dieser Stelle grundsätzlich gut oder 
schlecht gesehen werden kann.  
Dieses Prinzip stellt einen sehr flexiblen Ansatz zur Beschreibung räumlicher 
Konfigurationen dar. Erstens erlaubt es eine Reduktion der Anzahl der Einflussvariablen 
                                              
39 Versieht man die Fenster des Turms mit Vorhängen, sodass man von innen zwar heraus-, von außen (von den Zellen) 
aber nicht hineinschauen kann, dann könnten die Insassen sich nie sicher sein, ob sie gerade beobachtet werden. Somit 
bräuchte man theoretisch überhaupt keine Aufseher, da die Insassen jederzeit davon ausgehen müssten beobachtet zu 
werden. In diesem Fall wäre dann ausschließlich der Raum der Wächter. 
40 Steadman (2014) beschreibt Gründe dafür, warum sich das Konzept des Panopticons im Gefängnisbau nicht 
durchgesetzt hat. Hierzu zählen einerseits der psychische Stress, den die gefühlte mangelnde Privatsphäre bei den 
Insassen erzeugt und andererseits die Flächenineffizienz des Grundrisses, wenn eine größere Anzahl an Zellen 
untergebracht werden soll. 
3 Quantitative Raumbeschreibung   
64 
auf die für einen jeweiligen Zweck notwendigen. Indem man nicht fragt, wie etwas 
exakt erlebt/genutzt wird, sondern danach fragt, welches Potenzial etwas für eine 
bestimmte Nutzung hat, können Störvariablen einfacher ausgeblendet werden. Dies ist 
insbesondere für den hier betrachteten Abstraktionsgrad (Geometrie der Oberflächen) 
von großem Nutzen. Denn sicher kann der durch eine sorgfältig proportionierte 
Geometrie beabsichtigte Raumeindruck durch eine grelle Farbe oder einen 
unangenehmen Geruch gestört werden. Jedoch ändert dies nichts an der Tatsache, dass 
der Raum grundsätzlich für die beabsichtigte Raumwirkung geeignet ist. 
Zweitens lassen sich durch dieses Prinzip auch individuelle Bedürfnisse abbilden. So 
können die Eigenschaften, die zur Erfüllung eines bestimmten Bedürfnisses notwendig 
sind, für unterschiedliche Gruppen von Menschen unterschiedlich sein (s. das o. g. 
Beispiel der Sitzgelegenheit für Erwachsene/Kinder). Für jede Gruppe könnten also 
unterschiedliche Potenzialbeschreibungen erstellt werden. 
Drittens ist es nicht notwendig Raumbereiche von vornherein (z. B. nach Nutzungen) 
zu kategorisieren. Die Geeignetheit eines Raumbereiches für eine Nutzung wird auf 
Basis der Eigenschaften, die dieser aufweist ermittelt. Gibson (1982) beschreibt diesen 
Vorteil anschaulich am Beispiel des Gegenstandes Stein: 
„Aus der Tatsache, daß ein Stein ein Wurfgeschoss ist, folgt nicht, daß er ein 
anderes Ding nicht auch sein kann. Er kann ein Briefbeschwerer sein, eine 
Buchstütze, ein Hammer oder ein Lot. (…) Alle diese Angebote sind miteinander 
vereinbar. Es lassen sich zwischen ihnen keine scharfen Grenzen ziehen; und 
auch die willkürlichen Namen, die wir ihnen geben, spielen für die 
Wahrnehmung keine Rolle. (…) Durch die Angebotstheorie entgehen wir dem 
philosophischen Sumpf, in den wir bei der Annahme fixer Klassen von Objekten, 
deren jede durch ihre gemeinsamen Merkmale definiert und dann mit einem 
Namen versehen wurde, gerieten. (…) Um Wahrnehmen zu können, was die 
Dinge anbieten, muß man sie nicht zuvor klassifizieren und etikettieren.“ (ebd. 
S. 145) 
Dieses Beispiel lässt sich auf ein häufig beobachtbares Phänomen in der Architektur 
übertragen. So werden beim Entwurf von räumlichen Konfigurationen Raumbereiche 
häufig durch Tätigkeiten bezeichnet. Die Funktion eines Raumbereiches wird jedoch 
nicht dadurch determiniert, dass dieser als eine solche bezeichnet wird (Hertzberger, 
1995). So lässt sich beispielsweise beobachten, dass die in Wohnungsgrundrissen 
vorgesehenen Funktionen (Kinderzimmer, Arbeiten, Schlafen) nicht immer in der Weise 
benutzt werden, wie sie ursprünglich in einem Plan bezeichnet wurden: „We utilize 
interior spaces according to our understanding of the functions that they provide us.“ 
(Evans & McCoy, 1998) Louis Kahn beschreibt dieses Phänomen treffend damit, dass 
„activities are placed where they want to be“ (zitiert nach Tabor, 1976, S. 285). Es 
genügt also nicht Räume mit einer Funktion zu bezeichnen, sondern es müssen 
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vielmehr Räume mit gewissen Eigenschaften erzeugt werden, die bestimmte 
Tätigkeiten unterstützen. 
Die Potenzialermittlung erfordert zwar eine viel präzisiere Beschreibung von Dingen 
und Nutzungen, da nicht auf gängige Konventionen, welche in Kategorien abgebildet 
sind zurückgegriffen wird. Es bietet aber ein Höchstmaß an Flexibilität, da hierdurch 
auch Nutzungen und Formen erfasst werden können, welche zuvor nicht kategorisiert 
wurden. Nehmen wir beispielsweise an, dass ein Schlafbereich kategorisiert wurde als 
ein geschlossener Raum mit einer bestimmten Mindestgröße und einer Tür zu einem 
Flur (typische Raumbeschreibung in einem raumallokierenden Entwurfssystem, s. 2.3.). 
Dies erscheint zunächst plausibel (Mindestgröße, um Bett und Kleiderschrank zu 
platzieren und Zugang über einen Flur, um Privatheit zu gewährleisten, sind gegeben), 
schränkt jedoch bei näherer Betrachtung den Raum an möglichen Lösungen für die 
Platzierung des Schlafbereiches ein: so ist es natürlich auch denkbar das Schlafzimmer 
über einen großen Wohnbereich zu erschließen und die notwendige Privatheit durch 
eine unauffällige Position der Schlafzimmertür zu erreichen oder das Bett in einem 
„offenen Grundriss“ an einer Stelle zu positionieren, die schwer einsehbar ist. Solche 
Lösungen sind jedoch nicht auffindbar, wenn ausschließlich auf die erstellte Kategorie 
zurückgegriffen wird. Mit dieser Kategorie wurden bereits konkrete Annahmen darüber 
getroffen, welche Form eine zu erwartende Nutzung erfüllen kann. Diese mögen zwar 
für viele Schlafbereiche zutreffend sein; jedoch bilden sie nicht alle Möglichkeiten ab 
und verhindern so eventuell das Finden einer kreativen Lösung. 
Bezogen auf die Definition von Funktion als das was eine Form leisten kann (s. 2.1), 
kann folglich auch das, was eine räumliche Konfiguration für das Verhalten und 
Empfinden von Menschen, die sich in ihr aufhalten und bewegen leisten kann, in Form 
von Potenzialen beschrieben werden. Eine Funktion einer räumlichen Konfiguration ist 
demnach nichts anderes als ein Potenzial. Um beispielsweise ein Potenzial für die 
Möblierbarkeit eines Zimmers zu ermitteln, lassen sich zahlreiche Maße in sogenannten 
Entwurfshandbüchern finden. Bekanntestes Beispiel hierfür ist die Bauentwurfslehre 
von Ernst Neufert (Neufert et al., 2013).  
Für das Ermitteln von Potenzialen für WVK spielt das Sehen eine zentrale Rolle. Ein 
Großteil der Eigenschaften einer räumlichen Konfiguration wird vom Menschen über 
das Sehen wahrgenommen. Das Auge ist von allen Sinnesorganen das mit der größten 
Reichweite: „Visuelle Wahrnehmung der Umgebung dient (…) dazu, auf Distanz 
Ressourcen, Wege und Aufenthaltsbedingungen zu erkennen bzw. zu bewerten.” 
(Schönhammer, 2013) Rambow (2010) bezeichnet die visuelle Wahrnehmung als „den 
Normalfall der Auseinandersetzung mit Architektur“ (ebd., S. 324). Der Blick des 
Menschen ist in der Regel nach vorn gerichtet. Die horizontale Ausdehnung des 
menschlichen Sichtfeldes beträgt ca. 180°, die vertikale Ausdehnung nach oben ca. 60° 
und nach unten 70°. Zu bemerken ist, dass der Kopf leicht nach unten geneigt ist, um 
z. B. Hindernisse für Bewegung besser zu erkennen. Gehl (2010) betont die Bedeutung 
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des horizontalen Sichtfeldes für die Wahrnehmung von Raum, da erstens die 
Ausdehnung des Sichtfeldes in der Horizontalen sehr groß ist (man also viel sieht) und 
zweitens der Kopf meist nach vorn gerichtet ist, und nicht nach oben oder unten.  
Im realen Raum sieht man eine räumliche Konfiguration nie im Ganzen,41 sondern 
immer nur Ausschnitte davon: „Raum ist nicht von einem Punkt erfaßbar (…) was wir 
als Raumwahrnehmung bezeichnen, ist stets die Summe partieller Wahrnehmungen als 
Folge der Bewegung des Menschen im Raum.” (Joedicke, 1976, S. 61) Während des 
Bewegens und Umhersehens baut sich der Mensch eine mentale Repräsentation der 
Welt, die ihn umgibt auf. Die darin abgespeicherten Informationen sind auch 
unabhängig von einer momentanen Blickrichtung verfügbar (Gibson, 1982). Diese 
Repräsentationen sind jedoch nicht geometrisch exakt. So werden beispielsweise 
Kreuzungen stärker orthogonal wahrgenommen als sie tatsächlich sind (Byrne, 1979) – 
und Strecken in der einen Richtung kürzer als in der anderen (Sadalla, Burroughs & 
Staplin, 1980). Menschen erinnern sich eher an die gesehenen Bilder und Beziehungen 
zwischen Orten als an die exakten Maße: „It would seem that in everyday spatial 
reasoning, we depend more on topology and projective geometry and less on Euclidean 
geometry. As observers we are not very good at using exact metric and global 
properties to describe the environment, whereas we can very easily perform context-
dependent comparisons, or understand relational properties.“ (Rashid, 2012) 
Wie gut etwas erkannt wird, hängt u. a. von der Größe des Objektes auf der Bildebene 
ab. Gehl (2010) beschreibt Distanzen, ab denen wir unterschiedliche Details der 
Eigenschaften und des Verhaltens anderer Menschen wahrnehmen können: unter 100 
m können wir Bewegung und Körpersprache erkennen, ab 70 m Alter und Geschlecht 
einer Person und ab 25 m können wir Gesichtsausdrücke wahrnehmen. Er zeigt an 
verschiedenen Beispielen, wie sich diese Distanzen auf die Dimensionen von Gebäuden 
auswirken können. So beträgt bspw. in Stadien die Distanz von den hinteren Sitzreihen 
zur Spielfläche i. d. R. nicht mehr als 100 m, um die Bewegungen auf dem Spielfeld 
erkennen zu können. In einem Theater/einer Oper sollte diese Distanz nicht mehr als 
25 m betragen, um die Gesichtsausdrücke der Schauspieler erkennen und damit 
Emotionen wahrnehmen zu können. Weiterhin bemerkt Gehl, dass mittelalterliche 
europäische Plätze in ihrer maximalen Ausdehnung meist nicht größer sind als 100 m 
und begründet dies damit, dass man auf diese Weise Aktivitäten der sich auf diesem 
Platz befindenden Menschen gut erkennen kann.42 
                                              
41 im Gegensatz zu einem Planer, der beim Entwurf eines Gebäudes immer den gesamten Grundriss im Blick hat 
(Nutzerperspektive vs. Vogelperspektive) 
42 Wenn man, so Gehl, diagonal über einen historischen Platz läuft, kann man den Großteil der Platzfläche in einer 
Distanz von 25 m (links und rechts) sehen und somit auch die Gesichtsausdrücke der meisten auf diesem Platz 
befindlichen Menschen erkennen. 
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Dass die visuelle Wahrnehmung von Oberflächen einen großen Einfluss auf die 
Emotionen und das Verhalten von Menschen haben kann, zeigen sehr anschaulich die 
von Gropius (1956) geschilderten Beispiele: 
„Stellen Sie sich vor, daß Sie auf einem Balkon im 20. Stockwerk eines 
Hochhauses stehen. Der Balkon hat ein offenes Geländer, und da Sie 
empfindlich sind, erfaßt Sie ein gewisses Schwindelgefühl, wenn Sie durch die 
Traljen des Geländers hinabsehen. Wenn aber eine hilfreiche Seele Papier oder 
Pappe über das Geländer hängt, so verschwindet das Schwindelgefühl sofort, 
da das Auge wieder Stützpunkte und Geborgenheit findet. (...) Das 
entsprechende Phänomen in horizontaler Richtung ist die Platzangst, von der 
manchmal empfindliche Personen erfasst werden, wenn sie große offene Plätze 
überqueren. Sie fühlen sich im großen Raum verloren, der keine Beziehung zu 
ihrer körperlichen Größe hat. Wenn aber auf diesem Platz vertikale 
Gegenstände, sagen wir zum Beispiel Büsche oder niedrige Mauern, wie 
Bühnenkulissen stünden, würde die Beziehung sofort wiederhergestellt und die 
Furcht der Unsicherheit würde verschwinden. Das Auge, das immer Stützung 
zur Orientierung im Raum sucht, registriert Gegenstände, auf die es im Blickfeld 
trifft, auf der Netzhaut in ähnlicher Weise wie Radar.” (ebd., S. 28) 
Bekannte Beispiele aus der Verhaltensforschung für den Einfluss dessen, was Menschen 
von der Raumgeometrie sehen auf ihre Emotionen, sind beispielsweise die Prospect-
Refuge-Theorie (Appleton, 1975). Dieser zufolge fühlen sich Menschen an solchen 
Orten wohler, die durch feste Barrieren den Rücken freihalten und Sichtschutz (Refuge) 
bei gleichzeitigem Überblick (Prospect) bieten.43 Appleton begründet diese Präferenz 
durch den evolutionären Vorteil, den solche Orte boten. Kaplan & Kaplan (1982) 
führen die Dimensionen Complexity und Mystery ein. Sie zeigten in Studien, dass 
Menschen abwechslungsreiche Umgebungen (Complexity) und Umgebungen, in denen 
Raumbereiche verdeckt sind und erst noch entdeckt werden müssen (Mystery) 
gegenüber eintönigen und vollständig einsehbaren Umgebungen bevorzugten. 
Darüberhinaus können visuelle Reize auch eine gesundheitsfördernde Wirkung 
besitzen. So erholen sich Menschen, die einen Blick in die Natur haben, in einem 
Krankenhaus besser als andere Patienten, die einen solchen Blick nicht haben (Ulrich, 
1984). Der Blick aus dem Fenster bildet im Übrigen einen wichtigen Parameter für den 
ökonomischen Wert von Wohnraum (Brensen et al., 1998). 
Die überblicksartig dargestellten Beispiele weisen auf die Bedeutung hin, die das Sehen 
für die Wahrnehmung und in der Folge auch Nutzung von Gebäuden und Städten hat. 
Im Folgenden werden Methoden vorgestellt, mithilfe derer sich räumliche 
                                              
43 Appleton analysiert in seiner Studie Landschaften. Die Prospect-Refuge-Theorie wurde in zahlreichen Studien zur 
Präferenz der Umwelt aufgenommen, s. z. B. Herzog (1992) für Stadträume oder Stamps (2006) für Innenräume. 
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Konfigurationen aus der Perspektive eines Betrachters quantifizieren lassen (Abschnitt 
3.2). Die sich mittels dieser Methoden errechnenden Maße haben einen starken Bezug 
zur Wahrnehmung und zum Verhalten von Menschen im Raum.  (Abschnitt 3.3) 
3.2 Sichtbarkeitsbasierte Raumrepräsentationen 
Im vorangegangenen Abschnitt wurde das Prinzip der Potenzialermittlung als geeignete 
Methode zur Beschreibung von wahrnehmungs- und verhaltensrelevanten Aspekten in 
räumlichen Konfigurationen vorgeschlagen. Die Erkennung dieser Potenziale erfolgt im 
Wesentlichen durch das Sehen und Bewegen im Raum. Im Folgenden werden 
Methoden beschrieben, die es ermöglichen das, was beim Aufhalten und Bewegen in 
einer räumlichen Konfiguration gesehen und wahrgenommen werden kann, zu 
repräsentieren und quantitativ zu erfassen. Der Großteil der hier beschriebenen 
Raumrepräsentationen gehört zum Standardrepertoire von Space Syntax.44 Da sie alle 
auf der Sichtbarkeit von Orten im Raum basieren, werden sie hier als 
sichtbarkeitsbasierte Raumrepräsentationen bezeichnet. Im Folgenden werden die 
relevanten Raumbereiche sowie die Maße, die sich aus diesen ableiten lassen (lokale 
und relationale) beschrieben. Studien über die Zusammenhänge zwischen diesen 
Maßen und dem menschlichen Verhalten werden anschließend in Abschnitt 3.3 
vorgestellt. 
3.2.1 Raumbereiche 
Um eine räumliche Konfiguration zu beschreiben ist es notwendig, diese in 
Raumbereiche zu gliedern. Erst eine solche Unterteilung ermöglicht es, Eigenschaften 
zu lokalisieren und Relationen zwischen Orten herzustellen. Typisch für eine solche 
Unterteilung ist, einen Gebäudegrundriss durch eine Menge an Zimmern und Fluren zu 
beschreiben oder eine Stadt durch Plätze, Straßen oder Straßenabschnitte. Bei einer 
solchen intuitiven Einteilung sind die Raumbereiche meist mit einer Bedeutung belegt: 
So wird unter einem Zimmer ein Raum verstanden, in dem man sich länger aufhalten 
kann (Aufenthaltsraum) und ein Flur als ein Raumbereich, der dazu da ist, andere 
Räume zu erschließen (Durchgangsraum). Die im Folgenden aufgeführten 
Raumbereiche sind reine geometrische Objekte. Sie bilden die Voraussetzung für die 
unter 3.3.2 und 3.3.3 beschriebenen Methoden zu Ermittlung von Raumeigenschaften, 
                                              
44 Space Syntax bezeichnet ursprünglich ein Repertoire an Theorien und Methoden zur Untersuchung der Beziehung 
zwischen Raum und Gesellschaft. Es entstand Anfang der 1970er Jahre am University College London um Bill Hillier 
(Conroy Dalton & Hölscher, 2008). Neben einer bis heute sehr lebendigen Forschungslandschaft existiert eine 
gleichnamige Firma, welche weltweit Planungen von Städten und komplexen Gebäuden durch Analysen und Beratung 
unterstützt. 
3 Quantitative Raumbeschreibung 
69
welche in der Folge dazu verwendet werden können, um ihnen eine Bedeutung zu 
geben – sie zu charakterisieren (s. 3.3). 
Punkt 
Der kleinste Raumbereich ist ein einzelner Punkt. Ein solcher Punkt repräsentiert einen 
potenziellen Standpunkt eines Menschen. Ein Punkt kann verwendet werden, um Orte 
in einer Konfiguration zu markieren, die für eine Bewertung eine besondere Rolle 
spielen. Dies kann beispielsweise der Eingang zu einer Wohnung oder ein 
Entscheidungspunkt in einer Stadt (Kreuzungspunkt) sein. Innerhalb einer räumlichen 
Konfiguration existiert eine theoretisch unendliche Menge an Punkten. Durch ein 
Punktraster mit bestimmter Auflösung kann eine für einen bestimmten Anwendungsfall 
genügende Menge an potenziellen Standpunkten repräsentiert werden. Eine Menge an 
Punkten, bei der alle in ihr enthaltenen Punkte einander sichtbar sind, bildet einen 
konvexen Bereich.  
Fläche (Convex Space) 
Ein durch begrenzende Oberflächen definierter konvexer Bereich wird als konvexer 
Raum („Convex Space“) bezeichnet (Hillier & Hanson, 1984). In der Mathematik ist 
eine konvexe Form dadurch definiert, dass innerhalb dieser Form keine Linie gezogen 
werden kann, die die Grenzen des Raumes berührt (Pottmann et al., 2007). Konvexe 
Räume von bestimmter Größe sind notwendig, damit Menschen bestimmte 
Handlungen ausführen können. So ist es beispielsweise notwendig, dass wenn eine 
Gruppe von Menschen (im realen Raum) miteinander kommunizieren will, diese sich 
gegenseitig sehen können. Da jeder Mensch eine gewisse räumliche Ausdehnung 
besitzt und Abstand zu Mitmenschen benötigt (Hall, 1966), müssen sie sich also in 
einem ausreichend großen konvexen Raum befinden. Ein nicht-konvexer Raum 
(konkaver Raum) behindert Sichtbeziehungen, was sich negativ auf die Kommunikation 
zwischen Personen auswirken kann (s. Abbildung 24). 
 
Abbildung 24: Drei Menschen in einem konvexen Raum (links) und in einem nicht-konvexer/konkaver Raum (rechts). 
Hillier & Hanson (1984) verwenden das Konzept der Convex Spaces zur Aufteilung 
räumlicher Konfigurationen in eine sogenannte Konvexe Karte (Convex Map). Diese 
besteht aus der kleinstmöglichen Menge an Convex Spaces die notwendig ist, um eine 
zu analysierende Umgebung vollständig abzudecken. Die Erzeugung von Convex Maps 
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wurde bislang hauptsächlich manuell vorgenommen. Hierfür wurde als Regel definiert, 
zuerst die größten und kompaktesten Convex Spaces zu identifizieren und dann 
schrittweise kleinere hinzuzunehmen (Hillier & Hanson, 1984). Eine Methode zur 
Identifizierung einer eindeutigen Menge an Convex Spaces existiert nicht. Zwar existiert 
mittlerweile ein Ansatz zur algorithmischen Berechnung einer Convex Map (Carranza & 
Koch, 2013). Das Problem besteht jedoch auf konzeptioneller Ebene, da in einigen 
Fällen keine eindeutige Unterteilung möglich ist. Dieses Problem wird in Abschnitt 
4.2.1 ausführlicher beleuchtet. 
Weg (Axial Line) 
Eine zusammenhängende Folge von Punkten im Raum kann als Weg bezeichnet 
werden. Liegen die Punkte alle auf einer geraden Linie und befindet sich auf dieser 
Linie kein Hindernis (Wand/Gebäude), spricht man von einer Sicht- bzw. 
Bewegungsachse, also von einer geraden Linie innerhalb einer Umgebung, auf welcher 
die Sicht bzw. die Bewegung nicht behindert wird. Hillier & Hanson (1984) bezeichnen 
solche Achsen als Axial Lines. Eine Axial Map besteht aus allen Axial Lines die nötig 
sind, um die Convex Spaces in einer Umgebung vollständig miteinander zu verknüpfen. 
Ein Algorithmus zur Erstellung dieser Karte findet sich bei Turner et al. (2005).  
In Abbildung 25 sind die drei verschiedenen Möglichkeiten eine räumliche 
Konfiguration in Raumbereiche zu gliedern am Beispiel des unter 3.1 genannten Group 
House dargestellt. 
 
Abbildung 25: Punktraster (links), Convex Map (Mitte) und Axial Map (rechts) am Beispiel des Group House. 
Für jeden dieser drei Raumbereiche (Punkt, Axial Linie, Convex Space) lassen sich 
Eigenschaften ermitteln. Hierbei kann unterschieden werden zwischen lokalen 
Eigenschaften (also Eigenschaften, die sich aus dem Raumbereich selbst bzw. aus seiner 
Beziehung zu den ihn umgebenden Oberflächen ableiten lassen) und relationalen 
Eigenschaften (Eigenschaften, die sich aus der Beziehung zu anderen Raumbereichen 
ableiten lassen). Erstere Eigenschaften sind die, die von einem Beobachter an einem 
konkreten Standpunkt wahrgenommen werden können. Letztere werden erst durch 
Bewegung innerhalb einer Konfiguration erfahrbar. 
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3.2.2 Lokale Eigenschaften von Raumbereichen 
Lokale Eigenschaften eines Raumbereiches bezeichnen all jene Eigenschaften, die sich 
entweder aus dem Raumbereich selbst ableiten lassen (die Fläche eines Convex Spaces 
oder die Länge einer Axial Line) oder aber aus ihrer Beziehung zu den sie unmittelbar 
umgrenzenden Oberflächen. Hierfür spielt der von einem Standpunkt sichtbare Bereich 
des Raumes eine zentrale Rolle. Convex Spaces und Axial Lines spielen in diesem 
Abschnitt nur insofern eine Rolle, als dass sie sich zur Erzeugung einer Punktmenge zur 
Aggregation der Eigenschaften von Punkten verwenden lassen. 
Isovist 
Unter einem Isovist versteht man den Teil eines Raumes, der ausgehend von einem 
einzelnen Punkt gesehen werden kann. Die Verwendung solcher Sichtfelder zur 
Umweltanalyse geht zurück auf eine Arbeit von Tandy (1967) zur Aufnahme von 
Landschaftseigenschaften. Benedikt (1979) nutzt diese Sichtfeldanalysen erstmals im 
Kontext gebauter Umwelt. Er sieht in der Sichtfeldanalyse einen „new and general way 
of describing architectural space“ (ebd., S. 47), der es ermöglicht architektonischen 
Raum quantifizierbar und damit auch wissenschaftlichen Untersuchungen zugänglicher 
zu machen. Turner et al. (2001) beschreiben das Konzept des Isovists als einen 
„intuitively attractive way of thinking about a spatial environment, because they 
provide a description of the space `from inside', from the point of view of individuals, 
as they perceive it, interact with it, and move through it.” (ebd., S. 103) 
Die Berechnung eines Isovists kann auf verschiedene Arten erfolgen. Benedikt (1979) 
beschreibt eine Variante basierend auf Strahlen welche ausgehend vom Blickpunkt die 
zu untersuchenden Konfiguration abtasten (Ray-Tracing). Der Isovist wird demnach als 
eine Menge an Liniensegmenten angegeben, welche sich durch Blickpunkt und die 
Schnittpunkte mit der Begrenzung definieren (s. Abbildung 26, links). Batty (2001) 
beschreibt eine Methode zur Berechnung von Isovisten basierend auf einem 
gleichmäßigen Raster (s. Abbildung 26, rechts). Weitere Ansätze (insbesondere mit 
dem Ziel der Steigerung der Berechnungsgeschwindigkeit) finden sich bei Izaki & Derix 
(2013) und Markhede & Carranza (2007). 
                             
Abbildung 26: Beschreibung eines Sichtfeldes anhand von Strahlen (r) ausgehend vom Blickpunkt x (links; Benedikt, 
1979) und anhand eines Punktrasters (rechts; Batty, 2001). 
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Benedikt beschreibt eine Menge an Messwerten, die sich auf Basis eines oder mehrerer 
Isovisten ableiten lassen. Dazu zählen sufficient set, sufficency number, sufficient paths, 
minimal path, area, perimeter, occlusivity, variance, skewness und circularity. Ein 
sufficient set ist die Menge an Isovisten die nötig ist, um alle in einer Konfiguration 
vorhandenen Räume vollständig abzudecken. Dafür gibt es nicht nur eine sondern 
mehrere Lösungen. Die kleinste Menge an notwendigen Isovisten, um den Raum 
vollständig abzudecken, wird als sufficency number bezeichnet.45 Ein sufficient path 
bezeichnet einen Pfad der nötig ist, um die gesamte Konfiguration zu sehen. Minimal 
path ist demnach der dafür kürzeste Weg. 
Die Fläche (Area) [m²] eines Isovists beschreibt die Fläche des von einem Standpunkt 
sichtbaren Teils einer räumlichen Konfiguration. Kim & Jung (2012) schlagen vor, die 
Fläche des Isovists auf Basis Distanz-gewichteter Strahlen zu berechnen (Distance 
Weighted Area). Dies kann insbesondere bei sehr tiefen Räumen wichtig sein, denn je 
weiter Bereiche vom Betrachterstandpunkt entfernt sind, desto weniger groß ist die 
Fläche, die diese Bereiche im gesehenen Bild einnehmen. Real-surface Perimeter [m] 
bezeichnet die Summe der Länge der Kanten des Isovists, welche von physischen 
Oberflächen berührt werden. Occlusivity [m] bezeichnet die Summe der Länge aller 
Kanten, welche nicht von physischen Oberflächen berührt werden, also alle „offenen“ 
Kanten. „Occluding edges are the locus of rates of change as we move: they are the 
locus of the appearance or disappearance of objects of surfaces into our field of view.” 
(Peponis, Karadima & Bafna, 2003, S. 17) Ist der Wert gleich 0, so befindet sich der 
Blickpunkt in einem geschlossenen konvexen Raum; ist der Wert > 0, so sind 
Raumbereiche wahrnehmbar, die außerhalb des Sichtfeldes liegen. Die Summe der 
beiden Werte Real-surface Perimeter und Occlusivity bildet den Gesamtumfang 
Perimeter des Isovistpolygons. Das Verhältnis von offenen zu geschlossenen Kanten 
wird als Openness bezeichnet (Franz, 2005). Weiterhin lässt sich die Anzahl der offenen 
Kanten bestimmen (Occlusion Count), was relevant sein kann, da ein großer Wert an 
Occlusivity sowohl durch viele kleine als auch durch wenige lange offene Kanten 
entstehen kann. 
Batty (2001) beschreibt mit Compactness das Verhältnis von Perimeter zur Area in 
Relation zu einem Kreis mit gleicher Fläche. Der resultierende Wert variiert zwischen 0 
und 1, wobei geringe Werte eine geringe Kompaktheit, große Werte eine hohe 
Kompaktheit darstellen. Ein Wert von 1 würde bedeuten, dass der Isovist die Form 
eines Kreises besitzt. Im Gegensatz dazu tendiert der Wert gegen null, wenn das 
Sichtfeld durch sehr viele dünne Hindernisse unterbrochen wird, man gleichzeitig aber 
                                              
45 Im Bereich der algorithmischen Geometrie (Computational Geometry) beschreibt dies das Problem der 
Museumswächter (Art gallery problem). Dabei gilt es die geringste Anzahl an Aufsehern zu ermitteln, mit der die 
Bewachung der gesamten Ausstellung gewährleistet werden kann. Eine ausführliche Beschreibung dieses Problems 
findet sich in O'Rourke (1987). 
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sehr weit sehen kann. Dies ist beispielsweise in einem großen Raum mit vielen Stützen 
der Fall. Compactness kann jedoch nicht mit Konvexität gleichgesetzt werden. So kann 
eine lange schmale Straße konvex sein, aber dennoch eine niedrige Compactness 
aufweisen. Stamps (2005) schlägt vor, die Konvexität eines Isovists über das Verhältnis 
der Isovist Area zur konvexen Hülle46 zu bestimmen. Er nennt das Maß Convex 
Deficiency. Eine weitere Möglichkeit die Konvexität zu bestimmen, führt über die 
Überprüfung der gegenseitigen Sichtbarkeit aller im Isovistpolygon existierenden 
Punkte (s. 3.2.3 – Visibility Graph). 
Minimal Radial Length [m] beschreibt die Entfernung vom Standpunkt zur 
nächstgelegenen Oberfläche. Maximal Radial Length [m] bezeichnet die Entfernung zu 
der von dem Betrachter am weitesten entfernten Oberfläche (also wie weit man 
maximal sehen kann). Mean Radial Length bezeichnet die durchschnittliche 
Strahlenlänge. Standard Deviation (Standardabweichung der Strahlenlänge), Variance 
(Varianz) und Skewness (Schiefe) sind Maße zur Beschreibung der Verteilung von 
Strahlen. Letzteres wird von Benedikt als Indikator für die Asymmetrie des Isovists 
interpretiert. Drift wurde von Conroy (2001) eingeführt und bezeichnet die Distanz 
zwischen dem Betrachterstandpunkt und dem geometrischen Schwerpunkt des 
Isovists.47  
Neben dem 360° Isovist, mit welchem sich Aussagen darüber treffen lassen, was man 
sehen kann, wenn man sich um die eigene Achse dreht ist es auch möglich, nur einen 
Ausschnitt des Isovists zu betrachten. Solche Isovisten nennt man gerichtete Isovisten 
(Lu, 2011). Die für den 360° Isovist beschriebenen Maße zur Charakterisierung der 
sichtbaren Geometrie können grundsätzlich auch auf gerichtete Isovisten angewendet 
werden. Sie bedürfen jedoch einer Anpassung. So sind beispielsweise die beiden 
occluding edges, die vom Betrachterstandpunkt aus bestehen separat zu handhaben, 
da diese nicht die sichtbare Geometrie charakterisieren, sondern nur die Grenze des 
Sichtfeldes darstellen. Anwendung finden gerichtete Isovisten in allen Fällen, in denen 
ein bestimmter Blick von Interesse ist. Hierzu muss die Richtung, in die ein potenzieller 
Betrachter blickt bekannt sein. Dies kann beispielsweise der Blick in eine Wohnung von 
der Eingangstür oder ein bestimmter Punkt auf einem Weg durch eine Stadt sein. 
Zusammengefasst bildet der Isovist eine Repräsentationsform des Raumes, welche es 
einerseits ermöglicht Sichtbarkeitsüberprüfungen vorzunehmen. (Kann ein bestimmter 
Raumbereich von einem Standpunkt aus gesehen werden und wenn ja, wie viel von 
                                              
46 Eine konvexe Hülle bezeichnet das kleinste konvexe Polygon, welches benötigt wird, um eine Menge an Punkten 
vollständig zu umschließen (s. Pottmann et al., 2007). 
47 Derix et al. (2008) interpretieren diesen Wert als „Kraft“, die einen Betrachter in Richtung Raummitte blicken lässt; 
jedoch wurde ein derartiger Zusammenhang bislang nicht nachgewiesen. 
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diesem Bereich ist sichtbar.) Andererseits lassen sich damit Raumbereiche mittels einer 
Vielzahl an „Formfaktoren“ charakterisieren. Letzteres ist dann nützlich, wenn zwischen 
den Formfaktoren und der Wahrnehmung des Raumes durch den Mensch 
Zusammenhänge bestehen. Untersuchungen hierzu finden sich unter 3.3. In erster Linie 
kann ein Isovist immer dann verwendet werden, wenn sowohl die Position eines 
Betrachters als auch die eines zu überprüfenden Objektes bekannt sind. In Abbildung 
27 ist dies am Beispiel eines Patientenzimmers in einem Krankenhaus verdeutlicht: Um 
einem Patienten einen möglichst hohen Grad an Privatheit zu bieten, sollte zwischen 
dem Patienten und dem öffentlichen Bereich des Krankenhauses (Flur) ein Sichtschutz 
bestehen. Die Position des Bettes (in dem sich der Patient die meiste Zeit aufhält) und 
die Position eines potenziellen Betrachters vor der Tür zum Patientenzimmer sind 
bekannt und es kann geprüft werden, ob und wie viel die beiden Bereiche voneinander 
sehen. 
 
Abbildung 27: Isovisten als Werkzeug zur Überprüfung, was gesehen werden kann am Beispiel eines 
Patientenzimmers. 
Isovist Field 
Ein einzelner Isovist erlaubt Aussagen über eine räumliche Konfiguration von einem 
bestimmten Blickpunkt aus. Sollen größere Raumbereiche, wie z. B. ein Convex Space, 
eine Axial Line oder eine gesamte räumliche Konfiguration charakterisiert werden, 
lassen sich Isovisten für alle in diesen Bereichen existierenden Standpunkte berechnen. 
Christenson (2010) beschreibt eine Methode, bei der für jeden Standpunkt eine 
verkleinerte Darstellung des Isovists gezeichnet wird. Dies ermöglicht die parallele 
visuelle Bewertung der Isovisten vieler Standpunkte. Ein Beispiel für eine sogenannte 
Occlusion Map ist in Abbildung 28 dargestellt. 
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Abbildung 28: Occlusion Map (rechts) für den Grundriss eines von Le Corbusier entworfenen Museums (links) 
(entnommen aus: Christenson, 2010). 
Werden die Eigenschaften dieser Isovisten (Area, Perimeter, Compactness usw.) in 
einem Skalarfeld gespeichert, spricht man von einem Isovist Field (Benedikt, 1979). Die 
Werte in diesem Isovist Field lassen sich entweder, wie von ihm vorgeschlagen, durch 
Konturlinien repräsentieren oder durch Einfärben der Punkte in einer sogenannten 
Heatmap (niedrige Werte werden in der Regel blau, hohe Werte rot dargestellt). 
Anhand dieser Darstellung lassen sich Muster in der Verteilung der Isovist-
Eigenschaften erkennen wie z. B. Bereiche, an denen viel gesehen werden kann, in 
denen das Sichtfeld sehr kompakt ist oder Bereiche, an denen sich die Eigenschaften 
stark ändern. In Tabelle 2 wurden am Beispiel einer einfachen räumlichen Konfiguration 
Isovist-Eigenschaften in einem Isovist Field abgebildet. 
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Batty (2001) beschreibt verschiedene Möglichkeiten, um räumliche Konfigurationen 
mittels Isovist Fields quantitativ zu charakterisieren. Hierzu zählen Durchschnitts-, 
Minimal- und Maximalwerte der einzelnen Eigenschaften sowie Maße zu Beschreibung 
ihrer Verteilung (Standardabweichung und Schiefe). Es ist jedoch zu bemerken, dass 
die aggregierten Eigenschaften nur begrenzt Aussagen über WVK zulassen. Dies ist 
vergleichbar mit dem Versuch, aus der durchschnittlichen Frequenz eines Musikstückes 
die Melodie zu erkennen. 
Eine bestimmte zusammenhängende Folge an Punkten innerhalb eines Isovist Fields 
kann zur Charakterisierung von Wegen verwendet werden (Benedikt, 1979; Conroy, 
2001; Batty 2001; Ostwald & Dawes, 2013). Conroy (2001) nennt diese Teilmenge des 
Isovist Fields Isovist Path (ebd., S. 7). Die Isovist-Eigenschaften der Punkte, die auf 
diesem Pfad liegen, lassen sich vom Start zum Endpunkt in einem Diagramm darstellen. 
In einem solchen route vision profile werden die zurückgelegte Distanz auf der x-Achse 
und der Betrag der Eigenschaften auf der y-Achse abgetragen. Benedikt zeigt anhand 
eines Beispiels einer einfachen städtischen räumlichen Konfiguration – bestehend aus 
einer Straße, welche auf einen Platz mündet –, wie sich die Isovist-Eigenschaften auf 
verschiedenen Pfaden ändern können. In Abbildung 29 ist das Isovist Field der 
Eigenschaft Isovist Area für diese Situation abgebildet. Drei Pfade die auf den Platz 
führen sind einskizziert. Die Änderungen, die sich für den Wert Isovist Area entlang der 
drei Pfade ergeben, sind im Diagramm (Abbildung 29, rechts) dargestellt. Es ist 
sichtbar, dass der Weg 1-2 einen viel abrupteren Wechsel der Isovist Area verursacht, 
als dies auf dem Weg 3-4 der Fall ist. 
 
Abbildung 29: Isovist Field einer räumlichen Konfiguration; links: Einmündung einer Straße auf einen Platz; rechts: 
Änderung der Isovist-Eigenschaften entlang der Pfade 1-2, 1-4, 3-4 (Benedikt, 1979). 
3D-Isovist 
Die bisher betrachteten Isovisten beschränken sich ausschließlich auf die Analyse 
zweidimensionaler räumlicher Konfigurationen. Zwar werden in der vorliegenden 
Arbeit ausschließlich diese Konfigurationen betrachtet, dennoch sollen hier auch kurz 
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die aktuellen Entwicklungen im Bereich dreidimensionaler Isovisten angerissen werden, 
da sie Entwicklungspotenziale für eine spätere Erweiterung der unter Abschnitt 4 
beschriebenen Methoden zur Generierung räumlicher Konfigurationen aufweisen. 
Durch 3D-Isovisten werden im Gegensatz zu 2D-Isovisten auch jene Teile eines Raumes 
erfasst, welche überhalb bzw. unterhalb der Sichtachse (Augenhöhe) liegen. Hierzu 
zählen Versprünge in der vertikalen Raumbegrenzung (wie eine Galerie in einer 
mehrgeschossigen Halle), Unterschiede in der Höhe/Neigung der Bodenfläche oder 
weit entfernte hohe Gebäude (Landmarks). 3D-Isovisten können auf zwei verschiedene 
Arten berechnet werden. Einerseits basierend auf Strahlen, analog zum 2D-Isovisten 
(Suleiman, Joliveau & Favier, 2013) und andererseits analytisch, indem die Sichtbarkeit 
von Oberflächen geprüft wird (Derix, Gamlesæter & Carranza, 2008). Ersteres bietet 
den Vorteil, dass sich aus den Eigenschaften der Strahlen mehr Messwerte (Länge, 
Auftreffwinkel) ableiten lassen. Letzteres erlaubt die Erstellung eines präzisen 3D-
Modells des Isovists. 
Auf Basis eines dreidimensionalen Isovists lassen sich wiederum eine Reihe von 
Eigenschaften bestimmen, wie z. B. das Volumen, der Flächeninhalt sichtbarer 
physischer Oberflächen (analog zu Real-Surface Perimeter) oder die Fläche „offener“ 
Isovistflächen (analog zu Occlusivity). Eine einheitliche Konvention zur Beschreibung 
der Eigenschaften von dreidimensionalen Isovisten existiert bislang noch nicht, was 
erklären könnte, warum sie noch nicht in Verhaltensstudien eingesetzt wurden (van 
Nes, 2011). Vereinzelt wurden weitere wahrnehmungsrelevante Maße vorgeschlagen: 
Bathia, Chalup & Ostwald (2012) beschreiben bspw. eine Methode, um auffällige 
Raumsituationen zu identfizieren. Für die Berechnung dieses Maßes wird die 
Ähnlichkeit aller Isovisten basierend auf der Verteilung der Strahlen des 3D-Isovists 
ermittelt. Die Autoren schlagen die Verwertbarkeit des Maßes für die Analyse von 
Wegfindungsperformance vor. Fisher-Gewirtzman & Wagner (2003) beschreiben einen 
Spatial Openness Index (SOI), als Maß für die wahrgenommene Dichte in einer Stadt 
„perceived density“. Das Maß beschreibt im Wesentlichen das Volumen eines 3D-
Isovists. 
 
Abbildung 30: 3D-Isovist in einem städtischen Raum. 
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Sichtbarkeit des Himmels & Tageslicht 
Mit dem Konzept des Isovists werden die Beziehungen zwischen dem Standpunkt und 
(weitestgehend) lichtabsorbierenden Oberflächen betrachtet. Betrachtet man die 
Relation des Standpunktes zu lichtemittierenden Flächen, so kann man die Menge an 
Licht, die auf einen Standpunkt trifft, ermitteln. Von besonderem Interesse ist hierbei 
die Menge an Tageslicht, die auf einen Punkt im Raum trifft. Tageslicht hat einen 
großen Einfluss auf die Emotionen von Menschen (Brandi, 2005) und bestimmt die 
maximalen Dimensionen von Gebäuden und deren innere Organisation wesentlich 
(Steadman, 2003). Es existieren zahlreiche Maße, um die Qualität und Menge an 
Tageslicht zu berechnen. Im Folgenden wird ausschließlich der Daylight Factor 
betrachtet. 
Der Daylight Factor errechnet sich aus der Menge des an einem Punkt sichtbaren 
Lichtes im Verhältnis zu der Gesamtmenge des vom Himmel emittierenden Lichtes. Als 
Himmelsmodell wird dafür ein bewölkter Himmel verwendet, bei dem sich der größte 
Anteil an Strahlung im Zentrum der Himmelskuppel befindet und zum Horizont 
allmählich nachlässt (Reinhart, 2010). Mit dem Daylight Factor findet die Orientierung 
von Oberflächen (Ost, West, Süd, Nord) keine Berücksichtigung. Er kann lediglich als 
Indikator dafür genommen werden, ob es an einer Stelle im Raum grundsätzlich hell ist 
oder nicht. Als Näherungswert für einen gut belichteten Innenraum kann ein Daylight 
Factor von 2 bis 5 % angenommen werden. Ab einem höheren Wert besteht die Gefahr 
von Blendung; ab einem niedrigeren Wert ist es zu dunkel um bestimmte Aktivitäten, 
wie z. B. Lesen auszuführen. Bei Verwendung anderer Himmelsmodelle lassen sich noch 
zahlreiche weitere Faktoren zur Beschreibung der Tageslichtmenge und -qualität 
beschreiben. Diese sind jedoch nicht Gegenstand der vorliegenden Arbeit. Sie werden 
ausführlich von Reinhart (2010) beschrieben. Wird ausschließlich der Anteil des 
Himmels, der gesehen werden kann gemessen, spricht man vom Sky View Factor. Auf 
einer unverbauten ebenen Fläche beträgt der Sky View Factor 100 %, in einem 
vollständig geschlossenen Raum 0 % (Ratti & Richens, 2004). Für Innenräume wird von 
Schneider et al. (2014) vorgeschlagen, einen sogenannten External View Factor zu 
berechnen. Hierfür werden Isovisten berechnet, bei denen die verglasten Bereiche eine 
Wand nicht als Hindernisse berücksichtigt werden. Der External View Factor errechnet 
sich aus der Summe aller Bogenlängen des außerhalb des Innenraumes liegenden Teils 
des Isovists. Das Maß wird normalisiert von 0 bis 1 (wobei 0 keinen Ausblick beschreibt 
und 1 einen 360° Rundumblick). In Abbildung 31 sind der Daylight Factor und der 
External View Factor für eine Wohnung in einem Skalarfeld dargestellt (rote Punkte 
beschreiben dabei hohe Werte, Blaue niedrige Werte). 
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Abbildung 31: Berechnung des Daylight Factors (links) und des Exterior View Factors (rechts) für eine Wohnung 
(Schneider et al., 2014). 
3.2.3 Relationale Eigenschaften von Raumbereichen 
Relationale Eigenschaften bezeichnen all die Eigenschaften, die sich aus den 
Beziehungen, die zwischen Raumbereichen bestehen, ableiten lassen. Da räumliche 
Konfigurationen nicht ausschließlich von einem Standpunkt aus wahrgenommen, 
sondern erst durch Bewegung im Raum vollständig erfasst werden können, bilden 
relationale Eigenschaften ein zweites wichtiges Mittel um eine räumliche Konfiguration 
zu beschreiben. 
Das Basiskonstrukt für das Messen von Relationen sind Graphen. Ein Graph besteht aus 
Knoten und Kanten. Die Kanten können gerichtet oder ungerichtet sein. Gerichtet ist 
eine Kante, wenn eine Verbindung von Knoten A zu Knoten B existiert, jedoch nicht 
von B zu A. Die Kanten können gewichtet sein, um beispielsweise die Stärke einer 
Beziehung zwischen Knoten abzubilden. Die Länge des kürzesten Pfades zwischen zwei 
Knoten wird als Distanz bezeichnet. Im Falle ungewichteter Kanten errechnet sich die 
Distanz aus der Anzahl der Kanten die notwendig sind, um von einem Knoten zu einem 
anderen zu gelangen – im Falle gewichteter Kanten aus der Summe der 
Kantengewichte. Es existieren noch zahlreiche weitere Besonderheiten für die 
Konstruktion von Graphen (s. Diestel, 1996). Diese sind jedoch für das Verständnis der 
folgenden Ausführungen nicht erforderlich. 
Was durch Knoten und Kanten sowie deren Gerichtetheit und Gewichtung 
repräsentiert wird, hängt vom jeweiligen Anwendungsfall ab. Anwendungen für 
Graphen und Graphenanalysen finden sich in zahlreichen Disziplinen. Der Analyse 
räumlicher Konfigurationen am nächsten ist die Analyse sozialer Netzwerke. Dort 
werden in einem Graphen Personen als Knoten, ihre Beziehung zueinander (enge 
Freunde, lose Bekannte) als Kanten dargestellt. Aus solchen Graphen werden Maße für 
jeden Knoten (jede Person) ermittelt, die Aufschluss darüber geben, welche Rolle diese 
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Person in der betrachteten sozialen Gruppe einnimmt (Scott, 1988). Analog erfolgt dies 
bei der Analyse räumlicher Konfigurationen. Hier werden Raumbereiche als Knoten 
repräsentiert und die Beziehungen zwischen den Raumbereichen als Kanten (March & 
Steadman, 1971). Bei den Beziehungen handelt es sich in aller Regel um Sicht- und 
Nachbarschaftsbeziehungen (ist ein Bereich von einem anderen aus sichtbar bzw. sind 
die Bereiche benachbart und einander erreichbar). Ist ein solcher Graph erstellt, lassen 
sich verschiedene Maße aus ihm ableiten, die Aussagen über Bedeutung der 
Raumbereiche innerhalb der Konfiguration zulassen. 
Eine Art von Graphenmaßen sind die sogenannten Zentralitätsmaße. Sie beschreiben 
die Wichtigkeit von Knoten in einem Graphen. Sie sind die am häufigsten verwendeten 
Graphenmaße bei der Analyse räumlicher Konfigurationen. Die wichtigsten 
Zentralitätsmaße sind Degree Centrality, Closeness Centrality und Betweenness 
Centrality. Sie werden im Kontext von Space Syntax als Connectivity, Integration und 
Choice bezeichnet. Degree Centrality (Connectivity) gibt an, wie viele Knoten mit 
einem Knoten verbunden sind. Die mit einem Knoten verbundenen Knoten werden 
auch als Nachbarn bezeichnet. Closeness Centrality (Integration) bezeichnet die Summe 
aller kürzesten Distanzen von einem Knoten zu allen anderen. Ist die Closeness 
Centrality eines Knoten niedrig, dann erreicht man alle anderen Knoten im Graphen im 
Durchschnitt sehr schnell; ist sie dagegen hoch, sind alle anderen Knoten im Mittel 
weit entfernt. Betweenness Centrality (Choice) eines Knotens bezeichnet die Anzahl 
der kürzesten Wege (von jedem zu allen Knoten), welche durch ihn führen. Je höher 
die Betweenness Centrality eines Knotens, desto öfter ist er Teil der kürzesten Wege in 
einem Graphen und desto häufiger wird er passiert. Die Distanz zwischen zwei Knoten 
wird bei Space Syntax als Step Depth bezeichnet: wie viele Schritte sind notwendig, 
um von A nach B zu kommen. 
Im Folgenden wird beschrieben, wie sich diese Konzepte auf die in 3.2.1 genannten 
Raumbereiche Punkt, Convex Space und Axial Line anwenden lassen. 
Convex Map Graph 
Um eine Convex Map zu analysieren, muss sie zunächst in einen Graphen überführt 
werden. Ein Convex Space bildet dabei die Knoten. Die Kanten repräsentieren die 
Nachbarschaftsbeziehungen. Zwei Convex Spaces sind benachbart, wenn sie eine 
gemeinsame Kante aufweisen, welche nicht vollständig durch eine physische 
Oberfläche gebildet wird (also wenn man von einem Convex Space einen anderen 
direkt erreichen kann). Diese Beziehung ist identisch zu den 
Nachbarschaftsbeziehungen, wie sie in den unter Abschnitt 2.3 beschriebenen 
Entwurfssystemen verwendet werden. Jede Kante in diesem Graphen hat ein Gewicht 
von 1. Es werden keine metrischen Distanzen im Convex Map-Graphen aufgenommen. 
Es wird ausschließlich die Topologie abgebildet. 
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Die Connectivity eines Convex Space gibt an, wie viele Convex Spaces von diesem 
direkt erreicht werden können. Integration beschreibt, wie nah ein Convex Space zu 
allen anderen liegt, wobei Nähe hier die Anzahl der dafür zu durchlaufenden Convex 
Spaces bezeichnet. Je höher Integration, desto näher ist ein Convex Space allen anderen 
(desto schneller gelangt man überall hin), je niedriger, desto weiter entfernt befindet 
sich ein Convex Space zu allen anderen. Oft wird ersteres als zentral oder integriert 
bezeichnet, Letzteres als segregiert. Choice beschreibt die Anzahl, wie oft ein Convex 
Space auf den kürzesten Wegen von allen Convex Spaces zu allen anderen durchlaufen 
wird. 
In Abbildung 32 sind die genannten Maße anhand des oben eingeführten Beispiels 
dargestellt. Die Convex Spaces werden dabei jeweils entsprechend der Werte auf einer 
Farbskala von blau (niedrige Werte) nach rot (hohe Werte) farblich dargestellt. Im 
linken Diagramm (Connectivity) ist ein Ring an Räumen mit hoher Connectivity (2 und 
mehr – türkis bis rot) erkennbar. An diesem Ring „hängen“ Räume mit einer 
Connectivity von 1 (blau). Dies ist typisch für Zimmer, die ein hohes Maß an Privatheit 
erfordern (a-type spaces, Hillier & Hanson, 1984).  
Im mittleren Diagramm (Integration) sind drei Räume erkennbar (rot gekennzeichnet), 
von denen man am schnellsten zu allen anderen gelangt. Weiterhin ist sichtbar, dass 
die Räume im linken Teil des Grundrisses weiter entfernt von allen andern liegen, als 
die im rechten Teil. Die am häufigsten passierten Räume sind im rechten Diagramm 
(Choice) abgebildet. Es ist ein ähnliches Muster wie im linken Diagramm (Connectivity) 
erkennbar; jedoch wird deutlich, dass die Raumbereiche im rechten Teil des Gebäudes 
trotz hoher Connectivity nicht zu den häufig zu durchlaufenden Bereichen zählen. Dies 
liegt darin begründet, dass in diesem Teil des Gebäudes ein zusätzlicher Weg vom 
Zentrum zum Rand existiert.  
 
Abbildung 32: Connectivity, Integration und Choice in einer Convex Map. 
Die Step Depth eines Convex Space beschreibt die Anzahl an Convex Spaces (minus 1), 
die durchlaufen werden müssen, um zu einem bestimmten Convex Space (z. B. 
Eingangsbereich) zu gelangen. In Abbildung 33 ist die Step Depth für das Group House 
vom Eingang aus (Abbildung, links) und vom integriertesten Raum aus (Abbildung 
rechts) in der Convex Map dargestellt. 
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Abbildung 33: Step Depth von verschiedenen Startpunkten einer Konfiguration. 
Axial Map Graph 
Analog zur Convex Map muss, um eine Axial Map zu analysieren, diese in einen 
Graphen überführt werden. Ein Knoten repräsentiert eine Axial Line. Eine Kante 
repräsentiert die Verbindung zwischen Axial Lines. Eine Verbindung besteht, wenn sich 
zwei Axial Lines schneiden. Die Distanz, um von einer Axial Line zu einer anderen zu 
gelangen wird – wie bei der Convex Map – in Schritten angegeben. Der Wechsel von 
einer Achse zu einer anderen kann als Richtungswechsel aufgefasst werden.48 Die Step 
Depth einer Axial Line zeigt demnach, wie viele Richtungswechsel (minus 1) notwendig 
sind, um zu einer bestimmten anderen Axial Line zu gelangen. Connectivity gibt die 
Anzahl der Axial Lines an, die mit einer Axial Line verbunden sind. In einer Stadt ist das 
i. d. R. die Anzahl der Straßen, die von einem geraden Teil einer Straße erreicht werden 
können. Integration und Choice errechnen sich aus den kürzesten Wegen von allen zu 
allen Axial Lines. Je höher der Wert Integration einer Axial Line, desto weniger 
Richtungswechsel sind im Durchschnitt notwendig, um zu allen anderen zu gelangen 
(desto einfacher ist es, dorthin zu gelangen). Je höher der Wert Choice, desto häufiger 
ist eine Axial Line Teil der im Graphen existierenden kürzesten Wege. Sie wird also am 
häufigsten passiert. 
In Abbildung 34 sind die Analyseergebnisse der Axial Map des Group House dargestellt. 
Im linken Diagramm (Connectivity) sind die zwei langen Achsen, die das Gebäude von 
links nach rechts durchziehen, als die mit der höchsten Connectivity (= 14) erkennbar. 
Die Achsen, die diese beiden miteinander verbinden weisen eine Connectivity von 6 
auf. Im mittleren Diagramm (Integration) wird sichtbar, dass es von der unteren Achse 
am einfachsten ist, zu allen anderen Teilen des Gebäudes zu gelangen. Im Diagramm 
rechts (Choice) wird ein Erschließungweg in Form einer Acht erkennbar. 
                                              
48 Es ist zu bemerken, dass bei langen gebogenen Straßen oder Fluren trotz eines geringen Winkels ein Schritt zwischen 
zwei Achsen zwischen diesen besteht. Diesem Problem wird durch die Verwendung von Segment Maps begegnet. 
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Abbildung 34: Connectivity, Integration und Choice in der Axial Map des Group House. 
Um die Eigenschaften einer Axial Line detaillierter beschreiben zu können,49 kann diese 
in Segmente unterteilt werden. Diese Unterteilung findet auf Basis der existierenden 
Schnittpunkte statt. Resultat der Unterteilung ist eine sogenannte Segment Map. In 
einer Segment Map müssen die Kanten anders gewichtet werden, denn die Anzahl der 
Schritte von einem Segment zu einem anderen kann täuschen. Denn wenn alle 
Segmente auf einer Geraden liegen, so ist die topologische Distanz dieses Weges gleich 
null. Um diese Distanz in einem Segment Map Graph abzubilden, werden die Kanten 
durch die Winkel, die zwischen den Segmenten bestehen gewichtet. Winkel von 180° 
(zwei Segmente bilden eine Gerade) repräsentieren demnach eine Distanz von 0, 
Winkel von 90° eine Distanz von 1. Eine ausführliche Beschreibung der bei dieser 
Analyse zu berücksichtigenden Besonderheiten findet sich bei Turner (2001a). Zu 
erwähnen ist weiterhin, dass die Berechnung der Graphenmesswerte auch für 
unterschiedliche Radien vorgenommen werden kann. Dadurch lassen sich 
beispielsweise für Fußgänger zumutbare Distanzen berücksichtigen (800 m entspricht 
einem Fußweg von ca. 10 min). Da in der vorliegenden Arbeit keine größeren 
räumlichen Konfigurationen (wie ganze Städte) betrachtet werden, wird auf eine 
ausführliche Darstellung der Berechnung von Graphenmesswerten in Radien verzichtet. 
Visibility Graph 
In einem Visibility Graphen bilden einzelne Standpunkte im Raum die Knoten des 
Graphen. Eine Kante repräsentiert die gegenseitige Sichtbarkeit von zwei Punkten. 
Zwei Punkte sind einander sichtbar, wenn zwischen ihnen eine Linie gezogen werden 
kann, die nicht von den Oberflächen der Konfiguration geschnitten wird (s. Abbildung 
35). Die Kanten des Graphen sind ungerichtet, denn wenn ein Punkt A einen Punkt B 
sehen kann, so kann Punkt B auch Punkt A sehen. Sind konkrete Standpunkte a priori 
bekannt, kann ein Visibility Graph anhand dieser erstellt werden. Hierbei besteht 
jedoch die Gefahr, dass nicht alle Punkte zusammenhängen, sodass die Graphenmaße 
nicht adäquat berechnet werden können. In aller Regel wird daher die zu 
                                              
49 Es ist zu bemerken, dass bei langen gebogenen Straßen/Fluren trotz eines geringen Winkels zwischen zwei Achsen 
ein topologischer Schritt zwischen diesen besteht. Darüber hinaus besitzt eine Axial Line über ihre gesamte Länge die 
gleichen Eigenschaften. Dies ist insbesondere bei sehr langen Achsen nicht besonders aussagekräftig. 
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untersuchende räumliche Konfiguration, wie im Falle der Isovist Fields, in ein 
gleichmäßiges Raster an Punkten unterteilt (Turner et al., 2001). 
 
 Abbildung 35: Unterschiedliche Varianten für Positionen, die drei Personen (a, b, c) in einer räumlichen 
Konfiguration einnehmen können und für die daraus resultierenden Sichtbeziehungen (1.-3. v. l.); Visibility Graph 
basierend auf einem regelmäßigen Punktraster (rechts). 
Visual Connectivity beschreibt die Anzahl der Punkte, die direkt mit einem Punkt 
verknüpft sind. Dieser Wert ist, vorausgesetzt die Punkte des Graphen sind gleichmäßig 
verteilt, äquivalent zu der Fläche eines Isovists. Visual Integration beschreibt, wie viele 
Richtungswechsel im Durchschnitt notwendig sind, um von einem Punkt alle anderen 
zu sehen. Sie beschreibt also, wie einfach es ist, einen Punkt im Raum zu sehen. Die 
Berechnung der Betweenness Centrality (Visual Choice) von Punkten in Visibility 
Graphen wurde bislang noch nicht vorgenommen. Aus Sicht des Autors müsste dieses 
Maß Punkte hervorheben, über die man läuft, wenn man zu allen anderen gelangen 
will (also sogenannte Kreuzungs- oder Entscheidungspunkte). Visual Step Depth gibt 
an, wie viele Richtungswechsel (minus 1) von einem bestimmten Punkt im Raum 
notwendig sind, um einen anderen zu sehen. In Abbildung 35 (1. v. l.) sind drei Punkte 
(a, b, c) dargestellt. Die Visual Step Depth von Punkt a zu Punkt b beträgt 1, da diese 
sich gegenseitig sehen können. Turner et al. (2001) bezeichnen dies als First-Order 
Visibility. Von Punkt a zu Punkt b beträgt die Visual Step Depth = 2. Sie können sich 
erst sehen, nachdem eine geradlinige Bewegung ausgeführt wurde. Sie können sich 
sozusagen erst auf den zweiten Blick sehen – also nach einer Bewegung hin zu jenen 
Punkten, die auf den ersten Blick gesehen werden können. Turner et al. (2001) nennen 
dies Second-Order Visibility.  
In Abbildung 36 sind Visual Connectivity, Visual Integration und Visual Step Depth am 
Beispiel des Group House dargestellt. Bereiche, innerhalb derer viel gesehen werden 
kann (Visual Connectivity), sind z. B. Kreuzungspunkte und ein größerer Bereich auf der 
unteren das Gebäude durchziehenden Achse. Die Bereiche, die am einfachsten gesehen 
werden können (Visual Integration) bilden das in der Axial Choice identifizierte Acht-
förmige Erschließungssystem ab. Die Visual Step Depth wurde von der Position des 
Eingangs aus berechnet. Sie zeigt, dass sich ein Besucher durch den Eingangsbereich 
bewegen muss, wonach er wichtige Teile des Gebäudes (Zentrum und 
Haupterschließungsachse) sehen kann. Die Wohnräume sind erst ab zwei und mehr 
Richtungswechseln zu sehen. 
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Abbildung 36: VGA des Group House, links: Connectivity, Mitte: Integration; rechts: Visual Step Depth vom 
Eingang. 
Neben den gängigen Maßen werden von verschiedenen Autoren noch weitere Maße 
vorgeschlagen, welche hier vollständigkeitshalber erwähnt werden sollen. Wiener & 
Franz (2005) bezeichnen den Quotienten aus der Anzahl der Punkte, die erst auf den 
zweiten Blick gesehen werden können, und der Connectivity als Revelation. Es kann als 
Maß dafür verwendet werden, wie viel mehr von einem Standpunkt durch Bewegung 
sichtbar wird. „A low revelation coefficient indicates an area of high visual stability.“ 
(ebd., S. 47) 
Der Clustering Coefficient gibt an, wie viele Nachbarn eines Punktes einander sichtbar 
sind (Turner et al., 2001). Er wird berechnet, indem die Anzahl der Kanten aller von 
einem Standpunkt sichtbaren Punkte durch dessen Connectivity geteilt wird. Der 
Clustering Coefficient ist 1, wenn der Isovist des betrachteten Standpunktes konvex ist 
und geht gegen 0, wenn der Isovist viele Bereiche aufweist, die sich gegenseitig nicht 
sehen (z. B. im Bereich einer Tür, die zwei Räume miteinander verbindet). Niedrige 
Werte markieren somit Übergangsbereiche zwischen einander nicht sichtbaren 
Raumbereichen. Hohe Werte (> 0.9) weisen auf ein konvexes Sichtfeld hin.  
In Turner (2001b) werden die drei Werte Control, Controllability und Entropy 
eingeführt. Mit Control lassen sich Bereiche identifizieren, an denen man viel sehen 
kann, demgegenüber die Orte, die gesehen werden, jedoch selbst nur wenig sehen. Ein 
Beispiel für einen solchen Raumbereich ist das Zentrum des Panoptikons (s. 3.1). 
Controllability entspricht im Wesentlichen dem von Wiener & Franz (2005) 
vorgeschlagenen Wert Revelation. Je kleiner der Bereich, der auf den ersten Blick 
gesehen werden kann, und je größer der Bereich, der auf den zweiten Blick gesehen 
werden kann, desto kontrollierbarer ist der Bereich. Control „picks out visually 
dominant areas, whereas controllability picks out areas that may be easily visually 
dominated” (Turner, 2004, S. 16). Die Entropy eines Punktes beschreibt den Grad an 
Asymmetrie der Verteilung seiner Visual Step Depth-Werte. Sind von einem Punkt viele 
Punkte innerhalb einer bestimmten Visual Step Depth erreichbar, ist seine Entropy 
niedrig. Sind die Visual Step Depth-Werte gleichmäßig verteilt, so ist die Entropy 
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hoch.50 Entropy „corresponds to how easy it is to traverse to a certain depth within the 
system (low disorder is easy, high disorder is hard)“ (Turner, 2001b, S. 9). 
Hillier (1996) beschreibt ein Maß für die Verständlichkeit einer räumlichen 
Konfiguration – Intelligibility. Es errechnet sich aus dem Grad des Zusammenhangs 
(Bestimmtheitsmaß R²) zwischen Connectivity und Integration. Eine räumliche 
Konfiguration ist demnach verständlicher, wenn Bereiche, innerhalb derer man viel 
sehen kann – also Bereiche mit hoher Connectivity – gleichzeitig auch Bereiche sind, 
von denen man einfach alle anderen Bereiche der Konfiguration sehen kann. In 
Abbildung 37 sind drei Varianten des Group House dargestellt. Die mittlere Variante 
zeigt das Original. In der Variante links wurden die Wege begradigt und Hindernisse 
entfernt. In der Variante rechts wurden Wände verschoben, um die langen Sichtachsen 
zu unterbrechen. Für alle drei Varianten wurde eine Visibility Graph-Analyse, basierend 
auf einem gleichmäßigen Punktraster durchgeführt. Die Werte Connectivity und 
Integration wurden in einem Streudiagramm visualisiert und das Bestimmtheitsmaß R² 
berechnet. Es ist zu erkennen, dass die Intelligibility der begradigten Konfiguration im 
Vergleich zur Originalkonfiguration gestiegen – das Layout also verständlicher 
geworden – ist, während sie in der Variante rechts deutlich gesunken ist. Es soll an 
dieser Stelle darauf hingewiesen werden, dass alle drei Varianten formal zwar eine sehr 
große Ähnlichkeit aufweisen, in ihrer Funktion jedoch große Unterschiede zeigen. Es 
wird deutlich, dass sich mit den beschriebenen Methoden Eigenschaften in räumlichen 
Konfigurationen erkennen lassen, die auf den ersten Blick nicht ersichtlich sind. 
 
Abbildung 37: Drei Varianten des Group House, ihre korrespondierende Intelligibility (angegeben als R²) und 
Streudiagramme, welche den Zusammenhang zwischen Connectivity und Integration grafisch zeigen. 
                                              
50 Turner (2004) führt einen praktischen Nutzen dieses Maßes an: In einem Visibility Graphen werden große Räume 
aufgrund der hohen Anzahl der sich in ihnen befindenden Punkte grundsätzlich stärker gewichtet als kleinere Räume. 
Dieser Effekt lässt sich durch Entropy eliminieren. 
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3.3 Interpretation der Maße 
Im vorangegangenen Abschnitt wurden sichtbarkeitsbasierte Raumrepräsentationen 
und die Maße, die sich aus ihnen ableiten lassen, vorgestellt. Es steht damit ein 
umfangreiches Repertoire zur Verfügung, um räumliche Konfigurationen zu 
beschreiben. Intuitiv lassen sich diese Maße bereits interpretieren – so kann erkannt 
werden, ob ein Raum groß, einfach, abwechslungsreich erscheint oder ob er an einer 
zentralen bzw. abgelegenen Position liegt. Offen ist jedoch die Frage, ob diese intuitive 
Interpretation auch einen Bezug zu Wahrnehmung und Verhalten von Menschen hat. 
Der folgende Abschnitt befasst sich daher damit, ob diese Maße wahrnehmungs- und 
verhaltensrelevante Maße darstellen. Hierzu werden Studien vorgestellt, in denen 
Zusammenhänge zwischen diesen Maßen und menschlichem Verhalten untersucht 
wurden. Solche Studien werden auch als Umwelt-Verhaltensstudien (Environment-
Behaviour-Studies, kurz EBS) bezeichnet. Grundsätzlich ist die Doppelbeziehung 
zwischen dem Verhalten von Menschen und ihrer Umwelt, also der Einfluss der Umwelt 
auf den Menschen und vice versa Gegenstand von EBS (Rapoport, 1994). Für die 
vorliegende Arbeit sind jedoch nur Studien von Interesse, die die Auswirkungen von 
Umwelteigenschaften (genauer gesagt: Raumgeometrie) auf das menschliche Verhalten 
untersuchen. 
Für eine EBS sind erstens empirische Daten zum menschlichen Verhalten (abhängige 
Variablen) und zweitens Eigenschaften der Umwelt (unabhängige Variablen), mit denen 
dieses Verhalten in Zusammenhang gebracht werden soll, zu ermitteln. 
Verhaltensdaten können bspw. durch Beobachtung (Zählung, Tracking) oder Befragung 
(Interviews, Fragebögen) erhoben werden. Eigenschaften der Umwelt lassen sich 
entweder manuell durch visuelle Inspektion oder automatisiert durch Algorithmen 
ermitteln. Letztere bieten den Vorteil, dass der Vorgang objektiv abläuft und Daten 
somit vollständig reproduzierbar sind. Die unter 3.2 vorgestellten Methoden bieten ein 
großes Potenzial für EBS, da sie Umwelteigenschaften aus der Perspektive eines 
Menschen repräsentieren und sich auf alle Umweltsituationen anwenden lassen (Dara-
Abrams, 2009; Montello, 2007; Conroy Dalton & Hölscher, 2008). Sie ermöglichen, im 
Gegensatz zu den bislang gängigen qualitativen Raumbeschreibungen (wie z. B. bei 
Kaplan & Kaplan, 1982; Herzog, 1992; Ewing & Handy, 2009) eine generische 
Beschreibung von Räumen, was eine Vergleichbarkeit verschiedener Umwelten erlaubt 
(Stamps, 2005).  
Die Umweltreize können Testpersonen sowohl im Realraum als auch unter 
Laborbedingungen (anhand von Fotos oder mittels VR-Systemen) präsentiert werden. 
Ersteres hat den Vorteil, dass das Verhalten unter weitestgehend realen Bedingungen 
untersucht wird – Letzteres, dass zahlreiche Störvariablen ausgeblendet werden 
können. Moderne VR-Technik bietet mittlerweile einen hohen Grad an Realismus 
(sowohl visuell durch photorealistische 3D-Modelle als auch sensomotorisch – durch 
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Interfaces zur Interaktion, wie z. B. Treadmills). Auf der anderen Seite bietet mobile 
Sensortechnik viele Möglichkeiten, um im Realraum Störvariablen (z. B. Lärm, 
Sonneneinstrahlung, CO2-Gehalt) aufzunehmen (Kuliga et al., 2016). Sind die Daten 
erhoben, können sie mittels verschiedener statistischer Methoden ausgewertet 
werden.51 
Die im Folgenden aufgeführten Studien sollen einen Überblick über den Stand der 
Forschung bei der Untersuchung der Zusammenhänge zwischen quantifizierbaren 
Raumeigenschaften und dem menschlichen Verhalten geben. Die betrachteten Aspekte 
sind Raumwirkung, Bewegungsmuster, soziale Interaktion und Wegfindung. 
3.3.1 Raumwirkung 
In Studien zur Raumwirkung wird untersucht, wie Menschen die ihnen präsentierten 
Räume hinsichtlich der Wirkung, die sie auf sie ausüben, einschätzen. Es existieren 
zahlreiche Wörter, mit denen sich die Wirkung einer räumlichen Umgebung 
beschreiben lässt. Hershberger & Cass (1988) unterscheiden für die Bewertung der 
Raumwirkung zwischen affektiven Kriterien (also solchen, die mit einer persönliche 
Wertung einhergehen) und Kriterien zur Beschreibung der Umwelt. Beispiele für 
ersteres sind: Pleasentness (Annehmlichkeit), Interestingness (Interessantheit), Safety 
(Sicherheit) oder Beautiness (Schönheit). Beispiele für Letzteres sind Spaciousness 
(Weiträumigkeit), Openness (Offenheit), Enclosure (Geschlossenheit) oder Complexity 
(Komplexität). Um eine Bewertung dieser Kriterien zu erhalten, werden den 
Testpersonen häufig Gegensatzpaare präsentiert (wie z. B. hell-dunkel, angenehm-
unangenehm, komplex-einfach), von denen sie dann das zutreffendste auswählen 
müssen. Häufig wird hierfür eine Rating-Skala verwendet. Eine Reihe von 
Gegensatzpaaren nennt man auch Semantisches Differenzial. Stimuli werden den 
Testpersonen in Varianten präsentiert. Dies hat zwei Gründe: Erstens fällt es Menschen 
leichter, etwas in Relation zu etwas anderem zu bewerten (Cohn, 1894). Zweitens 
bedarf es, um Aussagen verallgemeinern zu können, einer möglichst großen Menge an 
überprüften Fällen, wobei sich die Fälle in wesentlichen Merkmalen unterscheiden 
sollten (Rapoport, 1990). 
                                              
51 Eine unabhängige Variable (Umwelteigenschaft) gilt als signifikant, wenn ihr Einfluss auf die abhängige Variable 
(Verhalten) als nicht zufällig erkannt wird. Diese Signifikanz wird durch den p-Wert beschrieben. Bei einem p<0.05 
gilt das Ergebnis einer Untersuchung als signifikant; bei p<0.01 spricht man von höchst signifikant. Der 
Korrelationskoeffizient r (Pearson-Korrelation) gibt den Grad eines linearen Zusammenhanges an. Er kann Werte 
zwischen -1 und 1 annehmen, wobei ein Wert >1 einen positiven, < 1 einen negativen Zusammenhang darstellt. Das 
Bestimmtheitsmaß (R²) beschreibt, wie stark der Zusammenhang zwischen zwei Variablen ist. Ein R² von 1 weist auf 
einen sehr starken Zusammenhang hin (es bedeutet, dass aus dem Wert einer Variablen der Wert der anderen abgeleitet 
werden kann). Ein solcher starker Zusammenhang muss jedoch noch keinen kausalen Zusammenhang bedeuten, da das 
Ergebnis auch durch „Drittvariablen“ verursacht sein kann. Siehe hierzu die kuriosen Korrelationen in Vigen (2015). 
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Die erste Studie, in der nach Zusammenhängen zwischen Isovist und Raumwirkung 
gesucht wurde, stammt von Benedikt & Burnham (1985). In einer Studie mit 16 
Teilnehmern wurden 30 räumliche Konfigurationen (Hotellobby mit Flur) jeweils 
paarweise anhand von Modellen präsentiert. Die Testpersonen waren aufgefordert den 
Raum, den sie am größten empfanden, auszuwählen. Es konnte ein signifikanter 
Zusammenhang zwischen Isovist Area und der empfundenen Größe festgestellt werden 
(p < 0.001). 
Franz (2005) untersuchte die Kriterien Interestingness, Pleasentness, Complexity, 
Beautiness, Spaciousness, Enclosure und Clarity. In der Studie wurden den 
Testpersonen (N = 16) in einer VR-Umgebung 16 verschiedene Räume präsentiert (s. 
Abbildung 38). Die Position der Testpersonen war fix, sie konnten sich jedoch frei 
umsehen. Die Werte für die Beurteilungskriterien konnten die Testpersonen mittels 
eines Schiebreglers definieren. Aus den Testergebnissen konnten signifikante 
Zusammenhänge zwischen Isovist Area und Spaciousness (r = 0.83, p<0.001) und 
Beauty (r = 0.73, p<0.01), zwischen Isovist Openness und Pleasentness (R² = 0.69, 
p<0.01), zwischen Interestingness und Isovist Circularity, Occlusivity und Anzahl der 
Isovistpolygonecken (R² = 0.73, p<0.01) und zwischen Clarity und Isovist Compactness 
(R² = 0.93, p<0.001) gefunden werden. Zu ähnlichen Ergebnissen gelangt Stamps 
(2007) für Spaciousness und Stamps (2005) für Enclosure. 
    
Abbildung 38: Räumliche Konfigurationen zur Bewertung der Raumwirkung bei Franz (2005). 
Frölich, Schneider, Kuliga, Bielik & Donath (2015) untersuchten den Einfluss von 
Stadträumen auf die Pleasentness. In der Studie mit 80 Teilnehmern wurde ein 
neuartiges Studiensetup getestet: Testpersonen wurden in einer VR-Umgebung zwei 
verschiedene Szenen präsentiert – Straßenraum und städtischer Platz. Mittels eines 
eigens entwickelten Interfaces konnten die Teilnehmer die Szenen durch Parameter wie 
Höhe, Breite und Tiefe variieren. Die Testpersonen wurden aufgefordert angenehme 
und unangenehme Situationen zu erstellen. Die Ergebnisse zeigten hohe 
Übereinstimmungen bei den erstellten Szenen. So entstanden bestimmte Typen von 
angenehmen und unangenehmen Straßen/Plätzen. Eine Analyse der drei jeweils am 
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häufigsten auftretenden Typen lässt vermuten, dass ein Zusammenhang zwischen dem 
Verhältnis von horizontalen zu vertikalen Flächen und der Pleasentness besteht. So war 
bei den als angenehm empfundenen Szenen das Verhältnis H : V im Mittel 3 : 2, 
während bei den als negativ empfundenen Szenen extreme H : V-Verhältnisse (1 : 10) 
den Großteil der Szenen bestimmten. 
Kuliga et al. (2013) konnten in einer Studie (Seattle Public Library) im realen Raum (N 
= 36) die Befunde zur Korrelation von Isovist Area mit Spaciousness (r = 0.77) und 
Openness (r = 0.73) bestätigen. Interessanterweise waren die Korrelationen mit den 
gerichteten Isovisten niedriger (r = 0.61 für Spaciousness und r = 0.48 für Openness). 
Darüber hinaus fanden sie einen Zusammenhang zwischen Visual Integration und 
wahrgenommener Sicherheit (r = 0.19, p<0.05) sowie wahrgenommener Privatheit (r 
= -0.67, p<0.01). 
Weitkamp, van Lammeren & Bregt (2013) untersuchten den Zusammenhang zwischen 
Isovist Radials und der wahrgenommenen Offenheit von Landschaften. 32 Teilnehmer 
besuchten 13 Landschaften vor Ort und mussten den Grad an Offenheit (auf einer Skala 
von 1 – 10) einschätzen. Die Einschätzung der Testpersonen korrelierte am stärksten 
mit Isovist MeanRadial (r = 0.90, p<0.01). 
Eine erste empirische Studie im realen urbanen Raum findet sich bei Bielik, Schneider, 
Kuliga, Valášek & Donath (2015). Hier mussten die Testpersonen (N = 41) auf drei 
vordefinierten Pfaden (in jeweils zwei Richtungen) durch eine Stadt (Weimar/Thür.) 
laufen. Während dieses Weges mussten die Testpersonen ihren Gesamteindruck auf 
einer Karte farbig kennzeichnen (rot – angenehm, blau – unangenehm). An 
ausgewählten Stationen (insgesamt 30) wurde ein semantisches Differenzial (mit 11 
Items) zur detaillierten Bewertung der jeweils sichtbaren räumlichen Situation 
ausgefüllt. Durch Komponentenanalyse der 11 Items wurden drei Komponenten zur 
Bewertung des Raumes identifiziert: Appeal (Boring/Interesting, Insecure/Secure, 
Chaotic/Ordered, Ugly/Beautiful, Like/Dislike); Activity (Crowded/Empty, Noisy/Quiet, 
Public/Private) und Spatial Experience (Dark/Light, Enclosed/Open, Narrow/Spacious). 
Activity und Spatial Experience korrelierten mit Graphenmesswerten des 
Straßennetzwerks, wobei die höchste Korrelation zwischen Integration (R600) und 
Activity festgestellt werden konnte (R² = 0.52, p<0.05). Spatial Experience korrelierte 
mit R² = 0.22 (p<0.05). Die höchste Korrelation zu dem Faktor Appeal ließ sich durch 
eine Kombination von Graphenmaßen und den lokalen Isovistmaßen erreichen (R² = 
0.19, p<0.05). 
3.3.2 Bewegungsmuster 
Die Wege, die Menschen in einer Stadt bzw. in einem Gebäude nehmen, lassen sich 
durch Beobachtung erfassen. Hierzu werden in der Regel manuell Zählungen an 
sogenannten Gates vorgenommen. Zunehmend werden jedoch Tracking-Techniken z. 
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B. Videos oder GPS-Daten von Mobiltelefonen eingesetzt. Dadurch lassen sich in 
kürzester Zeit große Datenmengen über große Gebiete sammeln. Die aggregierten 
Wege einer großen Anzahl von Menschen werden als Bewegungsmuster bezeichnet. 
Diese Bewegungsmuster spielen eine große Rolle bei der Anordnung von bestimmten 
Nutzungen (wie z. B. die Geschäfte in einer Stadt oder Kommunikationsbereiche in 
einem Gebäude). 
In zahlreichen Studien konnte gezeigt werden, dass die unter 3.2.3 beschriebenen 
Graphenmesswerte zu einem hohen Grad mit den realen Bewegungsmustern in 
Gebäuden und Städten korrelieren. Penn (2001) fasst zusammen, dass mit weltweit 
vorgenommenen Space Syntax-Studien in Stadtstrukturen zwischen 60 und 80 % der 
Varianz von Bewegungsmustern erklärt werden konnten. Dieser starke Zusammenhang 
ist zunächst erstaunlich, da bei der Berechnung der räumlichen Eigenschaften 
zahlreiche Faktoren, wie z. B. die Länge von Wegen, die Nutzung und Größe von 
Gebäuden als auch die Ziele, die die Menschen verfolgen, ausgeblendet werden. 
Ausschließlich eine einfache Beschreibung der Geometrie des Straßennetzes 
(Sichtachsen) und deren Verknüpfung werden im Modell abgebildet. Die Maße 
werden, ohne Rücksicht auf Ursprung und Ziele der Bewohner, mittels der kürzesten 
Wege von allen zu allen gebildet: „A form of analysis, which explicitly excludes the 
individual, appears to be able powerfully to predict the behaviour of a population of 
individuals.” (ebd., S. 3) In neueren Studien wird statt der Axial Map eine Segment 
Map zur Berechnung der Graphenmesswerte verwendet (s. 3.2.3). Hillier & Iida (2005) 
haben Axial- und Segment Map anhand der Fußgänger- und Fahrzeugverkehrzählungen 
von vier Londoner Stadtteilen verglichen. Die Korrelationen beider Vekehrsmodi zu 
Integration und Choice in der Segment Map waren signifikanter und höher als zu den 
Werten in einer Axial Map. 
Die Effektivität des Modells lässt sich (zumindest teilweise) nachvollziehen, wenn man 
die bei der Analyse verwendeten Elemente (z. B. Axial Lines) als eine Menge an 
Personen versteht. Diese Personen gehen im Laufe eines längeren Zeitraumes zu 
anderen Personen. Welche das sind, kann nicht im Voraus gesagt werden. Daher wird 
angenommen, dass jede Person einmal zu jeder Person geht. Um zu diesen zu gelangen 
läuft eine Person nicht den metrisch kürzesten Weg, sondern den „psychologisch 
kürzesten“, also den mit den geringsten Richtungsänderungen 
 (Golledge, 1995). Durch die Berechnung der Graphenmesswerte in einer Axial Map 
wird dieses einfache Verhalten gewissermaßen simuliert.52 Hillier et al. (1993) 
beschreiben diese berechneten Bewegungsmuster als Natural Movement – also die 
Bewegung, die durch die räumliche Konfiguration „ohne weiteres Zutun“ (dies wären 
                                              
52 Da jedes Element in einer Axial Map gleich viele Personen enthält erklärt sich auch, warum in Städten, in denen die 
Bebauungsstruktur sehr homogen ist, die stärksten Zusammenhänge gefunden wurden. 
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z. B. Attraktoren, wie Shopping Center oder Sehenswürdigkeiten) entsteht. „Integrated 
spaces which are well connected to, and shallow from, all the other spaces in the 
system will attract movement simply as a consequence of their strategic position.” 
(Sailer & Penn, 2007) Über lange Zeiträume beeinflusst die „natürlich vorhandene 
Anzahl an Menschen“ auch die Nutzung der jeweiligen Raumbereiche. In einer Stadt 
entstehen Geschäfte an Wegen, die stark frequentiert sind. Dies führt zu einem 
sogenannten Multiplier Effect, da die Präsenz von Geschäften wiederum auch 
Menschen anzieht (Hillier, 1996).  
Auf Gebäudeebene ist insbesondere bei komplexen Gebäuden eine ähnlich starke 
Korrelation zwischen Graphenmesswerten und Bewegungsmustern zu beobachten. 
Turner et al. (2001) haben die Ergebnisse einer Visibility Graph-Analyse (Visual 
Integration) mit den Bewegungs- und Aufenthaltsdaten in der Tate-Gallery korreliert 
(s. Abbildung 39). Die Menge an Menschen korrelierte mit Visual Integration mit R² = 
0.63. Der einzige signifikante sogenannte Ausreißer war der Museumsshop. Hier 
hielten sich trotz eines niedrigen Wertes an Visual Integration die meisten Menschen 
auf. Dieses Phänomen ist nicht durch ein Natural Movement verursacht, sondern durch 
andere zusätzliche Hinweise (Schilder) oder bestimmte Motivationen von Menschen, 
sich in diesem Raumbereich länger aufzuhalten (Shop). 
 
Abbildung 39: Anzahl der sich in den Räumen aufhaltenden Menschen (links), VGA - Visual Integration53 (mitte), 
Korrelation zwischen beiden (rechts), entnommen aus: Turner et al. (2001). 
3.3.3 Soziale Interaktion 
Soziale Interaktion geschieht immer dann, wenn zwei oder mehr Personen miteinander 
in Kontakt kommen – sei es durch ein Gespräch oder eine Aktivität. Im realen Raum ist 
eine Grundvoraussetzung für soziale Interaktion, dass sich Menschen sehen (Brebner, 
1982). Eine räumliche Konfiguration kann dies auf zweierlei Weise beeinflussen: 
Einerseits indem sie Bewegungsflüsse bündelt (s. 3.3.2) und so Raumbereiche definiert, 
die potenziell stärker frequentiert sind, was in der Folge auch ein höheres Potenzial 
bietet, Menschen zu sehen bzw. gesehen zu werden und andererseits, indem visuelle 
                                              
53 In beiden Grafiken sind hohe Werte hell, niedrige Werte dunkel dargestellt. 
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Barrieren aufgebaut werden, die eine gegenseitige Sichtbarkeit verhindern. Die 
räumliche Konfiguration steuert also die Kopräsenz – das gleichzeitige Dasein von 
Menschen in Raumbereichen  –, die Voraussetzung für soziale Interaktion: „Space is 
both that which brings us together and simultaneously that which separates us from 
each other." (Lawson, 2001, S. 6)  
An einem kleinen Beispiel aus Flade (1987), lässt sich anschaulich demonstrieren, wie 
die Erfüllung des Bedürfnisses nach sozialer Interaktion durch eine bestimmte 
räumliche Konfiguration behindert werden kann. Die in Abbildung 40 im Grundriss 
dargestellte Wohnung wird in dem von Flade geschilderten Szenario von einer Familie 
mit einem kleinen Kind bewohnt: Das Kind fühlt sich im Kinderzimmer isoliert und 
abgeschoben. Es begibt sich daher „mit ein paar Spielsachen ausgerüstet, in die Küche, 
in der die Mutter mit der Vorbereitung des Abendessens beschäftigt ist. Dort ist [es] 
jedoch im Wege, so daß [es] sich mit seinen Sachen im Flur niederläßt. (…) Zwar ist es 
im Flur noch enger als in seinem Kinderzimmer und auch noch ein bißchen dunkler, 
doch [es] fühlt sich hier, in der Nähe der Mutter, wohl und geborgen.“ (ebd., S. 10) Da 
der Vater bald nach Hause kommt, bittet die Mutter das Kind „seine Spielsachen 
wieder ins Kinderzimmer zurückzubringen. Der Junge widersetzt sich, denn er möchte 
sich weder von seiner Bezugsperson trennen noch möchte er sein Spiel unterbrechen.“ 
(ebd., S. 10) Schließlich geht er in sein Zimmer, fühlt sich dort verlassen und hat keine 
Lust mehr zu spielen. Der Vater kommt nach Hause und ärgert sich, dass sein Sohn 
nicht in der Lage ist, sich zu beschäftigen usw. 
Dieses simple Szenario zeigt, wie die zwischenmenschliche Interaktion durch die 
räumliche Konfiguration, in der sich die Menschen aufhalten, beeinflusst werden kann. 
Dabei scheint die wahrgenommene Entfernung zwischen Orten weniger von der 
metrischen, als von der visuellen Distanz abzuhängen. Diese visuelle Distanz kann 
durch Visual Step Depth beschrieben werden. In Abbildung 40 rechts, ist die Visual 
Step Depth eines Punktes im Kinderzimmer zu allen anderen Punkten in der Wohnung 
dargestellt. Es wird deutlich, dass fast der gesamte Bereich der Küche eine Visual Step 
Depth = 2 aufweist, also zwei Richtungswechsel notwendig sind, um einen Teil der 
Küche zu sehen. 
 
Abbildung 40: Grundriss einer Wohnung, die Potenzial für soziale Konflikte im Falle der Nutzung durch eine Familie 
mit einem kleinen Kind bietet (links; Flade, 1987); Visual Step Depth vom Kinderzimmer (rechts). 
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Sailer et al. (2008) verglichen die Menge an Interaktionen in sechs verschiedenen 
Arbeitsumgebungen (Universität, Werbeagentur und vier Medienunternehmen). Je 
höher die Visual Integration, desto häufiger kamen Kontakte zustande (R² = 0.83, 
p<0.01). Sailer & Penn (2007) untersuchten die sozialen Interaktionen in einem 
Hochschulgebäude. Sie erfassten Daten über die Personen, die die Gebäudenutzer 
häufig sehen, was stark mit Visual Step Depth (R² = 0.72) korrelierte. Zwischen der 
Anzahl an Personen, die sich in Raumbereichen aufhielten (stehend), konnte ein 
signifikanter Zusammenhang nur zu der Breite der Räume festgestellt werden (R² = 
0.64, p<0.0001), was zeigt, dass nicht ausschließlich relationale Eigenschaften, sondern 
auch lokale Eigenschaften erfüllt sein müssen, um bestimmte Verhaltensmuster zu 
begünstigen. 
3.3.4 Orientierung und Wegfindung 
Um sich in der Umwelt zurechtzufinden, müssen Menschen in der Lage sein, sich zu 
orientieren (ihren Standpunkt in einer Umgebung zu lokalisieren) und Wege zu 
bestimmten Orten zu finden. Orientierbarkeit bezeichnet den Grad der Einfachheit sich 
in einer Umgebung zu lokalisieren. Wegfindung bezeichnet den Vorgang, um von 
einem Startpunkt zu einem Zielpunkt zu gelangen (Orientierung ist hierfür eine 
wichtige Teilkomponente). Die Untersuchung von Zusammenhängen zwischen 
Wegfindungsverhalten und den Eigenschaften räumlicher Konfigurationen ist Inhalt 
zahlreicher EBS. 
Peponis, Zimring & Choi (1990) untersuchen in einer Studie (N = 15) zwei Arten von 
Wegfindungsverhalten (explorativ und zielgerichtet) in einem Krankenhaus. In beiden 
Experimenten konnte die Axial Line Integration als Indikator für die am häufigsten 
gewählten Wege ermittelt werden. Dies ist bei einer explorativen Aufgabe (kein 
besonderes Ziel vorgegeben) nachvollziehbar. Bei einer zielgerichteten Aufgabe ist 
dieses Ergebnis nicht ohne Weiteres erklärbar, da die Wege über die integriertesten 
Achsen nicht immer die kürzesten Wege zum Ziel darstellen. Peponis et al. stellen die 
Vermutung auf, dass sich Menschen stärker an den bekannten gut sichtbaren 
Raumbereichen orientieren: „when in doubt go to an integrated space“ (ebd., S. 573). 
Haq & Zimring (2003) stellten fest, dass Testpersonen in einer komplexen Umgebung 
(Studie fand ebenfalls in Krankenhäusern statt) sich anfangs stark an den lokalen 
Eigenschaften (Connectivity) von Raumbereichen orientierten und später, nachdem sie 
die Gebäude mehrmals durchlaufen hatten, an den globalen Zusammenhängen 
(Integration). Sie konkludieren, dass „Configuration creates movement, which in turn 
promotes an understanding of the configurational properties. This then will contribute 
to more accurate movement and wayfinding“ (ebd., S. 158). 
Kim & Penn (2004) untersuchten den Zusammenhang mentaler Repräsentationen von 
räumlichen Konfigurationen und deren Raumeigenschaften. Sie ließen Testpersonen 
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Karten ihres Wohngebietes in Form von Skizzen anfertigen. Straßen mit hoher 
Integration wurden häufiger gezeichnet als Straßen mit niedrigem Wert an Integration. 
Dies kann sowohl auf die gute Sichtbarkeit solcher Straßen als auch auf deren häufigere 
Verwendung zurückzuführen sein. 
Conroy (2001) konnte in VR-Studien Zusammenhänge zwischen Wegfindungsverhalten 
und Isovist-Eigenschaften feststellen. Sie konnte bestätigen, dass Testpersonen meist 
den längsten Sichtachsen folgen – und somit konnte sie zeigen, dass jene Orte, an 
denen die Personen während der Wegfindung pausierten eine hohe Isovist Area 
aufweisen (Orientierungspunkte). Weiterhin konnte sie zeigen, dass Menschen in 
Konfigurationen mit hoher Intelligibility den Weg zum Ziel schneller finden als in 
Konfigurationen mit niedriger Intelligibility. Die von den Testpersonen zurückgelegten 
Wege stimmten in verständlichen Layouts größtenteils überein (direkt ohne Umwege), 
während in den weniger verständlichen Layouts zahlreiche verschiedene Wege gewählt 
wurden. 
Franz & Wiener (2008) haben in einem VR-Experiment gezeigt, dass Testpersonen sehr 
gut in der Lage sind, Orte mit hoher bzw. niedriger Isovist Area zu finden. Die 
Testpersonen konnten sich in den virtuellen Umgebungen frei bewegen und sollten an 
den Stellen stehenbleiben, die sie für den best hiding place bzw. den best overview 
place hielten. 
Hölscher, Brösamle & Vrachliotis (2012) untersuchten Wegfindungsverhalten in einem 
mehrgeschossigen Gebäude. Beim Vergleich der Wege von Testpersonen, die das 
Gebäude kannten und denen, die es nicht kannten, zeigten sich deutliche Unterschiede 
dieser Wege hinsichtlich Connectivity, Integration und Step Depth. 
3.3.5 Zusammenfassung 
Den zuvor beschriebenen Studien ist zu entnehmen, dass signifikante Zusammenhänge 
zwischen der Wahrnehmung und der Nutzung räumlicher Konfigurationen und den 
unter 3.2 beschriebenen Sichtbarkeitseigenschaften bestehen. Vereinfacht können die 
Befunde folgendermaßen dargestellt werden: 
(1) Die Frequentiertheit von Raumbereichen durch Menschen lässt sich aus den 
Zusammenhängen der Raumbereiche ableiten. Je zentraler ein Raumbereich 
desto größer die Wahrscheinlichkeit, dass sich dort viele Menschen 
aufhalten/bewegen. 
(2) Die Raumwirkung (z. B. wie offen, geschlossen bzw. wie groß/eng ein Raum 
wahrgenommen wird) lässt sich mithilfe von Isovist-Eigenschaften beschreiben. 
(3) Raumbereiche mit Potenzial zur sozialen Interaktion bedürfen einerseits einer 
gewissen Frequentiertheit und Sichtbarkeit – aber andererseits auch lokaler 
Qualitäten (wie z. B. Mindestbreite eines Raumbereichs). 
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(4) Die zur Orientierung und Navigation erstellte mentale Repräsentation einer 
räumlichen Konfiguration ist eng mit den Sichtbarkeitseigenschaften und 
Zusammenhängen zwischen Räumen verknüpft. 
Es soll an dieser Stelle nochmals darauf hingewiesen werden, dass sich mittels der 
berechenbaren Maße individuelles Verhalten bzw. individuelle Einschätzungen zu 
Räumen nicht erklären lassen, sondern dass sich ausschließlich Potenziale identifizieren 
lassen, die in einer räumlichen Umgebung existieren. Wenn bspw. ein Straßensegment 
einen hohen Wert an Choice aufweist, bedeutet das nicht zwangsläufig, dass sich dort 
auch viele Menschen befinden oder – im Umkehrschluss – dass sich an einem 
Straßensegment mit niedriger Choice keine befinden. Solche Abweichungen haben 
dann oftmals nicht-räumliche Gründe. So erklären sich z. B. Menschenmengen in 
Einkaufszentren außerhalb der Stadt nicht dadurch, dass deren normaler täglicher Weg 
an ihnen vorbeiführt, sondern weil es dort vermutlich ein großes Angebot an Waren 
gibt, welches durch Werbeaktionen angepriesen wird. Gleiches gilt für die 
Raumwirkung: Nur weil ein Raumbereich ein bestimmtes Verhältnis von geschlossenen 
zu offenen Kanten aufweist (Isovist Openness), eine große Fläche gesehen werden kann 
(Isovist Area) und er sich nah an einer Wand befindet (Isovist MinRadial), heißt das 
nicht, dass sich eine Person dort zwangsläufig sicher oder geborgen fühlt (Prospect-
Refuge). Der Standort bietet lediglich das Potenzial dazu. Die in den Studien 
gefundenen Zusammenhänge stellen keine Kausalitäten sondern Korrelationen dar. Sie 
repräsentieren also nur eine Wahrscheinlichkeit für eine bestimmte menschliche 
Reaktion. 
3.4 Von der Analyse zur Generierung 
Architektonische Räume können durch eine Vielzahl an Methoden und Maßen 
beschrieben werden. Sicher ist keine dieser Methoden allein ausreichend, um die 
Komplexität räumlicher Umgebungen vollständig zu beschreiben. Der hier vorgestellte 
Ansatz, Raum über die Eigenschaften der in ihm existierenden Orte zu beschreiben, 
wobei diese Eigenschaften nicht direkt das Empfinden und Verhalten von Menschen 
abbilden, sondern vielmehr Potenziale, die bestimmtes Verhalten befördern bzw. 
verhindern, erweist sich als vielversprechend. Sichtbarkeit spielt beim Erkennen von 
Potenzialen in räumlichen Konfigurationen eine zentrale Rolle. Mittels 
sichtbarkeitsbasierter Raumrepräsentationen lassen sich Eigenschaften, die von einem 
konkreten Standpunkt erlebt werden können (lokale Eigenschaften) als auch 
Eigenschaften, die beim Bewegen in einer Konfiguration erlebt werden (relationale 
Eigenschaften) berechnen. Zwischen diesen Eigenschaften und WVK besteht ein 
nachweisbarer Zusammenhang. Die Frage, die sich hier nun anschließen könnte, wäre 
folgende: Wenn sich aus der Form des Raumes Aussagen über seine Wirkung treffen 
lassen, so sollte sich im Umkehrschluss doch aus der beabsichtigten Wirkung auch eine 
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Form ableiten lassen. Benedikt (1979) beschreibt diese Idee in seinem viel zitierten 
Artikel zu Isovisten folgendermaßen:  „One might well ask: when is it possible, given 
one or more isovist fields (…) to (re)generate [the configuration] as a whole? (…) a 
direction seems clear: to design environments not by the initial specification of real 
surfaces but by specification of the desired (potential) experience in space“ (ebd., S. 
63). Dies ist insofern eine interessante Frage, da es erstens – wie unter 2.1 beschrieben 
– leichter ist die (sichtbaren) Oberflächen zu entwerfen als die Eigenschaften des 
Raumes, und es zweitens schwierig ist, diese Eigenschaften effizient zu bewerten (s. 
3.1). 
Potenziale für Generative Systeme 
Neben dem dargelegten Bezug zur menschlichen Wahrnehmung von Räumen 
(Relevanz) bieten sichtbarkeitsbasierte Raumrepräsentationen weiteres Potenzial für 
den Einsatz der im vorigen Kapitel beschriebenen Methoden zur automatisierten 
Generierung von räumlichen Konfigurationen. Einerseits lassen sich 
sichtbarkeitsbasierte Raumrepräsentationen vollständig aus der Geometrie der 
begrenzenden Oberflächen ableiten, ohne dass diesen oder den zwischen ihnen 
entstehenden Raumbereichen von vornherein eine Bedeutung zugewiesen werden 
muss. Die Raumbereiche und deren Bedeutung lassen sich a posteriori über die 
Eigenschaften der Geometrie ermitteln. Dies ist vorteilhaft für die Implementierung von 
Mechanismen zur Generierung von Varianten, da sich das Anforderungswissen 
weitestgehend vom Generativen Wissen (s. 2.2.2) trennen lässt. Es müssen im 
Generierungsmechanismus keine (oder nur wenige) Constraints zur Berücksichtigung 
von WVK implementiert werden. Wie gut diese Kriterien erfüllt sind kann vollständig 
vom Evaluationsmechanismus überprüft werden. Damit ergeben sich mehr Freiheiten 
bei der Erstellung von GM. 
Andererseits bieten die Methoden eine große Flexibilität bei der Definition von 
Raumbereichen. Raumbereiche können sowohl als einzelne Punkte, Punktmengen, 
geometrisch konstruierte konvexe Räume oder Sichtachsen repräsentiert werden. Dies 
eröffnet eine Vielzahl an Möglichkeiten zur Problembeschreibung. So muss bspw. für 
den Entwurf einer Wohnung deren Eingang nicht als eigenständiger konvexer Raum 
definiert werden, sondern es genügt, ihn durch einen Punkt zu repräsentieren. Von 
diesem Punkt sollen bestimmte andere Bereiche (z. B. Arbeiten, Lesen, Hygiene, 
Schlafen) nicht sichtbar sein, gleichzeitig soll der Eingangsbereich nicht beengt wirken 
(große Isovist Area). Der Lesebereich könnte als Punktmenge repräsentiert werden, der 
damit eine sehr hohe Helligkeit aufweist und einen guten Überblick über viele Teile der 
Wohnung bietet. Der Sanitärbereich könnte als geschlossener konvexer Raum (z. B. 
Rechteck mit Türöffnung) repräsentiert werden, innerhalb dessen ein besonders 
schlecht einsehbarer Bereich (z. B. für die Toilette) existiert. Diese Flexibilität bei der 
Raumbereichsdefinition ermöglicht ein Beschreiben der räumlichen Konfiguration, 
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unabhängig von einer bestimmten Raumform. Raumbereiche, welche nicht in einer 
Problembeschreibung* definiert wurden, müssen nicht angegeben werden, sondern sie 
sollten sich aus den Anforderungen an die Sichtbarkeitsrelationen zwischen den explizit 
geforderten Raumbereichen ergeben. 
Bestehende Ansätze 
Bislang existieren einige wenige Arbeiten, bei denen Sichtbarkeitseigenschaften 
verwendet wurden, um räumliche Konfigurationen zu generieren. Sie sollen, bevor im 
Kapitel 4 ein generischer Ansatz zur Erzeugung auf Basis dieser Raumrepräsentationen 
beschrieben wird, im Folgenden kurz vorgestellt werden. 
Koile (1997) stellt mit dem „The Architects Collaborator“ (TAC) ein Assistenzsystem 
vor, das es dem Architekten ermöglichen soll, Räume basierend auf den beabsichtigten 
Wirkungsqualitäten zu entwerfen. Die Arbeit ist in zweierlei Hinsicht interessant. Zum 
einen verwendet sie verschiedene Modelle zur Repräsentation eines Gebäudes: ein 
Design Element Model (Wände, Türen und andere raumbildende Elemente wie Treppe 
oder Kamin); ein Use Space Model (Funktionsbereiche, welche vom Entwerfenden 
vordefiniert werden müssen); ein Territory Model (ähnlich dem Prinzip der 
überlappenden Convex Spaces in Kap. 4) und ein Circulation Path Model (Graph aus 
allen Sichtachsen zwischen den Türen). Mittels dieser lassen sich räumliche 
Konfigurationen sehr flexibel beschreiben. Zum anderen implementiert sie ein 
Regelwerk zur Bewertung von Wirkungsqualitäten. Eine sogenannte Design 
Characteristic wird als Prädikat in einem hierarchisch-gegliederten System abgebildet: 
„A place may feel private if it feels hidden. A place may feel hidden if it is reached via 
a circuitous path. It may also feel hidden if it is on a different level from other places, 
or if it is not entered directly from a place likely to be frequented by many people.“ 
(Koile 1997, S. 207) Mit einem solchen Ansatz lassen sich grundsätzlich sehr komplexe 
Abhängigkeiten in einfachen Überbegriffen abbilden. 
Zur Lösungsfindung verwendet Koile eine sogenannte Dependency-Directed-
Redesign-Strategy. Diese besteht darin, zu jedem Ziel (wie z. B. zur Erhöhung der 
Openness) mögliche Entwurfsschritte (wie z. B. Löschen einer Wand, Rotieren einer 
Treppe) zu verknüpfen. Um eine Lösung zu erzeugen wird der aktuelle Stand auf seine 
„Fehler“ geprüft. Liegt ein Fehler vor (Openness im Dining Room < 0.6), dann werden 
mögliche Entwurfsstrategien (Löschen einer Wand) angewendet und das Ergebnis 
erneut geprüft. In Abbildung 41 ist dieser Fall dargestellt. Problematisch an diesem 
Ansatz ist, dass die Regeln zur Änderung der räumlichen Konfiguration an die 
Anforderungsbeschreibung gekoppelt sind. Dies macht den Ansatz insbesondere bei 
komplexeren Anforderungen nicht mehr handhabbar, da – wie unter 2.2 festgestellt 
wurde – zwischen Entwurfsvariablen und Performancevariablen eine Many-to-many-
Relation besteht. Weiterhin findet die Erstellung der Raumbereichsmodelle (Circulation 
Path Model und Territory Model) nicht automatisiert statt, weshalb eine Überprüfung 
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vieler Varianten nur bedingt möglich ist. Das System wurde demnach nur an Szenarien 
getestet, bei denen der Großteil der räumlichen Konfiguration vorgegeben war – 
„leaving to the designer the tasks of providing a starting design“ (Koile, 2004, S. 2) – 
und nur noch kleine Teile verbessert werden mussten. Derix (2012) beschreibt einen 
ähnlichen Ansatz als eines der Ergebnisse eines studentischen Lehrprojektes. 
         
Abbildung 41: Anwendung des TAC-Systems am Beispiel der Steigerung der Openness des Dining-Rooms (aus: 
Koile, 2004). 
Heitor, Duarte & Pinto (2004) schlagen vor, ein bestehendes System zur Erzeugung von 
räumlichen Konfigurationen (Duarte, 2005; s. Kap. 2.3) mit einer Space Syntax-Analyse 
zu koppeln. Sie beschreiben als Ziel ihrer Arbeit: „to use space syntax to describe and 
evaluate spatial properties and to predict their use“, und in einem zweiten Schritt 
„increase the likelihood of generating solutions that closely correspond to the user’s 
requirements“ (ebd., S. 494). Mittels des existierenden GM erzeugen sie zufällig 
Varianten und bewerten diese anschließend hinsichtlich Integration. Als kritisch zu 
bewerten ist, dass die räumliche Analyse auf Basis der im GM ohnehin bekannten 
Raumbereiche operiert. Das Maß Integration ist mit der Definition des topologischen 
Diagramms bereits mit der Anforderungsbeschreibung gegeben. Eine Generierung der 
Grundrissgeometrie ist für die Analyse in diesem Fall nicht notwendig. Einen ähnlichen 
Ansatz verfolgen Nourian, Rezvani & Sariyildiz (2013). 
Krämer & Kunze (2005) beschreiben eine Methode zur Erzeugung von Layouts auf Basis 
von Visibility Graph-Analysewerten. Das verwendete Generative Modell basiert auf 
einem Raster an Linien, wobei das Vorhandensein von Linien in diesem Raster 
variierbar ist. Hierdurch lässt sich eine Vielzahl an unterschiedlichen Grundrissen 
generieren (diese Strategie entspricht am ehesten dem Infinite Image Theorem). Zur 
Lösungsfindung verwenden Krämer & Kunze einen EA. Durch Maximierung bzw. 
Minimierung der Durchschnittswerte von Visual Integration, Isovist Area und 
Clustering Coefficient konnten sie verschiedene Typen räumlicher Konfigurationen 
erzeugen (Labyrinth, Panopticon, Flure). Dies zeigt, dass sich bestimmte Strategien zur 
Gliederung des Raumes auf bestimmte funktionale Effekte zurückführen lassen, wie z. 
B. die Verwendung langer Flure zur Verkürzung der durchschnittlichen visuellen 
Distanz (s. Abbildung 42). 
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Abbildung 42: Generierte Grundrisskonfigurationen auf Basis von VGA-Analysen, dargestellt ist Visual Integration 
(Krämer & Kunze, 2005). 
Einen ähnlich abstrakten Charakter, wie die Arbeit von Krämer und Kunze (2005) haben 
auch die beiden Arbeiten von Schneider & König (2011) und (2012a). In der 
erstgenannten Arbeit wurden in einem ersten Experiment in bestehenden Grundrissen 
die Position der Türen variiert, um die durchschnittliche Isovist Area zu erhöhen (s. 
Abbildung 43). Dadurch entstanden Grundrisse, bei denen sich die Türen geometrisch 
gegenüber lagen. 
 
Abbildung 43: Maximierung der Isovist Area durch Verschieben von Türöffnungen in vorhandenen Grundrissen 
(Schneider & König, 2011). 
In einem zweiten Experiment nach dem o. g. Prinzip wurden Isovist-Eigenschaften 
verwendet, um Raumformen ausgehend von einem Standpunkt zu erzeugen. Es konnte 
gezeigt werden, dass sich mittels Isovist Area und Isovist Compactness gezielt 
verschiedene Formen von Räume (quadratisch, rechteckig, L-förmig) erzeugen lassen. 
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Diese Kennwerte wurden verwendet, um eine räumliche Konfiguration ausgehend von 
drei vordefinierten Standpunkten, welche bestimmte Sichtbeziehungen zueinander 
aufweisen sollten, zu erzeugen. Exemplarische Ergebnisse dieses Experiments sind in 
Abbildung 44 dargestellt. 
 
Abbildung 44: Räumliche Konfiguration für Isovist-Eigenschaften von drei Standpunkten (Schneider & König, 2011). 
In Schneider & König (2012a) wurde untersucht, wie sich die Zielkriterien Isovist Area 
und Compactness zur Platzierung von Gebäudeumrissen auf einem Grundstück 
verwenden lassen. Hierdurch konnten zwei Typen von Bebauungsstrukturen (Blockrand 
und Solitärbebauung) in unterschiedlichen Ausprägungen gezielt erzeugt werden (s. 
Abbildung 45). 
 
Abbildung 45: Beispiele für die Minimierung bzw. Maximierung von Isovist Compactness-Werten 
(Schneider & König, 2012a). 
Bei den letztgenannten Arbeiten handelt es sich um rein theoretische Untersuchungen. 
Eine Anwendung auf ein konkretes Entwurfsproblem gestaltet sich kompliziert, da die 
Kriterien zur Bewertung zu abstrakt sind. So geben die Durchschnittswerte bestimmter 
Eigenschaften einer Konfiguration keinen Aufschluss darüber, wie die entstandenen 
Räume zusammenhängen bzw. wie viele Räume überhaupt vorhanden sind. 
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Bittermann (2009) beschreibt eine Methode zur Optimierung der Position von 
räumlichen Objekten (sogenannte Intelligent Design Objects) basierend auf der 
visuellen Wahrnehmung dieser Objekte und den durch die Anordnung der Objekte 
entstandenen Raumeindruck. Zur Berechnung der Wahrnehmbarkeit von Objekten 
verwendet Bittermann ein eigenes Wahrnehmungsmodell. Dies kann vereinfacht als 
3D-Isovist beschrieben werden, bei dem die Strahlen nach ihrer Länge und ihrer 
Abweichung von Sehzentrum gewichtet werden. Zur Beschreibung der Anforderungen 
verwendet er Fuzzy Sets. Diese ermöglichen das Abbilden von vagen Konzepten, wie 
z. B. hohe Spaciousness (s. hierzu Kap. 4.2.2). Er beschreibt zwei Anwendungsbeispiele. 
Das erste besteht in der Optimierung der Gebäudeanordnung auf vordefinierten 
Grundstücken. Ziel ist es, eine möglichst große Privatheit in den Gebäuden zu 
gewährleisten. Die Privatheit wird in diesem Fall über die gegenseitige 
Wahrnehmbarkeit der Gebäude evaluiert. Das zweite Anwendungsbeispiel besteht in 
der Optimierung der Position räumlicher Elemente in einer Eingangshalle eines 
Gebäudes (Treppe, Stützen, Aufzug). Es werden insgesamt mehrere 
wahrnehmungsbezogene Bewertungskriterien (Spaciousness der Gesamtsituation, 
Auffälligkeit der anzuordnenden Elemente Treppe, Stützen, Aufzug) verwendet. Der in 
dieser Arbeit verfolgte Ansatz fokussiert auf die Optimierung der Eigenschaften der 
Objekte bzw. der Eigenschaft des Raumes von vordefinierten Standpunkten. Die durch 
die Anordnung von Objekten entstehenden Raumbereiche (welche wiederum neue 
Wege und Standpunkte erzeugen) bleiben unberücksichtigt. 
König, Treyer & Schmitt (2013) verwenden Choice um ein Straßennetz zu optimieren 
(s. Abbildung 46). Dabei markieren sie Bereiche, welche stark frequentiert sein sollen 
(Geschäftsviertel – in der Abbildung markiert als Ellipse) und Bereiche, die nur sehr 
wenig Durchgangsverkehr aufweisen sollen (Wohnviertel – in der Abbildung markiert 
als Rechteck). Es entstanden Lösungen, bei denen das Straßennetz in zwei Teile 
gegliedert wurde, welche über einen primären Hauptweg, der innerhalb des 
Geschäftsviertels liegt, miteinander verbunden sind. 
 
Abbildung 46: Minimierung und Maximierung von Choice in bestimmten Bereichen eines Straßennetzes  
(König et al., 2013). 
Schaffranek & Vasku (2013) beschreiben verschiedene Anwendungsszenarien für ein 
von ihnen entwickeltes Plugin (SpiderWeb) für eine 3D-Modelliersoftware 
(Grasshopper/Rhino). So wurde bspw. die Verständlichkeit eines Labyrinths minimiert 
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oder die Positionierung von Treppenaufgängen in mehrgeschossigen Gebäuden 
variiert, um Choice zu maximieren. 
Die genannten Arbeiten demonstrieren, dass sich die unter 3.2 beschriebenen 
Raumrepräsentationen verwenden lassen, um nach räumlichen Konfigurationen zu 
suchen, welche bestimmte WVK (Raumwirkung, Bewegungsmuster) aufweisen. Allen 
Arbeiten gemein ist, dass die durch die Anordnung von Oberflächen entstandenen 
Raumbereiche nicht berücksichtigt werden, sondern entweder feste Standpunkte 
vorgegeben oder Durchschnittswerte der gesamten Konfiguration als 
Optimierungskriterien verwendet werden. In den Arbeiten von Koile (2004) und Derix 
(2012) finden sich zwar Konzepte zur Integration von Raumbereichen – jedoch wird 
die Erkennung der Raumbereiche nicht automatisiert vorgenommen, was die Suche in 
großen Variantenräumen verhindert. Ein Ansatz, der dies ermöglichen soll, wird im 






4 Synthese - Sichtbarkeitsbasierte 
Raumerzeugung 
Nachdem Entwurfssysteme zur Erzeugung räumlicher Konfigurationen beschrieben, 
Beschränkungen bisheriger Ansätze dargelegt (Kapitel 2) und 
Repräsentationsmethoden zur Analyse und Bewertung räumlicher Konfigurationen 
hinsichtlich wahrnehmungs- und verhaltensrelevanter Kriterien beschrieben wurden 
(Kapitel 3), werden in diesem anwendungsorientierten Kapitel beide Themengebiete 
zusammengeführt. Es wird eine Methode entwickelt und prototypisch umgesetzt, um 
räumliche Konfigurationen auf Basis sichtbarkeitsbasierter Raumrepräsentationen zu 
erzeugen. Der Schwerpunkt bei der Entwicklung dieser Methode liegt auf dem 
Evaluationsmechanismus (EM), da dieser – wie in 2.4 – dargelegt, eine 
Schlüsselposition bei der Entwicklung von Entwurfssystemen einnimmt. Mithilfe des 
entwickelten EM ist es möglich, eine an der Wahrnehmung von Räumen orientierte 
Raumbeschreibung vorzunehmen und beliebige räumliche Konfigurationen hinsichtlich 
einer solchen Beschreibung zu bewerten (s. 4.2). Hierbei spielt die automatische 
Identifizierung von Raumbereichen eine zentrale Rolle. Diese ist eine essenzielle 
Voraussetzung zur Anforderungsbeschreibung von räumlichen Konfigurationen und 
wurde in bisherigen Ansätzen zur sichtbarkeitsbasierten Raumerzeugung (s. 3.4) noch 
nicht berücksichtigt. Es wird überprüft, ob sich der entwickelte EM zur Erzeugung 
räumlicher Konfigurationen mittels eines heuristischen Suchansatzes einsetzen lässt (s. 
4.3). Dies wird exemplarisch an zwei fiktiven Anwendungsszenarien (Erzeugung eines 
Wohnungsgrundrisses und eines städtebaulichen Layouts) vorgenommen. 
Abschließend werden die Vorteile und Probleme des entwickelten Ansatzes diskutiert 
(s. 4.4). 
4.1 Konzept 
Wie in Kapitel 2 beschrieben besteht das Ziel des Entwerfens räumlicher 
Konfigurationen im Überführen eines Zwecks in eine Form. Hierfür werden Annahmen 
darüber getroffen, welche Funktionen eine räumliche Konfiguration aufweisen muss, 
um den jeweiligen Zweck zu erfüllen (erwartete Funktion – Fe). Daraufhin wird nach 
Formen gesucht, die Fe aufweisen. Dazu werden mittels verschiedener Methoden 
Formen erzeugt. Um zu überprüfen, ob eine Form Fe entspricht, muss ihre Funktion 
(tatsächliche Funktion – Ft) ermittelt werden. Entspricht Ft = Fe so kann die Suche 
abgebrochen werden. Sollen computerbasierte Methoden zur Suche nach einer 
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geeigneten Form eingesetzt werden (s. 2.3), so ist zu berücksichtigen, dass erstens nur 
Lösungen gefunden werden können, die sich mittels des verwendeten Mechanismus 
zu Erzeugung von Varianten (GM) erzeugen lassen und zweitens nur nach etwas 
gesucht werden kann, was danach auch beschrieben werden kann. Wie in 2.4.4 
dargelegt lässt sich in einem idealen System zur Erzeugung räumlicher Konfigurationen 
erstens der Variantenraum individuell anpassen (durch Verwendung verschiedener 
bestehender GM oder durch Entwicklung neuer GM, z. B. mittels parametrischer 
Modelle). Zweitens bietet das System eine große Flexibilität bei der Beschreibung der 
Anforderungen an die räumliche Konfiguration – und drittens lassen sich mit dem 
Vokabular zur Beschreibung wahrnehmungs- und verhaltensrelevante Kriterien 
abbilden. 
Um diese Anforderungen zu erfüllen, nimmt der EM eine Schlüsselposition im 
gesamten Entwurfssystem ein. Mit diesem wird einerseits bestimmt, mit welchen 
Kriterien eine räumliche Konfiguration bewertet werden kann (Relevanz, s. 2.4.3 und 
Flexibilität, s. 2.4.2). Andererseits bestimmt er, welche GM zur Generierung verwendet 
werden können. Je unabhängiger der EM vom GM, desto einfacher ist es, verschiedene 
GM anzubinden und somit einen größeren Variantenraum zu erschließen (Vielfalt, s. 
2.4.1). Um diese Entkoppelung von EM und GM zu realisieren wird in der vorliegenden 
Arbeit das traditionelle Konzept von Layoutsystemen umgekehrt. Statt Raumbereiche 
im GM vorzudefinieren, diese anzuordnen und auf Basis deren Anordnung die 
Oberflächen zu bestimmen (Space First – Boundaries Last) wird der Ansatz verfolgt, 
zuerst die Oberflächen zu generieren und danach die Funktion der Anordnung dieser 
Oberflächen zu bestimmen (Boundaries First – Space Last). Die Schnittstelle zwischen 
EM und GM bildet somit die Geometrie der Oberflächen. Anhand dieser muss der EM 
die geforderten Raumbereiche erkennen können. Ist dies möglich, kann der GM 
unabhängig von bestimmten Raumbereichskonzepten (welche die unter 2.4 
dargelegten Beschränkungen bisheriger Ansätze verursacht haben) entwickelt werden. 
Statt also von vornherein die Form von Raumbereichen im GM festzulegen, sollen diese 
a posteriori aus einer (wie auch immer generierten) räumlichen Konfiguration erkannt 
und bewertet werden. Die Erfüllung von Anforderungen an die räumliche Konfiguration 
(Funktion) wird durch die iterative Verbesserung der Varianten durch Änderung der 
Geometrie der Oberflächen sichergestellt. 
Zur Entwicklung eines EM, welcher die genannten Anforderungen erfüllen kann, eignen 
sich die unter 3.2 beschriebenen sichtbarkeitsbasierten Raumrepräsentationen. Sie 
bieten einen generischen Ansatz zur Beschreibung von Räumen, da sie direkt aus der 
konkreten Grundrissgeometrie abgeleitet werden können und keiner übergeordneten 
Kategorien, wie z. B. Raum als Rechteck, bedürfen. Sie sind maßstabsunabhängig 
anwendbar (sowohl im Gebäude, als auch im Stadtraum) – und die Eigenschaften, die 
sich aus diesen Repräsentationen ableiten lassen, sind relevant für die Berücksichtigung 
der Nutzerperspektive (s. 3.3). 
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Wie sich mittels dieser Repräsentationsformen Raumbereiche erkennen und ihre 
Qualität beschreiben lassen, wird im folgenden Abschnitt beschrieben. Wie sich mit 
dieser Methode räumliche Konfigurationen erzeugen lassen, wird danach in Kapitel 4.3 
anhand zweier Anwendungsszenarien demonstriert. 
4.2 Evaluationsmechanismus 
Der EM bestimmt die Möglichkeiten zur Überführung einer Problembeschreibung* in 
eine maschinenlesbare Problembeschreibung, indem er eine Menge an Elementen zur 
Beschreibung räumlicher Konfigurationen zur Verfügung stellt. Dieses 
Repertoire/Vokabular wird im hier entwickelten EM mittels der in 3.2 beschriebenen 
Repräsentationsformen gebildet: Raumbereiche, ihre Eigenschaften und ihre 
Relationen zueinander bilden die elementaren Einheiten zur Raumbeschreibung. Unter 
Raumbereichen sind die unter 3.2.1 beschriebenen Bereiche Punkt, Linie und Fläche 
zu verstehen. Bei den Eigenschaften dieser Raumbereiche kann es sich sowohl um 
lokale als auch um relationale Eigenschaften handeln (s. 3.2.2 und 3.2.3). Die 
Beziehungen zwischen den Raumbereichen können auf Sichtbarkeit, physischer Distanz 
und Überlagerung basieren (s. 4.2.2.4). 
Um eine räumliche Konfiguration beurteilen zu können ist zunächst eine Unterteilung 
in Raumbereiche notwendig (s. 2.1 und 3.2.1). Erst dann lassen sich Eigenschaften 
dieser Bereiche und Relationen zwischen den Bereichen ermitteln. Um den EM mit 
einem GM zu koppeln, muss die Raumbereichserkennung automatisch vorgenommen 
werden, da für eine heuristische Suche nach geeigneten Lösungen eine Vielzahl an 
Varianten erzeugt und überprüft werden muss. Dies ist manuell nicht durchführbar. 
Daher ist auch ein Rückgriff auf die Raumanalysemethoden von Schultz & Bhatt (2012) 
und Langenhan et al. (2013) nicht möglich. Bei beiden Ansätzen ist es notwendig, 
Raumbereiche vor der Analyse manuell zu kennzeichnen.54  
Im Folgenden werden zunächst existierende Methoden vorgestellt, mithilfe derer sich 
räumliche Konfigurationen automatisch in wahrnehmungsrelevante Raumbereiche 
gliedern lassen. Danach wird unter 4.2.2 ein eigener Ansatz vorgestellt, welcher 
verschiedene bestehende Ansätze miteinander kombiniert. In 4.2.3 wird beschrieben, 
wie sich die in einer Raumbeschreibung definierten Anforderungen in einer räumlichen 
Konfiguration finden lassen bzw. wie sich bewerten lässt, wie gut eine räumliche 
Konfiguration diese erfüllt. Die Funktionsweise des Mechanismus wird in 4.2.4 an 
                                              
54 In beiden Arbeiten werden semantische Modelle (BIM-Modelle auf IFC-Basis) zur Analyse von räumlichen 
Eigenschaften und Zusammenhängen verwendet. Auf Basis semantischer Modelle lassen sich zwar auch Raumbereiche 
automatisch extrahieren; dieser Mechanismus basiert jedoch auf Erkennen geschlossener Wandzüge. Da innerhalb 
eines geschlossenen Wandzuges mehrere als unterschiedlich wahrnehmbare Raumbereiche existieren können, sind 
diese Raumbereiche als nicht besonders wahrnehmungsrelevant zu bezeichnen. 
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einem Beispiel demonstriert. Die folgenden Ausführungen beschränken sich auf 
punktförmige55 und flächige Raumbereiche. Für die Erkennung von linearen 
Raumbereichen (Wegen) kann auf die Arbeiten von Turner, Penn & Hillier (2005) zur 
automatischen Erzeugung von Axial Maps und Wallgrün (2005) zur Erzeugung von 
Weggraphen (Route Graphs), basierend auf Voronoi-Diagrammen, verwiesen werden. 
Diese linearen Raumbereiche lassen sich grundsätzlich problemlos in das hier 
vorgestellte Konzept integrieren. 
4.2.1 Automatische Erkennung von Raumbereichen 
Methoden zur automatischen Erkennung von flächigen Raumbereichen lassen sich in 
zwei Kategorien unterteilen: Top-Down-Ansätze, bei denen versucht wird, 
Raumbereiche auf Basis der Anordnung der Oberflächen geometrisch zu konstruieren 
und Bottom-Up-Ansätze, bei denen ein Raum in eine große Anzahl kleiner 
Raumbereiche (Raster an Punkten) unterteilt wird und diese anschließend aufgrund 
bestimmter Eigenschaften zu größeren Einheiten (Punktclustern) zusammengefasst 
werden. 
Die Aufteilung einer räumlichen Konfiguration in Convex Spaces (s. 3.2) kann als Top-
Down-Ansatz aufgefasst werden. Die Relevanz dieser Art der Raumaufteilung wurde 
begründet durch die Eigenschaft der Konvexität, als Bereich, in dem alle Punkte 
(Menschen) einander sichtbar sind und sie somit eine wesentliche Voraussetzung für 
die Interaktion von Menschen im Raum darstellen. Convex Maps (die kleinste Menge 
an Convex Spaces die notwendig ist, um die gesamte räumliche Konfiguration zu 
überdecken) werden üblicherweise manuell erzeugt. Die Heuristik zur Erstellung 
besteht darin, ein Set mit den größten und kompaktesten Convex Spaces zu finden. Ein 
Algorithmus zur automatischen Erstellung einer Convex Map findet sich bei Carranza & 
Koch (2013). Dieser basiert auf der Analyse der medialen Achse der 
Grundrissgeometrie (s. Abbildung 47). 
       
Abbildung 47: Erkennung von Convex Spaces mittels medialer Achse (Carranza & Koch, 2013). 
                                              
55 Punktförmige Raumbereiche werden als Sonderfall flächiger Raumbereiche behandelt. Verwendung finden sie bei 
den Anwendungsbeispielen zu Modellierung des Eingangs von Wohnungen. 
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Spezielle Fälle sind jedoch mittels einer Convex Map grundsätzlich nicht eindeutig 
abzubilden. So zeigt das in Abbildung 48 dargestellte Beispiel von Rashid (2012) 
verschiedene Möglichkeiten zur Aufteilung einer einfachen räumlichen Konfiguration 
bestehend aus einem quadratischen Raum, welcher durch ein „eingestelltes” Quadrat 
unterteilt ist. An den dargestellten Möglichkeiten zur Aufteilung einer Konfiguration in 
Convex Maps ist zu erkennen, dass die Zuweisung von Convex Spaces nicht immer 
eindeutig ist. Diese Uneindeutigkeit ist in zweierlei Hinsicht problematisch: Erstens 
bestimmt die Art der Aufteilung auch den Graphen zur Abbildung der Relationen 
zwischen Raumbereichen, wodurch sich die Ergebnisse einer Graphenanalyse ändern 
können. Zweitens ist bei einer Suche nach Raumbereichen mit einer bestimmten Fläche 
der Erfolg der Suche davon abhängig, wie die Bereiche aufgeteilt wurden. 
 
Abbildung 48: Verschiedene Möglichkeiten zur Aufteilung einer einfachen räumlichen Konfiguration (a) in eine 
Convex Map (Rashid, 2012). 
Peponis et al. (1997) schlagen aufgrund der Ambiguität bei der Definition konvexer 
Räume eine Methode zur Aufteilung in sogenannte E-Spaces und S-Spaces vor (s. 
Abbildung 49). Diese sind mathematisch eindeutig definiert und sollen die visuelle 
Erfahrung beim Bewegen durch eine Konfiguration besser abbilden können. Dahinter 
steht die Idee, dass Grenzen im Raum ermittelt werden, an denen sich die Erscheinung 
des Raumes stark ändert. Als Eigenschaften für die Änderung betrachten Peponis et al. 
das Sichtbarwerden von Oberflächen und Raumecken. 
S-Spaces (surface-partition) entstehen durch Verlängerung der in einer räumlichen 
Konfiguration existierenden Oberflächen, also durch virtuelle Verlängerung von 
Wänden. Immer wenn ein Beobachter eine S-Linie überschreitet, so erscheint bzw. 
verschwindet eine Oberfläche aus dem Sichtfeld – man erhält also neue Informationen 
über die Form einer räumlichen Konfiguration. Umgekehrt ist dies jedoch nicht der Fall: 
so kann es möglich sein, dass eine unterschiedliche Anzahl an Oberflächen sichtbar ist 
während man sich innerhalb eines S-Spaces bewegt. „The information about shape 
changes while a moving observer remains within the same s-space.“ (Peponis, et al. 
1997, S. 768) Diese Informationsänderungen werden durch sogenannte E-Spaces (end 
point partition) erfasst. Diese entstehen durch Verlängerung von Linien, die zwischen 
zwei einander sichtbaren Raumecken gezogen werden können. Immer dann wenn ein 
Beobachter diese Linie überquert, wird eine neue Oberfläche in der Konfiguration 
sichtbar oder sie verschwindet aus dem Blickfeld. Peponis et al. bezeichnen die durch 
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diese Art der Raumaufteilung entstehenden Raumbereiche als informationally stable 
units (ebd., S. 764). D. h. es entstehen Einheiten, innerhalb derer man sich – ohne 
einen Informationsgewinn/-verlust zu haben – (sehen einer neuen Kante bzw. 
verdecken einer vorher sichtbaren Kante) bewegen kann. Bezogen auf die unter 3.2.1 
beschriebenen Isovisten können diese Bereiche als Bereiche beschrieben werden, in 
denen die Isovist-Eigenschaften relativ stabil bleiben. 
 
Abbildung 49: Aufteilung einer räumlichen Konfiguration in S-Spaces und E-Spaces (Peponis et al., 1997). 
Vorteilhaft an dieser Methode ist, dass die Raumbereiche mathematisch eindeutig 
definiert sind und dass sie wahrnehmungsrelevante Bereiche darstellen. Als 
problematisch an dieser Art der Raumaufteilung ist allerdings zu erwähnen, dass schon 
bei relativ simplen räumlichen Konfigurationen sehr viele kleine E-Spaces entstehen. 
Diese lassen sich zwar zu größeren konvexen Einheiten zusammenfassen. In der Regel 
existieren aber mehrere Möglichkeiten für eine solche Gruppierung und somit ist 
wiederum keine eindeutige minimale Menge an Raumbereichen erzeugbar. Um das 
Problem der Uneindeutigkeit beim Zusammenfassen von S- und E-Spaces zu 
umzugehen, wird von Hillier (1996) vorgeschlagen, einfach alle existierenden konvexen 
Räume zu identifizieren und Überlappungen mehrerer Convex Spaces zuzulassen. Diese 
Menge solcher überlappender konvexer Räume kann, so Peponis et al. (1997), durch 
Gruppierung aller S-Spaces ermittelt werden (s. Abbildung 50). Um auf Basis dieser 
Repräsentationsform relationale Eigenschaften (s. 3.3.3) bestimmen zu können, muss 
neben der Benachbarung zusätzlich die Überlappung berücksichtigt werden. Bislang 
wurde dieser Ansatz jedoch nicht weiter verfolgt. 
 
Abbildung 50: Unterteilung einer räumlichen Konfiguration in überlappende Convex Spaces (Peponis et al., 1997). 
Eine konsequente Weiterentwicklung der Ideen von Peponis et al. (1997) findet sich 
bei Hwang (2013). Anstatt Bereiche direkt aus der Geometrie (Top-Down) abzuleiten 
schlägt Hwang vor, diese aus den visuellen Beziehungen, die zwischen allen 
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Standpunkten innerhalb einer räumlichen Konfiguration bestehen, herzuleiten. Für 
diesen Bottom-Up-Ansatz wird ein Visibility Graph (basierend auf einem regelmäßigen 
Raster) erzeugt. Mittels eines sogenannten Community-Detection-Algorithmus werden 
Gruppen von Punkten identifiziert, die sehr viele Verbindungen zueinander aufweisen 
(s. Abbildung 51, links). Um zu einem guten Ergebnis zu gelangen, wichtet Hwang die 
Kanten des Graphen mit der Distanz, die zwischen zwei Punkten besteht – je weiter 
zwei Punkte physisch voneinander entfernt sind, desto weniger stark hängen sie 
zusammen. Durch einen Faktor (Lambda) kann die Auflösung, mit der die Form 
unterteilt werden soll gesteuert werden. Dies ist in Abbildung 51 rechts am Beispiel 
des Grundrisses des Landhauses von Mies van der Rohe dargestellt. Je größer Lambda, 
desto differenzierter wird die Aufteilung in Raumbereiche. 
 
Abbildung 51: Bestimmung von Raumbereichen durch Community Detection in Visibility Graphen (Hwang, 2013). 
Da die Methode ausschließlich auf der Analyse der Beziehungen im Visibility Graphen 
basiert, also keine geometrische Analyse stattfindet, kann die Methode auf jedwede 
Geometrie (auch Kurven) angewendet werden. Als problematisch zu sehen ist, dass 
kein allgemeingültiges Maß für den Faktor Lambda besteht. Dieser muss manuell so 
eingestellt werden, bis eine gewünschte Auflösung an Raumbereichen erreicht ist. An 
den Ergebnissen in Abbildung 51 ist zu erkennen, dass einige Räume des Landhauses 
aus Backstein ununterteilt bleiben. So werden z. B. die kleinen Zimmer im rechten Teil 
des Gebäudes häufig als ein Bereich erkannt (mit T und U gekennzeichnet). Auch der 
blau eingefärbte Bereich links unten (mit O gekennzeichnet) wird, trotz der sich in ihm 
befindenden Wand, nicht unterteilt. 
Leduc, Chaillou & Ouard (2010) beschreiben einen Ansatz zur Einteilung von Räumen 
in Abschnitte basierend auf den Ähnlichkeiten von Isovisten. Dabei wird die Verteilung 
der Länge der Strahlen verschiedener Isovisten miteinander verglichen. Hierzu wird 
mittels einer Fourier-Transformation die Verteilung der Strahlen des Isovists in ein 
Verteilungsprofil überführt. Mittels eines Clustering-Verfahrens (K-Means Clustering) 
wurden die Profile in Gruppen klassifiziert. Demonstriert wurde die Methode anhand 
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eines städtischen Szenarios. Auf einem vordefinierten Pfad wurden drei Gruppen von 
Isovisten erkannt, welche Straßen, Plätze und Übergänge von Straßen zu größeren 
Freiräumen abbilden (s. Abbildung 52, links). Einen ähnlichen Ansatz verfolgen Derix 
& Jagannath (2014). Sie verwenden Isovist- und Visibility Graph-Eigenschaften, um mit 
einem Clustering-Algorithmus Bereiche mit ähnlichen Eigenschaften zu identifizieren 
(s. Abbildung 52, rechts).  
         
Abbildung 52: Identifizierung von Raumbereichen mit unterschiedlichen Eigenschaften mittels K-Means Clustering, 
links: Stadtraum (Leduc et al., 2010); rechts: Innenraumszenario (Derix & Jagannath, 2014). 
Problematisch an beiden Ansätzen ist jedoch, dass die Anzahl der Cluster angegeben 
werden muss. Dies ist in aller Regel jedoch nicht möglich, da a priori nicht bekannt ist, 
wie viele unterschiedliche Typen von Räumen in einer Konfiguration existieren. 
4.2.2 Ad-hoc-Erkennung von Raumbereichen 
Die im vorangegangenen Abschnitt beschriebenen Methoden weisen bei der 
Identifizierung einer eindeutigen Menge an Raumbereichen, die die gesamte räumliche 
Konfiguration abdecken, jeweils unterschiedliche Defizite auf. Für den hier 
vorliegenden Fall ist es jedoch vollkommen ausreichend, eine bestimmte Teilmenge an 
Raumbereichen zu identifizieren: Da der Nutzer des Entwurfssystems vorgibt, wie viele 
Raumbereiche gewünscht sind, welche Eigenschaften sie aufweisen sollen und wie sie 
verbunden sein sollen, ist es nur notwendig ausschließlich diese Bereiche zu erkennen. 
Es genügt also, eine Lösung zu finden, die den Anforderungen entspricht, auch wenn 
in einer gefundenen Lösung evtl. zusätzliche, nicht explizit angegebene Räume 
enthalten sind.56 Es wird also nicht angestrebt eine allgemeingültige Unterteilung 
vorzunehmen, sondern eine Unterteilung on demand. Dieser Ansatz kann auch als Ad-
hoc-Erkennung57 bezeichnet werden. Dabei wird zuerst ein Set an potenziellen 
                                              
56 Sind solche zusätzlichen Raumbereiche unerwünscht, könnte bei der Optimierung versucht werden, Bereiche, die 
keine Zuweisung zu einem gewünschten Bereich besitzen zu minimieren. 
57 „Ad hoc“ ist eine lateinische Phrase und bedeutet „für diesen Augenblick gemacht“ oder „zur Sache passend“ 
(https://de.wikipedia.org/wiki/Ad_hoc). 
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Raumbereichen identifiziert. In diesem Set wird eine Teilmenge gesucht, die den 
gestellten Anforderungen am besten entspricht. Um eine hohe Flexibilität bei der 
Raumbeschreibung zu ermöglichen, werden in der vorliegenden Arbeit zwei 
verschiedene Ansätze zur Raumbereichserkennung verfolgt: 
1) Punktcluster mit bestimmten Eigenschaften (Bottom-Up-Ansatz) 
2) Überlappende konvexe Räume (Top-Down-Ansatz) 
Ersteres bezeichnet eine Menge an Punkten im Raum, die bestimmte Eigenschaften 
aufweisen (wie z. B. Bereiche mit großer/kleiner Isovist Area, hoher/niedriger Visual 
Integration oder helle/dunkle Bereiche). Letzteres bezeichnet größere Einheiten, die 
auch unabhängig von solchen Eigenschaften existieren: so kann beispielsweise ein 
Zimmer in einer Wohnung oder ein Platz in einer Stadt aufgrund seiner 
Belichtungseigenschaften in sonnige und schattige Teilräume zerlegt werden; 
nichtsdestotrotz wird das Zimmer/der Platz als eine Einheit wahrgenommen. Aus 
diesem Grund scheint es sinnvoll zu sein, beide Arten von Raumbereichen für die 
Raumbeschreibung zur Verfügung zu stellen. 
Im Folgenden werden zunächst die wesentlichen Teile der Algorithmen beider Ansätze 
beschrieben. Danach werden die verwendeten Methoden zur Berechnung von 
Relationen zwischen den Bereichen vorgestellt. In 4.2.3 wird beschrieben, wie sich die 
in einer Anforderungsbeschreibung definierten Raumbereiche und Beziehungen in 
einer automatisch identifizierten Menge an Raumbereichen ermitteln lassen. 
Alle beschriebenen Methoden wurden, um ihre Funktionsfähigkeit zu überprüfen, in 
einem Softwareprototyp implementiert. Hierbei wurde auf zwei Frameworks 
zurückgegriffen: FREAC (König et al., 2010) zur Erstellung eines User Interface bzw. zur 
grafischen Darstellung der Ergebnisse; und CPLAN (König, 2015), welches ein 
umfangreiches Repertoire an Geometrieoperationen und Optimierungsalgorithmen zur 
Verfügung stellt.58 
Bestimmung überlappender konvexer Räume (O-Spaces) 
Bei dem in der vorliegenden Arbeit entwickelten Top-Down-Ansatz zur Identifizierung 
konvexer Raumbereiche wird die Idee von Peponis et al. (1997) aufgegriffen: die 
geometrische Unterteilung des Raumes in eine Vielzahl an Teilräumen, welche 
daraufhin wieder zu größeren Einheiten zusammengefasst werden. Aufgrund der 
Uneindeutigkeit bei der Zusammenfassung der Teilräume in konvexe Räume werden 
alle konvexen Cluster von Teilräumen erzeugt – unabhängig davon, ob sie sich 
überlappen oder nicht. Diese Cluster an überlappenden konvexen Räumen werden als 
Overlapping Spaces (O-Spaces) bezeichnet. 
                                              
58 Der Programmcode wird in der CPLAN Bibliothek veröffentlicht (http://cplan-group.net/) und ist frei zugänglich. 
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Als virtuelle Linien zur Unterteilung einer Konfiguration werden S-Lines (s. 4.2.1) 
verwendet.59 Für den Fall von freistehenden Wänden sind S-Lines allein jedoch nicht 
ausreichend, um alle möglichen O-Spaces zu identifizieren, da sie in diesem Fall einen 
Raum nur in ein „Links“ und „Rechts“ von der Wand unterteilen; der Bereich vor bzw. 
hinter den Wandenden bleibt ununterteilt. Aus diesem Grund wird in der vorliegenden 
Arbeit die Einführung sogenannter P-Lines (Perpendicular Lines) vorgeschlagen. Diese 
Linien werden an den Enden freistehender Wände senkrecht zu beiden Seiten der 
Wand erzeugt (s. Abbildung 53). 
 
Abbildung 53: Unterteilung einer Konfiguration mittels S-Lines (links) und durch S- sowie P-Lines (rechts). 
Nachdem die virtuellen Linien erzeugt wurden, werden alle durch diese entstehenden 
Teilflächen erkannt.60 Diese Teilflächen werden entsprechend der Nomenklatur von 
Peponis et al (1997) als S-Spaces bezeichnet. Bevor die S-Spaces zu O-Spaces 
zusammenzufasst werden können, müssen die Sicht- und Erreichbarkeitsbeziehungen 
zwischen den S-Spaces ermittelt werden. Erreichbarkeitsbeziehungen sind notwendig, 
um nur zusammenhängende S-Spaces zusammenzufassen. Sichtbarkeitsbeziehungen 
sind notwendig, um die Konvexität des O-Spaces zu gewährleisten (wenn sich zwei S-
Spaces nur teilweise sehen, dann führt ein Zusammenfügen dieser Räume zu konkaven 
Raumbereichen). 
Die Ermittlung der Erreichbarkeit zweier S-Spaces erfolgt über die Prüfung identischer 
Kanten. Sobald sich zwei S-Spaces an einer Kante, welche keine physische Oberfläche 
darstellt, sondern eine virtuelle Linie berühren, dann sind die beiden S-Spaces einander 
erreichbar. Die Berechnung der Sichtbarkeitsrelationen wird in einem gesonderten 
Abschnitt (4.2.2.4) beschrieben. Für die folgenden Ausführungen ist es ausreichend zu 
wissen, dass wenn sich zwei S-Spaces vollständig einander sehen, zwischen ihnen eine 
Sichtbarkeitsbeziehung von 100 % besteht. Sind nur Teile der Flächen einander 
sichtbar, dann ist der Grad an Sichtbarkeit entsprechend geringer. (Wenn man von der 
                                              
59 E-Lines werden nicht verwendet, da diese eine enorm große Anzahl an Teilräumen erzeugen. Diese können nicht 
effizient zusammengefasst werden. 
60 Um diese Teilflächen zu ermitteln werden alle Linien an ihren Schnittpunkten in Segmente zerlegt. Diese Segmente 
werden in einen Graphen transformiert (Segmente sind Knoten; Kanten entstehen, wenn sich zwei Segmente berühren). 
Dieser Graph wird auf sogenannte Ringe durchsucht. Diese Ringe bilden die Teilflächen. Zur Berechnung wurde ein 
Algorithmus der Bibliothek Tektosyne (http://kynosarges.org/Tektosyne.html) verwendet. 
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gesamten Fläche eines S-Space einen anderen nur zur Hälfte sehen kann, dann beträgt 
die Sichtbarkeit 50 %; wenn man von der Hälfte der Fläche eines S-Space die Hälfte 
des anderen sehen kann, dann beträgt die Sichtbarkeit 25 %.) In Abbildung 54 sind die 
beiden Relationsarten an einem einfachen Beispiel dargestellt: Links ist mit gelben 
Linien die Erreichbarkeit zwischen S-Spaces dargestellt. Rechts ist mit grünen Linien 
die Sichtbarkeit zwischen S-Spaces dargestellt. Die dicke Linien repräsentieren den 
Grad an Sichtbarkeit. (Im Beispiel entsprechen die dicksten Linien einer Sichtbarkeit 
von 100 %, die dünnsten Linien einer Sichtbarkeit von ca. 5 %.) 
 
Abbildung 54: S-Spaces und deren Erreichbarkeitsrelationen (links) und Sichtbarkeitsrelationen (rechts). 
Das Zusammenfassen der S-Spaces zu O-Spaces erfolgt nach folgendem Prinzip: 
Ausgehend von einem S-Space wird für jeden direkten Nachbar dieses S-Spaces ein 
initiales Cluster gebildet (Abbildung 55). Alle direkten Nachbarn eines Clusters werden 
daraufhin auf Sichtbarkeit zum initialen Cluster überprüft. Wenn ein Nachbar zu jedem 
im Cluster existierenden S-Space sichtbar ist, dann wird temporär ein neues Cluster mit 
diesem S-Space und allen im initialen Cluster vorhandenen S-Spaces erzeugt. Sind 
weitere Nachbarn diesem temporären Cluster sichtbar, dann werden sie diesem 
hinzugefügt. Wenn nicht, wird geprüft, ob sie dem initialen Cluster sichtbar sind. Wenn 
dies der Fall ist, wird ein weiteres temporäres Cluster erstellt. Wenn alle Nachbarn 
überprüft wurden, werden alle temporär erzeugten Cluster nach dem gleichen Prinzip 
weiter untersucht. Der Prozess wird beendet, wenn die Nachbarn eines Clusters diesem 
nicht mehr sichtbar sind. In Abbildung 55 ist der Ablauf für eine einfache räumliche 
Konfiguration dargestellt. (Im Anhang A.1 findet sich ein etwas komplexeres Beispiel, 
in welchem die Bedeutung der Erstellung mehrerer temporärer Cluster ersichtlich wird.) 
 
Abbildung 55: Grundprinzip des Erstellens von O-Spaces 
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Der beschriebene Prozess wird für jeden S-Space durchgeführt um sicherzustellen, dass 
alle möglichen Kombinationen von S-Spaces erfasst werden. Dies kann jedoch dazu 
führen, dass mehrere identische O-Spaces entstehen. Abschließend müssen diese 
redundanten O-Spaces identifiziert und eliminiert werden. Im Beispiel aus Abbildung 
55 entstehen insgesamt zehn O-Spaces, von denen vier nicht redundant sind. 
Damit durch kleine oder schmale S-Spaces (wie z. B. Nischen) keine zu große Anzahl 
an O-Spaces entsteht, kann für die Sichtbarkeitsprüfung ein Grenzwert 
(IntervisibilityThreshold) angegeben werden. Ist ein S-Space einem Cluster mehr als der 
angegebene Grenzwert sichtbar, so wird er dem Cluster hinzugefügt. In allen 
untersuchten Fällen hat sich ein Grenzwert von 95 % als sinnvoll erwiesen. In 
Abbildung 56 ist links eine Konfiguration dargestellt, in der alle S-Spaces den 
Grenzwert erfüllen und somit zu einem O-Space zusammengefügt werden. In der rechts 
dargestellten Konfiguration erfüllen zwei S-Spaces diese Bedingung nicht. Es entstehen 
zwei sich teilweise überlappende O-Spaces. 
 
Abbildung 56: Zusammenfassen von S-Spaces bei einem IntervisibilityThreshold von 95 %. 
Je größer die Anzahl an S-Spaces in einer Konfiguration ist, desto aufwendiger ist der 
Vorgang zur Zusammenfassung in O-Spaces. Daher ist eine Reduzierung der S-Spaces 
sinnvoll. Hierfür werden zwei Strategien verfolgt: Erstens die besondere Behandlung 
von kurzen virtuellen Linien und zweitens ein Punktfang.  
Kurze virtuelle Linien sind interpretierbar als potenzielle Türlinien in 
Gebäudegrundrissen oder als Engpässe/Übergänge zwischen Gebäuden in 
Außenraumgrundrissen. Sie werden im Folgenden als Door-Lines (D-Lines) bezeichnet. 
Die Erkennung dieser D-Lines erfolgt über einen frei definierbaren Grenzwert 
(DLineThreshold).61 Diese Linien werden bei der Erstellung von S- und P-Lines wie 
Wände behandelt. Sie bilden also ein Hindernis für diese Linien. Handelt es sich bei 
einer D-Line um eine kurze S-Line, so werden an den Start- und Endpunkten dieser 
Linien keine P-Lines erzeugt (s. Abbildung 57). 
                                              
61 In der vorliegenden Arbeit wurde bei allen Innenraumgrundrissen der DLineThreshold auf 1.3 m gesetzt, bei 
Außenraumgrundrissen auf 10 m. 
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Um die durch kleine Versätze von Oberflächen entstehenden nah aneinander liegenden 
virtuellen Linien zu vermeiden, wurde ein Punktfang implementiert. Dabei wird 
geprüft, ob eine virtuelle Linie einen Mindestabstand (SnapThreshold)62 zu einem 
Wandende unterschreitet. Ist dies der Fall wird die Linie bis zu diesem Wandende 
geführt. Um zu vermeiden, dass starke Abweichungen von der ursprünglichen Richtung 
der virtuellen Linie auftreten, wird der Punktfang nur aktiv, wenn die 
Winkelabweichung von der ursprünglichen Linie einen Grenzwert (AngleThreshold)63 
nicht überschreitet. 
In Abbildung 57 ist die Anwendung der beiden Strategien an einer einfachen 
räumlichen Konfiguration dargestellt. Aus den ursprünglich 17 S-Spaces (links) werden 
durch Reduzierung der S- und P-Linien insgesamt sieben S-Spaces. Die in den beiden 
Konfigurationen identifizierbaren O-Spaces unterscheiden sich dadurch voneinander, 
dass die sehr schmalen O-Spaces in der reduzierten Variante verschwinden und dass 
sich die zwei kompakten O-Spaces (unten links, oben mitte) nicht überlappen, sondern 
durch eine schräge Kante berühren. 
 
Abbildung 57: Reduzierung der Anzahl der virtuellen Linien (und damit auch der S- und O-Spaces)  
durch Punktfang und D-Lines. 
Aus den O-Spaces lassen sich Eigenschaften ableiten, die zu ihrer Charakterisierung 
verwendet werden können. Hierzu zählen die Fläche, der minimale und maximale 
Abstand zum Polygonschwerpunkt (verdoppelt entspricht dies einem 
Annäherungswert für Breite und Länge), die Kompaktheit (analog zur Isovist 
Compactness), die Abweichung der Fläche zur Fläche der konvexen Hülle (analog zur 
                                              
62 Bei allen Innenraumgrundrissen wurde der SnapThreshold auf 0.5 m gesetzt, bei Außenraumgrundrissen auf 5 m. 
63 Der AngleTreshold wurde in allen Beispielen auf 15° gesetzt. 
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Convex Deficiency eines Isovists) und die Länge bzw. Anzahl an virtuellen und realen 
Kanten bzw. Ecken. Durch das Verhältnis von virtuellen und realen Kanten kann der 
Grad an Geschlossenheit (Enclosure) bestimmt werden. Diese Eigenschaften können 
verwendet werden, um das Set an O-Spaces weiter zu reduzieren, bzw. um nach O-
Spaces mit bestimmten Charakteristiken zu suchen. Beispielsweise hat ein 
gewöhnliches Zimmer (Rechteck mit einer Tür) eine Convex Deficiency von 1 und eine 
Länge virtueller Kanten von < 1m. 
Im Anhang A.2 findet sich für die drei in 2.1 dargestellten Gebäudegrundrisse eine 
Berechnung der S- und O-Spaces. Diese Beispiele spiegeln die Variantenvielfalt von 
Grundrissen gut wider. Die erfolgreiche Anwendung des beschriebenen Algorithmus 
auf diese Beispiele lässt vermuten, dass dieser auch auf zahlreiche andere Formen 
anwendbar ist. 
Bestimmung von Punktclustern (P-Spaces) 
Der zweite in der vorliegenden Arbeit verfolgte Ansatz zur Identifikation von 
Raumbereichen besteht darin, jene Punkte innerhalb einer räumlichen Konfiguration 
zusammenzufassen, die ähnliche Eigenschaften aufweisen. Hierfür wird ein 
Punkteraster erzeugt, welches die gesamte Konfiguration abdeckt.64 Zwischen diesen 
Punkten werden Sichtbarkeits- und Erreichbarkeitsrelationen ermittelt sowie ein 
Sichtbarkeitsgraph (s. 3.2.3) und ein Erreichbarkeitsgraph gebildet. Ersteres ist für die 
Analyse von Sichtbeziehungen, Letzteres für Berechnung von physischen Distanzen 
bzw. für die Clusterung von Punkten notwendig. Zur Erstellung des 
Erreichbarkeitsgraphen werden die jeweiligen Moore-Nachbarn eines Punktes 
verwendet. In Abbildung 58 sind die zwei verschiedenen Graphen an einer einfachen 
Beispielkonfiguration dargestellt. 
            
Abbildung 58: Beziehungen zwischen Punkten: Sichtbarkeit (links), Moore-Nachbarschaft (rechts). 
                                              
64 Zur Erzeugung dieses Punktrasters wird ein sogenannter Flood-Fill-Algorithmus verwendet 
(http://www.codeproject.com/Articles/16405/Queue-Linear-Flood-Fill-A-Fast-Flood-Fill-Algorith). Dieser füllt, wie 
in einem Bildbearbeitungsprogramm, alle Bereiche die nicht vollständig durch Wände abgeschlossen sind. 
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Für jeden der Punkte werden die in Abschnitt 3.1 und 3.2 beschriebenen lokalen und 
relationalen Eigenschaften berechnet. Hierzu zählen alle Isovist-Eigenschaften (Area, 
Compactness, Occlusivity usw.) und Visual Integration.65 Zusätzlich zu diesen 
Eigenschaften werden für Innenraumkonfigurationen Werte für die Helligkeit des 
Innenraumes berechnet. Da hier ausschließlich zweidimensionale Konfigurationen 
betrachtet werden und für Tageslichtberechnungen normalerweise 3D-Geometrie 
erforderlich ist, wird eine vereinfachte Berechnung des Daylight Factors (Daylight) 
vorgenommen. Dabei wird die Distanz zur nächstgelegenen Außenwand66 berechnet 
und auf dem Wertebereich 10 bis 0 übertragen: bei einer Distanz von 0 m beträgt 
Daylight = 10 und bei einer Distanz von 7 m und größer beträgt Daylight = 0. Dies 
entspricht in etwa den Daumenregeln, die sich zur Ermittlung der Helligkeit von 
Innenräumen etabliert haben (s. Brandi, 2005). 
Die Berechnung aller lokalen Eigenschaften (Isovist, Daylight) wird auf der Grafikkarte 
(GPU) durchgeführt, um die Berechnungsdauer so gering wie möglich zu halten. Details 
hierzu finden sich bei Schneider & König (2012b). Für die Berechnung der relationalen 
Eigenschaften (Visual Integration) wird das von Brandes (2001) beschriebene Verfahren 
zur schnellen Berechnung von Closeness Centrality verwendet.67 Im Anhang B.1 sind 
die Analyseergebnisse für die in Abbildung 58 dargestellte einfache Raumkonfiguration 
dargestellt. 
Nachdem die Eigenschaften für die Punkte berechnet wurden, lassen sich Bereiche 
identifizieren, die bestimmte Eigenschaften aufweisen. Diese Bereiche werden im 
Folgenden als P-Spaces (Point-Cluster-Spaces) bezeichnet. Das Grundprinzip zur 
Identifikation von P-Spaces ist zweistufig. Zuerst werden all die Punkte identifiziert, die 
gewissen Eigenschaften genügen (z. B. Isovist Compactness > 0.4). Diese Punkte 
werden in einer Liste gespeichert. In einem zweiten Schritt geprüft, ob nicht-
zusammenhängende Bereiche existieren. Hierfür wird eine neue Liste angelegt und ein 
Punkt aus der ursprünglichen Liste ausgewählt, der neuen Liste hinzugefügt und aus 
der alten Liste entfernt. Die Moore-Nachbarn dieses Punktes, welche sich in der 
ursprünglichen Liste befinden, werden der neuen Liste hinzugefügt. Daraufhin wird 
geprüft, ob sich die Nachbarn dieser Punkte in der ursprünglichen Liste befinden. Wenn 
ja, dann werden sie der neuen Liste hinzugefügt – wenn nicht, dann wurde ein Cluster 
                                              
65 Weitere relationale Eigenschaften wurden nicht implementiert, können aber problemlos ergänzt werden. 
66 Für Innenraumkonfigurationen lassen sich Wände in Außen-, Innen- und Nachbarwände unterteilen. Diese 
Information ist notwendig, um die Tageslicht- bzw. Ausblickanalysen durchzuführen. 
67 Für die Berechnung wurde die Bibliothek NodeXL (http://nodexl.codeplex.com) verwendet. Diese Berechnung hat 
sich bei größeren Szenarien (s. 4.3.2) als „Bottleneck“ für die Laufzeit des hier vorgeschlagenen Algorithmus 
herausgestellt.  
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gefunden und der Vorgang wird wiederholt bis die ursprüngliche Liste leer ist. In 
Abbildung 59 ist dieser Vorgang für die Identifizierung eines Clusters dargestellt. 
 
Abbildung 59: Grundprinzip beim Zusammenfassen von Punkten zu Punktclustern. 
Das Festlegen der gewünschten Eigenschaften der Bereiche erfolgt über frei 
definierbare Grenzwerte für Minimum und Maximum des entsprechenden Maßes. Da 
es bei wahrnehmungsbezogenen Kriterien oft schwierig ist, harte Grenzwerte zu 
bestimmen,68 werden weiche Grenzwerte zur Definition der Anforderungen verwendet. 
Hierbei wird sich des Konzeptes der Fuzzy Sets (Zadeh, 1965) bedient.69 Mittels Fuzzy 
Sets lassen sich Bereiche mit unscharfen Grenzen modellieren. Wie stark ein Wert 
einem Bereich zuzuordnen ist, wird durch den Zugehörigkeitsgrad µ bestimmt. µ kann 
Werte zwischen 0 und 1 annehmen, wobei 0 „keine Zugehörigkeit“ und 1 „vollständige 
Zugehörigkeit“ bedeutet. Um µ zu ermitteln, muss eine sogenannte 
Zugehörigkeitsfunktionen µ(x) definiert werden.  In der vorliegenden Arbeit werden 
trapezförmige Zugehörigkeitsfunktionen zur Modellierung der Grenzwerte verwendet. 
Sie werden durch vier Parameter a, b, c und d beschrieben, wobei a als unterster und 
d als oberster Grenzwert bezeichnet werden kann. Ist ein Wert über bzw. unter diesen 
Grenzwerten, so ist der Grad der Zugehörigkeit µ = 0. Die Parameter b und c 
beschreiben den Bereich, innerhalb dessen das Kriterium vollständig erfüllt ist. Liegt x 
zwischen a und b bzw. zwischen c und d, so wird µ zwischen diesen linear interpoliert. 
In Abbildung 60 ist dies am Beispiel für eine gewünschte Isovist Area demonstriert. 
Hier wurde, um eine Raumgröße zu charakterisieren definiert, dass ein Punkt einen 
Wert von mindestens 9 m² aufweisen soll (damit der Raum nicht zu klein wirkt), jedoch 
36 m² nicht überschreiten darf (damit der Raum nicht zu groß wirkt). Idealerweise soll 
der Wert zwischen 13 und 24 m² liegen (µ = 1). Ein Punkt mit einer Isovist Area von 
28 m² erhält ein µ = 0,66. Soll der Grenzwert nach oben offen sein, werden für c = d 
                                              
68 Würde bspw. ein harter unterer Grenzwert für den Raumeindruck Großzügigkeit bei einer Isovist Area von 20 m² 
liegen, so würde das bedeuten, dass ein Raum bis zu einer Isovist Area = 20 m² als vollständig großzügig bewertet wird 
und ab 19.99 m² als nicht mehr großzügig. 
69 Eine sehr gute und detaillierte Beschreibung dieser Art der Performancebestimmung und ihres Potenzials für den 
Architekturentwurf findet sich bei Bittermann (2009). 
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Maximalwerte definiert. Soll er nach unten offen sein, werden für a = b Minimalwerte 
definiert. 
 
Abbildung 60: Beispiel für eine Zugehörigkeitsfunktion 
Eine einzelne Raumeigenschaft ist oft nicht ausreichend, um einen Raumbereich 
adäquat zu charakterisieren. So soll bspw. ein Raumbereich nicht nur eine gewisse 
sichtbare Fläche aufweisen (um z. B. großzügig zu wirken), sondern er soll darüber 
hinaus möglichst geschlossen wirken, hell sein, einen Blick nach draußen bieten und 
nicht gut einsehbar sein. Um zu beschreiben, dass ein Punkt Pi mehrere Eigenschaften 
erfüllen soll, müssen mehrere Zugehörigkeitsfunktionen µj(xPi) definiert werden und aus 
den resultierenden µj muss ein Erfüllungsgrad für alle Eigenschaften (µProperties) gebildet 
werden. Dies geschieht üblicherweise über die logischen Verknüpfungen UND und 
ODER. Das Ergebnis einer UND-Verknüpfung ist der kleinste µj, das Ergebnis einer 
ODER-Verknüpfung der größte µj. Bei einer UND-Verknüpfung bestimmt das 
„schwächste Glied in der Kette“ die Gesamtperformance, bei einer ODER-Verknüpfung 
bestimmt das beste Kriterium die Gesamtperformance. In Abbildung 61 ist ein Beispiel 
für die Berechnung eines µall aus drei µi mittels UND- und mittels ODER-Verknüpfung 
dargestellt. Die drei Zugehörigkeitsfunktionen beschreiben exemplarisch gewünschte 
Eigenschaften für Isovist Area, Isovist Compactness und Daylight: µIsovistArea(14, 20, 24, 
36), µIsovistCompactness(0.33, 0.5, 1.0, 1.0), µDaylight(2, 3, 10, 10). 
Es ist zu erkennen, dass bei einer ODER-Verknüpfung (Abbildung 61, rechts) ein großer 
Bereich (ca. 3/4) der Konfiguration ein µProperties = 1.0 aufweist. In diesem Bereich weisen 
die Punkte einen hohen µ für mindestens eine der drei Anforderungen auf. Bei einer 
UND-Verknüpfung (Abbildung 61, links) sind sowohl Bereiche mit einem sehr hohen 
µProperties, als auch Bereiche mit einem µProperties = 0 zu finden. In Bereichen mit µProperties = 
1.0 sind alle gewünschten Anforderungen an Isovist Area, Compactness und Daylight 
vollständig erfüllt. In Bereichen mit µall = 0 ist mindestens eines der Kriterien nicht 
erfüllt. Im Weiteren wird ausschließlich die UND-Verknüpfung zur Bestimmung von µall 
verwendet, um besser bestimmen zu können, ob ein Raumbereich allen Anforderungen 
gerecht wird. 
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 Abbildung 61: Punktperformance bei unterschiedlichen Verknüpfungsarten 
Für die Zusammenfassung der Punkte zu Clustern werden alle Punkte betrachtet, die 
ein µProperties von größer als 0 aufweisen. Die unterschiedlichen µ-Werte haben demnach 
keinen Einfluss auf die Bildung der Cluster. Sie bestimmen jedoch die Performance 
eines Raumbereiches – also wie gut erfüllt ein Bereich die gewünschten Anforderungen 
– und werden zur Ermittlung der geeignetsten Raumbereichsbelegung benötigt (s. 
4.2.3). 
Problematisch sind die in manchen Fällen auftretenden Punktcluster welche 
zusammenhängen, obwohl sich die Punkte in visuell voneinander getrennten Bereichen 
befinden (s. Abbildung 62, links). Dies geschieht insbesondere dann, wenn die 
Anforderungen nicht einschränkend genug definiert sind. Um solche Bereiche 
voneinander zu trennen wird der von Hwang (2013) vorgeschlagene Ansatz, eine 
Community Detection – basierend auf dem Visibility Graphen – durchzuführen, 
verwendet.70 In Abbildung 62 (rechts) sind die P-Spaces nach Anwendung der 
Community-Detection abgebildet. Das große Cluster (blau in Abbildung links) wurde 
in drei Bereiche aufgeteilt. Wenngleich der Ansatz für die Aufteilung einer gesamten 
Konfiguration nicht befriedigend funktioniert (s. 4.2.1), scheint er trotzdem, wenn die 
Bereiche bereits durch andere Kriterien zu kleineren Bereichen reduziert wurden, 
überzeugende Ergebnisse zu produzieren.71 Als problematisch zu sehen ist einerseits, 
dass nicht exakt erkannt wird, ob sich etwas innerhalb von Raumecken befindet (s. der 
türkis eingefärbte Bereich in Abbildung 62). Andererseits werden in manchen Fällen an 
den Grenzen zwischen zwei Bereichen Artefakte produziert (sehr kleine Cluster, wie z. 
B. der einzelne blau eingefärbte Punkt zwischen dem türkis und hellblau eingefärbten 
P-Space in Abbildung 62). 
                                              
70 Für die Berechnung wird der Algorithmus von Wakita & Tsurumi (2007) verwendet. Dieser ist in der Bibliothek 
NodeXL implementiert (http://nodexl.codeplex.com). 
71 Diese Aussage stützt sich auf die Erfahrungen, die bei der Implementierung des Algorithmus gesammelt wurden.  
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Abbildung 62: Punktecluster vor (links) und nach (rechts) der Community Detection (die Färbung repräsentiert die 
unterschiedlichen Bereiche). 
Weitere Beispiele für die Identifizierung von P-Spaces für die drei Grundrisse aus 2.1 
finden sich im Anhang B.2. 
Verknüpfung der beiden Ansätze 
Mit den O-Spaces steht ein eindeutiges Set an konvexen Raumbereichen zur 
Verfügung, welches unabhängig von zusätzlichen Informationen existiert. P-Spaces sind 
nicht a priori existent. Sie werden auf Grundlage gewünschter Raumeigenschaften 
gebildet.  
Für eine Raumbeschreibung eignen sich P-Spaces insbesondere, wenn Bereiche gesucht 
werden, zu denen konkrete Angaben zu den benötigten Qualitäten existieren. Dies ist 
häufig für das Formulieren von Bereichen für konkrete Tätigkeiten der Fall. So könnte 
bspw. ein Schlafbereich als ein Raumbereich (mit einer Fläche von ca. 5 m²), welcher 
nicht gut einsehbar ist (Visual Integration < Avg.), ein eher kleines, kompaktes Sichtfeld 
aufweist (Isovist Area < 20 m², Isovist Compactness > 0.3) und sich nah an einer 
schützenden Wand befindet (Isovist MinRadial < 2 m) beschrieben werden. 
Die Verwendung von O-Spaces ist dann sinnvoll, wenn Tätigkeiten relativ unbestimmt 
sind (Raumbereiche, welche für viele unterschiedliche Tätigkeiten bestimmt sind, wie 
z. B. ein Wohnzimmer oder ein öffentlicher Platz in einer Stadt) bzw. keine sehr 
konkreten Angaben zu den benötigten Eigenschaften gemacht werden können. Ein 
weiterer Grund für die Verwendung von O-Spaces liegt darin, dass der konvexe Raum 
trotzdem als Ganzes vom Menschen wahrgenommen wird, obwohl die Eigenschaften 
von Punkten innerhalb eines O-Spaces stark variieren können. Zwar lässt sich bspw. ein 
städtischer Platz in sonnige und schattige Bereiche unterteilen – dennoch wird der Platz 
als eine Einheit wahrgenommen. 
Um eine größtmögliche Flexibilität bei der Raumbeschreibung zu erlauben werden 
beide Ansätze verwendet und zueinander kompatibel gemacht. In der Datenstruktur 
sind hierfür Punkte, S-Spaces und O-Spaces miteinander verknüpft. Das bedeutet, jeder 
Punkt verweist auf einen S-Space bzw. auf eine Liste an O-Spaces, innerhalb derer sich 
dieser Punkt befindet und vice versa (s. Abbildung 63). 
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Abbildung 63: Zusammenhänge zwischen räumlicher Konfiguration (rechts), Punktraster (2. v. l.), S-Spaces (2. v. r.) 
und  O-Spaces (rechts). 
Durch die Verknüpfung der verschiedenen Raumbereichsarten lassen sich einerseits für 
jeden S- bzw. O-Space die Ergebnisse der Raumanalyse (Isovist-Eigenschaften, Visual 
Integration, Daylight usw.) aggregieren.72 Dadurch kann nach O-Spaces gesucht 
werden, welche bestimmte Raumqualitäten aufweisen (s. 4.2.3). Andererseits lässt sich 
überprüfen, ob ein Punkt bzw. ein P-Space innerhalb von O-Spaces liegt, wodurch auch 
hierarchische Raumbeschreibungen möglich werden (z. B. Schlafbereich (P-Space) 
innerhalb eines Zimmers (O-Space) oder visuell geschützte Bereiche (P-Spaces) 
innerhalb eines städtischen Platzes (O-Space)). 
Relationen zwischen Raumbereichen 
Nachdem Raumbereiche erkannt wurden, lassen sich Beziehungen (Relationen) 
zwischen diesen berechnen. In der vorliegenden Arbeit werden drei Arten von 
Relationen unterschieden: Sichtbarkeit, physische Distanz und Überlappung. Alle drei 
Relationsarten können, aufgrund der im vorigen Abschnitt beschriebenen Verknüpfung 
der Raumbereiche, sowohl auf S-, O- und P-Spaces angewandt werden. Im Folgenden 
wird kurz beschrieben, wie diese Relationen berechnet werden. 
Um die Sichtbarkeit zwischen zwei Raumbereichen zu bestimmen, wird für jeden 
Raumbereich eine Liste an Punkten angelegt. Im Falle von P-Spaces werden alle Punkte 
des P-Spaces verwendet. Im Falle von S- oder O-Spaces werden jene Punkte 
verwendet, die sich innerhalb der Polygongrenzen dieser Raumbereiche befinden. 
Liegen keine Punkte innerhalb eines S- oder O-Spaces (weil z. B. der Bereich zu klein 
oder das Raster an Punkten zu grob ist), wird der Polygonschwerpunkt des S- bzw. O-
Spaces verwendet. Nachdem die beiden Punktlisten A und B erzeugt wurden, wird 
                                              
72 Dadurch ist es nicht notwendig relationale Eigenschaften (Closeness Centrality) von O-Spaces durch Relationen 
zwischen O-Spaces zu bestimmen, sondern man kann diese Eigenschaften aus dem Visibility Graphen aggregieren 
(Problem bei der Berechnung relationaler Eigenschaften von überlappenden Convex Spaces). 
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jeder Punkt aus A mit jedem Punkt aus B auf gegenseitige Sichtbarkeit überprüft.73 Sind 
die Punkte einander sichtbar, so werden die Flächenanteile der jeweiligen Punkte der 
jeweiligen Gesamtfläche ihres Raumbereiches miteinander multipliziert und 
aufsummiert: 
𝐼𝑛𝑡𝑒𝑟𝑣𝑖𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦(𝐴, 𝐵) = 100 ∗ ∑
1
𝐴. 𝐶𝑜𝑢𝑛𝑡 ∗ 𝐵. 𝐶𝑜𝑢𝑛𝑡
𝑖=𝑛,𝑗=𝑚
𝑖=0,𝑗=0
∗ 𝑉𝑖𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦(𝐴𝑖, 𝐵𝑗);  𝑉𝑖𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦 = {
1, 𝑤𝑒𝑛𝑛 𝑠𝑖𝑐ℎ𝑡𝑏𝑎𝑟           
0, 𝑤𝑒𝑛𝑛 𝑛𝑖𝑐ℎ𝑡 𝑠𝑖𝑐ℎ𝑡𝑏𝑎𝑟
  
 
Der Grad an Sichtbarkeit ist bi-direktional und wird in [%] angegeben. Sind zwei 
Bereiche A und B einander vollständig sichtbar, so beträgt er 100 %. Ist A nur zu Hälfte 
von der gesamten Fläche von B zu sehen, beträgt er 50 %. Ist die Hälfte von A von der 
Hälfte von B sichtbar, dann beträgt der Grad an Sichtbarkeit 25 %. 
Weitere Sichtbarkeitsrelationen, welche zwar nicht implementiert wurden, jedoch 
jederzeit ergänzt werden können, sind die Anzahl der Richtungswechsel, die notwendig 
sind, um von einem zu einem anderen Raumbereich zu gelangen (Visual Step Depth, s. 
Kap. 3.2.3) und die visuelle Distanz zu einem Raumbereich (wenn Raumbereich A von 
Raumbereich B sichtbar ist: wie weit sind beide Raumbereiche voneinander entfernt). 
Letzteres spielt eine wichtige Rolle bei der Dimensionierung von Raumbereichen (s. 
Lawson, 2001) und könnte z. B. mittels der durchschnittlichen Länge der Sichtstrahlen, 
die zwischen zwei Raumbereichen bestehen, ermittelt werden. 
Durch Überlappung können ineinander verschachtelte Raumbereiche beschrieben 
werden bzw. es kann sichergestellt werden, dass sich zwei Raumbereiche nicht 
überlappen. Um den Grad an Überlappung zweier Raumbereiche A und B zu 
bestimmen wird berechnet, wie viel der Fläche eines Raumbereiches von einem 
anderen überdeckt wird. Dieses Maß ist nicht bi-direktional. So kann ein Raumbereich 
einen anderen vollständig überdecken, während dieser selbst noch Bereiche aufweist, 
die nicht überdeckt sind. Berechnet wird der Grad an Überlappung mittels der 
Punktmengen der jeweiligen Raumbereiche. Um die Überlappung von A durch B zu 
berechnen, wird geprüft wie viele der Punkte von B in A enthalten sind. Die Anzahl 
wird durch die Gesamtanzahl der Punkte von A dividiert und mit 100 multipliziert. Die 







 𝐼𝑠𝐸𝑞𝑢𝑎𝑙 = {
1, 𝑤𝑒𝑛𝑛 𝑖𝑑𝑒𝑛𝑡𝑖𝑠𝑐ℎ            
0, 𝑤𝑒𝑛𝑛 𝑛𝑖𝑐ℎ𝑡 𝑖𝑑𝑒𝑛𝑡𝑖𝑠𝑐ℎ
  
Die Genauigkeit der Berechnung ist abhängig von der Auflösung des Punktrasters. 
Sollen zwei S- bzw. O-Spaces auf Überlappung geprüft werden, so kann dies durch 
boolesche Differenz von Polygonen sehr exakt berechnet werden. 
                                              
73 Hierfür werden die Kanten des bereits erzeugten Visibility Graphen verwendet. 
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Die metrische Distanz zwischen zwei Raumbereichen wird durch Ermittlung des 
kürzesten Weges, der zwischen diesen besteht, ermittelt. Zur Berechnung des 
kürzesten Weges wird der Moore-Graph verwendet. Die Kanten des Graphen werden 
entsprechend ihrer Länge gewichtet. Es werden mittels des Dijkstra-Algorithmus74 alle 
kürzesten Distanzen von allen Punkten eines Raumbereiches A zu allen Punkten eines 
Raumbereiches B ermittelt.75 Die kürzeste der ermittelten Distanzen ist die physische 
Distanz zwischen den beiden Raumbereichen. Sie wird in [m] angegeben. 
 
𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐴, 𝐵) = 𝑀𝑖𝑛(𝐷𝑖𝑠𝑡(𝐴𝑖, 𝐵𝑗), … , 𝐷𝑖𝑠𝑡(𝐴𝑛, 𝐵𝑚)); 𝐷𝑖𝑠𝑡 = 𝐿𝑒𝑛𝑔𝑡ℎ(𝑆ℎ𝑜𝑟𝑡𝑒𝑠𝑡𝑃𝑎𝑡ℎ) 
 
Wenn sich zwei Bereiche überlappen, dann beträgt die physische Distanz = 0 m. Ob 
sich zwei Raumbereiche berühren, kann durch die physische Distanz und die 
Überlappung ermittelt werden. Wenn die physische Distanz gleich des minimalen 
Punktabstandes ist (Zellgröße des Rasters) und sich die beiden Bereiche nicht 
überlappen, so berühren sie sich. 
Die Anforderungen an Relationen werden ebenso wie die Anforderungen an 
Eigenschaften mittels Zugehörigkeitsfunktionen modelliert. So wird bspw. eine 
Sichtbarkeitsrelation zwischen zwei Raumbereichen Ri und Rj, welche einander 
möglichst nur 10 % sichtbar sein sollen (jedoch maximal 30 %) folgendermaßen 
beschrieben: µIntervisibility(Ri, Rj, 0, 0, 10, 30). 
4.2.3 Identifizierung geforderter Raumbereiche und -relationen 
Mit den im vorigen Abschnitt beschriebenen Arten von Raumbereichen, ihren 
Eigenschaften und Relationen ist ein Vokabular vorhanden, mithilfe dessen sich 
wahrnehmungsrelevante Raumbeschreibungen vornehmen lassen. Alle in der 
vorliegenden Arbeit implementierten Bereiche, Eigenschaften und Relationen sind in 
Tabelle 3 zusammengefasst.76 
  
                                              
74 Zur Funktionsweise s. https://de.wikipedia.org/wiki/Dijkstra-Algorithmus 
75 Für die Berechnung wurde die Bibliothek Quickgraph verwendet (https://quickgraph.codeplex.com/). 
76 Es ist anzumerken, dass die Liste an Bereichen, Eigenschaften und Relationen beliebig erweitert werden kann. Sollten 
also bessere Methoden zur Beschreibung der Wirkung von Räumen oder Identifikation von Raumbereichen entwickelt 
werden, lassen sich diese problemlos in das hier vorgestellte Konzept integrieren. 
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Tabelle 3: Implementierte Raumbereiche, Eigenschaften und Relationen. 













Open Edges Length* 
 





Eine Raumbeschreibung erfolgt durch Definition der Zugehörigkeitsfunktionen für die 
Eigenschaften der n geforderten Raumbereiche µProperties(R1) bis µProperties(Rn) und der 
Zugehörigkeitsfunktionen für die geforderten Relationen zwischen den Raumbereichen 
µIntervisibility(Ri,Rj), µDistance(Ri,Rj) und µOverlap(Ri,Rj). Ein Beispiel für eine Definition der 
Anforderungen für die Eigenschaften von drei Raumbereichen ist in Tabelle 4 
zusammengefasst. Dabei wurden zwei Raumbereiche (R1 und R3) als O-Space und ein 
Raumbereich (R2) als P-Space modelliert. Bei der Definition der Flächen besteht ein 
Unterschied zwischen O- und P-Spaces. Während für O-Spaces regulär alle Minimal- 
und Maximalwerte angegeben werden wird für P-Spaces nur eine Minimalfläche 
definiert. Dies ist durch das weiter unten im Text beschriebene Verfahren begründet 
mit dem P-Spaces, welche einen gewissen Flächeninhalt aufweisen sollen ermittelt 
werden. 




µFloorArea (18, 20, 24, 30) 




Floor Area = 4 
µIsovistArea (12, 16, 25, 30) 
µIsovistCompactness (0.3, 0.5, 1, 1) 




µFloorArea (10, 12, 16, 18) 
µVisualIntegration (0, 0, avg*0.75, avg) 
 
 
In Tabelle 5 sind beispielhaft zwei Relationen für die in Tabelle 4 beschriebenen 
Raumbereiche abgebildet. Einerseits wurde eine Distanzrelation zwischen R1 und R2 
festgelegt, die besagt, dass die beiden Bereiche mindestens 1 m, jedoch maximal 6 m 
voneinander entfernt sein sollen (und idealerweise 2–4 m). Andererseits wurde eine 
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Sichtbarkeitsrelation zwischen R1 und R3 definiert, die besagt, dass die beiden Bereiche 
einander kaum sichtbar sein sollen (maximal 10 %). 
Tabelle 5: Beispiel für die Beschreibung der Anforderungen an die Relationen zwischen Raumbereichen. 
Bereich A Bereich B Relationsbeschreibung 
 
R1 R2 µDistance(R1, R2, 1, 2, 4, 6) 
 
R1 R3 µIntervisibility(R1, R3, 0, 0, 0, 10) 
 
 
Im Folgenden wird der Algorithmus beschrieben der ermittelt, ob eine räumliche 
Konfiguration die in einer Raumbeschreibung definierten Anforderungen erfüllt und 
wie gut sie diese erfüllt. Der vorgeschlagene Algorithmus zur Bestimmung dieser Güte 
(Performance) ist zweistufig: Zunächst werden alle für die benötigten Raumbereiche – 
Required Spaces (R-Spaces) – infrage kommenden Raumbereiche – Potential Spaces (P-
Spaces) – identifiziert. Danach wird geprüft, ob ein Set an Potential Spaces die 
gewünschten Zusammenhänge erfüllt. 
Für den ersten Schritt werden für einen R-Space zunächst alle O- bzw. P-Spaces, welche 
die geforderten Eigenschaften erfüllen (µProperties(Ri) > 0) identifiziert und einer Liste an 
potenziellen Raumbereichen für diesen R-Space hinzugefügt. Für das Hinzufügen von 
P-Spaces ist ein Zwischenschritt notwendig, da die Fläche dieser Bereiche i. d. R. größer 
ist als die geforderte Fläche. Dieser Zwischenschritt besteht darin, zunächst alle infrage 
kommenden P-Spaces zu identifizieren und zu prüfen, wie oft die minimal benötigte 
Fläche in diesen P-Space hineinpasst. Wenn diese Anzahl n größer 1 ist, so werden 
innerhalb des P-Spaces weitere Teilräume bestimmt. Eine erschöpfende Menge an 
Teilräumen zu bestimmen ist nicht praktikabel, da die Anzahl an Möglichkeiten sehr 
groß sein kann. Für die Bestimmung eines Teilraumes wird zufällig ein Punkt im P-Space 
ausgewählt. Daraufhin werden sukzessive die Moore-Nachbarn dieses Punktes (und 
Nachbarn dieser Nachbarn usw.) hinzugefügt, bis die gewünschte Mindestfläche 
erreicht ist. Auf dieses Weise wird versucht m = 2*n Bereiche, welche sich zu maximal 
50 % überlappen zu bestimmen. Ist nach 2*m Iterationen die Anzahl m nicht erreicht, 
wird die Suche abgebrochen, um lange Berechnungszeiten bzw. Endlosschleifen zu 
vermeiden. Durch diese einfache Methode ist zwar nicht garantiert, dass die beste 
Position eines P-Spaces für eine bestimmte Raumbeschreibung enthalten ist, jedoch 
kann davon ausgegangen werden, dass eine annähernd optimale Position darunter ist.  
In Abbildung 64 sind potenzielle Raumbereiche, die für eine Raumbeschreibung mit 
drei Required Spaces in einer einfachen Beispielkonfiguration ermittelt wurden, 
schematisch dargestellt. Für R1 konnten drei potenzielle Bereiche identifiziert werden, 
für R2 zwei und für R3 nur ein Bereich. 
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Abbildung 64: Potenzielle Raumbereiche für R1 (links), R2 (Mitte) und R3 (rechts). 
Nachdem für jeden R-Space eine Menge an potenziellen Raumbereichen bestimmt 
wurde wird in einem zweiten Schritt geprüft, wie gut sich mit diesen die geforderten 
Relationen erfüllen lassen. Dazu werden alle Kombinationen an Belegungen von 
potenziellen Raumbereichen auf die Erfüllung der Relationen überprüft. Dies geschieht 
wie folgt: Für jeden Potential Space eines R-Space werden die Potential Spaces des 
nächsten R-Space betrachtet und überprüft, wie gut sie die geforderten Relationen 
erfüllen. Wenn in einer Iteration festgestellt wird, dass sich zwei Potential Spaces 
überlappen, ohne dass eine Überlappungsrelation besteht, wird dieser Zweig nicht 
weiter verfolgt. Während jeder Iteration werden die jeweiligen µ für die untersuchten 
Relationen gespeichert, um später die geeignetste Belegung zu identifizieren. In 
Abbildung 65 ist dieser Vorgang für das einfache Beispielszenario dargestellt. 
 
Abbildung 65: Beispiel für die Identifizierung geeigneter Kombinationen an potenziellen Raumbereichen zur 
Erfüllung der gewünschten Relationen. 
Um redundante Relationsüberprüfungen zu vermeiden wird die Reihenfolge an R-
Spaces zuvor sortiert, sodass mit jenen R-Spaces, die die geringste Anzahl an 
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potenziellen Räumen aufweisen begonnen wird. Für das in Abbildung 65 gezeigte 
Beispiel würde man mit R3 beginnen, danach R2 und schließlich R1. In Anhang C ist das 
Ablaufdiagramm hierzu dargestellt. Bei einer großen Zahl an potenziellen Räumen für 
jeden R-Space kann diese Suche sehr lange dauern, da die Anzahl der Vergleiche 
exponentiell mit der Anzahl an Potential Spaces steigt. In solchen Fällen ist es denkbar, 
den Prozess durch Einsatz heuristischer Suchmethoden zu verkürzen. In den in dieser 
Arbeit betrachteten Beispielen ist die Anzahl der Räume jedoch so gering (< 8), dass 
ein solcher Ansatz nicht notwendig war.77 
Aus den ermittelten geeigneten Kombinationen wird die beste Kombination –  die mit 
dem höchsten Gesamterfüllungsgrad µtotal – ermittelt. Zur Ermittlung des 
Gesamterfüllungsgrades werden die Erfüllungsgrade für die Eigenschaften der 
Raumbereiche und die Relationen zwischen den Raumbereichen getrennt voneinander 
ermittelt. Der Erfüllungsgrad für Eigenschaften (µProperties) der zugewiesenen 
Raumbereiche einer räumlichen Konfiguration X ergibt sich durch UND-Verknüpfung 
der Performance aller Raumbereiche: 
µ
Properties
(𝑋) = 𝑚𝑖𝑛 (µ𝑃𝑟𝑜𝑝𝑒𝑟𝑡𝑖𝑒𝑠(𝑅1), … , µ𝑃𝑟𝑜𝑝𝑒𝑟𝑡𝑖𝑒𝑠(𝑅𝑛)) 
Der Erfüllungsgrad für die Relationen (µRelations) wird durch die Bildung des Durchschnitts 
der Performance aller m Relationen ermittelt. µRelations mittels eines Durchschnittswertes 
zu beschreiben ist sinnvoll für die angestrebte Verwendung des EM zur Generierung 
von Grundrissen mittels EA. Bei einer UND-Verknüpfung würde, sobald nur eine 
Relation nicht erfüllt ist, die gesamte Lösung ein µRelations von 0 aufweisen. Da nicht 
erfüllte Relationen häufig durch kleine Änderungen in der räumlichen Konfiguration 
erfüllt werden können, würde dies das kontinuierliche Herantasten an eine Lösung 










Der Gesamterfüllungsgrad µtotal für eine Belegung der Required Spaces mit 
Raumbereichen ergibt sich aus der Summe beider Erfüllungsgrade. Die Variante an 
Raumbelegungen, bei denen µtotal am größten ist, wird schließlich verwendet um den 
Grundriss zu beschreiben. 
µ𝑡𝑜𝑡𝑎𝑙(𝑋) = µ𝑃𝑟𝑜𝑝𝑒𝑟𝑡𝑖𝑒𝑠 + µ𝑅𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑠 
Die Erfüllungsgrade µRelations und µProperties der besten Belegung (höchstes µtotal) bilden die 
Performancewerte PProperties und PRelations. Die Maximierung von PProperties und PRelations 
bilden die Zielfunktionen eines Optimierungsverfahrens zur Suche nach geeigneten 
Grundrissen in großen Variantenräumen (s. 4.3). Bevor der EM jedoch zur 
                                              
77 In allen in der Arbeit gezeigten Beispielen betrug die Rechenzeit weniger als 1 s. 
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automatisierten Erzeugung räumlicher Konfigurationen herangezogen wird, wird im 
folgenden Abschnitt getestet, ob sich der beschriebene Ansatz zur Beschreibung realer 
räumlicher Konfigurationen eignet. 
4.2.4 Beispiel für eine Raumbereichsidentifizierung 
Um den im vorangegangenen Abschnitt beschriebenen Ansatz zur Bewertung von 
räumlichen Konfigurationen zu testen, wird anhand eines Beispielgrundrisses versucht, 
die sich darin befindenden Raumbereiche mittels einer Beschreibung, die diesen 
entspricht zu identifizieren. Es wird hierfür der Grundriss aus Abbildung 17 verwendet. 
Hierbei handelt es sich um den Grundriss der Wohnung des Autors. Dies wirkt sich 
positiv auf diese Aufgabe aus, da auf eine sehr genaue Kenntnis aller Raumbereiche, -
eigenschaften und -relationen zurückgegriffen werden kann.  
Die Wohnung kann wie folgt beschrieben werden: Es handelt sich um eine ca. 80 m² 
große 3-Raum-Wohnung. Den größten Raumbereich und das Zentrum der Wohnung 
bildet die großzügige Wohnküche. Diese wird über eine sich direkt anschließende 
kleine, jedoch groß und offen wirkende Loggia belichtet. Durch die räumliche Trennung 
der Wohnküche zur Außenwand (Fenster) ist die Wohnküche nicht sehr hell. 
Tätigkeiten wie Essen oder Lesen werden daher häufig in der Loggia vorgenommen. 
Eine Sitzgruppe befindet sich im Wohnzimmer nah an der Loggia, um möglichst viel 
Tageslicht zu erhalten. Der Küchenbereich befindet sich dieser Sitzgruppe gegenüber 
(er ist dieser vollständig sichtbar) an einer Wandecke. Das Badezimmer ist relativ klein 
und erhält kein Tageslicht. Die beiden Zimmer, die als Kinderzimmer und Schlaf-
/Arbeitszimmer verwendet werden, sind von mittlerer Größe und sehr hell. Das 
Kinderzimmer ist relativ schmal und gestreckt, während das Schlafzimmer eine eher 
kompakte Form aufweist. Vom Eingang der Wohnung kann man nicht bis nur sehr 
wenig in alle Zimmer sehen. Von der Sitzgruppe im Wohnzimmer kann man gut den 
Spielbereich im Kinderzimmer überblicken. Das Schlafzimmer ist von der Sitzgruppe 
nur schwer einsehbar. Der Schlafbereich befindet an einer sehr geschützten Position 
(Zimmerecke, die schlecht einsehbar ist). Bad, Kinderzimmer und Schlafzimmer sind 
einander nicht sichtbar. Vom Schlafzimmer besteht eine sehr kurze Distanz zum 
Badezimmer. 
Der Grundriss der Wohnung (inkl. Möblierung) ist in Abbildung 66 links dargestellt. In 
der Abbildung rechts ist der Abstraktionsgrad des Grundrisses, wie er für die 
Raumbereichsidentifizierung verwendet wird, dargestellt. Dabei wird zwischen 
Außenwänden (dünne Linien) und allen anderen Wänden (dicke Linien) differenziert, 
um die Tageslichtanalyse vornehmen zu können. Der Eingang zur Wohnung wurde 
durch die x-/y-Koordinaten des Mittelpunktes der Türöffnung definiert (s. rot markierte 
Stelle). 
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Abbildung 66: Wohnungsgrundriss mit Kennzeichnung der real existierenden Bereiche (links) und die verwendete 
Repräsentation des Grundrisses zur automatischen Identifikation der Raumbereiche (rechts). 
Die Attribute der verbalen Beschreibung wurden in Performancefunktionen überführt. 
Da bislang keine Standards zur Charakterisierung von Räumen existieren wurden 
Annahmen getroffen, um Attribute wie „großzügig“, „hell“ oder „privat“ in konkrete 
Maße zu überführen. Dabei wurde teilweise auf die unter 3.3 beschriebenen 
wissenschaftlichen Studien und teilweise auf die Erfahrungen, die der Autor mit den 
Analysemethoden in den letzten Jahren sammeln konnte, zurückgegriffen. Alle 
Funktionen zur Beschreibung der Eigenschaften der einzelnen Raumbereiche sind in 
Tabelle 6 aufgelistet. Die Anforderungen an Visual Integration wurden mittels des 
Durchschnittswertes (avg) angegeben, da dieser Wert je nach Anzahl der Punkte im 
Visibility Graphen variiert und somit absolute Angaben nicht möglich sind. Des 
Weiteren wurden die Maximalwerte einiger Eigenschaften auch nicht absolut 
angegeben, sondern durch ihren jeweiligen Maximalwert (max). Somit lässt sich 
beschreiben, dass der Wert so groß wie in der jeweiligen räumlichen Konfiguration 
möglich sein kann/soll. 
  
4 Synthese - Sichtbarkeitsbasierte Raumerzeugung 
133
Tabelle 6: Raumbereiche und die Beschreibung ihrer Attribute durch Zugehörigkeitsfunktionen. 








µFloorArea (25, 30, max, max) 
µVisualIntegration(avg, avg*1.2, max, max) 
µIsovistArea (40, 50, max, max) 







µFloorArea (12, 14, 16, 18) 
µDaylight (2, 3, max, max) 
µWidth/Length(0, 0.3, 0.5, 0.6) 









µFloorArea (12, 14, 16, 18) 
µDaylight (2, 3, max, max) 
µWidth/Length(0.5, 0.7, 1.0, 1.0) 







µFloorArea (4, 6, 8, 10) 








µFloorArea (6, 8, 10, 12) 
µIsovistArea (25, 35, max, max) 
µDaylight (3, 5, max, max) 
 
Neben den Raumeigenschaften wurden die im Text genannten Relationen, die 
zwischen den Raumbereichen bestehen definiert. Der Eingang zur Wohnung wird dabei 
als weiterer Raumbereich (R0) eingeführt. Dieser wird als einzelner fixer Punkt definiert 
und kann bei der Suche nicht anderen Punkten zugewiesen werden.78 
Tabelle 7: Relationen zwischen den Raumbereichen. 
Raumbereich A Raumbereich B Attribute µRelations 
 
R0 (Entrance) R1 (Living Room) nicht sichtbar µIntervisibility(R0, R1, 0, 0, 0, 0) 
 
R0 (Entrance) R2 (Child’s Room) nicht sichtbar µIntervisibility(R0, R1, 0, 0, 0, 0) 
 
R0 (Entrance) R3 (Bedroom) kaum sichtbar µIntervisibility (R0, R2, 0, 0, 10, 20) 
 
R0 (Entrance) R4 (Bathroom) kaum sichtbar µIntervisibility (R0, R4, 0, 0, 10, 20) 
 
R1 (Living Room) R2 (Child’s Room) teilweise sichtbar µIntervisibility(R1, R2, 20, 30, 50, 60) 
 
R1 (Living Room) R3 (Bedroom) kaum sichtbar µIntervisibility(R1, R3, 0, 0, 10, 20) 
 
R1 (Living Room) R4 (Bathroom) nicht sichtbar µIntervisibility(R1, R4, 0, 0, 0, 0) 
 
                                              
78 Diese Vorgehensweise wird auch bei dem Anwendungsszenario in 4.3.1 genutzt. Dabei werden dem Eingang 
mehrere potenzielle Positionen zugewiesen. 
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R1 (Living Room) R5 (Loggia) fast vollständig sichtbar 
direkt verbunden 
µIntervisibility(R1, R5, 50, 70, 80, 90) 
µDistance(R1, R5, 0, 0, 1, 1) 
 
R2 (Child’s Room) R3 (Bedroom) nicht sichtbar µIntervisibility(R2, R3, 0, 0, 0, 0) 
 
R2 (Child’s Room) R4 (Bathroom) nicht sichtbar µIntervisibility(R2, R4, 0, 0, 0, 0) 
 
R3 (Bedroom) R4 (Bathroom) nicht sichtbar 
sehr nah 
µIntervisibility(R3, R4, 0, 0, 0, 0) 
µDistance(R3, R4, 1, 1.5, 2, 2.5) 
 
 
In Abbildung 67 sind Ergebnisse der Raumbereichsidentifizierung mit 
Relationsanforderungen (rechts) und ohne Relationsanforderungen (links) dargestellt. 
Die Bereiche wurden nach dem Zugehörigkeitsgrad der jeweiligen 
Raumbereichsbeschreibung farbig dargestellt. Die Farbskala reicht von rot nach violett, 
wobei rot eine niedrige und violett eine hohe Zugehörigkeit repräsentiert. Relationen 
werden grau dargestellt, wobei die Strichstärke den Erfüllungsgrad der Anforderungen 
repräsentiert. Ist eine Relation nicht erfüllt, so wird sie rot dargestellt. In der Mitte der 
Linien ist jeweils der berechnete Wert der Relationen angegeben (Sichtbarkeit in % und 
Distanz in m). 
Es ist in der Abbildung (links) erkennbar, das die in diesem Beispiel verwendeten 
Eigenschaften zur Beschreibung der O-Spaces genügen, um die Raumbereiche richtig 
zuzuordnen. Dies ist jedoch ein Ausnahmefall, da zum einen die Eigenschaften 
aufgrund der guten Kenntnis der Wohnung sehr präzise angegeben werden konnten 
und zum anderen alle Räume in der Wohnung sehr spezifische Charakteristika 
aufweisen und somit kaum Doppeldeutungen möglich sind.  
Anhand der Einfärbung der Raumbereiche ist zu erkennen, dass nicht alle Bereiche die 
in Tabelle 6 definierten Eigenschaften vollständig erfüllen. Einen hohen 
Zugehörigkeitsgrad besitzen die Bereiche Loggia, Child und Bathroom, wobei 
Bathroom den einzigen Bereich darstellt, der die Anforderungen vollständig erfüllt. Der 
ausschließlich niedrige Erfüllungsgrad von Sleeping und Living ist auf die Anforderung 
an Visual Integration zurückzuführen. Bei Living wurde der Zielwert leicht überschätzt, 
bei Sleeping unterschätzt. 
Bei den ermittelten Relationen ist zu erkennen, dass fünf Relationen (Sichtbarkeit 
Bathroom – Living Room, Bathroom – Bedroom, Bathroom – Child’s Room, Entrance – 
Child’s Room, Living Room – Bedroom) als nicht erfüllt (rot) gekennzeichnet sind und 
zwei (Sichtbarkeit Entrance – Bedroom, Entrance – Bathroom) als gering erfüllt (dünne 
graue Linie). Dies ist auf die falsche Einschätzung zurückzuführen, wie gut man von den 
jeweiligen Zimmern in die anderen sehen kann. So wurden die drei erstgenannten 
Relationen mit einer vollständigen „Nichtsichtbarkeit“ beschrieben. Die Berechnung 
ergab jedoch, dass kleine Bereiche der Zimmer einander sichtbar sind (0.9 % Bathroom 
– Bedroom, 1.5 % Bathroom – Living Room, 4.4 % Bathroom – Child’s Room). Auch 
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die aus der Erfahrung eingeschätzte geringe Einsehbarkeit des Schlafzimmers und des 
Badezimmers vom Eingang aus (welche in der Zugehörigkeitsfunktion mit c = 10 % 
definiert wurde) hat sich in der Berechnung als größer als angenommen herausgestellt 
(18 % bzw. 18.8 %). Die Grenzwerte für „nicht sichtbar“ bzw. „kaum sichtbar“ müssen 
demnach etwas gelockert werden. 
 
                        
Abbildung 67: Identifizierte O-Spaces mit (rechts) und ohne (links) Berücksichtigung von Relationen. 
Alternativ zu der Beschreibung mittels O-Spaces wurde eine Raumbeschreibung für die 
genannte Wohnung mittels P-Spaces vorgenommen. Hierzu wurden die Bereiche in der 
Wohnung identifiziert, an denen bestimmte Tätigkeiten ausgeführt werden. Insgesamt 
wurden die acht im Grundriss in Abbildung 66 beschrifteten Tätigkeiten verwendet: 
Essen, Kochen, Schlafen, Schlafen (Kind), Spielen (Kind), Entspannen, Arbeiten, Lesen. 
Das Badezimmer wurde nicht weiter unterteilt und als O-Space belassen. Eine 
Auflistung aller Eigenschaften dieser Bereiche findet sich im Anhang D.1. In Abbildung 
68 (links) ist das Ergebnis der Raumbereichsidentifizierung mittels P-Spaces auf Basis 
der Raumeigenschaftsanforderungen dargestellt. Es ist zu erkennen, dass einige 
Tätigkeiten (z. B. Kochen, Schlafen) richtig lokalisiert wurden, andere, wie z. B. 
Arbeiten oder Schlafen (Kind), nicht. Daraufhin wurden der Raumbeschreibung 
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Relationen, die zwischen den Raumbereichen bestehen, solange hinzugefügt, bis die 
Platzierung der Tätigkeiten mit der realen Anordnung (s. Abbildung 66) 
übereinstimmte. Hierfür waren insgesamt 22 Relationen notwendig (s. Anhang D.2). 
Bei den Relationen handelt es sich zum größten Teil um „nicht-sichtbar“-Relationen 
(12 von 22). Das Ergebnis der Identifizierung ist in Abbildung 68 (rechts) dargestellt. 
Nicht erfüllt werden konnte die Sichtbarkeitsrelation vom Eingang zum Schlafbereich 
und die Distanz zwischen Schlafen und Badezimmer. Dies ist auf eine falsche 
Einschätzung dieser Relation zurückzuführen. Die teilweise nicht konvexe Form der P-
Spaces ist auf die Methode zur Bestimmung von Flächen mit bestimmter Größe 
zurückzuführen. Um dies künftig zu vermeiden könnte bei der Bestimmung getestet 
werden, ob die erkannten P-Spaces konvex sind. 
 
               
Abbildung 68: Identifizierte Raumbereiche mittels P-Spaces ohne Relationsanforderungen (links) und mit 
Relationsanforderungen (rechts). 
Anzumerken ist, dass bei der Identifizierung mittels P-Spaces die Positionen der 
Flächen bei jedem Identifizierungsvorgang leicht variieren. Dies ist der oben 
beschriebenen Vorgehensweise bei der Identifizierung potenzieller P-Spaces 
geschuldet (zufälliges Platzieren einer begrenzten Anzahl an P-Spaces, da theoretisch 
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eine sehr große Anzahl an Belegungen möglich ist). In Anhang D.3 finden sich die 
Abbildungen zur besseren Lesbarkeit in vergrößerter Form. 
Das Beispiel zeigt, dass sich ein Grundriss auf unterschiedliche Art beschreiben lässt. Je 
präziser die Eigenschaften der Raumbereiche definiert sind, desto weniger 
Möglichkeiten gibt es für die Belegung eines R-Space mit Potential Spaces (s. 
Abbildung 67, links). Existieren jedoch mehrere Potential Spaces (was üblicherweise 
der Fall ist), dann werden diese erst durch Definition von Relationen sinnvoll 
zugeordnet. Dabei können (wie im Falle der letzten Variante mit P-Spaces) sehr viele 
„nicht-sichtbar“-Relationen notwendig sein. Die Definition der Anforderungen 
gestaltete sich als schwierig, da noch keine Standards für die Überführung von 
Attributen wie „wenig sichtbar“ oder „privat“ existieren. Hier sind weitere 
Untersuchungen notwendig. 
4.3 Koppelung des EM mit Generierungsmechanismen 
Nachdem im vorangegangenen Abschnitt eine Methodik entwickelt wurde, mit der sich 
räumliche Konfigurationen mittels sichtbarkeitsbasierter Raumrepräsentationen 
beschreiben und bewerten lassen, wird diese im folgenden Kapitel auf die 
automatisierte Erzeugung von Grundrissen angewandt. Hierbei soll geprüft werden, ob 
sich der EM dazu eignet, mittels einer heuristischen Suchmethode (EA, s. 2.2.3) 
Grundrisse zu erzeugen, die einer bestimmten Raumbeschreibung entsprechen. Hierfür 
wird einerseits untersucht, ob sich mittels des Ansatzes Varianten iterativ verbessern 
lassen, also ein gutes Ergebnis nicht ausschließlich durch Zufall entsteht. Andererseits 
sollen die Eigenschaften der entstehenden Lösungen untersucht werden um zu prüfen, 
ob sich die unter 2.4 genannten Beschränkungen bisheriger Raumanordnungssysteme 
mit dem hier vorgeschlagenen Ansatz auflösen lassen. Darüber hinaus eignen sich diese 
Studien um zu testen, ob der vorgeschlagene EM robust genug ist, um in 
verschiedensten Konfigurationen zuverlässig Raumbereiche zu erkennen, da zahlreiche 
Varianten überprüft werden müssen. 
Es werden zwei Anwendungsszenarien betrachtet: eine Innenraumkonfiguration 
(Grundriss einer Wohnung) und eine Außenraumkonfiguration (Grundriss einer 
städtischen Bebauung). In beiden Fällen handelt es sich um rein fiktive Szenarien. Die 
Wahl der beiden verschiedenen Maßstäbe hat zweierlei Gründe. Einerseits soll sie die 
breiten Einsatzmöglichkeiten des vorgeschlagenen Konzeptes demonstrieren. 
Andererseits sind auf beiden Maßstäben unterschiedliche Methoden zur Erzeugung von 
Varianten (GM) notwendig. Somit kann gezeigt werden, dass mittels des entwickelten 
EM unterschiedliche GM verwendet werden können.  
Die Konventionen zur Beschreibung der EA wurden aus König & Knecht (2012) 
übernommen. Als Selektionsmechanismus wurde HypE (Bader & Zitzler, 2004) aus der 
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frei verfügbaren Bibliothek PISA verwendet.79 Auf die Details des 
Optimierungsverfahrens wird nicht eingegangen, da sie für die hier zu überprüfenden 
Thesen nicht notwendig sind. 
4.3.1 Generierung eines Wohnungsgrundrisses 
Die erste Anwendungsstudie besteht in der Generierung von Grundrissen einer kleinen 
Wohnung für ein bis zwei Personen. Der Umriss der Wohnung ist durch bestehende 
Gebäudegeometrie vorgegeben (s. Abbildung 69). Die Gesamtfläche beträgt ca. 60 m². 
Die Wohnung verfügt über zwei Außenwände, grenzt an zwei benachbarte Wohnungen 
und den Hausflur (dies ist der Bereich, innerhalb dessen die Eingangstür platziert 
werden kann). Da die Position/Dimensionierung der Fenster noch nicht festgelegt ist, 
wird für die Erzeugung der Innenraumaufteilung angenommen, dass die gesamte 
Außenwand für die Belichtung zur Verfügung steht.80 
 
Abbildung 69: Randbedingungen für die Erzeugung des Wohnungsgrundrisses. 
Die Wohnung soll drei Raumbereiche aufweisen: einen großen Bereich zum 
Entspannen, Kochen, Essen, Arbeiten – kurz: Wohnbereich (R1) –, einen Schlafbereich 
(R2) und ein Badezimmer (R3). Eine verbale Beschreibung der gewünschten Bereiche 
und ihrer Zusammenhänge könnte wie folgt lauten: „Der Wohnbereich (mindestens 25 
m² Fläche) sollte möglichst großzügig wirken, hell sein und den Mittelpunkt der 
Wohnung bilden. Der Schlafbereich hat eine Fläche von mindestens 6 m² (um ein Bett 
aufstellen zu können und Platz zum Umkleiden zu bieten). Er sollte einen geschlossenen 
Raumeindruck aufweisen, nicht zu klein, aber auch nicht zu groß wirken und einen 
                                              
79 http://www.tik.ee.ethz.ch/sop/pisa/ 
80 Dies folgt der simplen Logik, dass der Innenraum zwar dunkler gemacht werden kann (durch Verwendung weniger 
Fenster), jedoch nicht heller als die zur Befensterung maximal vorhandene Fläche. 
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möglichst hohen Grad an Privatheit haben. Wenn man sich im Schlafbereich befindet 
sollte man möglichst wenig vom Wohnbereich sehen. Das Bad sollte vom Wohn- und 
Schlafbereich möglichst wenig einsehbar sein, jedoch möglichst nah zum Schlafbereich 
liegen. Vom Eingang der Wohnung sollte man möglichst wenig von allen drei 
Raumbereichen sehen können.“ 
Raumbeschreibung 
Diese verbale Raumbeschreibung wurde mit dem Vokabular, das durch den unter 4.2 
beschriebenen EM zu Verfügung steht, in eine maschinenlesbare Form übersetzt. Die 
Eigenschaften, welche die Raumbereiche erfüllen sollen, sind in Tabelle 8 aufgelistet. 
Für die Festlegung der Grenzwerte wurden die unter 4.2.4 gewonnenen Erkenntnisse 
angewandt. Der Schlafbereich wurde als P-Space modelliert, da es sich hierbei um eine 
konkrete Aktivität handelt, der nicht zwangsläufig ein Zimmer zuzuordnen ist. Es soll 
eine niedrige Visual Integration, eine hohe Isovist Compactness und eine mittlere 
Isovist Area aufweisen. Das Bad wurde als O-Space abgebildet, da es als ein Zimmer 
interpretiert werden kann. Es soll eine sehr niedrige Visual Integration, eine 
Mindestbreite von 2 m und eine maximale Länge offener Kanten von 1 m aufweisen, 
um den Bereich durch eine Tür schließen zu können.81 Der Wohnbereich wurde 
ebenfalls als O-Space modelliert, da innerhalb dieses Bereiches viele verschiedene 
Bereiche (Kochen, Essen, Arbeiten) existieren sollen, welche unterschiedlicher 
Eigenschaften bedürfen, sich jedoch laut Problembeschreibung alle in einem Raum 
befinden sollen. Grundsätzlich ließen sich diese Bereiche mittels P-Spaces weiter 
differenzieren (s. 4.2.4). Um die Komplexität der Aufgabe gering zu halten wurde hier 
darauf verzichtet.  
Für den Eingang (Raumbereich R0) wurden zu Beginn neun potenzielle Positionen 
vorgegeben. Diese befinden sich innerhalb des durch die Randbedingungen gegebenen 
Bereiches, innerhalb dessen eine Tür platziert werden kann (s. Abbildung 69). Da keine 
speziellen Anforderungen an diesen Raumbereich gestellt wurden, wurden auch keine 
Eigenschaftsanforderungen formuliert. 
  
                                              
81 Um sich bei der Optimierung sukzessive an eine optimale Lösung herantasten zu können, wurden der minimale 
Grenzwert für MinWidth auf 1.3 m und der maximale Grenzwert für OpenEdgesLength auf 2 m gesetzt. 
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µFloorArea (25, 35, max, max) 
µVisualIntegration(avg, avg*1.2, max, max) 
µIsovistArea (25, 35, max, max) 
µDaylight (2, 4, max, max) 





µIsovistArea (12, 16, 25, 30) 
µIsovistCompactness (0.3, 0.5, 1, 1) 
µVisualIntegration (0, 0, avg*0.75, avg) 
R3 (Bathroom) 
O-Space 
µFloorArea (4, 6, 8, 14) 
µMinWidth(1.3, 2, max, max) 
µVisualIntegration (0, 0, avg/2, avg) 
µOpenEdgesLength (0.5, 0.7, 1.0, 2.0) 
 
R0 (Entrance) - 
 
Die in der Beschreibung geforderten Relationen finden sich in Tabelle 9. Die 
Grenzwerte für die Sichtbarkeit wurden entsprechend der Erkenntnisse aus 4.2.4 etwas 
gelockert. „Wenig sichtbar“ wurde durch c = 30 % beschrieben, „nicht sichtbar“ mit c 
= 15 %. Die gewünschte Nähe zwischen Bad und Schlafzimmer wurde mit c = 3 m 
beschrieben. Um zu vermeiden, dass Bad und Schlafbereich direkt miteinander 
verbunden sind wurde ein Minimum von a = b = 1 m definiert. Zwischen Eingang und 
Wohnen wurde eine Überlappungsrelation definiert, um zu erlauben, dass sich der 
Eingang innerhalb des O-Spaces des Wohnbereiches befinden darf (c = 0 % und d = 
100 %), um den Erfüllungsraum zu erweitern. Jedoch wird eine Lösung als besser 
bewertet, wenn sich der Eingang nicht innerhalb dieses Wohnbereiches befindet. 
Tabelle 9: Anforderungen an die Relationen zwischen den Raumbereichen. 
Raumbereich A 
 
Raumbereich B µRelations 
R0 (Entrance) R1 (Living) 
 
µIntervisibility(R1, R2, 0, 0, 30, 50) 
µOverlap(R0, R1, 0, 0, 0, 100) 
 
R0 (Entrance) R2 (Sleeping) µIntervisibility(R1, R2, 0, 0, 15, 30) 
 
R0 (Entrance) R3 (Bathroom) 
 










µIntervisibility(R1, R2, 0, 0, 30, 50) 
 
R2 (Sleeping) R3 (Bathroom) µIntervisibility(R2, R3, 0, 0, 30, 50) 
µDistance (R2, R3, 1, 1, 3, 5) 
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Generierungsmechanismus 
Die Erzeugung von Grundrissvarianten erfolgt durch Platzieren von Linien innerhalb des 
vorgegebenen (polygonalen) Umrisses. Da das willkürliche Platzieren von mehr als zwei 
Linien zu einem immens großen Variantenraum führt (s. 2.3) wurde ein Mechanismus 
verwendet, welcher eine große, aber nicht erschöpfende Anzahl an Varianten erzeugen 
kann. Dieser GM kann als einer von vielen betrachtet werden, die zur Erzeugung von 
Varianten verwendet werden können. 
Die Funktionsweise des GM ist in Abbildung 70 dargestellt und gestaltet sich wie folgt: 
innerhalb des Begrenzungsrechteckes (Bounding Rectangle) der Umrissform wird 
zufällig ein Rechteck platziert82(Abbildung 70, links). Die Länge bzw. Breite des 
Rechteckes darf dabei den Grenzwert von 2 m nicht unterschreiten (um zu vermeiden, 
dass sehr kleine bzw. sehr schmale Räume entstehen). Die maximale Länge und Breite 
des Rechteckes ergibt sich aus der Position des Rechteckes und den Dimensionen des 
Bounding Rectangle des Umrisspolygons.83 Um keine schmalen „Resträume“ entstehen 
zu lassen wird geprüft, ob das Rechteck näher als 1 m von einer Umrisslinie entfernt 
liegt. Wenn dies der Fall ist, wird es so verschoben, dass diese Bedingung erfüllt ist. 
Das resultierende Rechteck wird mit dem Umrisspolygon verschnitten, sodass nur die 
Linien, die sich innerhalb dieses Polygons befinden übrig bleiben (s. Abbildung 70, 
Mitte). Um den Bereich, der durch diese Linien abgegrenzt wird zu öffnen, wird an 
einer zufälligen Position (OpeningPosition) eine Öffnung erzeugt, indem die Linie an 
dieser Position geteilt und verkürzt wird (s. Abbildung 70, rechts). OpeningPosition ist 
ein Wert zwischen 0 und 1. Zur Ermittlung der realen Koordinaten der Öffnung wird 
ein Punkt auf dem gesamten Linienzug ermittelt, wobei 0 die Startposition und 1 die 
Endposition darstellt (s. Abbildung 70, Mitte). Da durch Platzierung großer Rechtecke 
auch mehrere abgetrennte Bereiche entstehen können (im vorliegenden Beispiel sind 
es maximal zwei), werden mehrere Opening Position-Werte im Genotyp abgespeichert. 
Ein Individuum Xi einer Population wird durch die vier Parameter Position x, Position 
y, Länge und Breite sowie eine Anzahl an n OpeningPosition beschrieben (= Genotyp). 
Im vorliegenden Fall beträgt n = 2. Dies ergibt insgesamt sechs Objektparameter je 
Individuum. Diese Parameter werden zu Beginn eines Optimierungsvorgangs nach den 
beschriebenen Regeln zufällig gesetzt.  
                                              
82 Dies ist nicht zu verwechseln mit der Verwendung von Rechtecken der in Kap. 2.3 beschriebenen Layoutsysteme: 
dort wurde der Raum als Rechteck repräsentiert. Hier dient das Rechteck lediglich als eine Methode zur Erzeugung 
von Wänden. 
83 Das Bounding Rectangle wird insgesamt um 10 % vergrößert. 
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Abbildung 70: Grundprinzip des GM: Genotyp (links) und Phänotyp (rechts) für zwei Varianten (obere Reihe, untere 
Reihe). 
Die zur Optimierung mittels EA notwendigen Mutations- und Kreuzungsoperationen 
lauten wie folgt: Bei einer Mutation kann das Rechteck verschoben oder skaliert sowie 
die OpeningPosition variiert werden. Jede der drei Mutationsarten wird mit einer 
Wahrscheinlichkeit von p = 0.5 ausgeführt. Der Bereich zur Veränderung von Position, 
Höhe, Breite beträgt 2 m, der Bereich zur Veränderung der OpeningPosition beträgt 
0.5. Große Veränderungen werden mit geringerer Wahrscheinlichkeit ausgeführt, um 
ein kontinuierliches Herantasten an eine Lösung zu ermöglichen. Bei einer Kreuzung 
zweier Individuen wird für die sechs Objektparameter jeweils der Durchschnitt beider 
Individuen gebildet. In Abbildung 71 sind beispielhaft zwei Mutationen eines 
Individuums und eine Kreuzung zweier Individuen dargestellt. 
 
Abbildung 71: Kreuzung zweier Individuen X1 und X2 (obere Reihe); verschiedene Varianten  
der Mutation am Beispiel von X1 (untere Reihe) 
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Optimierung 
Mit dem beschriebenen GM wurden insgesamt 30 Optimierungsdurchläufe 
vorgenommen. Ziel der Optimierung war es, PProperties und PRelations zu maximieren. Hierfür 
wurde ein multikriterielles Optimierungsproblem formuliert. Die zwei Zielfunktionen 
lauten wie folgt: 
𝑓1 =  𝑃𝑃𝑟𝑜𝑝𝑒𝑟𝑡𝑖𝑒𝑠 → 1.0 
𝑓2 =  𝑃𝑅𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝑠 → 1.0 
Die Verwendung eines multikriteriellen Optimierungsansatzes beruht auf der 
Annahme, dass Relationen, die in einer Variante nicht erfüllt sind, durch kleine 
Änderungen in der Geometrie erfüllt werden können (z. B. Änderung einer Öffnung 
von einer Wand zu einer anderen). Würden beide Performancekriterien in einer 
Zielfunktion summiert werden würden Varianten, bei denen zwar die Eigenschaften der 
Räume erfüllt sind, jedoch nicht ihre Relationen zueinander, während des 
Optimierungsvorganges – trotz ihres Potenzials, auch die Relationen erfüllen zu können 
– aussortiert werden. Für die Auswertung der Lösungen wird das Maß der 
Gesamtperformance PTotal verwendet. Es bezeichnet den Betrag des Vektors (PProperties, 
PRelations). Je höher PTotal, desto besser sind beide Anforderungen erfüllt. In einer Pareto-
Menge kann die Lösung mit dem höchsten PTotal als ausgewogenster Kompromiss 
bezeichnet werden. Zur besseren Lesbarkeit der Ergebnisse wird das Maß zwischen 0 
und 1 normiert. Die Populationsgröße (Anzahl an Individuen pro Generation) wurde 
auf 20 festgesetzt.84 Die Mutationsrate wurde auf 0.8, die Kreuzungsrate auf 0.3 und 
die Rate mit zufällig neu zu erzeugenden Individuen auf 0.1 festgelegt.85 Jeder 
Optimierungsdurchlauf wurde nach 20 Generationen beendet. 
Bei allen Optimierungsdurchläufen konnte kein Grundriss erzeugt werden, der alle 
Anforderungen vollständig erfüllt (PTotal = 1.0). Die beste Performance die erreicht 
wurde beträgt 0.76 (die Lösung ist in Tabelle 10 mit einem * gekennzeichnet). Bezogen 
auf alle Optimierungsdurchläufe hat sich die durchschnittliche Performance von 
Generation 1 von 0.043 auf 0.517 in Generation 20 gesteigert. Dem Boxplot in 
Abbildung 72 (links) ist zu entnehmen, dass der Median von PTotal von 0 auf 0.659 
gestiegen ist. Der Maximalwert ist bereits in Generation 1 sehr hoch (0.779), was 
bedeutet, dass auch durch Zufall schon Lösungen gefunden werden konnten, welche 
                                              
84  Da die Berechnungsdauer zur Bewertung einer Konfiguration ca. 5 s beträgt, dauert ein Optimierungsdurchlauf bei 
einer Population von 20 Individuen ca. 100 s. Am zeitaufwendigsten ist die Berechnung der Zentralitätsmaße (Visual 
Integration). Die Dauer dieser Berechnung ist abhängig von der Anzahl der Sichtbeziehungen im Visibility Graphen 
und kann von Konfiguration zu Konfiguration variieren. 
85 In mehrmaligen Testläufen wurden diese Werte als geeignet ermittelt, um in diesem Szenario schnell zu guten 
Ergebnissen zu gelangen. 
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einen Großteil der Anforderungen erfüllen. Es ist jedoch festzuhalten, dass es sich 
hierbei um wenige Einzelfälle handelt. (Von insgesamt 600 zufällig erzeugten Varianten 
wiesen 49 ein PTotal < 0.5 und fünf Varianten ein PTotal < 0.7 auf.) Weiterhin ist 
festzustellen, dass nach zehn Generationen keine wesentliche Verbesserung der 
Ergebnisse erzielt werden konnte. 
Betrachtet man den Zusammenhang zwischen den beiden Performancewerten aller 
Varianten (Abbildung 72, rechts), so kann man feststellen, dass mehr Varianten ein 
hohes PRelations aufweisen als ein hohes PProperties. Dies kann einerseits darauf 
zurückzuführen sein, dass es einfacher ist, Relationen zu erfüllen als 
Raumeigenschaften. Andererseits ist die Berechnung von PProperties aufgrund der UND-
Verknüpfung aller Erfüllungsgrade strenger als bei der mittels des Durchschnittswertes 
ermittelten PRelations. Rot gekennzeichnet ist die Pareto-Menge, welche indiziert, dass es 
nicht möglich ist, sowohl die geforderten Relationen als auch die geforderten 
Eigenschaften vollständig zu erfüllen. Weiterhin sind im Diagramm zwei Punktsäulen 
bei PRelations = 0.75 und bei PRelations = 0.875 zu erkennen. Diese beiden Werte stellen die 
Werte dar, ab denen sechs bzw. sieben der acht Relationen vollständig erfüllt sind. Es 
scheint also Konfigurationen zu geben, welche sechs bzw. sieben Relationen 
vollständig erfüllen, jedoch durch Veränderung der Geometrie daran scheitern weitere 
Relationen zu erfüllen. 
 
Abbildung 72: Entwicklung von PTotal über 20 Generationen (links); Zusammenhang zwischen PRelations und PProperties 
(rechts) 
Diskussion der Ergebnisse 
Für die weitere Auswertung der Optimierungsergebnisse wurden alle Varianten, bei 
denen eine Raumanordnung erkannt wurde, in einem sogenannten Archiv 
abgespeichert. Dabei wurde berücksichtigt, identische bzw. sehr ähnliche Varianten 
mehrfach abzuspeichern. Hierfür wurde geprüft, ob es eine bereits existierende 
Variante gibt, bei der alle Start- bzw. Endkoordinaten der Wände mit denen der neu 
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hinzuzufügenden Variante innerhalb des Grenzwertes von 0.5 m übereinstimmen. Nach 
den insgesamt 30 Optimierungsdurchläufen konnten so 1485 verschiedene Grundrisse 
gesammelt werden. Um diese große Zahl an Varianten systematisch bewerten zu 
können, wurde das Archiv grafisch dargestellt, indem die Grundrisse auf einer 
zweidimensionalen Karte nach ihrer Ähnlichkeit angeordnet wurden. Zur Erstellung 
dieser Karte wurde das sogenannte Self-Organizing-Map-Verfahren (SOM) 
angewendet. SOM ist ein auf neuronalen Netzen basierendes Verfahren zur 
unüberwachten (unsupervised) Klassifizierung von Datensätzen. Jeder Datensatz ist 
durch n-Dimensionen (Features zur Beschreibung des Objektes) beschrieben. Zur 
Anordnung der Datensätze werden die Distanzen zwischen den Feature-Vektoren 
berechnet und in einem iterativen Prozess in einem Raster angeordnet, sodass 
Datensätze die eine kleine Distanz zueinander aufweisen (also ähnlich sind), 
nebeneinander liegen. Details zur Funktionsweise können Kohonen (1995) 
entnommen werden.  
Als Features wurden hier die Performanceergebnisse (PTotal, PRelations und PProperties), die 
Maße Isovist Area, Compactness, Occlusivity, MinRadial, MaxRadial, MeanRadial, 
StandardDeviation, Variance, Dispersion, Elongation, Daylight, Exterior View und 
Visual Integration (s. 4.2.2) verwendet. Diese Maße wurden sowohl für die gesamte 
Wohnung, als auch für jeden der vier Raumbereiche (R0 – R3) aggregiert. Weiterhin 
wurden die Gesamtlänge der Wände und Intelligibility der gesamten Wohnung als 
Features zum Vergleich der Grundrisse verwendet. Insgesamt ergab dies 70 
Dimensionen je Grundriss. Aus den insgesamt 1.485 Grundrissen wurden alle mit 
einem PTotal < 0.5 ausgewählt. Insgesamt erfüllten 478 Grundrisse diese Bedingung. Die 
Erzeugung der SOM erfolgte mit dem Programm Databionics ESOM.86 Die 
resultierende Karte ist in Abbildung 73 dargestellt. Zu Zwecken der besseren Lesbarkeit 
findet sich eine vergrößerte Darstellung der SOM in verschiedenen Varianten in Anhang 
E.1 – E.3. 
                                              
86 Siehe: http://databionic-esom.sourceforge.net/ 
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Abbildung 73: Mittels SOM nach Ähnlichkeit angeordnete Grundrisse 
Auf Basis dieser Karte wurden manuell durch visuellen Vergleich verschiedene 
Lösungstypen identifiziert. Als Kriterium zur Unterscheidung wurde die 
unterschiedliche Art und Weise, das Rechteck zu platzieren verwendet. Es konnten 
insgesamt fünf Haupttypen unterschieden werden (s. Abbildung 74). Bei Typ A 
schneidet das Rechteck genau eine Außenwand. Bei Typ B liegen alle vier Ecken des 
Rechteckes außerhalb des Umrisspolygons. Somit wird der Grundriss durch exakt zwei 
Wände unterteilt. Bei Typ C liegt das Rechteck so, dass eine Ecke innerhalb des 
Umrisses liegt. Bei Typ D befindet sich das Rechteck an der konkaven Innenecke des 
Umrisses. Bei Typ E liegt das Rechteck vollständig innerhalb des Umrisses (freistehend). 
Für die Typen A–D existieren verschiedene Untertypen, welche sich darin 
unterscheiden, mit welcher Wand sich die Seiten des Rechteckes schneiden. Diese 
Untertypen sind Abbildung 74 zu entnehmen. 
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Abbildung 74: Unterschiedliche Typen von Grundrissen 
Die verschiedenen Typen wurden in der SOM markiert (s. Abbildung 75 bzw. Anhang 
E.4). Dabei wurden nur Gruppen mit mehr als zwei Elementen markiert (eine 
Ausnahme bilden hier Typ C4 und E, da für diese nur sehr wenige Varianten erzeugt 
wurden). Es ist festzustellen, dass ein Typ in mehreren Stellen in der Karte auftrat. Dies 
ist zurückzuführen auf die unterschiedlichen Dimensionen, die das Rechteck für jeden 
Typ annehmen kann sowie auf die unterschiedliche Position der Tür innerhalb eines 
Typs. Beides hat Auswirkungen auf die verwendeten Features zur Beschreibung der 
Grundrisse und somit auf die Platzierung innerhalb der Karte. 
 
Abbildung 75: SOM mit Markierung der identifizierten Lösungstypen. 
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Für jeden der identifizierten Typen wurde jeweils ein Repräsentant ausgewählt.87 
Diese Repräsentanten sind in Tabelle 10 dargestellt. Sie sind in der SOM (Abbildung 
75) mit einem * markiert. 
Bei Typ A1 und A2 teilt das Rechteck den Grundriss in einen großen Bereich (rechts), 
welcher als Wohnzimmer identifiziert wurde, und in einen kleineren Bereich (links), 
welcher je nach Dimension des Rechteckes als Schlafbereich (ID 691) oder als Bad (ID 
816 und ID 112) identifiziert wurde. Bei Letzterem konnten alle Relationen erfüllt 
werden. Bei ID 691 konnten die Sichtbeziehungen zwischen Eingang und Wohn- bzw. 
Schlafbereich nicht erfüllt werden. Bei ID 112 wurde der O-Space für den Wohnbereich 
so identifiziert, dass dieser sich nicht mit dem Eingang überlappt. Dadurch sind zwar 
rein rechnerisch die Relation der Überlappung erfüllt, jedoch stellt dieser Bereich sicher 
nicht einen als Einheit wahrnehmbaren Raumbereich dar, da die eine Kante des O-
Spaces fast vollständig aus einer virtuellen Begrenzung (S-Line) besteht. 
Bei Typ A3 (ID 655) teilt das Rechteck den Grundriss ist einen großen Raumbereich 
(links) und zwei kleinere (oberhalb und unterhalb des Rechteckes). Der große Bereich 
wurde als Wohnbereich und der kleine Bereich oberhalb des Rechteckes als 
Schlafbereich identifiziert. Der Bereich unterhalb des Rechteckes dient als Vorraum, um 
die Sichtbarkeitsrelationen der Bereiche zum Eingang sicherzustellen. Die 
Distanzrelation vom Schlafbereich zum Bad konnte nicht erfüllt werden, da ein 
Verschieben der Türöffnung die Sichtbarkeitsrelation zum Eingang verschlechtert hätte. 
Darüber hinaus ist festzustellen, dass der Schlafbereich sehr schmal ist, was auf fehlende 
Anforderungen für die minimale Breite des P-Spaces zurückzuführen ist. 
Bei Typ B1 (ID 1100) wurde das Rechteck so angeordnet, dass der Grundriss durch zwei 
Wände in einen großen Bereich (Wohnzimmer) und zwei unterschiedlich große kleine 
Bereiche, in welchen – je nach Größe des Bereiches – das Bad bzw. der Schlafbereich 
identifiziert wurde. Der Eingang wurde so angeordnet, dass er den O-Space des 
Wohnbereiches nicht berührt. Die Sichtbarkeitsrelation vom Eingang zum 
Wohnbereich konnte nicht erfüllt werden. Die Distanzrelation vom Schlafbereich zum 
Bad konnte aufgrund dessen, dass beide Bereiche weit entfernt voneinander liegen, 
ebenso nicht erfüllt werden. 
Die Identifizierung der Bereiche in Typ B2 ist ähnlich zu denen von Typ A1 und A2. Es 
fehlt lediglich eine Wand zum Schließen des Schlafbereiches zum Erschließungsbereich 
zwischen Bad und Wohnbereich.  
Bei B3 wurden zwei Wände so gesetzt, dass links ein kleiner Bereich für das Bad und 
rechts ein größerer Bereich für das Schlafen entstand. Zusätzlich entstand ein kleiner 
                                              
87 Eine Ausnahme bildet A1. Für diesen Typ wurden zwei Repräsentanten ausgewählt, um die unterschiedliche Art der 
Zuweisung von Raumbereichen innerhalb eines Typs zu zeigen. 
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Bereich um den Eingang, welcher die Überlappungsrelation zum Wohnbereich 
sicherstellt. Die Sichtbarkeitsrelation zwischen beiden Bereichen konnte dadurch 
jedoch nicht erfüllt werden. Ebenso die Distanzrelation zwischen Bad und 
Schlafbereich. 
In Typ B4 wurden die beiden Wände so angeordnet, dass zwei schmale Räume im 
rechten Teil der Wohnung entstanden (Bad und Schlafbereich). Hierdurch konnten alle 
Relationen erfüllt werden. Als problematisch sind jedoch die sehr schmalen Bereiche 
zu erachten, was auf unzureichende Charakterisierung der Raumbereiche 
zurückzuführen ist. (Die minimale Breite und das Verhältnis von Länge zu Breite sollte 
erhöht werden.) Weiterhin problematisch ist, dass der Schlafbereich auf dem Weg zum 
Bad vollständig einsehbar ist. 
Typ C1 (ID 157) ist ähnlich zu B3 – bis auf die entstehende Nische rechts neben dem 
Eingang. Weitere Variationen dieses Typs resultierten in sehr ungeeigneten 
Wohnungsgrundrissen (s. Tabelle 11). 
Bei Typ C2 wurde der Grundriss – ähnlich wie bei B1 – in zwei unterschiedlich große 
kleine Bereiche geteilt, in denen Bad bzw. Schlafbereich angeordnet wurden. Darüber 
hinaus entstand ein nicht zugewiesener Bereich vor der oberen Außenwand. Bei Typ 
C3 (ID 1281) wurde dieser schmale Bereich als Schlafbereich identifiziert. Hierbei ist 
wieder auf die fehlende Anforderung zur minimalen Breite des Bereiches zu verweisen. 
Bei Typ C4 (ID 741) wurde das Rechteck in der oberen rechten Ecke platziert, sodass 
unterhalb des Rechteckes ein kleiner O-Space für das Bad und innerhalb des Rechteckes 
der Schlafbereich identifiziert wurde. Darüber hinaus entstand ein kleiner Bereich um 
den Eingang, um die Überlappungsrelation sicherzustellen. 
Bei Typ D1 (ID 31) und D2 (ID 1041) wurde das Rechteck übereck angeordnet, sodass 
zwei konvexe Räume entstehen, wobei einem der konvexen Räume das Badezimmer 
zugeordnet wurde. Der andere konvexe Raum dient als Eingangsbereich und minimiert 
die Sichtbarkeit vom Eingang zum Wohnbereich. In beiden Typen konnte die 
Distanzrelation von Schlafbereich zu Bad nicht erfüllt werden. 
Bei Typ E (ID 1079) wurde das Rechteck freistehend angeordnet. Die Zuweisung der 
Raumbereiche ist analog zu A2 (ID 112).  
4 Synthese - Sichtbarkeitsbasierte Raumerzeugung 
150 
Tabelle 10: Ergebnisse nach Typen sortiert 
   
A1 (ID 691) A1 (ID 816) A2   (ID 112) * 
   
A3 (ID 655) B1 (ID 1100) B2 (ID 473) 
   
B3 (ID 205) B4 (ID 557) C1 (ID 157) 
   
C2  (ID 1003) C3 (ID 1281) C4 (ID 741) 
   
D1  (ID 31) D2 (ID 1041) E (ID 1079) 
Die ausgewählten Varianten zeigen, dass es möglich ist mittels des hier 
vorgeschlagenen Ansatzes durchaus sinnvolle Grundrisse zu erzeugen. Es wurden 
verschiedene Lösungstypen erzeugt, welche die Anforderungen gut erfüllen. Diese 
Typen unterscheiden sich in der Anzahl der konvexen Räume und der Benachbarung 
der konvexen Räume. Mittels eines konventionellen Raumanordnungsansatzes (s. 2.3) 
wären diese Lösungen nur zu erzeugen, wenn mehrere verschiedene 
Raumbeschreibungen erstellt werden (s. 4.4 – Diskussion). 
4 Synthese - Sichtbarkeitsbasierte Raumerzeugung 
151
Es wurde jedoch auch deutlich, dass – obwohl die Grundrisse die definierten 
Anforderungen zu großen Teilen erfüllen – sie Eigenschaften aufweisen, die die 
Funktionalität einer Wohnung stark beeinträchtigen können. Die wesentlichen 
Probleme sind Durchgangsräume, sehr schmale Raumbereiche, undefinierte große 
Raumbereiche und Wände, welche parallel in geringem Abstand kurz vor einer 
Außenwand platziert wurden. Einige dieser Fälle wurden bereits diskutiert. Weitere 
sehr prägnante Beispiele sind in Tabelle 11 dargestellt. Dass mittels des hier 
vorgeschlagenen Ansatzes derartige ungeeignete Grundrisse entstehen, stellt den 
Ansatz jedoch nicht grundsätzlich infrage. Es demonstriert lediglich, dass die zuvor 
festgelegten Bewertungskriterien noch nicht ausreichend sind, um alle notwendigen 
Qualitäten eines Wohnungsgrundrisses zu beschreiben. Es existieren anscheinend noch 
zahlreiche Kriterien implizit. Welche das im Einzelnen sind und wie sich diese 
rechnerisch abbilden lassen, ist in weiteren Studien systematisch zu erforschen. Diese 
Erkenntnisse können dann entweder in die Modelle zur Generierung integriert werden 
(wie z. B. vermeiden, dass keine lange Wand parallel in einem Abstand von < 2 m zu 
einer befensterten Außenwand angeordnet wird) – oder sie können als weitere 
Bewertungskriterien in den EM einfließen. So könnten bspw. notwendige 
Erschließungsbereiche als lineare Raumbereiche erfasst und Relationen zwischen diesen 
und den flächigen Raumbereichen hergestellt werden. Mit den unter 4.2.3 
beschriebenen Relationen ließe sich abfragen, ob ein linearer Raumbereich innerhalb 
eines flächigen Raumbereiches liegt oder ob er zu diesem sichtbar ist. Für die 
Erkennung von Wegen innerhalb einer räumlichen Konfiguration kann auf die Arbeiten 
von Turner et al. (2005) und Wallgrün (2005) verwiesen werden. 
Tabelle 11: Den Kriterien entsprechende, jedoch aus anderen Gründen ungeeignete Grundrisse. 
   
Schlafen als Durchgangsbereich (B2) undefinierter Raum (C1) Innenwand vor Außenwand platziert 
(C1) 
 
Bei der Erkennung von Raumbereichen ist folgendes Problem aufgetreten, dass P-
Spaces mit Löchern bzw. stark konkave P-Spaces erzeugt wurden (A1/816 bzw. 
B2/473). Dieses Problem könnte sich durch weitere Kriterien bei der Identifizierung 
dieser Raumbereiche lösen lassen. Bei der Zuweisung von O-Spaces konnte bei Typ A2, 
B2 und E beobachtet werden, dass ein O-Space nicht zwangsläufig einen als Einheit 
wahrnehmbaren Raum darstellt. Hier sind ebenso weitere Kriterien zu 
Charakterisierung dieser Bereiche notwendig. 
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4.3.2 Generierung der Form öffentlicher Räume in einem städtischen 
Quartier 
Das zweite Szenario, in dem der unter 4.2 beschriebene EM mit 
Generierungsmechanismen gekoppelt wird, besteht in der Erzeugung einer räumlichen 
Konfiguration für eine Bebauung eines innerstädtischen Blocks (s. Abbildung 76). Die 
fiktive Aufgabe besteht darin, an einem wichtigen Knotenpunkt in der Stadt 
Gebäudevolumen (building footprint) so anzuordnen, dass differenzierte öffentliche 
Räume entstehen. Das Grundstück weist eine polygonale Form auf und hat eine Fläche 
von ca. 10.000 m². Die von Fußgängern am stärksten frequentierten Wege sind in der 
Abbildung mit blauen Pfeilen markiert. Zur Reduktion der Komplexität der Aufgabe 
wird angenommen, dass der motorisierte Verkehr in diesem Gebiet unterbunden ist. 
 
Abbildung 76: Randbedingungen für die Generierung von Bebauungsvorschlägen. 
Raumbeschreibung 
Die Anforderungen an die öffentlichen Räume könnten verbal folgendermaßen lauten: 
„Mit der zukünftigen Bebauung dieses Grundstückes sollen zwei unterschiedlich große 
öffentliche Plätze entstehen, welche zur Veranstaltung von Märkten und 
Versammlungen, aber auch als lebendige Knotenpunkte in der Stadt dienen sollen. Auf 
den beiden Plätzen sollen einladende gastronomische Außenbereiche das öffentliche 
Leben bereichern. Neben den beiden Hauptplätzen ist ein Bereich mit privatem 
Charakter zu schaffen, welcher als Spielplatz für die anliegenden Bewohner dienen soll. 
Das Geschehen auf dem Spielplatz soll von Hauptplätzen erlebbar sein. Die umgebende 
Bebauung ist in die Gestaltung der öffentliche Räume einzubeziehen.“ 
Die Anforderungen wurden in die in Tabelle 12 aufgelisteten Zugehörigkeitsfunktionen 
übersetzt. Die beiden Hauptplätze (R1 und R2) wurden als O-Spaces modelliert, die 
4 Synthese - Sichtbarkeitsbasierte Raumerzeugung 
153
Café-Bereiche (R3 und R4) und der Spielplatz (R5) als P-Spaces. Das Festlegen der 
Grenzwerte wurde intuitiv vorgenommen, da auch auf städtebaulicher Ebene bislang 
Standards fehlen. 
Zur Beschreibung der Plätze wurden neben der Grundfläche und einem 
überdurchschnittlichen Grad an Visual Integration (leicht einsehbar, öffentlicher 
Charakter) ein Länge-/Breite-Verhältnis von mindestens 1 : 2 und ein Grad an 
Geschlossenheit von mindestens 0.5 festgelegt, um eine möglichst typische Platzform 
zu erhalten.  
Darüber hinaus wurde ein weiteres Maß – MaxOpenBorderRatio – eingeführt, um das 
in 4.3.1 auftretende Problem nicht als Einheit wahrnehmbarer konvexer Räume 
aufzulösen. Dieses Maß beschreibt das größte Verhältnis offener zu geschlossenen 
Anteilen der Kanten eines O-Spaces. Besteht bspw. eine Kante eines O-Spaces aus 10 
m virtuellen Linien und 40 m physischen Oberflächen, so beträgt die OpenBorderRatio 
80 %. Die größte in einem O-Space auftretende OpenBorderRatio beschreibt demnach 
die MaxOpenBorderRatio. 
Die Café-Bereiche sollen eine Isovist MinRadial < 10 m und große Isovist Area 
aufweisen. Dies folgt der Idee, geschützte Bereiche (nah an einem Gebäude) mit einem 
bestmöglichen Überblick zu kombinieren (s. Prospect Refuge, Kap. 3.1). Der Spielplatz 
soll eine Fläche von mindestens 300 m² und eine unterdurchschnittliche Visual 
Integration aufweisen. Da die mittels des EM analysierte Konfiguration über die 
Grundstücksgrenzen hinausreicht, wurde das zusätzliche Kriterium InsideLot 
eingeführt. Dies bestimmt, zu wie viel Prozent ein Raumbereich auf dem Grundstück 
liegt. Die beiden Plätze sollen zu mindestens 30 %, der Spielplatz zu 100 % auf dem 
Grundstück liegen. 
Um die in Abbildung 76 markierten Wege mit erhöhtem Fußgängeraufkommen in die 
Analyse einzubinden, wurden die Knoten des Visibility Graphen an den Enden dieser 
Straßen gewichtet. Somit erhalten Bereiche, die in Sichtweite zu diesen Straßen liegen 
einen höheren Grad an Visual Integration als Bereiche, die keinen Sichtbezug zu diesen 
Straßen aufweisen. 




R1 (Big Square) 
O-Space 
µFloorArea (3000, 4000, 6000, 10000) 
µVisualIntegration(avg, avg*1.2, max, max) 
µWidth/Length (0.3, 0.4, 1, 1) 
µEnclosure (0.4, 0.5, 1, 1) 
µMaxOpenBorderRatio(0, 0, 0.4, 0.6) 
µInsideLot (0.3, 0.5, 1.0, 1.0) 
 
R2 (Small Square) 
O-Space 
µFloorArea (1500, 2000, 35000, 5000) 
µVisualIntegration(avg, avg*1.2, max, max) 
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µWidth/Length (0.3, 0.4, 1, 1) 
µEnclosure (0.4, 0.5, 1, 1) 
µMaxOpenBorderRatio(0, 0, 0.4, 0.6) 
µInsideLot (0.3, 0.5, 1.0, 1.0) 
 
R3 (Café Place 1) 
P-Space 
FloorArea(300) 
µIsovistMinRadial (0, 0, 5, 10) 
µIsovistArea (2000, 3000, max, max) 
µIsovistCompactness (0.2, 0.4, 1, 1) 
 




µIsovistMinRadial (0, 0, 5, 10) 
µIsovistArea (2000, 3000, max, max) 






µIsovistMinRadial (0, 0, 5, 10) 
µIsovistArea (avg/4, avg/3, avg/2, avg) 
µVisualIntegration(0, 0, avg/2, avg) 
µIsovistCompactness (0.2, 0.4, 1, 1) 
µInsideBoundary(1, 1, 1, 1) 
 
 
Die in der Beschreibung geforderten Relationen wurden, wie in Tabelle 13 aufgelistet 
definiert. Mit dem Ziel, zwei wahrnehmbar separierte Plätze zu erhalten, wurde die 
gegenseitige Sichtbarkeit zwischen R1 und R2 auf max. 30 % gesetzt. Da sich die Café-
Bereiche auf den Plätzen befinden sollen, wurde eine Überlappungsrelation definiert, 
welche sicherstellen soll, dass sich diese Bereiche größtenteils mit den Flächen der 
Plätze überlappen (mindestens 50 %). Um den Spielplatz von den öffentlichen Plätzen 
erlebbar zu machen, wurden Sichtbarkeitsrelationen (mindestens 30 %) zu den Café-
Bereiche definiert. 
Tabelle 13: Gewünschte Relationen zwischen den fünf Raumbereichen. 
Raumbereich A 
 
Raumbereich B µRelations 
R1 (Big Square)  R2 (Small Square) µIntervisibility(R1, R2, 0, 0, 10, 30) 
 
R1 (Big Square) R3 (Café Place 1) µOverlatp(R1, R3, 50, 70, 100, 100) 
 
R2 (Small Square) R4 (Café Place 2) µOverlatp(R2, R4, 50, 70, 100, 100) 
 
R3 (Café Place 1) 
 
R5 (Playground) µIntervisibility(R3, R5, 30, 50, 100, 100) 
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Generierungsmechanismus 
Der GM zur Erzeugung von Varianten ist – wie im vorangegangenen Szenario – sehr 
einfach gehalten und dient lediglich zur Demonstration des hier vorgeschlagenen 
Konzeptes. Er kann durch andere komplexere GM ersetzt bzw. ergänzt werden. Im 
Genotyp eines Individuums werden Gebäude als Rechtecke (x-, y-Position, Länge und 
Breite) repräsentiert. Diese Rechtecke werden initial zufällig innerhalb des Bounding 
Rectangle des Umrisspolygons platziert (s. Abbildung 77, links). Dabei müssen sie eine 
gewisse Mindestbreite (15 m) aufweisen. Die Anzahl der Gebäude ist variabel: es 
werden initial solange Rechtecke erzeugt, bis die Gesamtfläche der Rechtecke 
mindestens die Hälfte der Grundstücksfläche einnimmt. Nach diesem Schritt wird 
versucht die Rechtecke überlappungsfrei und mit einem Mindestabstand (10 m) 
zueinander anzuordnen. Hierfür wird das Prinzip der physikalischen Abstoßung 
angewandt (s. Abbildung 77, Mitte).88 In einem letzten Schritt wird der Genotyp in 
einen Phänotyp überführt, indem die Rechtecke mit dem begrenzenden Grundstück 
verschnitten werden. Die resultierenden Polygone werden auf ihre minimale Breite89 
untersucht. Polygone mit einer minimalen Breite von < 10 m werden entfernt (s. 
Abbildung 77, rechts). Bei Polygonen mit einer minimalen Breite von > 20 m wurde ein 
Innenhof zur Belichtung ausgeschnitten.90 
 
Abbildung 77: Generativer Mechanismus zur Erzeugung von Bebauungsvorschlägen (links: zufällig platzierte 
Rechtecke, Mitte: Abstoßung der Rechtecke, rechts: Erzeugen der Gebäudegeometrie). 
                                              
88 Bei der Implementierung wurde hierfür die frei verfügbare Softwarebibliothek Farseer Physics Engine 3.5 
(https://farseerphysics.codeplex.com/) verwendet. 
89 Die minimale Breite wird auf Basis der kürzesten Distanz des Schwerpunktes des Polygons zu den Mittelpunkten 
der Polygonlinien ermittelt. 
90 Dies wirkt sich nicht auf die Eigenschaften der öffentlichen Räume aus, sondern nur auf das für Planungszwecke 
wichtige Kriterium der Gebäudenutzfläche. 
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Die Mutation eines Individuums erfolgt durch Skalierung und Verschiebung von 
Rechtecken sowie durch das Entfernen alter und Hinzufügen neuer Rechtecke. Die 
Skalierung und Verschiebung wird für ein Rechteck mit einer Wahrscheinlichkeit von p 
= 0.5 vorgenommen. Die maximale Spanne zur Skalierung bzw. Verschiebung beträgt 
5 m. Das Entfernen und Hinzufügen eines Rechteckes wird für jedes Individuum mit 
einer Wahrscheinlichkeit von p = 0.1 durchgeführt. Die Kreuzung zweier Individuen 
erfolgt durch Tauschen von Rechtecken. Mit einer Wahrscheinlichkeit von p = 0.5 
werden die Rechtecke eines Genotyps dem anderen hinzugefügt und vice versa (s. 
Abbildung 78, rechts). Nach jeder Mutation bzw. Kreuzung wird durch den 
Abstoßungsmechanismus versucht, die Rechtecke überlappungsfrei und mit 
Mindestabstand zueinander anzuordnen. 
 
Abbildung 78: Mutation eines Individuums (links) und Kreuzung zweier Individuen (rechts). 
Optimierung 
Mit dem gleichen Optimierungsansatz wie in 4.3.1 wurden 30 Optimierungsdurchläufe 
vorgenommen. Da sich die Evaluation der Varianten aufgrund der hohen Anzahl an 
Analysepunkten mit der damit verbundenen langen Berechnungsdauer von Visual 
Integration relativ zeitaufwendig gestaltet hat (ca. 30 s pro Analyse), wurde die 
Populationsgröße auf zehn herabgesetzt.91 
Wie in 4.3.1 konnte auch in diesem Anwendungsszenario kein Grundriss erzeugt 
werden, der alle Anforderungen vollständig erfüllt (PTotal = 1.0). Die beste Performance 
die erreicht wurde, beträgt nur 0.566. Bezogen auf alle Optimierungsdurchläufe hat 
sich die durchschnittliche Performance von Generation 1 von 0.023 auf 0.432 in 
                                              
91 Ein Optimierungsdurchlauf dauerte somit ca. 100 min. 
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Generation 20 gesteigert. Dem Boxplot in Abbildung 79 ist zu entnehmen, dass der 
Median von PTotal von 0 auf 0.474 gestiegen ist. Der Maximalwert ist bereits in 
Generation 1 sehr hoch (0.469), wobei es sich hierbei wiederum um einige wenige 
Einzelfälle handelt. (Von insgesamt 600 zufällig erzeugten Varianten wiesen sechs 
Varianten ein PTotal > 0.4 auf.) Die im Vergleich zum vorigen Szenario deutlich 
schlechtere Performance der Lösungen könnte auf zu strenge Maximalanforderungen 
(b und c in den Zugehörigkeitsfunktionen) hindeuten bzw. auch auf nicht gleichzeitig 
zu erfüllende (widersprüchliche) Anforderungen. 
Betrachtet man den Zusammenhang zwischen den beiden Performancewerten aller 
Varianten (Abbildung 79, rechts), so ist (s. Szenario 1) festzustellen, dass mehr 
Varianten ein hohes PRelations aufweisen als ein hohes PProperties. Auch sind die Punktsäulen 
an den Stellen, an denen jeweils eine weitere Relation erfüllt wird (PRelations = 0.4, 0.6, 
0.8 und 1.0) sichtbar. Die Pareto-Menge (rot gekennzeichnet) ist in diesem Szenario 
weniger deutlich erkennbar. 
 
Abbildung 79: Entwicklung von PTotal von Generation 1 bis 20 (links) und Zusammenhang zwischen PProperties und 
PRelations aller Lösungen 
Alle relevanten Ergebnisse (solche, bei denen Raumbereiche erkannt wurden) wurden 
in einem Archiv zusammengefasst. Insgesamt wurden 2.643 unterschiedliche 
Ergebnisse abgespeichert.92 Die Unterschiedlichkeit wurde in diesem Fall ab einer 
Abweichung eines Polygonpunktes eines Gebäudes zu allen anderen Lösungen ab 
einem Grenzwert von 10 m festgestellt. 
                                              
92 Die im Vergleich zum vorigen Szenario höhere Zahl an Ergebnissen ist zum einen durch die größere Varianz bei den 
erzeugten Lösungen begründet. Zum anderen scheinen die in der Raumbeschreibung gestellten Minimalanforderungen 
(a und d) weniger restriktiv zu sein, wodurch es leichter war Raumbereiche zu finden. 
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Diskussion der Ergebnisse 
Um die Ergebnisse qualitativ zu bewerten, wurde versucht wiederkehrenden 
Lösungstypen zu identifizieren. Dies geschah zunächst, wie unter 4.3.1 beschrieben, 
mittels Erzeugung einer SOM93 basierend auf den Lösungen mit PTotal > 0.4 (n = 359). 
Damit konnten jedoch keine prägnanten Cluster erkannt werden (s. Anhang F.1 – F.3). 
Es wurden darüber hinaus weitere Versuche unternommen, die SOM mittels 
Bildvergleich zu erstellen. Hierzu wurden einerseits die Grauwerte des Grundrisses, 
andererseits die Farbwerte der Isovist Area-Analyse als Dimensionen zum Training der 
SOM verwendet. Ziel dieser Versuche war es, visuell ähnliche Formen zu identifizieren 
(Ergebnisse s. Anhang F.4 und F.5). Jedoch war es auch anhand dieser Karten 
kompliziert eine Klassifizierung vorzunehmen, die eine überschaubare Anzahl leicht 
verständlicher Typen hervorbringt. Die Schwierigkeit in diesem Szenario konkrete 
Lösungstypen auszumachen, ist auf die Vielfalt der erzeugbaren Lösungen 
zurückzuführen. Diese wiederum könnte dadurch begründet sein, dass die gestellten 
Minimalanforderungen (a und d in den Zugehörigkeitsfunktionen) einen zu großen 
Spielraum für deren Erfüllung zulassen.  
Um die entstandenen Lösungen dennoch diskutieren zu können, wurden die Varianten 
zunächst in Gruppen mit unterschiedlicher Anzahl an Gebäuden aufgeteilt. Die 
Aufteilung in Lösungen mit ein bis zwei Gebäuden, Lösungen mit drei Gebäuden und 
Lösungen mit vier bis sechs Gebäuden ergab drei in etwa gleich große Gruppen (n12 = 
957, n3 = 949 und n456 = 737). Aus den drei Gruppen wurden jeweils die 200 besten 
Lösungen ausgewählt (die Grenze entsprach bei allen drei Listen einem PTotal ~ 0.38). 
Schließlich wurden die Lösungen sortiert anhand der zugewiesenen Position der beiden 
Hauptplätze. Insgesamt konnten neun Typen (A – I) identifiziert werden, welche bei 
allen drei Gruppen auftauchten. Die Typen sind in Abbildung 80 dargestellt. Die beiden 
grau eingefärbten Kreise bzw. Ellipsen markieren jeweils die Position der Plätze. 
                                              
93 Die Features Daylight und Exterior View wurden weggelassen, da sie für sich in diesem Szenario nicht berechnen 
lassen. Als weiteres Feature wurde die überbaute Fläche hinzugefügt. Aufgrund der fünf statt wie unter 4.3.1 vier 
Raumbereiche ergaben sich somit 72 Dimensionen pro Grundriss. 
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Abbildung 80: Lösungstypen. 
Für jeden der identifizierten Lösungstypen wurde für die unterschiedliche Anzahl an 
platzierten Gebäuden jeweils ein Repräsentant ausgewählt. (Alle Lösungen finden sich 
im Anhang F.6 – F.8.) In Tabelle 14 sind diese Repräsentanten dargestellt. In der linken 
Spalte befinden sich alle Repräsentanten mit ein bis zwei Gebäuden, in der mittleren 
Spalte alle mit drei Gebäuden und in der rechten Spalte alle mit vier oder mehr 
Gebäuden. Anhand der meist orange-rötlichen Einfärbung der erkannten 
Raumbereiche ist festzustellen, dass die Lösungen – wie oben angesprochen – über eine 
niedrige PProperties verfügen. Die Sicherstellung der Relationen war in nahezu allen Typen 
möglich. In seltenen Fällen war es nicht möglich, den Café-Bereich sowohl innerhalb 
des Platzes als auch in Sichtweite zum Spielplatz anzuordnen, sodass in einigen Fällen 
der Café-Bereich außerhalb des jeweiligen Platzes lag (s. C/618 und D/1509). In 
zahlreichen Lösungen wurde der Café-Bereich jeweils mitten auf der Straße platziert, 
da diesbezüglich keine Anforderung formuliert worden war. 
Die Platzierung des Spielplatzes erscheint in den meisten Fällen plausibel. In manchen 
Lösungen liegt der Spielplatz jedoch an einer der hochfrequentierten Straßen (E/717 
und I/850) bzw. auf dem direkten Verbindungsweg zwischen den beiden öffentlichen 
Plätzen (B778, B398, E/573). Einerseits kann dies an der ungenügenden Gewichtung 
des Visibility Graphen liegen, welche an den Eintrittsstellen dieser Straßen 
vorgenommen wurde. Andererseits zeigt dies wie wichtig es ist, Bewegungsachsen als 
Raumbereiche mit in das Konzept zu integrieren. Denn dann könnte die 
Nähe/Sichtbarkeit zu diesen als Anforderung formuliert werden. Damit ließe sich auch 
das o. g. Problem der Platzierung der Café-Bereiche lösen. Weiterhin konnte in 
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manchen Fällen beobachtet werden, dass der Spielplatz an sehr engen Stellen 
(zwischen zwei Gebäuden) platziert wurde. Hier sind weitere Anforderungen zur 
Charakterisierung der Enge eines Raumbereiches notwendig. 
 
 
Tabelle 14: Lösungen nach Typen sortiert. 


































































4 Synthese - Sichtbarkeitsbasierte Raumerzeugung 
162 
Die Probleme bei der Erkennung/Zuweisung der Raumbereiche sind ähnlich wie im 
vorangegangenen Szenario. Zwar konnte das Problem von O-Spaces, welche auf einer 
Seite größtenteils keine physische Begrenzung aufheben, durch die Einführung des 
Kennwertes MaxOpenBorderLength größtenteils gelöst werden. Jedoch führte ein bei 
der Implementierung nicht bemerkter Fehler in der Berechnung dieser Eigenschaft bei 
manchen Varianten zu mangelhaften Ergebnissen, was das Zustandekommen von 
Lösungen erklärt, bei denen O-Spaces mit einer langen offenen Kante entstehen (s. z. 
B. B/398 in Tabelle 14). Weiterhin entstanden auch in diesem Anwendungsszenario 
größere nicht zugewiesene Bereiche (G/1642, G/31). Um diese künftig zu vermeiden 
erscheint die Minimierung solcher Flächen eine sinnvolle Ergänzung der 
Optimierungsziele. 
Die nicht-konvexe Form einiger O-Spaces (s. z. B. ID 518 in Tabelle 15) ist auf die Art 
der Identifizierung der konvexen Bereiche zurückzuführen. Dabei werden, wie unter 
4.2.2 beschrieben, einem Cluster an S-Spaces sukzessive weitere S-Spaces hinzugefügt, 
wenn diese dem Cluster vollständig (bzw. bis zu einem IntervisibilityThreshold = 0.95) 
sichtbar sind. Somit können die in der Abbildung dargestellten Treppeneffekte 
entstehen. 
Tabelle 15: Problemstellen bei der Bewertung von Varianten. 
   
Nicht-konvexe O-Spaces  
(ID 518) 
O-Spaces mit langer offener Kante  
(ID 2995) 
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4.4 Diskussion 
Mit dem in 4.2 beschriebenen EM steht ein Werkzeug zur Verfügung welches zur 
Beschreibung von Grundrissen mittels wahrnehmungsrelevanter Raumbereiche, -
eigenschaften und -relationen verwendet werden kann. In den in 4.3 beschriebenen 
Anwendungsstudien wurde geprüft, ob sich dieser EM dazu eignet, automatisiert 
räumliche Konfigurationen zu erzeugen. Die daraus gewonnenen Erkenntnisse sollen 
im Folgenden diskutiert werden. 
4.4.1 Vorteile 
Hinsichtlich der drei unter 2.4 genannten Defizite konnten in den zwei 
Anwendungsstudien wesentliche Vorteile der in dieser Arbeit entwickelten Methodik 
gegenüber bisherigen Ansätze zur Erzeugung räumlicher Konfigurationen festgestellt 
werden. 
Vielfalt 
Die in den beiden Anwendungsszenarien verwendeten GM stellen sehr einfache 
Methoden dar, um Varianten für räumliche Konfigurationen zu erzeugen. In beiden 
Fällen wurden jedoch (bis auf Abstandsregeln) keine Annahmen darüber getroffen, wie 
der durch sie entstehende Raum beschaffen sein soll. Die in den Lösungen entstandene 
Form und die Zusammenhänge zwischen den Raumbereichen ergaben sich 
ausschließlich durch die iterative Verbesserung der Varianten auf Basis der Bewertung 
durch den EM. Dies zeigt, dass GM und EM (bzw. Formgenerierung und 
Funktionsbewertung) vollständig voneinander getrennt werden können, wodurch ein 
stark erweiterter Freiraum bei der Konzeption von GM geschaffen wird. So lassen sich 
Generierungsmechanismen unabhängig von bestimmten Annahmen über die Funktion 
räumlicher Konfigurationen konzipieren. 
Da sich sichtbarkeitsbasierte Raumrepräsentationen für alle Formen erzeugen lassen, 
sind darüber hinaus bei der Konzeption von GM keine Grenzen hinsichtlich der 
Formerzeugung gesetzt.94 In den Anwendungsszenarien wurden um die Komplexität 
der Ausführungen zu reduzieren, nur solche GM verwendet, die orthogonale Formen 
erzeugen; jedoch ist es jederzeit möglich, diese durch andere GM zu ersetzen. So ist es 
bspw. denkbar einen GM für unregelmäßige Umrisse zu konzipieren, bei dem die 
Winkel der Umrisse bei der Anordnung der Formen berücksichtigt werden (z. B. Wände 
orthogonal zur Außenwand oder Gebäude entlang der Grundstücksgrenze). Aufgrund 
                                              
94 Runde Formen wurden in der vorliegenden Arbeit nicht getestet. Sie stellen sicherlich eine Herausforderung an die 
Erkennung von O-Spaces dar, da durch runde Formen sehr viele dieser Bereiche entstehen. Grundsätzlich sollte die 
Analyse runder Formen aber möglich sein. 
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der Möglichkeit beliebige GM an das System anzubinden wäre es auch möglich, auf 
Datenbanken mit bereits existierenden Lösungen zurückzugreifen. 
Flexibilität 
Hinsichtlich der geforderten Flexibilität ist festzustellen, dass mit dem hier entwickelten 
Ansatz Raumbeschreibungen möglich sind, bei denen nur die tatsächlich gewünschten 
Raumbereiche modelliert werden müssen. Raumbereiche, die notwendig sind, um z. B. 
bestimmte Anforderungen der gewünschten Räume zu erfüllen, entstehen im 
Optimierungsprozess. Verglichen mit einem traditionellen Raumanordnungsansatz (s. 
2.3) müssten schon bei dem einfachen Szenario aus 4.3.1 für eine Beschreibung der 
entstandenen Lösungstypen zahlreiche verschiedene Raumbeschreibungen 
vorgenommen werden. So liegt die Anzahl der konvexen Räume (welche als Rechtecke 
abgebildet werden müssten) zwischen drei und fünf. Zwischen diesen bestehen darüber 
hinaus unterschiedliche Nachbarschaftsbeziehungen. Um zu den Lösungstypen, wie sie 
in Abbildung 74 dargestellt sind zu gelangen, müssten dem Entwerfenden diese 
verschiedenen Arten der Raumbeschreibung bekannt sein. Dies ist jedoch erst Teil der 
Lösung und nicht bereits mit der Aufgabenstellung gegeben. Mit dem hier 
vorgeschlagenen Ansatz ist eine solche Durchdringung des Problems nicht erforderlich. 
Die entstandenen Lösungen können demnach als durchaus kreativ bezeichnet werden. 
Neben der Möglichkeit unterbestimmte Raumbeschreibungen vornehmen zu können, 
ist es möglich den EM auf jeder Maßstabsebene anzuwenden. Von der Positionierung 
von Gebäuden im städtischen Raum bis hin zur Möblierung eines Zimmers lassen sich 
Anforderungen an die durch die Objekte entstehenden Räume formulieren und die 
Positionen und Maße der Objekte optimieren. Auch maßstabsübergreifende 
Raumbeschreibungen sind grundsätzlich möglich. So lassen sich bspw. Räume 
innerhalb eines Gebäudes, Flächen auf dem Grundstück oder Räume in der Stadt 
(Straßen, Plätze) alle in einer Raumbeschreibung miteinander verknüpfen. 
Relevanz 
Aufgrund der Verwendung sichtbarkeitsbasierter Raumrepräsentationen sind die mit 
dem System formulierbaren Raumbeschreibungen unmittelbar mit der Perspektive des 
Nutzers verknüpft. So stehen zahlreiche Eigenschaften zur Beschreibung von 
Raumbereichen zur Verfügung, mit denen sich WVK wie Raumwirkung, 
Bewegungsmuster, Orientierung oder soziale Interaktion besser beschreiben lassen, als 
mit den wenigen in raumallokierenden Ansätzen (Größe und Benachbarung). Der 
entwickelte EM ist darüber hinaus um weitere Raumbereiche, -eigenschaften und -
relationen erweiterbar. Sollten also irgendwann bessere Deskriptoren zu 
Charakterisierung von Räumen entwickelt werden, lassen sich die hier verwendeten um 
diese ergänzen bzw. ersetzen. 
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Zusammenfassend ist festzuhalten, dass das System einerseits in der Lage ist, kreative 
Lösungen zu finden – dies ist auf den erweiterten Variantenraum und die Reduktion 
der Anforderungsbeschreibung auf die notwendigen Bereiche zurückzuführen. 
Andererseits lässt sich eine Problembeschreibung* besser in eine Problembeschreibung 
überführen. Dies wiederum ist zum einen auf den flexiblen Detaillierungsgrad, mit dem 
die Anforderungen an die Raumbereiche beschrieben werden können zurückzuführen. 
Zum anderen sind die Raumbereiche, ihre Eigenschaften und auch die Beziehungen 
zwischen den Raumbereichen an die Wahrnehmung des Raumes durch den Menschen 
geknüpft. Da der Zweck der Erstellung räumlicher Konfigurationen zu großen Teilen in 
der Befriedigung menschlicher Bedürfnisse liegt, besteht auch eine 
Problembeschreibung* zu großen Teilen aus WVK. 
4.4.2 Probleme und Forschungsbedarf 
Neben den im vorigen Abschnitt beschriebenen Vorteilen konnten bei der 
Durchführung der Anwendungsstudien und bei der Bewertung der Ergebnisse einige 
Probleme festgestellt werden, welche im Folgenden kurz diskutiert werden sollen. Zu 
diesen Problemen werden jeweils Ideen für die Weiterentwicklung bzw. weitere 
Forschung skizziert. 
Beschreibung wahrnehmungs- und verhaltensbezogener Anforderungen 
Die Generierung räumlicher Konfigurationen auf Basis von WVK ist abhängig von den 
Modellen zur Abbildung dieser Kriterien. Falsche Modelle können zu Lösungen führen, 
die nicht der ursprünglichen Absicht entsprechen. Wenn z. B. ein Kriterium nicht 
adäquat modelliert wird, dann wird das Entwurfssystem zwar Lösungen erzeugen, die 
dem falschen Modell des Kriteriums entsprechen, jedoch nicht dem tatsächlichen 
Kriterium. In beiden Anwendungsszenarien trat dieses Problem besonders deutlich bei 
der Beschreibung des Kriteriums „Privatheit“ hervor. Es wurde maßgeblich durch eine 
niedrige Visual Integration (geringe Sichtbarkeit von möglichst vielen Punkten) 
beschrieben. Zwar wurden in allen Lösungen Raumbereiche mit niedriger Visual 
Integration erzeugt, jedoch hat dies nicht garantiert, dass es sich bei diesem 
Raumbereich um einen Bereich handelt, von dem man über den kürzesten Weg zu 
einem anderen Bereich gelangt (der also ein Durchgangsraum ist). Wie bereits 
festgestellt wurde, sind lineare Raumbereiche notwendig, um die Bewegung von 
Personen innerhalb einer räumlichen Konfiguration zu charakterisieren (Beschreibung 
von Wegsequenzen, stark- und niedrig frequentierte Bereiche, s. 3.2) und in die 
Raumbeschreibung einzubinden. 
Ein weiteres wiederholt auftretendes Problem ergab sich bei der Zuweisung von O-
Spaces zu R-Spaces. So erfolgte die Zuweisung zwar – nach den definierten 
Anforderungen – rechnerisch korrekt, es wurde jedoch deutlich, dass die verwendeten 
Eigenschaften zur Charakterisierung der O-Spaces nicht genügten, um auch solche 
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Bereiche, welche mit höherer Wahrscheinlichkeit als eine Einheit wahrgenommen 
werden, zu identifizieren. 
Um WVK präziser abbilden zu können, sind zum einen bessere Deskriptoren zur 
Charakterisierung von Raumbereichen und -zusammenhängen notwendig. Zum 
anderen besteht ein großer Bedarf an der Erforschung der Zusammenhänge zwischen 
den Raumeigenschaften und deren Auswirkung auf das Verhalten von Menschen. 
Hinsichtlich des ersten Punktes sind einerseits die notwendigen Wege zwischen 
Raumbereichen zu berücksichtigen;95 andererseits sollten die aus den 
Raumrepräsentationen abgeleiteten Eigenschaften stärker an 
Wahrnehmungsphänomene geknüpft sein. So lassen sich mit den hier verwendeten 
Repräsentationen derartige Phänomene, dass Raumbereiche, obwohl sie im sichtbaren 
Bereich liegen, übersehen werden oder sie als Ganzes wahrgenommen werden können, 
obwohl die aus mehreren konvexen Bereichen bestehen, nicht abbilden. Darüber 
hinaus ist die Einbeziehung der dritten Dimension notwendig, da diese insbesondere 
für das Kriterium der Raumwirkung eine wichtige Rolle spielt. So kann bspw. ein 
Zimmer mit einer Grundfläche von 20 m² je nach Deckenhöhe großzügig oder beengt 
wirken.96 
Hinsichtlich der in dieser Arbeit verwendeten Grenzwerte zur Beschreibung der 
Anforderungen an die Raumbereiche/-relationen ist festzuhalten, dass diese 
weitestgehend intuitiv festgelegt wurden, da bislang keine Standards (für z. B. 
Großzügigkeit/Privatheit) existieren. Die unter 3.3 vorgestellten EBS zur Untersuchung 
von Raumwirkungen liefern hierfür noch nicht ausreichend gesicherte Befunde. Sie 
verwenden meist sehr wenige Fälle und beschränken sich bei der statistischen 
Auswertung i. d. R. auf einzelne Variablen und lineare Korrelation. Hinsichtlich 
ersterem bieten neue Methoden zur Datenerfassung (mobile Geräte zur Erfassung 
physiologischer Daten, s. z. B. Mavros et al., 2012 oder Hijazi et al., 2016) ein großes 
Potenzial, dass künftig eine große Fallbasis für die Suche nach Zusammenhängen 
zwischen Geometrie und Wahrnehmung/Verhalten zur Verfügung steht. Hinsichtlich 
Letzterem können maschinelle Lernverfahren dabei helfen, Zusammenhänge zwischen 
zahlreichen Faktoren zu finden und in ein Vorhersagemodell zu überführen. Erste 
Ansätze hierzu finden sich bei Kuliga et al. (2016). 
Ist ein solides Fundament durch bessere Deskriptoren und zahlreiche wissenschaftliche 
Untersuchungen vorhanden, folgt ein weiteres Problem, welches bereits bei der 
                                              
95 Hierfür ist eine Unterscheidung von Bereichen, die man sehen und zu denen man sich bewegen kann sinnvoll. 
Varoudis (2014) schlägt hierfür einen mixed-directionality-Visibility Graphen vor, in dem zwei Arten von Kanten 
(sichtbar/erreichbar) existieren. 
96 Ein einfacher Ansatz für die Erfassung solcher Eigenschaften könnte in der Kombination von 2D- und 3D-Isovisten 
liegen (z. B. 3D-Isovist Volume/2D-Isovist Area). 
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Formulierung von Raumbeschreibungen mit den derzeit zur Verfügung stehenden 
Mitteln deutlich geworden ist – und zwar, dass sehr viele Eigenschaften notwendig 
sind, um Raumbereiche hinsichtlich WVK zu charakterisieren. Selbst ein Experte ist 
höchstwahrscheinlich unfähig, diese große Anzahl an Variablen zu beherrschen und mit 
den hier beschriebenen Mitteln (Zugehörigkeitsfunktionen) eine den gewünschten 
WVK entsprechende Beschreibung zu erstellen. Es ist ein Übersetzungsmechanismus 
notwendig, der natürlich-sprachlich formulierte Anforderungen wie z. B. „hoher Grad 
an Privatheit“ in eine maschinenlesbare Form überführt. Dabei ist die Möglichkeit, 
Gewichtungen von Eigenschaften (wie z. B. unbedingt notwendig, wünschenswert) und 
Vergleiche zwischen Raumbereichen (z. B. kleiner als/größer als) vornehmen zu können 
vorzusehen. Letzteres ist wichtig, da es oft schwierig ist Angaben zu Raumeigenschaften 
absolut zu treffen bzw. diese von einem Menschen auch nicht absolut wahrgenommen 
werden. So kann bspw. ein mittelgroßer Raum als großzügig wahrgenommen werden, 
wenn alle anderen in einer Konfiguration bestehenden Raumbereiche sehr klein sind. 
Darüber hinaus ist eine Prüfung der Erfüllbarkeit von Anforderungen vorzunehmen. 
Unmöglich zu erfüllende Anforderungen (z. B. alle Raumbereiche sollen großzügig, 
nach Süden ausgerichtet, einander erreichbar/sichtbar, gemütlich, kommunikativ und 
privat sein) führen zu einer Nullmenge im Erfüllungsraum und damit auch zu einer 
Nullmenge im Lösungsraum. Um eine solche Prüfung vorzunehmen ist es denkbar, im 
Voraus eine sehr große Zahl an bereits existierenden räumlichen Konfigurationen auf 
diese Anforderungen zu prüfen und zu berechnen wie wahrscheinlich es ist, dass die 
Anforderungen erfüllt werden können.97 
Letztlich erscheint es sinnvoll, statt einer einzigen Raumbeschreibung mehrere 
Raumbeschreibungsalternativen erstellen zu können. Somit könnte beispielsweise 
abgebildet werden, dass eine Wohnung entweder ein sehr großzügiges, helles 
Wohnzimmer, dafür aber nicht zwingend ein Tageslichtbad aufweisen soll oder ein 
Tageslichtbad, wofür man eine geringere Größe/Helligkeit des Wohnzimmers in Kauf 
nimmt. Dies ließe sich über ODER-Verknüpfung verschiedener µtotal lösen. Eine solche 
Verknüpfung verschiedener Raumeigenschaftskonfigurationen scheint auch sinnvoll zu 
sein, um bestimmte Raumwirkungen besser zu beschreiben, da ein  bestimmter 
Raumeindruck durch unterschiedliche Kombinationen von Eigenschaften erfüllt 
werden kann. So ist es z. B. denkbar, dass der Raumeindruck „geräumig“ sowohl durch 
eine hohe Isovist Area und eine hohe Isovist Compactness bzw. einen hohen Daylight 
Factor und eine hohe Isovist MinRadial erzeugt werden kann. 
                                              
97 Ein Beispiel für ein solches Vorgehen findet sich bei Merell, Schkufza & Koltun (2013). Dort werden typische 
Raumrelationen (Benachbarung von Rechtecken) aus einer Datenbank mit 120 Einträgen mittels eines Lernalgoithmus 
identifiziert. 
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Konzeption von Generierungsmechanismen 
Der in der vorliegenden Arbeit verfolgte Ansatz erlaubt, GM völlig unabhängig von 
Annahmen über die Zusammenhänge zwischen Form und Funktion zu konzipieren. Die 
gesamte Beurteilung der Funktion einer Form erfolgt über den EM. Der „Bottleneck“ 
für das Finden einer optimalen Lösung liegt nun beim Generierungsmechanismus und 
dem durch diesen definierten Variantenraum. GM, die alle Möglichkeiten abdecken, 
sind zwar denkbar (Infinite Image Theorem) – jedoch ist der Variantenraum in einem 
solchen Fall derart groß, dass die Suche nach einer geeigneten Lösung nicht in 
praktikabler Zeit beendet werden kann. In der vorliegenden Arbeit wurde das 
Grundprinzip des verfolgten Ansatzes an GM mit einem sehr beschränkten 
Variantenraum demonstriert. In beiden Anwendungsszenarien konnten durch Zufall 
bereits in der ersten Generation Varianten gefunden werden, in denen alle geforderten 
Raumbereiche (wenngleich mit niedrigem PTotal) erkannt wurden. Dies ist zwingend 
notwendig um eine Lösung überhaupt zu beurteilen. Die Annäherung an eine gute 
Lösung kann erst stattfinden, wenn der EM in einer Menge an Varianten Raumbereiche 
erkannt hat. Solange dies nicht der Fall ist, schlägt die Lösungssuche fehl. In beiden 
Anwendungsstudien hat die Lösungssuche sehr gut funktioniert, was darauf 
zurückzuführen sein könnte, dass eine gewisse Plausibilität der erzeugbaren Varianten 
gegeben war. Basiert ein GM bspw. auf einer zufälligen Platzierung von einer großen 
Anzahl an Linien (s. Krämer & Kunze, 2005), so ist es sehr wahrscheinlich, dass erst 
sehr viele Varianten erzeugt und überprüft werden müssen, bis eine Variante gefunden 
wird, welche alle Raumbereiche aufweist. 
Als weitere Herausforderung ist zu nennen, dass durch kleine Änderungen in der 
Geometrie große Änderungen bei der Performance von Relationen bewirkt werden 
können. So lassen sich bei einem Grundriss durch Verschieben einer Tür die Sicht- und 
Zugangsrelationen deutlich verbessern bzw. verschlechtern. Dies ist insofern 
problematisch für den Optimierungsprozess, als dass dieser im Idealfall eine möglichst 
kontinuierliche Fitnesslandschaft benötigt, um sich schnell an eine Lösung 
heranzutasten. 
Um den vorgestellten Ansatz in Zukunft effektiv nutzen zu können sind einerseits GM 
zu entwickeln, bei welchen trotz der Verwendung von Heuristiken zum Ausschluss 
unsinniger Varianten (z. B. keine langen Wände direkt vor eine Außenwand platzieren) 
ein großes Variantenspektrum erhalten bleibt. Eine Möglichkeit hierfür besteht in der 
Anbindung des GM an eine Datenbank mit einer sehr großen Zahl existierender 
Formen. Innerhalb dieser könnten bereits teilweise geeignete Varianten ausgewählt 
werden und durch Variation der Form an die Anforderungen angepasst werden.  
Andererseits sollte die Raumbereichsidentifizierung verbessert werden, um das 
Problem nicht-identifizierbarer Bereiche zu reduzieren. Idealerweise müsste der EM 
hierfür erahnen können, wo die geforderten Bereiche entstehen könnten. Hierfür 
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könnten Methoden des maschinellen Lernens eingesetzt werden. So könnte bspw. ein 
Algorithmus zur Raumbereichserkennung durch Daten aus Entwurfsprozessen 
professioneller Architekten trainiert werden. 
Laufzeit 
Abschließend ist das Problem der relativ langen Berechnungsdauer zu erwähnen. Bei 
den vorliegenden Beispielen war diese verursacht durch die Berechnung der Closeness 
Centrality (Visual Integration). Bei Raumbeschreibungen mit vielen R-Spaces, deren 
Unterspezifiziertheit zu vielen potenziellen Raumbereichen führt, kann auch die Suche 
nach geforderten Raumbereichen zu Laufzeitproblemen führen, da für das Finden der 
geeignetsten Belegung die geforderten Relationen von allen potenziellen 
Raumbereichen zu allen anderen geprüft werden (s. 4.2.3). 
Lange Rechenzeiten behindern die Lösungssuche insofern, als dass sie die Interaktion 
eines Nutzers mit dem System erschweren. Idealerweise erhält der Nutzer ein 
unmittelbares Feedback auf die von ihm formulierte Problembeschreibung, wodurch er 
die Auswirkungen seiner Aktionen sehen und daraus lernen kann bzw. Kriterien 
bewerten kann, die nicht im EM implementiert sind: „like a dialogue between two 
people, each side learns from and informs the other“ (Kalay, 2004, S. 17). 
Das Laufzeitproblem kann darüber hinaus verursachen, dass die Komplexität der 
Probleme, die mit der hier entwickelten Methodik lösbar sind grundsätzlich beschränkt 
ist. Ob dies der Fall ist, muss in weiteren Anwendungsstudien geklärt werden. 
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5 Zusammenfassung und Ausblick 
„Neben einer technischen und handwerklichen Ausbildung muß 
der Gestalter (…) sich Kenntnis von den wissenschaftlichen 
Tatsachen der Optik aneignen, d.h. eine theoretische Grundlage, 
die die gestaltende Hand leitet und eine objektive Grundlage 
schafft, auf der eine Anzahl von Einzelpersonen in harmonischer 
Gemeinschaft arbeiten kann. (...) Sorgfältige Kultivierung und 
weitere Erforschung dieser Naturgesetze würde mehr dazu 
beitragen, echte Tradition fortzuführen, als jede Unterweisung in 
der Nachahmung alter Formen und Stile. (…) 
Eine grundlegende Sprache der Gestaltung braucht in erster Linie 
einen gemeinsamen optischen Kontrapunkt. (...) Werden wir 
Erfolg haben mit der Entwicklung eines solchen optischen 
‘Schlüssels’, der von jedem verwandt und verstanden werden 
kann, der als objektives Gestaltungsmittel für jede Art von 
Entwurf gelten kann? (…) ein optischer Schlüssel würde die 
überpersönliche Brücke zum allgemeinen Verständnis liefern und 
zugleich dem Künstler selbst als Kriterium für seine Schöpfung 
dienen.” 
(W. Gropius, 1956, S. 20-21 und S. 39) 
5.1 Zusammenfassung 
Ein Entwurfssystem ist nur so gut wie die Modelle, die ihnen zur Erzeugung und 
Bewertung von Varianten zugrunde liegen. Alles was nicht bewertet werden kann, kann 
auch nicht als Kriterium für die Suche nach Lösungen herangezogen werden. Alles was 
nicht erzeugt werden kann (was also nicht im Variantenraum existiert), kann nicht 
gefunden werden. Die Methoden zur Repräsentation räumlicher Konfigurationen 
innerhalb eines Entwurfssystems haben großen Einfluss auf die Erzeugbarkeit und 
Bewertbarkeit von Varianten. In der vorliegenden Arbeit bildeten die Methoden zur 
Raumrepräsentation den Ausgangspunkt für die Auseinandersetzung mit den 
bestehenden Ansätzen zur Erzeugung räumlicher Konfigurationen und der Entwicklung 
eines neuen Entwurfssystems. Ausgehend von den in 1.3 formulierten Fragestellungen 
sollen die wesentlichen Erkenntnisse zusammengefasst werden: 
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Fragestellung 1 und 2: Wie wird das zu erzeugende Objekt „räumliche Konfiguration“ in 
bestehenden Entwurfssystemen repräsentiert und wie wirken sich diese 
Repräsentationen auf den Lösungsraum und die Möglichkeiten zur Problemformulierung 
aus? 
In den traditionellen raumallokierenden Entwurfssystemen wird ein Raumbereich als 
geometrisches Objekt (Rechteck) repräsentiert, welches durch Regeln bzw. 
Optimierungsprozesse so angeordnet wird, dass geforderte Größe und 
Nachbarschaftsbeziehungen erfüllt sind. Nach Anordnung der Raumbereiche erfolgt die 
Definition der begrenzenden Oberflächen (Space First – Boundaries Last). Die dabei 
vorgenommene enge Verknüpfung von GM und EM führt dazu, dass in den Systemen 
keine anderen GM verwendet werden können, als die mit dem EM kompatiblen, was 
sich maßgeblich auf die erzeugbare Vielfalt an Grundrissen auswirkt. Weiterhin 
erlauben die Systeme keine Flexibilität bei der Beschreibung der geforderten Räume 
und sind auf einige wenige Kriterien zur Definition der gewünschten Eigenschaften und 
Relationen beschränkt. Dadurch lassen sich mit den Systemen wichtige 
wahrnehmungs- und nutzungsrelevante Kriterien nur schlecht abbilden (Relevanz).  
Fragestellung 3: Welche alternativen Methoden existieren um räumliche Konfigurationen 
zu repräsentieren? 
Es wurden Methoden vorgestellt, um räumliche Konfigurationen hinsichtlich 
wahrnehmungs- und verhaltensrelevanter Kriterien zu charakterisieren. Die Methoden 
basieren zu großen Teilen auf Sichtbarkeit und wurden daher als sichtbarkeitsbasierte 
Raumrepräsentationen bezeichnet. Sie erlauben es, Potenziale der Raumgeometrie 
hinsichtlich WVK (wie z. B. Raumwirkung, Bewegungsmuster, Orientierung und soziale 
Interaktion) zu beschreiben. Da sich mit diesen Methoden jedwede Geometrie 
analysieren lässt, haben sie ein großes Potenzial zur Verwendung in Entwurfssystemen. 
Es existieren bereits Ansätze zur Erzeugung räumlicher Konfigurationen auf Basis dieser 
Raumrepräsentationen; diese schöpfen die Möglichkeiten jedoch nicht aus, da ein 
wesentlicher Faktor, nämlich die Veränderung von Raumbereichen nach Änderung der 
Geometrie, nicht ausreichend berücksichtigt wird. 
Fragestellung 4 und 5: Wie können auf Basis sichtbarkeitsbasierter 
Raumrepräsentationen räumliche Konfigurationen erzeugt werden und lassen sich damit 
die identifizierten Beschränkungen bestehender Entwurfssysteme auflösen? 
Es wurde eine Methode entwickelt, die es zum einen erlaubt, Anforderungen an eine 
räumliche Konfiguration durch wahrnehmungsrelevante Eigenschaften und Relationen 
von Raumbereichen zu beschreiben und zum anderen, räumliche Konfigurationen 
hinsichtlich des Erfüllungsgrades dieser Anforderungen zu bewerten. Hierfür wurde 
eine Methode entwickelt, um aus zweidimensionalen Linienzeichnungen automatisch 
Raumbereiche (O-Spaces und P-Spaces) zu identifizieren, die bestimmte Eigenschaften 
(z. B. sichtbare Fläche, Kompaktheit des Sichtfeldes, Tageslicht) und Relationen 
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zueinander (wie gegenseitige Sichtbarkeit, visuelle und physische Distanz) aufweisen 
(Ad-hoc-Erkennung). Der EM wurde in zwei Anwendungsszenarien mit zwei 
verschiedenen GM gekoppelt um zu prüfen, ob er sich eignet, in großen 
Variantenräumen nach geeigneten räumlichen Konfigurationen zu suchen. Die 
Ergebnisse dieser Experimente zeigen, dass die entwickelte Methodik einen 
vielversprechenden Ansatz zur automatisierten Erzeugung von räumlichen 
Konfigurationen darstellt: Erstens ist der EM vollständig vom GM getrennt, wodurch 
es möglich ist, verschiedene GM in einem Entwurfssystem zu verwenden und somit 
den Variantenraum zu vergrößern (Vielfalt).  Zweitens erlaubt der EM die 
Anforderungen an eine räumliche Konfiguration flexibel zu beschreiben 
(unterschiedliche Maßstäbe, unterschiedlicher Detaillierungsgrad). Letztlich erlauben 
es die verwendeten Repräsentationsmethoden eine Problembeschreibung 
vorzunehmen, die stark an der Wirkung des Raumes auf den Menschen orientiert ist 
(wie z. B. Geräumigkeit, Geschlossenheit, Privatheit). 
5.2 Konklusion & Ausblick 
Die gebaute Umwelt hat einen unmittelbaren Einfluss auf das Leben der Menschen, die 
sich darin aufhalten. Die Geometrie von Oberflächen (räumliche Konfiguration von 
Gebäuden/Wänden) ist ein wesentlicher und nur schwer zu verändernder Bestandteil 
dieser Umwelt. Räumlichen Konfigurationen ist daher eine besondere Beachtung im 
architektonischen und städtebaulichen Entwurfsprozess zu widmen. Nach wie vor ist 
die Planung von Gebäuden und Städten ein Prozess, der stark auf Intuition beruht 
(Hillier, 1996; Lawson, 2005; Rowe, 1987). Einerseits werden die Auswirkungen, die 
das Entworfene auf die sich später darin aufhaltenden Nutzer hat, maßgeblich subjektiv 
bewertet. Andererseits wird bei komplexeren Planungsaufgaben (z. B. 
Massenwohnungsbau) eine Reduktion der Komplexität vorgenommen (z. B. Erstellung 
und Wiederholung von Wohnungstypen), um die Aufgabe in praktikabler Zeit zu lösen. 
Die Automatisierung von Entwurfsprozessen kann dabei helfen, diese Beschränkungen 
aufzulösen indem sie es ermöglicht, in kürzester Zeit zahlreiche Varianten zu erzeugen 
und hinsichtlich zahlreicher Kriterien zu bewerten. Sind Generierungs- und 
Bewertungsmechanismen adäquat konzipiert, wird es möglich sein Formen zu 
erzeugen, die maßgeblich auf den jeweiligen Anforderungen (menschliche Bedürfnisse) 
basieren. Dies könnte im Sinne des einleitenden Zitats von Walter Gropius viel mehr 
dazu beitragen, eine „echte Tradition fortzuführen, als jede Unterweisung in der 
Nachahmung alter Formen und Stile“ (Gropius, 1956, S. 21). 
Während in den Ingenieursdisziplinen Methoden zur Automatisierung von 
Entwurfsprozessen fester Bestandteil von Planungen sind (z. B. bei der Planung von 
Computerchips, Tragwerken oder Haustechnik), wird solchen Ansätzen in der 
Architektur jedoch nach wie vor Skepsis entgegengebracht: 
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„Computational methods to support the synthesis of design solutions have 
fascinated architectural researchers and horrified the practitioners. The first 
group has viewed computer-aided synthesis as the epitome of rational design, 
the second as trying to rob human designers of what they consider to be the 
‚protected core‘ of their profession.“ (Kalay, 2004, S. 237)  
Die gegenwärtigen Entwicklungen im Bereich der künstlichen Intelligenz (Deep 
Learning) und der Sammlung riesiger Datenmengen (Big Data, Human Sensoring) lassen 
in den kommenden Jahren einen enormen Entwicklungssprung im Bereich der 
Automatisierung geistiger Arbeit vermuten, wovon die Architektur nicht 
ausgeschlossen sein wird.98 „In the next decade automation will move the subject of 
computers in design way beyond the computer graphic narratives (…) that have 
dominated architecture and engineering in the past two decades.” (Andia & 
Spiegelhalter, 2015, S. 13) Wie sich diese, wie Andia & Spiegelhalter sie nennen, 
Second Era of AI für die Architektur bzw. den Städtebau auch entwickeln mag – sie 
wird in jedem Fall nach einer intensiven Auseinandersetzung mit den Grundbegriffen 
gebauter bzw. zu planender Umwelt verlangen. Kuhnert & Ngo (2008) beschreiben die 
Implikationen, die eine Übertragung von Entwurfsprozessen auf den Computer haben 
folgendermaßen: „Im Gegensatz zur Laxheit der Moderne in methodischen Fragen wird 
dagegen der Schritt zur methodischen Fundierung der Architektur heute durch die 
Digitalisierung der Architektur erzwungen.“ Gleichzeitig bemängeln sie, dass es nach 
wie vor „an der Präzisierung dessen, was unter einem architektonischen Regelwerk zu 
verstehen ist, was Regeln sind und was schließlich die Rationalen der Form ausmachen“ 
mangelt (ebd., S. 8). 
Hierin kann ein wesentlicher Beitrag der in der vorliegenden Arbeit untersuchten 
Methoden gesehen werden. Durch den Versuch, Entwurfsprozesse (oder Teile davon) 
zu automatisieren, müssen sowohl die wesentlichen Eigenschaften des zu 
entwerfenden Objektes als auch des Formfindungsprozesses formalisiert werden. Die 
Entwurfsergebnisse, die auf Basis einer jeweiligen Formalisierung entstehen, zeigen die 
Stärken und Schwächen der jeweiligen Formalisierung auf und können dazu beitragen, 
in einem iterativen Prozess zu immer präziseren Beschreibungen zu gelangen. Die 
Entwicklung von Entwurfssystemen ermöglicht somit einerseits „insights into both the 
act of designing and the structure of designs” (Woodbury, 1991, p. 62) und trägt 
andererseits dazu bei, dass Expertenwissen transportierbar wird (Akin & Sen, 1996). 
                                              
98 Anfang 2014 startete Google ein Projekt zur Unterstützung von Planungsprozessen in Architektur und Städtebau 
(https://flux.io). Hierbei handelt es sich um einen cloud-basierten Service zur Synchronisierung verschiedener 
Programme zur Erstellung und Analyse von Gebäuden und Städten. Sollte sich ein solcher Service etablieren stehen 
Unmengen an Daten aus Entwurfsprozessen zu Verfügung, welche, entsprechend ausgewertet, dabei helfen können die 
Entstehung von räumlichen Konfigurationen besser zu verstehen und neue Maße für deren Bewertung bzw. Erzeugung 
abzuleiten. 
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Letzteres ist ein entscheidender Faktor, um eine interdisziplinäre Zusammenarbeit beim 
am menschlichen Verhalten orientierten Entwurf von Gebäuden bzw. Städten (human-
centered design) zu erleichtern. Ein solcher Prozess wird häufig als evidenzbasierter 
Entwurfsprozess bezeichnet (Karimi, 2012; Zeisel, 2006). Der Grundgedanke dabei ist, 
Entwurfsentscheidungen auf Basis wissenschaftlicher Erkenntnisse zu treffen. Hierbei 
ist die Zusammenarbeit verschiedener Disziplinen erforderlich. Dies könnte sich (stark 
vereinfacht) so darstellen: Die Psychologie und Kognitionswissenschaft untersuchen in 
Nutzerstudien das Verhalten und die Emotion von Menschen in der gebauten Umwelt 
(Post Occupancy Evaluation, POE). Die Informatik kann neue Methoden zur Analyse 
räumlicher Konfigurationen entwickeln, welche wiederum in umweltpsychologischen 
Studien zur Zusammenhangsanalyse verwendet werden können. Die Disziplinen 
Architektur und Städtebau liefern Fallstudien, Entwurfsstrategien und beteiligen sich 
mit ihrem Fachwissen an der Entwicklung von Maßen zur Bewertung von 
Gebäuden/Städten. Diese dienen wiederum der Informatik als Input zur Entwicklung 
neuer Optimierungsmodelle. In Abbildung 81 ist dieser Prozess schematisch 
dargestellt.  
 
Abbildung 81: Evidence Based Design – Framework (angelehnt an Karimi, 2012) 
Um die Effektivität eines solchen Prozesses zu erhöhen ist eine gemeinsame Sprache 
erforderlich. Sichtbarkeitsbasierte Raumrepräsentation können zur Schaffung einer 
solchen Sprache einen wichtigen Beitrag leisten, da sie eine generische Methode zur 
Beschreibung von räumlichen Konfigurationen darstellen und einen starken Bezug zu 
Wahrnehmung und Nutzung von Räumen durch den Menschen haben. Eine intensive 
Weiterentwicklung dieser Methoden (z. B. durch bessere Wahrnehmungsmodelle, 
große Fallbasen, Human Sensoring und Machine Learning) könnte, um nochmals auf 
das einleitende Zitat von Gropius (1956) zurückzukommen, langfristig zur Entwicklung 
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eines sogenannten optischen Schlüssels beitragen, welcher die „Brücke zum 
allgemeinen Verständnis liefern und zugleich dem Künstler selbst als Kriterium für seine 
Schöpfung dienen“ kann. Die in der vorliegenden Arbeit entwickelte Methodik zur 
Synthese räumlicher Konfigurationen auf Basis sichtbarkeitsbasierter 
Raumrepräsentationen kann als ein wichtiger Baustein in einem solchen 
evidenzbasierten Entwurfsprozess gesehen werden, da sie die Lücke zwischen der 
Bewertung und der Erzeugung von Varianten schließt. 
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In diesem Anhang sind alle ergänzenden Darstellungen zur Berechnung von O-Spaces 
(4.2.2) zu finden. Unter A.1 wird an einem etwas komplexeren Beispiel nochmals das 
Prinzip der Zusammenfassung von S-Spaces veranschaulicht. Unter A.2 finden sich 
Beispiele für die Erkennung von O-Spaces in realen Grundrissen. 
A.1  Erstellung von O-Spaces 
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A.2 Beispiele für die Erkennung von O-Spaces 
Auf der folgenden Seite sind die Ergebnisse für die Erkennung von O-Spaces der in 
Tabelle 1 dargestellten Grundrisse abgebildet. Auf dieser Seite findet sich eine kurze 
Erläuterung zu diesen Ergebnissen: 
Beim Grundriss der Villa Valmarana (obere Reihe) sind keine S-Lines und P-Lines 
vorhanden. Der Raum wurde ausschließlich durch D-Lines unterteilt. Die Menge an S-
Spaces entspricht der Menge an Zimmern, die sich in dem Grundriss befinden. Da die 
S-Spaces einander nur einen sehr geringen Grad an Sichtbarkeit aufweisen, wurden 
keine S-Spaces zu größeren Clustern zusammengefasst. Die O-Spaces entsprechen den 
S-Spaces. 
Der Grundriss des Landhauses aus Backstein (mittlere Reihe) weist aufgrund der vielen 
freistehenden Wände sowohl S-, als auch P-Lines auf. Im rechten Teil des Grundrisses 
sind mehrere D-Lines zu erkennen, was auf die eher konventionelle Aufteilung dieses 
Gebäudeteils in Zimmer zurückzuführen ist. Die in diesem Bereich identifizierten O-
Spaces überlappen sich nicht. Im restlichen Teil des Gebäudes enstehen sowohl große 
kompakte, als auch lange schmale O-Spaces, die sich zu großen Teilen überlappen. 
Beim Grundriss des Hauses O (untere Reihe) sind ausschließlich S-Lines erzeugt 
worden, da im Gebäude keine freistehenden Wände existieren. Augrund der vielen 
unterschiedlichen Winkel entstehen viele kleine dreieckige S-Spaces. Dies hat sich als 
problematisch für das Erstellen von O-Spaces herausgestellt, da, sobald diese kleinen 
S-Spaces einem Cluster hinzugefügt werden, andere S-Spaces nicht mehr hinzugefügt 
werden, da sie zu diesem kleinen S-Space nicht mehr sichtbar sind. Resulat sind häufig 
O-Spaces, welche einen kleinen dreieckigen Fortsatz an einer Stelle haben. Ein 
ähnliches Problem tritt im städtischen Anwendungsszenario (4.3.2) auf.
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A.2 Beispiele zur Bestimmung von O-Spaces 
 
Grundriss S-Lines, P-Lines und D-Lines S-Spaces (mit Verbindungen benachbarter S-Spaces) O-Spaces 
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Anhang B 
In diesem Anhang sind alle zusätzlichen Darstellungen zur Berechnung von P-Spaces 
(4.2.2) zu finden. In B.1 sind die Ergebnisse der Berechnung von 
Sichtbarkeitseigenschaften der in 4.2.2 verwendeten Beispielkonfiguration sowie die 
Grundrisse aus Tabelle 1 zu finden. Unter B.2 sind anhand der in Tabelle 1 dargestellten 
Grundrisse Beispiele für die Bestimmung von P-Spaces aufgeführt. 






Isovist Relative Occlusivity 
 
Isovist Min Radial 
 
Isovist Mean Radial 
 







*Für das Verständnis der beiden Werte Daylight und Exterior View ist zu bemerken, dass die linke und die 
obere Linie der quadratischen Begrenzung der Konfiguration als Außenwand (also als lichtdurchlässig) 
definiert wurden. Außenwände werden in den Grafiken durch dünne Linien repräsentiert.
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B.1 Eigenschaften von Beispielkonfigurationen 
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B.2 Beispiele zur Bestimmung von P-Spaces 
 
Zentrale Bereiche Privat & Kompaktes Sichtfeld Mittelgroßes Sichtfeld Kompaktes Sichtfeld & Maximaler Ausblick Unterdurchschnittlich dunkle Bereiche 
 
µVisualIntegration(avg, avg*1.2, max, max) 
 
 
µVisualIntegration(0, 0, avg*0.8, avg) 
&& µIsovistCompactness(0.2, 0.4, 1, 1) 
 
 
µIsovistArea(avg*0.5, avg*0.5, avg, avg) 
 
µIsovistCompactness(0.2, 0.4, 1, 1)  
&& µExteriorView(avg, avg, max, max)  
 
 
µDaylight(0, 0, avg*0.5, avg) 
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Anhang C 
Dargestellt ist der Ablauf zur Ermittlung der geeignetsten Raumbereichsbelegung des 
Beispieles aus 4.2.3. Hierbei wurde die Reihenfolge der R-Spaces zuvor sortiert, sodass 
mit jenem R-Space begonnen wird, für den die geringste Anzahl an Potential Spaces 
ermittelt wurde. Dies reduziert die Anzahl an redundanten Relationsüberprüfungen. 
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Anhang D 
In diesem Anhang sind die in 4.2.4 verwendeten Zugehörigkeitsfunktionen zur 
Beschreibung der Testwohnung mittels P-Spaces dokumentiert. D.1 zeigt die zur 
Beschreibung der Eigenschaften der P-Spaces verwendeten Zielwerte, D.2 die Zielwerte 
für die Relationen, die zwischen den P-Spaces bestehen sollten. Darüberhinaus sind 
unter D.3 die Abbildungen 67 – 68 zur besseren Lesbarkeit in vergrößerter Form 
dargestellt. 










nah an der Wand 
hell 
FloorArea(5) 
µVisualIntegration(avg, avg *1.2, max, max) 
µIsovistCompactness (0.2, 0.4, max, max) 
µIsovistArea (35, 50, max, max) 
µIsovistMinRadial(0, 0.5, 1, 1.5) 










µVisualIntegration(avg, avg *1.2, max, max) 
µIsovistCompactness (0.2, 0.4, max, max) 
µIsovistArea (35, 50, max, max) 


























Position in Zimmerecke) 
FloorArea(4) 
µVisualIntegration(0, 0, avg *0.8, avg) 





nah an einer Wand 
FloorArea(2) 
µDaylight (3, 5, max, max) 









µVisualIntegration(0, 0, avg *0.8, avg) 







nah an einer Wand 
FloorArea(1) 
µDaylight (3, 5, max, max) 
µIsovistMinRadial(0, 0.2, 0.5, 0.8) 
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D.2 Relationen zwischen den Raumbereichen 
Bereich A Bereich B Attribut Relation 
 
R0 (Entrance) R1a (Relaxing) nicht sichtbar µIntervisibility (R0, R1a, 0, 0, 0, 10) 
 
R0 (Entrance) R1b (Cooking) nicht sichtbar µIntervisibility (R0, R1b, 0, 0, 0, 10) 
 
R0 (Entrance) R2a (Sleeping - Child) nicht sichtbar µIntervisibility (R0, R2a, 0, 0, 0, 10) 
 
R0 (Entrance) R3a (Sleeping) kaum sichtbar µIntervisibility (R0, R3a, 0, 10, 20, 30) 
 
R0 (Entrance) R3b (Working) nicht sichtbar µIntervisibility (R0, R3b, 0, 0, 0, 10) 
 
R0 (Entrance) R4 (Bathroom) kaum sichtbar µIntervisibility (R0, R1a, 0, 10, 20, 30) 
 
R1a (Relaxing) R1b (Cooking) vollständig sichtbar µIntervisibility (R0, R1a, 90, 100, 100, 100) 
 
R1a (Relaxing) R3a (Sleeping) nicht sichtbar µIntervisibility (R1a, R3a, 0, 0, 0, 10) 
 
R1a (Relaxing) R3b (Working) nicht sichtbar µIntervisibility (R1a, R3b, 0, 0, 0, 10) 
 
R1a (Relaxing) R4 (Bathroom) nicht sichtbar µIntervisibility (R1a, R4, 0, 0, 0, 10) 
 
R1a (Relaxing) R5a (Eating) 
 
teilweise sichtbar µIntervisibility (R1a, R5a, 30, 40, 60, 70) 
 
R1a (Relaxing) R5b (Reading) teilweise sichtbar µIntervisibility (R1a, R5b, 30, 50, 70, 80) 
 
R2a (Sleeping - 
Child) 
R2b (Playing) vollständig sichtbar µIntervisibility (R2a, R2b, 90, 100, 100, 100) 
 
R2a (Sleeping - 
Child) 
R3a (Sleeping) nicht sichtbar µIntervisibility (R2a, R3a, 0, 0, 0, 10) 
 
R2b (Playing) R3a (Sleeping) nicht sichtbar µIntervisibility (R2b, R3a, 0, 0, 0, 10) 
 
R2b (Playing) R3b (Working) nicht sichtbar µIntervisibility (R2b, R3b, 0, 0, 0, 10) 
 
R3a (Sleeping) R3b (Working) vollständig sichtbar 
nah 
µIntervisibility (R3a, R3b, 90, 100, 100, 100) 
µDistance (R3a, R3b, 1, 1.5, 2, 2.5) 
 
R3a (Sleeping) R4 (Bathroom) nicht sichtbar 
nah 
µIntervisibility (R3a, R4, 0, 0, 0, 10) 
µDistance (R3a, R4, 1, 1.5, 2, 2.5) 
 




R5b (Reading) vollständig sichtbar µIntervisibility (R5a, R5b, 90, 100, 100, 100) 
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D.3  Identifizierte Raumbreiche mittels O-Spaces und P-Spaces 
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Anhang E 
Im Anhang befinden sich alle erstellten SOM des Anwendungsszenarios 
Wohnungsgrundriss. 
Die SOM wurden auf Basis der Isovisteigenschaften der identifizierten Raumbereiche 
erstellt. Sie werden in vier verschiedenen Darstellungsarten abgebildet: 
- E.1 SOM mit Darstellung der Grundrissgeometrie 
- E.2 SOM mit Darstellung der Visibility-Graph-Analyseergebnisse 
- E.3 SOM mit Darstellung der identifizierten Raumbereiche 





















Im Anhang befinden sich alle erstellten SOM des städtebaulichen 
Anwendungsszenarios. Die auf Basis von Isovist-Eigenschaften der identifizierten 
Raumbereiche erstellte SOM findet sich in drei verschiedenen Darstellungsvarianten 
(Schwarzplan, Visual Integration und Raumbereiche) in F.1 – F.3. Das Ergebnis jener 
SOM, welche auf Basis des Bildvergleichs der Schwarzpläne vorgenommen wurde, 
findet sich unter F.4 – und die SOM auf Basis des Bildvergleichs der Isovist Area-Analyse 
unter F.5. 
Da es nicht möglich war auf Basis dieser Karten eine Clusterung in eine überschaubare 
Anzahl leicht verständlicher Typen vorzunehmen, wurden auf Basis der Anzahl der 
angeordneten Gebäude drei Gruppen erstellt (ein bis zwei Gebäude, drei Gebäude, vier 
bis sechs Gebäude). Aus diesen Gruppen wurden jeweils die 200 besten ausgewählt. 









F.2 SOM basierend auf Isovist Eigenschaften der erkannten Raumbereiche dargestellt mit den Ergebnissen der Visibility Graph Analyse (Visual Integration) 
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