Abstract. We prove that the algebraic Witten's "top Chern class" constructed in [9] satisfies the axioms for the spin virtual class formulated in [5] .
This paper is a sequel to [9] . Its goal is to verify that the virtual top Chern class c 1/r in the Chow group of the moduli space of higher spin curves M 1/r g,n , constructed in [9] , satisfies all the axioms of spin virtual class formulated in [5] . Hence, according to [5] , it gives rise to a cohomological field theory in the sense of Kontsevich-Manin [7] . As was observed in [9] , the only non-trivial axioms that have to be checked for the class c 1/r are two axioms that we call Vanishing axiom and Ramond factorization axiom. The first of them requires c 1/r to vanish on all the components of the moduli space M 1/r g,n , where one of the markings is equal to r − 1. The second demands vanishing of the push-forward of c 1/r restricted to the components of the moduli space corresponding to the so called Ramond sector, under some natural finite maps.
Recall that the virtual top Chern class is a crucial ingredient in the generalized Witten's conjecture formulated in [10] , [11] . The original index-theoretic construction of this class sketched by Witten was recently extended to the compactified moduli space by T. Mochizuki [8] who also showed that the obtained class satisfies the axioms of [5] . The algebraic construction of [9] gives a class in the Chow group with rational coefficients (and axioms are satisfied on the level of Chow groups). Presumably, the algebraic construction induces the same class in cohomology of M 1/r g,n as the analytic construction. It is interesting to note that the class c 1/r is constructed as a characteristic class of certain supercommutative Z/2Z-graded dg-algebra over M
Some Z/2Z-graded homological algebra
Recall (see [9] ) that for every Z/2Z-graded complex (V • = V + ⊕V − , d) of vector bundles on a scheme X, which is strictly exact off a closed subset Z ⊂ X, the graph-construction associates the localized Chern character ch X Z (V • ) ∈ A * (Z → X) Q , where A * (Z → X) Q is the bivariant Chow group with rational coefficients. (the original construction given in [1] or [4, Ch. 18 ] deals with Z-graded complexes). Here we use the following terminology from [9] : (V • , d) is strictly exact if it is exact and im(d) is a subbundle of V • . Note that if a Z/2Z-graded complex is homotopic to zero then it is strictly exact (since in this case im(d) is a direct summand of V • ). Witten's top Chern class is constructed in [9] by slightly modifying the localized Chern class of the complex corresponding to the action of an isotropic section of an orthogonal bundle on a spinor bundle, where the relevant orthogonal data is constructed using the higher spin structure on the universal curve over M 1/r g,n (we will recall this construction in section 2). We are going to prove two identities for the localized Chern character that will be main ingredients for the proof of Vanishing axiom and Ramond factorization axiom respectively. In both cases the identities hold on the level of K-theory (of complexes that are strictly exact off a closed subset). 
gives a homotopy between the identity and zero endomorphisms of the complex (V
Remark. The above lemma admits the following generalization:
where m z is the multiplicity of a root z, Z ⊂ X is a closed subset such that all the complexes (V • , d(z)) (for f (z) = 0) are strictly exact off Z.
. . , f r are functions on X. For every i = 1, . . . , r let us introduce the differential
⊕r by the formula
It remains to prove that the complex (W • , D) is strictly exact on X. For this we construct a homotopy h between the identity and zero endomorphisms of W
• . Namely, we set
where
It is easy to check that Dh + hD = id W • .
Vanishing axiom
Henceforward all our schemes are assumed to be quasiprojective over a field k. We assume that char k > r and that k contains all r-th roots of unity.
Let π : C → X be a family of prestable curves over a scheme X, and let T be a family of rank-one torsion-free sheaves on C equipped with a non-zero homomorphism b : T r → ω C/X , where ω C/X is the dualizing sheaf of π. In this situation we defined in section 5.1 of 
is exact outside X ⊂ C 0 . Therefore, the localized Chern character of this complex is an element of the bivariant Chow group
The class c(T , b) is obtained by multiplying this localized Chern character with the Todd class of C 1 . Theorem 4.3 of [9] assures that c(T , b) does not depend on the choices made.
Remark. We can consider (
as a sheaf of Z/2Z-graded dg-algebras over X, where the differential δ is induced by d : C 0 → C 1 . The action of the isotropic section s on A has form d + ǫ(e), where ǫ(e) is the operator of multiplication with the δ-closed odd section e ∈ A corresponding to ν :
The proof of Theorem 4.3 in [9] can be converted into the proof of the fact that the quasi-isomorphism class of the data (A, e) is uniquely determined by (T , b).
Let σ : X → C be a section of π such that π is smooth near σ(X) (a marked point). By abuse of notation we will denote by F → F (σ) the operation of tensoring with the line bundle O C (σ(X)). The following theorem immediately implies Vanishing axiom for c 1/r (Axiom 4 of [5] ).
Theorem 2.1. Assume that b factors as a composition
Since we are working with rational coefficients, we can replace X by its finiteétale covering over which L is trivial (right now we do not need to choose a specific trivialization of L). Let π (r) : C (r) → X denote the relative r-th symmetric power of C over X. We denote by σ r ∈ C (r) the X-point corresponding to the relative divisor rσ(X) and by I σ r ⊂ O C (r) the ideal sheaf of σ r (X) ⊂ C (r) . For every coherent sheaf F on C, let F (r) denote the r-th symmetric power of F , which is a sheaf on C (r) . We claim that b 0 induces a morphism
Indeed, let ∆ : C → C (r) be the diagonal map. Then we have a natural morphism
where the last arrow is induced by b 0 . Now the morphism (2.1) is obtained by applying the functor Rπ 
that will play a major role in the proof of Theorem 2.1. Note that we also have a natural map ι : Rπ
and an isomorphism S r Rπ * T ≃ Rπ 
where we use the canonical trivialization of L r .
Lemma 2.2. The composition τ • δ is the identity map.
Proof. This follows immediately from the existence of a natural morphism of exact triangles
and from the fact that the composition
is the identity map.
We want to realize the maps τ and ι on the level of complexes in a compatible way. We start by realizing the canonical distinguished triangle in D b (X):
by an exact triple of complexes of vector bundles on X.
and a morphism d :
is represented by the chain map of complexes
represents Rπ * (T (σ)) and the morphisms α and β are represented by the natural chain maps
Proof. Applying the second arrow in the exact sequence
to the element γ we get an extension class e ∈ Ext 1 (L, C 0 ) which becomes trivial in Ext
be an extension with the class e, d : C 0 → C 1 be a splitting of its push-out by d :
represented by the chain map (2.4) induces the same class e in Ext 1 (L, C 0 ). Now the sequence (2.5) shows that after changing a splitting d by an appropriate element of Hom(L, C 1 ) the chain map (2.4) will represent γ.
be a complex representing Rπ * T and let C = [ C 0 → C 1 ] be the complex representing Rπ * (T (σ)) obtained by applying the above lemma. Then the complex S r C (resp. S r C) represents S r Rπ * T ≃ Rπ (r) * T (σ) (resp. Rπ Lemma 2.4. There exists a complex of vector bundles C 0 → C 1 representing Rπ * T , such that one has
Proof. We start with an arbitrary complex of vector bundles C ′ 0 → C ′ 1 representing Rπ * T and then replace it by the quasiisomorphic complex C 0 → C 1 , where
is a surjection (see [9] , Lemma 4.6), O X (1) is an ample line bundle on X m is an integer (later we will need to choose m sufficiently large). The spectral sequence computing
shows that to prove (ii) it suffices to check the vanishing
Since C 0 is an extension of the trivial bundle by C 0 , this would follow from the vanishing of
) under the same conditions on i, j, m ′ . We know that for sufficiently large m one has
for j + j 1 + . . . + j k < r and m ′ ≥ m. As was shown in Proposition 4.7 of [9] , this implies that 
Let X ′ → X be the affine bundle classifying splittings of the exact sequence (2.3). Since the pull-back induces an isomorphism of Chow groups of X and X ′ we can make a base change of our data by the morphism X ′ → X. Thus, we can assume that the extension (2.3) splits. Let 1 ∈ C 0 be a section projecting to a trivialization of L. It is easy to see that the morphism O X [−1] → K corresponding to the section 1 r−1 ⊗ d(1) of S r−1 C 0 ⊗ C 1 represents the map δ from (2.2). So from Lemma 2.2 we derive that τ (1 r−1 ⊗ d(1)) = 1. Together with the condition that the composition (2.6) vanishes this is equivalent to the equation
where x ∈ C 0 ⊂ C 0 , the morphism ν :
Applying Lemma 1.1 to the action of s λ on the spinor bundle Λ * p * C ∨ 1 we derive the vanishing of localized Chern class corresponding to the isotropic section s 0 obtained from s λ by setting λ = 0. But the latter class is precisely c(T , b).
Ramond factorization axiom
Let the data (π : C → X, T , b : T r → ω C/X ) be as in section 2. Assume in addition that
we have an X-point σ : X → C which is a nodal point of every fiber and that π : C → X is a fiberwise normalization of this point. We denote by n : C → C the corresponding morphism and by σ 1 , σ 2 : X → C two disjoint points that project to p ∈ C. Finally, let us assume that T is locally free at σ and that that map b is an isomorphism at σ (in [5] this situation is referred to as "Ramond case"). Recall that the relative dualizing sheaves on C/X and C/X are related by the isomorphism n * ω C/X ≃ ω C/X (σ 1 + σ 2 ) such that the following diagram is commutative
where the top arrow is the canonical isomorphism (the sign comes from the relation dx/x = −dy/y near the node xy = 0). In particular, there is a canonical trivialization of ω C/X | σ such that the boundary map δ :
We can recover Rπ * T from R π * T , where T = n * T , together with the evaluation maps at σ 1 and σ 2 . Namely, if we denote L = T | σ 1 ≃ T | σ 2 then there is an exact triangle
where ev i : R π * T → L is the evaluation map at σ i (i = 1, 2). Note that the morphism b : T r → ω C/X induces a morphism
Moreover, b is an isomorphism at σ 1 and σ 2 , so restricting to either of these points we get a trivialization of L r (the two trivializations are the same). Passing to anétale cover of X we can assume that L itself is trivial.
Let
be a complex of vector bundles representing R π * T with C 1 a direct sum of sufficiently negative powers of an ample line bundle on X. Then the evaluation maps ev 1 , ev 2 : R π * T → L can be realized by morphisms [C 0 → C 1 ] → L in the homotopy category of complexes. Let e 1 , e 2 : C 0 → L be the corresponding morphisms (unique up to adding morphisms that factor through C 1 ). Then we can choose a quasiisomorphism of Rπ * T with the complex
compatible with the triangle (3.1), where Cone(C → C ′ ) denotes the cone of a morphism of complexes C → C ′ . The triangle (3.1) is obtained by applying the functor Rπ * to to the triangle
on C. To understand the map S r Rπ * T → Rπ * ω C/X we can use the symmetric Künneth isomorphism S r Rπ * T ≃ Rπ (r) * (T (r) ), where T (r) is the r-th symmetric power of T on C (r) . The maps ev 1 , ev 2 : n * T → σ * L induce naturally the maps
where σ r : X → C (r) is the r-tuple point of C (r) corresponding to σ. Let us define a coherent sheaf on C (r) as follows:
Then we have a natural embedding T (r) → K which induces a morphism
(r) be the diagonal embedding. We claim that there is a natural morphism K → ∆ * ω C/X , such that the composition of the induced map η : Rπ (r) * K → Rπ * ω C/X with ι coincides with the map η : S r Rπ * T → Rπ * ω C/X induced by b. Indeed, ∆ * K maps to the kernel of the upper horizontal arrow in the commutative diagram
Therefore, we obtain the natural map from ∆ * K to the kernel of the lower horizontal arrow in this diagram, i.e., a map ∆ * K → ω C/X . By adjunction we get a morphism K → ∆ * ω C/X . The restriction of this map to the subsheaf T (r) ⊂ K is the map induced by b which implies our claim. We also have a morphism of exact sequences
This implies the commutativity of the following diagram:
Therefore, the composition of the map τ := Tr Note that Rπ (r) * n * T ≃ S r R π * T , so the object Rπ (r) * K fits into the distinguished triangle
Therefore, it can be represented by the complex Cone(
in a way compatible with this triangle. Furthermore, the natural morphism S r Rπ * T → Rπ (r) * K is realized by the natural map of complexes
with the components id :
etc. Finally, we claim that for a suitable choice of the complex C 0 → C 1 (as in Proposition 4.7 of [9] ) the map τ : Rπ
This is a consequence of the following general result.
Lemma 3.2. Let g : A → B, f : B → C be a pair of maps in the homotopy category K of some abelian category and let D be the corresponding derived category. Consider the subsets
consisting of morphisms Cone(g) → C such that their composition with the canonical morphism i : B → Cone(g) is equal to f (in K and D respectively). Assume that the map
is injective and the map
is surjective. Then the natural map
is surjective. 
We apply the above lemma to
To satisfy the assumptions of the lemma we choose the complex C 0 → C 1 representing R π * T with C 1 a direct sum of sufficiently negative powers of an ample line bundle (one has to argue as in Proposition 4.7 of [9] ). Hence, the map τ is represented by a morphism in the homotopic category Cone(S r [C 0 → To compute the class corresponding to the twisted data (T ⊗ L ξ , b ξ ) for some r-th root of unity ξ we simply have to replace the pair (e 1 , e 2 ) by (e 1 , ξe 2 ). Note that this will not affect the definition of K and of the morphism τ . Hence the corresponding isotropic section of p * (C 1 ⊕ L ⊕ C 
is the isotropic section s ξ constructed above. Let us set f ξ = e 1 − ξe 2 . We consider (f ξ ) as a collection of sections of p * L on C 0 . We have an orthogonal decomposition
so that the section s ξ has components s 0 = (d, ν) ∈ p * (C 1 ⊕ C 
