In this paper we explore the Zeta function arising from a small perturbation on a surface of revolution and the effect of this on the functional determinant and in the change of the Casimir energy associated with this configuration.
Introduction
The Casimir effect arises in quantum field theory as a result of vacuum fluctuations of the electromagnetic field. It was first predicted by Hendrick Casimir in 1948 [5] . Since then, the Casimir effect has caught the attention of researchers in different fields such as physics, mathematics, and engineering. The Casimir energy results from considering all possible quantum fluctuations of the electromagnetic field in the vacuum. It is defined over all possible energy states of a quantum system, hence producing a divergent expression in most of the cases. The study of divergent expressions is customary in Quantum Field Theory, and it has lead to use and improve various regularization methods. Dimensional regularization, Green's function regularization, ultra-violet cut-off, and Zeta function regularization are methods commonly used in this context, among others.
The use of a Zeta function was first introduced by Euler when working with series involving prime numbers [7, 8] . Later Riemann provided a complete analysis of his famous Zeta function and its analytic continuation [16] . These ideas were then used by Littlewood and Hardy when studying problem involving ill defined quantities appearing in number theory [10] .
Then, in the late 1970s, Dowker and Critchley [6] , and Hawking [11] suggested the use of zeta function regularizations in quantum physical problems.
The nature of the Casimir effect makes it highly dependent on the geometry and the boundary conditions of the system, having both attractive and repulsive forces for different boundary conditions of the same configuration [14, 13] . Hence a general theory is still elusive and it is necessary to analyze individual configurations.
The original setting proposed by Casimir considered two parallel conducting plates in vacuum [4] . After this, many other configurations had been studied with different boundary conditions. Here we analyze surfaces of revolution with Dirichlet boundary conditions. There has been other approaches for cylindrical and prism-type configurations [1, 2] and this paper intends to complement these works.
This paper is structured in five sections. The first section is an introduction to the topic and a brief description of the paper. In the second section we find the zeta function corresponding to the Laplacian of a surface of revolution embedded in R 3 . We find an integral representation for this and then we provide the analytic continuation to the left of the convergence region. In the third section we find the expressions for the functional determinant and the Casimir energy for any given profile function. In the fourth section we introduce a small perturbation to the profile function and analyze what is the effect on the change in the Casimir energy. In the fifth section we consider the case of a constant profile function, i.e. a finite cylinder, and find the perturbation in the change of the Casimir energy for this configuration.
2 Zeta Function for the unperturbed case
Eigenvalue equation
Consider the spectral zeta function associated with the Laplacian defined on the surface of revolution M obtained by revolving the graph of 0 ≤ f (x) ∈ C 2 (a, b) around the x-axis. Here, the Laplacian is found by using the metric inherited from the Euclidean metric on R 3 and we consider Dirichlet boundary conditions. Following the idea described in [12] , we can find the spectral zeta function associated with the Laplacian by a contour integral and then its analytic continuation by subtracting asymptotic terms provided by a WKB expansion on the solutions of the radial part of the associated eigenvalue equation for the Laplacian.
Hence, using coordinates (x, θ) on M , by [12] , we have that the Laplacian can be written as
Therefore the eigenvalue problem reads
with Dirichlet conditions at x = a and x = b.
Integral representation
Using the separation of variables φ(x, θ) = X(x)Θ(θ) we have that (2) can be written as
with Dirichlet conditions X(a) = X(b) and periodic boundary conditions on Θ. By (4) we have that k ∈ Z. The boundary value problem (3) can be restated as the initial value problem
with the initial conditions X k (a; λ) = 0 and X ′ k (a; λ) = 1. From here we have that the eigenvalues λ are the solutions for the equation
With this, we can write the zeta function associated with the Laplacian on M as the contour integral
where γ is a contour enclosing the eigenvalues λ. By Deforming the contour γ into the imaginary axis, we can rewrite (7) as
Analytic continuation
In order to perform the analytic continuation of (8) we have to separate the case of k = 0 and k = 0.
k=0 asymptotic expansion
For k = 0, we have that (5) becomes
In order to find the asymptotic expansion of X 0 (b; ıλ), we use the WKB method by substituting
into (9) . This gives
Suppose that S has an asymptotic expansion for λ → ∞ given by
then we have that s i can be found recursively by
where
Therefore we can find the asymptotic expansion as λ → ∞ of log X 0 (b; ıλ) by substituting (12) into (10),
where A + can be found from the initial conditions as
From this expression, we find the zeta function associated with k = 0 to be
where Z 0 (s) is given by
and where the A 0 i (s) are given by the contributions coming from λ −i .
k = 0 asymptotic expansion
In the case of k = 0 we perform a uniform asymptotic expansion in both k and λ by means of the substitution λ = uk .
With this, (5) takes the form
with initial conditions X k (a; ıλ) = 0 and X ′ k (a; ıλ) = 1. Thus the eigenvalues are solutions to the equation
To find the asymptotic expansion of X k (b; ıλ) for both k, λ → ∞, use WKB by considering
Therefore (21) reads
Consider the asymptotic expansion for k → ∞,
then we have that w i (x) can be found recursively by (24) as
Therefore, we can find the asymptotic expansion as k → ∞ of log X k (b; ıuk) as before,
where B + can be found from the initial conditions as
where Z = (s) is given by
and the A = i (s) are given by contribution coming from k −i .
Functional determinant and Casimir energy
In order to find the functional determinant and the Casimir energy associated with this configuration, we need to extend the region of convergence of the spectral zeta function in order to include the points s = 0 and s = −1/2. This can be done by subtracting N = 3 and N = 4 terms respectively.
Functional determinant
To include s = 0 in the convergence region for the integral representation of ζ ∆ , we need to subtract N = 3 asymptotic terms. Thus We need to find
3.1 we find the finite term and the asymptotic terms coming from the WKB expansion to be
A 0 1
Similarly, we have that for the non-zero modes Section 2.3.2 gives us the finite and the asymptotic terms coming from the WKB expansion,
Casimir energy
In order to find the Casimir energy, we need to calculate the residue ζ ∆ at s = −1/2. For this, we evaluate each of the pieces at s = −1/2. From Section 2.3.1 we have the following terms
Res A
and for k = 0, the following terms are found from Section 2.3.2,
Notice that the residues (43) and (48) cancel each other, giving the residue of the zeta function at s = −1/2 to be
which depends only on boundary terms. In general this need not to be zero, wich would make the value of the energy for this configuration to be infinite. By considering the perturbed surface of revolution, we seek to find the change in the Casimir energy to be a finite number.
Surface perturbation
In this section we consider the effect of making a small perturbation on the profile function f (x) by adding a localized bump ǫg(x), where the support of g(x) is a small interval around a point c ∈ (a, b). Thus, we find the change in the Casimir energy on the manifold by considering the variational problem
where ∆ ǫ is the Laplacian obtained by substituting f (x) → f (x) + ǫg(x) in the previous formalism. In order to do this, we can find the series expansion for small ǫ for each of the zeta function terms up to O(ǫ 2 ).
Asymptotic terms
From the terms obtained in Section 2.3.1 , we make the series expansion of each individual term as a power series expansion in ǫ, where we obtain
k = 0 terms
Likewise, from Section 2.3.2 we obtain the power series expansion in ǫ for the asymptotic terms,
Finite terms
When considering the finite terms, we need to study the behavior of the eigenfunctions due to the perturbation as well as the impact of this perturbation on the WKB expansion coefficients s i and w i .
Perturbed eigenfunctions
Here we analyze the change on the eigenfunctions X k (b; ξ) in the presence of the perturbation. In order to calculate the solutions of the perturbed equation (5), we follow a similar approach as for the asymptotic terms. We replace f (x) → f (x) + ǫg(x) and perform an expansion in powers of ǫ. Therefore, (5) becomesX
Thus, up to O(ǫ 2 ) terms, the perturbed equation with solutionX can be written as
where F is the original equation (5) and G is simply the coefficient of ǫ in the power series expansion. Then, G is computed to have the explicit form
As it is customary with methods to solve perturbed differential equations [3, 17] , we can write the solution of (62) as a combination of the unperturbed problem and the first order perturbationX = X + ǫX.
Following the general theory of perturbed differential equations [3, 17] , we have that X andX satisfy the system of equations
Notice that (66) is just (5), and that (67) is an inhomogeneous version of (5) with vanishing initial conditions. Hence, we can find the solution to (67) by finding a particular solution for the inhomogeneous equation. Using variation of parameters, let X 1 k and X 2 k be a solutions set for (5). Then we can writeX
with
Therefore, we have that the perturbed solution can be written as
With this, we find that logX k (b; ξ) has an expansion
Perturbed WKB coefficients
To obtain the perturbed WKB coefficients we follow the approach used in the previous section by replacing f (x) by f (x) + ǫg(x) and then finding a series expansion in ǫ. We apply this to the WKB expansions obtained in Section 2.3.1 and Section 2.3.2 in order to obtain the terms up to O(ǫ 2 ). From the WKB recursion equation in Section 2.3.1 and since g (n) (a) = 0 for all natural n, we have that log A + remains the same after performing the perturbation.
Also, from the WKB recursion in Section 2.3.2 and the vanishing derivatives of the perturbation function g(x) at the borders, we have that log B + also remains unchanged by the perturbation.
Energy Perturbation
Once we found the expansion of the perturbed zeta in terms of ǫ, we can find the change in the energy by considering
Finding this change and taking the limit as ǫ → 0 + will give the instantaneous change in the Casimir energy produced by the perturbation. As the residue of the zeta function does not depend on ǫ, we will have a well defined quantity.
k = 0 asymptotic terms
By taking the derivative with respect to the perturbation parameter, we have that for k = 0,
Similarly, we have that the terms corresponding to k = 0 give
Finite terms
Likewise, we have for the finite terms that
and
Change on the Casimir Energy
The residues from A 
Therefore, the change in the Casimir energy is a well defined quantity given by
5 Constant profile function
Here we consider the case of a finite cylinder using the formalism we developed. If we consider the cylinder given by f (x) = α, α ∈ R + , then we find that all the perturbed asymptotic terms vanish except
Likewise we have that
for i = 0, 1, 2. Therefore the change in the Casimir energy is given by
For both k = 0 and k = 0 we can explicitly find the solutions of (2). In the case of k = 0, we have that the solutions are given by
with a solution set given by
which have a Wronskian of
Here, we have that
which gives
Applying integration by parts we get
which in this case gives
Therefore, we have that the first order perturbationX 0 is given bŷ
and thereforê
Likewise, for k = 0 we find the explicit solutions given by
and the independent set of solutions,
In this case we find that
and therefore a particular solution given by the variation of parameters iŝ
Numerical Approximation
Numerical methods can be used in order to better understand the behavior of the change in energy for the constant profile function setup.
The expression for the change in the Casimir energy (91) is made of three expression, that is, an integral of g, a double integral related toX 0 /X 0 ,and a series involving a double integral ofX k /X k .
The finite integrals over [a, b] can be approximated by adaptive quadrature numerical methods up to any prescribed accuracy of absolute and relative errors.
For the infinite integrals, we use integration by parts to remove the inner derivatives, so we have
For both (113) and (114) we have that the boundary contribution vanish, hence giving
Since the improper integrals converge, in order to treat them, we can change the unbounded domain of integration to a bounded one by performing a change of variables,
Hence, with these expressions, it is possible to use regular adaptive quadrature numerical methods up to any precision in order to calculate the improper integrals.
Lastly, in order to consider the series in k for the third term in (91), we consider an approximation by including N terms in the series such that the error given by the tails estimate,
is smaller than any prescribed error.
Gaussian perturbation
For this, we consider Gaussian perturbations to the profile function centered at x = c of witdh 2δ, given by
where χ(I) is the characteristic function of the interval I = (c − δ, c + δ). For the numerical analysis, we set f (x) = α = 1, and vary the length of the interval and the width of the perturbation. For an absolute error of 1 × 10 −6 , we have that the graph of the change in the Casimir energy with respect to the perturbation position c is given in Figure 2 . In Figure 4 we have the graph of the change for the energy for the interval [0, 20]. Here we can see that it changes from negative to positive. This behavior mainly occurs due to the proportions in the length of the interval and the radius α of the cylinder. It appears to be that the Casimir energy feels how close is the edge. Near the middle, where the edges are now farther away, the energy is starting to behave like the case of an infinite cylinder. Figure 5 , we have that the change in the energy is positive throughout the majority of the interval. When the perturbation is far away from the edges, then the system behaves like a similar system with no edges. In this case, it behaves like an infinite cylinder, for which the change in the Casimir energy tends to a positive value as a, b → ∞, depending on how |a|, |b| increase. This agrees with the results obtained in [9] .
Notice that the integrands of (103) and (112), when regarded as functions of t, are symmetric with respect to the midpoint of the surface, t = a+b 2 . Therefore, after taking their derivatives with respect to λ and u respectively, we still have symmetric functions of t around the midpoint. This means that the integrands in (91), viewed as functions of t, are symmetric around the midpoint. Therefore, the change in the Casimir energy (91) depends symmetrically on c with respect to the midpoint t = a+b 2 , and we can expect to have a maximum change in the Casimir energy at the midpoint of the interval, since this is the point that is the farthest away from the edges.
Mixed Gaussian perturbation
We have a different behavior for a perturbation that is both positive and negative like in Figure 6 . Here we use a mixed Gaussian perturbation, 
The first part is a positive Gaussian bump and the second part is a negative Gaussian bump. With this, we have that the instantaneous rate of change in the Casimir energy given in Figure 7 . As opposed to the previous analysis, here we have that the change in the Casimir energy changes sign at the middle of the interval. This change depends on the proximity to the edges, being the closest the dominant one. In this case, we have that the behavior of the change in the Casimir energy is that it is odd with respect to the midpoint of the interval, when regarded as a function of t. As opposed to the previous scenario, we have that the change in the Casimir energy changes sign at the middle of the interval, having an apparent point of inflection here.
Conclusions
In this work we found the impact that can have a localized perturbation on the Casimir energy. This highly depends on the profile function and the shape of the perturbation function, as well as on the proportion between the length domain interval and the size of the profile function.
Through the numerical analysis, we found that the sign of the change in the Casimir energy does not depend entirely on the shape of the profile function function, but on the proportion between the size of the profile function and the length of the domain interval, having a great impact the distance to the edges of the surface to the localized perturbation.
This result confirms that the Casimir energy mainly depends on the local geometry, rather than global properties. An example of this is the case where the length of the interval is considerably bigger than the size of the profile function, where the change in the Casimir energy behaves like the one of an infinite cylinder.
