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SPECTRAL PROPERTIES OF SCHRO¨DINGER OPERATORS
WITH PATTERN STURMIAN POTENTIALS
DAVID DAMANIK, QING-HUI LIU, AND YAN-HUI QU
Abstract. We consider discrete Schro¨dinger operators with pattern Sturmian
potentials. This class of potentials strictly contains the class of Sturmian po-
tentials, for which the spectral properties of the associated Schro¨dinger oper-
ators are well understood. In particular, it is known that for every Sturmian
potential, the associated Schro¨dinger operator has zero-measure spectrum and
purely singular continuous spectral measures. We conjecture that the same
statements hold in the more general class of pattern Sturmian potentials. We
prove partial results in support of this conjecture. In particular, we confirm
the conjecture for all pattern Sturmian potentials that belong to the family of
Toeplitz sequences.
1. Introduction
The classical Morse-Hedlund theorem states that a two-sided sequence over a
finite alphabet is periodic if and only if there exists n ∈ Z+ such that p(n) ≤ n.
Here p(n) denotes the numbers of subwords of length n of the given sequence.
Put differently, the sequence is aperiodic if and only if p(n) ≥ n + 1 for every n.
Recurrent aperiodic sequences of minimal complexity (i.e., p(n) = n + 1 for every
n) are called Sturmian sequences. These sequences play an important role in the
study of one-dimensional quasicrystals for obvious reasons (aperiodicity coupled
with strong order properties).
From an electronic transport perspective in one-dimensional quasicrystals, it is
therefore of interest to study discrete one-dimensional Schro¨dinger operators
(1) [Hψ](n) = ψ(n+ 1) + ψ(n− 1) + V (n)ψ(n)
in ℓ2(Z) with a Sturmian V . In order to ensure the self-adjointness of the opera-
tors we consider, we will assume throughout this paper that whenever a symbolic
sequence serves as the potential of a Schro¨dinger operator, the underlying alphabet
is a subset of R.
Our study is motivated by the following theorem.
Theorem 1.1. Suppose H is a discrete Schro¨dinger operator with a Sturmian
potential. Then the spectrum of H has zero Lebesgue measure and its spectral
measures are purely singular continuous.
Date: August 29, 2018.
D. D. was supported in part by NSF grants DMS–1067988 and DMS–1361625.
Q.-H. L. was supported by the National Natural Science Foundation of China, No. 11371055.
Y.-H. Q. was supported by the National Natural Science Foundation of China, No. 11201256,
11371055 and 11431007.
1
2 D. DAMANIK, Q.-H. LIU, AND Y.-H. QU
The zero-measure property (which in turn also implies the absence of absolutely
continuous spectrum) was shown by Bellissard et al. [1] and the absence of eigen-
values (which, together with the previous result, implies purely singular continuous
spectrum) was shown by Damanik et al. in [7].
In recent years there has been extensive work on a generalization of Sturmian
sequences. Using maximal pattern complexity instead of standard combinatorial
complexity, a similar characterization of recurrent aperiodic sequences has been
found and those recurrent aperiodic sequences of minimal maximal pattern com-
plexity are called pattern Sturmian sequences; compare, for example, [15, 21, 22, 23]
and references therein.
The maximal pattern complexity function p∗ = p∗V of a given recurrent two-sided
sequence V is defined as follows,
p∗(n) = sup
τ
#{V (m+ τ(0))V (m+ τ(1)) · · ·V (m+ τ(n− 1) : m ∈ Z},
where the sup is taken over all (τ(0), τ(1), . . . , τ(n − 1)) with 0 = τ(0) < τ(1) <
· · · < τ(n− 1) and τ(j) ∈ Z+ for j = 1, . . . , n− 1. A recurrent two-sided sequence
is aperiodic if and only if p∗(n) ≥ 2n for every n.1 Recurrent aperiodic sequences
of minimal maximal pattern complexity (i.e., p∗(n) = 2n for every n) are called
pattern Sturmian sequences.
It turns out that all Sturmian sequences are pattern Sturmian, but there are
many more examples as we will recall below. Thus, it is natural to ask whether the
following generalization of Theorem 1.1 holds.
Conjecture 1.2. Suppose H is a discrete Schro¨dinger operator in ℓ2(Z) with a
pattern Sturmian potential. Then the spectrum of H has zero Lebesgue measure
and its spectral measures are purely singular continuous.
Since the theory of pattern Sturmian sequences is usually discussed in the set-
ting of one-sided sequences, let us consider this case now. The maximal pattern
complexity function of a one-sided sequences V (defined on Z+) is given by
p∗(n) = sup
τ
#{V (m+ τ(0))V (m+ τ(1)) · · · V (m+ τ(n− 1) : m ∈ Z+}
and the fundamental result is now that V is eventually periodic if and only if
p∗(n) ≤ 2n−1 for some n; see [22]. A one-sided sequence with p∗(n) = 2n for every
n ∈ Z+ is called pattern Sturmian. It is important to note that not all pattern
Sturmian sequences are recurrent (while it is well known that one-sided sequences
of minimal complexity p(n) = n + 1 are recurrent, as they are given precisely by
the half-line restrictions of the two-sided Sturmian sequences).
The Schro¨dinger operator in ℓ2(Z+) associated with a one-sided sequence V acts
as in (1) for n ∈ Z+, and one imposes a boundary condition of the form ψ(0) sinφ+
ψ(1) cosφ = 0, which in turn makes the operator self-adjoint. Sometimes one makes
the dependence of the operator on the boundary condition explicit by writing Hφ
instead of H .
Unlike in the classical case, there is as yet no complete classification of all pat-
tern Sturmian sequences. Instead, the existing papers have focused on identifying
suitable subclasses of pattern Sturmian sequences.
1A version of this statement is shown for one-sided sequences in [22]. Namely, a one-sided
sequence is eventually periodic if and only if p∗(n) ≤ 2n− 1 for some n. It is easy to modify the
proof to obtain the statement above for recurrent two-sided sequences. Compare, for example,
[21, Proposition 1.2].
SCHRO¨DINGER OPERATORS WITH PATTERN STURMIAN POTENTIALS 3
Example 1.3. Here are the known classes of pattern Sturmian sequences:
(1) Circle map sequences : A circle map sequence is one of the form V (n) =
λχ[1−β,1)(nα + θmod 1), where λ 6= 0, α ∈ (0, 1) is irrational, β ∈ (0, 1),
and θ ∈ [0, 1). Such a sequences is Sturmian if and only if β = α. Circle
map sequences were shown to be pattern Sturmian by Kamae and Zamboni
in [22]. All circle map sequences are recurrent and can be considered in both
the one-sided and two-sided settings.
(2) Toeplitz sequences : Suppose A is a finite alphabet and ? is a letter that
does not belong to A. Denote by P(A, ?) the set of periodic sequences
ξ = η∞ (one-sided or two-sided, depending on the setting) for which every
symbol in A occurs as least once in η, while ? occurs exactly once in η. If
ξ1 ∈ P(A, ?) and ξ2 ∈ P(B, ?), ξ1 ✁ ξ2 is obtained by substituting ? by
. . . , ξ2(j − 1), ξ2(j)ξ2(j+1), . . ., in that order. Then ξ1✁ ξ2 ∈ P(A∪B, ?).
Iterating this procedure indefinitely we obtain a so-called Toeplitz sequence
over the alphabet given by the union of the alphabets used in the process,
assuming it is finite. The words ξ1, ξ2, . . . used in the iterative procedure
are called the coding words of the given Toeplitz sequence. All Toeplitz
sequences are recurrent and can be considered in both the one-sided and
two-sided settings. A Toeplitz sequence is called simple if it is defined over
a 2-letter alphabet, say A = {a, b}, and it has a sequence of coding words
ξ1, ξ2, . . . ∈ P({a}, ?) ∪ P({b}, ?). Gjini et al. showed in [15] that every
simple Toeplitz sequence is pattern Sturmian. More precisely, they gave
a characterization of all Toeplitz sequences that are pattern Sturmian; see
[15] for details. For our purposes it is sufficient to note that the results of
[15] imply that every pattern Sturmian Toeplitz sequence must be of the
form η∞ ✁ ξ, where η is a finite word containing exactly one ? and ξ is a
simple Toeplitz sequence.
(3) Sparse sequences : Consider the one-sided sparse sequence
V (n) =
{
v n = nk for some k,
0 otherwise,
where nk+1 > 2nk ≥ 1. This sequence is pattern Sturmian; compare [22,
Example 5]. Sparse sequences are not recurrent and are naturally consid-
ered in the one-sided setting.
It would certainly be of interest to find additional examples or to establish lim-
itations on existing ones beyond the known ones (compare, e.g., [20]).
The third class of examples shows that we cannot expect a statement like Con-
jecture 1.2 to hold for one-sided pattern Sturmian potentials. Indeed for the sparse
potentials from that class of examples, it is easy to see that the spectrum of the
associated Schro¨dinger operator will contain the interval [−2, 2] and hence will not
have zero Lebesgue measure. Moreover it is also easy to see (and will be explained
in more detail below) that the spectrum outside [−2, 2] is non-empty and pure
point, and hence the operators will not have purely singular continuous spectrum.
We therefore can only formulate the following modest conjecture in the one-sided
case.
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Conjecture 1.4. Suppose Hφ is a discrete Schro¨dinger operator in ℓ
2(Z+) with a
pattern Sturmian potential and boundary condition φ. Then the absolutely contin-
uous spectrum of H is empty and its singular continuous spectrum is non-empty.
Again, as the examples above show, the spectrum may or may not be of zero
Lebesgue measure, and additional point spectrum may be present.
Given that the class of all pattern Sturmian sequences is not yet fully under-
stood (and the classification of all Sturmian sequences is crucial to the proof of
Theorem 1.1), it is more or less hopeless to attack Conjectures 1.2 and 1.4 head-on.
Rather we will prove the claims in these conjectures for as many of the known
examples of pattern Sturmian sequences as possible.
Specifically we will devote one section to each of the three classes of examples
of pattern Sturmian sequences mentioned above. We discuss circle map sequences
in Section 2, pattern Sturmian Toeplitz sequences in Section 3, and sparse pattern
Sturmian sequences in Section 4.
2. Circle Map Sequences
In this section we discuss circle map sequences, the first class mentioned in
Example 1.3. Within this class we are unfortunately still far away from fully es-
tablishing Conjecture 1.2. We begin by summarizing the known partial results and
then proceed to discuss how additional progress may be made.
The following result on zero-measure spectrum was established in [10].
Theorem 2.1. For a discrete Schro¨dinger operator H in ℓ2(Z) with a potential
given by a circle map sequence corresponding to the parameters parameters λ 6= 0,
α irrational, β ∈ (0, 1), and θ, zero-measure spectrum holds in the following range
of parameters:
• every λ 6= 0, every irrational α, every β ∈ (Zα+ Z) ∩ (0, 1), every θ;
• every λ 6= 0, every irrational α, Lebesgue almost every β ∈ (0, 1), every θ;
• every λ 6= 0, every irrational α that is of bounded type, every β ∈ (0, 1),
every θ.
Of course λ 6= 0 and α irrational are necessary conditions for zero-measure
spectrum (as the potential is periodic otherwise and hence the spectrum is given
by a finite union of non-degenerate compact intervals), and the spectrum in this
case is actually independent of θ. Thus, the remaining question is whether we can
improve for given irrational α the full-measure condition on β to all possible β’s. It
is known that the method (developed in [9]) used to prove zero-measure spectrum
in the parameter range described above will fail, for any given irrational α that is
not of bounded type, for some β; see [10]. Thus, new ideas are required to establish
zero-measure spectrum for all circle map sequences.
Generally speaking, there are two fundamental ways of proving zero-measure
spectrum as a consequence of Kotani’s seminal work [24]: the identification of S-
adic structures in the potential and a trace-map analysis based on these structures,
and the verification of the so-called Boshernitzan condition, which in turn implies
the absence of non-uniform hyperbolicity for the associated Schro¨dinger cocycles.
The discussion in the previous paragraph is implicitly centered around the approach
using the Boshernitzan condition. It has been verified in the generality described
in Theorem 2.1, and it is known to not always hold as mentioned above. Thus,
one either has to come up with a completely new way of proving zero-measure
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spectrum, or one has to somehow make the approach based on S-adic structures
and trace maps work.
Let us discuss how the latter way might be carried out. It is well known that
circle map sequences have complexity p(n) = 2n when β 6∈ Z+Zα (otherwise they
are quasi-Sturmian and the complexity is p(n) = n + k); compare [33]. Moreover,
a linearly bounded complexity function ensures that weak S-adic structures are
present [13]. That is, there is a finite set of substitutions such that suitable itera-
tions of these substitutions generate all the subwords of the given sequence. Any
substitution generates an associated trace map. Thus, one could in principle hope
that an analysis such as the one pioneered in [35, 36] and developed further, for
example, in [1, 2, 29] can be carried out. While this may seem like a daunting task,
we want to point out that the results obtained in [18] strongly hint at the fact that
this undertaking is manageable and may produce the desired results.
Let us turn to the spectral type.
Theorem 2.2. Consider a discrete Schro¨dinger operator H in ℓ2(Z) with a po-
tential given by a circle map sequence corresponding to the parameters λ 6= 0, α
irrational, β ∈ (0, 1), and θ. Then, the absolutely continuous spectrum of H is
empty. Absence of point spectrum holds in the following range of parameters:
• every λ 6= 0, every α irrational, β ∈ (Zα+ Z) ∩ (0, 1), every θ;
• every λ 6= 0, every β ∈ (0, 1), Lebesgue almost every α, Lebesgue almost
every θ.
The absence of absolutely continuous spectrum follows from [24], combined with
[25] or [26], or alternatively from [32]. The first result on the absence of point
spectrum was shown in [8] and the second was shown in [12].
As we see, the absence of absolutely continuous spectrum is known in full gen-
erality. Thus, the issue is to exclude eigenvalues also in full generality. There are
three fundamental ways of excluding eigenvalues: using palindromes [16] , squares
(along with trace estimates) [35], or cubes [12]. It was shown in [11] that in many
cases palindromes alone can never yield results for all θ, while it was shown in [5]
that cubes alone can never yield results for all θ. Thus, one is more or less forced to
include the method based on squares and trace estimates in one’s considerations,
and this is indeed how all the known results that hold for all θ have been obtained.
This in turn makes a connection to what was said above. The required trace
estimates are usually obtained via a trace map analysis. Thus, for both the zero-
measure property and the spectral type, to fully establish Conjecture 1.2 for poten-
tials given by circle map sequences, it seems it will be crucial to make the approach
based on S-adic structures and trace map analysis work.
3. Pattern Sturmian Toeplitz Sequences
In this section we discuss pattern Sturmian Toeplitz sequences, the second class
mentioned in Example 1.3. Within this class we are able to fully establish Conjec-
ture 1.2:
Theorem 3.1. Suppose H is a discrete Schro¨dinger operator in ℓ2(Z) with a po-
tential given by a pattern Sturmian Toeplitz sequence. Then the spectrum of H has
zero Lebesgue measure and its spectral measures are purely singular continuous.
The result is known in some cases. Liu and Qu studied simple Toeplitz sequences
in [27] and established zero-measure spectrum for all of them and purely singular
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continuous spectrum for many of them. Here we take their analysis further and
prove the two statements for the entire class of pattern Sturmian Toeplitz sequences.
The well-known period doubling substitution sequence (or rather each of the
elements of the subshift it generates) is a simple Toeplitz sequence. For this model,
purely singular continuous spectrum for all elements of the subshift was shown in
[6]. Our proof of singular continuous spectrum for all pattern Sturmian Toeplitz
sequences is inspired by this proof.
A central component of the proof is the study of the traces of the transfer matrices
over the basic building blocks of the given Toeplitz sequence. We begin by proving
a characterization of the energies in the spectrum in terms of the behavior of these
traces; see Proposition 3.9 below.
3.1. Uniform Convergence of Cocycles. (X,T ) is called a topological dynamical
system (TDS) if X is a compact metric space and T : X → X is a homeomorphism.
A TDS (X,T ) is called minimal if every orbit is dense; it is called uniquely ergodic if
there is only one T -invariant probability measure on X . It is called strictly ergodic
if it is both minimal and uniquely ergodic.
Let SL(2,R) be the group of real valued 2× 2 matrices with determinant equal
to one, equipped with the topology induced by the standard matrix norm on square
matrices.
For a continuous function A : X → SL(2,R), x ∈ X , and n ∈ Z, we define the
cocycle A(n, x) by
A(n, x) =


A(T n−1x) · · ·A(x); n > 0
Id; n = 0
A−1(T nx) · · ·A−1(T−1x); n < 0.
By Kingman’s subadditive ergodic theorem, there exists Λ(A) ∈ R with
(2) Λ(A) = lim
n→∞
1
n
ln ‖A(n, x)‖
for µ a.e. x ∈ X if (X,T, µ) is an ergodic dynamical system. It is well known that
the unique ergodicity of (X,T ) is equivalent to uniform convergence in the Birkhoff
additive ergodic theorem when applied to continuous functions. Motivated by this,
Furman [14] gives the following definition for cocycles.
Definition 3.2. ([14]) Let (X,T ) be strictly ergodic. A continuous function A :
X → GL(2,R) is called uniform if the limit
Λ(A) = lim
n→∞
1
n
ln ‖A(n, x)‖
exists for all x ∈ X and the convergence is uniform on X .
3.2. Toeplitz Subshifts. Toeplitz words have been extensively studied since the
work [17]. These words are constructed by starting with the “empty sequence”
and successively filling the “holes” with periodic sequences. In this paper we will
consider a more general family of Toeplitz words than those studied in [22, 27, 31].
Given a finite alphabet A, let An be the set of finite words over A of length n.
For w ∈ An, we denote the length of w by |w| = n. Let A∗ :=
⋃
n≥0
An. For two
words u, v ∈ A∗, if there exist v1, v2 ∈ A∗ such that u = v1vv2, then we say that
v is a factor of u and write v ≺ u. Let FG(A) be the free group generated by A.
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Throughout this paper, a−1 always denotes the inverse of a, where a is viewed as
an element of FG(A).
Now we begin to define the concept of a Toeplitz word. The definition we give
here is essentially taken from [31].
Partial word. Let A ⊂ R be a finite set with #A ≥ 2. Let α be a word in
(A ∪ {?})Z. Let us denote by U = {x ∈ Z : α(x) =?} the set of positions of “?.”
We say α is a partial word with undetermined part U .
A partial word over the alphabet {a, ?} is called a simple partial word, where
a ∈ A.
Composition of partial words. We are particularly interested in the partial
words with undetermined part of the form nZ+ l with n ≥ 2 and 0 ≤ l < n. Let α
be a partial word with undetermined part nZ+ l and let β be a partial word. We
define the composition of α and β by
α ⊳ β(x) =
{
α(x), if x 6∈ nZ+ l,
β((x− l)/n), if x ∈ nZ+ l.
Roughly speaking, we map the word β into the undetermined part of α.
Assume n ≥ 2. For ̟ ∈ An−1, we can define a partial word β(̟,n,l) as follows:
β(̟,n,l)(x+ n) = β(̟,n,l)(x) (∀x ∈ Z) and β(̟,n,l)([l + 1, l + n]) = ̟?.
Thus β(̟,n,l) is a periodic word with period n and undetermined part nZ+ l.
Now let us consider the composition of a sequence of partial words β(̟
(i),ni,li).
For m ≥ 1, define
βm := β
(̟(1),n1,l1) ✁ β(̟
(2),n2,l2) · · ·✁ β(̟
(m),nm,lm),
where the operation ✁ is associative. Let n0 := 1. It is easy to see that βm is a
periodic partial word over A ∪ {?} with undetermined part
Dm := n0 · · ·nmZ+
m∑
i=1
n0 · · ·ni−1li.
Notice that Dm ⊃ Dm+1. So βm is a sequence of partial words with smaller and
smaller undetermined parts. In particular,
βm(x) = βm(y), if x ≡ y (mod n0n1 · · ·nm).
Define D∞ :=
⋂∞
m=1 Dm. It is easy to see that D∞ is either empty or contains
only one element. Let us denote the limit of βm by
β∞ := lim
m→∞
βm.
Clearly β∞ is a partial word over A∪ {?} with undetermined part D∞. It is called
a normal Toeplitz word over A if D∞ = ∅ and it is non periodic.
Define A˜ := {a ∈ A : a ≺ ̟(k) infinitely often} to be the set of recurrent letters.
If β∞ is not normal, then for any a ∈ A˜, we can define a new word β
(a)
∞ by
β(a)∞ (x) =
{
β∞(x) x 6∈ D∞,
a x ∈ D∞.
It is called an extended Toeplitz word if it is non periodic. Both normal Toeplitz
words and extended Toeplitz words are called Toeplitz words.
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The sequence {(̟(k), nk, lk)}k≥1 is called a coding of the corresponding Toeplitz
word. If for any k > 0, ̟(k) = ank−1k for some ak ∈ A and ak 6= ak+1, then the
resulting word is called a simple Toeplitz word.
If β is a Toeplitz word over an alphabet of two letters, and β is pattern Sturmian,
we say that β is a pattern Sturmian Toeplitz word. The following result is shown
in [15] for pattern Sturmian Toeplitz words:
Proposition 3.3. If β is a pattern Sturmian Toeplitz word, then there exist a
partial word β(̟,n,l) and a simple Toeplitz word β˜ such that
β = β(̟,n,l) ✁ β˜.
We remark that here n = 1 is allowed. In this case, l = 0 and ̟ is an empty
word. Thus β(̟,n,l) =?Z and β = β˜ is indeed a simple Toeplitz word. It is known
that if β is a simple Toeplitz word over an alphabet of two letters, then β is pattern
Sturmian (see [22]).
Given a Toeplitz word β over A, let Ωβ be the closure of the orbit {T nβ : n ∈ Z}
of β under the left shift T . It is clear that Ωβ is closed and invariant under T .
(Ωβ , T ) is called the Toeplitz subshift generated by β. Moreover, if {nk}k>0 is
bounded, then (Ωβ , T ) is called a bounded Toeplitz subshift; if β is a simple Toeplitz
word, then (Ωβ , T ) is called a simple Toeplitz subshift. If {nk}k>0 is unbounded,
then (Ωβ , T ) is called an unbounded Toeplitz subshift.
Let β be a Toeplitz word with coding {(̟(k), nk, lk)}k≥1. We can assume nk ≥ 3
for any k ∈ N. In fact if nk = 2 for some k ∈ N, then
β(̟
(k),nk,lk) ✁ β(̟
(k+1),nk+1,lk+1) = β( ˜̟ ,n˜,l˜)
with ˜̟ = ̟(k)̟
(k+1)
1 · · ·̟
(k)̟
(k+1)
nk+1−1
̟(k), n˜ = nknk+1 and l˜ = lk + nklk+1. Since
✁ is associative,
{(̟(1), n1, l1), · · · (̟
(k−1), nk−1, lk−1), ( ˜̟ , n˜, l˜), (̟
(j), nj , lj) : j ≥ k + 2}
is also a coding of β, but now n˜ = nknk+1 ≥ 4 > 3. Thus from now on we always
assume nk ≥ 3 for any k ∈ N.
Assume β and β˜ have coding {(̟(k), nk, lk)}k≥1 and {(̟(k), nk, l˜k)}k≥1, respec-
tively. Define
pm :=
m∑
i=1
n0 · · ·ni−1li, p˜m :=
m∑
i=1
n0 · · ·ni−1 l˜i.
Then,
(3) β(x) = β˜(x+ (p˜m − pm)), x 6∈ Dm.
This can be shown easily by induction.
In [17] and [22], only normal words over a 2-letter alphabet are considered. How-
ever, for our purpose the extended words with D∞ = {0} have crucial importance.
Now we list two dynamical properties which we need later; for more details, see
[27, 28].
Proposition 3.4. For any Toeplitz word β, the system (Ωβ , T ) is strictly ergodic.
Proposition 3.5. Let β be a Toeplitz word with coding {(̟(k), nk, lk)}k≥1. Then
any ω ∈ Ωβ is a Toeplitz word with coding {(̟(k), nk, l˜k)}k≥1 for some {l˜k}k≥1 ⊂
N ∪ {0}.
SCHRO¨DINGER OPERATORS WITH PATTERN STURMIAN POTENTIALS 9
3.3. Zero Measure Spectrum for Pattern Sturmian Toeplitz Subshifts.
Let β be a pattern Sturmian Toeplitz word. By Proposition 3.3 there exist a
partial word β(̟,n,l) and a simple Toeplitz word β˜ such that β = β(̟,n,l) ✁ β˜.
Assume that β˜ has coding {(ak, nk, l˜k)}k≥1. Since (Ωβ , T ) is strictly ergodic, the
spectrum σ(Hω) is independent of ω ∈ Ωβ . Thus we can and will assume l = 0 and
l˜k = 0 for all k ≥ 1.
Lemma 3.6. The subshift (Ωβ , T ) satisfies condition (B).
Proof. The proof is the same as that of [27, Proposition 4.1] since β has the structure
β = β(̟,n,l) ✁ β˜ and β is a word over the alphabet {a, b}. 
Corollary 3.7. There exists a compact set Σ ⊂ R such that Σ = σ(Hβ′) for any
β′ ∈ Ωβ and Σ is of Lebesgue measure zero. Moreover ME is uniform for all E ∈ R.
Proof. This is a consequence of [9]. 
In the following we study the structure of the spectrum, which is needed when
we discuss the point spectrum.
Recall that β is a word over alphabet {a, b}. Define a¯ = b and b¯ = a. Define
s0 = ̟a1 and t0 = ̟a¯1. Define inductively
sk = s
nk
k−1a
−1
k ak+1, tk = s
nk
k−1 (k ≥ 1).
In particular, |sk| = |tk| =: ℓk and we may observe the following:
Proposition 3.8. For every k, the words sk and tk are the same except for their
respective rightmost symbol.
An equivalent way to define these two sequences is
(4) sk = s
nk−1
k−1 tk−1, tk = s
nk
k−1 (k ≥ 1).
Fix some E ∈ R. We define
Aa :=
(
E − a −1
1 0
)
Ab :=
(
E − b −1
1 0
)
.
Define Aa1···an := Aan · · ·Aa1 . Define Mn := Asn and hn = tr(Mn). Define
σn = {E ∈ R : |hn(E)| ≤ 2}.
Proposition 3.9. We have
Σ = σ(Hβ) =
⋂
n
σn ∪ σn+1.
Proof. Define Dk := Aa−1
k−1
ak
. Then tr(Dk) = 2 and DkDk−1 = I for any k. We
have
Mk+2 = Dk+2M
nk+1
k+1
= Snk+1(hk+1)Dk+2Mk+1 − Snk+1−1(hk+1)Dk+2
= Snk+1(hk+1)Dk+2Dk+1M
nk
k − Snk+1−1(hk+1)Dk+2
= Snk+1(hk+1)M
nk
k − Snk+1−1(hk+1)Dk+2
= Snk+1(hk+1)Snk(hk)Mk − Snk+1(hk+1)Snk−1(hk)I
−Snk+1−1(hk+1)Dk+2.
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By taking the trace we get
hk+2 = Snk+1(hk+1)(Snk(hk)hk − 2Snk−1(hk))− 2Snk+1−1(hk+1).
By [27, Lemma 3.1], if |hk(E)|, |hk+1(E)| > 2, then |hk+n(E)| > 2 for any n ≥ 2.
Thus for any n ≥ k + 2
σn ⊂ σk ∪ σk+1.
On the other hand, we always have
σ(Hβ) ⊂
⋂
k
⋃
m≥k
σm,
Thus we get
σ(Hβ) ⊂
⋂
k
σk ∪ σk+1.
Recall that ME is uniform for any E ∈ R. Thus,
γ(E,ω) := lim
n→∞
ln ‖MEn (ω)‖
n
= γ(E)
and the convergence is uniform for ω ∈ Ωβ .
Now assume E ∈
⋂
k σk∪σk+1. Similarly as in [27], we can show that γ(E, β) = 0.
Consequently γ(E) = 0 and E ∈ Σ. 
3.4. Absence of Point Spectrum. Now fix any ω ∈ Ωβ . By Proposition 3.5,
ω = β(̟,n,l˜) ✁ ωˆ for some l˜ and some simple Toeplitz word ωˆ with coding
{(ak, nk, lˆk)}k≥1.
Proposition 3.10. ω has the following decomposition:
ω = · · · tk s
τ−2
k tk s
τ−1
k tk s
τ0
k tk s
τ1
k tk s
τ2
k · · ·
with τj = nk − 1 or 2nk − 1 for all j ∈ Z.
Moreover, this decomposition is unique. That is, for any other such decomposi-
tion, the τj’s must be the same and the blocks of the decomposition must be aligned
in the same way. In particular, the decomposition at level k+1 induces that at level
k via the rules (4).
Proof. By the definition of a Toeplitz word,
ω = β(̟,n,l˜) ✁ ωˆ = β(̟,n,l˜) ✁ β(a1,n1,lˆ1) ✁ · · ·✁ β(ak−1,nk−1,lˆk−1) ✁ ω(k),
where ω(k) is the simple Toeplitz word with coding {(ap, np, lˆp)}p≥k. It is seen that
β(̟,n,l˜) ✁ β(a1,n1,lˆ1) ✁ · · ·✁ β(ak−1,nk−1,lˆk−1) = β(s
∗
k
,ℓk,l
′
k
),
where s∗k = ska
−1
k , ℓk = |sk|, and
ω(k) = · · · ∗ (ank−1k ak+1)
nk+1−1ank−1k ∗ (a
nk−1
k ak+1)
nk+1−1ank−1k ∗ · · · ,
where ∗ is a or b. Notice that sk = s∗kak and tk = s
∗
kak+1. Thus,
ω = β(s
∗
k
,ℓk,l
′
k
)
✁ ω(k)
= · · · snk−1k tk · · · s
nk−1
k tk︸ ︷︷ ︸
nk+1−1
snk−1k ✸ s
nk−1
k tk · · · s
nk−1
k tk︸ ︷︷ ︸
nk+1−1
snk−1k ✸ · · ·
with ✸ ∈ {sk, tk}. Then the result follows easily.
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Next we show the uniqueness of the decomposition. Assume that
ω = . . . s∗kα−2s
∗
kα−1s
∗
kα0s
∗
kα1s
∗
kα2 · · · = . . . s
∗
kθ−2s
∗
kθ−1s
∗
kθ0s
∗
kθ1s
∗
kθ2 · · ·
are two decompositions of ω such that the occurrences of αi are ℓkZ + j and the
occurrences of θi are ℓkZ + jˆ. We only need to show that j ≡ jˆ (mod ℓk). If oth-
erwise, considering the second decomposition of ω relative to the first, we conclude
that ω|ℓkZ+j is a constant sequence. However by consider the first decomposition
of ω, we know that ω|ℓkZ+j = ω
(k) is a Toeplitz word, which is not periodic. Thus,
we get a contradiction.
By this uniqueness, the decomposition at level k + 1 induces that at level k via
the rules (4). 
Next, we recall Gordon-type criteria which establish a link between combinatorial
properties of the sequences ω ∈ Ω and non-decay properties of the solutions to
(5) (Hω − E)φ = 0.
For proofs we refer the reader to [12, 35].
Fix some ω ∈ Ω and some E ∈ R. Let φ be a two-sided sequence that solves (5)
and obeys the normalization condition
(6) |φ(−1)|2 + |φ(0)|2 = 1.
Denote Φ(n) = (φ(n), φ(n − 1))T . Then we have the following proposition.
Proposition 3.11. (a) If for some m ∈ N, we have ω−m+j = ωj = ωm+j, 0 ≤ j ≤
m− 1, then
max (‖Φ(−m)‖, ‖Φ(m)‖, ‖Φ(2m)‖) ≥ 12 .
(b) If for some m ∈ N, we have that ω0 . . . ω2m−1 is a cyclic permutation of snsn,
then
max (|hn(E)| · ‖Φ(m)‖, ‖Φ(2m)‖) ≥
1
2 .
Analogous conclusions hold if the assumptions in (a) and (b) are reflected at the
origin.
We see that we obtain useful estimates for the solutions φ of (5) if we exhibit
appropriate squares and cubes in ω.
Proposition 3.12. For every ω ∈ Ω, the point spectrum of Hω is empty.
Proof. Fix ω ∈ Ω, E ∈ Σ, and a solution φ to (5) obeying (6). We want to prove
that φ is not square-summable. We shall show that given any n ∈ N, there exists
m ∈ Z with |m| ≥ n such that ‖Φ(m)‖ ≥ 14 . From this the assertion clearly follows.
So let n ∈ N be fixed and pick k ∈ N such that ℓk = |sk| = |tk| ≥ n. Consider
the k-partition of ω.
Case 1: The site 0 ∈ Z is contained in an sk-block and this sk-block is followed
to the right by an sk-block. In other words, we have sˆksk. (Here and in the fol-
lowing, the hat-symbol marks the block that contains the site 0 ∈ Z.) Because of
Proposition 3.10 there are two subcases.
Case 1.1: We have sksˆksk. Because of Propositions 3.8 and 3.10 we can conclude
by applying Proposition 3.11 (a) with m = ℓk.
Case 1.2: We have tksˆksk. Then, either |hk(E)| ≤ 2 and we are done in this case
by Proposition 3.11 (b), or |hk(E)| > 2 and then |hk+1(E)| ≤ 2 by Proposition 3.9.
In the latter case we consider the (k + 1)-partition where we must have either
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sk+1tˆk+1 or sk+1sˆk+1. Note that the origin is not the rightmost site in the block
with the hat.
Case 1.2.1: We have sk+1 tˆk+1. Then we have either sk+1sk+1tˆk+1 or
tk+1sk+1 tˆk+1.
Case 1.2.1.1: We have sk+1sk+1tˆk+1. In this case we can conclude immedi-
ately by applying Proposition 3.11 (b) (reflected at the origin) because we have
|hk+1(E)| ≤ 2 and the origin is not the rightmost site in tˆk+1.
Case 1.2.1.2: We have tk+1sk+1 tˆk+1. In this case we must have sk+2sˆk+2 and the
origin is not the rightmost site in sˆk+2. By Proposition 3.10 we have sk+2sk+2sˆk+2
or sk+2sˆk+2sk+2.
Case 1.2.1.2.1: We have sk+2sk+2sˆk+2. In this case we can conclude imme-
diately by applying Proposition 3.11 (a) (reflected at the origin) due to Proposi-
tions 3.8 and 3.10 and the fact that the origin is not the rightmost site in sˆk+2.
Case 1.2.1.2.2: We have sk+2sˆk+2sk+2. Similarly to Case 1.1, we can conclude
immediately by applying Proposition 3.11 (a) due to Propositions 3.8 and 3.10 and
the fact that the origin is not the rightmost site in sˆk+2.
Case 1.2.2: We have sk+1sˆk+1. This follows by the same argument as the one
used in Case 1.2.1.2, with all indices reduced by one. This closes Case 1.
Case 2: In the k-partition we have sksˆk. This case can be treated analogously
to Case 1.2.1.2, with all indices reduced by two. This closes Case 2.
Case 3: In the k-partition we have tksˆktk. We pass to the (k+1)-partition where
we must have sk+1sˆk+1 due to the uniqueness statement in Proposition 3.10 and
we can then proceed analogously to Case 1.2.2. This closes Case 3.
Case 4: In the k-partition we have tˆk. Thus, due to the uniqueness statement
in Proposition 3.10, in the (k + 1)-partition we have sˆk+1 and we are in one of the
Cases 1–3 with all indices increased by one. In particular, we obtain a sufficient
solution estimate. This closes Case 4 and hence concludes the proof. 
Note that we have established all the statements in Theorem 3.1:
Proof of Theorem 3.1. Suppose V is a pattern Sturmian Toeplitz potential and H
is the associated Schro¨dinger operator. By Corollary 3.7, H has zero measure spec-
trum, which in turn also implies that H has empty absolutely continuous spectrum.
On the other hand, by Proposition 3.12, H has empty point spectrum. 
4. Sparse Pattern Sturmian Sequences
In this section we discuss sparse pattern Sturmian sequences, the third class
mentioned in Example 1.3. Recall that these one-sided sequences take the form
(7) V (n) =
{
v n = nk for some k,
0 otherwise,
where v ∈ R \ {0} and
(8) nk+1 > 2nk ≥ 1.
Note that nk grows at least as fast as 2
k and hence the gaps nk+1 − nk > nk grow
at least geometrically. Of course they may grow faster, and this case will be of
interest below. But even in the case of geometric growth of gaps, we will be able
to prove several statements in the desired direction.
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We have
σess(Hφ) = [−2, 2] ∪ {sgn v ·
√
4 + v2}
by [4, Theorem 3.13]. In particular the spectrum outside [−2, 2] is non-empty and
pure point. We claim that it is purely singular continuous inside (−2, 2) under
suitable assumptions. This will follow from the next two lemmas.
Lemma 4.1. Suppose V is of the form (7), subject to (8). Then, for every boundary
condition φ, the absolutely continuous spectrum of the discrete Schro¨dinger operator
Hφ in ℓ
2(Z+) is empty.
Proof. This follows from [32, Theorem 1.1]. 
Lemma 4.2. Suppose V is of the form (7), subject to (8), and E ∈ (−2, 2). Let
CE := sup
{∥∥∥∥∥
(
E −1
1 0
)j∥∥∥∥∥ : j ∈ Z+
}
<∞
and
OE,v :=
∥∥∥∥
(
E − v −1
1 0
)∥∥∥∥
If
∞∑
k=1
nk+1 − nk
C2kE O
2k
E,v
=∞,
then E is not an eigenvalue of Hφ for any φ.
In particular, if the gaps nk+1 − nk grow super-geometrically (resp., at least
geometrically of a high enough rate (depending on v and δ > 0)), then the point
spectrum of Hφ in (−2, 2) (resp., in (−2 + δ, 2 − δ)) is empty for every boundary
condition φ.
Proof. This follows via a modification of the proof of [34, Theorem 4.1]. 
Based on work of Zlatosˇ [37], one can take the analysis of these sparse potentials
further and establish upper and lower bounds for the local scaling exponents of
the singular continuous spectral measures that arise in this context under suitable
assumptions on the growth of the gaps nk+1 − nk and the size v of the barriers.
It is a natural question whether there are two-sided extensions of these sparse
pattern Sturmian sequences that still have maximal pattern complexity p∗(n) = 2n.
This is of interest as the bulk of the paper is concerned with Schro¨dinger operators
on the whole line, and the restriction to a half-line usually generates additional
discrete spectrum which is a pure half-line phenomenon. (Specifically, for uniformly
recurrent potentials, there is no discrete spectrum in the two-sided case, while there
typically is some discrete spectrum in the one-sided case.)
Notice that the sparse examples above are not only non-recurrent, but rather
strongly non-recurrent. Here we say that a one-sided sequence is eventually recur-
rent if after removal of a suitable finite prefix the sequence becomes recurrent. Any
one-sided sequence that is not eventually recurrent is called strongly non-recurrent.
Let us show that it is impossible for a two-sided extension of the sparse pattern
Sturmian sequences discussed above to have maximal pattern complexity p∗(n) =
2n. More generally, we have the following statement.
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Proposition 4.3. Suppose u ∈ AZ+ is a strongly non-recurrent one-sided pattern
Sturmian sequence. Then for any two-sided extension u˜ of u (i.e., u˜ ∈ AZ with
u˜|Z+ = u), the maximal pattern complexity function of u˜ obeys p
∗(n) > 2n for
infinitely many n.
The following result is crucial for our proof of Proposition 4.3.
Proposition 4.4. Suppose that u ∈ AZ+ is strongly non-recurrent. Then, for every
j ∈ Z+, we have pu(n) > n+ j for infinitely many n.
Proof. Suppose to the contrary that there exists j ∈ Z+ such that for n ≥ n0, we
have pu(n) ≤ n + j. This implies that u is quasi-Sturmian, that is, it is of the
form u = wS(u˜), where w is a finite word and u˜ is a Sturmian sequence; compare
[3, Proposition 8]. Since every Sturmian sequence is known to be recurrent, this
implies that u is eventually recurrent. 
Proof of Proposition 4.3. Suppose u ∈ AZ+ is a strongly non-recurrent one-sided
pattern Sturmian sequence and u˜ is a two-sided extension of u. We will show that
the block complexity function of u˜ obeys pu˜(n) > 2n for infinitely many n. Since
the block complexity function bounds the maximal pattern complexity function
from below, this implies the assertion. In fact, we will even prove that for every j,
we have pu˜(n) > 2n+ j for infinitely many n.
Since u is strongly non-recurrent (here, mere non-recurrence suffices), there exist
a finite word v ∈ A∗ and a k ∈ Z+ such that
(i) v occurs in u at position k, that is, uk . . . uk+|v|−1 = v;
(ii) there is no occurrence of v in u to the right of position k, that is, for every
k˜ > k, we have uk˜ . . . uk˜+|v|−1 6= v.
By Proposition 4.4, for any j, there are infinitely many n with pu(n) > n+ k +
|v|+ j. Let us consider those n from this infinite set for which we have in addition
n > k + |v|.
Given such a value of n, consider the two-sided extension u˜ of u in question.
Notice that the words
w(m) = u˜k+|v|−n+mu˜k+|v|−n+m+1 · · · u˜k+|v|−n+m+(n−1), m = 1, . . . , n− (k + |v|)
have the following properties:
(a) each w(m) has length n;
(b) each w(m) contains a copy of v;
(c) the words w(m) are distinct and hence there are n− (k+ |v|) many of them;
(d) none of the words w(m) occurs in u and hence is not counted among the
pu(n) words of length n that do occur in u.
Statement (a) is obvious, statements (b) follows from (i), and statements (c) and
(d) follow from (b) and (ii). By statements (a), (c), and (d) it follows that
pu˜(n) >
[
n+ k + |v|+ j
]
+
[
n− (k + |v|)
]
= 2n+ j.
Since the block complexity function bounds the maximal pattern complexity
function from below, it follows that we have p∗u˜(n) > 2n + j for infinitely many
values of n as well. This concludes the proof. 
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