We study the reconstruction of a stratified space from a possibly noisy point sample. Specifically, we use the vineyard of the distance function restricted to a 1-parameter family of neighborhoods of a point to assess the local homology of the stratified space at that point. We prove the correctness of this assessment under the assumption of a sufficiently dense sample. We also give an algorithm that constructs the vineyard and makes the local assessment in time at most cubic in the size of the Delaunay triangulation of the point sample.
Introduction
Much of the progress in today's experimental sciences is predicated on the ability to collect larger sets of more accurate measurements faster. Each data element is a tuple interpreted as a point in a space of the appropriate dimension. The resulting point set is often referred to as a point cloud so we are reminded that there is a lot of accumulated data. The main task is to detect patterns and to infer properties of the measured process from the structure of the point cloud.
Motivation. A common phenomenon in experimental measurements is that the data appears to describe a space whose intrinsic dimension is significantly smaller than that of the ambient space R n . This statement needs some clarification since every finite point set is, by definition, zerodimensional. What we mean is that there is a relatively simple subset X ⊆ R n of dimension m ≪ n such that all data points lie on or near this subset. The reason for this phenomenon is perhaps self-inflicted by our inability to make sense of processes that depend on a large number of independent parameters. The problem of reconstructing this subset (or one such subset from the class of possibilities) is often referred to as manifold learning [4] . The name betrays the tacit assumption that the subset is thought to have the topological structure of a manifold. In other words, it is locally homeomorphic to R m , or possibly to the m-dimensional half-space if we allow the manifold to have boundary. In case this assumption is grossly false it is suggested that these violations are artifacts of the mapping into the ambient space.
Similar to [18] , we take a deliberate departure from the manifold assumption. While their methods are statistical in nature, we use local homology to recognize locations where the assumption is violated. Specifically, we consider samplings of spaces that are partitioned into strata, each a manifold of dimension m or less, and we focus on the characterization of how these strata connect to each other. Stratified spaces can be described relatively compactly while significantly generalizing the class of spaces beyond manifolds. They include smooth images of manifolds into R n and permit different local dimensions at different locations, but they do not include sets of fractal dimension. Since our goal is to deal with scientific data, the inability to describe fractal behavior might be considered a serious drawback. We argue otherwise, delegating the expression of fractal or chaotic behavior to the multi-scale description of the data. While this is not yet addressed in this paper, we lay the foundations by parametrizing all our results in terms of scale parameters.
Results and prior work. Stratified spaces have been studied extensively in the mathematical literature [16, 27] . Particularly relevant to the line of work started in this paper is the development of intersection homology [15] and of persistence for intersection homology [3] . There is a strik-ing paucity in computational studies of the reconstruction of stratified spaces from point samples which testifies for the technical difficulties caused by the presence of singularities. In general, the reconstruction of spaces from point samples is an important topic in a number of fields, each putting its own emphasis on the subject. Computer graphics and visualization stresses fast algorithms inspired by work in numerical analysis and image processing and focuses on data that describes surfaces in R 3 [20, 26] . Computational geometry favors combinatorial algorithms based on Delaunay triangulations [10] and provides proofs of correctness under assumptions of dense sampling [1, 5] . Machine learning uses statistical methods to study high-dimensional data that describes relatively low-dimensional manifolds [2, 25] . Finally, topological data analysis relies on algebraic methods to reveal the topological structure of high-dimensional data [9] . In this paper we combine characteristics found in computational geometry and in topological data analysis:
• we turn the algebraic concept of local homology into a multi-scale notion by constructing extended series of homology groups;
• we describe the (α|r)-vineyard, which we introduce as a practical tool for studying the local homology of a sampled space;
• we explain how the (α|r)-vineyard expresses the local homology of the sampled space at a point and prove the relation under the assumption of a dense sampling;
• we give an algorithm that computes the (α|r)-vineyard of a point cloud in time cubic in the number of simplices in the Delaunay triangulation.
The main technical ingredients used to obtain these results are from the theory of persistent homology [12, 28] and weighted Delaunay triangulations [11] . In particular, we make extensive use of the stability of extended persistence diagrams [6, 7] and the construction of vineyards [8] from a filtration of alpha shapes [13] .
Outline. Section 2 introduces homology groups and related structures associated with a topological space. Section 3 defines the (α|r)-vineyard, a 1-parameter family of persistence diagrams. Section 4 describes the class of spaces we consider in our reconstruction effort. Section 5 proves that a sufficiently dense sampling on the space permits the determination of the local homology of the space at a point. Section 6 explains an algorithm for constructing the (α|r)-vineyard. Section 7 discusses the contributions of this paper and mentions extensions.
Homological Structures
In this section, we introduce a variety of homological structures associated with a topological space.
Spaces, groups, and maps. Let Y be a subset of R n . Its subspace topology is obtained by intersecting Y with all open sets in the Euclidean topology of R n . The homology functor maps the topological space Y to a series of homology groups, H p (Y ), one for each dimension p. In this paper, we use Z/2Z-coefficients; see Munkres [24] or other texts in algebraic topology for background information on homology. It will often be convenient to suppress the dimension from the notation which we will do by writing
for the infinite series of homology groups. For negative dimensions and for dimensions beyond n these homology groups are necessarily trivial. Let Y ′ be another subset of R n with induced subspace topology.
between homology groups of the same dimension. As an example consider the space Y in Figure 1. It has a single hole marked by the dashed circle that surrounds it. This circle generates a non-trivial class γ ∈ H 1 (Y ). In contrast, the same circle bounds in Y ′ which implies that the homomorphic image of γ in H 1 (Y ′ ) is 0. As with groups we combine the homomorphisms to form a series that maps H(Y ) to H(Y ′ ) componentwise. We also consider pairs of topological spaces Y 0 ⊆ Y . The homology functor maps this pair to the relative homology groups, H p (Y, Y 0 ). As before we get one group for each dimension p and we write H(Y, Y 0 ) for the series. Each relative homology group consists of classes generated by relative cycles, that is, chains in Y whose boundary is either empty or contained in Y 0 . For example in Figure 1 , the dimension 1 relative homology group of the pair (Y, Y 0 ) is generated by two classes, the absolute class from before and the relative class generated by the dashed curve whose ends lie in
In the example in Figure  1 , the image of the absolute class is zero, as before, and the image of the relative class is another relative class of the pair (Y ′ , Y ′ 0 ), namely the one generated by the dotted cycle surrounding the hole on the right in Y ′ . As before, we simplify notation by considering the series of homomorphisms mapping
Distance, filtrations, and diagrams. Let d Y : R n → R be the distance function defined by d Y (x) = inf y∈Y x − y . For each real number α the corresponding sublevel set consists of all points at distance at most α, ever α ≤ α ′ . We call α an absolute homological regular value if there is a sufficiently small ε > 0 such that the maps between homology groups induced by the inclusion Y α−δ ⊆ Y α+δ form a series of isomorphisms for every 0 < δ < ε. Otherwise, α is an absolute homological critical value. We also define superlevel sets
. We call α a relative homological regular value if there is a sufficiently small ε > 0 such that the maps between relative homology groups induced by the inclusion (R n , Y α+δ ) ⊆ (R n , Y α−δ ) form a series of isomorphisms for every 0 < δ < ε. Otherwise, α is a relative homological critical value. Following [6] we call a function tame if it has finitely many (absolute and relative) homological critical values and its sublevel sets have finite rank (absolute and relative) homology groups.
We consider the extended sequence of absolute and relative homology groups as introduced in [7] ,
where α increases from 0 to infinity going up during the first half and then decreases from infinity to 0 coming down during the second half of the sequence. A homology class γ of Y α is born at Y α if it is not in the image of the map
It is also possible that a class is born going up and dies coming down. Following [7] , we record the evolution of homology classes by drawing a point (α, α ′ ) for each class that is born at
. The resulting multiset of points defined by the classes in the p-th homology groups is referred to as the dimension p persistence diagram, Dgm p (d Y ). As usual we drop the dimension to denote the series of persistence diagrams, Dgm(d Y ). We will distinguish between classes born and dying going up, classes born going up and dying coming down, and classes born and dying coming down. The corresponding three types are referred to as ordinary, extended, and relative points and they make up the ordinary, extended, and relative subdiagrams of the persistence diagram. To recover information from the diagrams we count points in subregions. Given a = (ξ, ζ) we count the classes that are alive during the entire interval, on the way up or the way down. Assuming ξ ≤ ζ this number is
Of course we get a number for each dimension p and we write # a (d Y ) for the series. To cover the other case, when Local homology. Let z ∈ R n be a point and
z [r, ∞) for the sublevel and superlevel sets defined by r. Fix α ≥ 0 and consider Y α , the space of points at distance at most α from Y . The sublevel sets and superlevel sets restricted to Y α are Y α ∩ B r and Y α ∩ B r . Traditionally, the local homology groups at a point z in a space Y α are defined to be the relative homology groups H(Y α , Y α − z) [24] . In words, a local cycle γ at z is a chain whose boundary misses z. Additionally, the boundary of γ must also miss some small open set
induced by inclusion and excision. Our local cycle γ must lie in the image of this map for all possible choices of s. As a consequence, we see that the above definition of local homology at a point z is equivalent to the direct limit,
To make this a multi-scale concept we consider again the extended sequence of homology groups,
where r first increases from 0 to infinity and then decreases from infinity back to 0. As before, we record the evolution of homology classes using the thus defined series of persistence diagrams, Dgm(d z |Y α ). The relative subdiagrams contain the information most directly relevant to estimating the local homology at z.
Discontinuity in α.
The extended sequence of homology groups (2) provides a feasible approach to assessing local homology if the space, Y α , is fixed. In the context of this paper, we assume that the space has not been reconstructed, and we examine it at various scales by varying α. A drawback of the above construction is that the diagrams are not continuous in α. To see this let 0 < a ′ < a ′′ be the distance thresholds of the three sublevel sets shown in Figure  2 . Let z be the right endpoint of the stick in Y . For α = a ′ we have a one-dimensional homology class, γ, that is born going up and dies coming down with r. The class is represented by an off-diagonal point in the extended subdiagram of Dgm 1 (d z |Y a ′ ). In contrast, there are no one-dimensional classes for α = 0 and for α = a ′′ . The class γ first appears when α reaches half the distance between the ends of the brace and the left endpoint of the stick. Right from the start, the representing point in the diagram is some distance away from the diagonal. Later, γ disappears when α reaches the radius of the brace and the representing point in the diagram merges into the diagonal.
The (α|r)-Vineyard
In this section, we introduce the main algebraic tool we use to study sampled stratified spaces.
Two filtrations. To obtain a continuous expression of the 2-parameter variation, we swap the order and vary α to construct the diagrams. Let z ∈ R n , as before, but now fix
The sublevel and superlevel sets of its restrictions to the ball of radius r around z are Y α ∩ B r and Y α ∩ B r . Going first up with α from 0 to ∞ and then down from ∞ to 0 we get
and we write Dgm(d Y |B r ) for the series of persistence diagrams that records the evolution of the homology classes in the sequence. The notion of local homology suggests we modify the filtration (3) and take the homology of Y α within B r relative to Y α within the sphere ∂B r . Constructing the extended sequence by first going up with α from 0 to ∞ and then down from ∞ to 0, we get
The evolution of the homology classes is again recorded in the series of persistence diagrams, which we denote as Dgm(d Y |(B r , ∂B r )). In the rest of the paper we need a mild assumption on Y , namely that the restrictions of its distance function to balls and to ball-sphere pairs are tame.
Equivalence of diagrams. We now show that the two diagrams contain the same information. Specifically, we establish isomorphisms between the homology groups in (3) and (4) and show that the corresponding pairings are dual and thus give the same diagrams. To shorten the notation and clarify the relations we set X = Y α ∩ B r , decompose its boundary ∂X = F ∪ G where F = Y α ∩ Y α ∩ B r and G = ∂B r ∩ Y α , and set A = F ∩ G. Generically, X is an n-manifold with boundary, F and G are (n − 1)-manifolds with boundary, and A is an (n−2)-manifold without boundary. Assuming tameness of Y , we use excision to rewrite (3) and (4), running them anti-parallel against each other:
By Lefschetz duality, the first vertical pairing is perfect. This means that the paired groups are isomorphic and the persistence pairs in the first half of the two sequences are the same [7] . The other vertical pairing is also perfect, but it takes a little more effort to prove this.
ISOMORPHISM LEMMA. For every dimension p, the intersection pairing on X induces a perfect pairing
We see that the pairings between the groups in (3) and (4) are perfect and all diagrams commute. It follows that if we use the superscript T to denote reflection across the diagonal we have
for all dimensions p and all radii r.
Vineyard. An important result is that the diagrams of the filtrations in (3) and (4) vary continuously with r. It is convenient to show this for (3) again using the assumption of tameness. To prove continuity we need a notion of distance between diagrams. This is provided by the bottleneck distance which is the infimum, over all perfect matchings, of the supremum L ∞ -distance, over all pairs of matched points [6] . To extend this notion to series of persistence diagrams we let d B be the supremum bottleneck distance between corresponding diagrams.
STABILITY LEMMA. Let Y ⊆ R n and z ∈ R n such that the restriction of d Y : R n → R to any ball and any ball-sphere pair centered at z is tame. Then the bottleneck distance between the series of persistence diagrams for two
The stability of the persistence diagram suggests we vary r within [0, ∞) and describe the homology in the neighborhood of z ∈ R n by the resulting 1-parameter family of persistence diagrams. Stacking up the diagrams in R 3 using r as the third coordinate, each point sweeps out a curve which we refer to as a vine. Together the vines form a collection of curves which we refer to as the vineyard of the two distance functions; see [8] . Specifically, we denote the vineyard obtained by stacking up the dimension p persistence diagrams by Vnrd p (d Y |d z ) and the series of vineyards by Vnrd(d Y |d z ). On occasion we call this the series of (α|r)-vineyards thus emphasizing that the diagrams are obtained by varying the threshold α for the distance to Y while fixing the threshold r for the distance to z, and the vines are obtained by varying r. This series of vineyards is the main technical ingredient in our approach to understanding sampled stratified spaces.
Spaces
In this section, we introduce the type of topological spaces to which our methods apply. They are not limited to manifolds.
Stratification. Recall that a topological m-manifold is a space M such that every point z ∈ M has a neighborhood homeomorphic to R m . If a space fails to be a manifold, it is because of the existence of singular points where no such neighborhood exists. For example, the figure-8 is not a 1-manifold; the singular crossing point has no neighborhood homeomorphic to R. On the other hand, every other point has such a neighborhood; in other words the figure-8 minus the crossing point is a 1-manifold and the crossing point itself is a 0-manifold. In general, a stratification of a topological space X is a filtration by closed subsets,
such that X i − X i−1 is a (possibly empty) i-manifold for each i. The set X i − X i−1 is called the i-stratum and its components are the dimension i pieces of X.
Local structure. The above definition does not require that the points on a piece have similar neighborhoods outside the piece. Such requirements are usually added by extra conditions. Although there are many different conditions that might be added, each with its own subtleties [21] , the following will do for our purpose. A stratified space X ⊆ R n with a stratification as above is a cs-space if every point x ∈ X i − X i−1 has a neighborhood in X homeomorphic to the product of an open i-ball in X i − X i−1 and the open cone on a compact topological space. The homeomorphism is assumed to take the product of the open i-ball and the cone point to the intersection of the neighborhood with X i . This is illustrated in Figure 4 where X is a torus with one of the meridian circles pinched to a point and a disk stretched taut across its tunnel. If we remove the boundary circle of the disk, we disconnect X and obtain a 2-manifold. The removed circle itself is a 1-manifold. However, the local structure is not uniform throughout the circle as the pinch point has a different neighborhood than any other point on the circle. Clearly, the pinch point is distinguishable from any other point on the circle. For a cs-space, the cone in the definition of the neighborhood at a point x depends only on the piece that contains x. Since this piece is itself a manifold, the open balls are also homeomorphic. Hence the condition on the neighborhoods enforces exactly the requirement that each point in a piece has the same local structure in X.
Connection with local homology. We note that the filtration in the definition of the stratified space is not unique. However, there is a natural coarsest filtration [17] which consists of the components in the partition of X defined by calling points x and y equivalent if there exist neighborhoods of x and y and a homeomorphism between these neighborhoods that maps x to y. Any cs-space meets this condition already; for the coarsest filtration, we just impose the converse. Now if two points x and y have such neighborhoods, then their local homology groups are also the same. It is the contrapositive of this statement that we hope to use in finding the best stratification of point cloud data. Of course, our approach must be adapted to the persistence framework of homology outlined in the previous section. The goal is to classify points in terms of the shapes of their vineyards. The next section aims at quantifying what exactly this should mean.
Local Homology Inference
In this section, we prove that even with rather mild assumptions on the sampling of a space it is possible to infer its local homology. Perhaps more important than the guaranteed recognition is the interpretation of our result as describing the set of spaces that can possibly give rise to the sample.
Sample. The data we consider is a finite set of points, U ⊆ R n . It will be convenient to index the points in this set as u i . We assume that U is sampled from or near a compact space X ⊆ R n . For example, X may be a compact stratified space but the existence of a stratification will play no role in what we prove in this section. It will, however, be important that the diagram of the restricted distance functions of X be stable. We therefore assume that d X |B r is tame for every z ∈ R n and every ball B r centered at z. As mentioned earlier, this is a rather mild assumption whose violation requires infinitely many oscillations, like in the topologist's sine curve [24, p. 168] , or similar phenomena. Recall that the space X is unknown and the main question we ask is how much we can find out about X under what assumptions relating U with X.
Throughout this paper we use a constant ε > 0 that quantifies the relation between X and its sample. More precisely, we call U an ε-approximation of X if the Hausdorff distance between U and X is at most ε. Equivalently, U is contained in
It follows that the maximum difference between the distance functions defined by U and by X is at most ε. The converse is also true. Therefore U is an
Resolution. When we refer to the local homology at a point z we consider the family of balls B r centered at z and for each r we study the sequence of homology groups
where Y is either U or X; see sequence (3) in Section 3. For each radius r > 0 we thus consider the series of persistence diagrams Dgm(d Y |B r ). The only non-trivial homology group of B r is H 0 which has rank one. There is therefore only one extended point in this series tracking the first component that appears in the filtration. To determine the local homology of X at a point z from the sample U it is necessary that the points sample all relevant features of the space fine enough to be recognized. To make this precise, we consider the homological critical values of the distance function of X restricted to the ball.
DEFINITION. A radius r resolves X at z to ε if the smallest positive absolute or relative homological critical value of d X restricted to B r exceeds 3ε.
For a radius r that resolves X to ε there are no births and no deaths in the interval (0, 3ε]. In other words, the corridors separating the two boldface segments from the dark square in Figure 5 , left, are empty. It follows that everything born at α = 0 lives for a while and if it dies on the way up, as α increases, then it dies strictly after 3ε. Symmetrically, Figure 5 : Left: the dark regions contain the persistence diagram of d X for every radius r ∈ R X (ε) and the light regions expand them to contain the persistence diagram of d U for every radius r ∈ R ′ U (ε). Right: the light regions contain the persistence diagram of d U for every radius r ∈ R ′′ U (ε) and the dark regions contain the persistence diagrams of the distance function of Uε.
everything that dies at α = 0 must have lived for a while and if it was born on the way down, as α decreases, then it was born strictly before 3ε. Radii that have this property are of special interest, so we define R X (ε) as the set of radii r for which the points in Dgm(d X |B r ) all lie in the dark portion of Figure 5 , left, which includes the vertical segment with lower endpoint (0, 3ε), the horizontal segments with left endpoint (3ε, 0), and the quadrant (3ε, ∞) 2 .
Inference. By slightly extending the notation introduced earlier, we write # a (d X |B r ) for the series of point counts of the corresponding diagrams in the region illustrated in Figure 3 . For example, if a is the origin, 0, then # a (d X |B r ) counts the points on the horizontal Birth-axis and the vertical Death-axis.
LOCAL HOMOLOGY INFERENCE THEOREM. Let ε > 0, X a compact space, U an ε-approximation of X, and z a point in
Recall that U is known but X is not. The way we hope to use the Local Homology Inference Theorem is that we identify radii r for which the white corridors in Figure 5 , left, are empty. For each such r there is a chance that it belongs to R X (ε) and if it does we know the local homology of X for this radius r. The trouble is that we can generally not be sure that r really belongs to R X (ε). However, we can further restrict the regions that contain the points of Dgm(d U |B r ) so that they imply the existence of a space X for which U is an ε-approximation and r is in R X (ε). Let R ′′ U (ε) be the set of radii r for which the points in Dgm(d U |B r ) are contained in the light shaded region in Figure 5 , right.
INVERSE LHI THEOREM. Let ε > 0, U a subset of R n , and z a point in R n . Then there exists a compact space X ⊆ R n for which U is an ε-approximation and R
Multi-scale example. Observe that the Local Homology Inference Theorem describes the relationship between the persistence diagrams of X and of U for a fixed radius r. It is difficult to know ahead of time which value of r is most appropriate and in many situations it is not even desirable to make a choice. We cope with this difficulty by examining the persistent behavior across all radii. We use the example in Figure 6 to illustrate what we have in mind. Here X is a one-dimensional space embedded in R 2 . It consists of a string of loops, each connected to the loop before and the loop after. Its dimension 1 vineyard at the point z contains a prominent vine that has high persistence across all values of r. This vine tracks a dimension 1 relative homology class and corresponds to the chain itself which, from a distance, may be seen as a single curve. It can be detected even for rather sparse samples. Furthermore, the vineyard contains two small vines per loop, one tracking a relative and the other an absolute homology class. The relative class emerges at the moment the ball B r first intersects the loop. It attains its largest persistence when B r reaches the maximum near the center of the loop after which time the corresponding point in the diagram stops moving and sweeps out a vertical vine. At the same moment the absolute class emerges and attains its largest persistence when B r reaches the other end of the loop after which time the corresponding point stops moving and sweeps out a vertical vine, as before.
For the study of local homology we are primarily interested in small values of r, that is, the lower portion of the vineyard. Of course, what small means is in the eye of a beholder. On the other hand, the Local Homology Inference Theorem and its inverse can be used to make informed guesses. If the space X in Figure 6 is sampled sufficiently densely, then small values of r resolve it, and we are able to detect the three dimension 1 cycles in the local homology of z. Specifically, there are three vines emerging from the origin, each tracking a relative homology class. If the sampling is not sufficiently dense then we cannot distinguish X from a 1-manifold. Indeed, an arc passing through the vertices joining the loops could conceivably produce the same sample.
Algorithm
In this section, we describe an algorithm for constructing the series of (α|r)-vineyards of a finite set of points as seen from a fixed point z ∈ R n . The algorithm is based on comparing various subcomplexes of the Delaunay triangulation of the finite set. We recall that a simplicial complex is a finite set of simplices that is closed under the face relation such that any two simplices are either disjoint or meet in a common face [24] . We will simultaneously use this geometric view as well as the more abstract interpretation in which a simplex is simply a finite set of points (its vertices in the geometric view) and a face is a subset.
Voronoi decompositions. Letting u ∈ R n be a point with weight w ∈ R, the weighted square distance of x ∈ R n from u is π u (x) = x − u 2 − w. For the common case in which the weight vanishes the weighted square distance is the squared Euclidean distance. Given a set of weighted points U , the (weighted) Voronoi cell of u ∈ U is
For the time being we are interested in the case in which U is finite and all weights are zero. We index the points and use the shorter notation V i = V (u i ) for their Voronoi cells. Each V i is the intersection of finitely many closed halfspaces and therefore a convex polyhedron. Collectively, the V i cover the entire space thus forming the Voronoi decomposition of R n , which we denote as Vor(U |R n ); see Figure  7 . We are also interested in the Voronoi decompositions of the sublevel sets inside the ball and on the sphere, which we denote as Vor(U |U α ∩ B r ) and Vor(U |U α ∩ ∂B r ). The former consists of cells V i ∩ U α ∩ B r , which are convex and generically either empty or n-dimensional. The latter consists of cells V i ∩ U α ∩ ∂B r , which are intersections of spherical caps and generically either empty or (n − 1)-dimensional but not necessarily topologically simple. For example, in Figure 7 we see a Voronoi edge that intersects ∂B r twice so that one of the two incident Voronoi cells intersects ∂B r in two components. To cope with the resulting difficulties, we introduce the set Z(α) of points x ∈ R n that satisfy x − z 2 −r 2 ≤ x − u i 2 −α 2 for all u i ∈ U . This is the Voronoi cell of z in Vor(U ∪ {z}|R n ) in which every point has weight α 2 except for z which has weight r 2 . To distinguish it from the other Voronoi cells we refer to Z(α) as the power cell of z. More important than Z(α) itself is the complement of its interior, Z 0 (α) = B r − int Z(α). We will see shortly that Z 0 (α) behaves like U α ∩ ∂B r but has the advantage that its intersections with the Voronoi cells are convex.
First homotopy equivalence of pairs. To describe the relation between the various sets we need an extension of homotopy type to pairs. Specifically, (X, X 0 ) is homotopy equivalent to (Y, Y 0 ), denoted as (X, X 0 ) ≃ (Y, Y 0 ), if there exist maps of pairs in both directions whose compositions are homotopic to the respective identities [23, p. 27] .
POWER CELL LEMMA. Let U, α, z, r be such that B r − Z 0 (α) = ∅. Then the identity on U α ∩ B r is a homotopy equivalence of (U α ∩ B r , U α ∩ ∂B r ) and (U α ∩ B r , Z 0 (α)) as a map of pairs.
PROOF. It suffices to show that the restriction of the identity, i : U α ∩ ∂B r → Z 0 (α), is a homotopy equivalence. Let y be a point in B r − Z 0 (α). Every point x in Z 0 (α) belongs to B r but not to the interior of Z(α). The weighted square distance of x from z is therefore non-positive and not smaller than the smallest weighted square distance to a point in U . Hence x − u i 2 − α 2 ≤ 0 for at least one u i ∈ U which implies Z 0 (α) ⊆ U α . Now draw the halfline that starts at y and passes through x and let x ′ be the point where it crosses ∂B r . We map x to x ′ and thus define a retraction j : Z 0 (α) → U α ∩ ∂B r . The composition i • j is the identity on U α ∩ ∂B r . The other composition, j • i, is homotopic to the identity of Z 0 (α), as established by the straight-line homotopy λ :
′ . This implies that the identity is a homotopy equivalence as a map of pairs, as claimed.
We note that when B r ∩ Z(α) = ∅ then there is no homotopy equivalence between the pairs. Indeed, we then have
Delaunay triangulations. Computationally more convenient than the Voronoi decompositions are their dual Delaunay triangulations. For a subset X ⊆ R n this is the set Del(U |X) of simplices σ ⊆ U for which X and V σ = ui∈σ V i have a non-empty intersection. In other words, Del(U |X) is the nerve of the collection of sets X ∩ V i . For X = R n we get the usual notion of Delaunay triangulation and for X ⊂ R n we get the restricted Delaunay triangulation as defined in [14] . Generically, Del(U |R n ) is a simplicial complex geometrically realized in R n ; see and to Z 0 (α). In these cases the Delaunay triangulations depend on α and we write K(α) = Del(U |U α ∩ B r ) and K 0 (α) = Del(U |Z 0 (α)). Since the restricting domains are subsets of each other, the three Delaunay triangulations are subcomplexes of each other, namely K 0 (α) ⊆ K(α) ⊆ Del(U |R n ); see Figure 8 .
Second homotopy equivalence of pairs. We use a consequence of Whitehead's Theorem [19, p. 346 ] to construct the homotopy equivalence between the pairs (K(α), K 0 (α)) and (U α ∩ B r , Z 0 (α)). To state this result, we let C be a finite collection of convex sets in R n that are the maximal cells of a CW complex, and we write N for the nerve of C and Sd N for the first barycentric subdivision of N . Clearly, N has the same homotopy type as Sd N and by the Nerve Theorem [22] so does C. However, we need a stronger result and thus construct a map f : | | Sd N | | → C by piecewise linear interpolation from its values at the vertices. Recall that each vertex in Sd N is the barycenter of a simplex σ ∈ N , which we denote asσ. NERVE SUBDIVISION LEMMA. If f (σ) is contained in the intersection of the convex cells that correspond to the vertices of σ, for every simplex σ ∈ N , then f : | | Sd N | | → C is a homotopy equivalence.
To apply this result, we let C be the collection of cells V i ∩ U α ∩ B r in the Voronoi decomposition of the restricted sublevel set. Recall that K(α) is the nerve of this collection of sets. Next we construct a map h α : By construction, h α (σ) belongs to the intersection of the cells that correspond to the vertices of σ. We can therefore apply the Nerve Subdivision Lemma and conclude that h α is a homotopy equivalence. We are also interested in the restriction of h α to the barycentric subdivision of K 0 (α).
Recall that σ ∈ K(α) belongs to K 0 (α) iff V σ ∩ Z 0 (α) is non-empty. By construction, the point h α (σ) then lies in this intersection. The restriction of h α is therefore a map h ′ α : | | Sd K 0 (α) | | → Z 0 (α) that again satisfies the assumptions of the Nerve Subdivision Lemma. Hence, h α is a homotopy equivalence as a map of pairs.
Commuting diagrams. The Power Cell and Nerve Subdivision Lemmas imply that the series H(U α ∩ B r , U α ∩ ∂B r ), H(U α ∩ B r , Z 0 (α)), and H(K(α), K 0 (α)) are isomorphic. However, to conclude that the corresponding sequences of homology groups give rise to the same persistence diagrams we need more, namely that the groups form a commuting diagram whose vertical maps are isomorphisms. We draw the diagram of spaces and maps between them from which the commuting diagram can be obtained
Discussion
The main contribution of this paper is the development of topological data analysis methods for the algorithmic study of sampled stratified spaces. Specifically, we show how to assess the local homology at a point and prove that a sufficiently dense sample implies the correctness of our assessment. While non-trivial, the described algorithm is readily implementable and runs in time at most cubic in the number of simplices in the Delaunay triangulation.
We expect that the rate-limiting step of our algorithm is the construction of the Delaunay triangulation. In most cases, only a small subcomplex of the Delaunay triangulation is relevant for the assessment. More generally, we may restrict the construction to simplices that connect points at distance at most some threshold r from each other. Examples of complexes that limit themselves to such simplices are the alpha,Čech, and Vietoris-Rips complexes; see [9, 13] . It would be interesting to develop fast outputsensitive algorithms for these complexes and to substitute them for the Delaunay triangulation of R n on which the methods in this paper are currently based.
The ability to assess the local homology of a stratified space at a point from a finite sample is an important step in a more ambitious program. The larger goal is the construction of the stratified space or a description of the class of stratified spaces that possibly give rise to the observed sample. More desirable still would be a hierarchy of stratified spaces that describes the data set on a continuum of scale levels.
