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For the multivariate normal mean vector testing problem, it is shown that in the 
light of power comparison, the restricted likelihood ratio test (LRT) is uniformly 
more powerful than the global version for the entire restricted parameter space in 
many cases. 0 1992 Academic Press, Inc. 
1. INTR~OUCTION 
Let Xi = (Xi,, . . . . X,)‘, i = 1, . . . . n, be n independent and identically dis- 
tributed random k-vectors (i.i.d.r.v.) having a k-variate normal distribution 
with mean vector p = (pr, . . . . pLk)’ and a known nonsingular covariance 
matrix A. Consider the problem of testing the null hypothesis H,: p = 0 
against the restricted alternative H,: p > 0, I( P 11 > 0 (which constitutes the 
positive orthant space R+k), where II.]I denotes the Euclidean norm. Wald 
[18] has shown that the unrestricted likelihood ratio test (LRT) for the 
problem of testing H, against the global alternative H,+ : c # 0 has the most 
stringent and best average power properties (with respect to the surface 
S,(p) = {c E Rk; p’A-‘p = d, 0 < d < cc }). For the positive orthant alter- 
native problem, the unrestricted (global) LRT remains valid, but may not 
be very efficient or optimal any more over the entire orthant parameter 
space. We might thus construct some other versions with better power 
properties. A popular test for restricted alternative problem is based on the 
restricted LRT criterion (see Chernoff [S], Bartholomew [ 11, Kud6 [ll], 
Ni.iesch [12], Perlman [14], Robertson and Wegman [lS] and an exten- 
sive literature cited in Robertson et al. [17]). This naturally raises the 
question on the comparison of these two tests over R+k. Kallenberg [9] 
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has shown that both tests are asymptotically optimal in the sense that the 
maximum shortcomings of both tests converge to 0. For the specific case 
of A = I, Chandra and Ghosh [3] have shown that both tests have the 
identical Bahadur slopes and via higher order comparison the unrestricted 
LRT is Bahadur Cochran deficient with respect to the restricted version 
over R+k. However, their conclusions may not necessarily apply to the 
conventional case which the level of significance is held fixed and the 
relative power pictures are studied. Due to the facts that their null as well 
as non-null distributions of the restricted LRT statistic and the unrestricted 
version are not of comparable forms, the Pitman measure is not adoptable. 
The long time conjecture of the power superiority of the restricted LRT to 
its unrestricted version in the entire parameter space of alternatives for the 
general setting is of considerably analytic difficulty and lack of the 
definitive results. This conjecture is known only under rather restrictive 
conditions on the associated covariance matrix and noncentrality vectors 
(Chatterjee and De [4] and Chincilli and Sen [6]), leaving open the 
possibility for relaxation of some of these conditions. The primary objective 
of this note is to focus on this basic issue. 
2. MAIN RESULTS 
In many problems of practical interest one may be interested in some 
restricted hypotheses having more relevant to the given experiment setup. 
Thus one may pose the parameter space of II in a more structured way, 
such as framing the null hypothesis as (p lies in a linear subspace) 
fZ,*:pd’~={p~R~;Bp=O} (2.1) 
against the restricted alternative (p lies in a closed convex polyhedral cone) 
fl::p~Z-~={p~R~;BpaO}, (2.2) 
where B E %(m, k), the set of m x k matrices with rank m, 1 < m < k. After 
the linear transformation Y = BX(0 = Bp), the problem of testing H,* 
versus H: - H,* is equivalent to the problem of testing H,: 8 = 0 versus 
Hi: 0 30, 110/l >O (based on the new random vector Y - iV(8, C), where 
E = BAB’]. Hence in this note we, without any loss of generality, confine 
ourselves to the orthant alternative and study the dominance properties of 
the restricted LRT for this problem. Intending to establish them in the light 
of their power functions, we first consider the special case A = I. 
THEOREM 1. Let Xi, i= 1, . . . . n, be i.i.d.r.v. with N(c, I). For testing the 
hypothesis H,: c = 0 against H, : p Z 0, 11 c 11 > 0, the restricted LRT is 
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uniformly more powerful than the unrestricted version over the entire positive 
orthant parameter space R + k. 
Proof: Without any loss of generality, we let n = 1. Let Qf (Qi) be the 
unrestricted (restricted) LRT statistic, and let 8, (Q:; p)(j?,(Q:; II)) be the 
corrresponding power function when the level of significance is CY and 
pE R+k. Note that 
Q:= IIW12 (2.3) 
and 
I=0 (i,....,i() 
xl(X,>O,l~j~~E;Xii~O,z+l~j~k}, (2.4) 
where {i,, . . . . ik} is any permutation of (1, . . . . k} and l(B) stands for the 
indicator functon of the set B. Then the admissibility of the restricted LRT 
follows from the result of Eaton [8]. Therefore it is easy to see that the 
restricted LRT satisfies the conditions of Lemma 2.3.2 of Oosterhoff [ 131, 
thus by invoking the symmetric structure (in IJ) in the power function we 
may then conclude that inf,,,,,=, /I,(Q:;~)=B,(Q~;P:), V~ER+~, where 
pi*, i= 1, . . . . k, denote the p-vector with ith element being c and zero 
otherwise. Moreover, we may easily find that the restricted LRT is exactly 
the same as that of the corresponding restricted union-intersection test 
(UIT) under the setup of Section 1. So do the unrestricted versions of LRT 
and UIT. Therefore the theorem follows easily by applying the Theorem 4.5 
of Chinchili and Sen [6] and the facts that /I,(Qi; p)=/I#(Q:; p?), 
Vi= 1 , . . . . k, whenever 11 II 11 = c. 
Next we extend the result of Theorem 1 to the case of a general 
covariance matrix. Toward this, let a be any subset of K= { 1,2, . . . . k} and 
a’ be its complementary subset (45 a GK). For each a we partition 
(following possible rearrangement) X, and A as 
(2.5) 
where lal (la’ ‘I) denotes the cardinality of the set a (a’). Let 
%,,:a,, = ft,,,, - Lz~~~~~~,,a~, 
A,,:,. = A,, - A,,rAa:;>Aas,. 
Also for each a (4 E a E K), let 
~,={cER+~;A,~~cL.:~,~O,L\~;~!~P~,~O} 
(2.6) 
(2.7) 
(2.8) 
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and 
T,= {A; A:~a,d(lal)>, (2.9) 
where pL,:,, is defined the same as in (2.6) with Yc, being replaced by p and 
Y-(1 al) stands for the group of the 1 al x 1 al matrices with non-negative 
entries. Some other notations are also needed in the following studies: Let 
M(k), Lo(k), and g(k) be the groups of k x k positive definite (p.d.), 
orthogonal, and diagonal matrices, respectively. 
LEMMA 1. For any C E .Af(k), there exists a matrix P E O(k), satisfying 
P’DP = E such that (i) 5?(I) s Y(D), and (ii) 8(I) c 8(D), where Y(B)= 
{xER~;PBx>O}, ~(B)={xER~;PBx<O} and D=diag(l,,...,&) 
[E 9(k)] with Ai being the ith largest eigenvalue of EC. 
Proof First we prove (i). Write 
Pl 
p= ; 0 g1 and G=PD= ; 0 . (2.10) Pk gk 
Also denote Hi to be the matrx P with the ith row pi being replaced by gi 
(the ith row of matrix G) and others being fixed, Vi= 1, . . . . k. If 
J.,= . . . Clk, the lemma is trivial. Hence we may assume that 
li, i = 1, . . . . k, are not all equal. Since P E O(k), the pi, i = 1, . . . . k, are inde- 
pendent. Also for each fixed i, i = 1, . . . . k, gjpi # 0, Vj= 1, . . . . k, thus gi can 
be expressed as a linear combination of p,,j= 1, . . . . k. Without any loss of 
generality, we may assume &a 1, Vi= 1, . . . . k. Thus there exist non-negative 
real numbers aj, j = 1, . . . . k, such that gi = CT= i ajpj, Vi = 1, . . . . k (if aj is 
negative, we may choose the orthogonal matrix P* (instead of P) which is 
the matrix P with pi being replaced by -pj). Then from the fact that 
piy>O, Vj= 1, . . . . k, implies g:y > 0, for each i = 1, . . . . k, we have 
T(I) G Z(I) Vi = 1, . . . . k, (2.11) 
where g(I) = { x E Rk; Hix > O}. And hence we obtain 
Y(I)= 6 g(I)s i, %(1)=2(D). (2.12) 
i= 1 i= 1 
(ii) follows easily from (i) with -P replacing P. This completes the proof 
of the lemma. 
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THEOREM 2. Let Xi- N(c, A), i= 1, . . . . n, A E N(k). Also let IO= 
n4sasKfa and y = n4sarK T,, where I’, and T, (4 E a E K) are defined 
in (2.8) and (2.9), respectively. Then for testing H,,: p =0 against the 
alternative H,: p>O, 1) p)) >O, we have 
(i) the restricted LRT is uniformly more powerful than the 
unrestricted version for the entire parameter space R+k whenever A E F. 
(ii) In general, the restricted LRT is power superior to the unrestricted 
version uniformly in I,. 
Proof We may note that the restricted LRT statistic Qz is of the form 
Q: = 1 {n~~:(o:a’,A,~~,ii,c,:,,,} 1 {X,+:,,, > 0, A;jz~nca8j GO}. (2.13) 
4rorK 
Then its power function can be written as 
P^(Q~;P)=I~~~K~slAld~k(.,P,n~lA), 
Y 
(2.14) 
where Gk ( .; p, E) denotes the k-variate normal distribution with mean vector 
p and covariance matrix E:, and S,(A) = {x, E Rk; nX&,,,, A;Lr&ca:a.j 
>%m, &z:,,, > 0, An;b’ftn(o~) GO}. In the sequel, without any loss of 
generality we let n = 1(X,=X). First we prove (i). Let Y = Ap’12X and 
9 = A-‘l’p, thus Y N N(q, I) and the testing problem H,, versus H, is 
equivalent to the new problem of testing H,,: A’12q = 0 versus 
H, : A’j2q > 0, 11 A”‘q 1) > 0. Since A E N(k), there exists a upper triangular 
matrix B such that B’AB = E (say). For each a(# E a G K), we take 
B=B,= 
I -A,,,A,;,! 
0 I > 
so that 
Then we have 
E,,:,, = E,, = A,,:,,. (2.15) 
Also for each a (4 G a SIC), let ya = A;~~?xaiac (qa = A;~~?poLot), 
yO, = A,;b!2~,c (q,, = A;i/2p,,), and y’ = (yb, yb,) (?I’ = (&, &,)). Then we 
may rewrite (2.14) as 
BdQ:A= C 1 2>x d@,(Y; %I) 
g5racK lIY,Il y 2,., A;[$ya 2 0, A,;!= y., < 0 
(2.16) 
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whenever A E Y. Further, for each a (4 E a E K), since Az!~. E JtT( ]aj) and 
A;i,~.,V(lu’]), there exist matrices G, and H,. such that A;::? = 
D-‘12G’ AT’!~ =D;‘12HA, and GLq,>O, HL. nO,>O for fixed pi R’k, 
where DL(D;) is the diagonal matrix of the eigenvalues of Arraia, (A,,O.). 
Thus we have 
(2.17) 
where n* = (qhG,, I&H,.)‘. Therefore (i) is followed by Theorem 1. Next 
we prove (ii). By the fact that for each subset a (I$ c a c #) AaaLa, E Jfr( 1 a I) 
and AafaC E &‘“( 1 a’ I), there exist matrices P, E 0( I a I) and Q,, E 0( I a’ I ), such 
that A;!a,=P,D;lPb and A;i,=Q,,D;iQ;,, where D;’ and D;’ are 
the diagonal matrices of the eigenvalues of A;:‘,, and A,;,!, respectively. For 
each a (4 c a E K), let 
AO;;ifX ad = PO Y,, A,;$,,,, = P,O, (2.18) 
and 
A,;,!/2Xur = Q,, yp., A;;!‘pof = Q,SI,,. (2.19) 
From (2.18) and (2.19), (2.14) can also be expressed as 
~,@:;P)= c j  d@kw% I)% (2.20) 
+zar~ S,‘(D) 
where S,*(D) = (y E Rk; (1 y0 11’ > x~,~, P,Di/2y, > 0, Q,,D;:‘!2y,z < 0} and 
8’ = (Oh, Cl;,). Therefore by Lemma 1 we have, for r,,, 
PJQ:;cD 
: (I)d@k(y;e, I). 
(2.21) 
This completes the proof of the theorem. 
Hence by the argument of Theorem 2 and by Fact 2 and Theorems 2 and 
10 of Karlin and Rinoff [lo], we have the following results. 
COROLLARY 1. Let Xi - JV(~, A), i = 1, . . . . n, A E M(k). For the problem 
of testing H,,: c = 0 against H, : p > 0, II c 11 > 0, if the density is multivuriute 
totally positive of order 2 (MTP,) or A is an M-matrix, then the restricted 
LRT is uniformly more powerful than the unrestricted version over the entire 
positive orthunt parameter space R ik. 
3. REMARKS 
In passing, we may note that the unrestricted LRT is invariant under 
any non-singular transformation and its power function depends on p only 
through p’b-jr; thus it has constant power over the ellipsoid in the 
parameter space specified by $A -‘p = d, for fixed d, 0 < d < 00. However, 
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the restricted LRT is not generally invariant; it is quite clear that its power 
function depends on the individual elements p,, . . . . pLk in a much more 
involved manner. Thus the power function of the restricted LRT depends 
not only on the distance d, but also on its direction (different directions 
correspond to different configurations of the p’s). 
Evidently the result of the Theorem 1 holds when the dispersion matrix 
is diagonal, say A = diag(b,, . . . . 6,). Multiplying the Xi by 6,~“~ leads to 
the case of identity covariance matrix with mean vector 6 = A -‘j2p, and the 
new problem is equivalent to the original problem. Thus attention is 
restricted to the case A = I in the following k-sample problems considered 
quite often in the literature. For the problem of testing homogeneity 
against: (i) the starshaped alternatives H,:1”32-‘(p~+p& ..’ 
kk’ Cl=, pi (Dykstra and Robertson [7]); (ii) the simple order alternative 
ff, : p1< p2 6 . . . 6~~ (Boswell and Brunk [2]); and (iii) the simple tree 
alternative H, : pi < (p2, . . . . Pi) (Robertson and Wright [ 16]), a linear 
transformation Y =BX (where B= ((b,)), for (i): b,= [i(i+ l)]-’ ifj< i, 
b,j=-(i+1)-1ifj-i=1andbi,=Ootherwise,Vi=1,...,k-l,j=1,...,k; 
for (ii): b, = 1 if j- i = 1, b, = - 1 and 6, = 0 otherwise, Vi = 1, . . . . k - 1, 
j = 1, . ..) k; and for (iii): bi, = - 1, b,= 1 if j- i = 1 and 6, = 0 otherwise, 
Vi = 1, . . . . k- 1, j= 1, . . . . k) transforms the original problem to the positive 
orthant problem (based on Y) with diffeent covariance matrix A (for 
(i): A is diagonal; for (ii): A = ((6,)) with dij = 2, 6, = - 1 if 1 j- iI = 1 
and 6,=0 otherwise, Vi,j= 1, . . . . k - 1; and for (iii): dii= 2, 6,= 1, 
i#j, Vi,j= 1, . . . . k - 1). Theorem 2 supports the numerical results studied in 
Section 2.5 of Robertson et al. [ 171) and their conjecture that the powers 
of the restricted LRT were compared to those of the unrestricted LRT to 
give some indications of the increase in power obtained by using the 
restricted LRT when the assumed ordering holds for the aforementioned 
testing problems. 
The dominance properties of the restricted LRT over the unrestricted 
version for the entire parameter space hold for other problems as well: 
(i) positive orthant alternative and ordered alternative problem for the 
intra-class correlation models which generalize the Chatterjee and De [4] 
bivariate orthant problem to higher dimension ones, (ii) profile analysis, 
and (iii) in alternatives which put constraints on the parameters in the 
form of lower dimensional hyperspaces. Also with a slight modification of 
Theorem 2 to the problem of a suborthant model considered by Chinchilli 
and Sen [6] (nonparametric analogue), it is easy to see that their result is 
a special case of Theorem 2. 
Finally, we may remark that for the aforementioned problems, the 
restricted LRT are unbiased over the entire parameter space, too. In 
general, Theorem 2 provides a way to locate a subspace r,, for which the 
restricted LRT is unbiased. 
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