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DISCRETENESS OF THE SPECTRUM
OF SCHRO¨DINGER OPERATORS
WITH NON-NEGATIVE MATRIX-VALUED POTENTIALS
GIAN MARIA DALL’ARA
Scuola Normale Superiore, Pisa, Italy
Abstract. We prove three results giving sufficient and/or necessary condi-
tions for discreteness of the spectrum of Schro¨dinger operators with non-
negative matrix-valued potentials, i.e., operators acting on ψ ∈ L2(Rn,Cd)
by the formula
HV ψ := −∆ψ + V ψ,
where the potential V takes values in the set of non-negative Hermitian d× d
matrices.
The first theorem provides a characterization of discreteness of the spec-
trum when the potential V is in a matrix-valued A∞ class, thus extending
a known result in the scalar case (d = 1). We also discuss a subtlety in the
definition of the appropriate matrix-valued A∞ class.
The second result is a sufficient condition for discreteness of the spectrum,
which allows certain degenerate potentials, i.e., such that det(V ) ≡ 0. To
formulate the condition, we introduce a notion of oscillation for subspace-
valued mappings.
Our third and last result shows that if V is a 2×2 real polynomial potential,
then −∆+ V has discrete spectrum if and only if the scalar operator −∆+ λ
has discrete spectrum, where λ(x) is the minimal eigenvalue of V (x).
1. Introduction
1.1. Setting and main results. The object of this paper is the analysis of Schro¨-
dinger operators with non-negative matrix-valued potentials. Such operators act
on L2(Rn,Cd), the space of Cd-valued square-integrable functions, by the formula
(1) HV ψ(x) := −∆ψ(x) + V (x)ψ(x) ∀ψ ∈ L2(Rn,Cd),
where V (x) is a d× d non-negative Hermitian matrix, i.e., (V (x)v, v) ≥ 0 for every
v ∈ Cd and x ∈ Rn. Here and in the sequel we denote by (·, ·) the canonical scalar
product of Cd, and by |·| the associated norm. The space of d×d Hermitian matrices
is denoted by Hd, and H
≥0
d represents the closed cone consisting of non-negative
elements of Hd. The Laplacian ∆ always acts componentwise on vector-valued
functions: if ψ = (ψ1, . . . , ψd), then ∆ψ = (∆ψ1, . . . ,∆ψd).
We assume that V is locally integrable, in which case, by standard functional
analysis,HV defines an unbounded non-negative self-adjoint operator on L
2(Rn,Cd)
(see Section 2 for the details).
Our aim is to study the problem of determining whether the spectrum of HV is
a discrete subset of [0,+∞) consisting of eigenvalues of finite multiplicity. This is
customarily expressed by saying that the spectrum of HV is discrete.
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Our interest in this question comes from the analysis of the weighted ∂-problem
in Cn and of the ∂b-problem on polynomial models of CR manifolds. The canonical
solutions of these problems turn out to be related to certain Schro¨dinger operators.
In particular compactness of the canonical solution operator is linked to discreteness
of the spectrum of Schro¨dinger operators. This point of view has been successfully
exploited when n = 1 in [Chr91], [Ber96], [FS02], [CF05]. Understanding operators
of the form (1) is a first step in the study of the more complex ones appearing in
the weighted ∂-problem when n ≥ 2 (see, e.g., [HH07, Section 3]).
The problem of discreteness of the spectrum of HV has been deeply studied in
the scalar case (d = 1): in 1953 Molchanov obtained in [Mol53] a necessary and
sufficient condition, and Maz’ya and Shubin significantly improved it in [MS05].
See Theorem 12 below for a slightly simplified statement. These characterizations
only assume that the potentials are non-negative and locally integrable, but the
conditions are often hard to check. Therefore it is interesting to look also for
sufficient conditions that are not necessary, but easier to verify (as in [Sim09]),
or to restrict the attention to a smaller class of potentials and obtain a simpler
characterization for them.
For example, one may focus on potentials in A∞,loc(Rn), the local Muckenhoupt
class. We recall that V ∈ A∞,loc(Rn) if and only if there exist δ, c > 0 and ℓ0 > 0
such that the inequality
(2)
∣∣∣∣{x ∈ Q : V (x) ≥ δ|Q|
ˆ
Q
V
}∣∣∣∣ ≥ c|Q|
holds for every cube Q of side ℓQ ≤ ℓ0. If V ∈ A∞,loc(Rn), the scalar operator HV
has discrete spectrum if and only if
lim
Q→∞, ℓQ=ℓ1
ˆ
Q
V = +∞,
for some (hence every) ℓ1 > 0. The limit is taken as the center of Q goes to ∞,
while the side ℓQ remains constant. This characterization follows from the improved
Fefferman-Phong inequality of [ABA07, Lemma 2.1], or from Theorem 6 below.
In Section 3 we introduce a matrix-valued analogue of A∞,loc(Rn), which we
denote by A∞,loc(Rn, Hd) and consists of H
≥0
d -valued locally integrable functions
satisfying (2), where the inequality between Hermitian matrices is to be interpreted
in the sense of quadratic forms. Then we extend the previous characterization,
proving the following theorem (see Theorem 6 for a more detailed statement).
Theorem 1. If V ∈ A∞,loc(Rn, Hd), then HV has discrete spectrum if and only if
lim
Q→∞, ℓQ=ℓ1
λ
(ˆ
Q
V
)
= +∞,
for some (hence every) ℓ1 > 0. Here λ(A) denotes the minimal eigenvalue of the
Hermitian matrix A.
An interesting point is that the scalar A∞,loc class admits at least two equivalent
definitions, but their natural matrix-valued analogues fail to be equivalent, giving
two distinct classes of potentials. In Section 3 we comment on this point, showing
that the theorem above only holds for one of the two classes, and that is the reason
of our choice of the definition of A∞,loc(Rn, Hd).
This is not the first time a matrix-valued analogue of a Muckenhoupt class ap-
pears in the literature. In order to study the vector analogue of the boundedness in
weighted L2 spaces of the Hilbert transform, Treil and Volberg introduced in [TV97]
the matrix-valued analogue of the A2 class. In Subsection 3.2 we show that the
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local version of their matrix class is contained in our A∞,loc(Rn, Hd), generalizing
a well-known fact in the scalar theory.
The leitmotiv of the rest of our paper is the comparison of the vector-valued
operator HV = −∆ + V with the scalar operator Hλ = −∆ + λ, where λ(x) is
the minimal eigenvalue of V (x). The following implication is elementary (see the
comments after Proposition 4):
(3) Hλ has discrete spectrum =⇒ HV has discrete spectrum.
In Section 4 we show that the reverse implication fails rather dramatically. This
follows from Theorem 2 below, which provides a sufficient condition for discreteness
of the spectrum that does not have any analogue in the scalar setting.
Before stating the result, we discuss the heuristics behind it. The energy of
ψ ∈ L2(Rn,Cd) is the quadratic expression
ˆ
Rn
|∇ψ|2 +
ˆ
Rn
(V ψ, ψ),
where |∇ψ|2 = ∑nj=1∑dk=1 |∂jψk|2. Showing the discreteness of the spectrum of
HV amounts to proving that if ψ has a large tail, i.e., most of its L
2 norm is
concentrated on the complement of a large ball, then it must have large energy
(see Proposition 4 for the formal statement). For every point x ∈ Rn, we have the
orthogonal decomposition
Cd = S(x) ⊕ L(x),
where S(x) is the direct sum of the eigenspaces of V (x) corresponding to small
eigenvalues, while L(x) is the direct sum of the eigenspaces of V (x) corresponding
to large eigenvalues. The problem is that the term
´
Rn
(V ψ, ψ) may be small even
for a ψ with a large tail, if ψ(x) is close to S(x) in an average sense. But if
S(x) oscillates rapidly enough as a function of x, this can only happen if the term´
Rn
|∇ψ|2 is large, and hence only if the energy is large.
To formalize this idea, in Subsection 4.1 we introduce and study the oscillation
of a measurable mapping S : Rn → V(d), where V(d) is the set of non trivial
subspaces of Cd. Here by measurable we mean that there exists a finite collection
of measurable vector fields v1, . . . , vk : Rn → Cd such that S(x) is the span of
{v1(x), . . . , vk(x)}. The oscillation is defined for every cube Q by the following
formula:
ω(Q,S) := inf
√
1
|Q|
ˆ
Q
∣∣∣∣v(x) − 1|Q|
ˆ
Q
v
∣∣∣∣2 dx,
where the infimum is taken as v : Q→ Cd varies in the measurable unit sections of
S, i.e., the measurable mappings satisfying |v(x)| = 1 and v(x) ∈ S(x) for almost
every x ∈ Q. The quantity ω(Q,S) represents the L2 distance of these sections
from constant vector fields, and hence it is a measure of how much S oscillates on
Q.
Since the discreteness of the spectrum has to do with the behavior of potentials
at infinity, we introduce the following limit quantity
ω∞(ℓ,S) = lim inf
x∈Zn, x→∞
ω(ℓx+ [0, ℓ]n,S) (ℓ > 0).
The lim inf is taken as the cubes go to infinity, while varying in what we call the
canonical grid of step ℓ. We are finally in a position to state our sufficient condition
for discreteness of the spectrum.
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Theorem 2. Let V be a locally integrable non-negative matrix-valued potential.
Assume that for every x ∈ Rn we have an orthogonal decomposition
Cd = S(x) ⊕ L(x),
such that both components are measurable in x and V (x)-invariant. If the following
two properties hold:
(i) limx→∞ λ(V (x)|L(x)) = +∞,
(ii) lim supℓ→0+ ℓ
−1ω∞(ℓ,S) = +∞,
then HV has discrete spectrum.
Notice that λ(V (x)|L(x)) denotes the minimal eigenvalue of the restriction of
V (x) to L(x), which is well-defined by the V (x)-invariance of this subspace.
The first condition expresses the fact that L(x) is a direct sum of eigenspaces
corresponding to large eigenvalues of V (x), while the second tells that S should
oscillate at infinity and that, when looking at smaller and smaller scales, the oscil-
lation should not decay too fast.
In Subsection 4.3 we show how to build potentials with rank identically equal
to 1 which satisfy the hypotheses of Theorem 2, giving in particular a strong coun-
terexample to the reverse implication of (3).
Our last result is complementary to Theorem 2 and shows that the implication
(3) may be reversed for 2 × 2 real polynomial non-negative potentials, i.e., non-
negative potentials whose matrix entries are real-valued polynomials.
Theorem 3. If V is a 2× 2 real polynomial non-negative potential, then
(4) HV has discrete spectrum ⇐⇒ Hλ has discrete spectrum.
The proof is based on a dichotomy (Lemma 14) that allows, at every scale, to
deal only with the good cubes on which the two eigenvalues of V are everywhere
comparable, and the bad ones on which the maximal eigenvalue is everywhere sig-
nificantly larger than the smaller one. On the good cubes the operator behaves
similarly to a scalar operator, and we can use the techniques of [MS05]. The bad
cubes are those on which the non-scalar nature of the operator becomes more ap-
parent. The key to the proof is the observation that we can take advantage of the
incomparability of eigenvalues to prove a gradient estimate for the eigenvectors (in-
equality (42)). At this point we use in a crucial way the fact that d = 2. The proof
relies on several rigidity properties of V , which automatically hold for polynomials.
It would be interesting to know if the result may be extended to d ≥ 3, and to
study the class of potentials (for general d) for which (4) holds.
We conclude the paper with Section 6, in which we explain why a natural ex-
tension of Molchanov and Maz’ya-Shubin characterization cannot hold for non-
negative matrix-valued potentials, a further evidence of the new phenomena that
appear when d ≥ 2.
1.2. Notation. IfW ∈ L1(E,Hd) (E ⊆ Rn), i.e., the space of integrableHd-valued
functions, then the integrability amounts, by polarization, to the integrability of
(Wv, v) for every v ∈ Cd. We have ((´EW ) v, v) = ´E (Wv, v) for every v ∈ Cd.
If A,B ∈ Hd, A ≤ B stands, as usual, for the inequality between the correspond-
ing quadratic forms, i.e., B −A ∈ H≥0d .
If W,W ′ ∈ L1(E,Hd) and W ≤ W ′ on E, then
´
EW ≤
´
EW
′ as quadratic
forms.
If Q is a cube, by which we always mean a closed cube, then λQ is the cube with
the same center and side multiplied by the factor λ > 0. The side of Q is denoted
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by ℓQ and Q(x, ℓ) is the cube of center x and sides of length ℓ parallel to the axes.
We denote by Gℓ (ℓ > 0) the canonical grid of step ℓ, i.e., the family of cubes of
the form ℓx+[0, ℓ]n, where x ∈ Zn. The elements of ∪N∈ZG2N are the usual dyadic
cubes.
ln this paper Cn and cn are positive constants depending only on the dimension
n, whose exact value may change from line to line.
2. Definition of HV
In this section we assume that V ∈ L1loc(Rn, H≥0d ), i.e., V ∈ L1loc(Rn, Hd) and
V ≥ 0 everywhere. We show that the Schro¨dinger operator HV is self-adjoint
on an appropriate domain by the classical quadratic form method. Our aim is
to sketch the adjustments required for matrix potentials, and to state the basic
characterization of discreteness of the spectrum that will be used throughout the
paper. We start with the energy space
EV := {ψ ∈ L2(Rn,Cd) : ∂jψ ∈ L2(Rn,Cd) ∀j = 1, . . . , n, (V ψ, ψ) ∈ L1(Rn)},
where ∂j is the distributional partial derivative. If ψ ∈ EV , the energy
EV (ψ) :=
ˆ
Rn
|∇ψ|2 +
ˆ
Rn
(V ψ, ψ)
is well-defined. The expression ||ψ||V :=
√EV (ψ) + ||ψ||2, where || · || is the
L2(Rn,Cd) norm, is a Hilbert space norm on EV .
The subspace C∞c (R
n,Cd) is dense in (EV , || · ||V ). This can be seen in the
following three steps.
(a) Compactly supported elements of EV are dense: if ψ ∈ EV and η ∈ C∞c (Rn)
is such that η(0) = 1, then η(εx)ψ(x) converges to ψ in EV when ε→ 0.
(b) Bounded elements of EV are dense: if ψ ∈ EV , then defining ψR(x) := ψ(x)
when |ψ(x)| ≤ R, and ψR(x) := R ψ(x)|ψ(x)| otherwise, one has ψR → ψ in EV ,
by the chain rule for Sobolev spaces and dominated convergence.
(c) Test functions are dense: if ψ ∈ EV is bounded and compactly supported
and {ϕε}ε>0 is a scalar approximate identity, then ϕε ∗ ψ → ψ in EV .
The details are routine arguments.
We define HV := −∆+V , where ∆ acts componentwise and distributionally, on
the domain
D(HV ) := {ψ ∈ EV : −∆ψ + V ψ ∈ L2(Rn,Cd)}.
Thanks to the facts established above, the classical arguments (cf. [FOT11]) show
that HV is self-adjoint and non-negative. Moreover, we have a classical character-
ization of discreteness of the spectrum, whose proof is identical to the one in the
scalar case, as can be found, e.g., in [KS99], p. 190-191.
Proposition 4. HV has discrete spectrum if and only if for every ε > 0 there is
R < +∞ such that
(5)
ˆ
|x|≥R
|ψ|2 ≤ ε · EV (ψ) ∀ψ ∈ C∞c (Rn,Cd).
If (5) holds, it automatically extends to every ψ ∈ EV .
Proposition 4 immediately gives the implication (3) of the Introduction. First
of all, notice that if λ(x) is the minimal eigenvalue of V (x) and V ∈ L1(Rn, H≥0d ),
then λ ∈ L1(Rn), because λ(x) = inf(V (x)u, u), where the inf can be taken over
all vectors u in a countable dense subset of the unit sphere of Cd. If ψ ∈ EV , then
|ψ| ∈ Eλ and Eλ(|ψ|) ≤ EV (ψ), by well-known properties of Sobolev spaces (see,
e.g., [EG92, Ch. 4 Thm.4]). This completes the proof of the implication (3).
5
3. A∞-conditions for matrix-valued functions
and discreteness of the spectrum
3.1. A matrix-valued analogue of A∞,loc(Rn).
Definition 5. A function W ∈ L1loc(Rn, H≥0d ) is in the class A∞,loc(Rn, Hd) if it
satisfies the following property: there exist ℓ0, δ, c > 0 such that
(6)
∣∣∣∣{x ∈ Q :W (x) ≥ δ|Q|
ˆ
Q
W
}∣∣∣∣ ≥ c|Q|
holds for every cube Q such that ℓQ ≤ ℓ0.
In the scalar theory (see, e.g., [Gra09, Ch. 9]), one defines A∞(Rn), requiring
(6) to hold for every cube Q. Requiring it only for small cubes, one obtains the
larger class A∞,loc(Rn), which is the relevant one for our problem, as we pointed
out in the Introduction.
In the scalar case, we have the equivalent characterization: W ∈ A∞,loc(Rn) if
and only if there exist α, β ∈ (0, 1) and ℓ0 > 0 such that for every cube Q of side
ℓQ ≤ ℓ0 the following holds:
(7) ∀A ⊆ Q measurable : |A| ≥ α|Q| =⇒
ˆ
A
W ≥ β
ˆ
Q
W.
A proof of the analogous equivalence of characterizations for A∞(Rn) can be found
in [Gra09, Thm. 9.3.3], but the same argument works in the local case too. Condi-
tion (7) is meaningful also in the matrix-valued case, but it turns out to be weaker
than condition (6) if d ≥ 2. To see this, we need the following brief discussion.
First of all, every W ∈ A∞,loc(Rn, Hd) satisfies condition (7) with α = 1 − c/2
and β = cδ/2, with c and δ as in Definition 5. In fact, the intersection of A with
the set on the left of (6) has measure ≥ c2 |Q|, hence
´
AW ≥ cδ2
´
QW .
Secondly, consider the set Wn,d of functions W : Rn → H≥0d satisfying the
following properties:
(a) the entries of W are polynomials,
(b) det(W ) ≡ 0,
(c) there is no u ∈ Cd \ {0} for which Wu is identically zero.
Notice that Wn,1 = ∅, but Wn,d 6= ∅ when d ≥ 2. An example of an element of
W1,2 is W0(x) =
[
1 x
x x2
]
. We claim that if W ∈ Wn,d, then there are α and β
such that it satisfies (7) for every cube Q, but W /∈ A∞,loc(Rn, Hd).
Let us prove the claim. Since scalar non-negative polynomials are in A∞(Rn)
with constants depending only on the degree (see [RS87, Section 2]), we can apply
(7) to the family {(Wu, u)}u∈Cd , thus obtaining (7) for any matrix-valued polyno-
mial W . Next, observe that if W ∈ Wn,d, then
´
QW > 0 for every cube Q. In
fact, if this was not the case, there would be u ∈ Cd \ {0} such that ´Q(Wu, u) = 0.
The non-negativity of W would then force (Wu, u) to vanish identically on Q, and
hence on Rn, because it is a polynomial. This contradicts property (c) above. Since
det(W ) ≡ 0 and ´
Q
W > 0 on every cube, W cannot satisfy (6), thus proving the
claim.
Before stating and proving the characterization of discreteness of the spectrum
for A∞,loc potentials, we recall a few basic properties of A∞,loc, which continue to
hold in the matrix setting. We begin with a consequence of inequality (7). Let
W ∈ L1loc(Rn, H≥0d ) be a function satisfying (7) with constants ℓ0, α and β. If
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Q′′ ⊆ Q′ are cubes, ℓQ′ ≤ ℓ0, and |Q′′| ≥ α′|Q′| (0 < α′ < α), we can find a
sequence of nested cubes
Q0 = Q
′′ ⊂ Q1 ⊂ · · · ⊂ QN = Q′,
such that |Qk| ≥ α|Qk+1| for k = 1, . . . , N − 1, and N depends on α′, α and n.
Applying (7) to A = Qk and Q = Qk+1 and composing the resulting chain of
inequalities, we obtain
(8)
ˆ
Q′′
W ≥ β′
ˆ
Q′
W,
where β′ depends on ε, α, β and n. In other words, if W satisfies (7), one may
assume α arbitrarily close to 0, at the expense of reducing the value of β. By an
analogous argument, one may also increase the value of ℓ0 for which (7) and (8)
hold (at the expense of modifying the other parameters).
A consequence of this is that the precise value of ℓ0 in Definition 5 is inessential.
In fact, if W satisfies the condition of Definition 5 and ℓ1 > ℓ0 is fixed, we can
partition every cube Q of side less than ℓ1 in N smaller cubes of side less than ℓ0,
where N depends on n, ℓ1 and ℓ0. Applying (6) to the smaller cubes and recalling
(8), we see that W satisfies (6) with ℓ0 replaced by ℓ1, and δ replaced by a smaller
value depending on ℓ1. Since property (7) follows from (6), the value of ℓ0 in
property (7) may be analogously increased.
We can finally state the main result of this section.
Theorem 6. Let V ∈ L1loc(Rn, H≥0d ). Consider the following conditions:
(i) −∆+ V has discrete spectrum,
(ii) for every ℓ > 0 we have
lim
x→∞
λ
(ˆ
Q(x,ℓ)
V
)
= +∞,
(iii) there exists ℓ1 > 0 such that
(9) lim
x→∞
λ
(ˆ
Q(x,ℓ1)
V
)
= +∞.
Then (i)⇒(ii)⇒(iii). If moreover V ∈ A∞,loc(Rn, Hd), then (iii)⇒(i).
Proof. (i)⇒(ii): Fix ℓ > 0 and let η ∈ C∞c (Rn, [0, 1]) be non trivial and identically
0 outside Q(0, ℓ). If x ∈ Rn and u ∈ Cd has norm 1, we put ηx,u(y) := η (y − x)u.
Fix ε > 0. By discreteness of the spectrum and Proposition 4, there is R such that
(5) holds. If Q(x, ℓ) ⊆ {|y| ≥ R},ˆ
Rn
η2 =
ˆ
Rn
|ηx,u|2 ≤ ε
(ˆ
Rn
|∇ηx,u|2 +
ˆ
Rn
(V ηx,u, ηx,u)
)
≤ ε
(ˆ
Rn
|∇η|2 +
ˆ
Q(x,ℓ)
(V u, u)
)
.
If ε0 is such that ε0
´
Rn
|∇η|2 ≤ 12
´
Rn
η2 and ε ≤ ε0 this implies
ˆ
Rn
η2 ≤ 2ε
ˆ
Q(x,ℓ)
(V u, u) = 2ε
((ˆ
Q(x,ℓ)
V
)
u, u
)
.
Taking the minimum as u varies on the unit sphere of Cd, we get
λ
(ˆ
Q(x,ℓ)
V
)
≥ (2ε)−1
ˆ
Rn
η2.
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By the arbitrariness of ε, we get the thesis.
(ii)⇒(iii): obvious.
(iii)⇒(i) under the A∞,loc condition: Fix N0 ∈ Z so that 2N0 ≥ ℓ1. By our
previous discussion we may assume that V satisfies (6) with ℓ0 = 2
N0. We associate
to every cube Q the non-negative matrix M(Q) := ℓ2−nQ
´
Q V . By inequality (8),
there is D such that if Q′ is a dyadic cube, Q is its father and ℓQ ≤ 2N0 , then
(10) M(Q) ≤ DM(Q′).
Given N ∈ N, by assumption there exists R such that if Q ∈ G2N0 intersects
{|y| ≥ R}, we have M(Q) ≥ DN Id as quadratic forms. Fix such a cube Q. By (10)
we have
M(Q′) ≥ Id ∀Q′ ∈ G2N0−N : Q′ ⊆ Q.
Let now Q′ be one of the cubes above. We have
(11) V (x) ≥ δ|Q′|
ˆ
Q′
V = δ4N−N0M(Q′) ≥ δ4N−N0Id,
on a set E(Q′) ⊆ Q′ of measure ≥ c|Q′|. If ψ ∈ C∞c (Rn,Cd), we integrate the
trivial inequality
|ψ(x)|2 ≤ 2|ψ(x)− ψ(y)|2 + 2|ψ(y)|2
as (x, y) varies in Q′ × E(Q′). We get
|E(Q′)|
ˆ
Q′
|ψ|2 ≤ 2
ˆ
Q′×E(Q′)
|ψ(x) − ψ(y)|2dxdy + 2|Q′|
ˆ
E(Q′)
|ψ|2.
Using (11), the lower bound on |E(Q′)| and Poincare´ inequalityˆ
Q′×Q′
|ψ(x)− ψ(y)|2 ≤ Cnℓ2Q′ |Q′|
ˆ
Q′
|∇ψ|2,
we find
c
ˆ
Q′
|ψ|2 ≤ Cnℓ2Q′
ˆ
Q′
|∇ψ|2 + 2δ−14N0−N
ˆ
E(Q′)
(V ψ, ψ)
≤ Cn4N0−N
ˆ
Q′
|∇ψ|2 + 2δ−14N0−N
ˆ
Q′
(V ψ, ψ).
In the second line we used the non-negativity of V . Summing over Q′ and then
over all Q ∈ G2N0 intersecting {|y| ≥ R}, we obtainˆ
|y|≥R
|ψ|2 ≤ Cnc−1δ−14N0−NEV (ψ).
By the arbitrariness of N , we have the thesis. 
We now show that one cannot extend the previous characterization to the alter-
native A∞,loc class obtained using condition (7), instead of Definition 5. Recalling
the discussion following Definition 5, it is enough to exhibit, for every n ≥ 1 and
d ≥ 2, a polynomial W : Rn → H≥0d such that HW has not discrete spectrum, but
(12) lim
Q→∞, ℓQ=ℓ
λ
(ˆ
Q
W
)
= +∞ ∀ℓ > 0.
If n = 1 and d = 2, we consider W1(x) =
[
x4 x5
x5 x6
]
= x4
[
1 x
x x2
]
. By Theorem
3, which will be proved in Section 5, HW1 has not discrete spectrum, because
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λ = λ(W1) ≡ 0, and Hλ = −∆ has not discrete spectrum. For every x ∈ R and
ℓ > 0, we have
det
(ˆ x+ℓ/2
x−ℓ/2
W1(y)dy
)
= det
[
(x+ℓ/2)5−(x−ℓ/2)5
5
(x+ℓ/2)6−(x−ℓ/2)6
6
(x+ℓ/2)6−(x−ℓ/2)6
6
(x+ℓ/2)7−(x−ℓ/2)7
7
]
=
ℓ4x8
12
+ terms of lower degree in x,
tr
(ˆ x+ℓ/2
x−ℓ/2
W1(y)dy
)
= ℓx6 + terms of lower degree in x.
Since λ(A) ≥ det(A)tr(A) for every non-negative 2× 2 matrix A, we conclude that
(13) lim inf
x→±∞
λ
(´ x+ℓ/2
x−ℓ/2 W1(y)dy
)
x2
≥ ℓ
3
12
,
which is stronger than (12).
If n ≥ 1 and d = 2, we consider instead the potential Wn(x) =
∑n
j=1W1(xj).
Notice that HWn is the sum of the n pairwise commuting operators obtained by
letting HW1 act on each variable separately. By basic spectral theory, HWn has not
discrete spectrum. To see that (12) is satisfied by Wn, we use the concavity of λ:
λ(A+B) ≥ λ(A) + λ(B) ∀A,B ≥ 0,
which follows from the fact that λ is the infimum of the family of linear functionals
{A 7→ (Au, u)}|u|=1. For every x ∈ Rn and ℓ > 0, we have
λ
(ˆ
Q(x,ℓ)
Wn(y)dy
)
= λ
ℓn−1 n∑
j=1
ˆ xj+ℓ/2
xj−ℓ/2
W1(y)dy

≥
n∑
j=1
ℓn−1λ
(ˆ xj+ℓ/2
xj−ℓ/2
W1(y)dy
)
.
By (13), we conclude that
lim inf
x→∞
λ
(´
Q(x,ℓ)
Wn(y)dy
)
|x|2 ≥ cnℓ
n+2.
For the remaining case n ≥ 1, d ≥ 3, we put Wn,d(x) =
[
Wn(x) O2,d−2
Od−2,2 |x|2Id−2
]
,
where O and I are the zero and identity matrices of the dimensions indicated by
the subscripts. We omit the elementary verification that HWn,d has not discrete
spectrum, and that Wn,d satisfies (12).
3.2. Relation with the Treil-Volberg matrix-valued A2 class. In [TV97],
Treil and Volberg introduced a MuckenhouptA2 class of non-negative matrix-valued
functions. In this subsection we prove that the local version of this class is contained
in A∞,loc(Rn, Hd).
Definition 7 (cf. [TV97] ). A measurable functionW : Rn → H≥0d is in A2,loc(Rn, Hd)
if it is almost everywhere invertible, bothW andW−1 are locally integrable and there
exists ℓ0 > 0 such that
[W ]A2,loc := sup
Q
∣∣∣∣∣
∣∣∣∣∣
(
1
|Q|
ˆ
Q
W
) 1
2
(
1
|Q|
ˆ
Q
W−1
) 1
2
∣∣∣∣∣
∣∣∣∣∣
op
< +∞,
where Q varies over all cubes of side ℓQ ≤ ℓ0.
Proposition 8. A2,loc(Rn, Hd) ⊆ A∞,loc(Rn, Hd).
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Proof. We estimate the measure of the complement of the set appearing in (6). If
A and B are two non-negative matrices, A  B is not equivalent to A < B (except
in the case d = 1), but we can use the fact that when A is invertible, A ≥ B if
and only if ||B 12A− 12 ||op ≤ 1 (Lemma V.1.7 of [Bha97]). Since W (x) > 0 almost
everywhere, this allows to write (for Q any cube of side ℓQ ≤ ℓ0)∣∣∣∣{x ∈ Q :W (x)  δ|Q|
ˆ
Q
W
}∣∣∣∣ =
∣∣∣∣∣∣
x ∈ Q :
∣∣∣∣∣
∣∣∣∣∣
(
δ
|Q|
ˆ
Q
W
) 1
2
W (x)−
1
2
∣∣∣∣∣
∣∣∣∣∣
op
> 1

∣∣∣∣∣∣
≤
ˆ
Q
∣∣∣∣∣
∣∣∣∣∣
(
δ
|Q|
ˆ
Q
W
) 1
2
W (x)−
1
2
∣∣∣∣∣
∣∣∣∣∣
2
op
dx
= δ
ˆ
Q
∣∣∣∣∣
∣∣∣∣∣
(
1
|Q|
ˆ
Q
W
) 1
2
W (x)−1
(
1
|Q|
ˆ
Q
W
) 1
2
∣∣∣∣∣
∣∣∣∣∣
op
dx,
where the last equality follows from the identity ||A∗A||op = ||A||2 which holds for
any matrix A. Since
´
Q
||U ||op ≤ d||
´
Q
U ||op for any integrable U : Q → H≥0d
(Lemma 3.1 of [TV97]), we find
δ
ˆ
Q
∣∣∣∣∣
∣∣∣∣∣
(
1
|Q|
ˆ
Q
W
) 1
2
W (x)−1
(
1
|Q|
ˆ
Q
W
) 1
2
∣∣∣∣∣
∣∣∣∣∣
op
dx
≤ δd|Q|
∣∣∣∣∣
∣∣∣∣∣
(
1
|Q|
ˆ
Q
W
) 1
2 1
|Q|
ˆ
Q
W (x)−1dx
(
1
|Q|
ˆ
Q
W
) 1
2
∣∣∣∣∣
∣∣∣∣∣
op
= δd|Q|
∣∣∣∣∣
∣∣∣∣∣
(
1
|Q|
ˆ
Q
W
) 1
2
(
1
|Q|
ˆ
Q
W (x)−1dx
) 1
2
∣∣∣∣∣
∣∣∣∣∣
2
op
≤ δd[W ]2A2,loc |Q|.
Putting everything together, we conclude that∣∣∣∣{x ∈ Q :W (x) ≥ δ|Q|
ˆ
Q
W
}∣∣∣∣ > (1− δd[W ]2A2,loc)|Q| ∀Q : ℓQ ≤ ℓ0.
When δ is small enough, this is inequality (6). 
It is worth noticing that matrix-valued Ap classes for p /∈ {2,∞} were introduced
in [Vol97]. The definition is rather different from the one of A2 and it may be
interesting to know how they are related to A∞,loc(Rn, Hd).
4. A sufficient condition for discreteness of the spectrum
and degenerate potentials
4.1. A notion of oscillation for subspace-valued mappings. Recall that we
denote by V(d) the set of non trivial linear subspaces of Cd. Let
S : Rn −→ V(d)
be a fixed measurable mapping. We recall that by measurable we mean that there
exist k measurable vector fields v1, . . . , vk : Rn → Cd such that S(x) is the span of
{v1(x), . . . , vk(x)}. If Q ⊆ Rn is a cube, the set of unit sections of S on Q is
Γ(Q,S) := {v : Q→ Cd meas. : v(x) ∈ S(x) and |v(x)| = 1 a.e. x ∈ Q}.
Non-triviality and measurability in x of S(x) guarantee that there are plenty of
unit sections. We are ready to give our key definition.
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Definition 9. The oscillation of S on a cube Q is the following quantity:
(14) ω(Q,S) := inf
v∈Γ(Q,S)
√
1
|Q|
ˆ
Q
∣∣∣∣v(y)− 1|Q|
ˆ
Q
v
∣∣∣∣2 dy.
Notice that√
1
|Q|
ˆ
Q
∣∣∣∣v(y)− 1|Q|
ˆ
Q
v
∣∣∣∣2 dy = inf
b∈Cd
√
1
|Q|
ˆ
Q
|v(y)− b|2 dy
and hence ω(Q,S) is the distance in L2(Q,Cd) between the set Γ(Q,S) and the
set of constant vector fields on Q. By using the fact that |v| ≡ 1, it is also easy to
verify that
(15) ω(Q,S)2 = 1− sup
v∈Γ(Q,S)
∣∣∣∣ 1|Q|
ˆ
Q
v
∣∣∣∣2 .
It is then obvious that ω(Q,S) ∈ [0, 1]. The following lemma gives us an idea of
which feature of S on Q is measured by ω(Q,S).
Lemma 10. ω(Q,S) = 0 if and only if there is a subset F ⊆ Q such that |Q\F | = 0
and
(16) ∩x∈F S(x) 6= {0},
i.e., there exists u ∈ Cd \ {0} such that u ∈ S(x) for almost every x ∈ Q.
Proof. The non-trivial direction is the only if. If ω(Q,S) = 0, by (15) there is a se-
quence {vk}k∈N ⊆ Γ(Q,S) such that limk→+∞
∣∣∣ 1|Q| ´Q vk∣∣∣ = 1. Since { 1|Q| ´Q vk}k∈N
is contained in the unit ball of Cd, passing to a subsequence we can suppose that
there is u0 in the unit sphere of Cd to which it converges as fast as we like. In
particular, we can assume that
(17)
1
|Q|
ˆ
Q
ℜ(vk, u0) ≥ 1− 1
k2
∀k ∈ N,
where ℜ(vk, u0) denotes the real part of the scalar product, which is pointwise ≤ 1
by the Cauchy-Schwarz inequality. Consider the sets
Ak,m := {x ∈ Q : ℜ(vk(x), u0) > 1− 1/m} (k,m ∈ N).
It is easy to see that (17) implies |Q\Ak,m| ≤ mk2 |Q|. Since
∑+∞
k=1 |Q\Ak,m| < +∞
for every m, the Borel-Cantelli Lemma gives
| ∪ℓ∈N ∩k≥ℓAk,m| = |Q| ∀m,
and hence
| ∩m∈N ∪ℓ∈N ∩k≥ℓ Ak,m| = |Q|.
Unravelling the notation, this means that there is a set of full measure F such
that ℜ(vk(x), u0) converges to 1 at every x ∈ F . Since |u0| = |vk| ≡ 1, the strict
convexity of the sphere implies that vk(x) converges to u0 at every x ∈ F . Since
we may assume that vk(x) ∈ S(x) for every k and every x ∈ F , we conclude that
u0 ∈ ∩x∈FS(x), as we wanted. 
The following lemma states that if ∩x∈QS(x) = {0} in a certain quantitative
sense, then ω(Q,S) has an explicit lower bound.
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Lemma 11. (i) Let S : Rn → V(d) be measurable and let Q be a cube. Assume
that for some N ∈ N we have the disjoint union
Q = ∪Nj=1Aj ,
and η > 0 is such that
|Aj | ≥ η|Q| ∀j.
Assume moreover that there is a δ > 0 such that the following property holds for
each j: for every x ∈ Aj and v ∈ S(x), there exists k 6= j such that
(18) |(v, w)| ≤ (1− δ)|v||w| ∀w ∈ S(y), ∀y ∈ Ak.
Then
(19) ω(Q,S) ≥
√
δη.
(ii) If S is constant on each Aj, i.e., S ≡ Sj on Aj, then the property above is
satisfied for some δ > 0 if and only if ∩Nj=1Sj = {0}. The value of δ may be chosen
to depend only on the subspaces {Sj}Nj=1.
Proof. (i): Let u ∈ Γ(Q,S). Then
(20)
∣∣∣∣ˆ
Q
u
∣∣∣∣2 =
∣∣∣∣∣∣
N∑
j=1
ˆ
Aj
u
∣∣∣∣∣∣
2
=
N∑
j=1
∣∣∣∣∣
ˆ
Aj
u
∣∣∣∣∣
2
+
N∑
j=1
ˆ
Aj
ˆ
Acj
(u(x), u(y))dydx.
Fix x ∈ Aj such that u(x) ∈ S(x) (almost every x has this property). By the
hypothesis, there exists k such that (18) holds. Since |Ak| ≥ η|Q|, we haveˆ
Acj
(u(x), u(y))dy =
ˆ
(Aj∪Ak)c
(u(x), u(y))dy +
ˆ
Ak
(u(x), u(y))dy
≤ (|Q| − |Aj | − |Ak|) + |Ak|(1 − δ)
= (|Q| − |Aj |)− |Ak|δ ≤ (|Q| − |Aj |)− δη|Q|,
where in the second line we used the Cauchy-Schwartz inequality and (18). The
identity (20) then gives∣∣∣∣ˆ
Q
u
∣∣∣∣2 ≤ N∑
j=1
|Aj |2 +
N∑
j=1
|Aj |(|Q| − |Aj |)−
N∑
j=1
|Aj |δη|Q|
=
 N∑
j=1
|Aj |
 |Q|(1− δη) = (1− δη)|Q|2.
Recalling (15) and the fact that u is arbitrary, we get (19).
(ii): If ∩Nj=1Sj 6= {0}, one can take a non-zero vector v in the intersection to see
that (18) cannot be satisfied for any δ > 0.
Now assume that the property does not hold for a given δ > 0. In this case there
is jδ and vδ ∈ Sjδ of unit norm such that for every k 6= jδ, there exists wδ,k ∈ Sk of
unit norm satisfying
(21) |(vδ, wδ,k)| > (1− δ).
If the property does not hold for any δ, extracting a subsequence δn such that
δn → 0 we can assume that jδn ≡ j0, vδn converges to v, and wδn,k converges to
wk for every k 6= j0. Passing to the limit in (21), we find |(v, wk)| = 1. Since
|v| = |wk| = 1, the equality condition for the Cauchy-Schwarz inequality tells us
that wk = e
iφkv for some φk ∈ R. Hence v ∈ ∩Nj=1Sj , i.e., the intersection is not
trivial.
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The last observation about the value of δ follows by observing that in the above
argument we never used the sets Aj . 
We proceed to give the proof of Theorem 2.
4.2. Proof of Theorem 2. We simplify a bit the notation, writing ω(Q) and
ω∞(ℓ) in lieu of ω(Q,S) and ω∞(ℓ,S), respectively. Recall that, for a fixed scale
ℓ > 0, we define
ω∞(ℓ) := lim inf
Q∈Gℓ, Q→∞
ω(Q).
By Proposition 4, our goal is to prove that for every ε > 0 there exists R < +∞
such that
(22)
ˆ
|x|≥R
|ψ|2 ≤ ε
(ˆ
Rn
|∇ψ|2 +
ˆ
Rn
(V ψ, ψ)
)
∀ψ ∈ C∞c (Rn;Cd).
First of all we decompose ψ in its radial and angular part, writing
ψ = φu,
where φ = |ψ| is scalar and u has unit norm. Notice that u = ψ|ψ| on Ω := {ψ 6= 0}
and may be arbitrarily defined on Ωc: this ambiguity will not affect the rest of the
proof. Both φ and u are smooth on Ω and there we have
|∂jψ|2 = |(∂jφ)u + φ(∂ju)|2 = |(∂jφ)u|2 + |φ(∂ju)|2 = |∂jφ|2 + φ2|∂ju|2.
The second equality follows from the orthogonality of u and ∂ju, a consequence of
the fact that |u| ≡ 1. Since ∇ψ(x) = 0 at almost every x such that ψ(x) = 0 and
the same holds for φ, we can write
(23)
ˆ
Rn
|∇ψ|2 +
ˆ
Rn
(V ψ, ψ) =
ˆ
Rn
|∇φ|2 +
ˆ
Rn
V˜ φ2,
where V˜ := (V u, u)+|∇u|2 on Ω and V˜ := 0 on Ωc. Notice that φ is not smooth, but
it is Lipschitz and compactly supported, so that the identity above is meaningful.
The non-negative function V˜ is the “effective” potential to which the scalar wave-
function φ is subject. This potential is not locally integrable in general, but
´
V˜ φ2
is finite, as a consequence of the computations above.
Fix ε > 0. By assumption (ii), we can choose ℓ > 0 such that ℓ−1ω∞(ℓ) ≥ ε−1,
and by assumption (i), we can then choose R so that for every cube Q ∈ Gℓ
intersecting {|y| ≥ R}, we have
(24) (V (x)v, v) ≥ ℓ−2|v|2 ∀v ∈ L(x), ∀x ∈ Q.
Enlarging R if necessary, we can assume that for every such cube Q, we have
(25) ω(Q) ≥ ω∞(ℓ)
2
.
Fix Q ∈ Gℓ such that Q ∩ {|y| ≥ R} 6= 0. We are going to prove that:
(26) ℓ−2ω∞(ℓ)
2
ˆ
Q
φ2 ≤ Cn
(ˆ
Q
|∇φ|2 +
ˆ
Q
V˜ φ2
)
.
Summing over Q and recalling identity (23) and our choice of ℓ, we see that this
implies (22), as we wanted. We can turn to the proof of (26).
To analyze separately the contributions of the two terms on the right hand side
of (26), we use the technique of Lemma 2.2 of [KMS09]: we consider the compact
set
F :=
{
x ∈ Q : φ(x)2 ≤ 1
4|Q|
ˆ
Q
φ2
}
.
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Let cn be a small constant depending only on n and to be fixed later: we split
our analysis depending on whether the capacity of F is smaller or larger than
cn · ℓn−2ω∞(ℓ)2. We recall that, given F ⊆ Q, if n ≥ 3,
(27) Cap(F ) := inf
{ˆ
Rn
|∇η|2 : η ∈ C∞c (Rn, [0, 1]) such that η = 1 on F
}
,
while if n = 2,
(28) Cap(F ) := inf
{ˆ
Rn
|∇η|2 : η ∈ C∞c (2Q, [0, 1]) such that η = 1 on F
}
,
which is the capacity relative to 2Q. In the (easier) case n = 1, we put Cap(F ) := 0
if F = ∅ and Cap(F ) = ℓ−1Q if F 6= ∅ (Q is an interval in this case).
If Cap(F ) ≥ cn · ℓn−2ω∞(ℓ)2, we can apply Lemma 2.2 of [KMS09] (or rather
inequality (2.7) in the proof of that Lemma) to obtain
cn · ℓ−2ω∞(ℓ)2
ˆ
Q
φ2 ≤ Cap(F )|Q|
ˆ
Q
φ2 ≤ Cn
ˆ
Q
|∇φ|2,
which implies (26). If n = 1, recall that if φ is Lipschitz on a closed interval I of
length ℓ and φ vanishes at a point of I, then
´
I
|φ|2 ≤ ℓ2 ´
I
|φ′|2.
If Cap(F ) ≤ cn · ℓn−2ω∞(ℓ)2, we define
Sunit(x) := {v ∈ Cd : v ∈ S(x) and |v| = 1}
and we split the analysis into two further sub-cases, depending this time on whether
the quantity
(29)
1
|Q|
ˆ
Q\F
dist(u(x),Sunit(x))2dx
is smaller or larger than cn · ω∞(ℓ)2. The integral (29) measures in L2 average
and on Q \ F how far u is from the distribution of subspaces S. Notice that if
n = 1, taking cn ≤ 1/2, we have F = ∅ and part of what follows becomes more
elementary.
If (29) ≥ cn · ω∞(ℓ)2, we write
u(x) = u′(x) + u′′(x), u′(x) ∈ S(x), u′′(x) ∈ L(x), ∀x ∈ Q.
By the invariance under V of S and L and the non-negativity of V , we have
(V u, u) = (V u′, u′) + (V u′′, u′′) ≥ (V u′′, u′′) ≥ ℓ−2|u′′|2 on Q.
The last inequality follows from (24). The elementary inequality
|u′′(x)|2 ≥ 1
2
dist(u(x),Sunit(x))2
allows to estimateˆ
Q
V˜ φ2 ≥
ˆ
Q\F
(V u, u)φ2 ≥ 1
4|Q|
ˆ
Q\F
(V u, u) ·
ˆ
Q
φ2
≥ ℓ
−2
8
1
|Q|
ˆ
Q\F
dist(u(x),Sunit(x))2dx ·
ˆ
Q
φ2 ≥ cn
8
ℓ−2ω∞(ℓ)
2
ˆ
Q
φ2.
In the first line we used the fact that F contains the zero set of ψ, and hence
V˜ ≥ (V u, u) on Q \ F . Inequality (26) is proved if (29) ≥ cn · ω∞(ℓ)2.
The remaining case to be analyzed is: (29) ≤ cn ·ω∞(ℓ)2. We are going to prove
that if cn is small enough, then
(30)
1
|Q|
ˆ
Q\F
|∇u|2 ≥ ℓ
−2ω∞(ℓ)
2
Cn
.
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Since
´
Q V˜ φ
2 ≥ 14|Q|
´
Q\F |∇u|2
´
Q φ
2, this concludes the proof of Theorem 2.
By the measurability of S and the hypothesis on (29), we can find v ∈ Γ(Q,S)
such that
(31)
1
|Q|
ˆ
Q\F
|u− v|2dx ≤ cn · ω∞(ℓ)2.
Moreover, since we are under the assumption that F has small capacity, there exists
η ∈ C∞c (Rn, [0, 1]) such that η ≡ 1 on F (and η ≡ 0 on (2Q)c if n = 2) and
(32)
ˆ
Rn
|∇η|2 ≤ 2cn · ℓn−2ω∞(ℓ)2.
By Ho¨lder inequality and Sobolev embedding, we have
(33)
1
|Q|
ˆ
Q
η2 ≤ Cncn · ω∞(ℓ)2.
Recalling (25), we have
ω∞(ℓ)
2
≤ ω(Q) ≤
√
1
|Q|
ˆ
Q
∣∣∣∣v − 1|Q|
ˆ
Q
v
∣∣∣∣2
≤
√
1
|Q|
ˆ
Q
∣∣∣∣(1 − η)v − 1|Q|
ˆ
Q
(1− η)v
∣∣∣∣2 +
√
1
|Q|
ˆ
Q
∣∣∣∣ηv − 1|Q|
ˆ
ηv
∣∣∣∣2
≤
√
1
|Q|
ˆ
Q
∣∣∣∣(1 − η)v − 1|Q|
ˆ
Q
(1− η)v
∣∣∣∣2 +
√
1
|Q|
ˆ
Q
η2.
In the last line we used the fact that w 7→ w − 1|Q|
´
Q
w is a projection operator.
Applying (33) and choosing cn small enough, we can absorb the last term on the
left. We can then proceed to estimate√
1
|Q|
ˆ
Q
∣∣∣∣(1− η)v − 1|Q|
ˆ
Q
(1− η)v
∣∣∣∣2
≤
√
1
|Q|
ˆ
Q
∣∣∣∣(1− η)(v − u)− 1|Q|
ˆ
Q
(1 − η)(v − u)
∣∣∣∣2
+
√
1
|Q|
ˆ
Q
∣∣∣∣(1− η)u − 1|Q|
ˆ
Q
(1− η)u
∣∣∣∣2
≤
√
1
|Q|
ˆ
Q\F
|v − u|2 + Cnℓ
√
1
|Q|
ˆ
Q
|∇[(1− η)u]|2.
In the last line we used the fact that η = 1 on F and Poincare´ inequality. To justify
its application, one can notice that u is in the Sobolev space H1(Q˚\F,Cd), because
u is smooth on Ω = {ψ 6= 0} and Q \ F ∩ Ωc = ∅, hence (1− η)u ∈ H1(Q˚,Cd).
Using (31) and Leibnitz rule,
ω∞(ℓ)
4
≤ √cn · ω∞(ℓ) + Cnℓ
√
1
|Q|
ˆ
Q
|∇η|2 + Cnℓ
√
1
|Q|
ˆ
Q\F
|∇u|2
≤ Cn√cn · ω∞(ℓ) + Cnℓ
√
1
|Q|
ˆ
Q\F
|∇u|2,
where in the last inequality we used (32). If cn is appropriately small, we finally
obtain (30). The proof is concluded.
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4.3. Examples of potentials satisfying the hypotheses of Theorem 2. In
this subsection we explicitly describe a class of potentials that satisfy the conditions
of Theorem 2.
We begin by describing a partition (up to sets of measure zero)Q of Rn into cubes
whose sides become smaller and smaller when one moves away from the origin. Fix
two sequences of natural numbers {am}m≥1 and {bm}m≥1. Assume that am ≥ 2
and that {bm}m≥1 is increasing. Then Q := ∪m≥1Qm, where
Qm := {Q ∈ G1/(a1···am) : Q ⊆ Q(0, 2bm) \Q(0, 2bm−1)},
and b0 := 0. We are partitioning the cube Q(0, 2b1) using the cubes of the canonical
grid of step 1/a1 (and the factor 2 is needed to ensure that this is possible). Then
we are partitioning the region between Q(0, 2b1) and Q(0, 2b2) using the smaller
cubes of the canonical grid of step 1/(a1 · a2), and so on. The resulting family Q
satisfies the following property:
(⋆) if Q ∈ G1/(a1···am) and is not contained in Q(0, 2bm−1), then it is an essen-
tially (i.e., up to sets of measure 0) disjoint union of cubes of Q,
Now fix a finite family {Sj}Nj=1 of non trivial subspaces of Cd such that
∩Nj=1Sj = {0},
and a disjoint partition [0, 1]n = ∪Nj=1Aj into parts of strictly positive measure. Let
S0(x) := Sj for every x ∈ Aj . For every Q ∈ Q, we fix an affine transformation TQ
of Rn mapping Q onto [0, 1]n, and we define SQ(x) := S0 ◦ TQ(x) (x ∈ Q). We can
now build the mapping S : Rn → V(d) gluing together the various SQ’s as Q varies
in Q. Notice that S is almost everywhere defined (because the Q’s intersect on a
set of measure 0) and it is measurable.
We can finally define our potentials. Let γ ∈ L1loc(Rn, [0,+∞)) be such that
limx→∞ γ(x) = +∞. Let L(x) be the orthogonal in Cd to S(x) and define:
V (x)v := 0 ∀v ∈ S(x), V (x)v := γ(x)v ∀v ∈ L(x).
It is easy to check that L is measurable and that V ∈ L1loc(Rn, H≥0d ) satisfies
condition (i) of Theorem 2. Moreover, by our construction
(34) inf
m∈N
ω∞
(
1
a1 · · · am ,S
)
> 0,
which immediately implies condition (ii). To verify this, fix m and notice that,
by property (⋆) of Q, any given cube Q in the canonical grid of step 1/(a1 · · ·am)
which is far enough from the origin is the union of a finite collection {Qk} of cubes
in Q. Recalling the definition of S, we can write
Q = ∪Nj=1Aj(Q), where Aj(Q) := ∪kT−1Qk (Aj).
It is immediate to verify that S ≡ Sj on Aj(Q), and that dj = |Aj(Q)|/|Q| is
independent of the cube Q and of m. By part (ii) of Lemma 18, we conclude that
ω(Q,S) is bounded below by a constant that is independent of Q and m. Hence
(34) holds and the hypotheses of Theorem 2 are verified by V .
Choosing in particular Sj = span{ek : k 6= j} (j = 1 . . . , d), where {ek} is the
canonical basis of Cd, one can exhibit a potential V that has everywhere rank 1
and such that HV has discrete spectrum, showing that the reverse implication of
(3) does not hold in general.
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5. Non-negative polynomial 2× 2 potentials
5.1. Setting. The goal of this section is to prove Theorem 3. Let then V : Rn −→
H≥02 be a fixed non-negative 2 × 2 matrix-valued potential such that (V (x)u, u) is
a real polynomial for every u ∈ R2. We assume that HV has discrete spectrum,
and our task is to show that the scalar operator Hλ has discrete spectrum too.
Recall that λ(x) is the minimal eigenvalue of V (x). We call the maximal eigen-
value µ(x), the trace tr(x) = λ(x) + µ(x) and the determinant det(x) = λ(x)µ(x).
Notice that tr(x) and det(x) are polynomials, while λ(x) and µ(x) typically are not
polynomials.
To prove the discreteness of the spectrum of Hλ we resort to the characterization
of [MS05].
Theorem 12. Let W ∈ L1loc(Rn) be scalar and non-negative.
Assume that there exists γ > 0 such that
(35) lim
x→∞
inf
F∈Nγ(Q(x,ℓ))
ˆ
Q(x,ℓ)\F
W (y)dy = +∞ ∀ℓ > 0,
where Nγ(Q) is the set of γ-negligible subsets of Q, i.e., compact subsets F of Q
such that Cap(F ) ≤ γCap(Q). Then HW has discrete spectrum.
Viceversa, if HW has discrete spectrum, then (35) holds for any γ < 1.
Here the capacity of a subset of Q is defined by formulas (27), (28), and the
comments following them. In particular, if n = 2, it is the capacity relative to
Q(x, 2ℓ), while if n = 1, for every γ < 1, Nγ(Q) = {∅} and the characterization is
simply in terms of the integral
´
Q(x,ℓ)W (y)dy.
We can now start the proof of Theorem 3.
By Proposition 4, for every ε > 0 we can fix R(ε) < +∞ such that
(36)
ˆ
|y|≥R(ε)
|ψ|2 ≤ ε · EV (ψ) ∀ψ ∈ EV .
We are going to prove the following.
Proposition 13. There exist γ, c1, c2 > 0 depending only on V , such that if ℓ > 0,
ε ≤ c1ℓ2, Q(x, ℓ) ⊆ {|y| ≥ R(ε)} and F ∈ Nγ(Q(x, ℓ)), then
1
ℓn
ˆ
Q(x,ℓ)\F
λ(y)dy ≥ c2ε−1.
Proposition 13 entails that λ verifies condition (35) of Theorem 12, and hence it
allows to conclude that Hλ has discrete spectrum. We prove it by testing (36) on
appropriate test functions. To define them, we exploit a dichotomy to which the
next subsection is dedicated.
5.2. Good and bad cubes.
Lemma 14. There is a constant c > 0 depending only on n and the degree of
tr(x) and det(x) such that for every cube Q there is a smaller cube Q′ ⊆ Q of side
ℓQ′ = cℓQ such that λ(x) < µ(x) for every x ∈ Q′ and:
(i) either 18µ(x) ≤ λ(x) for every x ∈ Q′,
(ii) or 2λ(x) ≤ µ(x) for every x ∈ Q′ and supx∈Q′ µ(x) ≤ 4 infx∈Q′ µ(x).
If the first condition above holds we say that Q is a good cube, otherwise we
say that Q is a bad cube. The further condition imposed on bad cubes is somehow
technical and allows to assume µ approximately constant.
17
To prove Lemma 14, we need an elementary lemma expressing the fact that the
zero-set of a real-valued polynomial of bounded degree cannot be too dense in a
given cube.
Lemma 15. For every n,D ∈ N, there exists c > 0 such that the following holds:
if p is a non-zero real-valued polynomial in n variables of degree ≤ D and Q ⊆ Rn
is a cube, there is a smaller cube Q′ ⊆ Q of side ℓQ′ = cℓQ that does not intersect
the zero set Z(p) of p.
Proof. We argue by contradiction. Appropriately translating, rotating and rescal-
ing one may find a sequence {pk}k∈N of non-zero polynomials in n variables of
degree ≤ D such that Z(pk) intersects any dyadic cube of side 2−k contained in
the unit cube [0, 1]n. Multiplying by a constant the pk’s, we can also assume that
||pk||L∞([0,1]n) = 1.
Since a space of polynomials of bounded degree is finite-dimensional, there is a
subsequence {pkm}m∈N converging uniformly on [0, 1]n to a non-zero polynomial q.
If x ∈ [0, 1]n, there is a sequence xm ∈ [0, 1]n such that xm → x and pkm(xm) = 0.
Then
|q(x)| ≤ |q(x)− q(xm)|+ |q(xm)− pkm(xm)| ≤ |q(x)− q(xm)|+ ||q− pkm ||L∞([0,1]n).
Letting m tend to +∞, we get a contradiction. 
Proof of Lemma 14. Consider the polynomial
p(x) :=
(
tr(x)2
8
− det(x)
)
·
(
tr(x)2
4
− det(x)
)
.
Given a cube Q, Lemma 15 gives Q′ with side ℓQ′ = cℓQ such that p(x) 6= 0 on
Q′. Notice that c depends only on n and the degrees of tr(x) and det(x). Since
det(x) ≤ 14 tr(x)2, 14 tr(x)2 − det(x) > 0 on Q′, which implies λ(x) < µ(x). For the
first term of p(x) there are two options: either tr(x)
2
8 < det(x) or det(x) <
tr(x)2
8
(∀x ∈ Q′). In the first case,
µ(x)
8
≤ tr(x)
8
<
det(x)
tr(x)
≤ λ(x) ∀x ∈ Q′.
In the second case
2λ(x) ≤ 4det(x)
tr(x)
<
tr(x)
2
≤ µ(x) ∀x ∈ Q′.
In the latter case we pass to an even smaller cube where µ is approximately constant.
This can be done observing that tr(x)2 ≤ µ(x) ≤ tr(x) and using the fact that if q
is a non-negative polynomial in n variables of degree D and Q is a cube, there is a
smaller cube Q′ ⊆ Q of side cn,DℓQ such that supQ′ q ≤ 2 infQ′ q. This is well-known
(see, e.g., page 146 of [Fef83]) and can be proved by a compactness-contradiction
argument analogous to the proof of Lemma 15. 
5.3. Proof of Proposition 13. Let Q(x, ℓ) be as in Proposition 13. Lemma 14
gives us a smaller cube Q(y, s) such that s = cℓ, with c depending only on n and
the degrees of tr(x) and det(x). Modifying by an inessential factor the value of c,
we can also assume that Q(y, 2s) ⊆ Q(x, ℓ). For the moment we do not distinguish
between good and bad cubes, and we follow the argument in Section 3 of [MS05].
Fix F ∈ Nγ(Q(x, ℓ)), where γ is to be fixed later. Let F ′ be a compact set such
that:
(a) F ′ is the closure of an open set with smooth boundary,
(b) F ∩Q(y, s) ⊆ F ′ ⊆ Q(y, 32s),
(c) Cap(F ′) ≤ 2Cap(F ∩Q(y, s)) ≤ 2Cap(F ).
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In fact, the outer regularity of capacity gives an open set Ω ⊇ F ∩Q(y, s) such that
Ω satisfies conditions (2) and (3), and any F ′ that is the closure of a smooth open
set and lies between F ∩ Q(y, s) and Ω will do. If n = 1, this discussion becomes
trivial and F ′ = ∅. If n ≥ 2, there exists A < +∞ depending only on c (and hence
on V ) such that
(37) Cap(F ′) ≤ 2Cap(F ) ≤ 2γCap(Q(x, ℓ)) ≤ 2γACap(Q(y, s)),
by the monotonicity of capacity and its behavior under scaling. We can now fix γ
in such a way that
(38) 2γA < 1.
If n ≥ 2, we denote by P the equilibrium potential of F ′, i.e., the function satisfying
(a) P ∈ C(Rn, [0, 1]),
(b) P ≡ 1 on F ′,
(c) limy→∞ P (y) = 0 (if n ≥ 3) or P (y) ≡ 0 for every y /∈ Q(x, 2ℓ) (if n = 2),
(d) ∆P = 0 on Rn \ F ′ (if n ≥ 3) or on Q(x, 2ℓ) \ F ′ (if n = 2),
(e)
´
Rn
|∇P |2 = Cap(F ′).
The existence of P is a classical fact of potential theory (see [Wer81]). If n = 1,
put P ≡ 0 in what follows. We now state as a lemma a useful property of P .
Lemma 16.
´
Q(y,s)
(1 − P )2 ≥ cn(cℓ)n.
Proof. If n ≥ 3, Lemma 3.1 of [KMS09], or inequality 3.11 of [MS05], asserts that if
Q is a cube, E ⊆ 32Q is the closure of a smooth open set such that Cap(E) < Cap(Q)
and PE is the equilibrium potential of E, then
(39) cn
(
1− Cap(E)
Cap(Q)
)2
≤ σCap(E)
Cap(Q)
+
σ−1
|Q|
ˆ
Q
(1 − PE)2 ∀σ > 0.
The thesis follows applying this to E = F ′ and Q = Q(y, s), recalling (38) and
choosing σ small enough (depending on n).
The case n = 1 is trivial, while the case n = 2 can be derived using the argument
above with a minor observation: in (39) Cap(E) is the capacity relative to 2Q, while
here we are considering F ′ = E and we want Cap(F ′) to denote capacity relative
to Q(x, 2ℓ). This is not a problem, because the two quantities are easily seen to
be comparable up to a constant depending on c and hence, taking γ small and
recalling (37) and (38), we conclude. 
Let ηδ ∈ C∞c (Rn, [0, 1]) be a scalar test function equal to 1 on Q(y, (1 − δ)s),
equal to 0 outside of Q(y, s), and such that |∇ηδ| ≤ Cn(δs)−1 = Cn(δcℓ)−1.
We now analyze separately good and bad cubes.
If Q(x, ℓ) is good, we define ψ := ηδ(1 − P )e1, where e1 = (1, 0) (but any other
unit norm vector of C2 would do). Notice that ψ ∈ EV . An integration by parts
and the harmonicity of P outside F ′ yieldˆ
Rn
|∇ψ|2 =
ˆ
Rn
|∇ηδ|2(1− P )2 +
ˆ
Rn
η2δ |∇P |2 −
ˆ
Rn
∇(η2δ ) · (1− P )∇P
=
ˆ
Rn
|∇ηδ|2(1− P )2 ≤ Cn(δcℓ)−2
ˆ
Q(y,s)
(1 − P )2 ≤ Cnδ−2(cℓ)n−2,
where the first inequality follows from the properties of ηδ, while the second follows
from the fact that 0 ≤ P ≤ 1. Since Q(x, ℓ) ⊆ {|y| ≥ R(ε)}, we test (36) on ψ,
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using the bound above. The result is:ˆ
Rn
η2δ (1− P )2 ≤ ε
(
Cnδ
−2(cℓ)n−2 +
ˆ
Rn
η2δ (1 − P )2(V e1, e1)
)
≤ ε
(
Cnδ
−2(cℓ)n−2 + 8
ˆ
Q(y,s)\F ′
λ
)
,
where in the second line we used the fact that P ≡ 1 on F ′ and the estimate
(V e1, e1) ≤ µ ≤ 8λ, which holds on Q(y, s) because Q(x, ℓ) is good. Since F ′ ⊇
F ∩Q(y, s), we have
(40)
ˆ
Rn
η2δ (1− P )2 ≤ ε
(
Cnδ
−2(cℓ)n−2 + 8
ˆ
Q(x,ℓ)\F
λ
)
Observing that |Q(y, s) \ Q(y, (1 − δ)s)| ≤ Cnδsn = Cnδ(cℓ)n and ηδ ≡ 1 on
Q(y, (1− δ)s) we can boundˆ
Q(y,s)
(1− P )2 ≤
ˆ
Rn
η2δ (1− P )2 + Cnδ(cℓ)n.
By Lemma 16 we can choose δ = δn small enough and obtain
(41) cn(cℓ)
n ≤
ˆ
Rn
η2δn(1− P )2.
Putting (40) (for δ = δn) and (41) together, we find
cn(cℓ)
n ≤ ε
(
Cn(cℓ)
n−2 + 8
ˆ
Q(x,ℓ)\F
λ
)
.
It is now clear that there exist c1, c2 > 0 depending only on V such that if ε ≤ c1ℓ2,
then 1ℓn
´
Q(x,ℓ)\F
λ ≥ c2ε−1, as we wanted.
Notice that this argument is a modification of Maz’ya-Shubin necessity argument
(see Section 3. of [MS05]). We now move to the bad cubes, which require more work.
If Q(x, ℓ) is bad the main difficulty is that (V e1, e1) is not bounded by λ on
Q(y, s). The natural idea is to test (36) on ψ := ηδ(1−P )v, where v : Q(y, s)→ R2
is smooth and satisfies V v ≡ λv and |v| = 1 everywhere. It is possible to define
such a smooth selection of eigenvectors because the cube is simply-connected and
λ < µ on Q(y, s), i.e., there are no eigenvalue crossings (by Lemma 14). Notice
that λ is smooth on Q(y, s) for the same reason.
Observe thatˆ
Rn
|∇ψ|2 ≤ 2
ˆ
Rn
|∇(ηδ(1 − P ))|2 + 2
ˆ
Rn
η2δ (1 − P )2|∇v|2
≤ Cnδ−2(cℓ)n−2 + 2
ˆ
Q(y,s)
|∇v|2,
where the last bound is proved exactly as for good cubes. We claim that
(42)
ˆ
Q(y,s)
|∇v|2 ≤ Cℓn−2,
where C is a constant depending on V , but independent of all the other parameters.
The reader may easily check that the argument given for good cubes may then be
carried out word by word to prove Proposition 13 also for bad cubes. To prove the
claim (42), we need an elementary inequality.
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Lemma 17. There is a constant C1 depending only on V such that for every cube
Q ˆ
Q
||∂jV ||2op ≤ C1ℓ−2Q
ˆ
Q
||V ||2op ∀j = 1, . . . , n.
Proof. The set Xn,d,D of functions W : Rn → Hd whose matrix elements are
polynomials of degree ≤ D is a finite-dimensional vector space and ∂j is a linear
operator on Xn,d,D. Since
√´
Q(0,1)
||W ||2op is a norm on Xn,d,D, we have the boundˆ
Q(0,1)
||∂jW ||2op ≤ C1
ˆ
Q(0,1)
||W ||2op ∀W ∈ Xn,d,D.
The application of this inequality to V , after rescaling, rotating and translating,
gives the thesis. 
Let us differentiate the identity V v = λv. Notice that V , v and λ are real-valued
and that all the computations are on Q(y, s). We obtain
(43) (∂jV )v + V (∂jv) = (∂jλ)v + λ(∂jv).
Since |v| = 1, ∂jv is pointwise orthogonal to v. Taking the real scalar product of
both sides of (43) with ∂jv, we obtain
((∂jV )v, ∂jv) + (V (∂jv), ∂jv) = λ|∂jv|2.
Since ∂jv and v are orthogonal vectors in R2, ∂jv must be an eigenvector of eigen-
value µ at every point of Q(y, s). Hence (V (∂jv), ∂jv) = µ|∂jv|2 and
(µ− λ)|∂jv|2 = −(∂jV v, ∂jv) ≤ ||∂jV ||op|∂jv|.
Since µ ≥ 2λ and 4µ ≥ ||µ||L∞(Q(y,s)) on Q(y, s), this implies
||µ||L∞(Q(y,s))|∂jv| ≤ 8||∂jV ||op.
Squaring and integrating on Q(y, s) this pointwise inequality, and applying Lemma
17, we find
||µ||2L∞(Q(y,s))
ˆ
Q(y,s)
|∂jv|2 ≤ 64
ˆ
Q(y,s)
||∂jV ||2op
≤ 64C1(cℓ)−2
ˆ
Q(y,s)
||V ||2op ≤ 64C1(cℓ)n−2||µ||2L∞(Q(y,s)),
where we used the fact that ||V ||op = µ. Simplifying and summing over j, we get
(42) and hence Theorem 3.
6. A natural extension of the Maz’ya-Shubin condition
is not sufficient when d ≥ 2
Our discussion until this point leaves open the possibility that a natural extension
of Maz’ya-Shubin’s result may hold for matrix-valued potentials. In particular,
the statements of Theorem 6 and Theorem 12 may suggest the conjecture that a
necessary and sufficient condition for discreteness of the spectrum of HV may be
the validity of
(44) lim
x→∞
inf
F∈Nγ(Q(x,ℓ))
λ
(ˆ
Q(x,ℓ)\F
V (y)dy
)
= +∞ ∀ℓ > 0,
for some, and hence every, γ ∈ (0, 1).
This condition is indeed necessary. This can be seen adapting the necessity
argument of [MS05], in the same spirit of our proof of the implication (i)⇒(ii) of
Theorem 6. More precisely, one can take the argument of page 931 of [MS05] and
replace the scalar test function χδ(1 − PF ) with the vector-valued test function
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χδ(1 − PF )v, where v ∈ Cd has norm 1 and is otherwise arbitrary. Carrying out
their computations and minimizing in v at the end as in the aforementioned proof
of Theorem 6, one sees that if the vector-valued operatorHV has discrete spectrum,
then V satisfies condition (44).
Nevertheless, the converse does not hold. In Section 3 we have seen that for
every n ≥ 1 and d ≥ 2, there is a non-negative d × d polynomial potential Wn,d
on Rn such that HWn,d has not discrete spectrum, Wn,d satisfies condition (7), and
limx→∞ λ
(´
Q(x,ℓ)Wn,d
)
= +∞ for every ℓ > 0. We are going to show that such a
potential Wn,d satisfies (44) for γ small enough.
Assume that n ≥ 3. If F ∈ Nγ(Q(x, ℓ)), we can use the comparison between
Lebesgue measure and capacity
|F | ≤ CnCap(F ) nn−2 ,
and the fact that Cap(Q(x, ℓ)) = ℓn−2Cap(Q(0, 1)), to conclude that
|F | ≤ Cnγ nn−2 |Q(x, ℓ)|.
If γ is small, condition (7) implies that
´
Q(x,ℓ)\F Wn,d ≥ β
´
Q(x,ℓ)Wn,d for some
β > 0 depending on Wn,d, and hence
lim
x→∞
inf
F∈Nγ (Q(x,ℓ))
λ
(ˆ
Q(x,ℓ)\F
U
)
≥ β · lim
x→∞
λ
(ˆ
Q(x,ℓ)
U
)
= +∞,
as we wanted. We omit the elementary observations needed to cover also the cases
n = 1 and n = 2.
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