ABSTRACT Several deep learning techniques have been intensively reviewed for captioning tasks, enabling the possibility of textual understanding, and description of both simple and complex images. In advancing this knowledge, this paper proposes a multimodal end-to-end siamese difference captioning model (SDCM) to automatically generate a natural language description of differences in an image pair. The proposed supervised learning model combines several deep learning techniques in exploring the practicability of capturing, aligning, and computing the disparities between two image features, for the purpose of creating corresponding language model probability distribution. First, a deep siamese convolutional neural network is used to extract the feature vector discrepancies of an image pair, and then an attention mechanism enables the detection of salient regions of the feature vector which effectively allows a bidirectional long short-term memory decoder to generate a matching and semantically associated textual sequence. The evaluation of the model is tested on the spot-the-diff baseline dataset which consists of pairs of images and their equivalent captions. The results indicate that our proposed model demonstrates a highly competitive performance in comparison to the state of the art.
I. INTRODUCTION
Recently, significant and increasing improvement has been accomplished in the field of computer vision, natural language processing and machine learning in general. Evidently, the advancement of the Convolutional Neural Network (CNN) has become a powerful tool in intuitive image understanding, pattern recognition and feature map capturing [1] . Imitating the primary visual cortex, the CNN architecture effectively extracts contextual insights through learnable parameters over convolutions [2] . Likewise, the ability of Recurrent Neural Networks (RNN) to learn long term dependencies from sequential data such as signal and text has brought about an increase in efficiency and impressive
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contributions in tasks such as sentiment analysis, Named Entity Recognition (NER) and machine translation [3] . Consequently, both CNN and RNN have been combined to generate meaningful language description in images, known as image captioning. This basically involves the integration of computer vision and natural language processing. Though daunting, image captioning has received numerous attentions lately, partly favored by an increased volume of datasets and advances in the application of algorithms.
Commonly, image captioning models consists of an encoder-decoder architecture where the encoder is a stacked layer of CNNs. The encoder obtains the input image feature and outputs it as a vector representation. Transfer learning using a pre-trained model is used in our work to reduce the computational cost by leveraging on patterns that have been learned before. In our case, we use the Inception V3 model VOLUME 7, 2019 This which has been trained on the ImageNet dataset. The decoder, in turn, is majorly an RNN which maps captions to its corresponding images [4] . Similarly, in our end-to-end tell the difference task, we tackle the task of finding the differences between image pair and transcribing it. Unlike image captioning which has been well researched, automatically generating captions for image differences is yet an unmined area. Relatively, we propose an end-to-end deep learning supervised model which aims to output a textual description of differences in an image pair. Given two different images and a caption of their differences, the model computationally learns the disparity between the images and map it to its label. Different from previous works, our novel method ensures an end-to-end training process that does not involve a pixel-difference mask or a latent alignment variable which is first computed before model learning.
In ensuring a strict end-to-end model, our approach combines architectures from the Siamese network [5] , deep convolutional and recurrent neural network, word embeddings [6] , beam search [7] and attention model [8] . Our motivation is in deriving the vector representation of images, then finding the differences of images through these vectors and mapping them to captions rather than first focusing on localization [9] . This eliminates excessive computation, yet achieving higher accuracy alongside efficiency. The encoder consists of a Siamese CNN network that generates vectors of input images, from which their differences are determined as envisioned in several image recognition tasks [10] . Also, the captions are adequately processed and transformed into vector representation by means of embedding lookup. These vectors are then fed into the decoder which is later merged with the encoder to align both the feature representations and language model, in learning accurate generative descriptive network. Correspondingly, our contributions are as follow: The organization of this paper is as follows: Section 2 visits the summary of image captioning backbones while Section 3 gives a detailed description of our model. Section 4 highlights the model's experimental implementation and Section 5 discusses the summary of the paper under the conclusion.
II. RELATED WORK

A. IMAGE ANNOTATIONS
The task of annotating image contents has been widely studied, beginning with the basic classification of simple objects in an image [11] to extracting several regions and mapping each feature to its annotated coordinates [12] . Sequentially, a deep convolutional neural network was extended and utilized in solving more complex task such as super-pixels level semantic segmentation image labeling [13] . Furthermore, the fully convolutional network was developed using skip connections and transfer of indices to accomplish spatial enlargement [14] . An attention mechanism was incorporated in combining Region Proposal Network with Fast R-CNN for achieving localization and detection [15] . Predicting the distribution of words with high posterior probability to image regions is also an excelling approach [16] . A kernelized correlation analysis which joins text adjectival context with objects features has equally been successful in both segmentation and annotation [17] , wireless sensors [18] , equating co-occurrence of objects, and its semantic distance in connotation space [19] .
B. IMAGE DISPARITY
Support Vector Regressor (SVR) was trained using Fiducial point detectors to align faces to point configurations received from an image descriptor. This 3D modeling requires similarity matrix to transform images and predict the point outlines [20] . Accordingly, a more direct technique derives the embedding vector of images via a deep convolutional neural network. The dissimilarity between such embedding vectors can then be computed via their distance in Euclidean space [21] . The combination of Siamese network and Unet's encoder-decoder network uses multiple object proposals in removing an image's background and generating candidate object heat maps and localization [22] . Given both positive and negative samples, image similarity is also captured by minimizing positive samples using multi-scale Siamese network and maximizing negative pairs [23] .
C. GENERATING CAPTIONS
Like most machine translation models, the RNN sequenceto-sequence network generate vector representations given an input sequence. The encoder model is enrolled through time, setting the parameters for the decoder model. At every time step, and given a starting word, the next word in the sequence is predicted based on probability distribution of previous inputs [24] . Consequently, beam search was introduced to represent better sentence generation by combining several possible words, hence attaining a number of possible outputs which increases efficiency [25] . The advantages of word embeddings has been exploited to transform words into low dimensional representations which comprises inter-word semantic understanding [26] . Recently, this has also been used in cloud based health record systems [27] . Log bilinear model using a fixed window context was investigated to generate sentence decryption in images by conditioning the RNN to a probability distribution over all the initially generated words [28] .
D. MULTIMODAL LEARNING
An alignment model consisting of both CNN and RNN learns from inferred latent alignments of feature maps. The feature maps are derived from the CNN encoder by transforming images into a fixed vector length of embedding which is fed as input to the initial hidden state of a recurrent network [29] . Alongside, the RNN takes as input an encoded fixed dimensional vector of the corresponding image captions, where the fusion of the two results in a fully trainable network [30] . Conjointly, captioning performance in deep learning is improved by proposing stochastic hard attention and deterministic soft attention. The attention modules systematically help to focus on salient regions of an image in generating insightful contextual description [31] . Likewise, an attention approach similar to the human visual process provides support for aligning image objects to specific words in the caption [32] , as well as learning the semantic correlation of images and such texts [33] . Sentence re-ranking was achieved by implementing two independent CNN models, where one CNN extracts image features and the other extracts natural language sentences whose cosine similarities are then minimized [34] .
III. MODEL
Here, we epitomize our proposed Siamese Difference Captioning Model (SDCM) which compounds a deep CNN Siamese model as the encoder and a biLSTM network as the decoder.
A. SIAMESE ENCODER
Our encoder model utilizes a Siamese network consisting of two identical CNNs having the same parameters. The two CNNs are identical in that, they both share the same weight, bias, and all other hyperparameters. Each of an image pair is processed separately by one of the CNNs. Basically, the CNNs each receive one of two input image pair and transforms it into an embedding of feature vectors. In our work, we used the InceptionV3 42-layer CNN architecture without the last dense layer and softmax layer, such that its output is a 3-dimensional shape of 8 * 8 * 2048, given an input image size of 299 * 299 * 3. In implementing an attention module; soft attention, a 3-Dimensional output is more suitable so that each grid of feature represents a particular area of interest. Thus, the attention module is able to can map the probability distribution of the salient regions of the input image to the language model.
Aftermath, a constrastive function computes the dissimilarities between both pair of 8 * 8 * 2048 feature vectors, then a single convolution layer of 3 * 3 filter size with padding learns the dissimilarities to output a corresponding single 8 * 8 * 2048 feature vector. This represents the differences in both input image pairs. Unlike other CNN architectures where more convolution layers are naively stacked for higher performance, inevitably increasing computational complexity, Inception network increases both accuracy and speed by incorporating factorization convolutions and varying filter sizes to capture both global and local features of an image simultaneously. Besides, label smoothing was applied to combat overfitting and two auxiliary classifiers are as well introduced in InceptionV3 to compute auxiliary loss during training, preventing the inner layers of the network from dying out. The encoder maps the input images into a vector representation where images with similar features are seemingly close in embedding space, hence, functions such as similarity or dissimilarity are easily achieved through their distance apart [22] .
B. CONTRASTIVE FUNCTION
Automatically, distance metrics such as L1, L2, and Euclidean approximates the relationship between Siamese output vectors for learning the feature and invariance similarity proximately [5] . The distance indicates the neighborhood interrelationship between the pixels in the pair of input images in an embedded representation. Here, the weighted VOLUME 7, 2019 FIGURE 2. Examples of image pairs and their caption labels in the Spot-the-diff dataset.
L1 distance is used to obtain feature differences between the resulting feature vectors of the input images. The last convolution layer of the InceptionV3 network is selected because of its 3-dimensional shape instead of the popularly used dense layer output having 2-dimension. This is done to accommodate the attention model. The L1 distance d provides the sum of the absolute differences between the two feature vectors f 1 and f 2 obtained from each of the Siamese CNN encoder, and is defined as:
where α i represents trainable parameters. The output of the distance function, therefore, represent differences in the input images and is fed to a 3 * 3 filter size layer of convolution. This last layer of convolution after the distance function layer is trained and the output is concatenated with the decoder, while the decoder takes as input corresponding image captions and an attention function. The model's parameters are trained with cross-entropy loss and backpropagation to minimize the error.
C. DECODER
In integrating the relationship between the images and captions, first, the captions must be represented as a vector. The vocabulary of all unique words are obtained from the captions, then words appearing at least five times are mapped to a 300-Dimensional vector using the Glove Embeddings. This ensures the predictive model is robust to outliers and contains a semantic relationship between the words, where semantically similar words are in proximity in the embedding space. Precisely, since there are 2246 unique words in the caption dataset and only 1000 words appearing at least five times, the embedding layer outputs a 1000 * 300 sized matrix. This is then fed as input into the RNN model. With the longest caption having a length of 54 words, accordingly, each caption would have a sequence of 54 * 300 vector representation with necessary padding when the sequence is less than 54. The bidirectional Long Short-Term Memory (LSTM) RNN receives two inputs for each cycle of computation, the first is the 54 * 300 matrix from the embedding layer, and the second is an attention probability distribution. Since attention preserves the alignment of salient regions of an image concerning the texts, the attention module iteratively computes an attention weight for each grid of the encoder feature vector. Thus, the attention weight adequately signifies the relevance of such annotated vector or grid in generating the subsequent word sequence by the decoder [35] .
Recurrent neural networks are designed in cycles in such a way that a particular output is dependent on the previous computations, making it deep in temporal dimension and very useful for sequential data such as text. Given a previous hidden state h j−1 and previous word w j−1 at time step j, as well as a context vector Z j which denotes the image's salient region, the LSTM tries to predict the next word in the sequence expressed by a hidden state h j which is updated by the input I , forget f and output o gates as:
where matrices W , Z , and U are learnable LSTM parameters, b is the bias term and c is the cell state vector. E is the embedding matrix, subscript j is the time step and σ is the logistic sigmoid non-linear activation.
D. ATTENTION
The attention function for computing the context vector Z j is represented as:
where at time step j, the scaler weighting σ ji of the annotation vector A i is denoted as follows:
With f att being represented as the multilayer perceptron network weighted on the previously hidden state h j−1 , then the newly computed weight σ ji is the probability of generated word at time step j being translated from image feature region i. Therefore, the next word sequence W j based on the probability distribution of context vector Z j , previous word w j−1 and hidden state h j is given as:
where L 0 , E, L h , and L z are learnable parameters. Effectively, the model is designed to learn salient parts of the images while generating the image's descriptive text. In the classical encoder-decoder architecture, the extracted image features from the encoder are passed alongside the language model from the decoder model for training. To improve upon this, attention is used to restrict focus to a certain region of the input image. Here, the soft attention [8] as described by Xu et al,. is designed such that, rather than feeding the image feature as the direct input to the LSTM decoder, the attention mechanism computes a weighted image feature region, hence, with increased focal consideration, more accurate prediction is made by disregarding irrelevant region. In essence, the attention module takes as input a context and a localized area of the image feature constituting its spatial information, allowing more processing on the more contextual and informative regions of the images. Regions of the extracted features relating to words in the predefined vocabulary are given weights which are used as prior to influence allocation of attention on the signaled region of the image. For context, at every cycle, each LSTM cell receives previous hidden state h t−1 , a word vector and the attention weighted image feature regions to calculate a new hidden state h t .
E. MODEL ARCHITECTURE
Our model is an end-to-end fusion of a Siamese encoder and biLSTM decoder. The inputs consists of two parts, an image VOLUME 7, 2019 vector representation, and its corresponding caption. The Siamese encoder outputs a vector representation of the input images. Using weighted L1 distance function, the dissimilarities between both branches of the Siamese subnetworks are generated, then further learned with a single layer of convolution. Also, the decoder generates a vector representation of the captions which are computed based on the integration of salient parts of the image features in the form of weighted attention and their equivalent captions.
Essentially, the output feature vector of the encoder represents the differences between the Siamese network's input images while the RNN sequentially process the caption embeddings alongside the attention weighted encoder feature. This is done to recursively output both word probability distribution and an attention weighted grid probability distribution at a time step. The general structure of the model is highlighted in the following steps:
(1) Preprocess caption labels. 
IV. EXPERIMENTAL SETTINGS
Experimental results and analysis of our model is compared to other state-of-the-art approaches.
A. DATASET
We evaluate our model on the Spot-the-diff baseline dataset [9] which contains 13,192 pairs of images which were extracted from the VIRAT surveillance video dataset [36] alongside their text annotations, adequately describing the differences between the image pairs. The dataset contains 13, 192 annotations with a vocabulary size of 2404. We split the dataset in 80:10:10 for training, test and validation set respectively.
B. TRAINING
The model consists of a Siamese encoder, biLSTM decoder, and an attention module. First, the image features are extracted by the subnetworks of the encoder. Each of the subnets processes an image independently to generate an 8 * 8 * 2048 feature vector each, then the outputs of both are computed with a contrastive function to obtain the differences in the features. This is fused with the language model of the LSTM to learn the mappings of the learned extracted features to the captions, conforming to our end-to-end learning aim. This is achieved by freezing the imported InceptionV3 model parameters, then we substituted it last two layers which are later finetuned using the pre-trained embeddings. Aftermath, a contrastive layer is built on the obtained feature vectors of the Siamese network. The resulting disparity representation vector is further fine-tuned with a single layer of CNN to generate the final output vector. Therefore, the last layer of the encoder is the convolution layer of filter size 3 * 3 added after the contrastive layer. The imported CNN models have been individually trained with gradient descent to minimize the cross-entropy loss with a batch size of 32 running 100 epochs on the ImageNet dataset. The training utilizes the RMSProp optimizer with 0.9 decay rate and 0.045 learning rate. Also, an exponential rate of 0.94 is used for the decay after every two epochs. The model has 42 layers including convolution, batch normalization, ReLu, pooling, dropout, grid size reduction, and auxiliary classifier layers. Similarly, the decoder is a bidirectional LSTM with 512 hidden state taking in a 300-Dimensional Glove embedding as input. The caption vocabulary is first converted to fixed-length vectors, then matrix factorization via embedding lookup is used to transfer semantic context from the pre-trained embedding into the caption vocabulary. The caption vocabulary contains 2246 unique words while the words appearing at least five times are 1000. The maximum sequence length of the model is 54 and the decoder runs an Adam optimizer with a mini-batch size of 8 and learning rate set to 0.001.
Unlike vanilla encoder-decoder concatenation in other captioning models, here an attention mechanism is added to the network to increase concentration on salient parts of the encoder's 8 * 8 * 2048 feature vector. The feature vector is mapped alongside the attention module to the decoder's word embedding matrix at every time step. In this case, the first hidden state of the LSTM rather than generate word distribution from the vocabulary, outputs a probability distribution over the different grids in the encoder feature vector. The obtained weighted sum of localization probability and a starting word are then fed as input in the next time step to obtain the next word in the sequence as well as a new localization probability, hence achieving attention concentration. This cycle is continued until the sequence length is reached, allowing the model to learn both spatial and temporal information from the input images and captions.
During testing, the trained model is used to infer the model's description compared to the dataset label. In doing this, beam search is implemented to expand on more possible sequence generation. Instead of greedily choosing a single sequence from the decoder output, the top 20-word probability distributions are reserved for each hidden unit, thereby increasing the total number of output sequence and the likelihood of an accurate and matching prediction to the target sequence.
C. EVALUATION METRIC
Since the main aim of captioning is to generate the textual description of images, evaluating the model prediction to the ground truth is measured using the following metrics; BLEU, METEOR, ROUGE and CIDEr.
BLEU (BiLingual Evaluation Understudy) which is probably the most widely used natural language processing metrics counts the matching n-grams in the model prediction and a reference sentence [37] . However, METEOR (Metric for Evaluation of Translation with Explicit Ordering) relates to the harmonic mean of unigram precision and recall. This is based on a weighted F-score computation and a penalty function that accounts for word order in a candidate sequence [38] . ROUGE (Recall-Oriented Understudy of Gisting Evaluation) meanwhile is based majorly on recall and is often used for summary evaluation as well [39] . It could be the overlap of 1-gram or bigrams between the predicted sequence or a reference sequence. Finally, CIDEr (Consensus-based Image Description Evaluation) measures the consensus between predicted and reference sequence [40] . It is similar to IDF (inverse document frequency) and uses cosine similarity to compute concurrence in two given sequences.
D. ABLATION STUDY
For the caption description, a comparison with previously designed models and variation in our architectural design has been considered in the following as baseline.
1) NN (NEAREST NEIGHBOR MATCHING) [9]
A random description from the training data point is selected and the sentence receives its latent alignment variable as it is fed into the neural network. It is different from Multi NN in that a random description is selected here rather than selecting the closest description from the training data point through the nearest neighbor function of the image's extracted features, leveraging the sklearns module [41].
2) CAPT (CAPTIONING MODEL) [9] No masking of the latent variable is done in this model and is quite similar to standard captioning design with concatenation of an encoder and decoder model to generate descriptive illustration of input images. However, soft attention is implemented to both image pairs.
3) CAPT-MASK (CAPTIONING MASKED MODEL) [9]
The model is an extension of the classical captioning design with the addition of a mask representing the latent variable cluster of the image pair differences. The cluster alongside the input images are fed to the network during training.
4) DDLA UNIFORM (DIFFERENCE DESCRIPTION WITH
LATENT ALIGNMENT UNIFORM) [9] This version consists of a fixed uniform prior such that each generated sentence is conditioned on a random latent alignment variable z, representing the masked cluster pixel difference obtained from the uniform distribution.
5) DDLA (DIFFERENCE DESCRIPTION WITH LATENT ALIGNMENT) [9]
The input image pair are compared at a pixel-wise level by computing their masked pixel differences through an L2 distance function. These pixel masks are segregated into clusters representing object-level differences in the input images. The clustered masks alongside the original images are fed as inputs into a neural network with a discrete latent variable to represent each of the masked clusters, generating description based on the identified latent alignment variable.
6) ATTENTION-LESS SDCM
The model is identical to the SDCM technique however without attention. This means the encoder feature vector is fed directly to the decoder to generate a word from the vocabulary distribution without location distribution. The model does not pay particular emphasis on the salient region of the image.
7) SDCM GREEDY SEARCH
As a beam search helps to explore the most suitable description from a possible set of candidates, based on a predefined number of probability selection, it maximizes the joint probability distribution of the prediction. Here we eliminate beam search for greedy search which chooses the highest probability distribution of the language model prediction only.
E. IMPLEMENTATION
The model consists of an encoder, decoder and an attention module which are entirely trained as an end-to-end network using Keras 2.2.4 and Tensorflow 2.0 on Intel Core (TM) i7-8700 CPU @3.20GHZ16GB RAM computer with NVIDIA GeForce GTX 1080 Ti graphics card. Beam search is implemented during testing and the model takes a total period of 6 hours during training.
F. RESULTS AND DISCUSSION
Performance evaluation of the baselines and SDCM are depicted in Table 2 using Bleu, Meteor, Cider and Rouge-L as metrics'. As evident, our proposed model outperforms all other state-of-the-art models in all the scores. SDCM consists of the encoder-decoder models alongside an attention module VOLUME 7, 2019 TABLE 2. Performance comparison of our SDCM and other state-of-the-art models on Spot-the-diff dataset. and beam search to generate a textual description of images, hence obtaining highest performance in all the metrics.
Specifically, SDCM performs better in comparison to the model without attention by 7.6%, 11.9% and 18.9% in the Bleu 1, 2 and 3 scores. Additionally it ranks higher in the Meteor and Cider metrics by 25% and 21%. Intuitively, the scores illustrate that attention gives a very precise and concise focus to the salient regions of the images, thus resulting in better captioning. The attention implementation of the SDCM provides an accurate description of complex scenes in an image because of the enhanced focus on the particular region of the image which portrays specific contextual understanding. Adequately, it sets the right relationship between the feature representation and the generation of a semantically aligned description based on the probability distribution of both the weighted encoder feature grid and the new word input.
Alongside, SDCM is much better compared to other models with attention because of its dynamically designed focal implementation. Unlike most applications of attention which applies the attention function to the output of a dense network layer, SDCM applies attention to a convolutional output having a shape of 8 × 8 × 2048. In essence, this 3-Dimensional output helps to demonstrate the feature vector as several grids representing different regions of the input images. Completely allowing the decoder to generate a distribution of salient regions of the feature as the attention module convolves the feature map. This exploitation of the attention to obtain region-level dependent context identified with the generated word enhances the performance of SDCM in all metrics.
In generating the predicted sentence, the decoder outputs a probability distribution of the next word in the sequence at every time step. Using the beam search technique with beam width B = 20, SDCM keeps a check of the top 20 words from the probability distribution at each time step. The combinations of these words ensure different possibilities of sentences which results in improved performance. This is well depicted in comparing the results of SDCM to the greedy search model. The greedy search model at every time step picks only the word with the highest probability distribution in the vocabulary at decoder output. This leaves the model with a single sequence generation based on previous words predicted to generate subsequent ones. In some cases, the words with the highest probability are often not the perfect distribution; elaborately, an improvement of 6.2%, 3.6%, 7.8% and 12.7% is noticed in SDCM compared to the greedy search model in the Bleu 1, 2, 3 and 4 metrics. Furthermore, SDCM also represents a better result of 2.9%, 4.4% and 2.6% in the Meteor, Cider and Rogue-L computation. Though the greedy search remains fast, it does not optimize the output sentences well enough, resulting in poorer description compared to beam generation.
In comparing our work to the Difference Description with Latent Alignment model [DDLA] [9] , the caption generated by our method effectively incorporated corresponding relevant words to the salient regions of the image as generated by the attention probability distribution. This we believe is the reason for improved performance. Essentially, the DDLA model does not consider attention over the entire region of the input image; the focus was restricted to the generated cluster pixel difference binary mask of the input image pair, as determined by an alignment variable.
As displayed in Table 2 , our model shows an appreciable improvement to the baseline, this we attribute to (1) the ability of the convolutional neural network to extract features from images while maintaining invariance and preserving translations. (2) The capability of the language model to learn the mappings of the encoder features to the word vectors. (3) The strength of the constructive function to obtain the dissimilarities of the feature vectors, and, (4) most importantly, the robustness of the attention model to recursively and attentively match corresponding localization differences to analogous word distribution in the vocabulary. In comparing all the results, it is noticed that attention-based models that provide the encoding of feature vectors, representing distinct subregions of the input image pair refine the decoder's ability to capture the right word distribution, resulting in an improved description generation. Fig. 1 shows the effectiveness of our SDCM method with sample image pairs and the model generated difference description. In comparison to Fig. 2 and Fig. 3 which represents the greedy search and attention-less models respectively, we can realize the difference in the textual description of images' content. As depicted in Fig. 5a , the greedy search model chose ''the'' as the first word based on the highest probability distribution. This could be attributed to the frequent use of the word and therefore shows some flaws in the greedy search method. As well, because of lack of attention, the attention-less model as displayed in Fig. 5b could not correlate the textual description and localization perfectly. Situations like this further emphasize or demonstrate the dynamic ability of the attention model.
1) QUALITATIVE RESULTS
The SDCM as depicted in Fig. 5 can recognize accurate feature differences as detected by the convulsive attention model. This is further indicated in Fig. 5d where the model attends to the salient region of the image by generating the words ''white car''. Essentially, the SDCM shows significant advantages in exploiting the salient region of an image as well as the region's content. By combining the image's salient region information to the decoder's input, alongside the previous word, the decoder correlates the two inputs at every time step to generate another probability pair of location distribution and word distribution. This gives a better understanding of the model in form of intuitive guidance to focus on detailed differences of the images, and avoiding unnecessary interference and noisy computation.
V. CONCLUSION
In this paper, we propose an end-to-end encoder-decoder model that uses a deep neural network to accomplish the task of generating a natural language description of differences in an image pair. Categorically, the encoder utilizes a Siamese network consisting of identical deep CNN architecture to obtain the discrepancies of two input images as a feature vector. Next, soft attention is employed to regionally compute the important section of the feature vector corresponding to certain words in the caption vocabulary. Also, a bidirectional LSTM is applied to recurrently generate the right words appropriate to the previous words and salient parts of the input VOLUME 7, 2019 feature vector. The proposed Siamese Difference Captioning Model (SDCM) accomplishes competitive performance on the Spot-The-Diff baseline dataset, producing succinct, concise, meaningful and readable textual interpretation with a commendable result on the dataset at 0.371 for Bleu1, 0.127 for Meteor, 0.363 for Cider and 0.297 for Rougue-L respectively.
In the future, we would like to investigate the effect of subsampling in the convolutional neural network and the possibility of autoencoder's dimensionality reduction technique in obtaining more accurate feature vector from the contrastive function. 
