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Abstract 
Fractional calculus of variation plays an important role to formulate the non-conservative 
physical problems. In this paper we use semi-inverse method and fractional variational principle 
to formulate the fractional order generalized Korteweg-deVries (KdV) equation with Jumarie 
type fractional derivative and proposed a new method to solve the non-linear fractional 
differential equation named as /D G G expansion method. Using this method we obtained the 
solutions of fractional order generalized KdV. The obtained solutions are more general compare 
to other method and the solutions are expressed in terms of the generalized hyperbolic, 
trigonometric functions and rational functions.     
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1.0  Introduction 
Since the last decade the researchers of different fields of science (like in biology [4-5], physics 
[6-10], chaotic dynamics [11] control theory [12-14], material science [15], and in the physical 
systems that exhibit memory [1-3]); are using the fractional differential models. There is no 
suitable method using which one can easily establish the equations of motions of the problems in 
terms of the fractional differential equations, like we have for classical calculus case.  Use of 
‘fractional variational principle’ is almost logical method to establish the equation of motion of 
the system in terms of the fractional derivative. To formulate those problems, related to 
fractional dynamics first find the Lagrangian of the system, using the classical differential 
equations, or using semi-inverse method [16-18]. Then replace the classical order derivative by 
the fractional order derivative to from fractional Lagrangian of the system. Then fractional order 
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variational principle method is used to establish the fractional order differential equations [19-
21]. He’s semi-inverse principle is the most easy method to construct the Lagrangian of the 
system from the given equation of motion [16-18].  
 
The fractional calculus of variational problems was initially studied by different authors using 
Riemann-Liouville (RL) fractional derivative [22-24]. Malinowska et al [25] developed the 
fractional Euler-Lagrange’s (EL) equations using the Caputo type fractional derivative. Since the 
Leibnitz rule is not valid for the fractional derivative of RL and Caputo types therefore there 
were some limitations in those formulations. In those cases both left and right RL and Caputo 
derivative is taken into consideration to represent the fractional EL equation. Jumarie [26] 
established the fractional EL equation in terms of modified RL derivative and formulated the 
fractional order Lagrangian and Hamiltonian; as in conjugation with classical calculus. 
  
The equation of motion of non-conservative systems cannot be determined using the energy 
based approach [24, 25]. On the other hand Bauer [27] proved that it is impossible to use 
variational principle to derive a single linear dissipative equation of motion with constant 
coefficients. Thus the techniques of Lagrangian and Hamiltonian mechanics which are derived 
using variational principle are not valid. The derivative used in Bauer’s theorem is classical 
(integer) order and thus the method fails. To overcome this problem Riewe [22-23] constructed 
Lagrangian using the non-integer order fractional derivative. Almost every process in nature is 
non-conservative; including the quantum processes [22] that can be expressed in terms of the 
non-integer order fractional derivative-or via use of fractional differential equations.  
 
Due to the non-local nature of fractional calculus [19] the researchers of plasma physics gave 
attention to study electro-acoustic solitary waves (soliton) in plasma system with two different 
electron temperatures and with stationary ion, trapped electrons. Using the fractional differential 
models authors [9, 28-29] found the amplitude of soliton solution depends on the order of 
fractional order derivative.  
 
On the other hand not only formulation of fractional differential equations have becomes an 
important mathematical-physics problem another current research is the solution of fractional 
differential equations (FDE). The FDE are the fractional generalization of the ordinary and 
partial differential equations. In past decades both mathematician and physicist made many 
contributions to solve the non-linear partial differential equations. Some of those methods are 
also valid for solving FDE only minor modifications are needed. Those methods are the 
Adomian Decomposition Method [12, 30, 31, 38], HPM [32-33], Differential Transform Method 
[34], Backlund transformation [35], Variational iteration method [36-37], and sub-equation 
methods [39]. The fractional sub equation method was proposed by Zhang et al [40] and is used 
by the authors [41-43] to find the exact analytical solutions of the non-linear fractional 
differential equations with modified RL derivative of Jumarie type [45].  
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Wang et al [44, 55] proposed /G G expansion method, is another important and effective 
method to find the travelling wave solution of non-linear partial differential equations, where the 
function G satisfies the linear differential equation 0G G G     . In this paper we 
proposed the new method i.e.   /D G G or ( ) /G G
 
expansion method to construct the exact 
analytical solution of the Jumarie type non-linear fractional differential equations. Here the 
function G satisfies the linear fractional differential equation that is following 
2 0D G D G G                                                       (1.1) 
where 2D D D D      is the Jumarie type differential operator. This method is new and not 
reported earlier anywhere. This new method is most effective to find more generalized solutions 
of the fractional order non-linear partial differential equation with Jumarie type derivative. The 
earlier method i.e. fractional sub-equation method uses the auxiliary function   which satisfies 
fractional Riccati equation i.e. 2D    that is non-linear. Whereas in this proposed new-
method, the auxiliary function G  satisfies linear fractional differential equation (1.1). All the 
solutions obtained by fractional sub-equation method are covered by this new method, along 
with the new set of expressions; that we will elucidate in this paper.  
 
Organization of the paper is as follows: In section-2 we describe the concept of fractional 
derivative and its development. Section-3 is devoted to formulate the fractional order generalized 
KdV equation. The new   /D G G
 
expansion method is described in section-4. The solution of 
fractional order KdV equation and modified KdV equation are found in section-5 and 6 
respectively, applying this new approach. Finally conclusion is given in section-7; followed by 
list of references.                                               
 
2.0  Basic concept of fractional order derivative and its development  
There are different kind definitions of fractional derivative. The commonly used definitions are 
the Riemann-Liouville (RL) fractional derivative, Caputo derivative [1-2, 31, 46] and the 
Jumarie derivative [31, 45, 47]. The RL-definition is applicable for any functions which are one 
time integrable. Let ( )f x be any one time integrable function defined on ,a b  then the ‘left RL-
definition’ of fractional derivative of order  with   and n  
11( ) ( )( ) , 1
( )
x
n
a x
a
D f x f t x t dt n n
n
  

     
                            (2.1)                        
The corresponding RL-fractional partial derivative is of the function ( , )f x y of several variable 
is defined [48-49] as 
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  11( , ) ( , )( )
( )
x
n
a x
a
D f x y f t y x t dt
n
 

  
                                       (2.2)         
In 2006 Jumarie modified [45] the left RL definition of fractional derivative for continuous (but 
not necessarily differentiable) functions in the following form, assuming (0)f as finite 
 
 
( ) 1
0
0
( )( )
1( ) ( ) ( ) ( ) ; 0
( )
1 ( ) ( ) (0) ; 0 1
(1 )
( ) ; 1 1
x
x
x
nn
f x D f x x f d
d x f f d
dx
f x n n n
  


   

   


 


   
 
    
 
    

                (2.3) 
In terms of Jumarie fractional derivative the following rules are valid [31, 47, 49] 
 
 
   
     
( ) -
( )
( ) ( )
( )
( ) ( )
(1 ) ; 1
(1 - )
[ ( ) ( )] ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ( ) [ ( )] ( ) [ ( )]( )
( ) ( ( )
x
x x x
x g x g x
g xg
D x x x
D f x g x f x g x g x D f x f x D g x
g x f x f x g x
D f g x f g x f g x D g x D f g x g
f g x f g x g
    
  
 
   
  


 
 
   
 
  
 
      
  
            (2.4)                       
The fractional order Jumarie partial derivative of the function ( , )f x y is defined in the following 
way for the order 0 1   , assuming (0, )f y is finite function 
 
0
( , ) 1( , ) ( ) ( , ) (0, )
(1 )
x
x
f x y dD f x y x t f t y f y dt
x dx

 
 
   
                    (2.5) 
The Mittag-Leffler function [50] plays crucial role to solve the fractional order differential 
equations; as the exponential-functions does for the integer order classical differential equations. 
Jumarie [49] defined the fractional order (generalized or fractional) hyperbolic and trigonometric 
functions in terms of Mittag-Leffler functions in the following formulas  
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sinh ( ) cosh ( )tanh ( ) coth ( ) ,
cosh ( ) sinh ( )
( ) ( ) ( ) ( )sinh ( ) cosh ( )
2 2
sin ( ) cos ( )tan ( ) cot ( )
cos ( ) sin ( )
( ) ( ) ( ) (sin ( ) cos ( )
2
x xx x
x x
E x E x E x E xx x
x xx x
x x
E ix E ix E ix Ex x
i
 
  
  
 
   
    
 
 
  
  
 
  
    
 
 
 
 
 
 
 
)
2
ix
         (2.6) 
where (1 )0( )
z
kk
E z  

 
  is the one parameter Mittag-Leffler function, defined in series form. 
Again like the integer order calculus fractional order calculus play an important role to formulate 
the problems with non-conservative systems [25].  Riewe [22-23] was the pioneer in this field to 
develop the fractional calculus of variation. Agrawal [24] establish the fractional order Euler-
Lagrange’s equation in terms of the RL-fractional derivative in the form 
   
0
( ) ( ) ( )x b a xa x x b
F F FD D
y x D y x D y x
 
 
          
        
                            (2.7) 
where  , ( ), ( ), ( )a x x bF F x y x D y x D y x  is a continuous function. Similar equation was 
established using Caputo fractional derivative by Malinowska et al in [25].  Jumarie [26] 
establish the fractional Euler-Lagrange’s equation for  , ( ), ( )a xF F x y x D y x using modified 
fractional derivative in the form, that is following 
   
 
0
a x
F d F
y dx D y
 
  
    
   
                                                   (2.8) 
In the next sections we will derive the Jumarie type fractional order generalized KdV equation 
using the above rule and will obtain the solutions of the equations in terms of generalized order 
hyperbolic, trigonometric functions and rational functions, with our new method.  
  
3.0  Formulation of fractional order KdV equation 
The generalized KdV can be taken in the form [51] 
2 3( ) 0t x xxxu au hu cu f u bu                                   (3.1) 
Introducing the potential function v defined as xu v we get the potential equation of (3.1) in 
the following form 
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  2 3( ) 0xt x x x xx xxxxv av hv cv f v bv                                    (3.2) 
Using the variational principle [51] we consider the functional in the form 
  2 31 2 3 6 4 5( ) ( )xt x x x xx xxxx
R T
J v v c v ac v hc v cc v fc v bc v dxdt

                  (3.3) 
where T  stands for time unit and R  stands for space unit and jc for 1,2...,6j  are the 
Lagrange's Multipliers will be determine later.  Using integration by parts with the conditions 
| | | 0x R x T t Tv v v   we obtain from (3.3) the following expression [51]   
  3 4 5 2 21 1 1 11 2 3 6 4 52 3 4 2( ) t x x x x x xx
R T
J v c v v ac v hc v cc v fc v bc v dxdt

                 (3.4) 
Thus Lagrangian of the equation (3.1) is given by following expression [51] 
3 4 5 2
2
1 2 3 6 4 5( , , ) 2 3 4 2
x x x xx
t x xx t x x
v v v vL v v v c v v ac hc cc fc v bc        
The Euler-Lagrange's equation of the system is given by [51] 
2
2 0
t x xx
L L L
t v x v x v
          
                  
                                         (3.5) 
Putting ( , , )t x xxL v v v from (3.4) in equation (3.5) we get the following 
2 3
1 2 3 6 4 52 3 4 5 2 0xt x xx x xx x xx xx xxxxc v ac v v hc v v cc v v fc v bc v                 (3.6)         
Comparing (3.6) and (3.1) we obtain 1 1 1 1 11 2 3 4 5 62 3 4 2 5, , , , 1,c c c c c c       .Thus we get 
the Lagrangian as expressed in following form [51] 
3 4 5 2 21( , , )
2 6 12 20 2 2
x x x x xx
t x xx t x
v v v v vL v v v v v a h c f b                        (3.7) 
Now we express the fractional counterpart of (3.7) considering the fractional Lagrangian with 
Jumarie type [26] fractional derivative, to write the following  
3 4 5 2 2( ) ( ) ( ) ( ) ( )1( , , )
2 6 12 20 2 2
x x x x xx
t x xx t x
D v D v D v D v D vL D v D v D v D vD v a h c f b
    
    
           (3.8) 
The functional of the space-time fractional differential equation is given by [26], i.e. in terms of 
fractional integration is  
( ) ( , , )( ) ( )t x xx
R T
J v L D v D v D v dx dt    

                                         (3.9)  
Using the fractional variation principle we obtained fractional Euler-Lagrange's equation in the 
form 
 
        
0t x xx
t t x x xx xx
L L LD D D
D v D v D v
    
  
       
        
            
             (3.10) 
That is also 
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      ( ) ( )
0
t x xx
L L L
t x x xv v v
   
  
     
         
       
               
 
After simplification we get the fractional order KdV equation that is 
   2 312 ( ) ( ) 0x t t x x x x xx xxxxD D v D D v aD v h D v c D v f D v bD v                            (3.11)                     
In terms of Jumarie derivative [9, 52] the Schwartz relation is valid i.e. x t t xD D v D D v
    . Now 
putting ( , ) xu x y D v
 equation (3.11) reduces to following 
   2 3 0; 0 1.t x xxxD u au hu cu f D u bD u                                  (3.12)         
             
4.0  Description of new   /D G G expansion method 
In this section we shall describe the   /D G G  or  ( ) /G G method, where G satisfies the linear 
2  order linear fractional differential equation that is 
0; 0 1D G D G G                                                        (4.1) 
where D G D D G     and ,  are arbitrary constants and the partial derivatives are the 
Jumarie type fractional derivative [52].  Using the methodology describe in [53, 47] we find the 
solution of the fractional differential equation (4.1) in the following form 
      
      
 
2 2 21 1 1
2 2 2
2 2 21 1 1
2 2 2
21
2
cosh 4 sinh 4 ; 4 0
( ) cos 4 sin 4 ; 4 0
( ) ; 4 0
E A B
G E A B
A B E
  
  
  
  
 

      
         
   
      

      

    

   (4.2) 
where A and B are arbitrary constants; and  E is one-parameter Mittag-Leffler function. Using 
(4.2) and the derivative formula defined in (2.4) following expressions are obtained 
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    
    
    
    
2 21 12 2 2
2 21 1
2 2
2
2 21 12 2 2
2 21 1
2 2
2
2
sinh 4 () cosh 44
2 2 cosh 4 () sinh 4
: 4 0
sin 4 cos 4 )4
2 2 cos 4 () sin 4
: 4 0
2 ( )
: 4 0
A B
A B
A BD G
G A B
B
A B
 
 
 
 
 
  
 
 

    
   
 
      
     
 


 
   
 
  

  

       
  
 
 

 







              
(4.3) 
Consider the non-linear partial fractional differential equation of the following type 
( , , , ....) 0t x xtL u D u D u D u
                                                       (4.4) 
where ,t xt xD u u D u u
 
 
  
 
   and ( , )u u x t is the unknown function. L is a function of ( , )u x t   
Step 1. We use the following travelling wave transformation  
x ct                                                                           (4.5) 
and ( ) ( , )u u x t  . Then equation (4.4) reduce to the ordinary non-linear fractional differential 
equation form (using the same notation of fractional derivative) 
 ( , , ....) 0L u D u D u                                                          (4.6) 
where  ,d u d d ud d dD u D u          . 
Step 2. The solution of (4.4) in the powers of D GG
 , we express in the following form 
  
0
2
0 1 2
( ) ; 0
( ) ....
kn
k n
k
n
n
D Gu a a
G
D G D G D Gu a a a a
G G G

  



 
  
 
     
         
     

                                (4.7) 
where D GG
  is defined in (4.3) and  G  satisfies the equation (4.1),
 
0 1, ,... na a a  are constants will 
be determined later.    
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Step 3. Use homogeneous balance principle to determine n . Then substitute (4.7) in (4.6) and 
compare the like power of D GG
 to determine 0 1, ,... na a a . Finally put the values of 0 1, ,... na a a  in 
(4.7) to obtain the exact solutions.    
 
5.0   Application of    /D G G  expansion method to fractional KdV equation 
The space-time fractional KdV equation can be obtained in the form putting 1,a  0h c f  
in (3.12), and we get the following (with writing xxxD
 as xD
 ) 
0t x xD u uD u bD u
                                                   (5.1) 
Using travelling wave transformation defined in (4.5) i.e. x ct   , with t c     and 1x    and 
then using the (2.4) i.e.        ( ) ( )( ) ( ( ) [ ( )]( ) ( ( )x g x xgD f g x f g x D f g x g f g x g
           ; we 
get 
      ( , ) ( ) ( ) ; ( , ) ( ) ( )t t t x x xD u x t D u D u c D u D u x t D u D u D u                         
          ( , ) ( ) ( ) ( ) ( )xx x x x x x xD u x t D D u D D u D D u D u D u                        
Doing the above steps once more we get ( , ) ( )xxxD u x t D u
 
  . Substituting these change of 
variables we get (5.1) as 0c D u uD u bD u        . Thus the equation (5.1) reduce to 
following  equivalent expressions 
   2120; Kc D u uD u bD u D c u u bD u D                                     (5.2)                                   
In (5.2) K   is a constant, as, we have for Jumarie derivative of constant as zero i.e.  K 0D  . 
The term 212 u appears (5.2); that get explained by using Jumarie formula of (2.4) i.e. 
     ( )( ) ( )x g xD f g f g f g D g
      . Applying this to 
21
2 u we get 
    2 1 212 2u uD D u D u uD u       i.e. by setting 2f u , we have 2f u  and ( )g u  ; we obtain 
the required result of (5.2).  Here we assume 2f u as differentiable, which indeed is. Operating 
D 
 in the above equation of (5.2) we obtain the following expression
 
2
1 02
uC c u bD u                                                        (5.3) 
10 
 
where 1C is the arbitrary constant equals K . Suppose the solution of the ordinary fractional 
differential equation of the form of (4.7) is     0( )
kn D G
k Gk
u a 

 , where  G  satisfies the 
equation (4.1).  Using (4.7) i.e.      20 1 2( ) ..
n
D G D G D G
nG G Gu a a a a
  
       the following 
results is derived 
        
2
222
0 1 20
2
2 2
0
2 4 2( 1) 2
2 2 2 2 2 2
0 1 2 1
2
2 2
( ) ..
......
... ...
k
nn D G D G D G
k nG G Gk
nn
n k
k
n n
n n k
n
n
D Gu a a a a a
G
D Gu a P
G
D G D G D G D Gu a a a a a P
G G G G
D Gu a
G
  


   






  
          
 
  
 
       
             
       
 
 
 

 


 
The kP being the product terms. Since to use homogeneous balance principle we need only the 
degree of highest order, i.e.  22 nD Gn Ga  so other terms are not written explicitly, in last expression 
in above steps   We have the expression (4.1) i.e. 0D G D G G      which gives  
   / / 0D G G D G G       . We do the following operation i.e.  D GGD  , and write the 
following steps 
         
   
   
2 2
( )
( ) 2 2
2
2
2
D G
G
D G D G
G G
G D D G D G G D D G
D
G G
G D G G D G
G


 
 
    
    
 
 
  
 
     
  

   
 
 Using this above derived relation      
2
D G D G D G
G G GD
  
  
       and the Jumarie fractional 
derivative formula (2.4) i.e.    ( )( ) ( ( ) [ ( )] ( ) [ ( )]( )x g x g xD f g x f g x f g x D g x D f g x g
         
we have following derivation 
11 
 
      
    
     
     
( )
1
1 2
1 1
n nD G D GD G
G G G
n
D G D G
G G
n
D G D G D G
G G G
n n n
D G D G D G
G G G
D
n D
n
n
  
 
 
  
  
  
  





 
 


 
 
 
 
 
  
 
 
    
 
 
    
 
 
Implying the following approximate relations (with simplified notation of D instead D and 
taking the highest order of derivative) 
         
 
2
0 1 2
1
( ) ..
n n
D G D G D G D G
n nG G G G
n
D G
n G
D u D a a a a D a
na
   

  

     

 
Repeating above steps again, we get     1 2( ) ( 1)n nD G D Gn nG GD D u D na n n a       . Putting 
these above values in (5.3) i.e. 211 2 0C c u u bD u
 
    and comparing the highest power of 
D G
G
  from the highest order derivative term and the non-linear term we get 2 2n n  ., implying
2n  . 
2
0 1 2( )
D G D Gu a a a
G G
 

   
     
   
                                         (5.4) 
From (5.4) we have the following 
 
2 4 2 3
2 2 2 2
0 1 2 0 1 0 2 1 22 2 2
D G D G D G D G D Gu a a a a a a a a a
G G G G G
             
              
         
     (5.5) 
Doing the operation D   on (5.4) and with using      
2
D G D G D G
G G GD
  
  
      , also using 
formula in (2.4) we write 
12 
 
          
         
2
1 2
2
1 2
2 2
1 2
3 2
2 2 1 2 1 1
( )
2
2
2 (2 ) (2 )
D G D G D G D G
G G G G
D G D G D G D G
G G G G
D G D GD u a D a D
G G
a a D
D Ga a
G
D G D G D Ga a a a a a
G G G
   
   
 
  


  

 
   
   
     
             
    
 
        
 
     
           
     
 
Doing one more fractional derivative D  on above result we write (5.6), the following 
3 2
2
2 2 1 2 1 1
4 3
2 2 1
2
2
2 2 1
2
2 1 1 2 1
( ) ( ) 2 (2 ) (2 )
6 (10 2 )
(8 4 3 )
(6 2 ) (2 )
D G D G D GD u D D u D a a a a a a
G G G
D G D Ga a a
G G
D Ga a a
G
D Ga a a a a
G
  
   
  
 


     

  
     
      
                    
   
     
   
 
    
 
 
     
 
            (5.6) 
Putting (5.5) and (5.6) in (5.3), i.e. 211 2 0C c u u bD u
 
     and comparing the like powers of 
 mD GG for 0,1,2,3,4m  ;as we get up to  
4
D G
G
  from (5.6), we get following set of algebraic 
simultaneous equations 
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4 2
2
2
3
1 2 2 1
2:
2 2
2 1 0 2 2 2 1
1
2
1 0 1 2 1 1
0
2
1 1 0 2 1
: 6 0
2
: (10 2 ) 0
1: ( 2 ) (8 4 3 ) 0
2
: (6 2 ) 0
1: (2 ) 0
2
aD G ba
G
D G a a b a a
G
D G c a a a a b a a a
G
D G c a a a b a a a
G
D G C c a a b a a
G









  
  
  
 
  
 
 
   
 
 
      
 
 
     
 
 
     
 
          (5.7) 
Solving the above five equations we obtain the following values 
1 2
2
0
2 2
1 0 0
12 , 12
8
1 12 (2 )
2
a b a b
c a b b
C c a a b



 
  

    

    

    

                                   (5.8) 
 and 0 , ,a   are the arbitrary constants. Hence the solution (5.4) in terms of D GG
  is written as 
2
0( , ) ( ) 12 12
D G D Gu x t u a b b
G G
 
 
   
      
   
                           (5.9) 
Now considering the solutions as defined in (4.3), i.e. reproduced below 
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    
    
    
    
2 21 12 2 2
2 21 1
2 2
2
2 21 12 2 2
2 21 1
2 2
2
2
sinh 4 cosh 44
2 2 cosh 4 sinh 4
: 4 0
sin 4 cos 4 )4
2 2 cos 4 sin 4
: 4 0
2 ( )
: 4 0
A B
A B
A BD G
G A B
B
A B
 
 
 
 
 
  
 
 

    
   
 
      
     
 


 
   
 
  

  

       
   

  

  
 


 
The solution (5.9) i.e.    20( , ) ( ) 12 12D G D GG Gu x t u a b b      can be written for different 
values of  and  . We will use some formulas derived in [56], where we established the 
following 
sin ( ) sin ( )cos ( ) cos ( )sin ( )
cos ( ) cos ( )cos ( ) sin ( )sin ( )
x y x y x y
x y x y x y
    
    
    
    
  
  
 
Using the same procedure, as in [56] the similar type of formula for fractional hyperbolic 
functions are obtained as in following set 
sinh ( ) sinh ( )cosh ( ) cosh ( )sinh ( )
cosh ( ) cosh ( )cosh ( ) sinh ( )sinh ( )
x y x y x y
x y x y x y
    
    
    
    
  
  
 
From the above four formulas the following expressions are deduced. 
sinh ( ) sinh ( )cosh ( ) cosh ( )sinh ( )tanh ( )
cosh ( ) cosh ( )cosh ( ) sinh ( )sinh ( )
x y x y x yx y
x y x y x y
    
     
     
    
 
  
 
 
sin ( ) sin ( )cos ( ) cos ( )sin ( )tan ( )
cos ( ) cos ( )cos ( ) sin ( )sin ( )
x y x y x yx y
x y x y x y
    
     
     
    
 
  
   
The above expressions we will be using in subsequent cases and subsequent sections 
Case-I: 2 4 0    
In this case the solution is  
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    
    
    
    
2 21 12 2 2
0
2 21 1
2 2
2
2 21 12 2 2
2 21 1
2 2
2 2
0
sinh 4 cosh 44( , ) 12
2 2 cosh 4 sinh 4
sinh 4 cosh 4412
2 2 cosh 4 sinh 4
3 3 ( 4
A B
u x t a b
A B
A B
b
A B
a b b
 
 
 
 
 
 
 
 
    

   
    
   
  
    
    
   
 
    
   
   
 
   
   
   
2
2 21 1
2 2
2 21 1
2 2
sinh 4 cosh 4
)
cosh 4 sinh 4
A B
A B
 
 
 
 
   
   
    
 
   
 
     
(5.9) 
             
 
 
2 2 2 21
0 02
2 2 2 21
0 12
3 3 ( 4 ) tanh 4
( , )
3 3 ( 4 ) coth 4
a b b
u x t
a b b




     
     
     

 
     

                   (5.10) 
               
 
 
2 2 21
0 02
2 2 21
0 12
12 3 ( 4 )sech 4
( , )
12 3 ( 4 )cosech 4
a b b
u x t
a b b




     
     
     

 
     

               (5.11)                              
where  
0 1tanh , tanh
B A
A B 
                                               (5.12) 
and  
2 1/
0( 8 )x a b b t
                                           (5.13)  
Thus the solution is expressed in terms of generalized hyperbolic functions.  
Case-II: 2 4 0    
In this case the solution is,  
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    
    
    
    
2 21 12 2 2
0
2 21 1
2 2
2
2 21 12 2 2
2 21 1
2 2
2 2
0
sin 4 cos 44( , ) 12
2 2 cos 4 sin 4
sin 4 cos 4412
2 2 cos 4 sin 4
sin
3 3 (4 )
A B
u x t a b
A B
A B
b
A B
A
a b b
 
 
 
 
 
 
 
 
      

     
      
     
  
     
    
   
 
     
   
   
 

   
   
   
2
2 21 1
2 2
2 21 1
2 2
4 cos 4
cos 4 Bsin 4
B
A
 
 
 
 
     
     
    
 
   
 
   
(5.14) 
      
 
 
2 2 2 21
0 02
2 2 2 21
0 12
3 3 (4 ) tan 4
( , )
3 3 (4 ) cot 4
a b b
u x t
a b b




      
      
     

 
     

                     (5.15)                          
 
 
2 2 21
0 02
2 2 21
0 12
12 3 (4 )sec 4
( , )
12 3 (4 )cosec 4
a b b
u x t
a b b




      
      
     

 
     

                   (5.16)               
Where 
2 1/
0 1 0tan ; tan ; ( 8 )
B A x a b b t
A B

             
Case-III: 2 4 0    
In this case the solution is  
  
 
2
0
2
2 2 1/
0 02
( , ) 12 12
2 ( ) 2 ( )
123 ( 8 )
B Bu x t a b b
A B A B
bBa b x a b b t
A B
 


 

 
   

   
              
      

                 (5.17) 
The solutions are found in (5.9)-(5.11) and (5.14)-(5.17) are the generalized solution of fractional 
order KdV equation. The solutions (5.10), (5.15) and (5.17) are found when fractional sub-
equation methods are used. Other solutions are new set appearing in this method. When 1   
the solution reduce to the solution by Wang et al [55].  
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6.0  Application of   /D G G  expansion method to fractional modified KdV 
equation (mKdV-equation) 
We will be using the same steps, as done for KdV equation earlier for mKdV equation in this 
section. Consider the mKdV equation in the form, that is obtained setting a  0c f   and 
1h  in (3.12) 
2 0t x xD u u D u bD u
                                                          (6.1) 
Using travelling wave transformation defined in (4.5) the equation (6.1) reduces to following (as 
we demonstrated for KdV equation in previous section) 
2 0c D u u D u bD u         
Using the derivative formula defined in (2.4), and with the steps we did for (5.2), we write the 
following form for the above equation 
  
3
3
uD c u bD u D K     
 
   
 
                                      (6.2) 
Operating D 
 in both sides of (6.2) the above can be written in the following form, 
3
1 03
uc c u bD u                                                  (6.3) 
where 1c is the arbitrary constant will be determine later. Now consider the solution of (6.3) in 
the form defined in (4.7) as  0( )
kn D G
k Gk
u a 

 and considering the homogeneous balance 
principle we obtain the following  
  
0 1( )
D Gu a a
G


 
   
 
                                                  (6.4) 
where ( )G  satisfies the linear fractional differential equation (4.1) and 0 1,a a are constant to be 
determine later. From (6.3) we have the following, 
 
3 2
2
1 2 3 ( 2 )
D G D G D GD u a
G G G
  

    
      
                 
                   (6.5)                                
and   
3 2
3 3 3 2 2
0 1 0 1 0 13 3
D G D G D Gu a a a a a a
G G G
       
        
     
                      (6.6) 
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Putting (6.4-6.6) in (6.3) i.e. 311 3 0c c u u bD u
 
     and comparing the comparing the 
coefficients of  mD GG for 0,1,2,3m  (largest power is three in this case from (6.5) and (6.6)) we 
get the following set of equations 
3
3
1 1
2:
2
1 0 1
1
2 2
1 0 1 1
0
3
1 0 0 1
1: 2 0
3
: 3 0
: ( 2 ) 0
1: 0
3
D G a a b
G
D G a a a b
G
D G c a a a a b
G
D G c c a a a b
G







 

 
   
 
 
   
 
 
    
 
 
    
 
                                         (6.7) 
Solving the equations in (6.7) we obtain, the following values of the constants as 
 0 1 1
16 , 6 , 2 , 0
2 2
a b a b c b b c                            (6.8) 
Hence the solution is given by  2( ) 6 6 D GGu b b     . The solutions for different values of 
 and   are given below.  
Case-I: 2 4 0    
In this case the solution is 
  
   
   
   
   
2 21 12 2 2
2 21 1
2 2
2 21 1
2 22
2 21 1
2 2
( , ) 6
2
sinh 4 cosh 44
6
2 2 cosh 4 sinh 4
sinh 4 cosh 41 6 4
2 cosh 4 sinh 4
u x t b
A B
b
A B
A B
b
A B
 
 
 
 
 
 
 
 

    
   
   
 
   
 
          
      
   
     
   
 
  (6.9) 
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 
 
2 21
02
2 21
12
1 6 4 tanh 4
2( , )
1 6 4 coth 4
2
b
u x t
b




    
    
    
   

                            (6.10) 
where 0tanh /B A    ,  1tanh /A B   and  
1/
1
2 2x b b t
      .Thus the solution is 
expressed in terms of generalized hyperbolic functions.  
Case-II: 2 4 0    
In this case the solution is, 
  
    
    
   
   
2 21 12 2 2
2 21 1
2 2
2 21 1
2 22
2 21 1
2 2
( , ) 6
2
sin 4 cos 446
2 2 cos 4 sin 4
sin 4 cos 41 6 4
2 cos 4 sin 4
u x t b
A B
b
A B
A B
b
A B
 
 
 
 
 
 
 
 

      
     
     
 
     
 
     
   
   
 
    
     
   
 
   (6.11) 
                 
 
 
2 21
02
2 21
12
1 6 4 tan 4
2( , )
1 6 4 cot 4
2
b
u x t
b




     
     
    
   

                            (6.12)                               
where 0tan /B A   and 1tan /A B    and  
1/
1
2 2x b b t
                                                          
Case-III: 2 4 0    
In this case the solution is following, with   as constant 
  
( , ) 6 6
2 2 ( )
6 ,
Bu x t b b
A B
b A
B


 


 
 
       
  

                                   (6.13) 
The solutions are found in (6.9)-(6.10) and (6.11)-(6.13) are the generalized solution of space-
time fractional order KdV equation. The solutions (6.10), (6.12) and (6.13) are found when 
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fractional sub-equation methods are used. Other solutions are new set in this new method. When 
1  the solutions reduce to the solution obtained by Wang et al [55].       
 
7.0     Conclusions 
In this paper we proposed a new method to solve the named as   /D G G  or ( ) /G G expansion 
method. Using this method we have found the exact analytical solution of fractional order KdV 
and the Modified KdV (mKdV) equation; which are fractional non-linear differential equations. 
The obtained solutions are expressed in terms of fractional order hyperbolic functions and 
fractional order trigonometric functions and the rational functions. Using this new proposed 
method we obtained more general solutions, compared to other method used earlier. Those 
obtained solutions reduce to the solutions obtained by /G G expansion method when  tends to 
one. This method is new and not reported earlier anywhere and this method is more effective to 
find more generalized solutions of the fractional order non-linear partial differential equation 
with Jumarie type derivative. In earlier method like-fractional sub-equation method the auxiliary 
function satisfies fractional Riccati equation that is non-linear, whereas in this method, the 
auxiliary function G  satisfies linear fractional differential equation. All the solutions obtained 
by earlier used fractional sub-equation method are covered by this method, along with the new 
set of expressions; that we presented in this paper. 
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