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Neural signatures of human fear conditioning: an updated and
extended meta-analysis of fMRI studies
MA Fullana1,2,3,12, BJ Harrison4,12, C Soriano-Mas5,6, B Vervliet7, N Cardoner3,8, A Àvila-Parcet9 and J Radua10,11
Classical Pavlovian fear conditioning remains the most widely employed experimental model of fear and anxiety, and continues to
inform contemporary pathophysiological accounts of clinical anxiety disorders. Despite its widespread application in human and
animal studies, the neurobiological basis of fear conditioning remains only partially understood. Here we provide a comprehensive
meta-analysis of human fear-conditioning studies carried out with functional magnetic resonance imaging (fMRI), yielding a pooled
sample of 677 participants from 27 independent studies. As a distinguishing feature of this meta-analysis, original statistical brain
maps were obtained from the authors of 13 of these studies. Our primary analyses demonstrate that human fear conditioning is
associated with a consistent and robust pattern of neural activation across a hypothesized genuine network of brain regions
resembling existing anatomical descriptions of the ‘central autonomic–interoceptive network’. This ﬁnding is discussed with a
particular emphasis on the neural substrates of conscious fear processing. Our associated meta-analysis of functional deactivations
—a scarcely addressed dynamic in fMRI fear-conditioning studies—also suggests the existence of a coordinated brain response
potentially underlying the ‘safety signal’ (that is, non-threat) processing. We attempt to provide an integrated summary on these
ﬁndings with the view that they may inform ongoing studies of fear-conditioning processes both in healthy and clinical
populations, as investigated with neuroimaging and other experimental approaches.
Molecular Psychiatry advance online publication, 30 June 2015; doi:10.1038/mp.2015.88
INTRODUCTION
Learning to identify and to respond to signals of threat is highly
adaptive and critical to survival; however, when this process
becomes dysregulated, in the form of aberrant fear responses to
innocuous events, full-blown anxiety disorders can emerge.1
Numerous experimental studies have focused on elucidating the
precise mechanisms of adaptive and maladaptive fear-learning
processes in animals and humans across behavioral, experiential
and neural domains. To do so, the vast majority of studies have
employed classical Pavlovian fear conditioning (henceforth ‘fear
conditioning’), a simple and powerful method to model fear
learning in the laboratory. In this procedure, an initially neutral
stimulus comes to elicit a fear response after being paired with an
aversive stimulus (unconditioned stimulus, US). This paired associa-
tion transforms the neural stimulus into a conditioned stimulus (CS)
with the capacity to elicit anticipatory fear responses. Fear condition-
ing has become widely regarded as a valid experimental model of
clinical anxiety disorders and thus it is hoped that further advances
in the scientiﬁc study of fear-conditioning processes will yield
translational beneﬁts in the form of optimized pathophysiological
models of these common mental health disorders.2
Several experimental paradigms have been developed for the
study of fear conditioning. Most typically, these paradigms focus
on establishing conditioned fear responses (conditioned response)
to a speciﬁc foreground cue (cue-conditioning) or a general
background context (context conditioning). They may include
variations in the number of CSs presented (single-cue, when one
CS is presented vs differential conditioning, when two or more CSs
are presented) or in the temporal relationship between the CS and
US (delay conditioning, when the US is presented at the end of the
CS vs trace conditioning, when a gap occurs between CS offset
and US onset). These paradigms have now been extensively
applied, in particular with regard to investigations of the
neurobiological substrates of fear/anxiety processes. One impor-
tant example comes from human functional magnetic reso-
nance imaging (fMRI) studies, which have sought to clarify the
role of speciﬁc brain regions and associated networks in fear-
conditioning processes, in particular delay differential cue-
conditioning. In an effort to summarize the results of such studies
and to reach a genuine consensus regarding the common neural
substrate of human differential fear conditioning, two existing
meta-analyses have been reported. Initially, Etkin and Wager3
analyzed 10 studies published between 1998 and 2005, which
included a total of 117 healthy participants. Their results indicated
that fear conditioning, overall, is characterized by consistent
neural activation of an extended ‘fear network’ including the
1Anxiety Unit, Institute of Neuropsychiatry and Addictions, Hospital del Mar, CIBERSAM, Barcelona, Spain; 2IMIM (Hospital del Mar Medical Research Institute), Barcelona, Spain;
3Department of Psychiatry, Autonomous University of Barcelona, Barcelona, Spain; 4Melbourne Neuropsychiatry Centre, Department of Psychiatry, The University of Melbourne,
Melbourne, Victoria, Australia; 5Department of Psychiatry, Bellvitge University Hospital-IDIBELL, CIBERSAM, Barcelona, Spain; 6Department of Psychobiology and Methodology of
Health Sciences, Autonomous University of Barcelona, Barcelona, Spain; 7Center for Excellence on Generalization in Health and Psychopathology, University of KU Leuven,
Leuven, Belgium; 8Depression and Anxiety Unit, Mental Health Department, Parc Taulí Sabadell University Hospital, Barcelona, Spain; 9Autonomous University of Barcelona,
Barcelona, Spain; 10Department of Psychosis Studies, Institute of Psychiatry, Psychology and Neuroscience, King’s College London, London, UK and 11Department of Translational
Neuroimaging, FIDMAG Germanes Hospitalàries-CIBERSAM, Sant Boi de Llobregat, Barcelona, Spain. Correspondence: Dr MA Fullana, Anxiety Unit, Institute of Neuropsychiatry
and Addictions, Hospital del Mar, Passeig Marítim, 25-29, Barcelona 08003, Spain or Dr BJ Harrison, Melbourne Neuropsychiatry Centre, Department of Psychiatry, University of
Melbourne, Ofﬁce 345, Level 3, 161 Barry Street, Melbourne, Australia.
E-mail: miguelangelfullana@gmail.com or habj@unimelb.edu.au
12These authors equally contributed to this work.
Received 5 February 2015; revised 1 April 2015; accepted 26 May 2015
Molecular Psychiatry (2015), 1–9
© 2015 Macmillan Publishers Limited All rights reserved 1359-4184/15
www.nature.com/mp
dorsal anterior cingulate cortex (dACC), bilateral anterior insular
cortex (AIC), amygdala, orbitofrontal cortex (OFC), anterior
thalamus, ventral putamen and pallidum, and midbrain substantia
nigra/ventral tegmentum. One limitation of this meta-analysis was
that it included both ‘instructed’ and ‘uninstructed’ studies. In the
former situation, participants are told that a particular CS will be
followed by a US (that is, they are ‘contingency aware’) and
therefore the conditioned response during the CS–US condition-
ing trials relates to the expression of an already learned
association. In the uninstructed studies, participants are initially
unable to predict when the US will occur, that is, the CS–US
conditioning trials capture the learning process itself.
In addressing this limitation, Mechias et al.4 conducted separate
meta-analyses of instructed (n= 10; 162 participants) and unin-
structed (n= 15; 198 participants) fear-conditioning studies
published between 1998 and 2008. Across both study types,
some commonality was observed, particularly with regard to the
consistent involvement of the rostral dACC and AIC. However,
meta-analytic results for the uninstructed conditioning studies
were noted as less robust or more inconsistent. Limitations of this
second meta-analysis include the fact that it combined results
from a trace (as opposed to delay) conditioning study,5 which has
been shown to evoke distinct neural correlates.6 In addition,
almost half of the included studies involved participants perform-
ing a concurrent cognitive task during fear conditioning. This
dual-task feature is an important caveat, as previous laboratory-
based studies have shown that cognitive demands may have a
signiﬁcant impact on fear conditioning processes.7 Finally, both of
these former meta-analyses only considered neural activations
(that is, relative activity increases) occurring in response to
conditioned versus non-conditioned stimuli (CS+ 4CS− ), as
opposed to considering both activations and deactivations
corresponding to this experimental contrast (that is, relative
activity decreases, CS+ oCS− ). As is now broadly recognized in
the neuroimaging ﬁeld, functional deactivations may be as equally
informative for understanding the neural substrates of complex
mental activities,8–10 including emotion processing.8,11,12
To address some of the limitations of these past meta-analyses
and to provide an updated characterization of the neural
signatures of human fear conditioning as studied with fMRI, we
have implemented anisotropic effect-size signed differential
mapping (AES-SDM).13 AES-SDM is a novel neuroimaging meta-
analytic approach that is capable of combining tabulated brain
activation/deactivation results (that is, regional peak statistic and
coordinate information) with actual empirical voxel-wise ‘brain
maps’ of activations and deactivations (for example, statistical
parametric maps (SPMs). We concentrated on uninstructed fear-
conditioning studies, because (contrary to instructed studies,
which primarily capture fear expression) they focus on fear
learning, which has a stronger theoretical link with the
hypothesized etiology and pathophysiology of clinical anxiety
disorders.14 In doing so, we were able to compile whole-brain
imaging results from 27 independent fMRI studies involving 677
healthy adult participants. As an additional and novel distinguish-
ing feature of this analysis, original SPMs were obtained from the
corresponding authors of 13 of these 27 studies. Including original
SPMs, as opposed to including only peak regional effects (typically
reported in tables of statistics), substantially increases the analyses
statistical power13 and may avoid reporting biases that are likely
to affect certain brain regions, especially smaller subcortical
regions that are poorly represented in commonly used stereotaxic
atlases of the human brain.15,16 Furthermore, inclusion of this
number of SPMs allowed, for the ﬁrst time, the estimation of the
task-speciﬁc optimal parameters for processing the peak informa-
tion of the remaining studies.
To account for the moderating inﬂuence of several methodo-
logical and sociodemographic factors that may be highly likely to
inﬂuence the results of fMRI fear-conditioning studies,17 we also
performed several supplementary analyses. Of note, we purpose-
fully investigated the inﬂuence of potential US confounding (that
is, CS–US co-presentation) on both activation and deactivation
patterns and also investigated ‘early’ versus ‘late’ conditioning
phase effects, which have been reported to better capture the
involvement of speciﬁc regions of interest, including greater
involvement of the amygdala during early conditioning.18 In
conducting this meta-analysis, our primary goal was therefore to
provide an updated and extended characterization of the neural
signature of human fear conditioning as studied with fMRI.
MATERIALS AND METHODS
Literature search and study selection
A comprehensive literature search using PubMed, Web of Knowledge and
Scopus was conducted of English-language peer-reviewed fMRI studies on
cued fear conditioning in human healthy adults (age418 years) published
between January 1998 and November 2013. The search terms were: ‘fMRI’
or ‘magnetic resonance imaging’, ‘fear’, ‘conditioning’, ‘Pavlovian’ and their
combinations. In addition, manual searches were conducted within review
articles and via the reference lists of individual studies. Researchers in the
area were also contacted with regard to potential unpublished data. If any
studies contained participant group overlap, only the ﬁrst reported study
was included. If not originally reported, the corresponding authors of the
identiﬁed studies were asked to provide additional details and whole-brain
results where necessary and possible.
We focused on studies using a delay differential cue-conditioning
paradigm given that other paradigms (for example, trace or single-cue)
appear to engage non-overlapping neural responses.6,19 We only included
studies with an independent validation of successful fear-response
generation (for example, via skin conductance recordings), and those that
conducted direct statistical comparisons between a CS+ and a CS− during
conditioning. For pharmacological challenge/intervention studies, only
placebo or control groups were included.
Studies were excluded if they either used masked CSs, USs with
ambiguous meaning, employed changing CS–US contingencies, presented
the US before conditioning or combining context and cue conditioning in
the same experiment. Dual-task studies employing attentional distraction
features were also excluded, but studies where the dual task feature was
intended to enhance/maintain vigilance were included (Table 1). We also
excluded studies from which peak information or SPMs could not be
retrieved, that did not report whole-brain statistical results and/or whereby
statistical thresholds varied across the assessment of different brain
regions. Studies with o10 participants were also excluded (see ref. 20).
We obtained original empirical SPMs of the primary contrasts of interest
(CS+4 CS− ; CS+oCS− ) for 13 data sets. For the remaining 14 studies,
peak regional coordinate statistics were extracted and coded from the
original paper or from Supplementary Data provided by corresponding
authors (Supplementary Table S1). In certain studies, this contrast was
based only on CSs+ not paired with the US (there was no US confounding),
whereas others used ‘all’ CS+ trials, and thus neural responses may be
confounded by US-induced activity changes.17 In addition, in certain
studies all CSs trials during conditioning were included in the analysis,
whereas in others ‘early’ and ‘late’ phases were compared. When more
than one contrast was available for a data set, we selected the contrast
relating to the analysis of all trials. If this was not available, we focused on
the ‘early’ contrast, given that activation in some regions appears to be
more pronounced during early conditioning phases.17 However, based
on available studies, we were able to conduct an ‘early’ versus ‘late’
comparison to reconcile such ﬁndings.
The literature search, decisions on inclusion and data extraction were all
performed independently by two of the authors. For each data set, several
demographic and task-related variables were extracted (Table 1).
Meta-analytic approach
Functional activation differences between the CS+ and the CS− were
meta-analyzed using AES-SDM software, version 4.13 (www.sdmproject.
com).13,21 This method, which has been validated and used in several
structural and functional fMRI studies creates a brain map of the effect size
of the difference between the two conditions (CS+ and CS− )for each
study (either from SPMs or from peak information) and afterwards
conducts a voxel-wise random-effects meta-analysis (weighting the studies
for sample size and variance)13,20–22 (see Supplementary Material). In the
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present analysis, and for the ﬁrst time, we were able to empirically derive
the optimal parameters (40% anisotropy and kernel full width at half
maximum=20mm) for creating the effect size maps of the studies from
which peak information but not SPMs were available.10
To assess the robustness of ﬁndings, we conducted a jackknife sensi-
tivity analysis.20 We also repeated the analysis after including only those
studies considering both activations and deactivations (n=19), or only
those studies for which SPMs were available (n=13). Finally, the I2 index
and Egger’s method were used to assess for heterogeneity of effect sizes
and publication bias, respectively (see Supplementary Material).
We conducted an additional meta-analysis comparing studies with
potential US confounding (n= 11) to those with no US confounding
(n=10) (Table 1). To reduce variability, we did not include studies with dual
task features (n= 6). As introduced above, a meta-analysis was also
conducted of studies comparing ‘early’ and ‘late’ conditioning phase
effects. Although an ‘early versus late’ contrast was only directly available
from three studies, it could be estimated from the early and late contrast
results of four additional studies taking into account the correlation
between the early and late phases (estimated from the initial three
studies). Despite only including seven studies, SPMs of four of them were
available for this meta-analysis.
The potential inﬂuence of the following variables on estimated
activations and deactivations was further explored by means of meta-
regression: gender (% females), mean age of participants, the presence of a
pre-conditioning (habituation) phase, number of CSs during conditioning,
reinforcement rate, average CS–US delay, type of US (electric shock vs
other) and the use of cognitive task.
Statistical signiﬁcance was assessed with AES-SDM default thresholds
(voxel-level Po0.005 uncorrected, minimum extent 10 contiguous voxels),
as previous simulations indicate that this threshold provides an optimal
balance between sensitivity and false-positive rate.13 A more conservative
threshold (Po0.0005) was applied to meta-regression analyses in order to
correct for the application of multiple tests.23–25 For the sake of comple-
teness, cluster-based corrected P-values are provided in all tables of results,
although they should be taken with caution as cluster-based P-values
depend on the cluster-forming threshold (we used the uncorrected
P-value).26 Results are reported in Montreal Neurological Institute space.
RESULTS
Study characteristics
The ﬁnal sample (Supplementary Figure S1) consisted of 27
independent data sets reporting a CS+ 4CS− contrast (of which
19 also presented a CS+ oCS− contrast) including a total of
677 subjects (54% males), with a mean age of 25.37 years (range:
20–36; s.d. = 4.19; see Table 1).
Primary meta-analytic results
Seven large bilateral regional clusters were mapped as demonstrat-
ing consistently signiﬁcant functional activations during differential
fear conditioning (CS+4CS− ). The major regions comprising these
clusters were as follows: (1) the AIC extending to the frontal
operculum; (2) the ventral striatum (including the ventral rostral
putamen, ventral pallidum, ventral caudate/nucleus accumbens and
approximate ventral tegmental area) and major thalamic nuclei
(mediodorsal, centromedial, ventrolateral nuclei), the latter refer-
enced against thalamic nuclei probability maps from the SPM
Anatomy Toolbox; (3) a large expanse of medial wall cortex
including the pre-supplementary and supplementary motor areas,
and the dACC (both rostral and caudal divisions) and a distinct
cluster of the dorsal–anterior precuneus; (4) the second somatosen-
sory cortex (SII)/parietal operculum; (5) the dorsolateral prefrontal
cortex (more prominently left sided); (6) the lateral premotor cortex;
(7) the ventral–posterior precuneus; and (8) the lateral cerebellum.
We also note the relevant involvement of smaller subcortical regions
including the septal–hypothalamic zone and midbrain/dorsal pons,
which contains the periaqueductal grey, parabrachial nucleus,
reticular formation, raphe nuclei (pontine and midbrain) and locus
coeruleus. An additional cluster was also mapped to the pontome-
dullary junction (Figure 1 and Supplementary Table S2).
Nine large bilateral regional clusters were also mapped as
demonstrating consistently signiﬁcant deactivations during differ-
ential fear conditioning (CS+ oCS− ). These deactivation clusters
comprised the following: (1) lateral and midline primary somato-
sensory cortex, as well as the dorsal posterior insular cortex; (2)
dorsal anterior prefrontal cortex; (3) ventromedial prefrontal
cortex (vmPFC); (4) posterior cingulate cortex (PCC), including
the retrosplenial cortex, hippocampus and lateral inferior and
middle temporal cortex; (5) lateral OFC; 6) inferior parietal cortex
(complete angular gyrus extending to the intraparietal sulcus); (7)
lateral retrosplenial cortex; (8) posterior cerebellum; (9) dorsal
caudate nucleus (body); and (10) dorsal–posterior precuneus
(Figure 2 and Supplementary Table S2).
Supplementary Figure S2 displays the activation/deactivation
results together across 24 axial slices of a whole-brain anatomical
reference volume. Our corresponding robustness analyses indi-
cated that all results were highly replicable, and that there was
neither substantial heterogeneity nor evidence of potential
publication bias in the main results (Supplementary Material).
Additional meta-analyses
A direct comparison of studies with potential US confounding
versus those without such confounding indicated a greater
involvement of the rostral dACC/dmPFC, bilateral ventral AIC,
ventral striatum (ventral–mid caudate and approximate ventral
tegmental area) and the right SII in the latter scenario (Figure 3)
versus a greater relative involvement of the anterior calcarine
sulcus in studies with potential confounding. Comparison of the
two study types also indicated greater relative deactivation of the
bilateral intraparietal sulcus, vmPFC and the left hippocampus in
studies without potential confounding (see Supplementary Table
S3). However, it must be noted that studies with potential
Figure 1. Signiﬁcant brain functional activation to the CS+ versus
CS− determined by meta-analysis. Results are displayed at Po0.005
(cluster size ⩾ 10 voxels) on the Montreal Neurological Institute 152
T1 0.5-mm template. Abbreviations: AIC, anterior insular cortex;
dACC, dorsal anterior cingulate cortex; dlPFC, dorsolateral prefrontal
cortex; dPons, dorsal pons; dPrec, dorsal precuneus; HYP, hypotha-
lamus; SII, secondary somatosensory cortex; SMA, supplementary
motor area; Thal, thalamus; VS, ventral striatum.
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confounding also had a higher average reinforcement rate (85%)
compared with those without potential confounding (50%). (See
expanded discussion in Supplementary Material).
The ‘early versus late’ meta-analysis indicated that the early
phase was associated with greater relative activation of the medial
thalamus, left SII and left AIC (Supplementary Figure S3 and
Supplementary Table S4). By comparison, the late phase was
associated with greater activation of the subgenual ACC/vmPFC
extending to the medial OFC and the right anterior hippocampus,
as well as greater deactivation of the right precuneus.
Meta-regression analyses
Gender had no inﬂuence on the primary activation results.
Younger age was associated with signiﬁcantly greater activation
of the right AIC extending to the frontal operculum, right dorso-
lateral prefrontal cortex, pre-supplementary motor area and the
left frontal operculum, as well as greater deactivation of the left
anterior hippocampus and posterior fusiform gyrus (Supplemen-
tary Table S5).
The results of the meta-regression with respect to task-speciﬁc
features are summarized in Figure 4 (see also Supplementary
Table S5). The use of a pre-conditioning phase signiﬁcantly
reduced conditioning-related activation of several regions. Of
these regions, all but the ventral ACC (Figure 4a) overlapped with
regions implicated in the primary meta-analysis (Figure 1). By
comparison, activation of the left anterior hippocampus was
greater with the use of a pre-conditioning phase (Figure 4b).
Presenting a higher number of CS trials during conditioning was
associated with greater activation of the left ventral caudate
nucleus extending to the nucleus accumbens (Figure 4c). A higher
CS–US reinforcement rate reduced strength of activation of the
rostral dACC/dmPFC (Figure 4d), right parietal operculum (SII) and
a small cluster of right AIC. A longer delay between the CS and US
was associated with greater activation of the subgenual ACC and
vmPFC, and less activation of the right parietal operculum/SII,
pre-supplementary motor area and the right premotor cortex
(Figure 4e). The use of a tactile electric shock US (compared with
other US types) was associated with greater activation of the left
caudal dorsal ACC/ventral supplementary motor area (Figure 4f).
Finally, the concurrent use of cognitive tasks reduced the
activation of the bilateral mid-AIC.
DISCUSSION
This updated and extended meta-analysis has identiﬁed a highly
consistent pattern of functional brain activation and deactivation
associated with human differential fear conditioning. Robust-
ness analyses conﬁrmed the strength of the primary ﬁndings,
whereas supplementary analyses were able to address the
inﬂuence of speciﬁc task features on the associated patterns of
brain activity.
Functional activations: an integrated perspective
The notion that human differential fear conditioning, as studied
with fMRI, activates a consistent distributed set of brain regions
or extended ‘fear network’17,27,28 was wholly conﬁrmed by the
current meta-analysis. Although only a small number of the same
studies were included in our meta-analysis compared with the
aforementioned analyses (Supplementary Table S6),3,4 striking
overlap emerged in the speciﬁc pattern of the brain activation
observed. We therefore conclude that in spite of the considerable
methodological diversity that exists across individual fear-
conditioning studies, these studies consistently evoke a common
large-scale brain activation response.17
With the goal of providing an integrated perspective, we
hypothesize that this common pattern of activation is genuinely
consistent with the engagement of a large-scale brain functional
network, that is, a coordinated pattern of brain activation across
anatomically distributed brain regions with well-known anatomi-
cal connectivity. In this context, we emphasize in particular the
involvement of medial wall ‘cingulofrontal cortex’ regions,
including the dACC, together with the bilateral AIC.
Considerable evidence now supports the view that these brain
regions form major cortical components of a large-scale brain
network with specialized functional relevance to homeostatic
autonomic and behavioral (including affective) regulation.29–32
More speciﬁcally, this brain network has been linked to
interoception—the sense of the physiological condition of the
Figure 2. Signiﬁcant brain functional deactivation to the CS+ versus
CS− determined by meta-analysis. Results are displayed at Po0.005
(cluster size ⩾ 10 voxels) on the Montreal Neurological Institute
152 T1 0.5-mm template. Abbreviations: AG, angular gyrus; aPFC,
anterior prefrontal cortex; Hipp, hippocampus; lOFC, lateral orbito-
frontal cortex; PCC, posterior cingulate cortex; PH, parahippocampal
formation; SI, primary somatosensory cortex.
Figure 3. Inﬂuence of potential US confounding on fear-conditioned
brain activation, highlighting regions that demonstrated greater
relative activation when no potential confounding existed. Results
are displayed at Po0.005 (cluster size ⩾ 10 voxels) on the Montreal
Neurological Institute 152 T1 0.5-mm template.
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entire body—including the representation of higher-order inter-
oceptive feelings in terms of subjective emotional awareness.30
Within the framework of this ‘central autonomic–interoceptive
network’, the AIC and dACC are conceptualized as the major
cortical input–output components, whereby the AIC is responsible
for generating an integrated awareness of one’s cognitive,
affective and physical state that becomes re-represented in the
dACC in order to facilitate homeostatic autonomic and behavioral
responses.30,33 Supporting this network perspective, co-activation
of these brain regions has been routinely observed in human fMRI
studies, either accompanying or directly (that is, temporally)
correlated with changes in physiological autonomic arousal
measures.30,31,33,34 Relevantly, we also identiﬁed robust involve-
ment of key subcortical viscerosensory (and visceromotor)
processing sites, including the dorsal midbrain (periaqueductal
gray and parabrachial nucleus), ventromedial thalamus and
hypothalamus,30,31,33,34 as well as the pontomedullary junction,
which contains the nucleus of the solitary tract—a principal
convergence site for viscerosensory afferent relay to higher
areas.31 Therefore, it seems reasonable to suggest human fMRI
fear-conditioning studies primarily evoke a central autonomic–
interoceptive network response that, in addition to representing
autonomic responses to threat, also likely represent broader threat
appraisal and response processes that cut across cognitive,
motivational and psychomotor domains.
From the speciﬁc analysis of potential US confounding, we
observed signiﬁcantly greater activation of the rostral dACC/
dmPFC, the ventral AIC, ventral striatum and SII when no such
confounding existed. Hence, for these regions, it can be more
conﬁdently interpreted that their accompanying response to the
CS+ was purely anticipatory in nature and unrelated to the
generation of defensive autonomic responses to the US. Relevant
overlap can also be noted between this analysis and the analysis
of reinforcement rate, whereby higher reinforcement was
associated with reduced activation of the same rostral dACC/
dmPFC, right SII and ventral AIC regions (overlap shown in
Supplementary Figure S4). As those studies without potential
confounding had generally lower reinforcement rates, these brain
responses likely represent the common inﬂuence of uncertainty or
unpredictability, that is, where lower reinforcement rates increase
uncertainty or unpredictability. Greater involvement of the rostral
dACC/dmPFC is particularly interesting in view of recent work
implicating this region speciﬁcally in the conscious appraisal of
threat, with particular relevance to the subjective experience of
fear and anxiety.35 From these studies, there is evidence that a
certain component of the rostral dACC/dmPFC response during
fear conditioning is speciﬁcally cognitively modulated and
dissociable from autonomic arousal changes.35 By comparison,
other components of the extended dACC/medial wall response
are likely to represent the direct interaction between autonomic
and cognitive states.36,37 The AIC has also been proposed
to mediate higher-level appraisal and anticipatory processes with
relevance to the conscious experience of fear and anxiety,38
although this proposal has yet to be conclusively demonstrated
beyond the more general hypothesized link between AIC function
and interoceptive awareness. In summary, fMRI fear-conditioning
tasks evoke a primary neural signature that is anatomically
consistent with the engagement of the central autonomic–
interoceptive network. This ﬁnding, taken with other recent
evidence, endorses an emerging view that the functional activity
of this brain system may have direct relevance to the conscious
experience of fear and anxiety, in addition to non-conscious
Figure 4. Summary of meta-regression analyses: inﬂuence of certain task features on fear conditioning-related brain functional activation.
(a) Regions exhibiting reduced activation during fear conditioning following the use of a pre-conditioning task phase. (b) Regions exhibiting
greater activation during fear conditioning following the use of a pre-conditioning task phase. (c) Regions exhibiting greater activation during
fear conditioning in relation to a higher number of presented CS trials. (d) Regions exhibiting reduced activation during fear conditioning in
relation to a higher CS–US reinforcement rate. (e) Regions exhibiting greater activation during fear conditioning in relation to a longer CS–US
delay. (f) Regions exhibiting greater activation during fear conditioning in response to a tactile (electric shock) US compared with other US
stimulus types. Results are displayed at Po0.005 (cluster size ⩾ 10 voxels) on the Montreal Neurological Institute 152 T1 0.5-mm template. As
all results correspond to changes in activation levels, a warm color display has been used and a uniform activation magnitude (SDM Z)
adopted for each result. Up/down arrows indicate relative increases or decreases in activation effects.
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aspects of fear processing,39 a view which is compatible with
current appraisal theories.35
Functional deactivations: neural correlate of ‘safety’ signal
processing?
Although derived from fewer studies, our analysis of functional
deactivations also identiﬁed a robust and anatomically distributed
pattern of activity change involving the vmPFC, lateral OFC,
hippocampus and PCC. Deactivation of the vmPFC and PCC, in
particular, has become recognized as a characteristic functional
signature of the human ‘default mode network’—a large-scale
brain system that exhibits consistent functional decreases in
activity in fMRI studies when conditions of goal-directed task
performance are compared with conditions of low task demand,
such as passive resting states.8,9 Thus, one possible interpretation
of this deactivation effect is that responding to the CS− versus CS
+ corresponds with more ‘resting-like’ default mode network
activity. Although it is difﬁcult to completely exclude this
possibility, the following factors deserve some consideration. First,
processing of CS− is not a passive condition; it places speciﬁc
demands on learning, attentional and cognitive evaluative
processes.40 Second, only partial involvement of the default mode
network regions was observed in our meta-analysis: there was no
characteristic deactivation of the extended dorsomedial PFC,
which is commonly observed in fMRI studies.41 Third, non-default
mode network regions, including the lateral OFC and primary
somatosensory cortex were also implicated as part of this robust
deactivation pattern. Considered together, it seems more reason-
able to interpret this ﬁnding as representing a speciﬁc neural
correlate of processing the CS− ‘safety’ signal.
Previous fMRI studies of fear conditioning have argued that
vmPFC deactivation is indeed likely to represent processing of the
CS− as a non-threat or ‘safety’ signal, with particular emphasis on
fear-response inhibition.42,43 Similar ideas have also been invoked
in the context of fear extinction and fear-reversal studies, where
there is accumulating evidence to suggest that vmPFC activity
may encode the distinction between non-threatening and
threatening stimuli. Although the precise nature of vmPFC ‘safety’
processing may vary across fear-learning contexts, one possibility
is that the distinction between CS− and CS+ signals evoke a
common neural substrate for the dynamic representation of
reward value, with CS− ‘safety’ signals having an intrinsic positive
reward value.44 Co-deactivation of the lateral OFC is also
interesting in this context, having been consistently implicated
as part of the extended neural circuitry of reward-associative
learning, albeit with evidence existing for specialized contribu-
tions between medial and lateral vmPFC/OFC regions.45
Speciﬁc deactivation of the PCC/retrosplenial cortex together
with the hippocampus is also interesting to consider with regards
to the processing of the CS− as a ‘safety’ signal. Both regions are
well-known components of an extended episodic memory
network and it has been proposed recently that the co-
engagement of these areas may speciﬁcally encode episodic
memory traces of the CS/US association.46 Although hippocampal
involvement has been more traditionally linked to trace con-
ditioning and the declarative learning of discontinuous temporal
associations, our ﬁndings raise the possibility that an episodic
memory representation may be established during the speciﬁc
processing of the CS− , potentially related to the establishment of
contingency awareness (see ref. 6). Another possibility is that
greater PCC/hippocampal activation to the CS− represents a
neural correlate of ‘relief’—related to the US omission (see ref. 47).
Thus, although the speciﬁc meaning of functional deactivations in
the context of fMRI fear-conditioning studies remains speculative,
the associated brain regions and the robustness of their response
observed to the CS− versus CS+, as demonstrated via meta-
analysis, should compel further investigations.
‘Fear’ versus ‘threat conditioning’
It has been argued recently that the actual concept of ‘fear
conditioning’ be abandoned, because it blurs the distinction
between conscious and non-conscious fear processes.48 In this
sense, the term ‘fear’ should be invoked only to deﬁne its
conscious experience, whereas ‘threat conditioning’ may be a
preferable term when seeking to deﬁne the implicit (non-
conscious) processes that control defense/survival responses
elicited by threats. Although the boundary between these
processes and their neuroanatomical representation remains a
topic of debate, the idea of ‘fear’ as primarily relating to
consciously felt experience appears to resonate with the overall
ﬁndings of fMRI-conditioning studies, which consistently implicate
a neural signature with direct hypothesized relevance to the
conscious experience of emotions.30,31,39 This suggestion is not to
imply that such studies only engage conscious fear processes,
which would be an oversimpliﬁcation, but that the prominent
engagement of cortical regions, in particular the AIC and rostral
dACC appears consistent with such notions.
Given the strong empirical link between amygdala circuitry and
threat-conditioning processes,49 it is relevant that our meta-
analysis did not characterize robust involvement of the amygdala
region as was previously highlighted in various independent
studies50,51. Other fMRI studies have reported transient amygdala
responses during early conditioning;18 however, this was neither
apparent from our meta-analysis of early versus late acquisition
phases. Although the absence of amygdala involvement may
be partly explained by technical constraints of fMRI and other
reasons,4,17 it seems reasonable to also conclude that human fMRI
fear-conditioning experiments generally do not evoke consistent
responses within the classical amygdala defense/threat detection
circuitry.
Strengths and limitations
Strengths of the current analysis include the following: the use of
novel meta-analytic methods that combine the positive features
of typical coordinate approaches with those from standard meta-
analytic methods; the novel recreation of effect size maps using
the optimal anisotropy and full width at half maximum for the
speciﬁc data set; and the inclusion of 13 original SPMs to more
effectively estimate the contrasts of interest.
Our study nevertheless has some limitations inherent to most
meta-analyses; the different studies included employed various
statistical thresholds, and although our methods provide excellent
control for false positives it is more difﬁcult to avoid false
negatives.13 In addition, the results of our meta-regression
analyses were hampered by the low variability in some of the
variables studied. Nevertheless, these analyses indicate that
despite the robustness of the main ﬁndings, some demographic
and experimental design features do have a tangible inﬂuence on
the resulting neural signatures of fear conditioning (see expanded
discussion in Supplementary Material). Despite providing an
optimal balance between sensitivity and false positive rate,13 the
default AES-SDM statistical thresholds were based on uncorrected
P-values, which may be seen as a limitation. Lastly, the inﬂuence of
some important factors related to fear conditioning, such as
contingency awareness, could not be assessed because such data
was rarely presented among the individual studies.
CONCLUSION
Classical Pavlovian fear conditioning will continue to inform our
current understanding of fear and anxiety. The results of this
meta-analysis suggest that when applied in the human neuroima-
ging context, these experiments may be especially useful for
expanding knowledge of how fear and anxiety are experienced in
subjective terms with a particular relevance to central intero-
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ceptive representations of brain–body interactions. It is notable
that these relationships remain largely unexplored in the neuro-
scientiﬁc study of patients with clinical anxiety disorders, thus
potentially representing a novel research avenue.
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