In a MAINET network where nodes move frequently, the probability of connectivity loss between nodes might be high, and communication sessions may easily loose connectivity during transmission. The routing protocol is designed to find alternative paths in these situations. This rerouting takes time, and the latency is referred to as the rerouting time. This paper investigates the rerouting time of proactive routing protocols and shows that the rerouting time is considerably affected by queueing. Simulations and analysis are conducted to explore the problem. Finally, we propose a MAC-layer solution that reduces the rerouting time problems due to queueing. Simulations and analysis show that the solution is so effective that it eliminates the entire problem in many situations.
Introduction
The research efforts in the field of ad hoc networking have been going on for many decades. Ad hoc networking enables communication directly between nodes, without the need for extra infrastructure. This makes it very suitable for military and rescue operations. The standardization of routing protocols has been undertaken by the Mobile Ad Hoc Networking (MANET) working group in IETF [1] . They are set to bring forward two protocols, one reactive and one proactive.
A common characteristic of ad hoc networks is that links may break due to changes in radio conditions, node mobility and other types of network dynamics. The routing protocol is designed to find alternative paths in these situations. The time period before new paths are found is referred to as the rerouting interval, and the duration of the rerouting interval is referred to as the rerouting time.
During the rerouting interval, stale routes exist over the link that has been broken. Rerouting can only take place after the routing protocol has detected that the link is broken. In fact, a significant part of the rerouting time is associated with the detection of the link break.
With proactive routing protocols, such as Optimized Link State Routing (OLSR) and Open Shortest Path First with MANET Designated Routers (OSPF-MDR), a link is maintained by the exchange of control packets. A link break is normally not detected until either a certain number of HELLO packets have been lost, or the lack of periodic updates results in a link timeout [2] [3] [4] . (Some implementations might let the link layer detect link breaks and signal this information to the routing protocol. Such cross-layer optimizations are outside scope of this paper. Here, we explore the common layered approach where HELLO packets are necessary for the detection of link breaks.)
With the default parameter settings of OLSR and OSPF-MDR, a link break should normally be detected after approximately 6 seconds. However, we conducted a series of lab experiments of OLSR [3] and OSPF-MDR [4] and observed rerouting times typically in the order of 20 -40 seconds. Since the rerouting time depended on transmission rates of data traffic and on size of the transmission queues, we realized that the increased rerouting time in our experiment was mainly caused by the queueing of the data packets.
During the rerouting interval, the network layer at the node upstream to the broken link might try to forward data packets over the broken link. Instead, these packets are accumulated in the output queue. Due to the layered design, the link layer (L2) will keep trying to transmit the queued data traffic already designated to the broken link, even after the network layer (L3) has timed out the link. This does not only consume scarce radio resources. It also blocks the MAC layer. Thus the network layer is not able to announce that the link is broken, and the rerouting time increases correspondingly.
Finally, when all the stale data packets designated to the output queue have been dropped, the MAC layer is ready to transmit the link state announcement to establish new routes throughout the network and to serve packets waiting in the output queue designated to reachable receivers.
In summary, the rerouting time due to link breaks depends on the time to carry out the following processes:
* Detection of a link break * The emptying of all stale packets from the output queue * Network-wide link-state announcement to establish new paths While both link break detection and routing convergence have received considerable attention in the research community, surprisingly little focus has been directed to the effects of queueing. Indeed, the main contribution of this paper is to explore how queueing increases the rerouting time.
The rest of the paper is organized as follows. Section 2 gives background information on relevant technologies. In Section 3 we present the simulation setup, define the rerouting time, and show simulation results. Section 4 gives an analysis of the factors contributing to the rerouting time. Section 5 presents a proposed solution to the rerouting problem and in Section 6 we present some related work. Finally, in Section 7 the conclusion is presented and further work is sketched out. Today, IEEE 802.11 [5] is the most widely used wireless local area networking technology. The standard defines a Physical (PHY) layer and a Medium Access Control (MAC) sub-layer, where the latter supports two modes of operation, namely the Distributed Coordination Function (DCF) and the Point Coordination Function (PCF). Since DCF is the most common mode of operation, we focus only on DCF in this paper.
With DCF, the wireless stations (STAs) access the medium in a distributed way, using carrier sense multiple access with collision avoidance (CSMA/CA). With the basic access mechanism, each unicast DATA frame is acknowledged with an ACK frame. This is also known as the minimal frame exchange. (Multicast transmissions, however, are not followed by an ACK frame.) With the optional 4-way frame exchange, on the contrary, each DATA frame is preceded by an exchange of a request to send (RTS) and a clear to send (CTS) frame. The use of RTS/CTS is particularly useful to avoid collisions due to hidden terminals [6] . The basic access mechanism with the minimal frame exchange is illustrated in Fig. 1 . When a node has some data to transmit, it has to sense the medium to verify whether it is busy or idle. If the channel is idle for a time interval equal to a Distributed Inter-Frame Space (DIFS), the source node may begin data transmission.
When the receiver has received the DATA frame, it waits for a time interval equal to a Short Inter-Frame Space (SIFS), and transmits an ACK back to the source node. While data is being transmitted, all other nodes must defer their channel access for a time interval equal to the Network Allocation Vector (NAV). This is a timer indicating the amount of time that the medium has been reserved for the current transmission. When the data transmission is finished and the NAV has expired, a new contention period is entered. Here, concurrent nodes with pending data traffic must contend for the medium. In this process, each contending node must choose a random time interval called Backoff timer, selected from the contention window (CW) The value for the slottime is dependent on the PHY layer type. The backoff timer is decremented only after each time the medium is idle for a DIFS interval, and is frozen when the medium becomes busy. Eventually when the backoff timer of a node expires, it might transmit data. The main point of this medium access mechanism is to minimize the probability of a collision, i.e. of concurrent transmissions. Since a node must go through a backoff after having transmitted a frame (also referred to as a post-backofJ), the medium access mechanism also provides long term fairness to access the medium.
In a wireless environment where collision detection is hard or even impossible, a positive ACK from the receiver is used to confirm a successful transmission. The absence of such an ACK message indicates a collision, link failure or other reasons for an unsuccessful transmission. When this occurs, a retransmission is scheduled, and a new backoff value is chosen. However, in order to reduce the risk for consecutive collisions, after each unsuccessful transmission attempt, the CW is doubled until a predefined CWmax is reached.
There is a retry counter associated with the transmission of each frame, and the retry counter is incremented after each collision. After a successful retransmission, the CW is again reset to a predefined CWmin, and the retry counter is reset to null.
The maximum number of retransmissions for a frame is defined in the dotllShortRetryLimit and dotliLongRetryLimit variables. The first variable is applicable for MAC frames transmitted with the minimal frame exchange (i.e. with length less than or equal to the dot]lRTSThreshold parameter), while the latter is applicable to frames transmitted with RTS/CTS. For instance, each time a MAC frame of length less than or equal to the dot]lRTSThreshold is transmitted, and it fails, the short retry counter is incremented. This will continue until there is a successful transmission or the counter has reached the dotI 1 ShortRetryLimit and the packet is discarded. When this happens the short retry counter is reset to zero.
For simplicity, throughout the rest of this paper, we will use the term dotI 1 ShortRetryLimit and "retry limit" interchangeably.
Queueing in the protocol stack
The unicast packets (multicast is considered out of scope) created by applications are passed down the protocol stack to TCP or UDP using the socket interface (Fig. 2) . If the packet is a TCP packet, it may be queued to accommodate flow control. For UDP, and TCP eventually, the packet is passed down to L3 (i.e. the IP layer) for routing and designation of a next hop link layer address before passed down to the L2 (i.e. the link layer). There it is queued in the queue of the device driver until the buffer of the network interface is empty, and is then pulled onto the network interface. When the transmission medium is available, the packet is transmitted. If no ACK is received, the packet is assumed lost due to a collision, and the packet will be scheduled for retransmission. . Linux protocol stack [7] .
When a packet is received at an interface, it is put in a backlog queue. Then L3 processes it, and either forwards it out on an interface or pushes it up the stack to UDP or TCP. TCP has a receive queue to serve flow control.
The L2 queue should be of a minimum size to allow traffic to be sent without loss from applications at a rate higher than the network capacity, as the network bandwidth can be variable due to fading, mobility, interference, contention etc.
Both Linux and the network simulator ns-2 [8] implement a L2 queue for outgoing packets. In ns-2, using the CMU Monarchs wireless extensions, packets are queued in the interface priority queue (IFq). The network stack for a mobile node consists of a link layer (LL), an ARP module connected to LL, an interface priority queue, a MAC layer, a network interface, all connected to the channel. When a packet is created by the source application, the packet is queued in the IFq until all previous packets have been either sent or discarded.
Optimized Link State Routing Protocol (OLSR)
OLSR is a proactive routing protocol for ad hoc networks. The protocol is built around the notion of Multi Point Relay nodes (MPRs). The network in such a way that all nodes can reach their 2-hop neighbor nodes through an MPR.
The two most important message types in OLSR are the HELLO and the TC (Topology Control) messages: 1) HELLO Messages: Every node broadcasts HELLO messages periodically, to support link sensing, detection of neighbors and signaling of MPR selection. The recommended emission interval for HELLO messages is 2 seconds, and the holding time for neighbor information is 6 seconds. Thus a neighbor is considered lost 6 seconds after the last HELLO message received from the neighbor.
2) TC Messages: Based on the information collected through HELLO messages, link state (TC) messages are created and broadcasted throughout the network by each MPR. The recommended emission interval for TC messages is 5 seconds, and the holding time is 15 seconds.
Simulations
is equivalent to the scenario in Fig. 3 . In the beginning, all three nodes A, B and C are in the immediate neighborhood of each other. Node A, which is the sender, sends UDP data packets of rate Rin packets per second directly to the receiver node C. (This flow is marked with "(1)" in Fig. 4.) . While the data transmission is ongoing, node C moves away from node A. At a certain point where node A and C are no longer in the immediate neighborhood of each other, the connection between these two nodes is broken. In order to re-establish connectivity between node A and node C, node A has to reroute the traffic through node B. (This flow is marked with "(2)" in Fig. 4.) . B forwards this traffic further on to node C.
In all simulations, the packet size was fixed at 1000 bytes. IEEE 802.1 lb [9] was used with the basic DCF mechanism (i.e. without RTS/CTS) and a nominal transmission rate of 11 Mbps. The RTS/CTS handshake mechanism is not necessary since there is no hidden node problem in our scenario. All nodes are inside each others sensing range.
Description of the scenario
The scenario explored can be described as follows: Three nodes A, B and C form an ad hoc network where A sends traffic to C at a Constant Bit Rate (CBR). At the beginning, A and B stretch out the network. Then C moves past B, and loses connectivity with A until traffic from A is rerouted via B. In this scenario, C has always direct connectivity with B.
Although the scenario seems simple, it is realistic and sufficient to explore important aspects of the rerouting time. Note also that all nodes are within a two-hop distance of each other. This means that the dissemination of TC messages will not affect the rerouting time, and we are able to explore the rerouting time associated only with the detection of the link break and with the queueing effects. 4 . Conceptual model for the simulations.
Simulation setup
All simulations were carried out using the network simulator ns-2. The setup for our test scenario (Fig. 4) The implementation of OLSR by the University of Murcia was used as the proactive routing protocol for ns-2 [10] . In the OLSR configuration, the time interval between HELLO packets was set to 2 seconds, and the HELLO packets were given priority over data packets to avoid route instability. Furthermore, a link is considered down after the loss of 3 consecutive HELLO packets, leading to a detection time of link breaks of approximately 6 seconds:
HELLO-INTERVAL= 2seconds NEIGHB HOLD TIME= 3 HELLO INTERVVAL Essential parameters used in the simulations setup are summarized in Table 1. 163 -------= = 3.3. Derinition of the rerouting time
In the simulations that were conducted, we mainly focused on measuring the rerouting time, i.e. the time duration from when the link between A and C is broken to the time when connectivity is re-established via the intermediate node B. However, our experience through many experiments -both in a real test-bed and in simulations -is that the rerouting time measured in this way will have a high degree of variance caused by random effects during rerouting. In order to minimize variance in the measurements, we have chosen to define the rerouting time treroute as the time interval from the last HELLO message from node C received by node A before link break, to the moment where the connectivity is re-established, i.e. until the instant of time where the first UDP packet is received at C after the link break.
Simulation results
The results from the simulations for various retry limits (Fig. 5) show that a higher retry value gives a longer rerouting time. This is as expected, because each packet in the L2 queue is transmitted a number of times defined by this retry value. We also notice that the rerouting time is linearly proportional with the L2 queue size. (marked as crosses, squares and triangles). Here, the retry limit is set to 7, and the queue size is set to 100, 400 and 1000 packets. The figure shows that for small packet rates, the rerouting time is at the minimum value of 6 seconds, which equals to the NEIGHB HOLD TIME. As the packet rate increases, the rerouting time also increases linearly up to a certain point where it suddenly stops to increase, and the rerouting time stabilizes at its maximum value. The maximum rerouting time depends on the queue size. For a queue size of 100, the maximum rerouting time is slightly more than 10 seconds. For a queue size of 400 it is nearly 23 seconds, while for a queue size of 1000 the maximum rerouting time lies around 47 seconds. With a queue size of 400, we see that at packet rates of 100 pkts/sec and over, the queue is filled at the time when rerouting takes place, and this results in a rerouting time converging on approximately 23 seconds. It is also observed (Fig. 6 ) that at low rates (i.e. well below 20 pkts/sec) the rerouting time is flat at 6 seconds.
Analysis

Analysis of the problem
From the log file produced by ns-2 we can observe various incidents affecting the rerouting time. These incidents, which occur at node A, are illustrated in 1) In region I, data packets are continuously inserted into the transmit queue at node A. At time to, the last HELLO message from C is received at A (short line in the figure) . Then, after tb seconds, the direct link between A and C is broken at tl.
2) Although the link between A and C is broken, the routing protocol is still not aware of this, and therefore has not updated the routing table. As a result, "garbage" data packets with stale routing information continue to be put into the queue at node A.
3) In region II, i.e. t1< t <t2, the queue at node A is being filled up. This happens since each garbage data packet in the queue at node A is retransmitted L times, where L is the retry limit. Because of all the retransmissions for each packet, the packet rate out of queue Rout will be reduced considerably. As long as the packet rate Rin into the queue is higher than R,,,, the queue will be filled up. This will last for td-tb seconds, where td is the timeout value for the routing protocol's HELLO packets (which is equivalent with NEIGHB HOLD TIME in OLSR). 4) At t2, garbage packets are no longer put into the queue. The routing protocol has now updated the routing tables. New data packets are instead correctly rerouted to B. 5) In region III, i.e. t2< t <t3, the queue is being emptied for garbage packets. This will last for t, seconds, depending on parameter values like Rjn, L, packet size, queue size etc.
Note that packets are attempted transmitted and removed from the queue both in region II and region III. Thus, the queue will fill up in region II only if Ri,>Ro,t. However, for the lowest packet rates, we will have Rj,<R01t, and the queue will not be filled. In the latter case, both region II and region III will be nonexistent, and the routing interval consists of only region I. This explains why the rerouting time is flat at 6 seconds for the lowest packet rates in Fig. 6 .
In summary, the incidents in the time interval to< t <t3 are the main contributions to the rerouting time as defined above. It is also worth noting that in our test scenario, the delay from a TC message is irrelevant for the rerouting time. This is due to the fact that prior to the link break, node A will have node C in both its 1- (1) where T, is the delay associated with the transmission attempt, and tb0 is the delay associated with the backoff. In our scenario, no ACK is received when the link is broken, and the transmission attempt is therefore perceived as a collision. However, according to the standard, a node must wait an ACKTimeout amount of time without receiving an ACK frame before concluding that the transmission failed. In our case, this ACKTimeout corresponds to the transmission of an ACK for a successfully transmitted frame. Thus, the delay associated with the transmission attempt, Tc, is equal to the delay associated with a successful transmission, Ts: [5] . For convenience, we have defined the contention window differently in this paper.) After each unsuccessful transmission, the contention window is doubled, and the packet is attempt retransmitted. This will continue until we reach the maximum contention window W,, = 2mWo = CWmax, where it remains for consecutive retransmission attempts. If a retransmission is successful after a number of retries, or the number of retransmission has reached the retry limit, the contention window is again reset to its initial backoff stage W0.
In our scenario, when the link between A and C is broken, each "garbage" packet in the queue is retransmitted L times, and eventually is discarded because the maximum number of retries has reached.
The mean total delay for one single packet with L retries is then approximately:
where
which is the sum of the approximate mean backoff time. Here, Te is the slot time. Note that Te, W0 and m are parameters that depend on the PHY-layer used. For 802.1 1b, Te = 20 ts, W0 = 32 and m = 5.
We have intentionally tried to keep the scenario as simple as possible, to derive a simplified model that is intuitive and easy to analyze. One of the simplifications made is the assumption that A is the only node trying to access the medium when the link is broken. Thus, during backoff the medium is always idle, and the duration of each backoff state is therefore Te. It is not difficult to extend our analysis for the case when multiple nodes contend for the same medium. In [11] , for example, Engelstad and Osterb0 calculated the queueing delay by applying a Bianchi model that is extended to non-saturation conditions. Thus, extending our analysis is not hard to do, but draws attention away from the main objective of this paper. It is also considered out of scope due to space limitations, but might be addressed in a follow-on publication.
2) The packet rate Rout out of queue when each packet has to be retransmitted L times, is therefore: (6) 3) The total rerouting time is: Eq. (7) equals the rerouting time as defined above, where only the most significant mechanisms contributing to the total delay of the rerouting time is considered. This delay is equal to t3 -to in Fig. 7 . Here, we assume that the delay of transmitting one single packet through the alternative path, from A to B and then to C, is very small compared to td and te. This delay is therefore omitted in the equation.
The first term of the equation is a constant defined by the proactive ad hoc routing protocol configuration (this is equivalent to the NEIGHB HOLD TIME in OLSR). This value is also the absolute minimum rerouting time. The second term is variable, depending on parameters like Rjn, the retry limit L, the queue size B, etc.
From Eq. (7) and Eq. (8) it is clear that there is a lower and an upper limit on the rerouting time. The lower limit occurs when Ri, = R,,t, in Eq. (8) . Thus, for the lowest packet rates the rerouting time is equal to td, as we also observed in the simulations.
The upper limit occurs when the queue is filled and is constrained by the queue size B. Hence, for the highest packet rates (i.e. when Rin > BI(td-tb)+R01t) the maximum rerouting time is:
. (8) rerouting max = td + R (9) Rout Furthermore, in the case when the rerouting time is larger than td and smaller than trerouting max, Eq. (7) yields: t rerouting = R .(td tb ) + tb. R out (10) This reveals that the rerouting time is linear and proportional to Rin in this region. The packet rate out of the transmit queue Rout is also an important parameter for the rerouting time. A decreasing Rout means an increasing rerouting time. By inspecting Eq. (6), we see that the first term in the denominator is linearly proportional with L, while the second term is increasing exponentially with L [Eq. (5) ]. This means that the second term will grow much faster than the first term, and therefore will be the dominating term when L is large. This is illustrated in Table 2 where only the results for the eight first retry values were calculated. Here, a packet size of 1000 bytes with a transmission rate of 11 Mbps was used to calculate the delay of tdata (in Tc) in Eq. (6) . The rate in Rin was set to 100 packets per second.
The results from Table 2 show that for the given setting, Rout is rapidly decreasing for retry values above
4.
A plot of the estimated rerouting times based on Eq. (7) is shown for three different queue sizes (100, 400 and 1000 packets) as dashed curves in Fig. 6 . The curves were calculated using a value of tb = 0.9 seconds, which corresponds to the average tb value observed in the simulation results shown in the figure. As the result shows, the estimated rerouting times are almost equal to the simulated results obtained from ns-2. This verifies that the derived formula is a good approximation for the expected rerouting time in the given scenario. We observe, however, that the simulations give a slightly higher rerouting time. This can be explained by the ARP request burst triggered by all packets sent to the Layer 2 in the time lapse from the route through B is chosen, until node B's MAC address is obtained. This behavior of ns-2 is a violation of the recommendations given in [12] . The ARP storm problem is bigger for higher packet rates and larger queue sizes, which can be observed in the figure.
Proposed solution
Adaptive retry limit
At the time the routing protocol becomes aware that the direct connection to the destination has been broken, the packets in the L2 queue no longer have a reachable link layer destination. These packets will be discarded only after being transmitted onto the medium for a number of times defined by the IEEE 802.11 doti 1 ShortRetryLimit. We argue that a solution to this problem should be implemented as a layered solution, to keep it as small and simple as possible. The link layer protocol will be able to detect the link break earlier than the routing protocol, so it is natural to implement a solution at the link layer. Our analysis shows that at the link layer it is the queue size and the retry limit that are the main contributors to the extended rerouting time. Reducing the queue size could be an option, but to have any effect, this reduction would have to be initiated as soon as the queue usage starts to grow. In this case it would be more efficient to keep the queue small at all times, instead of varying it, but this would restrain the flexibility of having a large queue.
Instead, we propose a solution to the accumulated queue time problem by introducing an adaptive retry limit into the IEEE 802.11 DCF MAC. For each successive packet with the same destination MAC address that is discarded due to reaching the retry limit, the retry limit is reduced by 1, until each packet is only attempted transmitted 1 time. If the original retry limit is 7, the retry limit is reduced to 0 after 7 consecutive packets are dropped due to reaching the retry limit. As soon as a packet is transmitted successfully, the retry limit is reset to its original value equal to that of the legacy IEEE 802.11 standard.
Discussion
It is very rare that many retry counter expirations occur directly following each other, unless something is wrong. To lower the retry limit gradually will probably not affect the functionality of the 802.11 MAC under normal network conditions. However, a problem with the adaptive retry limit solution is that it might lead to an unfair resource distribution in terms of collision avoidance. The node sending packets that go unacknowledged will be able to contend for the medium with a high probability of a smaller backoffcounter than its peers. On the other hand, the emptying of stale packets from the queue takes place in a small period of time, and it is much more efficient to send a garbage packet only one time, than sending it multiple times. Another drawback is that the transmission attempts of garbage packets consume network resources. More complex solutions where the MAC layer discards packets without attempting to transmit them is certainly also possible. In summary, there are a number of variations of the proposed adaptive retry limit solution. The performance of a number of these variations in various networking scenarios will be detailed and discussed in a follow-on publication.
Implementation
To do the actual implementation in ns-2 we needed to introduce two new variables. The first of these new variables, IDt, keeps track of the destination of the last transmission attempt, and the second variable, called PCnt, counts the number of packets discarded because the retry counter has reached the retry limit.
Each time a packet is discarded because the retry counter has reached the retry limit, the PCnt is increased, until it reaches the value of the retry limit.
The PCnt is subtracted from the original retry limit, so that the effective retry limit gets lower and lower as the PCnt increases, until new packets are only transmitted once, and then discarded if not acknowledged by the receiving node.
If a packet is transmitted to a new destination, PCnt is set to 0 and IDt is updated. If the transmission was successful (indicated by a received ACK), the PCnt is set to 0.
Simulation results
In the simulation results of the adaptive retry limit solution (Fig. 8 , with L2 queue size 400 packets and 7 MAC retries) we observe that with the proposed solution the rerouting time is kept at 6 seconds (which equals to NEIGHB HOLD TIME) until the packet rate exceeds 600 pkts/sec. At this packet rate the bit rate approaches the theoretical maximum throughput (TMT) of 5.03 Mbps (for 1000 bytes sized packets, and for a network with one sender, where backoff time has to be taken into account). When the packet rate is higher than TMT, the L2 queue gets filled also when the link between A and C is not broken. This is because Rout is smaller than Rin at all times. The proposed solution is a layered approach based at the link layer, but in some cases it would be more convenient to solve the problem at the IP-layer. This is left for further work.
Related work
An analysis of several neighbor sensing approaches is presented in [13] . The objective is to better be able to optimize performance in an OLSR network.
In [14] , the OLSR routing protocol is evaluated through both simulations and experiments. Both routeflapping and control packet collisions are described, and solutions for these problems are proposed.
The tuning of routing protocol parameters in order to improve the end-to-end connectivity is studied in [15] . A performance metric called Routing Change Latency (RCL) is defined and analyzed. This metric is defined as "the time needed to determine a new route after a link failure", but it also comprises a time lapse after the new route is discovered, until it is actually used. This time lapse is denoted as Tnew route It is not explained, but observed to vary between 4.62 s and 8.86 s
Conclusions and further work
The rerouting time is an important performance measure in MANETs where node mobility is usually high, and connectivity between nodes may be disrupted frequently. For ongoing data traffic that suffers from link failures, it is highly desirable to reestablish connectivity through alternative paths as fast as possible. In this paper we have looked closer on a simple scenario where we have identified that queueing is among the main factors having considerable impact on the rerouting time.
The latency related to queueing is mainly affected by two parameters, namely the transmit queue size and the retry limit. A large transmit queue size may result in a too high amount of garbage packets with stale routing information being inserted into it. In addition, a high retry value may result in too many wasted retransmission attempts for these garbage packets. The combination of these factors might extend the rerouting time considerably.
We have derived a simple model that can be used to estimate the rerouting time. Comparisons of the estimated and simulated rerouting times have shown that the model is a good approximation. The analysis is used to explain how queueing might increase the rerouting time. In order to solve this problem, we have proposed a simple but very effective solution based on adaptive retry limit in the 802.11 DCF MAC. The queueing problem is resolved by decrementing the maximum retry value when successive packets for the same MAC destination are discarded due to expiration of the retry limit. The proposed solution was implemented and tested in simulations, and the results have shown how effective it can be. In fact, as long as the data rate into the queue is safely below the capacity of the MAC, the solution eliminates the queueing problem associated with the rerouting time.
Although the proposed solution seems to be very effective, there might be some problems associated with it. For example, the solution might lead to an unfair resource distribution in terms of collision avoidance. This needs to be explored in detail, and will be addressed by a follow-on publication.
It might also be possible to implement more complex solutions where the MAC layer discards packets without attempting to transmit them. Various variations of our solution will also be studied.
The proposed solution is a simple way to resolve queueing related delays. We believe there are other possibilities in solving the problem or improving the existing solution. A solution based on cross-layering, where L2 can send a notification up to L3, helping the routing protocol to detect link breaks much earlier is an exciting area. All this is also left to future works. 8 . Acknowledgment
