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Abstract. This paper evaluates the performance of parametric and non-parametric classification rules in sensor technology. The 
growing of sensor technologies, e-nose and e-tongue, has urged engineers to equip themselves with the utmost recent and 
advanced statistical approaches. As data collected from e-nose and e-tongue face some complexities, often data pre-processing 
and transformation are performed prior to the classification. This paper discusses the comparisons made on some known 
parametric and non-parametric classification rules in the application for classifying data of e-nose and e-tongue. The comparisons 
which based on leave-one-out accuracy, sensitivity and specificity shows that non-parametric approaches especially k-nearest 




Supervised classification often deals with multivariables aims to develop mathematical classification rules 
learned from classified data for future classification. In sensor research field, great developments of classification 
rules have permitted engineers to use high number of sensor array to mimic actual human sensory systems. Since 
1982, electronic nose (e-nose) and electronic tongue (e-tongue) that mimic to the human smell and taste sensors, and 
communication with the human brain have been studied. E-nose is a fact that human olfactory system is complex 
and contains thousands of receptors that bind odour molecules, yet capable to detect some odours at parts per trillion 
levels [1, 2, 3]. Whilst, human gustation system is complex with receptors that capable to classify tastes as sour, 
sweet, bitter, salty or umami [4,5]. Various researches have been devoted in developing the technologies, including 
the foundation system that intelligently judges the data.  
In statistics and machine learning, judgment is a form of systematic classification that deals with a process of 
training a classification rule to familiarize with the behaviour of groups of instances in the data. Later, the trained 
classification rule will be used for future classification. Having sets of raw sensor data, one needs to develop the best 
possible classification rule such that the rule would enable one to determine the group of instances correctly. 
Possible classification rules range from parametric, i.e. linear discriminant, Naïve Bayes etc., to non-parametric, i.e. 
k-nearest neighbour, tree classification etc., could be used depends on the structure and distribution of the data. In 
sensor, often raw sensor data are collected as signals which contain huge information including noise. In practice, a 
pre-processing process is conducted prior to the classification training to determine only informative signals, 
otherwise the data are messy, contain excessive information hence consumes times for analyses. One of the 
attractive data processing methods is filter where it screens the data using some properties in order to obtain right 
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variables for classification. Among famous filter tools for variables are Information Gains, Chi-Squared, principal 
component and much more [5, 6, 7, 8].     
This paper compares five classification rules, ranging from parametric to non-parametric rules for classifying 
laboratory data of e-nose and e-tongue. The instances are sample of brands of honey and sugar, tested using a 
standard experiment. The data contain large number of variables in relative to the number of instances. Hence, the 
principal component analysis (PCA) was investigated to assist the classification. Section 2 explains the related work 
on sensor classification and classification rules. Section 3 provides the methodology performed and results are 
discussed in Section 4, followed by conclusion in Section 5.      
RELATED WORK 
A. Sensor Classification 
Fusion of e-nose and e-tongue have been proven to provide better classification of taste. The fusion can be done 
through raw sensory data (low level data fusion), filtered sensors (intermediate level data fusion) or sensors 
classified data (high level data fusion). It is believed that the low level data fusion (as depicted in Figure 1) provides 
the most accurate result [9], due to the fact that each type of sensor conserves its original characteristics [7] and keep 
most information for the classification. 
 
 
FIGURE 1. Framework of low level data fusion by Hall & Llinas [9]. 
   
B. Classification Rules 
Linear Discriminant Analysis 
Fisher in 1936 explains a classification as a linear combination of p  measured variables ( x ), write as ( )(xg ), 
of the n  objects to either 1  or 2 . The work chooses for coefficients so that the ratio of the difference of the 
means of the linear combination in the two groups to its variance is maximised. Let the linear combination of x  be 
written as xwY T , 1μ  and 2μ  represent the means of Y  in 1  and 2 , respectively. Assuming both groups 
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Naïve Bayes  
The Naïve Bayes classification assumes an underlying probabilistic rule, based on the concept of predictive 
density of the variables x  where an object with measurement x  is assigned to the group with the largest posterior 
probability, )|( xif . In a two group cases, let },...,,{ 21 pxxxx  be the independent of predictors, )|( 1xf  and 
)|( 2xf  are the probability densities of x  in 1  and 2 , and suppose that the a priori probability of each group is 
ip . Then, an object is assigned to 1  when )|()|( 1 xx 2ff  and to 2  otherwise. Naïve Bayes is an efficient 
classification rules but may suffer if the predictors are not independent [10]. 
k-Nearest Neighbour (k-NN) 
If the posterior probabilities are unknown, perhaps the best choice estimation of )|( xif  is to use nearest 









x  (2) 
where )(, xkid  is the ranked Euclidean distance from x  to the kth nearest objects among ijx  of i  for 
inj ,...,2,1  and 2,1i . Here, k is a fixed value to the nearest objects to x . This rule has some advantages to be 
robust to noisy data, effective for large data and sometimes provides satisfactory results (Scott et al. [1], Tang et al. 
[2]), but the challenge is to obtain a nice degree of k. 
C4.5 Tree Classification 
C4.5 is one of classification trees that perform a greedy divide and conquer algorithm in a top to down recursive 
manner. C4.5 generates a decision tree where each node splits the groups based on the gain on information. Usually, 
the attribute with the highest information gain is used as a splitting criteria. 
Apparently, different classification rules have been discovered best to explain the groups of flavours. In wine 
classification, Santos et al. [11] and Berna et al. [12] sound opt to linear discriminant analysis based rules. However, 
Rodriguez et al. [13] discovered artificial neural network (ANN) is more promising than PCA in classifying coffee. 
Related work in classifying honey have shown that PCA, linear discriminant analysis and ANN being chosen [14, 7] 
but few discussion have done to compare the classification rules.      
MATERIALS AND METHODS 
A. Materials 
The data sets used in this paper are the output of experiments conducted at the Institute of Sustainable 
Agrotechnology, Universiti Malaysia Perlis and the experiments performed have been earlier described by Masnan 
et al. [7]. The experiment performed used the Cyranose320 e-nose from Smith DetectionTM contains 32 non-
selective sensors of different types of polymer matrix, blended with carbon black. The setting as depicted in Figure 2 
has been proven capable for performing quantitative assessments of complex solutions for e-nose [15, 16] with the 
sniffing cycle set as in TABLE 1. A sample was drawn from the bottle using 10ml syringe, kept in a 13 x 100mm 
test tube and seal with a silicone stopper. The process was replicated ten times. Then, each sample was placed in a 
heater block and heat up for 10 minutes to generate sufficient headspace volatiles before any measurement was 
taken. The temperature of sample was controlled at 50 °C during the headspace collection. 
  




Cycle Time (s) Pump Speed 
Baseline Purge 10 120 mL/min 
Sample Draw 40 120 mL/min 
Idle Time 3 - 
Air Intake Purge 40 120mL/min 
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FIGURE 2. E-nose setup for headspace evaluation of sample (Source: Masnan et al. [7]). 
Meanwhile, a 10% (w/v) solution of honey was prepared in distilled water and stirred for 3 minutes at 1000rpm 
prior to measurement taken. Each sample was replicated ten times and the e-tongue was steeped simultaneously and 
left for two minutes. The potential readings were recorded for the whole duration. To avoid misleading reading, the 
e-tongue was rinsed twice using distilled water (stirred at 400rpm for two minutes) as it could remove any sticky 
residues from the earlier sample sticking on the sensor surface. The setup for e-tongue is depicted as in Figure 3. 
 
FIGURE 3. E-tongue setup for headspace evaluation of sample (Source: Masnan et al. [7]). 
B. Data Set 
The sensor cases considered in this paper are e-nose and e-tongue for two brands of honey namely Agromas 
(AG) and As-Syifa’ (AS), and two types of sugar which are beet sugar (BS) and cane sugar (CS). Based on the 
experiment conducted, 63 instances recorded for each brand of honey and 9 instances recorded for each type of 
sugar. The processing data provided each sample with 11 signals from e-tongue (labeled as T1, T2,.., T11) and 32 
signals from e-nose (labeled as N1, N2,…, N32).   
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C. Methods 
This study performed a low level data fusion of e-nose and e-tongue prior to the classification rules’ 
construction. The fusion leads to the increment size of data, hence a dimension reduction process was executed 
through PCA. Five classification rules were investigated; Naïve Bayes, linear discriminant analysis (LDA), k-nearest 
neighbour at k=1 and k=2, and C4.5 classification tree. The performance of each rule was measured based on five 
indicators namely inaccuracy, precision, recall, sensitivity and specificity. Inaccuracy presents the proportion of 
instances being wrongly classified by the classification rule, precision gives the proportion of the predicted positive 
instances which classified correctly by the classification rule and recall provides the proportion of positive instances 
that are correctly identified. Meanwhile, sensitivity addresses true positive rate of instances and specificity presents 
the true negative rate of instances. All these values range from [0, 1], and a value closes to 1 shows that the rule 
possess greater ability to determine group for future instances except for inaccuracy and specificity indicators where 
null means that no instances have been misclassified. The whole experiment was conducted in a leave-one-out 
fashion using WEKA 3.7. In leave-one-out, an instance was left out as test object whilst the remaining, called 
training objects, were used to extract variables and train the classification rule. The constructed classification rule 
will estimate the group of the test object and this process were repeated until each instance has been left out in turn.  
 
 
FIGURE 4. Flowchart for sensors classification based on leave-one-out. 
RESULTS 
FIGURE5 displays the plot of brands of honey and sugar based on e-nose and e-tongue. Collected data from the 
set up experiments show the groups of Agromas (AG) and As-Syifa’ (AS) are overlapping, while the beet sugar 
(BS) and cane sugar (CS) are covered inside any of the two brands of honey. These examples represent the actual 
data collected from the experiment involving e-nose and e-tongue where most groups are overlapping. Besides, a 
heavy straight line can be seen on each plot (a) and (b) in FIGURE5, indicates that the signals are correlated among 
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each other. Such behaviour is true as the sensor arrays used in the experiment should provide similar measurements, 
depicts the amount of chemical compound in the tested instances. 
  
 
(a) E-nose (b) E-tongue 
FIGURE 5. Example distribution of groups for selected measurements based on (a) e-nose and (b) e-tongue. 
TABLE 2 tabulates the performance of tested classification rules based on five performance indicators. In this 
table, the rules were constructed without PCA.  LDA turns as the best classification rule as it scores the lowest 
misclassified instances, given by inaccuracy and specificity. Also, LDA turns as the best classification rule with the 
highest scores of precision, recall and sensitivity. In this setting, Naïve Bayes rule turns as the worst. Such result is 
expected as the sensors are correlated. 
The conducted PCA on the investigated data retained about 93.5% cumulated variance of the original sensors. 
Later, these processed sensors were used for classification and the performance of each investigated classification 
rules is displayed in TABLE 3. Here, k-NN with k=1 appears as a winner with the lowest inaccuracy and specificity, 
and the highest in precision, recall and sensitivity. Both parametric classification rules, i.e. LDA and Naïve Bayes, 
come after the non-parametric rules. 
 
TABLE 2. Performance of classification rules for without PCA. 
Rules Inaccuracy Precision Recall Sensitivity Specificity 
Naïve Bayes 0.222 0.800 0.778 0.778 0.173 
LDA 0.008 0.992 0.992 0.992 0.008 
1-NN 0.021 0.979 0.979 0.979 0.016 
2-NN 0.028 0.974 0.972 0.972 0.022 
C4.5 0.083 0.924 0.917 0.917 0.030 
 
TABLE 3. Performance of classification rules with PCA. 
Rules Error rate Precision Recall Sensitivity Specificity 
Naïve Bayes 0.153 0.856 0.847 0.847 0.135 
LDA 0.125 0.875 0.875 0.875 0.087 
1-NN 0.049 0.952 0.951 0.951 0.033 
2-NN 0.063 0.938 0.938 0.938 0.044 
C4.5 0.104 0.895 0.896 0.896 0.071 
 
CONCLUSION 
E-nose and e-tongue data often exist with high multicollinearity among the variables, and as studied, the size of 
sample obtained from output of experiment lab is small. Therefore, the structure of data influence the results’ among 
the parametric classification rules. Both rules record better performance when PCA was taken place, however 
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Bayes is easily influenced by the structured of the data. LDA performs as the best classification rule when the data 
contains multicollinearity variables, but its’ performance drop after the PCA. Meanwhile, non-parametric 
classification rules especially k-NN possesses much greater performance as it does not much deteriorate when the 
structure of data change.  
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