We study the Newton stratification on SL 3 (F ), where F is a Laurent power series field. We provide a formula for the codimensions of the Newton strata inside each component of the affine Bruhat decomposition on SL 3 (F ). These calculations are related to the study of certain affine Deligne-Lusztig varieties. In particular, we describe a method for determining which of these varieties is non-empty in the case of SL 3 (F ).
Introduction
The study of abelian varieties in positive characteristic dates back to André Weil in the 1940s [44] , and was further developed in the 1960s by Barsotti [2] . In [12] , Grothendieck describes the theory of F -crystals and Barsotti-Tate groups, or p-divisible groups, which are fundamental to the study of algebraic geometry in characteristic p > 0. Isogeny classes of F -crystals are indexed by combinatorial objects called Newton polygons, and these polygons thus naturally provide a stratification on the space of F -crystals. In the late 1960s, Grothendieck proved his famous specialization theorem, which asserts that Newton polygons "go down" under specialization, according to the conventions of this paper. In particular, the set of points for which the associated Newton polygons lie below a given Newton polygon is Zariski closed. Grothendieck conjectured the converse to his theorem in 1970, which says that given a p-divisible group G 0 having Newton polygon γ, then for any β lying above γ, there exists a deformation of G 0 whose generic fiber has Newton polygon equal to β. This conjecture was proved by de Jong and Oort a quarter of a century later (see [6] , [26] , [27] ). In the late 1970s, Katz extended these ideas of Grothendieck to Newton polygons associated to families of F -crystals [16] .
By the early 1980s, work on the moduli problem for abelian varieties of fixed dimension in positive characteristic was well underway, having been outlined by Mumford and applied by Norman and Oort [23] . Analogs of Grothendieck's specialization theorem and its converse were formulated and proved in the context of (moduli spaces of) abelian varieties (see [22] , [34] , [17] , [24] , [26] , [27] , [29] ). Oort has also formulated several conjectures and results about irreducibility and the dimensions and number of the components, which generalize his work with Li on the supersingular case (see [25] , [27] , [21] ). In [6] , de Jong and Oort prove a purity result that gives an estimate for the codimensions of the Newton polygon strata in moduli spaces of p-divisible groups. Viehmann computes the dimensions and the number of connected and irreducible components of moduli spaces of polarized p-divisible groups in [39] and [40] . More information is known about the structure of the Newton strata and the poset of slopes of Newton polygons in the special case of the Siegel moduli space (see [27] , [43] ). Recent work by Harashita extends some of Oort's work determining when certain Newton strata are non-empty [14] . There has also been recent interest in the foliation structure on the Newton polygon strata (see [28] , [1] ). For a survey of both classical and newer results on the properties of the Newton stratification for moduli spaces of abelian varieties in positive characteristic, see [25] , [35] , and the recent survey article by Rapoport [30] .
In the mid-1990s, Rapoport and Richartz generalized Grothendieck's specialization theorem and the notion of the Newton stratification to F -isocrystals with G-structure, where G is a reductive group over a discretely valued field [32] . These generalized Newton strata are indexed by σ-conjugacy classes, where σ is the Frobenius automorphism. There is a natural bijection between the set of σ-conjugacy classes and a suitably generalized notion of the set of Newton polygons, which was described by Kottwitz in [18] and [19] . The poset of Newton polygons in the context of reductive group theory has interesting combinatorial and Lie-theoretic interpretations, which were described by Chai in [5] . In particular, Chai generalizes the work of Li and Oort to the case of F -isocrystals with G-structure, where G is any quasisplit reductive group over a non-Archimedean local field F , proving that the poset of Newton slope sequences is catenary; i.e., any two maximal chains have the same length. Chai also provides a root-theoretic formula for the expected dimension of the Newton strata. Rapoport lists several other conjectures in the context of these generalized Newton strata in [30] .
Chai was primarily interested in applications to the reduction modulo p of a Shimura variety, although his results are more general. Interest in the special case of Shimura varieties has roots in implications toward the local Langlands conjecture, as demonstrated by Harris and Taylor [15] . Similar topological and geometric questions have been answered about the Newton stratification on Shimura varieties. Wedhorn has demonstrated that these strata are locally closed, and he provides a codimension formula in [42] . In addition, he showed that the ordinary locus is open and dense [41] . Bültel and Wedhorn have studied the relationship among the Newton polygon stratification, the Ekedahl-Oort stratification, and the final stratification in [4] . Recent work by Yu generalizes considerations of Oort's Siegel case to type C families of Shimura varieties [45] . Again, for a comprehensive overview of known and conjectured results on Shimura varieties, see Rapoport's survey [31] . Haines has also written an article on Shimura varieties that provides an introduction to the field through the theory of local models [13] .
The notion of the Newton stratification has since arisen in many other contexts. Goren and Oort discuss the relationship between the Newton polygon strata and the Ekedahl-Oort strata for Hilbert modular varieties in [8] . Vasiu studies latticed F -isocrystals over the field of Witt vectors in [36] , in which he proves a purity property on the Newton polygon stratification. Blache and Férard explicitly describe the Newton stratification for polynomials over finite fields in their recent work [3] . In [20] , Kottwitz describes the Newton stratification in the adjoint quotient of a reductive group. Goresky, Kottwitz, and MacPherson discuss the root valuation strata in Lie algebras over Laurent power series fields [9] , and while this stratification is not a Newton stratification per se, the techniques employed are reminiscent of those that arise in the situation of a Newton stratification.
In all of the aforementioned contexts, there are several common topological, geometric, and combinatorial themes. The goal of this paper is to address these common themes in the specific context of the Newton stratification on the algebraic group G = SL 3 (F ) in the so-called Iwahori case. Here, F is the field of Laurent power series over an algebraic closure of a finite field. We begin by reviewing the theory of isocrystals over F and the associated Newton stratification on SL 3 (F ). In order to develop a topology and notions of irreducibility and codimension, we define admissible subsets of Iwahori (double) cosets of SL 3 (F ), which are sets that satisfy a property analogous to Vasui's Crystalline boundedness principle [36] . We then compute explicit polynomial equations that characterize the isocrystals having Newton polygons lying below a given polygon. This demonstrates, in particular, that our Newton strata satisfy the strong stratification property; i.e. the closure of a given stratum is the union of locally closed subsets defined by the Newton polygons lying below that of the given stratum. Our main theorem is a sort of purity result. Namely, we show that the codimension between adjacent strata jumps by one. We provide two versions of a formula for the codimensions of the Newton strata inside each component of the affine Bruhat decomposition on G = I W I, where I is the Iwahori subgroup and W the affine Weyl group. Following Chai, we present both root-theoretic and combinatorial versions of this codimension formula.
The Newton strata associated to Shimura varieties are also related to the study of certain affine Deligne-Lusztig varieties. Rapoport's dimension formula for affine Deligne-Lusztig varieties inside the affine Grassmannian was proved in two steps by Görtz, Haines, Kottwitz, and Reuman [11] and Viehmann [37] . Viehmann has also described the set of connected components of these affine Deligne-Lusztig varieties [38] . Our study of the Newton strata in the Iwahori case relates to certain affine Deligne-Lusztig varieties inside the affine flag manifold, about which less is known. To every σ-conjugacy class in G and every element of the affine Weyl group, we can associate the affine Deligne-Lusztig variety
For a fixed x ∈ W , we explicitly describe in Section 5 the poset of Newton polygons that arise for elements in the double coset IxI, when G = SL 3 (F ). As a direct consequence, we can answer the question of which of the associated affine Deligne-Lusztig varieties are non-empty. This result was proved by Reuman for the case b = 1 [33] , but our results may be applied to any b ∈ G.
In addition to giving information about non-emptiness of certain affine Deligne-Lusztig varieties, our work gives rise to a conjectural relationship between the dimension of these varieties and the codimensions of the associated Newton strata. Conjecture 1.0.1. Let x ∈ W be an element of the affine Weyl group and b ∈ G. The relationship between the dimension of the affine Deligne-Lusztig variety X x (b) and the codimension of the associated set of Newton strata is given by
Here, ℓ(x) is the length of x, ρ is the half-sum of the positive roots, and ν(b) is the Newton slope sequence associated to b.
An earlier version of this conjecture, due to Kottwitz, assumed that the codimensions of the Newton strata in the Iwahori case were given by the same root-theoretic expression appearing in [5] , and combined this with the right-hand side of (1.0.2) to provide a conjecture for the dimension of X x (b). We demonstrate in Corollary 1.9.2 that for certain affine Weyl group elements, we must correct this initial guess for codim((IxI) ≤ν(b) ⊆ IxI) by -1. In fact, Theorem 1.9.1 suggests that the codimensions of the Newton strata are most conveniently expressed combinatorially in terms of lengths in the poset of Newton slopes, rather than root-theoretically. Conjecture 1.0.1 accounts for this fact and thus includes the codimension as a separate term. In the case G = SL 3 (F ) and b = 1, Conjecture 1.0.1 is true, as [33] and our work demonstrate. We refer the reader to [11] for conjectural formulas for the dimensions of the varieties X x (b) for more general G. Although neither these dimensions nor the codimensions of the Newton strata are known except in a few cases, the right-hand side of the equality in Conjecture 1.0.1 is simple and can be easily computed in general.
The study of the poset of Newton slope sequences for SL 3 (F ) has led to the several additional combinatorial and geometric questions. In the Iwahori case, the problem of determining the Newton slope sequence associated to the open stratum remains unsolved. Even in the case of SL 3 (F ), in which we explicitly compute this generic slope sequence for every x ∈ W , we cannot yet do better than providing a list. We expect there to be a closed root-theoretic formula that would provide an analog of Mazur's inequality in the Iwahori case (see Question 1, Section 1.7). When G = SL n (F ) and x corresponds to an alcove lying in the dominant Weyl chamber, we can formulate a precise conjecture determining the generic slope (see Conjecture 5.3.1). As mentioned above, we shall explicitly compute the poset of Newton slopes that actually arise for a given x ∈ W , which we denote by N(G) x , in the case G = SL 3 (F ). We believe that it is possible to apply arguments similar to those we employ in this paper to obtain a description for the poset N(G) x , at least in the case of A n (see Question 3, Section 1.10).
Already in the case where G = SL 3 (F ), the poset of Newton slope sequences has both interesting and surprising properties. We prove, for example, that the poset N(G) x for SL 3 (F ) is a ranked lattice, and we expect that this might be the case for general G (see Question 2, Section 1.8). One might guess that an analog of Manin's converse to the specialization theorem holds in the Iwahori case as well; i.e., that N(G) x consists of all possible Newton slope sequences lying below the generic one. We shall demonstrate that this suspicion is actually false. Consider the example in which x ∈ W has finite Weyl part equal to the longest element in the Weyl group s 121 , and translation part equal to (−2, 0, 2). We show that the generic slope sequence is given by
(1, 0, −1), in which case the lattice consisting of all possible slope sequences in N(G) lying below (1, 0, −1) is given by the poset on the left in Figure 1 . The actual description of the poset N(G) x in this example consists, however, of only the two elements (1, 0, −1) and (0, 0, 0); see the picture on the right in Figure 1 . Therefore, the length of the segment [(0, 0, 0), (1, 0, −1)] inside N(G) x equals one, even though the length inside N(G) is two. Moreover, the codimension of the stratum associated to (0, 0, 0) also equals one. The author believes that it is possible to characterize the affine Weyl group elements that produce these strange examples using the language of parabolic and Levi subgroups, although we are not yet prepared to formulate a precise conjecture.
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1.2.
Isocrystals over the discretely valued field F . Let k be a finite field with q elements, and let k be an algebraic closure of k. Denote by π the uniformizing element of the discrete valuation ring O := k[[π]], having fraction field F := k((π)) and maximal ideal P := πO. Normalize the valuation homomorphism val : F × → Z so that val(π) = 1. We can extend the usual Frobenius automorphism x → x q on k to a map σ : F → F given by a i π i → a q i π i . Recall that an isocrystal (V, Φ) is a finite-dimensional vector space V over F together with a σ-linear bijection Φ : V → V ; i.e., Φ(av) = σ(a)Φ(v) for a ∈ F and v ∈ V . We now define a ring R = F [σ], where any element y ∈ R is of the form y = a i σ i , for a i ∈ F . Note that R is not a polynomial ring in the usual sense, since for a ∈ F , we have that σa = σ(a)σ. Given an isocrystal (V, Φ) over F , defining σ i v := Φ i (v) makes V into an R-module. We then have the following well-known proposition describing isocrystals as cyclic modules over the ring R. Proposition 1.2.1. Let (V, Φ) be an isocrystal and R = F [σ], as above. Then V is a cyclic R-module; i.e., Rv = V for some v in V .
In the context of Proposition 1.2.1, we call the generator v a cyclic vector. The ring R is noncommutative, but there exist both a right and left division algorithm, whence we may conclude that R is a principal ideal domain. Upon choosing a cyclic vector, we may thus write V ∼ = R/Rf for some f = σ n + · · · + a n−1 σ + a n ∈ R, where n = dim F (V ). We shall call f the characteristic polynomial associated to the isocrystal (V, Φ). Note, however, that f depends on the choice of a cyclic vector. Consequently, we shall be interested in the Newton polygon associated to f , an isocrystal invariant that is independent of the choice of cyclic vector.
The Newton polygon of f , or equivalently the Newton polygon of (V, Φ), is defined to be the convex hull of the set of points {(0, 0), (i, − val(a i )) | i = 1, 2, . . . , n}, where the a i are the coefficients of f . More specifically, the Newton polygon of f is the tightest-fitting convex polygon joining the points (0, 0) and (n, − val(a n )) that passes either through or above all of the points in the set {(0, 0), (i, − val(a i ))}. The reader should observe that our definition of the Newton polygon differs from the usual one, in which the polygon is formed from the set of points {(0, 0), (i, val(a i ))}. We adopt the less conventional construction in order that our definitions for the Newton stratification in Section 1.4 agree with those in other related contexts. The associated Newton slope sequence is the n-tuple λ = (λ 1 , . . . , λ n ) ∈ Q n , where the λ i are the slopes of the edges of the Newton polygon, repeated with multiplicity and ordered such that λ 1 ≥ · · · ≥ λ n . Occasionally we will wish to move freely between a slope sequence λ and the Newton polygon having λ as its slope sequence, which we shall denote by N λ .
1.3. The characteristic polynomial for GL 3 (F ). If we fix a basis for the n-dimensional vector space V , the isocrystal (V, Φ) is isomorphic to one the form (F n , Aσ) for some A ∈ GL n (F ). In this context, σ(v) means that we apply σ to each component of the vector v.
In this section, we specialize to 3-dimensional isocrystals. In order that we may work with matrices in our calculations, we fix a basis. Let e 1 , e 2 , e 3 denote the standard basis vectors for Proof. Compute that e 1 ∧ Φ(e 1 ) ∧ Φ 2 (e 1 ) = D(e 1 ∧ e 2 ∧ e 3 ).
We shall now assume that the hypotheses of Proposition 1.3.1 are met so that e 1 is a cyclic vector for (F 3 , Φ). The characteristic polynomial of (F 3 , Φ) is of the form f := σ 3 +ασ 2 +βσ+γ = 0, for some α, β, γ ∈ F . Using linear algebra, we calculate that α and β are determined by Φ as follows:
Here we denote by Φ k (e i )e j the coefficient of e j in the vector Φ k (e i ). So that formulas like the ones for α and β in (1.3.3) and (1.3.4) below appear less complicated, we define x := σ(x). We can then solve matrix equation (1.3.2) explicitly for α and β to obtain the following:
Here we observe directly the need for the hypothesis D = 0. To make our calculations in Section 3 less cumbersome, let us introduce the following notation:
Finally, recall from the proof of Proposition 1.3.1 that Φ(e 1 ∧ Φ(e 1 ) ∧ Φ 2 (e 1 )) = DΦ(e 1 ∧ e 2 ∧ e 3 ) = D det A(e 1 ∧ e 2 ∧ e 3 ), where Φ = Aσ. On the other hand, using that (Φ 3 + αΦ 2 + βΦ + γ)(e 1 ) = 0, we compute that Φ(e 1 ∧ Φ(e 1 ) ∧ Φ 2 (e 1 )) = −γD(e 1 ∧ e 2 ∧ e 3 ). Equating these two expressions yields
One should note that the method used to calculate γ generalizes from GL 3 (F ) to GL n (F ). We shall use these explicit formulae for the coefficients of the characteristic polynomial to make calculations in Section 3.
1.4. The Newton stratification. Let G = SL 3 (F ). If A ∈ G, we have that val(det A) = 0 and thus γ ∈ O × . As discussed in Section 1.2, the Newton polygon of f is formed from the set {(0, 0), (1, − val(α)), (2, − val(β)), (3, 0)}. We define ν(A) to be the slope sequence of the Newton polygon associated to the isocrystal (F 3 , Aσ). Again, recall that our definition for ν differs from the conventional one. For example, if val(x) ≤ val(y) ≤ val(z), we have ν(diag(x, y, z)) = (− val(x), − val(y), − val(z)). The map
induces a bijection B(G) ←→ N(G), see [18] . Here, B(G) is the set of σ-conjugacy classes of G; i.e., B(G) = G(F )/ ∼ where x ∼ y ⇐⇒ x = gyσ(g) −1 for some g ∈ G(F ). We denote by N(G) the set of possible slope sequences arising from Newton polygons for isocrystals of the form (F 3 , Aσ) with A ∈ G.
The map ν induces a natural stratification on G indexed by the elements of N(G). We define the Newton strata referred to in the title of this paper to be
The group G then breaks up into a disjoint union of these strata as follows:
The set N(G) is actually a partially ordered set. We define λ ′ ≤ λ if N λ ′ and N λ have the same endpoints and all edges of N λ ′ lie on or below the corresponding edges of N λ . Given a particular λ ∈ N(G), we are interested in studying all strata G λ ′ such that λ ′ ≤ λ. The closed subset of G determined by a slope sequence λ is
1.5. Lie-theoretic interpretation. Let B ⊂ G = SL 3 (F ) denote the Borel subgroup consisting of the upper triangular matrices, and T the maximal torus consisting of all diagonal matrices. Let W denote the Weyl group of T in G, which is isomorphic to the symmetric group S 3 in this case. Let a := X * (T ) ⊗ Z R, and denote its Q-subspace by a Q := X * (T ) ⊗ Z Q. Denote by α i the simple roots in Lie(G), and let C := {λ ∈ a | α i , λ > 0, ∀i} denote the dominant Weyl chamber. Analogously, denote by C 0 := {λ ∈ a | α i , λ < 0, ∀i} the antidominant Weyl chamber. Our convention will be to call the unique alcove in C 0 whose closure contains the origin the base alcove a 1 . (This convention makes our calculations in Section 3 less cumbersome, and our less traditional definition of the Newton polygon in Section 1.2 aligns more naturally with this convention.) Let I be the associated Iwahori subgroup of G(F ). According to our conventions, I is the standard Iwahori subgroup
One can also consider a 1 to be the basepoint of the affine flag manifold G/I. Denote by W = X * (T ) ⋊ W the affine Weyl group. We shall express an element x ∈ W as x = π µ w, for µ ∈ X * (T ) and w ∈ W . For G = GL 3 (F ), we may identify X * (T ) with Z 3 . We then write π µ = diag(π µ1 , π µ2 , π µ3 ) for µ = (µ 1 , µ 2 , µ 3 ) ∈ Z 3 . In this group-theoretic context, we can interpret a Newton slope sequence λ = (λ 1 , λ 2 , λ 3 ) as an element λ ∈ a Q,dom , where a Q,dom denotes the dominant elements in a Q . Specifically,
Under these identifications, the partial order on N(G) then becomes λ ′ ≤ λ ⇐⇒ λ − λ ′ is a non-negative linear combination of positive coroots.
Recall the affine Bruhat decomposition for G = SL 3 (F ):
We study the sets G ≤λ when intersected with these double cosets IxI in order that we may define a notion of codimension. For a fixed x ∈ W , we thus introduce the following analog of the Newton strata discussed in Section 1.4:
The subset (IxI) ≤λ consists of all g ∈ IxI such that the Newton polygon associated to (F 3 , gσ) has the same endpoints as N λ and lies on or below N λ . The stratum (IxI) λ is non-empty for only finitely many λ ∈ N(G). It will be useful to introduce notation for the finitely many Newton slope sequences that actually arise for elements inside a particular Iwahori double coset:
The subset N(G) x inherits the partial ordering ≤ on N(G).
1.6. Admissibility of (IxI) λ . The double cosets IxI are not finite dimensional; however, we can develop an adequate notion of codimension by working with finite dimensional quotients of IxI such as IxI/I N , where I N := {g ∈ I | g ≡ id mod (P N )}. We obtain another finite dimensional quotient of IxI by considering its image under the map on 3 × 3 matrices induced by F → F/P N . By abuse of notation, we denote this image by IxI/P N .
Following [9] , denote by p N and ρ N the surjections p N : IxI ։ IxI/I N and ρ N : IxI ։ IxI/P N . Observe that the quotients IxI/I N and IxI/P N are finite dimensional affine schemes. We say that a subset Y of IxI is admissible if there exists an integer N such that
Since these two notions of admissibility are equivalent, we will use whichever is most convenient for us in the given context.
If a subset Y of IxI is admissible, we can treat Y as though it is finite-dimensional. In particular, we define the codimension of Y in IxI to be the codimension of
Note that we may replace p N by ρ N and I N by P N to obtain equivalent formulations of these topological notions using the image of IxI under the map F → F/P N . We will see that (IxI) λ is an admissible subset of IxI for any λ ∈ N(G) x . We remark that Vasiu has demonstrated the admissibility of latticed F -isocrystals, which are isocrystals over the field of fractions of the Witt vectors satisfying an additional property [36] . In addition, we will see that the sets (IxI) λ are locally closed in IxI and that (IxI) ≤λ are closed subsets of IxI. It is not necessarily true in general that (IxI) ≤λ is an irreducible subset of IxI. We show, however, that all of the irreducible components have the same codimension inside IxI.
1.7.
The generic Newton slope sequence. By observing that IxI/I N is irreducible for any positive integer N , we see that the double coset IxI is irreducible for fixed x ∈ W . Furthermore, IxI is the finite union of subsets of the form (IxI) λ , any two of which are disjoint. If λ ∈ N(G) x is maximal, then (IxI) λ is actually an open subset of IxI. Since IxI is irreducible, there must exist a unique maximal element in N(G) x . Definition 1.7.1. Given x ∈ W , we define the generic Newton slope sequence ν x ∈ a Q,dom to be the unique maximal element in N(G) x ; i.e., ν x is defined such that for all λ ∈ N(G) x , we have λ ≤ ν x .
For a given x = π µ w, note that ν x may not coincide with the unique dominant element in the W -orbit of −µ, which we denote by −µ dom . In general, ν x ≤ −µ dom , with strict inequality occurring for some x such that a x lies outside the dominant Weyl chamber. In Section 5 we provide explicit descriptions for the maximal and minimal elements in N(G) x for all x ∈ W . It would be nice to have a closed formula providing both the maximal element ν x and the minimal element in N(G) x , even in the case of G = SL 3 (F ). Question 1. Is there a closed, root theoretic formula for the maximal and minimal elements in N(G) x for G = SL 3 (F )? For all x ∈ W and any G?
The codimensions of the Newton strata inside IxI are more conveniently expressed in terms of the length of a segment in the poset N(G) x , which we now introduce. For G = SL 3 (F ), the poset N(G) consists of a single connected component, which is a lattice. Given x ∈ W and two slope sequences µ, λ ∈ N(G) x such that µ ≤ λ, we may consider the segment [µ, λ] defined as follows:
We define the length of the segment [µ, λ] inside N(G) x , denoted length N(G)x [µ, λ], to be the supremum of all natural numbers n such that there exists a chain µ = ν 0 < ν 1 < · · · < ν n = λ in the poset N(G) x . Our definition of length is the same as Chai's notion of length on subsets of Newton points expected to appear in the reduction modulo p of a Shimura variety, see [5] . Similar to the situation in [5] , it turns out that the poset N(G) x is ranked or catenary; i.e., any two maximal chains have the same length. We shall also see in Section 5 that N(G) x is a lattice. We might reasonably expect that N(G) x is always a ranked lattice. Question 2. Is the poset N(G) x ranked for all G? Is N(G) x a lattice for all G?
1.9. Problem statement. We can now state the main theorem, which provides a formula for the codimension of the subset (IxI) ≤λ inside IxI.
If we interpret Theorem 1.9.1 root-theoretically, we can produce an alternative formula for the codimensions of the Newton strata inside IxI. Order the simple roots α 1 , α 2 ∈ X * (T ) in the usual way so that α i = e i − e i+1 . Let ω 1 = (1, 0, 0) and ω 2 = (1, 1, 0). For s ∈ W denote by s(C 0 ) the Weyl chamber corresponding to s. As a corollary to Theorem 1.9.1 we have the following explicit formulae.
rotates the alcove a x ′ 120 degrees counterclockwise about the center of the base alcove, we have
Here, ⌈ℓ⌉ denotes the ceiling function, which rounds up to the nearest integer. Note that the formula in (1.9.2) only makes sense for λ = ν x .
Equation (1.9.3) is the naive analog of Chai's root-theoretic formula for the length of posets of Newton slope sequences associated to G(F ) for F a p-adic field, which we now recall: Theorem 1.9.3 (Chai) . Let F be non-Archimedean local field, and let C ν F,R ∨ denote the poset of Newton slope sequences that lie below ν which occur for G(F ), where G is connected, reductive, quasisplit over F . Denote by ω F,i the fundamental F -weights, and let λ be a slope sequence lying below ν. Then
The statement of this theorem in [5] is for F a p-adic field, since Chai is primarily interested in applications to Shimura varieties, although he remarks that the theorem is true even when F has positive characteristic. A similar expression also arises as the formula for the codimension of the Newton strata in the adjoint quotient of a reductive group,
As we indicated in the introduction, for certain values of x, we require a correction term of -1 to the initial guess provided by Equation (1.9.4). The affine Weyl group elements for which this correction term appears correspond either to ones whose poset is missing expected elements, as in our example from Figure 1 , or to alcoves having half-integral generic Newton slopes, in which case rounding up to the nearest integer yields an overestimate for the codimension. There are advantages to both the combinatorial and root-theoretic presentations for the codimension formula. When expressed in terms of the length of the segment [λ, ν x ], the formula is independent of the affine Weyl group element x in consideration. On the other hand, the explicit root-theoretic version has a natural graphical interpretation, since it depicts, in some sense, the distance between the Newton polygons N λ and N νx . 1.10. Affine Deligne-Lusztig varieties for A 2 . Theorem 1.9.1 is related to the study of certain affine Deligne-Lusztig varieties. Let G = SL 3 (F ) and b ∈ G(F ). Recall the definition of the affine Deligne-Lusztig variety X x (b) inside the affine flag manifold:
Little is known about the varieties X x (b), including, in most cases, whether or not they are empty as sets. In [33] , Reuman provides a simple criterion for determining non-emptiness of the affine Deligne-Lusztig varieties inside the affine flag manifold for G = SL 3 (F ) and b = 1, and alternative methods are discussed in [11] . It is worth noting that the methods used in this paper will provide another means by which we can determine for which x the variety X x (1) is non-empty. More specifically, 0 is the minimal element in
One application of the calculations in Section 5, in which we explicitly describe the poset N(
Our approach differs from Reuman's method and answers the non-emptiness question for any b ∈ G, rather than only b = 1, in the case of A 2 . The author believes that similar arguments can provide a complete answer to the question of non-emptiness in the case of A n . Question 3. Can arguments similar to those in appearing in Sections 3 and 5 yield complete descriptions of N(G) x for all x and G = SL n (F )?
2. Reduction Steps 2.1. Geometry of the Newton strata. The group W is generated by s 1 and s 2 , the simple reflections through the walls of the chamber C. In coordinates, if we write x = π µ w for µ = (µ 1 , µ 2 , µ 3 ), then s 1 : a x → a x ′ , where x ′ = π (µ2,µ1,µ3) s 1 w, and s 2 : a x → a x ′′ , where x ′′ = π (µ1,µ3,µ2) s 2 w. We shall use this description of W , together with some basic geometry of the root system for A 2 , to make several key reduction steps. 
Proof. Recall that there is a bijective correspondence between W and double cosets IxI. The map θ : IxI → θ(IxI) = Iθ(x)I therefore induces a bijection on double cosets θ :
In addition, since θ ∈ Aut F (G), if two elements g 1 and g 2 are σ-conjugate in G, then θ(g 1 ) and θ(g 2 ) are also σ-conjugate. We therefore also obtain a bijection on the level of σ-conjugacy classes θ :
, which gives rise to a bijection on the two sets of Newton slope sequences θ :
, which is an isomorphism of schemes.
Remark 2.1.2. Let θ ∈ Aut F (G) be such that θ(I) = I, and assume in addition that θ(T ) = T . Then θ(N G (T )) = N G (T ), and so the bijection θ : W → W will also be a group homomorphism.
. It suffices to calculate the codimensions of the Newton strata in IxI for the following cases:
Proof. Proposition 2.1.1 tells us that the codimensions of the Newton strata are invariant under automorphisms θ that preserve the Iwahori subgroup. We identify two such automorphisms that allow us to make two reduction steps. First we consider the symmetries of the base alcove, which change the coordinates that determine which vertex of a 1 is the origin. Let us take a representative for the rotation by 120 degrees about the center of a 1 to be 
Then ψ(I) = I, and ψ induces a map on N(G) given by
where the reduced expression for w ′ is obtained from w by interchanging the subscripts 1 and 2. Applying Proposition 2.1.1 enables us to make the positivity restrictions on µ 1 and µ 2 in the two Weyl chambers.
2.2.
Newton strata for single cosets. As described in Section 1.5, the affine Bruhat decomposition provides a natural decomposition of G = SL 3 (F ) into Newton strata of the form (IxI) λ . In practice, however, it is easier to work with single cosets of the Iwahori subgroup. For the purpose of computing the codimensions of the Newton strata, Lemma 2.2.1 below justifies passing to single cosets of the form xI. We thus introduce two natural variants of the definitions of the Newton strata given in Section 1.5. For a fixed x ∈ W and λ ∈ N(G), define
Here again, (xI) λ ′ is non-empty for only the finitely many λ ′ ∈ N(G) x , so that (xI) ≤λ is a union of finitely many Newton strata (IxI) λ ′ intersected with the infinite-dimensional space xI. By applying our notion of admissibility to the single coset stratum (xI) λ , we can define the codimension of (xI) ≤λ in xI. In addition, this codimension agrees with the desired codimension of (IxI) ≤λ in IxI.
Proof. First consider the case in which x = π µ w ∈ W satisfies a x ⊂ C 0 . In this case, I ∩ xIx −1 is of the form
where r, s, t are positive integers that depend on µ and satisfy s ≥ r + t. Consider
where k[π] n 1 := k[π, π 2 , . . . , π n ]. If n = 0, we define k[π] n 1 := 0. The relationship s ≥ r + t implies that H is a subgroup of I. Observe that the Iwahori subgroup decomposes into a product 
Conditions determining the Newton strata
The proof of Theorem 1.9.1 proceeds in two steps. The focus of this section will be to calculate the explicit form of the subspace (xI) ≤λ inside xI for all x ∈ W in the two cases determined by Lemma 2.1.3. We will see that the conditions that define (xI) ≤λ are polynomial in finitely many of the coefficients of the entries of a given g ∈ xI. Having explicit formulae determining all Newton strata in xI allows us to compute the desired codimensions in Section 4.
For fixed x ∈ W and λ ∈ N(G) x , we use the characteristic polynomial from Section 1.3 to find explicit conditions on the entries of a particular g ∈ xI that yield ν(g) ≤ λ. Since λ ∈ a Q , we will encounter conditions on the valuations of the matrix entries that involve rational numbers. We thus adopt the convention that P ℓ := P ⌈ℓ⌉ , for ℓ ∈ Q. In addition, we will occasionally abuse notation and write π ℓ := π ⌈ℓ⌉ , for ℓ ∈ Q.
Two technical lemmas.
We open with two technical, but useful lemmas. The first lemma reformulates the definition of the partial ordering on N(G) in terms of conditions on the valuations of the coefficients of the characteristic polynomial. Lemma 3.1.1. Fix λ ∈ N(G), and suppose that ν is the Newton slope sequence associated to the isocrystal (F 3 , gσ) for g ∈ G, having characteristic polynomial of the form f = σ 3 + ασ 2 + βσ + γ. Then,
Proof. Write ν = (ν 1 , ν 2 , ν 3 ). Since val(γ) = 0 in SL 3 (F ), the endpoints for N ν and N λ coincide. We thus have that ν ≤ λ precisely when λ 1 ≥ ν 1 and λ 3 ≤ ν 3 .
At present the second lemma is unmotivated, but the result will be useful in certain natural subcases within the proofs of almost every subsequent proposition.
where we have also used that λ is dominant. Hence, µ 2 ≥ λ 1 + λ 3 , and so µ 2 − λ 1 ≥ λ 3 , as desired.
3.2.
Conditions on valuations determining the Newton strata: Case A. It suffices to compute (xI) ≤λ for x ∈ W such that the alcoves a x satisfy either condition A or B as specified in Lemma 2.1.3. We begin by systematically analyzing case A. Recall that in this case, we consider x ∈ W such that the translation component is antidominant and has two non-negative coordinates. In addition, if x = π µ w ∈ W , then there are six possible values for w ∈ W :
In this subsection, we compute (xI) ≤λ for x = π µ w such that a x ⊂ C 0 and µ 2 ≥ 0, where w ∈ W falls into one of the above six cases.
The reader should note that in order to complete the arguments for case B, he should also perform the following calculations not only for xI, but also for xI ′ , where I ′ is the non-standard Iwahori subgroup defined in Equation (3.3.2). We justify this claim in Section 3.3, although the calculations are more easily performed simultaneously.
Further, the only possibility in which
In describing (xI) ≤λ , we have the following two subcases:
Note that subcase (ii) only arises when µ 2 > 1, since λ 3 is always non-positive.
Proof. We first claim that if A ∈ xI, then e 1 is a cyclic vector for (F 3 , Aσ). Since w = s 1 s 2 , we have that
Here, by y ∈ P k × we mean that val(y) = k. Recall from Section 1.3 that D = d d e g h + g d f g i .
We may directly compute that val(D) = 2µ 2 + µ 3 , since in this case we have µ 2 < µ 3 + 1. Hence, by Proposition 1.3.1, e 1 is a cyclic vector for (F 3 , Aσ), and therefore the characteristic polynomial is given by the equations provided in Section 1.3. Denote by ν A the Newton slope sequence associated to (F 3 , Aσ). Recall from Lemma 3.1.1 that ν A ≤ λ ⇐⇒ α ∈ P −λ1 and β ∈ P λ3 . It thus suffices to compute the conditions under which α ∈ P −λ1 and β ∈ P λ3 .
We begin by examining the conditions under which α ∈ P −λ1 . Observe that
In addition, since σ(P ) = P and in this case a ∈ P µ1+1 , we see that λ 1 ≤ −µ 1 − 1. Now we consider the condition β ∈ P λ3 . Compute that
In particular, β ∈ P µ1+µ2+1 and so if µ 2 < µ 3 , then λ 3 ≥ −µ 3 + 1. In the special case in which µ 2 = µ 3 , we instead have λ 3 ≥ µ1+1 2 = −µ 3 + 1 2 , and we have verified Equation (3.2.1). We will use our estimates for λ 1 and λ 3 to explicitly describe N(G) x in Section 5. Similar estimates will appear in all subsequent propositions without further comment.
Comparing the valuations of the summands of β, we see that we should consider two subcases, which are identical to those provided in the statement of the proposition:
We now consider each subcase individually.
First assume that λ 3 = −µ 3 + 1 2 , which only arises if µ 2 = µ 3 . In this special case, β ∈ P λ3 automatically. Therefore, if µ 2 = µ 3 , we have
The expression in (3.2.5) is equivalent to Equation (3.2.2), since in this special case we automat-
Thus, the second and third terms in our final expression for B 1 − db are automatically in P λ3 .
Lemma 3.1.1 now implies the result for subcase (i).
Note, however, that both B 1 and B 2 contain a factor of a. We used that a ∈ P µ1+1 to obtain our original estimates for the valuations of B 1 and B 2 . In this subcase, we actually have a better estimate for val(a). Namely, a ∈ P −λ1 by our analysis of α. In particular, we then see that B 1 ∈ P µ2−λ1 . Since µ 1 + µ 3 + 1 < λ 3 , the hypotheses of Lemma 3.1.2 are satisfied, and B 1 is automatically in P λ3 . Similarly, we can compute that B 2 ∈ P µ3−λ1 ⊆ P µ2−λ1 since µ 2 ≤ µ 3 so that B 2 is also automatically in P λ3 . For the range of λ 3 specified in subcase (ii), we thus see that β ∈ P λ3 ⇐⇒ db + gc ∈ P λ3 , and Lemma 3. IIA) . Let x = π µ s 2 s 1 satisfy a x ⊂ C 0 and µ 2 ≥ 0. Then µ 1 < µ 2 < µ 3 . In addition, µ 1 < 0 and µ 3 > 0. Now fix λ = (λ 1 , λ 2 , λ 3 ) ∈ N(G) x . We then have
Note that subcase (ii) only arises when µ 2 > 0, since λ 3 is always non-positive.
Proof. Unlike in Proposition 3.2.1, e 1 is not automatically a cyclic vector in this case. By computing e 2 ∧ Φ(e 2 ) ∧ Φ 2 (e 2 ) as in the proof of Proposition 1.3.1, we see that e 2 is a cyclic vector for (
in this case, and thus e 2 is a cyclic vector for (F 3 , Aσ). So that we can continue to use the expressions for α and β from Section 1.3, we replace Φ = Aσ by BΦB −1 , where
is a change of basis. Since σ fixes B, we then see that e 1 is a cyclic vector for (F 3 , BAB −1 σ).
Thus, if we denote by A ′ := BAB −1 , we have that
Since σ(B) = B, conjugation and σ-conjugation by B coincide and thus induce the identity on N(G) x . For the matrix A ′ we have val(D) = 2µ 1 + µ 3 and can thus use Equations (1.3.3) and (1.3.5) to compute the conditions under which A ′ ∈ (BxIB −1 ) ≤λ . We then change back to our coordinates for A instead of A ′ to describe (xI) ≤λ . Lemma 3.1.1 says that we need only compute the conditions under which α ∈ P −λ1 and β ∈ P λ3 . First, observe that
Hence we see that
Similarly, by recalling Equation (1.3.5) for β, we compute that
Since α ∈ P µ1+1 and β ∈ P µ1+µ2+1 , Lemma 3.1.1 implies Equation (3.2.7).
Comparing the valuations of the summands of β, we once more see that we should consider two subcases:
In this subcase, β ∈ P λ3 ⇐⇒ B 1 − db ∈ P λ3 . Recalling Equation (3.2.6), we have that
Again, the last two terms are automatically in O, so β ∈ 
We have thus demonstrated that β ∈ P λ3 ⇐⇒ ddh D (bd + hf ) ∈ P λ3 in subcase (ii). Again since ddh D ∈ O × , we conclude that β ∈ P λ3 ⇐⇒ bd + hf ∈ P λ3 . Altogether, we have proved the following:
Conjugating by B −1 to change back to the original coordinates, we obtain the desired expressions for (xI) ≤λ .
To discuss the remaining cases, we make two additional reduction steps. In order to use the results from Section 1.3, our analysis will break into certain natural subcases. During the course of several of these subcases, the following lemma will be useful. For a proof of this lemma, see [7] , and note that changing fields from B(k) to k((π)) does not alter the arguments. In applying Lemma 3.2.3, the following result will also be necessary. Let λ = (λ 1 , λ 2 ) ∈ N(G) x for x ∈ W , the corresponding affine Weyl group, in which case λ 1 + λ 2 = val(det x). Then e 1 is a cyclic vector for (F 2 , gσ) if and only if c = 0, and in this situation we have
Proof. Let gσ = Φ. To verify the condition under which e 1 is a cyclic vector, compute e 1 ∧ Φ(e 1 ). If e 1 is a cyclic vector, then the characteristic polynomial for (F 2 , Φ) is of the form f = σ 2 +α 1 σ + c c det g. Using linear algebra as in Section 1.3, we compute that α 1 = −(a + c c d), as required.
Our final reduction step in case A shows that, without loss of generality, we can assume that certain matrix entries are zero.
Then the map κ :
is an isomorphism of schemes.
Proof. Consider J 1 , K 1 , and xI as schemes over k = F q . We illustrate the argument by providing a bijection on sets of k-points. Given any A ∈ xI(k), there exists a unique j ∈ J 1 (k) such that jAσ(j) −1 ∈ K 1 (k). Consequently, we obtain mutually inverse injective morphisms ι : (xI)(k) → (J 1 × K 1 )(k) given by A → (j, k) and κ : (
The argument on S-points, where S is an arbitrary ring, proceeds in like manner.
This isomorphism of schemes allows us to instead compute the codimension of J 1 ×(K 1 ∩ (xI) ≤λ ) inside J 1 × K 1 , which will significantly simplify our calculations.
The reader should note that the argument in the proof of Lemma 3.2.5 generalizes to x = π µ w in SL n (F ), where w is the longest element of the Weyl group. Furthermore, similar arguments can be employed for any value of w ∈ W to reduce to the case where certain matrix entries are zero. We could have used analogous lemmas to make slight simplifications to the proofs of the previous two propositions. However, such reductions do not reduce the complexity of the arguments as significantly as they do the remaining cases, and so the author finds it illuminating to carry out the computations for w = s 1 s 2 and w = s 2 s 1 without the aid of any additional lemmas.
The relative simplicity of the arguments in Propositions 3.2.1 and 3.2.2 depends upon the existence of a convenient basis that guarantees that e 1 is a cyclic vector. Since, by contrast, no such obvious choice of basis exists in the remaining cases, we employ this further reduction step in each case to drastically simplify the remaining arguments. For the purpose of computing codimensions, we thus focus on providing a concrete description of (K 1 ) ≤λ inside K 1 . It is interesting to note, however, that the descriptions for (K 1 ) ≤λ actually agree with those for (xI) ≤λ in that these schemes are defined by precisely the same polynomial equations in the matrix entries. This fact is somewhat tedious to verify and thus will not be proved. In describing K 1 ∩ (xI) ≤λ , we have the following two subcases: (i) If µ 2 + 1 < µ 3 and −µ 3 + 1 ≤ λ 3 ≤ −µ 2 , or if µ 2 + 1 = µ 3 and d = 0, then we have
(ii) If µ 2 + 1 < µ 3 and −µ 2 < λ 3 , or if µ 2 + 1 = µ 3 and d = 0, then we have
Note that subcase (ii) only arises when µ 2 > 0, since λ 3 is always non-positive. In the event that µ 2 + 1 = µ 3 and d = 0, the value λ 3 = −µ 3 + 1 is fixed. In addition, if µ 2 + 1 < µ 3 and −µ 2 < λ 3 , then d = 0.
Proof. Consider an element
Here we compute that D = −dge, and so if d = 0, then D = 0. We shall handle the two cases d = 0 and d = 0 separately.
First assume that d = 0. Then e 1 is a cyclic vector for (F 3 , Aσ), and Equations (1.3.3) and (1.3.5) reduce to
Computing the valuations of the summands of β, we see that
Observe that since α ∈ P µ1+1 and β ∈ P µ1+µ2+1 , Lemma 3.1.1 implies Equation (3.2.14) .
Once more, we see that our analysis of β naturally determines two subcases, in the event that µ 2 + 1 < µ 3 . As before, we consider these subcases in turn, at first under the additional assumption that µ 2 + 1 < µ 3 .
In this subcase, we observe that
We again use our estimate on val(a) to compute that dae/d ∈ P µ2−λ1 ⊆ P λ3 by Lemma 3.1.2. Thus, β ∈ P λ3 ⇐⇒ db + gc ∈ P λ3 . By Lemma 3.1.1, the proposition is true in the case where µ 2 + 1 < µ 3 and d = 0. Now assume that µ 2 + 1 = µ 3 . Recall that α ∈ P −λ1 ⇐⇒ a ∈ P −λ1 ⇐⇒ a ∈ P −λ1 . Computing the valuations of the summands of β in this case, we see that
In addition, since ν x = −(µ 1 + 1, µ 2 , µ 2 ) in this special case, if λ 3 > µ 1 + µ 2 + 1, then we must also have λ 1 < −µ 1 − 1. However, we then see that µ 2 − λ 1 > µ 1 + µ 2 + 1, and so dae/d ∈ P µ2−λ1 P µ1+µ2+1 . Therefore, since gc ∈ P µ1+µ2+1 × , we see that β ∈ P µ1+µ2+1 × and λ 3 = −µ 3 + 1 is fixed. Since we also have that db ∈ P µ1+µ2+2 P µ1+µ2+1 , Lemma 3.1.1 yields Equation (3.2.16) in the case in which µ 2 + 1 = µ 3 and d = 0. Now assume that d = 0. In this case, we observe that
fixed by Aσ. That is, F 2 , a c g 0 σ is a sub-isocrystal of (F 3 , Aσ), giving rise to the following short exact sequence:
By Lemma 3.2.3, this short exact sequence splits, so that (F 3 , Aσ) decomposes as the direct sum of the two sub-isocrystals. The Newton slope sequence for the direct sum is obtained by ordering the Newton slopes of the two sub-isocrystals [16] , so it suffices to understand the Newton strata for these two isocrystals. Note that val(e) = µ 2 so that the only Newton slope sequence occurring for (F, eσ) is −µ 2 . Therefore, the Newton polygon for (F 3 , Aσ) satisfies either λ 3 = −µ 2 or λ 2 = −µ 2 , depending on whether or not −λ 1 + µ 2 ≥ −µ 2 . In either case, note that λ 3 ≤ −µ 2 , so that if µ 2 + 1 < µ 3 we are necessarily in subcase (i).
Applying Lemma 3.2.4 to (F 2 , a c g 0 σ), we see that e 1 is a cyclic vector, since val(g) = µ 3 .
We now define some notation to distinguish our restriction of SL 3 (F ) to the copy of GL 2 (F ) corresponding to this sub-isocrystal. Denote by x ′ := π (µ1,µ3) w ′ , where w ′ = 0 1 1 0 is the restriction of w to the affine Weyl group for GL 2 (F ). Let η ∈ N(G) x ′ . Using this notation, applying Lemma 3.2.4 says that
Altogether, Lemmas 3.2.4 and 3.2.3 say that if d = 0, then
We thus see that the first slope λ 1 determines only val(a), and in particular, a ∈ P µ1+1 . In addition, either 
Therefore, ae ∈ P −λ1+µ2 ⊆ P λ3 . In the situation in which λ 2 = −µ 2 , we have −λ 1 − λ 2 = λ 3 ⇐⇒ −λ 1 + µ 2 = λ 3 , so that we again automatically have ae ∈ P λ3 . Therefore, Equations (3.2.15) and (3.2.20) are equivalent in the case where d = 0, as desired.
For the remaining three cases, we employ arguments similar to those used in the proof of Proposition 3.2.8. We begin by stating the analog of Lemma 3.2.5 for case IVA. The proof proceeds in manner similar to Lemma 3.2.5 and is thus omitted.
Then the map κ : J 2 × K 2 → xI given by (j, k) → j −1 kσ(j) is an isomorphism of schemes. Further, the only possibility in which λ 1 = −µ 1 − 1 2 is for µ = (−1, 0, 1). Otherwise, λ 1 ≤ −µ 1 −1. Finally, we have the following description of (K 2 ) ≤λ := K 2 ∩ (xI) ≤λ :
Here we see that D = g d f g i , so that D = 0 if g = 0.
Assume first that g = 0 so that e 1 is a cyclic vector for (F 3 , Aσ). Using that e = h = 0, Equations (1.3.3) and (1.3.5) reduce to
First, observe that gi/g ∈ O, since µ 3 ≥ 0. In the special case µ = (−1, 0, 1), we have α ∈ O, so that a ∈ P −λ1 automatically. For all other µ satisfying the hypotheses of this proposition, we see that α ∈ P −λ1 ⇐⇒ a ∈ P −λ1 . In addition, if µ = (−1, 0, 1) note that λ 1 ≤ −µ 1 − 1, since a ∈ P µ1+1 . Now, comparing valuations of the summands of β, we have
Since µ 2 ≤ µ 3 , we observe that val(β) = µ 1 + µ 2 = −µ 3 . In the special case µ = (−1, 0, 1), we see that the only possibility is that λ = ( 1 2 , 1 2 , −1). Equation (3.2.22) consequently holds. We have now shown that λ determines only a, and Lemma 3.1.1 implies the result if g = 0.
If g = 0, we have the following split exact sequence:
Observe that val(i) = µ 3 , so we need only understand the conditions on the two-dimensional sub-isocrystal. Since d = 0, we again use Lemma 3.2.4 to see that λ 1 determines only val(a), as desired. Finally, since a ∈ P µ1+1 , Lemma 3.1.1 indicates that the inequalities in (3.2.22) still hold.
Then the map κ : J 3 × K 3 → xI given by (j, k) → j −1 kσ(j) is an isomorphism of schemes. Further, the only possibility in which λ 3 = −µ 3 + 1 2 is for µ 2 + 1 = µ 3 . Otherwise, λ 3 ≥ −µ 3 + 1. In describing (K 3 ) ≤λ := K 3 ∩ (xI) ≤λ , we have the following two subcases:
Proof. Let A ∈ K 3 . Then we may write
and in this context, D = ddh. Therefore, e 1 is a cyclic vector if d = 0. First assume that d = 0 so that Equations (1.3.3) and (1.3.5) hold. Using that g = i = 0, these equations reduce to
First, observe that de/d ∈ O, since µ 2 ≥ 0. Thus, α ∈ P −λ1 ⇐⇒ a ∈ P −λ1 . However, a ∈ P µ1 × , so the only possibility is that λ 1 = −µ 1 .
Similarly, we can compute that
We now consider the two subcases defined in the statement of the proposition.
Subcase (i): µ 2 + 1 = µ 3
If µ 2 + 1 = µ 3 , note that µ 1 + µ 2 + 1 > µ1 2 . Consequently, λ 3 = µ1 2 is fixed. But because we also know that λ 1 = −µ 1 , we thus see that λ = (−µ 1 , µ1 2 , µ1 2 ) is the only possible value for λ in this subcase. That is, N(G) x consists of a single element, and so (K 3 ) ≤λ = K 3 . Subcase (ii): µ 2 + 1 < µ 3 We first observe that β ∈ P µ1+µ2+1 so that if µ 2 + 1 < µ 3 , then λ 3 ≥ −µ 3 + 1. In particular, we have verified Equation (3.2.27). Comparing the valuations of the summands of β, it appears that we should consider two further subcases:
First, we argue that subcase (b) does not actually arise. By Lemma 3.1.2, we know that µ 2 −λ 1 ≥ λ 3 for this range of λ 3 . In addition, recall that by our analysis of val(α), we always have that −λ 1 = µ 1 . Thus, µ 2 − λ 1 = µ 1 + µ 2 < µ 1 + µ 3 < λ 3 , which is a contradiction. If, on the other hand d = 0, we have the following split exact sequence:
Observe that val(a) = µ 1 , so we need only understand the conditions on the two-dimensional sub-isocrystal. Since h = 0, we again use Lemma 3.2.4 to see that λ 3 determines only val(e). In particular, we must have e ∈ P λ3−µ1 ⇐⇒ ae ∈ P λ3 , since val(a) = µ 1 . Therefore, when d = 0, Equation (3.2.28) holds. Finally, since ae ∈ P −µ3+1 , Lemma 3.1.1 indicates that the inequalities in (3.2.27) are still true.
The same methods used in the previous propositions in this subsection can be employed in the case where x is a pure translation to show that val(α) = µ 1 and val(β) = −µ 3 ; i.e., the set N(G) x consists of a single Newton slope sequence. Alternatively, we can cite the following more general result of [10] . Using either argument, we obtain the following proposition.
The hypotheses on µ in the statements of the propositions in this section omit µ = 0. Although only the base alcove a 1 satisfies µ = 0 and a 1 ⊂ C 0 , we discuss the case µ = 0 for the sake of completeness. Recall the automorphism ϕ from Lemma 2.1.3, which represents rotation by 120 degrees about the center of the base alcove and induces the identity on N(G). If x = π (−1,0,1) s 1 s 2 , for example, then ϕ(x) = π 0 s 1 s 2 so that our analysis in Proposition 3.2.1 yields that N(G) x = {0}. Similarly, if µ = 0, then one can verify that N(G) x = {(0, 0, 0)} for any w ∈ W , completing our analysis of case A.
3.3.
Conditions on valuations determining the Newton strata: Case B. We now argue that computing the explicit form of the variety (xI) ≤λ in case B proceeds in exactly the same manner as in case A. The idea is to use a change of basis as in the proof of Proposition 3.2.2 to reduce the computations required for case B to ones essentially the same as the calculations performed in Section 3.2.
More specifically, let x = π µ w satisfy a x ⊂ s 1 (C 0 ), where µ 1 ≥ 0 and µ = (µ 1 , µ 2 , µ 1 ). Consider
By µ dom * we mean the unique antidominant element in the Weyl orbit of µ. Here, I ′ = s −1 1 Is 1 is the non-standard Iwahori subgroup
The varieties (x ′ I) ≤λ ′ for λ ′ ∈ N(G) x ′ are precisely the ones described in the previous section.
As we demonstrate below, by replacing I by I ′ in the propositions from Section 3.2, we obtain a complete description of (x ′ I ′ ) ≤λ ′ for all possible values of x ′ . To illustrate this phenomenon, we briefly present the calculation for w = s 2 s 1 in case B, which mirrors case IA, since s −1 1 (s 2 s 1 )s 1 = s 1 s 2 . The other five arguments proceed in a similar fashion. Proposition 3.3.1 (Case IIB). Let x = π µ s 2 s 1 ∈ W satisfy a x ⊂ s 1 (C 0 ), where µ 1 ≥ 0 and µ = (µ 1 , µ 2 , µ 1 ). Then µ 2 < µ 1 < µ 3 . In addition, µ 2 < 0 and µ 3 > 0.
Consider x ′ = π (µ2,µ1,µ3) s 1 s 2 , and fix λ ′ = (λ 1 , λ 2 , λ 3 ) ∈ N(G) x ′ . We then have
Recall the non-standard Iwahori subgroup I ′ defined in Equation (3.3.2). To describe (x ′ I ′ ) ≤λ ′ , we have the following two subcases:
Note that subcase (ii) only arises when µ 1 > 0, since λ 3 is always non-positive.
Proof. If A ∈ x ′ I ′ , then we have
so that e 1 is a cyclic vector for (F 3 , Aσ). Now, observe that
since µ 1 ≥ 0. Therefore, α ∈ P −λ1 ⇐⇒ a ∈ P −λ1 . In addition, since in this case a ∈ P µ2+1 , we see that λ 1 ≤ −µ 2 − 1. Now we consider the condition β ∈ P λ3 . Compute that
In particular, β ∈ P µ1+µ2+1 so that λ 3 ≥ −µ 3 + 1. Comparing the valuations of the summands of β, we see that we again have two subcases:
The analysis of these two subcases proceeds in the same manner as in the proof of Proposition 3.2.1, which the reader may easily verify.
Observe that the varieties (xI) ≤λ and (x ′ I ′ ) ≤λ ′ differ only by a change of basis, so that the description for case IIB provided in Proposition 3.3.1 suffices. Furthermore, the polynomials that describe (x ′ I ′ ) ≤λ ′ in case IIB are exactly the same as the ones appearing in case IA. In fact, after performing the change of basis, the only difference between the analysis of these two cases is that the ranges for λ 3 that determine subcases (i) and (ii) are slightly different. We generalize these observations for any x satisfying the hypotheses of case B in the following remark. Remark 3.3.2. Let x = π µ w satisfy a x ⊂ s 1 (C 0 ) with µ 1 ≥ 0 and µ = (µ 1 , µ 2 , µ 1 ). Conjugation by s −1 1 transforms x to x ′ , I to I ′ , and λ ∈ N(G) x to λ ′ ∈ N(G) x ′ , where x ′ and I ′ are defined by Equation (3.3.1). Note, however, that the posets N(G) x and N(G) x ′ may be different and not even in bijection with one another. In fact, it is not clear from our methods what the map between these two posets is. Independent of understanding the map between posets, however, we know that
Therefore, for the purpose of the theorem, it suffices to compute (x ′ I ′ ) ≤λ ′ . As Proposition 3.3.1 illustrates, the only possible difference between (x ′ I ′ ) ≤λ ′ and the corresponding variety (x ′ I) ≤λ from Section 3.2, is the range for λ 3 that defines the subcases. We therefore leave the remainder of the verification to the reader, both here and in the proof of Theorem 
. We choose an integer N such that (xI) ≤λ = ρ −1 N ρ N (xI) ≤λ for any λ ∈ N(G) x , where we recall from Section 1.6 that ρ N : xI ։ xI/P N is the map that truncates the power series entries of xI at level P N . We then argue that the closed subscheme ρ N (xI) ≤λ in xI/P N is actually a fiber bundle over an irreducible affine scheme, having irreducible fibers. This description will yield a dimension formula.
Case A: a x ⊂ C 0 and µ 2 ≥ 0.
We illustrate the argument by considering the specific example of case IA. Let x = π µ s 1 s 2 , where a x ⊂ C 0 and µ 2 ≥ 0. Let us begin by analyzing subcase (i). If we further assume that µ 2 = µ 3 , then −µ 3 + 1 ≤ λ 3 ≤ −µ 2 + 1, and which is equivalent to Equation (3.2.2), since σ(P ) = P . Furthermore, by Equation (3.2.1), we see that ν x = (−µ 1 − 1, −µ 2 , −µ 3 + 1) in this case. In general we denote ν x = (ν 1 , ν 2 , ν 3 ). Let us roughly outline the structure of the argument. The codimension of (xI) ≤λ in xI will be given by the codimension in
Consider the projection map 
Observe that Y λ has codimension −λ 1 − (µ 1 + 1) in Y . Further, the fiber of p λ over the point (a, d, e) ∈ Y λ is a coset of the form aed −1 + P λ3−µ2 , so that the fibers of p λ : X λ → Y λ are cosets of P λ3−µ2 in the fiber P µ1+1 of the map p : X → Y . Therefore, (xI) ≤λ is irreducible, having codimension given by
To obtain the last equality, we invoke Theorem 1.9.3 by Chai. To make this argument rigorous, we of course need to use the admissibility of (xI) ≤λ . By choosing N ≥ µ 3 + 1 and replacing P j everywhere by P j /P N , the result will follow for case IA, subcase (i) with µ 2 = µ 3 .
Subcase (ii) and the case µ 2 = µ 3 for case IA are handled similarly, as are all other cases. We mention that in the special case µ 2 = µ 3 , we have ν 3 = −µ 3 + 1 2 , and the value ⌈λ 3 − ν 3 ⌉ yields an overestimate for the codimension. In particular, for λ 3 = ν 3 + 1 2 , we have ⌈λ 3 − ν 3 ⌉ = 1, even though codim((xI) ≤λ ⊆ xI) = ⌈ν 1 − λ 1 ⌉ in this case. Therefore, in case IA, subcase (i) with
We omit the details for the remaining arguments, but we highlight some subtle differences among them. The fiber of m over P j for j ≥ 0 is of the form
Proof. Clear.
We now examine case IIIA, which proceeds in a slightly different manner than the other cases. Let x = π µ s 1 s 2 s 1 with a x ⊂ C 0 and µ 2 ≥ 0. Recall that if −µ 3 + 1 ≤ λ ≤ −µ 2 , then Equation (4.1.1) again describes (xI) ≤λ . Here, the main difference is that we do not know the valuation of either b or d. Let p λ : X λ → Z λ := P −λ1 × P µ2 × . Observe as before that Z λ has codimension −λ 1 − (µ 1 + 1) in Z. In this case, however, the fiber of p λ over the point (a, e) ∈ Z λ is a coset of the form (a + P j , e + P k ) in the fiber P µ1+1 × P µ2+1 of the map p : X → Z. Here, j + k = λ 3 , and these fibers look like fibers of the map m in Lemma 4.1.1, after appropriate scaling. In particular, every fiber is reducible of codimension λ 3 in P µ1+1 × P µ2+1 . The codimension calculation proceeds as before, as does the means by which we can make this argument rigorous.
We point out one further difference in case IIIA, which we shall need in Section 5. Consider the point (a µ1+1 , e µ2 ) ∈ Z λ . Since in case IIIA we have min{val(ae)} = µ 1 + µ 2 + 1 and min{val(bd)} = µ 1 +µ 2 +2, we see that the fiber over this point is empty. In fact, this phenomenon occurs whenever λ < ν x = −µ − (1, 0, −1) and λ −µ − (2, 0, −2). So that we may refer to this fact later, we record it formally as an observation. 
Arguments similar to those used in case A apply to show that (x ′ I ′ ) ≤λ ′ is admissible and has the structure of a fiber bundle over an irreducible base space, having non-empty fibers over every point. Note that case VB should be handled in the same way as IIIA, in which the fibers are fibers of the requisite analog of the multiplication map from Lemma 4.1.1.
Using the arguments outlined above, the reader can check that for any x ∈ W satisfying the conditions of cases A or B, we have
Lemmas 2.2.1 and 2.1.3 then imply that Theorem 1.9.1 holds for any x ∈ W .
The reader will verify the remaining root-theoretic versions of the codimension formula provided in Corollary 1.9.2 during the course of the proof of Theorem 1.9.1. Extend the analysis for cases A and B by applying the reflection ψ that interchanges the two simple roots, discussed in Lemma 2.1.3. We may then extend our calculations in cases A and B to the remaining Weyl chambers by applying the rotations ϕ and ϕ 2 to the Weyl chambers C 0 and s 1 (C 0 ), where ϕ is the rotation by 120 degrees about the center of the base alcove defined in Lemma 2.1.3.
The Poset of Newton Slope Sequences N(G) x
As a direct consequence of our calculations in Section 3.2, we can list the Newton slope sequences that arise for a particular IxI. The reader will recall from Section 1.10 that one application of such a calculation is to determine for which b ∈ G the affine Deligne-Lusztig variety X x (b) = ∅. We begin by explicitly describing the poset N(G) x for x such that a x lies in the antidominant Weyl chamber. We then explain the algorithm for computing N(G) x for any x ∈ W , although we omit the details. These results are recorded in Tables 4 through 2 at the end of Section 5.3. An obvious consequence of understanding N(G) x is that we obtain a list of the generic Newton slope sequences ν x . We conclude by discussing some patterns for these generic Newton slope sequences, and we formulate a conjecture generalizing one such observation to SL n (F ).
5.1.
The set of Newton slopes in the antidominant Weyl chamber. In Section 3.2, for each x ∈ W satisfying a x ⊂ C 0 and µ 2 ≥ 0, we explicitly computed either (xI) ≤λ or K i ∩ (xI) ≤λ for i ∈ {1, 2, 3}. We now use those calculations to describe the set of Newton slopes N(G) x for any x ∈ W such that a x ⊂ C 0 . Proposition 5.1.1. We study the cases w = s 1 s 2 and w = s 2 s 1 together.
(1) Let x = π µ s 1 s 2 and a x ⊂ C 0 . Then µ 1 < µ 2 ≤ µ 3 , and
otherwise.
(2) Let x = π µ s 2 s 1 and a x ⊂ C 0 . Then µ 1 < µ 2 < µ 3 , and
Proof. We first examine µ satisfying the additional hypothesis µ 2 ≥ 0, since this was a crucial hypothesis in Section 3.2. We then apply the reflection ψ from Lemma 2.1.3, which interchanges the two simple roots. Recall that ψ(x) = π (−µ3,−µ2,−µ1) w ′ , where the reduced expression for w ′ is that for w with all of the subscripts reversed. In particular, ψ(s 1 s 2 ) = s 2 s 1 , which motivates our studying these two cases together. Let x = π µ s 1 s 2 , where µ 1 < µ 2 ≤ µ 3 and µ 2 ≥ 0. Recall from Proposition 3.2.1 that λ 1 ≤ −µ 1 − 1 and λ 3 ≥ −µ 3 + 1, unless µ 2 = µ 3 . Therefore, by Lemma 3.1.1, if µ 2 = µ 3 , we have λ ≤ −µ − (1, 0, −1). In the special case µ 2 = µ 3 , Equation (3.2.1) indicates that λ ≤ (−µ 1 − 1, µ1+1 2 , µ1+1 2 ). Now consider x = π µ s 2 s 1 , where µ 1 < µ 2 < µ 3 and µ 2 ≥ 0. Recall Equation (3.2.7) that implies that λ ≤ −µ − (1, 0, −1) holds without exception.
To demonstrate the reverse containment, it suffices to show that for any λ in the designated ranges, we have (xI) λ = ∅. Let x = π µ s 1 s 2 , where µ 1 < µ 2 ≤ µ 3 and µ 2 ≥ 0, and assume that λ 3 ≥ −µ 3 + 1. Routine calculations demonstrate that
where the reader will recall that π ℓ := π ⌈ℓ⌉ , for ℓ ∈ Q. In the special case λ = (−µ 1 − 1, µ1+1 2 , µ1+1 2 ), we have that
Now let x = π µ s 2 s 1 , where µ 1 < µ 2 < µ 3 and µ 2 ≥ 0. To prove the opposite containment in Equation (5.1.2), one can check that
Finally, observe that ψ(π (µ1,µ2,µ3) s 1 s 2 ) = π −(µ3,µ2,µ1) s 2 s 1 and vice versa. By applying ψ to the values of x we have discussed, we see that Equations (5.1.1) and (5.1.2) are satisfied.
Recall from Section 3.2 that in Cases IIIA, IVA, and VA, we explicitly computed (K i ) ≤λ = K i ∩ (xI) ≤λ , where i = 1, 2, 3, respectively. Note, however, that the obvious map ν : (K i ) ≤λ → N(G) has the same image as the map ν : (xI) ≤λ → N(G). To compute N(G) x in these three cases, it therefore suffices to use the results from Propositions 3.2.8, 3.2.11, and 3.2.14, in which we only consider elements in the corresponding subschemes (K i ) ≤λ .
Proposition 5.1.2. Let x = π µ s 1 s 2 s 1 and a x ⊂ C 0 . Then µ 1 < µ 2 < µ 3 , and
Proof. First assume that µ 2 ≥ 0. Recall the inequalities from Equation ( For the opposite containments in the case µ 2 ≥ 0, we again provide elements in (K 1 ) λ for all possible λ. Here, our examples must be handled according to several cases. First, note that
, we may assume that µ 2 + 2 ≤ µ 3 . Consider the two subcases in the statement of Proposition 3.2.8 and compute that
Finally, since ψ(s 1 s 2 s 1 ) = s 2 s 1 s 2 = s 1 s 2 s 1 , the result for all µ follows.
Proposition 5.1.3. We study the remaining cases w = s 1 and w = s 2 together.
(1) Let x = π µ s 1 and a x ⊂ C 0 . Then µ 1 < µ 2 ≤ µ 3 , and
, and further assume that µ 2 ≥ 0. First consider µ = (−1, 0, 1), and recall from Proposition 3.2.11 that λ 3 = −µ 3 is fixed and λ 1 ≤ −µ 1 − 1 holds. Combining these observations yields ( µ3 −1, 0) . In the special case µ = (−1, 0, 1), recall from Equation (3.2.22) that the only possibility is that λ = ( 1 2 , 1 2 , −1). Conversely, if µ = (−1, 0, 1) consider
In the case in which µ = (−1, 0, 1), consider (5.1.10)
Now let x = π µ s 2 , where µ 1 ≤ µ 2 < µ 3 and µ 2 ≥ 0. Proposition 3.2.14 says that if µ 2 +1 = µ 3 , then N(G) x consists of the single slope sequence (−µ 1 , µ1 2 , µ1 2 ). If µ 2 + 1 < µ 3 , then we showed in Proposition 3.2.14 that λ 1 = −µ 1 is fixed and λ 3 ≥ −µ 3 + 1. Combining these observations yields (−µ 1 , µ1 2 , µ1 2 ) ≤ λ ≤ −µ − (0, 1, −1), for µ 2 + 1 < µ 3 . To demonstrate the reverse containment, we must provide two classes of examples. In the case in which µ 2 + 1 < µ 3 , consider the following element:
If, on the other hand, µ 2 + 1 = µ 3 , we have that
Finally, observe that ψ(s 1 ) = s 2 and vice versa to complete our description of N(G) x for all µ.
5.2.
Generic Newton slopes in the antidominant Weyl chamber. Except in some boundary cases in which the associated alcove is adjacent the wall of the antidominant Weyl chamber, our calculations in the previous section demonstrate that we have the following generic Newton slope sequences: for x such that a x ⊂ C 0 . The alcoves in the antidominant Weyl chamber for which ν x satisfies one of the above equalities correspond to alcoves lying in the shrunken Weyl chamber, as defined by Reuman in [33] . In fact, in SL 3 (F ) in general, the values of x ∈ W for which ν x is half-integral always correspond to alcoves that lie outside these shrunken Weyl chambers, but not conversely, as we have seen.
Except when x is a pure translation, we have seen that ν x = −µ dom if a x ⊂ C 0 . For every other value of w ∈ W , there is a correction term. Note in addition that each correction term is a positive coroot. These observations illustrate one difference between calculating the codimensions of the Newton strata using the Cartan decomposition G(F ) = KT K, where K = G(O), and the affine Bruhat decomposition I W I. The generic Newton slope sequence associated to a particular double coset Kπ µ K is always given by −µ dom , using the conventions of this paper, since Mazur's inequality says that ν x ≤ −µ dom , but we have π µ ∈ Kπ µ K. When using the affine Bruhat decomposition, our calculations demonstrate that this initial guess for the generic Newton slope sequence is not always correct.
5.3.
Poset of Newton slopes N(G) x for SL 3 (F ). Similar calculations can be performed to determine the generic Newton slope sequences and the posets N(G) x for a x lying in the remaining Weyl chambers. The results depend very much on the Weyl chamber in consideration.
To compute the posets N(G) x for all x ∈ W , we proceed in several steps as outlined in the reduction arguments from Section 2. First, compute (xI) ≤λ for each x ∈ W such that a x ⊂ s 1 (C 0 ) and µ 1 ≥ 0 as indicated in Section 3.3. One immediate corollary of this calculation will be the generation of a list of generic Newton slope sequences associated to these alcoves. Now, as in Section 5.1, we can explicitly find matrices that lie in (xI) λ for all λ ≤ ν x . Once we have the description for N(G) x , where x satisfies a x ⊂ s 1 (C 0 ) and µ 1 ≥ 0, apply the reflection ψ from Lemma 2.1.3 that interchanges the two simple roots. The result will be a description of N(G) x for x such that a x ⊂ s 2 (C 0 ) and µ 3 ≤ 0. Now, if we apply to these alcoves the rotation by 120 degrees about the center of the base alcove, given by ϕ in Lemma 2.1.3, this completes our description of N(G) x for x such that a x ⊂ s 1 (C 0 ). Finally, using that ϕ induces the identity on N(G), we can extend the results for the two adjacent Weyl chambers C 0 and s 1 (C 0 ) to the remaining four Weyl chambers.
We omit the details of these calculations, but we include the resulting descriptions for both ν x and N(G) x in Tables 4 through 2 at the conclusion of this section. Let x = π µ w, where µ = (µ 1 , µ 2 , µ 3 ) and w ∈ W . Recall from Theorem 3.2.15 that if x = π µ , then ν x = −µ dom and N(G) x = {ν x }. Since this poset is relatively uninteresting, we do not create a separate table for w = 1. For the other five cases, we organize the results according to the finite Weyl part w. We first list the generic Newton slope sequences ν x . The posets N(G) x then consist of all elements λ ∈ N(G) that satisfy the indicated properties, where we write ν x = (ν 1 , ν 2 , ν 3 ). In addition, when expressing elements of W as products of the generators, we write s 121 for s 1 s 2 s 1 , etc.
Inside the shrunken Weyl chambers, the correction term for a given alcove, if any, is a coroot of the three forms appearing in Equation (5.2.1). As we have seen, in the antidominant Weyl chamber, every value of x gives rise to a correction term, except the pure translation. In all other Weyl chambers, this is not the case. There are increasingly fewer correction terms as the Weyl chambers get farther from the antidominant chamber. In fact, there are no necessary correction terms for the generic Newton slope sequences associated to alcoves in the dominant Weyl chamber s 121 (C 0 ). In the dominant Weyl chamber, the initial estimate ν x = −µ dom is always correct. We conjecture that this phenomenon is a general pattern. Conjecture 5.3.1. For G = SL n (F ), let x = π µ w ∈ W be such that µ is dominant; i.e., α i , µ ≥ 0 for all simple roots α i in Lie(G), or equivalently that µ 1 ≥ · · · ≥ µ n . Then ν x = −µ dom .
Other patterns among the descriptions for ν x and N(G) x for SL 3 (F ) exist, but we cannot yet formulate a precise conjecture of this sort. Table 3 . w = s 121 Weyl chamber ν x N(G) x C 0 −(µ + ( 1 2 , − 1 2 , 0)) dom , if µ 1 + 1 = µ 2 {ν x } −(µ + (1, −1, 0) 
Weyl chamber ν
−(µ + (0, 1 2 , − 1 2 )) dom , if µ 2 + 1 = µ 3 {ν x } −(µ + (0, 1, −1)) dom , otherwise Table 5 . w = s 2
