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ABSTRACT
Aims. We studied the star formation rate (SFR) in cosmological hydrodynamical simulations of galaxy (proto-)clusters in the redshift
range 0 < z < 4, comparing them to recent observational studies; we also investigated the effect of varying the parameters of the star
formation model on galaxy properties such as SFR, star-formation efficiency, and gas fraction.
Methods. We analyze a set of zoom-in cosmological hydrodynamical simulations centred on twelve clusters. The simulations are
carried out with the GADGET-3 TreePM/SPH code which includes various subgrid models to treat unresolved baryonic physics,
including AGN feedback.
Results. Simulations do not reproduce the high values of SFR observed within protoclusters cores, where the values of SFR are
underpredicted by a factor & 4 both at z ∼ 2 and z ∼ 4. The difference arises as simulations are unable to reproduce the observed
starburst population and is worsened at z ∼ 2 because simulations underpredict the normalization of the main sequence of star forming
galaxies (i.e., the correlation between stellar mass and SFR) by a factor of ∼ 3. As the low normalization of the main sequence seems
to be driven by an underestimated gas fraction, it remains unclear whether numerical simulations miss starburst galaxies due to a too
low predicted gas fractions or too low star formation efficiencies. Our results are stable against varying several parameters of the star
formation subgrid model and do not depend on the details of the AGN feedback.
Conclusions. The subgrid model for star formation (Springel & Hernquist 2003), introduced to reproduce the self-regulated evolution
of quiescent galaxies, is not suitable to describe violent events like high-redshift starbursts. We find that this conclusion holds inde-
pendently of the parameters choice of the star formation and AGN models. The increasing amount of multi-wavelength high-redshift
observations will help improving the current star formation model, in order to fully recover the observed star formation history of
galaxy clusters.
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1. Introduction
Galaxy clusters are the most massive objects in the universe;
they are located at the nodes of the cosmic web and are charac-
terized by very high densities. Given their extreme nature, they
are very important probes for both cosmology (Kravtsov & Bor-
gani 2012) and galaxy formation models, where the evolution of
galaxies and thus their resulting properties depend on a range of
environmental effects.
In the local universe, galaxy clusters appear as massive viri-
alized objects. They are characterized by the presence of a hot
(∼ 108 K) diffuse plasma, the intracluster medium (ICM), which
can be studied through X-ray observations and the Sunyaev-
Zeldovich effect (Rosati et al. 2002, Carlstrom et al. 2002).
Galaxies, whose velocity dispersion is consistent with the ICM
temperature, are mainly bulge dominated and ellipticals with
reduced ongoing star formation, especially in the cluster core
region. The stellar population is typically very old, with stars
nearly as old as the Universe. Indeed observations (Mancone
et al. 2010, Wylezalek et al. 2014, Foltz et al. 2015) and theoret-
ical semi-analitycal models (e.g., De Lucia & Blaizot 2007) sug-
gest that galaxies are undergoing passive evolution since z ∼ 1
and have formation times z f & 2.
Differently from the local universe where all galaxy clus-
ters show such similar properties, at z & 1.4 they behave as
a rather diverse population. Some observations report the dis-
covery of already mature clusters, with an enhanced fraction
of red and quenched galaxies with respect to the field, at least
in the core (Papovich et al. 2010, Strazzullo et al. 2010, Gobat
et al. 2011, Strazzullo et al. 2013, Tanaka et al. 2013a, Newman
et al. 2014, Andreon et al. 2014, Cooke et al. 2016), while other
clearly show a mixed population of quenched and star forming
galaxies (Tanaka et al. 2013b, Brodwin et al. 2013, Gobat et al.
2013, Hatch et al. 2017, Strazzullo et al. 2016). Few observations
also suggest a revers star formation rate (SFR)-density relation
at z & 1.5, where the specific star formation (sSFR) increases to-
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ward the core of the cluster (Tran et al. 2010, Santos et al. 2014,
Santos et al. 2015, Smith et al. 2019).
At even higher redshift, z & 2, systems lack the presence of a
massive virialized halo showing, instead, multiple halos spread
over large scales (Hayashi et al. 2012, Lemaux et al. 2014, Kubo
et al. 2015, Casey et al. 2015, Casey 2016). This is in line with
theoretical expectations from numerical simulations, which pre-
dict a hierarchical formation of massive clusters formed by the
assembly of smaller halos that at z ∼ 2 might occupy a region as
large as 20 comoving Mpc (cMpc). (Chiang et al. 2013, Muldrew
et al. 2015, Contini et al. 2016).
Since at this redshift (proto)clusters are not virialized, it is
difficult to detect them with techniques based on the ICM prop-
erties. Thus different methods have been used, like galaxy over-
densities. This approach, however, can bias the results, depend-
ing on the galaxy properties used for the selection. In this re-
spect, an important population of galaxies are dusty star form-
ing galaxies (DSFG, see Casey et al. 2014), highly star form-
ing and heavily obscured by dust, emitting in the far infrared
(FIR) and sub-millimetric bands. These galaxies represent the
strongest starbursts and are expected to be the progenitors of
local massive ellipticals (Cimatti et al. 2008, Ricciardelli et al.
2010, Fu et al. 2013, Ivison et al. 2013, Toft et al. 2014, Gómez-
Guijarro et al. 2018). They trace the dusty star-forming phase
of protoclusters, and their expected short star-burst phase of few
hundreds of Myrs (Granato et al. 2004) makes them relatively
rare objects in the sky. Albeit their rareness they have been suc-
cessfully used to identify dense and highly star forming enviro-
ments up to redshift z ∼ 4 (Clements et al. 2014, Oteo et al. 2018,
Miller et al. 2018) and have been observed in several already
known high reshift protoclusters (Chapman & Casey 2009, Dan-
nerbauer et al. 2014, Umehata et al. 2015, Coogan et al. 2018,
Lacaille et al. 2019, Smith et al. 2019).
So far, numerical simulations have been unable to reproduce
the high SFRs observed in protoclusters characterized by over-
densities of DSFGs (Granato et al. 2015), as simulations miss
to predict sufficiently high peaks of star formation activity at
early epochs. This result adds to a long standing difficulty for
cosmological simulations to reproduce star formation properties
of galaxies, such as the main sequence of star forming galax-
ies, around the peak of the cosmic star formation rate density
(Davé et al. 2016, McCarthy et al. 2017, Donnari et al. 2019,
Davé et al. 2019). Indeed, Granato et al. (2015) found that the
bulk of star formation within the observed putative progenitors
of massive galaxy clusters occurred at higher rates and lasted less
than in simulations. This conclusion was based on the observa-
tions available at that time characterized by low angular resolu-
tion and SFR integrated on the Mpc scale. In the last few years,
with instruments like ALMA, it has been possible both to resolve
single sources within protoclusters and have information on the
galaxy cold gas content (Wang et al. 2018, Gómez-Guijarro et al.
2019, Hill et al. 2020). On the simulations side, progress has
been made to increase the numerical resolution, needed to re-
solve higher density peaks and related higher SFRs. Therefore,
times are ready for a deeper inspection on the simulations capa-
bility of reproducing protocluster properties.
In this work we make use of 12 simulations out of the set
of 29 hydrodynamical zoom-in simulations of galaxy clusters
named Dianoga, to investigate the predictive power of state of
the art cosmological simulations around the peak of the SFR in
the protocluster stage of structure formation. In particular, we
aim at comparing both the integrated values of SFRs in pro-
tocluster regions and the protocluster galaxies properties to re-
cent observations that are now available. The set of simulations
used is particularly suited for this aim, as it comprises massive
objects that can only be found in a fair number within large,
∼ 1 h−1 Gpc a side, cosmological boxes. Moreover, the simula-
tions has been carried out at a resolution 10 times higher than
before (i.e, Granato et al. 2015).
The paper is structured as follows: in Sect. 2 we describe the
simulations set up, with particular focus on the AGN feedback
implementation and the subgrid star formation model. In Sect. 3
we show brightest cluster galaxies (BCGs) properties and stellar
mass function at z = 0. In Sect. 4 and Sect. 5 we compare the
predicted SFRs in protocluster regions with the available obser-
vations at z ∼ 2 and z ∼ 4 respectively, and we analyze the main
sequence of star forming galaxies at both redshifts. In Sect. 6 we
show the evolution of the mass normalized SFR in clusters and
protoclusters. In Sect. 7 we study gas related properties of our
simulated galaxies, in comparison with observations. In Sect. 8
we summarize the main results of our analysis and draw the main
conclusions.
2. Simulations
In this section we describe the set of numerical simulations used
in this work, and in particular we detail the observational con-
straints used to calibrate the subgrid model of AGN feedback.
We also briefly review the star formation model of Springel &
Hernquist (2003) implemented in our code.
2.1. Set-up of simulations
The analysis presented in this paper is based on a set of 12 hydro-
dynamical zoom-in simulations evolved in a ΛCDM cosmology,
with parameters: Ωm = 0.24, Ωb = 0.037, ns = 0.96, σ8 = 0.8
and H0 = 100h km s−1 Mpc−1 = 72 km s−1 Mpc−1. These are
part of a sample of 29 simulations, the Dianoga set, described
in Rasia et al. (2015), Planelles et al. (2017), Biffi et al. (2017),
Biffi et al. (2018), Ragone-Figueroa et al. (2018), and Bassini
et al. (2019), but have a 10 times higher mass resolution and
small differences in the code (see below) with respect to the cited
works. We will refer to the previous set of simulations as low
resolution (LR) simulations throughout the paper. The regions
are extracted from a parent dark-matter (DM) only simulation of
1 h−1 Gpc side. From this cosmological box the 24 most massive
clusters (M200 > 8×1014 h−1M)1 were selected together with 5,
randomly chosen, smaller objects (M200 ∈ [1−4]×1014 h−1 M).
Their Lagrangian regions, of radius about 5 times the virial ra-
dius of the selected clusters, were re-simulated with the inclu-
sion of baryons and at a greater resolution (see Bonafede et al.
2011 for a full description of the re-simulation procedure). The
12 simulations used for this work include the 5 less massive clus-
ters and 7 massive clusters. The masses of the particles in the
high resolution region are mDM = 8.44× 107 h−1M for DM and
mgas = 1.56 × 107 h−1M for the initial gas particles. The Plum-
mer equivalent gravitational softening adopted for DM particles
is 4.2 h−1 comoving kpc (ckpc) at z > 2 and 1.4 h−1 physical kpc
(pkpc) otherwise. The softening lengths for gas, star, and black
holes (BHs) particles are 1.4, 0.35, and 0.35 h−1 pkpc respec-
tively.
The simulations are carried out with the code GADGET-3,
a modified version of the Tree-PM Smoothed-Particle Hydro-
dynamics (SPH) public code GADGET2 (Springel 2005). We
1 We define R∆ as the radius of the sphere encompassing an aver-
age density ∆ times the critical density of the universe at that redshift,
ρcrit(z) = 3H2(z)/8piG. M∆ will be the mass within R∆.
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employed the hydrodynamical scheme presented in Beck et al.
(2016), where a higher order interpolating kernel function is im-
plemented, along with a time-dependent artificial viscosity and
a time-dependent artificial conduction, which improve the SPH
performance in capturing discontinuities and the development
of gas-dynamical instabilities. The unresolved baryonic physics,
mostly involving the stellar component and the activity of the
BH population, is treated with sub-grid models. The prescrip-
tion of metal-dependent radiative cooling follows Wiersma et al.
(2009). The model of star formation and associated feedback
is implemented according to the original model by Springel &
Hernquist (2003), see below for extra details. For the metal
enrichment and chemical evolution we follow the formulation
by Tornatore et al. (2007). The stellar yields and a deeper de-
scription of metals are specified in Biffi et al. (2018) (see also,
Planelles et al. 2017 and Biffi et al. 2017). The treatment of BH
and associated AGN are detailed below (Sect. 2.3) after a brief
summary of the star formation model.
2.2. Star formation
Here we review the main aspects of the subgrid model for the star
formation, which we will discuss throughout the paper. For a full
explanation we refer to the original paper by Springel & Hern-
quist (2003). In this model each SPH particle samples a region of
the interstellar medium (ISM), and is subdivided in a cold phase
and a hot phase characterized by densities ρc and ρh, in pressure
equilibrium one with each other. The total density associated to
a particle will be the sum of the two: ρ = ρc + ρh. A SPH par-
ticle has a non null fraction of cold gas (i.e., ρc > 0), and thus
becames multiphase, whenever its density is higher than a given
threshold ρthr. Given the cold fraction, a numerical instantaneous
SFR is associated to each multiphase particle2:
dρ?
dt
= ρ˙? = (1 − β) ρct? , (1)
where t? is the characteristic timescale for star formation, while
β is the fraction of massive stars that are expected to instantly
explode as supernovae and depends on the chosen IMF. In this
work, we employ a Chabrier initial mass function (Chabrier
2003). The parameter t? follows the expression:
t?(ρ) = t?0
(
ρ
ρthr
)−1/2
. (2)
t?0 is set to 1.5 Gyr in order to match the observed Kennicutt
relation (Kennicutt 1998). In practice, varying this parameter di-
rectly reflects into a variation of the numerical star formation
efficiency (SFE). Indeed, using eq. 1 and eq. 2:
SFE =
ρ˙?
ρc
=
1 − β
t?0
(
ρ
ρthr
)1/2
. (3)
Given the SFR, part of the cold clouds is evaporated by means
of supernovae feedback:
dρc
dt
= −Aβρc
t?
, (4)
2 By numerical SFR we mean the rate at which the mass in SPH gas
particles should be transformed into stellar particles. The actual physical
SFR of the model is ρc/t?
where A is the efficiency of evaporation that determines the effi-
ciency of thermal supernovae feedback and is taken to be a func-
tion of the local gas density, A ∝ ρ−4/5. These equations give rise
to the self-regulated cycle of star formation: high cold cloud den-
sity leads to a high SFR, that in turn means more feedback and
cloud evaporation. When cloud evaporates, the SFR decreases
and material is returned to the hot phase, increasing ρh. Finally,
a higher density means a higher cooling rate, which causes more
gas to condense in cold clouds, so that the cycle restarts.
2.3. AGN feedback
The AGN feedback is inspired to the original model developed
by Springel et al. (2005) and is implemented according to the
scheme described in Ragone-Figueroa et al. (2013) with two
main modifications. First, in the feeding process we differentiate
between hot and cold accretion (see Sect. 2.3.2, Eq. 5). Second,
we do not impose a temperature threshold to define multiphase
gas particles and the energy released by AGN feedback is not
used to evaporate the cold phase of gas particles. This second
modification is motivated by the fact that this implementation
results in a better agreement between the simulated galaxy stel-
lar mass function (GSMF) and the observed one (see Sect. 3.1),
with the side effect of producing too massive BCGs at z = 0 (see
Sect. 3.2.1).
2.3.1. BH seeding and positioning
Briefly, during run time we identify groups of particles using the
Friends of Friends (FoF) algorithm (Huchra & Geller 1982). In
practice, two DM particles are considered to be part of the same
group if their distance is less than a fixed parameter, referred as
linking length, which is commonly defined as a fraction of the
mean inter-particle distance, d¯. We fix this parameter to 0.16× d¯.
Hence, BHs in our simulations are spawned at the center of each
FoF group (defined as the position of the most bound particle)
with a seed mass of 5.5 × 105 M whenever all these conditions
are simultaneously fulfilled: (i) the total stellar mass is higher
than 2.8 × 109 M; (ii) the stellar to DM mass ratio is higher
than 0.05; (iii) the gas mass is equal or larger than 10 percent of
stellar mass; (iv) no other central BH is already present. As the
simulation evolves, we avoid the presence of wandering BHs by
adopting a different strategy from Ragone-Figueroa et al. (2018).
In this previous work we pinned the BHs, meaning that we re-
positioned them at each time step at the location of the most
bound particle of a halo. Here, instead, we assign to the BH
a large dynamical mass and we use low values of star and BH
particles softening lenghts. Namely, the BH dynamical mass is
imposed to be equal to the DM particle mass until it outgrows
that value and the softening values are four times smaller than
before, once re-scaled to the higher resolution. These numer-
ical prescriptions are sufficient to mimic a dynamical friction
without the necessity to explicitly include a dynamical friction
force (Steinborn et al. 2016). Even though this scheme performs
overall well at the current numerical resolution, BH centering re-
mains a major challenge for our, and presumably all, numerical
simulations, and it still can happen that a BH moves from the
center of a structure. This is particularly problematic in cluster
simulations, where the absence of AGN feedback at the center
of the BCG would lead to catastrophic cooling, with resulting
high BCG mass and SFR of the order of ∼ 103 M yr−1 at z ∼ 0.
Indeed, in 1 out of the 12 simulations used for this work, the
proto-BCG looses its central BH at z ∼ 4, and is characterized
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by an incredibly high SFR at z = 0. Even though it is not an issue
for the conclusions of this work (see Sect. 7), the problem needs
to be addressed in future simulations.
2.3.2. AGN accretion and feedback
Once BHs are seeded, they grow by two different channels: ac-
cretion of the surrounding gas and BH-BH mergers. The former
follows the Eddington-limited alpha-enhanced Bondi accretion
rate (Bondi 1952) formula:
M˙Bondi,α = α
4piG2M2BHρ
(c2s + v2BH)
3/2
, (5)
with α equal to 10 and 100 for hot (T > 5×105 K) and cold (T <
5 × 105 K) gas respectively (Steinborn et al. 2015). In eq. 5 all
gas-related quantities (sound speed, cs, bulk gas velocity relative
to BH velocity, vBH, and gas density, ρ) are smoothed over 200
gas particles with a kernel function centered at the position of the
BH. Given the gas accretion onto the BH particle, AGN energy
feedback is given by
E˙ = r f M˙c2 (6)
where M˙ is the minimum between Eq. 5 and the Eddington ac-
cretion rate, M˙ = min(M˙Bondi,α, M˙Eddington), and the energy is dis-
tributed and thermally coupled to the nearest 200 gas particles.
In eq. 6, r is the fraction of mass transformed in radiation energy
and  f is the fraction of radiated energy thermally coupled to the
gas particles. In the previous version of the code the energy was
used to evaporate the cold fraction of the multiphase gas parti-
cles (see Sect. 2.2 for a brief explanation of multiphase particles;
for a comprehensive review we remand to the original paper of
Springel & Hernquist 2003), while in the current set up we cou-
ple the energy only to the hot phase of each gas particle. The
effects of this choice on our results are presented in Sect. 7.3.
BH particles can also grow by BH-BH mergers. In our imple-
mentation of the subgrid model two BHs are allowed to merge
whenever all these conditions are fulfilled: (i) vrel < 0.5 × cs;
(ii) rrel < 3.5 h−1 pkpc; (iii) |Vpot,rel| + v2rel < 0.5 × c2s ; where vrel
and rrel are the relative velocity and position between the two
BH particles, cs is the sound speed and Vpot,rel is the difference
between the gravitational potentials computed at the positions of
the BH particles.
2.3.3. AGN feedback calibration
The values of  f and r are chosen in order to reproduce the
observed correlation between BH mass and galaxy stellar mass
(Magorrian et al. 1998). In particular, we aim at reaching agree-
ment with the observational results reported by McConnell &
Ma (2013) and more recently by Gaspari et al. (2019). The value
chosen for r is 0.07 independently of M˙Bondi,α, while  f is lower
than 1 only in quasar-mode, when M˙Bondi,α/M˙Eddington > 0.01
( f = 0.15). In Fig. 1 we show numerical results in compari-
son with observations. In the plot dark-blue squares are simu-
lated central galaxies, defined as galaxies at the center of groups
with at least 100 substructures. All other simulated galaxies are
represented as light-blue points. Stellar masses of non-central
galaxies are computed considering the star particles associated
to the substructures identified by the code Subfind (Dolag et al.
2009) and within a sphere of 50 pkpc. Stellar masses of central
galaxies are computed considering an aperture of 0.15 × R500 to
1011 1012
M? [M¯]
108
109
1010
1011
M
B
H
[M
¯]
McConnell & Ma 2013 fit mixed sample
Gaspari et al. 2019
Fig. 1: Correlation between the galaxies stellar mass and the
central SMBHs mass. Observational data are taken from Mc-
Connell & Ma (2013) (dashed black line) and from Gaspari et al.
(2019) (red circles). The simulated stellar masses for satellite
galaxies (cyan points) are obtained considering the star particles,
bound to the substructure (accordingly to Subfind) and within 50
pkpc from its center. The mass of the central galaxies (dark-blue
squares) is obtained by summing over all stellar particles within
an aperture of 0.15 × R500.
match the aperture used by Gaspari et al. (2019). It has to be
noted that even though simulations correctly reproduce the nor-
malization of the observed correlation, the scatter is still under-
reproduced, especially at the high mass end. Indeed, the intrinsic
scatter around the observed correlation of Gaspari et al. (2019)
is σ = 0.40 ± 0.03, while it is a factor of 2 lower in our sim-
ulations (σ = 0.20)3. Even though the observed scatter can be
marginally boosted by uncertainties on the assumptions made
to obtain these quantities from observational data (e.g., star for-
mation history, initial mass function, metallicity, etc.), the most
probable explanation of this difference is that the subgrid models
adopted do not capture the diversity of conditions of BH accre-
tion and AGN feedback at small scales.
3. Galaxy cluster population at z = 0
In this section we analyze GSMF and BCGs properties at z = 0
in our simulations in comparison with observations.
3.1. Galaxy stellar mass function
We start by comparing the observed and simulated GSMF. First
we need to take into account the fact that our simulations are
centered on galaxy clusters, while we compare to data obtained
for the field. For this reason, we expect to have in simulations
a significant higher normalization of the GSMF. Operatively, we
define galaxy clusters as spherical regions enclosing a mean mat-
ter density ∆ times the critical density, ρcrit. Using the relation
between ρcrit and the mean cosmic matter density ρ¯:
ρcrit(z) = ρ¯(z) × [ΩM(1 + z)3 + ΩΛ]/ΩM(1 + z)3, (7)
3 For the linear regression we used the public python package linmix
(https://github.com/jmeyers314/linmix), which accounts for measure-
ment errors in both the dependent and independent variables.
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Bernardi et al. 2013 (SerExp)
Fig. 2: GSMF at z = 0. Observational data are taken from
Bernardi et al. (2013) (black solid line). Simulations data are
derived considering as stellar mass the sum of all stellar par-
ticles bound to the galaxy by Subfind (red triangles), and the
same sum restricted to particles within 50 pkpc (green hexagon)
and 30 pkpc (blue squares). Error bars are computed assuming
Poissonian errors. The simulated GSMF is normalized follow-
ing Eq. 8. Filled and empty marks represent the mass bins with
respectively more than and less than 10 galaxies.
and assuming that galaxies follow the DM distribution, we have
to normalize our GSMF by
Nnorm = ∆ × [ΩM(1 + z)3 + ΩΛ]/ΩM(1 + z)3, (8)
(see Vulcani et al. 2014, appendix B). In practice, we consider
the most massive cluster in each of our simulated regions and all
the galaxies but the BCG within R100 (i.e., ∆ = 100), and then
we normalize each mass bin by Nnorm.
The stellar mass of each galaxy is computed using three dif-
ferent definitions: the sum of all stellar particles that Subfind
associates to a substructure and the same sum limited to stel-
lar particles within 30 pkpc and 50 pkpc from the center. The
results are shown in Fig. 2, where we plot the GSMF obtained
with the three definitions of stellar mass. Results from simula-
tions agree overall well with observations from Bernardi et al.
(2013) starting from the stellar mass of galaxies that we con-
sider well-resolved in our simulated set (M? > 1010 M). The
main difference is around 1010 M, were simulations have too
many galaxies. As noted by Henden et al. (2019), larger val-
ues of the softening length numerically decrease the number of
galaxies at these masses. However, an investigation of the stel-
lar feedback will be needed to better describe the GSMF at our
low mass end. Regarding the different stellar mass definitions,
there is no statistical difference in the results once a fixed aper-
ture is used, as Subfind likely associate to massive galaxies also a
fraction of the intracluster light (ICL). The good agreement with
observational data is an improvement with respect to the GSMF
presented in Bassini et al. (2019) and obtained with the set of
simulations at lower resolution. In that case we showed that the
GSMF was a factor of ∼ 2 below the results of Bernardi et al.
(2013) at M? ∼ 1011 M. This difference, as we will discuss in
the next subsection, is not due to the increased resolution, but to
the different implementation of the AGN feedback discussed in
Sect. 2.3.
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12.00
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DeMaio+18
Kravtsov+14
Fig. 3: Correlation between BCGs stellar mass and M500 at
z = 0. Observations are taken from DeMaio et al. (2018) (blacks
quares) and Kravtsov et al. (2018) (black triangles). The simu-
lated values are shown as blue points. The red hexagon refers to
the BCG that lost its central BH (see Sect. 2.3.1). The orange line
is the fit to LR simulations (Ragone-Figueroa et al. 2018). BCGs
masses are obtained summing over all stellar particles bound to
the main subhalo of a group/cluster by Subfind (BCG+ICL) and
within a 2D aperture of 50 pkpc.
3.2. Properties of the BCG
In this section we study the properties of our BCGs at z = 0. In
particular we study their mass and their SFR.
3.2.1. M?,BCG − M500 correlation
In Fig. 3 we show the correlation between the stellar mass of the
BCG and M500. In this plot, M?,BCG is defined as the total stellar
mass associated to the halo (accordingly to Subfind) and within
a 2D aperture of 50 pkpc. We checked that using different line
of sight directions brings no more than 40% difference in the
estimated stellar mass, with a median difference of 2% for our
sample. It is important to note that the total mass represents the
BCG stellar mass plus the ICL present along the line of sight. In
the plot, we also highlights the properties of the BCG that lost
its central BH at z ∼ 4 (see Sect. 2.3.1).
From the figure we see that our simulations tend to have
too massive BCGs with respect to observational data (a factor
of 2 at M500 = 3 × 1014 M), in line with the findings of other
groups (e.g., Bahé et al. 2017, Pillepich et al. 2018, Henden et al.
2019). Moreover, current simulations have more massive BCGs
than the LR simulations from Ragone-Figueroa et al. (2018) (or-
ange line in the plot), being a factor of 2.3 more massive at
M500 = 3 × 1014 M. A possible explanation could be the dif-
ferent resolution. However, in order to investigate this hypothe-
sis we run a simulation at a 10 times lower mass resolution and
we obtained only a ∼ 12% lower BCG mass. Hence the BCG
mass is very stable against the mass resolution of the simulation
(see also Ragone-Figueroa et al. 2018). To check if the differ-
ent results with respect to LR simulations (i.e., Ragone-Figueroa
et al. 2018) are due to the different implementations of the AGN
feedback adopted, we run two more simulations: one at the cur-
rent mass resolution and the other with a 10 times lower resolu-
tion, both implementing the same AGN prescription of Ragone-
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Fig. 4: BCG star formation rate in observations and simulations.
Grey circles are BCGs of our simulations from different snap-
shots, while the grey triangle is used for the BCG that lost its
central BH at z ∼ 4 (see Sect. 2.3.1). BCGs from the same snap-
shot are shifted only for visualization purposes. The median val-
ues are shown in blue circles and the vertical bars indicate the
range between the 16th and 84th percentiles. A 2D aperture of
30 pkpc is used. Red squares are BCGs from the sample of Mc-
Donald et al. (2018) (see text for more details).
Figueroa et al. (2018). In this set up, gas particles need to be
colder than a fixed temperature threshold to be considered mul-
tiphase and the energy released by the AGN feedback is used
to evaporate the cold gas. Even in this case, we do not find any
trend with resolution, the results being in agreement within 5%.
Moreover, the BCGs masses obtained in these last two runs are
in agreement within 30% with Ragone-Figueroa et al. (2018) re-
sults (orange line in Fig. 3), pointing out that the BCG mass is
most sensitive to the prescription adopted for AGN feedback.
Interestingly, with the Ragone-Figueroa et al. (2018) set up,
together with a lower BCG mass, we also get a lower normal-
ization for the GSMF, in line with the results of Bassini et al.
(2019). Thus, we conclude that the different BCG masses are not
due to the increased resolution but to the different prescription
for the AGN feedback and that, with the current implementation
of feedback, it is difficult to simultaneously reproduce both the
observed MBCG − M500 relation and the GSMF.
3.2.2. Star formation rate of BGCs
In Fig. 4 we show the SFR of our simulated BCGs in comparison
with observational data. Observations are taken from McDon-
ald et al. (2018), and constitute a subsample of Fraser-McKelvie
et al. (2014) BCGs. The original selection has been made con-
sidering all galaxy clusters in a volume limited sample, z < 0.1,
with a measured X-ray luminosity in the ROSAT 0.1 − 2.4 keV
band LX > 1044 erg s−1. This luminosity cut ensures a com-
pleteness > 80% for the cluster sample (see Fraser-McKelvie
et al. 2014). Moreover, selecting the sample on cluster properties
rather than BCG properties enables to correctly account for low
values of SFRs and non-detections. However, it has been noted
that the SFRs published in Fraser-McKelvie et al. (2014) lack
important k-corrections which lead to biased results (see Green
et al. 2016). McDonald et al. (2018) recomputed the SFRs using
12 µm flux following the procedure of Green et al. (2016) for
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Fig. 5: sSFR of BCGs in observations and simulations. Grey cir-
cles are BCGs of our simulations from different snapshots (blue
circles are median values with 16th and 84th percentiles), while
the grey triangle is used for the BCG that lost its central BH
at z ∼ 4 (see Sect. 2.3.1). BCGs from the same snapshot are
shifted only for visualization purposes. A 2D aperture of 30 pkpc
is used. Red squares are BCGs from the sample of McDonald
et al. (2018) (see text for more details).
all the clusters with LX > 3.3 × 1044 erg s−1. The final sample
comprises 33 objects and is complete above the cut in X-ray lu-
minosity. In grey we show the results of our simulations. It is im-
portant to note that the BCGs are taken from the same simulated
regions at different redshifts, and therefore are not independent.
In blue we plot the median value with 16th and 84th percentiles.
To mimic the selection of McDonald et al. (2018), we consid-
ered only the 11 clusters with M500 > 2.8 × 1014 M (M200 &
4 × 1014 M), which corresponds to LX > 3.3 × 1044 erg s−1 fol-
lowing the correlation between LX and M500 showed by Truong
et al. (2018). The simulations used in the work of Truong et al.
(2018) are not the same that we are using for this work, but we
checked that using a relation based on our clusters leads to the
same final sample. The SFR in simulations is the instantaneous
SFR predicted by the effective model for multiphase particles
computed considering all the particles bound to the group by
Subfind and within a 2D aperture of 30 pkpc. We employed this
aperture to directly compare with other numerical simulations,
after checking that the aperture choice does not affect our con-
clusions. Our simulations present a high residual SFR at these
low redshifts (∼ 10 M yr−1 against the average observed SFR
of ∼ 0.3 M yr−1). Considering a 3D aperture of 30 pkpc brings
to the same conclusions, as the bulk of SFR is located near the
center of the cluster and the median difference between a 3D
and a 2D aperture is 25%. Similar results are also found by other
groups. Henden et al. (2019) made a similar analysis considering
all the clusters with M200 > 1014M and computed the instanta-
neous SFR within a spherical aperture of 30 kpc at z = 0.2. Their
results show that their BCGs form stars at a rate similar to ours
when they do not have a null SFR (see their Fig. 8).
Even though the disagreement between simulations and ob-
servations is quite large (a factor of ∼ 30 at z ∼ 0 according
to our results), it is important to keep in mind that measuring
the SFR of galaxies is always a non-trivial task, especially in the
case of BCGs due to their low SFR values and to the crowded en-
vironment. In the particular case of the sample used in our com-
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parison, the SFR is obtained from the 12 µm luminosity through
the relation derived by Cluver et al. (2014). However, this re-
lation is calibrated on star-forming galaxies and flattens at SFR
< 5 M yr−1. For this reason the values of SFR inferred from
observations of BCGs are likely to be underestimated, thus pos-
sibly alleviating the tension outlined in Fig. 4. The same caution
has to be applied to the conclusions drawn in the next paragraph.
In Fig. 5 we plot the sSFR for our simulations and McDonald
et al. (2018) observations. As we did for the SFR, we checked
that the choice of the aperture does not affect our results. In-
deed, the results obtained using an aperture of 30 and 50 pkpc
are in agreement within 30% at z = 0. Also in this case, nu-
merical simulations appear to be an order of magnitude above
observations. Similar results are also found by other groups.
Davies et al. (2019) showed that Eagle simulation presents a
sSFR ∼ 10−11 yr−1 at M200 ∼ 1014M and z = 0, and that Illus-
trisTNG BCGs have a sSFR of ∼ 2.5× 10−12 at M200 ∼ 1014M,
which is a factor of 3 higher than the median value of McDonald
et al. (2018) BCGs. Moreover, considering that the BCG sSFR
are an increasing function of mass in IllustrisTNG (see Fig. 12
of Davies et al. 2019) and that the sample of McDonald et al.
(2018) is of massive clusters (LX > 3.3×1044 erg s−1), the factor
of ∼ 3 is probably a lower limit.
For our simulations, a possible solution to this mismatch
could be a more effective AGN feedback. However, Ragone-
Figueroa et al. (2018) found in their work a very similar result
(sSFR ∼ 1.5 × 10−11 yr−1 at z = 0) with an implementation
of the AGN feedback more effective in quenching the star for-
mation (see also results in Sect. 3.1 and Sect. 3.2.1). Moreover,
with the current scheme a more effective feedback could (at least
in principle) reduce the gap in the SFR between simulated and
observed BCGs, at the price of worsening the difference in the
GSMF (see Sect. 3.1). Therefore, a better solution would be to
modify the prescription of the AGN feedback, in order to have
more efficient quenching only for massive galaxies.
4. Protoclusters at z ∼ 2
In this section we compare our simulations to observational re-
sults of protocluster regions of different sizes and identified at
z ∼ 2. Since we are interested in comparing values of SFR,
we include only protocluster regions with coverage in the FIR
and sub-millimetric bands, as the total star formation budget is
mainly contributed by its obscured component. In particular, we
compare with the observations of Clements et al. (2014), Dan-
nerbauer et al. (2014), Wang et al. (2016), Kato et al. (2016),
Coogan et al. (2018), and Gómez-Guijarro et al. (2019).
4.1. Protocluster SFR within ∼ 1 pMpc
In Fig. 6 we compare the observed star formation obtained by
Clements et al. (2014), Dannerbauer et al. (2014), and Kato et al.
(2016) with the same quantity computed in simulations. With
the red bands we show the protocluster regions at 1 . z . 3
identified as clumps in Planck 857 GHz band by Clements
et al. (2014). This frequency is suitable for identifying dusty star
forming galaxies, which trace star-bursting phases of protoclus-
ters (e.g., Granato et al. 2004). They retrieve the far-infrared lu-
minosity, LFIR, by fitting the spectral energy distribution (SED)
with a modified black body formula, and then they compute the
SFR using the relation given by Bell (2003), which assumes a
Salpeter IMF (Salpeter 1955). In order to compare with our sim-
ulations, which instead adopt a Chabrier IMF (Chabrier 2003),
we divide their values of SFR by 1.74. We also include in our
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Fig. 6: SFR of protocluster regions at z ∼ 2 in observations and
simulations within an aperture of ∼ 2 pMpc. Red bands refer to
two clumps from Clements et al. (2014), black solid lines refer to
four fields from Stevens et al. (2010) and analyzed by Clements
et al. (2014). Blue square refer to the Spiderweb structure (Dan-
nerbauer et al. 2014). Green square and green band refer to the
two protoclusters analyzed by Kato et al. (2016) (HS1700 and
2QZCluster respectively). Black circles and triangles refer to nu-
merical simulations, where the SFR is plotted against protoclus-
ter mass (see text). We used black circles for groups which end
up in the central cluster of the region at z = 0, and black triangles
otherwise.
comparison the analysis that Clements et al. (2014) performed
on the fields previously introduced by Stevens et al. (2010), who
analyzed the density flux of submillimetre galaxies, obtained
at 850 µm in 5 fields centered on QSOs in the redshift range
1.7 < z < 2.8. The SFRs for these fields are computed follow-
ing the procedure already described, with the difference that the
FIR luminosity is computed from the F850 flux using an Arp
220 spectral template. Also in this case we corrected for the
choice of the IMF. Among the 4 clumps and 5 fields analyzed
in Clements et al. (2014) we include in our comparison the 6 re-
siding at 1.74 < z < 2.27 (the values of SFR for the four fields
are 2240, 2330, 3966, and 4095 M yr−1, and thus they overlap
in Fig. 6). The physical volume used to compute the SFRs in
Clements et al. (2014) clumps is 4.2 Mpc3, equal to a sphere of
1 Mpc radius, while the fields are characterized by a volume of
1.4 Mpc3, equivalent to a sphere of 0.7 Mpc radius.
Dannerbauer et al. (2014) studied the FIR properties of the
protocluster associated to the radio-galaxy HzRG MRC1138-
262 at z = 2.16 (also known as Spiderweb galaxy, Pentericci
et al. 2000; Miley et al. 2006). This structure is characterized
by an overdensity of Lyman alpha emitters (LAEs), and has
been studied in different sub-millimeter wavelengths (see Dan-
nerbauer et al. 2014 and references there in). Observations in the
FIR (100, 160, 250, 350, 500, and 850 µm) were used to fit the
SED of detected sources assuming a grey body formula, which
was used to compute the total FIR luminosity and the correlated
SFR through the relation given by Kennicutt (1998). The result-
ing SFR computed within a sphere of 1 pMpc radius, corrected
to a Chabrier IMF, is ∼ 3600 M yr−1 and is showed as a blue
square in Fig. 6. Numerical simulations suggest that this proto-
cluster is the progenitor of a massive z = 0 cluster (Saro et al.
2009), with a predicted mass of M200 ∼ 1015 M yr−1. Therefore,
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this structure is a candidate progenitor of the massive simulated
clusters used in this study. Finally, we also show the observa-
tions in the FIR of other two already known protoclusters: 2QZ-
Cluster (z = 2.23, Matsuda et al. 2011) and HS1700 (z = 2.3,
Steidel et al. 2005). Kato et al. (2016) used SPIRE bands (250,
350, and 500 µm) to obtain a colour-selected sample of dusty star
forming galaxies possibly associated to these two protoclusters.
In their work, they found overdensities of DSFGs in both pro-
toclusters regions, even though the redshift of these sources is
not confirmed yet. Assuming a grey-body spectrum, they com-
puted LIR in the ∼ 1 pMpc region containing the highest number
of DSFGs obtaining values very similar to the one reported by
Clements et al. (2014). We show Kato et al. (2016) results in
Fig. 6 as a green square (HS1700) and green band (2QZCluster).
In both cases the upper limit on the value of SFR is obtained as-
suming that all the detected sources are within the protocluster,
while the lower limit is obtained subtracting field average values
(see Kato et al. 2016 for further details).
Regarding the data from simulations, we considered at z = 2
the five most massive groups identified by Subfind in each of
the analyzed regions. The mass M500 of the group is given by
Subfind, while the SFR is the sum of the instantaneous SFR of
all gas particles within a sphere of 1 Mpc radius from the cen-
ter of the group. This aperture matches the volume adopted for
Clements et al. (2014) clumps, and is slightly larger than the
volume of Stevens et al. (2010) fields. In addition, We also adopt
another possible definition of the SFR: the SFR averaged over
∼ 100 Myr. Although this may be the optimal choice when com-
paring to DSFGs, it does non quantitatively affect our results
as our most star forming protocluster region is characterized by
a 2% difference in the SFR when the two methods are used.
For this reason we only use the instantaneous SFR throughout
the paper. In Fig. 6 we also differentiate between the progeni-
tors of the most massive cluster at the center of each region by
z = 0 and the groups that will form other objects. The former
are plotted as black circles, the latter as black triangles. From
the plot it is clear that the simulated protoclusters do not re-
produce the high SFR observed, as the difference between the
highest value of SFR rate reached within our set of simulated
protoclusters (∼ 1300 M yr−1) is a factor of ∼ 5 lower than
the SFR measured in one of the Clements et al. (2014) clumps
(∼ 7000 M yr−1), and a factor of ∼ 3 lower than the SFR mea-
sured within the protocluster associated to the Spiderweb galaxy
(∼ 3600 M yr−1). This result is in agreement with the conclu-
sions of Granato et al. (2015), who used a set of simulations with
the same initial conditions used here but at 10 times lower mass
resolution and a previous version of our code (the main differ-
ence being the prescription for AGN feedback and BH reposi-
tioning, see Ragone-Figueroa et al. 2013) together with dust re-
processing and radiative transfer post-processing performed with
GRASIL-3D (Domínguez-Tenreiro et al. 2014) to directly com-
pare FIR fluxes with Clements et al. (2014). Granato et al. (2015)
concluded that simulations fail to reproduce the observed fluxes
at z = 2 by a factor & 3−4. Given the results showed in Fig. 6, we
conclude that the results of Granato et al. (2015) hold at higher
resolution and are not dependent on the particular prescription
adopted for AGN feedback.
4.2. Protocluster SFR within ∼ 100 pkpc
In Fig. 7 we compare simulations with observations by Wang
et al. (2016) (blue square), Coogan et al. (2018) (red square), and
Gómez-Guijarro et al. (2019) (green bands). In particular, Wang
et al. (2016) recently discovered a cluster (CL J1001+0220) at
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Fig. 7: SFR of protocluster regions at 2 < z < 2.6 in observations
and simulations within an aperture of ∼ 100 pkpc. Green bands
refer to two protoclusters from Gómez-Guijarro et al. (2019),
blue square refers to Wang et al. (2016), and red square refers to
Coogan et al. (2018). Black circles and triangles refer to numer-
ical simulations, where the SFR is plotted against protocluster
core mass. We used black circles for groups which end up in the
central cluster of the region at z = 0, and black triangles other-
wise.
z = 2.506. This structure, detected as an overdensity of Dis-
tant Red Galaxies (DRGs), appears as a massive, virialized halo.
Through an analysis of the velocity dispersion, stellar mass con-
tent, and also the detected X-ray emission Wang et al. (2016)
estimated the cluster mass to be 1013.9±0.2M. However, differ-
ently from local clusters, CL J1001+0220 is characterized by a
high fraction of massive (M? > 1011M) star forming galax-
ies. The SFR in the 80 pkpc core region, computed from FIR
luminosity and corrected to a Chabrier IMF, is estimated to be
∼ 2000 M yr−1. Moreover, the fraction of starbursting galaxies
is ∼ 25%, much higher than the value in the field which is about
3% accordingly to Schreiber et al. (2015). Gómez-Guijarro et al.
(2019) spectroscopically confirmed two protoclusters through
CO emission lines (a third one has been analyzed in the same
work, but it was associated with the well known CL J1001+0220
cluster in the COSMOS field, see Wang et al. 2016, Wang et al.
2018). These objects were previously recognized as separate
sources by Bussmann et al. (2015) who observed with ALMA
29 bright DSFGs taken from the Hermes Survey (Oliver et al.
2012). The two new protoclusters are composed of 4 and 5 gas
rich DSFGs over a region of 125 pkpc and 64 pkpc at z = 2.171
and z = 2.602 respectively. LIR, used to compute the SFRs of sin-
gle sources following Kennicutt (1998), are computed integrat-
ing the SED fitted from the IR available fluxes measurements at
24, 250, 350, 500 µm, and 3 mm.
Finally, we include in the comparison also the observations
by Coogan et al. (2018) of the protocluster Cl J1449+0856, iden-
tified by Gobat et al. (2011) as an overdensity of IRAC color-
selected galaxies. The protocluster has also been detected from
the X-ray emission, from which it has been estimated a mass
in the range [4 − 6] × 1013 M (Valentino et al. 2016). Coogan
et al. (2018) employed ALMA observations of 870 µm contin-
uum and CO(4-3) emission line to compute the SFR within the
∼ 0.08 pMpc2 cluster central region (see Coogan et al. 2018
or Strazzullo et al. 2018 for more details on the computation
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Fig. 8: SFR as a function of galaxy stellar mass at z ∼ 2.3. Red
solid and dashed lines are observational data from Whitaker et al.
(2014) and Schreiber et al. (2015) respectively. Green hexagons
and blue squares are galaxies from the protoclusters of Gómez-
Guijarro et al. (2019) and the cluster of Wang et al. (2018) re-
spectively. Grey points are galaxies in our simulations. Black
dashed line fix the distinction between active and passive galax-
ies (Pacifici et al. 2016). Black points represent median values of
star forming galaxies with 16th and 84th percentiles. Both SFRs
and stellar masses are computed considering a 3D aperture of
30 pkpc.
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Fig. 9: Main sequence of star forming galaxies at z ∼ 2. Red tri-
angles are observational data from Whitaker et al. (2014). Black
line are median values for our simulations. Colored solid and
dashed lines are data from other cosmological simulations and
semi-analytical models respectively. In particular: Eagle (orange
solid line, Guo et al. 2016), TNG300 (red solid line, Donnari
et al. 2019), Simba (yellow solid line, Davé et al. 2019), Gal-
form (green dashed line, Guo et al. 2016), L-galaxies (dark green
dashed line, Guo et al. 2016), and GAEA (blue dashed line,
Hirschmann et al. (2014)). For the GAEA model we also show
the results obtained considering only galaxies that at z = 0 are
within galaxy clusters with mass > 1014.25M (see text for more
details).
of the SFR). The value of SFR reported in fig. 7 is the sum of
the SFR obtained for obscured (∼ 400 M yr−1) and unobscured
(∼ 60 M yr−1) star formation. As a final remark, we note that the
values of SFR computed through the 870 µm continuum rely on
the assumed SED template. The values reported in Fig. 7 are ob-
tained considering a template for main sequence galaxies. Con-
sidering a template typical of starburst galaxies, the value of SFR
would be twice as high (e.g., Strazzullo et al. 2018).
In numerical simulations we computed the instantaneous
SFR considering a 2D aperture of 90 pkpc (around the mean
value of the four observed protoclusters that we use as compari-
son) and integrating 1 pMpc along the line of sight. The choice
of the projected distance does not affect our results as most of the
stars are produced at the center of the protoclusters. Indeed, we
verified that the results are quantitatively the same integrating up
to 3 pMpc along the line of sight. Similarly to previous results,
the most star forming region within our set of simulations (SFR
∼ 500 M yr−1) underpredicts the highest observed SFR (SFR
∼ 2000 M yr−1) by a factor of ∼ 4.
4.3. Main sequence of star forming galaxies
To explore a possible origin for the difference between SFRs
in simulations and observations, in Fig. 8 we show the ob-
served and simulated correlation between stellar mass and SFR
in galaxies. Red solid line represents the main sequence (MS) of
star forming galaxies as derived by Whitaker et al. (2014), ob-
tained considering star forming galaxies selected in UVJ colors
in the redshift range 2 < z < 2.5. The red dashed line is the main
sequence at z ∼ 2.3 from Schreiber et al. (2015), who used a
similar approach but considered only photometry at rest-frame
wavelengths larger than 30 µm to avoid pollution from AGNs.
To compare with our simulations and Whitaker et al. (2014) we
corrected Schreiber et al. (2015) main sequence to a Chabrier
IMF. Green hexagons and blue squares are single galaxies from
the protoclusters of Gómez-Guijarro et al. (2019) and the clus-
ter of Wang et al. (2018) respectively. Grey points represent all
the simulated galaxies in our regions at z ∼ 2.3. The dashed
black line is a redshift dependent threshold in sSFR which dis-
tinguishes quiescent from star forming galaxies (Pacifici et al.
2016) and mimics the selection in UVJ colors while the black
points with errorbars are median values with 16th and 84th per-
centiles of simulated star forming galaxies.
As we can see from the plot, the SFRs of simulated galax-
ies are below the observed relation by a factor of ∼ 3. This
is a known discrepancy between simulations (and also semi-
analytical models) and observations (see, for example, Davé
et al. 2016 and Xie et al. 2017). Indeed, around the peak of the
cosmic star formation rate density simulations show a normal-
ization for MS of star forming galaxies that is typically a factor
of ∼ 2−3 lower than observations. In Fig. 9 we show the results
from different numerical simulations and semi-analytical mod-
els. All but our simulations refer to cosmological boxes, so that
a possible bias in our results toward a lower main sequence nor-
malization can be expected when comparing with other simula-
tions. However, observational works do not find differences be-
tween the MS computed in different environments (e.g., Koyama
et al. 2013). This result is also in line with the predictions of the
GAEA semi-analytical model (Hirschmann et al. 2016). In par-
ticular, we computed the MS of star forming galaxies consider-
ing only the main progenitors of the galaxies that are found in
a cluster with mass Mvir > 1014.25 M at z = 0 (GAEA clusters
in the plot), finding no more than a 30% difference with respect
Article number, page 9 of 20
A&A proofs: manuscript no. dianoga_protoclusters
to the MS obtained considering all active galaxies in the simula-
tion.
The discrepancy outlined in Fig. 9 is an interesting feature
given the fact that this difference persists also in numerical sim-
ulations which reproduce the GSMF at every redshift (e.g., Davé
et al. 2019). A systematic factor of ∼ 3 in the galaxy star for-
mation rate at z ∼ 2, that naturally arises in case the observed
normalization of the main sequence is matched, could alleviate
the discrepancy between SFR in simulated and observed pro-
tocluster (see Fig. 6 and Fig. 7). Moreover, looking at individ-
ual galaxies in observed protocluster regions in Fig. 8, we see
that most of them are above the main sequence with also few
galaxies classified as starburst. In this respect it is interesting to
note that galaxies within the cluster identified by Wang et al.
(2016), detected also in X-ray and hence probably in a more ma-
ture evolutionary stage with respect to the structures identified
by Gómez-Guijarro et al. (2019), are characterized by higher
masses and are scattered around the observed main sequence.
On the contrary, galaxies within Gómez-Guijarro et al. (2019)
structures have lower masses and very high SFRs, all above the
main sequence. The level of SFR of these galaxies is not repro-
duced by simulations, that, besides underpredicting the normal-
ization of the main sequence, do not exhibit strong starbursts (see
Sect. 7.1).
5. Protoclusters at z ∼ 4
In this section we compare our simulations to observational re-
sults of protocluster regions identified at z ∼ 4. In particular
we compare with the observations by Oteo et al. (2018) and
Miller et al. (2018). Before digging into our results, it is im-
portant to make few considerations. First, the protoclusters stud-
ied at z ∼ 2 in the previous Section come from relatively small
surveys, the largest being the one analyzed by Clements et al.
(2014). This survey encompasses 90 deg2, that in the redshift
range 0.76 < z < 2.3 corresponds to ∼ 0.6 h−3 cGpc3 in our
cosmology, and thus is smaller than the cosmological box from
which the simulated clusters are extracted (see also Granato et al.
2015). This is not true for the protoclusters studied by Oteo et al.
(2018) and Miller et al. (2018). The first has been identified
within the H-ATLAS fields, corresponding to a total sky area
of ∼ 600 deg2 (Ivison et al. 2016), while the second comes from
a catalog from ∼ 770 deg2 of the South Pole Telescope Sunyaev-
Zel’dovich (SPT-SZ) survey (Mocanu et al. 2013). The comov-
ing volume corresponding to the H-ATLAS fields in the redshift
range 2.7 < z < 6.4, corresponding to the redshift spanned by the
ultra-red galaxies selected with Herschel by Ivison et al. (2016),
is ∼ 10 h−3 cGpc3, about ten times larger than the box from
which the simulated clusters are extracted. Therefore, Oteo et al.
(2018) and Miller et al. (2018) structures could be sufficiently
rare not to be sampled by our simulations. Moreover, the pro-
toclusters analyzed at z ∼ 2 include few bona fide z = 0 mas-
sive clusters (Dannerbauer et al. 2014, Wang et al. 2016, Coogan
et al. 2018). However, this may not be the case for the ones ob-
served by Oteo et al. (2018) and Miller et al. (2018), as it is
not guaranteed that a halo of Mhalo ∼ 1013 M at redshift ∼ 4
will eventually evolve to a Coma-like structure at z = 0. Indeed,
numerical simulations suggest that the value of the mass of the
most massive halo in a protocluster region at z ∼ 4 is not enough
to safely predict the cluster mass by z = 0. An analysis of the
large scale structure, such as the galaxy overdensity over a scale
of ∼ 5 pMpc, would be needed to place better constraints on the
final cluster mass (see Chiang et al. 2013). It is important to keep
this in mind when comparing observations and simulations.
The observations by Oteo et al. (2018) and Miller et al.
(2018) of two highly star forming protocluster cores at z ∼ 4
and z ∼ 4.3 are shown in Fig. 10 with a green line and blue
squares respectively. The protocluster core presented by Oteo
et al. (2018) was firstly detected as part of an overdensity of
DSFGs in the wide-field LABOCA (a low resolution bolome-
ter camera on the APEX telescope) map at 870 µm. Subse-
quent observations with ALMA at 2 mm and 3 mm revealed
that the most luminous source consists of at least 11 separate
sources, of which 10 were spectroscopically confirmed to be
at z = 4.002 and thus are part of the same structure. LIR for
the ALMA resolved sources are computed considering the flux
density at 2 mm (∼ 400 µm at rest frame) and assuming an
ALESS template for the SED. The resulting SFR (corrected to
a Chabrier IMF) in the 260 pkpc × 310 pkpc central region is
∼ 3700 M yr−1. Note that this value is highly uncertain as it de-
pends on the assumed SED template. However, Oteo et al. (2018)
showed that within a large range of SED templates, only the one
reported by Pearson et al. (2013) yields a lower SFR than the
one obtained with ALESS (by a factor of 0.66). The protocluster
from Miller et al. (2018), SPT2349-56, has been first detected
by the South Pole Telescope (SPT). Subsequents follow up with
LABOCA and ALMA allowed to identify 14 sources in an ex-
tremely small area (∼ 130 kpc diameter) at z = 4.3. SFRs are
derived from 870 µm flux density (S 870 µm) assuming a SFR-to-
S 870 µm ratio of 150± 50 M yr−1/mJy, which is typical for sub-
millimetre galaxies. The gas mass of all 14 galaxies is computed
from CO(4-3) line luminosity (converted to CO(1-0) line lumi-
nosity through the ratio r4,1 = 0.41 ± 0.07) assuming a CO/H2
conversion factor of αCO = 0.8
M
K km s−2 pc2 and through the rela-
tion:
Mgas = αCOL′CO(1−0). (9)
When CO(4-3) line is not detected, [CII] line luminosity is con-
verted to CO(4-3) using the average CO(4-3)/[CII] ratio for their
detected sample (Miller et al. 2018).
SFR in simulations is computed considering a 2D aperture
of 130 pkpc and integrating 1 pMpc along the line of sight. We
also checked that the choice of the length of the cylinder does not
quantitatively affect our results. In particular, integrating over the
whole box along the line of sight and using different orientations
for the cylinder axis induce differences in the measured SFR not
higher than 50% at SFR > 400 M yr−1. This suggests that at
this redshift, the star formation takes place only in the densest
simulated regions. As we have done at z ∼ 2, for each of our
regions we selected the 5 most massive groups at z = 4.3. Also
in this case, the most star forming group within our simulations
differ from observations by a factor of ∼ 4.
It is, however, important to note that both SPT2349-56 and
the protocluster observed by Oteo et al. (2018) represent really
rare objects. In fact, none of our simulated protoclusters at z ∼ 4
has more than 7 star forming galaxies with a mass higher than
1010 M, while Oteo et al. (2018) and Miller et al. (2018) spec-
troscopically confirmed 10 and 14 sources respectively. Thus,
we conclude that among the main progenitors of our 12 clus-
ters (7 of which very massive), we do not have a structure with
the same number of star forming galaxies as these observed pro-
toclusters. Even though this can certainly be due to the limited
statistics of the simulated volumes, it can also be related to the
star formation subgrid model, which does not correctly describe
galaxy properties at this redshift, or both. Nevertheless, assum-
ing that doubling the number of star forming galaxies within a
protocluster to match the observed number within SPT2349-56
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Fig. 10: SFR as a function of M500 at z ∼ 4.3. Blue square and
green line are the observed value of Miller et al. (2018) and Oteo
et al. (2018) respectively. Black symbols refer to the SFR com-
puted in a cylinder 1 pMpc long and within a circular aperture
of 130 pkpc in our simulations. The five most massive groups of
each region are shown. We used black circles for groups which
end up in the central cluster of the region at z = 0, and black
triangles otherwise.
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Fig. 11: SFR as a function of galaxy stellar mass at z ∼ 4.3.
Red line are observational data from Steinhardt et al. (2014).
Orange dots represent galaxies of SPT2349-56 as analyzed in
Hill et al. (2020). Grey points are galaxies in our simulations.
Black dashed line fix the distinction between quiescent and star
forming galaxies (Pacifici et al. 2016). Black points represent
median values with 16th ant 84th percentiles for star forming
galaxies. Green circles are galaxies from the simulated proto-
clusters showed in Fig. 10.
would also double the total SFR, the SFR of the ’boosted’ sim-
ulated protoclusters would still be a factor of ∼ 2 lower than the
observed SFR.
In Fig. 11 we show the main sequence of star forming galax-
ies at 4 < z < 4.8. The red line represents the main sequence
for the field as observed by Steinhardt et al. (2014). The or-
ange points are galaxies in SPT2349-56 as reported by Hill et al.
(2020), who updated the values of SFR of Miller et al. (2018)
and estimated the mass of single galaxies by dynamical methods
(through their measured line-widths). Grey dots are all galaxies
in our simulations at z = 4.3 with median values and 16th-84th
percentiles marked in black. Green points are protocluster galax-
ies in our simulations. As we can see from the plot, simulations
show a fairly good agreement with observations with no statisti-
cal difference in the normalization of the MS. Therefore, we can
not explain the difference we observe in terms of SFR by a sys-
tematic offset on the SFR-M? plane. However, if we look at the
galaxies in SPT2349-56, we see that they are scattered around
the MS with also few strong starburst. On the contrary, galax-
ies in our simulated protoclusters are mainly MS galaxies with a
very small scatter. Therefore, we conclude that at z ∼ 4 our sim-
ulations fail to reproduce the high SFR observed because they
are unable to produce strong starburst lying well above the MS.
6. Redshift evolution of mass normalized SFR
In this section we show the evolution of the SFR once normal-
ized by the cluster mass, Σ(SFR)/Mcl. The results are showed is
Fig. 12.
Σ(SFR)/Mcl is an increasing function of redshift with an
observationally-driven empirical parametrization of (1+z)n (e.g.,
Cowie et al. 2004, Geach et al. 2006). Popesso et al. (2012) used
a sample of 9 groups in the redhisft range 0.1 < z < 1.6 and 9
clusters in the redshift range 0.1 < z < 0.85 and derived the best
fit to be (213±44)× z1.33±0.34 and (66±23)× z1.77±0.36 for groups
and clusters respectively. Popesso et al. (2012) also showed that
there is no evidence for a significant Σ(SFR)/Mcl−Mcl or Mcl−z
correlation, concluding that Σ(SFR)/Mcl − z is a genuine corre-
lation (not driven by a decreasing mass evolution with redshift
within their sample). Recent observations of highly star forming
protocluster regions suggest a stronger evolution with redshift,
∝ (1 + z)7 (e.g, Smail et al. 2014, Ma et al. 2015, Santos et al.
2015, Smith et al. 2019), in line with the trend found by Cowie
et al. (2004) for the number of star-forming ultraluminous in-
frared galaxy (ULIRG) in the redshift range 0 < z < 1.5. In
Fig. 12 we add the previously cited protocluster regions at high
redshift. We note that for these protoclusters the SFR is com-
puted within an aperture of ∼ 1 pMpc, with two exceptions:
Miller et al. (2018) computed the SFR within a 2D aperture
of ∼ 130 pkpc and Wang et al. (2016) computed the SFR in a
2D aperture of ∼ 80 pkpc. All the SFRs derived assuming the
Salpeter IMF are converted to a Chabrier IMF.
To build the comparison we considered clusters and groups
in our simulations with a mass threshold varying with redshift.
In particular, the minimum mass considered is M200 > 1014 at
z = 0, decreasing linearly with redshift up to M200 > 1013 at
z = 4.3. We made this choice to mimic as close as possible the
minimum mass of the protoclusters and clusters in Fig. 12 at all
redshifts. To mark few examples, Popesso et al. (2012) clusters
are in the mass range [3.9, 27.6]× 1014 M; the cluster by Smith
et al. (2019) at z ∼ 2 has an estimated mass of 0.5 × 1014 M,
while the protocluster by Miller et al. (2018) at z ∼ 4.3 has an es-
timated mass of 1.16±0.70×1013 M. We use M200 (like Popesso
et al. 2012) as an estimate of the cluster mass and we compute the
instantaneous SFR considering all gas particles within R200. This
choice has the advantage to match the aperture used by Wang
et al. (2016) and Miller et al. (2018), the two observations at the
highest redshifts (R200 ∼ 300 pkpc and R200 ∼ 150 pkpc at z = 3
and z = 4 respectively).
Simulated clusters show a clear evolution with redshift; how-
ever, the trend is shallower than in observations and is better de-
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Fig. 12: SFR normalized by cluster mass as a function of red-
shift. Black squares represent median values from Dianoga sim-
ulations (grey points). See the text for complete explanation of
sample selection. Dashed black line is the best fit to simulations.
Colored points are observational data from Popesso et al. (2012),
Ma et al. (2015), Smail et al. (2014), Santos et al. (2015), Wang
et al. (2016), Miller et al. (2018), and Smith et al. (2019). The
solid black line ∼ (1+z)7 shows an empirical fit to data suggested
by Cowie et al. (2004) and Geach et al. (2006).
scribed by ∝ (1 + z)3.84±0.15. In particular, simulations predict
a higher SFR at low redshift, reflecting the results already dis-
cussed in Fig. 4. At redshift z > 2, the predicted SFR is much
lower, mirroring the discussion of the previous Sections. A sim-
ilar mismatch with respect to observations has also been pointed
out by Ragone-Figueroa et al. (2018) for the sSFR of BCGs of
our lower resolution simulations.
7. Discussion
In the recent years a good number of observational studies have
confirmed the detection of protocluster regions, characterized by
SFRs from several hundreds to several thousands of M yr−1
(Clements et al. 2014, Dannerbauer et al. 2014, Umehata et al.
2015, Wang et al. 2016, Oteo et al. 2018, Coogan et al. 2018,
Miller et al. 2018, Gómez-Guijarro et al. 2019, Smith et al. 2019,
Lacaille et al. 2019). These high values of SFR are often dom-
inated by dusty star forming galaxies, with typical SFRs from
∼ 100 M yr−1 to ∼ 1000 M yr−1. The physical reason of these
high values of SFR is not settled. Some observations suggest that
starburst galaxies and SMGs are characterized by a high star for-
mation efficiency (e.g., Daddi et al. 2010). Other recent observa-
tions suggest that the starbursting phase of galaxies is related to
high gas fractions (e.g., Scoville et al. 2016, Gómez-Guijarro
et al. 2019). Finally, some observations suggest that starburst
galaxies are characterized by both high star formation efficiency
and high gas fraction (Genzel et al. 2015, Béthermin et al. 2015).
In this section we focus on starburst galaxies in our simula-
tions and the differences in terms of star formation efficiency and
gas fraction with respect to galaxies in the observed protoclus-
ters used as references in Sect. 4 and Sect. 5. We also investigate
the implications for the subresolution model of star formation
adopted in our simulations.
7.1. Starburst galaxies in numerical simulations
Galaxies are usually defined as starburst depending how much
their SFR is above the SFR of main sequence galaxies with the
same mass and at the same redshift. Here, following Schreiber
et al. (2015), we consider the threshold SFR/SFRMS > 4. In the
M?−SFR plane, starburst galaxies does not only represent the
tail of the MS distribution. Indeed several studies showed that at
fixed stellar mass and redshift, the distribution of galaxies around
the main sequence is better described by a double gaussian (Sar-
gent et al. 2012, Schreiber et al. 2015), where the second compo-
nent describes the population of starburst galaxies. This popula-
tion is estimated to comprise 3% of star forming galaxies without
significant redshift dependence (Schreiber et al. 2015).
Following the works mentioned above we study the starburst
population in our simulations, by plotting the distribution of
galaxies around the main sequence in two mass bins at z = 2, see
Fig. 13. Since in principle it is not guaranteed that the most star
forming galaxies will be within protocluster regions, we also plot
the results from the Magneticum simulations4. The Magneticum
simulations are a set of hydrodynamical simulations of different
cosmological volumes (Hirschmann et al. 2014, Ragagnin et al.
2017), performed with the same GADGET-3 code used in our
simulations (see Hirschmann et al. 2014 for the differences in
the AGN feedback implementation). From the Magneticum set,
we consider the Box2 and Box2b (352 and 640 h−1 Mpc respec-
tively). The mass resolution is mDM = 6.9× 108 h−1 M, a factor
of 10 lower than the one used for this work.
In Fig. 13 the value of SFRMS is computed for each sim-
ulation considering only active galaxies (see Sect. 4, Fig. 8).
The two mass bins analyzed are chosen following Sargent et al.
(2012). We analyzed only the two lower mass bins as at higher
masses the number of galaxies in the Dianoga simulations is too
low for a statistical analysis. Blue points are Dianoga simula-
tions, red triangles are results for Box2 and green squares re-
sults for Box2b. Only bins with at least ten galaxies are plot-
ted. Solid lines are gaussian fits to the data, obtained considering
only galaxies with SFR > 0.5 × SFRMS. This cut, marked as
a vertical black dashed line in the plot, is needed to avoid that
galaxies on their way to be quenched (but still selected as ac-
tive by our cut in sSFR) take effect to the gaussian fit. The three
simulations are in very good agreement in both mass bins, de-
spite the different box sizes and enviroment, and can all be fitted
with a single gaussian with a standard deviation estimated to be
0.19 < σ < 0.21. This value is in agreement with the results of
Sargent et al. (2012) (σ = 0.188), but lower than the estimate of
Schreiber et al. (2015) (σ = 0.31). Finally, the fraction of star-
burst galaxies (i.e., SFR/SFRMS > 4 ) is 0.03% < fSB < 0.2%,
at least one order of magnitude lower than what estimated by
Schreiber et al. (2015).
As a final warning, it is also important to keep in mind that
the observational estimates of the values of SFR, in particular for
starburst galaxies, are affected by a number of uncertainties. A
relevant role is played by the assumption of the IMF, as studies
on the chemical abundances and abundance ratios suggest that
starburst galaxies are characterized by a top-heavy stellar IMF
(e.g., Romano et al. 2017, Romano et al. 2019). If it is proved
4 http://www.magneticum.org/
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Fig. 13: SFR distribution of star forming galaxies at fixed stellar mass at z = 2. Blue points refer to Dianoga simulations, green
squares to Magneticum Box2b and red triangles to Magneticum Box2. SFRMS is computed independently for every simulation. NMS
is the number of galaxies within the bin corresponding to SFR=SFRMS. Only bins with at least 10 galaxies are showed. Colored
solid lines are gaussian fits to simulations. Vertical black dashed line define the threshold above which data are used to estimate the
fit.
right, this could have an important implication on the estimated
values of SFR, affecting as a consequence also the conclusions
reached in this sub-section. Indeed, a more top-heavy IMF would
lower the SFR values obtained through observations, while af-
fecting much less numerical predictions (see also the discussion
by Granato et al. 2015).
7.2. Star formation efficiency and gas fraction
In this Section we study the cold gas and SFR properties of our
simulated galaxies, to determine which variable is more related
to the underestimated normalization of the main sequence at z ∼
2 (see Sect. 4) and to the absence of starburst galaxies.
In Fig. 14 and Fig. 15 we study the gas fraction and the de-
pletion time in simulations and observations at z ∼ 2 and z ∼ 4
respectively. The two are defined as
fgas =
Mgas
Mgas + M?
, (10)
where Mgas is the cold gas mass that in simulations is computed
considering only the cold phase of SPH particles, and
tdep =
Mgas
SFR
. (11)
We plot at z ∼ 2 and at z ∼ 4 all the galaxies in the observed
protoclusters used in Sect. 4 and Sect. 5 respectively (green
hexagons, blue squares and orange circles represent galaxies in
Gómez-Guijarro et al. 2019, Wang et al. 2018, and Hill et al.
2020). We plot as orange dashed line the functional forms of
fgas and tdep from Liu et al. (2019). The functional forms depend
on redshift, stellar mass and relative distance from the main se-
quence (SFR/SFRMS). The orange dashed line refers to main
sequence galaxies, while the shaded region encompasses galax-
ies with a SFR 4 times lower and higher than MS galaxies. The
red dashed line in Fig. 14 is computed as follow: given a galaxy
stellar mass, we assume that the expected SFR for a main se-
quence galaxy is given by the MS relation of Whitaker et al.
(2014). Given the SFR, we assume that the mass of molecular
gas is given by eq. 4 of Sargent et al. (2014) for normal galaxies.
Combining M?, Mgas, and SFR we obtain the expected values of
fgas and tdep for normal star forming galaxies. This procedure is
supported also by recent observations with ALMA, which show
that massive (M? > 1010 M) main sequence galaxies obey the
star-forming galaxies’ star formation law (Liu et al. 2019). From
Fig. 14 and Fig. 15 we see that observational data are not in
agreement among each other. In particular, data from Hill et al.
(2020) at z ∼ 4 suggests that starburst galaxies are characterized
by a short depletion time (and thus a high star formation effi-
ciency) than normal star forming galaxies. This is supported also
by other observations (i.e., Daddi et al. 2010, Sargent et al. 2014,
Liu et al. 2019). On the other hand, data from Gómez-Guijarro
et al. (2019) and Wang et al. (2018) at z ∼ 2.4 are characterized
Article number, page 13 of 20
A&A proofs: manuscript no. dianoga_protoclusters
Fig. 14: Galaxy correlations at z = 2.3. Top panel: gas fraction
as a function of stellar mass. Bottom panel: depletion time as
a function of stellar mass. Grey circles refer to Dianoga sim-
ulations at z=2.3. Green hexagons and blue squares are data
from Gómez-Guijarro et al. (2019) and Wang et al. (2018) re-
spectively. Orange dashed line is the functional form of Liu
et al. (2019) for main sequence galaxies at z = 2.3, while the
shaded region encompasses galaxies with SFR 4 times lower
and higher than main sequence galaxies. Red dashed lines are
obtained combining the MS by Whitaker et al. (2014) and the
integrated Kennicutt-Schmidt law from Sargent et al. (2014) (see
text for further details).
by a high gas fraction but a star formation efficiency (or deple-
tion time) consistent with the integrated Kennicutt-Schmidt law
for normal star forming galaxies. This is also consistent with nu-
merical simulations, where the position on the main sequence
depends on the gas fraction (see Fig. 8 of Davé et al. 2019). The
difference among the observational results is largely due to the
different values of the paramenter αCO used to derive the molecu-
lar gas mass from the CO line luminosity L′CO(1−0) through Eq. 9.
Gómez-Guijarro et al. (2019) used αCO = 3.5, typical for nor-
mal star forming galaxies at solar metallicity. Wang et al. (2018)
adopts the mass-metallicity relation by Genzel et al. (2015) to re-
trieve the galaxy metallicity for the members of their cluster, and
then computed the metalicity dependent value of αCO following
Genzel et al. (2015) and Tacconi et al. (2018). The values re-
ported for the αCO are in the range [4.06, 4.12], again consistent
with normal star forming galaxies at solar metallicity. Hill et al.
(2020), on the other hand, used αCO = 1, typical for high red-
shift SMGs. Due to these arguments, it remains unclear whether
starburst galaxies in protocluster enviroment are mainly driven
by a high gas fraction or a high star formation efficiency, as the
Fig. 15: Galaxy correlations at z = 4.3. Top panel: gas fraction
as a function of stellar mass. Bottom panel: depletion time as
a function of stellar mass. Grey circles refer to Dianoga simu-
lations at z=4.3. Brown circles are data from Hill et al. (2020).
Orange dashed line is the functional form of Liu et al. (2019) for
main sequence galaxies at z = 4.3, while the shaded region en-
compass galaxies with SFR 4 times lower and higher than main
sequence galaxies.
results strongly depend on the assumptions needed to derive gas
related quantities.
If we look at the population of normal star forming galaxies
at z ∼ 2 (red and orange dashed lines in Fig. 14) we see that our
simulations match the observed star formation efficiency. On the
other side, the simulated gas fractions are consistently lower than
observations. In particular, at M? = 1010 M, observations have
a Mgas higher by a factor of ∼ 3.5. This factor is very similar
to the difference in the observed and simulated main sequence
(see Fig. 8). Thus, the lower normalization in the simulated main
sequence seems to be driven by an underestimated gas fraction.
It is also interesting to study the correlation between the
main sequence galaxies and gas-related properties in simula-
tions. In Fig. 16 we show the MS color-coded with respect to
fgas (upper panel) and tdep (lower panel). At fixed stellar mass,
galaxies below the MS are characterized by both a long de-
pletion time and low gas fraction. Vice-versa, galaxies above
the MS have both short depletion times and high gas fraction.
This visual impression is also confirmed by the computation
of the Pearson’s correlation coefficient for the two relations:
Log(SFR/SFRMS)−Log(fgas) and Log(SFR/SFRMS)−Log(tdep).
The results are r = 0.62 and r = −0.63 for the two relations
respectively. Moreover, results of the two linear regressions sug-
gest that in our simulations the position on the main sequence
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Fig. 16: Top panel: 2D histogram of main sequence star forming
galaxies in simulations at z = 2.3. Each bin is color-coded with
the respective median value of fgas Bottom panel: Same as upper
panel, color-coded with respect to tdep
scales with fgas and tdep with similar slopes: SFR/SFRMS ∝ f 0.85gas
and SFR/SFRMS ∝ t−1dep.
7.3. Simulation tests
In the previous sections we showed that our simulations underes-
timate the normalization of the main sequence relation at z ∼ 2
by a factor of ∼ 3. Moreover, we have seen that the star for-
mation model (Springel & Hernquist 2003) implemented in our
code, with the current choice for the model parameters set to re-
produce quiescent mode of star formation, does not reproduce
the observed population of starburst galaxies at z > 2. While
the normalization of the MS seems to be mainly related to the
gas fraction, it remains unclear whether we miss starburst galax-
ies because we do not correctly sample the star formation effi-
ciency, the gas fraction, or both. Therefore, we performed a set
of simulations aiming at checking whether the fraction of star-
burst galaxies and MS normalization are sensitive to the choice
of the parameters of the subgrid model. All the following simu-
lations are performed for only one of our regions, a cluster with
M200 = 5.4×1014 M at z = 0. In Fig. 17, Fig. 18, and Fig. 19 we
show the results for the main sequence, SFE, and gas fraction at
z ∼ 3. The choice of the redshift is somewhat arbitrary, as we do
not aim at comparing simulations with particular observational
data but to study the effect of different parameters on our results.
Each panel refers to a different simulation, while we plot with
gray circles the results for the reference simulation used in the
previous sections. In the following we briefly discuss the specific
changes for each simulation and the effects on the results.
7.3.1. Increasing the star formation efficiency (t0 0.3x)
We recall that in Springel & Hernquist (2003) model the charac-
teristic time for the star formation, t?, is t? ∝ t?0 tdyn where t?0 is a
parameter usually tuned to reproduce the Kennicutt relation (see
Sect. 2.2). Here we increase the efficiency to match the observed
SFE of Hill et al. (2020) (see Fig. 15) by lowering t?0 by a factor
of 3. The results of this test are shown in the top-left panel of the
figures. From Fig. 18 we see that indeed the SFE is higher, but
there is little difference in the main sequence (see Fig. 17). More-
over, there is no difference in the fraction of starburst galaxies.
In fact, the model is so tightly self-regulated that in response to
a high SFE we have a lower gas fraction (see Fig. 19), resulting
in similar SFRs.
7.3.2. Increasing the star formation threshold (SFTh 10x &
SFTh t0)
In the SFTh 10x simulation we increased by a factor of 10 the
density threshold, ρthr, used to decide whether a gas particle be-
comes multiphase (we recall that only multiphase particles can
form stars, see Sect. 2.2 and Springel & Hernquist 2003). In-
creasing this threshold should allow to accumulate larger reser-
voir of gas and reach higher densities before starting to produce
stars, increasing the gas fraction and the overall SFR. However,
from the top-right panel of Fig. 17, Fig. 18, and Fig. 19 we see
that we do not have major differences in terms of MS normaliza-
tion, SFE and gas fraction. The only appreciable difference is the
reduction of the most massive galaxies and the increase of pas-
sive galaxies. indeed, higher densities at the center of galaxies
also mean more gas accretion onto the central BH and conse-
quently a stronger AGN feedback.
In the SFTh t0 run (central-left panel) we both increased the
density threshold for multiphase particles by a factor of 10 and
the SFE by a factor of 3. Again, the self-regulation of the star
formation model and the AGN feedback prevent any appreciable
difference with respect to our fiducial run.
7.3.3. Increasing time-scale for cold gas evaporation
(A0 0.1x)
Following Springel & Hernquist (2003), even if the subgrid
model is explicitly constructed to reproduce quiescent star for-
mation, starburst should arise whenever the timescale for star
formation is shorter than the timescale for the evaporation of
cold gas. In fact, in this regime self-regulation is expected to
break down with cold gas transformed into stars before it can
be evaporated by stellar feedback. In practice, the relation that
should be satisfied is:
tc
t?
=
(
ρ
ρthr
)4/5 1
βA0
> 1, (12)
where ρthr is the density threshold for a particle to become mul-
tiphase, β is the fraction of stars that instantly die as supernovae,
and A0 is a parameter of the model that defines the energy of
supernovae used to evaporate cold gas. In this test we reduced
the value of A0 by a factor of 10. From the results shown in the
central-right panels we see that we do not have any improvement
in terms of starburst galaxies. Thus, even if we checked that sin-
gle gas particles satisfy Eq. 12, this is not sufficient to have a
high enough integrated value of SFR.
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Fig. 17: Main sequence of star forming galaxies at z = 3 for different simulations. Grey points refer to the results relative to the same
region used for the tests with the set up used for this work. Different panels refer to: t0 0.3x: shorter time-scale for star formation;
SFTh 10x: increased density threshold for star formation; SFTh t0: increased density threshold for star formation and shorter star
formation time-scale; A0 0.1x: reduced supernovae thermal feedback; Tthr: AGN feedback implementation as in Ragone-Figueroa
et al. (2018); No-AGN: no AGN feedback.
7.3.4. Varying AGN feedback implementation (Tthr)
To quantify the effect of a specific aspect of the AGN feedback
implementation on our results we also run a simulation with
the same AGN feedback prescription of Ragone-Figueroa et al.
(2018). We recall that in that set-up there is an extra condition
on the temperature (T<Tthr) to consider a particle as multiphase
and that the energy released by AGN feedback is used to evap-
orate molecular clouds, while in the current implementation is
coupled only to the hot phase of multiphase particles. From the
bottom-left panels of Fig. 17, Fig. 18, and Fig. 19 we can see that
the only difference with respect to our fiducial run is that in this
case we have less massive galaxies. This is expected from the re-
sults showed in Sect. 3.1 and Sect. 3.2.1, where it was clear that
the feedback implementation of Ragone-Figueroa et al. (2018)
is more effective in quenching star formation.
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Fig. 18: Correlation between cold gas mass and SFR at z = 3 for different simulations. Grey points refer to the results relative
to the same region used for the tests with the set up used for this work. Different panels refer to: t0 0.3x: shorter time-scale for
star formation; SFTh 10x: increased density threshold for star formation; SFTh t0: increased density threshold for star formation
and shorter star formation time-scale; A0 0.1x: reduced supernovae thermal feedback; Tthr: AGN feedback implementation as in
Ragone-Figueroa et al. (2018); No-AGN: no AGN feedback.
7.3.5. No AGN feedback (No-AGN)
Finally, we also performed a simulation without AGN feedback
(bottom-right panels). This is of course to test an extreme sce-
nario, as the absence of AGN feedback would result in GSMF,
BCG masses and SFR inconsistent with low-redshift observa-
tions. From Fig. 17, we see that in this run we have fewer galax-
ies on their way to become passive and more massive galaxies,
as expected. However, the MS retain the same normalization and
there is no signature for an increased fraction of starburst galax-
ies. Moreover, it is interesting to note that in the No-AGN run
the SFE is higher in the low mass regime (see Fig. 18). This
difference is due to the fact that without AGN feedback the gas
reaches higher density, especially in the low mass regime where
the feedback is more efficient in expelling gas outside the shal-
low potential wells of galaxies.
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Fig. 19: Correlation between stellar mass and cold gas mass at z = 3 for different simulations. Grey points refer to the results
relative to the same region used for the tests with the set up used for this work. Different panels refer to: t0 0.3x: shorter time-scale
for star formation; SFTh 10x: increased density threshold for star formation; SFTh t0: increased density threshold for star formation
and shorter star formation time-scale; A0 0.1x: reduced supernovae thermal feedback; Tthr: AGN feedback implementation as in
Ragone-Figueroa et al. (2018); No-AGN: no AGN feedback.
8. Conclusions
In this paper we studied the SFR of simulated protocluster re-
gions and the gas properties of protoclusters galaxies in the red-
shift range 2 < z < 4, and we compared them with observations.
Our work is based on a subsample of the Dianoga simulations
(Bonafede et al. 2011). In particular, we used 12 clusters, 7 of
which very massive (M200 > 8 × 1014h−1 M). The simulations
are carried out with GADGET3, a modified version of the public
code GADGET2, which implements a SPH scheme for hydrody-
namics and treats the unresolved baryonic physics through vari-
ous subgrid models. In particular, we use the Springel & Hern-
quist (2003) model for star formation and a thermal AGN feed-
back. In Sect. 3.1 and Sect. 3.2.1 we presented the degrees of
freedom of the AGN feedback implementation. With the imple-
mentation of Ragone-Figueroa et al. (2018), where a temper-
ature threshold is used to define multiphase gas particles and
the energy released by AGN feedback is used to evaporate their
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cold phase, we match the observed correlation between cluster
and BCG mass, but the normalization of the galaxy stellar mass
function is lower by a factor of ∼ 2 with respect to observa-
tions (see Bassini et al. 2019, Appendix B). On the other hand,
without the temperature threshold and coupling the energy re-
leased by AGN feedback only with the hot phase of gas particles,
we match the GSMF but we get too massive BCGs (a factor of
∼ 2, see Sect. 3.2.1). In this paper, we use the latter implementa-
tion, which maximizes the value of the SFR in the high-redshift
regime (z ∼ 2 − 4) in which we are interested. Our main results
can be summarized as follow:
– At z ∼ 2 simulations under-predict the SFR of highly star
forming protocluster regions by a factor of 4 or even larger,
in line with the results we presented in Granato et al. (2015),
based on a larger set of lower resolution simulations. This
result is indeed stable against numerical resolution and is the
combination of two effects: (i) simulations under-predict the
normalization of the main sequence at 2 < z < 2.5 by a factor
of 3; (ii) simulations predict a fraction of starburst galaxies,
defined as galaxies with a SFR at least four times higher than
main sequence galaxies, of [0.2% − 0.03%], at least a factor
of ten lower than what recent observations find (Schreiber
et al. 2015). We verified that this result is independent of
the enviroment by performing the same analysis on the Mag-
neticum cosmological boxes of 352 and 640 h−1 Mpc per
side (Hirschmann et al. 2014, Ragagnin et al. 2017).
– At z ∼ 4 simulations correctly reproduce the main sequence
normalization, but fail to reproduce the starburst popula-
tion. Indeed, simulations under-predict the SFR of highly
star forming protocluster regions by a factor of 4.
– In our simulations, the normalization of the main sequence
strongly depends on the gas fraction. Comparison with ob-
servations suggests that simulations under-predict the gas
fraction in galaxies at the peak of the cosmic star formation
rate density and consequently the normalization of the main
sequence.
– In numerical simulations the position on the main sequence
depends on both the gas fraction and the star formation effi-
ciency. However, observations of galaxy properties in dense
enviroment are affected by uncertainties on the assump-
tions needed to derive gas related quantities. Therefore, it
remains unclear whether simulations under reproduce star-
burst galaxy population because of a low gas fraction or a
low star formation efficiency
– Our results indicate that the adopted model of star formation
(i.e., Springel & Hernquist 2003) reproduces well the self-
regulated evolution of quiescent low-redshift star formation
but is not suitable to capture violent events like high-redshift
starbursts. We verified that our results are robust and the con-
clusions hold for a wide range of values of the model param-
eters and do not depend on the implementation of the AGN
feedback.
Finally, we remark that even though simulations tend to
under-reproduce the level of SFR at high redshift, the stellar
mass at z = 0 is even higher than what observations suggest
(see Fig. 3). Therefore, as already pointed out by Granato et al.
(2015), the star formation history of protoclusters must be char-
acterized by peaks that are higher and shorter in comparison to
numerical simulations. Given the results obtained in this work,
it seems unfeasible to achieve this goal without any substantial
modification in the model of star formation, as imposing a self-
regulated regime of star formation does not allow to reach high
enough values of SFRs. The large amount of data that are be-
coming available at high redshift from instruments like ALMA
will help to put constraints on high redshift galaxy properties
and to accordingly improve the degree of realism of star forma-
tion models implemented in cosmological simulations of galaxy
formation.
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