1. David asked Sara for forgiveness.
David congratulated Sara.
When the interpersonal verbs give rise to inferences that would assign the cause to the subject, they are usually called verbs with biasing toward the first name in the sentence or Noun Phrase 1 (NP1, from this point on). However, if the cause is assigned to the object, the verbs are referred to as verbs with biasing toward Noun Phrase 2 (NP2, from this point on). This causal directionality contained in the meanings of the verbs has been called implicit causality, and the present study deals with this phenomenon. Since the first empirical research by Garvey and Caramazza (1974;  for the first discussion see Heider, 1958) , implicit causality has been widely researched within diverse areas of psychology, such as language processing and comprehension, motivation, emotion, and social behavior, among others (for an overview, see Rudolph & Försterling, 1997a) . In psycholinguistics, for example, implicit causality is known to play a role in the comprehension of discourse, since the causal inferences are part of the general knowledge one must have access to in order to grasp the meaning of the text (see, e.g., Garrod & Terras, 2000; Kintsch, 1988 Kintsch, , 1998 McKoon, Greene, & Ratcliff, 1993; McKoon & Ratcliff, 1988) . Likewise, research on reading comprehension has shown that implicit causality is one of the factors that must be controlled in anaphoric resolution tasks, which are difficult for a large number of readers with poor comprehension (see, e.g., Ehrlich, Remond, & Tardieu, 1999; Yuill & Oakhill, 1988) . In social psychology, implicit causality has been related to aggression and altruism. Therefore, in some studies, implicit causality has been used to investigate whether attributional roles are stable in different cultures and languages, or whether they constitute a linguistic tool (Rudolph & Försterling, 1997a) . In more recent extensions, implicit causality, along with the mechanism of cognitive balance first postulated by Heider (1958) , has been used as a principle that regulates explanations of interpersonal events (see Rudolph, 1997; Rudolph & von Hecker, 2006) . Therefore, the study of implicit causality is of interest to language psychologists and social psychologists to almost the same degree.
Different methods have been used to investigate implicit causality, but one of those most frequently utilized is the language production task. These tasks generally require the participant to complete an unfinished sentence with the causal connector because, by providing a predicate that makes the potential cause of the previous event clear (see De Vega, 2005 , for a study on the semantic specificity of the connector because). Some studies have included an ambiguous pronoun that requires sentence completion, as in Sentence 3 below, and others have provided the complete sentence, as in Sentence 4, and then asked may not be measured by the activation but, rather, by the difficulty of the processing associated with finding the causal property consistent with the reactor to the event.
Different taxonomies have been created to classify interpersonal verbs (Au, 1986; Brown & Fish, 1983b; Hoffman & Tchir, 1990; Rudolph & Försterling, 1997a) . Nevertheless, the majority of researchers in the area of language and causation have agreed with the differentiation made by Brown and Fish (1983b) between action verbs (denoting voluntary and observable actions) and state verbs (describing involuntary interactions that are not observable and sometimes are mental states). This distinction is semantic, rather than syntactic or grammatical. These categories, although useful, are not correct for all cases. For this reason, Brown and Fish (1983b) proposed two schemas for each category, using the concept of semantic roles. For action verbs, they suggested the semantic roles of agent (someone or something that provokes an action, having his or her own motives) and patient (someone or something that experiences a change in state). Thus, in Sentence 7 below, Paul has the role of agent, Albert has the role of patient, and help is an example of the verbs that have been called agent-patient (AP). Regarding these verbs, research has shown that the implicit causality is directed toward the grammatical subject of the sentence (Rudolph, 1997) . Rudolph and Försterling (1997a) suggested that another schema should be added to the AP, that of agent-evocator (AE). The AE schema also consists of an agent that does something (criticize, respond ), but as a reaction to a behavior or state of another (e.g., someone who makes a mistake or someone who has an answer). In these sentences, the cause is mainly attributed to the object, as in Sentence 8: 7. Paul helped Albert because he was stronger.
Mary criticized Ann because she left her keys
inside the house.
On the other hand, state verbs suggest the roles of stimulus (someone or something that gives rise to a certain experience or psychological state) and experiencer (someone who has an experience). Thus, the verbs are stimulus-experiencer (SE; e.g., surprise, impress) and experiencer-stimulus (ES; e.g., admire, love). With regard to these verbs, studies have shown that a greater causal bias is assigned to the stimulus. Therefore, the cause is assigned more to the subject in SE verbs and more to the object in ES verbs (Rudolph, 1997) , as in Sentences 9 and 10, respectively: 9. Paul surprised Albert because he completely cleaned his room.
10. Mary admired Ann because she bought the best chocolates.
This taxonomy with four types of verbs (AP, AE, SE, and ES), called the revised action-state taxonomy (revised action-state distinction; see Rudolph & Försterling, 1997a) , manages to explain between 50% and 90% of the variance in the attributions made in sentences that describe a question (e.g., Caramazza, Grober, Garvey, & Yates, 1977; Garvey & Caramazza, 1974; Garvey, Caramazza, & Yates, 1974 -1975 . The pronouns fall into the area of pronominal anaphors 1 (e.g., she, he) , linguistic expressions that refer to entities previously mentioned in a text, an area that has received extensive study (e.g., Carreiras & Alonso, 1999; Garnham, 2001; Gernsbacher, 1989 ; in the field of reading comprehension, see Clifton & Duffy, 2001; Graesser, Millis, & Zwaan, 1997) .
3. Mary criticized Ann because she . . .
Mary criticized Ann because she behaved very
badly.
In recent studies, another type of task has been tried in which the person is told to ask questions to get more information about who instigated the causal event described in a sentence (see, e.g., Pandelaere, Hoorens, & Peeters, 2003) . Language comprehension tasks have also been used, such as timed reading tasks or plausibility judgments. The findings have shown that sentences in which the second clause is congruent with the verbal bias, as in Sentence 5 below, are read or judged more rapidly than sentences in which the second clause is incongruent with the verbal bias, as in Sentence 6 (e.g., Caramazza et al., 1977; McKoon et al., 1993) . The pronoun ambiguity resolution task has also been used in studies on reaction time.
5. David congratulated Sara because she did a good job.
6. David congratulated Sara because he needed to show his appreciation. Stewart, Pickering, and Sanford (2000) have called this effect congruent causality (see also Carreiras, Garnham, & Oakhill, 1996; Garnham & Oakhill, 1985; Garnham, Oakhill, & Cruttenden, 1992; Garrod, Freudenthal, & Boyle, 1994; Garvey et al., 1974 Garvey et al., -1975 Grober, Beardsley, & Caramazza, 1978) . Various theories compete to explain the effect of implicit causality, the main ones being the theory of focus and the theory of integration (see Rudolph & Försterling, 1997a) . The theory of focus suggests that implicit causality has an online effect, where the causal information from the verb is used immediately to interpret the referential pronoun in the second clause (e.g., McDonald & MacWhinney, 1995; McKoon et al., 1993; Rinck & Bower, 1995; Stewart et al., 2000) . The theory of integration suggests that the effect of implicit causality does not occur until the information from the second clause has been integrated-that is, until the second clause has been read completely (e.g., Garnham, Traxler, Oakhill, & Gernsbacher, 1996; Stewart et al., 2000) . However, these theories are not sufficient, and a complete explanation of this effect requires a more extensive theory. In this sense, recent studies have made contributions to completing the theories. For example, Guerry, Gimenes, Caplan, and Rigalleau (2006) have suggested that the theory of integration should consider that the bias observed in the continuation of incongruent predicates with the because clause
ExpErimENt 1
The aim of Experiment 1 was to examine the implicit causality of 100 verbs in Spanish. In agreement with the previous literature, if implicit causality is a consistent effect, it would be expected that a greater number of sentences would be completed using the subject in the case of AP or SE verbs (i.e., NP1 biasing). Likewise, more sentences would be completed using the object in the case of AE or ES verbs (i.e., NP2 biasing).
This experiment also examined the effect of the participants' gender on perception of causality in the social interactions referred to by the verbs, taking into account the results from previous studies showing that gender significantly affects the perception of causality in the personal interactions described by verbs (Lafrance et al., 1997) . With the purpose of exploring the effect of gender, the sentences included two possible mixed-gender combinations: male-sentence-subject/female-sentence-object and female-sentence-subject/male-sentence-object. Lafrance et al. observed that when male actors act on females, they are perceived as more causal than when female actors act on males.
Finally, in this experiment, a typical sentence completion task was used. However, as a novelty, the requirement was introduced of circling the pronoun referent after completing the sentence. This modification reduces the disadvantages of the scoring systems used in previous studies (e.g., Garvey et al., 1974 Garvey et al., -1975 , since it reduces the value of the score and increases the number of valid responses. method participants. The participants were 105 adult volunteers (76 university students, age range 5 19-42 years, 21% of them male and 79% female; and 29 professional training students, age range 5 20-23 years, 3% of them male and 97% female) and 163 children (93 from the third grade, age range 5 8-9 years, 62% of them male and 38% female; 70 from the sixth grade, age range 5 11-13 years, 60% of them male and 40% female). All of the participants were native Spanish speakers, and none of them had antecedents of sensorial, neurological, or psychiatric disorders. materials and Design. One hundred verbs were selected from the list of German verbs by U. Rudolph (personal communication, November 3, 2005) . The selection criteria were, first, belonging to one of the four types of verbs from the revised action-state taxonomy (AP, AE, SE, and ES) and, second, being as high in frequency as possible according to LEXESP (Sebastián-Gallés, Martí, Cuetos, & Carreiras, 2000), a Spanish word pool based on a count of 5 million Spanish words. As a result, the verbs included were 25 AP verbs (mean frequency 5 91.7 per 5 million words; range 5 22.5-453.9; SD 5 106.6), 25 AE verbs (mean frequency 5 25.8; range 5 2.1-145.1; SD 5 31.4), 25 SE verbs (mean frequency 5 8.1; range 5 0.54-70.7; SD 5 14.5), and 25 ES verbs (mean frequency 5 16.2; range 5 1.2-58.2; SD 5 18.6). The selection based on lexical frequency gave rise to a different number, which was not balanced, of monotransitive verbs (which take a complement) and ditransitives (which take two complements) in each category of verbs. Specifically, regarding the monotransitive type, 15 were from the AP category, 19 from the AE category, 22 from the SE category, and 21 from the ES category.
For each verb, two sentences were constructed, one with a masculine subject name and a feminine object name, and the other with a feminine subject name and a masculine object name. Both had the format "NP1 V NP2 because . . ." (see Table 1 ). The names were interpersonal events, according to a review of 16 studies with a total of 256 verbs in four different languages (Chinese, Dutch, English, and German). However, there is still no consensus about the classification taxonomies of the interpersonal verbs, and some proposals suggest taking into account concepts from popular theories on the mind and behavior ( folk psychology), such as intentionality and observability (e.g., Malle, 2002) .
The implicit causality of the interpersonal verbs is a robust effect that has been demonstrated in different age groups-in adults (Rudolph & Försterling, 1997a) as well as in children (e.g., Au, 1986; Corrigan & Stevenson, 1994; see Borzone & Silva, 2007 , for a study of anaphor resolution in Spanish-speaking children). Different methods have been used, ranging from more intrusive and artificial ones that force a choice to less intrusive and more natural ones involving free choice. Different variables unrelated to the verb (e.g., sentence structure: active or passive) have been manipulated, even in sentences that describe interactions between inanimate entities (e.g., Au, 1986; Corrigan, 2001; Corrigan & Stevenson, 1994; Frazier, Clifton, & Randall, 1983; Garnham et al., 1992; Garvey & Caramazza, 1974; Garvey et al., 1974 Garvey et al., -1975 Grober et al., 1978; Rudolph, 1997; Rudolph & Försterling, 1997a) . One of the variables of interest that has been manipulated is gender (Lafrance, Brownell, & Hahn, 1997; Mannetti & De Grada, 1991) . For example, Lafrance et al. found that gender significantly affects perception of causality in the personal interactions verbs describe. Specifically, when a woman feels part of a mixed couple, she is perceived as being less responsible for causing the event than is the male. However, if she is the receiver of the action of others, she is perceived as being the one who instigated the event much more than the male is. These results are attributed to the low status and lack of power of women, as compared with men.
Likewise, the implicit causality effect has been replicated in different languages (e.g., Chinese, Dutch, English, German, and Italian) and cultures (e.g., Brown & Fish, 1983a; Kasof & Lee, 1993) . However, the only research that has compared the effect of causality across languages has shown that although the data patterns are similar, there are differences in the strengths of the verbal bias (Rudolph & Försterling, 1997a) . These results suggest the need to obtain normative data in each language, especially when the purpose, whether in research or in practice, is to control the causal bias on verbal tasks.
Given the lack of prior studies on the implicit causality of verbs in Spanish, the main purpose of this study is to offer normative data on this effect to researchers and professionals in the different areas of psychology. To this end, two experiments were carried out. In Experiment 1, the causality of 100 verbs in Spanish in children and adults was examined, using an offline paper-and-pencil sentence completion task. In Experiment 2, the causality of 60 of the 100 verbs analyzed in Experiment 1 was examined in adults, using an online self-administered reading task, in order to obtain convergent evidence that would add robustness to the data. responses-that is, NP1 and NP2. Appendix A presents these data in the following order. The verb appears in the first column; the second column shows the percentage of NP1 responses in the sample of adults and the probability of obtaining this percentage by chance according to the c 2 test. The expected implicit causality appears in the third column. When the most common response (as indicated by the percentage of NP1 responses) does not match the expected verbal bias, this is indicated in the third column by, for example, NP1 , NP2. The fourth and fifth columns show the same data as those in columns two and three, but for the sample of children. Table 2 presents the means and standard deviations for NP1 and NP2 bias responses for each type of verb as a function of age and gender. These data were analyzed by a repeated measures ANOVA, for participants (F 1 ) and items (F 2 ). There was a 2 (verbal bias: NP1 or NP2) 3 2 (type of verb: action or state) 3 2 (age: children or adults) 3 2 (gender: masculine-feminine or feminine-masculine) design. Verbal bias and type of verb were within factors, and age and gender were between factors.
The data analysis showed a strong effect of verbal bias [F 1 (1, 264 ) 5 184.42, p , .001, η 2 5 .411; F 2 (1,96) 5 31.75, p , .001, η 2 5 .249], with the NP1 verbs producing attributions biasing toward the subject, and the NP2 verbs biasing toward the object (the mean responses were 1.49 and 1.66 for NP1 and NP2 verbs, respectively). An examination of the direction of the bias verb by verb showed that the majority (72 of the 100 verbs in adults and 66 of the 100 verbs in children) showed the expected direction. Of these, more than half (49 of the 72 verbs in adults and 35 of the 66 verbs in children) showed a moderate to strong bias size (66%-100% in the case of NP1 and 0%-34% in the case of NP2). The strength of the verbal bias obtained in Spanish is comparable to the strengths of biases obtained in other languages, such as English (Brown & Fish, chosen from the list of the 150 most common names of children born in Spain in the year 2005 inscribed in the Civil Registry, published by the National Institute of Statistics (www.ine.es/daco/daco42/ mnp/nomnac.htm). An effort was made to make the masculine and feminine names in each sentence similar in length. From the 200 sentences, four lists of sentences were created, with 50 verbs in each list, balancing the gender of the subject and the object among the versions with the same list of verbs. The order of the sentences in each list was the same. The participants were randomly assigned to one of the four lists of sentences.
procedure. The participants were tested during regular class periods in their respective class groups. Each participant was given a sheet with two tasks that had to be completed in writing. The instructions for the first task were the following: "Your task consists of completing sentences. Think of a good way to complete each of the following sentences. Then, write it on the line. There are no good or bad answers, but each sentence must make sense once it is completed." The instructions for the second task were the following: "Once the sentences are completed, the task consists of circling a name. Circle the name of the person to whom the phrase you constructed refers." There was an example provided for each task, using verbs not included in the study. There was no time limit. The session lasted about 25 min.
The responses were codified in two phases. In the first phase, a judge scored each of the sentences as "NP1" (circling the subject), which was assigned a score of 1; "NP2" (circling the object), which was assigned a score of 2; "invalid" (circling both names); and "incomplete" (no name circled). In the second phase, a trained judge rated the "incomplete" sentences, scoring NP1, NP2, or invalid (incoherent or incomprehensible content) according to his or her own criteria.
An alpha level of .05 was used for all statistical decisions.
results and Discussion
The invalid responses, 2% of the total, were eliminated from the analyses. Next, the percentages of responses with an NP1 bias out of the 100 verbs were calculated, in adults and in children. A one-way c 2 for each verb was calculated separately, testing the null hypothesis of equal expected frequencies across the two categories of bias referent and the pronoun, already mentioned in other studies (see, e.g., Garnham, 2001 , for a more complete discussion; Stewart et al., 2000; Sturt, Scheepers, & Pickering, 2002 ; see also González, Cervera, & Miralles, 1997 , for a study in Spanish). Thus, when a reader does not obtain enough semantic information from the verb, he or she completes the sentence by choosing the closest referent to the pronoun. Furthermore, an interaction was observed between type of verb and age in the participant analysis [F 1 (1, 264 ) 5 15.95, p , .001, η 2 5 .057; F 2 , 1]. This interaction reveals that the children gave the state verbs more NP2 bias than the adults did (the mean responses were 1.57 and 1.53 for children and adults, respectively), whereas there were no differences in the action verbs between the children and the adults (the mean responses were 1.63 and 1.61 for children and adults, respectively). In other words, the children found that the state verbs had more NP2 bias than did the adults. This result may be linked to the greater influence of the effect of distance on the state verbs when the reader is a child.
There were no other significant main, secondary, or tertiary effects.
ExpErimENt 2
With the aim of finding convergent evidence, the present experiment examined the influence of implicit causality when an online self-administered reading task was used. In this task, the dependent variable was the reading time of sentences containing the verbs analyzed in Experiment 1.
The sentences used were either congruent or incongruent with the implicit causality of the verb. In line with previous research, the participants would be expected to require less time to read the sentence and select the name responsible for the action when the sentences were congruent than when they were incongruent. method participants. Thirty-four university psychology students participated voluntarily (age range 5 19-27 years, 90% women); all were native Spanish speakers. The percentage of women in the sample is representative of the percentage of women who study psychology at this university. None of the participants had sensorial, neurological, or psychiatric disorders. All of the participants were different from those in Experiment 1. materials and Design. For practical reasons, only 60 of the 100 verbs in Experiment 1 were used. Of these 60, 40 verbs were randomly selected from the verbs that showed the expected bias (10 verbs in each category: AE, AP, SE, and ES), and 20 verbs were randomly selected from the verbs that showed a bias opposite from that expected (5 verbs from each category: AE, AP, SE, and ES; see Appendix B for the complete list of verbs). For each verb, 2 sentences were constructed, one congruent and one incongruent. Thus, 120 sentences were created that included a main clause with two proper names, one masculine and one feminine (or vice versa), and one subordinate clause (see Table 3 for examples of the sentences used). It is important to keep in mind that the subordinate clause (in the original Spanish version) included a zero-anaphor wherein there were no syntactic clues (i.e., pronoun gender) to solve the subordinate clause reference. The items were matched in length throughout the two conditions (see Table 4 ). Each sentence was followed by 1983b) and Italian (Franco & Arcuri, 1990) . These results support findings of an effect of causality in adults (Rudolph & Försterling, 1997a) , but also show it in children, which has been demonstrated in fewer studies (e.g., Au, 1986, with 5-year-old children; Corrigan & Stevenson, 1994, with 3-and 4-year-old children) . Furthermore, the broad range within which the responses fell (from 3.9% to 100%) shows that implicit causality has a continuous, rather than a dichotomous, nature, a conclusion that has already been highlighted in the literature (Caramazza et al., 1977; Garvey et al., 1974 Garvey et al., -1975 Rudolph & Försterling, 1997b) .
No main effect of type of verb was found (Fs , 1), nor was there any reliable effect of age in the participant analysis, although there was in the item analysis [F 1 (1, 264 ) 5 2.98, p 5 .085, η 2 5 .011; F 2 (1,96) 5 5.19, p , .05, η 2 5 .051]. Finally, contrary to previous findings (Lafrance et al., 1997) , no reliable effect was found for gender of the participants in the sentence (Fs , 1).
However, the interpretation of these main effects must be attenuated in light of the significant interactions. An interaction was found between verbal bias and type of verb in the participant analysis [F 1 (1, 264 ) 5 8.95, p , .01, η 2 5 .033; F 2 (1,96) 5 1.80, p . .10, η 2 5 .018]. This interaction reflects a greater effect of the verbal bias for the state verbs (the mean responses were 1.45 and 1.65 for NP1 and NP2 state verbs, respectively) than for the action verbs (the mean responses were 1.55 and 1.67 for NP1 and NP2 action verbs, respectively). In fact, fewer exceptions were found to the expected verbal bias in the state verbs than in the action verbs. Out of the 50 state verbs, only 12 verbs showed biases that were not expected in adults, and 8 verbs did so in children. Out of the 50 action verbs, 16 verbs showed biases contrary to what was expected in adults, as did 26 verbs in children. One possible explanation would be that the state verbs often include value and responsibility judgments (e.g., admire, trust), which have been related to a stronger causal bias (Fillmore, 1971; Grober et al., 1978) . A similar effect was described by Garvey et al. (1974 Garvey et al. ( -1975 in the introduction to their work, but it was not examined in the results.
The other interaction was between verbal bias and age [F 1 (1, 264 ) 5 14.61, p , .001, η 2 5 .052; F 2 (1,96) 5 8.53, p , .01, η 2 5 .082]. This interaction reveals that the NP1 bias is more pronounced in adults than in children (the mean responses were 1.46 and 1.51 for adults and children, respectively), whereas the NP2 bias has a similar strength in adults and in children (the mean responses were 1.65 and 1.66 for adults and children, respectively). This result can be better understood by taking into account the explanation provided by the dynamic models of pronoun interpretation (see Badecker & Straub, 2002; Carreiras et al., 1996; Gernsbacher, 1989; Greene, McKoon, & Ratcliff, 1992; Sanford & Garrod, 1989 ). On the basis of these models, when the bias of a verb is not strong enough, as in the aforementioned case of the NP1 biasing verbs, other both superficial and semantic variables intervene in the resolution of the pronoun. One of the variables that might best explain the results is the distance between the located on the left side of the keyboard ("Z"). To choose the answer on the right, the student pressed a key located on the right side of the keyboard ("M"). When the key was pressed, the clock stopped measuring the response time, and a new sentence appeared, repeating the entire procedure again. All the stimuli (i.e., the sentence, the question, and the names) remained on the screen for 3,000 msec or until the participants responded, whichever came first.
Each participant received oral and written instructions and 5 practice trials before the experimental trials. Each participant received a total of 120 experimental trials: 60 congruent and 60 incongruent. The presentation of the sentences was randomized for each participant. The complete session lasted approximately 30 min.
The presentation of the stimuli and the collection of the reaction times were controlled using DMDX display software (Forster & Forster, 2003) .
As in Experiment 1, an alpha level of .05 was used for all statistical decisions.
results and Discussion
Sentence reading time. Sentence reading times that were more than 2.0 standard deviations above or below the mean were eliminated (3% of the total). Table 5 presents a question that included the names counterbalanced between the participants.
procedure. The participants were tested individually or in groups of up to 25 in a quiet room, where each participant used a PC-compatible microcomputer to self-pace stimuli and give their responses. The successive stimuli were presented in black letters (Times New Roman, 14-point size) in the middle of the computer screen against a white background.
The procedure used was the following. To begin the test, the student pressed the space bar key. This activated two events: the appearance of a sentence on the screen (e.g., Ana bored Gabriel because s/he talked slowly) and the beginning of a measure that we call sentence reading time. Once the sentence had been read, the student pressed the "M" key. This activated two events: The internal clock on the computer stopped measuring the sentence reading time, and a comprehension question appeared (e.g., Who talked slowly?). Once the question had been read, the student pressed the "M" key. This activated two events: the appearance of two names separated on the screen, one on the left and the other on the right (e.g., Ana/Gabriel), and the beginning of a new measure that we call response time. Once the two names had been read, the student was instructed to decide as quickly as possible which of the two names answered the question better. To choose the one on the left, the student pressed a key Long & De Ley, 2000, for an explanation based on the greater predictive strength of the NP2 verbs, as compared with the NP1 words). The two-way interaction between congruence and verbal bias showed a significant effect in the participant analysis [F 1 (1, 31 ) 5 8.65, p , .01, η 2 5 .218; F 2 (1,104) 5 1.43, p . .10, η 2 5 .014]. This interaction showed that the effect of congruence is stronger in NP1 biasing verbs (the mean response times were 3,309.52 and 3,407.43 msec for congruent and incongruent sentences, respectively) than in NP2 biasing verbs (the mean sentence reading times were 3,318.96 and 3,329.38 msec for congruent and incongruent sentences, respectively). No other significant interactions were found.
In order to further examine the expected effect of congruence on verb bias, the sentence reading times were analyzed for the 10 verbs in each category that showed the predicted bias in Experiment 1 (see Table 6 ). This ANOVA again showed, as was expected, a main effect of congruence in the participant analysis [F 1 (1,31) 5 20.31, p , .001, η 2 5 .396; F 2 (1,64) 5 1.33, p . .10, η 2 5 .020], with the congruent sentences being read more quickly (M 5 3,390.76 msec) than the incongruent sentences (M 5 3,612.62 msec). There was also an effect of verbal bias in the participant and, marginally, the item analyses [F 1 (1, 31) 5 14.62, p , .01, η 2 5 .321; F 2 (1,64) 5 3.38, p 5 .07, η 2 5 .050]. The sentences with NP2 bias were the means of the sentence reading times for the different experimental conditions.
To examine the strength of the effects of congruence, verbal bias, and type of verb, as well as the interactions between these three factors, repeated measures ANOVAs were performed, for participants (F 1 ) and items (F 2 ), on the basis of the means of the sentence reading times to the sentences, with a 2 (congruence: congruent or incongruent) 3 2 (verbal bias: NP1 or NP2) 3 2 (type of verb: action or state) design.
The ANOVA on the sentence reading times revealed an effect of congruence only in the participant analysis [F 1 (1, 31 ) 5 4.72, p , .05, η 2 5 .132; F 2 (1,104) 5 1.17, p . .10, η 2 5 .011], with the congruent sentences being read more quickly (M 5 3,321.14 msec) than the incongruent sentences (M 5 3,422.37 msec). There were also main effects of verbal bias only in the participant analysis [F 1 (1, 31 ) 5 4.40, p , .05, η 2 5 .124; F 2 (1,104) , 1], with the NP2 biasing sentences being read more quickly (M 5 3,323.50 msec) than those with NP1 biasing (M 5 3,353.10 msec). However, there was no significant effect of type of verb (Fs , 1). As would be expected, the congruent sentences were read more quickly than the incongruent ones, and the verbs with NP2 biasing were processed more quickly than those with NP1 biasing (see Badecker & Straub, 2002; Carreiras et al., 1996; Gernsbacher, 1989; Greene et al., 1992; Sanford & Garrod, the same way. There were no other significant effects or interactions.
GENErAL DiScuSSioN
This study provides normative data and online measures of implicit verbal causality in Spanish. The results replicate and extend previous findings in other languages. The results of the two experiments confirm the existence, also in Spanish, of interpersonal verbs that give rise to different inferences about whether the subject or the object is perceived as the main cause of the social interaction, a phenomenon widely demonstrated in the literature since it was first described by Garvey and Caramazza (1974) . Furthermore, the data replicate and extend the revised action-state taxonomy proposed by Rudolph and Försterling (1997a) , based on the taxonomy by Brown and Fish (1983b) , which has guided the majority of the studies in this area and establishes four types of verbs (AP, AE, SE, and ES) based on the semantic roles.
Thus, Experiment 1, in which the causality of 100 verbs was analyzed using an offline task, showed an effect of the implicit causality in the directionality of the responses that agreed with the predicted directionality (72 out of 100 in adults, 66 out of 100 in children). Verbs judged a priori as having NP1 bias (due to their semantic content, independently of syntactic criteria) produced more causal attributions to the subject, whereas the verbs judged as having NP2 bias produced more attributions to the object. Moreover, the results from Experiment 1 support the use of the revised action-state taxonomy in Spanish. The AP and SE verbs produced attributions to the subject, and the AE and ES verbs produced attributions to the object.
We also observed other interesting aspects of verbal implicit causality. First, the semantic information contained in the verbs with NP1 biasing seems weaker; that is, it generates less consensus about the attribution of the causality than does the information contained in the verbs with NP2 biasing. This finding coincides with the results from previous studies in other languages (Fillmore, 1971; Long & De Ley, 2000; Mannetti & De Grada, 1991) . Second, the effect of causality is clearer in the state verbs than in the action verbs, which may be explained by the greater bias shown by the verbs of judgment and responsibility (Fillmore, 1971; Grober et al., 1978) . Furthermore, the causal attributions are more pronounced in the state verbs than in the action verbs when the participants are adults, instead of children. In fact, although our results coincide with others about the universality of the phenomenon of implicit verbal causality with regard to age groups (Rudolph & Försterling, 1997a) , the verbal bias is more pronounced in adults than in children. This finding can be explained by the content and structure of the interpersonal lexicon, which is less developed in children than in adults (Hoffman & Tchir, 1990) . Finally, taking into account social psychology's interest in the effect of implicit verbal causality, it is interesting to highlight that in Experiment 1, we did not manage to replicate previous results on the influence of contextual factors, such as the gender of the people interacting, on causal verbal attribu-read faster (M 5 3,370.69 msec) than those with NP1 bias (M 5 3,522.61 msec), adding robustness to previous findings. As in previous analyses, no reliable effect was found of verb type [F 1 , 1; F 2 (1,64) 5 1.21, p . .10, η 2 5 .019]. The interaction between congruence and verbal bias did show, however, a reliable effect only in the participant analysis [F 1 (1,31) 5 8.21, p , .01, η 2 5 .209; F 2 (1,64) 5 2.16, p . .10, η 2 5 .033]. Again, congruence was more influential in the verbs with NP1 bias (the mean sentence reading times were 3,400.08 and 3,645.15 msec for congruent and incongruent sentences, respectively) than in the verbs with NP2 bias (the mean sentence reading times were 3,346.97 and 3,363.95 msec for congruent and incongruent sentences, respectively). Since verbs with NP1 bias tend to require more processing time, the addition of an incongruent sentence would make this processing more complicated and, therefore, would require even more time. Again, the interaction between congruence and type of verb was reliable in the participant analysis [F 1 (1, 31 ) 5 6.99, p , .05, η 2 5 .184; F 2 (1,64) 5 1.83, p . .10, η 2 5 .028], with the effect of congruence being greater in the state verbs (the mean sentence reading times were 3,364.78 and 3,580.09 msec for congruent and incongruent sentences, respectively) than in the action verbs (the mean sentence reading times were 3,416.75 and 3,434.74 msec for congruent and incongruent sentences, respectively). This effect provides convergent evidence for the results of Experiment 1.
response time. RTs that were more than 2.0 standard deviations above or below the mean were eliminated (6% of the total). The ANOVA of the RT for responding to the questions did not show any reliable main effects or interactions (see Table 5 for the means of the RT for the responses by condition). Then the RTs were chosen for the 10 verbs in each category that showed the predicted bias in Experiment 1 (see Table 6 ). This ANOVA showed a significant effect of congruence only in the participant analysis [F 1 (1, 33) 5 13.29, p , .01, η 2 5 .287; F 2 , 1], with the questions about congruent sentences being responded to more rapidly (M 5 623.42 msec) than the questions about incongruent sentences (M 5 717.96 msec), as would be expected. The analyses also revealed main effects of verbal bias in the participant analysis [F 1 (1, 33) 5 5.99, p , .05, η 2 5 .154; F 2 , 1], with questions about sentences containing NP2 biasing verbs being responded to more rapidly (M 5 636.36 msec) than those that contained NP1 biasing verbs (M 5 679.15 msec). This result coincides with previous findings in this same study and with the predictive strength of the NP2 bias shown by other studies (e.g., Long & De Ley, 2000) . Finally, the interaction of congruence and verbal bias approached significance [F 1 (1, 33) 5 4.07, p 5 .052, η 2 5 .110; F 2 (1,64) 5 3.89, p 5 .053, η 2 5 .057], with the congruence in the NP1 verbs being greater (the mean response times were 615.23 and 743.06 msec for congruent and incongruent sentences, respectively) than in the verbs with NP2 bias (the mean response times were 631.62 and 641.10 msec for congruent and incongruent sentences, respectively). This effect is equal to the one found in the analysis of sentence reading time and can be explained in possible generalization might be limited to the particular nature of the sample-that is, Spanish speakers from Spain. The question of whether similar results would be obtained from a sample of Spanish speakers outside of Spain requires further research.
In spite of the limitations of this study, we believe that offering data on the implicit causality of 100 interpersonal verbs in Spanish is quite useful for researchers who study language, causal learning and thought, and social behavior, as well as professionals involved in the diagnosis and treatment of language comprehension. tion (e.g., Lafrance et al., 1997) . Men and women were equally perceived as the causes of events and instigators of emotions, which could be interpreted as the existence of an equality of status and power between the men and the women in the sample in this study. One possible explanation is that a 2-point scale of verbal bias (NP1 or NP2) was probably not sensitive enough to detect the influence of the protagonists' gender. In contrast, in the study by Lafrance et al., which focused on the issue of sex-based cognitions as moderating the direction of causal attribution, the participants were required to rate on a 9-point scale the likelihood that a given actor or recipient was associated with a given interpersonal behavior.
In Experiment 2, using an online task, the effect of congruent causality emerged strongly in the data extracted from the RTS, both for reading and for response, as others have also observed (e.g., Garnham et al., 1992; Stewart et al., 2000) . This effect shows that implicit causality is a determinant that affects the comprehension of the sentence. The participants required less time to read the sentence and select the appropriate referent when the sentences were congruent than when they were incongruent. One interesting result from the literature on implicit causality that was observed in this study is that the effect of causal congruence is especially strong in state verbs, as compared with action verbs, and in verbs with NP2 bias, in comparison with NP1 biasing verbs.
These results have important implications for diagnosis and intervention in reading comprehension. Thus, it would be useful to have tests that require pronoun resolution in congruent and incongruent sentences with implicit verbal causality, in order to examine the performance of people with different reading levels. In the same way, in comprehension training, it would be important to use activities or exercises that include verbs of different implicit causality, both in direction and in strength, and of different types (action, state), in order to make the students aware of the role of the verbs in the interpretation of the sentences.
One limitation of the present study is the number of verbs included. In this study 100 verbs were examined, a relatively large number as compared with previous studies (see Rudolph & Försterling, 1997b) , but a relatively small number as compared with the universe of interpersonal verbs, which, at least in the English language, is estimated to be close to 2,000 verbs (Hoffman & Tchir, 1990) . In future normative studies on implicit causality, it would be interesting to broaden the sample of interpersonal verbs. Another limitation may lie in the tasks employed. The sentence completion task is a difficult one for small children and one that is not always performed well, which may have an influence on the results (for a criticism of the use of this task in persons lacking syntactic knowledge, see Shum, 1993; Shum, Conde, & Díaz, 1992) . Likewise, the online task could be improved to collect data with greater ecological validity. To address this issue, efforts should be made to use sample passages or excerpts from published texts, rather than materials specifically created for experimental purposes, and to record the RT for the entire text, instead of a very specific part of it (i.e., sentence, question). Finally, the usefulness of the results and their 
