Visual object tracking is a challenging computer vision task with numerous real-world applications. In this paper, we propose a simple but efficient spectral filter tracking (SFT) method from the viewpoint of a graph, where each candidate's image region is modeled as a pixelwise grid graph. Instead of the conventional graph matching, we formulate the tracking as a plain least square regression problem of learning spectral filters on graphs to predict an optimal vertex, which indicates the center of the target. To bypass computationally expensive eigenvalue decomposition on graph Laplacian L, we parameterize spectral graph filters as a polynomial of L to aggregate local graph features according to spectral graph theory, in which L k exactly encodes a k-hop local neighborhood of each vertex. Thus, different from the holistic regression in those correlation filter-based methods, SFT can operate on localized regions around a pixel (i.e., a vertex), which can effectively reduce the influence of local variations and cluttered backgrounds. Furthermore, we observe that the correlation filter tracking may be viewed as a specific case of our proposed spectral filtering method. The implementation of SFT can simply boil down to only a few line codes, but surprisingly it beats the correlation filter-based model with the same feature input and achieves the state-of-the-art performance on OTB-2015 and VOT2016 under the same feature extraction strategy.
because of unpredictable appearance variations such as partial occlusion, geometric deformation, illumination changes, background clutter, fast motion and so on.
The typical visual tracking starts with an initial bounding box of an object at the first frame, and then sequentially predicts the locations of the target in the next frames. To attain robust tracking, numerous tracking methods have sprung up. Among the existing tracking works, those part-based methods [1] [2] [3] [4] have drawn increasing attention due to their robustness to local occlusions or appearance variations. They usually partitioned the object target (or the candidate region) into several parts and extracted some useful cues from these parts. The topology structures (e.g., tree or graph) [5] , [6] were often used to characterize the relationship of parts, and then some voting or matching strategies [1] , [7] were taken to find those reliable parts. In principle the part-based model is robust to resist partial occlusions and local appearance variations, but in practice it is difficult for accurate part partition, even though several methods [1] , [8] have been developed. Recently the tracking-by-segmentation methods [9] [10] [11] [12] attempted to accurately annotate foreground and background regions by using the superpixel segmentation technique. But the segmentation is usually time-consuming, and its results heavily influence the tracking performance.
In contrast, the holistic tracking methods are more popular, especially the recent correlation filter (CF) tracking model. In view of high efficiency and excellent robustness, the CF model has aroused wide attention in the field of visual tracking [13] [14] [15] [16] [17] [18] [19] . It attempts to learn a group of discriminative correlation filters that can produce correlation peaks for the tracking targets while suppressing their responses on background regions. To speed up the tracker, the spatial convolution operation is transformed into the frequency domain, and the filters are learnt by scanning the candidate region on a circular sliding window. As a holistic model, the CF tracking identically treats the whole candidate region, thus those cluttered background might affect the trackers and degrade the tracking performance. To address this problem, some regularization strategies [20] , [21] were proposed to spatially suppress background regions. Anyhow, the holistic CF tracking is not flexible enough to resist local appearance variations in contrast to the part-based strategy.
In this paper we propose a simple but efficient Spectral Filter Tracking (SFT) method by performing local filtering on candidate region. Specifically, we model the tracking problem into a graph framework by viewing each candidate region as a pixelwise grid graph. The advantage is two-fold: i) avoiding any operations of part partition or superpixel segmentation as used in those part-based methods; ii) preserving some excellent properties of graph itself such as deformation/rotation invariance. The tracking target can be defined as a subgraph of the whole candidate region, and thus the tracking falls into the category of graph matching.
Rather than using the conventional graph matching strategy, we formulate the tracking as a plain least square regression problem of learning spectral graph filters. Spectral filters are performed on the graph to extract robust features. To avoid expensive computation of eigenvalue decomposition on graph Laplacian matrix, spectral filters are parameterized as a polynomial of graph Laplacian matrix, in which the k-th term of Laplacian matrix exactly defines a k-localized spatial subgraph region. Consequently, spectral filtering on graph is approximated to an operation on graph Laplacian matrix. Meantime, the polynomial terms of spectral filters actually describe different-size receptive fields. By taking the terms of the Laplacian polynomial as the filter bases, we can formulate the learning of the corresponding polynomial parameters as well as feature transformation into a plain regression model. Through some theoretical analysis, we find that the correlation filter tracking may be viewed as an extreme specific case of our proposed spectral filtering method. The proposed SFT can simply boil down to only a few line codes, 1 but the experimental results on the OTB-2015 dataset show that the proposed SFT is superior to the CF tracking model. Meanwhile, SFT can achieve the state-of-the-art performance on two public datasets, OTB-2015 and VOT2016.
II. RELATED WORK
Video object tracking has been extensively studied over the past few decades. The tracking methods usually fall into two categories: generative methods [22] [23] [24] [25] [26] [27] [28] and discriminative methods [18] , [29] [30] [31] [32] . Generative methods search for the best matching regions of the tracked target. Discriminative methods learn a classifier to distinguish the target from the backgrounds. Below we briefly introduce the most related work, including the correlation filter based methods and the part based methods.
Recently the CF based discriminative model has been paid more attention in the field of visual tracking. After Minimum Output Sum of Squared Error (MOSSE) [13] filter was proposed, a large amount of correlation filter methods start to flourish [33] . Henriques et al. [34] used the kernel trick, and Danelljan et al. [15] represented the inputs with color attributes. To handle the scale problem of targets, SAMF [16] , DSST [14] and an improved KCF [18] were proposed subsequtially to achieve state-of-the-art performance. Numerous studies [3] , [17] , [35] have demonstrated the robustness of the correlation filter tracking. Especially, by taking high-level convolutional features as the input features, the correlation filter based methods [36] [37] [38] achieved the current best performance on the public visual tracking dataset [39] . As a holistic filtering model, however, the correlation filter tracking is easily influenced by those clutter backgrounds. To address this problem, some regularization methods [20] , [21] were proposed to suppress the response of background region by weighting correlation filters. Although the regularization strategy has obtained an initial success in suppressing those clutter backgrounds, the scheme to overcome holistic filtering still needs to be studied. Different from the correlation filter tracking, we conduct local filtering on candidate region by introducing spectral graph filters.
In contrast to those correlation filter based methods, the part-based methods [1] [2] [3] , [25] seems be silent recently. They usually partitioned the object target into several parts, and then discovered some useful cues from reliable parts for the tracking task. Adam et al. [1] partitioned the object into several fragments, and then employed the voting strategy to decide the target position. Jia et al. [40] selected the closest candidate patches of the next frame by using l 1 sparsity. Zhang et al. [7] performed part matching among multiple frames. Liu et al. [3] learned one response function for each part, and integrated all response maps to decide the final tracking confidence score. Besides, some topology structures are used to model the relationship of the parts, e.g., tree structure [5] , [8] or graph structure on superpixels [6] . In principle, the part-based models are robust to resist partial occlusions and local appearance variations. However, in practice it is difficult to accurately define the partition of each local part, even though some strategies [1] , [8] have been proposed. To address this problem, the tracking-by-segmentation methods [9] [10] [11] [12] attempt to accurately annotate foreground and background regions by using superpixel segmentation techniques. But the tracking performance heavily depends on the segmentation results, and the superpixel segmentation is rather time-consuming. Different from these part-based methods, our proposed method takes pixelwise grid graph without requiring any partition/segmentation techniques, and localizes the target via a simple spectral filter regression instead of those graph matching or voting strategies.
III. SPECTRAL FILTER TRACKER

A. Overview
An overview of our SFT is shown in Fig. 1 . Given a video frame, we first define a small candidate region around the (estimated) bounding box of the target from its previous frame, because the motion of target in continuous video frames is usually subtle. To increase the object discriminability, we can encode the candidate region with hand-crafted descriptors (e.g., HOG [41] ) or convolutional features [42] . Thereafter we obtain multi-channel features. Each spatial pixel position is associated with a multi-channel feature vector. To reduce the influence of local appearance variations in the tracking, we model the candidate region as a pixelwise grid graph (Section III-B), which is rotation-invariant and translation-invariant based on the graph property. In the graph, each spatial pixel is viewed as one vertex, and an edge can be constructed through some spatial adjacent relations. Consequently, the tracking problem may be reduced to the conventional graph matching. However, the solution of graph matching is usually an integer programming, which has a high computational burden.
To bypass graph matching, we introduce spectral graph theory to analyze graph and formulate graph encoding into a regression based tracking framework. To encode local region around each vertex, we perform spectral filtering on it to derive out the discriminant responses. But the spectral filtering involves the problem of eigenvalue decomposition on graph Laplacian matrix. To avoid this high-complex operation, we parameterize spectral graph filters as a polynomial of Laplacian matrix. Each entry of the polynomial actually plays the role of local filtering on graph. The different-order polynomial encloses different-scale spectral graph filters. By using the polynomial terms as the basic filters, we can obtain the corresponding multi-scale features for each vertex, which well encode the local reception field region of graph. For each vertex, after concatenating its multi-scale responses to form the final representation, we feed the final representation into a regression model. The filter parameters (i.e., polynomial coefficients) and feature transformation functions are jointly optimized as the regression parameters. More details can be found in Section III-D. Thus, different from the holistic filtering in the CF tracking, SFT performs local filtering on the candidate region, which should be more robust to local variations and cluttered backgrounds.
B. The Representation of Graph
For a candidate region of image, we model the pixelwise spatial grid structure as an undirected weighted graph. The weighted graph G = {V, E, W} consists of a set of vertices V(|V| = N) and a set of edges E. The adjacency matrix W assigns positive values to those connected edges. Besides, each vertex is associated with signals, i.e., here a multi-channel feature vector extracted from its coordinate position. Formally, the feature extraction function f : V → R d defines signals of vertices, where d is the dimension of signal.
In spectral graph theory, a crucial operator is the graph Laplacian operator L. The operator is defined as
where I is an identity matrix. Unless otherwise specified, the Laplacian matrix used below is the normalized version. As a symmetric and positive definite (SPD) matrix, the graph Laplacian L has a complete set of orthonormal eigenvectors. The eigenvectors {u l } satisfy Lu l = λ l u l for l = 1, 2, · · · , N, where {λ l } are nonnegative real eigenvalues. We assume all eigenvalues are ordered as 0 = λ 1 < λ 2 ≤ λ 3 · · · ≤ λ N = λ max . In matrix expression, the Laplacian matrix is decomposed into L = UU , where = diag([λ 1 , λ 2 , · · · , λ N ]). In analogy to the classic Fourier transform, the graph Fourier transform of a signal x ∈ R N in spatial domain can be defined as x = U x [43] , where x is the produced frequency signal. The corresponding inverse Fourier transform is x = U x.
C. The Construction of Local Spectral Filters
Suppose g(·) is a filter function of the graph L, we can define the frequency filtering on the input signal x as z(λ l ) = x(λ l ) g(λ l ), or the inverse graph Fourier transform [43] ,
where z(λ l ), x(λ l ), g(λ l ) are the Fourier coefficients corresponding to the spectrum λ l . By using matrix notation, the filtering on the signal x can be written as
Given the input x and the output z, we need to solve the filter function g(·) in Eqn. (3), which involves eigenvalue decomposition. To reduce computational cost, a low order polynomial may be used to approximate g(·) in the frequency domain.
Here we use the K -order Chebyshev expansion [44] , which is defined by the recurrent relation
In the appropriate Sobolev space, the set of Chebyshev polynomials forms an orthonormal basis, so any one function h(·) in the space x ∈ [−1, 1] may be expressed via the expansion: h(x) = ∞ k=0 a k T k (x). In order to employ the Chebyshev polynomials on { λ l }, we scale and shift them as λ l = 2 λ max λ l − 1 to make the eigenvalues {λ l } of the Laplacian matrix L fall in [−1, 1]. If we consider a linear combination of the polynomial components, the K -order filter can be written as,
where θ = [θ 0 , θ 1 , · · · , θ K −1 ] ∈ R K is a parameter vector of the polynomial coefficients, and K is the order of the polynomial. By putting Eqn. (4) into Eqn. (3), we can have
From Eqn. (6) to Eqn. (7), we use the spectral decomposition of Laplacian matrix, L = U diag([λ 1 , · · · , λ N ])U . From Eqn. (5) to Eqn. (6), we utilize the basic calculation on the filter function, i.e.,
According to graph theory, L k encodes a k-hop local neighborhood (also viewed as a k-scale receptive field) of each vertex. Consequently, the K -order polynomial in Eqn. (7) is an exact K -localized filter function on the graph. To obtain the local filtering responses on graph, thus we only need to operate the Laplacian matrix L. That means, each entry of the polynomial can be regarded as one filter basis, and θ is the parameter to be solved.
D. The Prediction of the Tracking Target
In visual tracking, we need to localize the center of the tracking target. Similar to those CF based methods, we estimate a peak map y ∈ R N by using multi-channel features X ∈ R N×d , where y follows the Gaussian distribution as used in the correlation filter tracking, N is the number of pixels (i.e., vertices) within a candidate region, each row of X contains d signals (or a d-dimensional vector) of one vertex. Now we denote L = 2 λ max L − I. Then the filter bases defined in the polynomial of Eqn. (7) become
where the k-th filter basis only relates to the k-hop neighbor vertices. The group of multi-scale filters {T 0 ( L), · · · , T K −1 ( L)} can produce different responses when imposed on a candidate region. The similar strategy of multiple responses is also used in the literature [38] . However, they are different in the running ways and purposes. The multi-scale responses in ours are produced from different-size local spectral filters, while the responses in [38] are the outputs of multiple convolutional layers in a deep network. Here our purpose is to encode different-size receptive field regions, while the work [38] is to extract coarse-to-fine hierarchical features from the whole candidate region. Now we denote multi-channel feature X = [x 0 , x 1 , · · · , x d−1 ], where x j ∈ R N is the j -th column (aka the j -th signal). According to the spectral filtering in Eqn. (7), we can estimate the peak map from multi-channel feature as follows,
where θ j k is the coefficient of the k-th filter basis on the j -th signal. Let
then the predicted peak map in Eqn. (9) can be rewritten in the matrix style as
Consequently, the least square regression model of learning spectral filters is arg min
where γ is the balance parameter, F (X) concatenates the responses of K filter bases as defined in Eqn. (10) , and w is the learnt parameter of spectral filters as defined in Eqn. (11) . Finally the tracking model can be easily solved as
E. The Algorithm
We summarize the whole tracking algorithm in Alg. 1. There are two crucial steps, including the computation of the filtering responses and the regressor. As the spectral filter bases can be pre-computed before target tracking, the computation cost mainly spends on the matrix inverse operation in Eqn. (14) . The computational complexity is about O(d 3 K 3 ), where d is the feature dimension and K is the filter order. Thus, the high computation burden might overwhelm the model for a fast tracking.
Algorithm 1 Spectral Filter Tracking Algorithm
To accelerate the tracker, we employ the gradient descent method of the objective function ζ(w) = F (X)w − y 2 + γ w 2 , which can avoid the computation of matrix inverse. A choice for the search direction is the negative gradient of the objective function ζ , i.e., (15) Due to the convexity of the objective function, we can iteratively optimize the solution w by using linear search. We may choose a proper step size β via exact or backtracking linear search, and then update the regression model as
Just because a small update factor is used to the online tracker as described in line 13 of Alg. 1, the regression at each frame does not need an exact solution. The gradient descent method can work well even via a few iterative times (five iterates in this paper) in our experience, even though in principle we do not rule out this case that the inexact solution might result into model drifting. Of course, we may also employ other more fast algorithms (e.g., steepest descent method, Newton's method) to solve the objective function. The order K may be downscaled by designing the skipping neighbors (Section IV-A), and the feature dimension may be reduced by using Principal Components Analysis (PCA) or random projecting. Besides, the Laplacian matrix L ∈ R N×N is usually very sparse, we may consider sparse matrix calculation or index operation instead of dense matrix operation (Note that N = h × w is rather large).
IV. IMPLEMENTATION DETAILS
In this section, we introduce more details of SFT, including how to construct graph, how to reduce feature dimension, and how to process the scale problem, etc. Fig. 2 . Some exemplars of adjacency relationship. As image textures of adjacent pixels are high-degree similar, we can skip several pixels to connect edges as shown in the right two cases. The advantage is that the filter order K can be decreased in proportion for the same size filtering region, which further reduces the computational cost.
A. Graph Construction
As shown in Fig. 2 , we define adjacency relationships based on spatial layout. As analyzed in Section III-C, the filter basis T k ( L) is an exact k-localized filter, where neighbor relationships are propagated in L k . Thus we only need to define spatial nearest neighbors of each reference point as shown in the first two cases of Fig. 2 , and employ the k order filters to evolve neighbor relationships. Considering high-degree similarity of image textures between adjacent pixels, we may skip several pixels to connect edges as shown in the last two cases of Fig. 2 . Thus, when filtering on the same size of receptive field region, the skipping mode needs less filters (i.e., a smaller K ). Accordingly, the tracker speeds up if the smaller K is employed, because the computational complexity is proportional to K .
After defining adjacency vertices, we may assign Gaussian weights or {0, 1} weights to those connected edges. To simplify the weighting step, here we use the {0, 1} weighting strategy, i.e., the adjacency matrix W of the weighted graph G is defined as
1, if e ∈ E connects vertices i and j, 0, otherwise.
B. Multi-Channel Features
The deep VGG-Net [42] is used to extract high-level features. We crop an image patch with 2.4 times the size of target bounding box and then resize it to 224 × 224 pixels for the VGG-Net with 19 layers. Similar to the literature [37] , we use the outputs from six convolutional layers ({10, 11, 12, 14, 15, 16}-th layers) as six types of feature maps. All feature maps are resized to 57 × 57 pixel size, which is about quadruple to the smallest size (14 × 14) of feature maps. The odd size can uniquely define the target center. As the number of feature maps in each layer is 512, SFT will spend high computation cost on matrix calculation as analyzed in Section III-E, if all feature maps are concatenated together (512 × 6 = 3072 dimensions). To address this problem, the feature of each layer is trained for one tracker. It means to factorize the concatenated 3072-D features into six submatrices, which needs less computational cost than the original matrix for matrix inverse. The six tracking target centers are averaged as the final target center.
C. Other Details
For the scale estimation, we employ the same strategy to the literature [36] . The filters at multiple resolutions are used to estimate scale changes in the target size. We extract the samples with sizes in scaled factors a r (r ∈ { 1−S 2 , · · · , S−1 2 }) at the previous target location. The scale a r is relative to the current target scale, and S is the number of scales and a is the scale increment factor. In our experiment, we set S = 7, a = 1.02.
For the filter order K , we make the largest filter basis (i.e., T K −1 ( L)) cover the whole target region. Suppose the target size is h × w, the filter order K is set to max(h, w) if choosing the nearest spatial neighbor relationship (e.g., the first two cases in Fig. 2 ). For the skipping modes in the last two cases of Fig. 2 , K is assigned to max(h,w) s , where s is the skipping step. The default neighbor relationship used here is the third case of Fig. 2 . The balance parameter γ is set to 1. For the solution of regression model, we employ the fast line search strategy with five iterates, which can work well in practice. The tracker speed is about 5fps (including VGG feature extraction) on a plain GPU.
V. EXPERIMENT
A. Dataset and Setting
In order to verify our proposed tracker, we conduct extensive experiments on OTB-2015 dataset [39] and VOT2016 dataset [45] .
1) OTB-2015 Dataset: This dataset consists of 100 video sequences with 11 different attributes including illumination changes, scale variation, motion blur, fast motion, etc. Two widely used evaluation criteria, i.e., precision plot and success plot, are used in the following experiments.
Precision plot measures center location error (CLE) between predicted position and ground truth. It shows how many percentage of frames whose center location errors are within a previously given threshold. Here the threshold score is set to 20 pixels. Success plot denotes bounding box overlap ratio based on area under the curve (AUC). The overlap ratio is defined as S = |r t ∩ r 0 |/|r t ∪ r 0 |, where ∪ and ∩ are the union and intersection operators, r 0 is the predicted bounding box and r t is the ground truth. More details can be found in the literature [39] .
2) VOT2016 Dataset: This dataset is a popular benchmark and consists of 60 challenging videos with five different attributes: motion change, occlusion, size change, camera motion and illumination. The performance is evaluated by means of expected average overlap (EAO) which merges accuracy and robustness, failure rate (Fail.rt.), accuracy (Acc), A and R ranks. The robustness represents the number of failures over the sequence. The accuracy means the average overlap during successful tracking. Please refer to the literature [45] for more details.
B. Selection of Adjacent Vertices
As discussed in Section IV-A, we only need to connect those nearest neighbors, as spectral graph filters can propagate the neighbor relationship to distant vertices. Here we test four cases of Fig. 2 , whose results are reported in Table I . From this table, we can observe that, (i) more neighbors (Case 2) slightly degrade the performance, which may be attributed to feature confusion after averaging features of all neighbors in the computation of L k X; (ii) the skipping mode with one pixel interval (Case 3) reaches the best performance. The skipping strategy can be understood as a downsampling on feature maps. Thus the increase of skipping step (Case 4) degrades the performance because some useful information can not be encoded in the filtering process. We use the third case as the default setting in the following experiments.
C. Selection of Order K
In the default case, K is chosen to make the maximum K -order filter (L K ) just cover the whole tracking target. We report the results of multiplication factors on K in Table II . The performance trend is easy to be understood, as small filtering regions can omit some information of the target while larger filtering regions can contain some background information.
D. Comparisons With CF Based Trackers
To fairly compare the CF based model, the same features of VGG-Net are fed into the CF based model, which is our standard baseline, called VGG_CF. Besides, we compare the classic CF based methods, CSK [34] and KCF [18] . Fig. 3 shows the results under the precision plots of One-Pass Evaluation(OPE) and the success plots based on area under curve(AUC). The performances of the three CF based methods are quite different. As the CSK trackers only used raw feature and KCF used HOG feature, while the robust deep CNN feature is employed for VGG_CF tracker. It makes VGG_CF outperform the other two CF based methods obviously. Compared to the baseline VGG_CF, our proposed SFT achieves a gain of 3.5% in CLE. Meanwhile, we obtain an AUC score of 58.5% which also outperforms VGG_CF tracker. The reason may be two-fold: (i) local filtering on spatial regions, (ii) the flexibility of graph structure to appearance variations. More detailed analysis is discussed in Section VI. Note that, to implement an intrinsic comparison, here we do not process the scale.
Besides, we also conduct a comparison with VGG_CF under the same scale estimation. The scale is estimated by following the literature [36] . As shown in Fig. 4 , ours still outperforms VGG_CF, where both are with the same features (i.e., VGG features) but different filtering models (spectral filter v.s. correlation filter).
E. Comparisons on OTB-100
We compare our proposed SFT with several state-of-the-art trackers: CREST [46] , CFNET [47] , SiamFC3S [48] , STAPLE [49] , CCOT [50] , ACFN [51] . Note that MDNET [52] and SiamFC3S [48] employed a large set of extra videos with tracking ground-truths in the pretraining stage. Fig. 5 plots the precision curves and success curves among all trackers. The advanced trackers ranked by CLE and AUC scores are shown with different colors. From these figures, we have three observations: i) SFT outperforms most state-of-the-art trackers, which demonstrates its effectiveness; ii) SFT achieves a comparable result with the CCOT tracker. In fact, based on the CF framework, the gain of CCOT (or its variant [53] ) comes from two-fold: i) continuous feature space, and ii) multi-feature fusion (HOG feature, color feature and convolution feature). Here our tacker only employs discrete convolutional features by following the most recent trackers.
For comprehensive analysis of our proposed SFT, we provide each attribute plot in Fig. 6 and Fig. 7 . Compared to CCOT, SFT is more robust to those attributes of background clutter, deformation, out-plane rotation, which can be attribute to local filtering and the property of graph itself. Our tracker seems to lost target easily in the case of fast motion and motion blur, which might be attributed to the small search window of SFT or boundary effect. More analysis and discussion are summarized in Section VI.
F. Comparisons on VOT2016
In Table III , we show the comparison of our SFT tracker with several state-of-the-art trackers on the VOT dataset, which include DCC [45] , TCNN [54] , DeepSRDCF [36] , CCOT [50] , Staple [49] , MLDF [45] , EBT [55] , SRBT [45] and MDNet_N [52] . Our tracker achieves a comparable performance with state-of-the-art trackers. The EAO score of our SFT tracker is 0.324 which lies within the top three in the VOT2016 challenge. The best tracker of the challenge is CCOT. Besides, our tracker achieves a competitive accuracy of 0.52 and a competitive failure rate of 0.90. In fact, our tracker is very simple, so the techniques of other trackers, e.g., the continuous interpolation used in CCOT, can be easily fused into our tracker.
VI. DISCUSSION
In this section, we first analyze and reveal the relationship between correlation filter tracking [18] and our spectral filter tracking, then discuss why SFT can work and what videos SFT may run well on. 
A. Relation to Correlation Filter Tracking
From the view of regression, we derive the relationship between our SFT and the CF tracking. For our SFT, the regression model in Eqn. (13) is
where F (X) = [T 0 ( L)X, · · · , T K −1 ( L)X] ∈ R N×K d (or please see Eqn. (10)).
To simplify the derivation, below we consider the case of a signal x ∈ R N , i.e., d = 1. The responses on filter bases can be written as 
On the other hand, the regression model of correlation filter tracking [18] can be actually formulated as arg min
where P is a permutation matrix. Let H(x) denote
Apparently, the only difference between our SFT and the CF tracking is the different encoding ways to candidate regions, i.e., F (x) vs H(x). The concrete difference is two-fold: i) SFT uses vertex adjacency relationships as well as polynomial series T to increase the flexibility of encoding, while the CF tracking only shifts the base sample x to generate a circulant matrix; ii) F (x) does not need to be a square matrix, i.e., N = K , while H(x) must be a matrix of N × N for the sake of fast computation in frequency domain.
Consequently, our SFT is more flexible to encode candidate regions through freely-defined graph topological structures as well as universal polynomial series, while the CF tracking is rather constrained due to only cyclic shifts. Actually, the CF tracking may be viewed as a specific case of our SFT if we set T 0 ( L) = I, T 1 ( L) = P, · · · , T K −1 ( L) = P K −1 , with K = N. Furthermore, the encoding matrix F (x) in our SFT is unnecessary to be a circulant matrix even if K = N. However, in the CF tracking [18] , the prerequisite of the derivations in frequency domain is that the encoding matrix needs to be a circulant matrix. Thus our SFT cannot use the calculation in frequency domain as derived in the CF tracking [18] .
B. Analysis on Effectiveness of SFT
According to the aforementioned analysis in Section VI-A, the CF tracking is to find the best matcher by circularly shifting the whole candidate region. Thus CF is a translation-invariant global filter. However, only translation invariance is enough not to robustly track targets with deformation variations. Moreover, holistic filtering is susceptible to cluttered backgrounds (recently regularized CF [20] attempted to suppress background information). In contrast, our SFT has two distinct differences and advantages: (i) SFT belongs to a graph model, so those excellent properties of graph are reserved for SFT, such as robustness to rotational variance and translational variance. (ii) The local spectral filters (in Eqn. (10)) can manipulate subgraph regions of K -hop neighbors, which is equal to local filtering on the candidate image region. More intuitively, if we let the filter size be equal to the size of the tracking target, we will get an accurate response of target during scanning the graph due to no incorporation of any backgrounds.
Experiments also demonstrate the robustness to deformation, rotation and background clutter. The purest comparison is VGG_CF vs. our SFT. They have the same feature inputs but different encoding ways, correlation filter vs. spectral filter. For a clear exhibition, we provide the success plots compared with VGG_CF on deformation, in-plane rotation, out-plane rotation and background clutter attributes, as shown in Fig. 6 . The location accuracies increase from 0.869, 0.855, 0.857, 0.874 to 0.881, 0.881, 0.900, 0.911, respectively. Our tacker obtains relative large gains especially in some challenging sequences with out-plane rotation and background clutter. Some examples are shown in Fig. 8 . Further, compared with most state-of-the-art methods except COOT, the improvements are also obvious in the most cases including these four attributes, as in Fig. 6 and Fig. 7 . Please note, our SFT i) follows the conventional technique of discrete features while COOT designs a continuous feature spaces, and ii) employs the single VGG feature while COOT fuses HOG and color features besides VGG feature. Even so, our SFT is totally comparable with COOT. In contrast to COOT, our tracker seems lost target easily in the case of fast motion, motion blur, occlusions, which might be attribute to the relative small search window of SFT. In the future, we will consider to formulate our model in a continuous space as used in COOT, and believe that the performance can be further improved.
VII. CONCLUSION
In this paper, we proposed a simple but efficient Spectral Filter Tracking (SFT) method. In SFT, each candidate image region was modeled as a pixelwise grid graph. To estimate the best-matching vertex, we borrowed spectral graph filters to encode local graph structures. Considering the high-computational cost of eigenvalue decomposition on the Laplacian matrix, we approximated spectral filters as a polynomial of a series of filter bases. For the filter bases, we employed the Chebyshev expansion terms, where each term can encode a localized filtering region of graph. Thus all filter bases spanned a multi-scale filtering space. The filtering parameters as well as feature projections are jointly reduced into a simple regression model to be learnt. The proposed SFT simply boiled down to only a few line codes, but the experimental results on OTB-100 and VOT2016 demonstrated its superiority to the correlation filter tracking. Meanwhile, we found that the correlation filter tracking may be viewed as a specific case of our SFT. In the future work, we will consider to construct a continuous feature space for our tracker like COOT.
