We present two heuristic mesh-partitioning methods, both of which build on the multiple ant-colony algorithm in order to improve the quality of the mesh partitions. The first method augments the multiple ant-colony algorithm with a multilevel paradigm, whereas the second uses the multiple ant-colony algorithm as a refinement to the initial partition obtained by vector quantization. The two methods are experimentally compared with the well-known mesh-partitioning programs.
The Multiple Ant-Colony Algorithm: The main idea of the multiple antcolony algorithm (MACA) for k-way partitioning was recently proposed in [6, 7] and based on the metaheuristics developed by Dorigo et al. [3] . There are k colonies of ants that are competing for food, which in this case represents the vertices of the graph (the elements of the mesh). Eventually, ants gather food to their nests, i.e., they partition the mesh into k submeshes.
Multilevel Algorithm m-MACA. An effective way to speed up and globally improve any partitioning method is the use of multilevel techniques [2] . The basic idea is to group vertices together to form clusters that define a new graph. This procedure is applied until the graph size becomes small enough. Each step is followed by a successive refinement of the graph (using the MACA).
Hybrid Algorithm h-MACA. Another way of using the MACA in the meshpartitioning problem is to use the MACA as a refinement of some initial partitioning. We chose the vector quantization method [8] as the algorithm to obtain the initial partition.
Experimental Results:
We present and discuss the results of the experimental evaluation of our m-MACA and h-MACA algorithms, and make comparisons with the well-known partitioning programs Chaco 2.0 with the multilevel Kernighan-Lin global partitioning method [4] , k-Metis 4.0 [5] , p-Metis 4.0 [5] , and MultiLevel refinated mixed Simulated Annealing and Tabu Search (MLSATS) [1] . The test graphs used in our experiment were acquired from the Graph Collection Web page at the University of Paderborn (FEM2 benchmark suite).
The results, which are given in terms of edge-cut, are shown in Table 1 . Here we must mention that for both the m-MACA and the h-MACA the imbalance was kept inside 0.2%. Note that the Chaco and the p-Metis are well-balanced while the imbalance for the k-Metis and MLSATS was 3% and 5%, respectively. Because both the m-MACA and the h-MACA are stochastic algorithms we ran both algorithms 32 times on each graph and calculated the average edge-cut value and its standard deviation. The multilevel and hybrid methods were quite similar in terms of producing the best results. The only difference was in the standard deviation of the results, which was in favor of the hybrid method.
