This paper proposes new methodology for sequential state and parameter estimation within the ensemble Kalman filter. The method is fully Bayesian and propagates the joint posterior density of states and parameters over time. In order to implement the method we consider two representations of the marginal posterior distribution of the parameters: a grid-based approach and a Gaussian approximation. Contrary to existing algorithms, the new method explicitly accounts for parameter uncertainty and provides a formal way to combine information about the parameters from data at different time periods. The method is illustrated and compared to existing approaches using simulated and real data.
Introduction
Data assimilation refers to sequential inference on the state of a system by combining observations with a numerical model describing the evolution of the system over time. This is an ubiquitous task in many fields, including atmospheric science, where the system is typically high-dimensional and consists of one or more spatial fields evaluated on a fine grid. From a statistical perspective, data assimilation is equivalent to filtering inference in a state-space model. In many applications, the evolution model and other parts of the state-space model are not fully known and are instead functions of parameters. Data assimilation then requires combined inference on the (temporally varying) system state and on (temporally static) model parameters. This setting is the focus of this article.
Sequential Monte Carlo methods, also known as particle filters (Gordon et al., 1993; Pitt and Shephard, 1999; Doucet et al., 2001) , are widely used for sequential estimation in general state-space models. Although there is an enormous literature on pure state estimation, there are fewer papers that consider sequential estimation of both states and parameters. The existing references include Kitagawa (1998) , who proposed augmenting the state vector to include the static parameter and then estimating the augmented state using the particle filter. Liu and West (2001) proposed another state augmentation approach that uses kernel density estimation of the parameter distribution within an auxiliary particle filter (Pitt and Shephard, 1999) framework. Storvik (2002) suggested analytical updating of sufficient statistics, but this approach only applies to parameters with conjugate priors. Andrieu et al. (2005) proposed recursive and batch MLE methods. These methods have all been shown to work well in nonlinear and non-Gaussian models, when the state dimension is fairly small, say less than 10 dimensions. However, these particle filters rely on reweighting or resampling of particles, which results in filter collapse when the state dimension is high (e.g., Snyder et al., 2008) . Hence, these particle-filter-based methods are not suited for the high-dimensional systems of interest here.
The ensemble Kalman Filter (EnKF; Evensen, 1994 ) is a sequential Monte Carlo algorithm designed for combining high-dimensional space-time models with observations. Several reviews of and tutorials on the EnKF are available (e.g., Wikle and Berliner, 2007; Evensen, 2009; Katzfuss et al., 2016; Houtekamer and Zhang, 2016) . While the EnKF is closely related to the Kalman filter (KF; Kalman, 1960) , it handles nonlinearities in a more flexible manner than analytic linearization schemes such as the extended Kalman filter (e.g., Grewal and Andrews, 1993, Ch. 5) . Although much work has been done to improve EnKF estimation of state variables, little work has focused on estimation of model parameters. Anderson (2001) proposed adding the unknown parameters to the state vector and updating the augmented state using a standard EnKF scheme, but this state-augmentation approach does not work well for parameters that exhibit small (linear) correlation with the state vector. For example, Stroud and Bengtsson (2007) and DelSole and Yang (2010) show that the augmentation method fails for variance parameters.
Here, we consider parameter inference in the EnKF based on the likelihood, which is the distribution or density of the observed data conditional on the parameters, viewed as a function of the parameters. Offline maximum likelihood (ML) estimation in the EnKF framework has been considered using Newton-Raphson (DelSole and Yang, 2010; Stroud et al., 2010) , as well as grid-based (Ueno et al., 2010) and expectation-maximization (Tandeo et al., 2015) optimization techniques. ML estimation of parameters from an online perspective was considered by Mitchell and Houtekamer (2000) , whose method combines ML estimates at each time point in a statistically inconsistent way (see Section 3.2.2 later); by Ueno and Nakamura (2014) , who estimate parameters in the noise covariance matrix via online expectationmaximization algorithm; and by De (2014) , who proposed a method for sequentially updating the unknown parameters at each time point to find a stochastic approximation to the ML estimator in stationary systems.
The likelihood can also be used to conduct Bayesian inference on the parameters. Stroud and Bengtsson (2007) provide a Bayesian method for parameter inference within the EnKF, but their approach is limited to a scalar variance parameter describing the magnitude of additive evolution-model error. Frei and Künsch (2012) propose Bayesian inference on parameters by combining an EnKF for state inference with a particle filter to approximate the parameter distribution, but their focus is on temporally varying observation error covariance parameters. Brankart et al. (2010) find the maximum a posteriori (MAP) estimators of temporally varying parameters, while Ueno and Nakamura (2016) focus on MAP estimation for parameters in the noise covariance matrix with temporal smoothing via online EM.
Here, we propose a fully Bayesian method for sequential (i.e., online) inference on states and parameters within the EnKF framework. Our algorithms are designed to be applicable to temporally static parameters in nonlinear, high-dimensional systems. Unlike some of the other approaches (e.g. Mitchell and Houtekamer, 2000) , our method combines information about the parameters from data at different time points in a formal way using Bayesian updating. In contrast to the ML and MAP approaches discussed above, we quantify uncertainty in the parameters through analytic propagation of the entire filtering distribution of the parameters. Further, our approach is suitable for static parameters in various parts of the state-space model, including in the evolution-error and noise covariance matrices. To implement our algorithm, we propose two approximate methods: one based on a parameter grid and another based on a normal approximation to the parameter distribution.
Note that there is also an extensive literature on estimation of specific tuning parameters in the EnKF, such as inflation and localization parameters (e.g. Wang and Bishop, 2003; Anderson, 2007a,b) . Here we focus instead on inference on general parameters that explicitly appear in the statistical model, and we regard the tuning parameters as known.
The remainder of the paper is outlined as follows. In Section 2, we introduce the statespace model under consideration. In Section 3, we motivate and introduce our proposed methodology. In Section 4, we present numerical comparisons of our methods to existing approaches using simulated and real data. We conclude in Section 5.
2 Additive Gaussian state-space models Let y t denote the m t × 1 observation vector and x t the n × 1 state vector. We consider the following class of additive Gaussian state-space models: Observation:
Evolution:
for t = 1, 2, . . ., where the observation matrix H t and the covariance matrices R t and Q t may depend on a vector of unknown parameters, θ, and the possibly nonlinear evolution operator M t (·) may depend on a separate set of parameters, γ. For now, we will focus on inference for θ and consider γ to be fixed and known (and so we simply write M t (x t−1 )), but we will describe in Section 3.4.1 how our algorithm for inference on θ can be combined with a state-augmentation approach to perform inference on γ. The model is completed with a prior on the initial state, p(x 0 |θ) = N (a 0 (θ), P 0 (θ)), and a prior distribution of the parameters, p(θ). In applications where the relationship between the observations and the state is nonlinear, we take H t in (1) to be the linearization of the nonlinear mapping.
3 Sequential Bayesian inference on state and parameters
The Bayesian filtering problem requires computing the joint posterior distribution p(x t , θ|Y t ) of the current state and the parameters at each time t = 1, . . . , T , where Y t = {Y 0 , y 1 , . . . , y t } denotes the information available at time t, and Y 0 is the initial information. This joint posterior encodes all available information about the states and parameters contained in the data, and it is typically summarized through marginal distributions, posterior means, standard deviations, or credible intervals. As we will see, Bayesian inference has two advantages over frequentist or more ad-hoc methods: It allows accounting for parameter uncertainty, and information about the parameters can be naturally combined over time following a consistent probabilistic framework. Except in very special cases (see Stroud and Bengtsson, 2007) , the joint posterior distribution is unavailable in closed form, so Monte Carlo methods must be used to approximate the distribution. In what follows, we propose a method for combined state and parameter estimation that scales to high-dimensional states.
Our approach relies on the decomposition of the joint posterior distribution of the state and parameters into two terms: the conditional posterior distribution for the states given the parameters, and the marginal posterior distribution for the parameters:
In the following subsections, we describe how p(x t |θ, Y t ) can be obtained via the EnKF (Section 3.1), we examine the marginal parameter posterior p(θ|Y t ) (Section 3.2), we propose two approximation methods for p(θ|Y t ) (Section 3.3), and finally, we will describe the full algorithm that combines these ideas and results (Section 3.4).
EnKF for state inference
The first term on the right-hand side of (3) is the filtering distribution of the state given the parameters. Since our algorithm must be implemented sequentially, it is useful to write this distribution in recursive form:
that is, the observation density times the state forecast density, which is defined by the integral. In a linear Gaussian model, these recursions can be computed analytically using the Kalman filter (provided the dimension of the state is not excessively large).
Here, we are interested in high-dimensional systems with possibly nonlinear evolution (see Section 2), for which we instead employ an EnKF. Assume we have an ensemble of states, {x
, representing the filtering distribution at time t − 1. The EnKF then propagates each state vector forward, x pi t = M(x i t−1 ), i = 1, . . . , N , and estimates the covariance matrix from the prior ensemble. In most applications we have n N , and some form of regularization of this covariance matrix is necessary. Denoting the prior ensemble mean asâ
, we assume here that
is given by an elementwise product of the empirical covariance matrix with a sparse tapering correlation matrix ρ (e.g., Houtekamer and Mitchell, 1998; Anderson, 2007b; Furrer and Bengtsson, 2007) . The estimated Kalman gain is a function of θ:
Then, after generating the forecast ensemble by setting x
. . , N , and simultating observation errors as v i t ∼ N (0, R t (θ)), i = 1, . . . , N , we can obtain the posterior ensemble at time t based on parameter value θ using the analysis scheme of Burgers et al. (1998) :
The marginal posterior of parameters
The second term on the right-hand side of (3) is the marginal posterior for the parameters. It can be written recursively as
The above formula is crucial as it defines a recursion for the parameter distribution over time. Note that the first term on the right side is the likelihood at time t and the second term is the "previous" parameter posterior at time t − 1. Note that, under a flat initial prior for the parameters (i.e., p(θ) ∝ 1), the marginal posterior for θ in (8) is exactly proportional to the cumulative likelihood L t (θ) = t j=1 p(y j |θ, Y j−1 ) that is often considered in frequentist (i.e., non-Bayesian) inference. Mitchell and Houtekamer (2000) , while the red and green lines and the gray band represent summaries of the posterior distribution of α.
Accumulation of evidence over time
The recursion in (8) provides a natural way to propagate information about the parameter over time, as opposed to the ad hoc methods used by Dee (1995) and Mitchell and Houtekamer (2000) . To illustrate this, we replicated a static-model example presented in Mitchell and Houtekamer (2000) . The model assumes that (scalar) observations y t ∼ N (0, 2 + α) are generated independently from a Gaussian distribution with mean zero and variance (2 + α), where α is an unknown variance parameter, and the goal is to estimate α sequentially as new data arrive. Mitchell and Houtekamer (2000) considered the cumulative mean and median of the single-stage ML estimatesα t = arg max α p(y t |α), where p(y t |α) is the likelihood considering only the data at time t. Because α is a variance parameter and thus must be nonnegative, the estimates are given byα t = max(0, y true value of α * . Corresponding point estimates, such as the posterior mode and posterior mean, do converge to the true value. Thus, it is desirable to use the recursive expression for the posterior distribution of the parameters from (8) for rigorously combining information about the parameters from data at different time points.
Feasible likelihood approximation for high-dimensional states
For high-dimensional models, evaluation of the likelihood p(y t |θ, Y t−1 ) in (8) is computationally infeasible. Given that we use an ensemble representation for the state distributions in Section 3.1 above, it is natural to use the same ensemble representation in order to approximate the likelihood. Specifically, given that the filtering distribution at time t − 1 is a discrete distribution with equal weights at the filtering ensemble {x
, an approximation of the likelihood (called the "discrete" likelihood approximation here) is given by
However, as illustrated in Figure 2 , this approximation can break down when the data are informative (i.e., when m t and the signal-to-noise ratio are large relative to N ). Instead, we employ a likelihood approximation based on the EnKF, which approximates the forecast distribution by a multivariate Gaussian distribution (Mitchell and Houtekamer, 2000) . This EnKF likelihood approximation is given by
where the innovation covarianceΣ t (θ) is given in (7) above, and the innovation is given bŷ e t (θ) = y t − H t (θ)â p t .
Approximations of the parameter posterior
Note that the likelihood p(y t |θ, Y t−1 ) in (8) is a complicated nonlinear function of θ, as it arises in both the determinant and inverse of an n × n matrix. Thus, the marginal posterior distribution p(θ|Y t ) in (8) is typically unavailable in closed form.
To perform parameter learning in the Bayesian framework, we need a representation of the parameter distribution which allows for recursive updating. In what follows, we consider two representations of the parameter distribution: a discrete (gridded) distribution and a Gaussian approximation. The first provides an exact recursive updating method on a discretized parameter space, while the second method provides a approximate method over the full parameter space.
Grid-based representation of p(θ|Y t )
This approach treats the parameter space as discrete. The parameter distribution is specified by a set of points {θ 1 , . . . , θ K } and associated probability weights {π t,1 , . . . , π t,K } with , with Q = αI n , H = I n , R = 0.1I n . The true α is 0.5. The observations are on a one-dimensional spatial domain at locations 1, 2, . . . , n, and P p t is based on an exponential covariance function with range parameter 3. We use the same N = 50 draws from the forecast distribution for the EnKF and discrete approximations, and a Wendland taper with range 12 for the EnKF. The likelihoods are normalized to integrate to 1, and can hence be viewed as posterior distributions for α under a uniform (flat) prior.
normalization constraint K k=1 π t,k = 1. The discrete parameter distribution is defined by
where δ(·) is the Kronecker delta function. With this representation for the prior, the posterior is given as the product of the prior and likelihood; that is,
We assume that the parameter grid is fixed over time. The updating formula in (8) reduces to a recursion on the weights: π t,k ∝ p(y t |θ k , Y t−1 )π t−1,k , for k = 1, . . . , K, where the weights π t,k are normalized to sum to 1. Therefore, the computational cost of the update is K likelihood evaluations, one for each gridpoint. While the discrete approach is conceptually appealing, it has some limitations. First, the method does not extend beyond a few parameters since the computational cost grows exponentially in the dimension of the parameter space. Second, the grid of parameter values must be specified a priori, and is not adaptive over time. Thus, as the posterior becomes more concentrated over time, the posterior distribution eventually concentrates on a single grid point. This implies falsely that there is no posterior uncertainty about θ. To alleviate these problems, we next consider another method based on a Gaussian approximation.
Normal approximation to p(θ|Y t )
Here, the parameter distribution at each time t is approximated by a normal distribution with mean m t and covariance matrix C t . The posterior density is then given by
The updating recursions for the posterior moments are then derived as follows. Assume the parameter distribution at time t − 1 is normal with mean m t−1 and covariance C t−1 . The posterior is proportional to the product of likelihood and prior; that is, we take
Since this posterior is not of a recognizable form, a normal approximation is used. Let exp{ (θ)} denote the right-side of (13). This approximation is defined by a second-order expansion of (θ) at the mode. The posterior mean and covariance are defined by
A numerical optimization scheme is used to obtain the posterior mean. Since (θ) is not concave, a global optimum is not guaranteed; however, in our examples we find that the optimizations are quite reliable.
Combined state and parameter learning in the EnKF
Given the developments above, an ensemble-based algorithm is proposed to generate a sample from the joint posterior distribution of the state and parameters in (3) at each time point. At each t, we have an analytical (discrete or normal) representation of the parameter distribution,p(θ|Y t ), along with an ensemble of states and parameters {(x
Our approach is closely related to that of Mitchell and Houtekamer (2000) , but it includes steps to update and simulate from the parameter distribution rather than obtaining θ through maximum likelihood. Our approach naturally quantifies uncertainty in the parameters, and takes this uncertainty into account when obtaining the filtering ensemble of the state.
In the following algorithm, the superscripts p and f refer to the predictive and forecast distributions, the superscript i is the ensemble index, and N is the ensemble size.
Algorithm 1: The algorithm is initialized by drawing from the initial prior: θ i ∼ p(θ) and x i ∼ N (a 0 , P 0 ) for i = 1, . . . , N . Each assimilation cycle t = 1, 2, . . . then proceeds as follows:
1. Propagate each state vector forward:
2. Approximate the likelihood function using the prior ensemble as in (9) bŷ
3. Update the analytical parameter distribution using the grid-based (Section 3.3.1) or the normal (Section 3.3.2) approximation:
4. Draw parameters from the updated posterior distribution:
5. Generate the forecast ensemble by setting
6. Draw a posterior ensemble using the analysis scheme of Burgers et al. (1998) :
and the estimated Kalman gainK t (θ) is given in (6).
Depending on which approximation method is used in Step 3 of this algorithm, we refer to it as EnKF-Grid or EnKF-Normal.
Merging our method with existing approaches
Note that our algorithm works best when the number of unknown parameters in θ is small. Hence, we recommend combining our algorithm with other approaches as much as possible.
For example, it can be combined with state augmentation (Anderson, 2001) , which works well for parameters (γ, say) that have a strong correlation with the state (e.g., parameters in M as introduced in (2)). In the algorithm above, this means replacing the state x t by the augmented state (x t , γ ) , and H t by the matrix (H t , 0) . The transition of the parameters γ is typically assumed to be constant, although it is also possible to treat γ as a time-varying parameter γ t with small artificial evolution noise (e.g., Kitagawa, 1998; Liu and West, 2001) . Equivalently, we could use covariance inflation for the parameters, which has a similar effect.
The EnKF-Grid method can also be combined with the approach of Stroud and Bengtsson (2007) to make inference on a scalar multiplicative parameter that appears in both Q t and R t . If this parameter has an inverse-gamma prior distribution, its marginal posterior distribution is also inverse gamma and available in closed form. Stroud and Bengtsson (2007) provide an EnKF algorithm to update the hyperparameters of the inverse-gamma distribution at each time point and sample from the joint filtering distribution of the state vector and the scalar parameter.
Numerical comparison and applications

Linear evolution
We first consider a linear dynamic spatio-temporal model from Xu and Wikle (2007) . The model is a vector autoregression plus noise where the state vector x t = (x t1 , . . . , x tn ) corresponds to n equally-spaced locations {1, 2, 3..., n} along a spatial transect. Following the notation in (1)- (2), the evolution mean function is linear, M t (x t−1 ) = Mx t−1 , where the propagator matrix is tridiagonal with parameters γ = (γ 1 , γ 2 , γ 3 ):
The evolution errors are spatially correlated with covariance Q(θ) = σ 2 η C(τ ), where C(τ ) is defined by the exponential correlation function c(d; τ ) = exp(−τ d), and d is the distance between locations. The initial state distribution is given by p(x 0 |θ) = N (0, σ 2 I). For the data model, we assume that observations are taken at each location, y t = (y t1 , . . . , y tn ) , and the observation matrix and error covariance matrix are given by H = I and R = σ 2 I. The signal-to-noise ratio is denoted by β = σ 2 η /σ 2 . We consider two relatively low-dimensional examples here, which (along with the assumption of linear evolution) allows us to compute the true posterior distribution of θ at each time using the Markov chain Monte Carlo (MCMC) procedure of Carter and Kohn (1994) , and to compare ours and other approaches to the true posterior distribution.
Simulation
First, we simulated observations from the true model with dimensions n = m = 20 for T = 100 time points. The true parameters were taken to be γ = (.3, .6, .1) , β = 5, τ = 1, and σ 2 = 1. For this simulation, we assumed that γ and σ 2 were known, so that θ = (β, τ ) were the unknown parameters with independent prior distributions β ∼ N + (5, 10) and τ ∼ N + (2, .16), where N + denotes a truncated normal distribution on the positive real line. We obtained the posterior distribution of the parameters θ for each time t = 1, . . . , T using Algorithm 1 with N = 100 ensemble members and no tapering or covariance inflation. The results are shown in Figure 3 . As we can see, the posterior distributions as approximated by our EnKF-Norm and EnKF-Grid procedures from Algorithm 1 are very close to the true posterior distribution obtained via MCMC, and they seem to converge to the true values of σ 2 η = βσ 2 = 5 and τ = 1. This is in contrast to the approximation of the posterior obtained by state augmentation. The flat bands for both parameters indicate that the augmentation approach does not work in this case, likely because the relationship between the covariance parameters and the observations is not linear. 
Cloud data
Next, we apply the proposed methods to the cloud motion data of Wikle (2002) . The data are cloud intensities at n = 60 equally-spaced locations along a transect at T = 80 time periods. Wikle (2002) used non-Gaussian spatio-temporal kernel models to analyze the data.
Here, since the original data, z ti , are counts with a large number of zeros, we work with the transformed observations, y ti = log(1 + z ti ). Using again the model of Xu and Wikle (2007) described above, we now treat all parameters θ = (γ , β, τ, σ 2 ) as unknown with the following prior distributions: γ|σ 2 ∼ N (.3, .3, .3) , .01σ 2 I , β ∼ N + (1, .01), τ ∼ N + (.1, .0004), and σ 2 ∼ IG(25, 2). We applied our Algorithm 1 to the data using N = 100 ensemble members and no tapering or covariance inflation. While the model includes six unknown parameters in total, the autoregressive parameters γ were included in the state and handled with state augmentation, and the technique of Stroud and Bengtsson (2007) was used for inference on σ 2 (see Section 3.4.1). This leaves us with the parameter vector θ = (τ, β) to which we apply our method.
In Figure 4 , the results are compared to the true posterior distribution as obtained by an MCMC procedure, and to Liu and West (2001) 's particle filter with state augmentation using N = 10, 000 particles and a tuning parameter δ = .98. As we can see, the EnKFGrid posterior does well and is close to the true posterior. The results for EnKF-Normal (not shown) are similar. Despite the very large ensemble size, the APF does not perform well, in that the means are way off, and the posterior uncertainty appears to be strongly underestimated.
The Lorenz 96 Model
We now consider the 40-variable system of Lorenz (1996) , commonly referred to as the Lorenz-96 model, which mimics advection at equally-spaced locations along a latitude circle. The differential equations defining the time evolution of the system are given bẏ
for k = 1, . . . , n = 40, with periodic boundary conditions. We note that the system equations contain quadratic non-linearities which define a non-linear transition function M(·), and also that Q = 0 (cf. equation (2)). Here, we set the forcing parameter F equal to 8, and the time step δ equal to 0.25, resulting in a forward map with significant nonlinearities yielding distinctly non-Gaussian forecast distributions (see Fig. 2 in Bengtsson et al., 2003) . A numerical solver is used to propagate the system over time.
We simulate the true value x * 0 of the initial state from a long run of the Lorenz-96 model. At each time δt, t = 1, 2, . . . , 250 we take m = n noisy observations according to (1) with H = I. We assume spatially correlated observation errors, with R ≡ R(θ) defined by the Matérn covariance model
where σ 2 is the sill parameter, λ is the spatial range parameter, ν is the smoothness parameter, and the distance d between x t,i and x t,j is defined as min{|i − j|, 40 − |i − j|}. Data are simulated using the parameter values (σ 2 , λ, ν) = (1, 1, .5). We take the initial state distribution to be x 0 ∼ N (x * 0 , 0.25I), and assume the following independent prior distributions for the parameters: σ 2 ∼ IG(5, 5), λ ∼ N + (1, .64), and ν ∼ N + (.25, .25). Using the method of Stroud and Bengtsson (2007) to handle σ 2 , we applied our EnKFGrid algorithm for inference on λ and ν to the resulting simulated data with 20 grid points per parameter, N = 100 ensemble members, and a Gaspari and Cohn (1999) taper with range 12. The marginal posterior distributions of the three parameters over time are shown in Figure 5 . As we can see, the posterior distributions again seem to be converging to the true values. The EnKF-Grid also produces estimates of the joint posterior distribution of the parameters. Figure 6 shows the strong posterior dependence between λ and ν at several time points.
Conclusions
We have presented new algorithms for sequential state and parameter estimation that combine information about the parameters from data at different time points in a consistent probabilistic framework. The algorithms obtain the marginal posterior distribution of the parameters at each time point using a grid or normal approximation, while the distribution of the states given the parameters is obtained by the EnKF. The methods can also be combined with existing approaches for parameter estimation in the EnKF, such as state augmentation. We have shown in several numerical examples that the posterior distribution of the parameters as approximated by our methods is close to the true posterior, converges to the true parameter value, and strongly outperforms popular existing approaches.
While the current software implementation of our approach is not suitable for applications with truly high-dimensional states, we expect our methods to work in high dimensions as well, as long as the embedded EnKF is well suited and well tuned to the application if the parameters are known.
A separate question is how our method will scale to high-dimensional parameter vectors (i.e., a large number of unknown parameters). The computational cost of the EnKF-Grid approach is exponential in the number of unknown parameters, and this approach is hence most suitable when the number of parameters (minus the parameters that can be handled by state augmentation and other methods) is in the single digits. The computational cost of the EnKF-Normal approach is cubic in the number of parameters and should thus scale to moderately high parameter dimensions, although the cost of the optimization procedure to find the posterior mode at each time point might become prohibitive. Note that our methods "break" the dependence between the parameter approximations at successive time points and are, in their present form, unable to approximate the joint dependence structure in the posterior distribution of the parameters at different time points. This could potentially be remedied using a shift-based update to the parameters. In the case of the normal approximation, this shift would be similar to the one used for the state update in the EnKF, while in the grid-based approximation a shift based on a piecewise linear approximation (cf. Anderson, 2010) to the parameter density might be possible.
