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Group-IV – Vacancy color centers in diamond are fast emerging qubits that can be harnessed in
quantum communication and sensor applications. There is an immediate quest for understanding
their magneto-optical properties, in order to select the appropriate qubits for varying needs of
particular quantum applications. Here we present results from cutting edge ab initio calculations
about the charge state stability, zero-phonon-line energies, spin-orbit and electron-phonon couplings
for Group-IV – Vacancy color centers. Based on the analysis of our results, we develop a novel spin
Hamiltonian for these qubits which incorporates the interaction of the electron spin and orbit coupled
with phonons beyond perturbation theory. Our results are in good agreement with previous data
and predict a new defect for qubit applications with thermally initialized ground state spin and long
spin coherence time.
I. INTRODUCTION
In recent years vacancy-impurity defects in diamond
have become of high interest and are important because
they show great potential in various quantum technology
applications. In particular, the spin properties of the neg-
atively charged silicon-vacancy [SiV(−)] color center1–4
with a zero-phonon line (ZPL) energy at 1.682 eV and
S = 1/2 spin has been recently studied for qubit appli-
cations5–10. As this defect has inversion symmetry (D3d
point group) it does not directly couple to external elec-
tric field, and as a consequence, SiV(−) possesses nar-
row11 inhomogeneous linewidth and negligible spectral
diffusion7,8. In addition, ∼70% of the total emission oc-
curs in ZPL emission5, with a corresponding Huang-Rhys
factor of 0.3. These properties are promising for realizing
solid-state sources of indistinguishable single photons for
quantum communication applications8. The fine split-
ting in the ground and excited levels caused by spin-orbit
coupling (SOC) is harnessed to realize Λ scheme qubit
operation12, however, the spin coherence time of 35 ns
(see Refs. 7 and 13) is short because of the fast scatter-
ing of the electrons between the sublevels in the ground
state mediated by the dynamic Jahn-Teller (DJT) effect
even at T=4.5 K. Improvement on the spin coherence
time can be achieved by cooling down the system be-
low T=0.5 K14,15 that suppresses the density states of
the phonons that can mediate this process. Let us men-
tion here that SiV(−) has also been proposed for optical
thermometry at the nanoscale using the temperature de-
pendent shift of the ZPL16. We further note that the
neutral SiV, SiV(0), with a ZPL at 1.31 eV and S = 1
spin17, exhibits spin coherence time almost up to a sec-
ond18 and relaxation time nearly a minute18. SiV(0) is
associated with the KUL1 electron paramagnetic reso-
nance (EPR) center4,17,19,20. We note that SiV(0) can
be found in special diamond samples where boron and
silicon doping should be simultaneously realized during
the diamond chemical vapor deposition (CVD) growth18.
Inspired by the success of SiV(−) color center, germa-
nium, another Group-IV element in the periodic table,
was introduced into the diamond lattice, either by CVD
growth21–23 or high pressure high temperature (HPHT)
synthesis24–27. In all samples, a new ZPL line at 602 nm
(2.06 eV) was observed in the PL spectrum, and unam-
biguously identified as a Ge related center because of
the isotopic shift in the ZPL line24 and its first vibronic
peak25, and the anharmonicity of this peak28 in the PL
spectrum. Theory predicted21,29 that this defect pos-
sesses the same D3d symmetry like SiV does. The ob-
served optical transitions support this conclusion 21,24,
thus the defect is indeed GeV(−). The 2.06-eV line has
narrow (5 nm) ZPL linewidth even at room temperature,
short excited state lifetime30 (6-7 ns). The majority of
the emission is concentrated in the ZPL emission24, with
a Huang-Rhys factor of 0.5. Very recently, the spin re-
laxation and coherence times have been observed in Ge-
doped diamond samples at T1 ∼ 0.34−25 µs and T2 ∼ 19
ns (see Ref. 27), respectively, at T=2 K. We note that
the signatures of GeV(0) with S = 1 spin have been ob-
served in EPR spectrum in HPHT diamond31,32. This
defect might have improved spin properties similar to
those of SiV(0). The optical signature of GeV(0) has not
yet been identified.
Simultaneously with the preparation of this paper, Sn-
related PL centers have been reported in Sn implanted di-
amond33,34, where Sn is another Group-IV element next
to germanium in the periodic table. In particular, the
620.3-nm PL signal showed the same fine level structure
in PL like that of SiV(−) and GeV(−)34. By the use
of this analog, they concluded that 620.3-nm center is
associated with SnV(−). The spin properties and other
charge states of this defect have not been reported. Next
to tin, lead is the next Group-IV element in the periodic
table. To the best of our knowledge, no Pb-related color
centers have been reported in diamond so far.
Understanding the magneto-optical properties and
spin coherence time of Group-IV – Vacancy color cen-
ters is of immediate interest and high importance in the
fast emerging field of solid state qubits. Here we present a
systematic study on the magneto-optical properties of the
Group-IV – Vacancy defects, including Si, Ge, Sn and Pb
impurities, by means of cutting edge first principles meth-
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2ods. In Sec. II, we describe the first principles method-
ology for calculating the electronic structure, spin-orbit
interaction and electron-phonon coupling of the systems.
We then continue with detailed description of the results
in Sec. III where we discuss the photostability and spin
Hamiltonian of the qubits. We find that PbV color center
exhibit superior spin properties over the other Group-IV
– Vacancy color centers. Finally, we conclude the results
in Sec. IV. We give additional data and derivation on
the developed spin Hamiltonian in the Appendices.
II. METHODS
We characterize point defects embedded in diamond
within spin-polarized density functional theory (DFT) as
implemented in the vasp 5.4.1 code35. Our DFT method
is within Born-Oppenheimer approximation, as ions are
treated as classical particles. By varying the positions of
ions one can achieve an adiabatic potential energy sur-
face (APES) map of the system. The global minimum of
APES defines the optimized geometry of the system. We
reach this minimum upon relaxing the atomic positions
till the force acting on every ion falls below 10−2 eV/A˚.
We embed the point defects into a 512-atom diamond su-
percell, which suffices to sample the Brillouin-zone only
at the Γ-point for converged charged density. A relatively
low energy cutoff (370 eV) for the expansion of the plane
waves within the applied projector-augmentation-wave-
method (PAW)36,37 yields converged results. We calcu-
lated the excited states with the constrained-occupation
DFT method (CDFT)38. We relaxed the atomic posi-
tions by minimizing the forces acting on them in the ex-
cited electronic state within CDFT method. The elec-
tronic structure is calculated using HSE06 hybrid func-
tional39,40 within DFT. This technique reproduces the
experimental band gap and the charge transition levels
in Group-IV semiconductors within 0.1 eV accuracy41.
This procedure also yields excellent results for the zero-
phonon-line energy of SiV(−) center in diamond4. We
determine the adiabatic charge transition levels or pho-
toionization energy thresholds as
E(q|q + 1) = Eqtot − Eq+1tot + ∆Eqcorr −∆Eq+1corr , (1)
where the ∆Eq is the total energy correction for the point
defect with q charge by following the procedure of Lany
and Zunger42,43, while the Eqtot the total energy of the
system including the ions and electrons. We will provide
these charge transition levels graphically with respect to
the valence band maximum in Fig. 1.
For the calculation of the phonon sideband of the PL
spectrum, we calculated the vibration modes of the de-
fects in a quasiharmonic approximation in the ground-
state at high symmetry, with equal occupation of the de-
generate orbitals in the band gap. We used the numerical
derivatives of the forces to generate the Hessian matrix
that we diagonalized to obtain the phonon frequencies
and normal modes. The geometry is preoptimized with
the very strict force criterion of 10−4 eV/A˚for the vibra-
tion calculations. We consistently applied the computa-
tionally powerful Perdew-Burke-Ernzerhof (PBE) func-
tional44 in this procedure that reproduces the calcu-
lated HSE06 phonon spectrum of the perfect diamond
within 5 cm−1 and the quasilocal modes of SiV(−) within
2 cm−1.
We determined the spin-orbit coupling (SOC) in non-
collinear approach as implemented in VASP 5.4.1 for
the negatively charged Group-IV – Vacancy centers, or
briefly, XV centers. We set the quantization axis of the
spin along 〈111〉 direction, the C3 rotation axis of the
XV point defects. We determined the SOC parameters
by HSE06 DFT functional, which has generally provided
accurate results for the spin-orbit splitting of nitrogen-
vacancy center in diamond45. SOC is a small pertur-
bation to the electronic structure of the system, thus we
fixed the atomic positions in the high symmetry D3d con-
figuration as obtained from the previous spin-polarized
DFT geometry relaxations. As was reported in our pre-
vious study4 for SiV center and is also shown in Sec. II
for other XV centers, a double degenerate eg{x,y} level
appears in the gap, which will be occupied by three
electrons in the negatively charged state, which can be
treated as a single hole on this state. After applying the
SOC on the system, eg± = 1√2 (egx ± iegy) states split by
λ0 (see Fig. 1 for the electronic structure) which comes
from the z component of SOC. By using CDFT proce-
dure it is feasible to introduce the hole either on the eg+
or eg− state, and the calculated total energy difference is
the strength of spin-orbit coupling. The Hamiltonian of
SOC coupling is the following:
HˆSOC = −λ0LˆzSˆz = −λ0
2
[∣∣∣e↑g+〉〈e↑g+∣∣∣+ ∣∣∣e↓g−〉〈e↓g−∣∣∣− ∣∣∣e↑g−〉〈e↑g−∣∣∣− ∣∣∣e↓g+〉〈e↓g+∣∣∣] (2)
where Lˆz is the effective orbital moment operator (L = 1)
of the electron, while Sˆz is the electronic spin. We find
that half of this total energy difference is equal within
10−7 eV to the split of eg+ and eg− Kohn-Sham levels
when these two states are occupied by half-half electrons.
Thus, the strength of SOC can be calculated by the half-
half occupation of the e states with following the SOC
splitting of these eg states. The negative sign of λ0 ac-
counts for the fact that eg particle is a hole and not an
electron. The SOC Hamiltonian (2) can be expressed
3with the Pauli matrices HˆSOC =
λ0
2 σy where
σy =
( −i
i
)
, (3)
that represent the eg± electron states.
We note that the dynamic Jahn-Teller (DJT) effect
quenches the orbital moment, at least partially, known as
the Ham effect46–48. The intrinsic λ0 that we calculate
directly from Kohn-Sham orbitals, is severely reduced by
the Ham reduction factor p, thus λHam = pλ0 reduced
value is observed in the experiments.
We now discuss two cases: (i) the electron-phonon cou-
pling manifested as DJT effect is significantly larger than
spin-orbit coupling, so one can solve first the electron-
phonon system and then calculate the spin-orbit ener-
gies as a first perturbation acting on the resultant vi-
bronic wavefunctions; (ii) the electron-phonon coupling
and spin-orbit coupling are in the same order of magni-
tude, so the orbital, spin, and phonon degrees of freedom
of the wavefunction are strongly coupled which requires
the exact diagonalization of the sum of spin-orbit and
electron-phonon Hamiltonians, respectively. We call the
first case as Ham reduction factor solution whereas the
second case the exact diagonalization procedure.
We first describe the case (i) where we define the
electron-phonon Hamiltonian caused by DJT effect. The
DJT effect is the interaction of an Eg type quasilocalized
vibration mode with the eg electron orbital, known as
E × e DJT system. The Hamiltonian of such system is
the following:
HˆDJT = h¯ωe
(
a†xax + a
†
yay + 1
)
+ F (xˆσz − yˆσx) +G
[(
xˆ2 − yˆ2)σz + 2xˆyˆσx] , (4)
where the a†x,y, ax,y are the creation and annihilation
operators of the Eg vibration mode, respectively. The
system is a twodimensional harmonic oscillator with fre-
quency ωe, where the terms labeled by F and G param-
eters are the corresponding linear and quadratic part of
DJT. The σi operators are twodimensional Pauli matri-
ces
σz =
(
1
−1
)
σx =
(
1
1
)
(5)
representing the egx and egy electrons, respectively. F
and G parameters are the values describing the Jahn-
Teller distortion through (xˆ, yˆ) = 1√
2
(
a†(x,y) + a(x,y)
)
operators. F and G parameters can be easily derived
after the APES of the DJT system is determined. The
energy gain from the symmetry distortion (see Chap-
ter 3.2. in Ref. 47) to one of the three global minima
is EJT =
F 2
2(h¯ωe−2G) , and the barrier energy separating
the these three minima is δJT =
4EJTG
h¯ωe+2G
. For SiV(−),
GeV(−), and with less extent, for SnV(−) in the ground
state, the energy gain from DJT, i.e., EJT is orders
of magnitude larger than the energy of SOC coupling.
Thus, SOC can be evaluated as a perturbation on the
DJT groundstate wavefunction, where the electrons and
vibrations are entangled. We determine the eigenvalues
of the Hamiltonian in Eq. (4) numerically with the fol-
lowing series of expansion,∣∣∣Ψ˜±〉 = ∑
n,m
[cnm |eg±〉 |n,m〉+ dnm |eg∓〉 |n,m〉] . (6)
We then express the SOC splitting within perturbation
theory as λHam = 2
∣∣∣〈Ψ˜±∣∣∣ HˆSOC ∣∣∣Ψ˜±〉∣∣∣ = pλ0. We limit
the series expansion of the twodimensional harmonic os-
cillator |n,m〉 up to ten quanta, thus n+m ≤ 10. From
this expansion, the p reduction factor can be expressed
as p =
∑
n,m
(
c2nm − d2nm
)
with cnm and dnm expansion
coefficients (see Appendix B for derivation) .
We next describe case (ii) where DJT and SOC ener-
gies are comparable, so the corresponding Hamiltonians
in Eqs. (4) and (2) should be added and solved simulta-
neously with coupled orbital, spin and phonon wavefunc-
tions. Here we expanded the polaronic wavefunction Ψ˜Γ
with the spin degrees of freedom as∣∣∣Ψ˜Γ〉 = ∑
n,m
[cχnm |eg±〉 |n,m〉 |χ〉+ dχnm |eg∓〉 |n,m〉 |χ〉]
(7)
and then directly diagonalize the Hamiltonian including
the SOC and DJT effects simultaneously, where χ can
be either ↑ or ↓ spin state. This solution represents a
coupling between spins and phonons and goes beyond the
perturbation theory of SOC acting on the polaronic wave-
functions. Here, the subindex Γ refers to the total angu-
lar momentum of the wavefunction which is either 3/2 or
1/2 (see also Appendix C). We note that the simultane-
ous treatment of SOC and DJT in E× e JT systems has
been only considered for very small molecules at ab initio
level in the literature so far49,50. However, extensive ab
initio study on point defects in solids, with a model con-
sisting of hundreds of atoms, has not yet been performed,
to the best of our knowledge. As we will show below our
methodology is able to reproduce previous experimental
data.
III. RESULTS
All the Group-IV impurities reside in the symmetric
split-vacancy configuration in diamond according to our
calculations that results in a D3d symmetry. The split-
4vacancy configuration may be labeled as V-X-V which
implies that the ’X’ impurity atom lies at an interstitial
position, more precisely, at the inversion point of the di-
amond lattice halfway between two adjacent vacancies,
or briefly, in divacancy. Nevertheless, the quantum op-
tics groups labeled these defects by XV in the literature,
thus we consequently used this notation in the Introduc-
tion and the rest of the paper. According to this descrip-
tion, this type of defects exhibits an inversion symmetry
which adds a parity to the wavefunctions, odd (ungerade)
and even (gerade), labeled by u and g, respectively. One
can construct the possible single electron orbitals from
the defect-molecule model. There are 6 carbon dangling
bonds pointing towards the impurity atom, from which 6
orbitals emerge in D3d symmetry: a1g+a2u+eu+eg. The
corresponding orbitals are filled with 10 valence electrons
where 6 electrons comes from the dangling bonds and 4
electrons from the impurity atom. As discussed previ-
ously for SiV defect4, only the eg orbital appears in the
gap which is filled by two electrons with parallel spins in
the neutral charge state (see also Fig. 1) whereas the a1g
and a2u levels fall inside the valence band and eu level is
resonant with it. The same eg orbital occurs in the gap
for the other XV defects. The in-gap optical excitation
involves an eu orbital resonant with the valence band
(VB) that pops up in the gap in the excited state elec-
tronic configuration. Special bound exciton states might
occur between in-gap↔ band edge optical excitation that
might also lead to photoionization. The electronic struc-
ture of the neutral XV complexes implies that charge
states from (2+) to (2−) can exist depending on the posi-
tion of the (quasi) Fermi-level in diamond. Here, we focus
our study on the (−) charge state (coherent dark states
in the prototype SiV(−) qubit10) and the neutral charge
state (optical spin polarization with long spin coherence
time of prototype SiV(0)18), i.e., their charge state stabil-
ity. We provide trends for the magneto-optical properties
of the negatively charged XV complexes.
A. Charge state stability of the XV defects
A general trend in the electronic structure of XV de-
fects is that the eg level shifts up with increasing atomic
number of Group-IV impurity atom (see Fig. 1) which has
a consequence on the formation energies and the corre-
sponding adiabatic charge transition levels too. In order
to readily see the trends, the calculated (−)→(0) and
(0)→(−) transition energies are also plotted in Fig. 2,
where the first and second transition is associated with
promoting an electron from the defect level to the con-
duction band and from the valence band to defect level,
respectively, but the plot depicts the charge transition
levels with respect to the valence band maximum. The
stability window of (−) state shifts up in the gap with
increasing atomic number of Group-IV impurity atom.
SnV(−) and PbV(−) can only be stable by providing
substitutional nitrogen donors in the diamond sample.
The photostability of PbV(−) requires special attention
as the (−) state can be converted to (0) by illuminating
the sample in the visible region, by ∼2.6 eV, that it is
close to its ZPL energy of about 2.4 eV (see Table I).
On the other hand, photoexcitation in the visible region
may convert (−) state to (2−) charge state for SiV, GeV
and SnV defects. For isolated SiV(−), ultraviolet (UV)
light would be needed to reionize (2−) to (−) by single
photon absorption that is difficult to realize in the ex-
periments. On the other hand, violet and blue illumina-
tion can reionize GeV(2−) and SnV(2−) to GeV(−) and
SnV(−), respectively. The (2−) charge state is a spin sin-
glet, nevertheless, a shelving triplet bound exciton state
might exist that can be accessed by optical pumping at
∼2.4 eV and ∼1.8 eV for SnV(2−) and PbV(2−), respec-
tively. The stability window of S = 1 (0) state of GeV,
SnV and PbV also shifts up in the gap with increasing
the atomic number of the Group-IV impurity atom.
One can conclude that SnV(−) defect should be very
photostable whereas isolated SiV is trapped in the (2−)
charge state once SiV(−) has been photoionized into
that state. On the other hand, there is a small energy
margin between the calculated neutral excitation energy
(∼2.43 eV) and (−)→(0) transition energy (∼2.6 eV) for
PbV(−), thus this defect can be photoionized into the
(0) charge state by blue illumination into the phonon
sideband.
We note that the neutral XV(0) with S = 1 ground
state may also act like a qubit, with presumably long
electron spin coherence time in good quality of diamond.
Our calculations show that SnV(0) and PbV(0) defects
can be engineered into typical diamond samples where
nitrogen contamination occurs, in contrast to the case of
SiV(0) defect, which requires boron doping of diamond.
Formation of GeV(0) requires very low nitrogen concen-
tration or compensation of nitrogen donors by acceptors.
B. Photoluminescence of XV(−) defects
The photoluminescence can be described by sponta-
neous emission from the optically lowest energy excited
state to the groundstate. The lowest energy excited state
can be understood as promoting an electron from the eu
orbital to the eg orbital in XV(−) defects. As a con-
sequence, the excited state is 2Eu and the ground state
is 2Eg in the negatively charged state (see Ref. 4 and
Fig. 1). Both 2Eu and
2Eg states are dynamic Jahn-
Teller systems4,6,51. We find a general trend in the cal-
culated Jahn-Teller energy, EJT, as a function of the
atomic number of the Group-IV impurity atom, where
EJT is defined as the total energy difference in the high
symmetry D3d geometry and the lowest energy C2h ge-
ometry in the adiabatic potential energy surface (APES)
(see Fig. 3). The ZPL energies are calculated by taking
the lowest APES energy in C2h symmetry both in the
ground and excited state (see Table I) that we call here
an ”average” method. Interestingly, the calculations do
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FIG. 1. Kohn-Sham single particle levels and charge transition levels of XV defects for X=Si, Ge, Sn, and Pb. We note that
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at 5.4 eV. We note that these energies do not contain spin-
orbit energy corrections. See text for explanation.
not predict linearly increasing trend in the ZPL energies
by increasing the atomic number of the Group-IV im-
purity but the ZPL of SnV(−) should be smaller than
that of GeV(−). This agrees well with the very recent
experimental data34.
Regarding XV(−) qubits or qubit candidates, we show
the calculated average ZPL energies compared to the ex-
perimental ones when available (see Table I). The calcu-
lated average ZPL energies, that do not contain the zero-
point energies and spin-orbit couplings in the ground and
excited state, somewhat overestimate the experimental
ones. By an accurate calculation of the zero-point ener-
gies within our DJT treatment together with the spin-
orbit coupling, brings the computed ZPL energies closer
to the experimental ones, with respect to the average
ZPL energies. Nevertheless, both methods are accurate
within 0.1 eV (see Fig. 2). This gives us confidence that
the calculated ZPL energy of PbV(−) is well predicted.
TABLE I. The calculated zero-phonon-line (ZPL) energies
and Huang-Rhys factors (S) for XV(−) defects are given
and compared to the experimental data (ZPLexp and Sexp).
Here we provide the average ZPL values in C2h symme-
try [ZPL(C2h)] and within exact calculation of dynamic
Jahn-Teller (DJT) effect together with spin-orbit coupling
[ZPL(SOC)]. The latter more accurate method brings our re-
sults closer to the experimental values. See text for explana-
tion.
SiV GeV SnV PbV
ZPL(C2h) (eV) 1.72 2.15 2.11 2.45
ZPL(SOC) (eV) 1.70 2.12 2.09 2.40
S 0.27 0.50 0.89 1.60
ZPLexp (eV) 1.68
a 2.06b 2.00c n.a.
Sexp 0.24
d 0.50e 0.89a n.a.
a Ref. 52
b Ref. 24, 25, and 53
c Ref. 34
d Ref. 54 and 55
e Ref. 24
As can be read out from Table I the nature of ZPL tran-
sition involves polaronic states together with spin-orbit
effects (see Appendix C). Thus, perturbation effects, e.g.
strain or temperature, on ZPL energies should involve the
complex analysis of this coupled spin-orbit-phonon sys-
tem. The calculation of spin-orbit coupling and electron-
phonon coupling will be described in the next sections.
Because the excited states can be well described by
promoting an electron from the eu orbital to the eg or-
bital according to our CDFT calculations, therefore, the
optical transition dipole moment for XV(−) defects can
be well approximated by calculating the optical dipole
moment µ between these Kohn-Sham states. The ra-
diative lifetime of these color centers then can be calcu-
lated56 as
τ =
nω3|µ|2
3pi0
, (8)
6(e4ue3g)
~λg|2Eg〉
|Eu3/2〉
|Eg3/2〉
~λe
|Eg1/2〉
|Eu1/2〉
En
er
gy
Configuration Coordinate
Rg
2Eg E
g
JT
EuJT
2Eu
Ru
|eu−〉↑
|eu+〉↑
|eu−〉
↑
|eu+〉
↑
|eg−〉↑
|eg+〉↑
|eg−〉
↑
|eg+〉
↑
(e3ue4g)
|2Eu〉
(b) (c)
ZPL
-90
-80
-70
-60
-50
-40
-30
-20
-10
0
-2
0 10
2 3
- 1
-3-3
-2
- 1
1
2
3
En
er
gy
 (m
eV
)
0
-80
-60
-40
-20
-100
(a)
JTδ
EJT
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sideband, whereas the black line defines the zero-phonon line transition (ZPL). The spin-orbit coupling (λ) split 2Eg and
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ZPL states apart into Eg1/2,Eg3/2,Eu1/2,Eu3/2 Kramers doublets where 3/2 and 1/2 refers to an effective total angular momentum
of the electronic states. The doublets may further split into individual e
↑/↓
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where n is the refractive index and h¯ω is the excitation
energy. The calculated radiative lifetimes are listed and
compared to the observed PL lifetime of the XV(−) de-
fects in Table II. A general trend is that the computed
radiative lifetime somewhat decreases with increasing
atomic number of the impurity atom but basically they
are all in the same order of magnitude. The predicted
short radiative lifetime (≈3 ns) of PbV(−) center is fa-
vorable for quantum emitter applications. We note that
the observed PL lifetime of SiV(−) is significantly shorter
than its computed radiative lifetime. We attribute this
effect to the strong non-radiative processes which we ten-
tatively assign to the ionization process that competes
with the neutral excitation process (see also a recent pho-
toluminescence excitation observation in Ref. 57). The
calculated (2 − |−) charge transition level of SiV(−) at
≈2.05 eV is very close to the energy of the phonon side-
bands of neutral excitation whereas the energy between
these two increases with increasing atomic number of the
impurity atom that should suppress this type of non-
radiative processes. In addition, the optical gap also sig-
nificantly larger for GeV(−), SnV(−), and PbV(−) than
that of SiV(−), which also suppresses the direct non-
radiative decay induced by phonons in the former color
centers.
The phonon sideband in the PL spectrum is deter-
mined within the Huang-Rhys (HR) theory (see the orig-
inal theory in Ref. 59 and our implementation in Ref. 60
TABLE II. The calculated radiative lifetimes (τrad) versus the
observed photoluminescence lifetimes (τPL) for XV(−) color
centers at cryogenic temperatures. We used the experimental
ZPL energy where available in the calculation of τrad. We note
that τPL involves both radiative and non-radiative processes.
SiV(−) GeV(−) SnV(−) PbV(−)
τrad (ns) 12.13 6.62 5.49 2.88
τPL (ns) 1.72
a ∼6b ∼5c n.a.
a Ref. 58
b Ref. 30
c Ref. 30
that is based on Ref. 61). We calculate the HR spec-
tra between two statically distorted Jahn-Teller struc-
tures as depicted in Fig. 3. By this way, we can take
into account the contribution of the eg phonons in the
PL spectrum that are responsible for the most intense
phonon sidebands for SiV(−) and GeV(−) defects. These
eg phonons are bulk-like in nature and do not localize on
the defect. The participation of these eg phonons in the
phonon sideband is a consequence of the dynamic Jahn-
Teller nature of the groundstate and excited state. We
note that quasilocal vibration modes are also visible as
relatively sharp features in the PL spectrum of SiV(−)
and GeV(−) at about 62 meV and 43 meV, respectively,
that are not reproduced by our method. Based on the
7calculated vibration spectrum of SiV(−) defect in our
previous study62, we associate this feature with the eu
quasilocal vibration modes of the defects that involve
the (x, y) motions of the impurity atom. Principally, the
usual Franck-Condon approximation on the luminescence
of polyatomic systems does not allow the participation of
ungerade modes in the PL process, thus the observations
might be explained by invoking the Herzberg-Teller effect
that goes beyond the Franck-Condon approximation (see
Ref. 62 for details). This issue is beyond the scope of the
present study, and we rather focus on the general trends
in the PL spectra. As can be seen in Fig. 4 the con-
tribution of phonons to the PL spectrum increases with
increasing atomic number of Group-IV impurity. In par-
ticular, the contribution of a1g phonons significantly in-
creases because the geometry change between the ground
and excited state’s geometries increases, as measured by
the Huang-Rhys factor S. This can be understood by the
size of the heavy atoms that cannot readily be accom-
modated by the divacancy of diamond and they start
to substantially distort the diamond lattice. We note
that this trend is disadvantageous for creating very ef-
ficient single photon sources emitting light dominantly
in the zero-phonon emission, nevertheless, the calculated
S = 1.60 factor for PbV(−) is still much smaller than
that S ≈ 3.5 for NV(−) center in diamond (see Ref. 45
for detailed analysis).
C. Effective spin-orbit coupling in XV(−) defects
A splitting occurs in both the 2Eu and
2Eg levels due
to spin-orbit coupling (SOC) between the S = 1/2 elec-
tron spin and the double degenerate orbital forming two
Kramers doublets that we call zero-field-splitting (ZFS)
where zero-field refers to zero external magnetic field.
In DJT systems, the spin-orbit coupling can reduce the
effective SOC by the p Ham reduction factor46,63. We
use here the same ab initio theory to calculate the p
factor as we demonstrated for the 3E excited state of
the negatively charged nitrogen-vacancy center in dia-
mond45. This requires to calculate the full APES in the
corresponding electronic state as depicted in Fig. 3. Here
we note that EJT decreases with increasing atomic num-
ber of Group-IV impurity (see Table III). This results in
smaller damping of SOC with increasing atomic number
of Group-IV impurity. The intrinsic spin-orbit coupling is
determined as described in Sec. II. Accurate calculation
of spin-orbit coupling requires scaling method in giant
supercells (see Ref. 45 and Appendix A). The results are
summarized in Table III.
The general trend is that the λ0 rapidly grows with
increasing atomic number of Group-IV impurity. In the
2Eg ground state, there is a turning point for PbV(−)
defect where λ0 is greater than EJT, thus SOC is not a
small perturbation w.r.t. electron-phonon coupling but
the electron-phonon Hamiltonian has to be parallel di-
agonalized together with the spin-orbit Hamiltonian (see
Sec. II and Appendix C). As a consequence, the esti-
mated ZFS between the sublevels of 2Eg ground state is
around 18.7 meV with the Ham reduction scheme (λHam),
and 18.1 meV (λ) with the exact diagonalization (see
Tab. III for details). The p Ham reduction parameter
also increases with increasing atomic number of Group-
IV impurity because EJT decreases whereas the vacancy
related ωe vibration modes are relatively insensitive to
the type of Group-IV impurity atom.
We calculated the p reduction factors for the 2Eu ex-
cited state of the XV(−) defects too (see Table III). In
the excited state, the Ham reduction factors are signifi-
cantly smaller than those in the groundstate because the
EJT energies are larger in the excited state than those in
the groundstate (c.f. Table III). We think that the larger
electron density in the interstitial region around the im-
purity atom in the 2Eu state contributes to form long
bonds between the carbon atoms around the impurity
atom and thus makes the Jahn-Teller distorted structure
more favorable in that state than in the 2Eg state. Sur-
prisingly the Ham factor p scheme provides reasonable
results even for the optically excited state of PbV(−) for
which λ0 > EJT, nevertheless, exact diagonalization of
the adjoint DJT and SOC Hamiltonians is needed for ac-
curate results. We show a graphical interpretation for the
spin-orbit and electron-phonon coupled systems in Fig. 5.
We expand the series expansion with the spin degrees of
freedom in Eq. (6) then directly diagonalize the Hamilto-
nian including the SOC and DJT effects simultaneously.
As long as λ0  EJT SOC is only a small perturbation
over the polaronic DJT groundstate, and the 2Eg,u 4×
degenerate level is split into double degenerate Eg,u3/2
and Eg,u1/2 levels. We label this splitting with λ in Fig. 5
that is directly observed in the fine structure of the ZPL
optical emission. The perturbative approach of SOC is
valid mostly for the SiV(−) system, especially on its op-
tically ground state (a), thus approximation of λ with
λHam is valid. If SOC energy is higher than EJT then
Ham reduction scheme still provides surprisingly good
results when compared to those from exact diagonaliza-
tion. Considerable deviations only begin to appear for
PbV(−) (see also Table III). For SiV(−), the plotted
data is symmetric respect to the x = 0 axis as the Eu1/2
is increased by pλ0/2 energy and Eu3/2 is decreased by the
same amount. However, for the excited state of PbV(−),
this is not symmetric. The SOC systematically shifts the
eigenvalues to the left in x-axis. In this case, the Eu1/2
state contains larger contribution from spin-orbit favored
e↓u− and e
↑
u+ states rather than from the unfavorable e
↑
u−
and e↓u+ states, indicating that the DJT and SOC Hamil-
tonians should be solved simultaneously.
D. Spin Hamiltonian for Group-IV – Vacancy
qubits and its implications
By applying an external constant magnetic field, the
spin double degenerate levels of the XV(−) color centers
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FIG. 4. Experimental and theoretically predicted luminescence lineshapes of XV(−) complexes. The red-green-blue curves
are theoretical predictions with HR theory, while the black lines are the actual experimental data for SiV(−) and GeV(−).
The blue curves contain only the effect of totally symmetric a1g phonons whereas the green curves add the contribution of eg
phonons that appear due to the Jahn-Teller nature of the electronic states. The experimental curve for SiV(−) and GeV(−) is
taken from Refs. 11 and 25, respectively. For SnV(−), we use the 620.3-nm PL spectrum that has been recently recorded in
Sn-implanted diamond sample at room temperature (Ref. 34). We show the room temperature theoretical spectrum for SnV
in the red plot. We set the linewidth of ZPL to match with the experimental data as our present method cannot determine the
ZPL broadening. S values are the calculated Huang-Rhys factors taken from our simulations (sim.) or experiments (exp).
may split. Previously, a spin Hamiltonian was deduced
for SiV(−) qubit6 to describe this feature that we further
develop based on the coupled spin-orbit-phonon Hamil-
tonian for the groundstate (g) and excited state (u) as
follows
Hˆg,ueff =− (pg,uλg,u0 +KJT )︸ ︷︷ ︸
−λg,u
LˆzSˆz + µBp
g,ugg,uL︸ ︷︷ ︸
fg,u
LˆzBz+
+ µBgSSˆB − 2δg,up gg,uL︸ ︷︷ ︸
2δg,uf
SˆzBz + Υˆstrain,
(9)
where gS = 2.0023 is the g-factor of the electron, µB
is the Bohr-magneton of the electron, B is the external
homogeneous magnetic field, Bz is its z component with
z-axis parallel to the symmetry axis of the defect. We
note that the hypefine interaction between the electron
spin and nuclear spins in the diamond lattice or with the
impurity atom is not considered here. In the braces we
merge the different effects into single effective parame-
ters where we follow the nomenclature of Ref. 6 for the
two common parameters λ and f , whereas parameter δf
appears as a new parameter according to our derivation.
Our derivation reveals the microscopic origin of the spin
Hamiltonian merged parameters that will be discussed
below. The operator Lˆz acts on the Eg,u orbitals as ±1,
where g and u refers again to the parity of the wavefunc-
tions with g groundstate and u optically allowed excited
state.
The derivation of the terms can be found in Ap-
pendix C and D. Here we discuss all the resultant terms
in our spin Hamiltonian in details. The first term in
Eq. (9) contains an effective spin-orbit splitting. We first
note the negative sign which originates from the three-
electron many-body Eg and Eu states. As a consequence,
Eg,u3/2 is lower in energy than the Eg,u1/2, in contrast to
9TABLE III. The calculated basic parameters of the APES such as EJT Jahn-Teller energy, δJT barrier energy and the h¯ωe
energy of the effective eg phonon driving the Jahn-Teller effect are shown as well as the calculated λ0 intrinsic spin-orbit
coupling and p Ham reduction factor, and the deduced λHam = pλ0 effective spin-orbit coupling for the
2Eg optically ground
state and 2Eu excited state of XV(−) defects. The calculated zero-field splitting (λ) is for comparison to the experimental
value (λexp). We determine the calculated λ values beyond the simple Ham reduction theory where we treat the SOC and DJT
Hamiltonians simultaneously (see Fig. 5 for graphical interpretation).
system λ0 (meV, GHz) EJT (meV) δJT (meV) h¯ω (meV) p λHam (GHz) λ (GHz) λexp (GHz)
SiV(2Eg) 0.82, 198 42.3 3.0 85.2 0.308 61.0 61.0 50
a
GeV(2Eg) 2.20, 532 30.1 2.0 82.2 0.390 207 207 181
b
SnV(2Eg) 8.28, 2001 21.6 1.6 79.4 0.472 946 945 850
c
PbV(2Eg) 34.6, 8360 15.6 0.6 74.9 0.540 4514 4385 n.a.
SiV(2Eu) 6.96, 1680 78.5 2.7 73.5 0.128 215 215 260
a
GeV(2Eu) 36.1, 8720 85.7 5.4 73.0 0.113 987 989 1120
b
SnV(2Eu) 96.8, 23200 83.1 6.8 75.6 0.125 2897 2925 3000
c
PbV(2Eu) 245, 59300 91.6 12.3 78.6 0.119 7051 6920 n.a.
a Ref. 6
b Ref. 25
c Ref. 34
the previous assignments. Here, we label the states with
mj quantum numbers which is the sum of ml = ±1 or-
bital angular momentum and the ms = ±1/2 spin quan-
tum numbers. Since the orbitals are coupled to phonons
the Ham reduction factors p can be different for E˜g,u3/2
and E˜g,u1/2 polaronic wavefunctions (see Eqs. (C8)), and
the final pg,u will be the average of the two (see Eq. (C5)).
In addition, the vibronic zero-point energy of these states
can also differ, in principle, that will change the energy
gap between these two states that we label by Kg,u as de-
fined in Eq. (C10). We note that Kg,u can be neglected
for SiV(−) and GeV(−) but it becomes substantial for
SnV(−) and PbV(−).
In the second term two reduction factors appear. The
pg,u is already introduced above and caused by electron-
phonon coupling. The gg,uL orbital reduction factor was
previously discussed by Stevens64, thus we call it Stevens’
orbital reduction factor. This originates from the fact
that orbital angular moment Lˆz is only an effective oper-
ator as the D3d point group of the XV(−) systems does
not respect the full O(3) rotational symmetry as illus-
trated in Appendix D. We find that the ggL is in par-
ticular substantially smaller than one, and significantly
reduces the effective Lˆz (see Appendix D).
The third term is the usual Zeeman term for electron
spins. The fourth term provides a correction to the gS
constant, thus modifies it to a tensor where the corrected
zz component is caused by the polaronic nature of the
E˜g,u3/2 and E˜g,u1/2 states where the δ
g,u
p scales with the
difference of the corresponding Ham reduction factors
(see Eqs. (C9) and (C5) in Appendix C). This is a new
correction which is negligible for SiV(−) but already ap-
pears for the excited state of GeV(−), and both for the
ground and excited state of SnV(−) and PbV(−).
We propose that the ΥˆJT operator in a previous study
6
that was associated with the Jahn-Teller effect originates
from the residual strain around the individual SiV(−)
centers, thus we propose to label as a Υˆstrain operator in-
stead. We note that the strain was also considered in that
study which can be very strong (in the order of 100 GHz)
in nanodiamond samples and much smaller in the bulk
diamond samples (few GHz) that is fairly described in
Chapters 4.1 and 4.3 in Ref. 65. We find that the strong
electron-phonon coupling occurs for the phonons with the
energy in the order of 10 meV that is clearly manifested
in the PL spectrum of SiV(−). This energy region is
significantly larger than the spin-orbit energy, thus the
strong electron-phonon coupling, i.e., the DJT effect is
manifested via Ham reduction of the spin-orbit coupling.
We note that the very low energy acoustic Eg phonons
might be considered as static strain which would treat
these distortions by static Jahn-Teller effect instead of
DJT. In any case, the final form of that Hamiltonian is
the strain Hamiltonian, thus the two effects cannot be
distinguished in experiments.
Based on these considerations, we simulate the Zee-
man splitting of the corresponding states with a mag-
netic field aligned to 〈100〉 direction in Fig. 6 where we
assume that no strain acts on the XV(−) color centers.
In these simulations, we used ab initio electron-phonon
deduced parameters but the intrinsic spin-orbit energies
(λ0) were scaled in order to reproduce the experimen-
tal zero-field-splittings (λ). We followed this procedure
in order to directly compare our results to the experi-
mental spectrum for SiV(−), GeV(−) and SnV(−). The
gg,uL parameters were fitted to obtain the experimental
spectrum of SiV(−) and we applied these Stevens’ or-
bital reduction factors for the other XV(−) qubits. This
is a simple approximation that could lead to a slightly
underestimated values for the ground state of GeV(−),
SnV(−) and PbV(−), where the d orbitals of the im-
purity atom may contribute to ggL. Nevertheless, our
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FIG. 5. Calculated eigenvalues of the adjoint DJT (Eq. (4)) and SOC (Eq. (2)) interaction for the XV(−) color centers. The
two lowest eigenvalues for each figure correspond to the 2Eg,u vibrionic ground states for g ground (a-d) and the optically
allowed u excited (e-h) states. All the considered eigenvalues are doubly degenerate in spin dimension because of the Kramers
degeneracy. Each state consists of pure ↑ or ↓ spin state, thus the fourfold degeneracy of 2Eg,u is fulfilled. We label the energy
difference of the two lowest energy states by λ that is directly observed in the fine structure of the ZPL in the PL spectrum
known as zero-field-splitting. Along x axis we depict the eigenvalues with respect to their partially quenched spin-orbit coupling
strength 〈LzSz〉, thus one can directly read out the p factors from this figure. δp shows deviation of the Ham reduction factors
on Eg,u3/2 and Eg,u1/2 states. The larger the δp the less accurate is the treatment of SOC as a perturbation over DJT. We note
that a mirror symmetry at x = 0 shows up for the ground state of SiV center in the entire vibronic spectrum that demonstrates
that SOC can be treated as a perturbation over JT effect. The systematic left-shift at x axis for the vibronic spectrum of SnV
and PbV defects implies that SOC is comparable with the JT coupling.
simulations should result in relatively accurate spectra.
For SiV(−), our procedure resulted in ggL = 0.328 and
guL = 0.782. The strong reduction in the ground state can
be understood by the shape of the corresponding orbital
that we depict in Fig. 8 in Appendix D. For instance,
Eg+ state not only transforms as ml = +1 wavefunction
but also as ml = −2 wavefunction. The linear combi-
nations of the two leads to a significant reduction in the
effective interaction with the external magnetic field, i.e.,
relatively small gL. In the Eu excited state, the impurity
p orbitals contribute to the interaction with the magnetic
field unlike in the Eg ground state, thus the reduction
parameter is significantly larger for the excited state (see
Appendix D). The list of all parameters can be found in
Table IV in Appendix C. For SiV(−), our spin Hamilto-
nian can well reproduce the curvatures of the experimen-
tal Zeeman spectrum. We apply the same Hamiltonian
for the other XV(−) qubits. Beside the obvious grow-
ing ZFS going from smaller to larger atomic number of
impurity atoms, the general trend is that the curves are
steeper for larger atomic number of impurity atoms be-
cause of the enhanced gzz values which is caused by the
complex spin-orbit-phonon coupling (the fourth term in
11
Eq. (9)).
For PbV(−) the calculated zero-field-splitting λ in the
2Eg ground state is about 4.4 THz or 18.2 meV which
means that the 2Eg3/2 groundstate will be thermally filled
with 100% and ≈96% occupation at cryogenic and liquid
nitrogen temperature, respectively, that can be useful for
quantum optics protocols. By applying the theory de-
veloped for the estimation of the coherence time of the
SiV(−) (see Ref.13 and the Supplementary Material in
Ref. 34), we find that the decoherence process caused by
the acoustic phonons is completely quenched at cryogenic
temperatures for PbV(−) because of the large λ between
the two branches of the 2Eg ground state, and the coher-
ence time of the electron spin should be only limited by
the nuclear spins or electron spins in the diamond crystal.
That is much more practical for quantum communication
applications compared to the millikelvin cooling needed
for similar coherence time in SiV(−) qubit14. We note
that the energy gap in SnV(−) should result in microsec-
ond to millisecond coherence time for the electron spin
going from 4 K to 1 K measurement temperature34.
IV. SUMMARY AND CONCLUSION
We performed a systematic study on the magneto-
optical properties of Group-IV – Vacancy color centers
in diamond by means of ab initio density functional the-
ory calculations. We identified the photostability of these
centers that can act as solid state qubits. We devel-
oped a novel spin Hamiltonian for these qubits in which
the electron angular momentum and spin as well as the
phonons are strongly coupled and identified such terms
that have not been considered so far but are important
in understanding their magneto-optical properties. We
solved ab initio this complex problem for the model of
these color centers consisting of up to 1000-atom super-
cells, and were able to reproduce previous experimental
data. Furthermore, we identified SnV(−) and PbV(−)
qubits with long spin coherence time at cryogenic tem-
peratures where the spin state of PbV(−) can also be
thermally initialized at these temperatures. Our ab initio
toolkit and spin Hamiltonian analysis serve as a template
for similar studies in 3D materials such as silicon carbide
or 2D materials such as hexagonal boron nitride or tran-
sitional metal dichalgonides (TMD) or dioxides (TMO)
which are fast emerging materials hosting qubits or sin-
gle photon sources. In particular, the TMD and TMO
materials exhibit strong spin-orbit couplings induced by
the transition metal ions in the crystal in which strong
mixing of spin-orbit and electron-phonon coupling are ex-
pected in the defects acting as qubits, and they should
be treated at equal footing.
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Appendix A: Convergence of spin-orbit energies as a
function of supercell size
Here we provide the calculated spin-orbit energies for
the ground (g) and excited (u) state as a function of
the size of the supercell within Γ-point sampling of the
Brillouin-zone by HSE06 DFT functional. We deter-
mined the λ0 intrinsic SOC parameters by fitting the
λ0(L) = λ0 +A exp (−L ·B) function on the data points
as obtained from 216, 512 and 1000-atom diamond su-
percells (see Fig. 7). Here L is the length of the corre-
sponding cubic diamond supercell, and λ0, A, and B are
the fitting parameters. We also calculated the effective
SOC for the optically active 2Eu excited states where the
calculation procedure goes as described for the Eg state
in Sec. II. We note that the 512-atom supercell is proven
to be convergent for 2Eu spin-orbit energies in SnV(−)
and PbV(−) defects, thus we use those energies as iso-
lated converged values. We prove the exponential decay
of SOC parameters by the computationally less demand-
ing Perdew-Burke-Ernzerhof44 (PBE) calculations that
allowed us to use giant supercells in the scaling study
(see Fig. 7).
Appendix B: Derivation of the Ham reduction factor
Here we briefly derive the Ham reduction factor for
the cases where the spin-orbit coupling is significantly
smaller than the electron-phonon interaction, and it can
be treated as a first order perturbation. We start with
the definition of the electronic orbitals either in the real
or imaginary forms,
|eg±〉 = 1√
2
(|ex〉 ± i |ey〉) = 1√
2
(
1
±i
)
← |ex〉
← |ey〉
. (B1)
The vibronic wavefunction Ψ˜± caused by electron-
phonon interaction can be expanded as written in Eq. (6)
that mixes the electronic orbitals and |n,m〉 eg phonons.
The spin-orbit coupling then should be calculated for the
Ψ˜± wavefunction,
λHam = 2
∣∣∣〈Ψ˜±∣∣∣ HˆSOC ∣∣∣Ψ˜±〉∣∣∣ . (B2)
By expanding Ψ˜± in Eq. (B2) we arrive at
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FIG. 6. Magnetic field dependence of the ZPL splitting where the magnetic field is aligned along 〈100〉 direction. Zero energy
is aligned to no spin-orbit and no-phonon coupling solution. The λ0 SOC coupling is fitted to obtain the experimental zero-
field-splitting for SiV, GeV, and SnV in order to have a direct comparison to the experimental data whereas full ab initio result
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plotted emission intensity in (a) is experimental data extracted from Fig. 4.10 on page 131 in Ref. 65.
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=
∑
n,m,k,l
[cnm 〈eg±| 〈n,m|+ dnm 〈eg∓| 〈n,m|] HˆSOC [ckl |eg±〉 |k, l〉+ dkl |eg∓〉 |k, l〉] (B3)
which leads to
λ0
∑
n,m
[
c2nm 〈eg±| σˆy |eg±〉︸ ︷︷ ︸
1
2
(
1 ∓i
)( −i
i
)(
1
±i
)
︸ ︷︷ ︸
= +1
+d2nm 〈eg∓| σˆy |eg∓〉︸ ︷︷ ︸
1
2
(
1 ±i
)( −i
i
)(
1
∓i
)
︸ ︷︷ ︸
= −1
+2cnmdnm 〈eg±| σˆy |eg∓〉︸ ︷︷ ︸
= 0
]
(B4)
that is
λ0
∑
n,m
[
c2nm − d2nm
]
= λ0p. (B5)
That final equation defines Ham reduction factor p.
13
Appendix C: Derivation of the effective Hamiltonian
In Eq. (6) the lower-energy (3/2) and higher-energy
(1/2) states split by spin-orbit interaction shared the same
p reduction factors in their corresponding ground and
excited state. However, the 〈LzSz〉 weights are not sym-
metric as shown in Fig. 5 due to the electron-phonon
coupling, thus we introduce individual Hamiltonian for
each doublet (Γ = Eg1/2, Eg3/2, Eu1/2, Eu3/2) in the fol-
lowing,
HˆΓeff = |Γ〉 〈Γ|
[
pg,uΓ Lˆz(−λg,u0 Sˆz + gg,uL Bz) + gSSˆB
]
,
(C1)
where |Γ〉 〈Γ| projector ensures that we stay in the Γ dou-
blet in Eq. C1. The projectors can be expressed by spin-
orbit operators as∣∣Eg,u3/2〉 〈Eg,u3/2∣∣ = 1
2
+ LˆzSˆz (C2a)∣∣Eg,u1/2〉 〈Eg,u1/2∣∣ = 1
2
− LˆzSˆz. (C2b)
We note that as |Γ〉 〈Γ| commutes with other parts of HˆΓ,
one needs to include the projector only once in Eq. (C1).
The actual pΓ values can be directly read out from Fig. 5
that we define as
pg,u3/2 = +2
〈
E˜g,u3/2
∣∣∣ LˆzSˆz ∣∣∣E˜g,u3/2〉 (C3a)
pg,u1/2 = −2
〈
E˜g,u1/2
∣∣∣ LˆzSˆz ∣∣∣E˜g,u1/2〉 . (C3b)
These parameters are the expectation value of the (di-
mensionless) SOC acted on the electron-phonon coupled
wavefunctions. The E˜g,u1/2 and E˜g,u3/2 are the wavefunc-
tions from series expansion of Eq. (7) of the adjoint SOC
and DJT interaction. In the next step, we unify the
3/2 and 1/2 substates inside the ground and excited state
manifold,
Hˆg,ueff =
∑
Γ=Eg,u1/2,Eg,u3/2
HˆΓeff =
(
1
2
− LˆzSˆz
)
pg,u1/2 Lˆz(−λ0g,uSˆz + gg,uL Bz) +
(
1
2
+ LˆzSˆz
)
pg,u3/2 Lˆz(−λg,u0 Sˆz + gg,uL Bz) + gSSˆB,
(C4)
where we can take the advantage of the properties of Lˆz and Sˆz to arrive at
Hˆg,ueff =
1
2
(
pg,u3/2 + p
g,u
1/2
)
︸ ︷︷ ︸
=pg,u
Lˆz
(
−λ0g,uSˆz + gg,uL Bz
)
+
(
pg,u3/2 − pg,u1/2
)
λg,u0︸ ︷︷ ︸
offset
Lˆ2zSˆ
2
z︸ ︷︷ ︸
1/4
−
(
pg,u3/2 − pg,u1/2
)
gg,uL︸ ︷︷ ︸
=2δfg,u
SˆzBz L
2
z︸︷︷︸
1
+gSSˆB. (C5)
Here we substitute Lˆ2z = 1 and Sˆ
2
z =
1
4 for XV(−) sys-
tems. The offset term in Eq. (C5) does not depend on the
magnetic field or cause splitting between the branches of
the ground and excited state, therefore it is not observ-
able in the experiments. That is rather a correction term
for the first principles calculations after turning on the
spin-orbit and electron-phonon couplings. We use this
correction in the calculation of the ZPL energies. Next,
we only consider the observable terms in the spin Hamil-
tonian derivation for XV(−) color centers which goes as
Hˆg,ueff = −λg,uLzSz + fg,uLzBz + gSSB − 2δg,uf SzBz,
(C6)
where we introduced the following parameters,
λg,u = pg,uλg,u0 +K
g,u
JT f
g,u = pg,ugg,uL δ
g,u
f = δ
g,u
p g
g,u
L .
(C7)
The actual parameters can be calculated from the DJT
and SOC entangled wavefunctions, i.e., the Eg,u3/2 and
Eg,u1/2 doublets as
pg,u =
pg,u3/2 + p
g,u
1/2
2
=
〈
E˜g,u3/2
∣∣∣ LˆzSˆz ∣∣∣E˜g,u3/2〉+〈
E˜g,u1/2
∣∣∣ LˆzSˆz ∣∣∣E˜g,u1/2〉 (C8)
and
δg,up =
pg,u3/2 − pg,e1/2
2
=
〈
E˜g,u3/2
∣∣∣ LˆzSˆz ∣∣∣E˜g,u3/2〉−〈
E˜g,u1/2
∣∣∣ LˆzSˆz ∣∣∣E˜g,u1/2〉 . (C9)
The term Kg,uJT requires further explanation. This
comes from the fact that the zero-point energy of the
vibronic 2Eg,u3/2 and
2Eg,u1/2 wavefunctions are not the
same, thus this can cause an extra splitting labeled by
Kg,uJT that adds to p
g,uλg,u. Kg,uJT can be calculated as
Kg,uJT =
〈
E˜g,u1/2
∣∣∣ HˆDJT ∣∣∣E˜g,u1/2〉+
−
〈
E˜g,u3/2
∣∣∣ HˆDJT ∣∣∣E˜g,u3/2〉 . (C10)
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This term gives negligible correction to the ZFS of
GeV(−) and SiV(−) but becomes significant for PbV(−)
as shown in Table IV.
Appendix D: Origin of Stevens’ orbital reduction
factor
The orbital angular momentum of an atomic orbital
may be reduced in the potential created by surround-
ing ions that reduce the spherical symmetry64. We show
that similar quenching can take place for vacancy-type
defects in diamond. In the particular case of XV(−)
color centers, the carbon dangling bonds in the vacan-
cies form double degenerate Eg± and Eu± states. The
Eg,u± states were considered as ml = ±1 states6,65 which
led to the assumption of gg,uL = ±1. However, one
should notice that the Eg,u state will also transform as
ml = ∓2 under D3d symmetry. We illustrate this by
plotting the eg,u± orbitals in comparison to the ml = ±1
and ml = ∓2 wavefunctions in Fig. 8. It can be ob-
served that the eg,u± orbitals can be rather described as
α|ml = ±1〉+
√
1− α2|ml = ∓2〉 where α is a coefficient
of the ml = ±1 contribution. This results in a |gL| that
is smaller than 1. Since the p orbitals of the Group-IV
atom can contribute to ml = ±1 in the Eu excited state,
in contrast to the case of Eg ground state, g
g
L is smaller
than guL in XV(−) qubits. We note that the full ab initio
calculation of the expectation value of Lˆz is not straight-
forward. The implementation of spin-orbit coupling in
vasp is based on the assumption that the spin-orbit in-
teraction is predominant close to the core of the atoms
and it is negligible in the interstitial regions, which is con-
sidered to be a well-justified approximation. In that case,
the spin-orbit integrals can be distributed to the spher-
ical volumes (PAW spheres) around the ions with using
the atomic wavefunction projectors and potential. How-
ever, as Fig. 8 demonstrates, the interstitial regions can
significantly contribute to the expectation value of Lˆz,
which gives the interaction between the electron wave-
function and the external magnetic field. Therefore, we
rather did not estimate this quantity from the values in
the PAW sphere of the ions.
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