We study topology control problems in ad hoc networks, where network nodes get to choose their power levels in order to ensure desired connectivity properties. Unlike most other work on this topic, we assume that the network nodes are owned by different entities, whose only goal is to maximize their own utility that they get out of the network without considering the overall performance of the network. Game theory is the appropriate tool to study such selfish nodes: we define several topology control games in which the nodes need to choose power levels in order to connect to other nodes in the network to reach their communication partners while at the same time minimizing their costs. We study Nash equilibria and show that -among the games we define -these can only be guaranteed to exist if all network nodes are required to be connected to all other nodes (we call this the Strong Connectivity Game). We give asymptotically tight bounds for the worst case quality of a Nash equilibrium in the Strong Connectivity Game and we improve these bounds for randomly distributed nodes. We then study the computational complexity of finding Nash equilibria and show that a polynomial-time algorithm finds Nash equilibria whose costs are at most a factor 2 off the minimum cost possible; for a variation called Connectivity Game, where each node is only required to be connected (possibly via intermediate nodes) to a given set of nodes, we show that answering the question, if a Nash equilibrium exists, is NP -hard, if the network graph satisfies the triangle inequality. For a second game called Reachability Game, where each node tries to reach as many other nodes as possible, while minimizing its radius, we show that 1 + o(1)-approximate Nash equilibria exist for randomly distributed nodes. Our work is a first step towards game-theoretic analyses of ad hoc networks. * Los Alamos National Laboratory Report LA-UR-03-3269.
INTRODUCTION
Unlike traditional, fixed wireline networks, the next generation communication networks are likely to be ad hoc, or hybrid (i.e., a combination of ad hoc and wireline) networks. An ad hoc network consists of an arbitrary distribution of radios in some geographical location. One important feature of ad hoc networks is that nodes can move, and so the network changes dynamically. Earliest examples of ad hoc networks were in military applications (e.g. [8] ). Recent advances in the commercialization of intelligent radio devices are likely to lead to the wide-spread emergence of ad hoc or hybrid networks [13] .
Depending on its power level, on the nature of environmental interference, and on natural features, a node in an ad hoc network can reach all nodes in a certain range. To send a message to some far away node, the sending node must rely on intermediate nodes to forward the message. We consider scenarios where no fixed infrastructure is present and it is left to the nodes to choose their power levels to enable efficient communication. Once the radii (power levels) of the nodes are fixed, a digraph G(V, E) can be abstracted out in the following manner: V is the set of nodes, and edge e = (u, v) is present in E if node v is within the power range of node u; such a graph is called the transmission graph [14] . Efficient communication requires that the transmission graph satisfy certain properties such as connectivity, energy-efficiency and robustness. The area of topology control deals with choosing the radii such that the transmission graph has the desired properties; see [14] for a survey.
One of the key design criteria for any ad hoc network protocol is energy efficiency. In fact, the network nodes typically have limited battery power and energy consumption is the dominating cost component in an ad hoc network for an individual node [6] . The transmission range of a node u depends on the transmitting power P emit u of the node: the power P rec u,v at which a node v at distance d (u, v) to the transmitting node u receives the signal is [6] :
where K is a constant and α is the distance-power gradient varying between one and six depending on the environment conditions of the network. If this power exceeds a minimum level, a node v at this point can successfully receive the message and falls within the transmission range. Thus, energy requirements increase super-linearly in most cases (i.e., whenever α > 1; under ideal conditions, we have α = 2). Apart from high cost, large transmission radii also lead to higher interference during radio transmission, and thus to larger latencies. Existing work on energy-efficient topology control [14] has focused on the problems of minimizing the sum of the radii (or the sum of some power of the radii) while ensuring that the transmission graph has the desired properties. Typically, such algorithms either require centralized control, or require that the nodes run a distributed algorithm while cooperating and trusting each other. While such an assumption on node behavior might hold for special networks, e.g. military or government applications, it is certainly unreasonable in commercial applications, which are strongly driven by economic incentives. More often than not, different nodes will be owned by different commercial entities, which would all like to communicate together, but -at the same time -individually want to incur as little cost as possible. Thus, in most scenarios, network nodes are selfish and each node's only goal is to maximize its own utility. This is a perfect scenario for studying as a non-cooperative game. The selfish nature of network nodes of course affects all layers of the protocol stack: a truly selfish node will try to exploit weaknesses of the protocols on any layer in order to improve its utility. We believe that the interactions of the network nodes, in particular on the data link and the network layer, should be studied as a game. On the data link layer, the protocol for fixing transmission radii and the protocol of allocating channel resources (on the MAC sublayer) could be exploited by selfish nodes; on the network layer, selfishness comes most obviously into play when a node is asked to forward data packets for another node, which only drains the battery of the forwarding node, thus bringing a negative utility to that node. A node can be made willing to forward packets by paying an appropriate amount of money; several schemes have been suggested that aim at solving the selfishness problem on the network layer [4, 1] . In this work, we will focus on the data link layer: we study different topology control problems as games by examining their equilibria, and by designing algorithms for reaching such equilibria. The ultimate goal of this line of research would be to combine the notion of selfishness such that it stretches across all protocol stack layers.
Computational Game Theory Game theory has been used as a tool to model and study different aspects of communication networks only in recent years. Transportation networks have been subject to game theoretic analyses (see e.g. [3, 5] ) and policies on taxation and design of road networks have been influenced by game theoretic models [3] . Much of the classical game-theory work has been non-algorithmic in nature, without much focus on the computational complexity of finding good policies or designing good networks. The work by Roughgarden [15] represents recent attempts at addressing such algorithmic questions for traffic and wireline networks. Due to the intense interest in large networks, like the Internet, a lot of recent work in computational game theory focuses on network design. Roughgarden [16] considered the problem of designing networks that reduce the cost of selfish routing, and showed computational intractability of such problems. The work most closely related to the questions studied in this paper is [2, 7] .
For modeling communication networks as games, it is reasonable to think of each node as a player or agent. Each player has a certain set of strategies: in the games we consider, a player needs to choose a radius, and a choice of the radius is a strategy. Each player is endowed with a local utility function. A lot of work in game theory has been devoted to stable operating points in non-cooperative games, and the most popular notion is that of a Nash equilibrium (see [12] for details). A choice of strategies σ for all players is said to be a Nash equilibrium, if no player has an incentive to deviate from σ in order to improve its utility. A Nash equilibrium can be pure or mixed: a mixed equilibrium is relevant if players randomize on their strategies. In this work we will generally not consider mixed strategies, as they do not seem to be practical in the context of such design problems (see also [2] for a similar argument). If the game has a Nash equilibrium, game theorists believe that such a game -played repeatedly -would tend to end up in a Nash equilibrium. Therefore, questions of existence of Nash equilibria and algorithms for finding them are of crucial importance.
Our Results We consider topology control problems in ad hoc networks, and model them as non-cooperative games. Ad hoc networks are characteristically different from other infrastructure networks, e.g. transportation systems, in many ways, and very little game theoretic analysis has been done so far for ad hoc networks. We consider two topology control games for static ad hoc networks, the Connectivity Game and the Reachability Game, in this paper. The cost of a radius vectorr is C(r) = È v r α v (see also Section 2). In the Connectivity Game, each node has to communicate with another node. Therefore, we need directed paths connecting each source node to the corresponding destination node. Each node aims to minimize its radius. The version of this game where each node needs to connect with everyone else is called the Strong Connectivity Game. In our model of selfishness, a node only cares about reaching its destination; a node will not make its radius larger to help other nodes reach their destinations. Once the radii are fixed, however, a node is willing to forward data packets even if these packets are from a third node (see [4] for a method of achieving this willingness).
The Connectivity Game can be viewed as a wireless version of [2] . The work of [2] involves players on a network, with edges having costs. An edge can be used if it is paid for by the players, and strategies for the players involve choosing payments for the edges so that their connectivity requirements are met. In the ad hoc setting, a node can reach all nodes within its transmission range. Also, in an ad hoc network, a node only has control on its power, in contrast to [2] , where a node can pay for far away edges.
In the Reachability Game, the utility function for a node v is defined as the difference between the number of nodes reached from v and r α v , where rv is the radius chosen by v and α is a constant. Each node chooses a radius in order to maximize its utility.
Our results are summarized below.
1. The Connectivity Game need not always have a pure Nash equilibrium, not even a β-approximate Nash equilibrium, for any β > 0. Deciding whether an instance of this game has a pure Nash equilibrium is NP -complete if the underlying graph satisfies the triangle inequality.
2. The Strong Connectivity Game always has a pure Nash equilibrium. In fact, there are multiple Nash equilibria, whose cost can vary widely. Also, any local optimum is a Nash equilibrium.
3. There is a simple local improvement algorithm that yields a Nash equilibrium for the Strong Connectivity Game. Using an observation from [10] , this yields an algorithm to find a Nash equilibrium of cost at most twice the optimum.
4. The cost of any Nash equilibrium for the Strong Connectivity Game is bounded by O(n α ) times the optimal cost. This is interesting, because it is independent of the distances between points, and only depends on their number. This bound is also tight: there is an instance which has a Nash equilibrium of cost Θ(n α ) times the cost of the optimum. This tight instance has a special structure, and typical instances have a much better ratio. Indeed, for a random distribution of n points in a √ n × √ n plane region, the ratio of the cost of the worst Nash equilibrium to the optimal cost is bounded by O(n α/2 log α n), with high probability. Also, we show that a local improvement algorithm results in Nash equilibria of cost O(log O(1) n) times the optimal, with high probability.
5. There are instances of the Reachability Game with no pure Nash equilibrium, even when the points are located on a line for the case of α = 1.
6. For a random distribution of n points in a √ n × √ n plane region, the Reachability Game has a 1 + o(1)-approximate Nash equilibrium, with high probability.
Organization Section 2 defines all the basic graph theoretic and game theoretic concepts, and the models we study. Section 3 describes the results on the Connectivity Game and Section 4 describes the results on the Reachability Game. We conclude in Section 5.
PRELIMINARIES
Our input is always a graph H(V, E ,w), with |V | = n and withw being the weight vector on edges (i.e., we is the weight of edge e ∈ E ). A radius vectorr ∈ Ê n (rv being the radius of v ∈ V ), induces a directed graph G(V, E) in the following manner: e = (u, v) ∈ E is present in E if ru ≥ we. The graphs we consider here will not be arbitrary -they are either Euclidean or the weight vectorw satisfies the triangle inequality. H is Euclidean if there is an embedding of V in Ê k (k will usually be 2 or 3) such that we = d (u, v) , where d() denotes the Euclidean distance function. In the Euclidean case, we will denote the graph induced by radius vectorr by G(V,r), since the weights are defined by the points themselves. Most of our discussion will be restricted to the Euclidean case, except in Section 3.3, where the graphs will not be Euclidean but would satisfy the triangle inequality. The cost of a radius vectorr is defined as C(r) = È v r α v , where α is a constant known as the distance power gradient, usually being 2. Now we define the game theory notation we need; see [12] for more details. Formally, a game in its normal form is defined as the tuple (I, {Sv}, {Uv()}), where I is the set of players, Sv is the set of strategies for player v ∈ I and Uv : ΠvSv → Ê is the utility function for player v ∈ I. In our models, each node v is associated with an independent, selfish agent; so I = V . We will identify the agent with the point in the description below. Each point v has to choose a radius (power level) and so the set of strategies Sv for v ∈ V is Ê, the set of all possible radii (note that it is sufficient to consider the finite set {d(v, w), w ∈ V } for the set of possible radii for point v, instead of Ê). A choice of strategies for all points is just a radius vectorr, with rv being the radius chosen by v. The game is fully specified once we define the utility functions. In this paper we consider the following games.
The Connectivity Game In the Connectivity Game, we are given pairs (s1, t1), . . . , (s k , t k ), and each si needs to connect to ti. Each si has to choose a radius so that it gets connected to ti (possibly over several intermediate nodes), while keeping the radius as small as possible. For a radius vectorr, the utility Us i of point si is defined as −M if si does not connect to ti, M being some very large number, and is −r α s i if si connects to ti. The utilities of all other points are 0. The social optimum for such a game is a radius vector r such that si reaches ti, for each i in G(V,r), and C(r) is minimized.
The Strong Connectivity Game The Strong Connectivity Game is a special case of the Connectivity Game, where each point needs to connect with every other point. Therefore, for a radius vectorr, the utility of point v is −M if v does not reach some point, and is −r α v if v does reach all other points. The social optimum for such a game is a radius vectorr such that each v ∈ V reaches all other points in V and C(r) is minimized.
The Reachability Game Givenr, let fr(v) denote the number of vertices w ∈ W reachable from v in G(V,r). The utility of a player v ∈ V is defined as
For the Connectivity Game and the Strong Connectivity Game, we denote the social optimum by OP T . The exponent α in the utility functions (i.e., in −r α v ) for the two connectivity games models the emission energy level and thus the cost that a node v incurs when sending to node at distance rv; our results would still hold if we defined the utility to be the negative of any strictly positive power of rv, which could be different from α.
In all these games, we will be interested in the Nash equilibria. A choice of strategiesr is said to be a Nash equilibrium if Uv(rv, r−v) ≥ Uv(r v , r−v), ∀v ∈ V , where r−v is the vector denoting the radii of all points other than v. Informally,r is a Nash equilibrium, if no point v has incentive to locally change its radius (while others keep their choices fixed).
Remark The Nash equilibrium defined above is called a pure Nash equilibrium, because the players are not allowed to randomize on their strategies. In the case where players choose their strategies according to a probability distribution, the appropriate notion is that of a mixed Nash equilibrium. We will consider only pure strategies and pure Nash equilibria in this paper, as mixed strategies do not seem to be very reasonable in studies of network design, such as ours (see also [2] ). Finding Nash equilibria is desirable, however, pure Nash equilibria need not necessarily exist in all games; the notion of a β-approximate Nash equilibrium is a possibility to deal with this: a choice of strategies σ for all players is said to be a β-approximate Nash equilibrium (for β ≥ 1), if unilateral deviation from σ by an individual player will increase its utility by at most a factor β. Approximate Nash equilibria might be a more suitable notion when only partial information is available.
Random Points in the Plane
We consider random distributions of n points within a √ n × √ n region of the plane, denoted by A. Each point is thrown into this region independently and uniformly at random. This experiment places points roughly uniformly in the region, as is shown in the following lemma, which will be used later.
Lemma 1. Partition the region A into n/ log
2 n parts of dimensions log n×log n. For any such part B in an instance P of random points, the number of points in B is in the interval
, with high probability, where is a small, strictly positive constant.
Proof. The proof is a simple application of the Chernoff bound [11] . Let Zi be the event that the ith point lies in region B; P r[Zi
Zi be the random variable denoting the number of points in region B.
2 . The number of parts B is O(n), and therefore, with probability at least 1 − 1/n, the statement holds for each such part B.
EQUILIBRIA IN THE CONNECTIVITY GAME

The Strong Connectivity Game
In this section, we show that any instance of the Strong Connectivity Game has a pure Nash equilibrium. We prove an upper bound on the cost of all Nash equilibria and show with an example, that this upper bound is tight. We further present an algorithm that finds a Nash equilibrium for any given instance. We then show how our local improvement algorithm combined with an algorithm given in [10] yields a Nash equilibrium with no more than twice the optimum cost. All results in this section also hold for nonEuclidean instances where the triangle inequality is satisfied.
Lemma 2. Any instance of the Strong Connectivity
Game has a pure Nash equilibrium. In fact, any local optimum is a Nash equilibrium.
Proof. Consider the set of radius vectors {r | G(V,r) is strongly connected }. This set is clearly non-empty and has local optima. Every local optimum is a Nash equilibrium. This is due to the fact that in a local optimum, no node has an incentive to decrease its radius. If any node were to decrease its radius, it would thereafter not be able to reach at least one other node anymore, which would decrease its utility to −M and therefore not be in its interest.
Unfortunately, this game can have multiple Nash equilibria. The costs of different equilibria can vary widely. It is, however, surprising that the ratio of the cost of any Nash equilibrium to the optimal cost depends only on n, and is independent of the actual interpoint distances. The following lemma bounds the maximum cost of any Nash equilibrium.
Lemma 3. Any Nash equilibrium for the Strong Connectivity Game has cost at most n α times the optimal cost.
Proof
e∈T (e), for any point w ∈ V (by triangle inequality). Therefore, C(r) ≤ n(
The ratio of the cost of the Nash equilibrium to the optimal cost is therefore bounded by
Since C(T ) is fixed, this ratio is maximized when
α is n(C(T )/n) α , which is achieved when (e) = C(T )/n for each e ∈ T . Therefore, the ratio C(r)/C(s) is bounded by n α .
The bound in the above lemma is tight: there is an instance where the cost of a Nash equilibrium is Θ(n α ) times the optimal cost. The example given in Fig. 1 demonstrates this. Fig. 1 has a Nash equilibrium of cost Θ(n α ) times the optimal cost.
Observation 1. The instance given in
Proof. Let n vertices be placed in the plane as illustrated in Fig. 1 . There are n/8 nodes in each of the levels A to F, and the remaining n/4 nodes are situated in the set R along the right side of those levels. For n sufficiently big, this graph is Euclidean. The nodes in level A to F have a horizontal distance of 1 from each other and the vertical distances between the levels are n/8, 0.5, 0.4, 0.5, and 1 as given in the figure. The nodes in R all have distance 1 from each other.
Assume each node chooses radius rv = 1. Then the induced graph G(V,r) is strongly connected and the cost of the radius vector is C(r) = È v∈V r α v = n. Now consider a second choice of radiir . We denote by r X the radius of any node v in the subset X ⊂ V . The following proves that this choice of radii constitutes a Nash equilibrium. Certainly, in order for a node to have a utility function that is bigger than −M , that is, for the induced graph to be strongly connected, each node has to choose a positive (nonzero) radius. The nodes in F and R choose their smallest nonzero radius and therefore do not have an incentive to decrease it. Each of the nodes in level A to E chooses its radius such that it can reach the corresponding node in the level above. Observe that this induces a graph that can be traversed in various cycles in clockwise order, thus the induced graph is strongly connected. However, the graph cannot be traversed in counterclockwise direction, since there are no edges going from the nodes in level C to the nodes in level B. Hence, if any one of the nodes in levels A to E decreased its radius, it would not reach the node in the level above anymore and the cycle would be broken. The cost of this Nash equilibrium is n/8 * (n/8) α + O(n) = O(n α+1 ) and we have therefore found a Nash equilibrium of cost Θ(n α ) times the optimal cost.
Finding a Nash equilibrium via Local Improvement
The following local improvement always leads to a Nash equilibrium.
Start with any choice of radiir
(0) =r such that G(V,r) is strongly connected.
Order the vertices arbitrarily as v1, . . . , vn and con-
sider the vertices in this order.
3. In step i, the choice of radii isr (i−1) initially. Vertex vi chooses the smallest radius so that it can still reach every other vertex. Letr (i) denote the choice of radii after vi updates its radius.
Lemma 4. The above local improvement algorithm always leads to a Nash equilibrium.
Proof. Throughout the algorithm, the graph G(V,r (i) ) stays strongly connected. Therefore, no vertex ever has an incentive to increase its radius. It remains to be proven that, for all i, vertex vi does not have an incentive to further decrease its radius after any of the steps i + 1, . . . , n. Since in those steps no vertex increases its radius, no new paths are generated and vi never develops an incentive to decrease its radius further.
In order to find a choice of radii such that G(V,r) is strongly connected, it is sufficient to go through all the nodes once in arbitrary order and let each of them choose the radius that maximizes its utility function. However, by determining the start vector for the local improvement algorithm in a more clever way, we can give an upper bound of the cost of the resulting Nash equilibrium. The following algorithm given in [10] 
constructs in O(n) time a vectorr
(0) such that G(V,r (0) ) is strongly connected.
Construct the undirected, complete graph KV with edge weights d(u, v)
α for all u and v.
2. Find a minimum weight spanning tree T of KV .
For all v ∈
V let rv = max{d(v, w) | {v, w} ∈ T }.
Corollary 1. A Nash equilibrium of cost at most twice the optimum can be found in polynomial time.
Proof. Construct vectorr (0) with the algorithm given above. Lemma 4 implies that applying the local improvement algorithm with the start vectorr (0) yields a vector of radiir (n) =r which constitutes a Nash equilibrium of the Strong Connectivity Game. In [10] it is shown that C(OP T ) > C(T ) and that
Clearly C(r) ≤ C(r (0) ).
The Strong Connectivity Game for Random Points in the Plane
The bound on the ratio of the cost of the worst Nash equilibrium to the optimal cost in the previous section is tight, but the tight instance has a special structure. Most arrangements of points in the plane are likely to lack such a structure. Our results in this section show that this is indeed true: if the n points are distributed randomly in a square region of dimensions √ n × √ n, the ratio is much smaller. As in Section 2, let P denote a random distribution of the n points. A denotes the region in which the points are thrown.
Lemma 5. For an instance P, lets be a radius vector that minimizes the cost C(s). Then, C(s) ≥ Ω(n/ log
α n), with high probability.
Proof. Partition the region A into square grid regions of dimensions log n × log n. By Lemma 1, the number of points in each grid cell B of A is very close to log 2 n. Lets be the optimal radius vector for this random instance.
Consider any such grid cell B in A that is not a boundary cell. Let S be the set consisting of B and the 8 cells adjacent to B. We first show that s) is strongly connected, points in B must connect to points in cells not adjacent to it. Thus, there must be a directed path in G(V,s) from a point in B to some cell B that is distance 2 away from B (cells adjacent to cells in S are said to be distance 2 away from B). Since this path has length at least log n,
is minimized when all the ri are equal, and therefore,
where nS = Θ(log 2 n) denotes the number of points contained in cells in S.
Finally, partition A into n/(9 log 2 n) parts, each part consisting of 9 cells. By using the above bound on the sum of the powers of the radii of the points in it, the lemma follows.
Lemma 6. Letr be any Nash equilibrium for an instance P and lets denote an optimal assignment of radii. Then, C(r)/C(s) ≤ n
α/2 log α n, with high probability.
for any point u, and C(r) ≤ O(n α/2+1 ). From Lemma 5, C(s) = Ω(n/ log α n) for the optimal radius vectors, and the lemma now follows.
For a random distribution of points in the plane, the local improvement algorithm described earlier tends to result in Nash equilibria of better quality. In fact, the next lemma shows for α = 2 that if we start withr (0) such that r (0) v is the largest possible radius, the resulting Nash equilibrium is quite good. Proof. The proof basically improves the bound computed in the proof of Lemma 6. Partition the √ n × √ n region, A, into n/k 2 blocks of dimensions k × k each, where k will be defined later. Observe that at the end of the local improvement algorithm, all except possibly one vertex in each block have radius O(k). Intuitively, the vertex within a block that got updated last might have a large radius (even Θ( √ n)) but all other vertices that got updated earlier need to choose a radius sufficient to connect to this leader. Since there are n/k 2 blocks, there are at most this many leaders with large radius; the contribution of the remaining nodes to the cost of the Nash equilibrium is O(nk 2 ). Each leader has radius O( √ n), and the maximum contribution from the leaders is O(n 2 /k 2 ). Thus, the total cost is O(
. Using the bound from Lemma 5, this gives a bound of O( √ n log O(1) n) on the ratio of the cost ofr to the optimal.
We can improve this partitioning process repeatedly till the number of leaders becomes small. Consider the next step: partition the n/k 2 leaders from step 1 into n/k 4 blocks of k 2 elements each. One thing to note is that within the block defined in this step, the distances between two elements could be O(k 2 ). Again, there is at most one leader in each block, who could possibly have radius larger than O(k 2 ). This bounds the contribution of the non-leaders to the cost by O(k
. In general, if we repeat this process i times, the number of elements to consider at the ith step would be n/k 2i−2 , and the radii of non leaders at the end of step i would be bounded by k i . Therefore, the contribution of the non leaders to the cost is O(nk 2 ). If we choose k = O(log n) and repeat this process for i = O(log n) steps, the number of elements in step i becomes O (1) , and the total cost over all steps is O(nk
The lemma now follows from the bound in Lemma 5.
The Connectivity Game
In this section, we show that, unlike the Strong Connectivity Game, the general Connectivity Game need not have pure Nash equilibria, not even approximate ones. We also prove that determining whether a game instance has a pure Nash equilibrium is NP -complete by proposing a reduction from Monotone 2-in-3-Three-Satisfiability. Figure 2 shows a game instance without pure Nash equilibrium. The instance consists of three sources s1, s2, s3 and three sinks t1, t2, t3; The sources form an equilateral triangle with edge length 1; vertices s1, t1, s2 form an isosceles triangle with t1 being at distance 2 from both s1 and s2; similarly vertices s2, t2, s3 and vertices s3, t3, s1 form isosceles triangles.
Observation 2. No pure Nash equilibrium exists for the connectivity game instance given in Figure 2 .
Proof. Assume for the sake of contradiction that such an equilibrium exists with radii r1, r2, r3 for the three source vertices s1, s2, s3 respectively. We note immediately that ri ∈ {1, 2} as any radius ri < 1 would mean that source si does not reach any other vertex in the graph and thus certainly will not reach its sink ti, whereas any radius ri > 2 cannot be part of a Nash equilibrium as reducing ri to 2 would still allow source si to reach its sink ti with a better utility. The following equivalences hold:
The "=⇒ " direction holds because the source on the righthand side of the implication would increase its utility by reducing its radius to 1; the "⇐= " direction holds because the source on the left-hand side would not reach its sink otherwise. Since we only have two possible values for each radius, Equations 3 -5, imply the following equivalences:
Combining Equations 3, 8, and 4, we obtain the following contradiction:
Thus, no pure Nash equilibrium exists for this instance.
With respect to approximate Nash equilibria, a slight adaptation of the instance from Figure 2 yields the following negative result:
Corollary 2. An instance of the connectivity game does not necessarily have an approximate Nash equilibrium.
Proof. Consider the instance from Figure 2 and replace each edge of length 2 by an edge of length B, for an arbitrary B > 1. In geometric terms, this corresponds to making the three isosceles triangles longer. Each source node will now use a radius of either 1 or B. In any feasible combination of radii of the three sources as given in the proof of the previous lemma, a reduction from radius B to 1 will improve the utility of the corresponding source by a factor of B α . Thus, this modified instance does not have an B α -approximate Nash equilibrium. Since we can choose B arbitrarily large, the corollary follows.
As a puzzling observation, we briefly look at the mixed Nash equilibrium for the instance in Figure 2 . Recall that the utility function for a source is −M if it cannot reach its sink, it is −2 α if it chooses radius 2, and it is −1 for radius 1. Straight-forward analysis shows that the only mixed Nash equilibrium is for all sources to choose their radius ri = 1 with probability
, and ri = 2 with probability 1
If we let M −→ ∞, the mixed Nash equilibrium lets all sources choose radius ri = 2 with probability 1. Thus, the mixed Nash equilibrium appears to be identical to a purestrategy solution that is clearly not a pure Nash equilibrium. In fact, if we set M = ∞, the game does not even have a mixed Nash equilibrium, which -intuitively -is due to the non-continuity of the utility function.
Knowing that Nash equilibria do not always exist does not necessarily prevent us from designing a polynomial-time algorithm that finds a pure Nash equilibrium if it exists. However, we now show that the simple question (dubbed Pure Nash Connectivity with Triangle Inequality) whether a given connectivity game has a pure Nash equilibrium is NP -hard to answer, if the triangle inequality holds on the input graph. The proof of Lemma 8 is given in the appendix.
THE REACHABILITY GAME
In this section, we show that the Reachability Game need not have a pure Nash equilibrium, even for a 1-dimensional instance. The simple example of Figure 3 is one such instance. Multiple vertices are located at the same point (e.g. points 1, 3, 4) in this figure. This is only for the purpose of keeping the example simple; the colocated points can be perturbed slightly to be located very close to each other.
Observation 3. The Reachability Game instance in Figure 3 with α = 1 does not have a pure Nash equilibrium.
Proof. Note that in any Nash equilibrium, only one of a set of colocated vertices can have positive radius -all the other vertices can keep their radius 0 without affecting their utility. In what follows, we use r3 (r1, r4, respectively) to denote the radius of the vertex located at point 3 (1, 4, respectively) with the largest radius, keeping in mind that the other vertices at point 3 (1, 4, respectively) have radius 0.
The total number of vertices in this instance, n is a + 2. Therefore, no vertex has radius more than a + 1. Also,
for any x < a and U1(a, σ−1) ≤ 2, for any choice σ−1 of radii by vertices at points 2, 3, 4. Further, r4 has no influence on the utilities of vertices at points 2 or 3, namely U2(), U3(): vertices at these points cannot reach any more vertices if r4 > 0. Therefore, U2() and U3() depend only on r2 and r3, and are denoted by U2(r2, r3) and U3(r2, r3) in the discussion below.
The observation now follows from the following four implications.
1. r3 < a/2 ⇒ r2 = a: If r3 < a/2, vertices at point 3 do not reach vertices at point 4. Therefore, U2(0, r3) = 1, U2(a/2, r3) = 0 and U2(a, r3) = 2, which implies r2 = a. /2 ) and so r2 = a/2.
4. r2 < a ⇒ r3 = 0: In this case, the vertex at point 2 does not reach the vertices at point 1. As a result, U3(r2, a/2) = a/2 + 3 − a/2 < U3(r2, 0) = a/2 − 1, and so r3 = 0.
Suppose, r3 < a/2. Then implications (1) and (3) lead to a contradiction. Suppose r3 ≥ a/2. Then implications (2) and (4) lead to a contradiction.
The Reachability Game for Random Points in the Plane
In this section, we show that an approximate Nash equilibrium always exists for a random distribution of points in the plane, as described in section 2.
Lemma 9. For an instance P of random points in the plane, the Reachability Game with any α has a 1 + o(1)-approximate Nash equilibrium, with high probability.
Proof. The proof is by constructing a radius vectorr that is an approximate Nash equilibrium. The graph G(V,r) will actually be strongly connected.
Partition the region A into square regions of dimensions log n × log n: there are n/ log 2 n such regions. Within each such region, choose one node arbitrarily as a leader for that region. The leader of each region chooses a radius of 4 log n, so that it is connected to the leaders of the regions immediately adjacent to it. All the other points in each region choose a radius in the range [0, log n] so that they get connected to the leader of that region. Letr be the resulting radius vector. It is easy to check that G(V,r) is strongly connected, and each point has utility at least n − (4 log n) α . The maximum utility of any point is n, and therefore this choice is a n n−(4 log n) α = 1 + o(1)-approximate Nash equilibrium.
CONCLUSIONS AND OPEN PROBLEMS
We consider two topology control games arising in ad hoc networks in the presence of selfish, non-cooperative agents in this paper and study the existence of Nash equilibria, their quality and algorithms for computing them. Our work motivates further game theoretic study of protocols for ad hoc networks. Some of the interesting open questions are the following. dius. Let us consider the clause gadget representing clause c = (xi, xj, x k ). We distinguish four cases of radii assignment for the three source nodes s1, s2, s3 as they are in the lower part of the clause gadget. For simplicity, let (2, 1, 1) denote the radius of source s1 set to 2 and the radii of the other two sources s2 and s3 set to 1; accordingly for other radii choices:
• Radii vector (1, 1, 1): In this case, none of the sinks t1, t2, t3 is reached by its source, thus the radius assignment cannot be a Nash equilibrium.
• Radii vector (2, 1, 1):
In this case, sink t3 is not reached by its source, thus this cannot be a Nash equilibrium. The radii vectors (1, 2, 1) and (1, 1, 2) are equivalent due to symmetry.
• Radii vector (2, 2, 2):
In this case, all variable nodes xi, xj, x k of the clause must have set their radius to 1 as at least two of the sources s1, s2, s3 would have an incentive to reduce their radius otherwise. However, with the radii of xi, xj, x k all set to 1, sinks t In this case, either xj or x k must have radius 2 as sink t 3 would not be reached otherwise. If xj had its radius set to 2, then source s2 would have an incentive to reduce its radius to 1, independent of the radii of xi and x k . Similarly, if xi had its radius set to 2, then source s2 would have an incentive to reduce its radius to 1, independent of the radii of xj and x k . However, if only x k has its radius set to 2 and xi and xj set to 1, then we have a valid Nash equilibrium, from which we can easily read off a truth assignment for the variables: xi and xj are false, x k is true. We can argue for the radii vectors (2, 1, 2) and (1, 2, 2) similarly.
Thus, the a radii vector can only be a Nash equilibrium, if it has exactly one variable node in each clause set to radius 2 and the other two variable nodes set to radius 1. From this, we can assign a "1-in-3" satisfying truth assignment to the variables of I immediately. This completes our proof.
