Abstract-We study polarization for nonbinary channels with input alphabet of size q = 2 r , r = 2, 3, . . . . Using Arıkan's successive cancellation decoding, we prove that the virtual channels that arise in the process of polarization converge to q-ary channels with capacity 1, 2, . . . , r bits, and that the total transmission rate approaches the symmetric capacity of the channel. The multilevel polarization arising in this transmission represents a new phenomenon which is well suited to the description of dependent parallel channels that are subject to fading according to the order of their indices.
I. INTRODUCTION
Polarization is a new concept in information theory discovered in the context of capacity-achieving families of codes for symmetric memoryless channels and later generalized to source coding, multi-user channels and other problems. Polarization was first described by Arıkan [1] who constructed binary codes that achieve capacity of symmetric memoryless channels (and "symmetric capacity" of general binary-input channels). Ş aşoglu et al. [2] and Mori and Tanaka [3] subsequently established analogous results for general memoryless symmetric channels.
In this paper we study polarization for channels with input alphabet of size q = 2 r , r = 2, 3, . . . . Suppose that the channel is given by a stochastic matrix W (y|x) where x ∈ X , y ∈ Y, |X | = 2 r and Y is a finite alphabet. A direct application of earlier results compels one to use polarization theorems for channels with larger-than-binary input [2] , [3] . These theorems show that polarization schemes that employ nonbinary "kernel matrices" enable one to attain capacity of the channel. At the same time, they do not give information about the reliability of individual bits in the transmitted data. We consider the input alphabet as a set of binary vectors of length r rather than an abstract finite set of size q. Using the binary kernel H 2 = 1 0 1 1 for the construction of codes,
we are able to glean information about individual bits in the representation of the q-ary symbols. Namely, it turns out that the virtual channels that arise in the process of channel combining polarize to r + 1 levels, one of which has capacity 0, and the other transmit perfectly 1, 2, . . . , r bits of the input symbol; moreover, the good bits are aligned to the right of the transmitted r-block, and no other situations arise in the limit. This picture is illustrated in Fig. 1 ,2 in the final section of the paper.
Motivation for this work. This work began as an attempt to construct polar codes for the ordered symmetric channel, introduced in our earlier work [4] . This channel is defined by the matrix W (y|x) where
for all pairs y, x such that d r (x, y) = j, j = 1, . . . , r, (see def. (2) below) and where W (y|x) = W (y ⊕ x|0). This channel is originally motivated by communication in a fading system in which the data is sent over r parallel channels in such a way that if a particular data block is exposed to a low signal-to-noise ratio on channel i, it is also subjected to high noise on all the channels with indices 1, . . . , i − 1 [5] . A very similar system was earlier proposed in [6] as a channel model for a combinatorial metric on binary r-vectors. This metric, called the ordered Hamming distance, is defined as follows:
This definition suggests a relation to the channel polarization process described above. We shall see that the ordered Hamming distance and ordered Hamming weight wt r (·) play an explicit role in our proofs. The ordered symmetric channel models the system described above by stipulating that conditioned on the highestnumbered bit transmitted incorrectly, the bits with indices lower than it are equiprobable. In the process of proving polarization we realized that properties of the channel are not required to complete the argument. Further discussion of ordered channels appears in the final section of this work.
Paper [4] had its origins in our combinatorial studies of codes in the metric (2), e.g., [7] , [8] . This metric gives rise to a large variety of combinatorial and algebraic problems that go beyond the application described above. We find it quite interesting that it independently arises in the study of polar codes on channels with input of size q = 2 r .
Relation to previous work. This study is related to two earlier works on polarization, [2] and [9] . In particular, Ş aşoglu et al. [2] proved that the transmission scheme over a q-ary DMC that uses the kernel H 2 attains symmetric capacity of the channel (see also an extension of this work in [3] ). In proving this result, [2] showed that the virtual channels for individual q-ary symbols become either fully noisy or perfect, and the proportion of perfect channels approaches the symmetric capacity, in analogy with the results for binary codes in [1] . To show this, the polarization scheme in [2] had to rely on an averaging argument over the permutations of the alphabet (for alphabets of non-prime size). In the absence of the averaging, [2] remarks that the transmission scheme that uses the kernel H 2 with modulo-q addition does not necessarily lead to the polarization of the channels to the two extremes. We confirm this conclusion and make a further step of characterizing the behavior of the channels in this case. Specifically, we find that the channels are (mostly) neither perfect nor fully noisy. Instead, they carry a certain number of bits almost noiselessly, and the total proportion of bits adds up to the symmetric capacity of the channel W . The extremal configurations for information rates that arise as a result of polarization are easily characterized: they form an upper-triangular matrix as described in Theorem 1 below (see also Eq. (9)).
The paper by Abbe and Telatar [9] observed multilevel polarization in a somewhat different context. The main result of their paper provides a characterization of extremal points of the region of attainable rates when polar codes are used for each of the r users of a multiple-access channel. Namely, as shown in [9] (see also [10] ), these points form a subset in the set of vertices of a matroid on the set of r users. [9] also remarks that these results translate directly to transmission over a q-ary DMC, showing that the rate polarizes to many levels. To explain the difference between [9] and our work we note that transmission over the multiple-access channel in [9] is set up in such a way that, once applied to the DMC, it corresponds to encoding each bit of the q-ary symbol by its own polar code (we again assume that q = 2 r ). In other words, the polarization kernel employed is a linear operator G = I r ⊗ H 2 . Thus, the group acting on X is F + 2 r = Z 2 × · · · × Z 2 rather that the cyclic additive group of order q (the latter encoding operator is nonlinear).
When this work was in its final stages, we became aware of the paper by Sahebi and Pradhan [11] who also observed the multilevel polarization phenomenon and independently obtained results similar to our work. The motivation and proof methods in [11] are different from our approach.
II. PROOF OF POLARIZATION
We consider combining of the q-ary data under the action of the operator H 2 [1] with addition modulo q. This scheme was previously considered in [2] . We refer to these papers for the definition of polar codes and their decoding.
The object of this paper is to prove the following theorem.
Theorem 1:
Suppose that information is transmitted over a q-ary DMC W , q = 2 r , r ≥ 1 using polar codes with polarization kernel H 2 and successive cancellation decoding.
(a) The transmission scheme described achieves symmetric capacity of the channel W .
(b) In the polarization limit, the channels for individual bits are either perfect or fully noisy. If the channel for bit j is perfect then the channels for all bits i, r ≥ i > j are perfect. If the channel for bit i is noisy then the channels all bits j, 1 ≤ j < i are noisy.
The rest of this section is devoted to the proof of this theorem. Although the ideas involved are rather intuitive, the proof is surprisingly technical.
Define the combined channel W 2 and the channels W − and W + by
where u 1 , u 2 , y 1 , y 2 are r-vectors and + is a modulo-q sum.
The symmetric capacity of the channel W equals
where the base of the logarithm is 2. For any pair of input vectors x, x ′ ∈ X , the Bhattacharyya distance between them is
where W {x,x ′ } is the channel obtained by restricting the input alphabet of W to the subset {x, x ′ } ⊂ X . Define the quantity Z v (W ) [2] for v ∈ X \ {0}:
Introduce the ith average Bhattacharyya distance of the channel W by
where i = 1, 2, · · · , r. Then
Proof of Theorem 1: Part (a) is straightforward, and follows from [1] , [2] . Namely, recall the setting of [1] for the evolution of the channel parameters. On the set Ω = {+, −} * of semiinfinite binary sequences define a σ-algebra F on Ω generated by the cylinder sets S(b 1 , . . . , b n ) = {ω ∈ Ω :
and for all n ≥ 0. Consider the probability space (Ω, F , P ), where P (S(b 1 , . . . , b n )) = 2 −n , n ≥ 0. Define a filtration F 0 ⊂ F 1 ⊂ · · · ⊂ F where F 0 = {0, Ω} and F n , n ≥ 1 is generated by the cylinder sets S(b 1 , . . . , b n ), b i ∈ {+, −}.
Let B i , i = 1, 2, · · · be i.i.d. {+, −}-valued random variables with P r(B 1 = +) = P r(B 1 = −) = 1/2 and let
, where B = (B 1 , B 2 , · · · , B n ). These variables are adapted to the above filtration (meaning that I n is measurable w.r.t. F n for every n ≥ 1). Moreover, as shown in [1, Prop. 4] 
We note that the proof in [1] uses only the fact that u 1 , u 2 are recoverable from x 1 , x 2 which is true in our case. Hence the sequence I n , n ≥ 1 forms a bounded martingale. By Doob's theorem [12] , it converges a.e. in L 1 (Ω, F , P ) to a random variable I ∞ with E(I ∞ ) = I(W ). This implies part (a).
To prove part (b) we show that each of the Z i,n 's converges a.s. to a (0, 1) Bernoulli random variable Z i,∞ . This is shown by observing that for all x ∈ X of a given ordered weight, Z v,n (W ) converge to identical copies of a Bernoulli random variable. Moreover, the limit r.v.'s obey Z j,∞ ≥ Z i,∞ a.e. if j < i. Finally, a relation between I(W ) and Z i that we prove shows that I ∞ ∈ {0, 1, . . . , r} a.e.
We need the following lemma. Lemma 1: For a DMC with q-ary input, I(W ) and Z(W ) are related by
For r = 1 these inequalities are proved in [1] . For r > 1 Eq. (7) follows from [2, Prop. 1] and (6). We show that (8) holds for all r > 1, see the Appendix.
..,Bn be a random channel obtained after n steps of the combining-splitting procedure (3)-(4). Let Z max,n = max v∈X Z v,n . There are events Ω 0 , Ω 1 ⊂ Ω such that Z max .n (ω) → i for ω ∈ Ω i , i = 0, 1, and
For brevity we say that Z max,n converges a.e. to a (0, 1)-valued random variable Z max,∞ .
Proof idea: From [2] we have that
Of course, all the variables Z max are supported on [0, 1]. We show that there exist a neighborhood L of 0 and a neighborhood R of 1 such that the process Z max,n either stays in L or in R with probability one.
Next we prove convergence of the processes Z v,n and Z i,n . In order to achieve this, we first prove technical lemmas that establish some simple properties of the Bhattacharyya distance and the relation of the Z v 's for different input symbols.
Lemma 3:
Let us fix a channel W n = W b1,...,bn with input alphabet X and some output alphabetỸ. Consider binaryinput channels V {x,
Proof: Let us consider the unit-norm vectors z = ( V (y|x), y ∈Ỹ) and z ′ = ( V (y|x ′ ), y ∈Ỹ). Rotate the vectors so that z ′ = (1, 0, . . . , 0). We then have
Putting ε ′ = 4ε we obtain the desired result.
Next let us prove the converse. Assume that y |V (y|x) − V (y|x ′
where the first inequality is obtained from α y ≤ m y for all y ∈Ỹ.
In particular, we can take δ = δ ′ (2 r+2 q) −1 . Proof: Assume that v ∈ X and wt r (v) = i. Then, any other vector v ′ ∈ X with wt r (v ′ ) ≤ i can be obtained by
Suppose that Z v,n ≥ 1 − δ for a certain value of n. Since all Z(V {x,x+v} ) ≤ 1, we have Z(V {x,x+v} ) ≥ 1 − ε for every x ∈ X , where ε = 2 r δ. From Lemma 3 we have
for all x ∈ X . Let δ ′ = 4qε. The last inequality together with Lemma 3 imply that Z(V {x,x+v ′ } ) ≥ 1 − δ ′ for all x and all v ′ ∈ X such that wt r (v ′ ) ≤ i.
, where Z v,∞ is a (0, 1)-valued random variable whose distribution depends only on the ordered weight wt r (v). Sketch of Proof: By Lemma 2 for any ε > 0, δ > 0 there exists n 1 such that P (Z max,n ∈ (ε, 1 − ε)) ≤ δ for all n > n 1 .
where Z max,n is the random variable defined by W B1,...,Bn . The argument that follows applies to any given sample path ω, so below we assume that W n = W b1,b2,...,bn for some realization of the process.
Of course if Z max,n ≤ ε, then Z v,n ≤ ε for all v ∈ X , so we only have to consider the case that Z max,n ≥ 1 − ε. Our goal is to prove that in this case for any ε ′ > 0 there is a choice of ε (that can depend on v) such that Z v,n ∈ (ε ′ , 1 − ε ′ ). Lemma 4 affirms this and more for those v that satisfy wt r (v) ≤ wt r (v 1 ), where v 1 = arg max v Z v,n , therefore we only need to consider the case that wt r (v) > wt r (v 1 ).
Assume that v 1 is the smallest member of X such that Z v 1 ,n is close to 1. Then v 1 is the smallest number among numbers (vectors) v ∈ X of its ordered weight, and so it divides q. Let t = q/v 1 and a x = (V 1 (y|x), y ∈Ỹ) for x ∈ X , where V 1 = W n . By Lemma 3, the vectors a x , a x+v1 , . . . ,a x+(t−1)v1 are l 1 -close. Consider a channel V 2 with the same output alphabet as V 1 and input alphabet of size v 1 where
. Let us choose u 1 ∈ X with wt r (u 1 ) > wt r (v 1 ) and let u
, and the limiting random variable is the same in both cases. As noted above, the convergence of Z u 1 (V 1,n ) follows from the convergence of Z max,n .
Therefore for any ε > 0, δ > 0 there exists n 2 such that
Again we only need to consider the case of large Z max (V 2,n ), say Z max (V 2,n ) ≥ 1 − ε. We apply the above technique recursively until we obtain a channel with Z max < ε or a binary-input channel. Since the Bhattacharyya parameter of a binary-input channel converges a.e. to a Bernoulli (0, 1) random variable [1] , we finally conclude that Z v,n converges to a random variable supported on {0, 1}.
Lemma 6: Z i,n converges a.e. to a (0, 1)-valued random variable Z i,∞ .
Proof: We have shown above that for a given v the random variable Z v,n is close to 0 or 1 with large probability. If for some n it satisfies Z v,n > 1 − ε then by Lemma 4, Z v ′ ,n > 1 − ε ′ for all v ′ of the same weight as v. where ε ′ = 4q(2 r ε). If on the other hand, Z v,n < ε then Z v ′ ,n < ε ′ for all v ′ , wt r (v ′ ) = wt r (v) and some ε ′ . Indeed, if not, then by convergence we have that Z v ′ ,n > 1 − γ for some small γ > 0 (we may have to choose a sufficiently large n). However in this case Z v,n cannot be small by Lemma 4. Now using the definition of Z i,n (5) we conclude that for any α > 0, δ > 0, starting with some n P (Z i,n ∈ (α, 1 − α)) < δ.
This concludes the proof.
Lemma 7:
Let Z j (W n ) → Z j,∞ , j = 1, . . . , r a.e. as n → ∞. Then Z j,∞ ≥ Z i,∞ a.e. for all r ≥ i > j.
Proof: For any binary-input DMC W we have
r+i−1 δ. LetỸ denote the output alphabet of the channel. Consider the vectors z = ( V (y|x), y ∈Ỹ), z ′ = ( V (y|x ′ ), y ∈Ỹ), and let θ(z, z ′ ) be the angle between them. We have cos(θ(z,
Now take a pair of vectors
Thus for all x 1 , x 2 ∈ X , d r (x 1 , x 2 ) < i and for any channel
The lemma now follows because Z i,∞ is a 0-1 valued random variable for all i.
We obtain that Z i,∞ is a (0, 1) random variable a.e. and for all i, and if Z i,∞ = 1 then Z j,∞ = 1 a.e. for all 1 ≤ j ≤ i. Suppose that Z i,∞ = 0 for all i = 1, . . . , r, then from (7), I ∞ = r a.e. Now suppose that Z i,∞ = 1, i = 1, . . . , s; Z s+1,∞ = · · · = Z r,∞ = 0 for some r ≥ s ≥ 1, then by (7)- (8), I ∞ = r − s a.e. We conclude that the set of extremal configurations for the values of I ∞ is given by the following r + 1 vectors: 
Here I j = I j,∞ (W ) is the attainable rate for the jth bit of the q-ary symbol in the polarization limit. The proof of Theorem 1 is complete.
III. ORDERED CHANNELS
A very simple example of the channels discussed in the Introduction is given by the "ordered erasure channel" [4] . It is a vector memoryless channel, W r :
r , where
and W r (y|x) = 0 if y does not contain any erased coordinates and y = x. Its capacity equals r − r i=1 iε i and is attained by sending r independent streams of data encoded for binary erasure channels with erasure probabilities r j=i ε r , i = 1, . . . , r. Therefore, sending r independent polar codewords over the r bit channels, one can approach the capacity of the channel.
Despite the fact that this example is trivial, it already shows the domination pattern observed in Theorem 1. Namely, it is easy to prove directly that Z j,∞ ≥ Z i,∞ a.s. for all i > j, thereby establishing the result of Lemma 7. For that it suffices to observe that the erasure in higher-numbered bits implies that all the lower-numbered bits are erased with probability 1.
This observation extends to the ordered symmetric channel defined in the Introduction which is another example of the general channels considered above. Thus, q-ary polar codes can be used to transmit at rates close to capacity on this channel; moreover, the domination pattern that emerges, exactly matches the fading nature of the bundle of r parallel channels, achieving the capacity of the system discussed above. We note an earlier use of polar codes to parallel channels [13] ; however the transmission model and the results in that work are very different from our approach. In particular, [13] makes no mention of multilevel polarization.
We include two examples of polarization on q-ary channels showing multilevel polarization for the ordered erasure channel.
In Fig. 1 , r = 2, and ε 0 = 0.5, ε 1 = 0.4, ε 2 = 0.1. In Fig. 2 , r = 9 and ε i = 0.1, i = 0, 1, . . . , 9. Note that the proportion of the channels with capacity i = 0, 1, . . . , r bits converges to ε i .
the summation on y from the left hand side of (10) is greater than that from the right hand side of (10) for any y. The induction bases is trivial and the induction step is proved by term-wise application of the arithmetic-geometric mean inequality. Let us introduce some notation.
where ⊕ is a bitwise modulo-2 summation. In the next lemma we consider B-DMCs W
with inputs of special form. Namely, z
, and generally, z (1) m is formed of x 1 plus all the possible sums of the vectors x 2 , . . . , x m with 0 − 1 coefficients, including the empty one. Finally, z
For m = 0, 1, . . . , r − 1 introduce the set A = A(x 1 , . . . , x m+1 ) ⊂ X m+1 as follows:
a i x i , for all choices of a i ∈ {0, 1},
We need the following technical lemma. Lemma 9:
where the number k, the vectors z
m , and the set A(x 1 , . . . , x m+1 ) are defined before the lemma.
By adding and subtracting proper terms, some terms in I(W ) are expressed as the sum of symmetric capacities of BDMCs with input alphabet which is a subset of X . This gives us the case when m = 1. For the rest of the terms we will use the same technique. For instance, in the next step, we obtain symmetric capacities of binary channels, W . This trick is applied repeatedly until we are able to express every term of I(W ) into the summation of symmetric capacities of some B-DMCs.
We continue with the proof of inequality (8) . The term with m = 1 in (11) equals
wtr (x2)=d where the first inequality is from the relation between the symmetric capacity and the Bhattacharyya parameter of BDMCs [1] , and the second inequality follows from the fact that the function √ 1 − x 2 is concave for 0 ≤ x ≤ 1. The terms with m ≥ 2 in (11) will be estimated using Lemma 8. We will choose the map f so that the r-vector
does not depend on s. For instance, one such map is given in Lemma 8. Moreover, out of all such mappings we take the one for which wt r (a(f )) is the smallest. Then the second term becomes which is the number of terms with wt r (x 3 ) = d, x 1 = 0 under the given condition. Repeating this process, we obtain the claimed result. The full calculation is cumbersome, but its essence is captured in the example for r = 3 which we write out in full: This completes the proof of (8).
