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No. To illustrate that tensor renormalization group methods are poorly suited for frustrated magnetic systems, we
study the thermodynamic properties of the two-dimensional Edwards-Anderson Ising spin-glass model on a square
lattice. We show that the limited precision of standard 64-bit data types and not a small cut-off parameter is the main
reason for unphysical negative partition function values in spin glasses.
The simulation of spin-glasses [1] with nearest neighbor inter-
actions remains numerical challenge. To date—with only few ex-
ceptions [2, 3]—the thermodynamic behavior of spin glasses is
best studied using Markov-chain Monte Carlo methods paired
with accelerators, such as cluster updates [4] or tempering [5].
Therefore, finding an algorithm that outperforms Monte Carlo
for large-scale simulations at low temperatures where the dynam-
ics of spin glasses is exponentially slow is of much interest.
In classical statistical system with local interactions, the Boltz-
mann weight can be expressed as a tensor product. Moreover,
all thermodynamic quantities can be determined by studying an
equivalent tensor-network models. The tensor renormalization
group method (TRG) is a real-space renormalization group ap-
proach initially introducedbyLevin andNave [6] for classical spin
systems on two-dimensional regular lattices. Later, the approach
was further improved by Xie et al. [7] and successfully applied to
the two- and three-dimensional ferromagnetic Ising model.
Unlike the ferromagnetic Ising model, the Edwards-Anderson
Ising spin glass is a magnetic system exhibiting both quenched
disorder and frustration, i.e., it has no translation symmetry.
Whether the TRG method can be applied to the Edwards-
Anderson Ising spin glass has recently been investigated by
Wang et al. [8]. They find that the TRG method might lead to
negative values in the partition function at low temperature and
argue that a larger cut-off parameter could be used to alleviate
this problem. In this note we argue that the primary reason for
negative partition function terms is the limited precision of the
data type (double) used, instead of a small cut-off parameter.
We show that TRG fails because of the near-cancellation of
the positive and negative tensor components in the partition
function. A high-precision data type is thus required to study
spin glasses using TRGmethods.
Model—The Hamiltonian of the Edwards-Anderson Ising spin
glass is given by H ({si}) = −∑N〈i,j〉 Jijsi sj , where the spins si ∈
{±1} are on a square lattice and the summation is over nearest
neighbors. We use bimodal-distributed interactions between the
spins, i.e., P(Jij) = pδ(Jij − 1) + (1 − p)δ(Jij + 1). where p is the
fraction of ferromagnetic bonds.
Algorithm — The partition function of a classical statistical me-
chanical model with local interactions can be obtained by taking
the product of local tensors at each site and summing over all bond
indices, i.e., Z = Tr∏i Txix′iyiy′i . The local tensor Txix′iyiy′i can be
defined by tracing out si from the product matricesW , i.e.,
Txix′iyiy′i =
∑
α
W 2α,xiW 1α,x′iW
2
α,yiW 1α,y′i (1)
whereW 1 andW 2 are 2 × 2matrices defined by
W1 =
( √
cosh(1/T ) √sinh(1/T )√
cosh(1/T ) −√sinh(1/T ) ) , (2)
W2 =

(√
cosh(1/T ) √sinh(1/T )√
cosh(1/T ) −√sinh(1/T )) if Jij = 1,(√
cosh(1/T ) −√sinh(1/T )√
cosh(1/T ) √sinh(1/T ) ) if Jij = −1.
(3)
To coarse grain the network, two neighboring tensors are con-
tracted into one, i.e.,
T (n+1)x1x2,x′1x′2,y,y′ =
∑
i
T (n)x1,x′1,y,iT
(n)
x2,x′2,i,y′
. (4)
The lattice size is reduced by a factor of 2 and the contracted
tensor T n+1 (along x or y axis) has a higher bond dimension D2.
The TRG method then truncates tensor T n+1 into a lower rank
tensor using different strategies [7].
Results — In our C++ implementation all quantities are stored
with double or higher precision data types using the GNUMul-
tiple Precision Arithmetic Library (gmplib.org). Without the
TRG approximation, the coarse graining scheme based on a
tensor-network model should produce the exact partition func-
tion of the model with Z > 0 for all temperatures T .
To demonstrate that a limited data type precision is the primary
reason for negative partition function values for spin glasses at
low temperature, 960 samples (linear size L = 4) with randomly-
distributed bimodal interactions (p = 0.5) are generated and the
partition function of these samples is calculatedwithdoublepre-
cision (b = 64 bits) and a higher precision (b = 1024 bits) data
type. Figure 1 shows that the failure rate f (Z)of thepartition func-
tion Z (i.e., when terms in the sum turn negative) as function of
temperature T . It is clear that with double precision the failure
rate increases as temperature decreases. However, the failure rate
vanishes when a precision of b = 1024 bits is used.
To further show that a higher precision data type can reduce the
failure rate of partition function for a two-dimensional spin glass,
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FIG. 1: Failure rate of the partition function f (Z) of the two-dimensional
Ising spin glass as function of temperature T . Data for 960 samples for a
systemwithN = 16 (L = 4) spins and p = 0.50. The error bars represent
a disorder average over the 960 samples.
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FIG. 2: Failure rate of the partition function Z of the two-dimensional
spin glass as function of precision bits b. Data averaged over 960 samples
with L = 4, p = 0.5, T = 0.05.
we show the failure rate as function of date type’s precision b in
Fig. 2. As the precision increases, the failure rate at fixed temper-
ature decreases. These results strongly suggest that negative parti-
tion function values are caused by the limited precision of the data
type used in simulations instead of a cut-off parameterD [7].
The success of TRG for the ferromagnetic Ising model implies
that there is an intrinsic difference between the Ising model
and a spin glass. To probe this difference, we plot in Fig. 3
256 tensor components of the contracted tensor T n+1 for the
two-dimensional ferromagnetic Ising model, as well as a spin
glass. Figure 3 shows that for a spin glass near-cancellation of
the positive and negative tensor components in the partition
function requires a higher precision data type in order to obtain
a physical value of the difference between tensor components. In
contrast, for the ferromagnetic Ising model all components are
positive. Therefore double precision is sufficient to obtain an
accurate results.
Summary — By studying the partition function of the two-
dimensional Edwards-Anderson Ising spin-glass model on a
square lattice using the tensor renormalization group method we
demonstrate that the limited precision of the used data type is the
culprit for high failure rates at low temperatures and not a small
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FIG. 3: 256 tensor components of the two-dimensional Edwards-
Anderson spin glass with p = 0.5, L = 4 and T = 0.05 vs the ferro-
magnetic Ising model with L = 4 and T = 0.05.
cut-off parameter as surmised in Ref. [7]. To obtain precise par-
tition function values at low temperature, both a high-precision
data type and a large cut-off parameter are needed. The high pre-
cision requirements result in a sizable numerical overhead when
applying tensor renormalization group methods to spin glasses,
because the precision requirements grow for decreasing temper-
ature or increasing system size. As such, while TRG, in princi-
ple, works for spin glasses, it is an extremely inefficientmethod for
these models.
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