We present an evaluation of the impact of a recently proposed feature-enhanced synthetic aperture radar (SAR) imaging technique on automatic target recognition (ATR) performance. We run recognition experiments using conventional and feature-enhanced SAR images of military targets, in three different classifiers. The first classifier is template-based. The second classifier makes a decision through a likelihood test, based on Gaussian models for reflectivities. The third classifier is based on extracted locations of the dominant target scatterers. The experimental results demonstrate that feature-enhanced SAR imaging can improve the recognition performance, especially in scenarios involving reduced data quality or quantity.
INTRODUCTION
Recently a novel technique for synthetic aperture radar (SAR) image formation based on non-quadratic regularization has been proposed. 1 This method can preserve and enhance target features better than conventional images. This feature-enhanced SAR imaging technique has been quantitatively evaluated based on recognitionoriented features in Ref. 2 . In particular, that study has shown that images produced by feature-enhanced imaging exhibit higher resolution and better dominant scatterer localization than conventional images; as well as enhanced anomaly and speckle suppression in homogeneous regions, which results in easier-to-segment images. The question of how such feature-enhanced imaging affects automatic target recognition (ATR) performance was not addressed.
In this work, we present an evaluation of the impact of feature-enhanced SAR imaging on ATR performance. We use the Moving and Stationary Target Acquisition and Recognition (MSTAR) public target data set, 3 and three different classifiers, to make decisions about the target type given conventional or feature-enhanced images, and compare the results for these two types of images. The first classifier is based on template-matching, which is a conventional approach for SAR ATR. The second classifier is based on conditionally Gaussian models for reflectivities, and performs classification through a likelihood test. The third classifier is a feature-based one, and performs classification by measuring how well the dominant scatterer locations extracted from images formed from reduced-resolution data match the corresponding scatterer locations for each hypothesized target. We present the recognition results in the form of classifier confusion matrices. These experiments demonstrate that feature-enhanced SAR imaging can offer higher probability of correct classification than conventional imaging.
FEATURE-ENHANCED SAR IMAGING
In this section, we provide a brief overview of feature-enhanced SAR image formation. The details of the technique can be found in Ref. 1 . Let us start from the following assumed discrete model for the SAR observation process:
where g are the SAR observations (phase histories or range profiles), f is the unknown sampled reflectivity image, w is additive measurement noise, all column stacked as vectors, and T is a complex-valued SAR observation matrix. If phase history data are used, T is a 2-D Fourier-type operator, 4 and if range profile data are used, T is a complex-valued projection-type operator. In this framework, the objective of SAR image reconstruction is to obtain an estimate of f based on the data g. The conventional SAR polar format image formation algorithm can roughly be interpreted in this framework as the application of the adjoint to the data:f CONV = T H g.
In contrast, feature-enhanced SAR image reconstruction is achieved by solving an optimization problem of the following form:f
where · p denotes the p norm (p ≤ 1), D is a 2-D derivative operator, |f | denotes the vector of magnitudes of the complex-valued vector f , and λ 1 , λ 2 are scalar parameters. The first term in the objective function of Eq.
(2) is a data fidelity term. The second and third terms in Eq.
(2) incorporate prior information regarding both the behavior of the field f , and the nature of the features of interest in the resulting reconstructions. The optimization problem in Eq. (2) can be solved by using an efficient iterative algorithm proposed in Ref. 1, based on half-quadratic regularization. 5 Use of non-quadratic constraints, such as those in Eq. (2), has recently become popular, e.g. in image restoration, 6 due to the ability of these constraints to prevent suppression of useful features in the image. The objective function in Eq. (2) extends the use of such constraints to the complex-valued SAR image reconstruction problem.
Each of the last two terms in Eq. (2) is aimed at enhancing a particular type of feature that is of importance for SAR ATR. In particular, the term f p p is an energy-type constraint on the solution, and aims to suppress artifacts and increase the resolvability of point scatterers. The D|f | p p term on the other hand, aims to reduce variability in homogeneous regions. The relative magnitudes of λ 1 and λ 2 determine the emphasis on such point-based versus region-based features. Therefore, this framework lets us reconstruct images with two different flavors: using a relatively large λ 1 yields point-enhanced imagery, and using a relatively large λ 2 yields regionenhanced imagery. For point-enhanced imaging, when the observation model T maps a high-resolution field to lower-resolution data, we call this superresolution imaging, since in this case we attempt to reconstruct the field at a finer pixel-spacing than Rayleigh resolution. When this is not the case, we use the term non-superresolution imaging. The superresolving capabilities of feature-enhanced SAR imaging have been studied in Ref. 2.
CLASSIFIERS USED FOR ATR
In this section, we describe the three classifiers we use for evaluating the impact of feature-enhanced SAR imaging on the success of ATR. The first of these is a template-based classifier, which can be considered as a conventional SAR ATR approach. The second classifier achieves a decision through a likelihood test on the observed target images based on Gaussian models for the reflectivities parameterized by the target class. The third one, a point-feature-based classifier, is based on measuring how well features (dominant scatter locations) extracted from images reconstructed from low resolution data match those of the hypothesized target class.
Template-based Classifier
The idea in template-based classification is to first measure how well a given test image matches reference images, called templates, which represent the hypotheses in the problem, and then declare the test image to be from the class giving the best matching score. A common metric used for the degree of match is the meansquared error (MSE) between the test image, and the template. This classification approach has been used in the classifier component of a series of ATR systems developed by Lincoln Laboratory. 7, 8 The classification problem in ATR is to determine the type of the vehicle in a given scene. In SAR, the image of a particular type of vehicle at a particular orientation (aspect angle) with respect to the radar platform is usually not equivalent to a rotated version of the image of the same vehicle at a significantly different orientation. Hence for template-based classification, we need templates of the targets at a reasonable number of different orientations. Let t(ϑ, a) be such a template (stacked as a vector) for vehicle type a, at orientation ϑ ∈ [0 • , 360 • ), and letf dB be a normalized (to have unit 2 -norm) test image (in dB) stacked as a vector. Then the template-based minimum MSE classification can be done as follows:
The classifier in Eq. (3) needs a stored set of templates, which in practice can be obtained from training data.
In practice, we usually do not have many training images at exactly the same orientation. Then, the template for vehicle type a, at orientation ϑ k can be constructed by first aligning (in angle) the training images that have an orientation close to ϑ k , and then finding an average of these images, as follows:
where W k denotes the range of angular orientations that are used in training for the orientation ϑ k , N k is the number of available training images that have an orientation within this range, andf r k dB (ϑ, a) is a training image which has an original orientation of ϑ, and which is rotated ϑ k − ϑ degrees, so that it is aligned with other training images used for the computation of t(ϑ k , a). Such templates for T72 tanks from the MSTAR data set, at 17 • depression angle and various orientations for the conventional, point-enhanced (non-superresolution), and region-enhanced images are shown in Figures 1, 2 , and 3. The orientation ϑ for each image used in the computation of these templates is obtained from the corresponding MSTAR file header. In the construction of these templates, we have used ϑ k = 5(k − 1) degrees, and
Hence the sets of images used in the computation of templates for subsequent orientations intersect each other, and each training image is used in the construction of two templates. In our experimental work, described in Section 4, we use images at 17 • depression angle for training the classifiers, and an independent set of images at 15 • depression angle to test the classification performance.
Likelihood-based Classifier
We now describe a likelihood-based classifier, proposed in Ref. 9 for SAR ATR. This approach starts from a statistical signal model, in which the underlying SAR image f (ϑ, a), where ϑ and a are as defined in Section 3.1, is assumed to be a complex Gaussian vector, and the observed imagef is given by the following observation model:
where n is i.i.d. complex Gaussian noise with mean 0 and covariance σ 2 I. The classifier is based on a generalized likelihood test as follows:â
where l(f |ϑ, a) denotes the logarithm of the likelihood that the test image is of target type a, at orientation ϑ.
Let the signal f (ϑ, a) have mean m(ϑ, a) and covariance Q(ϑ, a). Then the probability density function p(f |ϑ, a) is Gaussian with the following mean and covariance:
E{f |ϑ, a} = m(ϑ, a)
Let us define K(ϑ, a) Q(ϑ, a) + σ 2 I. Then the log-likelihood is given by: We assume that m(ϑ, a) = 0, ∀{ϑ, a}, as in Ref. 9 . This is a reasonable assumption due to the random phase nature of SAR reflectivities. The second simplifying assumption made in Ref. 9 is that of statistical independence of different pixels in the SAR image, which results in a diagonal Q(ϑ, a), hence a diagonal K(ϑ, a). This in turn simplifies the computation of the likelihood to a simple summation:
where (·) i and (·) i,i denote the i-th element of a vector, and the i-th diagonal element of a matrix respectively. The classifier in Eq. (6) with the likelihood function in Eq. (10) requires the model variances K i,i (ϑ, a). These variances can be estimated from training data as follows:
where (f r k (ϑ, a)) i denotes the i-th pixel of an aligned training image, and N k , W k are as defined in Section 3.1. The operation in Eq. (11) produces variance "images", which are, in spirit, very similar to the template images of Figures 1, 2 , and 3.
Point-feature-based Classifier
We now concentrate on the reconstruction problem from reduced-resolution data, and propose a classifier specifically aimed at evaluating the ability of the point-enhanced, superresolution images to preserve the locations of dominant scatterers in the scene. Similar peak-based classification schemes have previously been proposed in Refs. 10 and 11. Such feature-based classification techniques, as opposed to the pixel-based classification schemes described in The classifier works as follows. Given a test image, the first step is to extract the locations of the N p brightest scatterers. For this purpose, we first find all the peaks in the scene. The peaks are taken to be the points where the discrete spatial derivatives of the reflectivity magnitude in both the x and the y directions change sign from positive to negative. Once the peaks are found, we order them based on their magnitudes, and pick the largest N p of them. Once the N p dominant peaks are extracted, a one-to-one association is established between these peaks and the true peak locations for the hypothesis under test. A one-to-one association of the peaks is made such that the sum of the squared distances between the locations of the true peaks and the corresponding matched peaks from the test image is minimized. Next, an average of the distances between the associated peak pairs is computed. This gives a single number measuring how likely it is that the given test image belongs to the hypothesized class. The class assignment is achieved by finding the vehicle type which yields the minimum associated peak distance over all orientations:
where d PEAK (·, ·) is a vector of Euclidean distances between associated peak pairs extracted from the observed test imagef , and the reference image f (ϑ, a). Note that the 1 -norm in Eq. (12) is just equivalent to a summation of the distances between individual peak pairs. The classifier in Eq. (12) requires the "true" peak locations for each target type, at a reasonable number of orientations ϑ, extracted from the reference scenes f (ϑ, a). One way to obtain the reference peak locations is through the use of 3-D CAD models of the vehicles together with an electromagnetic signature prediction tool such as XPATCH 12 to simulate the expected reference scene. A second option is to use conventional SAR images obtained from higher resolution data as the reference scenes, and extract the "true" peak locations from such images. In our experiments, we use the latter approach. 
EXPERIMENTAL RESULTS

Experimental Setup
We now evaluate the performance of the classifiers described in the previous sections, given MSTAR images produced by feature-enhanced versus conventional imaging. The MSTAR data set consists of a large assortment of military targets. In our recognition experiments, we use the T72, BMP2 and BTR70 targets. For all three classifiers, our training set is composed of images at 17 • depression angle, and our test set is composed of an independent set of images at 15 • depression angle. The numbers of each type of target images in each of these sets are shown in Table 1 . In training and testing with all three classifiers, we extract and use a near-central portion of the SAR image which contains the target. In all cases, we normalize the images so that they have the same 2 -norm, before using them in the classifiers.
We present the results of our evaluations in the form of classifier confusion matrices, which show the number of correct and incorrect classifications achieved on test inputs of each type. A single number characterizing the classifier's ability to recognize test inputs can be obtained through the probability of correct classification, P cc , which is defined as the fraction of all target test inputs that were correctly classified.
Template-based Classification Results
We now present the recognition performance of the conventional, point-enhanced (non-superresolution) and region-enhanced images, when they are used as inputs to the template-based classifier, described in Section 3.1. We use 72 templates for each target type, with each template representing an orientation 5 • apart from the subsequent template. In the construction of each template, we use a training window W k of 10 degrees, as described in Section 3.1.
We have initially conducted recognition experiments with images reconstructed from high SNR data. By high SNR data, we mean the SAR data obtained by undoing the image formation steps for the images in the MSTAR data set, without any additional measurement noise. The templates for such images were shown in Figures 1, 2, 3 . We have observed that for this high-SNR, 3-target classification problem both conventional and feature-enhanced images result in a high recognition rate, and the performance difference is not significant. Next, we investigate the recognition performance of these images in the face of degraded data, which may provide a better representation of a practical situation. To this end, we have included additive complex Gaussian noise in the projectional SAR data. Treating the original data before the addition of this noise as the clean signal, the SNR of the corrupted data we use is −4 dB. This represents a very noisy scenario. The templates of the T72 target for the conventional and feature-enhanced images in this case are shown in Figures 4, 5 , and 6.
We now present the recognition results for this low-SNR case. Table 2 shows the confusion matrices for the classification of conventional and feature-enhanced images. The conventional images result in an overall probability of correct classification of 69.85 %. Point-enhanced and region-enhanced imaging increase this rate to 88.93 % and 96.76 % respectively. So degradation in recognition performance caused by the noise is much less with the feature-enhanced images, as compared to the conventional images. Hence feature-enhanced imaging is more robust to limitations in data quality.
Likelihood-based Classification Results
We now present the results of running the low-SNR data used in Section 4.2 through the likelihood-based classifier described in Section 3.2. For each target type, we train 72 probability density functions, each representing an orientation 5 • apart from the subsequent orientation. As in the construction of the templates in Section 4.2, we use a training window W k of 10 degrees, in estimating the covariance matrices.
The classification results are shown in Table 3 . The classifier has a correct classification rate of 87.05 % with conventional images, 94.38 % with point-enhanced images, and 99.15 % with region-enhanced images.
Point-feature-based Classification Results
We now report the results of recognition experiments with images reconstructed from data supporting a lower resolution than those used in the previous recognition tests in this paper. The data used in Sections 4.2 and 4.3 had a resolution of 0.3 m. In this section, we use data with a resolution of 0.6 m. The data used for the low resolution experiments do not contain any noise in addition to what is already present in the MSTAR data. Hence, we consider a high-SNR scenario here.
We could certainly use a template-based, or likelihood-based classifier for the images reconstructed from such data as well. However, our objective in this section is to present the results of a feature-based classification scheme, rather than a pixel-based one. The classifier we use has been described in Section 3.3. We obtain the true peak locations for all targets at all the orientations available, using conventionally formed SAR images at 0.3 m resolution, and 17 • depression angle. We then run the classifier on conventional and point-enhanced, superresolution images at 15 • depression angle, reconstructed from data supporting a resolution of 0.6 m. The number of dominant scatterers we consider for each image is N p = 20.
The classification results presented in Table 4 demonstrate a clear improvement in recognition performance through the use of point-enhanced, superresolution images as compared to the case of conventional images. The correct classification rates for the conventional and point-enhanced images are 44.80 %, and 81.43 %, respectively.
FURTHER ANALYSIS AND EXTENSIONS
We have presented some recognition experiments to compare the performance of feature-enhanced and conventional images. Although this analysis has provided a flavor of the impact of feature-enhanced imaging, more extensive experimentation on a more general setting would be an important contribution for a number of reasons. First, the recognition problem posed in this paper contained three classes. This is too small to represent a practical setting where the decisions usually involve a larger number of vehicle types. Furthermore, our experiments did not involve confuser vehicles. Confuser vehicles are test inputs, for which no training is done, and the ATR system should ideally respond as "unknown" to data containing such vehicles. This is an important practical issue, and a more realistic recognition evaluation should involve confuser vehicles. Finally, although the pixel-based classifiers that we considered were based on real recognition systems in use, there are more advanced, feature-based systems under development, such as that associated with the MSTAR program, as described in Ref. 11 . Evaluation of the performance of feature-enhanced SAR images in such a feature-based recognition system would be an important extension of the work presented in this paper.
CONCLUSIONS
We have conducted a preliminary analysis of the impact of feature-enhanced SAR imaging on ATR performance. We have defined a 3-class target recognition problem to compare the recognition performance of feature-enhanced images and conventional images. We have constructed two pixel-based classifiers, and one feature-based classifier. With high-SNR data we have not observed a significant performance difference between the conventional and the feature-enhanced images. With reduced quality data however, feature-enhanced images resulted in higher recognition rates. We have also conducted reduced-resolution data experiments, and used the feature-based classifier to test the performance of feature-enhanced, superresolution images. We have observed recognition improvements as compared to the conventional images in this case, as well. Table 5 summarizes the results obtained in this paper in terms of the probability of correct classification. 
