The productivity of transport infrastructure investment: A meta-analysis of empirical evidence  by Melo, Patricia C. et al.
Regional Science and Urban Economics 43 (2013) 695–706
Contents lists available at ScienceDirect
Regional Science and Urban Economics
j ourna l homepage: www.e lsev ie r .com/ locate / regecThe productivity of transport infrastructure investment: A meta-analysis
of empirical evidencePatricia C. Melo ⁎, Daniel J. Graham, Ruben Brage-Ardao
Centre for Transport Studies, Department of Civil and Environmental Engineering, Imperial College London, London SW7 2AZ, UK⁎ Corresponding author at: Centre for Transport Stu
London SW7 2AZ, UK. Tel.: +44 20 7594 5924.
E-mail address: patricia.melo@imperial.ac.uk (P.C. M
0166-0462 © 2013 The Authors. Published by Elsevier B
http://dx.doi.org/10.1016/j.regsciurbeco.2013.05.002a b s t r a c ta r t i c l e i n f oArticle history:
Received 3 January 2013
Received in revised form 16 April 2013
Accepted 20 May 2013
Available online 25 May 2013
JEL classiﬁcation:
H54
O40
R11
R15
Keywords:
Meta-analysis
Transport infrastructure
Economic performanceInvestments in transport infrastructure have been widely used by decision makers to encourage economic
growth, particularly during periods of economic downturn. There has been extensive research on the linkage
between transport infrastructure and economic performance since the late 1980s, characterised by widely
varying evidence. We conduct a meta-analysis of the empirical evidence on the output elasticity of transport
infrastructure, based on a sample of 563 estimates obtained from 33 studies. Previous meta-analyses have fo-
cused on total public capital and hence cannot appropriately explain the wide variation in the productivity
effect of transport infrastructure nor provide guidance to policymakers on the returns to investment in differ-
ent types of transport infrastructure. Our results indicate that the existing estimates of the productivity effect
of transport infrastructure can vary across main industry groups, tend to be higher for the US economy than
for European countries, and are higher for roads compared to other modes of transport. The variation in the
estimates of the output elasticity of transport is also explained by differences in the methods and data used in
previous studies. Failing to control for unobserved heterogeneity and spurious associations tends to result in
higher values, while failing to control for urbanisation and congestion levels leads to omitted variable bias.
These ﬁndings can be used to inform future research on the choice of model speciﬁcation and estimation
and transport-related policy making.
© 2013 The Authors. Published by Elsevier B.V. Open access under CC BY-NC-ND license.1. Introduction
The study of the effect of transport infrastructure on private out-
put has been the focus of extensive research over the past decades
and has produced widely varying results. Transport infrastructure
has been hypothesised to impact on the economy by different strands
of economics. Classical location theory emphasised the role of trans-
port costs as a determinant of the location of economic activities
(Weber, 1928; Moses, 1958; Alonso, 1964). The New Economic Geog-
raphy (NEG) also emphasises the role of transport costs as a location
factor within the context of imperfect competition and different
degrees of interregional labour mobility (Fujita et al., 1999; Fujita
and Thisse, 2002). The macroeconomic theory of endogenous growth
also developed a framework in which public infrastructure (including
transport infrastructure) can be deﬁned as a source of economic
growth through its contribution to technical change (Aschauer, 1990;
Munnell, 1992; Hulten and Schwab, 1991; Garcia-Mila and McGuire,
1992).dies, Imperial College London,
elo).
.V. Open access under CC BY-NC-ND lAlongside a reduction in transport costs, transport improvements
lead to a reduction in ﬁrms' input costs and thus increased factor pro-
ductivity. In addition, lower production and distribution costs in-
duced by transport improvements can also result in scale effects
and foster competition levels, which in turn result in higher overall
productivity levels due to a natural selection process in favour of
more productive ﬁrms (Nocke, 2006; Baldwin and Okubo, 2006;
Melitz and Ottaviano, 2008). Another important contribution of
transport to economic productivity relates to what the literature
generally terms as ‘transport-induced agglomeration effects’. Ag-
glomeration economies occur when economic agents (ﬁrms, workers)
beneﬁt from being close to other economic agents. Transport improve-
ments can increase the strength of agglomeration economies to the
extent that they increase connectivity within the spatial economy. By
changing the way people and ﬁrms have access to economic activity,
transport affects the realisation of agglomeration externalities and
hence the productivity effects derived from it (e.g. Eberts and
McMillen, 1999; Graham, 2007).
The hypothesis that investments in transport infrastructure
produce strong economic beneﬁts and foster growth has justiﬁed
government funding for new and improved transport infrastructure.
This view is supported by early estimates of the output elasticity of
transport, which have been criticised since the late 1990s on the
grounds of model misspeciﬁcation and spurious relationships. The
ﬁrst estimates of the impact of transport investment on the economyicense.
1 Meta-analysis was not introduced into the economic ﬁeld until the late eighties
and early nineties (Stanley and Jarrell, 1989; Jarrell and Stanley, 1990) and was often
applied to environmental and non-market asset valuation (Smith and Kaoru, 1990;
Walsh et al., 1989; Weitzman and Kruse, 1990). The main idea proposed by Stanley
and Jarrell (1989) was to treat literature reviews in the same manner as we investigate
any other empirical issue in economics. Since then it has been applied to ﬁelds like la-
bour economics, international economics (Rose and Stanley, 2005; De Groot et al.,
2005), and urban economics (De Groot et al., 2009; Melo et al., 2009).
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this empirical literature, namely: (i) simultaneity bias, and (ii) omit-
ted variable bias. Simultaneity bias results from reverse causality be-
tween economic output and transport investment, while omitted
variable bias is a problem of model misspeciﬁcation which occurs
when relevant covariates are not considered in the regression
model. Both estimation issues result in inconsistent estimates of the
output elasticity of transport.
The realisation that estimates obtained from early studies are
plagued by spurious associations between transport and economic
output has practical implications for policy making, in particular, the
widely invoked political belief that transport investments deliver large
economic beneﬁts. In fact, the role of transport investment on the econ-
omy is considered so crucial that on the 6th of September 2010, Presi-
dent Barack Obama announced a six year investment plan with an
initial $50 billion infrastructure package to invest in roads, railways
and airports (BBC News, 2010). Similarly, Chancellor George Osborne
has also announced a £30 billion investment programme in infrastruc-
ture, including new road and rail schemes, to boost Britain's poor
performing economy (BBC News, 2011). Such statements are based on
the principle that investment in transport infrastructure and economic
performance are positively linked, forming a key justiﬁcation for the
allocation of resources to the transport sector.
The productivity effect of transport investments is also being
increasingly considered by decision makers and transport planners
in their practice of cost–beneﬁt analysis (CBA). The extension of the
scope of conventional transport project CBA to include wider eco-
nomic impacts helps make the case for investment in transport infra-
structure more convincing. Traditional CBA assumes that transport
user beneﬁts capture all the beneﬁts of transport investments under
perfectly competitive markets. In practice, the presence of market
failures (particularly, externalities) legitimates the addition of wider
economic impacts from transport projects to CBA (Venables, 2007;
Graham, 2007; Graham and Dender, 2011).
In this research we are interested in the effect of transport infra-
structure on private output. There are various survey papers (Munnell,
1992; Gramlich, 1994; Rietveld, 1994; Boarnet, 1997; Banister and
Berechman, 2000; De La Fuente, 2000, 2010), and some meta-analyses
(Button, 1998; Bom and Ligthart, 2008; Bom and Ligthart, 2009), on
the productivity of public capital. However, these review papers have
focused on the role of total public capital. Public capital is a broad
term that includes different types of capital, which are expected to differ
in the degree to which they impact on private output. There is general
agreement that core infrastructure (of which transport infrastructure
represents a large part) is expected to have a stronger impact than
other components of public capital such as hospital buildings, education
buildings, and other public buildings (Boarnet, 1997; Bom and Ligthart,
2009).
By conducting a meta-analysis of existing empirical evidence on
the output elasticity of transport infrastructure we hope to inform
policy making on the expected productivity returns to investment
in different types of transport infrastructure (rail, roads, airport,
etc.), industry sectors (manufacturing, services, etc.), and over time
(i.e. short-run versus medium- and long-run effects). Such detailed
information about the productivity of transport infrastructure cannot
be obtained from existing meta-analyses of total public capital. More-
over, the wide variation in the existing estimates of the output elas-
ticity of transport infrastructure also provides a justiﬁcation for
carrying a transport-speciﬁc meta-analysis of the empirical literature.
There are a number of very useful surveys on the economic effect of
transport infrastructure (Gillen, 1996; Boarnet, 1997; Jiang, 2001). How-
ever, these surveys have relied upon traditional literature review tech-
niques. To the best of our knowledge, this is the ﬁrst meta-analysis of
the empirical evidence on the effect of transport infrastructure on eco-
nomic output. The twomain objectives of this meta-analysis are to iden-
tify the factors explaining the wide range of results found in theempirical literature and provide guidance to policy makers on the
expected returns to investment in transport infrastructure.
The data used in the meta-analysis include studies that use a pro-
duction function framework to estimate output elasticities of transport.
The sample consists of 563 elasticity estimates obtained from 33 stud-
ies. Besides summarising the estimates, we estimate meta-regressions
to test for the impact of different study characteristics as sources of
variation on existing empirical results. The hypothesised sources of
variation relate to the following study features: (1) econometric estima-
tor, (2) model misspeciﬁcation, (3) data aggregation, (4) measurement
of transport, (5) transport mode, (6) country and time period, (7) in-
dustrial sector, and (8) time frame of the elasticity estimate.
The results obtained from our meta-analysis suggest that the crit-
icisms made to estimates of the productivity of public capital can be
extended to transport infrastructure. Estimates obtained from studies
using estimators that cannot correct for omitted variable bias and
unobserved heterogeneity have tended to produce upward biased es-
timates of the output elasticity of transport. As for the importance of
correcting for reverse causality between transport and economic out-
put, the results suggest that instrumental variable techniques tend to
be associated with higher elasticity estimates. Model misspeciﬁcation
also affects the results. In particular, we ﬁnd that studies which do not
account for the urbanisation levels and spatial spillover effects tend to
also produce upward biased elasticity estimates.
Our ﬁndings also indicate that there are some noticeable differences
in the magnitude of the output elasticity of transport across economic
sectors and transport modes, and that monetary measures of transport,
as opposed to physical measures, tend to produce lower elasticity
values. In addition, we ﬁnd that the estimates of the output elasticity
of transport tend to be larger for the US than for European countries,
which is reasonable given that the US economy is generally more
dependent on road transport than that of Europe, and that road trans-
port studies represent a large part of the meta-sample. Finally, the
meta-regressions conﬁrm the intuitive result that estimates of the out-
put elasticity of transport are higher in the long-run.
The structure of the paper is as follows. Section 2 describes the main
features of the meta-analysis, its advantages and limitations, and the
criteria used to select the estimates included in the meta-sample.
Section 3 provides a brief overview of the main ﬁndings and issues in
the empirical literature on the link between transport and economic per-
formance. Based on the literature review, Section 4 describes the
study-design factors (meta-regressors) hypothesised to explain the var-
iation underlying the existing empirical evidence. In Section 5 we pres-
ent and discuss the meta-regression results. We also conduct various
publication bias tests in Section 6 to assess whether it has inﬂuenced
previous ﬁndings. Finally, Section 7 summarises the main conclusions.
2. Scope of the meta-analysis
Literature reviews describe and summarise a certain ﬁeld of knowl-
edge as a fundamental step in the creative process of scientiﬁc progress.
They do not report new results but provide a comprehensive reference
of past research to guide future researchers into original research. How-
ever, conventional literature reviews can be biased if the criteria
followed to include, or ignore, studies in the analysis are not objective.
The purpose of a meta-analysis is to identify sources of systematic var-
iation in existing empirical ﬁndings through statistical testing of the role
of the various study features on the size of the empirical estimates.1
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techniques to conduct hypothesis testing on an impartial fashion,
there are numerous potential pitfalls that should be considered.
First, there is a subjective decision about whether to include all the
estimates of the studies collected or just one estimate per study.
This latter option gives an equal weight to every study in the
meta-sample but is less efﬁcient because it uses a smaller sample.
On the other hand, including all the estimates gives a larger weight
to studies with many observations and can introduce a distortion in
the analysis. Studies with many estimates are over-represented
while studies with very few estimates have a rather low impact on
the meta-analysis. Ways to address this issue include the weighting
of studies according to the number of respective estimates in order
to balance the inﬂuence of each study, or the use of study speciﬁc
effects in the model speciﬁcation. Second, as with any regression
model, the soundness of the analysis depends on the appropriateness
of the chosen explanatory variables to describe the variation across
existing empirical results. In order to decide which regressors should
be included in the meta-analysis a good understanding of the litera-
ture is fundamental.
To ensure a comprehensive coverage of existing empirical evi-
dence, the data collection should target both published and un-
published studies. This provides a way to investigate the presence
of publication bias, that is, a tendency of journals to accept papers
that obtain statistically signiﬁcant results that reinforce the prevail-
ing theory. It may also be that researchers do not submit research
with unexpected results or which they consider less likely to be
published. Additionally, where available, the standard errors of the
estimates of the output elasticity of transport investment should
also be collected.
To address the difﬁculties stated above, the sample of studies
created for this research started by including those studies already
referred in early reviews on transport infrastructure and economic
development (Gillen, 1996; Boarnet, 1997; Jiang, 2001). In addition
to these studies, new relevant references were found in previous
literature reviews of the effect of public capital on economic output
(e.g. Gramlich, 1994; De La Fuente, 2000). Google Scholar was also
used to search for new publications using terms such as “transport
output elasticity” and “transport investment elasticity” among others.
Finally, we have also used search engines like Google to search for
government and international organisation reports, working papers
or any other unpublished work that could be relevant. The ﬁnal out-
come of this search is a sample of 563 output elasticities of transport
investment obtained from 33 studies.
3. Overview of the literature
The general empirical approach adopted in the literature studying
the linkage between transport investment and economic output
consists of the estimation of a production function where output is
explained by several inputs like labour, capital, transport investment
and other components like education (Garcia-Mila and McGuire,
1992) or public investment in health and hospital services (Evans
and Karras, 1994). The typical speciﬁcation follows the production
function
Yit ¼ g Zit ; Titð Þ:f Xitð Þ ð1Þ
where Yit is the private output of area i at time t, f(Xit) is the produc-
tion technology using input factors, typically labour (Lit) and capital
(Kit). Transport infrastructure can be introduced either as a direct
input factor in the production function or, as is more common in the
literature, through Hicks-neutral technical change. The term g(Zit,Tit)
is the Hicks-neutral shift factor and is a function of various external
environment factors Zit (e.g. educational attainment, agglomerationeconomies) and transport infrastructure, Tit, typically using the form
g Zit ; Titð Þ ¼∏
z
Zβzz;itT
βT
it .
The most common functional form adopted follows a Cobb–
Douglas speciﬁcation (e.g. Baltagi and Pinnoi, 1995; Boarnet, 1998;
Ozbay et al., 2007; Zhang, 2008) where, after logarithms have been
taken, βT represents the elasticity of output with respect to transport
capital and is obtained as the partial derivative of lnYit with respect
to lnTit.
lnYit ¼ βL lnLit þ βK lnKit þ∑
z
βz ln Zz;it þ βT lnTit : ð2Þ
Other studies (Pinnoi, 1994) opt for a more ﬂexible functional
form based on a translog speciﬁcation, shown in Eq. (3).
lnYit ¼ βL lnLit þ βK lnKit þ βT lnTit þ
1
2
βLL lnL
2
it þ
1
2
βKK lnK
2
it þ
1
2
βTT lnT
2
it þ
þ βLK lnLit lnKit þ βLT lnLit lnTit þ βKT lnKit lnTit þ∑
z
βz lnZz;it
ð3Þ
where the transport output elasticity is also obtained from the partial
derivative of lnYit with respect to lnTit, and now depends on the level
of transport capital and private input factors.
∂ lnYit
∂ lnTit
¼ βT þ βTT lnTit þ βLT lnLit þ βKT lnKit : ð4Þ
The effect of transport capital on economic output growth has also
been assessed within the production function framework by estimating
growth regression models (e.g. Hulten and Schwab, 1991; Cullison,
1993; Fernald, 1999; Bonaglia et al., 2000), after taking ﬁrst-differences
of the production function in Eq. (2). Besides growth regressions, some
researchers (e.g. Batina, 1998; Pereira, 1998; Sturm et al., 1999) have
adopted vector auto regression (VAR) models. VAR models have been
applied both to time series and panel data and test whether a given
variable helps predict future values of another variable. In a VAR model
the dependent variable (e.g. output) is explained by its own lagged
values and the past values of other explanatory variables (e.g. transport
investment).
The production functions above have been estimated using a
wide variety of econometric estimators. The most common estima-
tors are the pooled OLS, particularly for the inﬂuential studies pub-
lished in the late 1980s and early 1990s (Deno, 1988; Aschauer,
1990; Hulten and Schwab, 1991; Garcia-Mila and McGuire, 1992),
and panel data estimators as the random-effects and ﬁxed-effects
from the mid-1990s onwards (Garcia-Mila et al., 1996; Boarnet,
1998; Canning, 1999; Cantos et al., 2005; Zhang, 2008). Interestingly,
some researchers have experimented with different econometric esti-
mators to evaluate whether they produce meaningful differences in
results (Baltagi and Pinnoi, 1995; Boopen, 2006). This meta-analysis
offers a more systematic and informative insight about how different
econometric methods may inﬂuence estimates since it also tests for
the role of other econometric techniques, such as VAR and the general-
isedmethod ofmoments (GMM) (Finn, 1993; Pereira, 1998; Sturm et al.,
1999; Boopen, 2006). This has widened the scope and reaches of our
conclusions, and yields a clearer picture on how econometric methods
inﬂuence estimates of transport output elasticity.
The output elasticities estimated by different studies can also be
inﬂuenced by model misspeciﬁcation, namely whether variables
with a potential inﬂuence on the returns of transport are included
or excluded from themodel speciﬁcation. Failure to include such vari-
ables is likely to cause omitted variable bias. For instance, several
studies have taken into account the spatial spillover effects caused
by transport investment (Boarnet, 1996, 1998; Delgado and Alvarez,
2007; Moreno and Lopez-Bazo, 2007; Ozbay et al., 2007). Transport
investment is likely to inﬂuence economic activity in other locations
because of its network properties. Munnell (1992) suggests that
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ment output elasticities to be usually higher than local or regional es-
timates. For this reason some studies consider transport endowment
in adjacent regions (Hulten and Schwab, 1991) in the model speciﬁ-
cation. Another potential source of omitted variable bias is the failure
to account for the effect of urbanisation. The level of urbanisation
can inﬂuence the elasticities of transport investment because it is
positively correlated with transport infrastructure and economic out-
put. Hence, if urban size is not included in the model, its effect on eco-
nomic output may be partially captured by transport infrastructure
leading to upward bias. Likewise, failure to include measures of con-
gestion will lead to a downward bias (Finn, 1993).
Another source of differences among studies relates to the level
of data aggregation. Because of the network nature of transport,
the effect of a given transport investment on economic output can
differ depending on whether a given study focuses on regional or
national data. This is because while some transport investments
may increase national output others may just reallocate output
from one location to another. In this later case, if both the winning
and losing locations are included in the analysis the overall effect
can be null. However, if the study focuses on a speciﬁc region, the ef-
fect may be negative if output migrates to other locations or positive
otherwise.
Another choice concerns the measurement of transport infrastruc-
ture, which usually depends on data availability. Most of the studies
measure transport in monetary terms (Deno, 1988; Finn, 1993;
Cullison, 1993; Garcia-Mila et al., 1996), although some measure it
in physical units (see Table 2), typically using measures of road length
and mileage. Monetary values are easier to collect and compare but
may hide a huge heterogeneity in how resources have been spent
(e.g. a new airport or a new high speed rail line may have similar
monetary values but can produce very different effects on output).
On the other hand, physical units such as kilometres of roads are a
more homogeneous measure. Because monetary measures of trans-
port infrastructure are less able to distinguish between different
types of investment than physical measures of transport we expect
to observe a greater variation in the former (see Table 2). It is difﬁcult
to anticipate whether the use of a monetary or physical measure of
transport infrastructure will affect the magnitude of the estimates
of the output elasticity of transport. Studies also differ in the modes
of transport they cover (road, rail, etc.). The most common case is
to either use an aggregate measure of transport that is not mode
speciﬁc (this is the case of studies measuring transport in monetary
terms), or focus on road transport (see Table 2).
Yet another potential source of variation in the empirical ﬁndings
is the country and the time period of studies. Such differences can be
related to Hansen's (1965) hypothesis. Hansen hypothesised that
public investment productivity depends on the type of public capital
invested and the level of development of the country. According to
this hypothesis, infrastructure investment like transport is expected
to have a larger impact in middle income regions in comparison
with the larger impact of social investment like healthcare and educa-
tion in both advanced and less developed regions. Consequently, esti-
mates for transport investment output elasticities may differ from
country to country because of their different development stages.
Furthermore, estimates of transport investment output elasticities
for one country may also evolve as the country or region develops.
Estimates of the output elasticity of transport investment may also
differ between countries as a result of differences in the stock of
transport infrastructure. As transport networks become larger, the
marginal effect of a new addition may become gradually smaller,
that is, there may be scope for diminishing returns to transport
investment.
Another characteristic of studies that may lead to variability in the
estimates is their industrial scope. Differences in transport-usage
across industry groups may explain differences in output elasticities.For instance, output of heavily transport dependent sectors like logis-
tics or, to a lesser extent, manufacturing can result in larger transport
output elasticities. On the other hand, more heterogeneous sectors
like services or a measure of the whole economy may present more
modest estimates.
Empirical results may also differ because the time framewhich they
correspond to differs between short-run, long-run, and intermediate
medium-run estimates. It is generally accepted that time-series studies
produce short-run elasticities, while cross-sectional studies produce
long-run elasticities (Baltagi, 2008). As for panel data studies, the
timeframe of the elasticity estimates depends on the estimator used
and whether the model follows a static or dynamic speciﬁcation.
Dynamic models estimate short-run as well as long-run elasticities,
where the latter are obtained indirectly by using the auto-regressive
term (i.e. coefﬁcient of the lagged dependent variable included as an
explanatory variable). More generally, panel data studies based on
within-groups (or ﬁxed-effects) estimators produce short-run elasticity
estimates, while random-effects estimators produce intermediate term
elasticity estimates, and pooled OLS and between-groups estimators
produce long-run elasticity estimates. We expect the long-run esti-
mates to be larger than the intermediate term and short-run estimates
of the output elasticity of transport.
Table 1 lists the studies included in the meta-analysis. For each
study the table shows the author and year of publication, the type
of publication, the number of estimates per study and its share in
the meta-sample, the time period comprehended in the study, and
the mean and range of the estimates of the elasticity of output with
respect to transport capital. Most of the studies are papers published
in international journals during the 1990s. Consequently, most of the
elasticity estimates refer to the 1980s and, to a lesser extent, the
1970s. The number of estimates varies across studies and some stud-
ies have a large inﬂuence in the meta-sample (Moomaw et al., 1995;
Cantos et al., 2005). Therefore, we carried out a test of the equality of
means by excluding studies one-by-one from the full sample. The null
of equality between the mean of the unrestricted (full) meta-sample
and the mean of the restricted meta-sample excluding one study at a
time was not rejected for any of the 33 studies. Consequently, despite
the large share of some studies we can conclude that there is a weak
sensitivity to the omission of a particular study.
In Table 2 we present summary statistics of the output elasticities
of transport. Fig. 1 shows the histogram (using Kernel density esti-
mates) of the estimates of the output elasticity of transport. It can
be observed that there is considerable variation in the value of the
elasticity estimates. The overall mean (median) elasticity value is
0.060 (0.016), with a standard deviation of 0.288. The estimates
shown in the table are grouped according to ﬁve different criteria:
country, measure of transport, type of publication, industrial sector,
mode of transport, and time frame. Regarding countries, the US and
other countries (including multi-country aggregates) show the larg-
est average output elasticity estimates, 0.069 and 0.083 respectively,
compared to 0.039 for Europe. However, we observe that the degree
of dispersion in the data is larger for US estimates, followed by Eu-
rope, and other countries. Physical measures of transport are associat-
ed with higher average output elasticities of transport than monetary
measures of transport (0.108 against 0.046 respectively), but the dis-
persion in the data is higher for the elasticities based on monetary
measures of transport. The elasticity estimates produced by published
research are slightly lower than estimates from unpublished research
(0.060 and 0.074 respectively), but the variation in estimates
obtained from published research is much larger.
There are also meaningful differences across industry groups.
Manufacturing has a higher average value than overall economy,
0.082 and 0.065 respectively. Sectors like services or construction
have very low average elasticity values. In terms of variance, the de-
gree of dispersion in the data is much larger for manufacturing, com-
pared to the other sectors. There are also differences across modes of
Table 1
Studies included in the meta-analysis.
Study Publication N Share (%) Time period Mean Range
Andersson et al. (1990) Regional Science and Urban Economics 10 1.78 1980 0.017 [−0.006, 0.045]
Aschauer (1990) Economic Perspectives 26 4.62 1960–85 0.284 [0.220, 0.340]
Baltagi and Pinnoi (1995) Empirical Economics 9 1.60 1970–86 0.070 [0.002, 0.160]
Batina (1998) International Tax and Public Finance 6 1.07 1948–93 0.080 [0.020, 0.160]
Boarnet (1996) Working paper 2 0.36 1969–88 0.190 [0.160, 0.220]
Boarnet (1998) Journal of Regional Science 5 0.89 1969–88 0.257 [0.236, 0.300]
Bonaglia et al. (2000) Giornale degli Economisti e Annali di Economia 25 4.44 1970–94 0.002 [−1.960, 1.001]
Boopen (2006) The Empirical Economic Letters 16 2.84 1985–00 0.089 [0.004, 0.301]
Canning (1999) Working paper 3 0.53 1960–90 0.032 [−0.050, 0.174]
Canning and Bennathan (2000) Report 7 1.24 1960–90 0.064 [0.003, 0.134]
Cantos et al. (2005) Transport Reviews 100 17.76 1965–95 0.024 [−0.187, 0.211]
Cullison (1993) Federal Reserve Bank of Richmond Economic Quarterly 1 0.18 1955–92 0.080 [0.080]
Delgado and Alvarez (2007) Applied Economics 18 3.20 1970–98 0.004 [−0.002, 0.017]
Deno (1988) Southern Economic Journal 3 0.53 1970–78 0.315 [0.062, 0.571]
Evans and Karras (1994) Review of Economics and Statistics 2 0.36 1970–86 −0.030 [−0.062, 0.003]
Fernald (1999) American Economic Review 18 3.20 1953–89 0.292 [0.085, 0.576]
Finn (1993) Federal Reserve Bank of Richmond Economic Quarterly 1 0.18 1950–69 0.158 [0.158]
Garcia-Mila and McGuire (1992) Regional Science and Urban Economics 2 0.36 1970–82 0.045 [0.044, 0.045]
Garcia-Mila et al. (1996) Review of Economics and Statistics 6 1.07 1970–83 0.088 [−0.058, 0.370]
Hulten and Schwab (1991) Regional Science and Urban Economics 2 0.36 1970–86 −0.148 [−0.369, 0.072]
Johansson and Karlsson (1993) Regional Studies 20 3.55 1969–83 0.195 [0.004, 0.620]
McGuire (1992) Report 1 0.18 1986 0.240 [0.240]
Moomaw et al. (1995) Southern Economic Journal 144 25.58 1965–97 0.004 [−0.350, 0.178]
Moreno and Lopez-Bazo (2007) International Regional Science Review 3 0.53 1970–90 0.058 [0.057, 0.058]
Munnell (1993) Conference paper 4 0.71 1970–86 0.034 [−0.004, 0.070]
Munnell and Cook (1990) New England Economic Review 1 0.18 1950–89 0.060 [0.060]
Nadiri and Mamuneas (1996) Report 2 0.36 1990–00 0.054 [0.051, 0.056]
Ozbay et al. (2007) Transport Policy 8 1.42 1956–97 0.079 [0.017, 0.206]
Pereira (1998) Review of Economics and Statistics 1 0.18 1970–86 0.006 [0.006]
Pinnoi (1994) Journal of Economic Behaviour and Organization 60 10.66 1984–1997 0.083 [−2.370, 3.490]
Piyapong et al. (2012) Journal of Transport Economics and Policy 48 8.53 Before 1991 0.014 [−0.014, −0.039]
Sturm et al. (1999) Journal of Macroeconomics 1 0.18 1853–13 0.060 [0.060]
Zhang (2008) Frontiers of Economics in China 8 1.42 1993–04 0.106 [0.106, 0.107]
N — number of observations.
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(0.037), airports (0.027) or the aggregate of all means of transport
(0.028). Finally, the average long-run elasticity appears to be only a
little higher than the short-run elasticity, and both are smaller than
the intermediate term average elasticity. The degree of dispersion in
the data is however much larger for the intermediate term elasticity
estimates.Table 2
Summary statistics of the meta-sample.
Dimension of study design N Share (
Country Europe 177 31.44
Other countries 34 6.04
US 352 62.52
Measure of transport
infrastructure
Monetary 431 76.55
Physical 132 23.45
Publication status Published 544 96.63
Unpublished 19 3.37
Industry Whole economy 411 73
Primary 38 6.75
Manufacturing 65 11.55
Construction 23 4.09
Energy 3 0.53
Services 23 4.09
Mode of transport All 196 34.81
Airport 26 4.62
Port/ferry 27 4.80
Railway 32 5.68
Roads 282 50.09
Time frame Short-run 187 33.21
Intermediate-run 74 13.14
Long-run 302 53.64
Total 563 100
N — number of observations; SD — standard deviation; CV — coefﬁcient of variation.4. Variables in the meta-regression
In this research we aim to ﬁnd out to what extent study design
characteristics can explain the variation in the magnitude of elasticity
estimates. If we know how study characteristics inﬂuence estimates,
we will be able to evaluate more accurately the actual relevance of
elasticity estimates obtained in empirical research.%) Mean Median SD CV
0.039 0.013 0.219 5.618
0.083 0.082 0.079 0.950
0.069 0.014 0.328 4.775
0.046 0.010 0.319 7.006
0.108 0.038 0.134 1.241
0.060 0.015 0.292 4.896
0.074 0.051 0.079 1.072
0.065 0.016 0.179 2.754
0.071 0.051 0.761 10.718
0.082 0.057 0.423 5.183
−0.012 0.001 0.061 −5.154
−0.002 −0.002 0.001 −0.500
−0.016 0.002 0.049 −3.110
0.028 0.005 0.108 3.893
0.027 0.006 0.094 3.481
0.068 0.016 0.170 2.495
0.037 0.011 0.097 2.607
0.088 0.045 0.389 4.435
0.038 0.012 0.080 2.083
0.079 0.030 0.678 8.583
0.069 0.015 0.197 2.845
0.060 0.016 0.288 4.780
0
2
4
6
8
10
-2 0 2 4
Elasticity
kernel = epanechnikov, bandwidth = 0.0169
Fig. 1. Histogram of output elasticities of transport.
700 P.C. Melo et al. / Regional Science and Urban Economics 43 (2013) 695–706The literature review conducted in Section 3 guided our choice of
the study design characteristics that can inﬂuence the results in the
empirical literature on the linkage between transport and economic
output. We give particular attention to the following study features:
(1) econometric estimator, (2) model misspeciﬁcation, (3) data ag-
gregation, (4) measurement of transport investment/infrastructure,
(5) transport mode, (6) country and time period, (7) industrial sector,
and (8) time frame of the elasticity estimate. There could be other
characteristics that may also inﬂuence the estimates of the output
elasticity of transport, but those mentioned above are in our view
the main features characterising research in the literature. Table 3
summarises the explanatory variables used in the meta-regressions.
First, we include a dimension of meta-regressors that accounts for
the choice of econometric estimator. The reference case is the pooledTable 3
Explanatory variables used in the meta-regressions.
Dimension of study design Variable Deﬁnition
Econometric
estimation
Generalised method of
moments
GMM 1 if study applied GMM es
Fixed-effects FE 1 if study uses ﬁxed-effect
Random-effects RE 1 if study uses random-eff
VAR VAR 1 if study uses VAR model
Simultaneity bias Instrumental variables IV 1 if study uses IV estimato
Model speciﬁcation Spatial spillovers Spill 1 if study considers spatial
Urbanisation Urb 1 if study considers urbani
Spill. & Urb. Both 1 if study considers both s
model, 0 otherwise
Other (congestion) OmbO 1 if study considers other
otherwise
Data aggregation Regional Reg 1 if study uses regional da
Cross-regional C-Reg 1 if study uses cross-region
Cross-national C-Nat 1 if study uses cross-nation
Unit of measurement Monetary Mon 1 if investment is measure
Mode of transport Road Road 1 if investment is in roads,
Rail Rail 1 if investment is in railwa
Port/ferry Port 1 if investment is in ports
Airport Airport 1 if investment is in airpor
Country European countries Europe 1 if study refers to Europea
Other countries Octry 1 if study refers to countri
otherwise
Country — income
level
Low income Low 1 if study is applied to low
Other countries Mixed 1 if study is applied to mix
Industrial scope of
data
Primary Prim 1 if elasticities refer to the
Construction Const 1 if elasticities refer to the
Manufacturing Man 1 if elasticities refer to the
Services Ser 1 if elasticities refer to the
Time frame of
elasticity
Long-run elasticity LR 1 if long-run elasticity, 0 o
Intermediate term elasticity IR 1 if intermediate term elasOLS and between-groups estimator, which are the estimators the
least able to correct for model misspeciﬁcation and estimation issues
of endogeneity bias. The choice of estimator depends on the type of
data available to researchers. The more robust estimators can only
be applied to panel data and hence were not an option for the early
studies using either time series or cross-sectional data. Panel data es-
timators like ﬁxed-effects, random-effects and the GMM can lead to
smaller estimates than standard cross-sectional estimators like OLS
because of their ability to control for unobserved heterogeneity.
VAR models can be applied to any type of data but have most com-
monly been used with time series national data.
Another important estimation issue in the empirical literature is
simultaneity bias between economic performance and transport,
which can be addressed through the use of instrumental variable
(IV) techniques. However, the ﬁnal effect of using IV models is not
clear as it depends on the instruments and estimator used (e.g. OLS,
ﬁxed-effects).
To test for the impact of potential model misspeciﬁcation we con-
sider whether studies have included variables to take into account for
the role of spatial spillover effects, urbanisation levels, and conges-
tion. If we take the absence of any such variables as the reference
case, the inclusion of spillover or/and urbanisation effects is expected
to produce smaller output elasticities. We also consider the effect of
controlling for congestion, which is expected to be negatively corre-
lated with transport investment and economic output, on the size of
the estimated output elasticity of transport. Including measures of
congestion in the model speciﬁcation is therefore expected to pro-
duce higher estimates.
The level of data aggregation forms another dimension considered in
the meta-analysis. There are four different categories: national, for esti-
mates obtained from country level data — this is the reference case;
regional, for estimates obtained from sub-national data; cross-regional,
for estimates obtained from pooled regional data; and cross-national,
for estimates obtained from pooled national data. Regarding pooledReference
timation methods, 0 otherwise POLS/between-groups
s estimator, 0 otherwise
ects estimator, 0 otherwise
, 0 otherwise
rs, 0 otherwise Non-IV
spillover effects in the model, 0 otherwise No account for model (mis)speciﬁcation
sation effects in the model, 0 otherwise
pillover and urbanisation effects in the
variables (e.g. congestion) in the model, 0
ta, 0 otherwise National data
al data, 0 otherwise
al data, 0 otherwise
d in monetary units, 0 otherwise Physical units
0 otherwise All modes of transport
ys, 0 otherwise
or ferries, 0 otherwise
ts, 0 otherwise
n countries, 0 otherwise United States (US)
es different from the US or Europe, 0
income countries, 0 otherwise High income level
ed set of countries, 0 otherwise
primary sector, 0 otherwise All sectors pooled or aggregated
construction sector, 0 otherwise
manufacturing sector, 0 otherwise
service sector, 0 otherwise
therwise Short-run elasticity
ticity, 0 otherwise
701P.C. Melo et al. / Regional Science and Urban Economics 43 (2013) 695–706data, an increase in national transport infrastructure investment may
cause an increase in output although this increase can be concentrated
in only a few regions. For instance, transport investment may cause a
reallocation of economic activity across regions. In this case, if we aggre-
gate data at a national level, the overall impact of transport investment
can be positive if the regions that beneﬁted from the investment by re-
ceiving new businesses have a larger share of the national output. On
the other hand, if we use cross-regional data we may face a negative
overall impact as the regions with negative impacts may outnumber
those with positive impacts. Therefore, it can be expected that studies
using national data, the reference case, are likely to obtain larger output
elasticity estimates, ceteris paribus.
We also consider the inﬂuence of the measure of transport in out-
put elasticity estimates, which can either be a monetary or a physical
measure. As discussed in Section 3, it is difﬁcult to hypothesise
whether this will have an impact on the magnitude of the estimates
of the output elasticity of transport and what that impact may be.
We also test for differences across modes of transport (aggregate
investment in all modes is the reference case). There are three main
issues affecting the interpretation of this factor difﬁcult. First, the
size of the elasticity will be determined by the speciﬁc context of
each type of investment. For instance, sea transport may have a
large impact in Asian countries as it can boost exports but its impact
in European countries may be weaker. Some transport modes have
the largest share of transport investment so the difference in output
elasticities, compared to the reference case for all modes, will tend
to be smaller. Finally, overall investment is measured in monetary
terms, while other modes can be measured in physical terms.
A geographical dimension has been included in the meta-analysis
to distinguish between estimates for European countries, the US (the
reference case) or other countries. We expect European countries to
have lower output elasticities in comparison with the US because
they generally have a lower use of private transport per capita and
a more intensive use of public transport. Moreover, road transport
accounts for the largest number of estimates of the output elasticity
of transport infrastructure in the meta-sample (see Table 2). The
group of other countries is very heterogeneous. It comprises esti-
mates from aggregates of countries by income or geography like
low income countries and African or small island states. In general,
these are low income countries whichmay present larger output elas-
ticities due to the law of diminishing returns. However, the heteroge-
neity of the group may inﬂuence its estimates.
The output effect of transport investment may also differ across
industry sectors due to differences in transport usage across indus-
tries. Nearly 75% of the estimates refer to the aggregate economy
and the remaining estimates are only available for very aggregate sec-
tors of the economy: primary sector, containing agriculture, forestry
and ﬁshing, and mining activities (6.75%), manufacturing (11.55%),
construction (4.09%), energy (0.53%), and services (4.9%) — see
Table 2. Comparing industry-speciﬁc estimates of the output elasticity
of transport with the estimates for the aggregate economy may be
misleading because the industrial mix of the aggregate economy
differs across the countries in our meta-sample. To avoid this poten-
tial source of error, we test for differences across industries using
only the sample of industry-speciﬁc estimates of the output elasticity
(where the reference case is the primary sector). We expect to
observe higher elasticity values for the industries that are more trans-
port intensive and vice-versa. Presumably, industries in the primary
sector (i.e. agriculture, forestry and ﬁshing, and mining activities),
construction, and manufacturing are more transport intensive than
industries in the service sector and thus their elasticity estimates
are expected to be larger. One limitation of our analysis is that the
industry groups for which data are available are very aggregate and
hence considerably heterogeneous (e.g. services).
We have also taken into account whether the time frame of the
elasticity estimates is the short run (one year), intermediate/mediumterm (up to ﬁve years), or long run (more than ﬁve years). As
discussed earlier in Section 3, dynamic production functions produce
long-run and short-run elasticities generally through a partial adjust-
ment model. In addition to the dynamic models, static models based
on pooled OLS and/or between-groups estimators also produce
long-run elasticity estimates (Baltagi, 2008). We test the hypothesis
that long-run output elasticities are higher than short-run and
medium-run elasticities, where the reference case corresponds to
short-run elasticities.
5. Results and discussion
In this section we report the results obtained from the estimation
of the meta-regression models. The database supporting the estima-
tions comprises several estimates per study. As a result, observations
that belong to the same study are likely to be correlated because they
share study-speciﬁc factors. The meta-regression model estimated
follows Eq. (5).
η^ ij ¼ η0 þ
XK
k¼1
βkDij;k þ μ j þ εij ð5Þ
where i and j denote the elasticity estimate and its study respectively. η^ ij
is the dependent variable, that is, the output elasticity of transport, η0 is
the model constant, Dij,k denotes meta-regressor k, and βk measures its
effect on the elasticity estimate. Finally, μj is a study-speciﬁc term and εij
is the error term. The meta-regression was estimated using both a
pooled OLS and a maximum-likelihood random-effects estimator. To
select the preferred model we use Information Criteria. Information
Criteria indicators can be used to assess the trade-off between increased
model complexity and model goodness of ﬁt. The objective is to select
the model that provides the best model ﬁt using the fewer parameters.
The two more popular indicators include the Akaike Information Crite-
rion (AIC) and the Bayesian Information Criterion (BIC), where the pre-
ferred model is the one with the smallest AIC or BIC. There is no
agreement on which of the two criteria should be used, but the BIC is
generally preferred when model parsimony is important because it pe-
nalises model complexity more heavily than AIC (Cameron and Trivedi,
2005).
The results obtained from the meta-regressions are reported in
Table 4. Although the values of the AIC and BIC indicators were
very similar between the pooled OLS and the maximum-likelihood
random-effects estimator, the pooled OLS was generally the pre-
ferred model. We consider different model speciﬁcations. Models
(1) and (2) present the results for the model speciﬁcation including
all the dimensions (i.e. meta-regressors) described in Section 4 and
listed in Table 3. The difference between the two models is the
following: in Model (1) we classify estimates by the level of income
of the country for which the estimates were obtained, while in
Model (2) we classify the estimates according to respective country —
US, European countries, and other countries. We refer to these models
as the fullmodels.
Besides the full models, we also use less comprehensive model
speciﬁcations to test for the role of some speciﬁc study features
which, given the nature of the data, could not be appropriately tested
for when included in the full model speciﬁcation together with all
the other study design features. This is the case, for example, of
the time frame of the elasticity estimates (short-run, medium-run,
and long-run) which conﬂicts with the type of econometric estima-
tor because the medium-run elasticities coincide exactly with the
elasticity estimates obtained from random-effects models. Model
(3) focuses on the role of alternative econometric estimators; Model
(4) focuses on differences in the size of elasticities across modes
of transport; Model (5) tests for differences in the time frame of
the elasticity estimates; and Model (6) tests for differences in the
Table 4
Meta-regression results.
Variables Model (1) Model (2) Model (3) Model (4) Model (5) Model (6)
Constant η0 0.2077*** 0.2164*** 0.0714*** 0.0277*** 0.0383*** 0.1055***
(0.0596) (0.0576) (0.0119) (0.0077) (0.0058) (0.0077)
Econometric estimation GMM −0.0226 −0.0762*** −0.047***
(0.0346) (0.0249) (0.0168)
FE −0.0032 −0.0079 −0.0329***
(0.0365) (0.0348) (0.0136)
RE 0.0620 0.0005 0.0076
(0.0575) (0.0444) (0.0795)
VAR −0.1274*** −0.1287*** −0.0021
(0.0385) (0.0393) (0.0217)
Simultaneity bias IV 0.0210 0.0643***
(0.0211) (0.0209)
Model speciﬁcation Spill 0.0436 0.0259
(0.0334) (0.0311)
Urb −0.0455 −0.1015***
(0.0439) (0.0373)
Spill. & Urb. −0.0828* −0.1377***
(0.0463) (0.0410)
OmbO 0.1311** 0.0919**
(0.0526) (0.0443)
Data aggregation Reg −0.1931*** −0.211***
(0.0338) (0.0294)
C-Reg −0.1431*** −0.0866**
(0.0459) (0.0344)
C-Nat −0.1115 −0.0904
(0.0679) (0.0660)
Unit of measurement Mon −0.0110 −0.0019
(0.0437) (0.0402)
Mode of transport Road 0.0601**
(0.0245)
Rail 0.0094
(0.0186)
Port/ferry 0.0405
(0.0332)
Airport −0.0004
(0.0198)
Country - Income level Low −0.0290
(0.0279)
Mixed −0.0447
(0.0383)
Country Europe −0.1481***
(0.0472)
Octry −0.0439
(0.0352)
Industry Const −0.0931***
(0.0121)
Man −0.0611***
(0.0117)
Ser −0.0972***
(0.0134)
Time frame Intermediate run 0.0407
(0.0787)
Long run 0.0308**
(0.0128)
Observations 411 411 563 563 563 149
AIC −292.84 −317.50 201.6873 198.19 198.19 197.48
BIC −228.55 −253.20 223.3537 219.86 211.19 203.49
R2 0.1728 0.2209 0.0039 0.0101 0.0030 0.0052
***, **, and * indicate signiﬁcance at 1%, 5%, and 10%, respectively. The values in parentheses are standard errors. Standard errors are robust to heteroskedasticity and adjusted for
intra-study dependence.
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groups based on the sample of industry-speciﬁc estimates, as discussed
in Section 4.
To assess the effect of using different econometric estimators, we
include control variables for the use of panel data estimators and
VAR models, compared to OLS and/or between-groups estimators
(the reference case). We test for this dimension both in the full
models and in Model (3). The reason for also specifying a single
dimension Model (3) is that in the full model there is a strong corre-
lation between some of the econometric estimators (namely VAR
models) and the level of data aggregation (namely national leveldata), which may affect the results. Models (1) and (2) suggest that
there are no signiﬁcant differences across econometric estimators,
with the exception of VAR and GMM models, which appear to pro-
duce lower elasticity estimates (about −0.13 and −0.08 percentage
points for VAR and GMM respectively according to Model (2)). If we
consider the results from Model (3), we ﬁnd evidence of stronger
statistical signiﬁcance. We observe that studies using panel data esti-
mators based on ﬁxed-effects and GMM tend to produce lower elas-
ticity estimates than studies using OLS estimators, as well as random-
effects, and VARmodels. This result is in agreement with the discussion
in Section 4 on the properties of these estimators.
703P.C. Melo et al. / Regional Science and Urban Economics 43 (2013) 695–706As for the impact of correcting for reverse causality through
instrumental variable techniques, the effect is only signiﬁcant in
Model (2) and suggests that IV estimates tend to be higher than
non-IV estimates, ceteris paribus. It is difﬁcult to hypothesise the
direction of the impact of using IV techniques because to some extent
that impact will depend on the instruments used in the primary stud-
ies and also the estimator used (e.g. pooled OLS, ﬁxed-effects). For
instance, IV estimates obtained from a pooled OLS model are likely
to be higher than non-IV estimates obtained from a ﬁxed-effects
model, so if there are many IV estimates from OLS estimators then
IV estimates will tend to be higher than non-IV estimates.
We now consider the effect of controlling for potential omitted
variable bias through the inclusion of control variables for urbanisa-
tion levels, spatial spillovers, and/or congestion levels. As discussed
in Section 4, we expect lower elasticity estimates for studies that
control for urbanisation and/or spatial spillovers, and higher elasticity
estimates for studies that account for (road) congestion. The ﬁndings
indicate that controlling for urbanisation, and both urbanisation and
spatial spillovers, results in lower elasticity estimates. Controlling
only for the effect of spatial spillovers does not appear to inﬂuence
the results. Controlling for urbanisation levels reduces the elasticity
estimate by −0.10 according to Model (2), while controlling for both
urbanisation and spatial spillover effects reduces the elasticity esti-
mates by−0.08 and−0.14 percentage points according to Model (1)
and Model (2) respectively. Estimates obtained from studies that
control for (road) congestion tend to obtain higher estimates, 0.13
and 0.09 percentage points higher according to Model (1) and Model
(2) respectively.
Regarding the role of data aggregation, the results indicate that
studies using national data, the reference case, tend to obtain higher
estimates than those using regional and cross-regional data. Part of
this result can be understood by noting that all the studies using
national level data are studies using time series data and estimators
commonly plagued by spurious associations between economic
output and transport. Time series cointegration techniques provide
a way to test for and avoid spurious associations, but only a few of
the time series studies have used them. Another possible reason can
relate to spatial spillover effects, which may not be appropriately
captured when data are aggregated at the national level instead of
pooled at the cross-regional level.
The results indicate that using monetary or physical measures of
transport infrastructure should not result in statistically signiﬁcant
differences in the magnitude of the estimates of the output elasticity
of transport, ceteris paribus. On the other hand, there appear to be
differences in the productivity effect of transport infrastructure by
industry sector. Based on the estimates available for the primary sec-
tor, construction, manufacturing, and services (see Model (6)), we
ﬁnd that the effect tends to be higher for the primary sector, followed
by manufacturing, construction, and ﬁnally the service sector. As
discussed in Section 4, we could not conduct a more disaggregate
analysis of sectoral differences in the output elasticity of transport
because the estimates in our meta-sample were not reported at a
more detailed sectoral level. The meta-analysis also indicates that
there are differences in the estimates of the output elasticity across
modes of transport (see Model (4)). Estimates of the output elasticity
tend to be higher for roads compared to other types of transport (i.e.
rail, port/ferry, or airport).
We now consider the scope for differences across stages of eco-
nomic development (i.e. country income level) — Model (1), and
countries — Model (2). The results for Model (1) indicate that there
are no statistically signiﬁcant differences in elasticity estimates across
country income levels. Although low income countries may present
higher marginal returns to transport investment due to the law of
diminishing returns, this phenomenon may be offset by the small
connectivity beneﬁts that accrue in very sparse and meagre transport
networks in low income countries. On the other hand, although it canbe argued that high income countries will tend to experience
gradually smaller beneﬁts from increased transport networks (i.e.
diminishing marginal returns), there may be very large beneﬁts
from small additional investments than improve the quality of con-
nectivity both within and between transport modes. Consequently,
as far as transport infrastructure is concerned, we can neither conﬁrm
nor discard the Hansen's hypothesis about the differences in public
capital returns between low and high income countries.
Model (2) shows that the estimates of transport elasticities tend
to be higher for studies using data for the US economy compared to
studies using data for European countries (−0.15 percentage points).
This ﬁnding may be explained by the fact that the US economy is
generally more dependent on road transport than their European
counterparts, and also the fact that road transport studies represent
a large part of the meta-sample. The model also indicates that there
appears to be no noticeable difference between the estimates
obtained using data for the US and other countries, but it is difﬁcult
to interpret this result because the latter consists of a heterogeneous
group of countries that also includes multi-country aggregates and
generally lower income countries (e.g. China, African countries, small
islands and developing countries).
As for the time frame of the elasticity estimate, the results from
Model (5) indicate that long-run output elasticities of transport are
higher than short-run and medium-run elasticities. This in an intuitive
result since long-run output elasticities can capture the higher-order
effects of transport on the economy which may take several years to
occur. There is however no statistically signiﬁcant difference between
short-run and medium-run elasticity estimates, which suggests that
the largest scope for the economic effects of transport infrastructure
may occur in the longer term.
6. Publication bias
Publication bias consists of the tendency to publish signiﬁcant
results in support of a given theory. In our case, the theory is that
transport investment boosts output so output elasticity estimates
are expected to be positive and statistically signiﬁcant. Bias can
arise both from reviewers and researchers. Reviewers may be prone
to disregard studies that contradict the theory. Likewise, researchers
may discard their own research when the results show negative
output elasticities. In both cases published research would tend to
present only positive and statistically signiﬁcant estimates of the
output elasticity of transport infrastructure. Meta-analysis may re-
duce the inﬂuence of publication bias by means of including estimates
from unpublished studies. However, unpublished studies may also
suffer from publication bias if researchers report only expected
results as a way to increase the prospect of publishing their work.
The study of publication bias is based on the relationship between
the estimates of output elasticity and their standard errors (Card and
Krueger, 1995), so studies that did not report standard errors (236
out of 563 estimates) are excluded. The analysis conducted indicates
that the existing empirical evidence tends to report statistically
signiﬁcant results but there is no evidence of positive publication
bias in the results reported. For the full set of results obtained from
this analysis please refer to Appendix B.
7. Conclusions
This paper conducts a meta-analysis to identify the main sources
of variation in existing empirical evidence on the effect of transport
infrastructure on output. The analysis includes 563 estimates taken
from 33 studies that differ in their data and model design character-
istics. We investigate the effect of the following study characteristics
on the magnitude of the output elasticity of transport: (1) economet-
ric estimator, (2) model misspeciﬁcation, (3) data aggregation, (4)
measurement of transport infrastructure, (5) transport mode, (6)
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ticity estimate.
The results from our meta-analysis indicate that the productivity
effect of transport infrastructure can vary across main industry
groups and appears to have lower values for the service industries,
compared to the primary sector, manufacturing, and construction
industries. Although there may be differences within each of these
main industry groups, the data available did not allow us to conduct
a more detailed examination of sectoral differences in the productiv-
ity effect of transport infrastructure. We also ﬁnd evidence of higher
productivity effects for roads, compared to other transport modes
such as airports, railways, and ports although the number of esti-
mates available for non-road transport modes is greatly smaller. We
ﬁnd that estimates of the output elasticity of transport tend to be
higher for the US economy, compared to European countries, a result
that can be partially explained by the fact that the US is on the whole
more dependent on road transport than Europe, and also the fact that
road transport studies represent a large part of the sample. Another
interesting result from this meta-analysis is that it suggests that the
effect of transport infrastructure on economic output appears to be
considerably stronger in the long run than in the short and medium
run.
The variation in the estimates of the output elasticity of transport
can also be explained by differences in the methods and data used.
Future research on this relationship can use our results as guidance
on the choice of statistical estimators and model speciﬁcation. The
meta-analysis indicates that the estimates of the output elasticity of
transport obtained from studies using models that fail to address the
issues of unobserved heterogeneity and spurious associations tend
to produce higher values than studies using panel data techniques
based on the ﬁxed-effects and generalised method of moments esti-
mators. As for the importance of correcting for reverse causality be-
tween transport and economic output, the results suggest that
instrumental variable techniques tend to be associated with higher
elasticity estimates. The results also suggest that failing to account
for urbanisation and congestion levels is likely to lead to omitted var-
iable bias.
Besides providing guidance to researchers on the choice of model
speciﬁcation and model estimation, our analysis can also inform pol-
icy making. Public investments in transport infrastructure have been
typically used as a policy tool by decision makers, particularly during
periods of economic decline. Differences in the productivity effect of
transport investment across transport modes and industries may in-
ﬂuence the type of transport investments to be pursued. Moreover,
the main beneﬁts from investment in transport infrastructure may
only be experienced several years after the investment, a fact that
can affect the interplay between politics and economics.
Transport competes for investment with other types of public cap-
ital, namely investment in education and health. It is difﬁcult to com-
pare the productivity effect of investments in transport infrastructure
with that of other types of public capital because our meta-analysis
considers only existing evidence on the former and we did not ﬁnd
any speciﬁc meta-analyses of the output effect of other types of infra-
structure. According to our sample of monetary estimates of the out-
put elasticity of transport, on average, an increase of 10% in public
investment in transport infrastructure is associated with an increase
in output of about 0.5%. This puts forward a rather modest productiv-
ity effect of transport infrastructure.
Appendix A. List of studies included in the meta-analysis
Andersson, Å., Anderstig, C. & Harsman, B. 1990. Knowledge
and communications infrastructure and regional economic change.
Regional Science and Urban Economics, 20, 359–376.
Aschauer, D. A. 1990. Highway capacity and economic growth.
Economic Perspectives, 14, 14–24.Baltagi, B. H. & Pinnoi, N. 1995. Public capital stock and state pro-
ductivity growth: further evidence from an error components model.
Empirical Economics, 20, 351–359.
Batina, R. G. 1998. On the long run effects of public capital and
disaggregated public capital on aggregate output. International Tax
and Public Finance, 5, 263–281.
Boarnet, M. G. 1996. The Direct and Indirect Economic Effects of
Transportation Infrastructure. Working Paper. Irvine: University of
California — Institute of Transportation Studies.
Boarnet, M. G. 1998. Spillovers and the locational effects of public
infrastructure. Journal of Regional Science, 38, 381–400.
Bonaglia, F., La Ferrara, E. & Marcellino, M. 2000. Public capital and
economic performance: evidence from Italy. Giornale degli Economisti
e Annali di Economia, 2, 221–244.
Boopen, S. 2006. Transport infrastructure and economic growth:
evidence from Africa using dynamic panel estimates. The Empirical
Economic Letters, 5, 37–52.
Canning, D. 1999. The Contribution of Infrastructure to Aggregate
Output. Working Paper. Belfast: The Queen's University.
Canning, D. & Bennathan, E. 2000. The social rate of return on in-
frastructure investments. Infrastructure and Growth: A Multicountry
Panel Study (RPO 680–89). World Bank — Transport, Water and
Urban Development Department.
Cantos, P., Gumbau, M. & Maudos, J. 2005. Transport infrastruc-
tures, spillover effects and regional growth: evidence of the Spanish
case. Transport Reviews, 25, 25–50.
Cullison, W. E. 1993. Public investment and economic growth. Fed-
eral Reserve Bank of Richmond Economic Quarterly, 79, 19–33.
Delgado, M. J. & Alvarez, I. 2007. Network infrastructure spillover
in private productive sectors: evidence from Spanish high capacity
roads. Applied Economics, 39, 1583–1597.
Deno, K. T. 1988. The effect of public capital on U.S. manufacturing
activity: 1970 to 1978. Southern Economic Journal, 55, 400–411.
Evans, P. & Karras, G. 1994. Are government activities productive?
Evidence from a panel of U.S. states. Review of Economics and Statistics,
76, 1–11.
Fernald, J. G. 1999. Roads to prosperity? Assessing the link be-
tween public capital and productivity. American Economic Review,
89, 619–638.
Finn, M. 1993. Is all government capital productive? Federal Re-
serve of Richmond Economic Quarterly 79, 53–80.
Garcia-Mila &McGuire, T. J. 1992. The contribution of publicly pro-
vided inputs to states' economies. Regional Science and Urban Econom-
ics, 22, 229–241.
Garcia-Mila, T., McGuire, T. J. & Porter, R. H. 1996. The effect of
public capital in state-level production. Review of Economics and Sta-
tistics, 78, 177–180.
Hulten, C. R. & Schwab, R. M. 1991. Public capital formation and
the growth of regional manufacturing industries. National Tax Journal,
44, 121–134.
Johansson, B. & Karlsson, C. 1993. Transportation infrastructure for
the Malar Region. Regional Studies, 28, 169-185.
McGuire, T. 1992. Highways and macroeconomic productivity:
Phase Two. In: Administration, F. H. (ed.). Institute of Government
and Public Affairs, University of Illinois Chicago.
Moomaw, R. L., Mullen, J. K. & Williams, M. 1995. The interregional
impact of infrastructure capital. Southern Economic Journal, 61, 830–845.
Moreno, R. & Lopez-Bazo, E. 2007. Returns to local and transport
infrastructure under regional spillovers. International Regional Science
Review, 30, 47–71.
Munnell, A. 1993. An assessment of trends and economics impacts
of infrastructure investment. Forum for Future — Conference on Infra-
structure Policies for the 1990s. Paris: OECD.
Munnell, A. & Cook, L. M. 1990. How does public infrastructure
affect regional economic performance? New England Economic Review,
September/October, 11–32.
Table 5
Publication bias results.
Variable Model (1) Model (2)
η0 0.0140 0.0836***
(0.0260) (0.0162)
α 1.6759***
(0.1053)
αpi 0.7501***
(0.1034)
αni −2.5036***
(0.1108)
αpi = −αni 601.07***
AIC −505.34 −572.95
BIC −490.18 −554.00
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errors are robust to heteroskedasticity and adjusted for intra-study dependence.
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3, 585–597.Appendix B. Publication bias
Publication bias is thought to be present if the coefﬁcient of the
regression of the output elasticity estimates and their standard errors
have a t-statistic value above 2 in absolute terms. Note that we use the
absolute value of the elasticity estimates because the inclusion of
both positive and negative estimates would show a weak relationship
with their standard errors. The correlation between the elasticity es-
timates (in absolute value) and their respective standard errors is
0.70 and 0.77 for published and unpublished research respectively.
The relationship between the absolute values of the elasticity esti-
mates and their standard errors is shown in Fig. 2. The ﬁgure also
shows a diagonal line indicating the t-statistic equal to 2 as a refer-
ence for statistical signiﬁcance. Estimates above the diagonal would
be considered as statistically signiﬁcant. We can conclude that there
is some visual evidence of publication bias in Fig. 1 as most of the
elasticity estimates lay above the diagonal line. However, a formal
test is needed to assess the real relevance of publication bias.
The most common formal test for publication bias consists of the
estimation of a regression between the estimates and their respective
estimation errors. Eq. (6) speciﬁes themodel used to test for publication
bias independently of its direction, while Eq. (7) speciﬁes the model0
.
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Fig. 2. Association between the elasticity estimates and respective standard errors.used to test for the presence of positive or negative directional publica-
tion bias.
η^ij

 ¼ η0 þ αSE η^ ij
 
þ μ j þ εij ð6Þ
where η^ ij

 is the absolute value of the elasticity estimate, η0 is a con-
stant term, SE η^ ij
 
is the standard error of a particular estimate and μj
and εij denote the study speciﬁc effects and the model error term re-
spectively. In this case, α measures the relationship between the stan-
dard error and the absolute value of the elasticity estimates. If α = 0
then we can conclude that there is no evidence of publication bias be-
cause there is no relationship between the elasticity estimates and
their standard errors.
η^ ij ¼ η0 þ αpDpSE η^ ij
 
þ αnDnSE η^ ij
 
þ μ j þ εij ð7Þ
where Dp (Dn) is a binary variable which takes the value 1 if the elastic-
ity is positive (negative) and 0 otherwise. Both Eqs. (6) and (7) were
calculated using the pooled OLS and the random-effects estimator. As
with the previous meta-regressions we used the BIC statistic to choose
themodelwith the best ﬁt.Wepresent the results obtained from the es-
timation of Eqs. (6) and (7) in Table 5 under Model (1) and Model (2)
respectively. The maximum-likelihood random-effects estimator was
preferred to the OLS estimator for both models.
It can be seen that in Model (1) the coefﬁcient α is statistically sig-
niﬁcant at the 1% level, indicating that there may be publication bias.
Likewise, in Model (2) we test for positive and the negative direction
publication bias. We ﬁnd meaningful coefﬁcients for both variables,
but the effect is stronger for negative elasticity values. We therefore
reject the null hypothesis of a symmetric bias between the positive
and negative bias, αp = −αn. This suggests that the negative elastic-
ity estimates may tend to be more statistically signiﬁcant than posi-
tive estimates. However, we have only 59 (18%) negative elasticity
estimates with standard errors reported in comparison with 268 pos-
itive elasticity estimates. Furthermore, more than half (31) of the
negative estimates come from one single study (Cantos et al., 2005).2
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