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Abstract--This paper is concerned with the development of an algorithm for forecasting discrete stock 
and flow data generated bya higher order continuous time system from a sample of stock and flow data. 
The algorithm is shown to be optimal in the sense that the forecasts are exact maximum likelihood 
estimates of the conditional expectations of the post sample observations, conditional on all the 
information i  the sample, when the innovations are Gaussian. It is also highly efficient computationally 
when used in conjunction with recently developed stimation methods. 
1. INTRODUCTION 
A main source of difficulty in macroeconomic modelling is the fact that the unit observation period 
for most macroeconomic variables is much longer than the intervals between the microeconomic 
decisions that they reflect. Although such variables as aggregate consumption, exports, imports and 
the gross domestic product are measured only at quarterly intervals (in earlier years only at annual 
intervals), they are the outcome of millions of decisions taken by different individuals at different 
points of time. For most such variables there will be thousands of small changes at random intervals 
of time in a single day, and the changes can occur at any time. A realistic macroeconomic model 
which takes account of the microeconomic decision processes must, therefore, be formulated in 
continuous time. 
As a tool for forecasting, a continuous time model has the obvious advantage that it can be used 
to generate forecasts of the continuous time paths of the variables. Although the accuracy of such 
forecasts can never be, exactly, checked, they can be of use to businessmen and policy makers and 
could facilitate the use of optimal control techniques in economic policy formulation [1]. But, even 
if our sole aim is to obtain the best forecasts of the post-sample discrete observations, which is 
all that we need for checking the predictive power of the model, there is a strong argument for 
formulating the model in continuous time. For it is only through a continuous time model that 
we can, accurately, take account of the restrictions implied by economic theory and other a priori 
knowledge. Such a priori information can be of great importance in increasing the accuracy of the 
forecasts. 
By far the most common type of a priori restriction in econometric models is the assumption 
that certain elements (usually most of the elements) in the matrices of coefficients of the variables 
are zero. When the model is formulated as a system of differential equations this type of restriction 
can be interpreted as meaning that the variables can be arranged in a causal chain in which each 
variable responds, directly, to the stimulus provided by a subset of the other variables in the model. 
More precisely, it assumes that the change in any variable during a small interval of time depends 
on the levels, during that interval, of only a subset of the other variables in the model. The 
assumption that the variables can be arranged in causal chain of this type need not depend on any 
elaborate or controversial economic theory, but only on our knowledge of the information 
available to the various economic agents at particular points of time. It is obvious, for example, 
that aggregate consumers' expenditure on a particular day can be influenced by the levels (on that 
day) of only those variables which are known to consumers, particularly personal income, personal 
assets, and prices, and not by the levels (on that day) of such variables as exports, imports, and 
investment. This is very strong information which can be used to reduce the variances of the 
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parameter estimates and the forecasts based on these estimates. But it can be used, efficiently, only 
if the model is formulated in continuous time. For, because of the interaction of all variables during 
the unit observation period (say a quarter), the conditional expectation ofthe value of each variable 
in quarter t, conditional on information up to the end of quarter t - 1, will be a function of the 
values in period t - 1 (and generally periods t - 2, t - 3 . . . .  ) of all the variables in the model, not 
just a subset of them. 
The difficulty of incorporating a priori information in a macroeconomic model that is formulated 
in discrete time is compounded by the fact that macroeconomic variables include both stock and 
flow variables, and these are measured in different ways. Stock variables uch as the money supply, 
the level of inventories, and the stock of fixed capital are measured at points of time (e.g. at the 
end of each quarter), while flow variables uch as consumption, investment, and the gross domestic 
product are measured as integrals over periods of time (e.g. integrals over successive quarters). 
Even in the simple case in which the continuous time model is a first order system of linear 
stochastic differential equations with constant coefficients and white noise innovations, the exact 
discrete model satisfied by a sample of flow data, or mixed stock and flow data, is a vector 
autoregressive moving average process [2, 3]. Moreover, although most of the coefficients in 
the differential equation system may be restricted to zero, all of the coefficients in both the 
autoregressive and moving average parts the exact discrete model will be non-zero and they will 
be complicated transcendental functions of the non-zero coefficients in the differential equation 
system. If the underlying continuous time model is a higher order system of differential equations 
with white noise innovations, then the exact discrete model satisfied by the data is a higher order 
vector autoregressive moving average model whose coefficient matrices are even more complicated 
functions of the parameters of the continuous time model [4]. 
The difficulty of taking account of a priori knowledge in discrete time econometric models has 
lead some econometricians to advocate forecasting from unrestricted vector autoregressive models 
or unrestricted vector autoregressive moving average models. In particular Sims [5] has advocated 
the use of higher order vector autoregressive models with either no restrictions on the coefficient 
matrices or very few restrictions obtained in a Bayesian manner. This strategy, which has become 
widely known as the VAR methodology, might be justified as a way of avoiding the difficult 
problem of estimating the parameters of a continuous time model from discrete data. A high order 
vector autoregressive model could be regarded as an approximation to the vector autoregressive 
moving average model satisfied by data generated by a stochastic differential equation system. The 
main disadvantage of this procedure is that the number of coefficients to be estimated is likely to 
be so large relative the sample size that the estimates will have very large variances and forecasts 
based on these estimates could be very inaccurate. The potential gain in efficiency (as measured 
by the smallness of the root mean square rrors of the forecasts) from using a forecasting procedure 
based on a continuous time model could be very important. 
During the last few years there has been a rapid growth in the use of continuous time methods 
in macroeconomic modelling. Complete continuous time models (several versions for each country) 
have been developed for the United Kingdom [6-8], Italy [9-11], Germany [12], and Australia 
[13, 14], and partial models for most of the other leading industrial countries. These models have 
been used, with considerable success, for both forecasting and policy analysis. But there is scope 
for further improvement through the use of more sophisticated estimation methods, which avoid 
the use of approximations and take advantage of the enormous developments in computing 
technology that have occurred during the last decade. 
In a series of recent articles [4, 15, 16] I have developed a method of obtaining exact Gaussian 
(quasi-maximum likelihood) estimates of the parameters of a higher order continuous time 
system from discrete stock and flow data. The method yields exact maximum likelihood 
estimates when the innovations are Gausssian and, either the model is closed, or the exogenous 
variables are polynomials in time of degree not exceeding two. Moreover, it can be expected 
to yield very good estimates under much more general conditions. It also has the advantage that 
it is applicable to models that are non-stationary, in which case the initial state vector is fixed 
and the system is allowed to have roots with non-negative r al parts. For reasons discussed in 
[15] I believe that the assumption of a fixed initial state vector is more realistic in most econo- 
metric work than the assumption of stationarity. Finally, the new method is highly efficient 
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computationally. Indeed, it has been shown [15] to be even more efficient han the Kalman filter 
algorithm of Harvey and Stock [1"/], which is the only other published algorithm for obtaining exact 
Gaussian estimates of a non-stationary higher order continuous time system from mixed stock and 
flow data. 
The purpose of this paper is to show how, by a simple extension of the new estimation procedure, 
we can obtain optimal forecasts of the post-sample discrete observations generated by the system. 
The forecasts are optimal in the sense that, when the model is closed and the innovations are 
Gaussian, they are exact maximum likelihood estimates of the conditional expectations of the post 
sample discrete observations conditional on all the information in the sample. The forecasting 
algorithm can be applied to either an open or closed model. If the model is open we must, of course, 
make some assumption about the post sample behaviour of the exogenous variables. Like the 
estimation procedure it is also highly efficient computationally. Indeed it relies on simple extensions, 
which can be computed recursively, of certain matrices and vectors that will have already been 
computed up to the end of the sample period as part of the estimation procedure. 
In Section 2 the estimation procedure will be, briefly, reviewed with references to [16] for the 
detailed formulae for its implementation. The forecasting algorithm and a theorem relating to the 
optimality of the forecasts will be presented in Section 3. For simplicity of exposition we shall deal 
in Sections 2 and 3 with a closed model. The treatment of exogenous variables will be discussed, 
briefly, in Section 4. Although the general method of estimation and forecasting is applicable to 
a system of any order we shall deal specifically with a second order system. The second order system 
is likely to be of great practical importance since it allows for a more realistic specification of the 
dynamic adjustment processes in the economy than a first order system and it is likely to be the 
highest order system for which we can obtain reliable parameter estimates with samples of the size 
normally available for macroeconomic modelling. 
2. THE MODEL AND ITS ESTIMATION 
We shall deal, in this section, with the estimation of the parameters of the closed second order 
system 
d[Dx(t)] = {Aj(0) Dx(t) + A2(0)x(t)} dt + g(dt), (1) 
x(0) = y~, Dx(0)  = Y2, (2) 
where {x(t) ,  (t > 0)} is a real n-dimensional continuous time random process, 0 is a p-dimensional 
vector of unknown structural parameters (p ~< 2n2), A~ and A2 are matrices whose elements are 
known functions of 0, yl and Y2 are non-random n × 1 vectors, D is the mean square differential 
operator, and ~(dt) is a white noise innovation vector which is precisely defined by the following 
assumption. 
Assumption 1 
g' = [(1 . . . . .  (~] is a vector of random measures defined on all subsets of the half line 0 < t < oo 
with finite Lebesgue measure, such that E[g(dt)] = 0, E(g(dt)~'(dt)] = dt~ where 2: is an unknown 
positive definite matrix and E[(~(A0(j(A2)] = 0 (i,j = 1 . . . . .  n) for any disjoint sets A~ and A2 on 
the half line 0 < t < oo. 
We interpret equation (1) as meaning that 
f0 
+ t 
Dx(t) - Dx(0) -- [A~ Dx(r) + A2x(r)l dr ~(dr), (3) 
for all t > O, where 
~(r )  dr --- ~[0, t], 
and the first integral on the right hand side of equation (3) is the integral of a random process as 
defined in [18, p. 11]. See [4] for a proof of the existence and uniqueness of the solution of the system 
CAI~VA 174/9~D 
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(1), subject o the boundary conditions given by equation (2), under Assumption 1, which is much 
weaker than the assumption that the innovations are generated by Brownian motion. 
We shall assume that the variables in the system include n' stock variables which are measured 
at points of time 0, 1, 2 . . . . .  T and n f flow variables which are measured as integrals over the 
intervals [0, 1], [1, 2] . . . . .  [T - 1, T], where n s + n f = n. Let the elements of x(t) be ordered (without 
loss of generality) so that it can be written in the partitioned form 
x(t) = FxS(t)] 
Lxf(t).j, (4) 
where xS(t) is an n ~ x 1 vector of stock variables and xr(t) is an n f x 1 vector of flow variables. 
Then the sample comprises the initial stock vector xS(0) = y~ and the vectors ~,  ~2 . . . . .  ~r, where 
rx,(,)_ x,(t - 1 ) ]  
"--[ f'_,xf(r)d, J (5) 
The estimation procedure makes use of an exact discrete model, which is a system of stochastic 
difference quations [equations (6)-(11)] satisfied by the sample. The formulae for the coefficient 
matrices of this system are given in Ref. [16, Theorems 2.1 and 2.2] and are in a form which requires 
the following assumptions. 
Assumption 2 
The matrix A2 is non-singular. 
Assumption 3
The matrices [e]]12 and Cn defined in Ref. [16, pp. 354 and 356] are non-singular. 
Although Assumption 2 excludes the case in which the characteristic equation of the system (1) 
has zero roots, it does not exclude the case in which some roots have positive real parts and does 
not, therefore, require the system to be stable. Moreover, the zero roots case could be treated 
separately by the general methods of [16]. Assumption 3 merely excludes certain degenerate cases 
[4, pp. 128] which could also be treated separately. The exact discrete model is given by the 
following theorem. 
Theorem 1 
Let x(t) be the solution of the system (1) on the interval [0, T] subject o the boundary con- 
dition given by equation (2). Then under Assumptions 1-3, the vectors ~1, x2 . . . . .  xr defined 
by equation (5) satisfy the system 
i l  -- GIIyl + Gny2 + rh, (6) 
R: ffi CIIRI + G:ffl + G22Y2 + q2, (7) 
~t ---- Flxt- t + F2xt-2 + qt (t ffi 3 . . . .  , T), (8) 
fo' ~1 -- KII(1 - r)~(dr), (9) 
fo I72 --" K21(I - r)g(dr) + K~(2 - r)~(dr), (10) 
t/t = Ki(t -- r)~(dr) + K2(t - 1 - r)~(dr) 
-1  -5  
~ *t  - 2 + K3{t - 2 - r)g(dr) (t -- 3 . . . .  , T), (11) 
1- -3  
where GH, Gn, Cn, C2~, G21, G22, F~, and FI are constant matrices and Kn, K21, K22, K,, K2, and 
K 3 are matrix value functions. 
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Proof. See [16, Theorems 2.1 and 2.2] which also gives explicit formulae for GH, Gt2, C . ,  G2~, 
Gs2, Fi, Fs, K.(r),  K21(r), K22(r), Kl(r), Ks(r), and K3(r) in terms of At and As. 
For the purpose of estimation it is convenient to parametrize X by writing it as X(~) where/~ 
is a vector of parameters. If there are no restrictions on I; (except for the requirement that it is 
a symmetric positive definite matrix) then /, will have n(n + 1)/2 elements. But we could, for 
example, require X to be a diagonal matrix, in which case/~ would have only n elements. In addition 
to O and g we must estimate the part of the initial state vector that is unobservable. This includes 
y~ the vector of initial values of the flow variables and Y2 the vector of initial values of the mean 
square derivatives of all the variables. The complete vector of parameters to be estimated is, 
therefore, [0, p, y'] where 
F y~] (12) 
Y = LYsJ" 
It is important to notice that in order to obtain the exact Gaussian estimate of [0,/~] it is essential 
to estimate y. For, because t/3 and tt4 are not independent of i l  and is, the conditional distribution 
of i3,  i4 . . . . .  i t ,  conditional on i ,  and is, depends in an essential way on y and cannot be obtained 
from equations (8) and (11) alone. It should be noticed, also, that whereas y~ is part of the 
parameter vector, y] is part of the sample. It is convenient, herefore, to partition G .  and Gs~ 
conformably with y and write equations (6) and (7) in the form 
i~ = G]~y] + G~ly~ + G~2ys + r/, (13) 
is = CHi~ + G[,y] + G2rly~ + Gssy2 + th. (14) 
The exact discrete model satifised by the sample can now be written in a compact form. Let the 
nT x 1 vectors x, t !, and h be defined 
where 
i' = [x',, i L . . ,  i~-], 
,l' = [,t;, ,16, • • •, ,h-I, 
h' = [h~, hl, 0 .... ,0], 
hI = G]ly], 
$ $ h~ = G21Yl, 
and let the nT x nT matrix F and the nT x (nf+n) matrix G be defined by 
F= 
G= 
I 0 0 0 
--Cll I 0 0 
-- F2 -F1  I 0 
0 - F 2 -F  I I 
0 
G~I 
Gf2t 
0 
0 
612 - 
G22 
0 
0 
0 0 -F2 -F ,  
O. 
0 
0 
0 ' 
I 
(15) 
(16) 
(17) 
(is) 
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The system of equations (8), (13), and (14) can be written as 
F~ - Gy - h = ~. (19) 
The covariance matrix II of the vector q can be obtained from equations (9), (10), and (11) and 
written in the partitioned form 
aH a12 
~"~21 ~~22 
~'~31 ~'~32 
0 ~'~42 
~= 
f~13 0 0 0 0 0 
~'~23 ~"~24 0 0 0 0 
~10 ~'l ~ 0 0 0 
f~l I"Io ~'I ~ 0 0 
0 0 0 0 0 0 0 
a0 a~ at o 
a2 11, ao a~ 
0 f12 Ill fZo 
(20) 
It should be noticed that, except for the submatrices in the upper left hand corner, II is a block 
Toeplitz matrix most of whose lements are zero. The non-zero elements of fl are functions of [9, ~] 
and can be computed from the formulae given in [6, p. 370]. 
Now let L(0,/~, y') denote minus twice the logarithm of the Gaussian likelihood function. Then, 
since [F I= 1, we have 
L(0, p, y') = log [ fl(0, ~)1 - ¢'f~-'(0, ~)¢ 
= log la(o, ~')l - {F(0)~ - G(0)y - h(0)} ' l l - ' (0 ,  ~){F(0)X - G(0)y - h(0)}. (21) 
We can express L in an even simpler form, which is very convenient for computational purposes, 
by using the Cholesky factorization 
n = MM', (22) 
where M is a real lower triangular matrix with positive elements along the diagonal. All of the 
elements of M above the diagonal and most of the elements below the diagonal are zero and the 
total number of multiplications required in the evaluation of M is less than 4Tn 3 [15]. Let 
z' = [zl, z2,. . . ,  Znr] be the vector satisfying 
Mz = ~. (23) 
Because M is a lower triangular matrix the elements of z can be computed recursively starting 
with zl. We can then compute L from the following formula: 
nY 
L = ~ (z~ + 2 log m~t) (24) 
i z |  
where m~l is the ith diagonal element of M. 
A summary of the steps in the computation of L is as follows: 
(i) Compute F, G, h, and ~ from equations (15)-08) and the formulae for the submatrices of
given in [16, p. 370]. 
(ii) Compute the elements of M recursively, row by row, from equation (22). 
(iii) Compute ~ from equation (19). 
(iv) Compute the elements of z recursively from equation (23). 
(v) Compute L from equation (24). 
The Gaussian estimator [6, ~, $'] of [0,/~, y'] can be obtained by a numerical optimization 
procedure involving successive evaluations of L. In this procedure we can take advantage of an 
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explicit formula relating ~ to [6, 0] and the data, i.e. 
= [G'(~, t~)n-'(~, #)c_,(~, #)]-'G'(~, ~)n- ' (~,  #) [F(~, #) i  - (~, #)]. (25) 
See [15, p. 382] for the derivation of equation (25) and a proposed iterative procedure in 
which we alternate between minimizing L with respect to [0,/~], for given y, using some 
numerical optimization procedure and minimizing L with respect o y, for given [0,/~], using 
equation (25). 
3. AN OPT IMAL  FORECAST ING ALGORITHM 
We shall assume, in this section, that the continuous time system represented by equation (1) 
and (2) holds over the interval [0, T + k] where T and k are positive integers. Our aim is to obtain 
the optimal forecasts of f~r+,, xr+2 . . . . .  i r+,  from the sample x'(0), ~,, ~2,x2,... , i t  where i, 
(t = 1, . . . ,  T + k) is defined by equation (5). The estimation procedure described in the previous 
section is particularly convenient for this purpose. A simple extension of certain matrices and 
vectors used in the computation of the estimates of the parameters of the model provides the basis 
for a computationally efficient forecasting algorithm. This algorithm will now be described indetail, 
after which it will be shown (Theorem 2) that the forecasts which it generates are optimal in the 
sense described in the introduction. 
The first step of the algorithm is based on an extension of the matrix l) = f~(b, #) where f~ is 
defined by equation (20) and the formulae for its submatrices are given in [16, p. 370]. This 
extension can be made without any further computation since it involves only the submatrices 
1)0, l'l, and 1"~2, which will have been computed as part of the parameter stimation procedure. Let 
the symmetric n(T + k) x n(T + k) matrix 1)* be defined by 
where 
and the nT x nk matrix 1)'2 and the nk 
0 0 
1)*= 
t'1~= 
0 0 
1)~ o 
-1)o 1)~ 
1), 
1)2 1), 
0 I'12 
F1);, a; l 
1)* = 1)raft' (26) 
1)*, =1) 
x nk matrix 1)'2 are defined by 
0 0 
0 0 ' 
0 0 
0 0 
1)~ 0 0 
1)', 1)~ o 
1)o 1)~ o 
1), ~ o 
0 0 0 0 0 
~o ~ ~ o 
1)1 1)o 1)'J 1)~ 
~ IX, 1)o ~ 
o 1)~ 1), 
(27) 
(28) 
(29) 
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Then the first step is the Cholesky factorization of ~*. Let lfq* be the n(T + k) x n(T + k) lower 
triangular matrix such that 
1~* = l~l*[lf, I*]'. (30) 
Then 1(,I* can be written in the partitioned form 
If/l* -- F lf'l*' 0 ] (31) 
 1"2' 
where 
and 
~*,  = 
~,  = ft. 
Since lf, I will have been computed as part of the estimation procedure the remaining elements of 
1171" can be computed recursively, row by row, starting at row nT + 1. In fact, for the algorithm, 
we need to compute only up to row n(T + 2). 
The next step is the computation of the nk x 1 vector qp defined by 
qp = 1~1",~ (32) 
where ~ is the vector satisfying 
1VI~ = # = F (0)~ - G(0)~ - h(~).  
Both q and ~ will have been computed as part of the estimation procedure. Moreover, since the 
only non-zero elements of 1~1"~ are in the 2n × 2n submatrix at the upper right hand corner of that 
matrix, the vector ~. will have only 2n non-zero elements, and it can be written in the form 
t O~ = E,/~,, 0.2, o . . . . .  0]. 
where #pl and #p2 are n x 1 vectors. 
Finally, the forecasts ~pl, ~p2 . . . . .  ~pk of Xr+ ~, Xr+2 . . . . .  ir+k respectively are computed recur- 
sively from the equations 
~p, = F,(#)~T "ac r2(O)~r- 1 "3 L #pl, 
~.2 = F,(l~)~rl + F2(l~)~r + 0p2, 
~p, = F,(0)L.,_, + F2(6)~p.k_2. (33) 
A summary of the steps in the forecasting algorithm, assuming that the parameter stimates have 
already been obtained by the procedure described in Section 2, is as follows: 
(i) Compute rows nT + 1 to n(T + 2) of the lower triangular matrix lf, l* satisfying equation 
(30). The first nT rows of fCl* will have been computed as part of the parameter estimation 
procedure, and the next 2n rows can be computed recursively starting at row nT + 1. 
(ii) Compute qp from equation (32). 
(iii) Compute ~,,, ~,2 . . . . .  ~p+k recursively from the system of equations (33). 
For the optimality theorem we shall require the following additional assumption. 
Assumption 4
The innovations defined by Assumption 1 are Gaussian. Assumptions 1 and 4 together imply 
that J'~ ~(dr)  is Brownian motion. 
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Theorem 2 
Let x(t) be the solution of the system (1) on the interval [0, T + k] subject o the boundary 
condition given by equation (2). Then, under Assumptions 1-4, the vectors xpl, ~p2 . . . . .  t~pk 
obtained from the system (33) are the maximum likelihood estimates of the conditional expecta- 
tions of the vectors ~r+ I, xr+ 2 . . . . .  xr+ k respectively, conditional on Xl, x2, • • •, xr, i.e. conditional 
on all the information in the sample. 
Proof. Let the n(T+k)  x 1 vectors x*, 7", and h* be defined by 
[x*] '  = . . . . .  
= [7;, . . . . .  
[h*]' = [h;, hl, 0 . . . . .  0], 
where ~,  ~2 . . . . .  xr+k are defined by equation (5) (t = 1,. .  . ,  T + k), 73, 74 . . . .  , nr+k are defined 
by equation (1 l)  (t = 3 . . . . .  T + k), 71 and q2 are defined by equations (9) and (10), and h I and 
h 2 are defined by equations (15) and (16). Let F* be the n(T + k) x n(T + k) matrix having the 
same form as the nT x nT matrix F defined by equation (17), and let G* be the n(T + k) x (nf+ n) 
matrix having the same form as the nT x n/+ n matrix G defined by equation (18). Then 
F 'x*  - G*y - h* = 7". (34) 
Moreover, the covariance matrix f~* of the vector 7" has the same form as the matrix i'~* defined 
by equations (26)-(29) the elements of fA* and D* being identical functions [0, p] and [b, #] 
respectively. 
Now let M* be the lower triangular matrix defined by the Cholesky factorization 
a*  = M*[M*]', (35) 
and let z* be the n(T + k) x 1 vector satisfying 
M'z* = 7"- (36) 
Then it follows from equations (35) and (36), and the fact that I'A* is the covariance matrix of 7", 
that the covariance matrix of z* is the n(T + k) x n(T + k) identity matrix, and hence, because 
of Assumption 4, that z* is a vector of independent ormally distributed random variables each 
with mean 0 and variance 1. Since M* can be written in the partitioned form 
M,=[M 0]  (37) 
M2"1 M~'2' 
and the leading nT x 1 subvector of 7 * is q, it follows from equations (23) and (36) that the leading 
nT x 1 subvector of z* is z. The conditional expectation of z* conditional on information in the 
sample (the parameters being treated as known) is given, therefore, by 
E(z*  l i  ) = E (z*  Iz) 
line follows from the fact that z is obtained from ~ by the non-singular where the first 
transformation 
z = M-  I [F~ - Gy  - h] ,  
which is obtained from equations (19) and (23). 
It then follows, from equations (23), (36), (37), and (38), that the conditional expectation of q* 
conditional on the information in the sample is given by 
q] (39) e(7*  I~) = 7~ 
where qp is the nk x 1 vector defined by 
7p = M~'lz.  (40) 
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A comparison of equations (32) and (40) shows that t b has the same form as ~r The first 2n elements 
of the vectors qp and #~ are identical functions of [0, p] and [0,/i] respectively and the remaining 
elements of both vectors are zero. 
Finally, let x,~, Xp~ . . . . .  x@ by the n x 1 vectors satisfying the system: 
Xpi = F)(0)~r + F2(0)~r_ ~ + ~/pt, 
x~ = F,(0)X~l + F2(O)~r + ~t~2, 
x,,3 = F,(0)x~2 + F~(e)x~,, 
Xpk = Fl(0)Xp.k_ 1 + F2(0)xp~-2, (41) 
which has the same form as the system (33). It follows from equations (34), (39), and (41) that 
the vectors xp~, xp2 . . . .  , x~, are the conditional expectations of xr+~, xr+ 2 . . . . .  xr+ k, respectively, 
conditional on the information in the sample, i.e. 
E(XT+iIX ) = Xpi ( i  = 1 . . . . .  k). (42) 
Moreover, since [0,/i] is the maximum likelihood estimator of [0, p] and ~pi and xp; (i = 1 . . . . .  k) 
are identical functions of [0,/1) and [0, p] respectively, £pi, f~p2 . . . . .  ~pk are the maximum likelihood 
estimates of xp~, xp2 . . . . .  Xpk respectively. End of proof. 
4. THE TREATMENT OF EXOGENOUS VARIABLES 
The forecasting algorithm described in the preceding section can, easily, be modified to take 
account of exogenous variables. We shall deal, very briefly, with the open second order system 
d[Dx(t)] = {Al(0) Dx(t) + A2(0)x(t ) + B(0)z(t)} dt + ~(dt) (t 1> 0), 
x(0) = Yl, Dx(0) = Y2, (43) 
where z(t) is an m x 1 vector of non-random functions (exogenous variables) and ~ is defined by 
Assumption 1. This system can be interpreted as meaning that 
Dx(t) - Dx(0) = ~o [Ai Dx(r) + A2x(r ) + Bz(r)] dr + .Io ~(dr) (44) 
for all t > 0. 
We assume that the exogenous variables include m' stock variables which are observed at points 
of time 0, l, 2 . . . .  , T and m f flow variables which are observed as integrals over the intervals 
[0, 1], [1, 2] . . . . .  [T - 1, T] where m' + m f = m. Let the elements of z(t) be ordered (without loss 
of generality) so that it can be written in the form 
z(t) FzS(t)] (45) 
= Lz (t)j, 
where z'(t) is an m' x 1 vector of stock variables and zr(t) is an m f X 1 vector of flow variables. 
Then we can define a sequence of observable vectors ~.1, ~-2 . . . . .  ~-r by 
[½{z'(t) + z'(t-  1)}] 
"=k ;,-, zr(r )dr J" (46) 
The estimation and forecasting procedure is based on the discrete model 
xt = Gllyl + Gt2Y2 + EnT,1 + E|2~,2 + Ei3i3 + ql, (47) 
X2 = Cnxl + G2tyj + G:2Y2 + E21~q + E22z2 + F-~3~'a + q2, (48) 
Xt = F ix , -  ~ + F2~t-2 + E0~, + Ft~-t-I + E2~'t- 2 + q,, (t = 3 , . . . ,  T), (49) 
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where the vectors ~, and ~, (t = 1 . . . . .  T) are defined by equations (5) and (46) respectively, ~ and 
q2 are defined by equations (9) and (10) respectively, and qt (t = 3 . . . .  , T )  is defined by equation 
(11). It is shown in [16, Theorems 2.3 and 2.4] that equations (47) and (48) hold exactly if the 
elements of z(t) are polynomials in t of degree not exceeding two over the time interval [0, 3] and 
equation (49) holds exactly over any subinterval It - 3, t] of [0, T] in which the elements of z(t) 
are polynomials in t of degree not exceeding two. It is, of course, impossible to obtain a discrete 
model which holds exactly without making some assumption about the continuous time path of 
z(t). It should be emphasized, however, that the coefficient matrices E0, El, E2 and E 0 ( i , j  = 1, 2, 3) 
in the above system depend only on the parameters of the continuous time system (43) and not 
on the coefficients of the quadratic functions defining the continuous time path of z(t). The discrete 
model represented by equations (47)-(49) will be a very good approximation, therefore, even when 
the behaviour of the exogenous variables varies widely as between different parts of the sample 
period. Indeed, it can be shown that if the elements of z(t) are thrice continuously differential 
functions of t then the errors in the discrete model are of ord 64 as the unit observation period 6 
tends to zero. 
The estimation and forecasting procedure with an open model is the same as that described in 
Sections 2 and 3 except hat we use equations (47)-(49) instead of (6)-(8). In order to obtain 
forecasts of ir+~,~,+2 . . . . .  i r+,  we must, of course, make some assumption about the post 
sample vectors ~.,+ l, ~.,+2 . . . . .  [r+k. The final step in the forecasting algorithm will be to compute 
the forecasts recursively from the system 
~:pi = Fl(0)xr + F2(0)ir_, + Eo(0)~r+ ~ + E~(~)~r + E2(6)~r- ~ + l~pl, 
tp2 = F,(0)~p~ +F2(6)~r + Eo(0)[r+ 2+ Em(0)2r_, + E2(#)~.r + qp2, 
~p3 = F,(g):~p2 + F2(0)~pl + Eo(0)zr+ 3+ EI(0)ZT+2 + E2(0)7"T-1, 
~pk = Ft(0)~p.k_ l + F2(0)~r,k-2 + Eo(6)~'r+ k + El(0)Zr+k-l + E2(0)ir+k-2, (50) 
where ~p~ and qp2 are the leading n + 1 subvectors of ~p = l~l~. The vector ~, which will now take 
account of the sample values of the exogenous variables, will already have been computed as part 
of the parameter estimation procedure which is described in [16]. 
5. CONCLUSION 
We have developed an algorithm for forecasting discrete stock and flow data generated by a 
higher order continuous time system whose parameters have been estimated by the method 
developed in [15, 16] and described, briefly, in Section 2 of this paper. It has been shown that the 
algorithm yields exact maximum likelihood estimates of the conditional expectation of the post 
sample discrete observations, conditional on all the information in the sample, when the inno- 
vations are Gaussian and, either the model is closed, or the exogenous variables are polynomials 
in time of degree not exceeding two. It is also highly efficient computationally, since it depends on 
simple extensions of certain matrices and vectors used in the estimation procedure. 
The method developed in this paper has obvious potential practical applications in economic 
forecasting. Since it yields forecasts of observable discrete data it, also, provides a basis for the 
comparison of the predictive power of a continuous time model of the type described in this paper 
with various types of model formulated in discrete time. This could be of considerable importance 
in helping to resolve some of the methodological debates of recent years on the relative merits of 
various types of econometric models. 
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