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Abstract     
Dal 17 al 20 giugno 2008 si è tenuta a Dresda l'International Supercomputing Conference [1] 2008, il più importan-
te evento europeo del settore HPC. Durante la conferenza è stata annunciata la nuova classifica Top500 [2], che e-
lenca i 500 calcolatori più potenti al mondo, tra cui i sistemi di calcolo del CILEA. 
 
The International Supercomputing Conference 2008 [1], the most important european HPC event, took place in 
Dresden during the period of 17 to 20 of June 2008. During the conference they announced the new Top500 [2] rank-
ing, a list of the most 500 powerful computers in the world and the CILEA super computing system was included. 
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Il CILEA nella Top500 
L’International Supercomputing Conference 
(ISC) [1], di cui l’ultima edizione si è tenuta a 
Dresda dal 17 al 20 giugno 2008, è l’appunta-
mento europeo più importante nel mondo 
dell’High Performance Computing (HPC) e rap-
presenta una occasione unica per incontrare i 
maggiori esperti mondiali del settore, oltre che i 
rappresentanti delle principali aziende produt-
trici di hardware. 
Durante la conferenza viene pubblicata la ri-
nomata classifica Top500 [2], ossia la lista dei 
500 sistemi di calcolo più potenti al mondo. Sep-
pur solito a presenziare nella Top500, il CILEA 
ha preso atto con particolare soddisfazione 
dell’ultima classifica pubblicata. Infatti, grazie al 
nuovo cluster di calcolo “Lagrange” recentemen-
te acquistato, il CILEA si trova ad occupare la 
135esima posizione, la migliore di sempre, e si 
conferma tra le prime realtà di calcolo a livello 
mondiale ed europeo e tra le primissime in Ita-
lia. 
E’ la dodicesima volta che il CILEA viene an-
noverato nella Top500. La prima fu nel novem-
bre 1995, al 299esimo posto, con un sistema 
Convex SPP1200/XA-32 a 32 processori con una 
potenza di picco di 7.68 gigaflop/s. Oggi uno solo 
dei 416 processori quad-core di “Lagrange” è 
quasi 7 volte più potente. Prima dell’uscita 
dell’attuale classifica il miglior piazzamento risa-
liva a giugno 2004, quando il cluster “Avogadro” 
conquistò la 209esima posizione, ora ampiamen-
te superata. Il nuovo cluster “Lagrange” vanta 
1664 cores, 3328 gigabyte di memoria ram com-
plessivi, e una interconnessione Infiniband che 
permette di ottenere una potenza di picco globa-
le di 21.07 teraflop/s. 
La rincorsa delle performances: il tra-
guardo del Petaflop/s 
La classifica TOP500 viene pubblicata seme-
stralmente da 15 anni. La prima redazione fu 
nel giugno del 1993, ad opera di un team di ri-
nomati esperti internazionali che adottarono 
come criterio di valutazione il benchmark 
LINPACK [3]. Jack Dongarra [4], uno dei padri 
del benchmark, è una presenza fissa nelle varie 
edizioni della ISC. Da allora la classifica Top500 
rappresenta una traccia storica che documenta 
l’incremento esponenziale della capacità di cal-
colo dei supercomputers sempre più evoluti che 
si sono susseguiti negli anni. L’edizione di giu-
gno 2008 assume particolare importanza in 
quanto in essa, per la prima volta, è stato an-
nunciato il superamento di una soglia simbolica 
particolarmente significativa: il traguardo del 
Petaflop/s (1000 teraflop/s). Al primo posto della 
classifica si è infatti posizionato il cluster “Roa-
M. PIROLA SUPERCALCOLO 49-50 
50 BOLLETTINO DEL CILEA N.111 GIUGNO 2008 
dRunner” del Los Alamos National Laboratory 
[5] (USA), che può vantare una performance da 
1,026 petaflop/s, ossia 1,026 miliardi di miliardi 
di operazioni al secondo. Il sistema “RoadRun-
ner” è un sistema ibrido e si compone di 12240 
chip Cell (8+1 cores) e di 6562 processori AMD 
dual-core. La memoria installata ammonta 
complessivamente a 98 terabyte. “RoadRunner” 
occupa una superficie di quasi 500 metri quadra-
ti, e consuma “soltanto” 2.35 megawatt. Altre 
date significative in passato furono il raggiun-
gimento del Teraflop/s avvenuto nel 1997 (clu-
ster Intel ASCI Red, Sandia National Laborato-
ries, USA), e del Gigaflop/s nel 1986 (macchina 
Cray-2) precedentemente alla nascita della 
Top500. Se nei prossimi anni il ritmo di crescita 
della potenza dei calcolatori non dovesse subire 
significativi cambiamenti, si prevede che la suc-
cessiva pietra miliare, quella dell’exaflop/s (1000 
petaflop/s), possa essere oltrepassata nel 2019. 
Il futuro dell’HPC 
Il superamento della soglia simbolica del peta-
flop/s ha fatto sì che il tema più ricorrente 
dell’ISC fosse la previsione della futura evolu-
zione del mondo dell’High Performance 
Computing. Alcune indicazioni sono emerse in 
forma chiara: così come, soprattutto negli scorsi 
anni, l’avvento dei cluster ha spinto il mondo 
HPC a prediligere quasi esclusivamente le mac-
chine a memoria distribuita a scapito di quelle a 
memoria condivisa, così ora l’avvento della tec-
nologia multi-core sta orientando ricerca e inve-
stimenti verso una direzione che predilige un 
elevato numero di cores all’interno dello stesso 
processore piuttosto che il puro e semplice au-
mento della frequenza del singolo core. Per que-
sto motivo, come ribadito più volte da Dongarra, 
il vero punto nodale dell’HPC dei prossimi anni 
non sarà tanto la realizzazione di nuove tecno-
logie hardware più potenti delle attuali, quanto 
invece la progettazione di nuovi modelli di sof-
tware che siano ottimizzati per la nuova archi-
tettura multi-core dei processori, e pensati per 
essere eseguiti in forma di molteplici processi 
paralleli e concorrenziali piuttosto che in un 
singolo flusso lineare. 
Un altro punto cruciale di questa analisi del 
futuro dell’HPC è il cosiddetto “green 
computing”, espressione che di anno in anno si 
sente ripetere sempre con più insistenza e che 
indica la necessità di progettare i nuovi sistemi 
di calcolo intensivo tenendo in grande conside-
razione la tematica del risparmio energetico, il 
“power saving”. Dongarra afferma che “il tema 
del risparmio energetico costituisce la guida ar-
chitetturale verso le exa-strutture”, ossia le 
strutture di calcolo dell’ordine dell’exaflop al se-
condo. Non a caso infatti le maggiori case co-
struttrici di componenti informatici stanno lavo-
rando in questa direzione, investigando possibili 
strade alternative in luogo del semplice e con-
cettualmente banale aumento della frequenza 
delle cpu: ne sono un esempio lo sviluppo di tec-
niche per la produzione di chip su scala sempre 
più piccola (ormai si parla di scale inferiori ai 30 
nanometri), oppure lo sviluppo di nuovi più effi-
cienti metodi di accesso alla memoria, di comu-
nicazione tra processori, di immagazzinamento 
dei dati all’interno della cpu. 
Non è un caso infine che nella lista della 
Top500 assieme ai dati relativi alla performance 
dei sistemi venga ora indicato anche il loro con-
sumo in termini energetici, e che si parli di po-
tenza di calcolo specifica, cioè del rapporto tra 
potenza di calcolo, ad esempio in teraflop/s, ed 
energia consumata per attuarla, ad esempio in 
megawatt. Analizzando i dati della classifica, si 
osserva che più ci si sposta nella parte alta della 
classifica, ossia verso i sistemi più potenti e 
quindi tipicamente più moderni, più questo rap-
porto migliora.  
L’International Supercomputing Confe-
rence 2009 
La prossima edizione europea dell’Interna-
tional Supercomputing Conference, prevista dal 
23 al 26 giugno 2009, verrà tenuta ad Amburgo, 
presso il Centro Congressi (Congress Center 
Hamburg – CCH). L’ingresso in classifica di 
nuovi sistemi di calcolo farà senz’altro slittare 
verso il basso quelli già presenti. Del resto, se il 
cluster “Lagrange” fosse stato installato soltanto 
qualche mese prima, sarebbe potuto entrare 
nella precendente classifica con un piazzamento 
attorno al 60esimo posto. 
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