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Abstract
The subject of this paper is the topological and homological properties of braid groups for the
real projective plane RP2. Let Br(S; k) denote the braid group on a surface S with k strands.
A K(Br(RP2; k); 1) is constructed. The rational and modp cohomologies of Br(RP2; k) are
calculated. Moreover, the unordered con3guration space of RP2 is interpreted as a space of
polynomials. c© 2002 Elsevier Science B.V. All rights reserved.
MSC: 20F36; 55R05; 55R40; 55R80
1. Introduction
In this paper we consider the topological and homological properties of braid groups
for RP2.
1.1. Background
Recall the following de3nitions:
Denition 1.1. The kth ordered con3guration space of a topological space M , denoted
by F(M; k), is de3ned to be the space of ordered subsets of M with k distinct points,
i.e.,
F(M; k)= {(m1; : : : ; m2)∈Mk |mi =mj if i = j}:
Let k denote the symmetric group on k letters.
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Denition 1.2. The braid group Br(S; k) on a surface S with k strands is de3ned to
be 1(F(S; k)=k). The pure braid group on a surface S with k strands is de3ned to
be 1(F(S; k)).
The following is a slightly simpli3ed version of a theorem, found by H. Hopf, that
relates the cohomology of an aspherical space and the cohomology of its fundamental
group.
Theorem 1.3 (Mac Lane [9, Theorem 11:5]). There is an isomorphism
H∗(;A) ∼= H∗(K(; 1);A);
where A is an Abelian group with the trivial1 Z-module structure.
In the light of the above theorem, to study the cohomology of the k-stranded braid
group of RP2, we 3rst construct a K(Br(RP2; k); 1), using con3guration spaces.
The con3guration spaces have been intensively studied. In fact, Fadell and Neuwirth
proved
Theorem 1.4 (Fadell and Neuwirth [8]). If S is a compact surface such that S is
neither S2 nor RP2; then F(S; k)=k is a K(; 1); where  is Br(S; k); the k-stranded
braid group on S. Moreover; Br(S; k) has no elements of 6nite order.
For the case S = S2, the group SO(3) acts on S2 via rotations, and thus on F(S2; k)
diagonally. The group S3, via the double cover
Z=2→ S3 → SO(3)
acts on S2, and consequently on F(S2; k). Cohen proved the following theorems in [6]:
Theorem 1.5 (Cohen [6]). If K¿ 3; ESO(3) ×SO(3) F(S2; k)=k is a K(k; 1); where
k = 0Di7
+(S2; k); and Di7 +(S2; k) is the group of orientation preserving di7eo-
morphisms of S2 leaving k points invariant.
Theorem 1.6 (Cohen [6]). If k¿ 3; ES3 ×S3 F(S2; k)=k is a K(; 1); where  is iso-
morphic to Br(S2; k).
1.2. Statement of results
The orthogonal group O(n+1) acts naturally on the space of lines through the origin
of Rn+1, which is RPn. The group S3, via the double cover of SO(3), acts on RP2, and
thus on F(RP2; k) diagonally. In Section 2 of this paper, we shall show the following.
Theorem 1.7. If k¿ 2; ES3 ×S3 (F(RP2; k)=k) is a K(Br(RP2; k); 1).
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Also in Section 2, we give an interpretation of (F(RP2; k)=k) as a space of complex
polynomials. Let
Pk =
{
k∑
i=0
aixi =0 | ai ∈C
}
be the space of non-zero complex polynomials of degree at most k, P̂k the subspace of
Pk consisting all the non-zero complex monic polynomials of degree less than k + 1.
Recall that there is a homeomorphism  of Pk to Ck+1 − {0}:
 :
k∑
i=0
aixi 
→ (a0; a1; : : : ; ak):
Moreover, let C∗ denote C−{0}, then Pk=C∗ is homeomorphic to P̂k , (Cn+1−{0})=C∗
is homeomorphic to CPk , and  induces a homeomorphism G of P̂k to CPk .
We study the relation between F(RP2; k)=k and the moduli space of polynomials
given by CPk .
Let S :C∪{∞} → S2 be the stereographic projection map, and A the antipodal map
of S2. For any w∈C ∪ {∞}, de3ne the stereographic dual of w to be
Hw= S−1 ◦ A ◦ S(w)=
{
− 1Iw if w =0;
∞ if w=0:
If z=0, then de3ne (x− Hz)= (x−∞) to be f(x)= 1, the constant monic polynomial.
In Section 2.3, we show
Theorem 1.8. There is a homeomorphism of F(RP2; k)=k to the following subspace
of the space P̂2k of non-zero complex monic polynomials of degree less than 2k + 1:
Pk =
{
k∏
i=1
(x − zi)(x − Hzi) | {zi; Hzi}ki=1 is of cardinality 2k
}
:
The group SO(3) acts on S2 naturally, and thus on Pk as the following. Let
#∈ SO(3). De3ne wz to be S−1(#(S(z))) ∀z ∈C∪{∞}. Then Hwz =w Hz. For any
∏k
i=1 (x−
zi)(x − Hzi)∈Pk
#
(
k∏
i=1
(x − zi)(x − Hzi)
)
=
k∏
i=1
(x − wzi)(x − w Hzi):
Consequently, S3 acts on Pk via the double cover of SO(3).
Notice that the SO(3) action is not free on F(RP2; k)=k . Thus we need to consider
ESO(3)×SO(3) Pk and ES3 ×S3 Pk . Theorem 1.7 implies
Corollary 1.9. If k¿ 2; ES3 ×S3 Pk is a K(Br(RP2; k); 1).
The subject of Section 3 is a special case, namely, Br(RP2; 2). Let Q16 denote the
generalized quaternion group of order 16. The main result is
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Proposition 1.10. The braid group Br(RP2; 2) on RP2 with two strands is isomorphic
to Q16.
Remark 1.11. The Euler–PoincarKe series for H∗(Br(RP2; 2);F2) is implicit in Theo-
rem 1.12 and is given by
1 + 2t + 2t2 + t3
1− t4 :
This agrees with the analogous Euler–PoincarKe series for H∗(BQ16;F2) [5, p. 254].
In the 3rst section of Section 4 we introduce the “separating” method, a key method
which has been applied in this paper recurrently: recovering the homology of F(M; k)=k
from the homology of a much “larger” space, C(M ; S2n), the con3guration space of M
with parameters in S2n, which is de3ned in Section 4.1. Then we compute in Section 4.2
the mod 2 cohomology of Br(RP2; k), which is given in terms of a tensor product with
the cohomology of F(RP2; k)=k .
Theorem 1.12. If k¿ 2; there is an isomorphism of H∗(BS3;F2)-modules
H∗(ES3 ×S3 F(RP2; k)=k ;F2) ∼= F2[a]⊗ H∗(F(RP2; k)=k ;F2);
where the degree of a is 4.
Let p¿ 2. The subject of Section 5 is devoted to the calculation of the modp, and
rational cohomologies of Br(RP2; k). The main result is
Theorem 1.13. Let F denote either Q or Fp with p¿ 2. If k¿ 2; then H∗(Br(RP2; k);
F) is trivial.
The method is again to use the con3guration spaces with parameters and the “sep-
arating method” introduced in Section 4.1. Let M denote the MOobius Band. First we
observe that C(RP2; S2n) and C(M; S2n) are closely related by the following quasi3-
bration:
C(M; S2n)→ C(RP2; S2n)→ S2n+2:
Then we show Theorem 1.13 with the following result obtained from [11].
Theorem 1.14 (Wang [11, Theorem 1:2:8]). Let F denote either Q or Fp with p¿ 2;
there is an isomorphism as algebras
H∗(C(M; S2n);F) ∼= H∗(S2n+1)× &S2n+1;F):
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2. K (Br(RP2; k); 1)
2.1. ESO(3)×SO(3) (F(RP2; k)=k)
Let M be a manifold without boundary. Let Qi denote a 3xed subset, having cardi-
nality i; i∈N, of M . In [8], Fadell and Neuwirth proved
Theorem 2.1 (Fadell and Neuwirth [8, Theorem 1]). The projection
F(M; k)
p→M
to the 6rst coordinate is a locally trivial 6bre space with 6bre F(M − Q1; k − 1).
The action of the orthogonal group O(n+1) on RPn, i.e., the space of lines through
the origin of Rn+1, de3nes an action of O(n+ 1) on F(RPn; 2) by acting diagonally.
We 3rst show
Lemma 2.2. There is a 6bre homotopy equivalence
O(n+ 1)
O(n− 1)× (O(1))2 → F(RP
n; 2):
Proof. De3ne map (:
O(n+ 1) (→F(RPn; 2)
be sending #∈O(n+1) to (#(L); #(I))∈F(RPn; 2), where L and I are the lines given
by nth and (n+ 1)st axes in Rn+1.
Consider O(n− 1)× (O(1))2 as the subgroup of O(n+ 1) generated by
O(n− 1) 0
0
±1 0
0 ±1
 :
Then ( induces a well-de3ned map I(:
O(n+ 1)
O(n− 1)× (O(1))2
I(→F(RPn; 2)
sending I#∈O(n+ 1)=O(n− 1)× (O(1))2 to (#(L); #(I))∈F(RPn; 2).
Consider
 :
O(n+ 1)
O(n− 1)× (O(1))2 → RP
n;
such that I#
 
→#(I). This is a 3bration with 3bre O(n)=O(n− 1)×O(1), where O(n) is
considered as the subgroup.(
O(n) 0
0 1
)
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of O(n+1) that leaves the (n+1)st axis I 3xed. In the light of Theorem 5:14 in [7],
( induces a homeomorphism
O(n)
O(n− 1)× O(1) → RP
n−1:
Since RPn−1 is a strong deformation retract of RPn − Q1,
I( :
O(n)
O(n− 1)× O(1) → RP
n−1 ⊂ RPn − Q1
is a homotopy equivalence.
Furthermore, by the Fadell–Neuwirth Theorem, the map
F(RPn; 2)
p→RPn;
where p is the projection to the 3rst coordinate, is a 3bration with 3bre RPn − Q1.
Hence I( gives a morphism between two 3brations
O(n)
O(n− 1)× O(1)
I(−−−−−→ RPn − Q1
inclusion
 
O(n+ 1)
O(n− 1)× (O(1))2
I(−−−−−→ F(RPn; 2)
 
  p
RPn
identity−−−−−−−−−−−−→ RPn
(2.1)
The lemma then follows.
Remark 2.3. There are 3bre homotopy equivalences
SU (n+ 1)
SU (n− 1)× (S1)2 → F(CP
n; 2);
and
Sp(n+ 1)
Sp(n− 1)× (S3)2 → F(HP
n; 2):
The proof of analogous to that of Lemma 2.2.
Lemma 2.4. There is a homotopy equivalence
ESO(3)×SO(3) F(RP2; 2)→ (RP∞)2:
Proof. By the previous lemma, there is a map
O(n+ 1)
O(n− 1)× (O(1))2 → F(RP
n; 2);
which is a homotopy equivalence. When n=2, the homotopy equivalence is
O(3)
O(1)× (O(1))2 → F(RP
2; 2):
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Thus there is a homotopy equivalence SO(3)=(O(1))2 → F(RP2; 2), where the gener-
ators of two O(1)’s can be represented by
-=

−1 0 0
0 1 0
0 0 −1

and
.=

1 0 0
0 −1 0
0 0 −1
 :
This homotopy equivalence is SO(3)-equivariant. Therefore there is a homotopy equiv-
alence
ESO(3)×SO(3) SO(3)=O(1)2 → ESO(3)×SO(3) F(RP2; 2):
Notice that ESO(3) ×SO(3) SO(3)=O(1)2 is homotopy equivalent to BO(1)2. The
lemma follows.
Lemma 2.5. If i¿ 1; F(RP2 − Qi; k) is a K(; 1).
Proof. Notice that if i¿ 1, then there is a homotopy equivalence
(RP2 − Qi)→
i∨
1
S1:
By the Fadell–Neuwirth Theorem, there is a 3bration
F(RP2 − Qi+1; k − 1)→ F(RP2 − Qi; k) p→(RP2 − Qi);
where p is the projection to the 3rst coordinate. The long exact homotopy sequence of
the 3bration gives
· · · → n(F(RP2 − Qi+1; k − 1))→ n(F(RP2 − Qi; k))→ n(RP2 − Qi)→ · · · ·
The lemma follows by induction on k.
Corollary 2.6. If k¿ 2; ESO(3)×SO(3) F(RP2; k) is a K(; 1).
Proof. ESO(3)×SO(3) F(RP2; 2) is a K(; 1) because RP∞ is a K(Z=2; 1). For k ¿ 2,
consider the 3bration
F(RP2 − Q2; k − 2)→ ESO(3)×SO(3) F(RP2; k)→ ESO(3)×SO(3) F(RP2; 2):
By the previous lemma, F(RP2 − Q2; k − 2) is a K(; 1). The result then follows.
Since SO(3)×k acts on ESO(3)×F(RP2; k) freely, the previous corollary implies
Corollary 2.7. If k¿ 2; ESO(3)×SO(3) (F(RP2; k)=k) is a K(; 1).
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2.2. K(Br(RP2; k); 1)
There is a non-trivial double cover S3 → SO(3). Thus if X is an SO(3)-space, then
S3 acts on X via the double cover. Moreover, the subgroup of S3 generated by −1
acts trivially on X as a subgroup of S3.
Lemma 2.8. If ESO(3)×SO(3) X is a K(; 1); then ES3×S3 X is a K(′; 1). Moreover;
′ is isomorphic to 1X .
Proof. The double cover S3 → SO(3) induces a morphism of 3bre bundles
X
identity−−−−−−−−−−−−→ X −−−−−−−−−−−−→ ∗  
ES3 ×S3 X −−−−−→ ESO(3)×SO(3) X−−−−−−−−−−→K(Z=2; 2)  identity
BS3−−−−−−−−−−−−→ BSO(3) −−−−−−−−−−−−→ K(Z=2; 2)
(2.2)
The long homotopy exact sequence for the middle row gives
· · · → 2 ESO(3)×SO(3) X → 2 K(Z=2; 2)
→ 1 ES3 ×S3 X → 1 ESO(3)×SO(3) X → 1 K(Z=2; 2)→ · · · ·
By assumption, i ESO(3) ×SO(3) X = {1} for i¿ 2. Therefore, ES3 ×S3 X =K(′; 1),
where ′= 1(ES3 ×S3 X ).
Moreover, the 3bration
X → ES3 ×S3 X → BS3
gives
· · · 2 BS3 → 1 X → 1 ES3 ×S3 X → 1 BS3 · · · ·
The lemma follows.
Since we have shown in Section 2.1 that ESO(3)×SO(3) (F(RP2; k)=k) is a K(; 1),
for k¿ 2, we conclude that
Theorem 1.7. If k¿ 2; ES3 ×S3 (F(RP2; k)=k) is a K(Br(RP2; k); 1).
2.3. F(RP2; k)=k as a space of polynomials
We now give an interpretation of F(RP2; k)=k as a space of complex polynomials.
Let
Pk =
{
k∑
i=0
aixi =0 | ai ∈C
}
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be the space of non-zero complex polynomials of degree less than k+1, P̂k the subspace
of Pk consisting all the non-zero complex monic polynomials of degree less than k+1.
Moreover, let S :C ∪ {∞} → S2 be the stereographic projection map and A the
antipodal map of S2. For any w∈C ∪ {∞}, de3ne the stereographic dual of w to be
Hw=S−1 ◦ A ◦ S(w)=
{
− 1w if w =0;
∞ if w=0:
If z=0, then de3ne (x− Hz)= (x−∞) to be f(x)= 1, the constant monic polynomial.
Theorem 1.8. There is a homeomorphism of F(RP2; k)=k to the following subspace
of P̂2k :
Pk =
{
k∏
i=1
(x − zi)(x − Hzi) | {zi; Hzi}ki=1 is of cardinality 2k
}
:
Note 2.9. For some i; {zi; Hzi} can be {∞; 0}, and thus this subspace Pk is in fact a
union of two subspaces: one consisting polynomials of degree 2k{
k∏
i=1
(x − zi)(x − Hzi) | {zi; Hzi}ki=1 ⊂ (C− {0}) is of cardinality 2k
}
;
and the other consisting polynomials of degree 2k − 1{
k−1∏
i=1
x(x − zi)(x − Hzi) | {zi; Hzi}k−1i=1 ⊂ (C− {0}) is of cardinality 2k − 2
}
:
Proof of Theorem 1.8. There is a homeomorphism  of (C ∪ {∞})k =k to P̂k such
that ∀(z1; z2; : : : ; zk)∈ (C ∪ {∞})k =k ,
 (z1; z2; : : : ; zk)=
k∏
i=1
(x − zi);
where (x −∞) is de3ned to be the constant monic polynomial &(x)= 1.
Let 1 :C ∪ {∞} → RP2 be the composition of S, the stereographic projection map
and the indenti3cation map of S2 to RP2:
1 :C ∪ {∞} S→S2 → RP2:
Then 1 is double cover of RP2 identifying z with Hzi. Consider the map
1k=k : (C ∪ {∞})k =k → (RP2)k =k
and let 2k be the pull-back in the diagram
2k −−−−−−−−−−−−→ (C ∪ {∞})k =k
 ∼= P̂k  1k=k
F(RP2; k)=k
inclusion−−−−−−−−−−−−→(RP2)k =k
(2.3)
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Then 2k is (1k=k)−1(F(RP2; k)=k) or a subspace of P̂k such that 2k consists of all
the monic polynomials of degree less than k + 1 satisfying
(i) f(x) has distinct roots;
(ii) if z0 is a root of f(x), then Hzi is not a root.
Thus 1k=k |2k : 2k → F(RP2; k)=k factors through a subspace of P̂2k ,
(2.4)
where
$
(
k∏
i=1
(x − zi)
)
=
k∏
i=1
(x − zi)(x − Hzi)
such that  is a homeomorphism.
The group SO(3) acts on S2 naturally, and thus on Pk as the following. Let
#∈ SO(3). De3ne wz to be S−1(#(S(z))) ∀z ∈C∪{∞}. Then Hwz =w Hz. For any
∏k
i=1 (x−
zi)(x − Hzi)∈Pk ,
#
(
k∏
i=1
(x − zi)(x − Hzi)
)
=
k∏
i=1
(x − wzi)(x − w Hzi):
Consequently, S3 acts on Pk via the double cover
Z=2→ S3 → SO(3):
Therefore Theorems 1.7 and 1.8, and Corollary 2.7 imply
Corollary 1.9. The following spaces are K(; 1)’s:
(1) ESO(3)×SO(3) Pk ;
(2) ES3 ×S3 Pk .
Moreover; 1(ES3 ×S3 Pk) is isomorphic to Br(RP2; k).
3. Br(RP2; 2)
We record some properties of Br(RP2; 2).
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3.1. ESO(3)×SO(3) (F(RP2; 2)=2)
Recall that in the proof of Lemma 2.4 we have observed that there is a homotopy
equivalence SO(3)=(Z=2)2 → F(RP2; 2), where the generators of two Z=2’s can be
represented by
-=

−1 0 0
0 1 0
0 0 −1

and
.=

1 0 0
0 −1 0
0 0 −1
 :
Also recall that in the proof of Lemma 2.2, we de3ne ( :O(n + 1) → F(RPn; 2)
by sending #∈O(n + 1) to (#(L); #(I))∈F(RPn; 2), where L and I are the nth and
(n+ 1)st axes in Rn+1.
Consider 4∈ SO(3), such that
4=

1 0 0
0 0 −1
0 1 0
 :
Then ((4#)= (#(I); #(L))∈F(RP2; 2).
Lemma 3.1. The subgroup of SO(3) generated by -; .; and 4 is isomorphic to D8;
the dihedral group of order 8.
Proof. Notice 42 = ., the subgroup is indeed generated by 4 and -. Moreover 4 is of
order 4, -2 = 1, and 4-4= 43. Thus 4 and - generates in SO(3) a subgroup isomorphic
to D8.
Proposition 3.2. ESO(3)×SO(3) (F(RP2; 2)=2) is a K(D8; 1).
Proof. Let 2 = 〈6〉. Since
6(#(L); #(I))= (#(I); #(L))= ((4#);
214 J.H. Wang / Journal of Pure and Applied Algebra 166 (2002) 203–227
the dihedral group D8 generated by -; ., and 4 maps to a single point in F(RP2; 2)=2
under (. Consider the morphism of 3bre bundles
SO(3)=(Z=2)2 −−−−−−−−−−→ F(RP2; 2) 
SO(3)=D8 −−−−−−−−−−→ F(RP2; 2)=2 
BZ=2
identity−−−−−−−−−−−−→ BZ=2
(3.5)
In the proof of Lemma 2.4, we have shown that there is a homotopy equivalence
of SO(3)=(Z=2)2 to F(RP2; 2), which is induced by (. Thus there is a homotopy
equivalence
SO(3)=D8 → F(RP2; 2)=2:
Therefore, there is a homotopy equivalence
ESO(3)×SO(3) SO(3)=D8 → ESO(3)×SO(3) (F(RP2; 2)=2):
Since ESO(3)×SO(3) SO(3)=D8 is homotopy equivalent to BD8, the lemma then fol-
lows.
Let Q16 denote the generalized quaternion group of order 16, then we have
Theorem 1.10. The braid group Br(RP2; 2) on RP2 with 2 strands is isomorphic to
Q16.
Proof. The non-trivial double covering
Z=2→ S3 → SO(3)
induces a non-trivial extension of Z=2 by D8, which is Q16 [1, Section I:2], i,e.,
Z=2→ Q16 →D8:
Thus we have
Z=2
identity−−−−−→ Z=2 −−−−−−−−−−→∗  
Q16
inclusion−−−−−→ S3 −−−−−−−−→S3=Q16

  
D8
inclusion−−−−−→ SO(3) −−−−−−−→ SO(3)=D8
(3.6)
S3=Q16 is homeomorphic to SO(3)=D8.
In the proof of Proposition 3.2, we have shown that SO(3)=D8 is homotopy equivalent
to F(RP2; 2)=2, so we have homotopy equivalence
S3=Q16 → F(RP2; 2)=2:
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Consequently, there is a homotopy equivalence
ES3 ×S3 S3=Q16 → ES3 ×S3 (F(RP2; 2)=2):
Since ES3 ×S3 S3=Q16 is homotopy equivalent to BQ16, the theorem then follows.
We record the following result from the proofs of Proposition 3.2 and Theorem 1.10.
Corollary 3.3. There are homotopy equivalences
SO(3)=D8 → F(RP2; 2)=2
and
S3=Q16 → F(RP2; 2)=2:
Corollary 3.4. If char(F) =2; then H∗(Br(RP2; 2);F) is trivial.
Proof. By the previous lemma, Br(RP2; 2) is isomorphic to Q16, a 2-group of order
16. Thus ∀a∈H∗(Br(RP2; 2)), 16a=0. However, if char(F) =2, then 16 is invertible.
So a=0.
4. H∗(Br(RP2; k); Z=2)
In this section, we calculate the mod 2 cohomology of Br(RP2; k), which, as shown
at the beginning of Section 4.2, is totally determined by the mod 2 cohomology of
F(RP2; k)=k .
Using a “separating” method developed by Cohen, the mod 2 homology of F(RP2; k)=
k can be recovered from the mod 2 homology of C(RP2; Sn), the con3guration spaces
of RP2 with parameters in Sn. The mod 2 homology of C(RP2; Sn) is given by the
BOodigheimer–Cohen–Taylor Theorem 4.
So 3rst we state the de3nition and some properties of C(M;M0; Sn), the con3gura-
tion space with parameters, and introduce this “separating” method, which is applied
recurrently in the rest of this paper.
4.1. C(M;M0;X ) and the “separating” method
Let M be a m-manifold, M0 a submanifold of M , and X a space with basepoint x0.
Denition 4.1. The con3guration space of (M;M0) with parameters in X , denoted by
C(M;M0;X ), is de3ned as the following:
C(M;M0;X )=
(∐
k¿0
F(M; k)×k X k
)/
∼;
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where ∼ is the equivalence relation generated by
(m1; : : : ; mk ; x1; : : : ; xk)= (m1; : : : ; mk−1; x1; : : : ; xk−1)
if mk ∈M0 or xk = x0.
Remark 4.2. (i) De3ne Cj(M;M0;X ) to be the image of the following map:( j∐
k=0
F(M; k)×k X k= ∼
)
→ C(M;M0;X ):
Then Cj(M;M0;X ) gives a natural 3ltration of C(M;M0;X ).
(ii) If X has the homotopy type of a CW complex, then so does C(M;M0;X ) [10].
De3ne Dk(M;M0;X ) to be Ck(M;M0;X )=Ck−1(M;M0;X ). We have the following
stable splitting theorem.
Lemma 4.3 (BOodigheimer [2, Proposition 3]). There is a stable equivalence
C(M;M0;X )
stable
∞∨
k=1
Dk(M;M0;X ):
Let Dk(M;X ) denote Dk(M; ∅;X ), and C(M;X ) denote C(M; ∅;X ).
With this splitting theorem and the Thom isomorphism, which is recorded later in
this section, Cohen developed a method which recovers the homology of F(M ; k)=k
from the homology of C(M ; Sn). We introduce this method in the rest of this section.
The main idea is the following. If for some k, the reduced homology of Dk(M;M0;X )
is concentrated only in some certain degrees, and furthermore, if no otherDj(M;M0;X)’s
have non-trivial homology in those degrees, then by the splitting theorem, the ho-
mology of C(M;M0;X ) in those degrees is isomorphic to the reduced homology of
Dk(M;M0;X ). We should say in this case that the reduced homology of Dk(M;M0;X )
is “separated” from the homology of C(M;M0;X ), or is “separated” from the reduced
homologies of other Dj(M;M0;X )’s.
If X is Sn, we have
Lemma 4.4 (“separating” method). For a 6xed k; if we choose n such that n¿mk;
then for any i6 k; the reduced homology of Di(M ; Sn) is separated from the reduced
homologies of C(M ; Sn).
Proof. The reduced homology of Dk(M ; Sn) is concentrated between degrees kn and
(kn+km). The reduced homology of Dk−1(M ; Sn) is trivial if the degree is greater than
((k− 1)n+(k− 1)m), while Dk+1(M ; Sn) is ((k+1)n− 1)-connected. Thus as long as
((k−1)n+(k−1)m)¡kn and (kn+km)¡ (k+1)n, or n¿mk, the reduced homology
of Dk(M ; Sn) is separated from the reduced homology of Dj(M ; Sn)’s, where j = k.
For any i¡ k, n¿mi if n¿mk. The lemma follows.
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Remark 4.5. For the rest of this section, we will see below that the reduced homol-
ogy of Dk(M ; Sn) gives the reduced homology of F(M; k)=k . Thus the homology of
F(M; k)=k can be obtained from the homology of C(M; Sn).
Denition 4.6. Let
2 :Rn → E → B
be an N -dimensional vector bundle over a CW complex X . Let D(2) denote the as-
sociated disk bundle, and S(2) the associated sphere bundle. Then the Thom complex
of 2 is de3ned to be
T (2)=ED(2)=ES(2):
Lemma 4.7 (Thom isomorphisms, Dubrovin et al. [7, Lemma 27:7]). For each i¿ 0,
there are natural isomorphisms
<i :Hi(B)→ Hi+N (T (2));
<i :Hi(B)→ Hi+N (T (2))
valid in mod 2 homology in the case the bundle group is O(N), and over Z; Q; Zp
if the bundle group is SO(N ).
Lemma 4.8. Let
? :Rkn → F(M; k)=k × Rkn → F(M; k)=k
be the trivial kn-dimensional vector bundle over F(M; k)=k , then there are homotopy
equivalences
Dk(M; Sn)→ T (?)→ knF(M; k)=k ∨ Skn:
Proof. Let  denote the kn-dimensional vector bundle over F(M; k)=k :
 :Rkn → F(M; k)×k (Rn)k → F(M; k)=k ;
then Dk(M; Sn) is homotopy equivalent to T ( ). Consider the following isomorphism
of bundles:
Rkn
∼=−−−−−−−−−−−−→ Rkn 
F(M; k)×k (Rn)k −→ F(M; k)=k × Rkn 
F(M; k)=k −−−−−−−−−−→ F(M; k)=k
(4.7)
Thus we have that Dk(M; Sn) is homotopy equivalent to T (?).
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Finally, since there are homotopy equivalences
X × DN=X × SN−1 → N (X+)→ N (X ) ∨ SN ;
we have that T (?) is homotopy equivalent to knF(M; k)=k ∨ Skn.
Corollary 4.9. If n¿k ¿ i; then there is an isomorphism
Hi(F(RP2; k)=k) ∼= Hi+2kn(C(RP2; S2n)):
Proof. Since the bundle
R2nk → F(M; k)×k (R2n)k → F(M; k)=k
is orientable, Thom isomorphisms applies.
By the above lemma and the Thom isomorphisms, there is an isomorphism
Hi(F(RP2; k)=k) ∼= Hi+2kn(Dk(RP2; S2n)):
Moreover, by Lemma 4.4, if n¿k then the cohomology of Dk(RP2; S2n) is separated
from the cohomology of Di(RP2; S2n); i = k, in the cohomology of C(RP2; S2n). Hence
the lemma.
4.2. H∗(Br(RP2; k);Z=2)
We 3rst give a general lemma which smoothes out some calculations.
Lemma 4.10. If S3 acts on X with the restriction to {±1} ⊂ S3 being trivial; then
the cohomology Serre spectral sequence of the 6bration
X → ES3 ×S3 X → BS3
with Z=2 coeCcient collapses.
Proof. We have a morphism 2 of 3brations
X −−−−−−−−−−−−→ X 
EZ=2×Z=2 X −−−−−→ ES3 ×S3 X p
BZ=2 −−−−−−−−−−−−→ BS3
(4.8)
Since the action of Z=2 on X is trivial,
EZ=2×Z=2 X =(EZ=2)=(Z=2)× X =RP∞ × X:
Thus the mod 2 cohomology Serre spectral sequence for the left-hand 3bration col-
lapses.
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Let d and d′ be the di%erentials of Serre spectral sequence of the left- and right-hand
3brations, respectively. Then d is trivial. By the naturality of Serre spectral sequence
of 3brations, 2∗ ◦ d′=d ◦ 2∗. Since H∗ BS3 → H∗ BZ=2 is injective, d′(x)= 0.
By this lemma we have proven
Theorem 1.12. If k¿ 2; there is an isomorphism of H∗(BS3;F2)-modules
H∗(ES3 ×S3 F(RP2; k)=k ;F2) ∼= F2[a]⊗ H∗(F(RP2; k)=k ;F2);
where the degree of a is 4.
Thus the mod 2 cohomology of Br(RP2; k) is totally determined by the mod 2
(co)homology of F(RP2; k)=k , which, from the results stated in the previous sec-
tion, can be recovered from the (co)homology of C(RP2; Sn). Let F be either the 3eld
with p elements or a 3eld of characteristic zero. The homology of C(M;M0; Sn) with
coeRcients in F is given by BOodigheimer et al. in [4].
Theorem 4.11 (BOodigheimer et al. [4, Theorem A]). There is an isomorphism of
graded vector spaces
H∗(C(M;M0; Sn);F) ∼=
m⊗
q=0
⊗.q H∗(&m−qSm+n;F);
where .q =dimF Hq(M;M0;F); valid for all 6eld F if m+ n is odd; and for Z2 other-
wise.
In the case that M =RP2 and M0 =<, we have
Corollary 4.12. There is an isomorphism of graded vector spaces
H∗(C(RP2; Sn);F2) ∼= E[an+2]⊗ F2[xn+1]⊗ F2[y(n+1)2i−1];
where the subscripts indicate the degrees of the basis elements; and i¿ 0.
Proof. Since m=2; .0 = .1 = .2 = 1, and .i =0 for i =0; 1; 2; the BOodigheimer–Cohen–
Taylor Theorem implies
H∗(C(RP2; Sn);F2)∼=
2⊗
q=0
H∗(&2−qSn+2;F2)
∼=H∗(Sn+2;F2)⊗ H∗(&Sn+2;F2)⊗ H∗(&2Sn+2;F2)
∼= E[an+2]⊗ F2[xn+1]⊗ F2[y(n+1)2i−1]:
Hence the corollary.
Remark 4.13. This isomorphism is one of coalgebras for n suRciently large.
Now to 3nd the mod 2 homology of F(RP2; k)=k , by Cohen’s “separating” method,
it is a matter of counting the degrees.
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For example, choose n¿ 4. Then Hq(F(RP2; 2)=2;F2), which is isomorphic to
Hq+2n(C(RP2; Sn);F2) for q¡ 4, is given by the following table:
q q+ 2n Basis
0 2n y2n
1 2n+ 1 x ⊗ yn
y2n+1
2 2n+ 2 x2
a⊗ yn
3 2n+ 3 a⊗ x
5. H∗(Br(RP2; k); F)
Throughout this section p is always an odd prime. Furthermore, F denotes either Q
or Z=p, where 2 is a unit.
The main result of this section is
Theorem 1.13. If k¿ 2, H∗(Br(RP2; k);F) is trivial.
This result is obtained by using the universal 3bration
F(RP2; k)=k → ES3 ×S3 F(RP2; k)=k → BS3:
The key step is studying the cohomology of C(RP2; S2n) with F coeRcients, from
which the cohomology of F(RP2; k)=k with F coeRcients is recovered by the “Sep-
arating” method.
In Section 5.1, we should see that C(RP2; S2n) is closely related to C(M; S2n) via
the quasi3bration
C(M; S2n)→ C(RP2; S2n)→ S2n+2:
Thus the cohomology of C(RP2; S2n) is obtained with the knowledge of the cohomol-
ogy of C(M; S2n).
5.1. C(RP2; S2n) and C(M; S2n)
The MOobius Band M is a submanifold of RP2 and of codimension zero. In
Section 2:4 of [4], BOodigheimer et al. sketch the proof of the following theorem.
Theorem 5.1. Let M be a smooth; compact manifold; M0 a compact submanifold; and
X a CW complex with basepoint. If N is a submanifold of M and of codimension
zero; and if N=(N ∩M0) or X is connected; then
C(N; N ∩M0;X )→ C(M;M0;X ) q→C(M;N ∪M0;X )
is a quasi6bration.
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By setting M0 = ∅, we have
Corollary 5.2. There is a quasi6bration
C(M; S2n)→ C(RP2; S2n)→ C(RP2;M; S2n):
Since C(RP2;M; S2n) is homotopy equivalent to S2n+2 [10, p. 95], the key to study
C(RP2; S2n) is C(M; S2n).
Consider D2 as a submanifold of M, then again by setting M0 = ∅, Theorem 5.1
implies
Corollary 5.3. There is a quasi6bration
C(D2; S2n)→ C(M; S2n)→ C(M; D2; S2n):
Notice that C(D2; S2n) is homotopy equivalent to &2S2n+2 [4, Section 2:5], and that
C(M; D2; S2n) is homotopy equivalent to &S2n+2 [2, Proposition 2], we have
&2S2n+2 → C(M; S2n)→ &S2n+2:
In [11], H∗(C(M; S2n);Q) is described as a smaller space, and H∗(C(M; S2n);Fp)
is studied by showing that localizing at p, there is a map
C(M; S2n)→ S2n+1:
with p-local homotopy 3bre &S2n+1.
In both cases, modp and rational, we have that the cohomology of C(M; S2n) is
isomorphic to the cohomology of S2n+1 × &S2n+1. We have
Theorem 1.14 (Wang [11, Theorem 1:2:8]). If F denotes either Q or Fp; there is an
isomorphism
H∗(C(M; S2n);F) ∼= H∗(S2n+1 × &S2n+1;F):
5.2. C(RP2; S2n) and Br(RP2; k)
By Theorem 1.14, the E2 term of Serre spectral sequence for
C(M; S2n)→ C(RP2; S2n)→ S2n+2
with F coeRcients is as shown in Fig. 1.
Using the “separating” method described previously, by choosing n¿ k, we can
separate the E2 terms as shown in Fig. 1 such that the “complex” inside each box con-
verges to the cohomology of F(RP2; k)=k with F coeRcients via Thom isomorphism.
Theorem 5.4. If k¿ 2; there is an isomorphism
H∗(F(RP2; k)=k ;F) ∼= H∗(S3;F):
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Fig. 1. C(M; S2n)→ C(RP2; S2n)→ S2n+2.
Proof. Since the “complex” inside the lowest box in Fig. 1 gives the cohomology of
RP2 with F coeRcients, we have d2n+2(z)= b. Thus d2n+2(yiz)= byi. So for k¿ 2,
there are isomorphisms
Hn(F(RP2; k)=2;F) ∼=
{
F if n=0; 3;
0 otherwise:
Since the di%erentials are given by multiplication by 2, thus isomorphism with Q or
Fp coeRcients.
Theorem 1.13. If k¿ 2; H∗(Br(RP2; k);F) is trivial.
Proof. Consider the cohomology Serre spectral sequence for the universal 3bration
F(RP2; k)=k → ES3 ×S3 F(RP2; k)=k → BS3:
There is only one possible di%erential d4 : H3(F(RP2; k)=k)→ H4(BS3).
Let {p1; p2; : : : ; pk}∈F(RP2; k)=k . Recall that S3 acts on F(RP2; k)=k via the
double cover of SO(3). De3ne
# : S3 #→F(RP2; k)=k
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such that ∀C∈ S3,
#(C)= C{p1; p2; : : : ; pk}= {Cp1; Cp2; : : : ; Cpk}:
Notice that if D∈ S3,
#(DC) = (DC){p1; p2; : : : ; pk}
= {DCp1; DCp2; : : : ; DCpk}
= D{Cp1; Cp2; : : : ; Cpk}
= DC{p1; p2; : : : ; pk}:
Therefore # is S3-equivariant. We have the following morphism between two 3brations:
S3 #−−−−−−−−−−−−→ F(RP2; k)=k 
ES3 ×S3 S3 1×#−−−−−−−−−−→ ES3 ×S3 F(RP2; k)=k 
BS3
identity−−−−−−−−−−−−−−−−−−→ BS3
(5.9)
Let Spn X denote the symmetric product (
∏n X )=n. Then the natural map
E :F(RP2; k)=k → Spk(k−1)=2(F(RP2; 2)=2)
induces a morphism of bundles
F(RP2; k)=k
E−−−−−−−−−−→ Spk(k−1)=2(F(RP2; 2)=2) 
ES3 ×S3 F(RP2; k)=k −−−−−→ ES3 ×S3 Spk(k−1)=2(F(RP2; 2)=2) 
BS3
identity−−−−−−−−−−−−−−−−−−→ BS3
(5.10)
Recall that ES3 ×S3 F(RP2; 2)=2 is homotopy equivalent to BQ16. Thus d4 in the
cohomology Serre spectral sequence for the right-hand 3bration is of degree k(k−1)=2.
Consider the composite of the above morphisms, then the naturality of Serre spectral
sequences implies
(E#)∗ : H3(Spk(k−1)=2(F(RP2; 2)=2))→ H3(S3)
is of degree k(k − 1)=2. Since
E∗ : H3(Spk(k−1)=2(F(RP2; 2)=2))→ H3(F(RP2; k)=k)
is also of degree k(k − 1)=2,
#∗ : H3(F(RP2; k)=k)→ H3(S3)
is of degree 1. Hence the naturality of Serre spectral sequence implies d4 :
H3(F(RP2; k)=k)→ H4(BS3) is of degree 1.
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6. Non-orientable surfaces
Let Mg be the closed, connected, oriented surface of genus g. Choose disk D in Mg
and disk DRP2 in RP2 and form the connected sum Kg =Mg#RP2 via a homeomorphism
@D → @DRP2 .
In this last section, we attempt to apply the method we use in the previous sections
on Br(Kg; k).
With Cohen’s “separating” method in mind, our attention will concentrate on study-
ing C(Kg; S2n).
We set up a quasi3bration, and identify the E2 term of rational cohomology Serre
spectral sequence for this quasi3bration.
6.1. C(Kg; S2n)
Choose disk D′ ⊂ RP2 − DRP2 . By Theorem 5.1, we have
Corollary 6.1. There is a quasi6bration
C(Kg − D′; S2n)→ C(Kg; S2n)→ C(Kg; Kg − D′; S2n):
Since C(Kg; Kg − D′; S2n) is homotopy equivalent to S2n+2 [10], the key to study
C(Kg; S2n) is C(Kg − D′; S2n).
Notice that Mg − D ⊂ Kg − D′. Again by Theorem 5.1, we have
Corollary 6.2. There is a quasi6bration
C(Mg − D; S2n)→ C(Kg − D′; S2n)→ C(Kg − D′; Mg − D; S2n):
Moreover, C(Mg − D; S2n) is homotopy equivalent to map∗(Mg; S2n+2), the pointed
mapping space of Mg to S2n+2 [2]. In [3], BOodigheimer et al. proved
Theorem 6.3 (BOodigheimer et al. [3, Theorem 8:7]). In characteristic zero there is an
isomorphism
H∗(C(Mg − D; S2n)) ∼= H∗(H⊗Q;d)⊗ H∗((&S4n+3)2g)⊗ H∗(&S2n+1);
where H=E[x1; : : : ; x2g; z] with di7erential d given by
d(z)= 2
(
g∑
i=1
x2i−1x2i
)
such that the degree of xi is 2n+ 1, and the degree of z is 4n+ 1.
Lemma 6.4. There is a homotopy equivalence
C(Kg − D′; Mg − D; S2n)→ &S2n+2:
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Proof. There are 3brations
&2S2n+2 → C(Mg − D; S2n)→ (&S2n+2)2g
and
&2S2n+2 → C(Kg − D′; S2n)→ (&S2n+2)2g+1:
We have morphisms of 3brations
&2S2n+2 −−−−−−−−−−→ &2S2n+2 −−−−−−−−−−−−→ {∗}  
C(Mg − D; S2n) −−−−−→ C(Kg − D′; S2n) −−−−−→ C(Kg − D′; Mg − D; S2n)  
(&S2n+2)2g −−−−−−−−−−→ (&S2n+2)2g+1 −−−−−−−−−−−−→ &S2n+2
(6.11)
The lemma then follows.
6.2. Klein Bottle
We now consider the case when g=1, i.e., the case when Kg is the Klein Bottle
K, and Mg is S1 × S1.
The quasi3bration in Corollary 6.2 becomes
C(S1 × S1 − D; S2n)→ C(K− D′; S2n)→ &S2n+2:
Theorem 6.3 implies
Corollary 6.5. In characteristic zero, H∗(C(S1 × S1 − D; S2n)) has one generator of
degree 2n; two generators of degree 2n + 1, two generators of degree 4n + 2, two
generators of degree 6n+ 2, and one generator of degree 8n+ 3.
Proof. By Theorem 6.3, we only need to calculate H∗(H⊗Q;d) when g=1 (Fig. 2).
Since d(z)= 2x1x2, d is an isomorphism with rational coeRcients. The corollary then
follows.
The rational cohomology Serre spectral sequence for
C(S1 × S1 − D; S2n)→ C(K− D′; S2n)→ &S2n+2
is shown in Fig. 3.
Since Kg−D′ is homotopy equivalent to
∨
2g S
1;H1(Kg−D′) is isomoprhic to ⊕2g+1Z.
In particular, H1(K− D′) is isomorphic to ⊕3Z.
By the “separating” method, for n large enough, H1(K − D′) is isomorphic to
H2n+1(C(K− D′; S2n)). Thus d2n+1(x)= 0.
For the degree reason, -; .; y; and z are in3nite cycles.
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Fig. 2. H∗(H⊗Q; d) when g=1.
Fig. 3. map∗(S1 × S1; S2n+2)→ C(K− D′; S2n)→ &S2n+2.
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There are potential non-trivial di%erentials d2n+1(D); d2n+1(4); d4n+2(D); d4n+2(4);
d6n+3(D), and=or d6n+3(4).
The above is enough to give many non-trivial rational cohomology groups, but the
complete answer requires more work.
Acknowledgements
The author is greatly indebted to his mentor Dr. Frederick R. Cohen.
References
[1] A. Adem, R.J. Milgram, Cohomology of Finite Groups, Springer, Berlin, 1991.
[2] C.-F. BOodigheimer, Stable splittings of mapping spaces, in: Algebraic Topology Proceedings, Seattle,
Lecture Notes in Mathematics, vol. 1286, Springer, Berlin, 1985, pp. 174–187.
[3] C.-F. BOodigheimer, F.R. Cohen, R.J. Milgram, Truncated symmetric products and con3guration spaces,
Math. Z. 214 (1993) 179–216.
[4] C.-F. BOodigheimer, F.R. Cohen, L.R. Taylor, On the homology of con3guration spaces, Topology 28
(1) (1989) 111–123.
[5] H. Cartan, S. Eilenberg, Homological Algebra, Princeton University Press, Princeton, NJ, 1956.
[6] F.R. Cohen, On the mapping class groups for punctured spheres, the hyperelliptic mapping class groups,
SO(3), and Spinc(3), Amer. J. Math. 115 (2) (1993) 389–434.
[7] B.A. Dubrovin, A.T. Fomenko, S.P. Novikov, Modern Geometry—Methods and Applications, Part III,
Springer, Berlin, 1990.
[8] E. Fadell, L. Neuwirth, Con3guration spaces, Math. Scand. 10 (1956) 119–126.
[9] S. Mac Lane, Homology, Springer, Berlin, 1967.
[10] D. McDu%, Con3guration spaces of positive and negative particles, Topology 14 (1975) 91–107.
[11] J.H. Wang, On the braid groups for RP2 and the MOobius band, Ph.D. Thesis, Department of
Mathematics, University of Rochester, 1997.
