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Let (E be a set of cardinals and let X be a (finite or intinite) set. Denote by PC(X) 
the family of all subsets of X of cardinalities belonging to (1. Moreover, let (m,), 
t E T be an indexed family of cardinals. In the article, we tind necessary and 
sufftcient conditions for the existence of a partition (resp. packing, covering) (S,), 
I E T of S,(X) such that 0 S, # 0 and z = m,, for every t E 7. 0 1992 Academic 
Press, Inc. 
1. INTRODUCTION 
Let X be a set of cardinality n and let 6 be a set of cardinals greater than 
0 and not greater than n. By Ye(X) we mean the set of all subsets of X 
whose cardinalities belong to &. Denote by 2 the cardinality of a set A. 
Let S be a family of subsets of X and let (S,), t E T denote an indexed 
family of subfamilies of S. A family (S,), t E T is a cooering of (resp. packing 
into) S if lJ ,= T S, = S (resp. S, n S, = 0, for every t, u E T, t # u). A family 
(S,), t E T is called a partition of S if it is both a covering of and a packing 
into S. 
Let (m,), t E T be a indexed family of cardinals. The main purpose of this 
paper is to find necessary and suflicient conditions for existence of a 
partition (S,), t E T (resp. covering, packing) of P,(X) such that (7 S, # 0 
and S, = m,, for every t E T. 
A star is a nonempty family S G .9$(X) such that 0 S # 0. In the paper 
we consider the finite and the infinite cases separately. We use italics 
instead of gothic letters to denote finite cardinals and we identify finite 
cardinals with nonnegative integers. Moreover, we write cP~(X) instead of 
Pi)(kj(X). By 9(X) we mean the family of all nonempty subsets of X. 
Some partial results for finite X have been known so far. Let .?= n. For 
(5. = { 2) the problem reduces to a graph-theoretic problem. Tarsi [S] noted 
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that the following result follows immediately from a theorem by Landau 
(cf. [4, pp. 61-621) on score vectors of tournaments: 
Let (m,), i= 1, . . . . n be a nondedreasing sequence of nonnegative integers. 
There exists a partition (Sj), i= 1, . . . . n, of the family 4(X) such that S, is 
a star of a cardinality mi, for i= 1, . . . . n if and only if 
j,mia(;)3 for I= 1, . . . . n, 
and 
Tarsi [S] applied this theorem to prove that if m,< fn, for i= 1, . . . . r and 
Ci=, mi= (;), then there is a partition (Si), i= 1, . . . . r, of the family Pz(X) 
such that Si is a star of cardinality mi, i= 1, . . . . r. 
Lone [3] found several sufficient conditions for existence of partitions of 
the families 9$(X), k = 1, . . . . n - 1, and 9(X) into stars. 
For finite X, results of this paper are related to results of Baranyai [ 11. 
Let C be a set of positive integers less than or equal to f. For XEX 
and a family F E 9$(X) denote by deg, x the degree of x in 9, i.e., the 
number of sets in 9 containing x. A family 9 is almost regular if 
Ideg, x - deg, y] < 1, for every x, y E X. Baranyai [ 1 ] has proved that for 
every sequence of nonnegative integers (m,), i= 1, . . . . r, there exists a parti- 
tion (Si), i= 1, . . . . r, of the family PC(X) such that Si is an almost regular - 
family of cardinality mi, for i = 1, . . . . r if and only if Cf= i m, = PC(X). 
Note that a star is, in a sense, an antipode of an almost regular family. 
If both a star and an almost regular family consist of the same number of 
sets then the star is a family with the largest possible maximum degree 
while the almost regular family is a family with the smallest possible 
maximum degree. 
In Section 2 of this paper we consider the case of finite X and we find, 
for a sequence of nonnegative integers (m,), i= 1, . . . . r, simple necessary 
and sufficient conditions for the existence of a partition (S,), i= 1, . . . . r, of 
go(X) such that every family Si is a star of cardinality mi. We prove 
analogous theorems for packings and coverings. 
In Section 3 we solve the same problems as n Section 2 in the case of 
infinite X. 
2. THE FINITE CASE 
We need some more notions and notation to formulate the main results 
of this section. 
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Let P be the set of all finite nonincreasing sequences of positive integers. 
We denote the elements of P by small bold letters. For a sequence a E P, 
ai denotes the ith term of a. Moreover, for a E P, we mean by Ei the infinite 
sequence obtained from a by adding an infinite sequence of zeros after the 
last term of a. 
We introduce two partial orders in P. For a, b E P we define 
a&b if f&<f6, for j= 1, .,. 
i=j r=j 
and 
a<kb if icii<i6, for j= 1, . . . . 
i=l i==l 
Denote by P the poset (P, <,,) and by P’ the poset (P, <;). 
Recall that n is the cardinality of a set A’. We assume in this section that 
n is finite. Let C be a set of positive integers not greater than n and denote 
by s the smallest of the integers in C. For a pair of integers n and i, 
1 f i < n, define a function 
(For p c q we adopt the convention (G) = 0.) It is clear that 
f&l, 1)2 ... >fc(n, n) and f&r, i) > 0 if and only if i < n -s + 1. 
Since the maximum cardinality of a star in Y&Y) is c = Cks c ([E: :) = 
fc(n, l), it is obvious that in any covering, packing, and partition of 9=(X) 
there is no star of cardinality greater than c. Therefore, we could assume 
that the cardinalities of the stars that are to form coverings, packings, and 
partitions are not greater than c. However, this assumption is essential in 
the covering theorem only (Theorem 2.1). Moreover, we assume that the 
indexed families (m,), t E T, that are to be the cardinalities of the stars that 
form coverings, packings, and partitions are finite (i.e., T is finite). Note 
that this is the only nontrivial case. We take T= { 1, . . . . r} for simplicity. 
In Theorems 2.1, 2.2, and 2.3 and Corollaries 2.4 and 2.5, m = 
(m 1, ..*, m,) is a nonincreasing sequence of positive integers. 
THEOREM 2.1. Let mi < c =fc(n, l), for i = 1, . . . . r. There exists a 
couering (S,), i= 1, . . . . r, of 9%(X) such that Si is a star of cardinality mi, for 
i= 1 7 . . . . r if and only if 
(f&b I), f&4 21, . . . . f&4 n -s + 1)) Gp (ml, m2, . . . . m,). (1) 
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THEOREM 2.2. There exists a packing (S,), i= 1, . . . . r, into 9=(X) such 
that Si is a star of cardinality mi, for i = 1, . . . . r tf and only if 
(ml, m2, . . . . m,) Gb (f&h I), f& 2), . . . . f&, n -s + 1)). (2) 
THEOREM 2.3, The following are equivalent: 
(i) There exists a partition (S,), i= 1, . . . . r of P&X) such that Si is a 
star of cardinality mi, for i = 1, . . . . r. 
(ii) (f&, l), fdn, 2), . . . . f&, n - s + 1)) 6 (ml, m2, . . . . m,) and 
Cy:s+’ fc(n, i) = CL= 1 m;. 
(iii) (m,, m,, . . . . m,) <b (fdn, I), f&n, 2), . . . . f&, n - s + 1)) and 
C:=, mi=C~~~+ ’ fc(n, i). 
Before we prove these theorems, let us record the most interesting special 
cases. 
COROLLARY 2.4. There exists a partition (S,), i = 1, . . . . r, of the family 
of all k-element subsets of an n-element set such that Si is a star of 
cardinality mi, for i= 1, . . . . r tf and only if 
and 
$lmi<(z)-(ni’) for j=l,...,n-k+l 
COROLLARY 2.5. There exists a partition (S,), i = 1, . . . . r, of the family of 
all nonempty subsets of an n-element set such that Si is a star of cardinality 
mi, for i= 1, . . . . r tf and only if 
and 
i mi<2”-2”-j for j= l,...,n 
i= 1 
iTl m,=2"-1. 
We need two lemmas. 
LEMMA 2.6. For every positioe integers k, m, and n, k < m < n, 
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Proof Observe that for a positive integer j and I< n, 
i- 1 
f&,4-.f&,k+l)= 1 f&,I+l)-f&,~) 
I=k+l 
m-l 
d c fch I+ 1)-f&, 1) 
I=m-ifkfl 
=fdn, m) -f&n, m - i + k + l), 
so fc(n, k + 1) +f,-(n, m) 3fc(n, i) +fc(n, m - i + k + 1). Consequently, 
(m - k)f&, k + 1) + (m - k)f&, m) 
>l=~+,fchi)+ f f&m--i+k+l) 
i=k+l 
=2 f f&h i). 1 
i=k+l 
We say that an element y covers an element x in a poset aS = (Q, Go) 
if x<oy and there is no ZE&P such that x<oz<o y. 
LEMMA 2.7. Let a and b be, two sequences+in P. k’fb covers a in IFP then 
either there exists p such that bp = 6, + 1 and bi = ci, for every i fp or there 
existsqandp,p>qsuchthatb,=ci,+1,~~=Liq-l,and~i=ciifori#p,q. 
Proc$ Since a cP b, there exists an integer p such that xi”=, ri,c 
C,??, bi. Assume that p is the greatest number with this property. Thus, 
tiP<cp because C,~p+,cii=C~EP+l 6,. Let us define a sequence c E P. If 
&i< bi for every positive integer i then let c be the sequence such that 
Z,, = ci, + 1 and 2i = ci, for i #p. If 4, > i4 for some positive integer q then 
we can assume, withot loss of generality, that q is the greatest number such 
that 8, > 6,. Clearly q <p. Let, in this case, c be the sequence such that 
tP=&+ 1, Z,= ci, - 1, and Pi= Bi, for iitp, q. Obviously, in both cases, 
a cP c. Moreover, in the first case for j > p and in the second case for j > p 
or j<q, 
f ti= f iii< f 6,. 
i=j ;=j i=J 
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In the first case for j <p and in the second case for q < j,<p we obtain 
~ci=l+~ri,=1+~(ii+p~16i~~6, 
i-j i=/ t=p i=/ i=j 
Thus c GP b and consequently c = b, since b covers a. This completes the 
proof. 1 
Proof of Theorem 2.1. Suppose that a covering (S,), i = 1, . . . . r, 
satisfying the conditions of Theorem 2.1 exists. For i = 1, . . . . r, choose an 
element XiE n S,. Let Yi= X- {x1, . . . . xj- 1 }. Note that 
%tyjlG ij si, (3) 
i=j 
for j = 1, . . . . r. 
lx 
Indeed, if A E 9=( Y,) then A 4 u/z: Si because 
19 -9 xi- I }nA=Ql Thus, AEU~=~S~, since (S,), i=l,..., r, is a 
covering of 9=(X). By (3) we obtain Pc( Y,, ,) = 0, so r 2 n--s + 1, where 
s is the smallest of the integers in C. Moreover, 
- 
for j = 1, . . . . r. Note that 
n-j+1 
k 
= C f&, 9, 
i-j 
for j = 1, . . . . n -s + 1, so the necessity follows by the definition of the order 
<p. 
We pass on to the proof of sulkiency. Denote f= (f&z, l), . . . . 
fc(n, n-s + 1)). First note that r 2 n-s+ 1, for otherwise we obtain 
i~j~s+~A~l>o= f hi3 
i=n--s+1 
contradicting ( 1). Consider two cases: 
Case 1. r = n - s + 1. We construct the desired covering inductively. 
First, suppose that m = f. Then mi =fJn, i), for i= 1, . . . . r. Let 
x= {z,, . ..) z, > and let Zi = {A E PC(X) : zi E A}. Note that the family (S,), 
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i = 1, . . . . I, such that Si = 2, and Si= Zi- lJi=: Zj, for i = 1, ,.., r, is a 
covering of 9%(X). Moreover, n Si # 525 and 
zj=c n-i 
( > kGC k-1 =fJn, i) = m;, 
for i= 1, . . . . r. 
For any a, b E P, a <P b, by an (a, b)-chain we mean any chain in P with 
the minimum element a and the maximum element b. 
Now suppose that we have constructed the desired covering for every 
sequence m’ satisfying (1) and such that the number of elements in a 
shortest (f, m’)-chain in P is less than 1. We shall construct a covering for 
the sequence m such that the number of elements in a shortest (f, m)-chain 
is equal to I. Let m’ be the element covered by m in a shortest (f, m)-chain 
in P and let (Sl), i = 1, . . . . w, be the covering corresponding to the sequence 
m’ (it exists since the shortest (f, m’)-chain has I- 1 elements). 
Clearly, w  = r, for if w  > r then 
contradicting the definition of m’. 
For i= 1, . . . . r let xi be an element in n Si. If xi, ..,, xi are not pairwise 
distinct then the set X- {xi, . . . . xi} has at least n - r + 1 = s elements. Note 
that for any s-element subset D of X- (xi, . . . . xi}, D $ U;= i Sj, because 
x: $ D for i= 1, . . . . r. Consequently, (Sj), i = 1, . . . . w  is not a covering of 
PC(X). Thus, x; , . . . . xi are pairwise distinct. According to Lemma 2.7 either 
there is an integer p such that mP = rn; + 1 and mi = rn: for i #p or there 
are integers q and p, p > q, such that mP = rn; + 1, m4 = rnb - 1, and mi = ml 
for i#p, q. In the former case let Si = Sl for i#p and S, = Sk u {U}, 
where U is any subset of X such that Un 0 S; # 0 and U# S;, (it exists 
because mP $ c). In the latter case consider the families SP and Sb. Note 
that mb=m,- 1 <m,- 1 = mb- 2 -cm:. Since the cardinality of the set 
((A-(x~))u(x~}:AE~> is rnb, there is a set A E Sb such that B= 
(A-{x~})u{x;}$S~. Clearly, BEP=(X) because E=~EC. Moreover, 
B $ Sb because x; # xi. Let BE S;, for some t = 1, . . . . w. Obviously, t #p, q. 
Define SP=Sbu {B}, S,=Sb- (A}, S,=(S:- {B>)u {A} and Si=SI 
for i #p, q, t. The families S, , . . . . S, have nonempty intersections because 
X~EB and=x;oA (since A=(B-{xj,})u{xb>, x:cB, and x;#xi). 
Moreover, Si= mi for i= 1, . . . . r and (S,), i= 1, . . . . r, is a covering of P&X) 
because lJ;=, Si = u;-, Sy = X. This completes the proof in Case 1. 
Case 2. r>n---s+l. Let R ,,..., Rnps+, be a partition of the set 
{ 1, . . . . r}. Denote di=ciGR, mj and assume that dla ... ~d,,_,+,>O. 
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Suppose that the partition is chosen such that the sequence 
d=(d,, . . . . 4-s+,) is maximal in the order <P, i.e., there is no partition 
R’ of the set { 1, . . . . r} such that (d,, . . . . d,-,+ ,) cP 
~(,‘::~,$n~;~‘,), where df=CjER;mj, d’,> . . . >dhps+,>O. 
We shall show that 
f&d. (4) 
Suppose that f sP d. Then there exists Z, 1 Q 1 <n-s such that 
CT:,“,‘,’ f&4 i) > ,X:1;‘,‘,’ d,. Assume that 1 is the least integer with this 
property. Note that 
for, otherwise, 
n--s+1 n--s+1 n-s+1 
1 di= C di+ d/ < 1 f&h i)+f& 0 
i=/ i=/+ 1 i=/+ 1 
contradicting the choice of 1. 
Moreover, 
(n-s+l-I)dnp,+,< 1 di< C fc(n,i) 
r=/+l i=/+ 1 
so 
Lx+,< 
(5) 
(6) 
Observe that at least one of the sets RI, . . . . R,, say R,, contains more 
than one element. Indeed, if R,, . . . . R, were all one-element sets then 
j=~+,mi=i~~m;-i~~mi=:~~~:di<:~~~:f,(n,i), 
contradicting the inequality (1). 
Let u be an element in R, such that mu = min{mi : iE Rk}. Denote 
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Applying, in turn, the obvious inequality m, < +d,, (5), the inequality 
fc(n, r)afo(n, I+ I), the equalityf,(n, n---s+ I)= 1, Lemma2.6, and (6) 
we obtain 
(7) 
By the above inequalities and the inequality m, < $dk, 
d,_.+,<d,N-S+,=d,_,+,+m,<4d,+~d,=d,. (8) 
Let us reorder the sets R,, . . . . R,-,, Rk- {u}, Rk+,, . . . . R,-,, R,-,+l u 
(u> such that for the resulting sequence of sets R;, . . . . RL-,+ 1 the sequence 
4, . . ..dX-s+., where d; = &. R; mj, is nonincreasing. Clearly, by the 
inequalities (7) and (8) there are integers p and q, k <p < q < n - s + 1 
such that d;=di for i<k and p<i<q, d/=di+, for k<i<p, db= 
max{d[,dz-,+,I, d~=min(d[,d~-,+,j, and d(=di-, for q<j< 
n--s+l. 
Note that 
n--s+ I n--s+1 
c d;= 1 di forj<k, 
i=j i-j 
n--s+1 n--s+1 j- 1 
1 d; = c d; - C d; 
i=j i=k i=k 
n-s+1 
= 1 di- i di 
i=k i=k+l 
n--s+1 
= C di+ dk 
i=j+ 1 
n--s+1 
= c di+dk-d, 
i = 1. 
n--s+1 
3 1 di, 
i-j 
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for k<j,<p, 
n--s+ 1 n--s+1 J-1 
c d; = c d,‘- 1 d, 
;=j r=p i=p 
n--s+1 j-1 
= c di+d,-d,- 1 di-d; 
i=p i=p+ 1 
n--s+ 1 
= 1 d,+d,-dj, 
i=j 
n--s+1 
> 1 di, 
i=, 
for p <j < q, and 
n--s+ 1 n-s+1 j-l 
C d;= c d,- c d; 
i=j i=q i=q 
n--s+ 1 j-2 
= C di+dk-d;- c di-d:, 
i=q i=q 
n--s+1 
= C di+d,+dj-,-d;-d; 
i-j 
n--s+ I 
= C di+dk+djpl-dk-d”-*+l 
i=j 
n-s+1 
2 C di 
i-j 
for q<j<n--s+l. Hence d<pd’=(d;,...,dL_.+l), contrary to the 
definition of the sets R, , . . . . R, _ 5 + , . Therefore (4) holds. 
It follows from Case 1 that there exists a covering (T,), i = 1, . . . . n -s + 1 
of 9=(X) such that Ti is a star of cardinality di, for i= 1, . . . . n-s+ 1. 
Partitioning every family Ti into subfamilies (Sj), je Ri, such that S,= rnj 
for je Ri we obtain the desired covering of PC(X). 1 
Proof of Theorem 2.2. Let (S,), i= 1, . . . . r be a packing into 9$(X) such 
that Si is a star of cardinality mi, for i = 1, . . . . r. Choose an element xi from 
every set n Si. Let Yi= {xi, . . . . xi}. It is evident that 
U lSinP~(X- Yj)=@, 
i=l 
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for j = 1, . . . . r. Thus, 
so the necessity follows by the definition of the order G’p. 
To prove sufficiency note that by (2), C~~~+‘fc(n, i)-C:=l mi=t>,O, 
and define a seqence (m;, . . . . rn:, ,), where ml = m, for i = 1, . . . . r and ml = 1 
for i=r+ 1, . . . . r + t. By (2), ml <ml < c =fc(n, 1). Moreover, it is routine 
to check that (2) implies that 
(f&z, 11, . . . . f&, n -s + 1) Gp (4, . . . . mL +, 1, 
so according to Theorem 2.1 there exists a covering (S,), i = 1, . . . . r + t, of 
PC(X) such that Si is a star of cardinality - ml for i= 1, .,., r + t. Since 
CIzi m~=C~~f+’ fc(n, i) = PC(X), (S,), i= 1, . . . . r + t, must be a partition 
of @c(X). Consequently, (S,), i= 1, . . . . r, is the desired packing into 
%(X). I 
Proof of Theorem 2.3. A family (S,), i = 1, . . . . r, is a partition of L+(X) 
if and only if it is a covering of PC(X) and xi=, mi = 9=(X). An easy 
- 
calculation shows that %(X) = Cke c (z) = C;;f’ ’ fc(n, i) so the condi- 
tions (i) and (ii) are equivalent. The proof of the equivalency of (i) and (iii) 
is analogous. 1 
Remarks. 1. It is perhaps interesting that the results of Baranyai [l] 
mentioned in the introduction can easily be reformulated to a form similar 
to that of Theorem 2.3. One example is this: 
There is a partition of L?~(X) int, subfamilies (S,), i = 1, . . . . r, such that 
A n B = @ for every A, BE Si and Si = mi, for i = 1, . . . . r if and only if 
w n/kJ, q)% h, . . . . m,), 
A times 
where (;) = ALn/k] + q, 0 < q < Ln/k _I, and C>=, mj = (;). 
2. Packing and covering forms of the Baranyai’s results analogous to 
Theorems 2.1 and 2.2 can be obtained easily. 
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3. THE INFINITE CASE 
In this section we usually follow the terminology of Kuratowski and 
Mostowski [2]. Let X be an infinite set of cardinality tt and let (m,), TV T, 
be an indexed set of nonzero cardinals. Recall that 6 is a set of nonzero 
cardinals less than or equal to n. Throughout this section 6 # { 1 } to avoid 
trivial cases. Under this assumption the maximum cardinality of a star in - 
9fK(X) is c=9e(X)=CaE6 no. As in the finite case, we can assume that 
m, < c, for every t E T but it is essential in Theorem 3.1 only, i.e., in the 
covering theorem. 
THEOREM 3.1. Let m, 6 c for eoery t E T. There exists a covering (S,), 
t E T, of 9?&(X) such that S, is a star of cardinality m, for every t E T tf and 
only if 
c m,>c (10) 
IE T- T’ 
for every T’ G T such that F < n. 
THEOREM 3.2. There exists a packing (S,), ZE T, into 9&(X) such that S, 
is a star of cardinality m, for every t E T if and only if 
c m,<c (11) 
IE T-  T’ 
for every T’ c T such that 7 -C n. 
THEOREM 3.3. There exists a partition (S,), t E T, of &(A!) such that S, 
is a star of cardinality m, for every t E T if and only if 
c m,=c (12) IE T- T’ 
for every T’ E T such that 7 -C n. 
Surprisingly enough, the proof of Theorem 3.2 is much easier than the 
proofs of Theorems 3.1 and 3.3. 
To prove the theorems we need some additional notions, notation and 
lemmas. 
Let A = (A, 6 A) be a well-ordered set. By A we mean the order type 
of A. Let a,b~A. Define [a,b)= {XEA :a<,x<,b}. By the remainder 
[a), we mean the set {XEA : a<, x}. 
The set of order types of all remainders for A is, clearly, well ordered. 
The remainder type of A is the minimum order type in this set. Obviously 
the remainder type of A is not a limit ordinal if and only if it is equal to 1. 
PARTITIONS INTO STARS 275 
For an ordinal 1, 2 stands for the cardinality of any well-ordered set with 
the order type 1. 
LEMMA 3.4. Let A = (A, < A) be a well-ordered set with the maximum 
element M and let the remainder type of A - {M} be a limit ordinal b. Then 
there is a set S and a family (A,), 2 E S, of sets of elements of A - {M} such 
that 
(i) S==/?, 
(ii) sup Al = M, for every I ES, and 
(iii) Al,nA,,=O, for J.,,I,ES, A,#&. 
Proof. Let us define an increasing transfinite sequence (aJ of elements 
of A. Let a0 be the least element a of A - {M} such that the order type 
of [a, M) is /l. Suppose that Iz is not a limit ordinal, i.e., A= q + 1. If a, = M 
then a,, is the last term of the sequence. Otherwise we define a, to be the 
least element a E A - (M} such that m = A. Note that such a exists, 
- - - 
since [a,,M)=[aO,M)>[aO,a,)>~=~, so for some aEA- 
{M}, [a,,, a) = ,4 and, consequently, ma)= A. Finally, if 1 is a limit 
ordinal then aA = sup(a, : q < 1). 
Let us denote by v the index of the last element in the sequence (a,), i.e., 
a, = M. It follows from the definition of the sequence (an) that v is a limit 
ordinal and a, = sup{a, : q < v]. We shall show that 
Lao, Ml = i.) Caj., a, + 1). 
% < Y 
(13) 
The inclusion “2” is obvious. Let a E [a,, M). Denote by 6 < v the least 
ordinal such that a <A a6 (the set of such ordinals is nonempty because 
a < M= a,). If 6 is a limit ordinal then a6 = sup{ a,, : r] c S}, so for some 
q. < 6, a <,., a,,,, <A a6 contradicting the definition of 6. Thus 6 is not a limit 
ordinal, so 6 = rl + 1 for some ordinal ,4, 2 < v. Then a2 GA a <A a, + , . This 
completes the proof of (13). 
Let S be the set of ordinals less than v. By the definition of the sequence 
(ai), Cab aA+ 1 ) = 1+ 1. For every AE S denote by Fj. any bijection 
Fi. : [0, 1)~ {A} + [aA, aj.+l). Moreover, let, for every JES, A,= 
{F,+,(n) : Iz + < < v}. We claim that the above defined family (A,), 1 E S, 
satisfies the conditions (i) - (iii). 
Note that by (13) and the definition of the sequence (a,), 
- 
b=Cao,W= U Ca;.,a;+l)= 1 Caj.,aj.+l) 
i. -z Y 2. -z v 
=A: n+l=v=$ 
Y 
so condition (i) is satisfied. 
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To prove (ii) note that aA+r <<A F,+,(l) for A + 5 < v. Since 
sup A,=M. 
Finally, suppose that AA, n Al, #Q, for some A,, ;1, E S, II, #A,. Then 
F 1,+&1)=FA2+52 (M for SOme tl, t2 such that 1,+5i<v and 
,J,+ t2 < v. By the definition of F,, A, + c1 =1, + 12, since otherwise the 
ranges of the functions FA,+r, and F22+C2 are disjoint. The function 
F, Al + Cl = F,, + 52 is, however, a bijection so 2, = &. This contradiction 
completes the proof of Lemma 3.4. 1 
LEMMA 3.5. Let (m,), t E T, be an indexed family of nonzero cardinals. 
Denote by a and b infinite cardinals such that a < 6. If 
(14) 
for every T’ E T such that 7 < a, then there is a set R of cardinality a and 
a partition ( Tj), jE R, of the set T such that 
c m,Bb for every jE R. 
I E T ,  
Proof: Denote T,,,,, = {t E T : m, 2 6). Let us consider three cases. 
Case 1. T> 6. Since a . b = b, there is a set R, i = a and a partition 
( Tj), jg R,= of T such that Fja b for every je R. Consequently, 
c ,.qm,2T’2b. 
- 
Case 2. Tmaxa a. Let R be a subset of T,,,,, of cardinality a and let 
j,ER. For jER put Tj={j} if j#j, and TjO={jO}u(T-R). Clearly, 
(Tj)jcR is a partition of T and C,, T, m, > b for every je R. 
- 
Case 3. T< b and T,,,,, < a. Denoting T” = T- T,,,,,, we obtain by 
(14) c,, T” m, 2 b. 
Note that there is a well-ordering < , TG, of T” such that for every t, s E T, 
if m, < m, then t <T” s. Indeed, for every cardinal b let < b be any well- 
ordering of the set {t E T” : m, = b}. Now we define < T,V in T” : t <TV, s if 
and only if m,<m, or m,=m, and t<,,s. 
Denote by /I the remainder type of the well-ordered set T” = (T”, < T,,). 
Clearly, b is a limit ordinal, since otherwise there would be a maximum = 
element, say to, in T”, so ClsT” m, < T” . mrO < b . b = b a contradiction. 
Add a maximum element M to the set 8” and denote A = U” u {M}. By 
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Lemma 3.4 there is a set S and a family (Ai), Jo S, of subsets of T” such 
that conditions (ik(iii) of the lemma are satisfied. - 
Let a be the least element in A such that [a, M) = fl. If [a, M) < a then, 
by (14), ClbTsa m, 2 b. This is, however, impossible because CIGr.n m, < 
= 
T”. m, <b. Thus, by (i) !?= b> a. Let R be any subset of S such that 
E= a. 
Let j, be a fixed element in R. For Jo R - {j,}, define Tj= Aj and let 
Tj,,=Aj,,u(T-Uj,R-~jO~Tj). It follows from (iii) that (T,), jER, is 
partition of T. 
Let b be any cardinal less than b. Clearly, there is p E T” such that 
b<m,< 6, for otherwise C,,T,s m, <T” . b < b. Moreover, if my < m, for 
every q E Aj then q < T,P p for every q E Aj. In this case, however, we obtain 
a contradiction because, by (ii), A4 > T,, p aT,, sup Aj = M. Thus, there is 
q E Ai such that m4 > mP. Consequently, C,, r, m, > C,, A, m, 2 m4 > m, > b 
for every cardinal b < 6. Hence, C,, Ti m, > b. 1 
LEMMA 3.6. Let E = n. There exists a partition (Sj), jE R, of 9$(X), - 
x= n, such that Sj is a star of cardinality c = 9$.(X) for every jc R. 
ProoJ Let <x be the well-ordering of X whose order type is an initial 
ordinal. Let R = X and define Sj = { YE .9$(X) : j is the least element of Y 
in the order Go}. It is clear that (Sj), jE R, is partition of X. Moreover, 
Sj = (A E .9&( [ j)) : j E A}. The cardinality of [j) is n, since otherwise 8< n. 
Thus, 
q= C n”=c. 1 
aecs 
=Proof of Theorem 3.1. Suppose that the covering exists and let T’ G T, 
T’ < n. For every t ET’, choose an element x, E n S,. Denote X’ = X- 
{x,:tET’}.Clearly,X’=n.Notethatif Y~&(X’)then Y$U,,..S,.Thus, 
&(X’)c lJ,,T--T’S, because (S,), t E T, is a covering of X. Consequently, 
CGU,.T-TT’SIGLT-*T’ m,. This completes the proof of necessity. 
To prove sufficiency consider the partition ( Tj), j E R, E = n, of the set 
T such that C,, r, m, 2 c whose existence follows by Lemma 3.5. Let, for 
every je R, Qj be any subset of Tj such that C,,Q, m, = c. It exists, since if 
Ctoqmr>c then c<C,,~ m, 6 Tj. c, so zij, c and we define Qj to be any 
subset of Tj of cardinality c. We obtain c = z < C,, 4 m, < z. c = c, so 
c reQ,mr=Cb 
In view of Lemma 3.6, there exists a partition (Xi), je R, of PC(X) such 
that Xj is a star of cardinality c, for every je R. Clearly, there exists a parti- 
tion (S,), t E Qi, of Xj such that S, is a star of cardinality m,, for every 
t E Qi and jE R. For t E Ti - Qi and je R, let S, be any subfamily of Xj of 
cardinality m,. The family (S,), t E T is the desired covering of &(X). 1 
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Proof of Theorem 3.2. Note that (11) is equivalent to a much simpler 
condition, 
T<c and m,<c for every t E T. 
The proof of necessity is immediate. 
To prove sufficiency divide the set X into two sets A’, and X,, both of 
cardinality n.. Let S be any subfamily of Pe((x, ) such that ??= T and f a 
bijection with the domain T and the range S. Moreover, for every t E T, 
&note by Y, any subfamily of 9&(X,), where 23 = {b : b + 1 E a}, such that 
Y, = m,. Finally, let S, = {f(t) u A : A E Y, > for every t E T. Clearly, (S,), 
t E T is a packing into 9e(X) and every family S, is a star of cardinality 
m,. I 
Proof of Theorem 3.3. Necessity is obvious by Theorems 3.1 and 3.2. 
The proof of sufficiency is very similar (but a bit shorter) to the proof of 
sufficiency in Theorem 3.1 so we leave it to the reader. 1 
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