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Abstract
We give new characterisations of sets of positive reach and show that a closed hypersurface
has positive reach if and only if it is of class C1,1. These results are then used to prove new
alternating Steiner formulæ for hypersurfaces of positive reach. Furthermore, it will turn
out that every hypersurface that satisfies an alternating Steiner formula has positive reach.
Finally, we provide a new solution to a problem by Hadwiger on convex sets and prove long
time existence for the gradient flow of mean breadth.
Mathematics Subject Classification (2000): 53A07, 52A20
1 Introduction
In his seminal paper [Fed59] Federer introduced the notion of sets of positive reach. Roughly
speaking, the reach of a closed set A is the largest s ≥ 0 such that all points whose distance to
A is smaller than s possess a unique nearest point in A. Sets of positive reach share many of the
properties that make convex sets so interesting and important, but it is a much broader class. All
closed convex sets as well as all closed C2 submanifolds of Rn have positive reach in particular.
One of Federer’s main results is a Steiner formula for sets of positive reach. In the simplest case
this means that for A ⊂ Rn closed and 0 ≤ s < reach(A) the volume V (As) := H
n(As) of the
parallel set is a polynomial of degree at most n. More precisely, there are real numbers Wk(A),
k = 0, . . . , n, such that
V (As) =
n∑
k=0
(
n
k
)
Wk(A)s
k (1)
for 0 ≤ s < reach(A) [Fed59, 5.8 Theorem]. Here, the parallel set of a non-empty set A ⊂ Rn is
defined by
As :=
{
{x ∈ Rn | dist(x,A) ≤ s}, s ≥ 0,
{x ∈ A | dist(x, ∂A) ≥ −s}, s < 0.
In case of convex sets the Wk are called quermaßintegrals and in the more general context of
sets with positive reach total curvatures (although the total curvatures differ from the Wk by a
multiplicative constant depending on n and k and are usually numbered in reverse order). These
are important geometric quantities that characterise the sets involved. For example, for a non-
empty compact set A with positive reach we have W0(A) = H
n(A), Wn(A) = χ(A)H
n(B1(0))
(see [Fed59, 5.19 Theorem]); for n ≥ 2 holds W1(A) = n
−1SM(A) and if additionally A is
convex and has non-empty interior we even have W1(A) = n
−1Hn−1(∂A).1 Here, χ(A) is the
1For an example of a compact set A ⊂ R2 of positive reach with 2−1H1(∂A) < W1(A) see [ACV08, Example
1].
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Euler-Poincaré characteristic of A and SM(A) is the outer Minkowski content of A, for a defi-
nition see [ACV08]. In case of sets A ⊂ Rn of positive reach whose boundaries are of class C1,1
the quermaßintegrals can also be written as mean curvature integrals, that is, as an integral over
∂A of certain combinations of the classical principal curvatures that exist a.e. (see Lemma A.1);
this is what the title of Federer’s paper alludes to.
There are different characterisations of the reach of a set. For example, it can be defined as the
largest t such that two normals do not intersect in As for all s < t (see Lemma 2.3 and for the
definition of normals in this context (5)). In Theorem 1.1 we give two new characterisations of
sets of positive reach. The first tells us that a set has positive reach if and only if the set and
its outer parallel sets satisfy an alternating Steiner formula. By alternating we mean that the
Steiner formula not only gives the volume of the outer parallel sets (in our case (As)t for t ≥ 0),
as in Federer’s case, but the same polynomial also describes the volume of the inner parallel sets
(t < 0 is admissible). The second characterisation says that a set has positive reach if and only
if the parallel sets exhibit a semigroup-like structure.
Theorem 1.1 (Characterisation of sets of positive reach).
Let A ⊂ Rn closed, A 6∈ {∅,Rn} and r > 0. Then the following are equivalent
• for all s ∈ (0, r) there are Wk(As) ∈ R such that for 0 < s+ t < r holds
V ((As)t) =
n∑
k=0
(
n
k
)
Wk(As)t
k,
• (As)t = As+t for all for all s ∈ (0, r) and 0 < s+ t < r,
• reach(A) ≥ r.
By means of the example A := [−b, b]2\[−a, a]2 for 0 < a < b, where
V (As) = 4(b
2 − a2) + 8(b+ a)s+ (pi − 4)s2 for 0 ≤ s ≤ a,
see Figure 1, we find that it is essential to have the Steiner formula for the outer parallel sets, in
order to characterise sets of positive reach.
As we have seen before, a set of positive reach possesses a Steiner formula (1) for 0 ≤ s <
reach(A). Now, it is an obvious question to ask wether or not this formula can also be extended
to the inside of the set, i.e. if there is u < 0 such that (1) also holds for u < s < reach(A).
Disappointingly, the answer is, in general and even for convex bodies: No! This can easily be seen
by A := [−1, 1]2, because V (As) = 4+8s+pis
2 for s ≥ 0 but V (As) = (2+2s)
2 = 4+8s+4s2 for
s ∈ (−1, 0), or by the example of the semi-circle, where the formula for the volume of the inner
parallel bodies is not even a polynomial (see [KR12, Example 2]). In [HCS10c] a conjecture by
Matheron, that the volume of the inner parallel bodies of a convex set is bounded below by the
Steiner polynomial, is disproven and conditions for different bounds on the volume of the inner
parallel bodies are given. This line of research was continued in [HCS10b]. Furthermore [KR12]
showed that the volume of the inner parallel bodies of a polytope in Rn is, what the authors
called, a degree n pluriphase Steiner-like function, which basically allows the quermaßintegrals
to change their values at a finite number of points. In Theorem 1.2 we characterise closed sets
whose inner and outer parallel sets posses an alternating Steiner formula as those sets of this
class whose boundaries have positive reach.
Theorem 1.2 (Alternating Steiner formula and reach of the boundary).
Let A ⊂ Rn be closed and bounded by a closed hypersurface, r > 0. Then the following are
equivalent
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Figure 1: The set A := [−b, b]2\[−a, a]2 with outer parallel set.
• for all s ∈ (−r, r) there are Wk(As) ∈ R such that for −r < s+ t < r holds
V ((As)t) =
n∑
k=0
(
n
k
)
Wk(As)t
k,
• (As)t = As+t for all for all s ∈ (−r, r) and −r < s+ t < r,
• reach(∂A) ≥ r,
• ∂A is a closed C1,1 hypersurface with reach(∂A) ≥ r.
To prove this theorem we need a characterization of closed hypersurfaces of positive reach. By
a closed hypersurface in Rn we mean a topological sphere, that is, the homeomorphic image of
S
n−1.
Theorem 1.3 (Closed hypersurfaces have positive reach iff C1,1).
Let A be a closed hypersurface in Rn. Then A has positive reach if and only if A is a C1,1
manifold.
This result was already featured in [Luc57, §4 Theorem 1], a reference that is not easily accessible
and which does not seem to be widely known. Clearly, the result was stated in a slightly different
form, as Federer had not coined the term reach yet and is also proven by different methods. In
resources more readily available, we find the direction reach(A) > 0 implies C1,1 in [Lyt05,
Proposition 1.4] and [HG10, Theorem 1.2]. The other direction can, other than [Luc57, §4
Theorem 1], only be found as a remark without proof, for example in [Fu89, below 2.1 Definitions]
or [Lyt04, under Theorem 1.1]. Another hint to this result may be found in [Fed59, 4.20 Remark].
Considering that Theorem 1.3 is mostly folklore and a uniform proof of both directions together
is not available it seems to be worth to give a detailed proof of this result. To show this, we use a
characterisation of C1,αloc functions, Proposition 2.12, which states that a function is of class C
1,α
loc
if and only if
|f(x− h)− 2f(x) + f(x+ h)| ≤ C|h|1+α.
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One direction of this characterisation is mostly taken from [CH70, Lemma 2.1], but since we
suspect that it might be useful in other contexts, too, it deserves an elaborate proof.
To some extent Theorem 1.3 can be thought of as a generalization of [CKS02, Lemma 4],
[GMSvdM02, Lemma 2], [SvdM03, Theorem 1 (iii)] and [SvdM06, Theorems 5.1 and 5.2] to
higher dimension (although the codimension is not restricted to one). There, different notions
of thickness, specific to either curves or surfaces, were investigated and sets of positive thickness
were characterized. These notions of thickness are equal to the reach of the curves and surfaces
under consideration.
The problem of characterising convex sets whose quermaßintegrals are differentiable, is known as
Hadwiger’s problem [Had55]. To be more precise, denote by Kn the class of non-empty compact
convex sets in Rn and by Rp(r), for r ≥ 0 and 0 ≤ p ≤ n− 1, the class of all K ∈ K
n such that
ϕi : (−r,∞) → R, s 7→ Wi(Ks) for i = 0, . . . , p are differentiable with W
′
i (s) = (n − i)Wi+1(s),
where we abbreviate Wi(s) = Wi(Ks). In [HCS10a, Theorem 1.1] the class Rn−1 of convex
sets K whose quermaßintegrals are differentiable on (−r(K),∞), where r(K) is the inradius, is
identified as the set of outer parallel bodies of lower dimensional convex sets, i.e.
Rn−1 = {Ls | L ∈ K
n,dim(L) ≤ n− 1, s ≥ 0}, (2)
and [HCS11] gives a characterisation of Rn−2 of a more complicated nature.
2 Using our results
of the present paper we can give the following new characterisation of the class Rn−1(r).
Theorem 1.4 (Characterisation of Rn−1(r)).
Let K ∈ Kn, r > 0. Then the following are equivalent
• K ∈ Rn−1(r),
• there is a convex L with K = Lr,
• K = (K−r)r,
• reach(∂K) ≥ r,
• ∂K is a closed C1,1 hypersurface with reach(∂K) ≥ r.
Additionally, these results give us a long time existence result for the energy dissipation equality
(EDE) gradient flow of the mean breadth Wn−1 on the space K
1,1, of all sets in Kn with non-
empty interior and C1,1 boundary, equipped with the Hausdorff distance dH. For the essential
notation see the beginning of Section 3.2 and for more detailed information on gradient flows on
metric spaces we refer to [AGS05].
Proposition 1.5 (Gradient flow of the mean breath Wn−1 on (K
1,1, dH)).
Let K ∈ K1,1 and T := ω−1n reach(∂K) then
x : [0, T )→ K1,1, t 7→ K−ωnt
is a gradient flow in the (EDE) sense for Wn−1 on (K
1,1, dH), i.e.
Wn−1(x(t)) +
1
2
∫ t
s
|x˙(u)|2 du+
1
2
∫ t
s
|∇Wn−1|
2(x(u)) du = Wn−1(x(s)) (3)
for all 0 ≤ s ≤ t < T and x is an absolutely continuous curve. Additionally, x(t)→ x(T ) in dH
for t → T , where x(T ) := K− reach(∂K), and x(T ) is either a convex set contained in an affine
n− 1 dimensional space or a convex set with non-empty interior with reach(∂x(T )) = 0.
By ωn we denote the n-dimensional volume of the unit ball in R
n, i.e. ωn := Hn(B1(0)).
2Actually, these charaterisations were done in a more general setting, which not only considers parallel sets,
which are Minkowski sums with balls, but also allows for Minkowski sums with a certain class of convex sets.
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2 Sets of positive reach
As a generalisation of convex sets Federer introduced in his seminal paper [Fed59] the notion of
sets of positive reach. A closed set A ⊂ Rn is said to be of reach t at a point a ∈ A, denoted by
reach(A, a) = t, if t is the supremum of all ρ > 0 such that the restriction ξ˜A|Bρ(a) of the metric
projection map
ξ˜A : R
n → P(A), x 7→ {a ∈ A | |x− a| = dist(x,A)}
is single valued, or to be more precise, singleton valued. Here, P(A) denotes the power set of A.
The reach of a set A is then defined to be reach(A) := infa∈A reach(A, a). By Unp(A) we denote
the set of all points that have a unique nearest point in A, that is
Unp(A) := {x ∈ Rn | #ξ˜A(x) = 1}.
Now, we introduce another metric projection map ξA, defined on Unp(A) so that ξ˜A(x) is already
a singleton, by
ξA : Unp(A)→ A, x 7→ argmina∈A(|x− a|).
This is essentially the same mapping as before, but it “extracts” the unique nearest point from
the singleton.
In what follows, we always assume A ⊂ Rn, A 6∈ {∅,Rn}, so that we do not have to worry about
certain pathologies. Especially, we have ∂A 6= ∅, because else we would have A = A∪˙∂A, but
A = ∅ and A = Rn are the only closed and open sets in Rn. We also use dist(x,A) = dist(x,A)
and for x 6∈ A additionally dist(x,A) = dist(x, ∂A) without further notice.
Lemma 2.1 (Properties of ξ˜A).
Let A ⊂ Rn, a ∈ A. Then a ∈ ξ˜A(x) if and only if ξA(xt) = a for xt := a+ t(x−a) and t ∈ [0, 1).
Proof. Step 1 Let a ∈ ξ˜A(x). Suppose there is b ∈ A\{a} with |xt − b| ≤ |xt − a| for a fixed
t ∈ [0, 1). Then
|x− b| < |x− xt|+ |xt − b| ≤ |x− xt|+ |xt − a|
= |x− [a+ t(x− a)]|+ |[a+ t(x− a)]− a|
= (1− t)|x− a|+ t|x− a|
= |x− a|,
(4)
but this contradicts a ∈ ξ˜A(x). The strict inequality in (4) holds, because else we would have
b ∈ x+ [0,∞)(a − x), which is not compatible with |xt − b| ≤ |xt − a| and |a− x| ≤ |b− x|.
Step 2 Let ξA(xt) = a for t ∈ [0, 1) and assume that there is b ∈ A\{a}, such that |b−x| < |a−x|.
Then
2(1− t)|x− a|+ |x− b| = 2|xt − x|+ |x− b| < |x− a|
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for 2−1 + 2−1|x− b|/|x− a| < t < 1, so that
|xt − b| ≤ |xt − x|+ |x− b| < |x− a| − |xt − x| = t|x− a| = |xt − a|,
which contradicts our hypothesis.
We define the tangent cone of a set A ⊂ Rn at a ∈ A, to be
TanaA :=
{
tv | t ≥ 0,∃ak ∈ A\{a} : v = lim
k→∞
ak − a
|ak − a|
}
∪ {0}
and the normal cone of A at a to be the dual cone of TanaA, in other words
NoraA := dual(TanaA) = {u ∈ R
n | 〈u, v〉 ≤ 0 for all v ∈ TanaA}. (5)
The normal cone is always a convex cone, while it may happen that the tangent cone is not
convex. From [Fed59, 4.8 Theorem (2)] we know that ξA(x) = a implies x − a ∈ NoraA.
Another representation of the normal cone
NoraA = {tv | t ≥ 0, |v| = s, ξA(a+ v) = a} (6)
for reach(A, a) > s > 0 can be found in [Fed59, 4.8 Theorem (12)]. Unfortunately, there seems
to be a small gap at the very end of the proof of this item in Federer’s paper. Namely, it has not
been taken into consideration that the cone S, which is set to be the right-hand side of (6), can
a priori be empty. That this is indeed not the case is shown in Lemma 2.2. From (6) we infer
x− a ∈ NoraA, x 6= a ⇒ ξA(xs) = a for s < reach(A, a) and xs = a+ s
x− a
|x− a|
, (7)
as s x−a|x−a| ∈ NoraA, so that v from (6) must be equal to s
x−a
|x−a| .
Lemma 2.2 (If reach(A, a) > 0 then there is v ∈ Unp(A)\{a} with ξA(v) = a).
Let A ⊂ Rn be a closed set, a ∈ ∂A and reach(A, a) > 0. Then there is v ∈ Unp(A)\{a} with
ξA(v) = a.
Proof. Step 1 We adapt the proof of [Fed59, 4.8 Theorem (11)] to our situation. Let a ∈ ∂A,
0 < r < reach(A, a), 0 < ε < reach(A, a) − r. Without loss of generality we might assume that
a = 0. Then there is a sequence uk ∈ Unp(A)\A, with uk → a, |uk| < ε/3. For ρ ∈ [0, r], k ∈ N
and δ(x) := dist(x,A) set
η(uk, ρ) : = ξA(uk) +
δ(uk) + ρ
δ(uk)
(uk − ξA(uk)).
Then
|η(uk, ρ)| ≤ 2|uk|+ δ(uk) + ρ ≤ 3|uk|+ r ≤ ε+ r < reach(A, a),
hence η(uk, ρ) ∈ Unp(A).
Step 2 Now, we want to show that ξA(η(uk, ρ)) = ξA(uk). Assume that this is not the case.
Then
1 ≤ τ := sup{t > 0 | ξA[ξA(uk) + t(uk − ξA(uk))] = ξA(uk)} ≤
δ(uk) + ρ
δ(uk)
<∞,
by Lemma 2.1. Now, ξA(uk) + τ(uk − ξA(uk)) 6∈ Unp(A)
◦, by [Fed59, 4.8 Theorem (6)], but
|ξA(uk) + τ(uk − ξA(uk))| ≤ |ξA(uk)|+ τδ(uk)
≤ 2|uk|+ δ(uk) + ρ ≤ 3|uk|+ r ≤ ε+ r < reach(A, a).
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Figure 2: Directions in tangent and normal cone of a set A at two different points.
Contradiction.
Step 3 As |η(uk, r)| ≤ ε+ r there must be a convergent subsequence, i.e. there is v ∈ R
n with
v = lim
l→∞
η(ukl , r) and |v| = lim
l→∞
|η(ukl , r)| = r,
hence v ∈ Unp(A)\{a} and according to Step 2 we have
ξA(v) = lim
l→∞
ξA(η(ukl , r)) = lim
l→∞
ξA(ukl) = ξA(a) = a,
since ξA is continuous on Unp(A), see [Fed59, 4.8 Theorem (4)].
Note that any closed hypersurface A is compact and by the Jordan–Brouwer Separation Theorem
it has a well-defined inside int(A) and outside ext(A). From the definitions it is immediately
clear that
reach(A) = min{reach(int(A)), reach(ext(A))}. (8)
Lemma 2.3 (Alternative characterisation of reach I).
Let A ⊂ Rn closed, A 6∈ {∅,Rn} and reach(A) > 0. Then
reach(A) = sup{t | ∀a, b ∈ A, a 6= b : (a+NoraA) ∩ (b+NorbA) ∩Bt(A) = ∅}. (9)
Proof. Let a, b ∈ A, a 6= b and u ∈ NoraA, v ∈ NorbA with a + u = b + v. Then by (7) we
must have either |u| ≥ reach(A) or |v| ≥ reach(A), because else ξA(a+ u) = a and ξA(b+ v) = b
contradicts a 6= b. Hence reach(A) is not larger than the right-hand side of (9). This means,
for reach(A) = ∞ we have proven the proposition. Let reach(A) < ∞. Clearly, for ε > 0 there
must be aε ∈ A and uε ∈ S
n−1 with xε = aε + (reach(A) + ε)uε 6∈ Unp(A). Hence, there
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are two different points bε 6= cε such that bε, cε ∈ ξ˜A(xε). Therefore xε − bε ∈ Norbε A and
xε − cε ∈ Norcε A, see [Fed59, 4.8 Theorem (2)], i.e. xε ∈ (bε + Norbε A) ∩ (cε + Norbε A) and
|xε − bε| = |xε − cε| ≤ |xε − aε| = reach(A) + ε. Consequently, the right-hand side of (9) cannot
be larger than reach(A).
Lemma 2.4 (Properties of parallel sets).
Let A ⊂ Rn, A 6∈ {∅,Rn}.
(a) For s > 0 holds ∂[As] ⊂ {x ∈ R
n\A | dist(x, ∂A) = s}.
(b) For s, t ≥ 0 holds (As)t = As+t.
(c) For s ≥ 0 and −s ≤ t ≤ 0 holds As+t ⊂ (As)t.
(d) For s < 0 holds ∂[As] = {x ∈ A | dist(x, ∂A) = |s|}.
(e) For s, t ≤ 0 holds (As)t = As+t.
(f) For s ≤ 0 and 0 ≤ t ≤ −s holds (As)t ⊂ As+t.
Proof. (a) Let s > 0 and x ∈ ∂[As]. As dist(·, A) is continuous, the set As is closed and
dist(x,A) ≤ s. Therefore, for every ε > 0 there are points y ∈ Bε(x) with dist(y,A) > s. Hence,
x 6∈ A and dist(x,A) = dist(x, ∂A) = s.
(b) For s = 0 or t = 0 the equality is evident. Let s, t > 0. Then As ⊂ As+t and for x ∈ (As)t\As
we have
dist(x,A) ≤ dist(x, ∂[As]) + dist(∂[As], A) ≤ t+ s
and hence x ∈ As+t. Clearly As ⊂ (As)t, therefore let x ∈ As+t\As. Then there is y ∈ ξ˜∂A(x)
and there is t0 ∈ [0, 1), such that |z − y| = s for z = y + t0(x − y). Considering Lemma 2.1 we
know that z ∈ As and additionally we have
|x− y| = |x− z|+ |z − y| = |x− z|+ s ≤ t+ s,
note that x, y and z are on a straight line with z between x and y. This means |x− z| ≤ t and
hence x ∈ (As)t.
(c) Let s ≥ 0, −s ≤ t ≤ 0 and x ∈ As+t. Then x ∈ As and
− dist(x, ∂[As]) + s = − dist(x, ∂[As]) + dist(∂[As], A) ≤ dist(x,A) ≤ s+ t
and hence dist(x, ∂[As]) ≥ −t, i.e. x ∈ (As)t.
(d) Let s < 0 and x ∈ ∂[As]. As dist(·, ∂A) is continuous the set As is closed and dist(x, ∂A) ≥
|s|. Then x ∈ As and for every ε > 0 there are points y ∈ Bε(x) with dist(y, ∂A) < |s|. Hence
dist(x, ∂A) = |s|. Now, let x ∈ A with dist(x, ∂A) = |s|. Then x ∈ As. As ∂A is closed there
exists a ∈ ξ˜∂A(x) and according to Lemma 2.1 we have dist(xt, ∂A) = t|x− a| = t|s| and hence
xt ∈ R
n\As for t ∈ (0, 1). Consequently, x ∈ Rn\As and x ∈ As, therefore x ∈ ∂[As].
(e) For s = 0 or t = 0 the equality is evident. Let s, t < 0 and x ∈ (As)t. Then, as ∂A is
closed and non-empty, there is y ∈ ξ˜∂A(x) and there is t0 ∈ [0, 1] such that |y − z| = |s| for
z = y + t0(x− y). Considering Lemma 2.1 we have z ∈ As. From |z − x| ≥ |t| we infer
|s+ t| = |s|+ |t| ≤ |y − z|+ |z − x| = |x− y| = dist(x, ∂A),
note that x, y and z are on a straight line with z between x and y. This means x ∈ As+t. Now
let x ∈ As+t. Then x ∈ As and
|s+ t| = |s|+ |t| ≤ dist(x, ∂A) ≤ dist(x, ∂[As]) + dist(∂[As], ∂A) = dist(x, ∂[As]) + |s|,
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by (d), so that x ∈ (As)t.
(f) Let s ≤ 0, 0 ≤ t ≤ −s and x ∈ (As)t. Then x ∈ A and
−s− t ≤ dist(As, ∂A)− dist(x,As) ≤ dist(x, ∂A),
i.e. x ∈ As+t.
The examples ∂B1(0), ∂[0, 1]
2 and [0, 1]2 suffice to show that the inclusions in (a), (c) and (f),
respectively, can be strict.
Lemma 2.5 (Alternative characterisation of reach II).
Let A ⊂ Rn closed, A 6∈ {∅,Rn} and r > 0. Then
reach(A) ≥ r ⇔ (As)t = As+t for all s ∈ (0, r), t ∈ (−s, r − s). (10)
Proof. Step 1 Let reach(A) ≥ r. Let s ∈ (0, r). For t = 0 nothing needs to be shown. Let
t ∈ (0, r− s). We then always have (As)t = As+t, see Lemma 2.4 (b). Let s ∈ (0, r), t ∈ (−s, 0),
then by Lemma 2.4 (c) we always have As+t ⊂ (As)t. For x ∈ A we automatically have x ∈ As+t,
so let x ∈ (As)t\A. As reach(A) ≥ r we find a unique y = ξA(x) and by (7) we additionally know
dist(xu, A) = |xu−y| = u for xu := y+u(x−y)/|x−y|, u < r. Then xs ∈ ∂[As], because xu ∈ As
for 0 ≤ u ≤ s and xu ∈ R
n\As for s < u < r, so that |x− xs| ≥ −t, dist(x,A) = |x− y| < s and
hence
dist(x,A) = |x− y| = |xs − y| − |xs − x| ≤ s+ t,
note that y, x and xs are on a straight line with x between y and xs. Hence x ∈ As+t.
Step 2 The other direction is a the contrapositive of Lemma 2.6 if we put s = σ + τ and
t = −τ .
Lemma 2.6 (If reach(A) < r then (Aσ+τ )−τ\Aσ contains an inner point).
Let A ⊂ Rn be closed, A 6∈ {∅,Rn} and reach(A) < r. Then there are σ ∈ (0, r), τ ∈ (0, r − σ)
such that (Aσ+τ )−τ\Aσ contains an inner point.
Proof. Let reach(A) < r. Then there is x ∈ Au\A for some u ∈ (0, r) and y, z ∈ A, y 6= z with
y, z ∈ ξ˜A(x). Let |x− y| = |x− z| =: t0 then 0 < t0 < r.
Case 1 Let x ∈ A◦t0 .
3 Then dist(x, ∂[At0 ]) > 0 and Bdist(x,∂[At0 ])+ε(x) ⊂ At0+ε for all ε > 0.
Choose 0 < ε < r − t0 and 0 < δ < min{2
−1 dist(x, ∂[At0 ]), 2
−1t0}. Then Bδ(x) ⊂ (At0+ε)−(ε+δ)
and for all w ∈ Bδ(x) holds
dist(w,A) ≥ dist(x,A)− |x− w| = t0 − |x− w| > t0 − δ
so that Bδ(x)∩At0−δ = ∅. Hence, x is an inner point of (At0+ε)−(ε+δ)\At0−δ, i.e. the proposition
holds for σ = t0 − δ and τ = ε+ δ.
Case 2 Let x ∈ ∂[At0 ]. Without loss of generality we might assume that y = −ae1, z = ae1
and x = be2 with t
2
0 = a
2 + b2 and a > 0. Let ε ∈ (0,min{r − t0, t0}). Then Bε(x) ⊂
(Bt0+ε(y) ∩Bt0+ε(z)) and the only elements of ∂Bt0+ε(y) ∩ ∂Bε(x) and ∂Bt0+ε(z) ∩ ∂Bε(x) are
x+ ε(x− y)/t0 and x+ ε(x − z)/t0, respectively. If these two points do not belong to ∂[At0+ε]
then dist(x, ∂[At0+ε]) > ε. Now,∣∣x+ εx− y
t0
− z
∣∣2 = ∣∣(1 + ε/t0)be2 − (1− ε/t0)ae1∣∣2
= (1 + ε/t0)
2b2 + (1− ε/t0)
2a2 = (1 + ε/t0)
2(a2 + b2)− 4εa2/t0
= (t0 + ε)
2 − 4εa2/t0 < (t0 + ε)
2,
3At first glance it might seem rather strange that dist(x,A) = t0 and x ∈ A
◦
t0 , but it is seen easily that this is
indeed possible, for example for A = ∂B1(0), x = 0 and t0 = 1.
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and hence x+ ε(x− y)/t0 ∈ Bt0+ε(z) and, by interchanging y and z we obtain x+ ε(x− z)/t0 ∈
Bt0+ε(y). Hence, we have shown that x lies in the interior of (At0+ε)−ε. This means that there
is δ > 0 such that Bδ(x) ⊂ (At0+ε)−ε. Now, Bδ(x)\At0 is open and non-empty, as x ∈ ∂[At0 ],
4
so that there must be w ∈ Bδ(x)\At0 and δ
′ > 0 with Bδ′(w) ⊂ Bδ(x)\At0 . Therefore w is an
inner point of (At0+ε)−ε\At0 . That is, we have shown the proposition for σ = t0 and τ = ε.
Lemma 2.7 (If reach(Rn\A) < r then A−σ\(A−(σ+τ))τ contains an inner point).
Let A ⊂ Rn be closed, A 6∈ {∅,Rn} and reach(Rn\A) < r. Then there are σ ∈ (0, r), τ ∈ (0, r−σ)
such that A−σ\(A−(σ+τ))τ contains an inner point.
Proof. Let reach(Rn\A) < r. Then there is x ∈ (Rn\A)u\Rn\A ⊂ A for some u ∈ (0, r) and
y, z ∈ ∂A, y 6= z with y, z ∈ ξ˜∂A(x). Let |x− y| = |x− z| =: t0 then 0 < t0 < r. Hence, x is an
inner point of A−(t0−δ) for δ ∈ (0, t0) and consequently Bδ(x) ⊂ A−(t0−δ), since
dist(w, ∂A) ≥ dist(x, ∂A) − |x− w| ≥ t0 − δ
holds for all w ∈ Bδ(x). In the same manner as in Lemma 2.6 Case 2 we can show that for every
small enough ε > 0 we have dist(x,A−(t0+ε)) > ε. Now, fix δ = min{
dist(x,A−(t0+ε))−ε
3 ,
t0
2 }, i.e.
especially ε+ 3δ ≤ dist(x,A−(t0+ε)). Then
dist(w,A−(t0+ε)) ≥ dist(x,A−(t0+ε))− |x− w| ≥ ε+ 2δ
holds for all w ∈ Bδ(x). This means we have
w 6∈ (A−(t0+ε))δ+ε = (A−(t0−δ+δ+ε))δ+ε
for all w ∈ Bδ(x), or in other words x is an inner point of A−(t0−δ)\(A−(t0−δ+δ+ε))δ+ε and thus
we have proven the proposition for σ = t0 − δ and τ = δ + ε.
2.1 Closed hypersurfaces of positive reach are C1,1 manifolds
Proposition 2.8 (Normal cones of closed hypersurfaces of positive reach are lines).
Let A be a closed hypersurface in Rn and reach(A) > 0. Then for a ∈ A there is a direction
s ∈ Sn−1 such that
NoraA = Rs and Nora int(A) = [0,∞)s. (11)
Proof. Clearly ξA(x) = a, x 6= a implies B|x−a|(x)∩A = ∅. By Lemma 2.2 and (8) we know that
for all a ∈ A there are x1 ∈ int(A), x2 ∈ ext(A), such that ξA(xi) = a and hence B|x1−a|(x1) ⊂
int(A), B|x2−a|(x2) ⊂ ext(A). Then we must have that x1, x2, a lie on a straight line, with a
between x1 and x2, as else |x1 − x2| < |x1 − a|+ |a− x2|, so that there would be a point
y = x1 + α
x2 − x1
|x2 − x1|
= x2 + (|x1 − x2| − α)
x1 − x2
|x1 − x2|
∈ B|x1−a|(x1) ∩B|x2−a|(x2)
with 0 ≤ α < |x1−a| and 0 ≤ |x1−x2|−α < |x2−a|. Obviously this contradicts int(A)∩ext(A) =
∅. Therefore, R(x1 − a) ⊂ NoraA, by (6), and with the same argument as above we can also
show that NoraA ⊂ R(x1 − a).
An s ∈ Sn−1 with [0,∞)s ⊂ Nora int(A) is called outer normal of a closed hypersurface A at a
and correspondingly −s an inner normal. If the outer normal is unique we denote it by ν(a).
4Note, that we had to distinguish the different cases, because we need Bδ(x)\At0 to be non-empty.
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Lemma 2.9 (Normals are continuous).
Let A be a closed hypersurface in Rn, reach(A) > 0, ak ∈ A, ak → a and sk ∈ S
n−1 be outer
normals for A at ak. Then sk → s and s ∈ S
n−1 is the outer normal of A at a.
Proof. Let (skl)l∈N be a subsequence. Then, as S
n−1 is compact, there is an u ∈ Sn−1 and a
further subsequence with sklm → u. Since ξA is continuous, see [Fed59, 4.8 Theorem (4)], we
have
aklm = ξA(aklm + tsklm )→ a = ξA(a+ tu) for all t < reach(A).
According to [Fed59, 4.8 Theorem (2)] holds u ∈ NoraA. By Proposition 2.8 there is a single
s ∈ Sn−1 such that u = s for all subsequences and s is outer normal of A at a. By Urysohn’s
principle we have sk → s.
The proof also shows that for any closed set of positive reach the limit of normals is a normal at
the limit point.
Lemma 2.10 (Closed hypersurface of positive reach is locally a graph).
Let A ⊂ Rn be a closed hypersurface, reach(A) > 0, a ∈ A such that NoraA = Rs and s ∈ S
n−1
is an outer normal. Then A is locally a graph over a+(NoraA)
⊥. Put more precisely, this means
that there is ε > 0 such that after a rotation and translation Φ : Rn → Rn, transforming a to 0
and s to en, we can write
Ψ : Rn−1 ⊃ Bε(0)→ Φ(Bε(a) ∩A), v 7→ (v, f(v)),
with a bijective function Ψ and a scalar function f : Rn−1 → R.
Proof. Assume that the proposition is not true. Without loss of generality we might assume
a = 0 and s = en. Then for every ε > 0 there are y = y(ε), z = z(ε) ∈ Bε(0) ∩ A, y 6= z
such that yi = zi, for i = 1, . . . , n − 1. Without loss of generality let 0 < yn < zn. If sy is the
outer normal at y, we know by Lemma 2.9 that αy := ∡(s, sy) → 0, for ε → 0. By elementary
geometry we have y+(0, t)en ⊂ Bt(y+ tsy), if sin(αy/2) ≤ 2
−1. This means that z ∈ Bt(y+ tsy)
for |y − z| = t < reach(A), if ε is small enough. But as we have seen in the proof of Proposition
2.8, we have Bt(y + tsy) ∩A = ∅. Contradiction.
The subdifferential of a function f : Ω→ R, Ω ⊂ Rn at x ∈ Ω is the set
∂f(x) :=
{
v ∈ Rn | lim inf
y→x
f(y)− f(x)− 〈v, y − x〉
|y − x|
≥ 0
}
,
see [RW98, Definition 8.3, (a) and 8(4), p.301].
The next lemma is a special case of [Lyt05, Proposition 1.4].
Lemma 2.11 (Closed hypersurface of positive reach are C1,1).
Let A ⊂ Rn be a closed hypersurface, reach(A) > 0. Then A is a C1,1 hypersurface.
Proof. Step 1 From Lemma 2.10 we know that we can write A locally as the graph of a real
function f . Let a ∈ A. Without loss of generality we assume that s = −en is the, thanks
to Lemma 2.8, unique outer normal of a at A and a = (x, f(x)). By the characterisation
of subdifferentials in terms of normal vectors [RW98, 8.9 Theorem, p.304f,] it is clear that
∂f(x) = {v}, where (v,−1) ∈ Nor(x,f(x)) epi(f) = [0,∞)s, corresponding to the normal of int(A).
Likewise ∂(−f)(x) = {−v}, where (−v,−1) ∈ Nor(x,−f(x)) epi(−f) = [0,∞)s, corresponding to
the normal of ext(A). This means that
lim
y→x
f(y)− f(x)− 〈v, y − x〉
|y − x|
= 0,
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as lim infy→x[−g(x)] = − lim supy→x g(x). Hence, f is differentiable at x and ∇f(x) = v. Let
xk → x0 and (∇f(xk),−1) ∈ Nor(xk,f(xk)) epi(f) = [0,∞)sk, |sk| = 1, k ∈ N0. Then, as we
have seen in Lemma 2.9, sk → s0 and there are tk ∈ [0,∞), such that (∇f(xk),−1) = tksk.
Additionally,
t0s
n
0 = −1 = tks
n
k ⇒ tk = t0
sn0
snk
→ t0,
and therefore ∇f(xk)→ ∇f(x0). This means the Jacobian matrix ∇f is continuous and hence
f is locally Lipschitz.
Step 2 Using [Fed59, 4.18 Theorem] and the abbreviations a := (x, f(x)), b± := (x±h, f(x±h))
we can estimate∣∣∣f(x− h)− 2f(x) + f(x+ h)√
1 + |∇f(x)|2
∣∣∣
=
∣∣∣−[f(x)− f(x− h) + 〈∇f(x), (x− h)− x〉]− [f(x)− f(x+ h) + 〈∇f(x), (x+ h)− x〉]√
1 + |∇f(x)|2
∣∣∣
≤
∣∣∣〈 [ x− h
f(x− h)
]
−
[
x
f(x)
]
,
1√
1 + |∇f(x)|2
[
∇f(x)
−1
]〉∣∣∣
+
∣∣∣〈 [ x+ h
f(x+ h)
]
−
[
x
f(x)
]
,
1√
1 + |∇f(x)|2
[
∇f(x)
−1
] 〉∣∣∣
= piNora A(b− − a) + piNora A(b+ − a) = dist(b− − a,TanaA) + dist(b+ − a,TanaA)
≤
|b− − a|
2
2t
+
|b+ − a|
2
2t
=
|(x− h)− x|2 + |f(x− h)− f(x)|2
2t
+
|(x+ h)− x|2 + |f(x+ h)− f(x)|2
2t
≤
c2
t
|h|2,
for t ≤ reach(A). Now, Proposition 2.12 implies that f is of class C1,1.
The interesting direction of the next very useful proposition can be found in [CH70, Lemma 2.1]
for a more general modulus of continuity; but as we are only interested in Hölder continuous
derivatives, we use this specialised version. We also found the proposition formulated in [Lyt05,
Lemma 2.1] in a form very close to the way we present it here. The idea of smoothing the
function came from [LTR05, Theorem 2.1].
Proposition 2.12 (Characterisation of C1,αloc functions).
Let Ω ⊂ Rn be open, f : Ω→ Rm bounded and 0 < α ≤ 1. Then the following are equivalent
• there are ρ > 0 and L > 0 such that for all x ∈ Ω holds f ∈ C1,α(Bρx(x),R
m) and
[Df |Bρx(x)]C0,α ≤ L, where ρx = min{dist(x, ∂Ω), ρ},
• there is C > 0 and δ > 0 such that for all x ∈ Ω and all |h| < δx = min{dist(x, ∂Ω), δ}
holds
|f(x− h)− 2f(x) + f(x+ h)| ≤ C|h|1+α.
Proof. Step 1 Let f be as requested in the first item. Obviously, it is enough to prove the
proposition for m = 1. Using Taylor’s Theorem for Lipschitz functions, Theorem 2.15, we know
f(x± h)− f(x) =
∫ 1
0
〈∇f(x± (1− t)h),±h〉dt
12
for all |h| < ρx, and we obtain
|f(x− h)− 2f(x) + f(x+ h)|
=
∣∣∣ ∫ 1
0
〈∇f(x+ (1− t)h), h〉 + 〈∇f(x− (1− t)h),−h〉dt
∣∣∣
≤
∫ 1
0
|〈∇f(x+ (1− t)h)−∇f(x− (1− t)h), h〉| dt
≤
∫ 1
0
L|[x+ (1− t)h]− [x− (1− t)h]|α|h| dt
≤ 2αL|h|1+α.
Step 2 Now let f be as specified in the second item. We estimate∣∣∣ ∞∑
k=0
2k(f(x)− 2f(x+ 2−(k+1)h) + f(x+ 2−kh))
∣∣∣ ≤ C ∞∑
k=0
2k(2−(k+1)|h|)1+α
= C2−(1+α)|h|1+α
∞∑
k=0
(2−α)k <∞,
(12)
so that the series converges uniformly in (x, h) on U :=
⋃
x∈Ω{x}×Bδx(0) by Weierstraß’M -Test.
As the lth partial sum is a telescoping sum, we easily compute
Sl(x, h) :=
l∑
k=0
2k(f(x)− 2f(x+ 2−(k+1)h) + f(x+ 2−kh))
=
l∑
k=0
2kf(x)−
l+1∑
k=1
2kf(x+ 2−kh) +
l∑
k=0
2kf(x+ 2−kh)
= (2l+1 − 1)f(x)− 2l+1f(x+ 2−(l+1)h) + f(x+ h)
= f(x+ h)− f(x)− |h|
f(x+ 2−(l+1)h)− f(x)
2−(l+1)|h|
.
(13)
Therefore for all (x, h) ∈ U , h 6= 0 the following limit exists (but might depend not only on the
direction, but also on the absolute value of h)
lim
l→∞
f(x+ 2−(l+1)h)− f(x)
2−(l+1)|h|
.
Step 3 Let x ∈ Ω and y, z ∈ Bδx/8(x), y 6= z. Clearly Bδx/8(x) ⊂ Bδz/2(z) and δx/2 ≤ δz ≤ 2δx.
Then there is l ∈ N0 with δz/2 ≤ 2
l+1|y − z| < δz. According to (13) we have
|Sl(z, 2
l+1(y − z))|
=
∣∣∣f(z + 2l+1(y − z))− f(z)− 2l+1|y − z|f(z + 2−(l+1)2l+1(y − z)) − f(z)
2−(l+1)2l+1|y − z|
∣∣∣
=
∣∣∣f(z + 2l+1(y − z))− f(z)− 2l+1|y − z|f(y)− f(z)
|y − z|
∣∣∣
and (12) yields
|Sl(z, 2
l+1(y − z))| ≤ C2−(1+α)|2l+1(y − z)|1+α
∞∑
k=0
(2−α)k
≤
(
C2−(1+α)|2l+2δx|
α
∞∑
k=0
(2−α)k
)
2l+1|y − z| =: c2l+1|y − z|.
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Now, we use the reverse triangle inequality and the boundedness of f , i.e. |f(x)| ≤ M for all
x ∈ Ω, to obtain
∣∣∣f(y)− f(z)
|y − z|
∣∣∣ ≤ c+ ∣∣∣f(z + 2l+1(y − z))− f(z)
2l+1|y − z|
∣∣∣ ≤ c+ 2M 2
δz
≤ c+
8M
δx
,
so that f is locally Lipschitz.
Step 4 In retrospect of Step 2 and Step 3 we know that the mapping
gi(x, λ) := lim
l→∞
f(x+ 2−(l+1)λei)− f(x)
2−(l+1)λ
, i = 1, . . . , n
is continuous on ⋃
x∈Ω
{x} × ([−δx, δx]\{0}),
thanks to the uniform limit theorem. Let fε be the mollification of f , i.e. the convolution with
standard mollifiers ηε. Fix x ∈ Ω and 0 < |λ| < δx/9. We now want to show that there is a
sequence εk ↓ 0 such that for all 0 < |λ| < δx/9 we have gi(x, λ) = limk→∞ ∂ifεk(x), regardless
of the value of λ. Since gi(x, λ) equals ∂if(x) at every point x ∈ Ω where f is differentiable,
which is almost every point of Ω, we know by elementary properties of mollifications on Sobolev
spaces, note C0,1 ⊂W 1,∞, that
∂ifε(x) =
(
ηε ∗ lim
l→∞
(f(·+ 2−lλei)− f(·)
2−lλ
))
(x) = (ηε ∗ gi(·, λ))(x),
for all 0 < |λ| < δx/9 and ε small enough. As ∂ifε(x) is bounded in ε, because f is Lipschitz
continuous, there is a sequence εk ↓ 0 such that limk→∞ ∂ifεk(x) = ai, or in other words, for
every ε˜ > 0 there is N1 = N1(ε˜), with |ai − ∂ifεk(x)| ≤ 2
−1ε˜ for all k ≥ N1. On the other hand
we find N2 = N2(ε˜), such that
|∂ifεk(x)− gi(x, λ)| = |ηεk(x) ∗ gi(x, λ)− gi(x, λ)| ≤ 2
−1ε˜
for all k ≥ N2, because gi(x, λ) is continuous. Putting the inequalities together we obtain
|ai − gi(x, λ)| ≤ |ai − ∂ifεk(x)|+ |∂ifεk(x)− gi(x, λ)| ≤ ε˜
for all k ≥ max{N1, N2}, i.e. gi(x, λ) = ai. By (12) and (13) this means |f(x+λei)−f(x)−aiλ| ≤
C|λ|1+α, so that f is partially differentiable at x with ∂if(x) = ai = gi(x, λ) with continuous
partial derivatives. Therefore f is differentiable.
Step 5 Let x ∈ Ω and y, z ∈ Bδx/8(x), y 6= z as in Step 3. Then
| lim
l→∞
Sl(z, y − z) + lim
l→∞
Sl(y, z − y)|
= |f(y)− f(z)− (y − z)∇f(z) + f(z)− f(y)− (z − y)∇f(y)|
= |y − z||∇f(y)−∇f(z)|
and (12) yields
| lim
l→∞
Sl(z, y − z) + lim
l→∞
Sl(y, z − y)| ≤ 2C2
−(1+α)|y − z|1+α
∞∑
k=0
(2−α)k =: C˜|y − z|1+α.
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2.2 Closed C1,1 hypersurfaces have positive reach
It is folklore that compact C1,1 submanifolds have positive reach and in fact this can even
be found in many remarks in the literature, see for example [Fu89, below 2.1 Definitions] or
[Lyt04, under Theorem 1.1], but, unfortunately, the author was not able to locate a single proof.
Therefore we show the statement in a special case, adapted to our needs.
Lemma 2.13 (Closed C1,1 hypersurfaces have positive reach).
Let A ⊂ Rn be a closed hypersurface of class C1,1. Then reach(A) > 0.
Proof. As A is C1,1 it can be locally written as a graph of a C1,1 function. By compactness
of A and Lebesgue’s Number Lemma we find ε, δ > 0 and a finite number N of functions
fk ∈ C
1,1(Bε(0),R), k = 1, . . . , N , Bε(0) ⊂ R
n−1 such that for every a ∈ A the set A∩Bδ(a) is,
after a translation and rotation, covered by the graph of a single fk.
Step 1 Let u, v ∈ A with |u − v| ≤ δ. Then both points lie in the graph of a function f = fk
and we can write u = (x, f(x)), v = (y, f(y)) for x, y ∈ Bε(0). The distance of v − u to TanuA
is given by the projection of v − u on the normal space NoruA, i.e.
dist(v − u,TanuA) =
∣∣∣〈 [ y
f(y)
]
−
[
x
f(x)
]
,
1√
1 + |∇f(x)|2
[
∇f(x)
−1
]〉∣∣∣
=
∣∣∣(y − x)∇f(x)− (f(y)− f(x))√
1 + |∇f(x)|2
∣∣∣ = ∣∣∣f(x)− f(y)−∇f(x)(x− y)√
1 + |∇f(x)|2
∣∣∣.
By Taylor’s Theorem for Lipschitz functions, Theorem 2.15, we can write
f(x) = f(a) +∇f(x) · (x− a) +
∫ 1
0
(1− s)(x− a)T [Hessf(a+ s(x− a))](x − a) ds
and estimate
dist(v − u,TanuA) ≤
∣∣∣ ∫ 1
0
(1− s)(x− y)T [Hessf(y + s(x− y))](x− y) ds
∣∣∣
≤ ‖Hessf‖L∞(Bε(0))|x− y|
2 ≤ ‖Hessf‖L∞(Bε(0))|v − u|
2.
Step 2 Let u, v ∈ A with |u− v| > δ. Then dist(v − u,TanuA) ≤ diam(A) <∞, so that
dist(v − u,TanuA) ≤ diam(A) ≤
diam(A)
δ2
|u− v|2.
Step 3 All in all we have shown
dist(v − u,TanuA) ≤ max
{diam(A)
δ2
, ‖Hessfk‖L∞(Bε(0)) | k = 1, . . . , N
}
|u− v|2,
for all u, v ∈ A. Now the proposition follows with [Fed59, 4.18 Theorem].
Theorem 2.14 (Taylor’s theorem for Sobolev functions).
Let I ⊂ R be a bounded open interval, k ∈ N. Then for all f ∈W k,1(I) and x, a ∈ I holds
f(x) =
k−1∑
i=0
f (i)(a)
i!
(x− a)i +
∫ x
a
f (k)(t)
(k − 1)!
(x− t)k−1 dt.
Proof. We can follow the usual proof by induction using the fundamental theorem of calculus
and integration by parts. This is possible, because the product rule, and therefore integration by
parts, also holds for absolutely continuous, and hence W 1,1, functions, see [Hei07, formula (3.4),
p.167].
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Theorem 2.15 (Taylor’s theorem for Lipschitz functions).
Let Ω ⊂ Rn be open, k ∈ N0. Then for all f ∈ C
k,1(Ω) and x, a ∈ Ω with x + [0, 1](a − x) ⊂ Ω
holds
f(x) =
k∑
|α|=0
Dαf(a)
α!
(x− a)α +
∑
|β|=k+1
k + 1
β!
∫ 1
0
(1− t)kDβf(a+ t(x− a))(x − a)β dt.
Proof. We always have Ck,1 ⊂ W k+1,∞, so that we can use the standard proof that applies
Taylor’s Theorem in dimension one, Theorem 2.14, to g = f ◦ h for h : [0, 1] → Ω with h(t) =
a + t(x − a). For this it is important that g ∈ W k,1([0, 1]), which is clear as f and h are both
Ck,1, hence g ∈W k+1,∞([0, 1]), and that [0, 1] is bounded.
3 Steiner formula and sets of positive reach
Proof of Theorem 1.2. The equivalence of the last three items is Theorem 1.3, Lemma 2.4 and
Lemma 2.5 together with (8).
Step 1 Let
V ((As)t) =
n∑
k=0
(
n
k
)
Wk(As)t
k (14)
for all s ∈ (−r, r) and −r < s+ t < r. We compute
V (As+t) =
n∑
k=0
(
n
k
)
Wk(A)(s + t)
k =
n∑
k=0
(
n
k
)
Wk(A)
k∑
i=0
(
k
i
)
sk−iti
=
n∑
k=0
k∑
i=0
(
n
k
)(
k
i
)
Wk(A)s
k−iti =
n∑
i=0
n∑
k=i
(
n
k
)(
k
i
)
Wk(A)s
k−iti
=
n∑
i=0
n∑
k=i
(
n
i
)(
n− i
k − i
)
Wk(A)s
k−iti =
n∑
i=0
(
n
i
)( n∑
k=i
(
n− i
k − i
)
Wk(A)s
k−i
)
ti.
(15)
By Lemma 2.4 holds V ((As)t) = V (As+t) for s, t > 0 or s, t < 0 with |s + t| < r, so that
comparing (14) with (15) yields
Wi(As) =
n∑
k=i
(
n− i
k − i
)
Wk(A)s
k−i. (16)
According to Lemma 2.4 we either have As+t ⊂ (As)t or (As)t ⊂ As+t for s ∈ (−r, r), −r <
s+ t < r. By (15) we obtain
V ((As)t) =
n∑
i=0
(
n
i
)
Wi(As)t
i =
n∑
i=0
(
n
i
)( n∑
k=i
(
n− i
k − i
)
Wk(A)s
k−i
)
ti = V (As+t), (17)
for s ∈ (−r, r) and −r < s + t < r. Assume reach(∂A) < r. Then the reach of int(∂A) = A or
ext(∂A) = Rn\A is strictly smaller than r. Now, we obtain a contradiction to (17) via Lemma
2.6 for s = σ + τ , t = −τ if reach(A) < r and via Lemma 2.7 for s = −(σ + τ), t = τ in case
reach(Rn\A) < r.
Step 2 Let the last three items hold. Then according to the second item of Lemma 3.1 for B = A,
s = t and (8) we have reach(As) ≥ reach(∂As) ≥ r − |s| for s ∈ (−r, r). Using Federer’s Steiner
formula for sets of positive reach, see [Fed59, 5.6 Theorem], we obtain (14) for all s ∈ (−r, r)
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and 0 < t < r − |s| and, obviously, this also holds for t = 0. In a first part we use this to prove
(14) for s ∈ (−r, r) and s ≤ s+ t < r. These results are then used in a second part to establish
(14) for s ∈ (−r, r) and −r < s+ t < r.
Part 1 Making use of Federer’s Steiner formula we can do a computation similar to (15) for
V ((As+t)u) = V ((As)t+u), 0 < t < r − |s| and 0 < u < r − |s| − t, note t+ u > 0, to obtain
Wi(As+t) =
n∑
k=i
(
n− i
k − i
)
Wk(As)t
k−i. (18)
For s ∈ [0, r) we already have (14) for all 0 ≤ t < r − s. Let s ∈ (−r, 0). Choose u ∈ (0, r − |s|)
and v ∈ (0, r−|s+u|). Now, again using Federer’s Steiner formula, we can compute V ((As+u)v)
and substitute (18), using the same tricks as in (15) and (17), to obtain
V ((As)u+v) = V ((As+u)v) =
n∑
k=0
(
n
k
)
Wk(As+u)v
k =
n∑
k=0
(
n
k
) n∑
j=k
(
n− k
j − k
)
Wj(As)u
j−kvk
=
n∑
j=0
j∑
k=0
(
j
k
)(
n
j
)
Wj(As)u
j−kvk =
n∑
j=0
(
n
j
)
Wj(As)(u+ v)
j .
This means we have shown (14) for all s ∈ (−r, 0) and u+ v = t ∈ (0, r− |s|+ r− |s+u|), where
r − |s|+ r − |s+ u| = 2r − u ≥ 2r − (r + s) = r + s if s+ u > 0
and
r − |s|+ r − |s+ u| = 2(r + s) + u ≥ r + s if s+ u ≤ 0.
Iteration yields (14) for all s ∈ (−r, r) and s ≤ s+ t < r.
Part 2 Let s ∈ (−r, r) and −r < s+ t < r. We want to obtain (14) for this range of parameters.
Choose 0 < u with −r < s + t + u < r and 0 < t + u. As in Part 1 we can use the Steiner
formula, now with the extended range from Part 1, to compute V ((As+t)u) = V ((As)t+u), which
yields (18) for s ∈ (−r, r) and −r < s+ t < r.5 This time choose 0 < u such that −r < s+ t−u.
Then by the Steiner formula from Part 1 holds
V ((As)t) = V ((As+t−u)u) =
n∑
k=0
(
n
k
) n∑
i=k
(
n− k
i− k
)
Wi(As)(t− u)
i−kuk
=
n∑
i=0
i∑
k=0
(
i
k
)(
n
i
)
Wi(As)(t− u)
i−kuk =
n∑
i=0
(
n
i
)
Wi(As)t
i.
Proof of Theorem 1.1. Except for the differences explained below the proof is the same as for
Theorem 1.2. For the very last part of the analog of Step 1 in the proof of Theorem 1.2 we
assume reach(A) < r and then obtain a contradiction to to (17) via Lemma 2.6 for s = σ + τ ,
t = −τ . For the analog of Step 2 it is enough to have reach(A) > 0, because we do not have to
use Lemma 3.1, as we can simply employ [Fed59, 4.9 Corollary] to obtain reach(As) ≥ r − s for
s ∈ (0, r). Then we can follow the other steps, skipping the middle part, to obtain the desired
result.
5Note that this range could not be covered in the Part 1, because the range of u there is restricted to 0 < u <
r − |s+ t|, so that V ((As+t)u) can be expanded in u via the Steiner formula. This is why we first had to extend
the range to 0 < u < r − (s+ t).
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Lemma 3.1 (Parallel surfaces and normals).
Let A be a closed hypersurface with reach(A) > t > 0. Denote B := int(A).
• The mapping ϕt : A→ ∂[B±t], a 7→ a± tν(a) is bijective and ν(a) = ν(ϕt(a)).
• The boundary ∂[B±t] is a C
1,1 manifold with reach(∂[B±t]) ≥ reach(A)− t.
• If A is the boundary of a convex set with non-empty interior we have reach(∂[B±t]) =
reach(A)± t.
Proof. That ϕt is injective is a direct consequence of Lemma 2.3. On the other hand we have
ξA(x) =: a ∈ A for every x ∈ ∂[B±t] and hence x−a ∈ NoraA, so that x = a+ t(x−a)/|x−a| =
ϕt(a). The coincidence of normals is a consequence of (6) and [Fed59, 4.9 Corollary]. From the
alternative characterisation of reach in Lemma 2.3 we infer the estimate for reach(∂[B±t]). Now
let A be the boundary of a closed convex set B with non-empty interior. As B±t is convex, see
[Had55, §6,p.17], it is clear that reach(B±t) = ∞, so that the formula for reach(∂[B±t]) follows
from Lemma 2.3 and (8). The C1,1 regularity is a consequence of Theorem 1.3.
3.1 Hadwiger’s Problem
Proof of Theorem 1.4. The equivalence of the first three items is actually shown in [HCS10a,
proof of Theorem 1.1] and the equivalence of the last two items is Theorem 1.2.
Step 1 Let K = (K−r)r and x ∈ Br(∂K). If x ∈ ext(∂K) we have a unique projection ξ∂K(x),
so let x ∈ int(∂K). We know that K−r is convex and, as x ∈ ext(∂(K−r)) ∪ ∂(K−r), we have a
unique projection y = ξ∂(K−r)(x). Let {z} = [0,∞)(x − y) ∩ ∂K. Then ξ∂(K−r)(z) = y by (7),
as K−r is convex and hence reach(K−r) = ∞. Then Br(y) ⊂ K and |z − y| = r. This means
z ∈ ξ˜∂K(y) and consequently ξ∂K(x) = z, see Lemma 2.1. Therefore reach(∂K) ≥ r.
Step 2 Let reach(∂K) ≥ r. Then according to Theorem 1.2, we have a Steiner formula for every
Ks, s ∈ (−r, r). This directly yields (16) and W
′
i (s) = (n− i)Wi+1(s) for the quermaßintegrals.
Hence K ∈ Rn−1(r).
3.2 Gradient flow of mean breadth
Before we start to prove (3) in Proposition 1.5 we should at least, very briefly, explain the
notation that is specific to gradient flows on metric spaces. For a curve x : I → X from an
interval I to a metric space X we define the metric derivative |x˙(t0)| at a point t0 ∈ I by
|x˙(t0)| := lim
t→t0
t∈I
d(x(t), x(t0))
|t− t0|
if this limit exists. The slope |∇F |(x0) of map F : X → R at a point x0 ∈ X is set to be
|∇F |(x0) := lim sup
x→x0
(F (x0)− F (x))+
d(x0, x)
,
where (a)+ := max{a, 0} for a ∈ R. A curve x : I → X in a metric space (X, d) is called
absolutely continuous if there is a function f ∈ L1(I) such that
d(x(s), x(t)) ≤
∫ t
s
f(y) dy for all s, t ∈ I with s < t.
Lemma 3.2 (Computation of the slope |∇Wi|).
For all K ∈ K1,1 we have |∇Wi|(K) = (n− i)Wi+1(K) for i = 0, . . . , n− 1.
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Proof. Let t < reach(∂K). According to [Gru07, Theorem 6.13 (iv), p.105] the quermaßintegrals
Wi are monotonic with regard to inclusion, i.e. for L ⊂ K we have Wi(L) ≤ Wi(K). Hence the
set in Bt(K)∩K
1,1 with least Wi is K−t. Here Bt(K) is the closed ball about K with regard to
the Hausdorff metric. We compute
sup
L∈Bt(K)∩K1,1
(Wi(K)−Wi(L))+ = Wi(K)−Wi(K−t)
and consequently with the help of Theorem 1.4
|∇Wi|(K) = lim sup
L→K
L∈K1,1
(Wi(K)−Wi(L))+
dH(K,L)
= lim sup
t→0
Wi(K)−Wi(K−t)
t
= W ′i (0) = (n− i)Wi+1(0) = (n− i)Wi+1(K).
Notice for dH(K,L) = t is (Wi(K)−Wi(L))+ ≤Wi(K)−Wi(K−t).
Proof of Proposition 1.5. We have dH(x(s), x(t)) = ωn(t − s) for s < t, so that x is absolutely
continuous. For u ∈ (0, ω−1n reach(∂K)) holds
|x˙(u)| = lim
h→0
dH(x(u+ h), x(u))
|h|
=
ωn|h|
|h|
= ωn.
By Lemma 3.2 we already know |∇Wn−1|(C) = Wn(C) = ωn for all C ∈ K
1,1 and together with
Wn−1(K−t) = Wn−1((K−t)t)−Wn(K−t)t = Wn−1(K)− ωnt,
from the usual expansion (16) of Wi with (K−t)t = K from the proof of Theorem 1.2, we have
proven (3).
Clearly x(t)→ x(T ) for t→ T and x(T ) is a compact, convex set and hence either contained in a
lower dimensional affine subspace or it has non-empty interior. Assume that x(T ) has non-empty
interior and ∂x(T ) has positive reach. Then, by Theorem 1.3, ∂x(T ) is of class C1,1 and we must
have ν∂K(a) = ν∂K−ωnT (a − ωnTν∂K(a)) for all a ∈ ∂K. Thus, we obtain a contradiction to
ωnT = reach(∂K) in the representation of Lemma 2.3, because there must be an ε neighbourhood
of ∂x(T ), where the normals cannot intersect, as reach(∂x(T )) > 0.
A Quermaßintegrals as mean curvature integrals
Lemma A.1 (Quermaßintegrals as mean curvature integrals).
Let A ⊂ Rn, ∂A a closed hypersurface with reach(∂A) > 0. Then
Wi(A) = n
−1
∫
∂A
H
(n−1)
i−1 (κ1, . . . , κn−1) dH
n−1, (19)
where H
(k)
j is the jth elementary symmetric polynomial in k variables, i.e.
H
(k)
j (x1, . . . , xk) :=
(
k
j
)−1 ∑
1≤l1<...<lj≤k
xl1 . . . xlj
for j = 1, . . . , k and H
(k)
0 = 1.
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Proof. By Lemma 2.11 we can write ∂A locally as the graph of a function f ∈ C1,1(Ω,R), Ω ⊂
R
n−1. Note, that the Hessian Hess f of f is symmetric almost everywhere. For ρ < reach(∂A)
we define the mapping
Φ : Ω× (0, ρ)→ Rn,
[
x
t
]
7→
[
x
f(x)
]
+ t(1 + |∇f(x)|2)−1/2
[
∇f(x)
−1
]
,
which is bijective onto its image. The vector after the factor t is equal to ν((x, f(x))). As f and
ν are Lipschitz continuous, the same holds for Φ. This means we can extend Φ to a Lipschitz
mapping on the whole Rn−1 by Kirszbraun’s Theorem [Fed69, 2.10.42 Theorem, p.201] and then
use the area formula [Fed69, 3.2.3 Theorem, p.243] to compute
Hn(Φ(Ω× (0, ρ))) =
∫
Ω×(0,ρ)
|det(DΦ(y))| dy.
For the Jacobian matrix DΦ we obtain
DΦ(x, t) =
[
En−1 0(n−1)×1
∇f(x)T 01×1
]
+ t
[
(∂1ϕ(x))
[
∇f(x)
−1
]
. . . (∂n−1ϕ(x))
[
∇f(x)
−1
]
0n×1
]
+ tϕ(x)
[
Hess f(x) 0(n−1)×1
01×(n−1) 01×1
]
+ ϕ(x)
[
0(n−1)×(n−1)∇f(x)
01×(n−1) −1
]
for almost every x ∈ Ω, where Ek is the identity matrix of size k and we abbreviate ϕ(x) :=
(1 + |∇f(x)|2)−1/2. Now we can use the last column of the last matrix to eliminate the whole
second matrix and the last row of the first matrix, to obtain a matrix[
En−1 +∇f(x)[∇f(x)]
T + tϕ(x)Hess f(x) ϕ(x)∇f(x)
01×(n−1) −ϕ(x)
]
with the same determinant as DΦ(x). For the surface described by the graph of f the metric
tensor is given by B := En−1+∇f(x)[∇f(x)]
T and the curvature tensor by C := ϕ(x)Hess f(x),
note det(B) = 1 + |∇f(x)|2 = ϕ(x)−2. This means the eigenvalues of M := B−1C are the
principal curvatures κi, so that the eigenvalues of En−1 + tM are 1 + tκi. Hence
det(DΦ) = det
([B + tC ϕ∇f
01×(n−1) −ϕ
])
= ϕdet
([B(En−1 + tM) ∇f
01×(n−1) −1
])
= −ϕdet(B) det(En−1 + tM) = − det(B)
1/2
n−1∏
i=1
(1 + tκi)
= − det(B)1/2
( n−1∑
i=0
(
n− 1
i
)
H
(n−1)
i (κ1, . . . , κn−1)t
i
)
.
Therefore
Hn(Φ(Ω× (0, ρ))) =
∫
Ω×(0,ρ)
|det(DΦ(y))|dy
=
n−1∑
i=0
1
i+ 1
(
n− 1
i
)∫
Ω
H
(n−1)
i (κ1, . . . , κn−1)ρ
i+1 det(B)1/2 dx
=
n∑
j=1
(
n
j
)
n−1
∫
graph(f)
H
(n−1)
j−1 (κ1, . . . , κn−1) dH
n−1 ρj .
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Adding Hn(A) and using a covering of ∂A by graphs together with the appropriate partition of
unity we obtain
V (Aρ) = H
n(Aρ) = H
n(A) +
n∑
j=1
(
n
j
)
n−1
∫
∂A
H
(n−1)
j−1 (κ1, . . . , κn−1) dH
n−1 ρj
comparing this with the Steiner formula (1) yields (19).
Remark A.2 (Mean breadth for n = 2 and n = 3).
In the special cases of dimension n = 2 and n = 3 the statement of Lemma A.1 for i = n− 1 is
Wn−1(K) = 2
−1H1(∂K) for n = 2,
Wn−1(K) = 3
−1
∫
∂K
H dH2 for n = 3, (20)
where H is the usual mean curvature. The coefficient Wn−1(K) is, at least in the convex case,
usually called mean breadth of K
Remark A.3 (Gauß-Bonnet Theorem for sets of positive reach).
Note that the representation of quermaßintegrals of sets bounded by hypersurfaces of positive
reach as mean curvature integrals, Lemma A.1, easily gives us a Gauß-Bonnet Theorem for these
surfaces ∫
∂A
KG dσ = nWn(A) = nωnχ(A),
where KG is the Gauß curvature. Note that here the dimension n does not have to be odd, as
in the generalized Gauß-Bonnet Theorem.
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