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Abstract
Theorems of approximation of Gaussian processes for the sequential empirical process of the
permutations of independent random variables are established. The results are applied to simulate critical
values for the functionals of sequential empirical processes used in change point analysis. The proofs are
based on the properties of rank statistics and negatively associated random variables.
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1. Introduction and change point analysis
Let X1,n, X2,n, . . . , Xn,n be real-valued independent random variables for each n, and
let (R(1), R(2), . . . , R(n)) be a random permutation of (1, 2, . . . , n), independent of X =⋃∞
n=1 σ {X1,n, X2,n, . . . , Xn,n}. Denote the empirical process of the permutations of independent
random variables by
βn(x, t) = n−1/2
∑
1≤i≤nt
(I {XR(i),n ≤ x} − Fn(x)), 0 ≤ t ≤ 1 and x ∈ R, (1.1)
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where
Fn(x) = 1n
∑
1≤i≤n
I {X i,n ≤ x}.
The main objective of this paper is to establish a theorem of approximation of βn to a Gaussian
process.
Our interest grew out of problems in change point analysis. One of the most often studied
problems in change point analysis is the detection of a possible change in the distribution of the
independent observations X1,n, X2,n, . . . , Xn,n . It is assumed that under the null hypothesis that
H0 : X1,n, X2,n, . . . , Xn,n are identically distributed random variables.
The common unknown distribution function is denoted by F0(x). One possible alternative is that
there are M changes in the distributions:
Ha : there are 0 = τ0 < τ1 < · · · < τM < τM+1 = 1 such that
P{X[nτi ]+1,n ≤ x} = · · · = P{X[nτi+1],n ≤ x} = F(i+1)(x), 0 ≤ i ≤ M.
The distribution functions F(1)(x), F(2)(x), . . . , F(M+1)(x) are different and unknown.
The most often used method is based on splitting the data into two subsets and comparing the
empirical distribution functions (cf. Carlstein [3] and Section 2.6 in Cso¨rgo˝ and Horva´th [5]). Let
Fk,n(x) = 1k
∑
1≤i≤k
I {X i,n ≤ x} and Fˆn−k,n(x) = 1n − k
∑
k<i≤n
I {X i,n ≤ x}
denote the empirical distribution functions of the sub-samples X1,n, . . . , Xk,n and
Xk+1,n, . . . , Xn,n . Since the times of the possible changes are unknown, we consider the
maximally selected Kolmogorov–Smirnov statistic
Tn1 = max
1≤k<n
k(n − k)
n3/2
sup
x∈R
|Fk,n(x)− Fˆn−k(x)|,
the maximally selected Crame´r–von Mises statistic
Tn2 = max
1≤k<n
(
k(n − k)
n3/2
)2 ∫
R
(Fk,n(x)− Fˆn−k,n(x))2dFn(x)
and the analogue of the Kuiper statistic
Tn3 = max
1≤k<n
k(n − k)
n3/2
{
sup
x∈R
(Fk,n(x)− Fˆn−k,n(x))− inf
x∈R
(Fk,n(x)− Fˆn−k,n(x))
}
.
To use these statistics for statistical inference, we need to know the distributions or at least the
limiting distributions of these statistics. Our first result serves this purpose. Let x∧y = min(x, y).
Theorem 1.1. If H0 holds, then
Tn1
D−→ sup
t∈[0,1]
sup
x∈R
|K (x, t)|, (1.2)
Tn2
D−→ sup
t∈[0,1]
∫
R
K 2(x, t)dF0(x), (1.3)
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and
Tn3
D−→ sup
t∈[0,1]
{
sup
x∈R
K (x, t)− inf
x∈R
K (x, t)
}
, (1.4)
where K (x, t) is a Gaussian process with EK (x, t) = 0, E{K (x, t)K (y, s)} = (F0(x ∧ y) −
F0(x)F0(y))(t ∧ s − ts) for x, y ∈ R and 0 ≤ s, t ≤ 1.
The asymptotic properties of the statistics Tn1, Tn2 and Tn3 are simple under the alternative
Ha . Using the Glivenko–Cantelli theorem one can easily verify that
sup
t∈[0,1]
sup
x∈R
|t (1− t)(F[nt](x)− Fˆn−[nt](x))− G(x, t)| = oP (1), as n →∞, (1.5)
where G(x, t) = τ1F(1)(x) + · · · + (τk − τk−1)F(k)(x) + (t − τk)F(k+1)(x) − tG0(x) if
τk ≤ t ≤ τk+1, 0 ≤ k ≤ M with
G0(x) =
∑
0≤i≤M
(τi+1 − τi )F(i+1)(x). (1.6)
For example, if G(x, t) 6= 0 for some t and x , then under Ha , Tn1 → ∞ and Tn3 → ∞ in
probability. If for some t∫
R
G2(x, t)dG0(x) > 0,
then Tn2 →∞ in probability.
Note that if F0 is continuous, then the limiting distributions in (1.2)–(1.4) do not depend on F0.
However, even in this case the exact distribution functions are unknown. Fortunately, we can use
the permutation method proposed by Husˇkova´ [14] (cf. also Du¨mbgen [8–10]) to simulate critical
values for the statistics Tn1, Tn2 and Tn3. Let (R(1), R(2), . . . , R(n)) be a random permutation
of (1, 2, . . . , n), independent of X =⋃∞n=1 σ {X1,n, X2,n, . . . , Xn,n}. Define
Fk,pi (x) = 1k
∑
1≤i≤k
I {XR(i),n ≤ x} and Fˆn−k,pi (x) = 1n − k
∑
k<i≤n
I {XR(i),n ≤ x}.
Using Fk,pi (x) and Fˆn−k,pi (x) instead of Fk,n(x) and Fˆn−k,n(x) respectively, we define
Tn1,pi = max
1≤k<n
k(n − k)
n3/2
sup
x∈R
|Fk,pi (x)− Fˆn−k,pi (x)|,
Tn2,pi = max
1≤k<n
(
k(n − k)
n3/2
)2 ∫
R
(Fk,pi (x)− Fˆn−k,pi (x))2dFn(x)
and the analogue of the Kuiper statistic
Tn3,pi = max
1≤k<n
k(n − k)
n3/2
{
sup
x∈R
(Fk,pi (x)− Fˆn−k,pi (x))− inf
x∈R
(Fk,pi (x)− Fˆn−k,pi (x))
}
.
The next theorem shows that the permutation statistics converge in distribution for almost all
realizations of X under H0 and the limits are the same as those in Theorem 1.1. Throughout this
paper PX , EX and varX denote the conditional distribution, the conditional expected value and
the conditional variance given X , respectively.
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Theorem 1.2. If H0 holds, then for almost all realizations of X we have
Tn1,pi
D−→ sup
t∈[0,1]
sup
x∈R
|K ∗(x, t)|, (1.7)
Tn2,pi
D−→ sup
t∈[0,1]
∫
R
(K ∗(x, t))2dF0(x)
and
Tn3,pi
D−→ sup
t∈[0,1]
{
sup
x∈R
K ∗(x, t)− inf
x∈R
K ∗(x, t)
}
,
where conditionally on X , K ∗(x, t) is a Gaussian process with EX K ∗(x, t) = 0,
EX K ∗(x, t)K ∗(x, s) = (t ∧ s − ts)(F0(x ∧ y)− F0(x)F0(y)).
The next result shows that in contrast to Tni
P→ ∞ (i = 1, 2, 3) under Ha , the permutated
statistics Tni,pi (i = 1, 2, 3) converge in distribution under the change point alternative.
Theorem 1.3. If Ha holds, then for almost all realizations of X we have
Tn1,pi
D−→ sup
t∈[0,1]
sup
x∈R
|K a(x, t)|, (1.8)
Tn2,pi
D−→ sup
t∈[0,1]
∫
R
(K a(x, t))2dG0(x)
and
Tn3,pi
D−→ sup
t∈[0,1]
{
sup
x∈R
K a(x, t)− inf
x∈R
K a(x, t)
}
,
where conditionally on X , K a(x, t) is a Gaussian process with EX K a(x, t) = 0,
EX K a(x, t)K a(y, s) = (t ∧ s − ts)(G0(x ∧ y)− G0(x)G0(y)), and G0 is defined in (1.6).
The results in Theorems 1.1–1.3 can be used to establish the asymptotic validity of the
permutation method when critical values are simulated. For any 0 < α < 1 we define
cn(α) = min
{
z : PX {Tn1,pi ≥ z} ≤ α
}
.
By Theorems 1.2 and 1.3, cn(α) converges in probability to some constant under H0 as well as
under Ha . The value of the limit may depend on if H0 or Ha holds. We note that if F0 and G0
are both continuous, then the limiting distributions in Theorems 1.2 and 1.3 are distribution free
and hence the limit of cn(α) is the same under both H0 and Ha . In general, under H0
lim sup
n→∞
P{Tn1 ≥ cn(α)} ≤ α (1.9)
and under Ha we have
lim
n→∞ P{Tn1 ≥ cn(α)} = 1,
establishing the consistency of our procedure. If F0 is continuous, then (1.9) can be replaced
with P{Tn1 ≥ cn(α)} → α. So using the critical values provided by the permutation method, the
asymptotic size of the test is exactly α. Similar arguments can be used to establish the consistency
of the permutation method for Tn2 and Tn3.
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Theorems 1.1–1.3 are immediate consequences of the approximations in the next section.
Remark 1.1. If {X1,n, X2,n, . . . , Xn,n} are Rd -valued random vectors, to test changes in
distribution, one can consider {g(X1,n), g(X2,n), . . . , g(Xn,n)} and then apply the results in this
section, where g is a Rd → R measurable function.
2. Convergence of empirical processes
Let
X1,n, X2,n, . . . , Xn,n be independent random variables for each n, (2.1)
taking values in R and X = ⋃∞n=1 σ {X1,n, X2,n, . . . , Xn,n} as in Section 1. The statistics
T1n, T2n, T3n and several other very often used statistics can be written as functionals of the
two-time parameter tied down empirical process:
αn(x, t) = n−1/2
{ ∑
1≤i≤nt
I {X i,n ≤ x} − t
∑
1≤i≤n
I {X i,n ≤ x}
}
, 0 ≤ t ≤ 1 and x ∈ R.
The study of empirical processes in this section will be based on approximations to a Gaussian
process. The approximation method not only implies weak convergence but also provides
information on the rate of convergence to the limit. Since the original probability space always
can be extended to include all approximating processes, we can and will assume that all random
variables and processes introduced so far and later on can be defined on our probability space.
For the validity of this argument we refer the reader to Berkes and Philipp [1] and De Acosta [7]
(cf. also Section A.2 in Cso¨rgo˝ and Horva´th [4]).
The weak convergence of αn(x, t) is an immediate consequence of the following result:
Theorem 2.1. We assume that (2.1) holds and X1,n, X2,n, . . . , Xn,n are identically distributed
random variables with distribution function F0(x). There are Gaussian processes Kn(x, t) with
EKn(x, t) = 0, EKn(x, t)Kn(y, s) = (F0(x ∧ y)− F0(x)F0(y))(t ∧ s − ts) such that
sup
t
sup
x
|αn(x, t)− Kn(x, t)| = O(n−1/2(log n)2) a.s. (2.2)
In general, the distribution functions of the functionals of K1(x, t) are unknown (note
that the distribution of Kn(x, t) does not depend on n). To simulate the critical values of
functionals of αn(x, t), Hus˘kova´ [14] proposed a simple procedure based on permutations.
Let (R(1), R(2), . . . , R(n)) be a random permutation of (1, 2, . . . , n), independent of X =⋃∞
n=1 σ {X1,n, X2,n, . . . , Xn,n}. Similarly to αn(x, t), we define βn(x, t) as in (1.1). We will
establish the weak convergence of βn(x, t) under the condition that there is a distribution function
F(x) such that
sup
x∈R
∣∣∣∣∣1n ∑1≤i≤n P{X i,n ≤ x} − F(x)
∣∣∣∣∣ = O(n−3/4). (2.3)
It is clear that (2.3) holds with F(x) = F0(x), if X1,n, X2,n, . . . , Xn,n are identically distributed
random variables with distribution function F0(x). If we have changes in the distributions at times
[nτ1], [nτ2], . . . , [nτM ], and the distribution during times (0, [nτ1]] is F(1), during ([nτ1], [nτ2]]
L. Horva´th, Q.-M. Shao / Stochastic Processes and their Applications 117 (2007) 1870–1888 1875
is F(2), . . ., during ([nτM ], n] is F(M+1), then (2.3) holds with F(x) = G0(x), where G0(x) is
defined in (1.6).
Our main result says that βn(x, t) can be approximated with the tied down empirical process
of independent and identically distributed random variables.
Theorem 2.2. We assume that (2.1) and (2.3) hold. Then for almost all realizations of X
there are independent and identically distributed random variables ξ1,n, ξ2,n, . . . , ξn,n with
distribution function Fn(x) = 1n
∑
1≤i≤n I {X i,n ≤ x} such that
PX
{
lim sup
n→∞
n1/4
log n
sup
t
sup
x
|βn(x, t)− β∗n (x, t)| ≤ 9
}
= 1,
where
β∗n (x, t) = n−1/2
( ∑
1≤i≤nt
I {ξi,n ≤ x} − t
∑
1≤i≤n
I {ξi,n ≤ x}
)
.
By Theorem 2.2, the asymptotic properties of βn(x, t) can be derived from results on β∗n (x, t),
which is based on independent and identically distributed variables.
Theorem 2.3. We assume that (2.1) and (2.3) hold. Then for almost all realizations of X
we can find Gaussian processes Hn(x, t) with EX Hn(x, t) = 0, EX Hn(x, t)Hn(y, s) =
(t ∧ s − ts)(Fn(x ∧ y)− Fn(x)Fn(y)) such that
PX
{
lim sup
n→∞
n1/4
log n
sup
t
sup
x
|βn(x, t)− Hn(x, t)| < ∞
}
= 1. (2.4)
The weak convergence of βn(x, t), due to Du¨mbgen [9], is an immediate consequence of
Theorem 2.3.
Corollary 2.1. We assume that (2.1) and (2.3) hold and F is a continuous distribution function.
Then for almost all realizations of X
βn(x, t) −→ H¯(x, t) in D([−∞,∞] × [0, 1]), (2.5)
where H¯(x, t) is a Gaussian process with EX H¯(x, t) = 0, EX H¯(x, t)H¯(y, s) = (t ∧ s −
ts)(F(x ∧ y)− F(x)F(y)).
Next corollary gives the rate of convergence in (2.5).
Corollary 2.2. We assume that (2.1) and (2.3). Then for almost all realizations of X we can
define Gaussian processes H¯n(x, t) with EX H¯n(x, t) = 0, EX H¯n(x, t)H¯n(y, s) = (t ∧ s −
ts)(F(x ∧ y)− F(x)F(y)) such that
PX
{
lim sup
n→∞
n1/4
(log n)3/8
sup
t
sup
x
|βn(x, t)− H¯n(x, t)| < ∞
}
= 1.
This paper is organized as follows. Since conditionally on X , βn(x, t) is a rank statistic for
every x ∈ R, Section 3 provides some results on linear rank statistics. Lemma 3.1 generalizes a
famous result of Ha´jek [11] on the approximation of rank statistics with functions of independent
and identically distributed random variables. The proofs of the main results in this section are
postponed to Section 4.
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3. Approximations for rank statistics
Let U1,U2, . . . ,Un be independent and identically distributed random variables, uniformly
distributed on [0, 1). The vectorU() = (U(1), . . . ,U(n)) denotes the corresponding uniform order
statistics. Let {b(i), 1 ≤ i ≤ n} be a sequence of real numbers, let τ = (τ (1), τ (2), . . . , τ (n)) be
a permutation of (1, 2, . . . , n) such that
b(τ (1)) ≤ b(τ (2)) ≤ · · · ≤ b(τ (n)) (3.1)
and let pi = (pi(1), . . . , pi(n)) denote the inverse of τ . Our first result provides an upper bound
for the moment generating function of
Tn =
∑
1≤i≤n
{b(i)− b(τ (1+ [nU(pi(i))]))}2.
Lemma 3.1. If
t > 0, t max
1≤i≤n
(b(i)− b¯n)2 ≤ 1/4, (3.2)
then
E exp(tTn) ≤ 2 exp
(
8t2 max
1≤i≤n
(b(i)− b¯n)2
∑
1≤ j≤n
(b( j)− b¯n)2
)
, (3.3)
where
b¯n = 1n
∑
1≤i≤n
b(i).
Remark 3.1. If τ is a permutation of (1, 2, . . . , n) such that
b(τ (1)) ≥ b(τ (2)) ≥ · · · ≥ b(τ (n)),
then Lemma 3.1 remains true.
The proof of Lemma 3.1 is based on the following elementary result.
Lemma 3.2. Let Z be a binomial random variable with parameters (n, p). Then
E exp(t |Z − np|) ≤ 2 exp(nt2min(p, 1− p)) for all 0 ≤ t ≤ 1. (3.4)
Proof. Without loss of generality we can assume that 0 < p ≤ 1/2. Otherwise, consider n − Z .
For all 0 ≤ t ≤ 1 we have
E exp(t |Z − np|) ≤ E exp(t (Z − np))+ E exp(−t (Z − np))
= (e−tp(1+ p(et − 1)))n + (etp(1+ p(e−t − 1)))n
≤ exp(np(et − 1− t))+ exp(np(e−t − 1+ t))
≤ 2 exp(npt2),
using the inequalities log(1+ h) ≤ h (h > −1) and ex ≤ 1+ x + x2 if |x | ≤ 1. 
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Proof of Lemma 3.1. Notice that
Tn =
∑
1≤i≤n
{b(τ (i))− b(τ (1+ [nU(i)]))}2.
In view of (3.1), we can assume without loss of generality that
b(1) ≤ b(2) ≤ · · · ≤ b(n). (3.5)
Otherwise, consider b∗(i) = b(τ (i)). Following the proof of Lemma 2.1 in Ha´jek [11], the proof
will be done in three steps.
Step 1. Assume that 0 = b(1) ≤ b(2) ≤ b(3) ≤ · · · ≤ b(n). Introducing
(x) =
{
1 if x ≥ 1
0 if x < 1.
we can write
b(i) =
∑
1≤ j≤i−1
(b( j + 1)− b( j)) =
∑
1≤ j≤n−1
c j(i − j),
where c j = b( j + 1)− b( j). Thus we have
(b(i)− b(1+ [nU(i)]))2 =
∑
1≤k≤n−1
∑
1≤ j≤n−1
ckc j ((i − k)− (1+ [nU(i)] − k))
× ((i − j)− (1+ [nU(i)] − j)). (3.6)
Since (x) is increasing and takes on only the values 0 and 1, we get that
((i − k)− (1+ [nU(i)] − k))((i − j)− (1+ [nU(i)] − j))
≤ ((i −max(k, j)))− ((1+ [nU(i)] −max(k, j)))2. (3.7)
For any 1 ≤ ` ≤ n − 1, let K` denote the number of the U ′i s less than `/n. Clearly,
U(K ) < `/n ≤ U(K+1). Then (see (2.9) in Ha´jek [11])∑
1≤i≤n
((i − `)− (1+ [nU(i)] − `))2 = |K` − `|. (3.8)
Therefore by (3.6)–(3.8) we have
Tn =
∑
1≤k≤n−1
∑
1≤ j≤n−1
ckc j
∑
1≤i≤n
((i − k)− (1+ [nU(i)] − k))
× ((i − j)− (1+ [nU(i)] − j))
≤
∑
1≤k≤n−1
∑
1≤ j≤n−1
ckc j |Kmax(k, j) −max(k, j)|. (3.9)
Clearly, K` is a binomial random variable with parameters (n, `/n). Next we use (3.9) and then,
on account of ckc j/b2(n) > 0 and
∑
1≤k, j≤n−1 ckc j/b2(n) = 1, the Jensen inequality results
in
E exp(tTn) ≤ E exp
(
t
∑
1≤k≤n−1
∑
1≤ j≤n−1
ckc j |Kmax(k, j) −max(k, j)|
)
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= E
∏
1≤k≤n−1
∏
1≤ j≤n−1
{exp(tb2(n)|Kmax(k, j) −max(k, j)|)}ckc j /b2(n)
≤
∏
1≤k≤n−1
∏
1≤ j≤n−1
{E exp(tb2(n)|Kmax(k, j) −max(k, j)|)}ckc j /b2(n). (3.10)
Now we apply Lemma 3.2 and get for all 0 ≤ tb2(n) ≤ 1∏
1≤k≤n−1
∏
1≤ j≤n−1
{E exp(tb2(n)|Kmax(k, j) −max(k, j)|)}ckc j /b2(n)
≤
∏
1≤k≤n−1
∏
1≤ j≤n−1
{2 exp(t2b4(n)(n −max(k, j)))}ckc j /b2(n)
≤ 2 exp
(
t2b2(n)
∑
1≤k≤n−1
∑
1≤ j≤n−1
ckc j (n −max(k, j))
)
= 2 exp
(
t2b2(n)
∑
1≤i≤n
b2(i)
)
.
Hence by (3.10) we have
E exp(tTn) ≤ 2 exp
(
t2b2(n)
∑
1≤i≤n
b2(i)
)
, if 0 ≤ tb2(n) ≤ 1. (3.11)
Step 2. The value of Tn does not change if we subtract the same constant from each b(i), so for
general b(i), by (3.11) we have
E exp(tTn) ≤ 2 exp
(
t2(b(n)− b(1))2
∑
1≤i≤n
(b(i)− b(1))2
)
, (3.12)
if 0 ≤ t (b(n) − b(1))2 ≤ 1. Using the values −b(n) ≤ · · · ≤ −b(1) instead of b(1) ≤ b(2) ≤
· · · ≤ b(n), (3.12) yields
E exp(tTn) ≤ 2 exp
(
t2(b(n)− b(1))2
∑
1≤i≤n
(b(i)− b(n))2
)
, (3.13)
if 0 ≤ t (b(n)− b(1))2 ≤ 1.
Step 3. We consider the general case now. Put
b+(i) =
{
b¯n, if b(i) ≤ b¯n
b(i), if b(i) > b¯n
b−(i) =
{
b(i)− b¯n, if b(i) ≤ b¯n
0, if b(i) > b¯n
and
T+n =
∑
1≤i≤n
(b+(i)− b+(1+ [nU(i)]))2
T−n =
∑
1≤i≤n
(b¯(i)− b−(1+ [nU(i)]))2.
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Since b(i) = b+(i) + b−(i), we get T+n ≤ 2T+n + 2T−n . Using (3.12) and (3.13), for all
0 ≤ t max1≤i≤n(b(i)− b¯n)2 ≤ 1/4 we have
E exp(tTn) ≤ E exp(2tT+n + 2tT−n )
≤ (E exp(4tT+n ))1/2(E exp(4tT−n ))1/2
≤ 2 exp
8t2 max
1≤i≤n
(b(i)− b¯n)2
 ∑
j :b( j)≥b¯n
(b( j)− b¯n)2
+
∑
j :b( j)<b¯n
(b( j)− b¯n)2


= 2 exp
(
8t2 max
1≤i≤n
(b(i)− b¯n)2
∑
1≤ j≤n
(b( j)− b¯n)2
)
.
This completes the proof of Lemma 3.1. 
The moment generating function in Lemma 3.1 is ready to give bound of moments of Tn .
Corollary 3.1. For any ν > 0 we have
ET νn ≤ Cν
(
max
1≤i≤n
(b(i)− b¯n)2
∑
1≤ j≤n
(b( j)− b¯n)2
)ν/2
,
with some constant Cν , depending only on ν.
Proof. By the Markov inequality for all t > 0 we have
ET νn = ν
∫ ∞
0
xν−1P{Tn ≥ x}dx
= ν
∫ ∞
0
xν−1P{exp(tTn) ≥ exp(t x)}dx
≤ νE exp(tTn)
∫ ∞
0
xν−1 exp(−t x)dx
= νt−νE exp(tTn)
∫ ∞
0
uν−1e−udu.
Hence by Lemma 3.1
ET νn ≤ 2νΓ (ν)t−ν exp
(
8t2 max
1≤i≤n
(b(i)− b¯n)2
∑
1≤ j≤n
(b( j)− b¯n)2
)
(3.14)
for all t satisfying t max1≤i≤n(b(i)− b¯n)2 ≤ 1/4. Choosing
t = (1/4)
(
max
1≤i≤n
(b(i)− b¯n)2
∑
1≤ j≤n
(b( j)− b¯n)2
)−1/2
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in (3.14) yields
ET νn ≤ 2νΓ (ν)e1/24ν
(
max
1≤i≤n
(b(i)− b¯n)2
∑
1≤ j≤n
(b( j)− b¯n)2
)ν/2
. 
Remark 3.2. If ν = 1, then Corollary 3.1 is due to [11]. If ν is even, then Hus˘kova´ [13]
announced a stronger result but her proof is incomplete.
The concept of negative association will be used in the proofs next section. We say that
ξ1, ξ2, . . . , ξn are negatively associated if for every pair of disjoint subsets A1 and A2 of
{1, 2, . . . , n}
cov( f1(ξi , i ∈ A1), f2(ξi , i ∈ A2)) ≤ 0
whenever f1 and f2 are coordinatewise increasing and the covariance exists. The following result
obtained by Joag-Dev and Proschan [15, Theorem 2.11] will be used in the next section.
Lemma 3.3. Let R1, R2, . . . , Rn be the ranks of U1,U2, . . . ,Un . Then for any function g
defined on the integers 1, 2, . . . , n, the variables g(R1), g(R2), . . . , g(Rn) are negatively
associated.
4. Proofs of main results
We start with two inequalities which will be used in this section. The first is the
Bennett–Hoeffding inequality (cf. Hoeffding [12]).
Lemma 4.1. If ξi , 1 ≤ i ≤ n are independent random variables such that Eξi = 0, |ξi | ≤ c for
each 1 ≤ i ≤ n and∑1≤i≤n Eξ2i ≤ B2n , then
P
{∣∣∣∣∣ ∑
1≤i≤n
ξi
∣∣∣∣∣ ≥ x
}
≤ 2 exp
(
− x
2
2(B2n + cx)
)
for all x ≥ 0.
We also need a maximal inequality for partial sums of negatively associated random variables.
Lemma 4.2. If ξ1, ξ2, . . . , ξn are negatively associated random variables such that Eξi = 0 and
|ξi | ≤ c for each 1 ≤ i ≤ n, then
P
{
max
1≤k≤n
∣∣∣∣∣ ∑
1≤i≤k
ξi
∣∣∣∣∣ ≥ x
}
≤ 4 exp
(
− x
2
4(B2n + cx)
)
≤ 4 exp
(
− x
2
8B2n
)
+ 4 exp
(
− x
8c
)
for all x > 0, where B2n =
∑
1≤i≤n ξ2n .
Proof. It is an immediate consequence of Theorem 3 of Shao [18]. 
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To deal with supx∈R, we divide R into n intervals with the points −∞ = x0 ≤ x1 ≤ · · · ≤
xn−1 ≤ xn ≤ ∞, where
xi = inf
{
x : i
n
≤ F(x) < i + 1
n
}
, i = 1, 2 . . . , n.
Let Ii = (xi−1, xi ]. (If xi−1 = xi , then (xi−1, xi ] means only one point). We note that for all
x ∈ Ii
0 ≤ F(xi )− F(x) ≤ F(xi )− F(xi−1) ≤ 2/n. (4.1)
Lemma 4.3. If (2.3) holds, then there is a constant c1 such that
lim sup
n→n
n3/4 max
1≤i≤n
|Fn(xi )− Fn(xi−1)| ≤ c1 a.s. (4.2)
Proof. Conditions (2.3) and (4.1) yield that there is a constant c2 > 0 such that∑
1≤k≤n
P{xi−1 < Xk,n ≤ xi } ≤ c2n1/4 for all 1 ≤ i ≤ n. (4.3)
By Lemma 4.1 and (4.3) we have
P
{
n max
1≤i≤n
|Fn(xi )− Fn(xi−1)| ≥ 10c2n1/4
}
≤ P
{
max
1≤i≤n
∣∣∣∣∣n(Fn(xi )− Fn(xi−1))− ∑
1≤k≤n
P{xi−1 < Xk,n ≤ xi }
∣∣∣∣∣ ≥ 4c2n1/4
}
≤ 2
∑
1≤i≤n
exp
− 8c22n1/2∑
1≤k≤n
P{xi−1 < Xk,n ≤ xi } + 4c2n1/4

≤ 2(n + 1)2 exp
(
−8
5
c2n1/4
)
.
Hence the Borel–Cantelli lemma yields (4.2). 
The following lemmas will show that the empirical process of the permutations can be
approximated by the empirical process of i.i.d. random variables. We can assume that the
permutations (R(1), . . . , R(n)) of (1, . . . , n) are the ranks of U1,U2, . . . ,Un , independent
and identically distributed random variables, uniform on [0, 1]. Also, (U1, . . . ,Un) and X =⋃∞
n=1 σ {X1,n, X2,n, . . . , Xn,n} are independent. Let
Sk(x) =
∑
1≤i≤k
I {XR(i),n ≤ x} − kFn(x).
Lemma 4.4. If x ∈ Ii , then
|Sk(xi )− Sk(x)| ≤ n(Fn(xi )− Fn(xi−1)).
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Proof. For any x ∈ Ii we have
Sk(xi )− Sk(x) =
∑
1≤`≤k
I {x < XR(`),n ≤ xi } − k(Fn(xi )− Fn(x)).
Observe that
0 ≤
∑
1≤`≤k
I {x < XR(`),n ≤ xi } ≤
∑
1≤`≤n
I {xi−1 < XR(`),n ≤ xi } = n(Fn(xi )− Fn(xi−1))
and
−k(Fn(xi )− Fn(x)) ≥ −n(Fn(xi )− Fn(xi−1)).
This completes the proof of the lemma. 
Given X , let τ = (τ (1), τ (2), . . . , τ (n)) be a permutation of (1, 2, . . . , n) such that
Xτ(1),n ≤ Xτ(2),n ≤ · · · ≤ Xτ(n),n (4.4)
and let pi = (pi(1), . . . , pi(n)) denote the inverse of τ . Let
Zk(x) =
∑
1≤i≤k
I {X∗1+[nUpi(i)],n ≤ x}, where X∗i,n = Xτ(i),n . (4.5)
Lemma 4.5. If x ∈ Ii , then∣∣∣∣Zk(x)− kn Zn(x)−
(
Zk(xi )− kn Zn(xi )
)∣∣∣∣ ≤ (Zn(xi )− Zn(xi−1)).
Proof. It goes along the lines of the proof of Lemma 4.4 and therefore the details are
omitted. 
Lemma 4.6. We have
sup
x
max
1≤k≤n
∣∣∣∣Sk(x)− {Zk(x)− kn Zn(x)
}∣∣∣∣
≤ max
1≤i≤n
max
1≤k≤n
∣∣∣∣Sk(xi )− {Zk(xi )− kn Zn(xi )
}∣∣∣∣
+ n max
1≤i≤n
(Fn(xi )− Fn(xi−1))
+ max
1≤i≤n
(Zn(xi )− Zn(xi−1)).
Proof. It follows immediately from Lemmas 4.4 and 4.5. 
Lemma 4.7. If (2.3) holds, then there is a constant c3 such that for almost all realizations of X
PX
{
lim sup
n→∞
n−1/4 max
1≤i≤n
|Zn(xi )− Zn(xi−1)| ≤ c3
}
= 1.
Proof. Note that given X , {Upi(k), 1 ≤ k ≤ n} and {Uk, 1 ≤ k ≤ n} have the same distribution
and that
EX (I {X∗1+[nUpi(k)],n ≤ xi } − I {X∗1+[nUpi(k)],n ≤ xi−1}) = Fn(xi )− Fn(xi−1)
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and
varX (I {X∗1+[nUpi(k)],n ≤ xi } − I {X∗1+[nUpi(k)],n ≤ xi−1}) ≤ Fn(xi )− Fn(xi−1).
Let δ(n) = nmax1≤i≤n(Fn(xi )− Fn(xi−1)). Lemma 4.1 yields
PX
{
max
1≤i≤n
∣∣∣∣∣ ∑
1≤k≤n
(I {X∗1+[nUpi(k)],n ≤ xi } − I {X∗1+[nUpi(k)],n ≤ xi−1})
∣∣∣∣∣
≥ 2δ(n)+ 32 log n
}
≤ PX
{
max
1≤i≤n
∣∣∣∣∣ ∑
1≤k≤n
{(I {X∗1+[nUpi(k)],n ≤ xi } − I {X∗1+[nUpi(k)],n ≤ xi−1})
− (Fn(xi )− Fn(xi−1))}
∣∣∣∣∣ ≥ δ(n)+ 32 log n
}
≤ 2
∑
1≤i≤n
exp
(
− (δ(n)+ 32 log n)
2
2(2δ(n)+ 32 log n)
)
≤ 2n exp
(
−1
4
(δ(n)+ 32 log n)
)
≤ 2n−7.
Hence by the Borel–Cantelli lemma we have
max
1≤i≤n
(Zn(xi )− Zn(xi−1)) = O(δ(n)+ log n) a.s.
conditionally on X . According to Lemma 4.3, δ(n) = O(n1/4) for almost all realizations of X ,
so the proof of Lemma 4.7 is complete. 
Lemma 4.8. For almost all realizations of X
PX
{
lim sup
n→∞
n−1/4
log n
max
1≤i≤n
max
1≤k≤n
∣∣∣∣Sk(xi )− (Zk(xi )− kn Zn(xi )
)∣∣∣∣ ≤ 9} = 1.
Proof. Let
b(i, x) = I {X i,n ≤ x}, b¯n(x) = 1n
∑
1≤i≤n
b(i, x),
Tn(x) =
∑
1≤i≤n
{b(i, x)− b(τ (1+ [nU(pi(i))]))}2.
and
c(i, x) = b(i, x)− b(τ (1+ [nU(pi(i))])), c¯(x) = 1n
∑
1≤i≤n
c(i, x).
Observing that Ui = U(R(i)), we can write
Sk(x)−
(
Zk(x)− kn Zn(x)
)
=
∑
1≤i≤k
(c(R(i), x)− c¯n(x)).
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Since 0 ≤ b(i, x) ≤ 1, we have
max
1≤i≤n
(b(i, x)− b¯n(x))2
∑
1≤ j≤n
(b(i, x)− b¯n(x))2 ≤ n
and by (4.4),
b(τ (1), x) ≥ b(τ (2), x) ≥ · · · ≥ b(τ (n), x).
So by Lemma 3.1 (see Remark 3.1)
PX
{
max
1≤i
Tn(xi ) ≥ n1/2 log n
}
≤
∑
1≤i≤n
PX {4n−1/2Tn(xi ) ≥ 4 log n}
≤ 2ne−4 log n exp(8(4n−1/2)2n)
= 2 exp(128)n−3.
Hence we get
PX
{
max
1≤i≤n
max
1≤k≤n
∣∣∣∣Sk(xi )− (Zk(xi )− kn Zn(xi )
)∣∣∣∣ ≥ 9n1/4 log n}
≤ PX
{
max
1≤i≤n
max
1≤k≤n
∣∣∣∣∣ ∑
1≤`≤k
(c(R`, xi )− c¯n(xi ))
∣∣∣∣∣
≥ 9n1/4 log n, max
1≤i≤n
Tn(xi ) ≤ n1/2 log n
}
+ PX
{
max
1≤i≤n
Tn(xi ) ≥ n1/2 log n
}
≤ n2 max
1≤i≤n
PX
{
max
1≤k≤n
∣∣∣∣∣ ∑
1≤`≤k
(c(R`, xi )− c¯n(xi ))
∣∣∣∣∣
≥ 8(Tn(xi, j ) log n)1/2 + n1/4 log n
}
+ 2 exp(128)n−3. (4.6)
Notice that (R1, R2, . . . , Rn) and U() are independent. From Lemma 3.3 we conclude that
conditionally on X , for all x , c(R`, x), 1 ≤ ` ≤ n are negatively associated given U() with
E(c(R`, x)|U()) = c¯n(x) and var(c(R`, x)|U()) ≤ Tn(x)/n. Hence by Theorem 3 of Shao [18]
(cf. Lemma 3.2) we get for any x that
PX
{
max
1≤k≤n
∣∣∣∣∣ ∑
1≤`≤k
(c(R`, x)− c¯n(x))
∣∣∣∣∣ ≥ 8(Tn(x) log n)1/2 + n1/4 log n
}
= EX
{
PX
{
max
1≤k≤n
∣∣∣∣∣ ∑
1≤`≤k
(c(R`, x)− b¯n(x))
∣∣∣∣∣
≥ 8(Tn(x) log n)1/2 + n1/4 log n|U()
}}
≤ EX
{
4 exp
{
− (8(Tn(x) log n)
1/2 + n1/4 log n)2
8Tn(x)
}
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+ 4 exp
(
− 1
16
(8(Tn(x) log n)1/2 + n1/4 log n)
)}
≤ 4 exp(−8 log n)+ 4 exp
(
− 1
16
n1/4 log n
)
. (4.7)
This completes the proof of Lemma 4.8 by the Borel–Cantelli lemma with (4.6) and (4.7). 
Lemma 4.9. If (2.3) holds, then for almost all realizations of X
PX
{
lim sup
n→∞
n−1/4
log n
sup
x
max
1≤k≤n
∣∣∣∣Sk(x)− (Zk(x)− kn Z(x)
)∣∣∣∣ ≤ 9} = 1. (4.8)
Proof. Using first Lemma 4.6 and then Lemmas 4.3 and 4.7 we get that it is enough to prove
(4.8) when supx is replaced by taking the largest value at n points, xi , 1 ≤ i, j ≤ n. This is
established in Lemma 4.8, so the proof of Lemma 4.9 is complete. 
We are now ready to prove Theorems 2.1 and 2.2.
Proof of Theorem 2.1. It is easy to see that
sup
t∈[0,1]
sup
x∈R
∣∣∣∣∣αn(x, t)−
(
n−1/2
∑
1≤i≤nt
(
I {X i,n ≤ x} − F0(x)
)
− tn−1/2
∑
1≤i≤n
(
I {X i,n ≤ x} − F0(x)
))∣∣∣∣∣ ≤ n−1/2.
By the approximations for the (sequential) empirical processes in Komlo´s et al. [16,17], there
are Gaussian processes Kˆn(x, t) with E Kˆn(x, t) = 0, E Kˆn(x, t)Kˆn(y, s) = (F0(x ∧ y) −
F0(x)F0(y))(t ∧ s) such that
sup
t∈[0,1]
sup
x∈R
∣∣∣∣∣n−1/2 ∑
1≤i≤nt
(
I {X i,n ≤ x} − F0(x)
)− Kˆn(x, t)
∣∣∣∣∣ = O(τ (n)) a.s.
so (2.2) follows immediately with Kn(x, t) = Kˆn(x, t)− t Kˆn(x, 1). 
Proof of Theorem 2.2. Introducing
ξi,n = X∗1+[nUpi(i)],n, 1 ≤ i ≤ n,
where X∗ is defined in (4.5), one can easily verify that conditionally on X , xi1,n, . . . , ξn,n
are independent, identically distributed random vectors with distribution function Fn(x).
Theorem 2.2 now follows from Lemma 4.9. 
Proof of Theorem 2.3. We assume that X is given. Using [16,17], there is a Gaussian process
Γ ∗n (x, t)with EXΓ ∗n (x, t) = 0, EXΓ ∗n (x, t)Γ ∗n (y, t) = (t∧s)(Fn(x∧y)−Fn(x)Fn(y)) such that
PX
{
sup
t
sup
x
∣∣∣∣∣n−1/2 ∑
1≤i≤nt
(I {ξi,n ≤ x} − Fn(x))
− Γ ∗n (x, t)
∣∣∣∣∣ = O(τ (n)) (n →∞)
}
= 1. (4.9)
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Since
β∗n (x, t) = n−1/2
∑
1≤i≤nt
(I {ξi,n ≤ x} − Fn(x))
−tn−1/2
∑
1≤i≤n
(I {ξi,n ≤ x} − Fn(x))+ Rn(x, t)
with
sup
t
sup
x
|Rn(x, t)| = O(n−1/2) a.s.,
Theorem 2.3 follows from Theorem 2.2 and (4.9) with K ∗n (x, t) = Γ ∗n (x, t)− tΓ ∗n (x, 1). 
The proofs of Corollaries 2.1 and 2.2 will use the following lemma.
Lemma 4.10. If (2.3) holds, then
sup
x
|Fn(x)− F(x)| = O(n−1/2(log n)1/2) a.s.
Proof. Let
Pn(x) = 1n
n∑
i=1
P(X∗i,n ≤ x).
Using Lemma 4.3 we get
sup
x
|Fn(x)− Pn(x)| ≤ max
1≤i≤n
|Fn(xi )− Pn(xi )| + O(n−3/4) a.s.
Lemma 4.1 implies that
P
{
max
1≤i≤n
n|Fn(xi )− Pn(xi )| ≥ 4(n log n)1/2
}
≤
∑
1≤i≤n
P{n|Fn(xi )− Pn(xi )| ≥ 4(n log n)1/2}
≤ 2n exp(−4 log n),
if n ≥ 4. Lemma 4.10 now follows from the Borel–Cantelli lemma. 
Proof of Corollary 2.1. We assume that we have a realization of X for which (2.4) holds. By
(2.4) it is enough to prove that
K ∗n (x, t) −→ H(x, t) in D([−∞,∞] × [0, 1]). (4.10)
Following Bickel and Wichura [2], we can assume that the measure of [0, 1]2 with respect to
Fn(x) is 1. Let J(n)(x, t) = t Fn(x), (x, t) ∈ [0, 1]2 be a distribution function on [0, 1]2. First we
note conditionally on X
{K ∗n (x, t), (x, t) ∈ R2}
D= {Wn(x, t)− Fn(x)Wn(1, t)− t (Wn(x, 1)− Fn(x)Wn(1, 1)), (x, t) ∈ R2}, (4.11)
where Wn(x, t) is a Gaussian process with EXWn(x, t) = 0 and EXWn(x, t)Wn(y, s) =
J(n)(x ∧ y, t ∧ s). Hence (4.10) is proven if we show conditionally on X
Wn(x, t) −→ W (x, t) in D([0, 1]2),
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where W (x, t) is a Gaussian process with EXW (x, t) = 0 and EXW (x, t)W (y, s) = J (x ∧
y, t ∧ s), where J (x, t) = t F(x), (x, t) ∈ [0, 1]2. The convergence of the finite dimensional
distributions follow from the normality of the Wn(x, t) and Lemma 4.10. The tightness of
Wn(x, t) is an immediate consequence of Exercise 6 [19, p. 52] on account of Lemma 4.10
and the normality of Wn(x, t). 
Proof of Corollary 2.2. We assume again that (2.4) holds. Let W ∗(x, t) be a Gaussian process
with EXW ∗(x, t) = 0 and EXW ∗(x, t)W ∗(y, s) = (x ∧ y)(t ∧ s). Checking the covariance
function, one can easily verify that (4.11) can be written as
{K ∗n (x, t), −∞ < x < ∞, 0 ≤ t ≤ 1}
D= {W (Fn(x), t)− Fn(x)W (1, 1)− t (W (Fn(x), 1)− Fn(x)W (1, 1)),
−∞ < x < ∞, 0 ≤ t ≤ 1}. (4.12)
Lemma 1.11.1 in [6, p. 59] and Lemma 4.10 give that
P
{
sup
−∞<x<∞
sup
0≤t≤1
|W (Fn(x), t)−W (F(x), t)| ≥ 3n−1/4(log n)3/8
}
≤ P
{
sup
|u|≤c1n−1/2(log n)1/2
sup
0≤s,t≤1
|W (s + u, t)−W (s, t)| ≥ 3n−1/4(log n)3/8
}
≤ c2
c1
n1/4(log n)1/4 exp(−3 log n),
where c1, and c2 are constants. Corollary 2.2 now follows from the Borel–Cantelli lemma. 
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