We consider the distribution of the sum and the maximum of a collection of independent exponentially distributed random variables. The focus is laid on the explicit form of the density functions (pdf) 
Introduction
Parametric exponential models are of vital importance in many research fields as survival analysis, reliability engineering or queueing theory. For a collection of waiting times described by exponentially distributed random variables, the sum and the minimum and maximum are usually statistics of key interest. When modeling failure waiting times of independent components of a system by exponentially distributed random variables, for instance, the maximum or minimum can signify system failures.
This note provides essential results on the distribution of the convolution and order statistics of independent exponential distributions. These have been comprised in previous works -but usually within a much broader context. Therefore, on the one hand the note serves as a concise recap making these basic findings visibly available. On the other hand it is demonstrated how to prove the results in a simple way such that subtle applications of elementary stochastic concepts suffice.
Consider an exponentially distributed random variable X n ∼ Exp(λ n )
n Exp(1) defined on the positive real line endowed with the Borelian σ-algebra (Ω, F) = (R + , B(R + )) and equipped with the Lebesgue measure. X n has the probability density function
For a collection of independent exponentially distributed random variables X n , n = 1, . . . , N, on the measurable space (R N + , B(R N + )) equipped with the Lebesgue measure L, the joint distribution is given through the product density
denote the sum, minimum and maximum of {X 1 , . . . , X N }, respectively.
The convolution (distribution of S N ) is typically characterized by the Laplace transform or the characteristic function which is simply the product of the single characteristic functions. When one is interested in the probability density it can be analytically computed executing inverse Fourier transformation. By adept transformations the form
is obtained, see for example Kordecki (1997) . Akkouchi (2008) used induction and analytical methods to derive this formula. Related works on the convolution of geometrically distributed random variables are Sen and Balakrishnan (1999) , Mathai (1982) on gamma distributions and Jasiulewicz and Kordecki (2003) on Erlang and Pascal distributions.
In this note, we recover the convolution density by a conditioning device using only basic stochastic theory. The connection is drawn to a representation of the characteristic function as a linear combination of the single characteristic functions. We illuminate how the result relates to the density of order statistics, especially the maximum M N . In fact the convolution may be used to deduce the distribution of order statistics in a simple manner.
In Section 2 we develop the main ideas in the case N = 2. The limiting behavior of the convolution density as λ 1 − λ 2 → 0, as the convolution approaches the gamma density, is considered. Section 3 extends the theory to the general setup N > 2 and gives proofs by induction. We explicitly derive the density of M N . Section 4 contains some concluding remarks.
2. The distribution of the sum and maximum of two independent exponentially distributed random variables
Convolution
Let X 1 ∼ Exp(λ 1 ), X 2 ∼ Exp(λ 2 ) be two independent random variables on the measure space
Consider the partition of Ω in the two subsets on which the first waiting time X 1 is longer or shorter than the second one X 2 , respectively.
We can deduce the density f S 2 of the sum S 2 = X 1 + X 2 directly in a elementary calculus by conditioning (formula of total probability). For λ 1 = λ 2 this yields
The convolution of two exponential densities is a linear combination of both densities. Since one of the two addends above is negative, it is not a mixture of the two distributions. Let without loss of
If λ 1 = λ 2 = λ, the above ansatz gives f S 2 (z) = z 0 λ 2 e −λz dx and we recover the well-known fact that S 2 ∼ Γ(2, λ). The illustration of the convolution pdf in (1) degenerates as λ 1 − λ 2 → 0 and this limit is investigated below.
The natural way to establish the distribution form of the convolution of independent random variables is via Laplace transform or the product of characteristic functions
The linearization of the product by partial fractions leading to the illustration (1) of the density above is then obtained with
The representation in (3) gives the form (1) of the pdf by inverse Fourier transformation.
Finally, we shall examine the limiting case of (1) as λ 1 − λ 2 → 0. To this end, we exploit the power Note. Fix λ2 = 1. On the left the convolution densities for λ1 = n/10, n = 1, . . . , 10 are depicted, on the right for λ1 = n/100, n = 90, . . . , 100.
series characterization of the exponential function and (1) reads
In particular, first-order addends drop out. Now, as λ 1 − λ 2 → 0, λ 1 + λ 2 → 2λ, a Taylor approxi-
may be applied. The error term of the approximation is of order (λ 1 − λ 2 ) 2 . Therefore,
We find pointwise convergence to the Γ(2, λ) density as λ 1 − λ 2 → 0, λ 1 + λ 2 → 2λ.
Order statistics
A well-known result is that the minimum m 2 = min(X 1 , X 2 ) is exponentially distributed: m 2 ∼ Exp(λ 1 + λ 2 ). The fundamental property of memorylessness of the exponential distribution ensures independence of the difference of maximum and minimum M 2 − m 2 , whose density readily follows with conditioning (on X 2 > X 1 and X 1 ≥ X 2 again)
and the minimum m 2 . This independence may be used to deduce the convolution density by the identity S 2 = (M 2 − m 2 ) + 2m 2 in a similar calculation as above through
and the density of the maximum M 2 = m 2 + (M 2 − m 2 ) via conditioning:
The latter can also be obtained with the general relation P(M n ≤ z) = N n=1 F Xn (z) or inclusionexclusion:
In contrast to the minimum the maximum does not follow an exponential distribution. Instead, the pdf of M 2 is a linear combination of exponential pdfs, i. e. the ones of X 1 , X 2 and m 2 . The reasoning providing the pdf f M 2 in (6) by writing order statistics as a sum of lower order statistics and differences (independent random variables) is the same as behind the prominent Reny's representation of order statistics which is stated in (10) below. Let us emphasize that the convolution pdf suffices to derive the pdf of the maximum, since we can express
Independence of m 2 and (M 2 − m 2 ) is sufficient to apply (1) here.
The general case
Next, we consider a collection X n , 1 ≤ n ≤ N, of independent Exp(λ n ) distributed random variables on (R N + , B(R N + )).
Convolution
Proposition 3.1. For N ∈ N the convolution density of the sum S N of N independent random variables with Exp(λ n )-distributions and densities f n , n = 1, . . . , N is given by
The following proof of this proposition is based on the linearization of the product of characteristic functions introduced above and mathematical induction. Suppose
The same decomposition as in (3) leads to
Hence, if we can prove the identity
the claim in (7) is induced by induction. The see that (9) holds, one can use the partial fraction decomposition of g(z) = N j=1 (λ j − z) −1 . We employ similar elementary tools as above: The right-hand side of (9) can be illustrated for any
Successively applying this decomposition for n = 1, . . . , N yields
This proves (9) and we conclude (7).
A generalization comprising a number of exponential distributions sharing the same parameter, but also with different scale parameters, can apparently be obtained by separating respective terms in (1) or (3) and (8).
Order statistics
λnz it readily follows that the minimum is exponentially distributed. The following Renyi representation (Rényi (1953) ) of order statistics of independent exponential random variables constitutes a cornerstone in the theory of order statistics. Let E 1 , . . . , E N denote independent Exp(1)-distributed random variables. For the r-th order statistic X (r) the distribution is described by the following identity in law:
where S N denotes the symmetric group of permutations {Π(n), n = 1, . . . , N } of {1, . . . , N }. The identity can be derived by iteratively conditioning in the same fashion as in (6). For an overview on order statistics and Reny's result embedded in an advanced theory we refer to Nevzorov (1984) and Ahsanullah et al. (2013) . On the right-hand side of (10) a linear combination of standard exponential random variables occurs and, hence, the convolution density formula (7) gives access to the explicit pdfs of order statistics in view of (10). On the other hand, the distributions of order statistics and convolutions of independent exponential distributions are closely related, both can be expressed as linear combinations of exponential densities. However, differently to (7) the pdf of order statistics hinges not only on the densities f n (z), n = 1, . . . , N , but involves densities with parameters n λ Π(n) . Let us explicitly discuss the maximum M N .
Proposition 3.2. M N has the pdf
This generalization of (6) is proved by induction and the inclusion-exclusion principle. Suppose The first derivative of the term above multiplied with −1 gives (11).
Conclusion
The simple nature of the density of an exponential distribution comes along with some noteworthy intrinsic attributes of the distribution and pdf of the convolution and order statistics. Foremost stands the obvious result that the minimum is again exponentially distributed. The convolution pdf has the form of a linear combination of the single pdfs which is also a remarkable peculiarity of the exponential density. By conditioning and memorylessness the convolution formula already grants access to the pdf of all order statistics. This fact is inherent in the established Reny representation of order statistics. Relative findings will apply (only) for geometric and Erlang and gamma distributions having the same log-linear structure.
