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Part I
Introduction

1Nonparametric models and unobservable heterogeneity
Statistical models are frequently used to describe the behavior of or interdependencies between
individuals, e. g. economic agents. In order to make statistical inference in such models more
tractable, it is most often assumed that the observed individuals act almost identically so that,
exemplarily in a regression model, their behavior can be expressed in terms of a deterministic link
function. This restriction might be crucial in practice, though. As for instance already recognized
by Klein (1953), naturally present differences between individuals in a cross-section sample can
hardly be explained by a simple regression including a manageable size of covariates, particularly
not by means of fixed effects, see also Section 1.2 below. Hence, in some situations it may be
reasonable to proceed to the application of statistical models which account for unobservable
heterogeneity within the observed population.
1.1. Finite mixtures
Finite mixture models certainly provide the most natural way to describe populations with unob-
servable heterogeneity. Assume that the distribution function of a random variable (or vector) Y
is given by the finite sum
F(y) =
k
∑
i=1
piiFi(y), (1.1)
where pii ≥ 0, ∑ki=1pii = 1, and each Fi : R→ [0,1] being a distribution function itself. Model
(1.1) means that the observable population can be divided into k latent sub-populations, the
Fi correspond to the distributions within these sub-populations, the weights pii determine their
percentage shares on the overall population. The problem now is to draw inference about the
distribution functions Fi and the weights pii, and conceivably the number of components k if
unknown, from a finite sample of observations of Y .
Applications of mixture models are widespread, including cluster and latent class analyses, dis-
criminant analysis, as well as image and survival analyses, successfully used in economics, biol-
ogy, astronomy, medicine, genetics, and many more. In practice, the Fi are most often supposed
to belong to some parametric family, the location-scale family of normal distributions being
the most prominent candidate, which turns the estimation in model (1.1) into a fully paramet-
ric problem. Estimates can then be obtained via maximum likelihood, minimum chi-squared,
or moment methods. There is extensive literature on this parametric topic, see for instance the
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monographs of Everitt and Hand (1981), Titterington, Smith and Makov (1985), or McLachlan
and Peel (2000).
The choice of an adequate parametric family for the Fi may be crucial, though, especially if there
is no further information on the sub-populations available. This might be one reason why in
recent years the interest in mixtures with nonparametric components has grown significantly. In
general, however, model (1.1) is not nonparametrically identifiable, i. e., without further shape
constraints imposed on the component distributions Fi, the representation of F in (1.1) is not
unique. This in turn renders the construction of consistent estimators impossible as long as there
is no training data available for all the sub-populations (Murray and Titterington, 1978; Hall,
1981).
Not assuming training data to be on hand, Hall and Zhou (2003) are the first to study estimation in
(1.1) without parametric assumptions on the Fi. They particularly consider a multivariate mixture
with two components, each component having independent coordinates, which they propose for
modeling repeated medical tests on a person with unknown disease status. Under mild regularity
conditions, they show identifiability in case that the observations’ dimension is at least three,
and provide semiparametric, root-n-consistent estimators. Bordes, Mottelet and Vandekerkhove
(2006) as well as Hunter, Wang and Hettmansperger (2007) consider the case of univariate mix-
tures, and in order to obtain identifiability they assume that all components belong to the same
location family of one zero symmetric distribution. A closely related two-component mixture
is considered by Bordes and Vandekerkhove (2010) and Hohmann and Holzmann (2013a), who
no longer assume that the symmetric components are taken from the same location family, but
that one of the component distributions is known in advance, possibly up to a location parameter.
Consistent estimators are constructed for all these univariate, semiparametric models.
The assumption of symmetric components, which all the latter models for univariate data have in
common, may be crucial in several fields of application, e. g. finance, though. Henry, Kitamura
and Salanié (2010) and later Hohmann and Holzmann (2013b, cf. Chapter 3) therefore follow a
different approach. They consider a two-component conditional mixture model, where the addi-
tional information provided by the observation of covariates is used to obtain identifiability. In
particular, the basic model assumption is that the distributions within the sub-populations do not
vary with the covariates, only the mixture proportions pii = pii(z) do. This assumption combined
with suitable tail dominance shape constraints imposed on the Fi successfully identifies all the
model parameters and helps to construct fully nonparametric estimators. The shape constraints
considered are typically satisfied by location-scale-type mixtures of supersmooth distributions,
exemplarily including the skew-normal distributions.
1.2. Random coefficient regression
The model most popularly used to explain dependencies between features of individuals is the
linear regression model. Let Y and X be observable with values in R and Rd , respectively, and
assume that the conditional mean of Y given X is a linear function in X ,
Y = β ′X+ ε = β1X1+ . . .+βdXd+ ε, (1.2)
where β is an unknown vector of effects that is to be estimated, and ε is an additive noise having
zero conditional mean, E(ε|X) = 0. The Xi are referred to as explanatory variables or covariates,
Y as response variable. The error ε is assumed to comprise measurement errors as well as any
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other exogenous variables affecting Y which are not correlated with X . Given a finite sample
of copies of (Y,X), the factors βi in (1.2) can then be estimated via least-squares, maximum-
likelihood, or related techniques. Regression is usually applied for descriptive purposes or pre-
diction, in fields such as socioeconomics, finance, ecology, neuroscience, and epidemiology,
among many others. For a comprehensive review on regression models and its applications see
for instance the very recent monograph of Fahrmeir, Kneib, Lang and Marx (2013).
In point of fact, the individuals which observations are drawn from are most often likely to be
heterogeneous. Furthermore, it may be unrealistic to assume that X is indeed uncorrelated with
all excluded influence quantities. Thus, the coefficients βi ought to be allowed to vary across the
individuals. Introducing a separate vector of effects for each observation is inconvenient due to
the increasing number of parameters, though. The attractive midway therefore is to treat the βi
as being random, and then to draw inference on parameters of their distributions. This is called
the random coefficient model, which in its simplest form can be written as
Y = β ′X . (1.3)
Note that it is no longer necessary to attach the error ε as in (1.2) since it can be incorporated
into (1.3) as a random intercept by setting X1 = 1.
Random coefficient regression was already studied by Hildreth and Houck (1968) and Swamy
(1970, 1971). Basically, under the assumptions of mean independence and homoscedasticity,
i. e. E(β |X) = µβ and Cov(β |X) = Σβ , they identify mean and variance of each effect βi, and
provide consistent estimates. Ramanathan and Rajarshi (1992) for example relax the assumption
of homoscedasticity. Estimating other features of the distribution of β are still not taken into
account, though.
Only recently, assuming the effects β to be continuously distributed and independent of X ,
Hoderlein, Klemelä and Mammen (2010) propose a method for nonparametrically estimating
the joint density fβ of the random effects βi. Their approach is based on the observation that
the Radon transform R fβ of the density fβ , describing the integrals of fβ along arbitrary vector
hyperplanes, is given by the conditional density of (adequately transformed versions of) Y given
X . Since it is well known that a function on Rd is uniquely determined by all its integrals along
hyperplanes (Radon, 1917), this helps to identify fβ in (1.3), and then to construct a sample
counterpart estimator fˆβ using a regularized inverse of the operator R. Their estimator is shown
to be rate optimal in certain Sobolev spaces, and its asymptotic normality is provided.
As the authors bring up themselves, the estimator constructed in Hoderlein et al. (2010) has a
significant drawback, though. For simplicity, let X assume values inR2, and particularly include
an intercept into (1.3), i. e. X1 = 1. In this simple case, the asymptotic results for fˆβ do only hold
true if X2 is heavy-tailed, e. g. cauchy-type tails, which seems to be quite restrictive. As argued in
Hohmann and Holzmann (2013d), this is due to the fact that the density fΦ of the angleΦ defined
by sin(Φ) = X2/‖X‖ is no longer bounded away from zero if X2 does not exhibit heavy tails.
They study the Radon transform as operator between suitably weighted L2-spaces, and thereby
give an insight into how the degree of ill-posedness for the inversion problem of estimating fβ in
fact strongly depends on the behavior of fΦ close to zero as they provide corresponding minimax
rates on certain Sobolev spaces in a related white noise model.
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1.3. Organization of the thesis
This cumulative doctoral thesis is organized as follows. Short summaries of the two publications
involved can be found in the subsequent Chapter 2. Both summaries are given in English and
German. The principal cumulative part is Part II, comprising the publications ’Two-component
mixtures with independent coordinates as conditional mixtures: Nonparametric identification and
estimation’, published in the Electronic Journal of Statistics (Hohmann and Holzmann, 2013b),
and ’Weighted angle Radon transform: Convergence rates and efficient estimation’, submitted
(Hohmann and Holzmann, 2013d). With the exception of numerations and minor corrections,
both papers are presented in their original version as published resp. submitted. Part III contains
supplementary material for the first of the two publications which is not part of the published
version but can be downloaded from the web (Hohmann and Holzmann, 2013c).
2Summary of publications
2.1. Two-component mixtures with independent coordinates as conditional
mixtures: Nonparametric identification and estimation
English. Assume that the distribution of a random variable Y conditional on a given vector Z of
covariates can be expressed as the two-component mixture
F(y|z) = (1−pi(z))F0(y)+pi(z)F1(y), (2.1)
where the distributions F0 and F1 within the two latent sub-populations are not allowed to depend
on the realization of Z. This model was recently studied by Henry, Kitamura and Salanié (2010)
who established nonparametric identifiability of F0, F1, and pi in (2.1) for Z being a binary regres-
sor together with tail dominance assumptions on the component distributions F0 and F1 which
typically apply to location-type mixtures. Further, nonparametric, pointwise asymptotically nor-
mal estimators were provided.
In Hohmann and Holzmann (2013b), see Chapter 3, we extend the results of Henry et al. (2010)
as follows. First, we drop the assumptions on Z which may now be arbitrarily distributed. Sec-
ond, beside those imposed in Henry et al. (2010), we also consider tail dominance assumptions
which involve the Fourier transforms F˜0 and F˜1 of F0 and F1, resp., and which are naturally
satisfied by more general location-scale-type mixtures. We show identifiability of F0, F1, and
pi in (2.1) under these weaker assumptions, and construct fully nonparametric estimates based
on a sample of independent copies of (Y,Z). Depending on tuning parameters that in particular
determine the rates of convergence, asymptotic normality of these estimators is established. In
fact, the centered and adequately rescaled empirical processes √ri,n(Fˆi−Fi) are shown to con-
verge to a weak normal limit in `∞(R), which might be of special interest for the construction of
confidence bands, for example.
Our main motivation for studying (2.1) is the multivariate two-component mixture model with
independent coordinates as considered by Hall and Zhou (2003), which they introduced to model
measurements of repeated tests on a person with unknown disease status. They proved nonpara-
metric identifiability of their model under mild assumptions in case that the dimension of the
observations is at least three, only partial identifiability results were available in two dimensions.
We show how their multivariate model can be cast into the framework of the conditional mix-
ture (2.1), and how this can be utilized in order to identify and estimate the mixture weight as
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well as the component distributions in any coordinate, even in two dimensions, provided our tail
assumptions hold.
The upcoming difficulty when analyzing the asymptotics of nonparametric characteristic func-
tion based estimators is the treatment of the corresponding empirical characteristic processes,
which is significantly more involved than that of ordinary empirical distribution functions. In
fact, our main theoretical contribution is the large sample theory for estimates of a limit of quo-
tients of two characteristic functions in the tails, say limy→∞ G˜(y)/H˜(y), based on mutually in-
dependent i.i.d. samples drawn from G and H. For this we use strong approximation techniques
in `∞(R), involving certain complex Gaussian processes, and give an L2-entropy bound on the
corresponding class of generating functions, which allows to evaluate these latter processes at
random levels that tend to infinity as the number of observations increases. Another important
technical ingredient for the derivation of joint weak limits is the notion of asymptotic indepen-
dence of random sequences.
To conclude, a simulation study is conducted in order to illustrate the theoretical large sample
results, which we do in the multivariate model of Hall and Zhou (2003). It is particularly pointed
out how the choice of the tuning parameters strongly affects the performance of the estimators.
As this dependence is crucial in practice where no information on the true component distribu-
tions is available, though, we devise a repeated random sub-sampling cross-validation scheme
which allows to choose these parameters in a data-driven way. While there is no theoretical
analysis for this approach in our model on hand, the simulation results seem to give a numerical
justification.
German. Wir nehmen an, dass die bedingte Verteilung einer Zufallsvariable Y gegeben einem
Vektor Z von Kovariablen durch die Zwei-Komponenten-Mischung
F(y|z) = (1−pi(z))F0(y)+pi(z)F1(y) (2.2)
beschrieben werden kann, wobei insbesondere vorausgesetzt wird, dass die Verteilungsfunktio-
nen F0 und F1 innerhalb der latenten Subpopulationen nicht von der tatsächlichen Realisierung
von Z abhängen. Dieses Modell wurde kürzlich von Henry, Kitamura and Salanié (2010) unter-
sucht. Unter der Annahme, dass Z ein binärer Regressor ist, und dass die Komponenten F0 und
F1 gewisse Dominanzen in ihren Schwänzen erfüllen, welche überlicherweise auf Lokationsmi-
schungen zutreffen, wurden F0, F1 und pi in (2.2) identifiziert und entsprechende nichtparametri-
sche, punktweise asymptotisch normale Schätzer konstruiert.
In Hohmann and Holzmann (2013b), siehe Chapter 3, erweitern wir die Resultate von Hen-
ry et al. (2010) wie folgt: Zum einen verzichten wir auf jegliche strukturelle Voraussetzungen
an die Kovariablen Z. Zum anderen betrachten wir nicht nur Annahmen an das Dominanzver-
halten der Verteilungsfunktionen F0 und F1, sondern auch an das deren Fouriertransformierten
Fˆ0 und Fˆ1, welche typischerweise auf allgemeinere Lokations-Skalenmischungen zugeschnitten
sind. Wir identifizieren F0, F1 und pi in (2.2) unter diesen schwächeren Annahmen und kon-
struieren auch hier entsprechende Schätzer. In Abhängigkeit von Regulierungsparametern, die
unter anderem Einfluss auf die Konvergenzgeschwindigkeit haben, zeigen wir die asymptotische
Normalität unserer Schätzer, und zwar speziell, dass die zentrierten und passend skalierten em-
pirischen Prozesse √ri,n(Fˆi−Fi) einen schwachen, normalverteilten Limes in `∞(R) besitzen,
was beispielsweise für die Konstruktion von gleichmäßigen Konfidenzbändern verwandt werden
könnte.
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Unsere Hauptmotivation für die Betrachtung von (2.2) ist das multivariate Zwei-Komponenten-
Mischungsmodell mit unabhängigen Koordinaten, wie es Hall and Zhou (2003) für die Modellie-
rung der Messergebnisse wiederholter Tests an einem Patienten mit unbekanntem Gesundheits-
zustand einführen. Sie zeigen die Identifizierbarkeit ihres Modells unter schwachen Annahmen
für den Fall, dass die Dimension der beobachteten Daten mindestens drei ist. Für den zweidimen-
sionalen Fall erhalten sie partielle Identifizierbarkeit. Wir zeigen, wie sich dieses multivariate
Modell in den Kontext von bedingten Mischungen, insbesondere (2.2), einbinden lässt und wie
dies dazu verwandt werden kann, um die Verteilungsfunktionen aller Koordinaten beider Kom-
ponenten sowie das Mischgewicht zu schätzen, sogar in zwei Dimensionen, vorausgesetzt unsere
Annahmen an die Verteilungsschwänze der Mischungskomponenten sind erfüllt.
Die Schwierigkeit, die bei der Untersuchung des asymptotischen Verhaltens von Schätzern, die
auf der nichtparametrischen Schätzung von charakteristischen Funktionen basieren, auftritt, ist
die Handhabung der entsprechenden empirischen charakteristischen Prozesse, die bedeutend
schwieriger ist als die von gewöhnlichen empirischen Verteilungsfunktionen. In diesem Zu-
sammenhang ist unser theoretischer Hauptbeitrag die asymptotische Theorie für das Schätzen
des Grenzwertes eines Quotienten von zwei charakteristischen Funktionen in deren Schwänzen,
sagen wir limy→∞ G˜(y)/H˜(y), basierend auf zwei gegenseitig unabhängigen Folgen von unab-
hängigen und identisch nach G bzw. H verteilten Beobachtungen. Hierzu verwenden wir starke
Approximationen in `∞(R) durch entsprechende, komplexwertige Gaußprozesse und bestimmen
eine L2-Informationsschranke für die Klasse der prozessgenerierenden Funktion zur Auswertung
dieser Gaußprozesse an zufälligen Stellen, die von den Beobachtungen abhängen und mit wach-
sender Anzahl an Beobachtungen gegen unendlich gehen. Technisch interessant ist außerdem
das Konzept von asymptotisch unabhängigen Folgen von Zufallsvariablen, was die Herleitung
von gemeinsamen schwachen Limiten vereinfacht oder erst ermöglicht.
In dem Modell von Hall and Zhou (2003) haben wir abschließend eine Simulationsstudie zur
Veranschaulichung der theoretischen Ergebnisse durchgeführt. Besonders gut zu erkennen ist
dabei der Einfluss der Regulierungsparameter auf die Güte der Schätzer. Da diese Abhängig-
keit in der Praxis, wo keine Informationen über die wahren Verteilungen bekannt sind, kritisch
ist, haben wir außerdem ein Kreuzvalidierungsschema entwickelt, was es ermöglicht, die ent-
sprechenden Parameter datengetrieben zu wählen. Obwohl es zu diesem Verfahren in unserem
Modell noch keine theoretische Untersuchung gibt, scheinen die Simulationsergebnisse eine nu-
merische Rechtfertigung zu liefern.
2.2. Weighted angle Radon transform: Convergence rates and efficient es-
timation
English. Given an integrable function f on the unit disc B1(0) in R2, the Radon transform R f
of f is defined as
R f : [−pi/2,pi/2]× [−1,1]→R,
(ϕ,s) →

|t|≤
√
1−s2
f (scosϕ− t sinϕ,ssinϕ+ t cosϕ)dt,
i. e. (R f )(ϕ,s) is the line integral of f along the hyperplane of those (x,y) ∈ B1(0) for which
xcosϕ + ysinϕ = s. Recovering a function f from observations of its Radon transform is an
issue in quite a number of applications, including X-ray transmission computed and emission
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computed tomography, astronomy, optics, and geophysics. See Deans (1983) and Natterer (1986)
for a detailed review.
Inverting the operator R is usually considered to be a very mildly ill-posed inverse problem.
In Hohmann and Holzmann (2013d), however, see Chapter 4, we argue that there are several
statistical models involving the Radon transform, e. g. regression models for computerized to-
mography, nonparametric random coefficient regression models, and density estimation models
for positron emission tomography, where the measurement design for obtaining the observations
may naturally lead to much more ill-posed even up to severely ill-posed inverse problems. For
this, we study R as an operator between suitably weighted L2-spaces,
R : L2(B1(0);µ2)−→ L2([−pi/2,pi/2]× [−1,1];µ1), (2.3)
where the measure dµ1(ϕ,s) = λ (ϕ)w
γ
1(s)dϕ ds is stipulated by the measurement design, and
dµ2(x,y) =w
γ
2(x,y)dxdy is then chosen for technical reasons in order to make the singular value
decomposition of R tractable. Stemming from the framework of computerized tomography, com-
monly L2(B1(0);µ2) is called brain space and L2([−pi/2,pi/2]× [−1,1];µ1) detector space. The
weight functions wγ1 and w
γ
2 are specific, parametric families in γ >−1/2 which we adopted from
earlier works, cf. Davison (1981). The most striking feature, however, hitherto hardly treated in
the literature, is the almost arbitrary weight function λ on the angle ϕ .
Depending on γ and the weight λ , we provide the singular value decomposition of the operator R
in (2.3). It turns out that the singular values are closely related to the eigenvalues of the sequence
of Toeplitz matrices generated by λ . In particular, if the weight λ is not bounded away from
zero, then these eigenvalues are not, either, and as a consequence the rate of ill-posedness for
inverting R increases. Based on well known facts as well as only recently obtained results for the
asymptotics of the eigenvalues of sequences of Toeplitz matrices, we derive bounds on the decay
rate of the singular values of R for certain classes of weight functions in order to gain an insight
into the actual degree of ill-posedness. We particularly find that if λ only has isolated zeros,
typically at the boundary points ±pi/2, then the inverse problem remains mildly ill-posed, and
the degree of ill-posedness is basically determined by the degree of the roots. If λ has bounded
support, though, as it is for example the case for the so called limited angle Radon transform
(cf. Davison, 1983), then the singular values decay exponentially fast so that the inverse problem
becomes severely ill-posed. We prove that the operator R in (2.3) is injective for any γ > −1/2
whenever the weight function λ is not essentially zero, and therewith derive explicit formulas
for the singular functions in both detector and brain space, which help to define ellipsoid type
smoothness conditions for functions in brain space, and which are important from a practical
point of view in order to construct SVD-based estimates.
We then consider estimating a function f from a noisy observation Y of R f in the Gaussian white
noise model
dY (ϕ,s) = (R f )(ϕ,s)dµ1(ϕ,s)+ ε dW (ϕ,s), (2.4)
whereW is a weighted Brownian sheet on [−pi/2,pi/2]× [−1,1] such that, for g1 and g2 in detec-
tor space, the variables

g1 dW and

g2 dW are jointly Gaussian with zero mean and covariance
〈g1,g2〉µ1 , and where ε > 0 is the noise level. Model (2.4) means that, for any function g in
detector space, we may observe the random variable

gdY . In particular, plugging in the com-
plete system of orthonormal singular functions in detector space, we obtain a sequence of noisy
observations of the Fourier coefficients of f with respect to the system of singular base functions
in brain space, the noise being i.i.d. Gaussian.
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While this white noise model, in which theoretical analyses are less complicated, is only an ide-
alized large-sample approximation to standard models for nonparametric regression or density
estimation based on indirect observations, it still gives a valuable insight into the difficulty of the
estimation problem. Based on the asymptotic behavior of the singular values of R, we provide
upper and lower bounds on the minimax rates for estimating f in certain Sobolev-type smooth-
ness classes under mild assumptions on the weight function λ in case of isolated zeros at ±pi/2,
for any γ >−1/2. Although exact minimax rates and efficiency constants can only be given for
γ = 1 and by imposing much stronger conditions, e. g. assuming λ to be banded and the root
being of order two, in any of these mildly ill-posed cases, though, we find that the well known
Pinsker estimator remains asymptotically efficient. Finally, in the severely ill-posed case when λ
has bounded support, we even provide the exact minimax rates for any choice of γ >−1/2, and
for the special case λ = 1[−η ,η ] for some η < pi/2 (limited angle case) we show that a simple
projection estimator is not only efficient but even adaptive in the exact minimax sense on the
smoothness classes considered.
German. Die Radontransformation einer auf der Einheitsscheibe B1(0) im R2 integrierbaren
Funktion f ist definiert als
R f : [−pi/2,pi/2]× [−1,1]→R,
(ϕ,s) →

|t|≤
√
1−s2
f (scosϕ− t sinϕ,ssinϕ+ t cosϕ)dt,
d. h. (R f )(ϕ,s) ist das Linienintegral entlang der Hyperebene all derer (x,y) ∈ B1(0), für die
xcosϕ + ysinϕ = s gilt. Für viele Anwendungen ist es erforderlich, eine Funktion f aus der
Beobachtung ihrer Radontransformierten zu rekonstruieren, unter anderem in der Computerto-
mografie, Astronomie, Optik und Geophysik. Einen detaillierten Überblick findet man beispiels-
weise in Deans (1983) und Natterer (1986).
Das Invertieren des Operators R wird gewöhnlich als ein sehr schwach schlecht gestelltes inver-
ses Problem angesehen. In Hohmann and Holzmann (2013d), siehe Chapter 4, stellen wir jedoch
heraus, dass es eine Vielzahl an statistischen Modellen gibt, zu denen insbesondere Regressi-
onsmodelle für die Computertomografie, nichtparametrische Regressionsmodelle mit zufälligen
Koeffizienten sowie Modelle für die Dichteschätzung in der Positronen-Emissions-Tomographie
zählen, bei denen das Design der Messung zur Gewinnung der Beobachtungen auf natürliche
Weise zu einem deutlich schlechter gestellten bis hin zu einem ernsthaft schlecht gestellten inver-
sen Problem führen kann. Hierfür betrachten wir R als Operator zwischen passend gewichteten
L2-Räumen,
R : L2(B1(0);µ2)−→ L2([−pi/2,pi/2]× [−1,1];µ1), (2.5)
wobei das Maß dµ1(ϕ,s) = λ (ϕ)w
γ
1(s)dϕ ds durch das Design der Messung festgelegt ist und
die Wahl dµ2(x,y) = w
γ
2(x,y)dxdy dann aus technischen Gründen erfolgt, um die Singulärwert-
zerlegung von R zugänglich zu machen. Bezug nehmend auf den Bereich Computertomografie
wird der Raum L2(B1(0);µ2) gewöhnlich als brain space und L2([−pi/2,pi/2]× [−1,1];µ1) als
detector space bezeichnet. Die Gewichtsfunktionen wγ1 und w
γ
2 sind spezielle, parametrische Fa-
milien in γ > −1/2 und wurden von früheren Arbeiten übernommen, vgl. Davison (1981). Die
jedoch interessanteste Zutat in (2.5), die so in der Literatur noch kaum behandelt wurde, ist die
nahezu beliebige Gewichtsfunktion λ auf dem Winkel ϕ .
In Abhängigkeit von γ und der Gewichtsfunktion λ berechnen wir die Singulärwertzerlegung des
Operators R in (2.5). Wie sich herausstellt, stehen die Singulärwerte in engem Zusammenhang
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mit den Eigenwerten der Folge von Toeplitz-Matrizen, die durch λ erzeugt werden. Insbesondere
sind diese nicht von Null wegbeschränkt, wenn auch λ nicht von Null wegbeschränkt ist, so dass
sich in diesem Fall der Grad der Schlechtgestelltheit für die Invertierung von R weiter erhöht. Ba-
sierend auf sowohl gut bekannten wie auch aktuellen Resultaten zum Konvergenzverhalten der
Eigenwerte von Folgen von Toeplitz-Matrizen leiten wir Schranken für das Abklingverhalten
der Singulärwerte von R für verschiedene Klassen von Gewichtsfunktionen λ her. Diese geben
wiederum einen Aufschluss über den tatsächlichen Grad der Schlechtgestelltheit des inversen
Problems. Insbesondere stellt sich heraus, dass das Problem schwach schlecht gestellt bleibt, so
lange λ nur isolierte Nullstellen, typischerweise an den Randpunkten ±pi/2, besitzt, wobei der
Grad der Schlechtgestelltheit in dem Fall von dem Grad der Nullstellen abhängt. Hat λ jedoch
einen beschränkten Träger, so fallen die Singulärwerte exponentiell schnell und das inverse Pro-
blem wird ernsthaft schlecht gestellt. Wir zeigen, dass der Operator R in (2.5) für beliebiges
γ > −1/2 injektiv ist, vorausgesetzt die Gewichtsfunktion λ ist nicht essentiell Null, und leiten
damit explizite Formeln für die Singulärfunktionen in brain und dector space her. Diese sind
insbesondere wichtig für die Konstruktion von SVD-basierten Schätzern.
Anschließend betrachten wir das Schätzen einer Funktion f aus einer verrauschten Beobachtung
Y deren Radontransformierten R f in dem Gaussian-white-noise-Modell
dY (ϕ,s) = (R f )(ϕ,s)dµ1(ϕ,s)+ ε dW (ϕ,s), (2.6)
wobeiW ein gewichtetes Brown’sches Blatt auf [−pi/2,pi/2]× [−1,1] ist, so dass für beliebige
Funktionen g1 und g2 im detector space die Zufallsvariablen

g1 dW und

g2 dW gemeinsam
normalverteilt sind mit Erwartungswert null und Kovarianz 〈g1,g2〉µ1 . ε > 0 wird als Geräusch-
pegel bezeichnet. Das Modell (2.6) besagt insbesondere, dass für jede Funktion g im detector
space die Zufallsvariable

gdY beobachtet werden kann, so dass man durch Einsetzen des voll-
ständigen Systems orthonormaler Singulärfunktionen im detector space eine Folge i.i.d. nor-
malverteilt verrauschter Beobachtungen der Fourierkoeffizienten von f bezüglich der Basis von
Singulärfunktionen im brain space erhält.
Während dieses von theoretischer Seite her leichter zugängliche white-noise-Modell nur eine
Approximation an Standardmodelle für nichtparametrische Regression oder Dichteschätzung ba-
sierend auf indirekten Beobachtungen darstellt, gibt es sehr wohl einen wertvollen Einblick in
die Schwierigkeit des zugrundeliegenden Schätzproblems. Basierend auf dem asymptotischen
Verhalten der Singulärwerte von R bestimmen wir obere und untere Schranken für die Minimax-
Raten zum Schätzen von f in diversen Sobolev-Glattheitsklassen unter schwachen Annahmen an
die Gewichtsfunktion λ im Falle von isolierten Nullstellen bei ±pi/2 für beliebiges γ > −1/2.
Obwohl exakte Raten und Effizienzkonstanten nur für den Fall γ = 1 und unter deutlich stärkeren
Annahmen an λ berechnet werden können, stellt sich heraus, dass der bekannte Pinsker-Schätzer
in all diesen schwach schlecht gestellten Problemen asymptotisch effizient bleibt. Abschließend
betrachten wir erneut den ernsthaft schlecht gestellten Fall, dass λ beschränkten Träger hat, und
erhalten erstaunlicher Weise die exakten Minimax-Raten für beliebige Wahl von γ . Außerdem
zeigt sich, dass in dem Spezialfall λ = 1[−η ,η ] für ein η < pi/2 (limited angle) ein einfacher
Projektionsschätzer nicht nur effizient sondern sogar exakt adaptiv an die betrachteten Sobolev-
Klassen ist.
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3Two-component mixtures with independent coordinates
as conditional mixtures: Nonparametric identification
and estimation
Daniel Hohmann and Hajo Holzmann
Abstract: We show how the multivariate two-component mixtures with independent coor-
dinates in each component by Hall and Zhou (2003) can be studied within the framework of
conditional mixtures as recently introduced by Henry, Kitamura and Salanié (2010). Here,
the conditional distribution of the random variable Y given the vector of regressors Z can be
expressed as a two-component mixture, where only the mixture weights depend on the co-
variates. Under appropriate tail conditions on the characteristic functions and the distribution
functions of the mixture components, which allow for flexible location-scale type mixtures,
we show identification and provide asymptotically normal estimators. The main application
for our results are bivariate two-component mixtures with independent coordinates, the case
not previously covered by Hall and Zhou (2003). In a simulation study we investigate the
finite-sample performance of the proposed methods. The main new technical ingredient is the
estimation of limits of quotients of two characteristic functions in the tails from independent
samples, which might be of some independent interest.
Keywords: characteristic function, conditional mixture, finite mixture, nonparametric esti-
mation
AMS 2000 subject classification: 62G05, 62G20
3.1. Introduction
Finite mixtures are frequently used to model populations with unobserved heterogeneity. While
the component distributions are most often chosen from some parametric family, e.g. the normal
or t-distributions, cf. McLachlan and Peel (2000), in recent years there has been quite some
interest in finite mixtures with nonparametric components, see below for a review of some of the
literature.
A prominent example is the multivariate two-component mixture with independent coordinates
in each component by Hall and Zhou (2003, HZ in what follows), which they introduced for
modeling results of repeated tests on a single person with unknown disease status.
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In this paper we show how the model by HZ can be cast into the framework of two-component
conditional mixtures by Henry, Kitamura and Salanié (2010, HKS in the following). In partic-
ular, our results imply that for the HZ-model in the (in general only partially identified) two-
dimensional case, an appropriate representation of the factors in the independent components
can still be identified and estimated under some additional tail assumptions.
Suppose that the conditional distribution of the random variable Y given the vector of regressors
Z can be expressed as the two-component mixture
F(y|z) = (1−λ (z))F0(y)+λ (z)F1(y), (3.1)
where only the mixture weights depend on the covariates. Apart from actual dependence of λ (z)
on the covariates, identification in model (3.1) requires additional assumptions on the component
distributions F0 and F1. HKS investigate identifiability and estimation under tail conditions of the
distribution functions themselves, which are tailored to location-type mixtures, but do not work
for scale mixtures. We focus on identification and estimation results of (3.1) under appropriate
tail conditions on the characteristic functions of F0 and F1, which shall allow for more flexible
location-scale-type mixtures. Indeed, our main technical contribution is the derivation of the
large-sample theory for characteristic function-based estimators.
Let us review some of the literature on mixtures with nonparametric components. In the sim-
ple case of finite mixtures of univariate distributions, most theoretical work assumes symmetry
of each component distribution. For example, Bordes, Mottelet and Vandekerkhove (2006) and
Hunter, Wang and Hettmansperger (2007) present results on identifiability and asymptotically
normal estimation in a two-component location mixture of a single symmetric distribution, and
Bordes and Vandekerkhove (2010) and Hohmann and Holzmann (2013a) have similar results in
a two-component mixture model with two symmetric components one of which is completely
specified while the other is unknown with unknown location parameter. For mixtures of regres-
sions, there is a series of work which exploits the additional information provided by covariates.
Kasahara and Shimotsu (2009) extend the HZ-approach to the context of switching regressions.
Kitamura (2004, unpublished) considers identifiability issues for univariate mixtures of regres-
sions on the mean functions and obtains full nonparametric identification of the components
under some tail assumptions of either their characteristic functions or their moment generating
functions. Vandekerkhove (2012) considers the more specific case of a linear switching regres-
sion model, where the switching error distributions are only assumed to be symmetric.
Our paper is organized as follows. In Section 3.2 we show how the HZ-model can be studied
within the framework of model (3.1). Further, we show identification under tail conditions on
the characteristic functions of F0 and F1, and in particular conclude that for the HZ-model in the
two-dimensional case, an appropriate representation of the component distributions is identified
and can be estimated under our assumptions. In Section 3.3 we construct asymptotically normal
estimators of the component distributions and the mixture weights. The main new technical in-
gredient is the estimation of limits of quotients of two characteristic functions in the tails from
independent samples, which we discuss in Section 3.4, and which might be of some indepen-
dent interest. The proofs use strong approximation as well as an entropy-type bound for the
characteristic process.
A simulation study is conducted in Section 3.5, where we focus on the HZ-model in two dimen-
sions. We also propose a cross-validation scheme in order to select the tuning parameters of the
estimators. Proofs are deferred to an appendix, while some additional technical results are given
in the supplementary material Hohmann and Holzmann (2013c) (see Chapter 5).
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3.2. Two-component conditional mixtures
In this section, we discuss the model by HZ as our main example of (3.1). Further, we briefly
review the identifiability statements of HKS and extend these to cover tail conditions on the
characteristic functions of the component distributions.
3.2.1. Examples and model reduction
Example 3.1 (Unobserved binary status). Let Y be some endogenous variable affected by an
unobservable binary status T ∈ {0,1}. Instead of T we observe the regressor T ∗ which effects
the status variable T , but such that Y given T is independent of T ∗. Then
P(Y ≤ y|T ∗ = z) = ∑
s=0,1
P(T = s|T ∗ = z)P(Y ≤ y|T = s)
= (1−λ (z))F0(y)+λ (z)F1(y)
with Fj(y) = P(Y ≤ y|T = j) and λ (z) = P(T = 1|T ∗ = z). The main example in HKS is the
misclassified binary status variable, e.g. the case of binary T ∗.
Example 3.2 (Mixtures with independent components). Suppose that X1, . . . ,Xk are given results
of a medical test of a single person where it is unknown if this person is indeed affected by the
disease or not. Let T denote the indicator for this unknown affection status, i. e., T = 1 if and
only if the person is actually diseased. It is reasonable to assume that the k test results are
stochastically independent given the status T . Therefore, the observed data can be modeled by
the k-variate two-component mixture
F(x) = (1−α)
k
∏
i=1
F0,i(xi)+α
k
∏
i=1
F1,i(xi), x= (x1, . . . ,xk)′ ∈Rk,
with α = P(T = 1) and Fj,i(x) = P(Xi ≤ x|T = j). This model was investigated by HZ who
established nonparametric identifiability of the cdfs Fj,i and the mixture weight α under some
mild irreducibility condition on F for the case k ≥ 3. Partial identifiability results were obtained
for k = 2. Let i0 ∈ {1, . . . ,k} be an arbitrary fixed index, and define
Y = Xi0 , Z = (X1, . . . ,Xi0−1,Xi0+1, . . . ,Xk)
′.
Due to the conditional independence of the X j given T , we obtain for y ∈R and z ∈Rk−1 that
P(Y ≤ y|Z = z) = (1−λ (z))F0,i0(y)+λ (z)F1,i0(y), λ (z) = P(T = 1|Z = z).
Note that the function λ (z) is only of minor interest. We may as well condition on {Z ∈ B} for a
Borel set B⊂Rk−1 to obtain
P(Y ≤ y|Z ∈ B) = (1−pi(B))F0,i0(y)+pi(B)F1,i0(y),
pi(B) = P(T = 1|Z ∈ B) = α P(Z ∈ B|T = 1)/P(Z ∈ B). (3.2)
In particular, the weight pi(Rk−1) determines the parameter α .
Motivated by the HZ-model as well as the case of a misclassified binary status variable, we
consider conditioning in model (3.1) on events {Z ∈ B} for a Borel set B ∈ Bp which have
18 3 Two-component mixtures with independent coordinates as conditional mixtures
positive probability. Specifically, setting pi(B) = E(λ (Z)|Z ∈ B) allows to write (3.1) as
F(y|B) = (1−pi(B))F0(y)+pi(B)F1(y). (3.3)
3.2.2. Identification
Next, we briefly revisit the results on identification in HKS, reformulated in the context of (3.3),
and add a condition for identifiability on the quotients of characteristic functions which allows
to identify scale mixtures. As HKS, we start with two basic assumptions.
Assumption A 3.1. 1. There exist B0,B1 ∈Bp such that 0< pi(B0),pi(B1)< 1, pi(B0) 6= pi(B1).
2. There exists a y0 ∈R such that F1(y0) 6= F0(y0).
Given Assumption A 3.1 set
ξ = ξ (B0,B1) =
pi(B1)
pi(B0)
and ζ = ζ (B0,B1) =
1−pi(B1)
1−pi(B0) .
Then direct computations show that
F0(y) = F(y|B0)+ F(y|B1)−F(y|B0)1−ξ ,
F1(y) = F(y|B0)+ F(y|B1)−F(y|B0)1−ζ .
(3.4)
Further, set
Λ(B) =
F(y0|B)−F(y0|B0)
F(y0|B1)−F(y0|B0) =
pi(B)−pi(B0)
pi(B1)−pi(B0) .
Straightforward calculations give pi(B0) = (1−ζ )/(ξ −ζ ) and pi(B1)−pi(B0) =−(1−ξ )(1−
ζ )/(ξ −ζ ), and thus
pi(B) =
1−ζ
ξ −ζ −
(1−ξ )(1−ζ )
ξ −ζ Λ(B). (3.5)
From (3.4) and (3.5), HKS observe that F0, F1 and pi (and in particular λ ) can be identified from
the quantities ξ and ζ and the observable cdf F . So, under Assumption A 3.1, the identification
and estimation of ξ and ζ is the crucial part for the mixture (3.3).
In order to achieve full identification, consider the following tail dominance conditions concern-
ing the component cdfs F0 and F1 and their Fourier transforms, say F˜0 and F˜1, respectively.
C1. limy→−∞F1(y)/F0(y) = 0
C2. limy→+∞(1−F0(y))/(1−F1(y)) = 0
C3. limy→+∞ F˜0(y)/F˜1(y) = 0
For i = 2,3, letMi denote the class of mixtures of the form (3.3), the component cdfs of which
satisfy the tail conditions C1 and Ci. HKS state identification under C1 and C2. For convenience,
we reformulate their result.
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Theorem 3.1. If F ∈Mi for i= 2 or i= 3, then, under A 3.1, F0, F1 and pi are nonparametrically
identifiable within this classMi. Moreover, by C1,
lim
y→−∞
F(y|B1)
F(y|B0) = ζ (3.6)
and
under C2, lim
y→∞
1−F(y|B1)
1−F(y|B0) = ξ , under C3, limy→∞
F˜(y|B1)
F˜(y|B0)
= ξ . (3.7)
Let us comment on and illustrate the conditions C1-C3 as well as the statement of the theorem.
Assumptions C1 and C2 from HKS mean that F0 dominates the left tail of the distribution F ,
while F1 dominates the right tail. This assumption is natural for location mixtures, where it is
satisfied for (exponentially) light tails of the underlying distribution. A class of examples is the
(skew) normal distribution with equal skewness and scale parameters.
For scale mixtures, Assumptions C1 and C2 are not appropriate. For example, for normal dis-
tributions, the component with higher variance dominates both tails. Specifically, consider a
normal mixture with σ0 > σ1 and µ0,µ1 ∈ R arbitrary. Then Assumptions C1 is satisfied and
further
F˜0(y)
F˜1(y)
= exp

i(µ0−µ1)y

exp
− (σ20 −σ21 )x2/2−→ 0, |x| → ∞,
thus Assumptions C1 and C3 provide identification. More generally, for a scale mixture of a
supersmooth density (for which the characteristic function decays at an exponential rate), C3 is
satisfied. Thus, C3 allows to smoothly separate scale-mixtures.
Example 3.2 (continued). We show in the context of Example 3.2 that Theorem 3.1 only states
that the specific representation of the conditional mixtures for which the components satisfy the
conditions C1 and C2 or C3 is identified, there might be further representations of the from (3.3).
Nevertheless, as argued above, these representations are quite natural: C1 and C2 are appropriate
if F0 and F1 dominate distinct tails of the distribution, while C1 and C3 are natural for a scale-type
mixture in a smooth density with light tails.
In terms of densities, the model is
f (x) = (1−pi) f0,1(x1) f0,2(x2)+pi f1,1(x1) f1,2(x2), x= (x1,x2)′ ∈R2. (3.8)
Let f1 and f2 denote the one-dimensional marginals of f . Then theorem 4.1 in HZ provides the
factorization
f (x)− f1(x1) f2(x2) = g1(x1)g2(x2),
where the functions g1 and g2 are uniquely determined up to constant multiples. Now, theorem
4.2 in HZ states the partial identifiability of (3.8) as follows. If θ = (α1,α2,β1,β2) is a vector
of real constants unequal to zero such that sgnα j =−sgnβ j, the fraction |β j|/(|α j|+ |β j|) does
not depend on j, and such that
f θ0, j := f j+α jg j , f
θ
1, j := f j+β jg j (3.9)
are non-negative, then these latter functions are probability densities which also fulfill (3.8),
with mixture weight 1−piθ := |β1|/(|α1|+ |β1|). Denote by Θ the set of corresponding shifting
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vectors θ . We show that our tail assumptions identify a unique value in Θ. Indeed, suppose that
θ ∗ ∈Θ is such that
0= lim
x→−∞
f θ
∗
1,1(x)
f θ∗0,1(x)
= lim
x→−∞
1+β ∗1 g1(x)/ f1(x)
1+α∗1g1(x)/ f1(x)
, (3.10)
corresponding to condition C1 of Section 3.2 in terms of densities. Since β ∗1 6= 0, this implies the
convergence
lim
x→−∞g1(x)/ f1(x) =−1/β
∗
1 ,
which by (3.8) yields the identification of f1. The arguments under C2 and C3 are similar.
The nonidentifiability without additional assumptions on the components in model (3.3) holds
more generally, see Example 5.1 in Hohmann and Holzmann (2013c). Further, without the ad-
ditional regressor Z even in case of a known weight and tail conditions on the components, the
model is not identified, see Example 5.2 in Hohmann and Holzmann (2013c).
3.3. Estimation
In this section, given i.i.d. observations (Y1,Z1), . . . ,(Yn,Zn) such that the conditional distribution
F(y|z) satisfies (3.3), following HKS we propose nonparametric estimators of the components
F0, F1 and of the weight function pi . The essential step is to estimate the quantities ζ and ξ ,
then, based on (3.4) and (3.5), plug-in estimates are easily devised. Given the tail conditions C1
and C2/C3, we estimate ζ and ξ as the limits arising in (3.6) and (3.7). To this end, Section 3.4
contains the asymptotic distribution theory for limits of quotients of characteristic functions, our
major contribution, as well as of distribution functions, which is essentially covered in HKS,
of independent samples in their tails. Here, we apply this theory to obtain asymptotics for the
estimators in model (3.3).
3.3.1. Estimation of ζ and ξ under C1 and C3
Consider the empirical conditional distribution and characteristic functions
Fn(y|B j) =
∑nk=1 1{Yk≤y}1{Zk∈B j}
∑nk=1 1{Zk∈B j}
, y ∈R,
Fn(t|B j) = ∑nk=1 exp(it Yk)1{Zk∈B j}∑nk=1 1{Zk∈B j} , t ∈R.
Motivated by (3.6) and (3.7), following HKS we consider estimators for ζ and ξ of the form
ζn =
Fn(Ln|B1)
Fn(Ln|B0) , ξn = Re
Fn(Rn|B1)Fn(Rn|B0) ,
where the levels Ln and Rn need to be chosen appropriately. To this end, assume
Assumption A 3.2. The Borel sets B0 and B1 in A 3.1 i. satisfy B0 ∩B1 = /0 and p j := P(Z ∈
B j)> 0, j = 0,1.
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Under A 3.2, we define disjoint subsamples Y ∗1 , . . . ,Y
∗
mn and Y
∗∗
1 , . . . ,Y
∗∗
ln of Y1, . . . ,Yn, where the
Y ∗j correspond to the observations Yk such that Zk ∈ B0, the Y ∗∗j correspond to Zk ∈ B1, and set
mn = ∑nk=1 1{Zk∈B0} and ln = ∑
n
k=1 1{Zk∈B1}.
We choose Ln as an intermediate lower order statistic of the subsample Y ∗1 , . . . ,Y
∗
mn : Let Ln be thebrnc-th largest order statistic of the Y ∗k , Ln = Y ∗mn(brnc) , where rn → ∞ is such that
rn/n→ 0, rn/
√
n→ ∞ as n→ ∞. (3.11)
In order to choose Rn, we assume that the characteristic function satisfies F(t|B0)→ 0 as t →
∞. Let sn → ∞ be such that sn/n→ 0. Then, for large n, by continuity of F(y|B0) there is a
(not necessarily unique) solution tn of the equation F(tn|B0) =sn/mn, and we choose Rn as a
solution of the corresponding empirical version of this equation: |Fn(Rn|B0)| =sn/mn . More
precisely, we require
Assumption A 3.3. There exists γ > 0 and a non-random sequence tn → ∞ such that (3.20)-
(3.23) (see Section 3.4) hold true for F = F(·|B1), G= F(·|B0), and hn = Rn.
For further discussion see Section 3.4. Finally, assume that the rates rn and sn are chosen such
that there exist constants βζ and βξ in R (possibly zero) for which
√
rn
F(Ln|B1)
F(Ln|B0) −ζ

→p βζ ,
√
sn

Re
F(Rn|B1)F(Rn|B0) −ξ

→p βξ (3.12)
as n→ ∞.
Proposition 3.1. If A 3.1 - A 3.3 and (3.12) hold, then
√
rn(ζn−ζ ) N

βζ ,τζ +ζ 2

,
√
sn(ξn−ξ ) N

βξ ,(τ+ξ 2)/2

with τ = p0/p1. Moreover, if sn = rn, then the estimators are asymptotically independent.
The first part of the proposition is as in HKS, the second (which is based on characteristic func-
tions) as well as the asymptotic independence are our main contributions to estimation. Under
the Assumptions C1 and C2, we obtain analogous results to those in HKS, see Hohmann and
Holzmann (2013c) for the details.
For further discussion of the tail assumption (3.12) see HKS (Lemmas 7 and 8). Note that it
also applies to the characteristic functions if these (and not the distributions functions) satisfy the
shape constraints made in HKS.
3.3.2. Estimating the component distributions and the weight function
We now turn to the estimation of the components distributions F0 and F1 and the mixture weight
function pi . We obtain similar, though slightly more refined results as HKS.
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By (3.4), natural estimates of F0 and F1 are given by
Fˆ0(y) = Fn(y|B0)+ Fn(y|B1)−Fn(y|B0)1−ξn ,
Fˆ1(y) = Fn(y|B0)+ Fn(y|B1)−Fn(y|B0)1−ζn ,
where ζn is obtained using C1 and ξn either from C2 or from C3. As a consequence of Proposi-
tion 3.1, √
rn(ζn−ζ ) N

βζ ,σ2ζ

,
√
sn(ξn−ξ ) N

βξ ,σ2ξ

, (3.13)
where the variances σ2ζ and σ
2
ξ are given as in Proposition 3.1, and possibly rn = sn, in which
case the estimators are asymptotically independent. Then we have
Theorem 3.2. Suppose that (3.13) holds, where sn and rn satisfy (3.11). Then
√
sn

Fˆ0(y)−F0(y)
 `∞(R) Gξ (y), √rnFˆ1(y)−F1(y) `∞(R) Gζ (y),
where Gi, i= ξ ,ζ , are tight Gaussian processes with mean and covariance functions
µi(y) = D(F,y)(1− i)−2βi, ρi(y1,y2) = D(F,y1)D(F,y2)(1− i)−4σ2i ,
i= ξ ,ζ , where D(F,y) = F(y|B1)−F(y|B0).
We note that relations analogous to (3.4) also hold true for underlying densities, and hence that
similar estimators for the densities could be devised.
Finally, we consider estimation of the mixture weight function pi(B) for sets B ∈Bp with P(Z ∈
B)> 0, B=Rp being of particular interest. Fix a y0 satisfying Assumption A 3.1. From (3.5), a
suitable estimator is given by
pin(B) = L1(ξn,ζn)−L2(ξn,ζn) Fn(y0|B)−Fn(y0|B0)Fn(y0|B1)−Fn(y0|B0) ,
where L1(x1,x2) = (1− x2)/(x1− x2), L2(x1,x2) = (1− x1)(1− x2)/(x1− x2), x1 6= x2.
Theorem 3.3. Let B ∈Bp with P(Z ∈ B) > 0, and assume (3.13), where in case of equal rates
we additionally assume asymptotic independence.
1. If sn = rn, we have
√
rn

pin(B)−pi(B)

 N

(βξ ,βζ )J,J′ diag(σ2ξ ,σ
2
ζ )J

,
where
J= (ξ −ζ )−2

ζ −1
1−ξ

−Λ(B)
−(1−ζ )2
(1−ξ )2

.
2. If sn = o(rn), then
√
sn

pin(B)−pi(B)

 N

βξ j, j2σ2ξ

, j= (ξ −ζ )−2ζ −1+Λ(B)(1−ζ )2.
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Remark. When estimating the mixture weights pi(B0) and pi(B1) of the sets B0 and B1 upon
which the estimation procedure is based, the asymptotic covariance matrix has a simpler form:
Since Λ(B0) = 0 and Λ(B1) = 1, we obtain that
J(B0,B1) =
1
(ξ −ζ )2
 −(1−ζ ) 1−ξ
−ζ (1−ζ ) ξ (1−ξ )

.
3.4. Estimating quotients in the tails
Let X1,X2, . . . and Y1,Y2, . . . be mutually independent sequences of i.i.d. observations with distri-
bution functions F and G, respectively. Assume that
F(y)/G(y)−→ θ as y→−∞ (3.14)
or / and F(y), G(y)−→ 0, F(y)/ G(y)−→ η as y→ ∞ (3.15)
hold for some θ > 0 and η ∈C\{0}, where as above F and G denote the characteristic functions
of F and G. We shall construct asymptotically normal estimators of θ and η . In the following,
suppose that ln and mn are sequences inN such that ln,mn  n as n→ ∞.
3.4.1. Characteristic Functions
To estimate η in (3.15), let
ηn = Fn(hn)/ Gn(hn),
where Fn(y) = 1ln
ln
∑
k=1
exp(iyXk), Gn(y) = 1mn
mn
∑
k=1
exp(iyYk),
with hn a sequence tending to infinity. Decompose
ηn−η = (ηn− η¯n)+(η¯n−η), η¯n = F(hn)/ G(hn).
In order to handle the “variance term”, write
√
sn(ηn− η¯n) =

sn/mnGn(hn)

mn/ln Fn(hn)− η¯nGn(hn), (3.16)
where Fn =√ln(Fn− F) and Gn =√mn( Gn− G) are the characteristic processes and sn → ∞.
Assume that sn satisfies
sn/n→ 0 as n→ ∞, (3.17)
and that hn →p ∞ is chosen such that
| Gn(hn)|=sn/mn(1+oP(1)). (3.18)
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We shall use strong approximations of the characteristic processes by
C(y) =

exp(iyx)B(F(dx)) (3.19)
for Fn(y), and similarly for Gn. In order that these processes are sample-continuous and that
strong approximations work, some conditions on F and G are required, see Csörgo˝ (1981). We
shall adopt the following sufficient condition: Assume that there exists γ > 0 such that
yγH(−y)+ yγ(1−H(y)) = O(1) as y→ ∞, H = F,G. (3.20)
Finally, we assume that there also exists a non-random sequences tn → ∞ such that
tn = o

nγ/(2γ+4)(logn)−(γ+1)/(γ+2)

, (3.21)
|hn− tn|= oP(1), (3.22)
| G(hn)− G(tn)|= oPsn/mn, (3.23)
with γ determined by (3.20).
Remark. Given a non-random sequence tn → ∞ of order (3.21), assume that the following sep-
arability criterion holds: There is a sequence an, either constant or tending to infinity, such that
for all ε > 0 there existsCε > 0 fulfilling
inf
an|t−tn|>ε
mn/sn | G(t)|−1>Cε (3.24)
for n sufficiently large. In case of a supersmooth density, one can show that (3.24) holds with
an = tn, and that this rate implies (3.23) if tn is chosen such that | G(tn)|=sn/mn.
Lemma 3.1. Assume that (3.20) and (3.24) hold. If tn is a non-random sequence of order (3.21),
then there exists a sequence hn such that Gn(hn) =sn/mn and |hn− tn|= oP(a−1n ).
Example 3.3. Consider exemplarily the Gaussian characteristic function
Φ(x) = Φ(x;µ,σ2) = exp(iµx)exp(−σ2x2/2),
and let tn be chosen such that |Φ(tn)|=sn/mn. Given ε > 0, the infimum in (3.24) is attained
at t∗n = tn+ ε/an. A Taylor expansion then yieldsmn/sn|Φ(t∗n )−1=mn/snσ2t¯n exp(−σ2t¯2n/2)ε/an
with t¯n ∈ [tn, tn+ ε/an]. Choosing an = tn, it follows that t¯n/an → 1 and
exp(−σ2t¯2n/2)≥ exp(−σ2(tn+ ε/an)2/2) =

sn/mn exp
−σ2(2ε+(ε/an)2)/2,
and thus (3.24) holds. As a result, by Lemma 3.1 there exists a random sequence hn such that
|Φn(hn)| =sn/mn and |hn− tn| = oP(t−1n ). Now, again by a Taylor expansion, similar argu-
ments show that for some t¯n between hn and tn,
mn/sn
ReΦ(hn)−ReΦ(tn)=mn/snσ2t¯n cos(µ t¯n)+µ sin(µ t¯n)
exp(−σ2t¯2n/2)|hn− tn|
= oP(1).
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Since the imaginary part of Φ(hn)− Φ(tn) can be handled likewise, we also see that (3.23) is
fulfilled.
Theorem 3.4. Assume that (3.17), (3.18) and (3.20)-(3.23) hold. If there exists τ > 0 such that
mn/ln → τ , then √
sn(ηn− η¯n) CN

0,τ+ |η |2,0,
where CN denotes the complex-normal distribution. More explicitly,
√
sn

Re(ηn− η¯n)
Im(ηn− η¯n)

 N

0
0

,
1
2

τ+ |η |2 0
0 τ+ |η |2

.
3.4.2. Distribution functions
To estimate θ in (3.14), let
θn = Fn(hn)/Gn(hn), Fn(y) =
1
ln
ln
∑
k=1
1{Xk≤y}, Gn(y) =
1
mn
mn
∑
k=1
1{Yk≤y},
where the level hn is specified below. Write
θn−θ = (θn− θ¯n)+(θ¯n−θ), θ¯n = F(hn)/G(hn).
Assume that rn → ∞ satisfies (3.11), and that hn →p −∞ is chosen such that
Gn(hn) = rn/mn+oP(rn/n) = rn/mn (1+oP(1)). (3.25)
(3.25) is satisfied if we choose in particular hn=Ymn(brnc), where brnc is the largest integer smaller
than rn, and where Ymn(brnc) denotes the brnc-th largest order statistic of the sample Y1, . . . ,Ymn ,
since Gn(hn) = brnc/mn = rn/mn(1+o(1)).
Theorem 3.5. Suppose that the assumptions of Theorem 3.4 for sn = rn as well as (3.11) and
(3.25) hold. If there exists τ > 0 such that mn/ln → τ , then
√
rn
 θn− θ¯nReηn− η¯n
Im

ηn− η¯n

 N
00
0
 , 1
2
2(τθ +θ 2) 0 00 τ+ |η |2 0
0 0 τ+ |η |2
 .
The asymptotic distribution of
√
rn(θn− θ¯n) follows from arguments along the lines of HKS,
however, the asymptotic independence requires some additional work. Further applications, dis-
cussed in Hohmann and Holzmann (2013c), are testing for tail dominance, as well as estimating
the exponent of regular variation.
3.5. Simulation study
We investigate the finite-sample performance of the estimators in a simulation study in the HZ-
model. Consider a random vector (Y,Z)′ distributed according to
FY,Z(y,z) = (1− p)Ψ(y;µ0,σ20 ,λ0)Φ(z;0,1)+ pΨ(y;µ1,σ21 ,λ1)Φ(z;3,1),
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whereΦ andΨ denote the normal and skew-normal distribution functions, resp. The distribution
of Y conditional on Z is then given by (cf. (3.2))
F(y|B) = (1−pi(B))Ψ(y;µ0,σ20 ,λ0)+pi(B)Ψ(y;µ1,σ21 ,λ1). (3.26)
As true values we choose (µ0,σ20 ,λ0) = (0,1,2), (µ1,σ
2
1 ,λ1) = (0.5,0.5,3), and p= 0.6. Let us
show that the component distributions in (3.26) then fulfill the tail dominance assumptions C1
and C3.
The density of the skew-normal distribution is given by
ψ(x;µ,σ2,λ ) =
2
σ
φ
x−µ
σ

Φ

λ
x−µ
σ

, x ∈R,
where φ denotes the standard normal density, and its characteristic function by
Ψ(x;µ,σ2,λ ) = eiµx− 12σ2x21+ iIσxλ/1+λ 2,
where I(x) =
 x
0

2/pi eu2/2 du . Hence,
Ψ(x;µ,σ2,λ )∼ 1
λpi(µ− x) e
− 12

x−µ
σ
2
(1+λ 2), x→−∞,
and, as x→ ∞,
|Ψ(x;µ,σ2,λ )|= e−σ2x2/21+Iσxλ/1+λ 22
∼

2
pi
√
1+λ 2
λσx
e−
1
2σ
2x2(1+λ 2)−1 ,
and thus the condition
σ20 /σ
2
1 > (1+λ
2
0 )/(1+λ
2
1 )
is sufficient and necessary for both C1 and C3 to hold true.
For the estimation we further chose B0 = (0,∞) and B1 = (−∞,0], inducing true values ζ =
2.3876 and ξ = 0.4502, and set y0 = 1. The estimation results for ξ , ζ , and p, using different
sample sizes n and different rates rn = sn = nδ , are presented in Table 3.1 (a)-(c).
The choice of rn turns out to highly affect the estimates’ variance and bias properties. A small
rn leads to small bias, it however increases the variance, as should be expected from the theory.
Therefore, in a second step we use a cross-validation scheme to choose rn. This can for example
be done by a repeated random sub-sampling validation, i. e., one randomly slits up the sample
of observations into two sub-samples of equal size, uses these sub-samples to estimate both the
mixture
(1− pˆ) Fˆ0(x)+ pˆ Fˆ1(x) ,
for the given rn, where pˆ = pin(R), and the ordinary empirical distribution function of Y . One
estimates the L1-distance between these estimates, the cross-validated rn is then the minimizer
(on some fixed grid). The estimates for ξ , ζ , and p using cross-validation can be found in
Table 3.1 (d). Also, Figure 3.1 shows estimates of the distribution functions F0 and F1 using
cross-validation.
3.5 Simulation study 27
Table 3.1: Estimates of ζ , ξ , and pi in the model of Hall and Zhou (2003) for true values ζ = 2.3876, ξ = 0.4502, and p= 0.6. The table
shows mean values and standard deviations (in brackets) of 104 repetitions, based on different sample sizes n and different rates
rn = sn = nδ .
(a) Estimates using δ = 0.4.
n ζn ξn pn
500 2.3346 (0.9088) 0.3634 (0.3974) 0.5266 (0.2544)
1000 2.3736 (0.8536) 0.3626 (0.3433) 0.5308 (0.2311)
10000 2.3826 (0.5371) 0.3995 (0.2089) 0.5649 (0.1321)
(b) Estimates using δ = 0.6.
n ζn ξn pn
500 1.9299 (0.3493) 0.5129 (0.2249) 0.5685 (0.1319)
1000 2.0911 (0.3201) 0.4755 (0.1825) 0.5734 (0.0976)
10000 2.3657 (0.2009) 0.3967 (0.0853) 0.5693 (0.0495)
(c) Estimates using δ = 0.8.
n ζn ξn pn
500 1.2328 (0.1147) 0.7408 (0.1128) 0.4356 (0.1725)
1000 1.2935 (0.0935) 0.7163 (0.0876) 0.4663 (0.1029)
10000 1.5335 (0.0440) 0.6305 (0.0359) 0.5266 (0.0241)
(d) Estimates using cross validation for δ .
n ζn ξn pn δn
500 2.2586 (0.8189) 0.3827 (0.3668) 0.5301 (0.2027) 0.4675 (0.0942)
1000 2.2757 (0.6341) 0.3816 (0.2631) 0.5392 (0.1341) 0.5181 (0.0863)
10000 2.3657 (0.2652) 0.3894 (0.0983) 0.5649 (0.0528) 0.5772 (0.0552)
28 3 Two-component mixtures with independent coordinates as conditional mixtures
-1 0 1 2 3
0
0.5
1
-1 0 1 2 3
0
0.5
1
(a) n= 500.
-1 0 1 2 3
0
0.5
1
-1 0 1 2 3
0
0.5
1
(b) n= 1000.
-1 0 1 2 3
0
0.5
1
-1 0 1 2 3
0
0.5
1
(c) n= 10000.
Figure 3.1: Estimates Fˆ0 and Fˆ1 (dashed) of the component distribution functions F0 and F1 (solid) for different sample sizes n. The right
column shows estimates of the corresponding densities.
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3.6. Appendix: Proofs
Proofs of Section 3.4
Proof of Lemma 3.1. Let δ > 0, and without loss of generality assume that x → | G(x)| is non-
increasing for x sufficiently large. Then, by (3.24) there exists 0<Cδ < 1 such that
| G(tn+δ )| ≤ (1−Cδ )sn/mn .
From Lemma 3.2 and (3.29) it follows that | Gn(tn+δ )− G(tn+δ )|= oP(sn/mn), yielding| Gn(tn+δ )|− | G(tn+δ )|<Cδ/2+oP(1)
and thus
| Gn(tn+δ )|<sn/mn+oP(1) .
As a result, there exists a sequence hn such that Gn(hn) =sn/mn, where hn fulfills the order
condition (3.21), too. Hence, it also holds that | Gn(hn)− G(hn)|= oP(sn/mn), yieldingmn/sn| G(hn)|−1=mn/sn| Gn(hn)|− | G(hn)|= oP(1) .
Since, for all ε > 0, (3.24) implies
an|hn− tn|> ε
⊂ mn/sn| G(hn)|−1>Cε ,
we conclude that |hn− tn|= oP(a−1n ).
Proof of Theorem 3.4. The proof of Theorem 3.4 proceeds in several steps.
Lemma 3.2. Assume that (3.20) holds. On a sufficiently rich probability space there exist ver-
sions of the Xk and Yk, and independent sequences B1,n and B2,n of standard Brownian bridges
on [0,1] such that, defining
C1,n(y) =

exp(iyx)B1,n(F(dx)), C2,n(y) =

exp(iyx)B2,n(G(dx)), (3.27)
for all sequences Tn = o

nγ/(2γ+4)(logn)−(γ+1)/(γ+2)

it holds that
sup
0≤y≤Tn
Fn(y)−C1,ln(y)→p 0, sup
0≤y≤Tn
Gn(y)−C2,mn(y)→p 0.
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Proof. According to Theorem 4 and Corollary 2 in Csörgo˝ (1981), for all T,δ > 0 and n ∈ N
there exists a constantC which depends only on δ and F such that
P

sup
0≤y≤T
Fn(y)−C1,ln(y)>CqnT. Tn−(1+δ ) ,
where the sequence qn satisfies qn ∼ n−γ/(2γ+4)(logn)(γ+1)/(γ+2). Hence, for all sequences Tn =
o(q−1n ) and all ε > 0 we find that
P

sup
0≤y≤Tn
Fn(y)−C1,ln(y)> ε. Tnn−(1+δ )
eventually, where the right side converges to zero as n→ ∞.
Remark. The processesCi,n are zero mean complex Gaussian. In particular, withC being defined
as in (3.19) andW a standard Brownian motion on [0,1],
C(t) =d
 1
0
exp

itF−1(x)

W(dx)−W(1)
 1
0
exp

itF−1(x)

dx .
With this, basic properties of the Itô integral give
E

C(s)C(t)

=

exp(isx)exp(itx)F(dx)−

exp(isx)F(dx)

exp(itx)F(dx)
= F(s− t)− F(s)F(−t) , (3.28)
E

C(s)C(t)

=

exp(isx)exp(itx)F(dx)−

exp(isx)F(dx)

exp(itx)F(dx)
= F(s+ t)− F(s)F(t) ,
and hence C(t) has variance σ2(t) = E
|C(t)|2 = 1−|F(t)|2 and relation ρ(t) = EC(t)2 =F(2t)− F(t)2. In particular, if tn → ∞, then
C(tn) CN(0,1,0) as n→ ∞ . (3.29)
Lemma 3.3. Let Bn be a sequence of standard Brownian bridges, not necessarily independent of
hn, and define Cn(y) =

exp(iyx)Bn(F(dx)). If (3.20) and (3.22) hold, then |Cn(hn)−Cn(tn)|=
oP(1).
Proof. For any ε,δ > 0, defining In,δ = [tn−δ , tn+δ ],
P(|Cn(hn)−Cn(tn)|> ε)≤ P

sup
t∈In,δ
|Cn(t)−Cn(tn)|> ε

+P(|hn− tn|> δ ) .
The right probability tends to zero due to (3.22). The left probability can be made arbitrarily
small by the choice of δ . In fact, by the maximal inequality as given in Lemma 2.1 in Talagrand
(1996), there exists a finite constant K such that, for all x> 0,
P

sup
t∈In,δ
|Cn(t)−Cn(tn)|> Kx
 ∞
0

logN(In,δ ,η)dη

≤ exp(−x2) ,
where N(T,η) denotes the smallest number of open balls of radius η with respect to the distance
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d(s, t) = [E|Cn(s)−Cn(t)|2]1/2 (which does not depend on n) that are necessary in order to cover
an index set T ⊂R. Hence, it remains to show that the entropy integral  ∞0 logN(In,δ ,η)dη is
finite and can be made arbitrarily small by the choice of δ .
As already mentioned, the process Cn is zero mean complex Gaussian, and with (3.28) we find
that
E|Cn(s)−Cn(t)|2 = E

(Cn(s)−Cn(t))(Cn(s)−Cn(t))

= 2− F(s− t)− F(t− s)−|F(s)− F(t)|2
. 1−Re F(|s− t|) .
By (3.20), there exists γ > 0 such that yγF(−y) = O(1) and yγ(1−F(y)) = O(1) as y→ ∞.
Without loss of generality, it can be assumed that γ < 2, so that from Theorem 11.3.2 in Kawata
(1972) it follows that 1−Re F(t) = O(tγ) as t ↓ 0. Conclude that
d(s, t) = O
|s− t|γ/2 as |s− t| → 0 .
As a result, there exists an absolute constantC such that d(s, t)≤C|s− t|γ/2 for sufficiently small
δ and s, t ∈ In,δ , so that each η2/γ/C-cover of In,δ with respect to the absolute value distance is
an valid η-cover with respect to d, yielding
N(In,δ ,η)≤ 4Cδη−2/γ .
This and noting that N(In,δ ,η) = 1 whenever η ≥C(2δ )γ/2 ≥ diam(In,δ ) gives ∞
0

logN(In,δ ,η)dη ≤
 C(2δ )γ/2
0

log4Cδη−2/γ dη
=C(2δ )γ/2
 1
0

log2C1−2/γx−2/γ dx
which is O(δ γ/2) as δ → 0.
Proof of Theorem 3.4. For all ε > 0 and Tn → ∞, with C1,n as given in (3.27),
P
|Fn(hn)−C1,ln(hn)|> ε≤ P sup
0≤y≤Tn
|Fn(y)−C1,ln(y)|> ε+P(hn > Tn) ,
so that, choosing Tn = 2tn which is o

nγ/(2γ+4)(logn)−(γ+1)/(γ+2)

by (3.21), from Lemma 3.2
and (3.22) it follows that Fn(hn) = C1,ln(hn)+oP(1). With this, Lemma 3.3 immediately shows
that Fn(hn) =C1,ln(tn)+oP(1), and all the same we find that Gn(hn) =C2,mn(tn)+oP(1). Hence,
in view of (3.16) and since η¯n →p η ,
√
sn

ηn− η¯n

=

sn/mnGn(hn)
√
τC1,ln(tn)−ηC2,mn(tn)

+oP(1) .
Below we show that 
sn/mnGn(hn) = (1+oP(1)) |
G(tn)|G(tn) , (3.30)
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so that defining zn = | G(tn)|/ G(tn),
√
sn

ηn− η¯n

=
zn
(1+oP(1))
√
τC1,ln(tn)−ηC2,mn(tn)

+oP(1) . (3.31)
The conclusion follows by using (3.29), the fact that the CN(0,1,0)-distribution is invariant un-
der multiplication with the complex non-random numbers zn with |zn|= 1, and the independence
of C1,n and C2,n.
To show (3.30), from (3.29) it follows that Gn(hn) = OP(1), which implies | Gn(hn)− G(hn)| =
oP

sn/mn

. By (3.23) this gives Gn(hn)− G(tn)= oPsn/mn.
Applying (3.18) we therefore have
G(tn)Gn(hn) =
Gn(hn)+oPsn/mnGn(hn) = 1+ |
Gn(hn)|Gn(hn) oP

sn/mn

sn/mn(1+oP(1))
= 1+oP(1) .
Since
| Gn(hn)| − | G(tn)| ≤  Gn(hn)− G(tn) by triangle inequality, we further have | G(tn)| =
sn/mn(1+oP(1)), and thus
sn/mnGn(hn) =
G(tn)Gn(hn)

sn/mnG(tn) = (1+oP(1)) |
G(tn)|G(tn) .
The proof of Theorem 3.5 is given in Hohmann and Holzmann (2013c).
Proofs of Section 3.2
Proof of Theorem 3.1. From C1, for i= 0,1
F(y|Bi)
(1−pi(Bi))F0(y) = 1+
pi(Bi)F1(y)
(1−pi(Bi))F0(y) → 1, y→−∞ ,
and similarly under C2 and C3
1−F(y|Bi)∼ pi(Bi)(1−F1(y)) as y→+∞ ,F(y|Bi)∼ pi(Bi) F1(y) as y→+∞ ,
Therefore, as y→−∞,
F(y|B1)
F(y|B0) ∼
(1−pi(B1))F0(y)
(1−pi(B1))F0(y) =
1−pi(B1)
1−pi(B1) = ζ ,
which is (3.6), and (3.7) follows similarly. Then, given the identification of ζ and ξ , one de-
termines the component cdfs F0 and F1 by applying (3.4), and the mixture weight pi by using
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(3.5).
Now let G(y|B) = (1− µ(B))G0(y)+ µ(B)G1(y) be another mixture in Mi such that G = F .
Then, by C1,
ζ = lim
y→−∞
F(y|B1)
F(y|B0) = limy→−∞
G(y|B1)
G(y|B0)
= lim
y→−∞
1+µ(B1)

G1(y)/G0(y)−1

1+µ(B0)

G1(y)/G0(y)−1
 = 1−µ(B1)
1−µ(B0) ,
from which we conclude that µ(B0) < 1 and µ(B0) 6= µ(B1) since ζ 6= 1. Similarly, we obtain
µ(B0) > 0 by C2 respectively C3. Thus, (3.4) applies to G as well, and since F = G and the
values for ξ and ζ coincide, (3.4) implies that Fi = Gi, i = 0,1. In particular, G0(y0) 6= G1(y0),
and by (3.5) it follows that pi = µ .
Proofs of Section 3.3
Proof of Proposition 3.1. Using our previous notation, set ζ¯n = F(Ln|B1)/F(Ln|B0) and ξ¯n =
Re(F(Rn|B1)/F(Rn|B0)). Let Z = σ(1{Zk∈B j},k ∈N, j = 0,1) be the σ -field generated by the
indicator variables 1{Zk∈B j}. By A 3.2, the distribution of Y1, . . . ,Yn conditional onZ is given by
P(Y1 ≤ y1, . . . ,Yn ≤ yn|Z )
= ∏
1≤i≤n
Zi∈B0
F(yi|B0) ∏
1≤i≤n
Zi∈B1
F(yi|B1) ∏
1≤i≤n
Zi /∈B0∪B1
F(yi|(B0∪B1){),
and thus, evaluating the latter at a fixed ω ,
P(Y ∗i ≤ y∗i ,Y ∗∗j ≤ y∗∗j , i= 1, . . . ,mn, j = 1, . . . , ln|Z )(ω)
=
mn(ω)
∏
i=1
F(y∗i |B0)
ln(ω)
∏
j=1
F(y∗∗j |B1).
Hence, conditional on Z , the variables Y ∗1 , . . . ,Y
∗
mn and Y
∗∗
1 , . . . ,Y
∗∗
ln are independent i.i.d. sam-
ples from F(·|B0) and F(·|B1), resp., where for almost all ω it holds that
mn(ω)/ln(ω)→ p0/p1 .
Defining τ = p0/p1, it therefore follows from Theorem 3.5 and (3.12) that
√
rn

ζn−ζ
ξn−ξ
Z  Nβζ
βξ

,

τζ +ζ 2 0
0 (τ+ξ 2)/2

with probability one. Finally, since the weak limit does actually not depend on the specific
realization of the sequence 1{Zk∈B j}, the result follows.
Proof of Theorem 3.2. We only consider the process Fn =
√
rn

Fˆ1−F1

. Let K(x) = (1− x)−1,
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x 6= 1. Since
Fˆ1(y)−F1(y) = Fn(y|B0)−F(y|B0)+

K(ζn)−K(ζ )

D(Fn,y)
+

D(Fn,y)−D(F,y)

K(ζ ),
(3.32)
where Fn(y|Bi)−F(y|Bi) = OP

n−1/2

and rn/n→ 0, with Kn = √rn(K(ζn)−K(ζ )) we find
that
Fn(y) = D(Fn,y)Kn+oP(1) .
The function K being differentiable at ζ with derivative (1−ζ )−2, the Delta method and (3.13)
yield
Kn N

(1−ζ )−2βζ ,(1−ζ )−4σ2ζ

.
Since D(Fn,y)→a.s. D(F,y), we therefore find that, for any y1,y2 ∈ R, defining D(y1,y2) =
D(F,y1),D(F,y2)
′,
Fn(y1),Fn(y2)
′ ND(y1,y2)(1−ζ )−2βζ ,D(y1,y2)D(y1,y2)′(1−ζ )−4σ2ζ ,
which shows the weak convergence of the finite dimensional distributions of Fn to those of the
Gaussian process Gζ .
To conclude weak convergence in `∞(R), it remains to show that Fn is asymptotically tight,
a sufficient condition for which is to show that for any ε,η > 0 we can find a finite partition
{I1, . . . , Id} of R such that
limsup
n→∞
P

max
k=1,...,d
sup
s,t∈Ik
Fn(t)−Fn(s)> ε< η (3.33)
holds, cf. van der Vaart and Wellner (2000, Theorem 1.5.6). Similar to (3.32), write
Fn(s)−Fn(t) =

Fn(s|B1)−Fn(t|B1)+Fn(t|B0)−Fn(s|B0)

Kn+oP(1),
where the remainder is uniform in s, t. By the uniform convergence of Fn,
sup
s,t∈R
Fn(s|Bi)−Fn(t|Bi)≤ sup
s,t∈R
F(s|Bi)−F(t|Bi)+oP(1).
For all γ ∈ (0,1) one can find a finite partition {Ik} of R such that
sup
s,t∈Ik
F(s|B1)−F(t|B1)+ F(s|B0)−F(t|B0)< γ,
implying
max
k
sup
s,t∈Ik
Fn(s)−Fn(t)≤ γ|Kn|+oP(1).
By asymptotic normality of Kn, we findC > 0 such that
limsup
n
P
|Kn|>C< η .
Now choosing γ =C/ε gives (3.33) and hence the asymptotic tightness of Fn.
Theorem 3.3 is proved by using the Delta method.
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Abstract: In the statistics literature, recovering a signal which is observed under the Radon
transform is considered as a very mildly ill-posed inverse problem. In this paper, we argue
that several statistical models which involve the Radon transform lead to an observational
design which strongly influences its degree of ill-posedness, and that the Radon transform
may actually become severely ill-posed. The main ingredient here is a weight function λ on
the angle. Extending results for the limited angle situation, we compute the singular value
decomposition of the Radon transform as an operator between suitably weighted L2-spaces,
and show how the singular values relate to the eigenvalues of the sequence of Toeplitz ma-
trices of λ . Further, in the associated white noise sequence model, we give upper and lower
bounds on the rate of convergence, and in several special situations even obtain optimal rates
with precise minimax constants. For the severely ill-posed limited angle problem, a simple
projection estimator is adaptive in the exact minimax sense.
Keywords: nonparametric estimation, Radon transform, limited angle problem, efficient
estimation, minimax estimation
MSC2010 classification: 62G10, 62G20
4.1. Introduction
Recovering images (functions) observed under the Radon transform is one of the most important
and common inverse problems, with fundamental applications in tomography and other fields,
see e.g. Natterer (1986) for an overview. In the statistics literature, which has devoted a signifi-
cant amount of effort to the issue (see below for a review of the literature), this inverse problem
is considered to be only very mildly ill-posed. In this paper, however, we show that the ill-
posedness of the Radon transform strongly depends on the observational design, and that obser-
vational designs which lead to significantly more severe ill-posedness arise naturally in statistical
models involving the Radon transform. We shall restrict attention to the two-dimensional case,
in which The Radon transform is said to be only mildly ill-posed of degree 1/2.
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Let B1(0) = {x ∈R2 : ‖x‖ ≤ 1} be the unit disc in R2 and let f : B1(0)→R be integrable. Then
its Radon transform is defined (for almost all (ϕ,s)) as
R f (ϕ,s) =

|t|≤
√
1−s2
f (s cosϕ− t sinϕ,s sinϕ+ t cosϕ)dt,
(ϕ,s) ∈ [−pi/2,pi/2]× [−1,1].
We shall follow Johnstone and Silverman (1990) and call the domain [−pi/2,pi/2]× [−1,1] of
R f the detector space, and B1(0) brain space. The aim is to estimate f from noisy data on its
Radon transform.
We shall argue that due to the observational design, the Radon transform needs to be studied as
an operator between weighted L2-spaces
R : L2(B1(0);µ2)−→ L2([−pi/2,pi/2]× [−1,1];µ1),
dµ2(x,y) = w2(x,y)dxdy, dµ1(ϕ,s) = λ (ϕ)w1(s)dϕ ds.
(4.1)
Here, the most striking feature is the weight function λ : [−pi/2,pi/2]→ [0,∞) on the angle in
detector space. The case when λ has support [−η ,η ] for some η < pi/2 is called the limited
angle Radon transform (cf. Davison, 1983). However, it turns out that even if λ only has two
zeros at the boundary points ±pi/2, the degree of ill-posedness of R will depend on λ . For the
weight functions w1 and w2, we consider the following parametric families in γ >−1/2,
w1(s) =
√
piΓ(γ+1/2)
γΓ(γ)
(1− s2)1/2−γ , −1≤ s≤ 1,
w2(x,y) =
pi
γ
(1− x2− y2)1−γ , (x,y) ∈ B1(0).
The weight function w1 in detector space also corresponds to the measurement design, the most
important cases being γ = 1 (fan beam design) as well as γ = 1/2 (parallel beam design). The
weight w2 with corresponding γ is then required for technical reasons, in order to make the
singular value decomposition (SVD) of R analytically tractable. In particular, in the parallel
beam design γ = 1/2, the estimation error in brain space is measured with a weighted L2-norm.
Statistical models
We discuss statistical models which involve the weight function λ , and also indicate the appro-
priate values of the parameter γ in w1 and w2.
1. Nonparametric random coefficient regression models. Nonparametric estimation in ran-
dom coefficient regression models was first studied in Beran, Feuerverger and Hall (1996) and
Feuerverger and Hall (1996). These models have recently become quite popular in econometrics,
see Hoderlein, Klemelä and Mammen (2010) and Gautier and Kitamura (2013). Suppose that
we observe (Y,X) from the model Y = XTβ . Here X ,β ∈ R2 are independent random vectors,
and the unobserved β has a Lebesgue density fβ supported in B1(0). The aim is to estimate fβ .
If we standardize Z = Y/‖X‖, X/‖X‖= (cos(Φ),sin(Φ)), then
fZ|Φ=ϕ(z) = (R fβ )(ϕ,z).
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Φ
Xβ
Z
X1
Figure 4.1: Parametrization in the random coefficient model. The bold line is the set of all β ∈ B1(0) for which β ′X/‖X‖= Z.
Given h(ϕ,s), if Φ has a Lebesgue density fΦ we have
E

h(Φ,Z)

=
 pi/2
−pi/2
 1
−1
h(ϕ,z) fZ|Φ=ϕ(z) fΦ(ϕ)dzdϕ
=
 pi/2
−pi/2
 1
−1
(R fβ )(ϕ,z)h(ϕ,z)dµ(ϕ,z),
where dµ(ϕ,z) = fΦ(ϕ)dzdϕ = 2−1 dµ1(ϕ,z) with λ (ϕ) = fΦ(ϕ) and γ = 1/2. If X = (1,X1)
includes an intercept as well as an additional covariate, the support of X1 will determine the
support of Φ, and in case of full support of X1 with density fX1 , the tails of X1 determine the rate
of decay of fΦ at ±pi/2 since fΦ(ϕ) = fX1(tanϕ)(1+(tanϕ)2). Thus, only for quite heavy tails
of X1 (Cauchy-type tails) is fΦ bounded away from 0, which is the case studied in Hoderlein
et al. (2010). See Figure 4.1 for an illustration. Our results will show that for lighter tails, the
Radon transform R on the weighted L2-spaces is in fact more ill-posed.
2. Regression. Suppose that we observe random variables (Y,Θ,S) from the model
Y = (R f )(Θ,S)+ ε, E(ε|Θ,S) = 0.
If (Θ,S) is distributed according to µ1, then given h(ϕ,s),
E

Yh(Θ,S)

= 〈(R f ),h〉µ1 .
This is a statistical framework for computerized tomography (Natterer, 1986), and the measure
µ1 is determined by the measurement design. The case γ = 1 corresponds to the fan beam design,
the case γ = 1/2 to the parallel beam design, see Figure 4.2.
For the fan beam design, most statistical literature uses SVD based or derived methods (such
as needlets), see Cavalier and Tsybakov (2002); Kerkyacharian, Kyriazis, le Pennec, Petrushev
and Picard (2010); Kerkyacharian, le Pennec and Picard (2012). In case of parallel beam, Ko-
rostelev and Tsybakov (1993) as well as Cavalier (1998) use estimates based on the filtered
back-projection algorithm.
No paper in the statistics literature seems to take into account a weight function λ on the angle,
38 4 Weighted angle Radon transform
pi/2
−pi/2
θ
x-R
ay 0
r
(a) Parallel beam: γ = 1/2
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Figure 4.2: Parametrization of the measurement design in computerized tomography: Measurements are performed uniformly distributed
on (a) [−pi/2,pi/2]× [−1,1] in parallel beam design and (b) [−pi/2,pi/2]2 in fan beam design.
which arises most naturally in the parallel beam design in form of a limited angle. The bias of
the filtered back-projection algorithm in case of limited angle is discussed in Frikel (2013). We
shall derive SVD-based methods which also work for parallel beam design and take care of the
weight function λ .
3. Density estimation. Johnstone and Silverman (1990) propose a model of Positron emission
tomography in which the emission density f (x1,x2) on B1(0) needs to be estimated from data
(Θ,S) distributed according to R f . Here E

g(Θ,S)

= 〈(R f ),g〉µ1 without weight functions
(γ = 1/2 and λ = 1). In order to take advantage of the simpler form of the singular value
decomposition in case γ = 1, they insert the weight w1 with γ = 1 into E

g(Θ,S)w1(Θ)

. As
a consequence, the variance term in the risk is difficult to handle, and therefore they resort to a
surrogate mean integrated squared error in order to measure the precision of their estimators.
They also discuss missing data problems, in which certain photons may not be observed at ran-
dom. In this case, the actual observations have density proportional to R f (ϕ,s)a(ϕ,s) for some
function 0≤ a(ϕ,s)≤ 1. Johnstone and Silverman (1990) show that the minimax rates of conver-
gence remain unchanged if a(ϕ,s) is bounded away from zero. Our results indicate that without
this additional assumption, the rate of convergence can become even logarithmically slow.
We shall conduct our convergence analysis in the idealized white noise model. For direct re-
gression as well as density estimation problems, asymptotic equivalence to a white noise model
has been obtained in Brown and Low (1996), Nussbaum (1996), and Reiß (2008). While no
corresponding results are available for the above indirect models yet, the analysis in the techni-
cally less complicated white noise model still gives a valuable insight into the difficulty of the
estimation problem.
The paper is structured as follows. In Section 4.2 we derive the singular value decomposition of
the Radon transform between the weighted L2-spaces as in (4.1). The singular values relate to the
eigenvalues of the sequence of Toeplitz matrices defined by λ , and we present the relevant results
from the literature on their asymptotic behavior. In Section 4.3 we study efficient estimation in
a white noise sequence model. In Section 4.3.2 we consider the severely ill-posed limited angle
problem, in which a simple projection estimator is even sharp minimax adaptive. In Section 4.3.3
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we give upper and lower bounds on the rate of convergence in case of polynomial decay of the
singular values, and in Section 4.3.4 we obtain precise rates with asymptotic minimax constants
for the fan beam design (γ = 1) and for a class of weight functions λ with banded Toeplitz matrix.
Section 4.4 concludes, while proofs are deferred to Section 4.5. Some further technical results
can be found in the supplementary Appendix.
4.2. Singular value decomposition
Davison (1983) presents the SVD of the Radon transform with weight functions w1 and w2,
without weight on the angle. Further, in case of limited angle and γ = 1, he relates the singular
values to the eigenvalues of certain hermitian Toeplitz matrices.
We extend his analysis by allowing a general weight function λ on the angle as well as general
parameter γ >−1/2 for the weighted Radon transform R in (4.1), and also present explicitly the
singular functions involved.
To start, in the supplement, Lemma 4.7, we show that if λ is integrable, then R is continuous
with norm
‖R‖2 = sup
‖ f‖µ2=1
‖R f‖2µ1 =
 pi/2
−pi/2
λ (ϕ)dϕ.
Set
φm = w−11 C
γ
m, m= 0,1, . . . ,
with Cγm the Gegenbauer or ultraspherical polynomials on [−1,1]. The φm are orthogonal and
complete in L2([−1,1];w1(s)ds). Next, Lemma 4.9 in the supplement shows that for a function
g(ϕ,s) = h(ϕ)φm(s) with h integrable on [−pi/2,pi/2],
(RR∗g)(ϕ,s) =
φm(s)
Cγm(1)
 pi/2
−pi/2
h(ϕ ′)Cγm(cos(ϕ
′−ϕ))λ (ϕ ′)dϕ ′,
where R∗ is the adjoint of the Radon transform. This shows that RR∗ leaves the subspaces Vm of
L2([−pi/2,pi/2]× [−1,1];µ1) consisting of all functions of the form g= hφm invariant, where in
particular these subspaces Vm span the whole of L2([−pi/2,pi/2]× [−1,1];µ1) by completeness
of the φm. Hence, it remains to study the action of the self-adjoint integral operators Tm on
L2([−pi/2,pi/2],λ (ϕ)dϕ) given by
Tmh(ϕ) =Cγm(1)
−1
 pi/2
−pi/2
h(ϕ ′)Cγm(cos(ϕ
′−ϕ))λ (ϕ ′)dϕ ′.
In the supplement, Lemma 4.10, we further show that Tm vanishes on the orthogonal complement
of lin{hm,k}mk=0 with hm,k(ϕ) = e−i(m−2k)ϕ , and that its action on lin{hm,k}mk=0 is determined as
follows.
Writing hm = (hm,0, . . . ,hm,m)′ and Tmhm = (Tmhm,0, . . . ,Tmhm,m)′, we have
Tmhm = pi(CmAm)′hm, (4.2)
where
Cm = diag(cm,0, . . . ,cm,m), cm, j =

m
j

Γ(2γ)Γ( j+ γ)Γ(m− j+ γ)
Γ(m+2γ)Γ(γ)2
, (4.3)
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and
Am =

a j−k

j,k=0,...,m, m= 0,1,2, . . . , (4.4)
is the Toeplitz matrix determined by the sequence
az =
1
2pi
 pi
−pi
e−izϕ
′
λ (ϕ ′/2)dϕ ′ =
1
pi
 pi/2
−pi/2
e−i2zϕ
′
λ (ϕ ′)dϕ ′, z ∈Z.
Even though Tm is self-adjoint, the matrix CmAm is not Hermitian (since hm, j, j = 1, . . . ,m, are
not orthonormal in L2([−pi/2,pi/2];λ (ϕ)dϕ). To find an orthonormal system of eigenfunctions
of Tm that span the range of Tm, and hence to complete the SVD of R, we first require a basis of
lin{hm,k}mk=0 which is orthonormal in L2([−pi/2,pi/2];λ (ϕ)dϕ).
To this end, note that Am is Hermitian so that there exists an orthonormal system {vm,l =
(v(0)m,l , . . . ,v
(m)
m,l )
′}ml=0 of eigenvectors of Am with corresponding real eigenvalues αm,0 ≥ . . . ≥
αm,m > 0. It is well known that the αm,l are strictly positive whenever λ is not essentially zero
(which we shall always assume), see for instance Tilli (2003) for universal lower bounds on the
smallest eigenvalues of sequences of Toeplitz matrices. Then
h˜m,l =
1√piαm,l v
′
m,lhm =
1√piαm,l
m
∑
k=0
v(k)m,lhm,k, l = 0, . . . ,m,
is an orthonormal basis of lin{hm,k}mk=0 in L2([−pi/2,pi/2];λ (ϕ)dϕ), and again setting h˜m =
(h˜m,0, . . . , h˜m,m)′, we have that
Tmh˜m = B′mh˜m, Bm = piΛ
1/2
m V∗mCmVmΛ
1/2
m .
Choose an orthonormal system {wm,l = (w(0)m,l , . . . ,w(m)m,l )′}ml=0 of eigenvectors of pi−1Bm with
corresponding eigenvalues βm,0, . . . ,βm,m (the same as those of CmAm), and set
˜˜hm,l = w′m,l h˜m =
m
∑
k1,k2=0
w(k1)m,l v
(k2)
m,k1√piαm,k1
hm,k2 . (4.5)
It readily follows that ˜˜hm,0, . . . , ˜˜hm,m are orthonormal in L2([−pi/2,pi/2];λ (ϕ)dϕ), and by defi-
nition of Bm we have Tm ˜˜hm,l = piβm,l ˜˜hm,l . Also the βm,l are strictly positive since the eigenvalues
of both Am and Cm are.
Set φ˜m = d
−1/2
m φm, where
dm = 〈φm,φm〉w1 =
√
piγ21−2γΓ(m+2γ)
m!(m+ γ)Γ(γ)Γ(γ+1/2)
,
and
Φm,l(ϕ,s) = φ˜m(s) ˜˜hm,l(ϕ), −pi/2≤ ϕ ≤ pi/2,−1≤ s≤ 1. (4.6)
Altogether we found that, for all m≥ l ≥ 0,
RR∗Φm,l = φ˜mTm ˜˜hm,l = piβm,lΦm,l , (4.7)
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where the system {Φm,l}m≥l≥0 is orthonormal in L2([−pi/2,pi/2]× [−1,1];µ1) and complete in
range(R), so we finally arrived at
Theorem 4.1. For all m≥ l ≥ 0, let Φm,l be defined as in (4.6), and βm,0, . . . ,βm,m be the eigen-
values of the matrix product CmAm with Cm and Am defined in (4.3) and (4.4), respectively. Set
σm,l =

piβm,l and Ψm,l = σ−1m,lR
∗Φm,l . The singular value decomposition of R between the
weighted L2-spaces in (4.1) is then given by
Ψm,l ,Φm,l ,σm,l

m≥l≥0.
In particular, the functions (Ψm,l)m≥l≥0 form an orthonormal basis of L2(B1(0);µ2), so that R is
injective, and we have for all f ∈ L2(B1(0);µ2) that
f =
∞
∑
m=0
m
∑
l=0
σ−1m,l 〈R f ,Φm,l〉µ1Ψm,l .
To complete the proof of the theorem, in Lemma 4.11 in the appendix we determine the functions
Ψm,l = σ−1m,lR
∗Φm,l explicitly, and show that they form an orthonormal basis of L2(B1(0);µ2).
The case γ = 1: Fan beam design. Let us specialyze our results for the case γ = 1. Here the
weights cm,l have the simple form cm,l = (m+ 1)−1 for all m, so, given the eigenvalues αm,l of
Am, it follows that βm,l = αm,l/(m+1), and thus the singular values of the operator R are
σm,l =

piαm,l
m+1
, m≥ l ≥ 0. (4.8)
The singular functions also simplify, see the supplement for explicit formulas.
Finally, following Johnstone (1989) we relate ellipsoid-type smoothness conditions to certain
weak derivatives w.r.t. a weighted L2-norm. To this end, introduce the measure
dµ3(x,y) = pi−1(s+1)(1− x2− y2)s dxdy, (x,y) ∈ B1(0).
Proposition 4.1. A function f ∈ L2(B1(0);µ2) has weak derivatives of order s in the weighted
L2-space L2(B1(0);µ3) if and only if its Fourier coefficients θm,l = 〈 f ,Ψm,l〉, with singular base
functions Ψm,l given in (4.47), satisfy
∞
∑
m=0
m
∑
l,k=0
θ 2m,l

v(k)m,l
2
(m− k+1)s(k+1)s < ∞.
4.2.1. Asymptotics of the singular values
The ill-posedness of the weighted angle Radon transform is determined by the decay of the
singular values
σm,l =

piβm,l , (4.9)
i.e. by the eigenvalues βm,l of the matrix product CmAm with Cm and Am defined in (4.3) and
(4.4), respectively.
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Decay of the cm,l . In case λ = 1, the matrix Am reduces to the identity matrix, and we have
βm,l = cm,l . Using Γ(x+ δ )/Γ(x) ∼ xδ as x→ ∞ for all δ ∈ R, it is easily seen that the inner
weights, those for which l grows as αm for some α ∈ (0,1), decay according to
cm,l ∼ Γ(2γ)Γ(γ)2 (α(1−α))
γ−1(m+1)−1,
while the outer weights with l (or m− l) fixed behave like
cm,l ∼ Γ(2γ)Γ(γ)2
Γ(l+ γ)
Γ(l+1)
(m+1)−γ ,
both as m→ ∞. In particular, for γ ≤ 1, the extreme weights satisfy
min
l=0,...,m
cm,l ∼ Γ(2γ)Γ(γ)24γ−1 (m+1)
−1, max
l=0,...,m
cm,l ∼ Γ(2γ)Γ(γ) (m+1)
−γ . (4.10)
For γ > 1 the roles of min and max are reversed.
Eigenvalues of the Toeplitz matrices Am. We call Am in (4.4) the Toeplitz matrix generated
by the function λ . The asymptotic behavior of the eigenvalues of such sequences of Toeplitz
matrices has been intensively studied in the literature. A famous result by Szegö, see Grenander
and Szegö (1958), states that the averages of the eigenvalues of Am tend to the normalized integral
of λ (·/2). Further results mainly concern the extreme eigenvalues. We shall summarize results
that we shall require below. Recall that the ordered eigenvalues of Am are denoted by αm,0 ≥
. . .≥ αm,m > 0.
For the weight function λ = 1[−η ,η ], where η < pi/2, the Toeplitz matrices Am generated by λ
are given by
Am =
 sin(2( j− k)η)
pi( j− k)

j,k=0,...,m
,
where for j= k this expression is understood as the continuous continuation with value 2η/pi . It
is well known that in this case the small eigenvalues of Am decay to zero exponentially fast, see
Slepian (1978), and specifically that
αm,m ∼Cm1/2e−ξm as m→ ∞, (4.11)
where the constantsC,ξ > 0 only depend on the angle η , and where ξ is given by
ξ = log

1+
2

1− cos(pi−2η)√
2−1− cos(pi−2η)

. (4.12)
Slepian (1978) also discusses the behaviour of the other extreme as well as of the intermediate
eigenvalues, which we shall not require, however.
In case of a single root of λ (mod pi , typically pi/2), the extreme eigenvalues αmm decay polyno-
mially, with degree depending on the order of the root. More precisely, if λ : R→ R+ is con-
tinuous and pi-periodic, if there is a unique value ϕ0 (mod pi) such that λ (ϕ0) = 0, and if there
exists ρ > 0 such that, with k = k(ρ) = bρ/2c, g(ϕ) = λ (ϕ)2k/ρ has 2k continuous derivatives
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in some neighborhood of ϕ0, and g(2k) is the first non-vanishing derivative of g at ϕ0, then there
existsC > 0 such that α−1m,m ∼Cmρ , see Parter (1961). For example, for λ = cos2, α−1m,m m2.
In case of polynomial decay, the behaviour of the extreme eigenvalues of the matrices Am alone
does not suffice to determine the precise rate of convergence even in the fan beam design, uniform
results are required. Böttcher, Grudsky and Maksimenko (2010a) studied the uniform behavior
of the eigenvalues of banded Toeplitz matrices Am, here we briefly review their main result. Let
a be a Laurent polynomial
a(t) =
r
∑
k=−r
aktk, r ∈N, ar 6= 0, a¯k = a−k,
and assume that the pi-periodic weight function λ is given by λ (ϕ) = a(ei2ϕ). In this case we
say that λ is banded since, by construction, the Hermitian Toeplitz matrices Am generated by
λ are banded. In fact, the coefficients ak of the polynomial a are exactly the entries of Am. In
particular, the condition a¯k = a−k ensures that λ is real.
Assumption A 4.1. The banded weight function λ satisfies λ (−pi/2) = λ (pi/2) = 0, there is a
unique maximizer ϕ0 such that λ is strictly increasing on (−pi/2,ϕ0) and strictly decreasing on
(ϕ0,pi/2), and the second derivatives of λ at pi/2 and ϕ0 are non-zero.
Under A 4.1, it follows from theorem 1.4 of Böttcher et al. (2010a) that the inner and large
eigenvalues of Am are bounded away from zero, uniformly in m, i. e., given a small ε > 0 there
existsCε > 0 such that
αm,l ≥Cε (4.13)
whenever (m− l+1)/(m+2)≥ ε . Further, their theorem 1.5 states that for the small eigenvalues
it holds that
αm,l =
λ ′′(pi/2)pi2
8
m− l+1
m+2
2
+O
m− l+1
m+2
3
(4.14)
as m→ ∞ and (m− l)/m→ 0.
Estimates for the matrix product. The eigenvalues βm,0 ≥ . . . ≥ βm,m of CmAm for a general
value of γ > −1/2 cannot be determined explicitly from those of Cm and Am alone, in general.
However, several useful bounds in terms of the eigenvalues αm,0 ≥ . . . ≥ αm,m of Am as well as
the estimates on the cm,l can be devised. In particular, we have that
Γ(2γ)
Γ(γ)24γ−1
αm,m
m+1
(1+o(1))
(≥)
≤ βm,m
(≥)
≤ Γ(2γ)
Γ(γ)
αm,m
(m+1)γ
(1+o(1)),
(γ>1)
−1/2< γ ≤ 1, (4.15)
which follows from (4.10) and general bounds on the eigenvalues of products of positive definite
Hermitian matrices, see for instance Wang and Zhang (1992) and Zhang and Zhang (2006).
4.3. Minimax estimation
4.3.1. Gaussian white noise sequence models
Review of general infinite white noise sequence models. We start by briefly reviewing some
general facts about minimax estimation in infinite white noise sequence models from Cavalier
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and Tsybakov (2002) and Belitser and Levit (1995). Consider observing
Yk = θk+ εσ−1k ξk, k = 0,1,2, . . . , (4.16)
with (ξk)k an i.i.d. Gaussian white noise, ε > 0 the noise level, and (σk)k a known sequence of
strictly positive weights. The goal is to estimate the parameter θ = (θ0,θ1, . . .) from the noisy
observations Yk. Certainly, estimating θ gets more involved the smaller the weights σk are.
Asymptotics in this infinite sequence model are w.r.t. ε → 0.
A linear estimator θˆ = θˆ(h) of θ is defined as θˆk = hkYk for some given real sequence h =
(h0,h1, . . .), not depending on the Yk. The class of linear estimators thus corresponds to the class
of real, countably infinite sequences h. The mean squared risk of an estimator θˆ is defined as
Rε(θˆ ,θ) = E‖θˆ −θ‖2 =
∞
∑
k=0
E

(θˆk−θk)2

.
Define the linear minimax risk on a class Θ by
rLε (Θ) = inf
h∈RN
sup
θ∈Θ
Rε(θˆ(h),θ),
and the minimax risk on Θ by
rε(Θ) = inf
θˆ
sup
θ∈Θ
Rε(θˆ ,θ),
where infθˆ is the infimum over all possible estimators. An estimator θˆ is said to be rate optimal
on Θ if
sup
θ∈Θ
Rε(θˆ ,θ) rε(Θ) as ε → 0.
It is said to be asymptotically minimax or asymptotically efficient on Θ if
sup
θ∈Θ
Rε(θˆ ,θ)∼ rε(Θ) as ε → 0.
The class Θ is typically chosen to be an l2-ellipsoid, i. e., given a constant L> 0 and a sequence
a= (a0,a1, . . .) of real ellipsoid weights, set
Θ=Θ(a,L) =

θ :
∞
∑
k=0
a2kθ
2
k ≤ L

. (4.17)
Pinsker estimator. Let Θ = Θ(a,L) be an ellipsoid according to (4.17), and assume that for all
ε > 0 there exists a solution cε to the equation
ε2
∞
∑
k=0
σ−2k ak(1− cεak)+ = cεL, (4.18)
where the subscript + denotes positive part, x+ = max{x,0}. Then, the Pinsker estimator is
defined as the linear estimator θˆ(h∗) with weights h∗k = (1− cεak)+, k = 0,1, . . . .
Theorem 4.2 (Pinsker, 1980). a. The Pinsker estimator θˆ(h∗) is linear minimax onΘ(a,L), i. e.,
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supθ∈ΘRε(θˆ(h∗),θ) = rLε (Θ) for all ε > 0, where the linear minimax risk is given by
rLε (Θ) = ε
2
∞
∑
k=0
σ−2k (1− cεak)+. (4.19)
b. If
maxk:ak<T σ
−2
k
∑k:ak<T σ
−2
k
−→ 0 (4.20)
as T → ∞, then rε(Θ)∼ rLε (Θ) as ε→ 0, i. e., under (4.20) the Pinsker estimator is even asymp-
totically efficient on Θ(a,L).
The condition (4.20) is from Cavalier and Tsybakov (2002). As we shall see below, the Pinsker
estimator may also be efficient if this condition is not satisfied.
Remark. If the sequence a is monotonically non-decreasing, then there always exists a solution
cε to (4.18) so that the Pinsker estimator is well-defined and Theorem 4.2 applies. Even more, in
this case cε is unique and known to be given by
cε =
∑Nεk=0σ
−2
k ak
L/ε2+∑Nεk=0σ
−2
k a
2
k
,
where
Nε =max{k : ak ≤ c−1ε }=max

n : ε2
n
∑
k=0
σ−2k ak(an−ak)≤ L

, (4.21)
and the minimax risk is attained at (θˆ(h∗),θ ∗) with
θ ∗k =
ε
σk

(1− cεak)+
cεak
, (4.22)
see e. g. Belitser and Levit (1995).
The sequence model for the Radon transform. Suppose now that we observe a function f ∈
L2(B1(0);µ2) in a white noise model. Evaluating at the singular functions Φm,l as given in
Theorem 4.1, we obtain the doubly indexed sequence of observations
Y˜m,l = 〈R f ,Φm,l〉µ1 + εW (Φm,l) = σm,l θm,l+ εξm,l ,
where θm,l = 〈 f ,Ψm,l〉µ2 are the Fourier coefficients of f w.r.t. the basis (Ψm,l), and ξm,l =
W (Φm,l) are independent standard-normal random variables. Now rescale Ym,l = σ−1m,l Y˜m,l , so
that
Ym,l = θm,l+ εσ−1m,l ξm,l , m≥ l ≥ 0. (4.23)
We investigate estimation of θ over the ellipsoids
Θ1 =Θ1(κ,L) =

θ : ∑
m≥l≥0
(m+1)2κθ 2m,l ≤ L

,
Θ2 =Θ2(κ,L) =

θ : ∑
m≥l≥0
(m− l+1)2κ(l+1)2κθ 2m,l ≤ L

.
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Since m+1≤ (m− l+1)(l+1)≤ (m+1)2 for any 0≤ l ≤ m,
Θ1(2κ,L)⊂Θ2(κ,L)⊂Θ1(κ,L). (4.24)
The ellipsoid Θ2 was proposed by Johnstone and Silverman (1990) in the context of density
estimation. Johnstone (1989) shows that in case of γ = 1 and λ = 1 it corresponds to a class of
functions having 2κ weak derivatives in a weighted L2-space, see Proposition 4.1. A simpler yet
natural choice is the ellipsoid Θ1. For further discussion see Section 4.3.4.
In order to apply Pinkser’s Theorem 4.2 to these ellipsoids in the doubly-indexed sequence
model, we require total orderings ≺i, i= 1,2, of the index set {(m, l), m≥ l ≥ 0}, for which the
weights in Θi are non-decreasing: For Θ1, we let (m, l)≺1 (m˜, l˜) if m< m˜ or if m= m˜ and l < l˜.
Similarly, for Θ2 we let (m, l) ≺2 (m˜, l˜) if (l+ 1)(m− l+ 1) < (l˜+ 1)(m˜− l˜+ 1) or if there is
equality and l < l˜.
4.3.2. Limited angle Radon transform
We start with estimation in the limited angle case, where λ = 1[−η ,η ] for an η < pi/2 and hence
where the minimal eigenvalue αm,m of Am decays exponentially according to (4.11). By (4.15),
this implies exponential decay of σm,m as well.
In this case condition (4.20) fails to hold and therefore the second part of Pinsker’s Theorem 4.2
as stated above does not apply. For a single indexed white noise model, in which the σk de-
cay at precise exponential rates, Belitser and Levit (1995) and Golubev and Khasminskii (1999)
show that the Pinsker estimator remains asymptotically minimax over Sobolev-type smoothness
classes. However, since no general results are available, we start from scratch and give a specif-
ically tailored result for minimax rates in severely ill-posed, doubly indexed sequence models,
where in particular the rate of decay of σm,m is only known up to a polynomial factor.
We define the projection estimator θˆ(hPr) with truncation level Mε as the linear estimator with
hm,l = 1 for all 0≤ l ≤ m≤Mε , and hm,l = 0 otherwise.
Theorem 4.3. If there exist ρ1,ρ2 ∈R and τ1≥ τ2> 0 such that the sequence of smallest singular
values σm,m satisfies
mρ1e−τ1m . σm,m . mρ2e−τ2m as m→ ∞, (4.25)
then
rε(Θi(κ,L)) log(1/ε)2κ(L−1+o(1)) ∈ [τ2κ2 ,τ2κ1 ] as ε → 0, i= 1,2.
If in particular τ1 = τ2 = τ , then any projection estimator θˆ(hPr) with truncation level
Mε =

τ−1 log(1/ε)(1− log(1/ε)−δ )
for some δ ∈ (0,1) is efficient on Θi(κ,L), i= 1,2, and the corresponding minimax risk is given
by
rε(Θi(κ,L))∼ τ2κL log(1/ε)−2κ as ε → 0.
4.3 Minimax estimation 47
The latter result now provides the minimax rate for the limited angle tomography problem for
any γ >−1/2. Indeed, in view of (4.11) as well as the bound given in (4.15),
m−1/4e−ξm/2
(&)
. σm,m
(&)
. e−ξm/2m1/4−γ/2,
(γ>1)
−1< γ ≤ 1,
and we readily arrive at
Corollary 4.1. For any γ > −1/2, the limited angle tomography problem with η < pi/2 has
minimax risk
rε(Θi(κ,L))∼ (ξ/2)2κL log(1/ε)−2κ as ε → 0, i= 1,2,
where ξ is given in (4.12).
Remark. 1. The projection estimator is asymptotically efficient and does not depend on the
parameters κ and L of the smoothness class Θi, it is thus adaptive. Since the projection estimator
is linear and the Pinsker estimator linear minimax (for fixed ε), the Pinsker estimator is of course
also efficient.
2. Belitser and Levit (1995) consider a single indexed sequence model where σ−2k = e
βkr with
β ,r > 0, see their example 6. They show that the Pinsker estimator is efficient. However, it
depends on the smoothness index, though.
3. Golubev and Khasminskii (1999) also investigate a single indexed sequence model, in which
σ−2k = e
αk/k for an α > 0. They show that the Pinsker estimator is even second order minimax,
the second order term being of order ∼ log logε−2/(logε−2)2κ+1, where the parameter κ corre-
sponds to the smoothness class. Analogous results in our model appear to be difficult, since the
singular values are less precisely known.
Finally, we show that the logarithmic rate remains true for general λ (not necessarily an indicator
function) which vanishes on an interval at the boundaries.
Corollary 4.2. Let the weight function λ : [−pi/2,pi/2]→ [0,∞) be Lebesgue measurable and
bounded above. If there exist 0< η1 < η2 < pi/2 such that
inf
|ϕ|≤η1
λ (ϕ)> 0, sup
|ϕ|>η2
λ (ϕ) = 0,
then
rε(Θi(κ,L)) log(1/ε)2κ(22κL−1+o(1)) ∈ [ξ 2κ2 ,ξ 2κ1 ] as ε → 0, i= 1,2,
for any γ >−1/2, where the ξ j correspond to η j according to (4.12).
4.3.3. Bounds on the minimax risk for polynomial decay
In this section we give bounds on the minimax rates in case where the minimal eigenvalue αm,m
of the Toeplitz matrix Am and hence the minimal singular value σm,m decays at a polynomial
rate. From the discussion in Section 4.2.1, this is generally the case if λ only has a single root
(mod pi). We have the following result.
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Proposition 4.2. a. If there exists ρ ≥ 0 such that βm,m & m−ρ as m→ ∞, then
rε(Θi(κ,L)) = O

ε
4κ
2κ+ρ+2

as ε → 0, i= 1,2.
b. Let C > 0 and 0≤ ρ1 ≤ ρ < ρ1+1. If
m−ρ . βm,m . m−ρ1 as m→ ∞, (4.26)
then the Pinsker estimator on Θi(α,L) is asymptotically efficient, and
rε(Θi(α,L))& ε
4κ+2(ρ−ρ1)
2κ+ρ+1 as ε → 0, i= 1,2.
c. If
β−1m,m ∼Cmρ as m→ ∞, (4.27)
then
rε(Θi(κ,L))≥ C˜ε
4κ
2κ+ρ+1 (1+o(1)) as ε → 0, i= 1,2,
where
C˜ = C˜(κ,ρ,L,C) =
 Cκ
pi(κ+ρ+1)
 2κ
2κ+ρ+1 (L(2κ+ρ+1))
ρ+1
2κ+ρ+1
ρ+1
.
Remark. 1. If the minimal eigenvalue αm,mm−ρ˜ , then from the estimate in (4.15), the condition
of a. is satisfied with ρ = ρ˜+1 in case −1/2 < γ ≤ 1, as well as ρ = ρ˜+ γ for γ > 1. Further,
(4.26) is satisfied if 0 < γ < 2, in which case ρ is as before and ρ1 = ρ˜ + γ for 0 < γ < 1, and
ρ1 = ρ˜+1 otherwise. Finally, for condition (4.27) we require γ = 1.
2. In the next section we shall see that under (4.27) and some additional conditions, the lower
bound from c. will actually often be the minimax rate, and further the minimax constant will
also be of the form C˜(κ,ρ,L,C) but for distinct values of C, see below. Thus, there are only few
minimal eigenvalues in Am which drive the overall rate of convergence.
4.3.4. Exact minimax rates and efficiency constants in case γ = 1
Next we intend to find minimax rates and efficiency constants in case where the minimal eigen-
value αm,m and hence the minimal singular value σm,m decays at a polynomial rate. We shall
require quite precise asymptotics of all singular values σm,l , for which, however, in general only
bounds are available, see Section 4.2.1.
Therefore, in this section we restrict ourselves to the case γ = 1 (fan beam design), so that
σm,l =

piαm,l/(m+1) as given in (4.8). We shall impose the following assumptions on the
eigenvalues αm,l of the Toeplitz matrices Am, which we show below are satisfied in the banded
case.
Assumption A 4.2. There existC > 0 and ρ ≥ 1 such that
m
∑
l=0
α−1m,l ∼Cmρ−1 as m→ ∞.
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Assumption A 4.3. There exist ρ ≥ 2, δ > 0, and a positive, bounded sequence c= (c0,c1, . . .)
such that
α−1m,l = cm−l l
ρ−1+O

((m− l+1)(l+1))ρ−1−δ , m≥ l ≥ 0.
Remark. We use the exponent ρ−1 instead of ρ since the parameter ρ then compares to that of
Section 4.3.3.
Proposition 4.3. Suppose that λ is banded and that Assumption A 4.1 holds true. Then the eigen-
values αm,l satisfy Assumption A 4.2 with ρ = 3 and C = 4/(3λ ′′(pi/2)), as well as Assumption
A 4.3 with ρ = 3 and c j = 8λ ′′(pi/2)pi2 ( j+1)
−2.
Before turning to minimax estimation, we further discuss the smoothness classes in case γ = 1
based on Proposition 4.1. Introduce
Θ3 =Θ3(κ,L) =

θ : ∑
m≥l,k≥0
(m− k+1)2κ(k+1)2κv(k)m,l2θ 2m,l ≤ L,
where vm,l = (v
(0)
m,l , . . . ,v
(m)
m,l )
′ are the orthonormal eigenvectors of Am. By Proposition 4.1, Θ3
corresponds to functions having 2κ weak derivatives which are bounded by a constant depending
on L, in a weighted L2-space. However, an analytic treatment of Θ3 is difficult since the behavior
of the entries v(k)m,l of the eigenvectors of Am is generally unknown, and even in the specific cases
where results are available (cf. Böttcher, Grudsky and Maksimenko, 2010b), these are pretty
involved. We shall therefore focus on the smoothness classes Θ1 and Θ2, and only point out the
inclusion relations
Θ1(2κ,L)⊂Θ3(κ,L)⊂Θ1(κ,L),
which follow since (m+1)2κ ≤∑ml,k=0(m−k+1)2κ(k+1)2κ

v(k)m,l
2 ≤ (m+1)4κ for any 0≤ l ≤
m.
Linear Minimax risk on Θ1 under A 4.2. Let am,l = (m+ 1)κ be the ellipsoid weights corre-
sponding to Θ1(κ,L). From (4.21) we have
(m, l)ε =max

(m˜, l˜) : ε2 ∑
(m,l)≺1(m˜,l˜)
σ−2m,l am,l(am˜,l˜−am,l)≤ L

,
where the maximum is taken w.r.t. the total ordering≺1 defined at the end of Section 4.3.1. Since
am,0 = . . .= am,m for all m, we may include all l for the maximal value of m (since these do not
increase the sum). Therefore, (m, l)ε = (Nε ,Nε), where
Nε =max

n : ε2
n
∑
m=0
m
∑
l=0
σ−2m,l am,l(an,n−am,l)≤ L

.
By A 4.2 we have ∑ml=0σ
−2
m,l ∼Cpi−1mρ , yielding
n
∑
m=0
m
∑
l=0
σ−2m,l am,l(an,n−am,l)∼
C
pi
n
∑
m=0

nκmκ+ρ −m2κ+ρ
∼ C
pi
κ
(κ+ρ+1)(2κ+ρ+1)
n2κ+ρ+1
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as n→ ∞, and thus
Nε ∼
piL(κ+ρ+1)(2κ+ρ+1)
Cκε2
1/(2κ+ρ+1)
as ε → 0.
Since cε ∼N−κε by (4.21), and minding that (1−cεam,l)+= 0 form>Nε , from Pinsker’s theorem
we obtain
rLε (Θ1(κ,L))∼ ε2
Nε
∑
m=0
m
∑
l=0
σ−2m,l (1−N−κε (m+1)κ)
∼ Cε
2
pi
Nε
∑
m=0

mρ −N−κε mκ+ρ

∼ Cε
2
pi
κ
(ρ+1)(κ+ρ+1)
Nρ+1ε
∼C∗1 ε
4κ
2κ+ρ+1
(4.28)
withC∗1 =C
∗
1(κ,ρ,L,C) given in Theorem 4.4 below.
Linear Minimax risk on Θ2 under A 4.3. In order to simplify calculations, note that the ellipsoid
Θ2 can be rewritten as
Θ2(κ,L) =

θ : ∑
j,k≥0
( j+1)2κ(k+1)2κθ 2j+k,k ≤ L

,
corresponding to the sequence of ellipsoid weights a j+k,k = ( j+1)κ(k+1)κ , j,k ≥ 0. Assump-
tion A 4.3 then reads
α−1j+k,k = c jk
ρ−1+O

(( j+1)(k+1))ρ−1−δ

, j,k ≥ 0. (4.29)
Define the totally ordered index sets
(n) =

( j,k) ∈N20 : ( j+1)(k+1)≤ n

, n ∈N.
Similarly as above, for the parameter ( j,k)ε in (4.21) we have

( j,k) ≺2 ( j,k)ε
∪{( j,k)ε} =
(Nε), where
Nε =max

n : ε2 ∑
( j,k)∈(n)
σ−2j+k,ka j+k,k

nκ −a j+k,k
≤ L.
Since σ−2j+k,k = ( j+ k+1)pi
−1α−1j+k,k, Lemma 4.6 in Section 4.5.3 gives
∑
( j,k)∈(n)
σ−2j+k,ka j+k,k

nκ −a j+k,k
∼ K(ρ,c)
pi
κ
(κ+ρ+1)(2κ+ρ+1)
n2κ+ρ+1
as n→ ∞, where
K(ρ,c) =
∞
∑
j=0
c j( j+1)−(ρ+1). (4.30)
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Therefore,
Nε ∼
piL(κ+ρ+1)(2κ+ρ+1)
K(ρ,c)κε2
1/(2κ+ρ+1)
as ε → 0,
so following the lines in (4.28) and using Lemma 4.6, we find that
rLε (Θ2(κ,L)) = ε
2 ∑
( j,k)∈(Nε )
σ−2j+k,k(1−N−κε a j+k,k)
∼C∗2 ε
4κ
2κ+ρ+1
(4.31)
withC∗2 =C
∗
2(κ,ρ,L,c) given in Theorem 4.4 below.
Asymptotic efficiency on Θ1 and Θ2. Given (4.28) and (4.31), the linear minimax risk on Θ1 and
Θ2, respectively, we now easily arrive at
Theorem 4.4. For i= 1,2, under A 4.2 and A 4.3, respectively,
rε(Θi(κ,L))∼C∗i ε
4κ
2κ+ρ+1 as ε → 0,
where
C∗i =
 Ξiκ
pi(κ+ρ+1)
 2κ
2κ+ρ+1

L(2κ+ρ+1)
 ρ+1
2κ+ρ+1
ρ+1
,
Ξi =

C, i= 1,
K(ρ,c), i= 2. (4.32)
Example 4.1. For the ordinary Radon transform, i. e. λ = 1, we have ∑ml=0α
−1
m,l =m+1, whence
A 4.2 is satisfied forC = 1 and ρ = 2, leading to the minimax rate
rε(Θ1(κ,L)) ε 4κ2κ+3 as ε → 0.
On the other hand, Cavalier and Tsybakov (2002) proved that in this case we have
rε(Θ2(κ,L)) ε 4κ2κ+2 as ε → 0,
so we apparently improve by estimating within the smaller ellipsoid Θ2. This is no longer true
in general, however, when the inverse problem gets more ill-posed. Consider a banded weight
function λ satisfying Assumption A 4.1. Proposition 4.3 and Theorem 4.4 imply that
rε(Θi(κ,L)) ε 4κ2κ+4 as ε → 0
for both i = 1 and i = 2. A slight improvement can only be found for the efficiency constant.
Here, Ξ1 = 4/(3λ
′′
(pi/2)) and Ξ2 = 8/(λ
′′
(pi/2)ζ (6)pi2), where ζ denotes the Riemann zeta
function. Thus, Ξ1/Ξ2 = pi2ζ (6)/6≈ 1.63.
4.4. Concluding remarks
1. We have shown how the design influences the degree of ill-posedness of the Radon trans-
form in two dimensions, and that the whole range from mildly ill-posedness to severely
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ill-posedness may arise quite naturally.
2. Without weight on the angle, the rate of convergence remains the same over Θ1(κ,L) for
all parameters γ ∈ (0,1] (which governs the weight function on the signed distance), see
Section 4.6.5 in the supplement, where we also derive the asymptotic minimax constants.
3. In higher dimensions, injectivity of the limited angle Radon transform as well as the ana-
lytic form of its SVD seems not be established.
4.5. Proofs
4.5.1. Proofs of Section 4.3.2
The method of proof for the lower bound resembles that used in Golubev and Khasminskii
(1999). Since the proof of proposition 2 in that paper seems to be problematic (in particular
the estimate in (26)), we provide a complete proof of a slightly stronger result (see Lemma 4.2
below). The main ingredient is the following lemma.
Lemma 4.1. Let µ ≥ 0,σ > 0, P(X = µ) = P(X =−µ) = 1/2 and Y |X ∼N(X ,σ2). Then
E

E(X |Y )−X2 ≥ µ2 1−2µ2/σ2.
Proof. We have
E[X |Y ] = µ e
− 12 (Y−µ)
2
σ2 − e− 12
(Y+µ)2
σ2
e−
1
2
(Y−µ)2
σ2 + e−
1
2
(Y+µ)2
σ2
= µ
e
µY
σ2 − e−
µY
σ2
e
µY
σ2 + e−
µY
σ2
.
Since E[X |Y ]|(X = µ) d=−E[X |Y ]|(X =−µ), it follows that
E

(E[X |Y ]−X)2= E(E[X |Y ]−µ)2|X = µ= µ2E4(1+ exp(2Z))−2,
where Z ∼Nt, t with t = µ2/σ2. It remains to show that
E

4(1+ exp(2Z))−2
≥ 1−2t. (4.33)
For any x ∈ R, 4(1+ ex)−2 ≥ 3 · 1(−∞,−2](x) + (1− x) · 1(−2,∞)(x). Integrating this w.r.t. the
distribution of 2Z thus gives the lower bound
1+2Φ

− 1+ t√
t

−
 ∞
−2
x
2
√
2pit
e−
1
2
(x−2t)2
4t = 1−2t−R(t)
with remainder
R(t) =
 −2
−∞
−x
2
√
2pit
e−
1
2
(x−2t)2
4t −2Φ

− 1+ t√
t

=
 −2
−∞
−x−2
2
√
2pit
e−
1
2
(x−2t)2
4t ,
whereΦ is the distribution function ofN(0,1). Evidently, from the last expression it follows that
R(t) is non-negative for all t > 0, which proves the lower bound (4.33) and thus concludes the
proof.
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Lemma 4.2. For any ellipsoid Θ, the minimax risk in sequence model (4.16) satisfies
rε(Θ)≥∑
k
θ 2k −
2
ε2∑k
θ 4k σ
2
k ,
uniformly in θ = (θk)k≥0 ∈Θ and ε > 0.
Proof. Fix θ0 = (θ0,k)k≥0 ∈Θ. Let pik(θ0,k) = pik(−θ0,k) = 1/2, and let pi =∏k pik be the product
distribution on Θ. Then, for all estimators θˆ ,
sup
θ∈Θ
∞
∑
k=0
Eθ

(θˆk−θk)2
≥ 
Θ
∞
∑
k=0
Eθ

(θˆk−θk)2

pi(dθ) =
∞
∑
k=0

Θ
Eθ

(θˆk−θk)2

pi(dθ)
and thus
rε(Θ)≥
∞
∑
k=0
inf
θˆk

Θ
Eθ

(θˆk−θk)2

pi(dθ). (4.34)
Now for any X = (Xk)k≥0 ∼ pi such that (Yk,Xk)k≥0 are independent and Yk|Xk ∼N(Xk,ε2σ−2k ),
by sufficiency, the Bayes risks in (4.34) are minimized by θˆk = E[Xk|Yk], so that the conclusion
follows from Lemma 4.1.
Lemma 4.3. Consider the sequence model (4.16) and the ellipsoid Θ(a,L) according to (4.17)
with ak = (k+1)κ . If there exist γ1,γ2 > 1 such that
liminf
k→∞
σk/σk+1 ≥ γ1, limsup
k→∞
σk/σk+1 ≤ γ2, (4.35)
then
ε−2
∞
∑
k=0
(θ ∗k )
4σ2k = r
L
ε (Θ(a,L))O(N
−1
ε ) as ε → 0,
where θ ∗ is the Pinsker solution according to (4.22).
Proof. First, we may rewrite
ε−2
∞
∑
k=0
(θ ∗k )
4σ2k = ε
2
Nε
∑
k=0
σ−2k
1− cεak
cεak
2
,
where cε ∼ N−κε . Set nε = bNε/2c, and define the partial sums
S1,ε =
nε
∑
k=0
σ−2k (1− cεak)2/(cεak)2, S2,ε =
Nε
∑
k=nε+1
σ−2k (1− cεak)2/(cεak)2.
The first sum S1,ε is comparatively small since it comprises the larger σk only. In fact, with (4.35)
it follows that
S1,ε ≤ c−2ε
nε
∑
k=0
σ−2k . σ−2Nε c
−2
ε
nε
∑
k=0
γ−2(Nε−k)1 . σ−2Nε N
2κ
ε γ
−Nε
1
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which is O(σ−2Nε N
−δ
ε ) for any δ > 0. Using 1− (1− x)κ ≤ max(1,κ)x, 0 ≤ x ≤ 1, as well as
cε > a−1Nε+1 and (4.35) again, the second sum satisfies
S2,ε .
Nε
∑
k=nε+1
σ−2k (1− cεak)2 =
Nε−nε−1
∑
j=0
σ−2Nε− j(1− cεaNε− j)2
. σ−2Nε
Nε−nε−1
∑
j=0
γ−2 j1

1−
Nε − j+1
Nε +2
κ2
. σ−2Nε
Nε−nε−1
∑
j=0
γ−2 j1
 j+1
Nε +2
2
. σ−2Nε N
−2
ε . (4.36)
With this, both sums S1,ε and S2,ε can now be bounded above in terms of the linear minimax
risk rLε (Θ) as follows. Using cε ≤ a−1Nε , 1− (1− x)κ ≥ min(1,κ)x, 0 ≤ x ≤ 1, and the second
inequality in (4.35),
rLε (Θ) = ε
2
Nε
∑
j=0
σ−2Nε− j(1− cεaNε− j)& ε2σ−2Nε
Nε
∑
j=0
γ−2 j2

1−
Nε +1− j
Nε +1
κ
& ε2σ−2Nε (Nε +1)
−1
Nε
∑
j=0
γ−2 j2 j
& ε2σ−2Nε N
−1
ε . (4.37)
This provides
ε2(S1,ε +S2,ε). ε2σ−2Nε N
−2
ε . rLε (Θ)N−1ε
and thus concludes the proof.
Proof of Theorem 4.3. First we prove that τ2κ2 L log(1/ε)
−2κ is an asymptotic lower bound on
the minimax risk on Θi. In a second step we calculate the risk of the specific projection estimator
as introduced in the theorem and show that it attains the upper bound.
Consider the subellipsoid
Θ˜= Θ˜(κ,L) =

θ :
∞
∑
m=0
(m+1)2κθ 2m,m ≤ L,θm,l = 0,m 6= l

, (4.38)
and given an estimator θˆ define the estimator θ˜ by
θ˜m,l =

θˆm,l , m= l,
0, m 6= l.
Then, Rε(θˆ ,θ)≥ Rε(θ˜ ,θ) for all θ ∈ Θ˜, and since Θ˜(κ,L)⊂Θi(κ,L),
sup
θ∈Θi
Rε(θˆ ,θ)≥ sup
θ∈Θ˜
Rε(θˆ ,θ)≥ sup
θ∈Θ˜
Rε(θ˜ ,θ).
As θˆ was arbitrary, this shows that
rε(Θi(κ,L))≥ inf
θˆ :θm,l=0,m 6=l
sup
θ∈Θ˜
Rε(θˆ ,θ),
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where the right-hand side, by Lemma 4.2 and the assumption, is in turn bounded below by
∞
∑
m=0
θ 2m,m−
2
ε2
∞
∑
m=0
θ 4m,mσ
2
m,m ≥
∞
∑
m=0
θ 2m,m−
C
ε2
∞
∑
m=0
θ 4m,mm
2ρ2e−2τ2m
for someC > 0, uniformly in θ ∈ Θ˜.
Now, the term on the right can be bounded by the linear minimax risk r˜Lε corresponding to a
sequence model with σm,m replaced by σ˜m,m = mρ2e−τ2m, for which condition (4.35) is satisfied.
In fact, letting θ˜ ∗ be the Pinsker solution according to (4.22) corresponding to this surrogate
sequence model, we have
∞
∑
m=0
(θ˜ ∗m,m)
2 ≥
∞
∑
m=0
ε2 σ˜2m,m
σ˜2m,mε2+(θ˜ ∗m,m)2
(θ˜ ∗m,m)
2 = r˜Lε (Θ˜),
and from Lemma 4.3 it follows that
ε−2
∞
∑
m=0
(θ˜ ∗m,m)
4σ˜2m,m = o(r˜
L
ε (Θ˜)), (4.39)
which together provide
inf
θˆ :θm,l=0,m 6=l
sup
θ∈Θ˜
Rε(θˆ ,θ)≥ r˜Lε (Θ˜)(1+o(1)).
Hence, for the lower bound it remains to evaluate the surrogate linear minimax risk r˜Lε (Θ˜).
Denoting by c˜ε and N˜ε the solutions to (4.18) and (4.21) in the surrogate model with σ˜m,m, since
c˜ε(m+1)κ ≤ 1 for m≤ Nε we estimate
r˜Lε (Θ˜) = ε
2
∞
∑
m=0
σ˜−2m,m(1− c˜ε(m+1)κ)+
= c˜2εL+ ε
2
N˜ε
∑
m=0
σ˜−2m,m(1− c˜ε(m+1)κ)2+
≤ c˜2εL+ ε−2
∞
∑
m=0
(θ˜ ∗m,m)
4σ˜2m,m = c˜
2
εL+o(r˜
L
ε (Θ˜))
by (4.39), so that
r˜Lε (Θ˜)∼ c˜2εL as ε → 0.
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Using c˜ε ∼ N−κε and min(1,κ)x≤ 1− (1− x)κ ≤max(1,κ)x, 0≤ x≤ 1, we get
c˜εL= ε2
N˜ε
∑
m=0
σ˜−2m,m(m+1)
κ(1− c˜ε(m+1)κ)
∼ ε2
N˜ε
∑
j=0
σ˜−2N˜ε− j,N˜ε− j(N˜ε − j)
κ

1−

1− j−1
N˜ε
κ
 ε2e2τ2N˜ε N˜−1ε
N˜ε
∑
j=0
e−2τ2 j(N˜ε − j)κ−2ρ2( j−1)
 ε2e2τ2N˜ε N˜κ−2ρ2−1ε ,
where the last sum was approximated using Lemma 4.4 below. Therefore, N˜2κ−2ρ2−1ε e2τ2N˜ε 
ε−2, which in turn holds true if and only if
N˜ε = τ−12

log(1/ε)+
2κ−2ρ2−1
2
loglog(1/ε)+O(1)

,
and thus N˜ε ∼ τ−12 log(1/ε). This gives
c˜ε ∼ τκ2 log(1/ε)−κ as ε → 0
and hence provides the lower bound.
For the upper bound, consider a projection estimator θˆ(hPr) with trunctation levelMε . Its risk is
given by
Rε(θˆ(hPr),θ) = ε2
Mε
∑
m=0
m
∑
l=0
σ−2m,l +
∞
∑
m=Mε+1
m
∑
l=0
θ 2m,l .
Now
sup
θ∈Θi
∞
∑
m=Mε+1
m
∑
l=0
θ 2m,l ≤ sup
θ∈Θi
M−2κε
∞
∑
m=Mε+1
m
∑
l=0
(m+1)2κθ 2m,l ≤ LM−2κε ,
n
∑
m=0
m
∑
l=0
σ−2m,l ≤
n
∑
m=0
(m+1)σ−2m,m .
n
∑
m=0
m1−2ρ1e2τ1m . n1−2ρ1e2τ1n,
(4.40)
where we used Lemma 4.4 below for the last estimate. Therefore, there exists a constant C > 0
such that
sup
θ∈Θi
Rε(θˆ(hPr),θ)≤Cε2M1−2ρ1ε e2τ1Mε +M−2κε L.
In order to minimize the bound on the right-hand side, Mε has to be chosen of order log(1/ε),
and if we specifically take Mε = bτ−11 log(1/ε)(1− log(1/ε)−δ )c for some δ ∈ (0,1), then
ε2M1−2ρ1+2κε e2τ1Mε 
log(1/ε)1−2ρ1+2κ
e2log(1/ε)1−δ
−→ 0,
yielding
sup
θ∈Θi
Rε(θˆ(hPr),θ)≤ LM−2κε (1+o(1)) = τ2κ1 L log(1/ε)−2κ(1+o(1)).
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This finally provides the upper bound and thus concludes the proof.
Lemma 4.4. For all γ > 1 and δ ,c1,c2 ∈R,
n
∑
j=0
γ− j(n− j)c1( j+δ )c2 ∼ nc1
∞
∑
j=0
γ− j( j+δ )c2 as n→ ∞.
We provide the proof of the lemma in the supplement.
Proof of Corollary 4.2. Let αm,l be the eigenvalues of the Toeplitz matrices Am generated by
λ . By assumption, there exist constants c,C > 0 such that λ ≥ c1[−η1,η1] and λ ≤ C1[−η2,η2].
Denoting by α( j)m,l the eigenvalues of the Toeplitz matrices generated by 1[−η j ,η j ], j = 1,2, it
follows that
cα(1)m,l ≤ αm,l ≤Cα(2)m,l , m≥ l ≥ 0,
see Grenander and Szegö (1958). Therefore,
m1/2e−ξ1m . αm,m . m1/2e−ξ2m
with ξi correspondingly defined as in (4.12). Using the bound given in (4.15) as well as the first
part of Theorem 4.3 finishes the proof.
4.5.2. Proofs of Section 4.3.3
Proof of Proposition 4.2. a. Because of the inclusion relation (4.24), it suffices to consider i= 1.
As in Theorem 4.3, consider a projection estimator θˆ(hPr) with truncation level Mε . Its bias is
estimated in (4.40), while the variance term may be bounded by
Mε
∑
m=0
m
∑
l=0
σ−2m,l ≤
Mε
∑
m=0
(m+1)σ−2m,m .
Mε
∑
m=0
mρ+1 .Mρ+2ε , (4.41)
yielding
sup
θ∈Θi
Rε(θˆ(hPr),θ). ε2Mρ+2ε +M−2κε .
The bound on the right is minimized choosing Mε of order ε−2/(2κ+ρ+2), which provides the
upper bound.
b. Since
σ−2n,n
∑nm=0∑
m
l=0σ
−2
m,l
≤ σ
−2
n,n
∑nm=0σ
−2
m,m
= O(nρ−ρ1−1) = o(1), n→ ∞, (4.42)
condition (4.20) is satisfied, and the Pinsker estimator is efficient.
Let ε > 0, i ∈ {1,2}, and θˆ be an arbitrary estimator for θ ∈ Θi. From the reduction scheme
introduced at the beginning of the proof of Theorem 4.3, we at once obtain the lower bound
rε(Θi)≥ rε(Θ˜)
with reduced ellipsoid Θ˜= Θ˜(κ,L) defined in (4.38).
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We can now use Pinsker’s theorem to estimate the minimax risk on Θ˜(κ,L) which evidently
coincides with the minimax risk for estimating the single-indexed sequence (θ0,0,θ1,1, . . .)within
the ellipsoid Θ(a,L) defined in (4.17) for am = (m+ 1)κ . The linear minimax risk on Θ˜ is
therefore given by
rLε (Θ˜) = ε
2
Nε
∑
m=0
σ−2m,m(1− cε(m+1)κ),
where
Nε =max

n : ε2
n
∑
m=0
σ−2m,m(m+1)
κ((n+1)κ − (m+1)κ)≤ L

and cε ∼ N−κε . Using ∑nm=0mz ∼ (z+1)−1nz+1 as n→ ∞ for all z≥ 0,
n
∑
m=0
mρ(m+1)κ((n+1)κ − (m+1)κ)∼ κ(n+1)
2κ+ρ+1
(κ+ρ+1)(2κ+ρ+1)
.
As ε → 0, under (4.26) this provides Nε & ε−
2
2κ+ρ+1 , so that
rLε (Θ˜)& ε2
Nε
∑
m=0
mρ1(1−N−κε (m+1)κ)& ε2Nρ1+1ε & ε
4κ+2(ρ−ρ1)
2κ+ρ+1 .
Finally, (4.42) shows that condition (4.20) is satisfied for the sub-problem with Θ˜(α,L) as well,
so that
rε(Θ˜(α,L))∼ rLε (Θ˜(α,L)).
c. Under (4.27) we find the exact rates
Nε ∼
piL(κ+ρ+1)(2κ+ρ+1)
Cκε2
 1
2κ+ρ+1
and
rLε (Θ˜)∼
Cε2
pi
Nε
∑
m=0
mρ(1−N−κε (m+1)κ)∼
Cκε2Nρ+1ε
pi(ρ+1)(κ+ρ+1)
∼ C˜(κ,ρ,L,C)ε 4κ2κ+ρ+1 .
4.5.3. Proofs of Section 4.3.4
Lemma 4.5. If λ is banded and Assumption A 4.1 holds, then there exists a constant C > 0 such
that the eigenvalues αm,l of the Toeplitz matrices Am generated by λ satisfyα−1m,l − 8λ ′′(pi/2)pi2 m+2m− l+12≤C m+2m− l+1 , m≥ l ≥ 0.
Proof. Set c = 8/(λ ′′(pi/2)pi2) and ∆m,l =
α−1m,l − c m+2m−l+12. For the small eigenvalues αm,l ,
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(4.14) provides
∆m,l =
(m− l+1)2− cαm,l(m+2)2
αm,l(m− l+1)2
=
(m− l+1)2O(m− l+1)/(m+2)
(m− l+1)4/(m+2)21+O(m− l+1)/(m+2)
=
m+2
m− l+1
O(1)
1+O

(m− l+1)/(m+2)) .
Choosing ε > 0 small enough, 1+O

(m− l+1)/(m+2)) is bounded away from 0, uniformly
in m and l, whenever (m− l+1)/(m+2)≤ ε , which shows that there isC1 > 0 such that
∆m,l ≤C1(m+2)/(m− l+1), (m− l+1)/(m+2)≤ ε.
ChoosingCε according to (4.13), for the inner and large eigenvalues we even obtain the uniform
bound
∆m,l ≤C−1ε + cε−2 =:C2, (m− l+1)/(m+2)≥ ε.
SettingC =max{C1,C2} concludes the proof.
Remark. In order to obtain (4.13) and (4.14) we actually apply theorems 1.4 and 1.5 of Böttcher
et al. (2010a) to the generating function g(ϕ) = λ (ϕ/2− pi/2). Due to the additional shift of
pi/2, the resulting Toeplitz matrix does not coincide with Am, it does have the same eigenvalues,
though.
Proof of Proposition 4.3. In order to show the statement concerning Assumption A 4.2, in view
of Lemma 4.5,
m
∑
l=0
α−1m,l =
8(m+2)2
λ ′′(pi/2)pi2
m
∑
l=0
(m− l+1)−2+
m
∑
l=0
O
 m+2
m− l+1

.
The error is O(m logm) = o(m2). Using that ∑∞j=1 j−2 = pi2/6, the driving part is asymptotically
equivalent to 43m
2/λ ′′(pi/2), concluding the proof.
Concerning Assumption A 4.3, from Lemma 4.5 there existsC > 0 such that, for all m≥ l ≥ 0,
α−1m,l − cm−l l2≤C(m+2)+ 8λ ′′(pi/2)pi2
(m+2)2− l2
(m− l+1)2 .
Now, (m+ 2)2 = (m− l+ 1)2+ 2(m− l+ 1)(l+ 1) + l2+ 2l+ 2, which shows that the right
summand is bounded byC1(l+1) for an adequate constantC1 > 0. Therefore we obtainα−1m,l − cm−l l2≤C(m+2)+C1(l+1)≤ (C+C1)(m− l+1)(l+1),
whence A 4.3 holds true for any δ ≤ 1.
Lemma 4.6. If there exist β ≥ 1, δ > 0, and a positive, bounded sequence c= (c0,c1, . . .) such
that
α−1j+k,k = c jk
β +O

(( j+1)(k+1))β−δ

, j,k ≥ 0,
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then, for all α ≥ 0,
∑
( j,k)∈(n)
( j+ k+1)( j+1)α(k+1)αα−1j+k,k ∼
K(β +1,c)
α+β +2
nα+β+2
as n→ ∞, where K(β ,c) = ∑∞j=0 c j( j+1)−(β+1).
We provide the proof of the lemma in the supplement.
Proof of Theorem 4.4. In view of (4.28) and (4.31), it remains to show that condition (4.20)
holds.
Under A 4.2,
n
∑
m=0
m
∑
l=0
σ−2m,l =
1
pi
n
∑
m=0
(m+1)
m
∑
l=0
α−1m,l  nρ+1
and
max
m=0,...,n
max
l=0,...,m
σ−2m,l ≤ maxm=0,...,n
m
∑
l=0
σ−2m,l  nρ .
And under A 4.3,
max
( j,k)∈(n)
σ−2j+k,k = max
( j,k)∈(n)
 j+ k+1
pi
c jkρ−1

+O(nρ−δ ) = O(nρ),
while Lemma 4.6 shows that
∑
( j,k)∈(n)
σ−2j+k,k  nρ+1.
So, evidently, in both cases (4.20) holds.
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4.6. Appendix: Technical supplement
4.6.1. Details on the derivation of the SVD
Lemma 4.7. If λ is integrable, the Radon transform R as a map between the weighted L2-spaces
in (4.1) is continuous with norm
‖R‖2 = sup
‖ f‖µ2=1
‖R f‖2µ1 =
 pi/2
−pi/2
λ (ϕ)dϕ.
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Proof. For ϕ ∈ [−pi/2,pi/2] fixed, define
Rϕ : L2(B1(0);µ2)−→ L2([−1,1];w1(s)ds) (4.43)
by Rϕ f (s) = R f (ϕ,s). This operator has norm ‖Rϕ‖ = 1, see Davison (1981, Theorem 1),
providing
‖R f‖2µ1 =
 pi/2
−pi/2
‖Rϕ f‖2w1 λ (ϕ)dϕ ≤ ‖ f‖2µ2
 pi/2
−pi/2
λ (ϕ)dϕ.
Further, w−11 and w
−1
2 are normalized to one, and Rϕw
−1
2 = w
−1
1 for all ϕ , yielding
‖R‖2 = sup
‖ f‖µ2=1
‖R f‖2µ1 =
 pi/2
−pi/2
λ (ϕ)dϕ,
which was to be shown.
Lemma 4.8. The adjoint operator of R is given by
R∗ : L2([−pi/2,pi/2]× [−1,1];µ1)−→ L2(B1(0);µ2),
(R∗g)(x,y) = w2(x,y)−1
 pi/2
−pi/2
g(ϕ,xcosϕ+ ysinϕ)w1(xcosϕ+ ysinϕ)λ (ϕ)dϕ.
Proof. For ϕ ∈ [−pi/2,pi/2] fixed, let the operator Rϕ , as in (4.43), be defined by (Rϕ f )(s) =
(R f )(ϕ,s). The adjoint R∗ϕ of Rϕ is then, for g ∈ L2([−1,1];w1), given by
(R∗ϕg)(x,y) = w2(x,y)
−1g(xcosϕ+ ysinϕ)w1(xcosϕ+ ysinϕ),
which, applying the rotation (x,y) = (scosϕ− t sinϕ,ssinϕ+ t cosϕ), follows from
〈Rϕ f ,g〉w1 =
 1
−1
 √1−s2
−
√
1−s2
f (scosϕ− t sinϕ,ssinϕ+ t cosϕ)g(s)w1(s)dt ds
=

B1(0)
f (x,y)g(xcosϕ+ ysinϕ)w1(xcosϕ+ ysinϕ)dxdy
=

B1(0)
f (x,y)(R∗ϕg)(x,y)w2(x,y)dxdy
= 〈 f ,R∗ϕg〉w2 .
For g ∈ L2([−pi/2,pi/2]× [−1,1];µ1), defining gϕ on [−1,1] by gϕ(s) = g(ϕ,s), this, by defini-
tion of R∗, particularly gives
(R∗g)(x,y) =
 pi/2
−pi/2
(R∗ϕgϕ)(x,y)λ (ϕ)dϕ, (4.44)
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providing
〈R f ,g〉µ1 =
 pi/2
−pi/2
〈Rϕ f ,gϕ〉w1λ (ϕ)dϕ =
 pi/2
−pi/2
〈 f ,R∗ϕgϕ〉w2λ (ϕ)dϕ
=

B1(0)
f (x,y)
 pi/2
−pi/2
(R∗ϕgϕ)(x,y)λ (ϕ)dϕw2(x,y)dxdy
= 〈 f ,R∗g〉µ2 ,
which shows that R and R∗ are adjoint to one another.
Lemma 4.9. For φm=w−11 C
γ
m and h integrable on [−pi/2,pi/2], the function g(ϕ,s)= h(ϕ)φm(s)
satisfies
(RR∗g)(ϕ,s) =
φm(s)
Cγm(1)
 pi/2
−pi/2
h(ϕ ′)Cγm(cos(ϕ
′−ϕ))λ (ϕ ′)dϕ ′.
Proof. Using (4.44), for g ∈ L2([−pi/2,pi/2]× [−1,1];µ1) we may rewrite
(RR∗g)(ϕ,s) =
 pi/2
−pi/2
(RϕR∗ϕ ′gϕ ′)(s)λ (ϕ
′)dϕ ′.
Now, from theorem 3.1 in Davison and Grunbaum (1981) it follows that
(RϕR∗ϕ ′φm)(s) =
Cγm(cos(ϕ ′−ϕ))
Cγm(1)
φm(s), ϕ,ϕ ′ ∈ [−pi/2,pi/2],
and, by linearity of Rϕ and R∗ϕ ′ , for g= hφm we have
(RϕR∗ϕ ′gϕ ′)(s) = h(ϕ
′)(RϕR∗ϕ ′φm)(s),
which together complete the proof.
Lemma 4.10. For m≥ l ≥ 0, let the operator Tm defined on L2([−pi/2,pi/2];λ (ϕ)dϕ) be given
by
(Tmh)(ϕ) =Cγm(1)
−1
 pi/2
−pi/2
h(ϕ ′)Cγm(cos(ϕ
′−ϕ))λ (ϕ ′)dϕ ′,
and let hm,l(ϕ) = e−i(m−2l)ϕ . Set hm = (hm,0, . . . ,hm,m)′ and Tmhm = (Tmhm,0, . . . ,Tmhm,m)′. Let
Cm and Am be defined as in (4.3) and (4.4), {vm,l = (v(0)m,l , . . . ,v(m)m,l )′}ml=0 be an orthonormal
system of eigenvectors of Am corresponding to eigenvalues αm,l , and define matrices Vm =
vm,0, . . . ,vm,m

and Λm = diag(αm,0, . . . ,αm,m). Then the following statements hold:
a. Tm vanishes on the orthogonal complement of lin{hm,l}ml=0.
b. Tmhm = pi(CmAm)′hm.
c. The functions
h˜m,l =
1√piαm,l v
′
m,lhm =
1√piαm,l
m
∑
k=0
v(k)m,lhm,k, l = 0, . . . ,m,
are an orthonormal basis of lin{hm,l}ml=0.
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d. Tmh˜m = B′mh˜m, where h˜m = (h˜m,0, . . . , h˜m,m)′, Tmh˜m = (Tmh˜m,0, . . . ,Tmh˜m,m)′, and
Bm = piΛ1/2V∗mCmVmΛ
1/2.
Proof. In view of (4.9.19) and (4.9.21) in Szegö (1967), the polynomials Cγm(cosϕ) attain the
explicit form
Cγm(cosϕ) =
m
∑
j=0
Γ( j+ γ)Γ(m− j+ γ)
Γ(γ)2 j!(m− l)! e
i(m−2 j)ϕ ,
so that, sinceCγm(1) = Γ(m+2γ)/(Γ(2γ)m!), setting
cm, j =

m
j

Γ(2γ)Γ( j+ γ)Γ(m− j+ γ)
Γ(m+2γ)Γ(γ)2
we find that
Tmh(ϕ) =
m
∑
j=0
cm, je−i(m−2 j)ϕ
 pi/2
−pi/2
h(ϕ ′)ei(m−2 j)ϕ
′
λ (ϕ ′)dϕ ′.
This evidently shows that Tmh = 0 for h in the orthogonal complement of lin{hm,0, . . . ,hm,m} in
L2([−pi/2,pi/2];λ (ϕ)dϕ), which is part a, and defining
az =
1
pi
 pi/2
−pi/2
e−i2zϕ
′
λ (ϕ ′)dϕ ′, z ∈Z,
we find that
Tmhm,l = pi
m
∑
j=0
cm, jal− jhm, j,
proving part b.
Orthonormality of the functions h˜m,0 . . . , h˜m,m follows from that of vm,0, . . . ,vm,m. In fact, using
〈hm,k1 ,hm,k2〉λ =
 pi/2
−pi/2
hm,k1(ϕ)hm,k2(ϕ)λ (ϕ)dϕ = piak2−k1 ,
we have
〈h˜m,l1 , h˜m,l2〉λ =
1√αm,l1αm,l2
m
∑
k1,k2=0
v(k1)m,l1v
(k2)
m,l2
ak2−k1
=
1√αm,l1αm,l2
v′m,l2Amvm,l1 =
αm,l1
αm,l2
v′m,l2vm,l1 .
This in particular implies that h˜m,0, . . . , h˜m,m are linearly independent so that, since we have h˜m,l ∈
lin{hm,l}ml=0, l = 0, . . . ,m, they are a corresponding basis, too, concluding part c.
Finally, note that h˜m = pi−1/2Λ−1/2V′mhm, hm = pi1/2VmΛ1/2h˜m, and AmVm = VmΛm, with part
b providing
Tmh˜m = pi−1/2Λ
−1/2
m V′mTmhm = pi
1/2Λ−1/2m V′mA
′
mCmhm
= pi1/2Λ1/2m V′mCmhm = piΛ
1/2
m V′mCmVmΛ
1/2
m h˜m,
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which shows part d.
Lemma 4.11. The functions Ψm,l = σ−1m,lR
∗Φm,l are given by
Ψm,l(x,y) =
σm,l
pi3/2
√
dm
m
∑
k1,k2=0
w(k1)m,l v
(k2)
m,k1
cm,k2
√αm,k1
Ψm,k2(x,y), (4.45)
where
Ψm,l(x,y) = hm,l(θ)Jm,l(r)w2(x,y) , Jm,l(r) = piΓ

γ+m− l
(m− l)!Γ(γ) r
m−2lP(γ−1,m−2l)l (2r
2−1),
(x,y) = r eiθ and P(α,β )n are the Jacobi polynomials. Further, the span of (Ψm,l)0≤l≤m is dense in
L2(B1(0);µ2), and hence they form an orthonormal basis.
Proof. From Davison (1983, theorem 3.2),
RΨm,l(ϕ,s) = picm,l hm,l(ϕ)φm(s). (4.46)
Call the functions on the right side of (4.45) Ψm,l(x,y). The functions (Ψm,l)0≤l≤m form an
orthogonal basis of L2(B1(0);µ2). By orthonormality of the vectors vm,l and wm,l , it follows
that the (Ψm,l)0≤l≤m form an orthogonal basis of L2(B1(0);µ2) as well. Further by (4.46) and
their definition, we have that

RΨˆm,l

= σm,lΦm,l . Since the (Φm,l)0≤l≤m are orthonormal in
L2([−pi/2,pi/2]× [−1,1];µ1), it follows that R as an operator between the weighted L2-spaces
in (4.1) is injective. By (4.7), for the functions Ψm,l = σ−1m,lR
∗Φm,l we also have that

RΨm,l

=
σm,lΦm,l , so that Ψm,l = Ψm,l by injectivity.
4.6.2. Singular functions in case γ = 1
We specialize our results for the singular functions in brain space, (4.45), for the case γ = 1.
Here the weights cm,l have the simple form cm,l = (m+1)−1 for all m, so, given the eigenvalues
αm,l of Am, it follows that βm,l = αm,l/(m+1), and thus the singular values of the operator R are
σm,l =

piαm,l/(m+1), m≥ l ≥ 0. Further, dm = 1 for all m, and
C1m(s) =Um(s) =
sin((m+1)arccoss)
sinarccoss
are the Chebyshev polynomials of the second kind. Therefore, the singular functions Φm,l in
detector space reduce to
Φm,l(ϕ,s) =
2
pi

1− s2
piαm,l
Um(s)
m
∑
k=0
v(k)m,le
−i(m−2k)ϕ
with {vm,l = (v(0)m,l , . . . ,v(m)m,l )′}ml=0 the orthonormal system of eigenvectors of Am.
The functions Ψm,l reduce to the Zernike functions zm,l defined by
zm,l(x,y) = Zm−2lm (r)e
−i(m−2l)θ ,
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where m ≥ l ≥ 0 and (x,y) = reiθ ∈ B1(0), and where the radial part Zm−2lm on the unit interval
[0,1] is given by
Znm(r) =
(m−n)/2
∑
k=0
(−1)k(m− k)!
k!((m+n)/2− k)!((m−n)/2− k)! r
m−2k
for m−n even. The singular function Ψm,l in (4.45) are then expressed as
Ψm,l(x,y) =
√
m+1
pi
m
∑
k=0
v(k)m,lzm,k(x,y), m≥ l ≥ 0. (4.47)
4.6.3. Proof of Proposition 4.1
In order to deduce the summability condition of Proposition 4.1, similar as in Johnstone (1989)
we differentiate the singular functionsΨm,l given in (4.47) by means of the differential operators
D = (∂/∂x− i∂/∂y)/2 and D¯ = (∂/∂x+ i∂/∂y)/2. These differential operators have the ad-
vantage of providing neat formulas for the derivatives of the Zernike functions zm,l . In fact, we
will see below that for p,q ∈N such that p+q= s we get
DpD¯qzm,l =
 s!
pi h
s+1
m−s,l−p , m−q≥ l ≥ p,
0, else,
(4.48)
where
hγm,l(x,y) =
 pi/2
−pi/2
Cγm(xcosϕ+ ysinϕ)e
−i(m−2l)ϕdϕ, (4.49)
and where the norm of these derivatives with respect to µ3 is explicitly given by
‖DpD¯qzm,l‖2µ3 =
pi1/2(s+1)(2s+1)!
22s+1s!Γ(s+3/2)
(m− l+ p)!(l+q)!
(l− p)!(m− l−q)!(m+1) . (4.50)
Proof of Proposition 4.1. Evidently, it suffices to show that the summability condition
∞
∑
m=0
m
∑
l,k=0
θ 2m,l

v(k)m,l
2
(m− k+1)s(k+1)s < ∞
is equivalent to DpD¯q f ∈ L2(B1(0);µ3) for all p,q∈N such that p+q= s. For this, we first give
bounds on the Lp-norms of the Zernike functions above. Clearly,
(m− l+ p)!
(m− l−q)! ≤ (m− l+ p)
s ≤ (m− l+1)sss, (l+q)!
(l− p)! ≤ (l+q)
s ≤ (l+1)sss.
Further, m− l−q+1≥ (m− l+1)(q+1)−1 and l− p+1≥ (l+1)(p+1)−1 whenever m−q≥
l ≥ p, yielding
(m− l+ p)!
(m− l−q)! ≥ (m− l−q+1)
s ≥ (m− l+1)s(s+1)−s,
(l+q)!
(l− p)! ≥ (l− p+1)
s ≥ (l+1)s(s+1)−s.
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Therefore, by (4.50) there exist constants cs,Cs > 0, only depending on s= p+q, such that
cs ≤ m+1
(m− l+1)s(l+1)s ‖D
pD¯qzm,l‖2µs3 ≤Cs
for all m−q≥ l ≥ p.
Now, expanding f as a Fourier series in the singular functions Ψm,l ,
f =
∞
∑
m=0
m
∑
l=0
θm,lΨm,l = pi−1
∞
∑
m=0
√
m+1
m
∑
l=0
θm,l
m
∑
k=0
v(k)m,lzm,k,
whence, using the orthogonality of the zm,k which in turn follows from that of theΨ1m,k, see (4.51)
below, the weak derivatives of f with respect to the operators D and D¯ satisfy
‖DpD¯q f‖2µs3 = pi
−2
∞
∑
m=s
(m+1)
m
∑
l=0
θ 2m,l
m−q
∑
k=p

v(k)m,l
2‖DpD¯qzm,k‖2µs3

∞
∑
m=s
m
∑
l=0
θ 2m,l
m−q
∑
k=p

v(k)m,l
2
(m− k+1)s(k+1)s.
This sum is finite for all p,q ∈ N such that p+ q = s if and only if the same holds true for k
ranging from 0 to m. And finally, since the θ 2m,l are finite due to f ∈ L2, the outer sum can be
extended to m ranging from 0 to infinity.
Proof of (4.50). For clarity, in the following we express the dependence of all functions on the
parameter γ . Further, recall that the measures µγi , i = 1,2,3, are defined in terms of the weight
functions
wγ1(ϕ,s) =
pi1/2Γ(γ+1/2)
γΓ(γ)
(1− s2)1/2−γ , |s| ≤ 1, |ϕ| ≤ pi/2,
wγ2(x,y) = piγ
−1(1− x2− y2)1−γ , (x,y) ∈ B1(0),
wγ3(x,y) = pi
−1(γ+1)(1− x2− y2)γ , (x,y) ∈ B1(0).
Assume that λ = 1, in which case the singular functions in detector space, for arbitrary γ , are
given by
Φγm,l(ϕ,s) =
Cγm(s)e−i(m−2l)ϕ
pidγmwγ1(s)
,
and the singular values by σm,l =

picγm,l , where
dγm =
√
piγ21−2γΓ(m+2γ)
m!Γ(γ+1/2)(m+ γ)Γ(γ)
, cγm,l =

m
l

Γ(2γ)Γ(γ+m− l)Γ(γ+ l)
Γ(2γ+m)Γ(γ)2
.
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Hence, in view of Lemma 4.8, the eigenfunctions in brain space can be written as
Ψγm,l(x,y) =
1
pi

dγmc
γ
m,lw
γ
2(x,y)
 pi/2
−pi/2
Cγm(xcosϕ+ ysinϕ)e
−i(m−2l)ϕ dϕ
=
hγm,l(x,y)
pi

dγmc
γ
m,lw
γ
2(x,y)
with hγm,l defined in (4.49), and in particular, regarding (4.47) and minding that d
1
m = 1, c
1
m,l =
(m+1)−1, and w12(x,y) = pi , the Zernike functions are given by
zm,l(x,y) =
pi√
m+1
Ψ1m,l(x,y) = pi
−1h1m,l(x,y). (4.51)
We now come back to the differential operators D = (∂/∂x− i∂/∂y)/2 and D¯ = (∂/∂x+
i∂/∂y)/2. From the Gegenbauer identity d/dsCγm(s) = 2γCγ+1m−1(s), see e. g. (4.7.14) in Szegö
(1967), it readily follows that
Dhγm,l = γh
γ+1
m−1,l−1, D¯h
γ
m,l = γh
γ+1
m−1,l ,
where in particular Dhγm,0 = D¯h
γ
m,m = 0. For p,q ∈N such that p+q= s this provides (4.48).
The norm of these derivatives can now be evaluated with respect to µs3. For this, note that
wγ3 = (w
γ+1
2 )
−1 and that the Ψγm,l are normalized with respect to µ
γ
2 . Therefore,hγ+1m,l µγ3 = pi

dγ+1m c
γ+1
m,l
wγ+12 Ψγ+1m,l µγ3 = pi

dγ+1m c
γ+1
m,l
Ψγ+1m,l µγ+12
= pi

dγ+1m c
γ+1
m,l ,
for p,q ∈N such that p+q= s yieldingDpD¯qzm,lµs3 = s!pi hs+1m−s,l−pµs3 = s!

dγ+1m−sc
γ+1
m−s,l−p.
Plugging in the formulas for cγm,l and d
γ
m given above provides (4.50).
4.6.4. Proofs of some technical lemmas
Lemma 4.4. For all γ > 1 and δ ,c1,c2 ∈R,
n
∑
j=0
γ− j(n− j)c1( j+δ )c2 ∼ nc1
∞
∑
j=0
γ− j( j+δ )c2 as n→ ∞.
Proof. Assume that c1 ≥ 0, the case c1 < 0 is analogous. Then, for all n,
n
∑
j=0
γ− j(1− j/n)c1( j+δ )c2 ≤
∞
∑
j=0
γ− j( j+δ )c2 ,
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providing the upper bound. To establish the lower bound, let 0< ε < 1 and set nε = bεnc. Then,
n
∑
j=nε+1
γ− j(1− j/n)c1( j+δ )c2 ≤ (1− ε)c1
n
∑
j=nε+1
γ− j( j+δ )c2 −→ 0,
so that
lim
n→∞
n
∑
j=0
γ− j(1− j/n)c1( j+δ )c2 ≥ (1− ε)c1 lim
n→∞
nε
∑
j=0
γ− j( j+δ )c2
= (1− ε)c1
∞
∑
j=0
γ− j( j+δ )c2 .
Now letting ε → 0 provides the lower bound and concludes the proof.
Lemma 4.6. If there exist β ≥ 1, δ > 0, and a positive, bounded sequence c= (c0,c1, . . .) such
that
α−1j+k,k = c jk
β +O

(( j+1)(k+1))β−δ

, j,k ≥ 0, (4.52)
then, for all α ≥ 0,
∑
( j,k)∈(n)
( j+ k+1)( j+1)α(k+1)αα−1j+k,k ∼
K(β +1,c)
α+β +2
nα+β+2
as n→ ∞, where K(β ,c) = ∑∞j=0 c j( j+1)−(β+1).
Proof. Conveniently, assume that δ ≤ 1, and set [n] = {( j,k) : j,k≥ 1, jk≤ n} as well as α¯ j+k,k=
α j+k−2,k−1 and c¯ j = c j−1, so that the sum above reads
∑
( j,k)∈[n]
( j+ k−1) jαkα α¯−1j+k,k
= ∑
( j,k)∈[n]
jαkα+1α¯−1j+k,k+ ∑
( j,k)∈[n]
jα+1kα α¯−1j+k,k− ∑
( j,k)∈[n]
jαkα α¯−1j+k,k.
Denote these latter three sums by S1,n, S2,n, and S3,n, respectively. We will see that the first sum
S1,n is the driving part. In fact, S3,n is bounded by S2,n which itself will be shown to be negligible
at rate nα+β+2.
Remember the approximation
bxc
∑
j=1
jγ = (γ+1)−1xγ+1+O

xγ

= O

xγ+1), x≥ 1,γ ≥ 0,
where the constants hidden in the O-terms only depend on γ , no longer on x. Further, using
|kβ − (k−1)β |= O(kβ−1) and the boundedness of the c j, (4.52) gives α¯ j+k,k = c¯ jkβ +O

(( j+
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1)(k+1))β−δ

, so for any x≥ 1,γ ≥ 0, and j ∈N,
bxc
∑
k=1
kγ α¯−1j+k,k = c¯ j
bxc
∑
k=1
kγ+β +
bxc
∑
k=1
O

jβ−δ kγ+β−δ

=
c¯ j
γ+β +1
xγ+β+1+O

jβ−δ xγ+β+1−δ

.
The sum S2,n therefore satisfies
S2,n =
n
∑
j=1
jα+1
bn/ jc
∑
k=1
kα α¯−1j+k,k
=
n
∑
j=1
jα+1

O

(n/ j)α+β+1

+O

jβ−δ (n/ j)α+β+1−δ

= nα+β+1
n
∑
j=1
O

j−β

+nα+β+1−δ
n
∑
j=1
O(1)
= O

nα+β+1 logn

+O

nα+β+2−δ

,
providing the negligibility of S2,n and S3,n. Finally, the first sum S1,n gives
S1,n =
n
∑
j=1
jα
bn/ jc
∑
k=1
kα+1α¯−1j+k,k
=
n
∑
j=1
c¯ j jα
α+β +2
(n/ j)α+β+2+
n
∑
j=1
jαO

jβ−δ (n/ j)α+β+2−δ

=
nα+β+2
α+β +2
n
∑
j=1
c¯ j j−(β+2)+nα+β+2−δ
n
∑
j=1
O

j−2

=
K(β +1,c)nα+β+2
α+β +2

1+o(1)

+O

nα+β+2−δ

,
which concludes the proof.
4.6.5. Exact rates for the ordinary Radon transform
To complement the above analysis, we finally show that in contrast to the weight function λ on
the angle, which strongly effects the rate of convergence, the parameter γ in the weight functions
w1 and w2 alone does not influence the rate of convergence.
In case that λ = 1, i. e., the Radon transform inverse problem as studied in the past, exact mini-
max rates can be given not only for γ = 1, the situation for which the rates are well known, but
for arbitrary γ . We here concentrate on the case γ ∈ (0,1], including parallel beam design, for
instance.
Recall that for λ = 1 the singular values σm,l are given by
σm,l =
√picm,l
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with
cm,l =

m
l

Γ(2γ)Γ(l+ γ)Γ(m− l+ γ)
Γ(m+2γ)Γ(γ)2
.
In view of Lemma 4.12 and using Γ(m+2γ)/Γ(m+1)∼ m2γ−1,
m
∑
l=0
c−1m,l =
Γ(γ)2
Γ(2γ)
Γ(m+2γ)
Γ(m+1)
m
∑
l=0
Γ(l+1)
Γ(l+ γ)
Γ(m− l+1)
Γ(m− l+ γ)
∼Cγm2,
as m→ ∞, where Cγ =
√
piΓ(γ)2Γ(2−γ)
Γ(2γ)Γ(5/2−γ)23−2γ . Since this can be treated as imposing A 4.2 for ρ = 2
andC =Cγ , Theorem 4.4 provides the minimax risk
rε(Θ1(κ,L))∼C∗1 ε
4κ
2κ+3 as ε → 0
with
C∗1 =
 Cγκ
pi(κ+3)
 2κ
2κ+3

L(2κ+3)
 3
2κ+3
3
.
For example, using the duplication formula Γ(z)Γ(z+ 0.5) = 21−2z
√
piΓ(2z), z ∈ Z, in parallel
beam design we particularly have
C0.5 = pi2/8.
Lemma 4.12. Denoting by Γ the Gamma function, for any γ ∈ (0,1],
m
∑
l=0
Γ(l+1)
Γ(l+ γ)
Γ(m− l+1)
Γ(m− l+ γ) ∼
√
piΓ(2− γ)
Γ(5/2− γ) 2
2γ−3m3−2γ as m→ ∞.
Proof. Set f (x) = Γ(x)/Γ(x+ γ − 1), and without loss of generality always assume that m is
even. Then, by symmetrie in l and m− l,
m
∑
l=0
Γ(l+1)
Γ(l+ γ)
Γ(m− l+1)
Γ(m− l+ γ) = 2
m/2
∑
l=0
f (l+1) f (m− l+1).
Let ε > 0. As x→ ∞, the function f satisfies f (x)∼ x1−γ , whence there exists xε > 0 such that
1− ε ≤ f (x+1)/x1−γ ≤ 1+ ε, x≥ xε . (4.53)
Setting mε = dxεe, it is evident that
mε−1
∑
l=0
f (l+1) f (m− l+1) = O(m1−γ).
Further,
m/2
∑
l=m0
f (l+1) f (m− l+1)&
m/2
∑
l=m0
l1−γ(m− l)1−γ ≥ (m/2)1−γ
m/2
∑
l=m0
l1−γ
& m3−2γ .
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For each ε fixed, we therefore obtain the upper bound
limsup
m→∞
m/2
∑
l=0
f (l+1) f (m− l+1)≤ ((1+ ε)2+o(1)) limsup
m→∞
m/2
∑
l=0
l1−γ(m− l)1−γ ,
and likewise the lower bound
liminf
m→∞
m/2
∑
l=0
f (l+1) f (m− l+1)≥ ((1− ε)2+o(1)) liminf
m→∞
m/2
∑
l=0
l1−γ(m− l)1−γ ,
so letting ε → 0 gives
m/2
∑
l=0
f (l+1) f (m− l+1)∼
m/2
∑
l=0
l1−γ(m− l)1−γ = m3−2γ 1
m
m/2
∑
l=0
(l/m)1−γ(1− l/m)1−γ
∼ m3−2γ
 1/2
0
x1−γ(1− x)1−γdx.
With this, and minding that 1
0
x1−γ(1− x)1−γdx=
√
piΓ(2− γ)22γ−3
Γ(5/2− γ) ,
we conclude the proof.

Part III
Supplement

5Two-component mixtures with independent coordinates
as conditional mixtures: Technical report
5.1. Identification
Consider the conditional mixture
F(y|B) = (1−pi(B))F0(y)+pi(B)F1(y), y ∈R, B ∈Bp, (5.1)
with mixture weight function pi and component distribution functions F0 and F1. To identify the
components in (5.1), assume that
Assumption A 5.1. 1. there exist B0,B1 ∈Bp such that 0< pi(B0),pi(B1)< 1, pi(B0) 6= pi(B1).
2. there exists a y0 ∈R such that F1(y0) 6= F0(y0).
Further, consider the following tail conditions.
C1. limy→−∞F1(y)/F0(y) = 0
C2. limy→+∞(1−F0(y))/(1−F1(y)) = 0
C3. limy→+∞ F˜0(y)/F˜1(y) = 0
Hohmann and Holzmann (2013b, Theorem 3.1) show that mixture (5.1) is identifiable under A
5.1 and assuming C1 and C2/C3. The following example shows that is does not suffice to impose
only one of the tail conditions above.
Example 5.1. Assume that mixture (5.1) is identifiable in the sense of Theorem 3.1 in Hohmann
and Holzmann (2013b). Let pi2 :Bp → [0,1] be a different weight function such that pi2(B0) <
pi1(B0), and set
pi2(B) = 1− (1−pi1(B))(1−pi2(B0))1−pi1(B0) , B ∈B\{B0}. (5.2)
Further, set G1 = F1, and define G0 according to
G0(y) =
1−pi1(B0)
1−pi2(B0) F0(y)+

1− 1−pi1(B0)
1−pi2(B0)

F1(y).
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Then, G0 is indeed a distribution function due to pi1(B0)> pi2(B0), and by construction the ratio
ρ = (1−pi1(B))/(1−pi2(B)) does not depend on B, so for all y ∈R and B ∈Bp we obtain that
G(y|B) = (1−pi2(B))G0(y)+pi2(B)G1(y) = F(y|B).
Also, G0 and G1 meet C1 since
G1(y)
G0(y)
=
F1(y)

F0(y)
ρ+(1−ρ)F1(y)

F0(y)
−→ 0 as y→−∞,
while, in general, they satisfy neither of the conditions C2 and C3.
The next example shows that also the role of the conditioning events B0 and B1 is important for
the nonparametric identification of a two-component mixture. In fact, even with known mixture
proportion pi , regularity conditions such as C1 and C2 do not provide the identification of an
ordinary mixture
F(y) = (1−pi)F0(y)+piF1(y). (5.3)
Example 5.2. Assume that F0 and F1 in (5.3) are absolutely continuous with densities f0 and f1,
respectively, and assume that there exist a,b ∈ R, a < b, such that F0 is strictly concave on the
interval (a,b) and
f0(y)+
pi
1−pi f1(y)≥
F0(b)−F0(a)
b−a , a≤ y≤ b. (5.4)
Set G0 = F01[a,b){ +F
b
a and G1 = F1+
1−pi
pi (F01[a,b)−Fba ), where
Fba (y) =
 (y−a)F0(b)− (y−b)F0(a)
b−a

1[a,b)(y).
(5.4) guarantees thatG1 is non-decreasing and thus a distribution function. NowG0 andG1 adopt
C1 and C2 from F0 and F1, and the mixture G(y) = (1−pi)G0+piG1(y) satisfies G= F .
5.2. Estimating quotients in the tails
Let X1,X2, . . . and Y1,Y2, . . . be mutually independent sequences of i.i.d. observations with distri-
bution functions F and G, respectively, and assume that
F(y)/G(y)−→ θ as y→−∞ (5.5)
and F(y), G(y)−→ 0, F(y)/ G(y)−→ η as y→ ∞ (5.6)
hold for some θ > 0 and η ∈C\{0}, where F and G denote the characteristic functions of F and
G. We shall construct asymptotically normal estimators of θ and η . In the following, suppose
that ln and mn are sequences inN such that ln,mn  n as n→ ∞.
To estimate η in (5.6), let
ηn = Fn(hn)/ Gn(hn), Fn(y) = 1ln
ln
∑
k=1
exp(iyXk), Gn(y) = 1mn
mn
∑
k=1
exp(iyYk),
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with hn a sequence tending to infinity. Decompose
ηn−η = (ηn− η¯n)+(η¯n−η), η¯n = F(hn)/ G(hn).
In order to handle the “variance term”, write
√
rn(ηn− η¯n) =

rn/mnGn(hn)

mn/ln Fn(hn)− η¯nGn(hn), (5.7)
where Fn =√ln(Fn− F) and Gn =√mn( Gn− G) are the characteristic processes and rn → ∞.
Assume that rn satisfies
rn/n→ 0, rn/
√
n→ ∞ as n→ ∞, (5.8)
and that hn →p ∞ is chosen such that
| Gn(hn)|=rn/mn(1+oP(1)). (5.9)
We shall use strong approximations of the characteristic processes by
C(y) =

exp(iyx)B(F(dx)) (5.10)
for Fn, and similarly for Gn. In order that these processes are sample-continuous and that strong
approximations work, some conditions on F and G are required, see Csörgo˝ (1981). We shall
adopt the following sufficient condition: Assume that there exists γ > 0 such that
yγH(−y)+ yγ(1−H(y)) = O(1) as y→ ∞, H = F,G. (5.11)
Finally, we assume that there also exists a non-random sequences tn → ∞ such that
tn = o

nγ/(2γ+4)(logn)−(γ+1)/(γ+2)

, (5.12)
|hn− tn|= oP(1), (5.13)
| G(hn)− G(tn)|= oPrn/mn, (5.14)
with γ determined by (5.11).
To estimate θ in (5.5), let
θn = Fn(hn)/Gn(hn), Fn(y) =
1
ln
ln
∑
k=1
1{Xk≤y}, Gn(y) =
1
mn
mn
∑
k=1
1{Yk≤y}, (5.15)
where the level hn is specified below. Write
θn−θ = (θn− θ¯n)+(θ¯n−θ), θ¯n = F(hn)/G(hn).
Again assume that rn → ∞ satisfies (5.8), and that hn →p −∞ is chosen such that
Gn(hn) = rn/mn+oP(rn/n) = rn/mn (1+oP(1)). (5.16)
(5.16) is satisfied if we choose in particular hn=Ymn(brnc), where brnc is the largest integer smaller
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than rn, and where Ymn(brnc) denotes the brnc-th largest order statistic of the sample Y1, . . . ,Ymn ,
since Gn(hn) = brnc/mn = rn/mn(1+o(1)).
Theorem 5.1. Suppose that (5.8), (5.9) and (5.11)-(5.16) hold. If there exists τ > 0 such that
mn/ln → τ , then
√
rn
 θn− θ¯nReηn− η¯n
Im

ηn− η¯n

 N
00
0
 , 1
2
2(τθ +θ 2) 0 00 τ+ |η |2 0
0 0 τ+ |η |2
 .
The proof of Theorem 5.1 proceeds in several steps. The asymptotic normality of
√
rn(ηn− η¯n)
was shown in Hohmann and Holzmann (2013b). We continue by showing that
√
rn

θn− θ¯n

 N

0,τθ +θ 2

, (5.17)
for which we need the following additional results.
Lemma 5.1. Let rn → ∞, rn/n→ 0 as n→ ∞, and logn/√rn → 0. Then on a sufficiently rich
probability space there exist versions of the Xk and Yk, and independent sequences B1,n and B2,n
of standard Brownian bridges on [0,1] such thatFn−B1,ln ◦F∞ = oPrn/n , Gn−B2,mn ◦G∞ = oPrn/n .
See del Barrio, Deheuvels and van de Geer (2007).
Lemma 5.2. Let ln be a sequence inN, Bn be a sequence of standard Brownian bridges on [0,1],
and Xn be a random sequence (not necessarily independent of Bn) such that Xn →p γ for some
γ ≥ 0. For all real cn ↓ 0 it holds thatBln(cnXn)−Bln(cnγ)= oP(√cn) .
Proof. Let Z1,Z2, . . . be a sequence of standard normal variables, and for n ∈ N and t ∈ [0,1]
defineWn(t) = Bn(t)+ tZn. ThenWn is a sequence of standard Wiener processes, and
Bln(cnXn)−Bln(cnγ) =Wln(cnXn)−Wln(cnγ)+ cn(γ−Xn)Zln
=Wln(cnXn)−Wln(cnγ)+oP(cn) ,
so that the limit behavior under consideration de facto only depends on the properties of Brown-
ian motion. For all ε,δ > 0,
P

c−1/2n |Wln(cnXn)−Wln(cnγ)|> ε

≤ P(|Xn− γ|> δ )+P

sup
|t−γ|≤δ
c−1/2n |Wln(cnt)−Wln(cnγ)|> ε

= P(|Xn− γ|> δ )+P

sup
|t−γ|≤δ
|W1(t)−W1(γ)|> ε

since, by Brownian scaling, each process y → c−1/2n Wln(cny) is itself a standard Brownian mo-
tion. Note also that, by the continuity of Brownian motion sample paths, the supremum has to
be taken over t ∈Q only, what makes it a measurable function. The left probability tends to zero
5.2 Estimating quotients in the tails 79
for all δ > 0 because Xn →p γ . The right probability can be made arbitrarily small by the choice
of δ since, again by the almost sure continuity ofW1,
lim
m→∞P

sup
|t−γ|≤1/m
|W1(t)−W1(γ)|> ε

= P
 
m∈N

sup
|t−γ|≤1/m
|W1(t)−W1(γ)|> ε

= 0 .
Conclude that c−1/2n |Bln(cnXn)−Bln(cnγ)| →p 0.
Since B is zero mean Gaussian with covariance E

B(s)B(t)

= (s∧ t)− st, s, t ∈ [0,1], it readily
follows that
c−1/2n B(cnγ)∼d N

0,γ(1− cnγ)
−→N(0,γ) as n→ ∞ . (5.18)
Proof of (5.17). Write
√
rn

θn− θ¯n

=

rn/mn
Gn(hn)

mn/lnFn(hn)− θ¯nGn(hn)

, (5.19)
where Fn =
√
ln(Fn−F) andGn =√mn(Gn−G) denote the empirical processes. By Lemma 5.1
there exists a sequence B2,n of standard Brownian bridges such that
Gn(hn) = B2,mn(G(hn))+oP

rn/n

. (5.20)
Now, (5.8) and (5.16) imply that
n
rn
G(hn)− rn/mn≤ nrn ‖G−Gn‖∞+oP(1) =
√
n
rn
OP(1)+oP(1) = oP(1),
yielding G(hn) = rn/mn

1+oP(1)

. Inserting this in (5.20) and using Lemma 5.2 (with γ = 1)
we find that
Gn(hn) = B2,mn(rn/mn)+oP

rn/n

.
Similarly for Fn(hn), there is an independent sequence B1,n of standard Brownian bridges such
that, using θ¯n →p θ and F(hn) = θ¯nG(hn) = rn/mn

θ¯n+oP(1)

,
Fn(hn) = B1,ln(θ rn/mn)+oP

rn/n

.
Therefore, using (5.19) and (5.16),
√
rn

θn− θ¯n

=

rn/mn
Gn(hn)
mn
ln
Fn(hn)− θ¯nGn(hn)

=

mn/rn
1+oP(1)
√
τB1,ln(θ rn/mn)−θ B2,mn(rn/mn)

+oP(1) , (5.21)
so that the result follows from (5.18) and the independence of B1,n and B2,n.
Proof of asymptotic independence in Theorem 5.1. We say that sequences of random vectors Xn
in Rp and Yn in Rq are asymptotically independent if
E

f (Xn)g(Yn)
−E f (Xn)Eg(Yn)−→ 0 as n→ ∞
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for all bounded, non-negative, Lipschitz functions f and g on Rp and Rq, resp. For the next
lemma see Example 1.4.6 in van der Vaart and Wellner (2000).
Lemma 5.3. If there exist independent random vectors X and Y such that Xn X and Yn Y ,
and if further Xn and Yn are asymptotically independent, then (Xn,Yn)′ (X ,Y )′.
The following lemma gives a criterion for asymptotic independence in case of Gaussian se-
quences, where boundedness and convergence of matrices is understood with respect to the
Frobenius norm given by ‖M‖F =

∑i, j |Mi, j|2
1/2.
Lemma 5.4. If Xn and Yn are zero mean jointly Gaussian, the covariance matrices CovXn and
CovYn are uniformly bounded above and uniformly bounded away from zero, eventually, and if
Cov(Xn,Yn)→ 0, then Xn and Yn are asymptotically independent.
Proof. Let f and g be positive, bounded, and Lipschitz. Denoting by φ(Xn,Yn) the joint density
and by φXn and φYn the marginal densities of Xn and Yn,E f (Xn)g(Yn)−E f (Xn)Eg(Yn)≤  f (x)g(y)φ(Xn,Yn)(x,y)−φXn(x)φYn(y)dxdy .
By the boundedness of CovXn and CovYn, and by the convergence Cov(Xn,Yn)→ 0,
|φ(Xn,Yn)(x,y)−φXn(x)φYn(y)| −→ 0 , x,y ∈R .
Hence, minding that the densities are uniformly bounded above by an integrable function due
to the boundedness of CovXn and CovYn, the result follows in view of Lebesgue’s dominated
convergence.
We are now ready to come back to the estimators θn and ηn. Regarding (5.21), (5.7) and
Lemma 3.3 in Hohmann and Holzmann (2013b), under certain assumptions there exist inde-
pendent sequences B1,n and B2,n of standard Brownian bridges such that
√
rn

θn− θ¯n

=

mn/rn
1+oP(1)
√
τB1,ln(θ rn/mn)−θ B2,mn(rn/mn)

+oP(1),
√
rn

ηn− η¯n

=
zn
(1+oP(1))
√
τC1,ln(tn)−ηC2,mn(tn)

+oP(1),
where
C1,n(y) =

exp(iyx)B1,n(F(dx)), C2,n(y) =

exp(iyx)B2,n(G(dx)).
Hence, it suffices to concentrate on the sequences
An =

mn/rn
√
τB1,ln(θ rn/mn)−θ B2,mn(rn/mn)

,
Bn =

Re

zn
√
τC1,ln(tn)−ηC2,mn(tn)

Im

zn
√
τC1,ln(tn)−ηC2,mn(tn)
 .
By construction of the stochastic integrals Ck,n(t), the vector (An,B′n)′ is zero mean trivariate
Gaussian. In view of (5.18),
VarAn = τθ(1−θ rn/mn)+θ 2(1− rn/mn) .
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The variable zn
√
τC1,ln(tn)− znηC2,mn(tn) is complex Gaussian, having variance σ2n = τ(1−
|F(tn)|2)+ |η |2(1− G(tn)|2) and relation ρn = z2nτ(F(2tn)− F(tn)2)+ z2nη2( G(2tn)− G(tn)2).
Hence, both VarAn and
CovBn =
1
2

σ2n +Reρn Imρn
Imρn σ2n −Reρn

are uniformly bounded above and uniformly bounded away from zero. For the asymptotic in-
dependence of An and Bn, it thus remains to show that Cov(An,Bn) → 0, which we will do
exemplarily for An and B1n, the first coordinate of Bn.
First, note that B1,ln is independent of C2,mn , and B2,mn is independent of C1,ln . This yields
Cov(An,B1n) =

mn
rn

τCov

B1,ln(θ rn/mn),Re(znC1,ln(tn))

+θ Cov

B2,mn(rn/mn),Re(ηC2,mn(tn))

=

mn
rn

τReznE

B1,ln(θ rn/mn)ReC1,ln(tn)

− τ ImznE

B1,ln(θ rn/mn) ImC1,ln(tn)

+θ Reη E

B2,mn(rn/mn)ReC2,mn(tn)

−θ Imη EB2,mn(rn/mn) ImC2,mn(tn) .
Hence, the last four expectations should be o

rn/mn

. Exemplarily again, we only consider
the first one. For convenience, set B=B1,ln , C=C1,ln , and letW be a standard Brownian motion
on [0,1], so that the processes B(t) andW(t)− tW(1) are equal in distribution. With this,
E

B(θ rn/mn)ReC(tn)

= E

W(θ rn/mn)− rnmn W(1)

·
 1
0
cos(tnF−1(y))W(dy)−W(1)
 1
0
cos(tnF−1(y))dy

=
 θ rn/mn
0
cos(tnF−1(y))dy− rnmn
 1
0
cos(tnF−1(y))dy
which is in fact of the required order. Therefore, An and Bn are asymptotically independent, and
in view of Lemma 5.3 we have proven Theorem 5.1.
5.3. Further applications
Testing against tail dominance
The weak limit in (5.17) can also be used to construct a test against tail dominance such as
F(y)/G(y)→ 0 as y→−∞. Given δ > 0, consider the hypothesis
Hδ : θ ≤ δ .
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Hδ will be rejected if θn in (5.15) exceeds some level κn ≥ δ . Assume that the rate rn is chosen
sufficiently slow such that
√
rn(θ¯n−θ)→p 0. Then, in view of Theorem 5.1, the type I error can
be approximated according to
Pθ (θn ≥ κn) = Pθ
√
rn(θn−θ)≥√rn(κn−θ)
≈ 1−Φ√rn(κn−θ)√
τθ +θ 2

,
where Φ denotes the distribution function of the standard normal distribution, so that in order to
achieve an approximate level α for all θ ≤ δ , one chooses
κn = δ +

τδ +δ 2Q1−α/
√
rn ,
whereQ1−α denotes the standard normal 1−α−quantile, or one uses the approximate p-value
pn = 1−Φ
√
rn(θn−δ )/

τδ +δ 2

in order to reject Hδ if possible.
Distribution functions of regular variation at infinity
Assume that for b ∈R and a,α,β > 0,
F(x) = a|x|−α1+b|x|−β +o(|x|−β ) as x→−∞.
Then F is said to vary regularly at −∞, and α is called the corresponding exponent of regular
variation. A conditional likelihood estimators for α was already proposed by Hill (1975), and its
asymptotic normality was established by Hall (1982). Also, Hall and Welsh (1984) proved that
α can not be estimated with a rate faster than n−β/(2β+α).
Note that F(x/e)/F(x)→ eα as x→ −∞. Therefore, given an i.i.d. sample X1, . . . ,Xn drawn
from F , Section 5.2, and especially (5.5) and (5.15), now suggest the estimator
αn = logFn(hn/e)− logGn(hn),
where Fn and Gn are the empirical distribution functions of X1, . . . ,Xbτnc and Xbτnc+1, . . . ,Xn,
resp., for some τ ∈ (0,1), and where hn is the brnc-th largest order statistic of the second sub-
sample.
Corollary 5.1. If 2β/(2β +α)> 1/2, then, for rn = n
2β
2β+α ,
√
rn

αn−α

 N

(a(1− τ))−β/αb(eβ −1),1+ τ−1(1− τ)e−α .
Remark. a. Corollary 5.1 shows that the estimator αn attains the optimal rate as provided in
Hall and Welsh (1984). In fact, from the proof it can be seen that rn = n2β/(2β+α) is the
fastest rate for which the bias
√
rn(θ¯n− θ) corresponding to our estimator αn does not
diverge.
b. The mean squared risk of the weak limit strongly depends on the size of the sub-samples,
i. e. the choice of τ . As should be expected, it gets larger the closer τ is chosen to 0 or 1.
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It is minimized in τ at the unique solution to the equation
τ2(1− τ)− 2β+αα = αa
2β/α
2βb2eα(eβ −1)2 .
Proof of Corollary 5.1. First, since
F(hn/e)
eαF(hn)
−1= 1+b(hn/e)
−β +o(|hn|−β )
1+bh−βn +o(|hn|−β )
−1= bh
−β
n (eβ −1)+o(|hn|−β )
1+bh−βn +o(|hn|−β )
=

b(eβ −1)+oP(1)
|hn|−β ,
for the bias we find that
√
rn
F(hn/e)
F(hn)
− eα

=

beα(eβ −1)+oP(1)
√
rn|hn|−β .
Set ln = bτnc and mn = n− ln, and let ξn denote the (eventually unique) solution giving F(ξn) =
brnc/mn. Since ξn→−∞ and |ξn−hn|= oP(1), see for instance Falk (1989), we particularly have
hn ∼p ξn . Further, it is easily seen that ξn ∼−(amn/rn)1/α . In fact, letting ξ ′n =−(amn/rn)1/α ,
then
brnc
mn
= F(ξn) = a|ξn|−α

1+b|ξn|−β +o(|ξn|−β )

=
rn
mn
|ξn/ξ ′n|−α

1+o(1)

which implies ξn/ξ ′n → 1. Hence, definingC = a−β/αbeα(eβ −1),
√
rn
F(hn/e)
F(hn)
− eα

= (C+oP(1))n
β
2β+α+
2β
2β+α
β
α m
− βα
n
= (C+oP(1))
mn
n
−β/α →p C(1− τ)−β/α .
Now, using mn/ln → (1− τ)/τ , Theorem 5.1 handles the variance and provides
√
rn
Fn(hn/e)
Gn(hn)
− eα

 N

C(1− τ)−β/α ,τ−1(1− τ)eα + e2α.
Finally, the function x → logx being differentiable at eα with derivative e−α , we get
√
rn

αn−α

=
√
rn

log
Fn(hn/e)
Gn(hn)
− logeα

 N

C(1− τ)−β/αe−α ,1+ τ−1(1− τ)e−α
from the Delta method.
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