This study proposes a novel efficient training method for predictors required for segmentation in semi-automated neural reconstruction. The proposed method was designed to achieve some of the properties desired from an Electron Microscopy (EM) segmentation algorithm. Instead of using an exhaustive pixel level groundtruth, an active semisupervised algorithm is developed for efficient labeling of pixel and superpixel boundaries for accurate segmentation. As an attempt to minimize human effort necessary for segmentation error correction, the proposed algorithm is designed to prioritize minimization of false-merges over falsesplit errors. The results on both 2D and 3D segmentation problems suggest the proposed method can achieve comparable or better results than the current state of the art techniques.
Introduction
One important task for neural reconstruction from Electron Microscopy (EM) is to extract the anatomical structure of a neuron by accurately assigning regions of EM images to corresponding cells. Due to the size and number of EM images typically required for a useful dense reconstruction, it is impractical to manually perform such task. Recent studies on neural reconstructions or connectomics [23] [10] applies an automated segmentation algorithm for determining cell morphology. The result of such automated segmentation algorithms are not free of errors, which is why a reconstruction approach must either manually correct the mistakes made by these algorithms [23] , or conform them to a skeleton representation generated earlier [10] .
In addition, there have been many notable works addressing one or multiple processes constituting an overall segmentation algorithm. Existing algorithms such as [11] [7] [15] for pixel classification; [17] [24] for effective generation of over-segmentation; [19] [13] [1] for isotropic 3D supervoxel clustering; [25] [8] for co-segmentation for anisotropic data report impressive performances on different kinds of EM datasets. Many of these novel approaches are motivated by the methods in natural image segmentation and evaluate output accuracy using error measures popular in computer vision literature, e.g., Rand Error (RE) of [13] , Variance of Information (VI) of [1] .
Ideally, an automated segmentation should attain an accuracy of 100%, i.e., its output should be free of both types of segmentation errors, namely false merge (undersegmentation) and false split (over-segmentation). However, it may not be realistic to expect (near) 100% in practice; given the performances of the existing state of the art algorithms, one can generally assume that their outputs need to be corrected afterwards. Then, from a connectomics point of view, a segmentation algorithm should be designed to minimize manual labor (or algorithmic complexity) required for correcting its output [12] .
To the best of our knowledge, there has not yet been a study analyzing the effect of segmentation errors on the effort necessary to correct them. Although error quantities, such as Rand Error (RE) [13] , provide a coarse assessment of the mistakes an algorithm makes, they are unable to conclusively forecast the amount of work required for refinement. As an example, inaccurately combining two regions of sizes A and B would incur the same RE value as incorrectly splitting one region of size A+B into two parts. However, rectifying these two mistakes demands significantly different amount of work [5] . In fact, one could argue that for A = B = 10000 it would be far easier to locate and correct a false split on a 512 × 512 image than is suggested by the high RE penalty placed on such mistake.
From a reconstruction perspective, an over-segmented data is preferred over an under-segmented one because a fragmented set of regions can be refined by automated methods such as agglomeration or co-segmentation, but an under-segmented region can only be fixed by a human annotator. Even for a human annotator correcting false merges is more difficult than correcting false split [5] . The authors of [19] mentioned this issue earlier and reported these two types of error rates separately. The fact that [11] attempts to emphasize learning locations critical for topological consistency also suggests that prioritizing one type of error over the other cannot be achieved only by parameter tuning.
Another desirable property of the EM segmentation algorithms is to be able to train the necessary components efficiently without compromising accuracy. An efficient training is perhaps essential for large scale reconstruction where one may anticipate learning the predictors multiple times. A quick segmentation result may also assist the neurobiologist to decide the optimal sample preparation that would maximize segmentation accuracy. But, as noted in [9] , training existing segmentation algorithms [11] [7] [15] remains a significant bottleneck in connectomics due to the time and effort necessary for generating the groundtruth and time complexity of training the classifier (e.g., deep neural networks).
It is perhaps impractical to assume a highly curated exhaustive groundtruth is offered by segmentation challenges such as ISBI 2012 2D , SNEMI 2013 3D. Provided necessary resources, it is possible to generate a reasonable groundtruth by iteratively refining segmentation on a small volume with an interactive labeling tool such as ilastik [22] . Such a labeling is expected to contain small degree of noise but is efficient to generate. Some recent algorithms [1] [19] have reported results by training on such interactively generated groundtruth. However, these algorithms inherently rely on highly expert annotators or neurobiologists in order to produce a useful annotation efficiently (by finding out the minimal area to label for prediction-correction). Automated algorithms are expected to diminish such dependency on human expertise. The work of [14] presented a method for sparsely labeling the membrane locations as an alternative to exhaustive labeling. Although improved results have been presented on two datasets using their labeling heuristics, a completely semi-supervised approach for assigning labels to pixels based on appearance similarity to user labeled membrane will be sensitive to the penalty parameter and has a risk of labeling non-membrane regions as membrane, especially where mitchondria regions are next to the boundaries.
In this paper we propose a method explicitly modeled to address the aforementioned issues pertaining to semi-automated neural reconstruction. The proposed algorithm is designed for a standard setting of EM segmentation [13] [1] [19] : given an aligned set of images, it classifies each pixel with a pixelwise predictor, uses the confidence values of the pixelwise predictor to generate an initial oversegmentation which is then refined using a superpixel clustering algorithm to produce the final segmentation. In this paper, we present an algorithm for training both pixel and superpixel classifiers efficiently and as accurately as possible for EM segmentation. Our algorithm is active semisupervised, it automatically selects the examples critical for training the classifier and asks user for its label. These examples are identified using the disagreement between two predictors: 1. a classifier being updated iteratively, and 2. a label propagation algorithm [4] predicting labels based on feature similarity. Instead of requiring an exhaustive pixellevel groundtruth, we annotate a small fraction of samples for training the classifiers for both pixel and superpixel classification problems (less than 1% for pixel and less than 20% for superpixels). Unlike [14] , all our training examples are labeled by an annotator. Motivated by the goal of minimizing false merges, the training protocol is designed to be biased towards learning samples from membrane class more accurately than those from other classes. Results from our comparison suggest that the proposed algorithm can achieve similar performances of deep neural networks for 3D and 2D segmentation algorithms.
The overall active semi-supervised learning algorithm is defined in Section 2. Sections 2.2 and 2.3 explain how the training is performed on pixel and superpixel boundary classification. The following section (Section 3.1) discusses the experimental setup and reports the results. Finally, Section 4 concludes with a discussion summarizing our findings.
Proposed Active Semisupervised Framework
The segmentation scheme we adopt consists of pixel classification followed by a superpixel clustering exploiting a superpixel boundary classifier. We propose an active semi-supervised strategy to train both the pixel and superpixel boundary classifier. In the following, we first describe the method for a general classification scenario. Sections 2.2 and 2.3 then explain how this general framework is applied for the specific problems of EM segmentation.
The goal of an active learning method is to identify a few examples crucial for training a classifier from a pool of unlabeled samples. The proposed active semi-supervised framework identifies the challenging examples from the dataset and request their labels label from user. With the aim of locating these challenging examples, we estimate the class label of any unlabeled point by two predictors having substantially different views of the dataset. One predictor is a classifier (Random Forest [3] in our experiments) trained from an initially available subset of datapoints X l ⊂ X = {x 1 , . . . , x n } and their labels Y l . The other predictor is a novel variant of label propagation algorithm, motivated by [27] , that assumes a cluster formation of similar datapoints in feature space. While the classifier assesses the class of an unlabeled example by a discriminative set of rules learned so far, the label propagation technique extrapolates a prediction based on feature similarity among the datapoints. A training sample is defined as challenging if the class suggested by feature similarity is different from that calculated by the discriminative rules and vice verse. The disagreement among these two types of estimates is quantified by a ranking formula. The first k examples in descending order of disagreement measure are presented to the user as queries. The set X l is augmented by this new annotated queries and the whole process is repeated until the stopping criterion is satisfied.
The label propagation method (as well as the classifier) is formulated for a multiclass classification setting to facilitate the multiclass approach of [20] [19] . The strategies for query generation and initialization are different for pixel and superpixel classification and are explained in Sections 2.2 and 2.3 respectively.
Proposed Multiclass Label Propagation
Let us suppose, we have n datapoints x i that we wish to classify into one of the k classes. Let f i denote the indicator variable for datapoint x i : f c i = 1 if x i is classified to class c and rest of its values are 0. We wish to assign 'similar' datapoints into the same class, i.e., the pairs of samples x i and x j with large feature similarity quantified by w ij should belong to the same class. We propose to attain this by minimizing the following cost.
In this cost function, we normalize the weight by the corresponding degree d i = j w ij to balance the effects of disparity in class sample size. The cost is summed over all neighboring i ∼ j that possess a feature similarity above a certain predefined value. Using a matrix notation for the indicator variables,
T , we can write this cost function as
where I and D are the identity and diagonal degree matrices respectively. Differentiating wrt F , one can compute the system of linear equations needed to be solved for determining F .
Of course, the minimization is constrained by label consistency among the values of f i , i.e., F 1 = 1, where 1 is a vector of all 1's and f by an iterative method. A stationary iterative formulation of this equation would iteratatively update the solution using the following formula [16] .
This iteration will converge if: 1)the absolute value of the eigenvalues of D −0.5 W D −0.5 is bounded by 1, and 2)
5 is non-singular [16] . Since there is no bipartite connected component in the graph corresponding to W , the first condition is satisfied [6] . We add a small perturbation to the quantity D −0.5 W D −0.5 to attain nonsingularity. One must also satisfy the label consistency constraint F 1 = 1 to reach a meaningful solution.
Given the labels for m out of n examples (where m << n), we set the known labels in F and iterate Equation 5 followed by a projection onto F 1 = 1 until convergence for computing the unknown label confidences. Similar algorithm has been used before by [26] for efficient label propagation on large dataset. Convergence proof: Supplementary material.
Active Semi-supervised Pixel Classification
In pixel classification, each datapoint x i of the above formulation corresponds to a pixel. In our framework, each pixel is classified into one of the four classes: membrane, cytoplasm, mitchondria, mitochondria boundary [20] . Four equal size subset of samples , one for each class, are randomly selected from the dataset to constitute the initial dataset X l . However, not all of these samples are utilized to train the pixel classifier. With an aim to maximize the detection of membrane pixels, the pixel classifer is trained with subsets having different proportions of samples in them. The proportion is determined by a heuristic that emphasizes the membrane class over others for classification.
With a label prediction output f i and a classifier confidence p i generated for an unlabeled sample x i , the disagreement between these two estimates are computed using the deviation between the largest confidence and the confidence on boundary class prediction.
This disagreement quantity was intended to reduce the confidence overlap ( i.e., confusion in decision) with memebrane class. Since the confidences will all sum to zero by construction of the label propagation method and the classifier (Random Forest), increasing the deviance wrt memebrane class will reduce the confusion with other classes.
A few unlabeled samples with largest disagreement value ρ(x i ) will be selected as the next set of queries to be presented to the user.
Active Semi-supervised Superpixel boundary Classification
The output of pixel prediction is utilized to generate an over-segmentation of the image or volume comprising a collection of superpixels. Each boundary of this oversegmentation needs to be classified as true or false boundary. This superpixel boundary classifier is also trained using the active semi-supervised method where each datapoint x i represents a superpixel boundary. To reduce redundancy, the initial labeled set E l was populated by the α centers of the output of a clustering algorithm (in our case k-means). Given the real valued confidences p i from the current classifier and the estimates f i of the label propagation method, we use the following formula to compute disagreement between them.
Note that, since there are only two classes, values of both p i and f i are scalar for superpixel border classification. Similar to the pixel classification, a samples with largest ρ(x i ) are selected as the next query set to be annotated.
Experiments and Results
We have applied the proposed algorithm for a 3D volume and a 2D image segmentation problem. In the following, we will describe the experimental setup, i.e., computation of the intermediate quantities, feature representation etc. for both pixel and superpixel boundary classification. Before reporting the results in Sections 3.3 and 3.4, we will describe the error measures used for performance evaluation.
Experimental Setup

Pixel classification
As noted earlier, each pixel was classified into four classes: membrane, cytoplasm, mitochondria, mitochondria border. Each pixel is represented by similar features that were used in ilastik [22] , e.g., gaussian smoothing, gradient magnitude, laplacian of gaussian, hessian of gaussian and its eigenvalues, structure tensor and its eigenvalues etc at different scales. The similarity values for a pair of examples x i , x j were generated by gaussian distance between their feature representations:
where φ i are the feature values of x i and Σ is the covariance matrix among all feature vectors.
Superpixel boundary classification
Given the pixel detection result, we utilize the predicted confidence values of the membrane class for generating the watershed. All locations in a dataset that received a 0 confidence from the pixel classifier is set as markers that dictates a watershed algorithm [2] to produce an over-segmentation. We follow a context-aware agglomeration approach of [20] that was designed to prevent under-segmentation by delaying some merge decisions during agglomeration. This agglomeration scheme first clusters the cytoplasm superpixels together using a superpixel boundary predictor and absorbs the mitochondria bodies based their degree of inclusion in the cytoplasm regions. A superpixel boundary predictor for this setup considers the cell membrane as well as the border between mitochondria and cytoplasm as true boundaries and only the borders between oversegmented superpixels as false boundaries.
Each boundary is represented by the statistical properties of the multiclass probabilities estimated by the pixel detector. The statistical properties include mean, standard deviation, 4 quartiles of the predictions generated for the data locations on the boundary, two regions it separates as well as the differences of these region statistics [20] . All of these features can be updated in constant time after a merge -a property which improves the efficiency of the segmentation algorithm substantially. The feature representation of the boundaries were used to generate the similarity value W ij in a similar fashion as discussed in Section 3.1.1.
Error measures
We report segmentation error of both types, namely under-and over-segmentation, separately because one of these errors (under-segmentation) is costlier than the other in terms of manual correction. Split versions of variance of information (VI) [18] and Rand Error (RE) [13] were selected to evaluate segmentation errors. Given a groundtruth, GT , and a segmentation, SG, we compute the over-segmentation and under-segmentation errors by splitting the terms in VI and RE. For split-VI, the over and under-segmentation are quantified the conditional entropy H(GT | SG) and H(SG | GT) respectively. Similarly, the over-segmentation and under-segmentation is computed based on Rand Error are the ratios of pixel pairs within same cluster in GT but different cluster in SG and the ratio of pixel pairs within same cluster in SG but different cluster in GT respectively.
We will plot the under-segmentation (false-merge) and over-segmentation errors in x and y-axes respectively. Ideally, a segmentation algorithm should attain an error rate of 0, and therefore be plotted at the origin of the graph.
Result on 3D segmentation
We have tested our algorithm for 3D volume segmentation on Focused Ion Beam Serial Electron Microscopy (FIBSEM) isotropic images with resolution 10x10x10nm from fruit fly retina. One 250 3 volume and two 520 3 volumes were used as training and test datasets respectively. The proposed algorithm does not need an exhaustive pixel-level groundtruth. However, for this particular dataset, a noisy pixel level groundtruth was generated by iterative segmentation and correction approach as described in [1] . We read off the labels from this groundtruth data at locations suggested by the proposed approach. Each of the segmentation tasks, namely pixel classification, oversegmentation and subsequent context-aware agglomeration were performed in 3D.
The performance of our algorithm were compared against a combination of pixel classification by [7] followed by the agglomeration of [19] . This combination has been the top scorer of the SNEMI 3D segmentation challenge 2013 http://brainiac2.mit.edu/SNEMI3D. The authors of [7] have kindly provided us with the classifier trained on our dataset. After multiple iterations for training and with the average predictions on rotated images (as suggested by the authors of [7] ), we produced a watershed with low false-merges which were then used to generate the watershed necessary for the agglomeration technique.
The proposed algorithm has been trained and applied 6 times to assess its consistency. In each training pass, we randomly subsampled a set of 700000 pixels from the training set and selected a total of 12000 of them for the proposed training (4000 in initial set, 800 queries of 10 samples each for the iterations). For the superpixel boundary learning, the active learning was executed for 10000 examples out of a total of 65000 ∼ 70000 boundaries. In Figure 1 , we plot the split versions of error measures as explained in Section 3.2 -x and y axes correspond to under-and over-segmentation errors respectively. For both the proposed and that of [7] [19], the points on the plot represent one stopping point for the agglomeration algorithm.
On the two FIBSEM test volumes, the proposed algorithm (blue curve) consistently produced lower false merge errors than that (red curve) of [7] [19] at the same oversegmentation error level. It appears the watershed generated from deep net output, with watershed seeds determined by the lowest membrane prediction locations, was already more under-segmented than that computed from the proposed method. In Figure 2 , we qualitatively compare the output segmentation of [7] [19] with those of ours. The segmentation for [7] [19] was shown for the parameter setting that promotes over-segmentation (agglomeration threshold 0.15, top point on the red curves of Figure 1 ). On the other hand, the qualitative results from the proposed method was generated with an agglomeration threshold f of 0.3 (halfway in the blue curves of Figure 1 ). The output is overlaid on the input images with random colors. The prominent false merges were highlighted in white. It is worth mentioning that, although some mistakes appear to be small, e.g., Figure 2(c) , this false merge actually spanned over 250 planes making it very difficult to correct. There are actually two under-segmentation errors on Figure 2(a) , the two bodies with colored purple immediately under the highlighted regions are also connected inaccurately by [7] [19].
Result on 2D segmentation-ISBI 12
We have also tested the proposed method for 2D segmentation on datasets provided for ISBI 2012 segmentation challenge http://brainiac2.mit.edu/ isbi_challenge/home. This dataset consists of a training set of 30 sections from a serial section Transmission Electron Microscopy (ssTEM) images of the Drosophila larva ventral nerve cord (VNC). The microcube measures 2 x 2 x 1.5 microns approx., with a resolution of 4x4x50 nm/pixel and has been annotated densely with thick membranes separating two cells. An exhaustive groundtruth is not required by the proposed framework because it automatically identifies the pixels and superpixel boundaries that is needed to be labeled by an annotator. In an attempt to incorporate some mistakes a human annotator would make in the active learning setting, we generated a noisy groundtruth by performing a watershed with all cell interior pixels marked as seeds. This resulted in thinner boundaries separating adjacent neurons.
A similar set of 30 images, without the groundtruth, was also provided for test purposes. The proposed method was applied on this dataset with the same number of samples and iteration for pixel classification as mentioned in Section 3.3. The numbers of examples utilized for superpixel boundaires is also similar to those in Section 3.3. In Table 1 , we show the quantitative measures of performances of our method, that of [7] and another baseline algorithm that uses all pixels for training the pixel detector (Random Forest) and the technique if [19] for superpixel boundary training. Since the groundtruth for the test dataset is not available, the split versions of VI and RE could not be computed. A qualitative inspection of the results suggests that the difference in error values between our method and those of [7] was most probably caused by over-segmentation.
In Figure 3 , we show the output confidences from the label propagation algorithm and classifier on the first few samples selected as queries for three classes: cytoplasm (blue), membrane (green) and mitochondria (brown). The top and bottom panels correspond to the label propagation and RF respectively. The # sign on top the bar shows the correct label for that particular sample. The plot shows how some samples misclassified by the RF classifier were correctly predicted by label propagation method and vice verse. Interestingly, the first sample was not detected accurately by any of the techniques. Figure 4 shows images with some pixel locations (circle centers) selected as queries by our active pixel training method. Recall that, the query set consists of the challenging examples -the locations where the estimation of the two techniques contradict each other. The regions covered by queries include patch between mitochondria and cell boundary, areas with darker shades. These regions often turn out to be misclassified (or receive low confidence) by a predictor trained in interactive setting of [22] .
Preliminary Result on 2D segmentation -Mouse cortex data
Finally, we wish to report some preliminary results on 2D segmentation of some more images generated by MSEM imaging technology at 4×4×30nm resolution from tissue samples from mouse cortex. For this dataset, we generated a highly noisy groundtruth very quickly on a set of 5 images for training. Labels on test data could not be generated due to resource constraint. We will report the quantitative results once a groundtruth for the test set is available. Some segmentation results on these dataset in presented on 
Discussion
We have proposed a framework for training the necessary tools for an EM segmentation algorithm by acquiring some properties suitable for neural reconstruction. On one hand, the proposed method suggests a strategy to train without complete groundtruth by automatically selecting a small fraction of training examples to be labeled. The results demonstrate that our method can achieve better or close accuracy of those of the state of the art. On the other hand, the framework is designed to minimize the false merge errors which are substantially more difficult to correct than the false split errors. The framework does not impose any constraint on which classifier to adopt, other predictors deemed more useful in any particular task could also be used.
Capability to train an EM segmentation algorithm quickly as well as accurately is beneficial for tissue sample preparation, fast development of a reconstruction pipeline with other components such as synapse detection etc., and for multiple learning in large scale reconstruction. An emphasis on minimizing false merge errors would not only enable the superpixel clustering algorithms to be more accurate because a false merge would remove one of the two regions from consideration and there is no existing method to identify it before manual correction. Exploiting the fact that no (or minimal) under-segmentation exist in the result, one develop intelligent and efficient error correction strategies [21] that relies (mostly) on correcting oversegmentation and not worry about the under-segmentation which is more difficult to model.
Finally, although the algorithm is modeled and tested primarily for EM reconstruction, it has a potential to be applied in other segmentation domains (e.g., medical images) where the output needs to be refined afterwards for accuracy.
