Introduction

25
Recent earthquakes in Italy, New Zealand, Japan and Nepal have demonstrated that fore-26 casts of the space time evolution of seismic sequences provide information that can expand 27 seismic risk reduction strategies beyond building codes, and enhance preparedness and re-28 silience. This is the main goal of Operational Earthquake Forecasting (OEF) introduced 
31
For these applications, forecasts should be consistent with future seismicity and they 32 should be the most skilful amongst alternatives (i.e. perform better than other forecasts, In our view, these represent the first generation of earthquake forecasting models, and a 43 benchmark for measuring any improvements in forecasting capability.
44
Ongoing model development aims to improve the skill of the forecasts (e.g. Field et al., ing stress to seismicity), Coulomb-based models can generate probability forecasts, enabling 55 evaluations of forecast reliability and skill against alternative models.
56
A previous CSEP evaluation of the predictive skills of forecast models during the 1992 57 M w 7.3 Landers earthquake sequence found that the Coulomb-based models performed worse 58 than statistical models (Woessner et al., 2011) , even though they were comparable at short 59 times after the mainshock. Subsequent studies have confirmed that physical models have a 60 lower overall performance than statistical ones, but they can be comparable for at short times 61 after the mainshock, and beyond the near-source region (Segou et al., 2013 developed Coulomb models designed to address some of these issues (Cattania et al., 2014) .
69
We investigate the forecasting consistency and skill of this new generation of physics- 
74
CSEP Experiment Design
75
Before submitting models, participants agreed on forecast formats, target data and perfor-76 mance measures. Three forecast horizons were considered (1-day, 1-month, 1-year); models 77 update their forecasts at the end of each forecast horizon, and after each of the four M ≥ 5.9 78 earthquakes of the sequence (Fig. 1) . We test the effect of data quality with three data-79 availability scenarios. In the first scenario, most interesting scientifically, models were pro-80 vided best-available data (a reviewed earthquake catalog, focal mechanisms, and published 81 slip models) to generate forecasts. In the second scenario, the slip models were provided with 82 a 10-day delay to mimic delays in finalising a slip model; no slip models were provided in 83 the first 10 days. In the third scenario, only preliminary data were made available, namely 84 preliminary slip models and catalogs, to mimic the real-time situation of operational earth-85 quake forecasting. All scenarios were evaluated against the best available earthquake catalog 86 data. For brevity, here we focus on the results from the two extreme setups (scenario 1 and 87 3), and present all results in the electronic supplement.
88
Forecasts were specified as numbers of earthquakes in space and magnitude bins (Schor- The data sets associated with the three data-input scenarios (best-available, delayed best-95 available, and near real-time) are summarized in Table: 1 and shown in Fig. 2 
ETAS implementations: ETAS, ETAS-fault, ETAS-cff
147
The empirical ETAS model and its hybrid model versions (ETAS-fault, ETAS-cff) are imple- Coulomb-rate-state models
166
We focus here on two of the submitted Coulomb/rate-state (CRS) models, with the following 
Results
182
Temporal performance
183
Most models successfully forecast the total number of events and the main features of day-184 by-day evolution (Fig. 3a) . All ETAS models, the STEP models and CRS-unc forecast the day. This is a weakness in the present experimental design.
192
All models underestimate the number of events triggered by the three large quakes that
193
followed Darfield. The STEP models and, more so, the CRS models, forecast a slower decay
194
after the large shocks than is observed. We note that both CRS models tend to select high 195 values of the aftershock duration t a (close to 27 yrs, the upper end of the parameter search 
203
The ETAS models match the temporal evolution most closely. They forecast identical 204 numbers because they differ only in their spatial densities. Their success is a result of an
205
Omori p-value p > 1 (one of the models' free parameters) and a rather high α value, which 206 reduces the relative importance of secondary triggering by smaller events. hence it presents sharp transitions along the nodes, not seen in ETAS-cff (Fig. 4) ; CRS 216 models are strongly nonlinear in stress, due to the rate-state equations. Moreover, the dif- forecasts the seismicity about as well, and indeed better after the first few days (Fig. 3) .
222
As already discussed, K2 and K3 do not use the mainshock magnitude to forecast after-
223
shocks and therefore forecast very low seismicity on the first day (Fig. 4) . On the second 224 day, however, they forecast a spatial pattern similar to the ETAS model and consistent with 225 observations. This highlights the ability of these models to adapt quickly once enough quakes 226 have occurred (about 10 events).
227
ETAS-based models are the most successful at reproducing the spatial distribution of 228 seismicity with distance from the fault integrated over the entire time period (Fig. 5) . Mod-229 els K2 and K3 underestimate seismicity, but they have an overall trend similar to the catalog,
230
with most seismicity within cells centered at 0.5-10km from the mainshock fault. (Fig. 3) .
231
Both CRS-models underestimate seismicity rates within the first few kilometers from the 232 fault, and overestimate rates beyond 5 km from the fault. ETAS-cff also tends to overesti-233 mate rates beyond 10 km from the mainshock faults, while ETAS and ETAS-fault predict a 234 faster spatial decay. In contrast, the difference between STEP and STEP-cff is minimal.
236
Model ranking
237
The STEP models and the hybrid models ETAS-cff and ETAS-fault generated the most 238 informative forecasts across all three (1-day, 1-month, 1-year) forecast horizons (see Fig. 6 , 239 best-available data scenario). CRS-unc and CRS-oop performed slightly less well, but they
240
were quite close to the hybrid models, and better than the simple ETAS model over longer shock as a stress source (see Fig. 3b ).
246
K2 and K3 presented the lowest information gains, because they performed poorly dur-
247
ing the first time window after each mainshock (Fig. 4) . Because the log-likelihood score 248 is dominated by earthquake occurrences rather than empty bins, the slower-than-observed 249 decay predicted by most models did not affect their ranking significantly.
251
Most models (except the STEP models, and the 1-month forecasts of K2 and K3) per-
252
formed better when they were provided the best-available input data, due to either a more 253 complete and accurate catalog (K2, K3 and ETAS) and also to better slip models (CRS and 254 hybrid models). We found that even the CRS models were more sensitive to the quality of 255 the catalog than to the slip models ( fig. S10 ). Models ETAS-cff and ETAS-fault performed 256 identically to the simple ETAS model in the near-real-time data scenario: in the absence of 257 preliminary slip models (not provided until day 10), these models reverted to simple ETAS 258 models, and the first 10 days heavily dominated the information gain. For a few models, the 259 difference in information gain with best and preliminary data is smaller than 95% confidence 260 intervals (Fig. 6) ; and even with preliminary data, all models do significantly better than 261 the SUP model, as previously observed for Japanese sequences (Omi et al., 2016) .
262
We can gain some insight into the model performance from the spatial distribution of 263 information gains (Fig. 7) . Near the Darfield fault, ETAS-cff was the best performing model,
264
followed by the CRS models. ETAS-cff also better forecasted the few aftershocks to the consider the Pegasus Bay M 5.9 earthquake as a stress source, and it therefore predicted no 283 aftershocks (Fig. 3a) . are not yet captured, as discussed below.
304
Most of the ETAS-based models (ETAS, ETAS-fault and STEP) prescribe a functional
305
form for the spatial decay of seismicity from the mainshock sources (a power law), and they
306
reproduce the observed decay reasonably well. The inclusion of Coulomb stress changes in 307 ETAS-cff leads to overestimation of off-fault seismicity, analogous to the CRS models. STEP-308 cff, on the other hand, only considers the sign of the stress change and therefore preserves the 309 power-law decay prescribed by STEP, so that the two models exhibit a similar decay (Fig. 5) .
310
Models K2 and K3, which estimate the spatial distribution directly from the catalog itself, 311 also provide a good fit when accounting for the fact that rates are underestimated everywhere 312 due to the lack of information on the first day.
313
A major simplification in the CRS models was to assume spatially uniform background 2014), leading to reasonable information gains even near the mainshock faults (Fig. 6) ; how-334 ever, underestimation of near-field stresses may contribute to the overall undererstimation 335 of seismicity in these regions (Fig. 5) .
336
The better performance of CRS-unc over CRS-oop is consistent with previous stud-337 ies (Cattania et al., 2014 (Cattania et al., , 2015 , and was due to the inclusion of secondary triggering and performance than CRS-oop across all temporal and spatial scales (Fig. 3, 5 ). This result
344
suggests that using known information on the local fault geometry (from focal planes, as 345 done here; or from mapped faults, when available) may be the optimal forecasting strategy,
346
as long as the variability of fault orientations is also modeled. in contrast with models STEP-cff and STEP, confirms that these aspects have a first-order 367 effect on information gains.
369
The relatively good performance of CRS models is encouraging in terms of our physical thank Margarita Segou and an anonymous reviewer for careful and constructive reviews.
395
Data and Resources
396
The GeoNet catalog and the focal mechanism catalog can be accessed at: https://www.geonet.org.nz/ 397 This section includes a description of how the following models are implemented: K2/K3 (section 1), ETAS models (Section 2), the STEP models (Section 3) and the CRS models (Section 4). 
Part 2 -Comparison of real time and best available data
In this section we present the preliminary and finalized slip models (Fig.S1 ) and a comparison between the preliminary and best available catalog (Fig.S2) 
Part 2 -Results of CSEP tests for all models and testing modes
In this section we report all the test results: consistency tests (L-test, M-test, N-test and S-test), as well as the Ttest and W-test for 15 of the models submitted and 3 testing modes ("real time" data, with a preliminary catalog and slip models provided with a 10 days delay; best data, with a reviewed catalog and slip models provided without delay; and an intermediate mode with the reviewed catalog, and slip models provided with a 10 days delay). Figure S3 summarizes the L-test, M-test, S-test. Figure S4 demonstrates why certain models do better than others in the consistency tests, despite a lower performance (as measured by the T-test). Figures S5-10 shows the results of the N-test on each day. Figure S11 shows the W-test, and Figure S12 shows the T-test. Due to a bug in model STEP-cff, the tests could not be performed in time and we are not including this model. Figure S1 . Preliminary (left) and final (right) slip models for all mainshocks. Note the different colorscale for each mainshock. Figure S2 . Comparison of real time and final catalog. Since the real time data was continuously updated, we present two representative days: the 10 th day after the Darfield earthquake, and the last day. Left: catalogs provided on day 10. Note that the real time catalog is more complete, and the median difference in horizontal locations is comparable to the cell dimension (about 5km). Right: comparison of the catalogs on the last day of the experiment. The median distance between events in the catalogs is lower, since some events have been already relocated. The larger number of events in the real time catalog is due to the systematic underestimation of magnitudes, which can be seen in the lower plot. Figure S3 . Results of the consistency tests implemented in CSEP (Schorlemmer et al, 2007) . Each test compares the observed likelihood score with the distribution of likelihood for that model, obtained from a set of 100 Poissonian simulations drawn from the forecast itself. The L-test compares log-likelihoods in space-timemagnitude bins; the S-test evaluates the spatial distribution of the forecasts; the M-test evaluates the magnitude distribution. Each row indicates a testing mode; the second and third row correspond to the "real time" and "best" data presented in the main text. A cross indicates that a model fails the test (at 95% confidence) on that day, and the number on the right is the total number of failures. Failure of the M-test for ETAS, RETAS and CRS models was due to an overestimation of the b-value on certain days, when using the best catalog. We note that most models fail the L-test and S-test more frequently when better data was provided (cf. 2 nd and 3 rd rows), even though better data leads to higher likelihood scores (Fig. 6 in the main text) . This counter-intuitive result is due to the distribution of likelihood scores from the synthetic catalog (see Fig. S4 ). Figure S4 . Example of observed and simulated likelihood scores for model CRS-unc, for two testing modes: preliminary data (left) and best available data (right), for one day starting with the M 6.2 event on February 2 nd (day 173 in Fig.S3 ). Top: entire forecast, on a log scale; middle: forecast for the area in the box, on a linear scale, indicating that the model produces a better forecast when the best data is provided (black dots are observed events). Bottom: distribution of spatial log-likelihood scores. The forecast on the left, produces lower simulated log-likelihood scores, so that the observed log-likelihood (red line) is within the 95% confidence level and the model passes the L-test on that day. The forecast on the right, which as expected has a higher log-likelihood (black line) also produces higher simulated log-likelihoods, and therefore fails the S-test. 
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