In the introductory chapter §1, we have worked in the setting of a base category M equipped with a tensor product ⊗ : M × M → M which distributes over colimits. This assumption is required for the application of categorical constructions (like colimits, free objects) to operads ( § §1.2-1.3) and is also implicitly used as soon as we deal with endomorphisms operads (see §1.1). Nonetheless, we also observed that the definition of an operad in §1.1.1 makes sense in any symmetric monoidal category without assuming that the tensor product satisfies any other requirement than the fundamental unit, associativity and symmetry axioms §0.8(a-c). In §2, we observed that the definition of operads in terms of partial composition operations makes sense in this general setting too. The isomorphism between the category of (connected) augmented non-unitary Λ-operads and the category of (connected) unitary operads (see Theorem 2.2.18) is defined in any symmetric monoidal category as well.
.
The morphism η, respectively µ, represents the unit, respectively the product, which we associate to our object A. The above diagrams express the unit, associativity and commutativity relations that govern the structure of a unitary commutative algebra.
In the basic case where M is the category of sets M = Set (respectively, the category of modules M = Mod over a ground ring k), we obviously retrieve the classical notion of a commutative monoid with unit (respectively, of a commutative k-algebra with unit).
In general, we refer to a unitary commutative algebra by the notation of the underlying object of the base category A ∈ M, and we abusively assume that the unit morphism η and the product µ are part of the internal structure attached to this object A. We adopt the letter η (respectively, µ) as a generic notation for all unit (respectively, product) morphisms associated to a unitary commutative algebra. If necessary, then we just use a subscript η = η A (respectively, µ = µ A ) in order to specify the algebra A ∈ M associated to such a unit (respectively, product) morphism.
The unitary commutative algebras in M form a category, which we denote by M Com + , or just by Com + = M Com + when the monoidal category M is fixed by the context. We obviously define a morphism of unitary commutative algebras as a morphism of the base category f : A → B which makes the following diagrams commute:
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Recall that we use the lower script + to mark the consideration of unitary structures (as in §1.1.16). The category of non-unitary commutative algebras, which we denote by M Com (or just by Com = M Com), is obviously defined by forgetting about the unit morphisms in our definitions.
Note that the unit object of the underlying category 1 inherits a natural commutative algebra structure, and represents the initial object of the category of unitary commutative algebras M Com + . One can prove that the obvious forgetful functor ω : M Com + → M creates limits in unitary commutative algebras (whenever limits exist in M). But the forgetful functor ω : M Com + → M does not preserve colimits in general. (To give a simple example, we have already observed that the unit object 1, which generally differs from the initial object of M, is the initial object of M Com + .)
In the case where the tensor product of M distributes over colimits (see §0.9), one can prove that colimits of any shape exist in the category of unitary commutative algebras. This statement is a particular case of the general result of Proposition 1.3.6, where we prove the existence of colimits in any category of algebras over an operad (we check in the next paragraphs that unitary commutative algebras are equivalent to algebras over the commutative operad).
This general construction implies that the filtered colimits of the category unitary commutative algebras are created in the base category (when the tensor product of M distributes over colimits), and we have the same result for the coequalizers of parallel pairs of unitary commutative algebra morphisms which are reflexive in the base category. But we can simplify the general construction of Proposition 1.3.6 when we need to define coproducts in the category of unitary commutative algebras Indeed, we will see that a tensor product of unitary commutative algebras inherits a natural unitary commutative algebra structure and represents the coproduct of our objects in the category of unitary commutative algebras. This construction works without assuming that our tensor product distributes over colimits (see §3.0.3).
3.0.2. The equivalence with the category of algebras over the commutative operad. In the introductory chapter §1.1, we generally assume that the tensor product of our base category ⊗ : M × M → M distributes over colimits. Nevertheless, we already observed that the definition of an operad in §1.1.1 makes sense as soon as the unit, associativity and symmetry axioms of symmetric monoidal categories are satisfied. This is also the case of the definition of an algebra over an operad in §1.1.13 though the statement of Proposition 1.1.15, which gives an interpretation of operad actions in terms of endomorphism operads, does not make sense when the tensor product is not compatible with colimits (since endomorphism operads are not defined in this case).
In §2.1.11, we check that the definition of the commutative operad extends to arbitrary symmetric monoidal categories. We then set Com + (r) = 1 for any r ∈ N, where we consider the unit object of our symmetric monoidal category 1 ∈ M and we take a trivial action of the symmetric group in each arity. We define the operadic unit η : 1 → Com + (1) by the identity morphism of the unit object id : 1 = − → 1 and the partial composition products • k : Com + (m) ⊗ Com + (n) → Com + (m + n − 1) by the unit isomorphisms of our symmetric monoidal structure 1 ⊗ 1 1. We can also identify the full composition products µ : Com + (r)⊗Com + (n 1 )⊗· · ·⊗Com + (n r ) → Com + (n 1 + · · · + n r ) with the canonical isomorphisms 1 ⊗ 1 ⊗ · · · ⊗ 1 1 which we deduce from the unit relations of the tensor product in our symmetric monoidal category. We just forget about the arity zero term Com + (0) = 1 when we consider the non-unitary version of the commutative operad Com.
We easily see that the category of unitary commutative algebras Com + = M Com + , such as defined in the previous paragraph, is isomorphic to the category of algebras associated to (this generalization of) the commutative operad Com + , and we have a similar statement in the case of the category of non-unitary commutative algebras Com = M Com. The proof of this observation follows from a formal extension, in the context of a general symmetric monoidal category, of the arguments of Proposition 1.1.17-1.1.18.
3.0.3. The symmetric monoidal structure of the category of unitary commutative algebras. The category of unitary commutative algebras in a symmetric monoidal category M Com + actually inherits a symmetric monoidal structure from the base category M.
First, we readily see that a tensor product of commutative algebras A ⊗ B inherits a canonical unit morphism
and a canonical product, which we define by the composite
so that A ⊗ B forms a commutative algebra.
For the unit object 1, which represents the initial object of the category of commutative algebras M Com + , the isomorphisms A ⊗ 1 − → A ← − 1 ⊗A, formed in the underlying monoidal category M, are isomorphisms of unitary commutative algebras. Hence, the unit relations of the tensor product hold within the category M Com + . The associativity and symmetry relations of the tensor product remain valid in the category of unitary commutative algebras as well. Thus, we have a whole symmetric monoidal structure on M Com + , as claimed at the beginning of this paragraph.
Then we can easily check that the tensor product A ⊗ B represents the coproduct of A and B in Com + (and therefore coproducts exist in Com + without any assumption on the tensor product of the base category). The universal morphisms
← − B are given by the tensor products i = id A ⊗η B and j = η A ⊗ id B , where we consider the unit morphisms of our algebras η A : 1 → A and η B : 1 → B.
3.0.4. The category of counitary cocommutative coalgebras in a symmetric monoidal category. The structure of a counitary cocommutative coalgebra in a symmetric monoidal category is defined by duality from the definition of a unitary commutative algebra.
In brief, a counitary cocommutative coalgebra in M consists of an object C ∈ M equipped with morphisms : C → 1 and ∆ : C → C ⊗ C such that the following diagrams commute: 
The morphism (respectively, ∆) is called the counit or augmentation (respectively, the coproduct or diagonal) of the cocommutative algebra C. The above diagrams express the counit, coassociativity and cocommutativity relations that govern the structure of a counitary cocommutative coalgebra.
We refer to a counitary cocommutative coalgebra by the notation of its underlying object C ∈ M (as in the algebra case). We use the letter (respectively, ∆) as a generic notation for all counit (respectively, coproduct) morphisms attached to a counitary cocommutative coalgebra structure. If necessary, then we just use a subscript = C (respectively, ∆ = ∆ C ) in order to specify the coalgebra C ∈ M associated to such a counit (respectively, coproduct) morphism.
The counitary cocommutative coalgebras in M form a category, which we denote by M Com , where we use a superscript c to mark the consideration of coalgebra structures. We obviously define a morphism of counitary cocommutative coalgebras as a morphism of the base category f : C → D which makes the following diagrams commute:
The usual notion of counitary cocommutative coalgebra corresponds to the case where M = Mod is a category of modules over a ground ring k. In the case where M is the category of sets M = Set (and more generally when the symmetric monoidal structure operation of our category is defined by the cartesian product), any object X ∈ Set inherits a counit : X → * , because the unit object is the final object of our category * (the one-point set in the case M = Set), as well as a coproduct ∆ : X → X × X (the diagonal), and this operation trivially fulfill our counit, coassociativity and cocommutativity relations. Hence, any set X ∈ Set inherits a tautological counitary cocommutative coalgebra structure in Set. The definition of the coproduct on X is actually forced by the counit relation and we therefore have an identity of categories Set Com c + = Set. The tensor unit 1 of a symmetric monoidal category M generally inherits a coalgebra structure (invert the orientation of arrows in the definition of the algebra structure of 1 in §3.0.1) and represents the terminal object of the category of counitary cocommutative coalgebras. We can also dualize the definition of the tensor product of algebras in §3.0.3 to obtain that a tensor product of counitary cocommutative coalgebras C ⊗D inherits a counitary cocommutative coalgebra structure, with the composite morphism
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as counit, and the morphism
as coproduct. We provide the category of counitary cocommutative coalgebras with the symmetric monoidal structure determined by this tensor product operation.
This tensor product C ⊗ D also represents the cartesian product of C and D in the category of counitary cocommutative coalgebras with universal morphisms
given by the tensor products p = id ⊗ D and q = C ⊗ id , where we consider the counit morphisms of our coalgebras C : C → 1 and D : D → 1. (Thus, we can fully dualize the observations of §3.0.3 about the categorical interpretation of the tensor product of unitary commutative algebras.) We can also easily check that the forgetful functor ω : M Com c + → M creates colimits whenever colimits exist in M (just like the dual forgetful functor on the category of commutative algebras creates limits).
3.0.5. The image of algebras and coalgebras under functors between underlying symmetric monoidal categories. To complete this account, we study the image of algebras and coalgebras under functors between symmetric monoidal categories.
First, we consider the case where we have a lax symmetric monoidal functor F : M → N between symmetric monoidal categories M and N. In this situation, the object F (A) ∈ N, where A is a unitary commutative algebra in M, forms a unitary commutative algebra in N.
Recall that a functor is lax symmetric monoidal when we have a unit morphism η : 1 → F (1) and a natural transformation θ :
which satisfy natural coherence constraints with respect to the unit, associativity and symmetry isomorphisms of our symmetric monoidal categories (see §3.3.1) . In what follows, we generally assume that we have the relation F (1) = 1 in the category N and that our unit morphism η : 1 → F (1) is given by the identity morphism of the unit object 1 ∈ N. We then say that F is a unit-preserving functor and that θ :
We do not use this stronger notion for the moment.
Indeed, if we assume that A is a unitary commutative algebra in M, then we just form the composites
in order to define a unit morphism and a product on the object F (A) ∈ N. We easily check that these operations satisfy the unit, associativity, and commutativity axioms of §3.0.1 as soon as the unit morphism η : 1 → F (1) and the natural transformation θ :
fulfill the coherence constraints of §3.3.1. We therefore get that the object F (A) ∈ N forms a unitary commutative algebra in the category N.
This construction is obviously functorial and the mapping F : A → F (A) therefore induces a functor from the category of unitary commutative algebras in M towards the category of unitary commutative algebras in N. Furthermore, we easily check that the symmetric monoidal transformation θ : F (A)⊗F (B) → F (A⊗ B), inherited from F , defines a morphism in the category of unitary commutative algebras when we assume A, B ∈ M Com + and we consider the unitary commutative algebra in N associated to the tensor product A ⊗ B ∈ M. The unit morphism η : 1 → F (1) associated to our functor F tautologically defines a morphism of unitary commutative algebras in N as well. Thus, the functor F : M Com + → N Com + induced by F : M → N is also lax symmetric monoidal on our categories of unitary commutative algebras with respect the symmetric monoidal structure inherited from the base category (see §3.0.3). The functor F : M Com + → N Com + is obviously unit-preserving too as soon as F is so.
These observations can be dualized in the context of coalgebras. We then assume that F : M → N is a lax symmetric comonoidal functor, with a coaugmentation : F (1) → 1 and a natural transformation θ :
which fulfill the dual coherence constraints with respect to the unit, associativity and symmetry isomorphisms of our symmetric monoidal categories as the ones associated to a symmetric lax monoidal functor (see §3.3.1). In this situation, the object F (C) ∈ N, where C is a counitary cocommutative coalgebra in M, inherits the structure of a counitary cocommutative coalgebra in N, and this mapping If our functor F : M → N is strongly symmetric monoidal in the sense that the morphisms which we use to compare our symmetric structures are isomorphisms η : 1 − → F (1) and θ : G as well. Indeed, we readily see that the unit η : X → G(F (X)) and the augmentation : G(F (A)) → A of such an adjunction define morphisms of unitary commutative algebras (respectively, counitary cocommutative coalgebras) when X (respectively, A) is equipped with such a structure, and therefore, define the unit and the augmentation morphism of an adjunction at the algebra (respectively, coalgebra) level.
3.0.6. The basic example of the free module functor. To give a simple example of an application of symmetric monoidal functor, we consider the functor k[−] : Set → Mod which maps any object of the category of sets X ∈ Set to the associated free k-module, which we denote by k[X], for any fixed ground ring k. We generally write [x] for the generating element of this k-module k[X] associated to any x ∈ X. This functor k[−] : Set → Mod is symmetric monoidal (see §3.3.2), and hence, induces a symmetric monoidal functor both from the category of unitary commutative monoids (the category of unitary commutative algebras in sets) to the category of unitary commutative algebras in k-modules and from the category of counitary cocommutative coalgebras in sets (which reduces to the category of sets by an observation of §3.0.4) to the category of counitary cocommutative coalgebras.
The counit and coproduct which define the counitary cocommutative coalgebra structure of a free k-module k[X] can be defined by the explicit formula
for each element x ∈ X. In what follows, we generally say that an element c ∈ C in a counitary cocommutative coalgebra in k-modules C is group-like when it satisfies the same relations (c) = 1 and ∆(c) = c ⊗ c with respect to the counit and the coproduct of our coalgebra C as such an element c = [x] ∈ k[X] in the counitary cocommutative coalgebra associated to a set C = k[X]. We use the notation G(C) for the set formed by the group-like elements in any counitary cocommutative coalgebra C. We can easily check that the mapping G : C → G(C) defines a right-adjoint of our functor k[−] : Set → Com 
Operads in general symmetric monoidal categories
In this section, we study the dependence of the definition of an operad from the underlying symmetric monoidal category. We mainly prove that operads are preserved by (lax) symmetric monoidal functors and that any symmetric monoidal adjunction between symmetric monoidal categories gives rise to an adjunction at the level of operad categories. We also explain a construction of functors on operads when we have an adjunction relation where only the right adjoint functor is (lax) symmetric monoidal.
Recall that a functor F : M → N between symmetric monoidal categories M and N is lax symmetric monoidal when we have a unit morphism η : 1 → F (1) and a natural transformation θ :
which are compatible with the unit, associativity and symmetry isomorphisms of our symmetric monoidal categories (see §3.3.1). Most examples of lax symmetric monoidal functors which we consider in this book satisfy F (1) = 1 (we then say that F is unit-preserving) and our unit morphism η : 1 → F (1) is given by the identity morphism of the unit object 1 ∈ N. In this situation, we also say that the natural transformation θ :
which we associate to our lax monoidal functor defines a symmetric monoidal transformation on F . We have the following result:
is a lax symmetric monoidal functor, then the collection of objects F (P(r)) ∈ N, r ∈ N, defined by applying F termwise to the underlying collection of an operad P in M forms an operad F (P) in N, so that F induces a functor from the category of operads in M to the category of operads in N:
(b) If we moreover assume that F : M → N is unit-preserving F (1) = 1, then this functor on operads preserves unitary extensions in the sense that we have the identity F (P + ) = F (P) + , for any unitary operad P + ∈ M Op * (see §1.1.20), so that the mapping F : P + → F (P + ) defines a functor from the category of unitary operads in M to the category of unitary operads N:
Explanations. The definition of the operad structure on the collection of objects F (P(r)) ∈ N, r ∈ N, is immediate:
-each object F (P(r)) ∈ N trivially inherits an action of the symmetric group Σ r by functoriality; -the collection F (P)(r) = F (P(r)) also inherits a unit morphism
as well as partial composition operations
defined for all m, n ∈ N, k = 1, . . . , m, and which clearly satisfy the equivariance, unit and associativity relations of operads. This construction is obviously functorial in P ∈ M Op.
For a unitary operad P + (in the sense of §1.1.19), we have F (P + (0)) = F (1) = 1 as soon as the functor F is unit-preserving, and F (P + ) clearly forms a unitary operad therefore. This operad F (P + ) has F (P) as underlying non-unitary operad and this verification proves the second assertion of the proposition.
We may also extend our first construction in order to establish that our functor F : M → N induces a functor on the category of augmented non-unitary Λ-operads F : M Λ Op ∅ / Com → N Λ Op ∅ / Com (and not only on the category of plain operads). We need the identity F (1) = 1 in order to check that each object F (P(r)) ∈ N, r > 0, inherits an augmentation : F (P(r)) → F (1) = 1 from the operad P ∈ M Λ Op ∅ / Com. We then use the equivalence between augmented non-unitary Λ-operads and unitary operads (in Theorem 2.2.18) in order to retrieve the relation F (P + ) = F (P + ) for any unitary operad P + .
In the context of this proposition, we may also observe that the image of any P-algebra under our functor F : M → N inherits an F (P)-algebra structure, so that the mapping F : A → F (A) defines a functor from the category of algebras over P ∈ M Op to the category of algebras over the operad F (P) associated to P in the category N.
3.1.2. Examples of functors between operads in symmetric monoidal categories. The functors considered in §3.3.2 give examples of situations where we can use the result of Proposition 3.1.1:
(a) Let us begin with the simplest example, namely the functor k[−] : Set → Mod which maps a set X ∈ Set to the associated free k-module k[X] ∈ Mod . Proposition 3.1.1 implies that this functor induces a functor k[−] : Set Op → Mod Op, from the category of operads in sets towards the category of operads in k-modules, and we have a similar statement for the extension of this functor to simplicial
If we apply this functor k[−] : Set Op → Mod Op to the permutation (respectively, one-point set) operad of §1.1, then we clearly get a model of the associative (respectively, commutative) operad in k-modules. In the case of the permutation operad, we just get As + (r) = k[Σ r ] for r ∈ N (unitary case). In the case of the one-point set operad, we get Com + (r) = k[pt] = k for r ∈ N. In the non-unitary setting, we simply replace the arity 0 component of these operads by the null module. In each case, we exactly retrieve the expansion of § §1.2.10-1.2.11 for the operads defined by generators and relations in §1.2.10. This identification gives an analogue of the results of Proposition 1.2.7 in the context of k-modules. Note that Com + (r) = k can also be identified with a particular instance of the commutative operad of §2.1.11 since k represents the unit object of the category of k-modules.
(b) The geometric realization functor | − | : sSet → Top similarly induces a functor | − | : sSet Op → Top Op from the category of operads in simplicial sets sSet Op towards the category of topological operads Top Op. In the converse direction, the singular complex functor Sing • (−) : Top → sSet induces a functor Sing • (−) : Top Op → sSet Op, from the category of topological operads towards the category of operads in simplicial sets.
Recall that the geometric realization and singular complex functors define an instance of a symmetric monoidal adjunction (see §3.3.2). In such a situation, we have the following additional result:
Proposition 3.1.3. The functors on operads F : M Op N Op : G induced by the functors of a symmetric monoidal adjunction F : M N : G are still adjoint to each other. The augmentation : F (G(Q)) → Q and the unit η : P → G(F (P)) of this adjunction (at the operad level) are given by the aritywise application of the augmentation and of the unit morphism of the underlying adjunction between the categories M and N.
Proof. The augmentation : F (G(Y )) → Y and the unit η : X → G(F (X)), of the adjunction F : M N : G are symmetric monoidal transformations by definition of the notion of a symmetric monoidal adjunction. This observation immediately implies that we can apply these morphisms to operads aritywise in order to get operad morphisms. The structure relations between the adjunction augmentation and the adjunction unit remain obviously valid for these induced operad morphisms, and therefore, we still have an adjunction relation at the level of operad categories, with the unit and augmentation morphisms specified in the proposition.
Thus, in the particular case of the geometric realization and singular complex functors, we obtain the following proposition: In the sequel, we often deal with adjunction relations F : M N : G such that the right adjoint functor G is symmetric monoidal, but not the left adjoint F . In this situation, we still have a functor G : N Op → M Op given by the result of Proposition 3.1.1 but we can not apply the construction of this proposition to get a functor on operads from F . Nevertheless, in the case where we deal with symmetric monoidal categories equipped with colimits and limits, and if we moreover assume that the tensor product distributes over colimits (see §0.9), then we have the following result:
G be a pair of adjoint functors between symmetric monoidal categories, such that G (but not necessarily F ) is lax symmetric monoidal. If the category M is equipped with colimits and is equipped with a tensor product that distributes over colimits (so that we can define free operads and form colimits of operads in that category), then the functor on operads G : N Op → M Op which we obtain by the aritywise application of G :
(b) If G is unit-preserving, so that the functor G : N Op → M Op preserves unitary operad structures (see Proposition 3.1.1), then we also have a functor on unitary operads F : M Op * → N Op * which is left adjoint to G : N Op * → M Op * . This functor satisfies the relation F (A + ) = F (A) + , for any unitary extension
Proof. We focus on the first assertion of this proposition for the moment. We adapt a general construction of adjoint functors, namely the adjoint lifting theorem (see [29, §4.5] and [91] ), to get the functor F : M Op → N Op adjoint to G : N Op → M Op. We may just note that this functor G : N Op → M Op preserves limits since limits of operads are created aritywise in the base category and our functor G preserves limits at this level by adjunction.
We consider the case of a free operad P = Θ(M) first. We then set:
where F (M) denotes the symmetric sequence in N formed by the image of the components of the collection M(r) ∈ M Seq, r ∈ N, under the functor F on the base category M. We also take the image of the morphisms s * : M(r) → M(r) which define the action of permutations s ∈ Σ r on M(r) ∈ M under our functor F to determine the symmetric structure of this collection F (M)(r) = F (M(r)), r ∈ N, in the category N. We have a chain of adjunction relations
which we deduce from the adjunction relation of free operads and from the aritywise adjunction relation between our functors on base categories F : M N : G. Let φ : Θ(M) → Θ(N) be a morphism on free operads in the category M. The adjunction relations in Equation (2) are functorial in Q ∈ N Op. By the Yoneda Lemma, we have an operad morphism φ : Θ(F (M)) → Θ(F (N)) which we associate to the dotted natural transformation of morphism sets in the following diagram:
If we assume that φ = φ f is associated to a morphism of symmetric sequences f : M → Θ(N), then we can determine φ as the free operad morphism associated to a morphism of symmetric sequences of the form
for each arity r ∈ N, where we consider:
, determined on the symmetric sequence N by the morphisms
which we obtain by composing the unit of our adjunction in the base category η : N(r) → GF (N(r)) with the canonical embedding ι :
To extend our adjoint functor to the whole category of operads M Op, we use that any object P ∈ M Op fits a reflexive coequalizer of the form:
Recall that we write λ = φ id for the operad morphism λ : Θ(P) → P induced by the identity of the operad P. This morphism represents the augmentation of the adjunction between the forgetful functor on the category of operads and the free operad functor Θ : Seq → Op. The embedding ι : M → Θ(M), already considered in this proof, represents the unit of this adjunction relation. To define our reflexive coequalizer (4), we explicitly consider:
-the morphism of free operads d 0 = φ id : Θ(Θ(P)) → Θ(P) associated to the identity of the object Θ(P); -the morphism of free operads d 1 = Θ(φ id ) : Θ(Θ(P)) → Θ(P) induced by the just considered morphism λ = φ id : Θ(P) → P; -and the morphism of free operads s 0 = Θ(ι) : Θ(P) → Θ(Θ(P)) induced by the embedding ι : P → Θ(P).
We also set = φ id to get our coequalizing morphism with values in the object P.
We clearly have d 0 = d 1 and the identity between this morphism = φ id and the coequalizer of our diagram (4) is a general result on adjoint functors (see [122, ). We also refer to §B for further details on this statement.
To define the image of our operad P under the functor F , we just set:
).
where we take the image of the coequalizer diagram (4) under our functor on free operads. We easily deduce from the case of free operads that this object F (P) fulfills the adjunction relation:
for all Q ∈ N Op. The definition of the morphism F (φ) : F (P) → F (B) associated to any morphism φ : P → B in the category of operads in M can easily be deduced from the Yoneda Lemma. We can also observe that our coequalizer diagram (4) is functorial and we use the construction of our functor on free operads to get an explicit definition of this morphism F (φ). Let us observe that this functor on operads F : M Op → N Op preserves the category of non-unitary operads, regarded as a full subcategory of the category of all operads, because the identity F (∅) = ∅ (which follows from our adjunction relation) implies that the functor F carries the free non-unitary operad Θ(M) ∈ M Op ∅ , which we may associate to any non-unitary symmetric sequence M ∈ M Seq >0 , to a non-unitary operad in the category N. The functor G, on the other hand, does not preserve connected operads in general, unless we assume G(∅) = ∅. We can however form a functor on connected operads G : N Op ∅ → M Op ∅ from G : N → M by forgetting about the arity zero component of our objects in the construction of Proposition 3.1.1. We still get that the restriction of our functor F : M Op → N Op to non-unitary operads forms a left adjoint of this functor on non-unitary operads
In the proof Proposition 3.1.1, we still observe that G : N → M induces a functor on the category of augmented non-unitary Λ-operads G : N Λ Op ∅ / Com → M Λ Op ∅ / Com as soon as we assume that G is unit-preserving G(1) = 1. Recall that the definition of this functor reflects the identity G(Q + ) = G(Q) + for the unitary extension Q + of an operad Q ∈ N Op ∅ . We just retrieve the previous functor on non-unitary operads G : N Op ∅ → M Op ∅ when we forget about the extra structures attached to the objects of the category of augmented non-unitary Λ-operads. We can easily adapt the previous construction to define a left adjoint
We just consider the extension of the free operad functor to the category of augmented non-unitary Λ-operads in the first step of our process. We use the equivalence between augmented nonunitary Λ-operads and unitary operads in order to define a left adjoint of the functor
Let us observe that this functor defines a lifting of our previously defined functor on the category of ordinary (non-unitary) operads:
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because we have a similar result for the free operad functor Θ : Λ Seq >0 /Com → Λ Op ∅ / Com which we use in the construction of this adjoint. We use this correspondence to gives a sense to the relation F (P + ) = F (P) + given in our theorem when P + ∈ M Op * is the unitary extension of an operad P ∈ M Op ∅ .
In §II.10, we rely on the construction of this theorem in order to produce a Sullivan's model functor from operads in simplicial sets to cooperads in the category of cosimplicial unitary commutative algebras (the dual structures, in the categorical sense, of the category of operads in simplicial counitary cocommutative coalgebras).
The notion of a Hopf operad
We devote this section to the study of operads in the symmetric monoidal category of counitary cocommutative coalgebras. One of our aims is to check that operads in counitary cocommutative coalgebras are equivalent to counitary cocommutative coalgebra objects in the category of operads. The existence of these multiple equivalent definitions motivates us to adopt specific conventions for these operads. To be explicit, we generally use the name 'Hopf operad ' (rather than the phrase 'operad in counitary cocommutative coalgebras') to refer to these objects, unless we want to emphasize a particular definition of our structure. We also use the notation Hopf Op, rather than Com c + Op, to refer to the category of Hopf operads. We actually adopt the general convention to use the name 'Hopf' as a prefix for any category of structured objects which we may form in a category of counitary cocommutative coalgebras and in a category of unitary commutative algebras. We stress that the coalgebra (respectively, algebra) underlying a Hopf object is always supposed to be cocommutative (respectively, commutative) under our convention.
The constructions of the next paragraphs § §3.2.1-3.2.5 are valid in any ambient symmetric monoidal category M in which we define our category of counitary cocommutative coalgebras Com + is obtained by providing the tensor product of A and B in the underlying symmetric monoidal category with a natural coalgebra structure. The unit, associativity and symmetry isomorphisms of the tensor product of coalgebras are inherited from the ambient symmetric monoidal category and the forgetful functor ω : M Com c + → M is, as a consequence, symmetric monoidal in the sense of §3.3.1.
To define operads in counitary cocommutative coalgebras, we simply apply the general definition of §1.1.1 to the symmetric monoidal category of coalgebras Com c + . Under this approach, an operad in counitary cocommutative coalgebras (a Hopf operad in our terminology) consists of a collection of counitary cocommutative coalgebras P(r) together with an action of the symmetric group Σ r on P(r), for each r ∈ N, a unit morphism η : 1 → P(1), and composition operations • k : P(m) ⊗ P(n) → P(m + n − 1), defined for all m, n ∈ N, k = 1, . . . , m. We assume that these structure morphisms are formed in the category of counitary cocommutative coalgebras and satisfy the equivariance, unit, and associativity relations of operads §2.1.9 in this category Com c + . If we use the definition of §1.1 (rather than the definition of operads in terms or partial composition operations),
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then we equivalently assume that the total composition products of our operad µ : P(r) ⊗ P(n 1 ) ⊗ · · · ⊗ P(n r ) → P(n 1 + · · · + n r ) are morphisms of counitary cocommutative coalgebras.
3.2.2. The internal structure of Hopf operads. An operad in counitary cocommutative coalgebras forms an operad in the base category since, as we just observed, the forgetful functor ω : M Com c + → M is symmetric monoidal by construction. As such, an operad in counitary cocommutative coalgebras P can be identified with an operad in M such that the symmetric group Σ r acts on P(r) by morphisms of cocommutative coalgebras, for each r ∈ N, and the unit morphism η : 1 → P(1), as well as the composition operations • k : P(m) ⊗ P(n) → P(m + n − 1) preserve coalgebra structures.
We go back to the definition of the coalgebra structure on the unit object 1 and on the tensor product P(m) ⊗ P(n) in order to make explicit the conditions which these coalgebra morphisms η and µ have to satisfy. We obtain that: the preservation of coalgebra structures by the operadic unit η : 1 → P(1) is equivalent to the commutativity of the diagrams
, where we use the notation (respectively, ∆) to refer to the counit (respectively, coproduct) associated to each coalgebra P(r); the preservation of coalgebra structures by the composition products • k : P(m) ⊗ P(n) → P(m + n − 1) is equivalent to the commutativity of the diagrams
, for all m, n ∈ N, k = 1, . . . , m.
In the case where M is the category of k-modules so that we have 1 = k, the requirement that η : 1 → P(1) is a morphism of coalgebras amounts to the assumption that the operadic unit element 1 ∈ P(1) (determining η) is grouplike, because the unit 1 is so in the ground ring k (regarded as a coalgebra). The commutative relations which we express by the commutativity diagrams of (2) are also equivalent to the equations:
for all p ∈ P(m), q ∈ P(n), where we use the notation ∆(x) = (x) x (1) ⊗ x (2) to represent the expansion of the coproduct of any element x in a coalgebra. We have an analogous pointwise expression of our relations in the context of the symmetric monoidal categories of graded modules, of differential graded modules, of simplicial modules and of cosimplicial modules, which we consider later on in this work.
The observations of this paragraph imply that we can define operads in counitary cocommutative coalgebras as operads in the base category P, where each P(r) is equipped with a counit : P(r) → 1 and a coproduct ∆ : P(r) → P(r) ⊗ P(r), which define a counitary cocommutative coalgebra structure on P(r), such that the diagrams (1-2) commute, for all m, n ∈ N, k = 1, . . . , m.
To give an abstract interpretation of the compatibility conditions expressed by these commutative diagrams, we will check that the category of operads inherits a tensor product from the base category : Op × Op → Op, such that the doubled factors in the tensor products of (1-2) can be interpreted as the components of a tensor square P 2 in Op. We devote the next paragraphs to this subject. This tensor product : Op × Op → Op will be called the aritywise tensor product of operads.
3.2.3. The aritywise tensor product of operads. Let P, Q ∈ Op. The components of the operad P Q are given by the obvious formula (P Q)(r) = P(r) ⊗ Q(r) in each arity r ∈ N, where we form the tensor product of the objects P(r) and Q(r) in the ground symmetric monoidal category M. The diagonal action of permutations w ∈ Σ r on the tensor product P(r) ⊗ Q(r) provides the object (P Q)(r) = P(r) ⊗ Q(r) with an action of the symmetric group Σ r , for each r ∈ N. The unit of the operad P Q is given by the composite morphism
where we consider the unit morphisms of the operads P and Q. The partial composition products of P Q are defined by the composite morphisms
where we apply an appropriate tensor permutation to gather the factors attached to each operad P and Q and we apply the composition products of these operads. We immediately check that these structure morphisms satisfy the equivariance, unit and associativity axioms of operads. Thus, our construction, which is also obviously natural with respect to P, Q ∈ Op, yields a bifunctor : Op × Op → Op.
We readily see that the commutative operad Com + , which consists of the unit object 1 in all arities Com + (r) = 1, forms a unit for the aritywise tensor product of operads. We also have a natural associativity (respectively, symmetry) isomorphism on which is given by the aritywise application of the associativity (respectively, symmetry) isomorphism of the tensor product ⊗ in the ambient category M. We simply have to check that these aritywise associativity (respectively, symmetry) isomorphisms preserve the internal structure of operads, but this assertion follows from formal verifications. We conclude that the bifunctor : Op × Op → Op is the tensor product of a symmetric monoidal structure on Op.
A counitary cocommutative coalgebra in Op formally consists of an operad P ∈ Op equipped with a counit (an augmentation) : P → Com + and a coproduct ∆ : P → P P, both formed in the category of operads, such that the counit, coassociativity and cocommutativity relations of §3.0.4 hold. We immediately see that giving these structure morphisms amounts to providing each object P(r) with a counitary cocommutative coalgebra structure which is preserved by the action of permutations on our object. Furthermore, for the morphisms : P → Com + and ∆ : P → P P, the preservation of operad units and composition products amounts to the commutativity of the diagrams (1-2) in §3.2.2. Hence, we have the following result:
Proposition 3.2.4. The Hopf operads, initially defined as operads in counitary cocommutative coalgebras in §3.2.1, can equivalently be defined as counitary cocommutative coalgebras in operads, where we take the aritywise tensor product of §3.2.3 to provide the category of operads with a symmetric monoidal structure.
We crucially need the equivalence of this proposition for the definition of Hopf operads by generators and relations (see Proposition 3.2.10).
In §3.0.4, we mention that the tensor unit 1 represents the terminal object of the category of counitary cocommutative coalgebras and the tensor product represents the cartesian product in that category. The same results hold in the operad context: Proposition 3.2.5. (a) The unitary commutative operad Com + , which defines the unit of the aritywise tensor product of operads, inherits a natural Hopf operad structure and defines the terminal object of the category of Hopf operads.
(b) The aritywise tensor product of Hopf operads inherits a natural Hopf operad structure. The aritywise tensor product therefore induces a bifunctor : Hopf Op × Hopf Op → Hopf Op which provides the category of Hopf operads with a symmetric monoidal structure with the unitary commutative operad Com + as unit object.
(c) The tensor product of Hopf operads P Q ∈ Hopf Op, considered in (b), actually represents the cartesian product of P and Q in Hopf Op. The structure projections P p ← − P Q q − → Q, which characterize this cartesian product, are identified with the tensor products p = id and q = id , where we consider the counit morphisms : P → Com + (respectively, : Q → Com + ) of the Hopf operad structure on P (respectively, Q).
Proof. This result follows from the identity Hopf Op = Op Com c + established in Proposition 3.2.4 and from the observations of §3.0.4 concerning the categorical interpretation of the tensor product of coalgebras in a symmetric monoidal category which we apply to the category of operads M = Op.
In parallel to the name 'Hopf operad', we use the phrase 'Hopf symmetric sequence' to refer to the category of symmetric sequences in counitary cocommutative coalgebras. We also use the notation Hopf Seq, instead of Com c + Seq, to refer to the category of Hopf symmetric sequences. We revisit the definition of the structure of a Hopf symmetric sequence in the next paragraph (just as we did in the case of Hopf operads).
3.2.6. Hopf symmetric sequences and the definition of free Hopf operads. We can obviously extend the definition of the aritywise tensor product of operads to symmetric sequences. We then obtain a bifunctor : Seq × Seq → Seq which provides Seq with the structure of a symmetric monoidal category (we just keep the action of symmetric groups in the construction of §3.2.3 and we forget about the operadic unit and the composition operations). The tensor unit in the category Seq is still given by the unitary commutative operad Com + , of which we forget the operadic composition structure.
We can readily identify a Hopf symmetric sequence with a symmetric sequence in the base category M ∈ Seq equipped with a counit morphism : M → Com + and a coproduct ∆ : M → M M in the category of symmetric sequences such that the counit, coassociativity, and cocommutativity relations of §3.0.4 are satisfied in this symmetric monoidal category Seq. We therefore have an identity between the category of Hopf symmetric sequences and the category of counitary cocommutative coalgebras in Seq. In our notation, this identity reads Hopf Seq = Com
We can apply the construction of the free operad to the symmetric monoidal category of counitary cocommutative coalgebras whenever the base category M is equipped with colimits and has a tensor product which distributes over colimits. (Recall that the category of counitary cocommutative coalgebras has colimits as well, which are created in the base category M.) We then get a Hopf operad Θ(M), naturally associated to any Hopf symmetric sequence M, and which satisfies the universal property of Proposition 1.2.2 in the category of Hopf operads.
We have already observed that the forgetful functor ω : Com c + → M, from counitary cocommutative coalgebras to the base category, is symmetric monoidal by construction, and as a consequence, induces a functor ω : Hopf Op → Op from Hopf operads to operads. According to the discussion of § §3.2.1-3.2.4, we can also identify this functor with a forgetful functor which retains the operad structure in Hopf operads and forgets about the coalgebra structure on each component of our object. We also have an obvious forgetful functor ω : Hopf Seq → Seq from the category of Hopf symmetric sequences Hopf Seq to the category of plain symmetric sequences Seq. We study the interplay between these forgetful functors and the free object functors which we attach to the category of Hopf operads and to the category of operads.
The explicit construction of the free operad Θ(M) in §A involves a combination of colimits and tensor products. On the other hand, we mention in §3.0.4 that the forgetful functor ω : Com c + → M creates colimits (in addition to tensor products). From this observation, we immediately deduce that the forgetful functor ω : Hopf Op → Op preserves free operads. But we use another approach to prove this statement. Namely, we rely on our interpretation of Hopf operads as coalgebras in operads, which we use in the following observations: Lemma 3.2.7. Let M be a Hopf symmetric sequence. Let Θ(M) be the free operad associated to M, and formed in the base category after forgetting the internal cocommutative coalgebra structure of this object M.
(a) The counit morphisms : M(r) → 1 and the coproduct operations ∆ : M(r) → M(r)⊗M(r), which define the counitary cocommutative coalgebra structure of the objects M(r), extend to operad morphisms : Θ(M) → Com + and ∆ : Θ(M) → Θ(M) Θ(M) which provide the free operad Θ(M) with the structure of a Hopf operad.
(b) Let f : M → P be a morphism of Hopf symmetric sequences, where P is a Hopf operad. Let φ f : Θ(M) → P be the unique morphism factorizing f in the category of operads. The free operad Θ(M) inherits a Hopf operad structure by assertion (a). The morphism φ f automatically preserves this additional coalgebra structure which we attach to the object Θ(M) and as a consequence defines a factorization of our morphism f in the category of Hopf operads.
(c) In the construction of (a), the universal morphism of the free operad ι : M → Θ(M) defines a morphism of Hopf symmetric sequences. In the construction of (b), if we consider the morphism λ : Θ(P) → P, associated to the identity of P, and which defines the augmentation of the free operad adjunction, then we obtain a morphism of Hopf operads.
Proof. Recall that the counits : M(r) → 1, which we associate to each coalgebra M(r), can be viewed as a morphism of symmetric sequences with values in the unitary commutative operad Com + . The existence of the operad morphism extending these counit morphisms : Θ(M) → Com + immediately follows from the universal property of the free operad, such as stated in Proposition 1.2.2.
By composing the diagonals ∆ : M(r) → M(r) ⊗ M(r) with a tensor product of the universal morphisms ι : M(r) → Θ(M)(r) in each arity, we also obtain a morphism ∆ : M → Θ(M) Θ(M). By applying the universal property of the free operad, we obtain again an operad morphism ∆ : Θ(M) → Θ(M) Θ(M) which extends this morphism of symmetric sequences.
The uniqueness requirement in the universal property of free operads (see Proposition 1.2.2 again) implies that the just defined morphisms fulfill the counit, coassociativity and cocommutativity relations of coalgebras on the free operad Θ(M).
The universal morphism ι : M → Θ(M) forms a morphism of Hopf symmetric sequences by construction of the coalgebra structure on Θ(M). Thus, the first assertion of (c) is immediate. The uniqueness requirement in the universal property of free operads also implies that the morphism φ f : Θ(M) → P associated to a morphism of Hopf symmetric sequences in (b) intertwines coalgebra structures and hence, forms a morphism of Hopf operads. The second assertion of (c) about the adjunction augmentation λ : Θ(P) → P is also immediate from this result.
Then we obtain: Proposition 3.2.8. The free operad Θ(M), together with the Hopf structure constructed in the previous lemma, forms the free object associated to M in the category of Hopf operads.
Lemma 3.2.7 also implies the following result on the free operad adjunction: Proposition 3.2.9. The free Hopf operad functor of Proposition 3.2.8 fits in a commutative diagram
where we consider the obvious forgetful functor from the category of Hopf operads (respectively, symmetric sequences) to the category of plain operads (respectively, symmetric sequences). We also have a commutative diagrams of mappings of morphism sets
, where the horizontal maps are defined by the adjunction relations of free operads, while the vertical maps are given by our forgetful functors from Hopf operads (respectively, symmetric sequences) to plain operads (respectively, symmetric sequences).
Proof. The assertion of Proposition 3.2.8 implies that the forgetting of coalgebra structures preserves free operads. In Lemma 3.2.7, assertion (c) similarly implies that the forgetting of coalgebra structures preserves the unit morphism and the augmentation morphism of the free operad adjunction. From this observation, we immediately conclude that the forgetting of coalgebra structures also intertwines the adjunction correspondence on morphisms.
In §1.2, we briefly explain that the free operad Θ(M) intuitively consists of formal operadic composites of elements ξ ∈ M(n) (when we work in a concrete base symmetric monoidal category). In this interpretation, the construction of Lemma 3.2.7 amounts to extending the counit (respectively, coproduct) of M to such composites by using the pointwise commutation relations of §3.2.2. We use this idea soon in order to determine the counit and the coproduct of composite elements in operads defined by generators and relations (see §3.2.11).
We now focus on the case where we take a category of modules as base category M = Mod . We explain in §1.2.9 that operads in module categories can be defined by generators and relations as quotients P = Θ(M)/ z α , α ∈ I , where we consider an ideal z α , α ∈ I in a free operad Θ(M). In the context of Hopf operads, we have the following result:
Proposition 3.2.10. Let M be a Hopf symmetric sequence (in k-modules). We apply the construction of Lemma 3.2.7 to obtain a Hopf structure on the free operad associated to M. Let S = z α , α ∈ I be the ideal generated by a collection of elements z α ∈ S(n α ) in the free operad Θ(M). If we have
for each z α ∈ S(n α ), then:
(a) The operad P = Θ(M)/ z α , α ∈ I inherits a quotient Hopf operad structure from the free operad Θ(M).
(b) The morphisms of Hopf operadsφ f : Θ(M)/ z α , α ∈ I → Q defined on this quotient are in obvious bijection with the morphisms of Hopf operads φ f : Θ(M) → Q such that φ f (z α ) = 0 for each generating element of the ideal z α ∈ S(n α ).
In the situation of this proposition, we also say that the ideal S = z α , α ∈ I forms a Hopf ideal in the operad Θ(M).
Proof. The requirement (z α ) = 0 implies that induces a morphism on the quotient Θ(M)/ S, and hence provides this quotient operad with a counit
is equivalent to the vanishing of ∆(z α ) in the module:
and implies that ∆ :
on the quotient operad Θ(M)/ S = Θ(M)/ z α , α ∈ I . These morphisms, obtained by a quotient process, naturally satisfy the counit, coassociativity, and cocommutativity relations of coalgebras and hence, provide the operad Θ(M)/ S with a well-defined Hopf structure.
To check the second assertion of the proposition, we simply observe that the morphismφ f : Θ(M)/ z α , α ∈ I → Q, induced by the morphism of Hopf operads φ f : Θ(M) → Q, naturally preserves coalgebra structures as well, and hence, defines a morphism of Hopf operads.
3.2.11. First examples of Hopf operads defined by a presentation. In Proposition 3.2.5, we check that the unitary commutative operad Com + has a natural Hopf structure. The same result holds for the non-unitary version of the commutative operad Com. To illustrate our constructions, we check that this structure result can be retrieved from the statement of Proposition 3.2.10 and from the presentation commutative operad in §1.2.10. We then assume that the ground symmetric monoidal category is a category of modules over a ring.
Recall that the generating symmetric sequence of the commutative operad is defined by M Com (2) = k[µ(x 1 , x 2 )] = k, where µ = µ(x 1 , x 2 ) denotes an operation on which Σ 2 acts trivially, and we have M Com (r) = 0 for r = 2. We provide the module M Com (2) = k[µ(x 1 , x 2 )] with the coalgebra structure such that (µ) = 1 and ∆(µ) = µ ⊗ µ for this generating operation. We use the preservation of operadic composition structures to determine the image of the generating relations of Com under the counit and the coproduct in the free operad:
We see, from this computation, that the generating relations of the commutative operad generate a Hopf ideal. Hence, the assumptions of Proposition 3.2.10 are satisfied, and we retrieve that Com inherits a well-defined Hopf operad structure such that (µ) = 1 and ∆(µ) = µ ⊗ µ for the generating operation µ = µ(x 1 , x 2 ).
The unitary and the non-unitary version of the associative operad also inherits a Hopf structure. Let us see how to retrieve this structure result from our presentation again. The generating symmetric sequence of the associative operad is given by M As (2) = k[µ(x 1 , x 2 ), µ(x 2 , x 1 )] = k[Σ 2 ], where µ = µ(x 1 , x 2 ) denotes an operation on which Σ 2 acts regularly, and M As (r) = 0 for r = 2. We provide the module M As (2) with the coalgebra structure such that (µ) = 1 and ∆(µ) = µ ⊗ µ. The definition of the counit and of the coproduct of the transposed operation (1 2) · µ = µ(x 2 , x 1 ) is then forced by the equivariance requirement. We check, as in the case of the commutative operad, that µ(µ, 1) − µ(1, µ) generates a Hopf ideal, from which we conclude again that the operad As inherits a well-defined Hopf structure.
In the case of the Lie operad, we have a generating symmetric sequence such that M Lie (2) = k[λ(x 1 , x 2 )] = k ± where k ± denotes the signature representation. We have in this case no possibility of fixing a counit (λ) ∈ k and a coproduct ∆(λ) ∈ Lie(2) ⊗ Lie(2) such that: the counit relations hold, the equivariance requirements of operad morphisms are satisfied, the Jacobi relation is canceled by the counit in k and by the coproduct in Lie(3) ⊗ Lie(3) as well. Hence, we have no Hopf structure on the Lie operad.
3.2.12. The example of the Poisson operad. Though we have no Hopf structure on the Lie operad, we can define an appropriate counit and coproduct for the corresponding generating operation λ in the Poisson operad. Recall that the Poisson operad Pois is defined by a presentation of the form
where the action of the symmetric group in arity 2 is determined by (1 2) · µ = µ and (1 2) · λ = −λ. We extend the formula of the commutative operad to define the counit and the coproduct of the product operation µ = µ(x 1 , x 2 ). We define the counit and the coproduct of the Lie bracket operation λ = µ(x 1 , x 2 ) by (λ) = 0 and ∆(λ) = λ⊗µ+µ⊗λ. We easily check again that the generating relations of the Poisson operad form a Hopf ideal (adapt the verifications performed in §3.2.11 for the commutative operad) and we have a well-defined Hopf structure on the Poisson operad therefore. We use a graded variant of this Hopf structure in our study of the homology of E n -operads ( §4.2).
3.2.13. Remark: Tensor product of algebras over Hopf operads. The existence of a Hopf structure on an operad P implies that the associated category of algebras P inherits a symmetric monoidal structure from the underlying symmetric monoidal category M. Indeed, the tensor product of P-algebras A, B ∈ P inherits an action of P, given by the composite morphisms
for any r ∈ N, where we consider the coproduct of P followed by the obvious tensor permutation and the tensor product of the evaluation morphisms attached to the P-algebras. The tensor unit 1 also inherits an action of the operad P by restriction of the natural commutative algebra structure of this object 1 through the counit morphism : P → Com + . The counit, coassociativity and cocommutativity relations at the level of the coalgebra structure of the Hopf operad P imply that the unit, associativity and symmetry isomorphisms of the base category define Palgebra morphisms when we deal with tensor products of P-algebras. Hence, we have a whole symmetric monoidal structure on the category of P-algebras.
In the case of algebras over the commutative operad, we retrieve the symmetric monoidal structure of §3.0.3. In the case of algebras over the associative operad, we retrieve the similarly defined symmetric monoidal structure of the category of unitary associative algebras (see the introduction of §3.0).
3.2.14. The case of connected operads. Recall that the category of connected operads Op ∅1 , such as defined in §1.1.21, consists of the operads P such that P(0) = ∅ and P(1) = 1.
The constructions of § §3.2.3-3.2.5 can readily be adapted in the context of connected operads. We actually have (P Q)(0) = ∅ and (P Q)(1) = 1 so that the category Op ∅1 is equipped with a well-defined aritywise tensor product inherited from the category of operads. We accordingly have a symmetric monoidal structure on Op ∅1 . We just need to observe that the unit object of this category is the non-unitary version of the commutative operad Com (defined in §2.1.11).
The result of Proposition 3.2.4 remains valid for connected operads, and so does the result of Proposition 3.2.5 (provided that we replace the unitary version of the commutative operad Com + in this statement by its non-unitary counterpart Com).
3.2.15. Unitary Hopf operads and non-unitary Hopf Λ-operads. The description of unitary operads in terms of augmented (connected) non-unitary Λ-operad structures given in the previous chapter makes sense in any base category. Hence, we can apply these ideas without change within the category of counitary cocommutative coalgebras in order to give a description of the category of unitary Hopf operads in terms of augmented non-unitary Λ-operads in counitary cocommutative coalgebras. We use the phrase ' non-unitary Hopf Λ-operad ' to refer this category of augmented (connected) non-unitary Λ-operads.
We can also rely on the observations of §3.2 in order to identify unitary Hopf operads with counitary cocommutative coalgebras in the category of unitary operads, because the aritywise tensor products (P Q)(r) = P(r) ⊗ Q(r), such as defined in §3.2.3, clearly preserves the category of unitary operads. We can equivalently check that the aritywise tensor product of operads lifts to a tensor product operation on the category of augmented non-unitary Λ-operads. We explicitly get that the action of the restriction operator u * associated to a map u ∈ Mor Λ (m, n) on a tensor product of operads P Q is given by the diagonal action of the restriction operators associated to our map u on P and Q. The augmentation morphisms : (P Q)(r) → 1 are similarly defined by taking the tensor products of the augmentation morphisms of the operads P and Q. We moreover see that the preservation of counitary cocommutative coalgebra structures by the action of the restriction operators u * on this tensor product P Q is equivalent to the assumption that the augmentation : P → Com and the diagonal ∆ : P → P P of the Hopf operad underlying P preserve restriction operators. We have similar assertions for the augmentation morphisms of our augmented Λ-operad structure and these observations imply that we can identify the category of non-unitary Hopf Λ-operads, which we use to model unitary Hopf operads, with the category of counitary cocommutative coalgebras in the category of augmented Λ-operads equipped with the aritywise tensor structure. We have similar observations for the category of non-unitary Hopf Λ-sequences which we can equivalently define either as augmented non-unitary Λ-sequences in the category of counitary cocommutative coalgebras or as counitary cocommutative coalgebras in the category of augmented Λ-sequences (where we take the obvious extension of the aritywise tensor products of non-unitary Hopf Λ-operads).
Let us observe that the augmentation morphisms : P(r) → 1 in the definition of an augmented non-unitary Λ-operad necessarily reduce to the counit morphism of the coalgebras P(r), r > 0, which underlie our object P when we work in the category of counitary cocommutative coalgebras. We therefore omit to mention the augmentation when we deal with (connected) non-unitary Hopf Λ-operads. We similarly see that the commutative operad Com defines the terminal object of the category of (connected) non-unitary Hopf Λ-operads. We therefore adopt the following short notation for the category of non-unitary Hopf Λ-operads:
We use an analogous abridged notation in the connected context and in the context of the category of non-unitary (respectively, connected) Hopf Λ-sequences which underlies our category of non-unitary (respectively, connected) Hopf Λ-operads.
We can combine the results of Proposition 2.3.1 (respectively, Proposition 2.4.3) and Proposition 3.2.7 to determine the free operad associated to a non-unitary Hopf Λ-sequence (respectively, to a connected Hopf Λ-sequence). We can also combine the observations of §2.4.8 and the results of Proposition 3.2.10 to get a definition of unitary Hopf operads by generators and relations.
The associative operad As + , the commutative operad Com + , and the Poisson operad Pois + , give examples of connected unitary Hopf operads which we can define by a presentation by generators and relations of this form. In fact, we simply have to check that the augmentation morphisms defined in §2.4.9 preserve the coalgebra structure on the generating collection M P of these operads P = As, Com, Pois (see § §3.2.11-3.2.12) to conclude that P = As, Com, Pois all have a unitary extension as a Hopf operad.
Appendix: Functors between symmetric monoidal categories
In various constructions of the previous sections, we have to transport structures (like commutative algebras) from one symmetric monoidal category M to another N. For this aim, we deal with functors that preserve the internal structures of our symmetric monoidal categories in a strict or relaxed sense. The purpose of this appendix section is to review the definition of the extra structures, consisting of natural equivalences or natural transformations, which we use to govern the commutation of tensor products by such functors F : M → N between symmetric monoidal categories M and N.
3.3.1. (Lax) symmetric (co)monoidal functors. Recall that a functor F : M → N between symmetric monoidal categories M and N is lax symmetric monoidal when we have a morphism η : 1 → F (1) and a natural transformation θ : F (A) ⊗ F (B) → F (A ⊗ B), such that natural unit, associativity and symmetry constraints, expressed by the commutativity of the following diagrams, hold:
and
.
In applications to operads, we often have to assume that our functor satisfies F (1) = 1 and our natural morphism η : 1 → F (1) reduces to the identity morphism of the unit object 1 ∈ N. In this situation, we say that the functor F is unitpreserving and that θ defines a symmetric monoidal transformation on F . Most lax symmetric monoidal functors which we consider in this book satisfies this extra feature F (1) = 1. We therefore only consider this subclass of the class of lax symmetric monoidal functors in the sequel. We have a dual situation where our functor F is equipped with a morphism : F (1) → 1 and a natural transformation θ : F (A ⊗ B) → F (A) ⊗ F (B) which satisfy the dual of the above unit, associativity and symmetry constraints. We then say that F defines a lax symmetric comonoidal functor. If we have in addition F (1) = 1, so that the augmentation morphism : F (1) → 1 associated to F reduces to the identity morphism of the unit object 1 ∈ N, then we also say that F is unit-preserving and that θ defines a symmetric comonoidal transformation on F . We will still see that most lax symmetric comonoidal functors which we consider in this book are unit-preserving. We therefore only consider this subclass of the class of lax symmetric comonoidal functors in what follows (as in the case of lax symmetric monoidal functors).
We may also deal with a nicer situation, where we have both F (1) = 1 and our symmetric monoidal transformation θ defines an isomorphism θ : F (A) ⊗ F (B) − → F (A ⊗ B), for every pair of objects A, B ∈ M (or dually in the case of a symmetric comonoidal transformation). We say in this case that θ forms a symmetric monoidal equivalence and that F : M → N is a symmetric monoidal functor from M to N (while some authors say that F is 'strongly symmetric monoidal ' in this case). , for any cartesian product of sets X, Y ∈ Set (we easily check that this natural transformation fulfills our unit, associativity and symmetry constraints). We go back to this example in §3.0.6.
The simplicial extension of the free k-module functor k[−] : sSet → s Mod (considered in §0.3) is also symmetric monoidal (the symmetric monoidal structure of simplicial modules will be studied in §II.5.3).
The normalized chain complex functor N * : sSet → dg Mod , of which we recall the definition in §II.5.0.5, is an instance of functor which is lax but not strongly symmetric monoidal. In the case of this functor, we have a natural transformation θ : N * (X) × N * (Y ) → N * (X × Y ), called the Eilenberg-MacLane morphism, which satisfies our unit, associativity and symmetry constraints, but this morphism is only a weak-equivalence and is not an isomorphism (see [121, ). We give a detailed survey of this subject in §II.5.3.
3.3.3. Symmetric monoidal adjunctions. Suppose now we have a pair of adjoint functors F : M N : G between symmetric monoidal categories M and N such that both F and G are symmetric monoidal. We then say that our adjunction is symmetric monoidal if the augmentation morphisms : F (G(X)) → X and the unit η : A → G(F (A)) of our adjunction are identity morphisms on unit objects 
