We describe art image processing system for the automatic assessment of ejection fraction (EF) 
Introduction
Diseases of the heart and its blood vessels result in a large morbidity and mortality in Western civilizations. Gated perfusion SlPECT (Single Photon Emission Tomography) is a recent and promising new cardiac imaging technique allowing simultaneous measurement of both perfusion and cardiac function. Temporal information is obtained through gating, i.e. synchronization of image acquisition instances with the ECG. SPECT is relatively cheap compared to PET or MRI, and already used in over 5 million studies in the US each year. The images are obtained by injection of a radioactive tracer into the blood which pefises into the myocardial heart muscle h m where photons are emitted and measured using a Gamma camera. Homogeneoilsly high uptake of the tracer signifies healthy tissue, whereas regions of low or no up-take imply ischemic or dead tissue. Physicians assess heart viability and perfusion by examination of uptake (often visually), i.e. a bright or dim image. However, gated perfusion SPECT could allow one to compute several other clinically important parameters, such as absolute heart volume, ejection fraction (EF) (i.e. a measure of the heart's efficiency), myocardial mass, and temporal evolution of wall thickening. EF or wall thickening is currently mainly obtained through separate, additional studies (e.g. gated blood pool imaging, echo, or MRI imaging). Only recently have algorithms been developed to compute EF directly [7, 6, 91. Hence, the ability to quantify both perfusion and the additional functional information of EF kom a single study could result in a reduction in cost, time and radiation dose.
In this paper, we propose a general technique for a robust and reliable boundary segmentation without the use of thresholds, as are often required [6,9, 1 11. We present a consistent approach of dealing with noisy image data (Section 2), as is typically the case with Thallium-201 SPECT images. The proposed technique is based on an elliptical coordinate transformation of the original data which naturally leads to a more robust segmentation using dynamic programming. Then, by incorporation of physiological constraints, EF is computed based on the epi-cardial boundary. In Section 3, validation methods and results are presented.
Image processing system
In this section, the segmentation block and the EFcomputation block depicted in Fig. 1 will be presented.
We denote by f , ( k , l ) the original image and by s , ( k , f ) the segmented image, where the subscript denotes the gating instance. 
Elliptical coordinate transformation through multi-resolution Hough analysis
The purpose of a change of coordinate system is twofold: 1) present the data in a suitable form for segmentation, 2 ) provide a system where true count profiles of the myocardium, perpendicular to the heart wall, can be measured. The apparent shape of the myocardium asks for an elliptical coordinate transformation (Fig. 2) . The geometrical transformation maps the original image J ( k , l ) , k,l E Z into an area of interest g [ ( i , j ) , i, j E Z in the transformed coordinate system, where i relates to the radial angle and where j is an index proportional to the distance from the ellipse center along a radial path r ( p , q ) . The mathematical formulation of the coordinate transformation is explained in detail in [3] .
Because of its ability to detect complex pattern, we have chosen the Hough transform (HT) [5] for the detection of the ellipse. The main computational difficulty is the huge size of the Hough parameter space [12] . We achieve high algorithm performance (precision, confidence) by using the gray-level values directly to weight HT votes instead of computing a binary image, as it is usually done [ 101. The heighest votes will occur at the radial maxima indifferently of the relative height of these maxima. We achieve high computation performance through the use of a multiresolution analysis. A centered pyramid implementation 141 provides us with a common axis of symmetry at all pyramid levels. It allows an iterative bottom-up computation and a straightforward parameter up-projection. Without a multiresolution approach, computation time is 2.8 hours for a 128x128 image on a PowerPC. This time compares to 98 sec. when two resolution levels are used and to 53 sec. when three resolution levels are used.
Constrained contour tracking by dynamic programming.
Segmentation and wall thickness measurements of perfusion SPECT images have almost exclusively been based on one of the following three techniques: 1) Counts based segmentation, relating maximal counts in a radial count profile to the wall thickness. 2 ) Geometry based segmentation, performing a local threshold at half maximum of the count profile. Both techniques are highly non-linear for the heart's dimensions [SI. 3) Global thresholding gives only incomplete and very inaccurate boundaries because of non-homogeneous count profiles. All three techniques require images with relatively good up-takes, which is often not given in practice. For our application, we must design an algorithm which is robust in noisy environments, and detects a single, smooth and connected contour (endo-and epicardial boundaries are considered as two separate problems). The problem can be reformulated as an optimization problem. We search for a contour segment (1,j1),(2,j2) ,.. . , (i,.j;) ,.. . , ( N , j N ) l , satisfying the constraints and maximizing some criterion 5(Tk). We use the same maximization criterion as in 1131, i.e. the cumulative sum of vertical derivatives about the contour segment:
With these definitions, the approach by dynamic programming [ 2 ] allows us to find the optimal contour by searching for sub-trajectories that fulfill (1). The incremental algorithm then becomes extremely efficient and the correct contour is computed on a low end workstation (PowerPC, 120 MHz) in a fraction of a second.
The various image processing steps are illustrated in Fig.  2 (using less noisy data, to better illustrate each step) and two segmentation results are given in Fig. 3 . 
EF computation based on the epi-cardial contours
For each time point t, the segmentation block provides us with abslolute values of the volume of the endo-cardium, Vend,, ( t ) , and the epi-cardium, Ypl ( t ) .
Ejection fraction can riow be computed as
where K In the literature, ( 2 ) has been used exclusively to compute EF. However, it is not optimal for two reasons. 1) Equation (2) is extremely sensitive to noise because the result is based on only two values out of the N , gating instances (the maximum and minimum value, respectively). 2) The endo-cardial boundary is less accurate than the epi-cardial boundary. This is because perfusion profiles of opposite walls may add up when the walls are close, which is the case especially at systole.
We can reduce the effect of the noisy data (which is particularly apparent for TI-SPECT images) by considering all gating instances. It has been found in [ l ] that the volume curve can be described by two harmonics of the Fourier description. Hence, we smooth the data by computing its Fourier transformation, retaining the two most significant harmonics, and reconstructing the data.
Systole and diastole gating times are then found as the minimum and maximum of the smoothed data.
Addressing the s,econd point mentioned before, we propose to use the epi-cardial boundary to compute EF. It is less affected by profile addition and therefore can be segmented more reliably. The endo-cardial volume can be re-written as Vcndo((t) = K p , ( t ) -t n , where m is the volume of the myocardium, and therefore EF is 
The computation of the myocardial mass, m, is obtained through averaging of the difference between epicardial and endo-cardial volume over the entire gating cycle. Therefore, the effect of outliers in the endo-cardial volume is reduced and the precision increased by a factor This approach has not been considered before. We will show experimentally that it produces the same results for noiseless images and better results for noisy images.
of &.
sestamibi SPECT, 9 patients, 3) Gated Thallium-201 SPECT, 32 subjects. In addition, we constructed a simulated TI-SPECT image sequence by adding real SPECT noise to the FDG-PET images to obtain similar image statistics (SNR ratios). The simulated TI-SPECT sequence will be called PET-SPECT.
In a first experiment, we evaluated the effectiveness Cc computing EF based on the epi-cardial contour (3) vs. a computation based on the endo-cardial contour (2). For this purpose, we compared both types of measurements for the noise free PET images and the noisy PET-SPECT images. In the former case, a relatively good correlation should be observed, whereas in the latter case more fluctuations and a less good linear agreement can be expected. It was then interesting to compare EF computation for the PET images vs. a computation for the PET-SPECT images based on the epi-cardial contour and the endo-cardial contour, respectively. The better the respective data correlates, the more EF computation is stable. The respective results are shown in Table I . A very good linear agreement (~0 . 9 2 ) can be observed between the two types of measurements for the PET image. A calibration of the derivation operator in (1) could be applied to obtain unity slope. Hence, for noiseless images, both ( 2 ) and (3) give essentially the same result. For the PET-SPECT images, the linear agreement is less good, and one needs to determine which formulation of EF is more accurate. The answer is given in rows three and four of Table I . Here, EFs obtained &om the noiseless PET images and obtained from the noisy PET-SPECT images are compared using the formula. Ideally, a unity correlation coefficient should be obtained. Clearly, computation of EF based on the epi-cardial contour (3) is more accurate for noisy images. For noiseless images, either formula (2) or (3) may be used. 
Results
The algorithms were tested on images obtained from three different modalities. 1) Gated FDG-PET using 5m Ci of "F-fluorodeoxyglucose, 17 patients, 2) Gated 99mTc- 
Conclusions
We have presented a general segmentation algorithm for the detection of endo-and epi-cardial boundaries in noisy and noiseless nuclear cardiac image sequences (PET, Tc-SPECT, and TI-SPECT). The algorithms operate with a very limited number of threshold and tuning parameters. Indeed, for all image modalities, the same input parameters were used and yielded good results.
The feature makes the algorithms user-friendly and generally applicable. We have also introduced a novel approach to compute EF based on the epi-cardial boundary. Experimentally, it was shown that such an approach is more reliable when the original image data are noisy. Comparison of automatically computed values of EF to those obtained kom gated blood pool imaging shows good linear agreement. We believe that these findings can give new insight in left ventricular function and that our methods can be used to improve many of the existing algorithms.
