Let g be a semisimple Lie algebra and N the nilpotent cone in g. The Springer resolution of N has played an important role in representation theory. The variety N is equal to Spec R(O pr ), where O pr is the open nilpotent orbit in N . This paper constructs and studies an analogue of the Springer resolution for the variety M = Spec R( O pr ), where O pr is the universal cover of O pr . The construction makes use of the theory of toric varieties. Using this construction, we provide new proofs of results of Broer and of Graham about M. Finally, we show that the construction can be adapted to covers of an arbitrary nilpotent orbit in g.
Introduction
Let G be a semisimple simply connected algebraic group with Lie algebra g, let N be the nilpotent cone in g, and let N denote the cotangent bundle of the flag variety of G. There is a map µ : N → N , called the Springer resolution, which plays an important role in representation theory. The purpose of this paper is to construct and study an analogous map M → M, where M is defined as follows. The nilpotent cone N has a dense G-orbit O pr , called the principal or regular nilpotent orbit, and Because the construction of M makes use of toric varieties, the rich theory of these varieties can be used to obtain detailed information about M and about the map M → N .
The motivation for constructing M → M is to explore what constructions involving the Springer resolution can yield in the setting of M, which is in some sense richer than N . One original motivation for considering covers of orbits came from the theory Date: November 22, 2019. of Dixmier algebras, which are algebras related to the infinite-dimensional representations of g. More recently, work of Russell and Graham, Precup and Russell ([Rus12] , [GPR19] ) has uncovered a close connection in type A between the map M → M and Lusztig's generalized Springer correspondence, which played an important role in the development of character sheaves. In this paper, we apply the commutative diagram above to give new proofs of a result of Broer (see [Bro98] ) showing that M is Gorenstein with rational singularities, and of a formula for the G-module decomposition of R( O) (see [Gra92] ).
The center Z of G acts trivially on N . To define M, we use the theory of toric varieties to modify the construction of N and obtain a variety where Z acts faithfully. The variety N is isomorphic to G× B u, where B is a Borel subgroup of G with unipotent radical U , and u is the Lie algebra of U . Using toric varieties, we construct a variety u on which Z acts faithfully, and define M = G × B u. Since u maps to u, we obtain the map η :
The proof of Theorem 4.1 in [McG89] contains a related construction where a variety of the form G × B V maps to the closure of O pr in a representation of G. The variety V is described as the closure of a B-orbit of a representation, and it is not analyzed in detail in [McG89] . In our setting, because toric varieties are so well understood, we can obtain detailed results about u and hence about the geometry of M. This understanding is used in the results of this paper, as well as in the applications to the generalized Springer correspondence. Although M → M is an analogue of the Springer resolution, it is not a resolution of singularities since M is not in general smooth; it is locally the quotient of a smooth variety by a finite group (see Proposition 4.4). A genuine resolution of singularities of M can be constructed from M using toric resolutions, and we use this in our proofs. Although a G-equivariant resolution of singularities exists by general theory, the commutative diagram above, as well as the detailed results about the map M → N , are crucial to the applications.
The construction of this paper can be adapted to any G-equivariant covering of the principal orbit, but for simplicity, we consider only the universal cover. Also, in the final section of the paper, we show that the construction can be generalized to the setting of covers of any nilpotent orbit, not only the principal orbit (note that [McG89, Theorem 4 .1] also applies to any nilpotent orbit cover). However, the construction is more difficult to study explicitly for general orbits, because the theory of toric varieties is not available, and further work would be required to obtain precise results about the geometry.
The contents of the paper are as follows. Section 2 contains notation and background results. Section 3 introduces and studies the toric varieties used in our main construction. In Section 4, we construct M and the commutative diagram (1.1). Although M is not in general smooth, we construct a resolution M → M, which is useful in proofs. Section 5 studies canonical and dualizing sheaves on M and M and uses results about these sheaves to give new proofs of the results of Broer and of Graham (see [Bro98] and [Gra92] ) mentioned above. The methods of this paper lead to a slightly different formula for the G-module decomposition of R( O pr ) than in [Gra92] , but they agree because of a fact about Weyl group conjugacy of certain weights (see Proposition 5.8).
In Section 6 we apply the techniques of this paper to show that the closure in M of the B-orbit B · ν is not normal; here ν is a certain element in the orbit cover O pr . Finally, in Section 7, we show how this construction extends to other nilpotent orbits besides the principal orbit.
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Preliminaries
In this paper we work over the ground field C. If X is a complex algebraic variety, R(X) will denote the ring of regular functions on X, and κ(X) the field of fractions of R(X). If X smooth and of pure dimension n, Ω X denotes the sheaf of top degree differential forms (i.e., differential n-forms) on X. This is the sheaf of sections of the top exterior power of the cotangent bundle T * X . Since we will have no use in this paper for forms of less than top degree, we will generally omit the superscript and write T * X = n T * X . If H is a linear algebraic group, H 0 will denote its identity component. We denote the Lie algebra of an algebraic group by the corresponding fraktur letter. If H acts on X, the stabilizer in H of x ∈ X is denoted by H
Section 2.1]). We will make use of the following lemma.
Proof. Since x ∈ f −1 (y), we have H · x ⊆ f −1 (H · y). We prove the reverse inclusion. Since f maps H · x surjectively onto H · y, which has the same dimension as Y and X, it follows that dim H · x = dim X. Hence H · x = X, so H · x is open in X. The complement of H · x in X consists of orbits of smaller dimension than dim H · y, so no such orbit can map H-equivariantly to H · y. Hence H · x ⊇ f −1 (H · y), as desired.
2.1.
Tori. If T is an algebraic torus with Lie algebra t, T will denote the character group of T . This is a free abelian group which can be viewed as a subset of t * . We generally use a Greek letter to denote an element of T when viewed as an element of t * , and exponential notation to denote the same element viewed as a function on T , e.g. λ and e λ . Thus, R(T ) is the span of e λ for λ in the lattice T . Under the action of T on R(T ), e λ is a weight vector of weight −λ, since for s, t ∈ T , we have (t · e λ )(s) = e λ (t −1 s) = e λ (t −1 )e λ (s) = e −λ (t)e λ (s).
Let V * = T ⊗ Z R, and V the dual real vector space (the notation is motivated by the conventions of [Ful93, Section 1.2]). We can identify V * with the real span of T in t * .
Throughout this paper Z will denote a finite subgroup of T , and T ad = T /Z the quotient torus. For most of this paper, T and T ad will be maximal tori of the algebraic groups G and G ad , and Z will be the center of G, but in Section 3.1, T and Z can be arbitrary. Write P = T for the character group of T and Q = T ad . We have P ⊃ Q, and the quotient P/Q is isomorphic to the character groupẐ of Z. Since P and Q span the same real subspace of t * , we can identify V = P ⊗ Z R = Q ⊗ Z R.
2.2.
Sheaves on mixed spaces. The main construction of this paper is an example of a "mixed space". By this we mean a scheme of the form G × H S, where G ⊃ H are linear algebraic groups, H acts on the scheme S, and G × H S = (G × S)/H where H acts on G × S by the mixing action: h(g, s) = (gh −1 , hs). In this subsection we discuss some results about mixed spaces which will be useful in studying canonical sheaves. We provide some proofs for lack of a convenient reference. We will use the following notation. If S is a scheme with an H-action, there is an equivalence between the category of H-equivariant coherent sheaves on S and the category of G-equivariant coherent sheaves on G × H S. We refer to this as an induction equivalence, and denote this equivalence by I G H , so if F is an H-equivariant coherent sheaf on S, we denote by
The induction equivalence is compatible with tensor products and pullbacks of sheaves, as well as direct images and higher direct images. This can be seen as follows. Let p and q be the projections from G × S to (respectively) G × H S and S. These projections are faithfully flat. The pullback p * induces an equivalence of categories between G-equivariant sheaves on G × H S and G × H-equivariant sheaves on G × S. The pullback q * induces an equivalence of categories between H-equivariant sheaves on S and G × H-equivariant sheaves on G × S. See [Tho87, Section 6]. The induction equivalence is characterized by the equation p * I G H F = q * F. Compatibility of the induction equivalence with tensor products holds because pullback of sheaves commutes with tensor product; compatibility with pullbacks follows from the functoriality of pullbacks; the compatibility with (higher) direct images follows from the compatibility of higher direct images with flat pullback ([Har77, III, Prop. 9.3]). Let e λ : H → G m be a homomorphism, and let C λ denote the corresponding 1dimensional representation of H. Let L λ denote the sheaf of sections of the line bundle G × H C λ → G/H on G/H. We abuse notation and view C λ as an H-equivariant sheaf over a point; then L λ = I G H (C λ ). If F is an H-equivariant sheaf on S, we abuse notation and write F ⊗ C λ for the H-equivariant sheaf F ⊗ p * S C λ , where p S is the projection from X to a point. The sheaf F ⊗ C λ can be identified with the sheaf F, but with action twisted by
Lemma 2.2. With notation as above, we have
here, the first equality uses the compatibility of induction with tensor product, and the second equality uses the compatibility of induction with pullback.
We will make use of the following lemma about the canonical sheaf of a mixed space.
Lemma 2.3. With notation as above, suppose S is smooth, and let π : G× H S → G/H be the projection. Then as G-equivariant sheaves on G × H S, we have
Proof. With p and q as above, we have an G × H-equivariant exact sequence of vector bundles on G × S, where the first map in the sequence is the composition
By the equivalence of categories discussed above, this exact sequence induces a Gequivariant exact sequence of vector bundles on G × H S:
where p * V = q * (T S). This implies that
Therefore the sheaves of sections of these line bundles are equal; this is the statement of the lemma (note that the sheaf of sections of V * is I G H Ω S ).
Semisimple groups.
For the rest of this paper, G will denote a complex semisimple simply connected algebraic group with center Z. The corresponding adjoint group is G ad = G/Z.
We introduce some notation related to nilpotent elements which will be in effect for the remainder of the paper except for Section 7, since in that section we consider other nilpotent orbits besides the principal (that is, regular) nilpotent orbit. Let ν denote a principal nilpotent element in g; this means that the principal nilpotent orbit
Choose a standard sl 2 -triple {h, e, f } such that e = ν is the nilpositive element. Write g i for the i-eigenspace of ad h on g; then g = ⊕g i , and g i = 0 if i is odd (in other words, ν is an even nilpotent element). Also, ν ∈ g 2 . Write g ≥k = ⊕ i≥k g i and g >k = ⊕ i>k g i . Let t = g 0 , and let T denote the corresponding connected subgroup of G. Then T is a maximal torus of G, and T ad = T /Z is a maximal torus of G ad . In this setting, P = T is the weight lattice of G, and Q = T ad is the root lattice. Let u = g >0 ; then b = t + u is a Borel subalgebra of g. We have u i = g i if i > 0. Let B and U be the subgroups of G whose Lie algebras are b and u, respectively. By [BV85] , we have
Let Φ denote the set of roots of t in g, and let Φ + denote the positive root system whose elements are the weights of t on u. Let α 1 , . . . , α r denote the simple roots, and let ξ denote the sum of the simple roots. We can choose vectors E α i in the root spaces g α i such that ν = ΣE α i [Kos59] . The vectors E α 1 , . . . , E αr form a basis of g 2 . Let E * α 1 , . . . , E * αr denote the dual basis of g * 2 . Then E * α i is a weight vector of weight −α i . The ring R(g 2 ) is isomorphic to the polynomial ring C[E * α 1 , . . . , E * αr ]. If we embed T ad into g 2 via the map t → t · ν, then we obtain an inclusion R(g 2 ) ֒→ R(T ad ) satisfying E * α i → e α i .
The toric varieties V and V ad
The main construction of this paper uses toric varieties V and V ad . In this section we introduce these varieties and study some of their basic properties.
3.1. Toric varieties and finite quotients. In this section T is an arbitrary torus and Z is a finite subgroup of T . The relationship T /Z = T ad extends to a relationship between toric varieties for the tori T and T ad .
Recall from Section 2.1 that we write P =T ⊃ Q =T ad . If S is any subset of P , let C[S] be the subspace of R(T ) spanned by the e λ for λ ∈ S. If S is closed under addition, then C[S] is a subring of R(T ).
Suppose σ is a rational polyhedral cone in V, with dual cone σ ∨ in V * . Corresponding to σ, there are affine toric varieties X(σ) and X ad (σ), for the tori T and T ad , respectively. We have semigroups σ ∨ P = σ ∨ ∩ P and σ ∨ Q = σ ∨ ∩ Q (in [Ful93] , the semigroup is denoted S σ , but since we are considering two tori we use a different notation so that we can distinguish the corresponding semigroups). By definition, R(X(σ)) = C[σ ∨ ∩ P] and R(X ad (σ)) = C[σ ∨ ∩ Q]. (The notation χ λ is used in [Ful93] for what we denote as e λ .)
The T -equivariant inclusion R(X ad (σ)) ֒→ R(X(σ)) induces a T -equivariant map π : X(σ) → X ad (σ). The first part of the next proposition is essentially in [Ful93, Section 2.2].
Proposition 3.1.
(1) The natural inclusion R(X ad (σ)) ֒→ R(X(σ)) has image equal to R(X(σ)) Z , so the corresponding map π : X(σ) → X ad (σ) is the quotient by Z.
(2) Under this map, the inverse image of the inverse image of T ad is T . Hence the inverse image of 1 ∈ T ad is Z ⊂ T .
Proof. If λ ∈ P then any element Z takes e λ to a multiple of itself, and e λ is fixed by Z if and only if λ ∈ Q. This implies that R(X(σ)) Z is the span of e λ for λ ∈ σ ∨ Q , which is exactly R(X ad (σ)). This proves (1) . Since the map is finite and T -equivariant, the unique orbit in X(σ) mapping to the open orbit T ad in X ad (σ) is the open orbit T . This proves (2).
The previous proposition shows that the fibers of π : X(σ) → X ad (σ) over the open T ad -orbit are isomorphic to Z. We now describe the fibers of π over the other T ad -orbits in X ad (σ). We need some facts about toric varieties, and in particular the description of orbits, from [Ful93, Section 3.1]. The T -orbits in X(σ) correspond to faces of σ. 
taking e λ to e λ if λ ∈ τ ⊥ , and 0 otherwise.
The analogous picture holds for the T ad -toric variety X ad (σ); we use the subscript ad for the analogous definitions in this case. We have a commuting diagram of coordinate rings, where all maps are inclusions:
Applying Spec to this diagram yields the following diagram of tori and orbit closures:
Note that the groups Z(τ ) and Z(τ ) are isomorphic.
Proof. (a) holds because the orbits are isomorphic to tori, and the map of orbits corresponds to the map of tori. For (b), by (3.1), we see that the map
, Section 1.1, and Sec. 1.2, Prop. 2).
3.2. The toric varieties V ad = u 2 and V. We adopt the notation of Section 2.3. Let V ad denote the vector space u 2 = g 2 . The map T ad → T ad ·ν embeds T ad as a dense orbit in V ad , and V ad is an affine toric variety for T ad . The nilpotent element ν corresponds to the identity element 1 ∈ T ad . As noted in Section 2.3, R(V ad ) = C[E * α 1 , . . . , E * αr ]. When viewed as a function on T , E * α i is the function e α i , which is a weight vector of weight −α i . Let σ ∨ ⊂ V * be the cone corresponding to V ad . The set of simple roots {α i } is a basis of V * , and σ ∨ is the cone generated by the elements of the basis {α i } of simple roots. The dual cone σ is generated by the elements of the dual basis {v i } of V.
Let V denote the affine toric variety for T defined using the cone σ, but using the lattice P instead of Q. Thus,
. Since in general the cone σ ∨ is not generated by part of a basis for P (see Example 3.4), the cone σ is not generated by part of a basis for P ∨ . It follows by [Ful93, Section 2.1] that the variety V is singular in general; we will see below that it is a quotient of a smooth variety by a finite group. Any toric variety has a resolution of singularities which is itself a toric variety (for the same torus); such a resolution can be obtained by taking the toric variety associated to an appropriate subdivision of the fan of the original toric variety (see [Ful93, Section 2.6]). In subsequent sections, we will let V → V denote a resolution of singularities of V obtained in this way; note that such a resolution is proper.
In each coset of P mod Q, we consider two distinguished elements:
Note that for the identity coset, our convention is that λ dom = λ R = 0.
It sometimes happens that the elements λ dom and λ R corresponding to the same coset are equal. Remarkably, they are always conjugate by the Weyl group (see Proposition 5.8). The letter R in the notation λ R is chosen because these weights are related to R(V) = C[σ ∨ P ] by the following proposition (whose proof is immediate).
Proposition 3.3. The semigroup σ ∨ P is generated by the simple roots α and the λ R . Hence R(V) is a free R(V ad )-module with basis given by the e λ R .
Example 3.4. For g = sl 4 , the minimal dominant weights are
Note that under the usual identification of t * with the subspace of C 4 where all coordinates sum to zero, and
. We see that λ 2 and λ 2,R are indeed conjugate by the Weyl group S 4 , as asserted above. Write x i = e α i and w i = e λ i,R . Then
Note that when we write
we are not asserting that R(V) is a polynomial ring in the variables w i and x i ; we are describing R(V) as a subring of R(T ), where the x i are expressed in terms of the w i as described above.
Proposition 3.5. There is a torus T d with a surjective map T d → T and finite kernel
Proof. Let d be a positive integer such that P is contained in the lattice Q d = 1 d Q. (For example, if g = sl n , then d = n suffices.) Let T d be the torus whose character group T d is Q d ; let Z d be the kernel of the surjective map T d → T . The character group Z d is isomorphic to Q d /P. Let V d be the affine toric variety for T d corresponding to the cone σ ∨ . The semigroup σ ∨ Q d is generated by the elements 1 d α 1 , . . . , 1 d α r . Since these elements form a basis for Q d , the toric variety V d is isomorphic to C r . Moreover, by the arguments in Section 3.1, we have
The fibers of the map π : V → V ad can be calculated using Proposition 3.2. As noted above, the cone σ in V is generated by the v i . The faces of σ correspond to subsets J of {1, . . . , n}, the face τ J being generated by the v j with j ∈ J.
The image consists of the cosets λ + T ad which have nonempty intersection with τ ⊥ J , i.e., those λ + T ad such that if λ = Σa i α i , then for all j ∈ J, we have a j ∈ Z. The cosets of T ad in T have as representatives the minimal dominant weights; these and the corresponding a i are listed in [Hum72, Section 3.13]. From this list we can determine Z(τ ), or equivalently Z(τ ). We state the answer as the next proposition, using the numbering of simple roots from [Hum72] . The statement of this proposition in an earlier version of this paper contained some errors; the correct statement was given by Russell in [Rus12] , to which we refer for the proof.
Proposition 3.6. Let V and V ad be toric varieties associated to a simple Lie algebra as above, and let J be a nonempty subset of {1, . . . , n}. The group Z(J) = Z(τ J ) is given as follows. 
The generalization of the Springer resolution
In this section we construct the variety M, and study its properties. In particular, we show that there is a commutative diagram
where the map µ is proper and an isomorphism over O pr (see Theorem 4.8).
With the interpretation of V ad as u/u ≥4 , since the B-action on u preserves u ≥4 , the variety V ad has a B-action. Under this action, the unipotent radical U acts trivially, and the projection u → V ad is B-equivariant. Consider the maps
where, as in Section 3.2, V is a toric resolution of singularities of V. These maps are T -equivariant, and become B-equivariant if we extend the T -actions on V and V to B-actions by requiring that U act trivially. We define
Consider the following diagram, where the squares are fiber squares:
(4.2)
In this diagram, we have identified V ad × V ad u with u. The maps p 1 , p 1 , and p 1 are projections onto the first factors of the fiber products. Under our identification of V ad × V ad u with u, the map σ : u = V × V ad u → u is simply the projection on the second factor. We write γ = σ • σ : u → u. The fiber products u and u have B-actions coming from the B-actions on each factor, and the maps above are all B-equivariant. Also, σ is proper, and σ is finite, since these properties hold for the maps of toric varieties in (4.1). As algebraic varieties, we have
The reason for defining u and u as fiber products as in (4.2), rather than by the formulas of (4.3), is that the fiber product definition allows us to equip u and u with a B-action.
Extend the Z-action on V to a Z-action on u by z · (w, x) = (zw, x).
Proposition 4.1.
(1) The actions of B and Z on u commute, and u/Z ∼ = u as B-varieties.
(2) R( u) is the integral closure of R(u) in κ( u).
Proof. (1) The actions of B and Z on V and on u commute (since the B-action on V comes from the T -action and Z ⊂ T , and the Z-action on u is trivial). Hence the actions of B and Z on the fiber product u = V × V ad u commute. To see that u/Z ∼ = u as B-varieties, observe that the varieties V, V ad , u and u are all affine, and
This map is an isomorphism: indeed, R(u) is free over R(V ad ), and given a basis
Hence the corresponding map of affine varieties
proving (1).
4.2.
The variety M = Spec R( O pr ). In this subsection, we recall some known facts we will need about M and N . We include some proofs for lack of a reference.
The principal nilpotent orbit O pr is open in N , and its complement has codimension 2. Since N is normal (by [Kos63] ), the restriction map R(N ) → R(O pr ) is an isomorphism. We identify O pr with the homogeneous variety G/G ν by the map
We define O pr to be the homogeneous variety G/G ν 0 , and write ν for the coset 1
The variety O pr is quasi-affine (this is proved in the proof of Theorem 4.1 in [McG89] ). This can be seen as follows (the argument of [McG89] can be simplified since we are only considering the principal orbit). Let V be a representation of G containing a highest weight vector v such that the stabilizer group Z v is trivial. Then the map 
Proof. Because the group B is solvable, it is a special group, so the principal bundle π : G → G/B is locally trivial in the Zariski topology (see [Che58] ). This means we
By the preceding proof, M is locally the product of V and a smooth variety. Since V is not smooth in general, M is not smooth in general. In viewing V ad as a T ad -toric variety, we used the embedding T ad ֒→ V ad which takes 1 to ν. We also denote by 1 the element in V corresponding to the identity in T under T ֒→ V. Then, under ρ : V → V ad , we have ρ(1) = 1, and under σ : u → u, we have σ(1, ν) = ν.
(1) The stabilizer groups B (1,ν) and B ν are equal.
Proof. We have b = tu ∈ B (1,ν) if and only if b · (1, ν) = (t, tuν) = (1, ν). This holds if and only if t = 1 and u ∈ U ν , i.e. b ∈ U ν = B ν . This proves (1) . 
(4.5)
The map φ induces a map ψ : u → B · ν, which is the normalization map. We have
Proof. To show that the map extends, it is enough to show that the image of the pullback map R(M) → R (B ·(1, ν) ) lies in the subring R( u). Consider the commutative diagram Proof. The map µ can be written as a composition:
The first map is finite since it is induced by the normalization map u → B · ν, which is finite. The second map is a closed embedding. The third map is the isomorphism which arises because M is a G-variety, not merely a B-variety; it is given by [g, x] → (gB, g·x). The fourth map is projection to the second factor. Since all of these maps are proper, so is their composition µ. · (1, ν) isomorphically onto the orbit G · ν = O pr . It follows that µ is an isomorphism over O pr . Finally, the fact that the diagram (4.8) commutes follows from the commutativity of the diagram (4.5), and G-equivariance follows from the definitions of the maps. Corollary 4.9. We have isomorphisms
where the first two maps are pullbacks, and the third map is restriction, i.e., pullback via the inclusion i : O pr → M. Since each of these are irreducible varieties, restriction to O pr is injective on regular functions. Thus, i * and η * • i * are injective. By Lemma 4.2, µ * • η * • i * is an isomorphism. It follows that each of the maps i * , η * , and µ * is an isomorphism.
Canonical sheaves and applications
In [McG89] and [Hin91] , the canonical sheaves on orbits and resolutions are used in proving multiplicity formulas and proving that normalizations of orbit closures are Gorenstein with rational singularities. In this section we adapt these arguments to M using our resolution of singularities of M. As observed earlier, the map M → M is not a resolution of singularities, since M is locally a quotient of a smooth variety by a finite group. Therefore, more background (e.g. an extension of the Grauert-Riemenschneider theorem to the orbifold situation) would be required to apply the arguments of [McG89] and [Hin91] to the map M → M. In this paper, we circumvent this problem by making use of the auxiliary variety M, which is smooth, and the composition M → M → M, which is a resolution of singularities.
The contents of the section are as follows. In Section 5.1 we prove a result of Broer [Bro98, Cor. 6.3] that the variety M is Gorenstein with rational singularities (note that Broer's result applies in the setting of covers of arbitrary nilpotent orbits). The proof here is similar to the proof given by Hinich [Hin91] for normalizations of orbit closures; we can use Hinich's argument because we have a resolution of M which also maps to N . We then turn to canonical and dualizing sheaves, and describe the pushforward of the canonical sheaf Ω M on M under the map h = η • η : M → N (see Theorem 5.6), after some preliminary results about these sheaves on toric varieties and on the spaces u and u. Finally, in Section 5.4, we use this description to recover the formula for the G-module decomposition of R( O pr ) from [Gra92] . Note that the formula from [Gra92] is different from the formula that arises from the techniques of this paper; the equivalence of the formulas follows from Proposition 5.8.
5.1.
The Gorenstein property and rational singularities. Given an n-dimensional irreducible smooth variety X, recall that Ω n X denotes the sheaf of top degree differential forms (i.e., differential n-forms) on X. This is the sheaf of sections of n T * X. As in Section 2, since we will only consider forms of top degree, we write T * X = n T * X . We recall our varieties and maps: is an isomorphism, then M is Gorenstein with rational singularities. Since M is an affine variety, to say that (5.1) is an isomorphism amounts to saying that the map
is an isomorphism. This map is injective because the section Ξ is not identically zero. To show that the map H 0 (ϕ) is surjective, suppose τ ∈ H 0 ( M, Ω M ). Since Ξ is nowhere zero on O pr , the quotient τ / Ξ defines an element r of R( O pr ). By Corollary 4.9, the element r is the restriction of an element (also denoted by r) in R( M). Hence τ = r Ξ = H 0 (ϕ)(r), so H 0 (ϕ) is surjective. Hence H 0 (ϕ) is an isomorphism, proving the theorem.
As a consequence of the proof, we obtain the following.
Proof. The map r → r Ξ is the composition of the pullback map R(M) → R( M) with the map (5.2). The pullback map is an isomorphism by Corollary 4.9, and the map (5.2) is an isomorphism by the proof of Theorem 5.1. Hence the map r → r Ξ is an isomorphism; it is G-equivariant because Ξ is G-invariant.
Canonical sheaves and toric varieties.
We recall some facts about toric varieties from [Ful93] . An affine toric variety X(σ) is smooth if and only if σ is generated by part of a basis for P ∨ . A general toric variety X(F) is smooth if and only if this holds for each cone σ in the fan F.
Suppose F ′ is a fan which is a subdivision of F, i.e., F ′ and F have the same support, and every cone in F is a union of cones in F ′ . There is a T -equivariant proper map π : X(F ′ ) → X(F). Given any fan F, one can choose a subdivision F ′ such that X(F ′ ) is smooth, and then π is a resolution of singularities. In this situation, ω X(F ) := π * Ω X(F ′ ) is independent of the subdivision chosen, and R i π * Ω X(F ′ ) = 0 for i > 0 (see [Ful93, Section 4.4] ). On a complete toric variety, ω X(F ) is the dualizing sheaf. For the affine toric variety X(σ), we view ω X(σ) simply as an R(X(σ))-module. By [Ful93, Section 4.4], it can be viewed as the R(X(σ))-submodule of R(T ) spanned by the e µ such that µ is positive on all nonzero vectors in σ.
We now turn to the toric varieties V and V ad . Since these varieties are affine, we can view the sheaves ω V and Ω V ad as (respectively) R(V) and R(V ad )-modules. The toric variety V ad is the vector space u 2 spanned by the E α , where α is simple, and the functions x i = e α i give coordinates on V ad (see Section 3.2). The sheaf Ω V ad is the free R(V ad ) module generated by dx 1 dx 2 · · · dx r , so it is spanned by the elements x a 1 1 · · · x ar r dx 1 dx 2 · · · dx r , where a i ≥ 0. Each of these elements is a T ad -weight vector of weight − (a i + 1)α i = −(ξ + a i α i ). (Recall that x i = e α i has weight −α i ; the differential form dx 1 dx 2 · · · dx r has weight −ξ, where as in Section 2.3, ξ is the sum of the simple roots.) Thus, Ω V ad is isomorphic to the R(V ad )-submodule of R(T ad ), spanned by the e µ , where µ = (a i + 1)α i . We see that as a R(V ad )-module, Ω V ad = R(V ad ) ⊗ C −ξ . Note that the cone σ of V is generated by the elements of the basis {v i } dual to the basis of simple roots, and µ(v i ) = a i + 1. That is, the elements µ are exactly those elements of the lattice Q whose values are positive on any nonzero element of σ, recovering the description of [Ful93, Section 4.4].
We can phrase this in the language of vector bundles. Recall that if V is a vector space, then V X denotes the vector bundle V × X → X. The top exterior power of the cotangent bundle of V ad = u 2 is the bundle T * u 2 = ( u * 2 ) V ad = (C −ξ ) V ad , where the last equality holds since as a representation of T ad , u * 2 = C −ξ . Therefore, as a Tequivariant vector bundle on V ad , T * V ad ∼ = (C −ξ ) V ad . This is a vector bundle which is trivial but not T -equivariantly trivial. The trivializing section has weight −ξ; it corresponds to the differential form dx 1 dx 2 · · · dx r .
Recall that in each coset of P mod Q there is a unique element
Consider the maps
Proposition 5.3. As an R(T ad )-module with T -action,
corresponds to the R(V ad )-module given by the space of global sections of ω V . By [Ful93, Section 4.4] , this space corresponds to the set of e µ for µ ∈ P which are positive on any nonzero element of σ. This means that if µ = b i α i , then each b i > 0. Note that the b i are rational numbers, but not necessarily integers.
Any µ = c i α i in P, with each c i > 0, can be written uniquely as µ = λ C + ν for some λ C , where ν = d i α i and each d i is a nonnegative integer. That is, e µ = e ν · e λ C . We see that ρ * (ω V ), viewed as an R(V ad )-module, is equal to the R(T ad )-submodule of R(T ) given by ⊕R(T ad ) · e λ C , where the sum is over all λ C . Since e λ C is a Tweight vector of weight −λ C , we see that as an R(T ad )-module with T -action, ρ * (ω V ) = ⊕R(V ad ) ⊗ C −λ C , proving the second equality of (5.3).
Since
proving the third equality of (5.3).
To prove (5.4), consider the spectral sequence
Since ρ is a finite map, for any coherent sheaf F on u, we have R i ρ * (F) = 0 for i > 0. By [Ful93] , R i ρ * Ω V = 0 for i > 0. We conclude that for i > 0, we have R i (ρ • ρ) * Ω V = 0, as desired. As above, we let p 1 , p 1 , and p 1 denote the projections of u, u, and u onto V, V, and V ad , respectively. We define ω u = σ * Ω u . In this section we describe σ * ω u = γ * Ω u . The result is analogous to Proposition 5.3; the main issue in the proof is showing that the description obtained is B-equivariant (T -equivariance is clear).
As a variety, u = V × u ≥4 .
(5.5)
Since the tangent bundle u ≥4 is the trivial bundle (u ≥4 ) u ≥4 , we have an identification
of vector bundles on u. Moreover, this identification is T -equivariant, since the decomposition (5.5) is T -equivariant. However, we cannot assert that the identifcation is B-equivariant, since (5.5) is not B-equivariant. Nevertheless, we have the following.
Lemma 5.4. There are B-equivariant exact sequences of vector bundles on u and u, respectively:
Proof. We prove the lemma for the first sequence; the proof for the second is similar. The existence of the first exact sequence follows from the identification (5.6). We must prove that the maps involved are B-equivariant. Since the map
as follows from the T -invariance of (5.6), so it suffices to verify that the
x ′ denote the element x, but viewed as an element of u via our identification of u 2 as a subspace of u. Note that if u ∈ U , while we have ux = x, we may not have ux ′ = x ′ . We have
Let ξ ∈ u ≥4 , and let ξ ( x,q) denote the corresponding element in the fiber ( u ≥4 ) u,( x,q) The map (u ≥4 ) u → T u takes ξ ( x,q) to the vector ξ + ( x,q) in T ( x,q) u. Here ξ + ( x,q) is the tangent vector which, when applied to a test function ϕ, yields
To prove U -equivariance of the map (u ≥4 ) u → T u, it suffices to show that if u ∈ U , then
. This follows from a direct calculation:
This completes the proof.
The analogue of Proposition 5.3 is the following.
Proposition 5.5. As B-equivariant sheaves on u,
Also, for i > 0,
Proof. The first equality of (5.7) follows from the definition of ω u , so we show γ * Ω u = λ R Ω u ⊗C λ R . The exact sequences of Lemma 5.4 imply that as B-equivariant sheaves, Ω u = p * 1 Ω V ⊗ u * ≥4 and Ω u = p * 1 Ω V ad ⊗ u * ≥4 . Therefore, with maps as in (4.2), we have
This proves (5.7). To prove the vanishing result (5.8), it suffices to show that R i γ * p * 1 Ω V = 0 for i > 0. Since γ = σ • σ, and σ is a finite map, it suffices (as in the proof of Proposition 5.3) to show that R i σ * ( p * 1 Ω V ) = 0 for i > 0. In the left fiber square in (4.2), the maps p 1 and p 1 are flat, so R i σ * ( p * 1 Ω V ) ∼ = p * 1 R i ρ * (Ω V ). As noted above, R i ρ * (Ω V ) = 0 for i > 0 by [Ful93] ; (5.8) follows. 
Recall our commutative diagram
Proof. By definition, M = G × B u, M = G × B u and N = G × B u. Let π, π and π, respectively, denote the projections of these spaces to G/B. By Lemma 2.3, we have
The map h is I G B γ, where γ = σ • σ : u → u. By the compatibility of I G B with direct image, the right hand side is I G B (γ * Ω u ) ⊗ π * Ω G/B . By Proposition 5.5 and Lemma 2.3, this equals
Since N is isomorphic to the cotangent bundle of G/B, it has a G-invariant holomorphic symplectic form, whose top exterior power is a G-invariant nowhere vanishing section of Ω N . Hence, as G-equivariant sheaves, Ω N ∼ = O N . This proves the first equation of the corollary. Similarly, arguing as in (5.9), we have
. For i > 0, R i γ * Ω u = 0 by Proposition 5.5, so R i h * Ω M = 0, as desired.
Multiplicity formulas.
The main result of this section is a proof of a formula from [Gra92] for the G-module decomposition of R(M) = R( O pr ). The argument here is adapted from the argument given in [McG89] , where a formula is given for the ring of functions on an arbitrary nilpotent orbit. This proof, which is different from the argument in [Gra92] , is possible because we have a resolution of M which also maps to N . The formula arising from the arguments of this paper is given in terms of the weights λ R , while the formula in [Gra92] is in terms of the weights λ dom . The fact that the two formulas are equivalent follows from Proposition 5.8, which shows that the weights λ dom and λ R (belonging to the same coset of P mod Q) are conjugate by the Weyl group W .
By definition, for any weight µ ∈ P, Ind G T (C µ ) is the space of global sections of the vector bundle G × T C µ → G/T on the affine variety G/T . As a representation of G, Ind G T (C µ ) is a direct sum of finite dimensional irreducible representations of G. By Frobenius reciprocity, the multiplicity of an irreducible representation V in Ind G T (C µ ) equals the dimension of the µ-weight space of V . Since W -conjugate weights occur with the same multiplicity in V (see [Hum72] ), as representations of G, Ind G T (C µ ) = Ind G T (C wµ ) for any w ∈ W . Recall that in each coset of P mod Q we have defined elements λ R and λ dom . For the identity coset Q, λ R = λ dom = 0 (the convention of [Gra92] was that λ = 0 was not considered as a weight of the form λ dom , but listed separately).
Theorem 5.7. As G-modules,
Proof. The idea of the proof is to use the fact (see [McG89, Lemma 2.1]) that as a G-module, for any weight µ, we have
where π : N → G/B is the projection, and χ( N , F) = (−1) i H i ( N , F) denotes the Euler characteristic. To apply this fact, we will express R(M) in terms of global sections on N , and then use cohomology vanishing to identify the space of global sections with the Euler characteristic.
The argument is as follows. By Corollary 5.2, R(M) ∼ = H 0 ( M, Ω M ). Consider the composition
The variety N is affine, and for any i, the sheaf
where the last equality follows from Theorem 5.6. Since N is affine, this sheaf corre-
In light of the equality (5.10), to complete the proof, it suffices to show that for i > 0,
There is a spectral sequence
Since η is a finite map, the higher direct images R i η * vanish. Since the map µ is proper and birational, the Grauert-Riemenschneider theorem implies that R j µ * (Ω M ) = 0 for j > 0. We conclude that for i > 0,
By Theorem 5.6, R j h * Ω M = 0 for j > 0. Hence, for i > 0, (R i µ * )h * (Ω M ) = 0. Since N is affine, the sheaf (R i µ * )h * (Ω M ) corresponds to the R(N )-module H i ( N , h * (Ω M )). Also, by Theorem 5.6, h * Ω M = ⊕ λ R π * L λ R . We conclude that for all λ R and for all i > 0, we have H i ( N , π * L λ R ) = 0. This completes the proof.
Observe that the proof of Theorem 5.7 yielded the fact that for any λ R and any i > 0, we have
Since we have chosen our Borel subalgebra to correspond to positive weight spaces (which is the opposite of the convention of [Gra92] ), general principles would suggest a vanishing theorem corresponding to negative weights. The equation above shows that the vanishing also holds for weights which are slightly nonnegative. In fact, more is true: one can show using a vanishing theorem of Hesselink (see [Hes76] ) that this vanishing holds for any W -conjugate of λ dom (see [Gra92, Theorem 1.3] ).
The equivalence of Theorem 5.7 with the multiplicity result of [Gra92] is a consequence of the following proposition.
Proposition 5.8. The weights λ dom and λ R (in a fixed coset of P mod Q) are Wconjugate.
Proof. This can be proved by explicit calculation. For example, consider type A n−1 = sl n . In this case, t can be identified as the subspace of C n defined by the equation x 1 + · · · + x n = 0; the inner product ((x 1 , . . . , x n ), (y 1 , . . . , y n )) =
x i y i gives an identification t ≃ t * . We take as simple roots α i = ǫ i −ǫ i+1 . The fundamental dominant weights λ 1 , . . . , λ n−1 are all minuscule; in coordinates,
where the first i entries are equal to n − i. Suppose λ dom = λ i , and write
Then each c k satisfies nc k ≡ −i (mod n), and c k = 0. The conditions 0 ≤ a k < 1 imply that −n < nc k < n for all k; therefore each nc k is either −i or n − i. The condition c k = 0 implies that exactly i of the nc k must equal n − i. It follows that the coordinates (c 1 , . . . , c n ) are a permutation of 1 n (n − i, . . . , n − i, −i, . . . , −i), so λ R is W -conjugate to λ dom . This proves the result for A n−1 ; proofs for the other classical groups are similar but easier.
The exceptional groups with nonzero minimal dominant weights are types E 6 and E 7 . For E 6 , using the notation of [Hum72] , the only minuscule weight is λ 1 = 1 3 (4α 1 + 3α 2 + 5α 3 + 6α 4 + 4α 5 + 2α 6 ).
Let λ dom = λ 1 ; then
If the inner product (µ, α i ) is 1, then the corresponding simple reflection s i takes µ to µ − α i . Using this fact repeatedly, we see that w = s 4 s 5 s 2 s 4 s 3 s 1 takes λ dom to λ R . The proof for E 7 is similar.
Using this, we recover the multiplicity formula of [Gra92] .
Corollary 5.9. As G-modules,
Proof. If λ R and λ dom are in the same coset of P mod Q, then they are W -conjugate by Proposition 5.8, so Ind G T (C λ R ) = Ind G T (C λ dom ).
Nonnormality of a B-orbit closure
The methods of this paper, together with a result of [Gra92] , allow us to show that the variety M differs from N in that the subvariety B · ν of M is not normal in general. In contrast, B · ν = u is isomorphic to affine space, so it is a normal subvariety of N .
By Proposition 4.7, there is a map φ : u → M which yields a map ψ : u → B · ν; the map ψ is the normalization map. Via pullback by ψ, we can identify R(B · ν) with a subring of R( u). The two rings are equal if and only if B · ν is normal. We will describe R(B · ν) as a subring of R( u), and thus determine when B · ν is normal. In particular, if g is simple, this occurs only when g is of type A 1 or A 2 .
As a variety, u = V × u ≥4 , so we have an identification R( u) = R(V) ⊗ R(u ≥4 ). The ring R(V ad ) is the subring of R(T ) generated by the e α as α runs over the simple roots. The ring R(V) is the subring of R(T ) generated by the e λ R and R(V ad ). Let S be the subring of R(V) which is generated by the e λ dom and R(V ad ). The main result of this section is the following. Theorem 6.1. With notation as above, Suppose V is minuscule with highest weight λ = λ dom . Each weight of V occurs with multiplicity 1; choose a basis {v µ } of V , where v µ lies in the µ-weight space of V . Let w 0 be the longest element of the Weyl group W . We claim the following. The weight vector v w 0 λ maps to a multiple of the function e −w 0 λ = e −w 0 λ ⊗ 1 ∈ R( u) (which is a weight vector of weight w 0 λ); if µ = w 0 λ, v µ maps to 0 in R( u). The theorem is a consequence of the claim and the preceding discussion, noting that −w 0 λ is itself a minimal dominant weight. Corollary 6.2. B · ν is normal if and only if for all minimal dominant weights λ dom , when λ dom is expressed as a sum of simple roots, each coefficient is less than 1. In particular, if G is simple, B · ν is normal if and only if G is of type A 1 or A 2 .
Proof. By Theorem 6.1, B · ν is normal if and only if in each coset of P mod Q, we have λ dom = λ R , which occurs exactly when the expression for λ dom as a sum of simple roots has each coefficient less than 1. For simple G, this only occurs when G is of type A 1 or A 2 , as can be seen from the expressions for the minimal dominant weights in terms of simple roots given in [Hum72] (see Exercise 13 of Section 13.4, and Table 1 of Section 13.2).
Other nilpotent orbits
In this section we extend the construction of M to covers of other nilpotent orbits besides the principal nilpotent orbit. However, because we cannot apply the theory of toric varieties, the picture that is obtained is less complete than in the case of the principal orbit.
The construction in the proof of Theorem 4.1 of [McG89] , discussed in the introduction, is related to the construction here, but it is somewhat different. In [McG89] , the variety V is the closure of a P -orbit in a representation of G, and the map takes G × P V to the closure of the G-orbit in the representation. Here, the variety V is different; the construction in this paper of V is modeled on the construction of u given in previous sections, and the map is to M O = Spec R( O) (which is the normalization of the closure of the G-orbit considered in [McG89] ). The meaning of the notation in this section is somewhat different than in other sections because we are dealing with arbitrary nilpotent orbits. We let ν denote any nonzero nilpotent element of g. As in Section 2.3, choose a standard sl 2 -triple {h, e, f } such that e = ν is the nilpositive element. Write g i for the i-eigenspace of ad h on g; then g = ⊕g i . Let l = g 0 , u P = g ≥1 , and p = l + u P ; let L, U P , and P denote the corresponding subgroups of G. Then P is a parabolic subgroup of G with Levi factor L. Let V = g ≥2 ⊆ u P . If ν an even nilpotent element (that is, if g i = 0 for i odd), as in the case when ν is principal, then V = u P . By [BV85, Prop. 2.4], we have G ν = P v = L ν U ν . The group L ν is reductive; it is the centralizer in G of the Lie subalgebra generated by the standard triple. Since U ν is a unipotent group, it is connected. Write C ν for the component group We will abuse notation and write 1 for the image of the identity coset 1 · L/L ν 0 in V. We now define a variety V which is analogous to the variety u defined when we studied the principal nilpotent orbit. Recall that V = g ≥2 . We can identify V ad = g 2 ∼ = V /g ≥3 ; with this identification, V ad has an action of P , where the subgroup U P acts trivially. We extend the L-action on V to a P -action by requiring that U P act trivially; then the map V → V ad is P -equivariant. The projection V → V ad is P -equivariant. We define
Because both factors in the fiber product have P -actions, and the maps are P -equivariant, the variety V has a P -action. We have P (1,ν) = P ν = P ν 0 . Since the orbit P · ν is open in V , the orbit P · (1, ν) ∼ = P · ν is open in V . The analogue of Proposition 4.7 holds in this setting. Moreover, the resulting map ψ : V → P · ν is the normalization map. We have ψ −1 (P · ν) = P · (1, ν), and ψ restricts to an isomorphism P · (1, ν) → P · ν.
The proof is essentially the same as the proof of Proposition 4.7; we omit the details.
There is a G-equivariant map µ : M O → M O defined by µ([g, ξ]) = g · φ(ξ). Using Proposition 7.2, we obtain the analogue of Theorem 4.8 for an arbitrary nilpotent orbit. The horizontal maps in this diagram are quotients by C ν .
We omit the proof, which is similar to the proof of Theorem 4.8.
The variety M O is normal, but for a general nilpotent orbit we do not know much else about it, since we do not know much about the variety V. However, V can be viewed as a partial compactification of the homogeneous variety L/L ν 0 , and perhaps the Luna-Vust theory of such compactifications can be applied to obtain more information.
