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Abstract--In ttus paper we present the basic theory for a class of Volterra dlfferentlal-Integral equations 
of convolution type m Banach spaces We show that existence of a resolvent operator for such an 
equation is eqmvalent to Its wellposedness, and we obtam a Hllle-Yoslda type theorem Unfortunately, 
ttus result IS not easy to apply and therefore It 1s Important to have perturbation theorems avallable We 
present a result of this type whtch also contams an existence theorem, and show by means of several 
examples that lt cannot be= Improved 
1 INTRODUCTION 
Let X be a Banach space and consider the mltlal value problem 
u’(t) = Au(t) + I ‘B(t - s)u(s) ds + f(t), 0 
(1) 
u(0) = UO 
where A 1s a closed linear densely defined operator m X, {B(t)},,, a family of closed linear 
operators m X with domains D@(t)) > D(A), f R, -+ X continuous and ~0 E X 
Recall that u [0, a] + X 1s called a sofutzon of (1) if u 1s continuously dlfferentlable on 
J = [0, a], u(t) E D(A), Au(t) 1s contmuous and (1) holds on J 
Existence of solutions for (1) and wellposedness have been studied by numerous authors 
under vanous hypotheses concerning A and B(t) Of interest for us are the papers of Chen and 
Gnmmer[ 11, Desch er al [5], Gnmmer and Kappel[8], Gnmmer and Pntchard[9], Gnmmer 
and Schappacher[ lo], Mlller[ 131, Miller and Wheeler[ 141, Da Prato and Ianelh[4], Tsuruta[ 161 
for the autonomous case and those of Chen and Gnmmer[2], Fnedman and Shmbrot[6], Gnm- 
mer[7] and Pruss[ 151 for the nonautonomous equations 
Most of the mentioned authors obtained wellposedness of (1) by proving the existence of 
a resolvenr operator for (l), 1 e a family of strongly continuous bounded lmear operators 
{S(f)},g0 m X which satisfy S(0) = I (identity) and the resolvent equanons 
S’(r) = AS(t) + - s)S(s) d.s 
and 
S’(t) = S(r)A + 
I 
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m the sense specified m Defmltlon 1 below It can be shown that under quite general hypotheses 
on B(t) there IS at most one resolvent operator for (l), see Theorem 1 below If (1) admits 
one, then any solution of (1) 1s represented by the varlatlon of parameters formula 
u(t) = S(t)&) + r rstt - s)f(s) d.s, 
JO 
and from this formula wellposedness of (1) can be derived 
However, quite few papers deal with the converse problem, I e for which classes ot 
operators A and B does wellposedness of (1) Imply existence of resolvent operators and which 
1s the “nght” definrtlon of wellposedness In case A 1s a generator of a C,-semigroup, B(t)x 
1s of class C’ for all x E D(A) and B(r)D(A*) C D(A) holds this questron has been answered 
affirmatively by Mdler[ 131 Using an entirely different approach, Grimmer and Schappacher[ lo] 
generalized Miller’s result conslderably However, they still had to Impose some unnecessary 
hypotheses on A and B(t) 
In fact, assuming condltlon (H,,) Introduced below only, It turns out that existence of a 
resolvent operator is equivalent to wellposedness of the homogenous version of (1) This result 
1s quite slmllar to that for differential equations z’ = AZ as presented m Krem[ 121 In Sectlon 
2 this result will be proved, as well as some elementary properties of Equation (1) which are 
Included for completeness although some parts are already known Sectlons 3 and 4 deal with 
the Laplace transform theory for ( 1) The central result 1s Theorem 8, which gives necessary 
and sufficient condltlons for existence of a resolvent operator m terms of the Laplace transform 
of (I), more precisely m terms of (A - A - d(1))- where B(i) = J,I B(t)e-“’ dt denotes the 
Laplace transform of B Theorem 8 reduces to the Hdle-Yoslda Theorem for C,-semlgroups 
m case B(t) = 0 and has been proved previously for the special case B(t) = b(t)A by DaPrato 
and Ianelh[4] Although Theorem 8 IS by no means as easy to apply as m the semigroup case 
It 1s of great theoretical importance m the theory of Volterra equations 
As an apphcatlon of these methods, we show m Sectlon 3 that A can be recovered from 
the resolvent operator s(t) as A = S’(O), the strong denvatrve of s(t) at r = 0, and that S(t) 
commutes with A if and only if B(t) commutes with (1 - A)-’ for some A E C 
The first existence result for (1) m the general setting IS due to Mlller[ 131 and treats the 
case of A generating a C,-semlgroup and B(t) = b(t)A with b E C’(R,) scalar This result 
has numerous generalizations The most recent due to Desch er al [5] relaxes the hypotheses 
on B(r) to “B(t)x E W,‘&K+) for all x E D(A)” However, this does not include Crandall 
and Nohel’s b E BV[u, b], cp [3] In Sectlon 5 we show that “A generating a Co-semlgroup 
and B(t)x of strong bounded vanatlon for all x E D(A)” IS sufficient for existence of a resolvent 
operator This result 1s almost best possible since we also give examples for nonexistence with 
B(t)x “almost” of bounded vanatlon 
From the results m Section 3 it follows that wellposedness of (1) implies 
(13. E R J > w} C p(A), the resolvent set of A, and I(1 - A)-‘\ = 0(‘/3) as E + CD, I e A 
1s almost the generator of Co-semigroup Our last example m Section 6 exhibits A and B(t) 
such that (1) 1s wellposed but A does not generate aC,-semigroup In other words, an lllposed 
problem U’ = Au can become wellposed when a convolution term B * u IS mtroduced This 
example underlmes the Importance of the Hllle-Yoslda type result Theorem 8 and shows that 
It 1s not always possible to solve (1) by perturbation methods 
2 RESOLVENT OPERATORS AND WELLPOSEDNESS 
Throughout his paper let A be closed linear densely defined m X and let the family 
{B(t)},,, of closed lmear operators atisfy (H,) D@(t)) > D(A) for all f 2 0, the fincr~ons 
B(t)x are strongly measurable for x E D(A) and here 1s b E L&(R+) such that lB(t)xl 5 
b(t)(lxl + I~xI>for all x E D(A), a a t 2 0 For convenience let us mtroduce Banach space 
Y = D(A) endowed with the graph norm of A, 1 e IxlY = 1x1 + [AxI for x E D(A) 
DEFINITION 1 
A family of bounded hear operators {S(t)},,” IS called a resolvent operator for (1) If 
(Sl) For all x E X, S(t)x 1s continuous on R,, S(0) = I (identity) 
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(S2) S(t)D(A) C D(A) for all t 2 0, for x E D(A), AS(t)x IS continuous and S(t)x is contm- 
uously dlfferentlable on W, 
(S3) For all x E D(A) and t 2 0 the resolvent equations hold 
S’(t)x = AS(t)x + 
i 
‘B(t - s)S(s)x ds 
II 
S’(t)x = S(t)AX + S(t - s)B(s)x ds 
(2) 
(3) 
We first note that there can be at most one resolvent operator 
THEOREM 1 
There IS at most one resolvent operator for (1) 
Proof Suppose s,(t) and S?(t) are resolvent operators for (1) and let x E D(A) Then (2) 
and (3) unply 
S,(t)x - &(t)x = $ &C* - s)S,(s)x} ds
= 
i 
‘{S,(t - s)SI(s)x - s;(t - s)S,(s)x} ds 
= 1’15;(1 - s) j-; B s - r)S,(r)x dr ds 
- S,(t - s - r)B(r)S,(s)x dr ds 
= S,(t - s)B(s - r)S,(r)x ds dr 
S,(t - r)B(r - s)S,(s)x dr ds 
= 0, 
since S,(t - s)B(s - r)S(r)x IS measurable and summable by Hypotheses (Ho) and so Fubml’s 
Theorem applies Therefore S,(t)x = S,(t)x for all t L 0 and x E D(A), and since D(A) IS 
dense and s,(t), S?(t) are bounded we obtain S,(t) = S,(t) vd 
Another immediate consequence of the existence of a resolvent operator 1s the vanatlon 
of parameters formula (4) 
THEOREM 2 
Suppose (1) admzts a resolvent operator S(t), let u. E X and f E C(J, X), where J = 
[0, a] Then, zfu(t) 1s a solution of (1) on .I we have 
u(t) = S(t)u, + ’ S(t - s)f(s) ds for all t E .I (4) 
Proof Smce u(t) IS a solution, (1) and (3) yield 
u(t) - S(t)u, - I ’ S(t - s)f(s) ds = I[ ; ; (S(t - SMS)) - w - s)f(s) 1 ds 0r ‘S(t - s) r s ’ 3 B(s - r)u(r) dr ds - 1r ‘--sS(t - s - r)B(r)u(s) dr ds 
Jo Jo 
= S(t - s)B(s - 
Jo Jo 
r)u(r) ds dr - s(t - r)B(r - s)u(s) dr ds 
=o 
since Fubml’s Theorem applies qed 
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From Theorem 2 it follows that the solutions of the mhomogeneous equations are umque 
Moreover, if K~,, ---, u. and f, --, f m L’(J, X), the solutions u of (1) wnh u. and f replaced 
by uon and f,, converge to u umformly on J However, the function u(t) defined by (4) ~111 m 
general not be a solution of (1) Nevertheless we shall call u(t) the mdd solunon of (I) As a 
Corollary we obtam 
COROLLARY 1 
Suppose (1) admtts a resolvent operator Then Equation (1) IS wellposed zn the mdd sense 
We next deal with the question, for which data u. and f the mild solution 1s actually a 
solution of (1) Obviously, u. has to be m D(A) In analogy to the semlgroup case B(t) = 0, 
there are two classes of mhomogemtxes f for whrch the answer IS affirmative, namely f E C(J, 
X) n L’(J, Y) and f E W’ ‘(J, X) The latter means that f(t) is absolutely contmuous and 
dlfferentlable a e on J with f’ E L’(J, X) and f(t) = f(0) + Jt, f’(s) ds 
THEOREM 3 
Suppose S(t) 1s a resolvent operatorfor (1) Let u. E D(A) and f E C(.I, X) fl L’(J, Y) 
or f E W’ ‘(J, X) Then u(t) defined by (4) IS the solutron of (1) 
Thus result IS taken from Desch et al [5] To prove Theorem 3 we shall take advantage 
of the followmg Lemma which 1s interesting for itself 
LEMMA 1 
Let S(t) be a resolvent operatorfor (1) and let U(t) = 
I 
k(s) dsfor t 2 0 Then U(t)X C D(A) 
for all t 2 0 and AU(t)x IS contznuous for all x E X andot 2 0 
Proof Let x E D(A) integration of the first resolvent Equation (2) yields 
AU(t)x = S(t)x - x - 
I 
’ B(t - s>U(s)x ds 
0 
If we let 4(t) = IU(t)x(, then by (Ho) we obtam 
WI 5 C(a) + I ’ b(t - s)$J(s) d.s for 0 ItSa, 0 
where C(a) = (1 + (1 + a) suprrs IS(t)()lxl Therefore, 
IAU(t)x( 4 4(t) 5 1 + ( l r(s) ds)C(a) for t 5 a, 
where r(t) denotes the resolvent kernel of 6, 1 e r = b + b * r This shows that AU(t) has 
a bounded extension to all of X and smce A IS closed we obtam U(t)X C D(A) for all t 2 0 
Strong contmmty follows smce AU(t)x IS contmuous for all x m the dense set D(A) qed 
Proof of Theorem 3 Smce s(t)u, IS a solution of the homogenous version of (1) m case 
u. E D(A) we may assume u. = 0 m the sequel 
(1) Let f E C’(J, Y) first Then by property (S2) the function I0 AS(t - s)f(s) ds IS well- 
defined and continuous on J Smce A IS closed this ImplIes u(t) E D(A) and Au(t) contmuous 
on J The same type of argument yields u E C’(J, X) and from the first resolvent equation 
we obtain 
u’ - Au - B*u-f= S’(t - s) - AS(t - s) 
I 
,--I 
- B(t - s - r)S(r) dr f(s) ds = 0, 
0 
ie uisasolutlonof(1) 
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(11) Let f E C’(J, Y) again Then we obtain the following estimates for the solution u(t) 
MOY + l4x 5 CMox + IfI, v) (5) 
and 
I40 Y + l~‘Io,x 5 Wlox + If’11 XI (6) 
For the proof of (5) we only note that S(t) 1s uniformly bounded as a linear operator from Y 
to Y, by (S2) and the umform boundedness prmclple The second inequality (6) follows from 
Lemma 1 and the identity 
u(t) = ’ S(t - s)f(s) ds = U(t)f(O) + U(t - s)f’(s) ds 
(m) The assertion of Theorem 3 now follows easily Given f E C(J, X) II L’(J, Y) or 
f E W’ ‘(J, X) we choose a sequence (f,) C C’(J, Y) such that f, + f m C(J, X) and f, + f 
m L’(J, Y) m the first case or fi + f’ m L’(J, X) m the second case Then U, = S * f. are 
solutions of (1) by step (1) of this proof, and by mequahtles (5) or (6) we obtam u,, + u, 
U; * u’, Au, + Au m C(J, X) by closedness of dlfferentlatlon and of A Finally, since each 
U, 1s a solution of (1) with f replaced by fn, u satlslfed (1) qed 
Let us prove the following useful result 
COROLLARY 2 
Suppose S(t) IS a resolven? operator for ( l), and let f E C(J, X) and u. = 0 
Then u(t) = .& S(t - s)f(s) ds IS a solutton of (1) lf and only tf u(t) IS conttnuously 
dlfferentlable, or rf and only d u E C(J, Y) 
Proof Assume without loss of generality f(0) = 0 Consider C”-functions p,(t) such that 
p,(r) 2 0, p,(t) = 0 for f Sr E and J-g p,(t) dt = 1 Define approxlmatlons f, E C’(J, X) by 
means of 
f&) = @E * f)(t) = I ’ PC0 - s)f(s) ds 0 
Then 
U6 = s * f, = s * pE * f = pc * s * f = pc * u 
is a solution of (l), we have u,’ = Au, + B * u, + f, on J As E + 0 we obtam u, --f u m 
C’( J, X) since u E C’( J, X) by assumption, and f, + f m C(J, X) 
let 4(t) = lu,(t) - us(t)jy Then with 
To show that Au, converges, 
C(G v) = I% - %Iox + I4 - d/lox + Ifc - f$lO.x 
we obtain 
440 5 C(E, VI + 
and therefore 
where r(t) denotes the resolvent kernel of b(t) agam In view of C(E, II) --, 0 as E, 17 -+ 0 this 
194 R GRIMMER and J PRUSS 
shows that Au, + v in C(J, X), hence u(t) E D(A), v(t) = Au(t) smce A 1s closed Obviously 
u is a solution of (1) The remaining assertion is proved similarly qed 
We are now m position to establish our mam result of this section, namely the equivalence 
of existence of a resolvent operator for (1) and wellposedness of the homogenous equation 
u’(r) = Au(t) + 
I 
’ B(t - s)u(s) ds (7) 
0 
m the sense of Krem, cp [ 121 
DEFINITION 2 
Equation (7) is called wellposed if for every x E D(A) there 1s a unique solution u(t, r) 
of (7) on R, with ~((0, x) = x, and (x,) C D(A), x, --f 0 imply u(t, x,,) --j 0 uniformly on 
bounded intervals 
Obviously, existence of a resolvent operator S(r) for (1) lmphes that (8) 1s wellposed But 
the converse also holds 
THEOREM 4 
Equanon (1) admus a resolvent operator S(t) If and only of (7) zs wellposed 
Proof Let (7) be wellposed and let u(t, x) denote the solution of (7) with mltlal value 
~(0, x) = x E D(A) Then the resolvent operator S(t) for (1) has to be defined according to 
S(t)x = u(t, x) for all x E D(A), t 5 0 (8) 
It 1s then obvious that S(0) = I and that (S2) as well as the first resolvent Equation (2) hold 
To prove (Sl), let us show that S(t) IS bounded uniformly on J = [0, a], where a > 0 
IS arbitrary This IS the standard argument from semlgroup theory, cp Krem[l2] Assume on 
the contrary, there IS (y,) C D(A), lynl = 1 and (t,) C J such that IS(t,>y,,I 2 n Then x,, = 
y,/n ---, 0 hence t 5 (S(t,)x,\ + 0 since (7) IS wellposed and (t,) is bounded, a contradIction 
Therefore, S(t) has a umque bounded extension to all of X, since D(A) 1s dense m X, and S(t)x 
1s contmuous on R, for all x E X This shows that (Sl) holds To prove that the second 
resolvent Equation (3) holds, consider 
f(t) = -(Ax + lB(r)xdr) with x E D(A) 
Since f belongs to W’ ‘(1, X), Theorem 3 shows that 
u(t) = S(t)x - 
IS a solution of (1) with u(O) = u. = x On the other hand, v(t) = x obviously IS a solution 
of (l), too, and so by uniqueness we obtam 
x = v(t) = u(f) = S(t)x - B(r)x dr ds 
for all t 2 0, x E D(A) But this IS the integrated second resolvent equation, hence dlfferen- 
tlatlon yields (3) qed 
3 LAPLACE TRANSFORM OF RESOLVENT OPERATORS 
In order to have Laplace transform theory available tor the study of ( I ) we have to impose 
a growth restnctlon on the function b(t) from (I-I,,) 
(l-i,) There LT /I E R such that b(t) e-/j’ E L’(W+) 
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This means that b(t) has absolutely convergent Laplace transform 6(A) = & e-“b(t) dt for 
Re i L p and therefore B(t)x admits an absolutely convergent transform, too 
6(1)x = r e-nrB(t)x dt, x E D(A), Re n 2 /? (8) 
One would expect that m case (1) has a resolvent operator s(t) and (If,) IS vahd, S(r) IS also 
growing at most exponentially However, we are not able to prove this and so our analysis m 
this sectlon 1s constrained to resolvent operators S(r) which satisfy the growth condltlon 
(S4) There are constunts M 2 1 and o. E R such that IS(t)1 5 Me”+‘for all t 2 0 
If 64) 1s valid then S(t)x has a Laplace transform for all x E X and Re 3. > w. In this case 
we obtam for x E D(A) 
S’(i)x = lim I 
N 
emfl S’(t)x dt = hm e-& S(t)x - x + ij(A)x, 
N--r= 0 N-r 
hence 
s’(%)x = -x + lY?(%)x for Re 1. > wo, (9) 
1 e S’(t)x admits a Laplace transform, too By the proof of Lemma 1 It 1s clear that AU(r) 
also grows at most exponentially, say 
/AU(t)1 5 M,e”‘I’ for all t 2 0 (10) 
and so AU(t)x as well as AS(t)x for x E D(A) have a transform for Re i, > o,, and A$(& = 
,@/)x by closedness of A Therefore, the resolvent equations (2) and (3) and Fubml’s Theorem 
imply the relations 
(E - A - &?))S(n)x = &%)(I - A - &n))x = x (11) 
for all x E D(A) and Re / > w = max (j?, wo, w,) 
Thus, the operators i - A - B(%) have dense ranges and are bounded from below 
Moreover, since As(%) = iAo(i) 1s a bounded linear operator for Re 1, > w we have s(A)X C 
D(A) and so (11) implies that E. - A - &A) is closed with domam D(A) as well as 
$(E.) = (3 - A - h(A))-’ for ke I. > o (12) 
Fmally, estimating the derlvatlves of S(A)x, 
(- r)“e-A’S(t)x dr, 
we obtain condltlons necessary for existence of resolvent operators 
THEOREM 5 
Let (Ho), (H,) hold and suppose S(t) 1s a resolvent operator for (1) samfymg (S4) Then 
there are w > p and M L 1 such that i - A - 8(i) IS closed with domam D(A) and mvertlble 
for all Re i > w and satu-jies 
$(-l)+, -A - B(i))-’ I M(Re i _ o)-‘“+l) (13) 
for all n E N, 
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Notice that for B(t) = 0 this result is precisely the necessity part of the celebrated Hllle- 
Yoslda Theorem for linear C,-semlgroups Sufficiency of these condmons ~111 be examined 
m the next sectlon Some important consequences of Theorem 5 are summarized m 
COROLLARY 3 
Let (HO>, Vf,) hold and suppose s(t) ts a resolvent operator for ( 1) satzs~wtg (S4) 
(1) A@) IS bounded and B(A)$(,l) + 0 as E 3 = 
Then 
(II) p(A) 3 {A E R}A > 02} and ((1 - A)-‘1 i O(‘/E.) as / + = 
(111) A”(1 - A)-% + x as E + J; for all x E X, n E N In parfztufar, D(A”) 1s dense 
zn Xfor each n E N 
(IV) G(J)x + x as 1 + 02 for all x E X 
Proof First notlce that 
18(,4)x] I &~)(lxl + /AxI) for all x E D(A), A 2 p 
Therefore (11) and Theorem 5 Imply 
IA&)l 5 (1 - &>)-‘(1 + M + (M&A) + o)(A - o)-‘) I M, 
for 13 sufficiently large, since 6(A) -+ 0 as E, + m, hence 
To prove (11) notice that 
I-A=i - A - i(n) + i(n) = (I + &.)&))(i - A - k(E)), 
and so I - A IS invertible for 1 sufficiently large and 
\(A - A)-‘1 5 IS(n)(((Z + h(L)s(L))-‘l 5 2M(A - co)-’ as A ---, 5~ 
Since &I - A)-’ 1s bounded as A --, m andA(,I - A)-‘x - x = (A - A)-‘Ax -+ 0 as n -_, x 
for each x E D(A), an apphcation of the Banach-Stemhaus Theorem yields E(I - A)-‘x + x 
as 1 -+ * for all x E X The relation 
An+‘(A - A)-(“+‘) = nn(A - A)-” + i”(,j - A)-“(;(,’ - A)-’ - f) 
implies the remaining part of (111) by mductlon 
Fmally, A.!?(& - A(A - A)-‘x = A(2 - A)-‘&~)~(l,)x* 0 as 1 + x and so (IV) 
follows from (I), (11) and (111) qed 
Parts (u) and (111) show that m case (7) IS wellposed, A 1s close to a generator of a C,- 
semigroup We shall show (Section 5) that A IS such a generator If addltlonally B(t)x IS of 
bounded vanatlon for each n E D(A) However, we shall also give an example (Sectlon 6) of 
a wellposed problem (71 such that A IS not a generator of a C,-semigroup 
The properties of s(A) can be used to recover A from the resolvent 
THEOREM 6 
Let (H,), (H,) hold and suppose s(t) IS a resolvent operator for ( I) satzsjjwzg (S4) 
Then D(A) = {x E X hm,, h-‘(S(h)x - x) emsts} and Ax = hm,,,, h-‘(S(h)x - x) 
for all x E D(A) 
Proof From the first resolvent Equation (2) we know already that the second assertion IS 
true Therefore It remams to show that 
D(C) = {x E X Cx = Ilm h-‘(S(h)x - x) exists} C D(A) 
h-0 
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So let x E D(C) be given, then 
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f(E) = )23(1)x - A - Cx = i2 x e-"(S(t)x - x - t Cx) dt 
for all E > o Since x E D(C), given '1 > 0 there IS r > 0 such that 
lS(f)X - x - I Cxl 5 f,u for all f 5 E 
This implies 
If())1 4 12 J: e-“IS(t)x - x - t Cxl dt -t- i” l7 e-“‘(jS(t)xl + 1x1 + tlCxl) dt 
1 
x 
I i.’ ye t e-“’ dt + E2M2 e-” ear dt 
for some constants M2 2 1 and a > 0 Hence 
If(i)1 % q + i2Mz(i - a)-‘e-“-“I’ 5 2~ for 1 2 A(q), 
and so f(n) 4 0 as i ---, 30 or E.(%$(l)x - X) + Cx 
Let X, = i!s(l)x, then X, -+ x by Corollary 3 and smce 
1(x, - x) = E(A&)x + &1)&%)x = Ax, + &%)x, 
1s bounded, Ax, 1s bounded as 3 + ~0 and therefore 8(1)x, + 0 This implies Ax, + Cx as 
/ + cc hence x E D(A) and Ax = CX since A 1s closed The proof 1s complete qed 
THEOREM 7 
Let (Ho), (H,) hold and suppose s(t) 1s a resoluent operator for (1) satzsfymg 64) 
Then A commutes with S(t) for all t L 0 lfand only rfthere up E p(A) such that (p - A)-’ 
commutes wzth B(t) for a a t 2 0 
Proof Let p E p(A), the assertion follows from the chain of equivalences 
AS(t)x = S(t)Ax for all x E D(A), t 2 0 
lff 01 - A)-‘S(t) = s(t)@ - A)-’ for all t 1 0 
lff o( - A)-‘&.) = s(i)@ - A)-’ for all Re / > o 
lff @ - A)-‘&3,)x = &I.)@ - A)-] for all x E D(A), Re / 2 p 
lff o( - A)-‘B(t)x = B(r)@ - A)-5 for all x E D(A), t 2 0 qed 
4 THE HILLE-YOSIDA THEOREM FOR VOLTERRA EQUATIONS 
In Theorem 5 we have seen that the Hllle-Yoslda condltlons ( 13) are necessary for existence 
of a resolvent operator for (1) satlsfymg (S4) As m the semlgroup case B(t) = 0 it turns out 
that these condltlons are also sufficient This result has been obtamed by Da Prato and Ianelh[4] 
earlier for the special case B(t) = b(r) A 
THEOREM 8 
Let (Ho), (H,) hold Then a necessary and suficzent condrtlon for existence of a resolvent 
operator S(t) satzsfimg (S4) IS that there are some o > /I and M 2 1 such that i - A - k?(E) 
IS closed with domam D(A) and mvertlble for all Re / > o and H(l) = (/ - A - b(i))-’ 
satrsfies 
I I -$ H'")(t) 5 M(Re t - w)-(“+‘~ for all Re t > o, n E No (13) 
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Proof of SufSiclency Consider the Phllhps approxlmatlons 
S,(t) = e-“’ ( = (r&y+ (- 1)’ I + C - - k=O (k + 1)’ K’ H”‘(n) ! (14) 
These approxlmatlons stem from an mverslon formula for the Laplace transform due to PhIllIps 
(cp Thm 6 3 3 m [ 111) and play a central role m semigroup theory 
The operators S,(r) are contmuous and uniformly bounded as can be seen from the estimate 
1 + M k$O $$$ (n - w)-' 5 e-nr + M e~x,n,n-w, (15) 
Moreover, the Laplace transform of S,(t) 1s 
H"'(n) (,$)k+‘(/ + n)-(k+2) 
1 =w&~(n-&) =-&+A+-), (16) 
2+n 
and therefore s,(A) + H(A) uniformly for bounded Re E > w 
Hence one would expect that S,(t) + S(t) strongly, where S(t) IS the resolvent operator 
we are looking for In the following we show that this IS Indeed the case 
(1) Consider U,(t) = Sb S,(s) d.~ first From the Laplace mverslon formula we have with 
y > 090 
(17) 
Since U,(t) 1s bounded w r to n uniformly for bounded t 2 0, It suffices to prove convergence 
of U,(?)X for x E D(A), thanks to the Banach-Stemhaus Theorem If x E D(A), then 
HOl)x = p-‘x + p-‘H(p)h + ,LPH(p)&p)x, (18) 
therefore, ( 16)-( 18) yield 
x + n 
I+n 
+&)(A~++--)x)]dW 
The mtegrand 1s bounded by a summable function and converges pomtwlse, hence Lebesgue’s 
Theorem apphes 
U,(t)x + cJ(t)x = tx + - 2:1 
uniformly for t bounded Thus lim,, U,(r)x = U(t) exists for all x E X, uniformly for 
bounded t ” 
(ii) Smce U(A) = lim,,, U,(I) = A.-’ hm,,, $,(A) = H(l)lA, and smce for x E D(A), 




U(t)x = Lx + Il(s ds + 
II 
(19) 
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Therefore, V(t)x IS contmuously dlfferentlable for x E D(A) In view of (IS), U(t) IS Llpschltz 
on bounded intervals, hence U(t)x IS continuously dlfferentlable for all x EX, by the Banach- 
Stemhaus Theorem Thus S(t)x = U’(t)x exists for all x E X, IS contmuous and satisfies 
s(i) = H(I) Moreover, from (15) we obtain IS(r)\ 5 M e”” for all t 2 0, and S(t) meets 
conditions (Sl) and (S4) 
(111) It remains to show that S(t) satisfies (S2) and (S3) Smce by (18) 
&E)Ax + S%(i.)x = s(%)Ax + &E)i?(E)x = E.&)x - x 
Uniqueness of the Laplace transform therefore implies 
S(t)x = x + ’ (S(s)Ax + (S * B)(s)x) ds 
This shows that S(t)x 1s contmuously differentiable for x E D(A) and that the second resolvent 
Equation (3) holds 
(iv) Let K(t) = B(t)& - A)-’ where R, E p(A) and let L(t) denote the resolvent kernel 
for K(t), I e 
L(t) = K(t) - (K * L)(t) = KU) - cf. * K)(t) 
For x E D(A) define 
f(t) = (%o - A)-‘(S’(t)x - (t * S’)(t)x), 
then f(t) has Laplace transform 
j(i) = (%, - A)-‘(I - i(%))(&%)x - x) 
= (1, - A)-‘([ - &.))(l + k(%))A&)x 
= (I., - A)-‘A&lJx = ~,& - A-‘&)x - &%)x 
Hence, uniqueness of the transform implies 
S(t)x = %,(%, - A)-‘S(t)x + f(t), 
and so S(t)x E D(A) for all t 2 0 and AS(t)x IS continuous Finally, the equality 
A$())A + B%(R)x = A$(i)x + &E)j(E)x = / $1)~ - x = S’(~).Y 
shows that the first resolvent Equation (2) IS satisfied The proof IS complete qed 
It should be mentioned that for the proof of this Theorem we used (13) for real i only, 
besides boundedness of H(E) for Re i 2 y > w, 0 
5 EXISTENCE AND PERTURBATION OF RESOLVENT OPERATORS 
In this section we consider along with (1) the perturbed equation 
u’(t) = Au(t) + B(t - s)u(s) ds -t C(t - s)u(s) ds + f(t) (20) 
200 R GRIMMER and J PRUSS 
Notlce that (Hz) lmphes (H,) since functions of strong bounded variation f E BV(J, X) 
are strongly measurable and also 
IC(t)xl % M(a)(lxl + Ihl) for t E J, x E D(A) (21) 
by the uniform boundedness prmclple 
Our main result of this sectlon IS a generalization of Theorem 1 m Desch et al [5] 
THEOREM 9 
Suppose 0 E p(A), let B(t) saf~sfy (H,) and let C(t) be subject to (HJ Then (20) has ~1 
resolvent operator of and only zf Equation (1) admits one 
Notice that this perturbation result contains an existence theorem as special case, namely 
if B(t) = 0 and A 1s the generator of a C,-semigroup then (20) 1s wellposed 
COROLLARY 4 
Let B(t) satrsfy (H,) and let 0 E p(A) Then (1) has a resolvent operator If and only If A 
1s the generator of a C,-semIgroup m X 
The proof of Theorem 9 relies on the followmg simple Lemma 
LEMMA 2 
Let T(r) be a famdy of bounded linear operators m X, strongly contmuous for t E .I = 
[0, a] and let f E BV(J, X) Then u(t) = pb T(t - s)f(s) d.s IS Llpschltz on J 
Proof Define f(t) = 0 for r < 0 and let 4(r) = Var fl’-r, then 4(t) IS Increasing and 
If(t) - f(s)1 5 4(t) - 4(s) for all s 5 t 5 a 
We have for 0 5 s I t 5 a 
b(t) - u(s)/ 5 
I 
’ b’Yr)llf(t - r) - f(s - r)( dr 5 M ’ lf(t - r)f(s - r)l dr 
0 i 0 
5M (&t - r) - $Cs - r)) dr = M 1’ 4(r) dr c: M &a)(t - s/, 
J 
where M = suprEl IT(r)1 qed 
Proof of Theorem 9 Obviously It suffices to prove the ‘of’ part Smce 0 E p(A), we may 
define 
K,(t) = B(t)A-‘, K,(t) = C(t)A-’ and K(t) = K,(t) + K,(t) 
For any x E X the functions K,(t)x and K,(t)x are strongly measurable and m view of (Ho) we 
have 
(K,(t)1 5 b,(r), lKAt)( zs b?(t) for a a r z 0, 
where bl E L$(R +) and b2 IS mcreasmg, let b(t) = b,(f) + b,(t) Let L(t) denote the solution 
of 
L(t) = K?(t) - (L * K)(f), (22) 
L(t)x IS strongly measurable for any x E X and 
IL(t)1 5 b,(r) f ( r * b?)(t) for a a t 2 0, 
where r(t) denotes the resolvent kernel of b, I e r = b + r * b 
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(1) Let 7’(r) be the resolvent operator for (1) We want to derive an Integral equation for 
the resolvent S(t) of (20) The first resolvent equauon for S(t) and (22) formally yield 
S-L*S’=AS+BeS+C*S-L*As-L*(B*S+C*S) 
=AS + B*S + (K2 -L - L*K)*AS 
hence 
S’(t)x = AS(t)x + (B * S)(t)x + (L * S’)(t)x (23) 
The vanatlon of parameters formula (4) for Equation (1) then yields 
S(t)x = T(t)x + (V * S’)(t)x, (24) 
where V(t) = (T * L)(t) Since V(r) 1s the solution of 
V(r) = W(t) - (V * K)(t) (25) 
where w(t) = (T * K,)(t), Lemma 2 implies that W(t) IS Llpschltz on J, hence V(f) belongs 
to BV(J, B(X)) Therefore, m (24) we may Integrate by parts to obtam 
S(t)x = T(r)x - V(r)x + (dV * S)(t)1 (26) 
since V(0) = 0 
(11) The Volterra-StleltJes Equation (26) has a unique strongly continuous solution S(t) 
Let us show S(t) 1s the resolvent operator for (20) Obviously S(O) = T(0) = I and so (Sl) 
1s trivially satisfied Along with (26) we consider also the equation 
S,(t)x = Ut)x + (T * K ,)(t)x + (dV * S ,)0)x, (27) 
which has a unique strongly contmuous solution S,(t) Let S,(t)x = x + p0 S,(s)Ax ds for 
x E D(A), then (27) yields 
Sz(t)x = x + I ’ T(s)Ax ds + I ’ (T * B)(s)x ds + dV 0 0 * (~W~ ds) 
= T(r)x + (dV * S&)x - V(r)x 
Hence S&)x IS a solution of (26) and so 
S(t)x = x + I ’ S,(s)Ax ds 0 
by uniqueness This shows that S(r)x 1s contmuously dlfferentlable forx E D(A), and mtegratmg 
by parts m (26) we see that (24) holds for all x E D(A) 
An apphcatlon of Corollary 2 to u(t) = S(t)x for x E D(A) together with (24) shows that 
S(r)D(A) C D(A) and AS(t) IS strongly continuous and (23) holds for x E D(A) Hence 
S(t) meets (S2) and it remams to prove the resolvent equations for S(t) are satisfied 





On the other hand, (24) Implies 
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S’A-’ = T’A-’ + dV * S’A-’ = T + T *K, + dV aS’A-’ 
and therefore S’A-’ = S + S * K by umqueness, this shows that S(t) satisfies the second 
resolvent equation Finally, consider v(t) = S’(t)x - AS(r)x - (B * S)(t)r - (C * S)(t)r, 
where x E D(A), (23) and (22) lead to 
,,ct) = (L * s’)(t)x - (K? * AS)(t)x = L * (S’ - AS - K * AS)(r)x 
= (L * V)(r) 
and so v(t) = 0 by uniqueness, 1 e the first resolvent equation holds The proof 1s complete 
qed 
As mspectlon of this proof leads to a slightly more general result 
COROLLARY 5 
Suppose 0 E p(A) and let B(t), C(t) be subJecr to (H,) Suppose (1) bus a resolvenr 
operuror T(r) such rhar W(r) = (T * K2)(r) belongs to BV(J, B(X)) where K,(r) = C(r)A-’ 
Then (20) udmlrs a resolvenr operator 
For W(r) to be Llpschltz It IS sufficient that K,(r) 1s uniformly bounded on fmlte intervals 
and that 
a IK,(s + b)x - K&)x1 d.s 5 M(u) Ix/ h for all x E X, h 2 0 
holds, where M(u) denotes a constant only dependmg on a 
6 SOME COUNTEREXAMPLES 
In this section we present three examples which Illustrate that the results of Section 5 are 
‘almost best possible’ 
Our first example exhlblts B(r) = K(r)A such that K(r) 1s strongly continuous and con- 
tmuously dlfferentlable on a dense subset of X, but (1) does not admit a resolvent operator 
Example 1 
Let A, be the generator of a Co-semigroup T,(r) HI a Banach space 2 such that there IS 
x0 E D(A,) with T,(r)A,x, $?i D(A,) for all r 1 0 Consider the system 
X’ = A,x 
Y ’ = A,y + 
I 
’ T,(r - s)A,x(s) ds, 
II 
(28) IS of the form (1) with X = Z x Z, 
and B(r) = 
0 
T,(r)A, 
Constder the mttlal value u. = (x0, 0) If (28) has a solution 
2- ‘r2T,(r)A,xo) 
(28) 
It must be u(r) = (T,(r)x,, 
But smce D(A) = D(A,) x D(A,) we have u(r) @ D(A) m view of the assumption 
T,(r)A,xo f$ D(A,), and also u(r) IS nondlfferentlable On the other hand, u. E D(A) and so 
(28) cannot admit a resolvent operator 
This example mvolves a non-scalar kernel K(r) and so a natural questlon IS whether the 
sltuatlon improves when K(r) = b(r)f IS a scalar kernel Our second example shows that the 
answer is no 
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Example 2 
Let X = l*(N) and consider the system 
4 = mu, + rnb * u,, n E N, 
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(2% 
the Founer transformed version of the boundary value problem 
40, 4 = u,k x) + 
i 
’ b(t - s)u,(s, x) ds, x E [0, 2n], t 2 0 
0 
U(f, 0) = u(t, 27c), t 1 0 
This problem 1s of the form (1) with 
(Au), = mu,, D(A) = {(u,) E l’(N) (n u,) E f*(N)), 
and B(t) = b(t)A The closed lmear operator A generates the Co-group (T(t)u), = et’%, 
Suppose (29) admits a resolvent operator, then by Theorem 8, E - A - B(R) IS closed 
wrth domain D(A) and invertible for Re i > o, 1 e 
) - m - m 6(I) # 0 for Re 1 > w, n E N (30) 
Now, consider b(r) = T(a)-‘ra-’ for some a E (0, I), b(r) IS locally mtegrable but not of 
bounded vanatlon at t = 0 We have 6(A) = E -’ and so (30) becomes 
1”” # m (1 + 1’) for Re 1 > w, n E N 
Let s = / ln, then the zeros 1, of 3 - m - m&i) correspond to the solutions s, of (s - 
r)P = I( 1 ln)B As n + =:, the solutions of the latter equation are s, = 0, z Hence there are 
always simple zeros s, of (s - I)S~ - ~(1 ln)’ near s, = I for large n, and we obtain 
n”(s, - I) = IS;* * I(‘-@ as n + 03, 1 e 
E, = ns, -m+ (zn)‘-’ as n+m 
But arg (zn)‘-” = (1 - a) arg (m) = (1 - a)n/2 < 7r/2, hence Re R, --* m as n -+ 33 This 
shows that (30) cannot be fulfilled and so (29) cannot admit a resolvent operator satisfymg 
(S4) However, m Example 3 we present an argument which shows that there cannot be a 
resolvent for (29) at all Our final example exhibits A and B(t) such that (1) 1s wellposed but 
A is not the generator of a Co-semlgroup This shows that Corollary 4 becomes false without 
the assumption (H,) for B(t) and also that Corollary 3(11) cannot be improved This example 
illustrates the fact that a slightly lllposed problem u’ = Au may become wellposed by adding 
a term B * u However, for this to be possible p(A) has to contain an interval (w, cc) and so 
for instance the backwards heat equation U, = - d u cannot be regularized m this manner with 
B(r) such that (H,) and (H,) are fulfilled 
Example 3 
As m Example 2 consider X = 12(N) and the system of equations 
U,, ’ = a,u, - 13,b * u,, n E N, 
where b(t) = l/V% (hence 6(i) = l/ fl) and 
(31) 
\ / 
fin = n(n + l)(l + I) - 2n3(1 - I) ((1 + ;)“’ - 1) 
*2+r as 17-2 moreover 
defined by (Au),, = a,, u,, cannot 
However. we shall show that (31) 
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Notice that a, - 21n’, /I,, - 2~72 + I) hence /Ill/a,, 
-\/;;;, = n + 1 + zn( 1 + l/n)“2 
Since Re a,, = n + 1 += * as n + 2, the operator A 
generate a Co-semigroup of bounded linear operators m X 
IS wellposed 
(1) Consider the Laplace transform / - A - B(r), I e 
((A - A - &))u),, = (i - a,, + /3,,/6)u,, n E N 
H(l) = (2 - A - &A))-’ exists and IS bounded if and only If 
f,(J) = ,I - a, + /3Jfi Z 0 and If,,(R)/ z E > 0 as fz 
Let us examine the zeros of f,(E,) fu-st The substltutlon s = 6 yields 




notice that only zeros s, of g,(s) with Re s, > 0 are of Importance By the choice of a,, and 
/Jn It is easily venfled that s,, = n( 1 + 1) are zeros of g,, correspond to the elgenvalues 
I,, = 2n2z of (31) Factonzatlon of g,(s) yields 
gh) = (s - s,W + s,,s - a,, + I,), 
hence the other zeros are 
As n -+ XI, the solution r, correspondmg to the +-sign on the root will approach 2 + 1, I e 
r, + 2 + I as n + ~0, whereas the other one behaves like - n( 1 + I) and so 1s of no Importance 
smce its real part IS negative Thus, for large n the spectrum of the nth equation from (31) 
consists of two isolated points, 1, and ri --f 3 + 41, and of the negative real halfaxis where 
V? becomes smgular 
(II) Let us compute (s(t)u), = s,(t)u,,, where the Laplace transform of s,(t) 1s 
1 
i,(E) = (I - a,, + p”/v?-’ = - - 
fit/. - a,) + /L 
/i - E,, (2 - J,,)(fi(i - a,) + P,J 
The first term 5;,,,(A) = (E - /,,)-I of this decomposltlon IS the Laplace transform of 
s,,(t) = eZm-’ and gives rise to a C,-semlgroup S,(C) m X The remammg part s^2,1(A) = i,(n) - 
g,,,(A) can be expressed for large n by the complex mverslon formula 
-1 jr= 
I 
G4, - u,) + 8, 
Sdt) = - 
2nr ,-_(z 
eA’ 
(E. - 4mm - a,,) + $, 
dA, 
where y 15 large, but independent of n Smce Bz,(E,) has simple poles at I = A,, and E = rf as 
well as essential singulantles for i 5 0 we may contract the contour of Integration to the 
negative real halfaxis, this yields 
s?,,(t) = u,, eAJ 




e’ II _ _ I (r + a,,Yr + fit 
dr 
71 ,,
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The change of variable r = n2s shows that this integral behaves like 
205 
uniformly for t 2 0 The coefflclents a, and b,, can be evaluated by means of the calculus of 
residues 
a,, 
= llm V%,, - a,) + IL 
V?(i 
i., - a,, 3 o 
= 31, - a, 
as n+a 
P-W” - a,) + BII 
and 
tick - a,) + Bn 
b, = hm 
{ 
3 r,(E ,, - a,) + IL = 
j-r-2, V?(I - a,,) + 8. 3 - E,, 
2r,, 3 o 
r, - J, 3r, - a, 
as n + x Hence sz,(t) * 0 umformly for t bounded as n --, 03, and since each s,,(t) 1s 
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