In this paper, we present nonmonotone methods for feedforward neural network training, i.e. training methods in which error function values are allowed to increase at some iterations. More specifically, at each epoch we impose that the current error function value must satisfy an Armijo-type criterion, with respect to the maximum error function value of M previous epochs. A strategy to dynamically adapt M is suggested and two training algorithms with adaptive learning rates that successfully employ the above mentioned acceptability criterion are proposed. Experimental results show that the nonmonotone learning strategy improves the convergence speed and the success rate of the methods considered.
Introduction
The batch training of a Feedforward Neural Network (FNN) is consistent with the theory of unconstrained optimization and can be viewed as the minimization of the function E that is to find a minimizer w* = (wr, w:, . . . , w:) E R", such that:
where E is the batch error measure defined as the sum-of-squared-differences error function over the entire training set.
The widely used batch Back-Propagation (BP) [28] is a first-order neural network training algorithm, which minimizes the error function using the steepest descent 0-7803-5529-6/99/$10.00 01999 IEEE method [SI:
where k indicates iterations (k = 0,1,. . .), the gradient vector is usually computed by the back-propagation of the error through the layers of the FNN (see [28] ) and q is a constant heuristically chosen learning rate. A p propriate learning rates help to avoid convergence to a saddle point or a maximum. In practice, a small constant learning rate is chosen (0 < 7 < 1) in order to secure the convergence of the BP training algorithm and to avoid oscillations in a direction where the error function is steep. It is well known that this approach tends to be inefficient [12, 281. For difficulties in obtaining convergence of BP training algorithms utilizing a constant learning rate see [13, 161. On the other hand, there are theoretical results that guarantee the convergence when the learning rate is constant. In this case the learning rate is proportional to the inverse of the Lipschitz constant which, in practice, is not easily available [l, 171.
The paper is organized as follows: in the next section the class of backpropagation algorithms with adaptive learning rate is presented and the advantages as well as the disadvantages of these algorithms are discussed. Then, the idea of nonmonotone training is introduced. Afterwards, two methods with adaptive learning rate, which incorporate the proposed nonmonotone learning strategy are described. Finally, simulation results are presented and the paper ends with some concluding remarks. An alternative approach is based on the work of Armijo [l] . Following this approach, the value of the learning rate 7 is related to the value of the Lipschitz constant L, which depends on the morphology of the error surface. In this case, the BP algorithm takes the form:
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and converges to the point w* which minimizes E (see [l] for conditions under which convergence occurs and a convergence proof).
Nonmonotone Learning and Global Convergence
A training algorithm can be made globally convergent by determining the learning rate in such a way that the error is exactly minimized along the current search direction at each epoch, i.e. E(wk+l) < E(wk). To this end, an iterative search, which is often expensive in terms of error function evaluations, is required. It must be noted that the above simple condition does not guarantee global convergence for general functions, i.e. converges to a local minimizer from any initial condition (see [7] for a general discussion on globally convergent methods).
The use of adaptive learning rate algorithms which enforce monotone error reduction using inappropriate values for the critical heuristic learning parameters can considerably slow the rate of training, or even lead to divergence and to premature saturation [15, 271. Moreover, using heuristics it is not possible to develop globally convergent training algorithms.
To alleviate this situation we propose the following approach that exploits the accumulated information regarding the M most recent values of the error function, to accelerate convergence. The following condition is used to formulate the proposed approach and to d&e a criterion of acceptance of any weight iterate [lo]:
where M is a nonnegative integer, 0 < U < 1, and qk indicate the learning rate in the kth epoch. The above condition allows an increase in the function values without affecting the global convergence properties as has been proved theoretically in [lo, 251 and experimentally in [24] . Experiments indicate that the choice of the parameter M is critical for the implementation and depends on the problem. The following procedure provides an elegant way to dynamically adapt the value of M at each epoch:
where Ak is the local estimation of the Lipschitz con- we leave the value of M unchanged.
Next, we propose a high-level description of an algorithm that employs the above acceptability criterion. The kth iteration of the algorithm consists of the following steps:
1:

2:
3:
4:
Compute the new learning rate qk using any learning rate adaptation strategy.
Update the weights wk+l = wk -qkVE(wk).
If the acceptability condition (4) is fulfilled store wk+' and terminate; otherwise go to the next step.
Use a tuning technique for qk and return to
Step 3. is not critical for successful learning, however it has an influence on the number of error function evaluations required to satisfy the condition (4). The value q = 2 is usually suggested in the literature [l] and indeed it was found to work without problems in the experiments reported in the paper.
Remark 2.:
The above model constitutes an e5cient method to determine an appropriate learning rate without additional gradient evaluations. As a consequence, the number of gradient evaluations (GE) is, in general, less than the number of error function evaluations (FE).
Nonmonotone Training Algorithms with Adaptive Learning Rate
The nonmonotone learning strategy can be incorporated in any training algorithm. In this section, we briefly describe two recently proposed trainiig algorithms with adaptive learning rate, which can be successfully used for nonmonotone backpropagation training. 
where Jk-' = wk-wk--l, $,k-l = VE(wk)-VE(wk-l) and (. , .) denotes the standard inner product. The key features of this method are the low storage requirements and the inexpensive computations. Moreover, it does not guarantee descent in the error function E.
Our experiments in [23, 241, show that this property is valuable in neural network training, because very often the method escapes from local minima and flat valleys where other methods are trapped. To secure that condition (4) is fulfilled, the learning rate tuning technique of Remark 1 is used to reduce relatively large learning rates. This modified training algorithm is named NMBBP.
Experimental Results
In this section, we evaluate the performance of the proposed algorithms. The algorithms have been tested using the same random initial weights, and received the same sequence of input patterns. The weights of the network are updated only after the entire set of patterns to be learned has been presented.
We have fixed the value of U = maximum value of M allowed was M = 10.
Furthermore, the
For each of the test problem, a figure summarizing the performance of the algorithms for simulations that reached solution is presented. A total number of 100 simulations for each algorithm has been made. In figures 1-6 , the x-axis denotes the value of M = 1,. . . ,lo.
For M = 1, we have the original BPVS and BBP methods using the Armijo's criterion, while for M = V, we have the proposed methods with adaptive M.
Note that the number of error function evaluations (FE) is, in general, larger than the number of gradient evaluations (GE), due to the learning rate acceptabdity criterion we use. As a consequence, even when our algorithms fail to converge within the predetermined limit of function evaluations, their number of gradient evaluations is smaller than the corresponding number of other methods. Keeping in mind that a gradient evaluation is more costly than an error function evaluation (see for example [18] , where Mdler suggests to count a gradient evaluation three times more than an error function evaluation), one can understand that our methods require fewer floating point operations and are actually much faster.
The font learning problem 8-12 FNN (224 weights, 20 biases) is trained to classify the patterns to the 12 texture types. The network is based on neurons of logistic activations with biases, and the weights and biases were initialized with random numbers from the interval (-1,l) .
Detailed results regarding the training performance of the algorithms are presented in Figure 4 and 5. The termination condition is a classification error CE < 3% [lq; that is the network classifies correctly 117 out of the 120 patterns.
The successfully trained FNNs are tested for their generalization capability, using test patterns from 20 subimages of the same size randomly selected from each image. To evaluate the generalization performance of the FNN the max rule is used, i.e. a test pattern is considered to be correctly classified if the corresponding output neuron has the greatest value among the output neurons. The methods with variable M exhibited slightly better generalization capabilities than the other methods.
Concluding Remarks
In this paper we have presented a new approach for generating nonmonotone learning rules based on an acceptability criterion. We incorporate information given by the local estimation of the Lipschitz constant to dynamically adapt this criterion, according to the local shape of the error function. The simulation results suggest that the use of this acceptability criterion, can significantly accelerate the convergence speed of the training algorithms. The behavior of the nonmonotone algorithms, in the considered experiments, proved to be robust against phenomena such as oscillations due to large learning rates. 
