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Presentacio
Aquest llibre recull el material preparat per a estudiants de l'assignatura
d'algebra lineal de les titulacions Grau en Enginyeria de Materials, Grau en
Enginyeria en Tecnologies Industrials, Grau en Enginyeria Qumica (del Pla
2010) que s'imparteixen a la ETSEIB i en les que l'algebra lineal es una
unitat docent obligatoria. Es tracta d'un llibre basic d'aquesta materia, tot
i que s'hi ha introdut alguns elements especcs.
El nucli basic esta constitut pels temes classics en un llibre d'algebra lineal:
espais vectorials, aplicacions lineals entre espais vectorials, diagonalitzacio
d'endomorsmes i forma reduda de Jordan, aix com un tema d'aplicacio
a la teoria de sistemes discrets. Junt a aquests temes centrals apareixen
aquells que son, a banda de la seva importancia en si mateixos, les eines amb
que habitualment es treballa en estudiar els anteriors: nombres complexos,
polinomis, matrius, sistemes d'equacions lineals, determinants.
En tots aquests captols es donen les denicions dels diferents conceptes, aix
com els resultats essencials, amb la demostracio corresponent en la majoria
dels casos i exemples abundants. S'ha volgut, a mes, incloure en cada captol
una breu nota historica, comentaris en nalitzar els captols sobre la seva
importancia i aplicabilitat i aplicacions a l'ambit de la enginyeria.
En ser llibre d'estudi recomenat als estudiants, cada captol consta d'una
amplia col.leccio d'exercicis, algunes de les solucions es troben a [12].
La intencio de les autores es oferir als estudiants un text complet d'algebra
lineal basica que els permeti assolir un cert grau de soltura en la resolucio dels
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exercicis i, al mateix temps, introduir-se en l'abstraccio de les demostracions
i entreveure la gran aplicabilitat d'aquesta materia, tant en l'ambit de la
propia matematica o de l'enginyeria, com en altres camps.
Volem agrair als Drs. Francesc Mas, Catedratic de Qumica-Fsica de la Fa-
cultat de Qumica de la Universitat de Barcelona, Josep J. Centelles, Profes-
sor Titular de Bioqumica tambe de la Facultat de Qumica de la Universitat
de Barcelona i Jose Luis Domnguez, investigador de l'IREC, les converses
que han permes elaborar els apartats dedicats a les aplicacions a l'enginyeria.
Les autores
Barcelona, 30 de setembre de 2014
Captol 1
Estructures algebraiques:
Grups, anells, cossos
1.1 Introduccio
Va ser cap a nals del segle XIX que es van desenvolupar teories abstractes
com l'algebra commutativa. Es pot situar els inicis de la teoria de grups en
l'obra de Lagrange i Gauss (segle XVIII), pero sobretot en l'obra de Galois
(1811-1832), tot i que no apareix una denicio ns nals dels segle XIX amb
Cayley, entre altres. Alguns autors han considerat la teoria de grups com la
major ta de les matematiques del segle XX. Els conceptes de cos i extensio
de cossos, anells i ideals apareixen en treballs de Galois, Dedekind (1831-
1916), Kronecker (1823-1891) i D. Hilbert (1862-1943). Aquesta teoria va
ser axiomatitzada i sistematitzada per Noether (1882-1935). La introduccio
dels nous elements han permes la utilitzacio de l'algebra no nomes en altres
branques de les matematiques, sino tambe en altres disciplines, com per
exemple la mecanica.
Els exemples mes basics d'anells commutatius son el conjunt dels nombres
enters i el conjunt dels polinomis amb coecients en un cos.
L'origen dels polinomis es pot situar en la matematica babilonica (1500 aC)
on apareix un algorisme de resolucio d'\equacions polinomiques"de segon
grau. La matematica grega va fer tambe aportacions en aquest sentit, pero
van ser els arabs els qui van jugar un paper fonamental, especialment Al-
Khwarizmi (850 dC) en l'obra del qual es classicaven les equacions ns a
11
12 CAPITOL 1. ESTRUCTURES ALGEBRAIQUES:
segon grau i es donaven metodes per a resoldre-les.
En el segles XIII i XIV van orir les aritmetiques mercantils que van consti-
tuir el nexe entre l'algebra dels arabs i la dels algebristes del
s. XV. Cardan utilitzava ja quantitats que no eren nombres reals. Bom-
belli (1572) va desenvolupar eines per manipular aquests nombres (nombres
complexos), que encara no s'expressaven en la forma binomica actual. La
primera demostracio del teorema fonamental de l'algebra s'atribueix a Gauss
(1749), tot i que anteriorment s'havien fet diverses \demostracions": Argand,
Euler, Lagrange-Laplace,..., ns i tot el mateix Gauss l'any 1749.
1.2 Estructures algebraiques
Sigui C un conjunt, en el que es deneix una operacio, que notarem per +.
Denicio 1.2.1. Es diu que C es un grup quan es compleixen les propietats
seguents.
1. Per a x; y; z 2 C qualssevol, (x+ y) + z = x+ (y + z).
2. Existeix un element en C, que notarem per 0 i al que anomenarem
element neutre, tal que x+ 0 = 0 + x per a qualsevol element x 2 C.
3. Per a tot x 2 C existeix un element  x 2 C de manera que x+( x) =
( x) + x = 0 (que escriurem simplement x  x =  x+ x = 0).
Quan, a mes, es compleix la propietat seguent:
4. Per a x; y 2 C qualssevol, x + y = y + x es diu que C es un grup
commutatiu.
Suposem ara que en el conjunt C tenim denides dues operacions, que nota-
rem per + i .
Denicio 1.2.2. Direm que C es un anell quan C es un grup commutatiu
amb + (es a dir, es compleixen les quatre propietats anteriors) i, a mes,
tambe es compleixen les propietats seguents.
5. Per a x; y; z 2 C qualsevol, (x  y)  z = x  (y  z).
6. Per a x; y; z 2 C qualssevol, (x+ y)  z = x  z + y  z.
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Quan a mes, es compleix que:
7. Per a x; y 2 C qualssevol, x  y = y  x, es diu que C es un anell
commutatiu.
Quan C es un anell i, a mes,
8. Existeix un element de C, que notarem per 1 i al que anomenarem
element unitat, tal que x  1 = x per a qualsevol element x 2 C direm
que C es un anell amb element unitat. Si a mes es commutatiu direm
que es un anell commutatiu i amb unitat (o element unitat).
Finalment, si tambe tenim la propietat seguent:
9. Per a tot x 2 C, x 6= 0, existeix un element x0 2 C de manera que
x  x0 = 1 es diu que C es un cos.
Exemple 1.2.1. El conjunt Z dels nombres enters amb la suma es un grup
commutatiu.
El conjunt Z dels nombres enters amb la suma i el producte es un anell
commutatiu amb element unitat, pero no es un cos.
El conjunt Q dels nombres racionals i el conjunt R dels nombres reals, amb
la suma i el producte son cossos.
1.3 El cos dels nombres complexos
Existeixen equacions quadratiques que no tenen cap solucio a R. Per exem-
ple, l'equacio x2 + 1 = 0. S'introdueix i com la solucio d'aquesta equacio,
es a dir, i =
p 1. En aquesta seccio denirem el conjunt dels nombres
complexos, aix com les operacions basiques en aquest conjunt.
Denicio 1.3.1. Un nombre complex es un nombre de la forma a+ bi, amb
a i b nombres reals.
En el conjunt dels nombres complexos
C = fa+ bi j a; b 2 Rg
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es poden denir les operacions suma i producte de la manera seguent:
(a+ bi) + (c+ di) = (a+ c) + (b+ d)i
(a+ bi)  (c+ di) = (ac  bd) + (ad+ bc)i
Remarca. Amb aquestes operacions el conjunt dels nombres complexos es
un cos.
Tot nombre complex es pot representar geometricament com un vector (a; b) 2
R2.
A la notacio habitual a+ bi se li diu expressio binomica de z. Diem part real
de z a a i part imaginaria de z a b. Ho notem Re (z) = a, Im (z) = b.
Remarca. La denominacio historica de \nombres imaginaris"als de la for-
ma (0; b) = bi sembla respondre a la propietat de tenir quadrat negatiu.
De totes maneres, geometricament els \nombres reals"es representen sobre
l'eix horitzontal de pla i els \nombres imaginaris"sobre el vertical, sense mes
distincions; en enginyeria, els corrents continus es representen per nombres
reals i els alterns per nombres complexos, amb propietats i manipulacions
totalment analogues.
A continuacio veurem alguns conceptes usuals en treballar amb nombres
complexos.
Denicio 1.3.2. Donat un nombre complex z = a+ bi, s'anomena conjugat
de z al nombre a  bi i el notem per z.
Es veriquen les propietats seguents:
1. z  z0 = z  z0, 8 z; z0 2 C.
2. z + z0 = z + z0, 8 z; z0 2 C.
3. z + z 2 R, 8 z 2 C.
4. z = z () z 2 R.
Denicio 1.3.3. Donat un nombre complex z = a+ bi s'anomena modul de
z a
p
a2 + b2 i el notem per jzj.
El modul d'un nombre complex verica les propietats seguents:
1. jzj 2 R i jzj  0, 8 z 2 C.
1.3. EL COS DELS NOMBRES COMPLEXOS 15
2. jzj = 0() z = 0.
3. jz + z0j  jzj+ jz0j 8z; z0 2 C.
4. jz  z0j = jzj  jz0j 8z; z0 2 C.
El modul del nombre complex z = a+ bi representa la distancia a l'origen de
l'extrem del vector (a; b) 2 R2.
L'invers d'un nombre complex z = a+ bi es:
1
z
=
z
z  z =
z
jzj2 :
Remarca. Ates que
z
jzj te modul 1, existeix un angle  2 [0; 2) tal que
z
jzj = cos  + i sin 
Denicio 1.3.4. A aquest angle  se l'anomena argument de z, i el notem
per arg (z) = .
Es veriquen les propietats seguents:
1. arg (z  z0) = arg (z) + arg (z0) 8z; z0 2 C.
2. arg

1
z

=  arg (z) 8z 2 C, z 6= 0.
El nombre z el podem escriure com
z = jzj(cos  + i sin ) = jzjei :
L'expressio jzjei s'anomena forma exponencial del nombre complex z. Tambe
es frequent la notacio jzj que rep el nom de forma polar del nombre z.
A partir de la formula de Moivre:
(cos  + i sin )n = cosn + i sinn
es dedueix que, donat un nombre complex z = jzjei, la seva potencia n-esima
es:
zn = (jzj(cos  + i sin ))n = jzjn(cosn + i sinn)
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o be, expressant-ho en forma exponencial:
zn = jzjnein :
Fent servir el raonament anterior tenim que si z = jzjei 2 C, aleshores les
seves arrels n-esimes (els nombres complexos u tals que un = z) son:
n
p
jzj

cos

 + 2k
n

+ i sin

 + 2k
n

; 0  k  n  1 :
Les representacions geometriques de les arrels n-esimes d'un nombre complex
z es troben totes sobre la circumferencia de radi n
pjzj i equidisten entre elles
(es a dir, son els vertexs d'un polgon regular).
Exemple 1.3.1. Les arrels sisenes de z = 1 son:
z1 = 1
z2 =

cos
2
6
+ i sin
2
6

z3 =

cos
4
6
+ i sin
4
6

z4 =  1
z5 =

cos
8
6
+ i sin
8
6

z6 =

cos
10
6
+ i sin
10
6

que son els vertexs d'un exagon regular de radi 1.
Remarca. En multiplicar un nombre complex z pel nombre z = cos  +
i sin  el que fem, des del punt de vista geometric, es un gir de centre l'origen
i angle , en sentit antihorari.
Aquest es un resultat que pot esser util a l'hora de resoldre problemes.
1.4 L'anell dels polinomis
Considerarem, en aquesta seccio, polinomis d'una variable amb coecients
en un cos commutatiu, que sera basicament Q, R o C. Mes concretament,
estudiarem com determinar les arrels d'un polinomi (i les seves respectives
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multiplicitats) i la seva descomposicio en producte de factors primers. Tambe
veurem el mnim comu multiple i el maxim comu divisor de dos o mes poli-
nomis.
Sigui p(t) = a0 + a1t + a2t
2 +    + antn 2 K[t] un polinomi de grau n amb
coecients en el cos commutatiu K.
Denicio 1.4.1. Direm que  es una arrel de p(x) de multiplicitat m 2 N,
m  1, si p() = p0() = p00() =    = p(m 1)() = 0 i p(m)() 6= 0.
Si m = 1 direm que  es una arrel simple; si m = 2, doble, etc. En general,
per a m  2, direm que  es arrel multiple.
Recordem que p() = a0 + a1 + a2
2 +   + ann es el valor de p(t) en .
Proposicio 1.4.1.  es una arrel de p(t) de multiplicitat m si, i nomes
si, (t   )m divideix p(t) i (t   )m+1 ja no divideix p(t), es a dir: p(t) =
(t  )mq(t) amb q(t) 2 K[t], q() 6= 0.
Demostracio:
L'enunciat es pot deduir facilment si considerem el desenvolupament de Tay-
lor del polinomi p(t) 2 K[t] en t = :
p(t) = p(a) +
p0(a)
1!
(t  a) + p
00(a)
2!
(t  a)2 +   + p
(n)(a)
n!
(t  a)n ; 8 a 2 K
aplicant-lo al cas a = . ut
Remarca.
1. Si p(t) = a0 + a1t +    + antn i a0; a1; : : : ; an 2 Z, aleshores la fraccio
irreductible a=b es arrel de p(t) si, i nomes si, a es divisor de a0 i b ho
es de an (regla de Runi).
2. Siguin p(t) = a0 + a1t+   + antn 2 R[t] i  2 C. Si  es arrel de p(t),
aleshores el conjugat de , , tambe es arrel de p(t).
Denicio 1.4.2. Un polinomi p(t) 2 K[t], diem que es primer (o irreducti-
ble) a K[t] si no es possible escriure'l com a producte de dos polinomis de
K[t] ambdos amb grau mes petit que el de p(t). En aquest cas, els seus unics
divisors son els polinomis constants o be del tipus p(t) essent  2 K,  6= 0.
Exemple 1.4.1. Els polinomis de grau 1 son primers.
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Remarca.
1. Un polinomi pot ser irreductible sobre un cos pero no ser-ho sobre un
altre cos. Per exemple, t2 + 1 es primer a R[t] pero no ho es a C[t] (ja
que a C[t], t2 + 1 = (t+ i)(t  i)).
2. A C[t] els unics polinomis primers son els de grau 1 mentre que a R[t]
tambe ho son el de segon grau amb discriminant negatiu.
Teorema 1.4.1. Tot polinomi p(t) 2 K[t] amb grau p(t)  1 es pot escriure
com a producte de polinomis irreductibles de K[t] (s'anomena descomposicio
de p(t) en factors primers a K[t]):
p(t) = (p1(t))
m1 : : : (pr(t))
mr
on  2 K, pi(t) 2 K[t] primers i monics 8 i, 1  i  r.
Un polinomi s'anomena monic quan el coecient del terme de grau maxim,
anomenat principal, es igual a 1.
Exemple 1.4.2. t3+2t2  t+4 es monic, no aix el polinomi 4t3+2t2  t+1.
Remarca. La descomposicio d'un polinomi p(t) en factors primers es unica,
llevat de l'ordre dels factors.
El resultat seguent es conegut com a Teorema fonamental de l'algebra.
Teorema 1.4.2. Tot polinomi p(t) 2 C[t] de grau n te n arrels a C.
Una formulacio equivalent seria: tot polinomi p(t) 2 R[t] descompon en
producte de factors lineals i factors de grau 2 amb discriminant negatiu.
Denicio 1.4.3. Siguin p1(t); : : : ; pn(t) 2 K[t]. Anomenem maxim comu
divisor d'aquests polinomis a un polinomi d(t) 2 K[t] tal que
1) es divisor de cadascun dels polinomis donats,
2) qualsevol altre divisor comu de tots es divisor de d(t),
3) es monic.
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Posarem:
d(t) = m.c.d.(p1(t); : : : ; pn(t))
I anomenem mnim comu multiple dels esmentats polinomis a un polinomi
m(t) 2 K[t] tal que
1) es multiple de cadascun dels polinomis donats,
2) qualsevol altre multiple comu de tots es multiple de m(t),
3) es monic.
Posarem:
m(t) = m.c.m.(p1(t); : : : ; pn(t))
Proposicio 1.4.2. Si p(t) = q(t)c(t) + r(t) amb grau r(t) < grau p(t) i
q(t) 6= 0, llavors m.c.d. (p(t); q(t)) = m.c.d. (q(t); r(t)).
L'aplicacio reitarada d'aquest resultat es coneix com l'algorisme d'Euclides
per a trobar el maxim comu divisor de dos polinomis p(t) i q(t).
Exemple 1.4.3. Considerem els polinomis p(t) = t10   t6   t4 + t+ 1 i q(t) =
t5   t3   t2 + 1. Per a calcular m.c.d(p(t); q(t)) podem procedir de la forma
seguent, aplicant el resultat anterior.
p(t) = (t5 + t3 + t2 + 1)q(t) + t
Llavors:
m.c.d(p(t); q(t)) = m.c.d(q(t); t) = 1:
El maxim comu divisor i el mnim multiple de dos polinomis estan relacionats
de la manera seguent.
Proposicio 1.4.3. Si d(t) = m.c.d. (p(t); q(t)) es el maxim comu divisor i
m(t) es el mnim comu multiple de dos polinomis p(t) i q(t), aleshores:
m(t) =
p(t)q(t)
anbmd(t)
essent an i bm els coecients principals de p(t) i de q(t), respectivament.
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1.5 Apendix: Cossos nits
A mes dels exemples de cossos ja esmentats: Q, R i C, hi ha altres cossos,
alguns dels quals tenen un nombre nit d'elements (cossos nits).
Es diu que un cos K es nit quan te un nombre nit d'elements. A aquest
nombre d'elements se li diu l'ordre del cos.
Galois va provar que una condicio necessaria i sucient per a que existeixi un
cos nit de q elements es que q sigui potencia d'un nombre primer. S'indica
per Fq el cos nit de q elements.
Donat m 2 Z qualsevol, es diu que dos nombres enters x; y son congruents
modul m, i ho indicarem per x  y (mod. m), quan la diferencia x  y es un
multiple de m.
Per a cada nombre enter x, posarem [x] a la classe d'aquest nombre enter,
que es el conjunt format per tots els nombres enters que son congruents amb
ell. I posarem Z=mZ al conjunt format per aquestes classes.
A Z=mZ podem denir una suma i un producte de la manera seguent:
(a) [x] + [y] = [x+ y], 8x; y 2 Z.
(b) [x][y] = [xy], 8 x; y 2 Z.
Es facil comprovar que aquestes operacions estan ben denides.
A continuacio presentem les taules de les operacions de suma i producte per
a m  4.
m = 2
+ [0] [1]
[0] [0] [1]
[1] [1] [0]
 [0] [1]
[0] [0] [0]
[1] [0] [1]
m = 3
+ [0] [1] [2]
[0] [0] [1] [2]
[1] [1] [2] [0]
[2] [2] [0] [1]
 [0] [1] [2]
[0] [0] [0] [0]
[1] [0] [1] [2]
[2] [0] [2] [1]
m = 4
+ [0] [1] [2] [3]
[0] [0] [1] [2] [3]
[1] [1] [2] [3] [0]
[2] [2] [3] [0] [1]
[3] [3] [0] [1] [2]
 [0] [1] [2] [3]
[0] [0] [0] [0] [0]
[1] [0] [1] [2] [3]
[2] [0] [2] [0] [2]
[3] [0] [3] [2] [1]
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Observem que a Z=4Z hi ha divisors de zero i que els elements que no son
divisors de zero son aquells nombres enters primers amb 4.
En el cas general, es compleix la condicio seguent.
Z=mZ es un cos si, i nomes si, m es un nombre primer.
A mes, sim = p es un nombre primer, es verica que p[1] = [1]+
p
:^ : :+[1] = [0]
i p es diu que es la caracterstica del cos.
Els cossos de la forma Z=pZ, amb p un nombre primer, s'anomenen cossos
primers.
1.6 Aplicacio a l'enginyeria
Calcul del volum crtic
En estudiar les equacions d'estat dels gasos cal tenir en compte el proces de
condensacio, que te lloc a temperatures baixes i pressions elevades.
A temperatures elevades i pressions baixes, els gasos compleixen la llei dels
gasos ideals:
PV = nRT
A valors de pressio elevats, el gas deixa de complir la llei dels gasos ideals,
ja que les molecules de gas interaccionen entre si. Llavors el comportament
dels gasos reals l'expressa millor (tot i no ser rigurosament exacta) l'equacio
dels gasos reals de van der Waals que, per a un mol de gas, es:
P +
a
Vm

(Vm   b) = RT
per a unes certes constants a; b 2 R (depenents de cada gas). Observeu que
en el cas en que a = b = 0 retrobem l'equacio dels gasos ideals.
Per exemple, en el cas del dioxid de carboni (CO2), els valors d'aquestes
constants es:
a = 3:592atm`2=mol2; b = 0:0427`=mol
Per a cada gas, existeix una certa temperatura, l'anomenada temperatura
crtica, per sobre de la qual el gas no es pot condensar per mes que s'augmenti
la pressio. La pressio necessaria per condensar un gas a la seva temperatura
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crtica s'anomena pressio crtica. En el cas del dioxid de carboni, aquestes
temperatura i pressio crtiques son:
Tc = 304:28K; Pc = 73; 0atm
Podem reescriure la llei dels gasos reals de van der Waals de la forma seguent:
pV 3m   (bP +RT )V 2m + aVm   ab = 0
S'observa que aquesta funcio es polinomica, i els valors de Vm, per a unes
certes temperatures i pressio, son les arrels del polinomi de grau 3:
p(t) = pt3   (bP +RT )t2 + at  ab
Aquest polinomi pot tenir tres arrels reals, o be tenir-ne una de sola. En el
cas en que hi ha tres arrels (quan no estem en les condicions de temperatura
i pressio crtiques), les dues arrels mes gran i mes petita corresponen als
volums molars de les fases vapor i lquid en equilibri. En les condicions de
pressio i temperatura crtica del gas, l'arrel es unica, i es l'anomenat volum
crtic.
En el cas del dioxid de carboni esmentat anteriorment, aquest volum crtic
es igual a Vc = 0:014687`.
1.7 Comentaris nals
Els nombres complexos i els polinomis han estat tractats al llarg d'aquest
captol fent especial emfasi en aquells aspectes practics que seran utilitzats
en temes posteriors, per exemple el calcul del polinomi caracterstic i dels
valors propis d'un endomorsme en el tema 6. Sense descuidar la rigurositat,
s'ha preferit fugir d'un llenguatge que suposi un alt grau d'abstraccio en tot
allo en que era possible fer un tractament mes directe.
No obstant aixo, s'han introdut al comencament del captol les nocions de
les estructures algebraiques basiques per familiaritzar l'estudiant amb elles.
No es pot oblidar que al llarg del segle XX hi ha hagut un interes creixent en
l'analisi d'estructures cada cop mes generals, passant-se de l'algebra classica
a l'algebra abstracta.
Malgrat aquesta creixent abstraccio, els descobriments mes recents de la fsica
conrmen la relacio entre estructures matematiques i fenomens experimentals
(cossos dels nombres p-adics i teoria de les super-cordes, per exemple).
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D'altra banda, la teoria de grups te importants aplicacions a la qumica:
organica i inorganica, i a la fsicoqumica.
Aix, per exemple, tenim els grups de les operacions de simetria que es po-
den dur a terme sobre una molecula (una operacio de simetria es aquella
transformacio que duu la molecula a una conguracio que no es pot distin-
gir de l'original, atenent tant a l'composicio com a l'orientacio). La majoria
d'aquests grups son nits, pero tambe n'hi ha d'innits.
1.8 Exercicis
1. Sigui z = a+bi un nombre complexe de modul 1. Representeu gracament
z 1,  z i z.
2. Calculeu
(a) (4  4i)(
p
3 + 3i) : (b)
3 +
p
3i
1  i :
(c) (5  2i)(5 + 2i) : (d) 3 +
p
3i
3 p3i :
3. Expresseu en forma exponencial els nombres complexos seguents:
(a) 4  4i : (b)
p
3 + 3i : (c) 6 + 2
p
3i :
(d) 4 + 4i : (e)  
p
3 + 3i : (f)   6  2
p
3i :
4. Escriviu en forma binomica els nombres complexos seguents expressats
en forma exponencial
(a) 6ei=4 : (b) 4e i=3 : (c) 5ei : (d) 3ei=2 :
5. Calculeu:
(a) (2+
p
3i)5 : (b) (1+i)6 : (c) (1 i)6 : (d) (
p
3 i)7 :
6. Calculeu:
(a)
s
(1 +
p
3i)60
( 1 + i)20 : (b)
3
s
(
p
3  i)15
(1  i)6 :
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7. Trobeu z 2 C tals que z2 = (1 + i)2.
8. Calculeu les arrels vuitenes de la unitat.
9. Calculeu les arrels quartes de z =  16i.
10. Calculeu les arrels quintes de z = 1  i.
11. Calculeu les arrels sisenes de z =  1.
12. Si u es una de les tres arrels cubiques de  1
2
+
p
3
2
i, i w es una arrel
quadrada de
1
2
 
p
3
2
i, determineu: 2iwu2.
13. Representeu gracament el lloc geometric dels punts que son represen-
tacio geometrica dels z 2 C que satisfan:
(a) Re z   Im z  0
(b) Im z  (Re z)2.
14. Proveu que nomes hi ha dos nombres complexos tals que la seva suma
es igual a 2 i el seu producte es igual a
3
4
.
15. Determineu  2 R per tal que 3 + 2i
1  i + i sigui un nombre real.
16. Resoleu:
(a) z5 + 32 = 0
(b) z3 + z2 + z = 0
(c) z4 + z2 + 1 = 0
17. Proveu que 1 es arrel dels polinomis p1(t) = t
4   2t3 + 2t   1, p2(t) =
t3   3t2 + 3t  1, p3(t) = t5   3t4 + 2t3 + 2t2   3t + 1. Determineu en
cada cas la seva multiplicitat.
18. Per a quins valors de la constant a 2 R els polinomis p(t) = t5 + at4 +
7t3 2t2+4t 8, q(t) = t5 6t4+at3 8t2 tenen 2 com a arrel multiple?
Quina es la seva multiplicitat en cada cas?
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19. Per a quin valor de la constant a 2 R el polinomi p(t) = t4   at+ 1 es
multiple del polinomi q(t) = t2   t+ a?
20. Determineu un polinomi p(x) 2 R4[x] de manera que tingui com arrels
els nombres complexos 5i i 2  i.
21. Trobeu a; b 2 R de manera que el polinomi x5   ax + b sigui divisible
per x2   4.
22. Estudieu quins dels polinomis seguents te arrels multiples i, en cas
armatiu, determineu-les: (a) p1(t) = t
4   2t2 + 1, (b) p2(t) = t4  
5t3 + 9t2   7t+ 2, (c) p3(t) = t5 + 3t3   4t.
23. Determineu el polinomi monic p(t) 2 R[t] de grau 5 que verica que 2
es arrel doble de p(t), p(0) = p0(0) = 0 i p(3) = 2.
24. Sigui p(t) 2 R[x] un polinomi tal que 2 es arrel triple de p(t), p000(0) = 6
i p00(0) = 2. Determineu p(t) de grau mnim.
25. Trobeu un polinomi monic de grau 5 tal que p(0) = 10, i p0(t) te com
arrel simple 1 i com a arrel triple -2.
26. Calculeu a per a que els polinomis de R[t] p(t) = t2   (3 + a)t + 3a i
q(t) = t2   4t+ 4 tinguin una arrel comuna.
27. Determineu tots els polinomis monics de R[t], tals que tant la suma
com el producte de les seves arrels es 6.
28. Sigui p(t) 2 R[t]. Si la resta de dividir p(t) per (t+ 1) es 3, per (t  3)
es 4, quina es la resta de dividir p(t) per t2   2t  3?
29. Calculeu la resta de dividir per t  1 el polinomi
p(t) = tn + (n  1)tn 1 + tn 2 + (n  3)tn 3:
30. Determineu les arrels reals i doneu la descomposicio en factors
irreductibles dels polinomis de R[t] seguents a R[t] i C[t]:
(a) t3 + t2   8t  12 (b) t3   6t2 + 11t  6
(c) t5   5t4 + 7t3   2t2 + 4t  8 (d) t5   3t4 + 4t3   4t2 + 3t  1
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31. Determineu el desenvolupament de Taylor del polinomi p(t) = t5  
3t3 + 5 en els punts t = 1 i t = 2. Utilitzant aquest desenvolupament,
determineu la resta de la divisio de p(t) per t 1, (t 1)2, t 2 i (t 2)3.
32. Considereu un polinomi monic de grau 3 tal que la resta de dividir-lo
per t   1 es 1 i la resta de la divisio per t + 2 es -2. Quina es la resta
de la divisio per (t  1)(t+ 2)?
33. Factoritzeu com a producte de polinomis primers a Q[t], R[t] i C[t]
respectivament, els polinomis seguents:
(a) t4   t2   2 (b) t4   3t2 + 2.
(c) t4   1 (d) t4   2t3   11t2 + 12t+ 36.
34. Calculeu el maxim comu divisor de les parelles de polinomis seguents,
descomponent-los primer com a producte de factors primers:
(a) p1(t) = t
4   7t3 + 17t2   17t+ 6
q1(t) = t
4   2t3 + t2
(b) p2(t) = t
4   1
q2(t) = t
4   6t3 + 13t2   12t+ 4
(c) p3(t) = t
4   2t3 + t2   2t
q3(t) = t
4   2t3   7t2 + 20t  12
(d) p4(t) = t
4   4t2 + 4
q4(t) = t
4 + t3   5t2 + t  6
Determineu tambe el mnim comu multiple d'aquestes parelles de po-
linomis.
35. Trobeu dos polinomis p1(t), q1(t) tals que:
m.c.d.(p(t); q(t)) = p1(t)p(t) + q1(t)q(t)
en cadascun dels casos seguents:
(a) p(t) = t4   3t3 + 4t2 + 2t  1, q(t) = t3   t2 + 2t+ 2.
(b) p(t) = t4   2t2 + 1, q(t) = t4 + 3t2   4.
La igualtat anterior s'anomena identitat de Bezout.
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36. Escriviu la taula de la suma i del producte a Z=5Z i comproveu que es
un cos.
37. Determineu elements [x]; [y] a Z=6Z que no son [0] i que no tenen invers.
38. L'equacio polinomica t2   1 = 0 te quatre solucions a Z=8Z. Quines
son?
39. Quins polinomis t2   a son irreductibles a Z=6Z[t]?
40. Determineu
2
5
i
p
7 a Z=9Z.
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Captol 2
Espais vectorials
2.1 Introduccio
L'estructura d'espai vectorial es una abstraccio del conjunt dels vectors lliures
del pla o de l'espai ordinari i de les seves propietats. Aix, s'introdueix un
model abstracte d'espai vectorial i es desenvolupen conceptes i propietats que
siguin valides en tots els casos.
La geometria cartesiana introduda en el segle XVII es va veure com a insu-
cient cap el segle XIX, donant aix lloc a la seva axiomatitzacio i al naixement
del concepte abstracte d'espai vectorial.
Les idees d'espai vectorial, independencia lineal, dimensio i producte esca-
lar estan presents en els treballs de Gauss, Cayley i Grassman (nals segle
XVIII i XIX), tot i que no utilitzen aquests noms. Grassmann, l'any 1844,
va publicar un llibre, que no va tenir cap mena d'exit, i del qual va publi-
car una segona versio, l'any 1862, on apareixen les nocions basiques d'espais
vectorials que es troben en aquest captol: dependencia i independencia line-
al, subespai vectorial, dimensions, ortogonalitat,... La denicio axiomatica
despai vectorial real apareix per primer cop en un llibre de Peano (1888).
Aquesta denicio axiomatica va romandre essencialment en l'oblit ns a la
seva utilitzacio per Hermann en el marc de la teoria de la relativitat (1918).
Alguns resultats son deguts a altres matematics que van arribat a ells de
forma independent, com per exemple, Steinitz. A nals del segle XIX i co-
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mencaments del segle XX sorgeixen els espais vectorials de dimensio innita.
La introduccio de productes escalars es deguda a Schmidt (1907), tot i que es
poden trobar precedents a l'obra de Hilbert i Schwarz, per exemple. Existei-
xen moltes aplicacions en les que s'utilitzen bases ortonormals i projeccions
ortogonals sobre subespais vectorials.
2.2 Denicio i propietats
Comencem aquest captol donant la denicio d'espai vectorial.
Denicio 2.2.1. Diem que un conjunt E es un espai vectorial sobre un
cos commutatiu K si tenim denida una operacio interna (suma) en E que
compleix:
1. (x+ y) + z = x+ (y + z), 8 x; y; z 2 E
2. existeix 0 2 E tal que 8x 2 E es x+ 0 = 0 + x = x
3. 8 x 2 E existeix  x 2 E tal que x+ ( x) = ( x) + x = 0
4. x+ y = y + x, 8x; y 2 E
i una operacio externa (producte per escalars)
K  E  ! E
(; x) 7 ! x
que compleix:
5. (x+ y) = x+ y, 8 2 K, 8 x; y 2 E
6. (+ )x = x+ x, 8;  2 K, 8x 2 E
7. (x) = ()x, 8;  2 K, 8 x 2 E
8. 1x = x, 8x 2 E
Observeu que E amb l'operacio suma te estructura de grup.
Els elements d'E s'anomenen vectors i els elements deK s'anomenen escalars.
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Exemple 2.2.1. Rn amb les operacions ordinaries de suma:
(x1; : : : ; xn) + (y1; : : : ; yn) = (x1 + y1; : : : ; xn + yn)
i de producte per escalars d'R:
  (x1; : : : ; xn) = (x1; : : : ; xn)
es un espai vectorial sobre R.
En efecte. L'operacio suma compleix les quatre propietats seguents.
1. Donats (x1; : : : ; xn), (y1; : : : ; yn), (z1; : : : ; zn) 2 Rn qualssevol,
((x1; : : : ; xn) + (y1; : : : ; yn)) + (z1; : : : ; zn) =
= (x1 + y1; : : : ; xn + yn) + (z1; : : : ; zn) =
= ((x1 + y1) + z1; : : : ; (xn + yn) + zn) =
= (x1 + (y1 + z1); : : : ; xn + (yn + zn)) =
= (x1; : : : ; xn) + (y1 + z1; : : : yn + zn) =
= (x1; : : : ; xn) + ((y1; : : : ; yn) + (z1; : : : ; zn))
2. Donat (x1; : : : ; xn) 2 Rn qualsevol,
(x1; : : : ; xn) + (0; : : : ; 0) = (0; : : : ; 0) + (x1; : : : ; xn) = (x1; : : : ; xn)
3. Donat (x1; : : : ; xn) 2 Rn qualsevol, existeix ( x1; : : : ; xn) 2 Rn tal que
(x1; : : : ; xn) + ( x1; : : : ; xn) = ( x1; : : : ; xn) + (x1; : : : ; xn) = (0; : : : ; 0)
4. Donats (x1; : : : ; xn); (y1; : : : ; yn) 2 Rn qualssevol,
(x1; : : : ; xn) + (y1; : : : ; yn) = (x1 + y1; : : : ; xn + yn) =
= (y1 + x1; : : : ; yn + xn) = (y1; : : : ; yn) + (x1; : : : ; xn)
I l'operacio producte per escalars d'R compleix les quatre propietats seguents.
5. Donats (x1; : : : ; xn); (y1; : : : ; yn) 2 Rn qualssevol, per a tot  2 R,
((x1; : : : ; xn) + (y1; : : : ; yn)) = (x1 + y1; : : : ; xn + yn) =
((x1 + y1); : : : ; (xn + yn)) = (x1 + y1; : : : ; xn + yn) =
= (x1; : : : ; xn) + (y1 : : : ; yn) = (x1; : : : ; xn) + (y1; : : : ; yn)
6. Donats ;  2 R qualssevol, per a tot (x1; : : : ; xn) 2 Rn,
(+ )(x1; : : : ; xn) = ((+ )x1; : : : ; (+ )xn) =
= (x1; : : : ; xn) + (x1; : : : ; xn) = (x1; : : : ; xn) + (x1; : : : ; xn)
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7. Donats ;  2 R qualssevol, per a tot (x1; : : : ; xn) 2 Rn,
((x1; : : : ; xn)) = (x1; : : : ; xn) =
= ((x1); : : : ; (xn)) = (()x1; : : : ; ()xn) = ()(x1; : : : ; xn)
8. Donat (x1; : : : ; xn) 2 Rn,
1  (x1; : : : xn) = (1  x1; : : : ; 1  xn) = (x1; : : : ; xn)
Exemple 2.2.2. K[t], amb les operacions habituals de suma de polinomis i
producte per escalars de K, es un espai vectorial sobre K.
En efecte.
Recordem que, donats dos polinomis a(t) = a0 + a1t +    + antn i b(t) =
b0 + b1t+   + bmtm, amb n  m, la seva suma es el polinomi a(t) + b(t) =
(a0 + b0) + (a1 + b1)t+   + (am + bm)tm + am+1tm+1 +   + antn. Aquesta
operacio interna compleix les quatre propietats seguents.
1. Donats a(t) = a0 + a1t +    + antn, b(t) = b0 + b1t +    + bmtm, c(t) =
c0 + c1t+   + c`t`, pertanyents a K[t], amb n  m  `,
(a(t) + b(t)) + c(t) = ((a0 + b0) + (a1 + b1)t+   + (am + bm)tm +
+am+1t
m+1 +   + antn) + (c0 + c1t+   + c`t`)
= ((a0 + b0) + c0) + ((a1 + b1) + c1)t+   + ((a` + b`) + c`)t` +
+(a`+1 + b`+1)t
`+1 +   + (am + bm)tm + am+1tm+1 +   + antn
= (a0 + (b0 + c0)) + (a1 + (b1 + c1))t+   + (a` + (b` + c`))t` +
+(a`+1 + b`+1)t
`+1 +   + (am + bm)tm + am+1tm+1 +   + antn
= (a0 + a1t+   + antn) + ((b0 + c0) + (b1 + c1)t+   + (b` + c`)t` +
+b`+1t
`+1 +   + bmtm) = a(t) + ((b(t) + c(t))) :
2. Donat a(t) = a0 + a1t +    + antn pertanyent a K[t], a(t) + 0 = a(t) =
0 + a(t).
3. Donat a(t) = a0 + a1t +    + antn pertanyent a K[t], existeix  a(t) =
 a0   a1t        antn, pertanyent tambe a K[t], tal que a(t) + ( a(t)) =
( a(t)) + a(t) = 0.
4. Donats a(t) = a0+a1t+   +antn, b(t) = b0+b1t+   +bmtm pertanyents
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a K[t], amb n  m (cosa que podem suposar sense perdua de generalitat),
a(t) + b(t) = (a0 + b0) + (a1 + b1)t+   + (am + bm)tm + am+1tm+1
+   + antn
= (b0 + a0) + (b1 + a1)t+   + (bm + am)tm + am+1tm+1
+   + antn
= b(t) + a(t) :
Recordem tambe que el producte d'un polinomi a(t) = a0 + a1t+   + antn
pertanyent aK[t] per un escalar  2 K ve denit per a(t) = (a0)+(a1)t+
  + (an)tn. Aquesta operacio externa compleix les propietats seguents.
5. Donats a(t) = a0+a1t+   +antn, b(t) = b0+b1t+   +bmtm pertanyents
a R[t], amb n  m (cosa que podem suposar sense perdua de generalitat) i
per tot  2 K.
(a(t) + b(t)) = ((a0 + b0) + (a1 + b1)t+   + (am + bm)tm +
+am+1t
m+1 +   + antn)
= (a0 + b0) + (a1 + b1)t+   + (am + bm)tm
+am+1t
m+1 +   + antn
= (a0 + b0) + (a1 + b1)t+   + (am + bm)tm
+am+1t
m+1 +   + antn
= [a0 + a1t+   + amtm + am+1tm+1 + : : :
+ant
n] + [b0 + b1t+   + bntn]
= a(t) + b(t)
6. Donats ;  2 K i per a tot a(t) = a0 + a1t+   + antn 2 R[t],
(+ )a(t) = ((+ )a0) + ((+ )a1)t+   + ((+ )an)tn
= (a0 + a0) + (a1 + a1)t+   + (an + an)tn
= [a0 + a1t+   + antn] + [a0 + a1t+   + antn]
= a(t) + a(t) :
7. Donats ;  2 K i per a tot a(t) = a0 + a1t+   + antn 2 K[t],
(a(t)) = (a0 + a1t+   + antn)
= (a0) + (a1)t+   + (an)tn
= ()a0 + ()a1t+   + ()antn = ()a(t) :
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8. Donat a(t) = a0 + a1t+   + antn pertanyent a K[t], 1  a(t) = a(t).
2.3 Subespais vectorials
Un subconjunt no buit d'un espai vectorial E es diu que es un subespai
vectorial quan es un espai vectorial amb les operacions de suma i producte
per escalars indudes per les d'E.
Denicio 2.3.1. Un subconjunt no buit F  E es un subespai vectorial d'E
quan compleix:
1. Per a x; y 2 F qualssevol, el vector x+ y pertany tambe a F .
2. Per a x 2 F qualsevol, i per a tot  2 K, el vector x pertany tambe
a F .
Es facil provar que, en efecte, amb aquestes condicions F es un espai vectorial.
Exemple 2.3.1. A R3 el conjunt F format per els vectors (x1; x2; x3) tals que
x1 + x2 + x3 = 0, es un subespai vectorial. En efecte:
1. Donats x = (x1; x2; x3), y = (y1; y2; y3) qualssevol de F , x + y 2 F , ja
que
x1+ y1+ x2+ y2+ x3+ y3 = (x1+ x2+ x3)+ (y1+ y2+ y3) = 0+ 0 = 0
2. Donat x = (x1; x2; x3) 2 F qualsevol i per a tot  2 R, x 2 F ja que
x1 + x2 + x3 = (x1 + x2 + x3) =   0 = 0
Exemple 2.3.2. El conjunt de polinomis de K[t] format per aquells polinomis
el grau dels quals es mes petit o igual que n donat forma un subespai vectorial.
En canvi, el conjunt dels polinomis de K[t] de grau exactament igual a n no
es un subespai vectorial.
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2.4 Dependencia i independencia lineal
Els vectors d'R2 que determinen un triangle son linealment independents,
mentre que els que estan alineats son linealment dependents. A R3, els
vectors que determinen un tetraedre son linealment independents, mentre
que els que son coplanaris son linealment dependents. En aquesta seccio
veurem la generalitzacio d'aquest concepte a un espai vectorial qualsevol.
Denicio 2.4.1. Una combinacio lineal dels vectors u1; : : : ; um d'E es un
vector de la forma x = 1u1 +   + mum amb 1; : : : ; m 2 K.
Denicio 2.4.2. Un conjunt de vectors fu1; : : : ; umg d'E es diu que es li-
nealment dependent si existeix una combinacio lineal d'ells igual al vector
0:
1u1 +   + mum = 0
amb no tots els escalars nuls. En cas contrari, diem que el conjunt es li-
nealment independent. Es a dir, si quan 1u1 +    + mum = 0, aleshores
necessariament 1 =    = m = 0.
Exemple 2.4.1. Considerem el conjunt de polinomis de R2[t] seguent:
ft2 + t+ 1; 2t2   2t  1; 2t2 + tg
Aquest conjunt de polinomis es linealment independent. En canvi, el conjunt
ft2 + t+ 1; 2t2   2t+ 1; 3t2   t+ 2g
es linealment dependent, ja que
1(t2 + t+ 1) + 1(2t2   2t+ 1)  1(3t2   t+ 2) = 0:
Remarca. Equivalentment, un conjunt de vectors fu1; : : : ; umg d'E es line-
alment dependent quan un dels vectors es combinacio lineal dels restants. I
el conjunt es linealment independent quan cap dels vectors no es una combi-
nacio lineal de la resta.
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2.5 Sistemes de generadors
Un altre concepte clau es el de generadors d'un subespai vectorial.
Denicio 2.5.1. Donat un conjunt de vectors fu1; : : : ; umg d'E, denotem per
[u1; : : : ; um] el conjunt de les combinacions lineals d'aquests vectors. Aquest
conjunt (que es el menor subespai vectorial de E que conte el conjunt) s'a-
nomena el subespai vectorial generat o (engendrat) pels vectors u1; : : : ; um.
Denicio 2.5.2. En general, donat un conjunt de vectors i un subespai
vectorial d'E, es diu que generen el subespai F o que formen un sistema
de generadors d'F si F = [u1; : : : ; um]; es a dir, si existeixen m escalars
1; : : : ; m 2 K tals que
x = 1u1 +   + mum 8 x 2 F
Exemple 2.5.1. El conjunt f(1; 2); (2; 1)g es un sistema de generadors de R2.
Exemple 2.5.2. El conjunt f1; t; t2g es un sistema de generadors de R2[t].
2.6 Bases. Dimensio
Denicio 2.6.1. Diem que una famlia ordenada de vectors u = fu1; : : : ; ung
es una base i notarem per u = (u1; : : : ; un) d'un espai vectorial E (respecti-
vament, d'un subespai vectorial F ) si fu1; : : : ; ung es linealment independent
i [u1; : : : ; un] = E (respectivament, [u1; : : : ; un] = F ).
Denicio 2.6.2. Si E te una base formada per n vectors, es diu que la
dimensio d'E es n.
Exemple 2.6.1. La dimensio del subespai vectorial de R5[t] engendrat pels
polinomis
f1 + 2t  t2 + t3; 1 + t  t2; 1  t2   t3g
es igual a 2, ja que un d'ells es combinacio lineal dels altres dos i, per tant,
nomes n'hi ha 2 que siguin linealment independents.
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Si la dimensio d'E es n i fv1; : : : ; vrg, r < n, es un conjunt de vectors d'E
linealment independent, aleshores (v1; : : : ; vr) es pot ampliar ns a obtenir
una base d'E, tal com veiem en el teorema seguent.
Teorema 2.6.1 (Steinitz). Sigui (u1; : : : ; un) una base d'E i sigui
(v1; : : : ; vr) amb r  n, un conjunt de vectors linealment independents d'E.
Aleshores es possible substituir r vectors de la base donada pels r vectors del
conjunt, de manera que el conjunt resultant sigui una altra base d'E.
Demostracio: Escrivim v1 com a combinacio lineal dels vectors de la base
(v1; : : : ; vn) d'E:
v1 = 1u1 + : : :+ nun
Algun dels escalars i es no nul, ja que v1 6= 0. Suposem, per exemple,
1 6= 0. Aleshores podem escriure
u1 =
1
1
v1   2
1
u2   : : :  n
1
un (2.1)
Els vectors fv1; u2; : : : ; ung son linealment independents. En efecte. Suposem
1v1 + 2u2 + : : :+ nun = 0
Substituint,
1(1u1 + : : :+ nun) + 2u2 + : : :+ nun =
(11)u1 + (21 + 2)u2 + : : :+ (n1 + n)un = 0
En ser fu1; u2; : : : ; ung linealment independents,
11 = 21 + 2 = : : : = n1 + n = 0
d'on 1 = 0 (ja que 1 6= 0) i, per tant, tambe 2 = : : : = n = 0.
A mes, aquest conjunt de vectors es un sistema de generadors d'E, ja que,
tenint en compte (2.1)
[u1; u2; : : : ; un] = [v1; u2; : : : ; un]
Aix doncs, (v1; u2; : : : ; un) es una altra base d'E. Podem reiterar el proces,
escrivint ara v2 com a combinacio lineal dels vectors d'aquesta nova base:
v2 = 1v1 + 2u2 + : : :+ nun
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Aleshores algun dels escalars 2; : : : ; n es no nul ja que, altrament, v1 i
v2 serien linealment dependents. Si, per exemple, es 2 6= 0, el conjunt
(v1; v2; u3; : : : ; un) es una nova base d'E.
Reiterant d'aquesta forma el proces, obtenim una base d'E que conte els
vectors v1; : : : ; vr. ut
Remarca. Son consequencia del Teorema de Steinitz les armacions seguents.
1. Si la dimensio d'E es n i fv1; : : : ; vng es un conjunt de vectors d'E
linealment independent, aleshores aquest conjunt es una base d'E.
2. Tota base d'E esta formada pel mateix nombre de vectors.
A mes, si la dimensio d'E es n i fv1; : : : ; vng es un sistema de generadors
d'E, aleshores (v1; : : : ; vn) es una base d'E.
A continuacio veiem una important caracteritzacio dels conjunts que son
base.
Proposicio 2.6.1. Si u = (u1; : : : ; un) es una base d'E, per a tot vector x
de E existeixen n escalars x1; : : : ; xn 2 K unics, tals que
x = x1u1 +   + xnun :
Denicio 2.6.3. Aquests escalars x1; : : : ; xn s'anomenen les components de
x en la base u, o coordenades de x en la base u.
Exemple 2.6.2. Considerem la base (1; t; t2) de R2[t]. Les components dels
polinomis 2t2 + t+ 1; t2 + 1; t  2 en aquesta base son, respectivament:
1; 1; 2
1; 0; 1
 2; 1; 0
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2.7 Suma i interseccio de subespais vectorials
La interseccio de dos subespais vectorials F1 i F2,
F1 \ F2 = fx 2 E
x 2 F1 i x 2 F2g
sempre es un subespai vectorial d'E. En canvi, pero, la unio de subespais
vectorials no es, en general, un subespai vectorial.
Denicio 2.7.1. Donats F1 i F2 subespais vectorials de E, anomenem
subespai suma d'F1 i F2 el subespai vectorial d'E:
F1 + F2 = fx 2 E
x = x1 + x2; x1 2 F1; x2 2 F2g
Remarca. F1 + F2 es el menor subespai vectorial d'E que conte F1 [ F2.
Si F1 = [u1; : : : ; ur] i F2 = [v1; : : : ; vs], llavors:
F1 + F2 = [u1; : : : ; ur; v1; : : : ; vs] :
Les dimensions dels subespais F1, F2, F1+F2 i F1 \F2 estan relacionades de
la manera seguent.
Teorema 2.7.1 (Formula de Grassman). Si F1 i F2 son dos subespais vec-
torials qualssevol d'E, aleshores:
dim(F1 + F2) = dimF1 + dimF2   dim(F1 \ F2)
Demostracio:
Sigui (u1; : : : ; um) una base d'F1 \ F2. Ampliem aquesta base a una base
(u1; : : : ; um; vm+1; : : : ; vr) d'F1 i (u1; : : : ; um; wm+1; : : : ; ws) d'F2.
Aleshores (u1; : : : ; um; vm+1; : : : ; vr; wm+1; : : : ; ws) es base d'F1 + F2, d'on es
dedueix facilment l'enunciat. En efecte. Vegem en primer lloc que aquests
vectors son linealment independents. Suposem que existeix una combinacio
lineal d'ells que es el vector nul,
1u1 + : : :+ mum + m+1vm+1 + : : :+ rvr + m+1wm+1 + : : :+ sws = 0
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Aleshores:
1u1+: : :+mum+m+1vm+1+: : :+rvr =  m+1wm+1 : : : sws 2 F1\F2
i, per tant,
 m+1wm+1   : : :  sws = 1u1 + : : :+ mum
d'on dedum
1u1 + : : :+ mum + m+1wm+1 + : : :+ sws = 0
En ser aquesta una combinacio lineal dels vectors de la base d'F2 considerada,
1 = : : : = m = m+1 = : : : = s = 0
i llavors es:
1u1 + : : :+ mum + m+1vm+1 + : : :+ rvr = 0
Pero aquesta es una combinacio lineal dels vectors de la base d'F1 considerada
i, per tant,
1 = : : : = m = m+1 = : : : = r = 0
D'altra banda, donat x 2 F1 + F2 qualsevol, x = x1 + x2 amb x1 2 F1 i
x2 2 F2, es a dir,
x = (1u1 + : : :+ mum + m+1vm+1 + : : :+ rvr)+
+(1u1 + : : :+ mum + m+1wm+1 + : : :+ sws) =
= (1 + 1)u1 + : : :+ (m + m)um+
+m+1vm+1 + : : :+ rvr + m+1wm+1 + : : :+ sws
i, per tant,
fu1; : : : ; um; vm+1; : : : ; vr; wm+1; : : : ; wsg
es un sistema de generadors d'F1 + F2. ut
Cas general
En general, donats p subespais vectorials F1; : : : ; Fp, tambe es compleix que
F1 \    \ Fp = fx 2 E j x 2 Fi;8i = 1; : : : ; pg es un subespai vectorial d'E.
Es deneix el subespai suma de F1; : : : ; Fp com el subespai vectorial
F1 +   + Fp = fx 2 E j x = x1 +   + xp; xi 2 Fi; 8 i; 1  i  pg
Remarca. F1 +   + Fp es el menor subespai vectorial d'E que conte F1 [
   [ Fp.
Si reunim sistemes de generadors de cadascun dels subespais obtenim un
sistema de generadors del subespai suma F1 +   + Fp.
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2.8 Suma directa. Complementari
En aquesta seccio, tractarem un tipus especial de suma de subespais vecto-
rials.
Denicio 2.8.1. Donats dos subespais vectorials F1 i F2 d'E diem que la
suma F1 + F2 es directa si tot vector x 2 F1 + F2 s'expressa de forma unica
com a x = x1 + x2 amb x1 2 F1, x2 2 F2. En aquest cas escriurem F1  F2.
Exemple 2.8.1. A R3 considerem els subespais F1 = f(x; y; z) 2 R3 j x+ y +
z = 0g i F2 = f(x; y; z) 2 R3 j x  y + z = 0g. Observem que
(0; 2; 0) = (0; 1; 1) + (0; 1; 1) 2 F1 + F2
(0; 2; 0) = (1; 1; 2) + ( 1; 1; 2) 2 F1 + F2
per tant la suma no es directa. En canvi si considerem els subespais G1 =
[(1; 0; 1)] i G2 = [(2; 1; 3)],
1(1; 0; 1) + 1(2; 1; 3) = 2(1; 0; 1) + 2(2; 1; 3)
te solucio si i nomes si 1 = 2 i 1 = 2. Per tant, la suma es directa.
Proposicio 2.8.1. Son equivalents les armacions seguents:
1. F1 + F2 = F1  F2.
2. F1 \ F2 = f0g.
3. La reunio de bases d'F1 i F2 es una base d'F1 + F2.
Corol.lari 2.8.1. Si la suma F1 + F2 es directa, es compleix
dim(F1  F2) = dimF1 + dimF2
Exemple 2.8.2. Si considerem els mateixos subespais que en l'exemple anterior
es veu que
F1 \ F2 = [(1; 0; 1)]; i G1 \G2 = f0g:
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Cas de mes de dos subespais
Si F1; : : : ; Fp son subespais vectorials, la suma F1 +    + Fp diem que es
directa si tot vector v 2 F1 +    + Fp s'expressa de forma unica com a
x = x1 +   + xp amb xi 2 Fi, per a tot i, 1  i  p.
Proposicio 2.8.2. Son equivalents les armacions seguents:
1. F1 +   + Fp = F1      Fp.
2. Fi \ (F1 + : : :+ Fi 1 + Fi+1 + : : :+ Fp) = f0g 8 i, 1  i  p.
3. Si (ui1; : : : ; u
i
ri
) es una base d'Fi, llavors (u
1
1; : : : ; u
1
r1
; : : : ; up1; : : : ; u
p
rp) es
una base d'F1 +   + Fp.
Denicio 2.8.2. Si F es un subespai vectorial de E, un subespai comple-
mentari d'F (en E) es qualsevol subespai G d'E tal que F G = E.
Si G es un complementari d'F ,
dimE = dimF + dimG
Si (v1; : : : ; vr) es una base d'F , un complementari d'F es pot trobar comple-
tant la base d'F ns a trobar una base d'E
(v1; : : : ; vr; vr+1; : : : ; vn)
Llavors G = [vr+1; : : : ; vn] es un complementari d'F (en E), es a dir, F G =
E.
Exemple 2.8.3. A R4 el subespai vectorial
G = [(0; 0; 1; 0); (0; 0; 0; 1)]
es complementari d'F = [(1; 0; 0; 0); (0; 1; 0; 0)].
Remarca. Noteu que un subespai vectorial F admet diferents complemen-
taris.
Exemple 2.8.4. A R3[t] els subespais vectorials
G1 = [1 + t
2; 1 + t3]
G2 = [t+ t
2; 1 + t3]
G3 = [1  t+ t2   t3; 1 + t+ t2 + t3]
G4 = [t
2; t3]
son complementaris d'F = [1; t].
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2.9 Producte escalar. Bases ortonormals
Conceptes geometrics que en el cas dels espais R2 i R3 son facilment identi-
cables, es poden introduir en un espai vectorial real qualsevol.
Sigui E un espai vectorial sobre R.
Denicio 2.9.1. Un producte escalar (euclidi) en E es una aplicacio
E  E  ! R
(u; v)  ! hu; vi
que verica les propietats seguents:
i) hu1 + u2; vi = hu1; vi+ hu2; vi 8u1; u2; v 2 E.
ii) hu; vi = hu; vi 8u; v 2 E; 8 2 R.
iii) hu; vi = hv; ui 8u; v 2 E.
iv) hu; ui  0 8u 2 E i hu; ui = 0 si, i nomes si u = 0.
Exemple 2.9.1. Considerem a R2, per a tota parella de vectors u = (x1; x2); v =
(y1; y2), l'aplicacio que ve denida per:
hu; vi = x1y1 + x2y2
Es clar que verica les propietats de producte escalar.
En general, a Rn l'aplicacio
h(x1; : : : ; xn); (y1; : : : ; yn)i = x1y1 + : : :+ xnyn
es un producte escalar. S'anomena el producte escalar ordinari d'Rn.
En tot espai vectorial sobre R de dimensio nita es pot denir un producte
escalar. Si escollim una base (u1; : : : ; un) donats dos vectors qualssevol u =
x1u1 + : : :+ xnun, v = y1u1 + : : :+ ynun podem denir l'aplicacio
E  E  ! R
(u; v)  ! hu; vi = x1y1 + : : :+ xnyn (2.2)
No es difcil provar que es veriquen totes les propietats del producte escalar.
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Un altre producte escalar en E es el que ve denit de la forma seguent:
hu; vi = 2x1y1 + x1y2 + x2y1 + : : :+ x1yn + xny1 + 2x2y2 + x2y3+
+x3y2 + : : :+ x2yn + xny2 + 2xnyn
Un cop denit un producte escalar en un espai vectorial, podem introduir les
nocions geometriques de norma d'un vector i angle entre dos vectors.
Denicio 2.9.2. Donat un vector u, denim la norma o longitud del vector
u com:
kuk = +
p
hu; ui (2.3)
Les propietats de la norma d'un vector son:
i) kuk  0 8u 2 E i kuk = 0 si, i nomes si, u = 0.
ii) kuk = jj kuk 8u 2 E; 8 2 R.
iii) jhu; uij  kuk kvk 8u; v 2 E (desigualtat de Cauchy-Schwartz).
iv) ku+ vk  kuk+ kvk 8u; v 2 E (desigualtat triangular).
Remarca. Observeu que, donat un vector u 2 E, no nul, el vector ukuk es
un vector unitari (de norma 1).
Exemple 2.9.2. A R3, amb el producte escalar que ve denit per
h(x1; x2; x3); (y1; y2; y3)i = x1y1 + x2y2 + x3y3
es te:
k(2; 3; 4)k =
p
29; k(1; 1; 2)k =
p
6;
 1p2 ; 1p2 ; 0
 = 1
Denicio 2.9.3. Donats u; v 2 E no nuls, denim l'angle entre aquests dos
vectors com l'angle  2 [0; ] tal que:
cos =
hu; vi
kuk kvk (2.4)
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Les propietats de l'angle entre dos vectors son:
i) angle(u; v) = angle(v; u) 8u; v 2 E.
ii) Si  > 0 i  > 0 angle(u; v) = angle(u; v) 8u; v 2 E.
iii) angle(u; v) = angle( u; v) 8u; v 2 E.
iv) angle(u; v) + angle( u; v) =  8u; v 2 E.
Exemple 2.9.3. A R2, amb el producte escalar que ve denit per
h(x1; x2); (y1; y2)i = x1y1 + x2y2
es te:
angle((1; 0); (1; 1)) =

4
; angle((1; 1); ( 1; 0)) = 3
4
:
El concepte de vectors perpendiculars per a vectors de R2 i de R3, es pot
generalitzar en el cas d'un espai vectorial on s'ha denit un producte escalar.
Sigui E un espai vectorial real amb un producte escalar. Un tal espai s'ano-
mena espai vectorial euclidia.
Denicio 2.9.4. Donats dos vectors u; v 2 E direm que son ortogonals si
hu; vi = 0
Clarament es veriquen les propietats intutives sobre perpendicularitat.
i) Si u; v 2 E son ortogonals, angle(u; v) = 
2
.
ii) Si u; v 2 E son ortogonals ku + vk2 = kuk2 + kvk2 (teorema de
Pitagores).
Remarca. Si a un espai vectorial E considerem el producte escalar denit
a (2.2) aleshores els vectors de la base u1; : : : ; un son tots de norma 1 i dos a
dos ortogonals.
46 CAPITOL 2. ESPAIS VECTORIALS
Denicio 2.9.5. Sigui E un espai vectorial real en el que s'ha denit un
producte escalar. Es diu que una base (u1; : : : ; un) es ortonormal si verica:
kuik = 1 per a 1  i  n;
hui; uji = 0; per a tot i; j amb i 6= j: (2.5)
Donat un vector u 6= 0 qualsevol de l' espai vectorial E (on s'ha denit un
producte escalar) podem considerar el conjunt de vectors perpendicaulars a
aquest vector:
u? = fv 2 E j hu; vi = 0g
Es facil provar que aquest conjunt es un subespai vectorial, que s'anomena
subespai ortogonal a u.
De fet, podem calcular el conjunt de vectors perpendiculars a tots els vectors
d'un subespai F :
F? = fv 2 E j hu; vi = 0;8u 2 Fg
Remarca. Tambe es facil provar que F? es un subespai vectorial.
F? s'anomena el complement ortogonal d'F .
Exemple 2.9.4. A R3, amb el producte escalar denit per
h(x1; x2; x3); (y1; y2; y3)i = x1y1 + x2y2 + x3y3
si F = [(2; 1; 1); (0; 2; 3)], aleshores:
F? = f(x1; x2; x3) 2 R3 j 2x1 + x2   x3 = 2x2 + 3x3 = 0g = [( 5; 6; 4)]
Proposicio 2.9.1. Si F es un subespai vectorial qualsevol d'E, aleshores:
E = F  F?
Escriurem:
E = F ? F?:
Del fet de que la suma es directa es dedueix que la descomposicio d'un vector
u 2 E qualsevol com a suma d'un vector de F i d'un vector de F? es unica:
u = u1 + u2 amb u1 2 F i u2 2 F? unics.
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Denicio 2.9.6. S'anomena projeccio ortogonal d'un vector u 2 E sobre F
la component sobre F de la descomposicio en suma ortogonal d'F i F?.
Exemple 2.9.5. Sigui u = (1; 3) 2 R2. La projeccio ortogonal de u sobre
F = f(x; y) 2 R2 j x = yg es v = (2; 2), ja que (1; 3) = 2(1; 1)  1(1; 1) on
((1; 1)) es una base de F i ((1; 1)) de F?.
2.10 Apendix A
Espais vectorials de dimensio innita
Suposem que tenim un espai vectorial E sobre un cos commutatiu K.
Una combinacio lineal del conjunt de vectors u1; : : : ; um; : : : (no necessaria-
ment nit) d'E es tot vector de la forma x = 1u1 +    + mum + : : : amb
1; : : : ; m;    2 K, (suma nita, es a dir si el conjunt no es nit quasi tots
els i son nuls).
Un conjunt de vectors fu1; : : : ; um; : : : g d'E es diu que es linealment depen-
dent si existeix una combinacio lineal d'ells que es el vector 0, es a dir:
1u1 +   + mum +    = 0
amb no tots els escalars nuls.
En general, direm que un conjunt no buit qualsevol de vectors d'E es lineal-
ment dependent si conte un subconjunt nit linealment dependent i que es
linealment independent en cas contrari, es a dir, si tot subconjunt nit d'ell
es linealment independent.
Diem que una famlia de vectors u = (u1; : : : ; un; : : : ) es una base d'un espai
vectorial E si fu1; : : : ; un; : : : g es linealment independent i
[u1; : : : ; un; : : : ] = E.
Si no existeix una famlia nita de vectors que sigui base d'E direm que E
te dimensio innita.
Si u = (u1; : : : ; un; : : : ) es una base d'E, per a tot vector x de E existeixen
escalars x1; : : : ; xn; : : : unics tals que
x = x1u1 +   + xnun + : : : :
Aquests escalars x1; : : : ; xn; : : : s'anomenen les components de x en la base
u.
Hi ha molts exemples d'espais vectorials de dimensio innita.
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Exemple 2.10.1. El conjunt E = K[t] de tots els polinomis amb coecients
reals es un espai vectorial sobre K de dimensio innita. Una base d'ell es el
conjunt de polinomis
f1; t; t2; : : : ; tn; : : : g
ja que qualsevol polinomi es combinacio lineal d'ells. Obviament, pero, no
hi ha cap conjunt nit de polinomis que sigui base d'E. Suposem que un
conjunt de polinomis
fp1(t); p2(t); : : : ; pm(t)g
es una base deK[t], i els graus respectius d'aquests polinomis son: n1; n2; : : : ,
nm. Aleshores, posant n0 = maxfn1; n2; : : : ; nmg tenim que per exemple, el
polinomi tn0+1 no pertany al subespai generat per
fp1(t); p2(t); : : : ; pm(t)g.
Exemple 2.10.2. El conjunt E format per les successions numeriques
(x1; x2; : : : ; xn; : : : ) amb x1; x2; : : : ; xn;    2 R, on la suma i el producte
per escalars estan denits de la forma habitual, es un R-espai vectorial. Una
base d'aquest espai vectorial es la formada per les successions
s1 = (1; 0; 0; 0; : : : ; 0; : : :)
s2 = (0; 1; 0; 0; : : : ; 0; : : :)
s3 = (0; 0; 1; 0; : : : ; 0; : : :)
: : :
Exemple 2.10.3. Amb la suma i el producte per escalars habitual, el conjunt
de les funcions reals de variable real es un espai vectorial sobre R de dimensio
innita. En aquest cas, a diferencia dels anteriors, no podem trobar cap base.
En un espai vectorial de dimensio innita la denicio de subespai vectorial es
la mateixa. Tambe es deneixen de la mateixa manera el subespai vectorial
suma de subespais vectorials i la interseccio de subespais, de fet el concepte
de suma directa i complementaris tambe es el mateix que en el cas dels espais
vectorials de dimensio nita. Noteu, pero, que, en aquest cas, si considerem
subespais vectorials F , G de dimensio innita, la formula de Grassman no es
pot aplicar.
Observeu que, en un espai vectorial de dimensio innita, els subespais vec-
torials poden ser de dimensio nita i tambe poden ser de dimensio innita.
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Exemple 2.10.4. En l'espai vectorial R[t], els conjunts de polinomis Rn[t] son
subespais vectorials de dimensio nita (= n + 1). Subespais vectorials de
dimensio innita son, per exemple,
F = [1; t2; t4; t6; : : : ; t2n 2; : : :]
G = [1; 3t3; 6t6; : : : ; 3(n  1)t3(n 1); : : :]
H = [t; t3; t5; : : : ; t2n 1; : : :]
En aquest cas, es clar que H es un complementari d'F a R[t], ja que F H =
R[t].
En canvi, el subespai suma F + G no es igual a R[t], ja que, per exem-
ple, el polinomi t no pertany a F + G. La interseccio F \ G es igual a
[1; t6; t12; : : : ; t6(n 1); : : :].
Exemple 2.10.5. A l'espai vectorial format per les successions reals, el conjunt
F =

(x1; x2; : : : ; xn; : : : ) 2 E
xi = 0 8 i  5	 :
es un subespai vectorial d'E de dimensio 4, ja que una base n'es el conjunt
de successions:
s1 = (1; 0; 0; 0; 0; : : : ; 0; : : : )
s2 = (0; 1; 0; 0; 0; : : : ; 0; : : : )
s3 = (0; 0; 1; 0; 0; : : : ; 0; : : : )
s4 = (0; 0; 0; 1; 0; : : : ; 0; : : : )
En canvi, el conjunt
G =

(x1; x2; : : : ; xn; : : : ) 2 E
xi = 0 8 i < 5	
es un subespai vectorial d'E de dimensio innita, ja que una base n'es el
conjunt (no nit) de successions:
s1 = (0; 0; 0; 0; 1; 0; 0; 0; : : : ; 0; : : : )
s2 = (0; 0; 0; 0; 0; 1; 0; 0; : : : ; 0; : : : )
s3 = (0; 0; 1; 0; 0; 0; 1; 0; : : : ; 0; : : : )
: : :
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Exemple 2.10.6. A l'espai vectorial sobre R de les funcions contnues d'R en
R, les funcions f(t) = cos t i g(t) = sin t son linealment independents. En
efecte. Suposem que existeixen escalars 1; 2 2 R de manera que
1 cos t+ 2 sin t = 0
per a tot t 2 R. En particular, per a t = 0, tenim 1 = 0 i, per a t = 
2
,
tenim 2 = 0.
Per tant, les funcions cos t i sin t son linealment independents.
A mes, el conjunt de funcions reals de variable real
C = fsin t; sin(2t); : : : ; sin(nt); : : : g
es linealment independent.
En efecte. En aquest cas hem de veure que tot subconjunt nit de C es
linealment independent. Sigui S un tal subconjunt,
S = fsin(i1t); sin(i2t); : : : ; sin(imt)g
amb i1  i2      im. Suposem ara que tenim una combinacio lineal, amb
no tots els coecients nuls, d'aquestes funcions que es la funcio nulla, es a
dir,
i1 sin(i1t) + i2 sin(i2t) +   + ir sin(imt) = 0 ; 8 t 2 R :
Posem m = maxfi1; i2; : : : ; img. Aleshores existeix una combinacio lineal
(amb no tots els coecients nuls) de les funcions sin t; sin(2t); : : : ; sin(mt)
que es la funcio nulla,
1 sin t+ 2 sin(2t) +   + m sin(mt) = 0 ; 8 t 2 R :
S es un subconjunt nit de Cm:
fsin t; sin(2t); : : : ; sin(mt)g
I el conjunt de funcions
fsin t; sin(2t); : : : ; sin(mt)g
es linealment independent.
Es pot veure per induccio sobre m.
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Si m = 1, es obvi.
Suposem ara la hipotesi certa ns a m  1, i suposem que
1 sin t+ 2 sin(2t) +   + m 1 sin((m  1)t) + m sin(mt) = 0 ; (2.6)
8 t 2 R. Derivant dos cops aquesta expressio obtenim
 1 sin t 42 sin(2t)    (m 1)2m 1 sin((m 1)t) m2m sinmt = 0 ;
(2.7)
8 t 2 R. Multipliquem (2.7) per m2 i li sumem (2.6):
(m2 1)1sin t+(m2 4)2 sin(2t)+   +(m2  (m 1)2)m 1sin((m 1)t)=0;
8 t 2 R. Per hipotesi d'induccio,
(m2   1)1 = (m2   4)2 =    = (m2   (m  1)2)m 1 = 0
d'on 1 = 2 =    = m 1 = 0.
Substituint a (2.6) obtenim
m sinmt = 0 d'on tambe m = 0 :
2.11 Apendix B
Espais vectorials sobre cossos nits
Suposem que tenim un conjunt E que es un espai vectorial sobre un cos
nit K (veure Apendix del captol 1). Totes les denicions vistes al llarg
d'aquest captol son aplicables a aquest cas: combinacio lineal de vectors,
dependencia/independencia lineal, sistemes de generadors, bases, subespais
vectorials, suma i interseccio de subespais. L'unica diferencia es que, en
aquest cas, els coecients de les combinacions lineals son al cos nit K.
Observeu, pero, que si E es un espai vectorial sobre el cos nit K de q
elements de dimensio n, aleshores E es un espai vectorial format per qn
vectors. En particular, tots els subespais vectorials d'E tenen un nombre
nit de vectors.
Nomes poden tenir un nombre innit de vectors els espais vectorials sobre
un cos nit de dimensio innita.
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Exemple 2.11.1. Un codi es un conjunt de sequencies de smbols, en que cada
smbol esta escollit entre els d'un alfabet. Cadascuna de les sequencies del
codi s'anomena paraula.
Un codi lineal C sobre Z=qZ es un subespai vectorial de (Z=qZ)n.
Els codis denits sobre (Z=2Z)n s'anomenen binaris, els denits sobre (Z=3Z)n,
ternaris, i, en general, els denits sobre (Z=qZ)n s'anomenen q-aris.
A continuacio es mostren tres codis sobre Z=2Z.
C1 0 0
0 1
1 0
1 1
C2 0 0 0
0 1 1
1 0 1
1 1 0
C3 0 0 0 0 0
0 1 1 0 1
1 0 1 1 0
1 1 0 1 1
S'anomena dimensio d'un codi lineal C a la seva dimensio com a subespai
vectorial sobre Z=qZ. Direm tambe que la seva longitud es n.
En particular, un codi C lineal de dimensio k conte qk paraules.
S'anomena codi dual de C al codi
C? = fx = (x1; : : : ; xn) 2 (Z=qZ)n j
nX
i=1
xiyi = 0 8y = (y1; : : : ; yn) 2 Cg
En general, donat un codi qualsevol, s'anomena distancia de Hamming entre
dues paraules com el nombre de smbols en que difereixen. I s'anomena
distancia mnima a la mes petita entre totes les distancies entre paraules
diferents del codi, que es representa per d(C).
Donat un codi lineal C, s'anomena pes d'una paraula x 2 C al nombre de
components no nulles d'aquesta paraula. L'indicarem per: w(x).
Quan el codi es lineal, es immediat comprovar que d(x; y) = w(x   y) do-
nades dues paraules x; y de C qualssevol. Tambe es facil veure que d(C) =
minfw(x) jx 2 C g.
2.12 Apendix C
Espai vectorial quocient
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Denicio 2.12.1. Siguin E un espai vectorial sobre un cos commutatiu K i
F un subespai vectorial d'E. Posarem x+ F = fy 2 E j y = x+ u; u 2 Fg.
El conjunt
E=F = fx+ F j x 2 Eg
amb les operacions suma i producte per escalars, denides mitjancant:
(x+ F ) + (y + F ) = (x+ y) + F
(x+ F ) = x+ F
te estructura d'espai vectorial sobre K i s'anomena espai vectorial quocient
d'E per F .
Els elements x+ F de l'espai E=F s'anomenen classes modul F .
Observeu que el vector nul a E=F es 0 + F = F .
Es compleix:
x+ F = y + F si, i nomes si x  y 2 F; 8x; y 2 E :
Com a consequencia, es te:
x+ F = 0 + F = F si, i nomes si x 2 F :
Dues classes x + F , y + F o be son iguals o be (x + F ) \ (y + F ) = ; (son
disjuntes).
Els conceptes de vectors d'E=F linealment dependents/independents, siste-
mes de generadors i bases es poden reduir al calcul dels subespais suma i
interseccio de dos subespais adequats.
Donades les classes u1 + F; : : : ; us + F d'E=F es compleix:
[u1 + F; : : : ; us + F ] = E=F si, i nomes si [u1; : : : ; us] + F = E :
D'altra banda, si u1; : : : ; us son linealment independents, el conjunt
fu1 + F; : : : ; us + Fg es linealment independent si, i nomes, si
[u1; : : : ; us] \ F = f0g:
Com a consequencia, (u1 + F; : : : ; us + F ) es base d'E=F si, i nomes, si
[u1; : : : ; us] F = E.
Observeu que l'analog d'aquest resultat es valid en el cas d'espais vectorials
de dimensio innita. En el cas de subespais vectorials de dimensio nita,
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la dimensio de l'espai vectorial quocient es pot deduir del resultat anterior,
obtenint-se aix:
dim(E=F ) = dimE   dimF
Exemple 2.12.1. Sigui F el subespai vectorial de R4 generat pels vectors
f(0; 1; 0; 2); (1; 1; 1; 1); (1; 0; 1; 1)g :
Considereu a R4=F els vectors (3; 1; 1; 0) + F i (2; 1; 0; ; 1) + F .
Estudiarem si aquests vectors son una base de R4=F .
Observem en primer lloc que els vectors que generen F son linealment de-
pendents. Per tant, dimF = 2 i dimR4=F = dimR4   dimF = 4   2 = 2.
Aix, els dos vectors de R4=F donats poden ser linealment independents i,
en aquest cas, tambe serien una base de R4=F .
Suposem que tenim una combinacio lineal dels vectors (3; 1; 1; 0) + F i
(2; 1; 0; 1) + F que es igual al vector nul,
1((3; 1; 1; 0) + F ) + 2((2; 1; 0; 1) + F ) = 0 + F :
Aleshores
(1(3; 1; 1; 0) + 2(2; 1; 0; 1)) + F = 0 + F
Aixo nomes es possible si
1(3; 1; 1; 0) + 2(2; 1; 0; 1) = (31 + 22; 1   2; 1; 2)
pertany a F ; es a dir, si i nomes si,
1 = 2 = 0
Es a dir, que els dos vectors donats son linealment independents.
Una altra forma de fer l'estudi es utilitzant la proposicio darrera. Es a dir,
comprovant que
[(0,1,0,2),(1,-1,1,-1),(1,0,1,1] \ [(3,-1,1,0),(2,-1,0,1)] = f0g :
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2.13 Aplicacio a l'enginyeria
L'espai vectorial de les funcions d'ona d'un sistema
La mecanica classica nomes es aplicable a partcules macroscopiques. Per a
l'estudi de les partcules microscopiques fa falta la mecanica quantica.
Les funcions d'ona van ser introdudes per Schrodinger l'any 1926. Permeten
determinar la probabilitat de trobar les partcules en una zona de l'espai.
El conjunt de les funcions d'ona d'un sistema constitueix un espai vectorial
sobre el cos C, que, a mes, es un espai de Hilbert.
Si un sistema consta d'N partcules, les seves funcions d'ona son aplicacions
 : R3N  ! C
((x1; y1; z1); : : : ; (xN ; yN ; zN))  !  ((x1; y1; z1); : : : ; (xN ; yN ; zN))
Considerem el conjunt de funcions d'ona d'un sistema. Amb la suma i el
producte per escalars de C aquest conjunt te estructura d'espai vectorial
sobre C.
De forma similar a com s'ha introdut una metrica en els espais vectorials
reals, es pot fer en el cas d'espais vectorials complexos, introduint un producte
hermtic.
Donat E un espai vectorial complex, un producte hermtic en E es una apli-
cacio
E  E  ! C
(u; v)  ! hu; vi
que verica les propietats seguents:
i) hu1 + u2; vi = hu1; vi+ hu2; vi 8u1; u2; v 2 E.
ii) hu; vi = hu; vi 8u; v 2 E; 8 2 R.
iii) hu; vi = hv; ui 8u; v 2 E.
iv) hu; ui  0 8u 2 E i hu; ui = 0 si, i nomes si u = 0.
Observeu que la propietat (iii) implica que hu; ui 2 R i, per tant, te sentit
(iv).
Donat un vector u, es deneix la norma del vector u com:
kuk = +
p
hu; ui
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La distancia entre dos vectors es: d(u; v) = ku  vk.
Donats dos vectors u; v 2 E direm que son ortogonals si
hu; vi = 0
Una base d'E es diu que es ortogonal si els vectors que la formen son dos a
dos ortogonals, i que es ortonormal si aquests vectors son, a mes, unitaris.
Un tal espai vectorial E s'anomena espai vectorial hermtic.
En l'espai vectorial les funcions  com abans es deneix el producte hermtic
seguent:
<  1;  2 >=
Z 1
 1
: : :
Z 1
 1
 1 2
Les funcions per a les quals aquesta integral es convergent reben el nom de
funcions de quadrat integrable. El conjunt d'aquestes funcions el denotarem
per E .
El primer postulat de la qumica quantica arma que en cada instant, el
sistema queda completament descrit per una funcio d'ona  : R3N  ! C de
classe C2 i de norma 1.
A mes, dins d'E qualsevol successio de funcions que es de Cauchy es tambe
convergent (recordeu que aixo no passa sempre; quan es aix per a tota
successio, es diu que l'espai es complet).
Aix, E es un espai vectorial complex hermtic i complet. Un tal espai s'ano-
mena un espai de Hilbert.
2.14 Comentaris nals
Els espais vectorials constituiexen el nucli de l'algebra lineal. Son utilitzats
en problemes tan diversos com son ara, per exemple, la resolucio d'equaci-
ons diferencials i de recurrencia. Els axiomes dels espais vectorials expressen
propietats algebraiques de moltes classes d'objectes que es troben sovint a
l'analisi, tambe tenen gran importancia els espais vectorials de funcions (con-
tinues, analtiques, mesurables,...). Els espais vectorials mes emprats son els
reals i els complexos.
2.15 Exercicis
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1. Estudieu la dependencia o independencia lineal de les famlies de vec-
tors d'R4 seguents:
(a) f(1; 1; 2; 2); ( 2; 1; 3; 4); (7; 1; 0; 2)g
(b) f(1; 1; 2; 3); (2; 1; 0; 4); (5; 1; 0; 0); (1; 0; 1; 0)g
(c) f(0; 1; 3; 2); (2; 7; 3; 4); (5; 1; 2; 2); (8; 9; 3; 4); (6; 3; 2; 4)g
2. Siguin u = (1; 0; 1) y v = (2; 3; 1) dos vectors de R3. Doneu dos
vectors w1; w2 2 R3 linealment independents entre ells i tals que les
famlies fu; v; w1g i fu; v; w2g siguin linealment independents. Es la
famlia fu; v; w1; w2g linealment independent?
3. Siguin u = (1; 0; 1; 0) y v = (2; 3; 1; 3) dos vectors de R4.
(a) Doneu dos vectors w1; w2 2 R4 linealment independents entre ells i
tals que les famlies fu; v; w1g, fu; v; w2g i fu; v; w1; w2g siguin lineal-
ment independents.
(b) Doneu dos vectors w1; w2 2 R4 linealment independents entre ells i
tals que les famlies fu; v; w1g, fu; v; w2g siguin linealment independents
pero la famlia fu; v; w1; w2g sigui linealment dependent.
4. Considereu els subconjunts d'R3[t] seguents:
F1 = fp(t) j p(0) = p(1)g:
F2 = fp(t) j p(0) = p( 1)g:
F3 = fp(t) j p( 1) = p(1)g:
F4 = fp(t) j 1 = p(1)g:
Es per a cada i = 1; : : : ; 4, Fi un subespai vectorial? Justiqueu la
resposta.
5. Determineu per a quins valors de les constants a; b; c 2 R son subespais
vectorials els conjunts d'R4 seguents:
F1 = f(x1; x2; x3; x4) 2 R4 j ax1   bx2 + c = 0g
F2 = f(x1; x2; x3; x4) 2 R4 j x1   x2 = x3   x4 = ag
F3 = f(x1; x2; x3; x4) 2 R4 j (x1   x2)(x2   x3) = abg
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6. Escriviu totes les bases fu1; u2; u3g de R3 que es poden formar a partir
dels elements del conjunt
F = f(1; 2; 3); ( 3; 0; 1); ( 5; 2; 1); (1; 1; 1)g:
7. Considereu les famlies de vectors d'R4 seguents:
(a) f(1; 1; 2; 2); (2; 1; 3; 4); (1; 0; 7; 1)g
(b) f(1; 1; 2; 2); ( 2; 1; 3; 4); (1; 0; 7; 1)g
(c) f(1; 1; 2; 2); ( 2; 1; 3; 4); ( 1; 2; 1; 6)g
Doneu la dimensio del subespai que engendren, aix com una base d'a-
quest subespai.
8. Comproveu que els conjunts A = f(1; 0; 1); (1; 1; 0); (0; 1; 1)g i B =
f(2; 1; 1); (1; 2; 1)g de vectors de R3 generen el mateix subespai vec-
torial de R3, pero que el conjunt C = f(2; 1; 1); (1; 1; 0)g no genera
aquest subespai.
9. Considereu la famlia de vectors d'R4 seguent:
F = f(  2+ 5; 2+ 5  8;   4+ 7; 3+   2)g
per a tot ; ;  2 R.
Proveu que F es un subespai vectorial de R4 i determineu una base.
10. Per a quins valors de a 2 R el conjunt
0 a 0
0 1 0

;

0 1 0
0 a a

;

0 1 0
0 a 0

es linealment dependent?
11. A R5 considerem els subespais vectorials seguents:
F = [(1; 0; 1; 2; 2); (3; 1; 1; 0; 2); (2; 1; 2; 2; 4); (0; 0; 0; 2; 1)]
G = [u]
Trobeu una base d'F .
Es dim(F + [u])  dimF = dim[u]?
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12. Trobeu la dimensio del subespai vectorial d'R6:
Fa = f(x1; x2; x3; x4; x5; x6 j ax1 + x4 = ax2 + x5 = ax3 + x6 = 0g
segons els diferents valors d'a 2 R.
13. Determineu la dimensio i una base dels subespais vectorials
d'E = R4[t]:
(a) F1 = fp(t) 2 E j p0(0) = 0g
(b) F2 = fp(t) 2 E j p(0) = p0(0)  p0(1) = 0g
(c) F3 = fp(t) 2 E j p(t) = p(0) + p0(0)t+ p00(0)t2g
(d) F4 = fp(t) 2 E j p(t) = p(1) + p0(0)t+ p(0)t2 + p(0)t3g
14. El mateix que a l'exercici anterior, si E = R[t].
15. Trobeu una base dels subespais vectorials d'R4 engendrats pels conjunts
de vectors seguents:
(a) f(1; 1; 0; 1); (0; 1; 1; 1); ( 2; 1; 0; 1)g
(b) f(1; 1; 1; 0); (2; 1; 1; 0); (3; 0; 2; 0)g
(c) f(1; 1; 0; 1); (1; 1; 1; 1); (2; 0; 1; 2); (0; 2; 1; 0)g
16. El mateix que a l'exercici anterior en el cas dels subespais vectorials
d'R3[t] engendrats per:
(a) f1; t+ t2; t3g
(b) f1; 1 + t; 1 + t+ t2; t+ t2g
(c) ft+ t2; t  t2; t3; 1 + t2; 1 + t3g
17. Siguin F1 = f(x; y; z) j x+z = 0; y+z = 0g i F2 = f(x; y; z) j x y = 0g.
(a) Proveu que f0g  F1  F2  R3.
(b) Doneu una base de R3 obtinguda per ampliacio de bases de la
cadena de subespais de l'apartat (a). (Es a dir una base fu; v; wg de
R3, de manera que fug es base de F1 i fu; vg es base de F2).
18. Determineu la dimensio de C2 considerat com a espai vectorial sobre
R i sobre C.
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19. Determineu la dimensio de C2[t] considerat com a espai vectorial sobre
R.
20. Determineu les coordenades dels vectors u = (1; 2; 1); v = (2; 0; 3) 2
R3 en la base de R3 seguent: (v1 = (1; 1; 1); v2 = (1; 1; 0); v3 = (1; 0; 0)).
21. A R2[t] considerem les seguents bases
B1 = ft; t2 + 1; t2 + tg
B2 = f 1; t2 + 2t; t2g
(a) Determineu la matriu de canvi de base entre la base canonica i la
base B1
(b) Determineu la matriu de canvi de base entre la base canonica i la
base B2
(c) Determineu la matriu de canvi de base entre la base B1 i la base B2
(d) Determineu les coordenades del polinomi p(t) = t2 + t+ 1 respecte
B1 i B2.
22. Sigui E = R4, considerem els subespais
F = [(1; 0; 2; 0); (0; 1; 0; 1); (2; 1; 4; 1)]
i
G = f(x; y; z; t) j; x y z+2t = 0; 3x+y z 2t = 0; 7x+y 3z 2t = 0g:
(a) Calculeu les dimensions de F i de G.
(b) Calculeu la dimensio de F \G, i doneu una base.
(c) Amplieu la base de F \ G obtinguda a (b) per obtenir una base
de F i una de G.
(d) Deduu una base de F +G.
(e) Amplieu la base de F + G obtinguda a (d) per obtenir una base
de E.
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23. En cristallograa, es millora la descripcio de les xarxes cristallines
seleccionant una base a R3 (u; v; w) que correspongui a tres arestes
adjacents d'una \cella unitaria". Una xarxa completa s'obte apilant
varies copies d'una cella unitaria. La xarxa cristallina del titani te es-
tructura hexagonal, els vectors de R3, v1 = (26; 15; 0), v2 = (0; 3; 0),
v3 = (0; 0; 48) formen una base per a la cella unitaria. (els numeros
estan donats en Amstrongs). En alguns aliatges de titani poden haver-
hi alguns atoms addicionals en la cella unitaria en els llocs octaedrics i
tetraedrics (anomenats aix per els objectes geometrics que formen els
atoms en aquests llocs).
(a) Un dels llocs octaedrics es (1=2; 1=4; 1=6) respecte la base de la
xarxa. Determineu les coordenades d'aquest atom respecte la base
canonica de R3.
(b) Un dels llocs tetraedrics es (1=2; 1=2; 1=3) respecte la base de la
xarxa. Determineu les coordenades d'aquest atom respecte la base
canonica de R3.
24. A E = R5 considereu el subespai vectorial F engendrat pel conjunt de
vectors,
f(1; 1; 0; 1; 1); (0; 1; 0; 1; 1); (1; 0; 0; 0; 2); (2; 1; 0; 0; 1)g
Determineu una base d'F i amplieu-la a una base d'R5.
25. A E = R4, considereu els subespais vectorials
F1 = f(x1; x2; x3; x4) 2 R4 j x1   x2 = 0g
F2 = f(x1; x2; x3; x4) 2 R4 j 2x1   3x2 = x3 = 0g
F3 = f(x1; x2; x3; x4) 2 R4 j x2 = x3 = x4g
Trobeu F1\F2, F1\F3, F2\F3, F1\F2\F3, F1+F2, F1+F3, F2+F3,
F1 + F2 + F3.
26. A E = R[t], determineu F +G si
F = fp(t) 2 E j p(t) = p0(0)t+ p00(0)t3g
G = [1 + t2; t  t3; t4]
Es directa la suma?
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27. A R5 considerem els subespais vectorials seguents:
F = [(1; 0; 2; 1; 3)]
G = [(1; 0; 0; 1; 0); (0; 1; 0; 0; 0); (0; 0; 1; 1; 0)]
H = [(1; 0; 2; 1; 0); (1; 0; 1; 0; 1)]
a) Trobeu F +G. Es directa la suma?
b) Trobeu F +G+H. Es directa la suma?
28. Doneu tres complementaris del subespai vectorial
F = f(x1; x2; x3; x4) 2 R4 j x1   x2 + 2x3 = 3x1   x4 = 0g
29. Doneu tres complementaris del subespai vectorial
F = fp(t) 2 R4[t] j p(0) + p00(0) = p000(0) = 0g
30. Discutiu quines de les famlies seguents de vectors d'R3 son bases orto-
normals, amb el producte escalar ordinari d'R3,
(a) f(0; 1; 0); (
p
2
2
; 0;
p
2
2
); (
p
2
2
; 0; 
p
2
2
)g
(b) f(1; 1; 0); (1; 1; 0); (0; 0; 1)g
(c) f
p
2
2
;
p
2
2
; 0); (
p
2
2
; 
p
2
2
; 0)g
(d) f(1; 0; 0); 1p
2
( 1; 1; 0); 1p
3
(1; 1; 1)g.
31. Siguin F = fx; y; z; t) j x+y = 0; 2x y+3z t = 0g i G = f(x; y; z; t) j
2z + t = 0; 3x+ 2z + t = 0g.
(a) Proveu que R4 = F G
(b) Descomposeu u = (1; 0; 3; 5) 2 R4 en la forma u = v+w amb v 2 F
i w 2 G.
32. Descomposeu el vector u = (4; 3; 5; 6) 2 R4 en suma de v 2 F i w 2 F?
on F = [(2; 1; 3; 1); (5; 4; 3; 2)].
33. Sigui E un espai vectorial sobre K i siguin F1 : : : Fr subespais vectorials
tals que
E = F1      Fr
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Estudieu si es cert, i proveu-ho en cas armatiu, si per a tot subespai
vectorial G d'E es:
G = (G \ F1)     (G \ Fr)
34. Considereu a R3 el producte escalar:
h(x1; x2; x3); (y1; y2; y3)i = x1y1+x1y2+x2y1+2x2y2+x2y3+x3y2+3x3y3:
Estudieu si les famlies de vectors seguents son, o no, una base orto-
normal, respecte d'aquest producte escalar.
(a) f(1; 0; 0); ( 1; 1; 0); (1; 1; 1)g
(b) f(1; 0; 0); (0; 1; 0); (0; 0; 1)g
(c) f 1p
5
(1; 0; 0);
1p
2
( 1; 1; 1); 1p
3
(1; 1; 1)g
(d) f 1p
3
(0; 0; 1); (1; 0; 0);
1p
6
(3; 3; 1)g
35. Doneu una base del subespai vectorial F? en els casos seguents:
(a) E = R3, h(x1; x2; x3); (y1; y2; y3)i = x1y1 + 2x2y2 + 3x3y3,
F = [(1; 1; 1); (2; 1; 1)].
(b) E = Rn, h(x1; : : : ; xn); (y1; : : : ; yn)i = x1y1 + : : : + xnyn,
F = f(x1; : : : ; xn) j x1 + 2x3 +   + nxn = 0g.
(c) E = R3[t], < P;Q >=
R 1
0
PQ, F = [1 + t; 1 + t2].
(d) E = R4[t], < P;Q >=
R 1
 1 PQ, F = [t
2; t3 + 2t4].
Comproveu previament si els donats son, en efecte, productes escalars
d'E.
36. Considerem l'espai euclidi ordinari R3. Trobeu la projeccio ortogonal
sobre F = [(2; 1; 0); (0; 0; 1)] del vector (0; 5; 4).
37. Doneu la projeccio ortogonal sobre el subespai vectorial F del vectors
indicats, en cadascun dels casos seguents.
(a) E = R3, F = [(1; 0; 1); (0; 1; 1)], v = (1; 1; 1)
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(b) E = Rn, F = f(x1; : : : ; xn) jx1        xn = 0g, v = (1; 2; : : : ; n)
(c) E = R3[t], < P;Q >=
R 1
0
PQ, F = [1; 1 + t2], v = 1  t
(d) E = R4[t], < P;Q >=
R 1
 1 PQ, F = [1 + t; 1 + t
4], v = 1 + t3
38. A E = R4 considereu el subespai vectorial
F = f(x1; x2; x3; x4) 2 R4 j x1 + x2   x3   x4 = 0g
Estudieu si es:
a) 2((1; 0; 1; 1) + F )  3((0; 1; 1; 2) + F ) = ( 2; 1; 5; 2) + F
b) 2((1; 0; 1; 1) + F )  3((0; 1; 1; 2) + F ) = (3; 0; 7; 6) + F
39. Si E = R3[t] i F = fP (t) jP (t) = P (1) + P (0)t + P ( 1)t2g, estudieu
la dependencia o independencia lineal dels vectors (t+ t2) +F i 1 +F .
Doneu una base d'E=F .
40. Calculeu la dimensio i trobeu una base d'R4=F , essent
F = [(1; 0; 1; 1); (0; 1; 1; 2); (1; 1; 0; 1)]
41. Calculeu la dimensio i trobeu una base d'R4=F , essent
F = f(x1; x2; x3; x4) 2 R4 j x1 + 2x2 = 0; x2   x3 + x4 = 0g
42. Sigui E l'espai vectorial (Z=5Z)4. Estudieu en E la dependencia/inde-
pendencia lineal dels conjunts de vectors:
f(1; 1; 2; 0); (2; 1; 1; 0)g
f(1; 1; 0; 3); (2; 1; 1; 1); (0; 1; 0; 1)g
43. Essent E l'espai vectorial de l'exercici anterior, determineu la dimensio
i una base del subespai vectorial F format pels vectors (x1; x2; x3; x4)
tals que x1 + 2x2 = 3x3 + 4x4 = 0.
Escriviu tots els vectors d'aquest subespai.
44. Sigui E l'espai vectorial format pels vectors (x1; x2; x3) amb xi 2 Z=3Z.
Determineu els subespais vectorials d'E de dimensio 2.
45. Sigui E l'espai vectorial format pels vectors (x1; x2; x3) amb xi 2 Z=5Z.
Determineu els subespais vectorials d'E de dimensio 2.
Captol 3
Matrius i sistemes de equacions
3.1 Introduccio
Els primers orgens els trobem en problemes que apareixen en tauletes a Ba-
bilonia (cap a l'any 300 aC) i que condueixen a sistemes d'equacions lineals.
Pero es sobretot a la Xina (200 aC - 100 aC) on es troba el primer exemple
de \matriu": es planteja un problema i es disposen els coecients en les i
columnes, a mes de proposar la seva resolucio fent \eliminacio gaussiana".
La paraula matriu no apareix ns l'any 1850 amb Sylvester (1850). L'any
1858, Cayley va publicar Memoir on the theory of matrices, on dona les
denicions d'operacions amb matrius, incloent-hi inverses.
Actualment, l'algebra matricial ha esdevingut una branca important de l'al-
gebra. L'estructura de les matrius constitueix una eina molt adequada per a
emmagatzemar informacio i descriure relacions.
Tractarem nomes matrius denides sobre el cos real R o be el cos complex C
(es a dir, els coecients de les quals pertanyen a R o a C) si be les matrius
es poden denir sobre un cos qualsevol, o ns i tot sobre anells.
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3.2 Notacions i terminologia
Denicio 3.2.1. Anomenarem matriu d'ordre nm a coecients en un cos
commutatiu K a un conjunt de n m elements del cos distributs en n les i
m columnes i que notarem per
A =
0B@a11 : : : a1m... ...
an1 : : : anm
1CA ; aij 2 K:
L'element aij esta en la la i i en la columna j.
A vegades notarem una matriu simplement per A = (aij).
Exemple 3.2.1.
A1 =

1:01 2 3:2
 1:1 3 2:5

; A2 =
0@p2 p31 0p
3
p
2
1A
A3 =
0@0:01 0:001 0:00010:1 0:01 0:001
0:01 0:01 0:0001
1A
A1 es una matriu d'ordre 2 3, A2 es una matriu d'ordre 3 2 i A3 es una
matriu d'ordre 3 3.
Les matrius d'ordre 1m (es a dir, amb una sola la) reben el nom de vectors
la i les matrius d'ordre n1 (es a dir, amb una sola columna) reben el nom
de vectors columna.
Exemple 3.2.2. Les matrius
 
1 2 1

;
0@43
2
1A
son un vector la i un vector columna, respectivament.
Notarem per Mnm(K) el conjunt de les matrius d'ordre nm a coecients
en el cos K. En el cas particular en que n = m denotarem aquest conjunt
simplement per Mn(K).
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Operacions amb matrius
Suma
Denicio 3.2.2. Donades dues matrius A = (aij) i B = (bij), amb A;B 2
Mnm(K) (es a dir, del mateix ordre) denim la suma d'aquestes dues ma-
trius com la matriu
C = (cij) = (aij + bij)
Proposicio 3.2.1. El conjunt Mnm(K), amb l'operacio suma, te estructura
de grup commutatiu.
Es a dir, es veriquen les propietats seguents.
a) Associativa: (A+B) + C = A+ (B + C).
b) Commutativa: A+B = B + A.
c) Existencia d'element neutre, que es la matriu 0 (els elements de la qual
son tots nuls), ja que A + 0 = A per a qualsevol matriu A 2 Mnm(K).
Aquesta matriu rep el nom de matriu nul.la.
d) Existencia d'element simetric: donada una matriu A = (aij) 2Mnm(K)
existeix  A de manera que A + ( A) = 0 (en efecte, n'hi a prou a prendre
 A = ( aij)).
Notacio. Donades dues matrius A;B 2 Mnm(K), l'operacio A + ( B) la
notarem simplement per A B.
Producte
Denicio 3.2.3. Donades dues matrius A 2Mnm(K), B 2Mmp(K), amb
A = (aij) i B = (bij) d'ordres respectius nm i m p, denim el producte
d'aquestes dues matrius per
C = (cij) =
 
mX
k=1
aikbkj
!
Proposicio 3.2.2. L'operacio producte verica les propietats seguents.
a) Associativa: (AB)C = A(BC).
68 CAPITOL 3. MATRIUS I SISTEMES DE EQUACIONS
b) Distributiva respecte de la suma: A(B + C) = AB + AC, (A + B)C =
AC +BC.
c) En el cas n = m, existeix element unitat, que es la matriu In = (ij) amb
ij = 0 si i 6= j i ii = 1, ja que AIn = InA = A per a qualsevol matriu
A 2 Mn(K). La matriu In 2 Mn(K) rep el nom de matriu identitat d'ordre
n. A vegades, i si no hi ha posibilitat de confusio, es denota simplement per
I.
Remarca. En el cas n = m i, ates que donades dues matrius qualssevol
sempre es pot obtenir el seu producte, tenim que Mn(K) es un anell amb
unitat.
Remarca. L'operacio producte no es commutativa. En realitat, si A 2
Mnm(K) i B 2Mmp(K) podem efectuar el producte AB pero el producte
BA pot efectuar-se nomes si n = p. En el cas de dues matrius quadrades A;B
del mateix ordre es poden efectuar els productes AB i BA, pero les matrius
aix obtingudes no tenen per que coincidir. En efecte, podem considerar les
matrius
A =
 
1 1 1
 2M13(R); B =
0@1 00 1
1 4
1A 2M32(R)
Podem fer el producte AB,
AB =
 
1 1 1
0@1 00 1
1 4
1A =  2 5
pero no es possible efectuar el producte BA.
En el cas de dues matrius quadrades, considerem, per exemple,
A =

1 1
2 1

; B =

1 0
0 2

En aquest cas existeixen AB i BA pero aquests productes son dues matrius
diferents:
AB =

1 1
2 1

1 0
0 2

=

1 2
2 2

BA =

1 0
0 2

1 1
2 1

=

1 1
4 2

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Remarca. Es possible que, sense que ni A ni B siguin matrius nul.les, el
producte AB o BA (o ambdos, en el cas en que tinguin sentit) siguin la
matriu nul.la. Diem aleshores que les matrius A i B son divisors de zero.
Com a exemples, podem considerar els seguents.

1 1 0
0 0 0
0@ 1  2 1 2
3  5
1A = 0 0
0 0

 
1 2 3
 2  2
 1 1

=
 
0 0


1 1
1 1

1  1
 1 1

=

1  1
 1 1

1 1
1 1

=

0 0
0 0

Observem tambe que, sense ser A = B, pot ser AC = BC:
1  1
0 0

1 1
1 1

=

0 0
1  1

1 1
1 1

=

0 0
0 0

i CA = CB:
1 1
1 1

1  1
0 0

=

1 1
1 1

0 0
1  1

=

1  1
1  1

Aix doncs, no es valida la \llei de simplicacio".
Producte per un escalar
Donada una matriu A = (aij) 2 Mnm(K) i un element qualsevol del cos
 2 K denim el producte de l'escalar  per la matriu A de la manera
seguent:
(aij) = (aij)
Remarca. Sigui A 2Mnm(K). Aleshores
A = (In)A = A(Im)
Les matrius de la forma In reben el nom de matrius escalars.
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Proposicio 3.2.3. L'operacio producte per escalars de K verica les propie-
tats seguents.
a) Associativa: (A) = ()A.
b) Distributiva respecte de la suma de matrius: (A+B) = A+ B.
c) Distributiva respecte de la suma d'escalars: (+ )A = A+ A.
d) 1  A = A.
El conjunt Mmn(K) amb les operacions suma i producte per escalars de K
te estructura d'espai vectorial sobre K.
Producte de Hadamard
Denicio 3.2.4. Donades dues matrius A = (aij) i B = (bij), amb A;B 2
Mnm(K) (es a dir, del mateix ordre) denim el producte de Hadamard
d'aquestes dues matrius i que denotarem per A B com la matriu
A B = (aij  bij)
Proposicio 3.2.4. Es veriquen les propietats seguents.
a) Associativa: (A B)  C = A  (B  C).
b) Commutativa: A B = B  A.
c) Existencia d'element neutre, que es la matriu (1)(els elements de la qual
son tots 1), ja que A  (1) = A per a qualsevol matriu A 2Mnm(K).
d) El producte de Hadamard es distributiu respecte la suma: A  (B + C) =
A B + A  C i (A+B)  C = A  C +B  C.
Proposicio 3.2.5. El conjunt Mnm(K), amb la suma i el producte de Ha-
damard, te estructura d'anell commutatiu amb element unitat.
Alguns tipus especials de matrius
Denicio 3.2.5. Anomenarem matriu triangular superior a una matriu A =
(aij) tal que aij = 0 per a tot i > j.
Anomenarem matriu triangular inferior a una matriu A = (aij) tal que
aij = 0 per a tot i < j.
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Anomenarem matriu diagonal a una matriu A = (aij) tal que aij = 0 per a
tot i 6= j.
Anomenarem matriu estrictament triangular superior a una matriu A = (aij)
tal que aij = 0 per a tot i  j.
Anomenarem matriu estrictament triangular inferior a una matriu A = (aij)
tal que aij = 0 per a tot i  j.
Exemple 3.2.3. Considerem les matrius
A1 =
0@0:3 2:2 4:20 1:01 4:9
0 0 1
1A ; A2 =
0@ 1 0 02:4 9:1 0
0:9 2 8:1
1A ; A3 =
0@0:3 0 00 1:01 0
0 0 1
1A ;
A4 =
0@0 0:01 2:10 0 2
0 0 0
1A ; A5 =
0@ 0 0 02:4 0 0
0:9 2 0
1A
La matriu A1 es triangular superior, la matriu A2 es triangular inferior, la
matriu A3 es diagonal, la matriu A4 es estrictament triangular superior i la
matriu A5 es estrictament triangular inferior.
Les matrius escalars son casos especials de matrius diagonals.
Transposicio
Denicio 3.2.6. Donada una matriu A = (aij) 2 Mnm(K), s'anomena
matriu transposada d'A (i la notarem per At) a la matriu denida de la
forma
At = (aji) 2Mmn(K)
Es a dir, At es la matriu que s'obte a partir d'A canviant les per columnes.
Exemple 3.2.4. Donada la matriu
A =

1 1 0
0 1 2

2M23(K);
la seva transposada es la matriu
At =
0@1 01 1
0 2
1A 2M32(K)
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Exemple 3.2.5. Si v es un vector la
 
v1 : : : vn
 2M1m(K) la seva trans-
posada es un vector columna, vt =
0B@v1...
vn
1CA 2 Mm1(K). Recprocament, la
transposada d'un vector columna es un vector la.
Les propietats seguents son utilitzades frequentment.
Proposicio 3.2.6. Es veriquen les igualtats seguents.
1.- (At)t = A
2.- (A)t = At
3.- (A+B)t = At +Bt
4.- (AB)t = BtAt
Anem ara a restringir-nos al cas en que les matrius son quadrades, es a dir,
n = m. En aquest cas A i At son ambdues matrius quadrades del mateix
ordre i te sentit preguntar-se si coincideixen, o be si es relacionen d'alguna
manera peculiar.
Denicio 3.2.7. Donada una matriu A 2Mn(K) direm que es simetrica si,
i nomes si,
A = At:
Exemple 3.2.6. La matriu
A =
0@ 1 p2 1p2 0  1
1  1 2
1A
es simetrica.
Denicio 3.2.8. Donada una matriu A 2Mn(K) direm que es antisimetrica
si, i nomes si,
A =  At
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Exemple 3.2.7. La matriu
A =
0@ 0 1  0:5 1 0 2
0:5  2 0
1A
es antisimetrica.
Proposicio 3.2.7. Donada una matriu A 2 Mn(K) qualsevol, existeixen
una matriu S 2 Mn(K) simetrica i una matriu T 2 Mn(K) antisimetrica
tals que
A = S + T:
Demostracio:
Considerem
S =
1
2
(A+ At)
T =
1
2
(A  At)
Es facil veure que S es simetrica, T es antisimetrica i A = S + T . ut
Exemple 3.2.8. Sigui A =

2 3
1 5

. Es te A = S + T amb
S =

2 2
2 5

; i T =

0 1
 1 0

:
Tambe es facil comprovar l'armacio de la proposicio seguent.
Proposicio 3.2.8. Sigui A 2 Mnm(K) una matriu qualsevol. Llavors S =
AtA 2Mm(K) i R = AAt 2Mn(K) son matrius simetriques.
Denicio 3.2.9. Sigui A 2Mn(K). Es diu que A es ortogonal quan
AAt = AtA = In:
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Exemple 3.2.9. La matriu
A =
0BBB@
0
p
2
2
p
2
2
1 0 0
0
p
2
2
 
p
2
2
1CCCA
es ortogonal.
3.3 Rang d'una matriu
Donada una matriu A 2 Mnm(K), podem considerar el subespai vectorial
deKn engendrat pelsm vectors columna de la matriu A i calcular la dimensio
d'aquest subespai.
Exemple 3.3.1. Donada
A =
0@3 21 0
6 4
1A
podem considerar el subespai 240@31
6
1A ;
0@20
4
1A35
i veiem que la seva dimensio es 2.
De fet haurem pogut considerar el subespai vectorial de Km format pels n
vectors les de la matriu A.
Exemple 3.3.2. Considerem la mateixa matriu que en l'exemple anterior. En
aquest cas podem considerar el subespai 
3 2

;
 
1 0

;
 
6 4

Tambe en aquest cas podeu calcular la dimensio d'aquest subespai, i observem
que tambe es 2.
De fet, tenim el resultat seguent.
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Proposicio 3.3.1. La dimensio del subespai engendrat pels vectors columna
d'una matriu A coincideix amb la dimensio del subespai engendrat pels vectors
la de la mateixa matriu.
Te per tant, sentit la denicio seguent.
Denicio 3.3.1. S'anomena rang de la matriu A a la dimensio del subespai
vectorial engendrat per les columnes (o les) d'A. El denotarem per rgA.
3.4 Transformacions elementals d'una matriu
Presentem a continuacio una eina molt util per a calcular el rang d'una
matriu, aix com per a trobar inverses de matrius invertibles i tambe per a
resoldre sistemes d'equacions lineals.
Transformacions elementals de files
Sigui A una matriu de Mnm(K). Notarem per
1. T ij(A) la matriu que resulta de permutar les les i i j d'A.
Exemple 3.4.1.
A =
0BB@
1 1 1
2 3 4
9 8 7
5 5 5
1CCA ; T 24(A) =
0BB@
1 1 1
5 5 5
9 8 7
2 3 4
1CCA
2. T i(A) la matriu que resulta de multiplicar la la i-esima d'A per un
escalar  6= 0.
Exemple 3.4.2.
A =
0BB@
1 1 1
2 3 4
9 8 7
5 5 5
1CCA ; T 32(A) =
0BB@
1 1 1
6 9 12
9 8 7
5 5 5
1CCA
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3. T i+j(A) la matriu que resulta de sumar a la la i la la j multiplicada
per .
Exemple 3.4.3.
A =
0BB@
1 1 1
2 3 4
9 8 7
5 5 5
1CCA ; T 1+32(A) =
0BB@
7 10 13
2 3 4
9 8 7
5 5 5
1CCA
Cadascuna de les matrius anteriors direm que s'ha obtingut a partir de la
matriu A mitjancant una transformacio elemental de les.
Transformacions elementals de columnes
Sigui A una matriu de Mnm(K). Notarem per
1. Tij(A) la matriu que resulta de permutar les columnes i i j d'A.
Exemple 3.4.4.
A =
0BB@
1 1 1
2 3 4
9 8 7
5 5 5
1CCA ; T23(A) =
0BB@
1 1 1
2 4 3
9 7 8
5 5 5
1CCA
2. Ti(A) la matriu que resulta de multiplicar la columna i-esima d'A per
un escalar  6= 0.
Exemple 3.4.5.
A =
0BB@
1 1 1
2 3 4
9 8 7
5 5 5
1CCA ; T32(A) =
0BB@
1 3 1
2 9 4
9 24 7
5 15 5
1CCA
3. Ti+j(A) la matriu que resulta de sumar a la columna i la columna j
multiplicada per .
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Exemple 3.4.6.
A =
0BB@
1 1 1
2 3 4
9 8 7
5 5 5
1CCA ; T1+32(A) =
0BB@
4 3 1
11 9 4
33 24 7
20 15 5
1CCA
Cadascuna de les matrius anteriors direm que s'ha obtingut a partir de la
matriu A mitjancant una transformacio elemental de columnes.
A una matriu A se li poden aplicar un nombre nit de transformacions ele-
mentals tant de les com de columnes, obtenint aix una matriu A0. Ho
notarem A  A0.
Si volem precisar els tipus de transformacions realitzades notarem
f per a
transformacions de les i
c per a transformacions de columnes:
A
f A1 f : : : f Ar c Ar+1 c : : : c A0:
Exemple 3.4.7.
A =
0@1 4 12 0 1
1 0 0
1A f A1 =
0@1 0 02 0 1
1 4 1
1A c A2 =
0@1 0 02 1 0
1 1 4
1A
Anem a veure que efectivament les transformacions elementals son una eina
per a calcular el rang d'una matriu.
Proposicio 3.4.1. Sigui fv1; : : : ; vmg un conjunt format per m vectors d'un
espai vetorial E dels quals les seves coordenades en una base
(u1; : : : ; un) d'E determinen les columnes de la matriu A 2Mnm(K). Ales-
hores les columnes de les matrius T ij(A), T i(A), T i+j(A) son les coorde-
nades de la mateixa famlia de vectors en les bases (u1; : : :, uj; : : : ; ui; : : : ; un),
(u1; : : : ;
1

ui; : : : ; un), i (u1; : : : ; ui; : : : ; uj   ui; : : : ; un), respectivament.
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Exemple 3.4.8. Siguin v1; v2, dos vectors d'R3 les coordenades dels quals en
la base canonica (e1; e2; e3) son (3; 2; 1); (4; 0; 2). Les coordenades d'aquests
vectors en la base (e3; e2; e1) les obtenim fent
A =
0@3 42 0
1 2
1A ; T 13(A) =
0@1 22 0
3 4
1A
Les coordenades dels vectors en la nova base son, doncs, (1; 2; 3) i (2; 0; 4),
respectivament.
Proposicio 3.4.2. Sigui A 2 Mmn(K) i A0 una matriu deduda d'A per
transformacions elementals de les. Aleshores, si v1; : : : ; vn son els vectors
columna de la matriu A i v01; : : : ; v0n son els vectors columna de la matriu
A0, les columnes vi1 ; : : : ; vip son linealment independents si, i nomes si, les
columnes corresponents v0i1 ; : : : ; v
0
ip de la matriu A
0 tambe ho son.
Corol.lari 3.4.1. En particular, r columnes de la matriu A son base del
subespai vectorial engendrat pels vectors columna d'A si, i nomes si, les r
columnes corresponents de la matriu A0 son base del subespai engendrat per
les columnes d'A0.
Corol.lari 3.4.2. Sigui A0 una matriu obtinguda d'A per transformacions
elementals de les. Aleshores
rangA = rangA0
Les transformacions elementals de columnes tampoc no alteren el rang d'una
matriu. Per aixo nomes cal tenir en compte la proposicio seguent.
Proposicio 3.4.3. El subespai engendrat per n vectors v1; : : : ; vn d' Rm coin-
cideix amb el subespai engendrat per
a) fv1; : : : ; vj; : : : ; vi; : : : ; vng.
b) fv1; : : : ; vi; : : : ; vng
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c) fv1; : : : ; vi + vj; : : : ; vng.
Corol.lari 3.4.3. Si A0 es una matriu obtinguda d'A per transformacions
elementals de columnes, aleshores
rangA = rangA0
Exemple 3.4.9. Anem a calcular el rang de la matriu
A =
0@1 2 1 13 1 2 0
4 3 3 1
1A
Fent transformacions elementals de les tenim
A
f
0@1 2 1 10  5  1  3
4 3 3 1
1A f
0@1 2 1 10  5  1  3
0  5  1  3
1A f
0@1 2 1 10  5  1  3
0 0 0 0
1A=A0
Clarament rangA0 = 2 i, per tant, rangA = 2.
Tambe haguessim pogut obtenir el rang d'A fent transformacions elementals
de columnes:
A
c
0@1 0 1 13  5 2 0
4  5 3 1
1A c
0@1 0 0 13  5  1 0
4  5  1 1
1A c
0@1 0 0 03  5  1  3
4  5  1  3
1A = A00
Clarament rangA00 = 2 i, per tant, rangA = 2.
O tambe podem fer transformacions elementals tant de les com de columnes.
Aix podem veure que
A  : : : 
0@1 0 0 00 1 0 0
0 0 0 0
1A = A000
En els exemples anteriors, mitjancant transformacions elementals, hem redut
la matriu A donada a una matriu a una matriu esglaonada.
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Denicio 3.4.1. Direm que una matriu R 2Mnm(K) es r-esglaonada per
les si te la forma seguent:
R =
0BBBBBBBBB@
0 : : : 0
c1^
? : : :
c2^ : : :
cr^ : : :
0 : : : 0 0 : : : ? : : :  : : :
 : : :   : : :  : : :  : : :
0 : : : 0 0 : : : 0 : : : ? : : : (r
0 : : : 0 0 : : : 0 : : : 0 : : :
 : : :   : : :  : : :  : : :
0 : : : 0 0 : : : 0 : : : 0 : : :
1CCCCCCCCCA
on 1  c1 < c2 < : : : < cr  n indiquen les columnes on es troben les ?, r es
l'ultima la no nul.la, els elements denotats per ? son no nuls i els situats a
l'esquerra de cada ? en una mateixa la i per sota de la la r son nuls.
Exemple 3.4.10. La matriu 0BB@
0 1 2 1 3 1
0 0 0 1 0 2
0 0 0 0 4 1
0 0 0 0 0 0
1CCA
es 3-esglaonada per les. En aquest cas, r = 3, c1 = 2, c2 = 4 i c3 = 5.
Proposicio 3.4.4. Si R es una matriu r-esglaonada per les, les columnes
c1; : : : ; cr son base del subespai vectorial engendrat per les columnes de la
matriu.
Proposicio 3.4.5. Sigui A una matriu, que mitjancant transformacions ele-
mentals per les s'ha redut a una matriu del tipus R (esglaonada per les).
Aleshores, les columnes c1; : : : ; cr de la matriu A son base del subespai vec-
torial engendrat per les columnes de la matriu.
Donada una matriu A, en fer-li transformacions elementals de les no s'altera
el seu rang. Aix doncs, si un element aij es no nul, restant a la la k-esima,
k > i, la la i-esima multiplicada per
akj
aij
tindrem una matriu del mateix
rang en la qual l'element que esta en el lloc (k; j) es nul.
Repetint aquesta operacio, que anomanarem pivotatge per les, al voltant
dels elements no nuls, i, si conve, reordenant les les, tenim la proposicio
seguent.
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Proposicio 3.4.6. Sigui A una matriu de Mnm(K). Aleshores A te rang r
si, i nomes si, A es pot transformar mitjancant transformacions elementals
de les en una matriu r-esglaonada per les.
Remarca. Observem que la matriu esglaonada en que podem transformar
una matriu A donada, mitjancant transformacions elementals de les, no es
unica.
Exemple 3.4.11. Les matrius
A1 =
0@1 1 00 2 4
0 0 4
1A ; A2 =
0@1 1 00 1 2
0 0 1
1A ; A3 =
0@1 0 00 1 0
0 0 1
1A
son 3-esglaonades per les de la matriu
A =
0@1 1 01 3 4
1 1 4
1A
Analogament, tenim la denicio de matriu esglaonada per columnes.
Denicio 3.4.2. Direm que una matriu es r-esglaonada per columnes si te
la forma seguent: 0BBBBBBBBBBBBBBBB@
0 0 : : :
r
^
0 : : : 0
...
...
...
...
0 0 : : : 0 : : : 0
f1) ? 0 : : : 0 : : : 0
...
...
...
...
f2)  ? : : : 0 : : : 0
...
...
...
...
fr)   : : : ? : : : 0
...
... : : :
... : : :
...
1CCCCCCCCCCCCCCCCA
on 1  f1 < f2 < : : : < fr  n indiquen les les on es troben les ?, r es
l'ultima columna no nul.la, els elements notats per ? son no nuls i els situats
damunt de cada ? en una mateixa columna i a la dreta de la columna r son
nuls.
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Exemple 3.4.12. La matriu 0BBBB@
0 0 0 0
1 0 0 0
2 0 0 0
3 1 0 0
0 2 1 0
1CCCCA
es 3-esglaonada per columnes. En aquest cas, r = 3, f1 = 2, f2 = 4 i f3 = 5.
Obviament, la transposada d'una matriu r-esglaonada per les es r-esglaonada
per columnes i recprocament. Tenim doncs, resultats per a matrius esgla-
onades per columnes analegs als enunciats per a matrius esglaonades per
les.
Proposicio 3.4.7. Si R es una matriu r-esglaonada per columnes, les les
f1; : : : ; fr, son base del subespai vectorial engendrat per les les de la matriu.
Proposicio 3.4.8. Sigui A una matriu, que mitjancant transformacions ele-
mentals per columnes s'ha redut a una matriu del tipus R (esglaonada per
columnes). Aleshores, les les f1; : : : ; fr de la matriu A son base del subespai
vectorial engendrat per les les de la matriu.
Donada una matriu A, en fer-li transformacions elementals de columnes no
s'altera el seu rang. Aix doncs, si un element aij es no nul, restant a la
columna k-esima, k > j, la columna j-esima multiplicada per
aik
aij
tindrem
una matriu del mateix rang en la qual l'element que esta en el lloc (i; k) es
nul.
Repetint aquesta operacio, que anomenarem pivotatge per columnes, al vol-
tant dels elements no nuls i, si conve, reordenant les seves columnes, tenim
la proposicio seguent.
Proposicio 3.4.9. Sigui A una matriu de Mnm(K). Aleshores A te rang r
si, i nomes si, A es pot transformar mitjancant transformacions elementals
de columnes en una matriu r-esglaonada per columnes.
Finalment podem concloure amb la proposicio seguent.
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Proposicio 3.4.10. Sigui A una matriu de Mnm(K). Aleshores
rangA = rangAt:
Remarca. Les transformacions elementals per les d'una matriu poden
efectuar-se multiplicant per l'esquerra aquesta matriu per determinades ma-
trius anomenades matrius elementals per les que son el resultat d'aplicar
les mateixes transformacions elementals a la matriu identitat:
T ij(I) = Eij; T i(I) = Ei; T i+j = Ei+j:
Analogament, les transformacions elementals per columnes d'una matriu po-
den efectuar-se multiplicant per la dreta aquesta matriu per determinades
matrius, anomanades matrius elementals per columnes, que son el resultat
d'aplicar les mateixes transformacions elementals a la matriu identitat:
Tij(I) = Eij; Ti(I) = Ei; Ti+j = Ei+j:
Observem que tant les matrius elementals per les com les matrius elementals
per columnes son matrius de rang maxim.
3.5 Inversa d'una matriu
Denicio 3.5.1. Sigui A 2 Mnm(K). Si existeix una matriu
B 2Mmn(K) tal que
AB = In 2Mn(K)
es diu que la matriu B es una inversa per la dreta d'A. Si existeix una matriu
C 2Mmn(K) tal que
CA = Im 2Mm(K)
es diu que la matriu C es una inversa per la esquerra d'A.
En el cas en que A es una matriu quadrada, si existeix inversa per la dreta
existeix tambe per l'esquerra i ambdues coincideixen. En tal cas es diu que
la matriu A es invertible (o tambe regular) i a una tal matriu se la denomina
la inversa d'A, que notarem per A 1 (es immediat comprovar que es unica).
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Exemple 3.5.1. La matriu
A =

1  1 0
0 1 1

te, com inversa per la dreta, la matriu
B =
0@1 00 0
0 1
1A
ja que AB = I2. Mes precisament, qualsevol matriu de la forma
B; =
0@1 +   
  1  
1A
amb ;  2 R qualssevol, es una inversa per la dreta de la matriu A. En
particular, les inversas per la dreta no son necessariament uniques. El mateix
passa amb les inverses per l'esquerra.
Observeu que la matriu A no te cap inversa per l'esquerra ja que no hi ha
cap C 2M32(R) tal que CA = I3.
El resultat que enunciem a continuacio determina les matrius que son inver-
tibles.
Proposicio 3.5.1. Les matrius quadrades de rang maxim son les uniques
matrius invertibles.
Exemple 3.5.2. Les matrius elementals (tant per les com per columnes) son
invertibles.
Proposicio 3.5.2. Si A 2 Mn(K) es una matriu invertible, aleshores es
veriquen les propietats seguents.
1.- (A 1) 1 = A.
2.- Si B es tambe una matriu invertible, (AB) 1 = B 1A 1.
3.- Sigui  2 K,  6= 0. Aleshores (A) 1 = 1

A 1.
4.- (At)
 1
= (A 1)t.
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Demostracio:
Comprovem per exemple 2):
(B 1A 1)(AB) = B 1(A 1A)B = B 1InB = B 1B = In:
ut
Si una matriu es invertible, mitjancant transformacions elementals de les es
pot reduir a la matriu identitat. Ates que aquestes transformacions corres-
ponen a multiplicar per matrius elementals la matriu donada, tenim que, si
denotem per Ep; : : : ; E1 aquestes matrius elementals per l'esquerra,
Ep : : : E1A = I
d'on E = Ep : : : E1 = A
 1. Tenim doncs, una manera practica d'obtenir la
matriu inversa d'una matriu invertible. Anem a veure-ho amb un exemple.
Exemple 3.5.3. Sigui la matriu
A =
0@ 1 4 80 1 2
 1 2 3
1A
Juxtaposem la matriu A i la matriu identitat I,
0BB@ 1 4 8
... 1 0 0
0 1 2
... 0 1 0
 1 2 3 ... 0 0 1
1CCA = A
Ara fem les transformacions elementals de les, necessaries per a convertir
A en I. Una vegada acabat el proces la matriu que apareix en el lloc que
ocupava la matriu I es la matriu A 1 inversa de A:
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A
f
(a)
0BB@1 4 8
... 1 0 0
0 1 2
... 0 1 0
0 6 11
... 1 0 1
1CCA f(b)
0BB@1 4 8
... 1 0 0
0 1 2
... 0 1 0
0 0 1
...  1 6  1
1CCA
f
(c)
0BB@1 4 8
... 1 0 0
0 1 0
... 2  11 2
0 0 1
...  1 6  1
1CCA f(d)
0BB@1 4 0
... 9  48 8
0 1 0
... 2  11 2
0 0 1
...  1 6  1
1CCA
f
(e)
0BB@1 0 0
... 1  4 0
0 1 0
... 2  11 2
0 0 1
...  1 6  1
1CCA
Per tant,
A 1 =
0@ 1  4 02  11 2
 1 6  1
1A
(a) A la tercera la de A li sumem la primera, obtenint A1.
(b) A la tercera la de A1 multiplicada per  1 li sumem sis vegades la segona
d'A1 obtenint A2.
(c) A la segona la de A2 li restem dues vegades la tercera d'A2, obtenint
A3.
(d) A la primera la de A3 li restem vuit vegades la tercera, obtenint A4.
(e) A la primera la de A4 li restem quatre vegades la segona.
3.6 Sistemes d'equacions lineals
Un sistema d'equacions lineals es un conjunt d'igualtats de la forma
a11x1 + : : :+ a1nxn = b1
a21x1 + : : :+ a2nxn = b2
: : : : : : : : : : : : : : : : : : : : :
am1x1 + : : :+ amnxn = bm
9>>=>>; (3.1)
3.6. SISTEMES D'EQUACIONS LINEALS 87
on aij i bi, 1  i  m, 1  j  n son elementes donats de K. Si b1 = : : : =
bm = 0 el sistema rep el nom de sistema homogeni.
Denicio 3.6.1. Els termes x1; : : : ; xn son les incognites del sistema.
Cada n-pla (x01; : : : ; x
0
n) d'elements de K que verica el conjunt d'igualtats
anteriors s'anomena una solucio del sistema.
Observem que si el sistema es homogeni, la n-pla (0; : : : ; 0) verica el sistema.
Per tant, si el sistema es homogeni sempre te (almenys) una solucio.
Denicio 3.6.2. Quan un sistema te (almenys) una solucio, direm que el
sistema es compatible. I si no hi cap n-pla d'elements de K que sigui solucio,
direm que el sistema es incompatible.
Es tracta d'estudiar quan un sistema te solucio, i en cas de tenir-ne, si es unica
(sistema compatible determinat) o no (sistema compatible indeterminat).
Exemple 3.6.1. Considereu els sistemes d'equacions lineals
x1 + x2 = 4
x1   x2 = 0

(1)
2x1 + 4x2 = 4
x1 + 2x2 = 2

(2)
El sistema (1) es compatible determinat i l'unica solucio es (x1; x2) = (2; 2).
En canvi, el segon sistema es compatible indeterminat ja que qualsevol parella
(x1; x2) amb x1 = 2  2x2 n'es solucio.
Anem a donar un criteri per determinar si un sistema te solucio. Denotem
A=
0B@a11 : : : a1n... ...
am1 : : : amn
1CA; x=
0B@x1...
xn
1CA; b=
0B@ b1...
bm
1CA ; A=
0B@a11 : : : a1n b1... ... ...
am1 : : : amn bn
1CA;
Aix, el sistema el podem escriure en forma matricial:
Ax = b
Teorema 3.6.1 (Rouche-Frobenius). Sigui Ax = b un sistema lineal d'equa-
cions.
i) Si rangA = rangA = n = nombre d'incognites, el sistema te solucio
unica.
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ii) Si rangA = rangA < n = nombre d'incognites, el sistema te innites
solucions.
iii) Si rangA 6= rangA el sistema no te solucio.
Remarca. Ax = b es pot escriure com
x1
0B@a11...
am1
1CA+ : : :+ xn
0B@a1n...
amn
1CA =
0B@ b1...
bm
1CA :
Es a dir, estudiar la compatibilitat del sistema es estudiar si el vector
0B@ b1...
bm
1CA
es o no, combinacio lineal dels vectors
0B@a11...
am1
1CA, : : :,
0B@a1n...
amn
1CA.
Remarca. Si la matriu A del sistema es quadrada, el sistema es compatible
determinat si, i nomes si, la matriu A es invertible. En aquest cas, la solucio
del sistema es:
x = A 1b
En general es facil, utilitzant transformacions elementals, determinar si un
sistema es, o no, compatible i, en cas armatiu, trobar la solucio o el conjunt
de solucions en cas de ser compatible indeterminat.
Observem que, donat un sistema Ax = b, i el que resulta en multiplicar
aquest per l'esquerra per una matriu elemental E, EAx = Eb, ambdos o be
tenen el mateix conjunt de solucions o be ambdos son incompatibles.
D'altra banda, observem que
Ax = (AEij)(E
ijx)
Per tant, si fem permutacions de columnes a la matriu A, aquestes es com-
pensen fent les permutacions de les corresponents a la matriu x.
Passem ara a trobar el conjunt de solucions d'un sistema (compatible). A la
matriu A podem fer-li transformacions elementals de les i permutacions de
columnes ns a reduir-la a una matriu del tipus
Ir T c1
0 0 c2

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on r es el rang de la matriu A i

c1
c2

es el resultat de reduir la matriu b.
Si c2 6= 0, rangA 6= rangA i, per tant el sistema es incompatible.
Si c2 = 0, el sistema, despres de fer les transformacions elementals, es:
Ir T
0 0

x1
x2

=

c1
0

amb

x1
x2

= x
d'on dedum que el conjunt de solucions es
x =

c1   Tx2
x2

Exemple 3.6.2. Considerem el sistema d'equacions lineals
x1 + x2 + x3 = 3
x1 + x2 + 2x3 = 5
3x1 + 3x2 + 5x3 = 13
9=;
Per a estudiar si te solucio, fem transformacions elementals per les a la
matriu A:0BB@1 1 1
... 3
1 1 2
... 5
3 3 5
... 13
1CCA f
0BB@1 1 1
... 3
0 0 1
... 2
0 0 2
... 4
1CCA f
0BB@1 1 0
... 1
0 0 1
... 2
0 0 0
... 0
1CCA
Veiem que el sistema es compatible indeterminat. Calculem el conjunt de
solucions fent una permutacio de columnes0BB@1 0 1
... 1
0 1 0
... 2
0 0 0
... 0
1CCA
El sistema donat es equivalent a0@1 0 10 1 0
0 0 0
1A0@x1x3
x2
1A =
0@12
0
1A
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i, per tant, el conjunt de solucions es
x1 = 1  x2
x2 = x2
x3 = 2
9=;
3.7 Aplicacio 1
Calcul de la dimensio d'un subespai
Podem utilitzar el que hem vist ns ara per a obtenir una base del subespai
engendrat per un conjunt nit de vectors i, per tant, calcular la seva dimensio.
Sigui E un espai vectorial de dimensio nita i (u1; : : : ; un) una base d'E.
Sigui F un subespai engendrat pels vectors v1; : : : ; vp. Si R es una matriu
r-esglaonada obtinguda a partir de la matriu A on les seves columnes son
les coordenades dels vectors vi en la base donada, els vectors vc1 ; : : : ; vcr
determinen una base d'F .
Exemple 3.7.1. Siguin v1 = (1; 1; 1; 2); v2 = (2; 2; 2; 4); v3 = (3; 4; 1; 6) els
generadors d'un subespai vectorial d'R4. Aleshores esglaonant la matriu
A =
0BB@
1 2 3
1 2 4
1 2 1
2 4 6
1CCA f
0BBB@
c1^
1 2
c2^
3
0 0 1
0 0  2
0 0 0
1CCCA = R
podem concloure que v1; v3 formen una base del subespai vectorial.
3.8 Aplicacio 2
Equacions que deneixen un subespai vectorial
Donat un subespai vectorial F d'un espai vectorial E, les equacions que
deneixen aquest subespai son aquelles que relacionen entre elles les com-
ponents, en una certa base d'E, dels vectors d'aquest subespai (formen un
sistema d'equacions lineal i homogeni).
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Si fv1; : : : ; vmg es un sistema de generadors d'un subespai vectorial F d'E,
posant A a la matriu, els vectors columna de la qual son les components
d'aquests vectors en una base (u1; : : : ; un) d'E, i anomenant B a la matriu
obtinguda afegint a A una darrera columna constituda per les components
x1; : : : ; xn, d'un vector x d'E, aleshores:
x 2 F () rang A = rang B :
En imposar aixo, si esglaonem la matriu B, obtenim les relacions que han de
complir les components x1; : : : ; xn d'x per tal que aquest vector sigui d'F .
Aquestes relacions entre components son les equacions que determinen el
subespai vectorial F .
Remarca. Diferents sistemes d'equacions lineals i homogenis poden denir
el mateix subespai vectorial. Si el nombre d'equacions (linealment indepen-
dents) que deneixen un subespai F es m, llavors:
dimF = dimE  m:
Exemple 3.8.1. Determinem les equacions del subespai F d'R4 generat per la
famlia de vectors seguents:
f(1; 1; 0; 1); (0; 1; 0; 2)g
Un vector x = (x1; x2; x3; x4) 2 R4 pertany a F si i nomes si:
rang
0BB@
1 0
1 1
0 0
 1 2
1CCA = rang
0BB@
1 0 x1
1 1 x2
0 0 x3
 1 2 x4
1CCA
El rang de la primera matriu es 2. En imposar que el rang de la segona
matriu sigui tambe 2, trobem les equacions que busquem.0BB@
1 0 x1
1 1 x2
0 0 x3
 1 2 x4
1CCA f
0BB@
1 0 x1
0 1 x2   x1
0 0 x3
0 0 3x1   2x2 + x4
1CCA
Es a dir,
F = f(x1; x2; x3; x4) 2 R4 j 3x1   2x2 + x4 = x3 = 0g :
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3.9 Apendix
Inversa generalitzada de Moore-Penrose
Donada una matriu A 2 Mnm(R), s'anomena matriu inversa de Moore-
Penrose d'A a una matriu d'ordre m n (qu'escriurem A+) que verica:
1.- AA+A = A
2.- A+AA+ = A+
3.- (AA+)t = AA+
4.- (A+A)t = A+A
Proposicio 3.9.1. Sigui A 2 Mnm(R) una matriu qualsevol. Aleshores
existeix una unica matriu A+ 2Mmn(R) que compleix les quatre condicions
anteriors.
Demostracio:
Sigui r = rangA. Aleshores existeixen P 2 Mn(R) i Q 2 Mm(R) matrius
invertibles tals que
A = P

Ir 0
0 0

Q
Partint les matrius P i Q segons la particio de la matriu

Ir 0
0 0

tenim que
A =
 
P11 P12
Ir 0
0 0

Q11
Q21

= P11Q11
Observem que P11 i Q11 son matrius de rang r. Per tant, P
t
11P11 i Q11Q
t
11
son matrius invertibles d'ordre r. Es facil comprovar que la matriu
Qt11(Q11Q
t
11)
 1(P t11P11)
 1P t11
verica les quatre condicions donades en la denicio. ut
Remarca. Si A 2Mn(R) es una matriu invertible, Aleshores A+ = A 1.
En el cas en que la matriu A te rang maxim es facil obtenir la matriu A+,
segons es veu en el resultat seguent.
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Proposicio 3.9.2. Sigui A 2 Mnm(R) una matriu que te rang maxim.
Aleshores,
(a) si n  m, A+ = (AtA) 1At.
(b) si n  m, A+ = At(AAt) 1.
Exemple 3.9.1. Sigui
A =
0@1 21 2
1 2
1A
La inversa de Moore-Penrose de la matriu A ve donada per
A+ =
1
15

1 1 1
2 2 2

:
3.10 Aplicacio a l'enginyeria
Obtencio de l'equacio de Michaelis-Menten
Suposem que tenim un enzim E que catalitza la reaccio S  ! P i que
coneixem la seva concentracio total. L'enzim s'uneix al substrat S de manera
reversible per generar el complex ES. Aquest complex llibera el producte P
de manera irreversible, obtenint-se de nou l'enzim lliure:
E + S
k1
*
)
k 1
ES
ES
k2
! E + P
Suposem que la concentracio [ES] es constant al llarg del temps: d[ES]
dt
= 0.
Aleshores es pot procedir de la forma seguent.
0 =
d[ES]
dt
= k1[E][S]  (k 1 + k2)[ES]
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A mes, [ET ] = [E] + [ES].
Tenim aix un sistema lineal de dues equacions amb dues incognites: [E] i
[ES]: 
k1[S][E]  (k 1 + k2)[ES] = 0
[E] + [ES] = [ET ]
Resolent-lo trobem que
[ES] =
k1[S][ET ]
k1[S] + (k 1 + k2)
Interessa coneixer la velocitat de la reaccio. Si suposem que la segona equacio
es la limitant, la velocitat seria v = k2[ES], es a dir,
v =
k2k1[S][ET ]
k1[S] + (k 1 + k2)
=
k2[S][ET ]
[S] + k 1+k2
k1
La constant kM =
k 1+k2
k1
es l'anomenada constant de Michaelis-Menten.
La maxima velocitat que es pot aconseguir es quan [ES] = [ET ]. Llavors:
vmax = k2[ET ]. Aix s'obte l'expressio:
v =
vmax[S]
[S] + km
anomenada equacio de Michaelis-Menten.
Aquest raonament es pot aplicar a altres tipus de mecanismes de cinetica
qumica enzimatics o no-enzimatics.
3.11 Comentaris nals
Les matrius son una eina molt adequada per a emmagatzemar informacio.
A mes, per a la resolucio de molts problemes les matrius han esdevingut una
eina molt util, ja que permeten expressar les relacions entre les diferentes
variables involucrades d'una forma clara i concisa.
Gracies a l'us de la notacio matricial, es poden arribar a conclusions que
d'altre forma no resultarien evidents.
Els sistemes d'equacions lineals s'utilitzen per a la resolucio de circuits amb
elements lineals, en economia (descripcio de les relacions entre preus, pro-
duccio i demanda, de sistemes economics, com el de Leontief), etc.
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Les matrius son tambe un instrument fonamental en l'estudi de les aplicacions
lineals entre espais vectorials, que son els objectes dels que tractarem en el
captol seguent.
3.12 Exercicis
1. Donades les matrius
A =

3 2 2 1
9 4 3 2

; B =
0@ 1 0 3 74 1 0 3
2 1 0 3
1A
C =

0 5 0
0 4 1

; D =
 3 5  2
8 4  1

Calculeu A+ (C +D)B. Es possible calcular AtC +DB i ABt +Dt?
2. Les matrius de Pauli s'utilitzen en mecanica quantica per l'estudi del
spin de electrons. Considerem les matrius de Pauli
A =

1 0
0  1

; B =

0 1
1 0

; C =

0  i
i 0

Proveu que A2 = B2 = C2 = I2, AB =  BA, AC =  CA, BC =
 CB .
3. Donades les matrius
A =
0@8  5  138  4  29
4  1  6
1A ; B=
0BB@
0:8  0:5  1:3
0  1:4  2:9
0:2 1:1 3:2
0:4  1  6
1CCA ;
C =
0@0:8  0:5  1:3 2:40  1:4  2:9  2:1
0:2 1:1 3:2  1:1
1A
reduu-les a una forma esglaonada
a) per les.
b) per columnes.
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4. Calculeu el rang de les matrius seguents:
A =
0@1 1 2 10 1 0 1
1 2 2 3
1A ; B =
0@0:1 0:2 0:3 0:40:2 0:3 0:4 0:5
0:3 0:4 0:5 0:6
1A
C =
0BB@
1  1 2
1 1 1
0 1 1
2 0 3
1CCA ; D =
0BB@
1 1
2
1
3
1
4
1
2
1
3
1
4
1
5
1
2
1
6
1
12
1
20
1
4
1
6
1
8
1
10
1CCA
5. El concepte de rang es important en processos de disseny de sistemes
de control. Un model en l'espai d'estats d'un sistema de control inclou
una equacio en diferencies de la forma x(k + 1) = Ax(k) + Bu(k) per
a k = 0; 1; 2; : : :, on A es una matriu quadrada d'ordre n i B es una
matriu rectangular d'ordre n  m, x(k) es una successio de vectors
d'estat i u(k) es una sequencia de control. Es demostra que el sistema
es accessible si
rang
 
B AB : : : An 1B

= n:
Que el sistema sigui accessible vol dir que des del estat x(0) podem
assolir qualsevol estat v en com a molt n passos, escollint una sequencia
de control adequada.
Estudieu si el sistema0@x1(k + 1)x2(k + 1)
x3(k + 1)
1A =
0@0:9 1 00  0:9 0
0 0 0:5
1A0@x1(k)x2(k)
x3(k)
1A+
0@01
1
1Au(k)
es o no accessible.
6. Estudieu quines de les matrius seguents son invertibles:
A =
0@1  1 20 1 0
1 1  1
1A ; B =
0BB@
1  1 2 0
1 1  1 2
0 1  1 1
 1 3  4 2
1CCA ; C =
0BB@
4 1  1 0
0 1  1 2
1 1 1  1
0 1 1  1
1CCA
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7. Discutiu per a quins valors de la constant a 2 R, la matriu0BB@
1 0 1 0
0 1 1 0
2 1 3 1
a 2 1 0
1CCA
es invertible, i trobeu en aquests casos la seva inversa.
8. Una fabrica produex dos models d'un producte, A i B, en tres sub-
models: N , L i S. Del model A produex : 400 unitats del submodel
N , 200 unitats del submodel L i 50 unitats del submodel S. Del model
B produex: 300 unitats del submodel N , 100 unitats del submodel L
i 30 unitats del submodel S. El submodel N duu 25 hores de taller
i 1 hora d'administracio. El submodel L duu 30 hores de taller i 1.2
hores d'administracio. El submodel S duu 33 hores de taller i 1.3 hores
d'administracio.
(a) Representar la informacio en dues matrius.
(b) Trobar una matriu que expressi les hores de taller i d'administracio
emprades per a cadascun dels models.
9. Calculeu el rang i calculeu la inversa de les matrius que siguin inverti-
bles.
A =
0@1 1 10 1 1
1 2 3
1A ; B =
0@0:1 0:2 0:30:2 0:3 0:5
0:4 0:4 0:5
1A
C =
0BB@
2 1 1 1
1 2 1 1
1 1 2 1
1 1 1 2
1CCA ; D =
0BB@
1  1 2 3
0 1 1  1
0 0 2  1
0 0 1 1
1CCA
10. Estudieu si son o no invertibles les matrius seguents i, en cas armatiu,
calculeu la inversa.
A =
0@1 2 82 0 3
0 1 2
1A ; B =
0@0:1 0:2 0:80:2 0 0:3
0 0:1 0:2
1A ; C =
0@10 20 8020 0 30
0 10 20
1A ;
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11. Calculeu la inversa de la matriu
A =
0@ 1  i ii 1 0
 i 0 1
1A
12. Sigui A una matriu triangular superior (inferior) invertible. Proveu que
A 1 es triangular superior (inferior).
13. Calculeu 
0 1
0 0
2
:
Deduu d'aqu An, on A es la matriu
A =

a b
0 a

; a; b 2 R qualssevol:
14. Sigui A 2 Mn(K) una matriu estrictament triangular superior (inferi-
or). Proveu que An = 0.
15. Es diu que una matriu A 2M3(R) es magica si en sumar els elements
de cada la, de cada columna, de la diagonal principal, i de la diagonal
secundaria s'obte sempre el mateix valor. Construu totes les matrius
magiques simetriques.
16. Es deneix traca d'una matriu quadrada A 2 Mn(K) i notarem trA,
a la suma dels elements de la diagonal principal; es a dir, si A = (aij),
trA = a11+: : :+ann. Aix, per exemple, si A 2M2(K), trA = a11+a22.
Sigui S 2Mn(K) invertible. Proveu que tr (S 1AS) = trA.
17. Trobeu la inversa de la matriu
A =
0@1 1 11  1
1 1 2
1A
segons els diferents valors d' 2 R.
18. Sigui S 2 Mn(C) una matriu invertible. Proveu que la matriu
1
2

S 1 S 1
S 1  S 1

es la inversa de la matriu X =

S S
S  S

.
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19. En l'estudi de l'efecte Stark, en l'atom d'hidrogen es construeix una
matriu
H =

0 x
xt 0

on x =
 
!1 !2 !3

i 0 es la matriu nulla d'ordre 3.
a) Trobeu la matriu inversa de H
b) Calculeu Hn.
20. Discutiu i resoleu en R el sistema:
3x+ 2y + 5z = 1
4x+ 3y + 6z = 2
5x+ 4y + 7z = 3
6x+ 5y + 8z = 4
9>>>=>>>;
21. Determineu el valor de  per a que el sistema
x+ y + z = 2
2x+ 3y   z = 2
3x+ 4y = 
9=;
sigui compatible i doneu el conjunt de solucions per a aquest valor de
.
22. Resoleu segons els valors de a; b; c; d 2 R el sistema seguent:
x+ 2y + 3z + 4t = a
2x+ 3y + 4z + t = b
3x+ 4y + z + 2t = c
4x+ y + 2z + 3t = d
9>>>=>>>;
23. Resoleu en C el sistema de equacions:
x+ y + z = a
x+ wy + w2z = b
x+ w2y + wz = b
9>=>;
sabent que w es una arrel cubica de la unitat.
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24. En l'estudi de la transferencia de calor es important determinar la dis-
tribucio de la temperatura en estat estable sobre una placa na quan
es coneix la temperatura present a l'entorn. Suposem que la seccio
transversal de una viga metallica amb uxe de calor insignicant en la
direccio perpendicular a la placa, es
les temperatures en els nodes son
20o 20o
10o T1 T2 40
o
10o T4 T3 40
o
30o 30o
Sabent que en els nodes interiors de la malla, la temeperatura es aproxi-
madament igual a la mitjana dels quatre nodes mes propers, determineu
les temperatures Ti, i = 1; 2; 3; 4.
25. Considereu el sistema AX = B, essent
A =
0@ 1 2 a 1 3 a
1 4 a
1A ; B =
0@1 a1 b
1 c
1A
Discutiu el sistema segons els diferents valors de les constants
a; b 2 R. Trobeu, en els casos en que sigui possible, el conjunt de
solucions.
26. Proveu que si els sistemes AX = B i XA = C tenen una solucio
comuna, aleshores es compleix BA = AC.
27. Discutiu, segons els diferents valors d'a; b 2 R, el sistema
1 a
1 b

X =

0 1 0
0 0 1

i resoleu-lo en els casos en que sigui compatible.
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28. Considerem les matrius de M2(R) seguents:
A =

1 0
1 1

; B =

4 4
4 6

; C =

1 2
3 0

; D =
 2 9
6 6

Discutiu i resoleu el sistema:
X + AY = B
X + CY = D
)
29. Determineu la dimensio dels subespais vectorials d'R4 seguents:
F1 = [(1; 1; 0; 2); (1; 1; 1; 1); (0; 2; 1; 1); (1; 1; 3; 1)]
F2 = [(1; 1; 2; 1); (0; 1; 1; 2); (1; 2; 1; 1); (1; 1; 1; 0)]
F3 = [(1; 1; 0; 1); (1; 1; 1; 1); (0; 2; 1; 0); (1; 3; 2; 1)]
F4 = [(1; 1; 0; 1); ( 2; 2; 1; 1); (3; 1; 2; 2); (2; 0; 1; 1)]
i obteniu-ne una base.
30. Estudieu quina es la dimensio dels subespais vectorials d'R5 seguents:
F1 = f(x1; x2; x3; x4; x5) 2 R5 j x1   x2 + x3 = 2x4   x5 = 0g
F2 = f(x1; x2; x3; x4; x5) 2 R5 j 2x1   x2 + x3 = 0g
F3 = f(x1; x2; x3; x4; x5) 2 R5 j x1 + 2x2 = x2 + 2x3 = x3 + 2x4 = 0g
F4 = f(x1; x2; x3; x4; x5) 2 R5 j 2x1   x2 + 3x3 = 4x1   x2 + 4x4 =
= 2x1   2x2   3x3 + 4x4 = 0g
31. Calculeu la dimensio dels subespais vectorials d'R[t] seguents:
F = [1  t+ 2t2; 1 + t2   t3; t4   t5]
G = [1  t; t2   t4; 1 + t5:  t  t2 + t4 + t5]
H = [2  t2; 1 + t4; 1 + t6; t2 + t4 + t6]
32. Calculeu la dimensio dels subespais vectorials d'R3[t] seguents:
F = fp(t) 2 R3[t] j p(t) = p0(t) + 6p00(0)t2g
G = fp(t) 2 R3[t] j p(0) = 1
2
p00(0)  1
6
p000(0)g
H = fp(t) 2 R3[t] j p(0) = p0(0)  p00(1) = 0g
102 CAPITOL 3. MATRIUS I SISTEMES DE EQUACIONS
33. Calculeu la dimensio dels subespis vectorials d'M2(R) seguents:
F =

1  1
0 1

;

4 1
2 0

1  1
0 1

;

0 5
2  4

G =

1 1
0 1

;

2 1
 1 1

0  1
 1  1

;

1 0
 1 0

34. Calculeu la dimensio dels subespais vectorials d'M3(R) seguents:
F1 = fA 2M3(R) j A+ At = 0g
F2 = fA 2M3(R) j trA = 0g
F3 =
8<:A =
0@a11 a12 a13a21 a22 a23
a31 a32 a33
1A 2M3(R)
 a12 + 2a13 = 2a22 + 3a33 = 0g
35. Trobeu les equacions que deneixen els subespais vectorials d'R5 seguents:
F = [(2; 1; 1; 0; 0); (0; 1; 1; 2; 1)]
G = [(1; 3; 0; 0; 0); (1; 2; 0; 1; 0); (1; 2; 0; 3; 1)]
36. Trobeu les equacions que deneixen els subespais vectorials d'R4[t]
seguents: F = [1 + 2t; t2], G = [1 + t  t2; t2   t4; 1 + t4].
37. Determineu les equacions que deneixen els subespais vectorials d'M2(R)
seguents:
F =

1  1
0 1

;

2 1
1  1

1 2
1  2

G =

1  1
2 1

;

2 1
0 1

0 3
 4  1

;

2  2
4 2

38. Calculeu la inversa de Moore-Penrose de les matrius seguents:
A1 =
0@ 1 1:2 2:5 0
3:1 0:4
1A ; A2 =
0@ 10 6 0:56:10 6 0:4
5:10 6 0:3
1A
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39. Proveu que (A+)+ = A.
40. Donades les matrius
A1 =

1 0 0
0 0 0

; A2 =
0@1 00 0
0 0
1A
Proveu que A+1 = A2 i A
+
2 = A1.
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Captol 4
Aplicacions lineals
4.1 Introduccio
El concepte d'aplicacio lineal fonamental en l'algebra lineal, es troba en l'o-
bra de Grassmann (1844-1862), aix com el de canvis de base, a l'igual que
alguns conceptes utilitzats en els captols 6,7 i 8, on s'estudien tipus concrets
d'aplicacions lineals, que satisfan determinades propietats. La seva denicio
axiomatica tambe va ser donada per Peano.
Les aplicacions lineals juguen un paper destacat en altres branques de la ma-
tematica, com, per exemple, la geometria analtica (canvis de coordenades),
en l'analisi (transformades diferencials i integrals) i en la fsica. A mes molts
problemes relatius a aplicacions diverses es poden relacionar amb aplicacions
lineals.
En tot el que segueix, i si no s'indica el contrari, considerarem aplicacions
entre espais vectorials de dimensio nita.
4.2 Concepte d'aplicacio lineal
Siguin E i F dos espais vectorials sobre un mateix cos commutatiu K i
f : E  ! F una aplicacio.
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Denicio 4.2.1. Es diu que f es lineal si
f(x+ y) = f(x) + f(y) ; 8 x; y 2 E
f(x) = f(x) ; 8 2 K ; 8 x 2 E
Exemple 4.2.1. Considerem l'aplicacio de R2[t] en R2[t] que ve denida per
f(p(t)) = 2p(t) + p0(0)t.
Aquesta aplicacio es lineal. En efecte. Siguin p1(t); p2(t) 2 R2[t] qualssevol.
Per a que f sigui lineal cal que f(p1(t) + p2(t)) = f(p1(t)) + f(p2(t)).
f(p1(t) + p2(t)) = 2(p1(t) + p2(t)) + (p
0
1(0) + p
0
2(0))t
D'altra banda,
f(p1(t)) + f(p2(t)) = (2p1(t) + p
0
1(0)t) + (2p2(t) + p
0
2(0)t)
= 2(p1(t) + p2(t)) + (p
0
1(0) + p
0
2(0))t
Aix, f(p1(t) + p2(t)) = f(p1(t)) + f(p2(t)).
Siguin ara p(t) 2 R2[t],  2 R qualssevol. Si f es lineal, tambe s'ha de
complir que f(p(t)) = f(p(t)).
f(p(t)) = 2(p(t)) + (p(0))t = (2p(t) + p0(0)t) = f(p(t))
Aix doncs, tambe f(p(t)) = f(p(t)) i f es lineal.
En canvi, l'aplicacio g de R2[t] en R2[t] que ve denida per g(p(t)) = 2 +
p(t)+p0(0)t no es lineal, ja que, per exemple, g(1)+g(t) = 3+(2+2t) = 5+2t
pero, en canvi, g(1 + t) = 2 + (1 + t) + t = 3 + 2t.
Exemple 4.2.2. En el cas E = Kn i F = Km qualsevol aplicacio
f : Kn  ! Km del tipus
f(x1; : : : ; xn) = (a11x1 + : : :+ a1nxn; : : : ; am1x1 + : : :+ amnxn) (4.1)
amb x = (x1; : : : ; xn) 2 Kn; aij 2 K, 1  i  m, 1  j  n, es lineal.
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Quan E = F es diu que f es un endomorsme d'E.
En general, diem que una aplicacio f : E  ! F entre dos conjunts es
injectiva si
f(x) = f(y) =) x = y 8x; y 2 E :
I que es exhaustiva si
8 y 2 F existeix x 2 E tal que y = f(x)
Si es alhora injectiva i exhaustiva es diu que es bijectiva.
Si f : E  ! F es lineal i injectiva (respectivament, exhaustiva o bijectiva), es
diu que f es un monomorsme (respectivament, epimorsme o isomorsme).
Si f : E  ! E es un endomorsme bijectiu, es diu que f es un automorsme.
Propietats elementals.
Si f : E  ! F es una aplicacio lineal, llavors:
1) f(0) = 0.
2) f( x) =  f(x), 8 x 2 E.
3) Si H es un subespai vectorial d'E , f(H) = fy 2 F j 9 x 2 H; f(x) =
yg es un subespai vectorial d'F .
4) Si G es un subespai vectorial d'F , f 1(G) = fx 2 E j f(x) 2 Gg es un
subespai vectorial d'E.
4.3 Determinacio d'una aplicacio lineal
Qualsevol aplicacio lineal queda totalment determinada coneixent les imatges
dels vectors d'una base de l'espai sortida.
Proposicio 4.3.1. Tota aplicacio lineal f : E  ! F queda determinada de
forma unica per les imatges dels vectors d'una base d'E.
Demostracio:
En efecte, si f : E  ! F es una aplicacio lineal i u = (u1; : : : ; un) es una
base d'E, donat x 2 E qualsevol, si x = x1u1 +    + xnun, en ser f lineal,
sera
f(x) = x1f(u1) +   + xnf(un) :
ut
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Exemple 4.3.1. Sigui f : R3  ! R3 una aplicacio lineal tal que f(1; 0; 1) =
(1; 0; 1), f(0; 1; 0) = (2; 0; 2) i f(0; 1; 1) = (0; 1; 0). Amb aquestes dades
podem calcular la imatge de qualsevol vector d'R3. Per exemple, calculem
f(2; 2; 3).
Ates que el conjunt f(1; 0; 1); (0; 1; 0); (0; 1; 1)g es linealment independent
i, per tant, una base d'R3, existeixen 1; 2; 3 2 R (unics) tals que
(2; 2; 3) = 1(1; 0; 1) + 2(0; 1; 0) + 3(0; 1; 1)
D'aquesta igualtat, dedum
1 = 2; 2 =  1; 3 = 1
d'on
f(2; 2; 3) = 2f(1; 0; 1) + ( 1)f(0; 1; 0) + f(0; 1; 1)
= 2(1; 0; 1) + ( 1)(2; 0; 2) + (0; 1; 0)
= (0; 1; 0)
Remarca. Si (u1; : : : ; un) es una base d'E i considerem una famlia fv1; : : :,
vng de vectors d'F , existeix una unica aplicacio lineal f : E  ! F tal
que f(ui) = vi, 8 i, 1  i  n i es la denida de la manera seguent: si
x = x1u1 + : : :+ xnun, llavors f(x) = x1v1 + : : :+ xnvn.
Remarca. Dues aplicacions lineals f; g : E  ! F son iguals si donada una
base qualsevol de E, les imatges per f i per g dels vectors d'aquesta base son
les mateixes.
Les imatges dels vectors d'una base de l'espai de sortida per una aplicacio
lineal f : E  ! F determinen el caracter d'aquesta aplicacio.
Proposicio 4.3.2. Sigui (u1; : : : ; un) una base d'E i sigui f : E  ! F una
aplicacio lineal. Aleshores:
a) f es injectiva () ff(u1); : : : ; f(un)g linealment independents:
b) f es exhaustiva () [f(u1); : : : ; f(un)] = F:
c) f es bijectiva () (f(u1); : : : ; f(un)) es una base d'F:
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Exemple 4.3.2. Sigui f : R3  ! R4[t] que ve denida per
f(x1; x2; x3) = (x1 + x2) + (x1  x2)t+ (x1 + x3)t2 + (x1  x3)t3 + (x1 + x2 + x3)t4
La proposicio anterior ens diu que:
f es injectiva , ff(e1); f(e2); f(e3)g son linealment independents
essent (e1; e2; e3) la base natural de R3. Calculem aquestes imatges:
f(e1) = 1 + t+ t
2 + t3 + t4
f(e2) = 1  t+ t4
f(e3) = t
2   t3 + t4
Les seves components, en la base (1; t; t2; t3; t4) d'R4[t], disposades com a
vectors columna, donen lloc a la matriu
A =
0BBBB@
1 1 0
1  1 0
1 0 1
1 0  1
1 1 1
1CCCCA f
0BBBB@
1 1 0
0  2 0
0 0 2
0 0 0
0 0 0
1CCCCA
que te rang igual a 3, d'on dedum que ff(e1); f(e2); f(e3)g son linealment in-
dependents i, per tant, l'aplicacio f es injectiva En ser dimR4[t] = 5, aquests
vectors no podem generar R4[t] i, per tant, l'aplicacio no es exhaustiva.
4.4 Nucli i imatge d'una aplicacio lineal
Donada una aplicacio lineal f : E  ! F podem considerar dos subespais
vectorials, d'E i F , respectivament, anomenats nucli i imatge de f .
Denicio 4.4.1. El nucli de f es:
Kerf = fx 2 E j f(x) = 0g
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Denicio 4.4.2. La imatge de f es:
Im f = fy 2 F j y = f(x) per a algun x 2 Eg
Remarca. Noteu que Ker f es el conjunt de les antiimatges del vector nul
i Im f es el conjunt de totes les imatges dels vectors d'E. Ambdos conjunts
son subespais vectorials.
Exemple 4.4.1. Considereu l'aplicacio lineal
f : R3  ! R4
(x1; x2; x3)  ! (x1   x2; x1 + x2; x2   x3; x2 + x3)
Aleshores:
Ker f = f(x1; x2; x3) 2 R3 j x1 = x2 = x3 = 0g = f(0; 0; 0)g
Im f = f(x1   x2; x1 + x2; x2   x3; x2 + x3) j x1; x2; x3 2 Rg
= fx1(1; 1; 0; 0) + x2( 1; 1; 1; 1) + x3(0; 0; 1; 1) j x1; x2; x3 2 Rg
= [(1; 1; 0; 0); ( 1; 1; 1; 1); (0; 0; 1; 1)]
Remarca. Es immediat observar que
f es epimorsme () Im f = F
A mes si (u1; : : : ; un) es una base d'E i f : E  ! F es lineal, es compleix
que
Im f = [f(u1); : : : ; f(un)]
Les aplicacions lineals injectives venen caracteritzades pel resultat seguent.
Proposicio 4.4.1. Donada una aplicacio f : E  ! F lineal, f es mono-
morsme si, i nomes, si Ker f = f0g.
Demostracio:
Suposem f injectiva. Si f(x) = 0, ates que tambe f(0) = 0, en ser f injectiva
es x = 0.
Recprocament. Suposem ara que Ker f = f0g. Si x; y 2 E son tals que
f(x) = f(y), es
f(x)  f(y) = f(x  y) = 0 =) x  y 2 Ker f =) x  y = 0 =) x = y;
i, per tant, f es injectiva. ut
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Exemple 4.4.2. L'aplicacio lineal f de l'exemple anterior es injectiva, ja que
Ker f = f0g. En canvi, no es exhaustiva, ja que dim Im f = 3 i, per tant,
Im f 6= R4.
A nivell de dimensions es verica la relacio seguent.
Teorema 4.4.1. Sigui f : E  ! F una aplicacio lineal. Aleshores:
dimKer f + dim Im f = dimE
Demostracio: Considerem una base (u1; : : : ; ur) de Ker f , i l'ampliem a una
base (u1; : : : ; ur; ur+1; : : : ; un) d'E. Veurem que (f(ur+1); : : : ; f(un)) es una
base d'Im f i, per tant,
dim Im f = n  r = dimE   dimKer f
com volem provar.
Vegem que (f(ur+1); : : : ; f(un)) es, en efecte, una base d'Im f . Suposem que
existeix una combinacio lineal d'aquests vectors que es igual al vector nul:
r+1f(ur+1) + : : :+ nf(un) = 0
En ser f lineal,
f(r+1ur+1 + : : :+ nun) = 0
r+1ur+1 + : : :+ nun 2 Ker f
) r+1ur+1 + : : :+ nun = 1u1 + : : :+ rur
) 1u1 + : : :+ rur   r+1ur+1   : : :  nun = 0
) 1 = : : : r = r+1 = : : : = n = 0
Aix, ja tenim que f(ur+1); : : : ; f(un) son linealment independents.
Vegem ara que generen el subespai Im f . Per a x 2 E qualsevol, es
x = x1u1 + : : :+ xrur + xr+1ur+1 + : : :+ xnun
i
f(x) = x1f(u1) + : : :+ xrf(ur) + xr+1f(ur+1) + : : :+ xnf(un) =
= xr+1f(ur+1) + : : :+ xnf(un)
en ser f(u1) = : : : = f(ur) = 0. ut
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Remarca. Com a consequencia d'aquest teorema es dedueix que, si f :
E  ! F es lineal, llavors:
f injectiva =) dimE  dimF
f exhaustiva =) dimE  dimF
f bijectiva =) dimE = dimF
Tambe dedum del teorema anterior que, si dimE = dimF i f es injectiva,
o be es exhaustiva, aleshores f es necessariament bijectiva.
Exemple 4.4.3. Considerem l'aplicacio
f : R3  ! R4
(x1; x2; x3)  ! (3x1 + x2   x3; x2 + x3; x1   x2; x1 + 2x2   3x3)
Per la remarca anterior, f pot ser injectiva, pero no pot ser ni exhaustiva ni
bijectiva. A mes,
Ker f = f(x1; x2; x3) 2 R3 j 3x1 + x2   x3 =
= x2 + x3 = x1   x2; x1 + 2x2   3x3 = 0g = f(0; 0; 0)g
i, per tant, f es injectiva.
4.5 Isomorsme natural associat a una base
Es diu que dos espais vectorials son isomorfs si existeix un isomorsme entre
ells. Dos espais vectorials son isomorfs si, i nomes si, tenen la mateixa dimen-
sio. Es dedueix d'aqu que tot espai vectorial de dimensio nita n es isomorf
a Rn. Els isomorsmes entre Rn i l'espai vectorial E venen determinats en
xar bases a Rn i a E. Aix si (u1; : : : ; un) es una base de Rn i (v1; : : : ; vn)
es una base d'E, l'aplicacio
f : Rn  ! E
a1u1 + : : :+ anun  ! a1v1 + : : :+ anvn (4.2)
es un isomorsme entre Rn i E.
Si xem a Rn la base canonica (e1; : : : ; en), tenim que els isomorsmes de
Rn en E venen determinats per les bases d'E; es a dir, per a cada base d'E
tenim un isomorsme (4.2) diferent.
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Denicio 4.5.1. L'isomorsme de Rn en E tal que f(a1; : : : ; an) = a1v1 +
: : : + anvn, s'anomena l'isomorsme natural de Rn en E associat a la base
v = (v1; : : : ; vn) d'E.
Remarca. Observeu que donat un vector qualsevol v 2 E, existeix un unic
(a1; : : : ; an) 2 Rn tal que
f(a1; : : : ; an) = a1v1 + : : :+ anvn = v
Es a dir, l'antiimatge f 1(v) de v son les coordenades del vector v en la base
donada d'E.
4.6 Matriu associada a una aplicacio lineal
Sigui A una matriu que te m les i n columnes. Considerem l'aplicacio
fA : Rn  ! Rm
que ve denida de la manera seguent: f(x) es el vector de Rm tal que les seves
coordenades, expressades en una matriu columna, coincideixen amb AX, on
X es la matriu d'ordre 1 n els elements del qual son les coordenades de x.
Observeu que l'aplicacio fA aix denida es una aplicacio lineal. De fet,
totes les aplicacions lineals, com veurem a continuacio, poden ser denides
d'aquesta manera.
Exemple 4.6.1. Sigui
A =

1 3 7
2 0 5

L'aplicacio lineal que deneix aquesta matriu es
fA : R3  ! R2
(x1; x2; x3)  ! (x1 + 3x2 + 7x3; 2x1 + 5x3)
Recprocament, si f es una aplicacio lineal d'Rn en Rm, l'aplicacio lineal que
s'obte a partir de la matriu en la que les columnes son les coordenades de les
imatges dels vectors de la base canonica d'Rn es precisament f . Indiquem
per M(f) aquesta matriu i li direm matriu de l'aplicacio.
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Exemple 4.6.2. En les bases canoniques d'R3 i R5, la matriu de la aplicacio
f : R3  ! R5
(x1; x2; x3)  ! (x1   x2; x2; x1 + x2; x2; x3)
es:
M(f) =
0BBBB@
1  1 0
0 1 0
1 1 0
0 1 0
0 0 1
1CCCCA
Una generalitzacio del resultat anterior a aplicacions lineals entre dos espais
vectorials E i F (de dimensio nita) ens dona la denicio seguent.
Denicio 4.6.1. Sigui E, F dos espais vectorials sobre el cos commutatiu
K de dimensions n i m, respectivament. Si (u1; : : : ; un) es una base qualsevol
d'E i (v1; : : : ; vm) una base qualsevol d'F , la matriu B en la que les columnes
estan constitudes per les coordenades, en la base (v1; : : : ; vm), de les imatges
per l'aplicacio lineal f dels vectors u1; : : : ; un rep el nom de matriu de la
aplicacio lineal f en las bases (u1; : : : ; un) i (v1; : : : ; vm).
Habitualment es denota aquesta matriu de la forma seguent: B = Mu;v(f),
on u i v representen les bases (u1; : : : ; un) i (v1; : : : ; vm), respectivament.
Remarca. La matriu d'una aplicacio depen de les bases escollides, tant en
l'espai de sortida com en el d'arribada.
Exemple 4.6.3. Siguin E = R2[t] i F =M2(R). Considerem l'aplicacio lineal
f : R2[t]  !M2(R)
a0 + a1t+ a2t
2  !

a0 + a2 a1
a1   a2 a0

Si escollim les bases u = (1; t; t2) d'R2[t] i v = (( 1 00 0 ) ; ( 0 10 0 ) ; ( 0 01 0 ) ; ( 0 00 1 )) de
M2(R), la matriu de l'aplicacio lineal f en aquestes bases es:
Mu;v(f) =
0BB@
1 0 1
0 1 0
0 1  1
1 0 0
1CCA
4.7. CANVIS DE BASE 115
En canvi, si a R2[t] haguessim pres com a base u = (t2; t; 1) i a M2(R) la
mateixa d'abans, la matriu de l'aplicacio en aquestes bases seria:
Mu;v(f) =
0BB@
1 0 1
0 1 0
 1 1 0
0 0 1
1CCA
En el cas d'un endomorsme d'un espai vectorial E podem considerar una
mateixa base u = (u1; : : : ; un) en l'espai de sortida que en l'espai d'arribada,
notant-se en aquest cas la matriu de l'aplicacio en aquesta base simplement
per Mu(f).
4.7 Canvis de base
Si u = (u1; : : : ; un) es una base d'un espai vectorial E, sabem que, per
a tot vector x d'E, existeixen n escalars x1; : : : ; xn 2 K unics tals que
x = x1u1 +    + xnun : (Aquests escalars x1; : : : ; xn s'anomenen les compo-
nents d'x en la base de u).
Si u = (u1; : : : ; un) es una altra base d'E i y1; : : : ; yn son les components d'x
en la base v, es a dir, x = y1u1 +    + ynun aleshores, la relacio entre les
components de x en la base u i les components de x en la base u ve donada
per 0B@ x1...
xn
1CA = S
0B@ y1...
yn
1CA()
0B@ y1...
yn
1CA = S 1
0B@ x1...
xn
1CA
on S es la matriu que te per columnes les components de cadascun dels
vectors d'u en la base u (s'anomena matriu del canvi de base, de la base u a
la base u).
Exemple 4.7.1. Anem a calcular la matriu del canvi de base, de la base
((0; 0; 2; 4); ( 4; 1; 4; 1); (1; 0; 0; 4); ( 3; 3; 2; 2))
a la base ((1; 1; 0; 1); ( 1; 0; 1; 1); (0; 1; 1; 1); (0; 0; 1; 1)) d'R4.
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Tenim que
(0; 0; 2; 4) =
2
3
(1; 1; 0; 1) +
2
3
( 1; 0; 1; 1) + ( 2
3
)(0; 1; 1; 1)
+2(0; 0; 1; 1)
( 4; 1; 4; 1) = ( 1)(1; 1; 0; 1) + 3( 1; 0; 1; 1) + 2(0; 1; 1; 1)
+(0; 0; 1; 1)
(1; 0; 0; 4) = 2(1; 1; 0; 1) + ( 1; 0; 1; 1) + ( 2)(0; 1; 1; 1)
+( 1)(0; 0; 1; 1)
( 3; 3; 2; 2) = ( 2)(1; 1; 0; 1) + ( 1; 0; 1; 1) + ( 1)(0; 1; 1; 1)
+2(0; 0; 1; 1)
Aix, la matriu del canvi de base es la matriu0BB@
2
3
 1 2  2
2
3
3 1 1
 2
3
2  2  1
2 1  1 2
1CCA
El resultat seguent es de gran importancia, ates que permet obtenir la relacio
existent entre les matrius d'una mateixa aplicacio lineal en bases diferentes.
Proposicio 4.7.1. Sigui f una aplicacio lineal de l'espai vectorial E en
l'espai vectorial F . Sigui A la matriu de l'aplicacio f en les bases u =
(u1; : : : ; un) d'E i v = (v1; : : : ; vm) d'F , B la matriu de l'aplicacio f en les
bases u = (u1; : : : ; un) d'E i v = (v1; : : : ; vm) d'F .
Si S es la matriu del canvi de base, de la base u = (u1; : : : ; un) a la base
u = (u1; : : : ; un) i T es la matriu del canvi de base, de la base v = (v1; : : : ; vm)
a la base v = (v1; : : : ; vm), aleshores:
B = T 1AS
En el cas d'un endomorsme d'E, si considerem la mateixa base en l'espai
de sortida i en l'espai de arribada, la relacio anterior es de la forma:
B = S 1AS
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Exemple 4.7.2. Considerem l'aplicacio lineal f : R3  ! R5, que ve denida
per f(x1; x2; x3) = (x1   x2; x2; x1 + x2; x2; x3). Hem vist que la matriu
d'aquesta aplicacio, en les bases canoniques d'R3 i R5 es:0BBBB@
1  1 0
0 1 0
1 1 0
0 1 0
0 0 1
1CCCCA
Considerem ara les bases u = ((1; 0; 1); (1; 2; 1); (0; 1; 1)) d'R3 i
v=((1; 0; 1; 1; 0); (0; 1; 1; 1; 0); (1; 1; 1; 0; 0); (0; 0; 1; 0; 1); (0; 0; 1; 1; 1)) d'R5.
En aquestes bases la matriu de l'aplicacio f es
B = T 1AS =
=
0BBBB@
1 0 1 0 0
0 1  1 0 0
 1 1 1 1 1
1 1 0 0 1
0 0 0 1  1
1CCCCA
 10BBBB@
1  1 0
0 1 0
1 1 0
0 1 0
0 0 1
1CCCCA
0@1 1 00 2 1
1 1 1
1A =
=
1
3
0BBBB@
0 0 1
3 3  1
3  3  4
0 6 6
 3 3 3
1CCCCA
Remarca. Una consequencia especialment important d'aquest resultat es
el fet de que els rangs de les matrius d'una mateixa aplicacio lineal han de
coincidir necessariament. Te sentit, doncs, la denicio seguent.
Denicio 4.7.1. S'anomena rang de l'aplicacio lineal f , i el denotarem per
rang f , al rang de la matriu de l'aplicacio (en bases qualssevol).
Remarca. Observeu que rang f = dim Im f .
4.8 Subespais invariants per un endomors-
me
Siguin f un endomorsme d'E i H un subespai vectorial d'E.
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Denicio 4.8.1. Es diu que H es un subespai vectorial invariant per f quan
per a tot x 2 H es f(x) 2 H.
Una forma comoda d'averiguar quan es un subespai vectorial invariant per
un endomorsme es la que ofereix el resultat seguent.
Proposicio 4.8.1. Si (u1; : : : ; ur) es una base d'H; llavors:
H es invariant per f () f(u1); : : : ; f(ur) 2 H
Exemple 4.8.1. Sigui f : R3  ! R3 l'endomorsme la matriu del qual, en
una base (v1; v2; v3) d'R3 es:0@  2 0 00  2 0
0 1  2
1A
Sigui H el subespai vectorial d'R3 engendrat pel vector [2v1 + v3]. Aleshores
H es un subespai invariant per f . En efecte. La imatge del vector 2v1 + v3
per aquest endomorsme es igual a:  4v1   2v3 =  2(2v1 + v3) 2 H.
En canvi, el subespai vectorial G = [v1; v2] no es invariant per f , ja que la
imatge del vector v1 per l'endomorsme es igual a 2v1 2 G, pero f(v2) =
 v2 + v3 =2 G.
Denicio 4.8.2. Quan un subespai H es invariant per un endomorsme f
d'E podem considerar l'aplicacio \restriccio de f a H" que notarem f jH i
que es deneix mitjancant
f jH : H  ! H
x 7 ! f jH(x) = f(x)
Exemple 4.8.2. Sigui f l'endomorsme d'R3[t] que ve denit mitjancant:
f : R3[t]  ! R3[t]
p(t)  ! p0(t)  p00(t)
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H = R2[t] es un subespai vectorial invariant per l'endomorsme f . En efecte;
v : (1; t; t2) es una base d'H i observem que:
f(1) = 0 2 H
f(t) = 1 2 H
f(t2) =  2 + 2t 2 H
Aleshores, la matriu de la restriccio
fjH : H  ! H
p(t)  ! p0(t)  p00(t)
en la base v es: 0@0 1  20 0 2
0 0 0
1A
4.9 Operacions amb aplicacions lineals
Siguin E, F dos espais vectorials sobreK de dimensions n im respectivament.
Siguin f; g : E  ! F dues aplicacions lineals, i considerem l'aplicacio suma
f + g : E  ! F
x  ! (f + g)(x) = f(x) + g(x)
Proposicio 4.9.1. L'aplicacio suma f + g es lineal.
La matriu de l'aplicacio lineal suma f + g es pot obtenir a partir de les
matrius de les aplicacions f i g.
Proposicio 4.9.2. Siguin u, v bases dels espais vectorials E i F , respecti-
vament. Aleshores:
Mu;v(f + g) =Mu:v(f) +Mu;v(g)
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Notacio. Posem L(E;F ) al conjunt de totes les aplicacions lineals entre E
i F .
Remarca. L(E;F ) amb l'operacio suma es un grup commutatiu (ja que
f + g = g + f per a totes les aplicacions lineals f , g) l'element neutre del
qual es l'aplicacio nul.la 0 denida mitjancant 0(x) = 0 8x 2 E.
Si f : E  ! F es lineal i  2 K podem denir l'aplicacio
f : E  ! F
x  ! (f)(x) = f(x)
Proposicio 4.9.3. L'aplicacio f es lineal.
La relacio entre la matriu de l'aplicacio f i l'aplicacio f es la seguent.
Proposicio 4.9.4. Siguin u, v bases dels espais vectorials E i F , respecti-
vament. Aleshores:
Mu;v(f) = Mu;v(f)
Remarca. L(E;F ) amb les operacions suma i producte per escalars deni-
des anteriorment es un espai vectorial sobre K.
A mes xades bases u i v dels espais vectorials E i F , respectivament, podem
establir un isomorsme
' : L(E;F )  !Mmn(K)
f  !Mu;v(f)
En particular, dimK L(E;F ) = dimK Mmn(K) = mn:
Siguin ara G un altre espai vectorial sobre K de dimensio p. Si
f : E  ! F i g : F  ! G son aplicacions lineals, podem considerar la
seva composicio
g  f : E  ! G
x  ! (g  f)(x) = g(f(x))
Proposicio 4.9.5. L'aplicacio g  f es lineal.
La matriu de la composicio de dos aplicacions lineals es pot obtenir de la
forma seguent.
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Proposicio 4.9.6. Siguin u, v, w bases dels espais vetorials E, F i G,
respectivement. Aleshores:
Mu;w(g  f) =Mv;w(g) Mu;v(f)
Notacio. Posem End (E) al conjunt d'endomorsmes d'E.
Remarca. En el conjunt End(E) podem considerar les operacions de suma i
producte, essent aquest darrer la composicio d'endomorsmes. Amb aquestes
operacions aquest conjunt te estructura d'anell amb unitat, essent l'element
unitat l'endomorsme identitat,
idE : E  ! E
x  ! idE(x) = x
(Si no hi ha lloc a confusio, l'aplicacio idE s'escriura simplement com a I).
Aquest anell, pero, no es commutatiu ja que en general, f  g 6= g  f . A
mes te divisors de zero, ja que existeixen parelles d'endomorsmes ambdos
no nuls, tals que f  g = 0 o be g  f = 0 (o be f  g = g  f = 0).
Exemple 4.9.1. Considereu els endomormes d'R2
f : R2  ! R2
(x1; x2)  ! (x2; 0)
g : R2  ! R2
(x1; x2)  ! (x1; 0)
Aleshores
(f  g)(x1; x2) = f(g(x1; x2)) = f(x1; 0) = (0; 0); 8(x1; x2) 2 R2
En canvi,
(g  f)(x1; x2) = g(f(x1; x2)) = g(x2; 0) = (x2; 0) = f(x1; x2); 8(x1; x2) 2 R2
4.10 El grup lineal
Es conegut que tota aplicacio bijectiva admet una aplicacio inversa. Si, a
mes, l'aplicacio es lineal, es te la proposicio seguent.
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Proposicio 4.10.1. Siguin E i F dos espais vectorials i f : E  ! F una
aplicacio lineal bijectiva. Aleshores l'aplicacio inversa
f 1 : F  ! E
es lineal.
Demostracio: Siguin v1 i v2 dos vectors qualssevol d'F , i siguin u1 = f
 1(v1)
i u2 = f
 1(v2). Com que f(u1) = v1 i f(u2) = v2, en ser f lineal es te
f(u1 + u2) = v1 + v2
f(u1) = v1
Per tant,
f 1(v1 + v2) = u1 + u2 = f 1(v1) + f 1(v2)
f(v1) = u1 = f
 1(v1)
ut
A mes, a nivell matricial tenim la caracteritzacio seguent.
Proposicio 4.10.2. Sigui f una aplicacio lineal bijectiva entre els espais
vectorials E i F , siguin u, v bases d'E i F , respectivament. Aleshores:
Mv;u(f
 1) =Mu;v(f) 1
Remarca. Si g : F  ! E es tal que f  g = idF o be g  f = idE llavors
g = f 1.
Tenint en compte que la composicio d'aplicacions lineals es lineal i que la
composicio d'aplicacions bijectives es bijectiva es te el resultat seguent.
Proposicio 4.10.3. Si E, F i G son tres espais vectorials, i f : E  ! F i
g : F  ! G son aplicacions lineals bijectives, es te que g  f : E  ! G es
lineal i bijectiva. A mes,
(g  f) 1 = f 1  g 1
Sigui E un espai vectorial. Si designem per Gl(E) el conjunt d'automorsmes
d'E, es pot provar que aquest conjunt te les propietats seguents.
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i) Si f; g 2 Gl(E) aleshores g  f 2 Gl(E).
ii) Si f 2 Gl(E) aleshores f 1 2 Gl(E).
iii) L'aplicacio identitat idE pertany a Gl(E).
Si en el conjunt Gl(E) es deneix la composicio com a operacio interna,
aquest te estructura de grup (no commutatiu, ja que, en general, fg 6= gf).
Aquest grup s'anomena el grup lineal.
4.11 Apendix A
Aplicacions lineals entre espais vectorials de dimensio
innita
Si E, i F son dos espais vectorials de dimensio innita podem denir analoga-
ment les aplicacions lineals entre E i F com aquelles aplicacions f : E  ! F
tals que
f(x1 + x2) = f(x1) + f(x2) 8x1; x2 2 E
f(x) = f(x) 8x 2 E 8 2 K
Els conceptes de Ker f , Im f i subespais invariants per un endomorsme
tambe son analegs. A mes, si u = (u1; : : : ; un; : : :) es una base d'E,
Im f = [f(u1); : : : ; f(un); : : :]
i si H es un subespai vectorial de dimensio innita d'E amb base v =
(v1; : : : ; vn; : : :) aleshores H es invariant per un endomorsme f d'E si, i
nomes si,
f(v1); : : : ; f(vn); : : : 2 H
En aquest cas es deneix rang f com la dimensio del subespai Im f .
Si f : E  ! F es bijectiva aleshores la inversa de l'aplicacio f es una aplicacio
(lineal) g : F  ! E tal que
f  g = idF g  f = idE
Remarca. En aquest cas, pot ser f  g = idF i g  f 6= idE, o be g  f = idE
i f  g 6= idF .
A mes, tambe es possible f 2 End(E) injectiu, pero no exhaustiu, o be
exhaustiu pero no injectiu.
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Exemple 4.11.1. Sigui E el conjunt de les funcions reals de variable real i
considerem l'endomorsme d'E
f : E  ! E
F (t)  ! F 0(t)
Es clar que f no es injectiva, pero si que es exhaustiva.
Si
g : E  ! E
F ()  ! R t
0
F ()d
aleshores, per a F () 2 E qualsevol,
(f  g)(F (t)) =
R t
0
F ()d
0
= F (t); utilitzant la regla de Leibnitz
(g  f)(F (t)) = R t
0
F 0()d = F (t)  F (0); utilitzant el Teorema
fonamental del calcul
Aix doncs, f  g = idE pero g  f 6= idE.
Exemple 4.11.2. Considereu els endomorsmes de R[t] que venen denits de
la manera seguent.
fn : R[t]  ! R[t]
p(t)  ! p(0) + p0(0)t+ p00(0)
2!
t2 +   + p(n 1)(0)
(n 1)! t
n 1
gn : R[t]  ! R[t]
p(t)  ! p(n)(0)
n!
tn + p
(n+1)(0)
(n+1)!
tn+1 + : : :
Es facil veure que
Ker fn = [t
n; tn+1; : : : ]; Im fn = Rn 1[t]
Im gn = [t
n; tn+1; : : : ]; Ker gn = Rn 1[t]
i, per tant, f  g = 0 i g  f = 0, pero, en canvi, f 6= 0 i g 6= 0.
Si E es un espai vectorial de dimensio nita i F te dimensio innita, aleshores
tambe son de dimensio nita els subespais Ker f i Im f i, a mes, es compleix:
dimE = dimKer f + Im f
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4.12 Apendix B
Teoremes d'isomorsme
Siguin E i F dos espais vectorials de dimensio nita i f : E  ! F una aplica-
cio lineal. Siguin Ker f i Im f els subespais vectorials associats a l'aplicacio.
Sigui G un subespai complementari de Ker f en E: E = GKer f . Aleshores
tot vector u 2 E s'escriu de forma unica com u = u1 + u2 amb u1 2 G i
u2 2 Ker f .
Observeu que
f(u) = f(u1 + u2) = f(u1) + f(u2) = f(u1);
es a dir, nomes cal denir l'aplicacio sobre el complementari de Ker f .
Remarca. D'altra banda, observem que f no depen del complementari que
considerem. En efecte, si H es un altre complementari de Ker f en E, es te
E = H  Ker f , i per a tot u 2 E, u = v1 + v2 amb v1 2 H i v2 2 Ker f .
Llavors:
f(u) = f(v1 + v2) = f(v1) + f(v2) = f(v1) = f(u1);
ja que f(v1)  f(u1) = f(v1   u1) = f(u2   v2) = 0 en ser u2   v2 2 Ker f .
Considerem doncs, l'aplicacio lineal fjG : G  ! F denida per fjG(u1) =
f(u1). Aquesta aplicacio es clarament injectiva, d'on es dedueix la proposi-
cio seguent.
Proposicio 4.12.1. L'aplicacio
f : G  ! Im f
u1  ! f(u1)
es un isomorsme
Remarca. Del fet que f sigui un isomorsme es dedueix que dimG =
dim Im f i, per tant, tenim el corol.lari seguent.
Corol.lari 4.12.1. Si f : E  ! F es una aplicacio lineal, aleshores:
dimE = dimKer f + dim Im f
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De fet, la proposicio anterior es pot formular de forma mes general.
Proposicio 4.12.2 (Primer teorema d'isomorsme). Siguin E i F dos espais
vectorials de dimensio nita sobre un cos K i f una aplicacio lineal d'E en
F . Aleshores, existeix un unic isomorsme d'espais vectorials ef de E=Ker f
en Im f tal que f = i  ef  , on  es la projeccio natural d'E en E=Ker f i
essent i la inclusio natural d'Im f en F .
E
f ! F
 # i "
E=Ker f
ef ! Im f
(4.3)
L'isomorsme ef s'anomena isomorsme natural indut per f .
Demostracio: L'aplicacio ef ve denida de la forma:ef : E=Ker f  ! Im f
x+Ker f  ! f(x)
A partir de la remarca anterior es facil veure que esta ben denida, i que es
lineal i bijectiva. ut
Remarca. Siguin E i F dos espais vectorials de dimensio nita i
f : E  ! F una aplicacio lineal. Siguin Ker f i Im f els subespais vec-
torials associats a l'aplicacio.
Sigui G un subespai complementari de Ker f en E: E = G  Ker f . Hem
vist que si considerem a E una base formada per la reunio d'una base u =
(u1; : : : ; un r) de G amb una base u0 = (un r+1; : : : ; un) de Ker f , es te que
(f(u1); : : : ; f(un r)) es una base v d'Im f . Prenent doncs, a E=Ker f la base
[u] = (u1+Ker f; : : : ; un r +Ker f) induda per la d'E, i a Im f la base v, la
matriu de l'aplicacio ef : E=Ker f  ! Im f en aquestes bases, es:
eA =
0B@1 . . .
1
1CA = In r
Sigui E un espai vectorial i F i G dos subespais vectorials tals que F  G.
Es possible denir una aplicacio
g : E=F  ! E=G
x+ F  ! x+G
Observeu que aquesta aplicacio:
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1. esta ben denida: si x + F = x1 + F llavors x   x1 2 F  G d'on
x+G = x1 +G ,
2. es lineal:
(a) g((x+F ) + (y+F )) = g((x+ y) +F ) = (x+ y) +G = (x+G) +
(y +G) = g(x+ F ) + g(y + F ),
(b) g((x+ F )) = g(x+ F ) = x+G = (x+G) = g(x+ F )
3. Ker g = G=F ja que, si x+G = 0, es x 2 G, d'on els elements del nucli
son de la forma x+ F , amb x 2 G.
Tenim doncs, la proposicio seguent.
Proposicio 4.12.3 (Segon teorema d'isomorsme). Sigui E un espai vecto-
rial i siguin F i G dos subespais vectorials tals que F  G. Aleshores existeix
un unic isomorsme eg de (E=F )=(G=F ) en E=G tal que g = eg   on  es
la projeccio natural de E=F en (E=F )=(G=F ).
Sigui ara E un espai vectorial i F i G dos subespais vectorials d'E. Es
possible denir una aplicacio h : F  ! (F +G)=G de la forma h(x) = x+G.
Aquesta aplicacio:
1. esta ben denida ja que, si x 2 F , es x 2 F +G,
2. es lineal,
3. Kerh = F \G (si h(x) = x+G = 0, es x 2 G).
A mes, aquesta aplicacio es exhaustiva ja que x + y + G = x + G per a tot
x+ y +G 2 (F +G)=G.
Tenim doncs, la proposicio seguent.
Proposicio 4.12.4 (Tercer teorema d'isomorsme). Sigui E un espai vecto-
rial i F i G dos subespais vectorials d'E. Aleshores existeix un unic isomor-
sme eh de F=F \ G en (F + G)=G tal que h = eh  , on  es la projeccio
natural de F en F=F \G.
Remarca. De l'isomorsme entre els espais F=F \G i (F +G)=G es dedueix
que dimF=F \G = dim(F +G)=G, d'on
dimF   dimF \G = dim(F +G)  dimG
dim(F +G) = dimF + dimG  dimF \G
que es la formula de Grassman, vista en el captol 2,x7.
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4.13 Aplicacio a l'enginyeria
Llei de Beer-Lambert
En optica, la llei de Beer-Lambert, tambe coneguda com a llei de d'ab-
sorbancia es una relacio obtinguda de forma emprica que relaciona l'absorcio
de llum amb les propietats del material travessat.
La llei de arma que l'absorbancia d'una mostra es proporcional a la seva
concentracio (c) i al gruix de la mostra que atravessa el feix de llum (`):
A = "`c
La constant de proporcionalitat " s'anomena absorvitat molar i es constant
per a una mostra determinada.
es a dir A es funcio lineal de c:
A = f(c) = mc; amb m = "`:
Funcio de produccio
Es tracta de controlar la quantitat de materia primera que necessita una
empresa per poder proveir a tota la demanda dels productes manufacturats.
Suposem que l'empresa fabrica els productes P1, P2, : : :, Pn amb les materies
primeres M1, M2, : : :, Mm. Per a cada producte Pi necessita una quantitat
xij de la materia primera Mj.
Si l'empresa ha rebut una comanda de x1; x2; : : : ; xn de productes P1, P2, : : :,
Pn respectivament, la quantitat de materia primera y1; y2; : : : ; ym de cadas-
cuna de les materiesM1;M2; : : : ;Mm respectivament que necessita per poder
satisfer la comanda es0BBB@
x11 x21 : : : xn1
x12 x22 : : : xn2
...
...
...
x1m x2m : : : xnm
1CCCA
0BBB@
x1
x2
...
xn
1CCCA =
0BBB@
y1
y2
...
ym
1CCCA
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4.14 Comentaris nals
Hi ha un gran nombre de problemes que es poden relacionar amb les apli-
cacions lineals: fsics, economics, biologics, etc. Alguns d'ells es comentaran
en els captols 6, 7, 8 i 9 seguents. A mes, la connexio existent entre aplica-
cions lineals i matrius facilita els calculs. Cal tenir en compte tambe el fet
de que molts problemes arbitraris, no lineals, es poden aproximar a traves
d'aplicacions lineals que son, des del punt de vista matematic, ben conegudes.
4.15 Exercicis
1. Discutiu si les aplicacions seguents son, o no, lineals:
(a) f : R3  ! R4
(x1; x2; x3) 7 ! (3x1 + 5x2; x2 + x3; x2   5x3; x1 + x2 + x3).
(b) f : R3  ! R2
(x1; x2; x3) 7 ! (x1 + a; bx2) per a un certs a; b 2 R.
(c) f : Rn[t]  ! Rn[t]
p(t) 7 ! p(t) + p0(0)p0(t) + p00(0)p00(t) +   + p(n)(0)p(n)(t).
(d) f :M2(R)  !M2(R)
a b
c d

7 !

a  b a+ b
c+ 2d a  b+ c  d

(e) f : R3  !M2(R)
(x1; x2; x3) 7 !

ax1 bx2
cx3 x1 + x2 + x3

per a uns certs a; b; c 2 R.
2. Estudieu quines de les aplicacions lineals seguents son injectives, ex-
haustives i/o bijectives.
(a) f : R2[t]  ! R2[t]
p(t) 7 ! p(0) + 3p00(t)
(b) f :M2(R)  !M2(R)
a b
c d

7 !

a+ b a  b
c+ d c  d

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(c) f : R4  ! R4
(x1; x2; x3; x4) 7 ! (x1   x2; x3   x4; x1; x3).
(d) f : R3  ! R2
(x1; x2; x3) 7 ! (x1 + x2; x2   x3).
(e) f : R2  ! R3
(x1; x2) 7 ! (3x1   x2; x1 + 5x2; 2x1   4x2)
3. Sigui u = (u1; u2; u3; u4) una base d'R4. Sigui f l'endomorsme d'R4
que verica:
f(u1) = u3 ;
f(u2) = 2u3 ;
f(u3) =  u1 + u4 ;
f(u4) = u2   u3 :
Quina es la imatge del vector v = 2u1   3u3 + 4u4? I la del vector
w = u1   u2 + u3   u4?
4. Sigui
A =
0@ 3 4 1 52 3 0 1
 1 2 9 6
1A
la matriu en bases canonicas de una aplicacio lineal f de R4 en R3.
Per observacio directa d'aquesta matriu doneu l'imatge d'un vector
(x1; x2; x3; x4) qualsevol de R4, aix com l'imatge dels vectors de la
base canonica de R4.
5. Sigui f : R3  ! R3 una aplicacio lineal tal que f(1; 0; 1) = (3; 0; 2),
f(0; 1; 0) = (1; 1; 2) i f(3; 1; 0) = ( 1; 0; 0). Que val f(1; 1; 2)?
6. Considereu l'aplicacio lineal f : R4  ! R4 que ve denida per
(x1; x2; x3; x4) 7 ! (x1 + 2x2; x2 + 2x3; x3 + 2x4; 2x1 + x4)
Calculeu f 1(1; 1; 1; 1) (conjunt d'antiimatges del vector (1; 1; 1; 1)).
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7. Determineu els subespais vectorials Ker f i Im f per a l'aplicacio lineal
a)
f : R3  ! R3
(x1; x2; x3)  ! (x1 + x2   x3; x1   x2 + x3; x1   x2 + x3)
b)
f : R4  ! R3
(x1; x2; x3; x4)  ! (x1 + x2   x3 + x4; x1   x2 + x3   x4; x1 + x2 + x4)
c)
f : R3  ! R4
(x1; x2; x3)  ! (x1 + x2   x3; x1   x2 + x3; x1   x2 + x3; x2   x3):
8. Doneu la matriu de l'endomorsme f de R3 que ve denit per
f(x1; x2; x3) = (2x1 + 3x2   x3; x1 + 2x2   x3; x2 + 2x3)
en la base canonica d'R3 i en la base u = ((1; 1; 0); (0; 1; 1); (2; 0; 1)).
9. Idem per a els endomorsmes
(a) f(x1; x2; x3) = (x1 + 3x2   x3; x1 + x3; x2 + x3)
(b) f(x1; x2; x3) = ( 3x1 + 2x2   x3; x1   x2 + x3; x2 + x3)
(c) f(x1; x2; x3) = (4x1 + x2   2x3; 3x1 + x2; 6x2   7x3).
10. Considereu l'aplicacio lineal
f :M2(R)  ! R4
a b
c d

 ! (a+ b  d; c+ d; b  2c+ d; a  d)
Doneu la matriu de f en les bases
u =

1 0
0 0

;

0 1
0 0

;

0 0
1 0

;

0 0
0 1

d'M2(R), i
v = ((1; 1; 0; 1); (1; 1; 2; 0); (1; 1; 0; 2); (0; 1; 1; 1)) d'R4.
11. Calculeu la imatge del vector d'R3, les coordenades del qual, en la base
u : (( 1; 0; 1); (2; 1; 1); (1; 0; 2)) son: 1,-2,3 per l'aplicacio lineal
f : R3  ! R3[t]
(x1; x2; x3)  ! (x1 + x2) + (x1   x3)t+ x3t2 + x2t3
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12. Siguin f l'endomorsme d'R2[t] que ve denit per:
f(p(t)) = 3p(t)  p0(0)t  p00(0)t2
Que val rangf?
13. Siguin f l'endomorsme d'R2[t] que ve denit per:
f(a+ bt+ ct2) = a+ b+ (a  b)t+ (b+ c)t2
Trobeu la matriu de f en la base (1 + t; 1  t; 1  t2) de R2[t].
14. Sigui f l'endomorsme d'M2(R) tal que:
(a) f

1 0
0 0

=

1  1
2 3

(b) f

0 1
0 0

=

3 2
1 0

(c) Ker f =

1 0
1 0

;

1 0
0 1

Determineu la matriu de f en la base
1 0
0 0

;

0 1
0 0

;

0 0
1 0

;

0 0
0 1

de M2(R).
15. Sigui f l'endomorsme d'R3 tal que
Ker f = [(2; 1; 0); (2; 0; 1)]; f(1; 0; 0) = (2; 0; 1):
Determineu la matriu de f en la base natural d'R3.
16. Sigui w = (w1; w2; w3) una base d'R3, F = [w1] i G = [w5]. Sigui g
l'endomorsme d'R3 tal que
(a) F i G son invariants per g.
(b) g(w1 + w2) = g(w2   w3) = 2w1 + w2:
Determineu la dimensio de Ker g.
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17. Sigui f : R3  ! R2 l'aplicacio lineal denida mitjancant f(x; y; z) =
(2x   y; 2y + z), i g : R2  ! R3 denida mitjancant g(x; y) = (4x +
2y; y; x + y). Sigui u = (u1; u2; u3) una base d'R3, amb u1 = (1; 0; 0),
u2 = (1; 1; 0), u3 = (1; 1; 1), i v = (v1; v2) una base d'R2, amb v1 = (1; 0)
i v2 = (1; 1).
(a) Trobeu la matriu de f i la matriu de g en las bases naturals.
(b) Doneu una base de Ker f i una base de Im g.
(c) Calculeu les matrius de f i de g en las bases u i v.
18. Sigui f l'endomorsme d'R4 tal que f(e1) = e1   e2, f(e3) = e1 i
Ker f = [e1 + e2; e3   e4]. Estudieu si es R4 = Ker f  Im f .
19. Un dietista planeja un menjar que proporcioni certes quantitats de vi-
tamina C, calci i magnesi. Utilitzara tres tipus de comestibles i les
quatitats es mediran en las unitats adequades. Els nutrients proporci-
onats per aquests comestibles son els seguents:
Nutrient Comestible 1 Comestible 2 Comestible 3
Vitamina C 10 20 20
Calci 50 40 10
Magnesi 30 10 40
(a) Si mangem 2 unitats de Comestible 1, 1 de Comestible 2 i 1 de
Comestible 3, Quin es el total de nutrients que ingerim?.
(b) Si volem que el total de nutrients que ingerim siguin 100 de Vita-
mina C, 300 de Calci i 200 de magnesi, quina quantitat de cada
comestible hem de prendre?.
20. Sigui E un espai vectorial sobre un cos commutatiu K de dimensio n,
i sigui f 2 End(E). Proveu que els subespais vectorials Ker f i Im f
son invariants per l'endomorsme f .
21. Siguin f : E  ! F i g : F  ! G dos aplicacions lineals, amb E, F
i G espais vectorials sobre un cos commutatiu K de dimensio nita.
Proveu que rang (g  f)  rang f , i que si g es injectiva, aleshores es
te la igualtat.
134 CAPITOL 4. APLICACIONS LINEALS
22. Per a cada valor d'a 2 R tenim un endomorsme de R3 que en la base
canonica te per matriu 0@a 1 a1 a 0
1 a 1
1A
Per a quins valors d'a, l'endomorsme es bijectiu?
23. Siguen f; g : R3  ! R3 dos endomormes tals que
f(e1) = e1 + e2; f(e2) = e2 + e3; f(e3) = e1 + 2e2 + 3e3
g(e1) = 2e1   e2 + e3; g(e2) = e1 + e2   e3; g(e3) = e3
on fe1; e2; e3g es una base de R3.
Doneu les matrius de f , g, f+g, f g, gf i f amb  2 R, en aquesta
base.
24. Sigui f : R2[t]  ! R2[t] l'aplicacio lineal que ve denida per:
f(p(t)) = 2(p(0)  p00(0))t+ (p00(0)  p0(0)  p(0))t2
Es invariant per f el subespai vectorial F = [1 + 2t; 1  t2]?
25. Siguin f : M2(R)  ! M3(R), g : M3(R)  ! M2(R) les aplicacions
lineals que venen denides per:
f

a b
c d

=
0@a b ac d c
a c d
1A
g
0@0@a b cd e f
g h i
1A1A = a b
d e

Son invertibles l'aplicacions f  g i g  f?
26. Sigui f l'endomorsme de R4 denit per f(x1; x2; x3; x4) = (x1   x2 +
2x3+x4; x1+x2+2x3+x4; 2x1+2x2+3x3; x1+x2+3x4). Estudieu
si el subespai F = [(1; 1; 1; 2); (1; 1; 1; 2)] es o no invariant.
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27. Sigui
A =
0BB@
1 2 0 0
0 1 0 0
0 0 4 2
0 0 1 3
1CCA ;
la matriu en la base canonica, d'un enfomorsme f de R4.
Per observacio directa de la matriu doneu un subespai invariant per f
de dimensio 1, dos de dimensio 2 i un de dimensio 3.
28. Sigui f un endomorsme d'R4 tal que f(e1) = e1 + e2, e1   e2 2Kerf .
Proveu que el subespai vectorial F = [e1; e2] es invariant per f i doneu
la matriu de l'endomorsme restriccio fjF en la base (e1; e2) d'F .
29. Sigui f un endomorsme de R4 tal que f 2 + f + I = 0.
(a) Proveu que f es bijectiu.
(b) Sigui u 2 R4 no nul. Proveu que [u; f(u)] es un subespai invariant
per f de dimensio 2.
30. Sigui f un endomorsme d'un espai vectorial E de dimensio n i sigui F
un subespai vectorial d'E engendrat pels vectors fv1; : : : ; vmg tals que
f(vi) = ivi 8i 2 f1; : : : ;mg. Proveu que F es un subespai invariant
per l'endomorsme f .
31. Sigui f l'endomorsme d'M2(R) que ve denit per:
f

a b
c d

=

3a+ b  4a  b
7a+ b+ 2c+ d  17a  6b  c

Es el subespai F =

2  4
7  17

;

1  2
1  6

invariant per f?
32. Sigui f : R2[t]  ! R2[t] l'aplicacio lineal que ve denida per: f(p(t)) =
2p(t)  3p0(t).
(a) Trobeu la matriu de f 1 en la base (1; t; t2) de R2[t].
(b) Escriviu f 1 en funcio de f .
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33. Siguin f , g els endomorsmes de R2[t] que venen denits mitjancant:
f(1) = 1 + 1
2
t2
f(t) = 2  t+ t2
f(t2) = 2t2
g(a+ bt+ ct2) = (a+ b+ 2c) + bt  (1
4
a+
7
4
b+
1
2
c)t2
(a) Doneu la matriu de f en la base (1; t; t2) d'R2[t].
(b) Doneu la matriu de f  g en la base (1; t; t2) d'R2[t].
(c) Es f bijectiva?
(d) Es f invertible? Si ho es, doneu la matriu de f 1 en la base
(1; t; t2).
(e) Es f  g invertible?
(f) Trobeu (f  g) 1(1  t2).
(g) Trobeu Im(f  g).
34. Sigui f un endomorsme d'R2[t] que ve denit per
f(a+ bt+ ct2) = (a+ 2b+ c) + (a+ b)t+ (a+ 2b+ c)t2:
Trobeu les dimensions de Ker f i Im f segons els diferents valors d' 2
R.
35. Siguin f1, f2 i f3 els endomorsmes d'R3[t] seguents:
f1 : R3[t]  ! R3[t]
p(t)  ! p(0) + p(0)t
f2 : R3[t]  ! R3[t]
p(t)  ! p0(t)
f3 : R3[t]  ! R3[t]
p(t)  ! p(0)
Es f3 = f2  f1? Es f3 = f1  f2?
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36. Sigui E un espai vectorial sobre K i siguin F1 : : : Fr subespais vectorials
tals que
E = F1      Fr
Sigui f un endomorsme d'E. Estudieu si es cert, i proveu-ho en cas
armatiu, si per a tot subespai vectorial G d'E, G es invariant per f
si, i nomes si, ho son els subespais G \ F1; : : : G \ Fr.
37. Sigui  l'endomorsme de Rn que a cada vector li fa correspondre la
seva projeccio ortogonal sobre el subespai vectorial F xat. Proveu:
a) Nuc f=F?.
b) Im f = F .
c) 2 = .
38. Siguin F un subespai vectorial de Rn i sigui G  F?. Siguin F i G
els endomorsmes de Rn que a cada vector li fan correspondre la seva
projeccio ortogonal sobre els subespais vectorials F i G. Proveu que
F  G = G  F = 0.
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Captol 5
Determinants
5.1 Introduccio
Sembla que la primera referencia als determinants es a Japo, quan Seki (1683)
en un llibre en que per a resoldre problemes es disposaven les dades en \forma
matricial"i donava regles per fer els calculs que conduen a la solucio. Apro-
ximadament en la mateixa epoca apareixen a Europa publicacions sobre la
resolucio de sistemes d'equacions utilitzant \determinants", sense fer servir
encara la paraula determinant, que va introduir Gauss (1801). Abans, pero,
ja havien donat metodes per a resoldre sistemes d'equacions amb determi-
nants Leibnitz, MacLaurin, Cramer i Bezout, per exemple. De fet, la nocio
de matriu va ser posterior a la de determinant.
La discussio de l'existencia i nombre de solucions va ser realitzat per Smith,
Kronecker i Cayley, entre altres.
5.2 Permutacions
Denicio 5.2.1. Una permutacio d'un conjunt C de cardinal n (es a dir,
amb n elements) es una aplicacio bijectiva
s : C  ! C
El nombre de permutacions de C, si el cardinal de C es n, es n!.
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Exemple 5.2.1. Una permutacio s del conjunt Cn = f1; 2; : : : ; ng es una apli-
cacio bijectiva
s : Cn  ! Cn
i 7 ! s(i) 1  i  n
Les permutacions del conjunt C2 son
s1 : C2 7 ! C2
1 7 ! s1(1) = 1
2 7 ! s1(2) = 2
s2 : C2 7 ! C2
1 7 ! s2(1) = 2
2 7 ! s2(2) = 1
i les permutacions del conjunt C3 son
s1 : C3 7 ! C3
1 7 ! s1(1) = 1
2 7 ! s1(2) = 2
3 7 ! s1(3) = 3
s2 : C3 7 ! C3
1 7 ! s2(1) = 2
2 7 ! s2(2)7 = 3
3 7 ! s2(3) = 1
s3 : C3 7 ! C3
1 7 ! s3(1) = 3
2 7 ! s3(2) = 1
3 7 ! s3(3) = 2
s4 : C3 7 ! C3
1 7 ! s4(1) = 3
2 7 ! s4(2) = 2
3 7 ! s4(3) = 1
s5 : C3 7 ! C3
1 7 ! s5(1) = 2
2 7 ! s5(2) = 1
3 7 ! s5(3) = 3
s6 : C3 7 ! C3
1 7 ! s6(1) = 1
2 7 ! s6(2) = 3
3 7 ! s6(3) = 2
Denicio 5.2.2. Donada una permutacio s, del conjunt Cn=f1; 2; : : : ; ng,
diem que s(i) i s(j) presenten inversio si i < j i s(i) > s(j). El signe d'una
permutacio es deneix com a "(s) = +1 si el nombre d'inversions que presenta
la permutacio s es parell i "(s) =  1 si aquest nombre es senar.
Exemple 5.2.2. El signe de la permutacio s2 del conjunt C3 del exemple an-
terior es +1, i el de la permutacio s5 del mateix exemple es  1.
5.3. DEFINICI O DE DETERMINANT I PROPIETATS 141
5.3 Denicio de determinant i propietats
Sigui
A =
0@ a11 : : : a1n: : : : : :
an1 : : : ann
1A 2Mn(K)
Denicio 5.3.1. S'anomena determinant de la matriu A a:
detA =
X
s2Sn
"(s)a1s(1) : : : ans(n)
on Sn indica el conjunt de totes les permutacions de Cn.
Aix doncs, el determinant de la matriu A es la suma de n! sumands, essent
cada sumand producte de n elements de la matriu, pertanyents a les i
columnes diferents i afectat del signe + o   segons que el nombre d'inversions
de la permutacio corresponent sigui parell o senar.
Exemple 5.3.1. i) El determinant d'una matriu quadrada d'ordre 2
A2 =

a11 a12
a21 a22

es igual a:
det(A2) = a11a22   a21a12
Aix, per exemple,
det

2 1
 3 1

= 2  1  ( 3)  1 = 5
ii) El determinant d'una matriu quadrada d'ordre 3
A3 =
0@ a11 a12 a13a21 a22 a23
a31 a32 a33
1A
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es igual a:
det(A3) = a11a22a33+a21a32a13+a12a23a31 a13a22a31 a21a12a33 a11a32a23
Aix, per exemple,
det
0@1  1 32 1 0
4  1 1
1A=111+2( 1)3+( 1)04 314 2( 1)1 1( 1)0 = 15
Remarca. De la denicio de determinant anterior, es poden deduir de forma
immediata les propietats seguents.
1. El determinant d'una matriu triangular (superior o inferior) es igual al
producte dels elements que son sobre la diagonal principal de la matriu.
2. En particular, el determinant d'una matriu diagonal es igual al produc-
te dels elements que son sobre la diagonal i el determinant de la matriu
identitat val 1.
3. Si en un determinant una la o columna es zero, el determinant val
zero.
Exemple 5.3.2.
det
0@1  1 30 2 1
0 0 3
1A = 1  2  3 = 6
Altres consequencies de la denicio de determinant s'expressen en les propie-
tats seguents.
Propietats
Posarem a1; : : : ; an 2 Kn als vectors columna de la matriu A.
1. En intercanviar dues columnes, el determinant canvia de signe:
det (a1; : : : ; ai; : : : ; aj; : : : ; an) =  det (a1; : : : ; aj; : : : ; ai; : : : ; an)
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2. En multiplicar els elements d'una columna per un escalar  2 K, el
determinant queda multiplicat per aquest escalar:
det (a1; : : : ; ai; : : : ; an) = det (a1; : : : ; ai; : : : ; aj; : : : ; an)
Com a consequencia es dedueix que det (A) = n det(A).
3. Si un vector columna d'una matriu es suma de dos vectors columna,
aleshores:
det(a1; : : : ; ai + a
0
i; : : : ; an) = det(a1; : : : ; ai; : : : ; an) + det (a1; : : : ; a
0
i; : : : ; an)
4. Si un vector columna es combinacio lineal dels altres vectors columna,
el determinant val zero.
4.1 En particular, quan una matriu te dues columnes que son iguals
o proporcionals, el determinant val zero:
det(a1; : : : ; ai; : : : ; ai; : : : ; an) = 0
4.2 Si a un vector columna se li suma una combinacio lineal dels res-
tants vectors columna, el determinant de la matriu que resulta es
igual al determinant de la primera matriu.
Altres propietats:
5. det(A) = det(At).
Per tant, totes les propietats enunciades ns ara son aplicables fent la subs-
titucio de columnes per les.
Altres propietats, que no es poden deduir directament a partir de la denicio
mateixa de determinant son les seguents.
6. det (AB) = det (A)  det (B).
7. Si A es una matriu invertible, det (A 1) = 1
det (A)
.
El coneixement d'aquestes propietats permet fer mes senzill el calcul dels
determinants.
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Exemple 5.3.3.
det
0BB@
1  1 0 3
4 1 0 12
2 2 1 6
1  1  3 1
1CCA = det
0BB@
1 0 0 0
4 5 0 0
2 4 1 0
1 0  3  2
1CCA =  10
En la primera igualtat hem utilitzat la propietat (4.2), canviant la segona
columna de la matriu, c2, per la seva suma amb la primera columna, c1+c2, i
la quarta columna de la matriu, c4, per la seva suma amb la primera columna
multiplicada per  3, c4   3c1.
det
0BB@
6 1 0 3
2 1 2 1
2 0  1 2
2 0 0 2
1CCA = det
0BB@
2 1 0 3
0 1 2 1
0 0  1 2
0 0 0 2
1CCA+ det
0BB@
4 1 0 3
2 1 2 1
2 0  1 2
2 0 0 2
1CCA =
4 + 0 = 4
En la primera igualtat hem utilitzat la propietat 3, descomponent la primera
columna en suma de les dues primeres columnes de les matrius en el segon
membre de la igualtat. En la segona igualtat hem utilitzat (4.1) per deduir
que el segon determinant es nul, en observar que la primera columna es igual
a la suma de la segona i la quarta.
5.4 Calcul de determinants
A continuacio presentem propietats no immmediates dels determinants que
son especialment utils de cara a permetre el seu calcul.
Desenvolupament per una la o una columna
El determinant de la matriu A es pot calcular mitjancant el desenvolupament
per una la i qualsevol, 1  i  n,
detA = ai1( 1)i+1~i1 +   + ain( 1)i+n~in
Analogament es pot fer el desenvolupament del determinant per una columna
j qualsevol, 1  j  n,
detA = a1j( 1)1+j ~1j +   + anj( 1)n+j ~nj
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on ~ij es el determinant de la matriu d'ordre n 1 formada pels elements que
no pertanyen a la la i ni a la columna j (s'anomena menor complementari
de l'element aij).
Exemple 5.4.1.
det
0BB@
1 2  1 0
1 2  3 1
0 1  1 0
4 2  1  1
1CCA = 0 

2  1 0
2  3 1
2  1  1
  1 

1  1 0
1  3 1
4  1  1
+
( 1) 

1 2 0
1 2 1
4 2  1
  0 

1 2  1
1 2  3
4 2  1
 =
=  1  ( 1) + ( 1)  6 =  5
Observeu que hem triat el desenvolupament per la tercera la, ja que, en fer-
ho aix nomes ens calia avaluar dos determinants. El mateix hauria passat
escollint la quarta columna.
Aquesta propietat ens permet donar una denicio recurrent del concepte
de detrminant d'una matriu A d'ordre n utilitzan els determinants de les
submatrius Ai1 obtingudes suprimint la la i i la columna 1 de la matriu A.
Aix tenim
Denicio 5.4.1. S'anomena determinant de la matriu A a:
Si n = 1 detA = a11
Si n  2 detA = a11 detA11   a21 detA21 + : : :+ 1n+1 detAn1.
Observeu que si n = 2 les matrius Ai1 son d'ordre 1, i per tant el determinant
esta determinat. Si n > 2 s'aplica recursivement, la demicio a les matrius
Ai1.
Regla de Laplace
El determinant d'A es pot fer de forma mes general a partir del desenvolu-
pament pels menors d'ordre p de p les i1; : : : ; ip:
detA =
X
1j1<<jpn
( 1)i1+:::+ip+j1+:::+jpi1:::ipj1:::jp  ~
i1:::ip
j1:::jp
o b, pels menors d'ordre p de p columnes j1; : : : ; jp:
detA =
X
1i1<<ipn
( 1)i1+:::+ip+j1+:::+jpi1:::ipj1:::jp  ~
i1:::ip
j1:::jp
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on 
i1 : : : ip
j1 : : : jp
es el determinant de la matriu que resulta de considerar els
elements que pertanyen a les p les i1; : : : ; ip i a les p columnes j1; : : : ; jp,
i ~
i1 : : : ip
j1 : : : jp
es el determinant de la matriu que resulta de considerar els
elements que no pertanyen a les p les i1; : : : ; ip ni a les p columnes j1; : : : ; jp
(menors complementaris d'ordre p i n  p respectivament).
Son consequencia de la regla de Laplace les propietats seguents.
{ Si la matriu es triangular per blocs, es a dir, de la forma

A C
0 B

, o
be

A 0
C B

, llavors
det

A C
0 B

= detA  detB i det

A 0
C B

= detA  detB
{ En general,
det
0BBBBB@
A1 B2 : : : : : : Bp
0 A2 C3 : : : Cp
0 0 A3
. . .
...
...
...
. . .
...
0 0 : : : : : : Ap
1CCCCCA = detA1  detA2  : : :  detAp
i
det
0BBBBB@
A1 0 : : : : : : 0
B2 A2 0 : : : 0
... C3 A3
. . .
...
...
...
. . .
...
Bp Cp : : : : : : Ap
1CCCCCA = detA1  detA2  : : :  detAp
Exemple 5.4.2. Anem a calcular
det
0BB@
2 1 0 3
4 2  1 0
0 1  1 2
1 1  1 1
1CCA
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utilitzant el desenvolupament pels menors d'ordre 2 amb les les 1 i 3.
Aquests son:
1312 =
2 10 1
 = 2; 1313 = 2 00  1
 =  2; 1314 = 2 30 2
 = 4;
1323 =
1 01  1
 =  1; 1324 = 1 31 2
 =  1; 1334 =  0 3 1 2
 = 3:
Els menors complementaris son:
e1312 =  1 0 1 1
 =  1; e1313 = 2 01 1
 = 2; e1314 = 2  11  1
 =  1;
e1323 = 4 01 1
 = 4; e1324 = 4  11  1
 =  3; e1334 = 4 21 1
 = 2:
Finalment,
det
0BB@
2 1 0 3
4 2  1 0
0 1  1 2
1 1  1 1
1CCA =
=  2  ( 1) + ( 2)  2  4  ( 1)  ( 1)  4 + ( 1)  ( 3)  3  2 = 3
Observeu que, en fer el desenvolupament per dos les, hem reduit el calcul al
de determinats d'ordre 2. En general, la reduccio es al calcul de determinants
d'ordre p i n  p, si fem el desenvolupament per p les o columnes.
5.5 Aplicacio 1
Calcul del rang d'una matriu
El rang d'una matriu es igual a l'ordre del major menor no nul. Es a dir, si
A 2 Mn(K), rang A = r si, i nomes si, existeix un menor d'ordre r no nul i
tots els menors d'ordre superior a r son nuls.
Exemple 5.5.1. El rang de la matriu0@2 1  3 42 1 0 1
0 0 3  3
1A
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es igual a 2, ja que aquesta matriu te un menor d'ordre 2 no nul:1  31 0
 = 3 6= 0
i tots els menors d'ordre 3 son nuls:
2 1  3
2 1 0
0 0 3
 = 0;

2 1 4
2 1 1
0 0  3
 = 0;

2  3 4
2 0 1
0 3  3
 = 0
5.6 Aplicacio 2
Calcul de la inversa d'una matriu
De la seccio anterior es dedueix que A es invertible si, i nomes si, detA 6= 0.
En el cas que detA 6= 0, podem trobar la matriu inversa de la matriu A,
A 1, mitjancant
A 1 =
1
detA
0BB@
( 1)1+1e11 ( 1)2+1e21 : : : ( 1)n+1en1
( 1)1+2e12 ( 1)2+2e22 : : : ( 1)n+2en2
: : : : : : : : :
( 1)1+ne1n ( 1)2+ne2n : : : ( 1)n+nenn
1CCA
Exemple 5.6.1. El determinant de la matriu0@2 1  10 2 1
1  1 2
1A
es igual a 13. Aquesta matriu, doncs, es invertible (ja que te rang igual a 3)
i la seva inversa es
1
13
0@ 5  1 31 5  2
 2 3 4
1A
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5.7 Aplicacio 3
Determinacio del conjunt de solucions d'un sistema d'e-
quacions lineals compatible (regla de Cramer)
Suposem que tenim un sistema d'equacions AX = B compatible, amb A 2
Mmn(K) i rang A = rang(AjB) = r, r  n. Si r = n, el sistema es compa-
tible determinat i es pot trobar la solucio mitjancant la regla de Cramer.
Si r < n, existeix un menor d'A d'ordre r no nul. Si suposem que aquest
es, per exemple, el format per les r primeres les i columnes d'A, llavors,
per a cada conjunt de valors arbitraris xr+1; : : : ; xn tenim un sistema de r
equacions amb r incognites x1; : : : ; xr compatible determinat i podem aplicar
la regla de Cramer.
Exemple 5.7.1. Considerem el sistema lineal d'equacions
2x1   x2 + x3 = 1
 2x1 + x2 = 3
(que es compatible indeterminat).
La matriu del sistema,
A =

2  1 1
 2 1 0

te rang 2. El menor format per les dues primeres columnes, pero, es nul.
Prendrem, doncs, el menor format per les columnes primera i tercera.
2x1 + x3 = 1 + x2
 2x1 = 3  x2
Aleshores, aplicant la regla de Cramer, obtenim:8>>>>>>>>>>>>><>>>>>>>>>>>>>:
x1 =
1 + x2 13  x2 0
 2 1 2 0
 =
 3 + x2
2
x2 = x2
x3 =
 2 1 + x2 2 3  x2
 2 1 2 0
 =
8
2
amb x2 2 R qualsevol.
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5.8 Aplicacio 4
Estudi de la dependencia/independencia lineal d'una
famlia de n vectors en un espai vectorial de dimensio
n.
Un conjunt de n vectors en un espai vectorial E de dimensio nita n es
una base d'aquest espai vectorial si, i nomes si, la matriu formada amb les
components d'aquests vectors en una base qualsevol d'E te determinant no
nul.
Exemple 5.8.1. Considerem els vector de R3
f(1; 1; 0); (2; 2; 3); (1; 2; 0)g
Aquests vectors son linealment independents si, i nomes si,
det
0@ 1 2 1 1  2 2
0 3 0
1A 6= 0
En aquest cas, aquest determinant val  9. Dedum, doncs, que els vectors
donats son linealment independents.
5.9 Determinant d'un endomorsme
El resultat seguent permet fer la denicio de determinant d'un endomorsme.
Proposicio 5.9.1. Si f es un endomorsme d'un espai vectorial E de dimen-
sio nita n, aleshores la matriu d'aquest endomorsme en una base qualsevol
d'E te el mateix determinant.
Demostracio: En efecte. Si A i B son les matrius de l'endomorsme en dues
bases diferents, sabem (vegeu captol 4, seccio 7) que la relacio que hi ha
entre elles es:
B = S 1AS
Aleshores
det(B) = detS 1 det(A) det(S) =
1
det(S)
det(A) det(S) = det(A)
ut
Amb aixo, te sentit la denicio seguent.
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Denicio 5.9.1. S'anomena determinant de l'endomorsme f al determi-
nant de la matriu d'aquest endomorsme, en una base qualsevol.
Es tambe conegut que els endomorsmes bijectius son aquells les matrius dels
quals, en una base qualsevol, tenen rang maxim. Per tant, podem concloure
que un endomorsme es bijectiu si, i nomes si, el seu determinant es no nul.
Exemple 5.9.1. Considerem l'endomorsme
f : R3  ! R3
(x1; x2; x3)  ! (2x1   x2; x1 + 3x2; x1   x3)
La matriu d'aquest endomorsme, en la base natural d'R3, es
A =
0@2  1 01 3 0
1 0  1
1A
el determinant de la qual es detA =  7. Aix doncs, det f =  7.
5.10 Aplicacio a l'enginyeria
Metode d'orbitals moleculars de Huckel
Aquest metode s'aplica a molecules organiques amb dobles enllacos conjugats
i permet obtenir les energies relatives aproximades dels orbitals moleculars
 expressats com a combinacions lineals dels orbitals atomics.
Per a obtenir les energies d'aquests orbitals moleculars es procedeix de la
forma seguent. Utilitzant que els millors orbitals moleculars son aquells que
minimitzen l'energia total, obtenim un sistema d'equacions lineal i homogeni
per als escalars que resulten d'expressar els orbitals moleculars en funcio dels
orbitals atomics, que te solucions no trivials per als valors  per als quals
det(A()) es nul, essent A() la matriu que te com a elements el valor  a la
diagonal principal, i la resta dels elements son 1 o 0 depenent de si els atoms
de carboni estan, o no, enllacats.
Aix, en el cas del 1; 3 butadie, la matriu que s'obte es la matriu A4(t) de
l'exercici 12 d'aquest tema, en el cas del 1,3,5-hexatrie, es la matriu A6(t)
d'aquest mateix exercici i, en el cas d'un polie conjugat amb n atoms de
carboni qualsevol, amb n parell, es la matriu An(t).
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Per tant, en aquests casos, els valors  buscats son les arrels dels polinomis:
t4   3t2 + 1
t6   5t4 + 6t2   1
: : :
tn   (n  1)tn 2 + (n  2)(n  3)
2
tn 4     + ( 1) 12n
resultants de calcular els determinants de les matrius Ai(t) corresponents.
Per exemple, en el cas del 1,3-butadie, s'obtenen les arrels:
1
2
p
5 +
1
2
; 1
2
p
5 +
1
2
; 1
2
p
5 +
1
2
; 1
2
p
5  1
2
Aleshores les energies dels orbitals moleculars es prenen com a:
i =   i
on  s'aproxima a l'energia dels orbitals atomics p lliures dels carbonis, 
es un parametre semiempric que es calcula a partir de la longitud d'ona
d'absorcio de la molecula en questio i i son els valors obtinguts anteriorment.
5.11 Comentaris nals
El calcul de determinants apareixen en una gran quantitat de problemes, no
nomes en algebra lineal (per exemple en els captols seguents, per a estudiar la
diagonalitzacio o forma reduda de Jordan d'un endomorsme necessitarem el
seu polinomi caracteristic, que es un determinant) sino tambe en la geometria
(calcul del volum d'un paralleleppede, orientacio de l'espai, obtencio de les
equacions de rectes o circunferencies que passen per punts donats del pla, o be
plans o esferes que passen per punts donats de l'espai) o l'analisi innitesimal
(estudi d'extrems relatius de funcions de mes d'una variable), per exemple.
Un altre exemple de l'us de determinants son els determinants de Slater
n-electronics, que son funcions que es poden formar a partir d'un conjunt
complet de spinorbitals. De fet, qualsevol funcio d'ona n-electronica es pot
escriure com a combinacio de determinants de Slater normalitzats.
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5.12 Exercicis
1. Determineu el signe de les permutacions de C5: s  t ; t  s ; s 1 ; t 1 si
s : C5 7 ! C5
1 7 ! s(1) = 4
2 7 ! s(2) = 3
3 7 ! s(3) = 5
4 7 ! s(4) = 1
5 7 ! s(5) = 2
t : C5 7 ! C5
1 7 ! t(1) = 1
2 7 ! t(2) = 5
3 7 ! t(3) = 2
4 7 ! t(4) = 4
5 7 ! t(5) = 3
2. Trobeu el valor dels determinants de les matrius de M3(R) seguents:
A =
0@ 1 0 34  1 7
7 2  1
1A ; B =
0@ 0  1 01 1 1
0 1 0
1A
C =
0@ 1 1 1 1  3 0
1 2 1
1A ; D =
0@ 1 1 32  2 4
4 2 3
1A
3. Trobeu el valor dels determinants de les matrius de M4(R) seguents:
A =
0BB@
0 0 1 1
2  1 2 1
2 1 3  3
0 1 1 2
1CCA ; B =
0BB@
0 1 1 0
2  1  1 0
2 2 1  1
1  1 2 0
1CCA
C =
0BB@
1  1 0 0
0 1 2  1
0 2  2 0
1  1 2 0
1CCA ; D =
0BB@
1 1  1  2
0 0 1 1
0  1 2 0
1 1 2 2
1CCA
4. Demostreu que
 x 1 0 0 0
0  x 1 0 0
0 0  x 1 0
0 0 0  x 1
e d c b a  x

=  x5 + ax4 + bx3 + cx2 + dx+ e:
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5. Sigui
A =
0@x y z3 0 2
1 1 1
1A :
Sabent que detA = 5, calculeu els determinants de
B =
0@ x y z3x+ 3 3y 3z + 2
2x+ 1 2y + 1 2z + 1
1A ; C =
0@ 3x 3y 3zx+ 3 y z + 2
1 1 1
1A
6. Trobeu el valor dels determinants de les matrius de M5(R) seguents:
A =
0BBBB@
9 1 9 9 9
9 0 9 9 2
4 0 0 5 0
9 0 3 9 0
6 0 0 7 0
1CCCCA ; B =
0BBBB@
4 8 8 8 5
0 1 0 0 0
6 8 8 8 7
0 8 8 3 0
0 8 2 0 0
1CCCCA :
7. Doneu el valor dels determinants de les matrius
A =
0BB@
1 2 3 4
0 5 6 7
0 0 8 9
0 0 0 10
1CCA ; B =
0BB@
1 0 1  1
3 2 2 3
0 0 4 0
0 0 1 3
1CCA ; C =
0BB@
1 2 0 0
0 0 2 1
2 1 0 0
0 0 1 2
1CCA ;
per simple observacio de les matrius.
8. Proveu que detA = detB + detC on
A=
0@a11 a12 x1 + y1a21 a22 x2 + y2
a31 a32 x3 + y3
1A ; B=
0@a11 a12 x1a21 a22 x2
a31 a32 x3
1A ; C=
0@a11 a12 y1a21 a22 y2
a31 a32 y3
1A:
Observeu que A 6= B + C.
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9. Sigui
A =
0@0 2 13 1 4
2 1 0
1A
(a) Calculeu el determinant de la matriu A,
(b) Deduir de l'apartat anterior detA 1 i detAn per a tot n  1.
10. Proveu que
V2 = det
0BB@
1 x1 x
2
1 x
3
1
1 x22 x
2
2 x
3
2
1 x3 x
2
3 x
3
3
1 x4 x
2
4 x
3
4
1CCA = Y
1i<j4
(xj   xi)
En general,
Vn = det
0BBBB@
1 x1 x
2
1 : : : x
n 1
1
1 x2 x
2
2 : : : x
n 1
2
: : : : : : : : : : : : : : :
: : : : : : : : : : : : : : :
1 xn x
2
n : : : x
n 1
n
1CCCCA =
Y
1i<jn
(xj   xi)
per a n  2 (Es l'anomenat determinant de Vandermonde).
11. Calculeu els determinants de les matrius seguents:
A(t) =
0BB@
t  2 0 0
 2 t  2 0
0  2 t  2
0 0  2 t
1CCA ; B(t) =
0BBBB@
t 1 1 0 0
1 t 1 1 0
1 1 t 1 1
0 1 1 t 1
0 0 1 1 t
1CCCCA ;
C(t) =
0BBBB@
t 1 1 1 1
1 t 1 1 1
1 1 t 1 1
1 1 1 t 1
1 1 1 1 t
1CCCCA
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12. Calculeu els determinants de les matrius seguents:
a) A2(t) =

t 1
1 t

; b) A3(t) =
0@t 1 01 t 1
0 1 t
1A ;
c) A4(t) =
0BB@
t 1 0 0
1 t 1 0
0 1 t 1
0 0 1 t
1CCA ; d) An(t) =
0BBBBBB@
t 1 0 : : : 0 0 0
1 t 1 : : : 0 0 0
: : : : : : : : : : : :
: : : : : : : : : : : :
0 0 0 : : : 1 t 1
0 0 0 : : : 0 1 t
1CCCCCCA
13. Siguin A;B 2Mn(R) amb n senar, A invertible i tals que AB =  BA.
Proveu que detB = 0.
14. Estudieu quin es el rang de les matrius seguents.
A =
0BB@
1  3  1
3  3 1
 2 0  2
5  1 1
1CCA ; B =
0BB@
 1 2  3 4
1  1 5 2
 1  3 2 3
1 2  1 3
1CCA
C =
0BBBB@
 1 1 2 0 0
1 3  1  1 4
1 1 2 1  1
5 1  1 2 3
2  2  1 1 4
1CCCCA ; D =
0BBBB@
0 1  1 1
 1 0 1 1
2  1 3  3
3 4  2 1
4 1  3  3
1CCCCA
15. Estudieu si son invertibles les matrius seguents i, en cas de ser-ho,
calculeu les seves inverses.
A =
0BB@
1 3  2 5
 3  3 0  1
 1 1  2 1
2 3 1  1
1CCA ; B =
0BB@
 1 0 1 2
2  2 3  1
0 1  1 0
4  3 5  2
1CCA
C =
0BBBB@
1  2 3  3 0
1 1  2 2 1
3  2 1  1 0
0 0 2 3  2
1 2 3  1  2
1CCCCA ; D =
0BBBB@
3 0 2 1 0
1 0 1 2  1
1  1  2 2 3
 1 0  2 0 0
3 0  2 3 3
1CCCCA
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16. Sigui A una matriu de Mn(R) tal que Ap = 0 per a un cert p 2 N (una
tal matriu s'anomena nilpotent). Proveu que det(A) = 0.
17. Resoleu els sistemes d'equacions lineals seguents, utilitzant la regla de
Cramer.
8<:
2x1   3x2 + x3   x4 = 0
3x1   2x2 + x4 = 0
2x1   3x3 + x4 =  1
8<:
x1   2x2 + 2x3 + x4 = 1
x1   2x2 + 3x3 =  1
x1 + 3x2   x3 = 18>><>>:
x1   x2 + x3   x4 + 2x5 = 2
x1   x2 + x3   x4 + 2x5 = 2
x1 + 2x2 + x3   2x5 = 1
x1   x3 + 2x4 + x5 = 1
8<:
3x1 + 2x2 + x3 + x6 = 1
x1 + 2x4 + x5 = 1
2x1 + 3x5   x6 = 0
18. Estudieu si son, o no, linealment independents, els conjunts de vectors
seguents.
a) f(2; 1; 3); (4; 5; 3); (2; 1; 1)g, f(1; 1; 3); (2; 1; 3); (2; 5; 3)g d'R3.
b) f(1; 2; 1; 2); (2; 1; 0; 0); (3; 1; 2; 2); (2; 1; 1; 1)g,
f(1; 1; 1; 2); (0; 0; 1; 1); (0; 1; 2; 0); (1; 1; 2; 2)g d'R4.
19. Estudieu per a quins valors de  son linealment independents els con-
junts de vectors seguents.
a) f(1; ; 2); ( 1; ; 3); (2; 1; 1)g d'R3.
b) f(1; ; 0; 1); (1; 1; 0; 0); (1; 1; 0; ); (1; 0; 2; 1)g d'R4.
20. Calculeu el determinant dels endomorsmes seguents.
a)
f : R4  !R4
(x1; x2; x3; x4)  !(x1 + x2   x3; x1   x2 + x3; x1   x4; x3 + x4)
b)
f : R3[t]  ! R3[t]
p(t)  ! p(t) + p00(t):
c)
f :M2(R)  !M2(R)
a b
c d

 !

a  d
c b

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21. Considereu l'aplicacio f :M2  ! R que ve denida per f(A) = det(A).
Estudieu si es f lineal.
22. Siguin f; g endomorsmes bijectius d'un espai vectorial E de dimensio
nita. Determineu, en funcio de det(f) i det(g), els determinants dels
endomorsmes seguents:
f  g; g  f; (f  g) 1; (g  f) 1:
23. Sigui A 2 M2(R) xa. Considereu els endomorsmes d'M2(R) que
venen denits per:
f1(M) = AM; f2 =MA; f3(M) = A
tM; f4 =MA
t
Proveu que: det(f1) = det(f2) = det(f3) = det(f4):
24. Siguin F , G dos subespais vectorials d'R4 tals que F G = R4. Siguin
f , g dos endomorsmes bijectius d'F i G, respectivament. Denim
l'endomorsme h d'R4 per: h(x) = f(x1) + g(x2) si x = x1 + x2 amb
x1 2 F , x2 2 G. Proveu que h es tambe bijectiu.
Indicacio: Proveu previament que F i G son invariants per h.
25. Sigui E = End (Rn) i considereu el conjunt C = ff 2 E j det(f) 6= 0g.
Proveu que C amb l'operacio composicio es un grup (no commutatiu),
pero que amb l'operacio suma no es grup.
26. Sigui f l'endomorsme d'Rn que ve denit per f(x) = x 8x 2 Rn,
amb  2 R x (un tal endomorsme s'anomena homotecia). Determi-
neu que val det(f).
27. Sigui f l'endomorsme d'Rn que a cada vector d'Rn li fa correspondre
la projeccio ortogonal d'aquest vector sobre un subespai F 6= f0g; Rn
xat. Proveu que det(f) = 0.
28. Siguin F1; : : : ; Fp subespais vectorials d'Rn tals que Rn = F1 : : :Fp.
Siguin fi els endomorsmes que a cada vector d'Rn li fan correspondre
la seva projeccio ortogonal sobre el subespai Fi, 1  i  p. Determineu
el valor de det(f1 + : : :+ fp).
Captol 6
Diagonalitzacio
d'endomorsmes
6.1 Introduccio
Hem vist al captol 4 que, donat un endomorsme d'un espai vectorial E
sobre un cos commutatiu K, f : E  ! E, la seva matriu varia segons la
base en la qual s'expressi. En alguns casos es possible trobar una base d'E
en la que la matriu de l'endomorsme es diagonal. Direm en aquest cas que
l'endomorsme es diagonalitzable.
Conceptes claus per estudiar si un endomorsme es diagonalitzable son el
polinomi caracterstic i els valors propis, que van ser introduts per Cayley, i
el polinomi anul.ldor mnim que va introduir Frobenius.
L'anomenat Teorema de Cayley-Hamilton va ser provat per matrius d'ordre
2, 3 per Cayley i d'ordre 4 per Hamilton. El cas general va ser provat per
Frobenius.
Al llarg d'aquest captol, E sera un espai vectorial sobre un cos commutatiu
K de dimensio n, i f un endomorsme d'E.
6.2 Vectors propis i valors propis
A l'hora d'estudiar si un endomorsme es diagonalitzable necessitem coneixer
el concepte de vector propi.
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Denicio 6.2.1. Un vector v 2 E es diu que es un vector propi d'f si v 6= 0
i existeix  2 K tal que f(v) = v.
Denicio 6.2.2. Un escalar  2 K es diu que es un valor propi d'f si existeix
v 2 E, v 6= 0 tal que f(v) = v.
Llavors, diem que v es un vector propi de valor propi  i que  es un valor
propi associat al vector propi v.
Proposicio 6.2.1. Sigui f 2 End (E). Aleshores:
1. fvectors propis de f associats a g = Ker(f   id)  f0g.
2.  valor propi de f () Ker(f   id) 6= f0g () rang(f   id) < n
() det(f   id) = 0
Demostracio:
1. v es vector propi de l'endomorsme f si, i nomes si, v 6= 0 i f(v) = v
per a un cert  2 K. Pero:
f(v) = v () f(v)  v = 0 () f(v)  id(v) = 0 ()
(f   id)(v) = 0 () v 2 Ker(f   id)
2.  es un valor propi de l'endomorsme f si, i nomes si, existeix v 2
Ker(f   id)  f0g. Pero:
9v 2 Ker(f   id)  f0g () Ker(f   id) 6= f0g ()
dimKer(f   id) > 0 () dim Im(f   id) < n ()
rang (f   id) < n() det(f   id) = 0
ut
Exemple 6.2.1. Sigui f l'endomorsme d'R3 que ve donat per
f(x; y; z) = (3x+ y + 3z; 4x+ 3y + 3z; 2x+ y + z)
Aleshores 1 es valor propi d'aquest endomorsme, ja que la matriu de f en
la base canonica d'R3 es:
M =Me(f) =
0@ 3 1 34 3 3
2 1 1
1A
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i
rang (M   I) = 2
A mes, els vectors propis de valor propi 1 son els vectors no nuls que pertanyen
al subespai vectorial
Nuc (M   I) = [e1   2e2]
Remarca. Els vectors propis de valors propi  d'f son els vectors x 2 E les
components x1; : : : ; xn dels quals, en la base u, veriquen el sistema
(A  I)X = 0 on X =
0B@ x1...
xn
1CA :
si A es la matriu de l'endomorsme f en la base u.
Aquest sistema es sempre compatible indeterminat, ja que es homogeni i
rang (A  I) < n.
Exemple 6.2.2. Sigui f l'endomorsme d'R3 la matriu del qual, en la base
u = ((1; 1; 0); (2; 1; 1); (0; 1; 3)) es
A =
0@1 0 12  1 1
1 0 1
1A
Aleshores 2 es valor propi de l'endomorsme f i els vectors propis d'f de
valor propi 2 son aquells les components x1; x2; x3 dels quals, en la base u,
satisfan el sistema: 0@ 1 0 12  3 1
1 0  1
1A0@x1x2
x3
1A = 0
Es a dir, son aquells tals que x1 = x2 = x3 (6= 0). Aix doncs, els vectors
propis de valor propi 2 de l'endomorsme f son els vectors de la forma:
v = [(1; 1; 0) + (2; 1; 1) + (0; 1; 3)] = (3; 1; 4)
amb  2 R,  6= 0.
Remarca. Pot ser util, a l'hora de buscar valors propis, tenir present el
seguent.
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1. Si A 2 Mn(K) es una matriu triangular (superior o inferior) amb ele-
ments (a11 : : : ann) a la diagonal principal, aleshores els valors propis de
l'endomorsme f que te com a matriu associada, en una certa base, la
matriu A, son a11; : : : ; ann, ja que rang (A  aiiI) < n.
2. Si A = Mn(f) en la base (e1; : : : ; en) i, en sumar tots els vectors co-
lumnes vi = f(ei), 1  i  n , d'A obtenim un vector columna del
tipus 0BBB@


...

1CCCA =  
0BBB@
1
1
...
1
1CCCA
llavors,  es un valor propi ja que aixo signica que:
(e1 + : : :+ en) = e1 + : : :+ en = v1 + : : :+ vn =
f(e1) + : : :+ f(en) = f(e1 + : : :+ en)
es a dir,
f(e1 +   + en) = (e1 +   + en)
i, per tant, e1 + : : :+ en sera un vector propi associat al valor propi .
Exemple 6.2.3. L'endomorsme f d'R4 que te per matriu, en la base
natural d'R4,
A =
0BB@
1  3 2 3
0 2 0 1
 1 1 1 2
2  3 2 2
1CCA
te 3 com a valor propi, ja que la suma dels vectors columna de la matriu
A es el vector columna 0BB@
3
3
3
3
1CCA
i (1; 1; 1; 1) es un vector propi associat.
3. De forma analoga, si en sumar els vectors columna f(ei1) = vi1 , : : :,
f(eip) = vip obtenim un nou vector columna amb un mateix escalar
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 a les les i1; : : : ; ip i la resta \zeros", aquest  es un valor propi i
ei1 + : : :+ eip es un vector propi associat a aquest valor propi ja que
f(ei1 + : : :+ eip) = f(ei1) + : : :+ f(eip) = (ei1 + : : :+ eip):
Exemple 6.2.4. L'endomorsme f d'R4 que te per matriu, en la base natural
d'R4,
A =
0BB@
1 1  1 3
2 2 3 6
1 1 4 2
2  1 1 2
1CCA
te 5 com a valor propi, ja que la suma dels vectors columna 2 i 3 de la matriu
A es el vector columna 0BB@
0
5
5
0
1CCA
i (0; 1; 1; 0) es un vector propi associat.
El resultat seguent es clau en la caracteritzacio dels endomormes diagona-
litzables.
Proposicio 6.2.2. Siguin 1; : : : ; m valors propis diferents dos a dos d'f .
Aleshores, si v1; : : : ; vm son vectors propis de valors propis 1; : : : ; m, res-
pectivament, v1; : : : ; vm son linealment independents.
Demostracio: La farem per induccio sobre m.
Si m = 1, l'enunciat es clar ja que un vector propi es no nul.
Suposem l'enunciat cert per a un conjunt amb, com a maxim, m  1 vectors
propis. Si v1; : : : ; vm son vectors propis d'f de valors propis diferents dos a
dos 1; : : : ; m i, per a uns certs escalars 1; : : : ; m 2 K es te: 1v1 + : : :+
mvm = 0 aleshores tambe
(f   mid)(1v1 + : : :+ mvm) =
1(f   mid)v1 + : : :+ m(f   mid)vm =
1f(v1)  1mv1 + : : :+ mf(vm)  mmvm =
11v1   1mv1 + : : :+ mmvm   mmvm =
1(1   m)v1 + : : :+ m(m 1   m)vm 1 = 0:
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Per hipotesi d'induccio v1; : : : ; vm 1 son linealment independents. Per tant,
1(1   m) = : : : = m 1(m 1   m) = 0.
En ser 1; : : : ; m 1 tots diferents entre si, necessariament es 1 = : : : =
m 1 = 0. Llavors:
1v1 + : : :+ mvm = mvm = 0
d'on m = 0 ja que vm es vector propi i, per tant, vm 6= 0. Aix doncs,
v1; : : : ; vm son linealment independents.
ut
Exemple 6.2.5. Sigui f l'endomorsme d'R3 que ve donat per
f(x; y; z) = (2x+ z; 3y; 2z) :
Aleshores 2 i 3 son els valors propis d'aquest endomorsme, ja que la matriu
de f en la base canonica d'R3 es:
M =Me(f) =
0@ 2 0 10 3 0
0 0 2
1A
i observem que
rang (M   2I) = rang (M   3I) = 2
Els vectors propis de valor propi 2 son els vectors no nuls que pertanyen al
subespai vectorial
Nuc (M   2I) = [e1]
i els vectors propis de valor propi 3 son els vectors no nuls del subespai
vectorial
Nuc (M   3I) = [e2]
Es clar que els vectors propis corresponens a cadascun dels dos valors propis
son linealment independents.
Remarca. Aquest resultat ens permet armar que si 1; : : : ; m son els
valors propis d'un endomorsme f aleshores la suma dels subespais
Nuc (f   1I) +   +Nuc (f   mI)
es directa.
No necessariament, pero, la suma anterior ha de ser igual a E, la qual cosa
es veu per exemple en l'exemple anterior.
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6.3 Polinomi caracterstic
Comencem observant el fet seguent.
Proposicio 6.3.1. Si u, v son dues bases d'E i A = Mu(f), B = Mv(f),
llavors det(A  tI) = det(B   tI).
Aquest resultat ens permet denir el polinomi caracterstic d'un endomors-
me.
Denicio 6.3.1. S'anomena polinomi caracterstic d'f a:
Qf (t) = det(A  tI)
essent A 2Mn(K) la matriu de f en una base qualsevol.
Remarca. Observem que QA(t) = det(A   tI) = det(A   tI)t =
det(At   tI).
Tenint en compte les propietats dels determinants podem calcular el polinomi
caracterstic d'un endomorsme de la manera seguent.
Proposicio 6.3.2.
Qf (t) = ( 1)ntn + ( 1)n 11tn 1 +   + ( 1)n kktn k +   + n ;
on 1; : : : ;k; : : : ;n son, respectivament, les sumes dels menors d'ordre k
de la matriu A = (aij)1i;jn \sobre la diagonal principal", es a dir, dels
menors:
`1:::`k`1:::`k ; amb 1  `1 < `2 <    < `k  n
En particular:
1 = tr A = a11 + : : : ann
n = detA
Exemple 6.3.1. El polinomi caracterstic de l'endomorsme f d'R5, la matriu
del qual, en una certa base d'R5 es
A =
0BBBB@
4 1 2 0 8
12 3  5 0 9
0 0 1 0  1
0 0 2  1  3
0 0 1 0  1
1CCCCA
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es
Qf (t) =  t5 + 6t4 + 7t3 =  t3(t+ 1)(t  7):
Una forma alternativa de determinar els valors propis d'un endomorsme f
es la que ens proporciona el resultat seguent.
Proposicio 6.3.3. Els valors propis d'un endomorsme f son les arrels de
Qf (t).
Demostracio:
 2 K es valor propi de f () det(A  I) = 0()  es arrel de Qf (t)
ut
Exemple 6.3.2. Considerem l'endomorsme f d'R4 la matriu del qual, en una
base v d'R4 es
A =
0BB@
2 1 1  1
1 2 1  1
1 1 2  1
0  2 2 3
1CCA
El polinomi caracterstic de f es:
Qf (t) = (t  1)2(t  3)(t  4):
Els valors propis de f son, doncs, 1 = 1 (amb multiplicitat algebraica 2),
2 = 3 i 3 = 4.
Remarca. Noteu que si f diagonalitza i A es la seva matriu en una certa
base u de E, i D es la matriu en una base de vectors propis de f (D sera
una matriu diagonal) llavors
tr A = 1 +   + n
detA = 1      n
essent 1; : : : ; n els elements de la diagonal principal de D, es a dir, els valors
propis.
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Exemple 6.3.3. L'endomorsme f d'R3 que ve donat per
f(x; y; z) = ( x  2y   2z; 2x  y   3z; 2z)
te valors propis  3; 1; 2 ja que la matriu de f , en la base canonica d'R3 es:
M =Me(f) =
0@  1  2  2 2  1  3
0 0 2
1A
i Qf (t) = det(A tI) te aquestes arrels. La matriu de f , en una base formada
per vectors propis, es la matriu diagonal:0@  3 1
2
1A
6.4 Endomorsmes diagonalitzables
Per acabar aquest captol veurem sota quines condicions existeix una base
d'E de manera que la matriu de l'endomorsme f , en aquesta base, es una
matriu diagonal.
Denicio 6.4.1. Diem que l'endomorsme f es diagonalitzable (o simple-
ment que f diagonalitza) si existeix una base v d'E tal que
Mv(f) =
0BBB@
1 0 : : : 0
0 2 0
...
. . .
...
0 : : : 0 n
1CCCA on i 2 K
En aquest cas, 1; : : : ; n son els valors propis de A.
Aix doncs, f es diagonalitzable si, i nomes si, existeix una base v = (v1; : : : ; vn)
d'E formada per vectors propis de f .
De forma analoga, es parla de matrius diagonalitzables. Diem que una matriu
A 2 Mn(K) es diagonalitzable, o que A diagonalitza, si l'endomorsme f :
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Kn  ! Km associat a A es diagonalitzable. Es a dir, si existeix S 2Mn(K)
invertible tal que
S 1AS = D =
0BBB@
1 0 : : : 0
0 2 0
...
. . .
...
0 : : : 0 n
1CCCA
on sj 2 Kn (vector columna j-esima de S) es un vector propi de fA associat
al valor propi j.
De forma immediata es pot comprovar el resultat seguent.
Proposicio 6.4.1. Si 1; : : : ; m son els valors propis d'un endomorsme f
aleshores f es diagonalitzable si, i nomes si,
E = Ker (f   1id)    Ker (f   mid)
Exemple 6.4.1. L'endomorsme f d'R3 que ve denit per:
f(x1; x2; x3) = ( x1 + x3; x2; 2x3)
te valors propis  1; 1; 2. Els vectors propis associats son els vectos no nuls
dels subespais
Ker (f+id) = [(1; 0; 0)]; Ker (f id) = [(0; 1; 0)]; Ker (f 2id) = [(1; 0; 3)]
Aleshores:
R3 = Ker (f + id)Ker (f   id)Ker (f   2id)
i, per tant, concloem que f es un endomorsme diagonalitzable. La seva
matriu, en la base ((1; 0; 0); (0; 1; 0); (1; 0; 3)), es:0@  1 1
2
1A
6.5. TEOREMA DE DIAGONALITZACI O 169
No tots els endomorsmes son diagonalitzables. La causa es troba en la
desigualtat seguent.
Proposicio 6.4.2. Si  2 K es una arrel de Qf (t) de multiplicitat d, llavors
(1 ) dimKer (f   id)  d :
Demostracio: Sigui (u1; : : : ; vm) una base de Ker(f id). Ampliem aquesta
base del subespai Ker(f   id) a una base d'E:
u = (u1; : : : ; um; um+1; : : : ; un)
En aquesta base, la matriu de l'endomorsme f es de la forma0BBBBBBB@
 ? : : : ?
. . .
...
...
 ? : : : ?
0 ? : : : ?
. . .
...
...
0 ? : : : ?
1CCCCCCCA
=

Im A1
0 A2

ja que f(u1) = u1, : : : ; f(um) = um. Aleshores:
Qf (t) = det

Im   tIm A1
0 A2   tIn m

= (  t)m det(A2   tI)
i per tant, la multiplicitat algebraica del valor propi  es mes gran o igual
que m.
ut
Si per a algun dels valors propis de f no es te la igualtat, no es pot aconseguir
trobar una base d'E formada per vectors propis de f i, per tant, l'endomor-
sme no diagonalitza. Aixo es el que veurem de forma mes precisa en la
seccio seguent.
6.5 Teorema de diagonalitzacio
A continuacio enunciem el resultat principal del captol.
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Teorema 6.5.1. Si 1; : : : ; m son tots els valors propis de f , cadascun amb
la seva multiplicitat:
f diagonalitza ()
8>><>>:
a) Qf (t) descompon totalment, es a dir, es de la
forma:
Qf (t) =( 1)n(t  1)d1(t  2)d2 : : : (t  s)ds
b) dimKer (f   iid) = di, 8i, 1  i  s
Demostracio: Suposem que f es diagonalitzable. Aleshores existeix una bae
v = (v11; : : : ; v
1
d1
; : : : ; vm1 ; : : : ; v
m
dm
) en la qual la matriu d'f es
D =
0BBBBBB@
1
...
(d1
1
...
m
...
(dm
m
1CCCCCCA
Llavors, el polinomi caracterstic d'f es:
Qf (t) = det(D   tI) = (1   t)d1 : : : (m   t)dm
(apreciem que descompon totalment).
A mes,
dimKer (f   1id) = n  rang(f   1id) =
= n  rang
0BBBBB@
0
...
(d1
0
...
m 1
...
(dm
m 1
1CCCCCA = n  (n  d1) = d1
...
dimKer (f   mid) = n  rang(f   mid) =
= n  rang
0BBBBB@
1 m
...
(d1
1 m
...
0
...
(dm
0
1CCCCCA = n  (n  dm) = dm
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Recprocament. Suposem que es compleixen les condicions a) i b) del enun-
ciat del teorema. Aleshores existeixen
v11; : : : ; v
1
d1
2 Ker(f   1id) linealment independents
...
vm1 ; : : : ; v
m
dm
2 Ker(f   mid) linealment independents
En ser aquests conjunts de vectors propis de valor propi diferent, son lineal-
ment independents entre si (veure prop. 2 a x6.2) i ates que n'hi ha en
total d1 + : : : + dm = grauQf (t) = n = dimE formen una base d'E. Aix,
existeix una base d'E constituda per vectors propis de f i, per tant, f es
diagonalitzable. ut
Remarca.
1. Observem que la condicio a) sempre es dona quan K = C.
2. A mes, si  es una arrel de Qf (t) de multiplicitat 1, la condicio b) del
primer teorema de diagonalitzacio sempre es compleix (veure Prop. 6
a x6.4). Aix, nomes cal comprovar la condicio b) per a les arrels de
Qf (t) amb multiplicitat mes gran que 1.
6.6 El Teorema de Cayley-Hamilton
Sigui f un endomorsme de l'espai vectorial E, sigui p(t) 2 K[t],
p(t) = a0 + a1t+ a2t
2 +   + amtm un polinomi.
Denicio 6.6.1. Es diu que el polinomi p(t) anulla f quan l'endomorsme
d'E, a0id+ a1f + a2f
2 +   + amfm es igual a l'endomorsme nul.
D'entre tots els polinomis que anullen un endomorsme f , el polinomi monic
de grau mnim s'anomena polinomi anul.lador mnim d'f .
Li posarem: pf (t).
Remarca. Si p(t) es un polinomi qualsevol que anul.la f , aleshores p(t) es
un multiple de pf (t). Per a comprovar aquesta armacio nomes cal tenir en
compte que si fem la divisio entera de polinomis de p(t) entre pf (t), la resta,
en tenir grau mes petit que pf (t), ha de ser 0.
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Exemple 6.6.1. Considereu l'endomorsme d'R2 la matriu del qual, en la base
canonica d'R2 es:
A =

2 1
0 2

Son polinomis anulladors d'aquest endomorsme:
1. p1(t) = t
2   4t+ 4
2. p2(t) = t
3   7t2 + 16t  12
3. p3(t) = t
4   4t3 + 3t2 + 4t  4
ja que
1. p1(f) = f
2   4f + 4id = 0
2. p2(f) = f
3   7f 2 + 16f   12id = 0
3. p3(f) = f
4   4f 3 + 3f 2 + 4f   4id = 0
la qual cosa es comprova de forma immediata a partir de la matriu d'aquests
endomorsmes:
1. p1(A) = A
2   4A+ 4I = 0
2. p2(A) = A
3   7A2 + 16A  12I = 0
3. p3(A) = A
4   4A3 + 3A2 + 4A  4I = 0
D'entre ells, es p1(t) = t
2   4t + 4 el de grau menor. A mes, no hi ha cap
polinomi de grau 1 que anulli l'endomorsme. En efecte. Si n'hi hagues un
de la forma q(t) = t + a, aleshores hauria de ser q(A) = A + aI = 0 la qual
cosa es veu que no es possible. Per tant, doncs, el polinomi p1(t) = t
2 4t+4
es el polinomi anullador mnim d'aquest endomorsme.
De totes maneres, es clar que no es practic anar provant amb polinomis de
grau cada cop mes gran per trobar el polinomi anullador mnim. Els resultats
seguents ofereixen una informacio important per a trobar-lo.
Proposicio 6.6.1. Les arrels del polinomi anullador mnim d'un endomor-
sme son els valors propis d'aquest.
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Remarca. Les multiplicitats algebraiques dels valors propis no tenen per
que coincidir amb les multiplicitats d'aquests valors com a arrels del polinomi
anullador mnim (tot i que sempre son mes petites o iguals que aquestes).
Teorema 6.6.1 (de Cayley-Hamilton). El polinomi caracterstic d'un endo-
morsme l'anulla.
Una de les formes possibles de provar aquests dos darrers resultats es tenint
en compte el Teorema de triangulacio que hem inclos en l'Apendix d'aquest
captol.
Finalitzem aquest apartat veient en un cas concret com podem aplicar
aquests resultats.
Exemple 6.6.2. Sigui f un endomorsme d'R3, del que sabem que n'es anul-
lador el polinomi p(t) = t2(t   2)(t   3). Amb aixo podem deduir que els
valors propis de f pertanyen al conjunt f0; 2; 3g. Els casos que es poden
donar son els seguents.
1. 0 es l'unic valor propi de f . Aleshores el polinomi caracterstic de f es
Qf (t) = t
3 i pf (t) es, o be t o be t
2.
2. 2 es l'unic valor propi de f . Aleshores el polinomi caracterstic de f es
Qf (t) = (t  2)3 i pf (t) = t  2.
3. 3 es l'unic valor propi de f . Aleshores el polinomi caracterstic de f es
Qf (t) = (t  3)3 i pf (t) = t  3.
4. 0 i 2 son els valors propis de f . Aleshores el polinomi caracterstic de
f , Qf (t), es o be t
2(t   2) o be t(t   2)2 i pf (t) es, o be t(t   2) o be
t2(t  2).
5. 0 i 3 son els valors propis d'f . Aleshores el polinomi caracterstic de
f , Qf (t), es, o be t
2(t   3) o be t(t   3)2 i pf (t) es, o be t(t   2) o be
t2(t  3).
6. 2 i 3 son els valors propis de f . Aleshores el polinomi caracterstic de f ,
Qf (t), es, o be =(t 2)2(t 3) o be (t 2)(t 3)2 i pf (t) es (t 2)t(t 2).
7. 0, 2 i 3 son valors propis de f . Aleshores el polinomi caracterstic de f
es Qf (t) = t(t  2)(t  3) i pf (t) es tambe t(t  2)(t  3).
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Del Teorema de Cayley-Hamilton es pot deduir una forma de trobar l'endo-
morsme invers d'un endomorsme bijectiu.
Exemple 6.6.3. Sigui f l'endomorsme d'R3 la matriu del qual, en la base
natural, es:
A =
0@ 2 1 11 2 1
1 1 2
1A
El polinomi caracterstic d'aquest endomorsme es igual a
Qf (t) = (t  1)2(t  4)
Per tant,
(A  I)2(A  4I) = A3   6A2 + 9A  4I = 0
d'on es pot deduir 
1
4
A2   3
2
A+
9
4
I

A = I
i, per tant,
A 1 =
1
4
A2   3
2
A+
9
4
I
6.7 Apendix
Triangulacio d'endomorsmes
En general, encara que un endomorsme d'un espai vectorial de dimensio
nita sobre un cos algebraicament tancat no sigui diagonalitzable, s que es
possible de trobar una base en la que la seva matriu es senzilla: la forma
reduda de Jordan, que es una matriu diagonal a blocs, i triangular. Trobar
aquesta forma reduda es presentara en el captol vuit. Incloem aqu, no
obstant, el resultat que arma que per a tot endomorsme existeix una base
en la que la seva matriu es triangular (superior), ja que amb ell es poden
completar les demostracions dels resultats que es presentaven en la darrera
seccio d'aquest tema. L'unica condicio que necessitem imposar es que el
polinomi caracterstic de l'endomorsme descompongui totalment en K (si
treballem sobre C aixo sempre passa).
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Teorema 6.7.1. Sigui f un endomorsme d'un espai vectorial E de dimensio
nita n. Si els valors propis d'f son tots a K, aleshores existeix una base d'E
tal que la matriu d'f en aquesta base es triangular superior, amb els valors
propis a la diagonal.
Demostracio: Per induccio sobre n.
Si n = 1, no hi ha res a provar.
Suposem ara el resultat cert per a espais vectorials de dimensio ns a n  1.
Sigui 1 un dels valors propis de f , i v1 un vector propi de valor propi 1.
Considerem una base d'E de la qual sigui el primer vector v1,
u = (v1; u2; : : : ; un)
Posem F = [u2; : : : ; un].
La matriu de l'endomorsme f en la base u es de la forma:
A =
0BBB@
1 a
1
2 : : : a
1
n
0
... B
0
1CCCA
Posem g a l'endomorsme d'F la matriu del qual, en la base (u2; : : : ; un) es
B. Ates que Qf (t) = det(A  tI) = (1  t)Qg(t), els valors propis de g seran
2; : : : ; n, els restants valors propis de f . Per hipotesi d'induccio, existeix
una base (v2; : : : ; vn) d'F tal que la matriu de g en aquesta base es triangular
superior amb els valors propis 2; : : : ; n a la diagonal.
Observeu que v = (v1; v2; : : : ; vn) es una base d'E, i la matriu de l'endomor-
sme f en aquesta base es triangular, amb 1; 2; : : : ; n a la diagonal, com
es volia provar. ut
6.8 Aplicacio a l'enginyeria
Efecte Stark
Considerem el desdoblament que es produeix en el segon nivell energetic d'un
atom d'hidrogen per efecte d'un camp electric extern d'intensistat F i dirigit
segons l'eix z. Suposem que l'atom es troba en algun estat del nivell E2. Es
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pot prescindir del factor d'spin en les funcions d'ona del sistema, ja que ni el
hamiltonia no pertorbat ni la pertorbacio inclouen operadors d'spin.
Els orbitals 2s, 2px , 2py , 2pz son una base del subespai corresponent. La
matriu que representa la pertorbacio en aquesta base es:
A =
0BB@
0 0 0  3F
0 0 0 0
0 0 0 0
 3F 0 0 0
1CCA
els valors propis de la qual son:  3F , 0 (de multiplicitat 2) i 3F .
Es dedueix d'aqu que la pertorbacio ha desdoblat el nivell E
(0)
2 de l'atom
allat en tres nivells, un d'ells doblement degenerat.
Calculem els vectors propis corresponents a cada valor propi:
Ker (A+ 3F ) = [(1; 0; 0; 1)]
KerA = [(0; 1; 0; 0); (0; 0; 1; 0)]
Ker (A  3F ) = [(1; 0; 0; 1)]
Obtenim d'aquesta manera una base de l'espai formada per vectors propis:
1p
2
(1; 0; 0; 1); (0; 1; 0; 0); (0; 0; 1; 0);
1p
2
(1; 0; 0; 1)

i que, a mes, es ortonormal (en el captol seguent veurem que aixo sempre es
possible, quan la matriu es real i simetrica).
Concloem que les funcions d'ordre zero correctes son:
 
(0)
1 =
1p
2
2s +
1p
2
2pz
 
(0)
2 = 2px
 
(0)
3 = 2py
 
(0)
4 =
1p
2
2s   1p22pz
6.9 Comentaris nals
El conjunt de matrius que son diagonalitzables es generic dins de l'espai de
les matrius quadrades. Aixo signica que, donada una matriu a l'atzar, tenim
una maxima probabilitat de que aquesta matriu sigui diagonalitzable.
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El treballar amb la forma diagonal d'un endomorsme, quan aquest es dia-
gonalitzable, es molt avantatjos des del punt de vista operatiu, ja que facilita
els calculs. A mes, subministra informacio de l'endomorsme.
La diagonalitzacio de matrius s'utilitza en molts problemes de diferents camps:
economia, demograa, explotacions forestals o agrcoles,... en que els models
matematics dels sistemes tendeixen a una conguracio permanent per a pe-
riodes de temps grans.
Aix per exemple, l'evolucio de les cadenes de Markov. A mes, el calcul de
potencies d'una matriu, en base a la seva diagonalitzacio, permet fer estimaci-
ons a llarg perode de la propagacio de caracterstiques hereditaries d'animals
i plantes en genetica; l'estudi del creixement d'una poblacio respecte el temps
i la distribucio de las edats, etc.
Els vectors propis son molt utilitzats en mecanica en relacio amb els solid-
rigids, ja que son els eixos principals d'inercia.
6.10 Exercicis
1. Trobeu els valors propis de l'endomorsme d'R4 que ve denit per
f(x1; x2; x3; x4) = (x1 + x3; 2x2   x4; x3 + x4; 2x4)
2. Trobeu els valors propis de l'endomorsme d'R5 que ve denit per
f(x1; x2; x3; x4; x5) = ( x1; x1 + 2x2; x3; x5; x4)
3. Siguin
A =
0BB@
1 2 3 4
0 5 6 7
0 0 8 9
0 0 0 10
1CCA ; i B =
0BB@
1 0 1  1
3 2 2 3
0 0 4 0
0 0 1 3
1CCA ;
les matrius de dos endomorsmes de R4.
(a) Comproveu que per cadascuna de les matrius, els elements de la
diagonal principal son les valors propis.
(b) Doneu un exemple en el que es posi de manifest que aixo es fals en
general.
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4. Sigui f l'endomorsme d'R6 la matriu del qual, en la base canonica
d'R6, es
M =
0BBBBBB@
1 2 1 0 2  5
0  1 0 0 0 0
 1 3  1 0 8 9
0 0 0 2 0 0
0 0 0 0 4 12
0 0 0 0 1 3
1CCCCCCA
Trobeu el seu polinomi caracterstic.
5. Trobeu el polinomi caracterstic de l'endomorsme f d'R3 que ve donat
per
f(x; y; z) = ( 3y + 2z; 2x  y; x  2z) :
6. Estudieu la diagonalitzacio dels endomorsmes d'R3 les matrius dels
quals, en la base canonica d'R3, son:
A =
0@ 1 2 0 2 3 0
 2 1 2
1A B =
0@1 4  20 3 0
1 1 1
1A
7. Estudieu la diagonalitzacio dels endomorsmes d'R4 la matriu dels
quals, en la base canonica d'R4, son:
A =
0BB@
1 0  1 0
2  1  3 0
1 0  1 0
0 0 0 2
1CCA ; B =
0BB@
0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
1CCA
8. Estudieu la diagonalitzacio sobre R de l'endomorsme f d'R3[t] que ve
denit per
f(a0 + a1t+ a2t
2 + a3t
3) =
= (a0   a1) + 2a1t  a2t2 + (a2 + 2a3)t3:
9. Estudieu la diagonalitzacio de l'endomorsme f d'R3[t] que ve denit
per f(P (t)) = P 00(t)  P 0(0)t.
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10. Sigui f un endomorsme de Rn. Proveu que f diagonalitza amb qual-
sevol base si i nomes si f es una homotecia.
11. Sigui f l'endomorsme d'R3 tal que
f(x; y; z) = (3x; y + az; 3x+ bz)
Per a quins valors de a; b 2 R es f diagonalitzable?
12. Sigui E = R3[t] l'espai vectorial dels polinomis de grau menor o igual
que 3, considerem l'aplicacio f : E  ! E denida per
f(P (t)) =
1
2
tP 0(t):
(a) Proveu que f es lineal.
(b) Trobeu bases dels subespais Ker f i Im f .
(c) Calculeu la matriu A de f en la base f1; t; t2; t3g.
(d) Per a k  1, calculeu fk(3 + 4t+ 5t2).
13. Sigui f l'endomorsme d'R4 tal que
f(e1) = f(e2) = a(e1 + e2   e3 + e4);
f(e3) = f(e4) = b(e1 + e4)
Estudieu la diagonalitzacio de f , segons els diferents valors de a; b 2 R
i, en el cas en que sigui diagonalitzable, trobeu una base de vectors
propis.
14. Sigui f un endomorsme d'un espai vectorial E sobre K de dimensio
n. Proveu que f es injectiu si, i nomes si, Qf (0) 6= 0.
15. Considereu l'endomorsme d'R4 que ve denit per
f(e1 + e2) = 2(e1   e2)
f(e1   e2 + e3) = e1   e2 + 3e3
f(2e2 + e3) = 2e1   2e2 + 3e3
f(e4) = 0
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(a) Trobeu els valors propis d'aquest endomorsme, i, per a cadascun
d'ells, trobeu el subespai que formen els vectors propis (junt amb
el vector nul).
(b) Estudieu si diagonalitza.
16. Siguin fe1; e2; e3; e4g la base ordinaria de R4 i f : R4  ! R4 una
aplicacio lineal. Suposem que f verica
i) f 3 + f 2   f   I = 0.
ii) traca f = 0.
iii) f(e1) = e2 i f(e3) = e4.
iv) [e1; e2] i [e3; e4] son subespais vectorials invariants per f .
v) f es diagonalitzable.
(a) Trobeu els valors propis de f .
(b) Trobeu el polinomi caracterstic de f .
(c) Trobeu el polinomi caracterstic de f1, essent f1 la restriccio de f
sobre el subespai invariant [e1; e2].
(d) Trobeu la matriu de f en la base ordinaria de R4.
17. Sigui f l'endomorsme d'R3 tal que
f(e1) = f(e2) = (e1 + e3); e3 2 Ker f
(a) Estudieu si f es diagonalitzable.
(b) En cas armatiu, trobeu una base de vectors propis i la matriu
D de f en aquesta base.
18. Sigui f l'endomorsme d'R[t] que ve denit per
f(p(t)) = tp00(t) + t2p000(t)
(a) Proveu que R3[t] = fp(t) 2 R[t] j gr p  3g es un subespai invari-
ant per f .
(b) Trobeu la matriu de fjR3[t] en la base (1; t; t
2; t3) de R3[t].
(c) Estudieu la diagonalitzacio de l'endomorsme anterior.
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19. Trobeu els valors propis i els vectors propis de l'endomorsme f d'R3
la matriu del qual, en una base d'R3, es
M =
0@ a  a a a a  a
a  a a
1A a 2 R ; a 6= 0 :
20. Per a quins valors de les constants a, b, c, d, e i f , la matriu
A =
0@ 1 a d2 b e
3 c f
1A
te com a vectors propis (1; 0; 1), ( 1; 1; 0) i (0; 1; 1)?
21. Sigui f : R2[t]  ! R2[t] l'aplicacio lineal que ve denida per:
f(p(t)) = ap(t)  p00(0)t2
amb  2 R. Quins son els valors propis i els vectors propis d'f?
22. Existeix alguna base d'R2[t] formada per vectors propis de l'endomor-
sme f d'R2[t] que te com a matriu associada, en la base (1; t; t2),
A =
0@ 1 2 31
2
1 1
1
3
1 1
1A?
En cas armatiu, doneu una base formada per vectors propis d'f .
23. Estudieu la diagonalitzacio, segons els diferents valors d', de la matriu
A =
0@ 1       1 +   1 + 
0 0 2
1A
24. Estudieu la diagonalitzacio de l'endomorsme d'R4 la matriu del qual,
en la base natural d'R4, es:0BB@
1 0 0 a
0 a  a 0
0  a a 0
a 0 0 1
1CCA
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segons els valors del parametre a 2 R. En els casos en que sigui diago-
nalitzable, doneu una base d'R4 formada per vectors propis.
25. Estudieu la diagonalitzacio, segons els diferents valors d'a i b, constants
no nulles, de l'endomorsme f d'R3 que te com a matriu associada, en
la base natural,
M =
0@ 1 a ab1
a
1 b
1
ab
1
b
1
1A
En el cas en que diagonalitzi, doneu una base de vectors propis.
26. Sigui f l'endomorsme d'M2(R) tal que
f

1 0
0 0

=

0 1
1 1

;
f

0 1
0 0

=

0 1
 1 1

;
f

0 0
1 0

=

0 1
 1 1

;
f

0 0
0 1

=

0 1
 1 1

;
Estudieu si es f diagonalitzable.
27. Considereu l'endomorsme d'R2[t] que te per matriu, en la base (1; t; t2),
A =
0@ 0 3 91
3
0 3
1
9
1
3
0
1A
(a) Proveu que aquest endomorsme diagonalitza.
(b) Trobeu una base d'R2[t] formada per vectors propis.
(c) Determineu A 1 a partir del Teorema de Cayley-Hamilton.
(d) Calculeu Ap, per a p 2 N.
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28. Calculeu Am, per a m 2 N, si
A =
0@2 0 00 1 2
0 0 3
1A
29. Sigui f un endomorsme d'un K-espai vectorial E de dimensio nita
n, i sigui  un valor propi d'f . Proveu que els subespais vectorials
Im (f   id) i Ker(f   id) son invariants per f .
30. Sigui f un endomorsme d'un K-espai vectorial E de dimensio nita
n, i sigui  un valor propi d'f i v un vector propi de f de valor propi
.
(a) Proveu per induccio que m es un valor propi d'fm, per a m  1.
(b) Proveu que v es un vector propi d'mf de valor propi m.
(c) Sigui g un altre endomorsme, si u es un vector propi de g  f de
valor . Proveu que f(u) es un vector propi d'f  g de valor propi
.
31. Sigui A =

0:95 0:03
0:05 0:97

. Analitzeu el comportament a llarg termini
del sistema dinamic denit per x(k+1) = Ax(k), (k = 0; 1; 2; : : : ; amb
x0 =

0:6
0:4

.
32. Considereu el sistema x(k + 1) = Ax(k), (k = 0; 1; 2; : : : ; on A =0@0:5 0:2 0:30:3 0:8 0:3
0:2 0 0:4
1A. Determineu limk x(k).
33. Sigui f un endomorsme d'un K-espai vectorial E de dimensio 3 tal
que f 3   f 2   8f + 12id = 0. Quin es el polinomi caracterstic d'f?
Que es pot dir del polinomi anul.lador mnim d'f?
34. Sigui f un endomorsme de Rn, f 6= id, tal que f 2   2f + id = 0.
Determineu Qf (t) i pf (t).
35. Construir un endomorsme de R3 tal que el seu polinomi anullador
mnim sigui t2(t  3).
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36. Sigui A 2 M3(R) una matriu que te a 1 com a valor propi doble i 1=2
com a valor propi simple. Fent servir el teorema de Cayley-Hamilton,
calculeu:
2A4   7A3 + 9A2   5A+ I:
Captol 7
Endomorsmes ortogonals i
simetrics
7.1 Introduccio
Dedicarem aquest captol a l'estudi de dos tipus concrets d'endomorsmes
de l'espai euclidia Rn (amb el producte escalar ordinari): els endomorsmes
ortogonals i els simetrics, i la seva generalitzacio a un espai euclidea qual-
sevol. Geometricament, corresponent a rotacions i simetries o composicio
d'aquestes.
En una base ortonormal qualsevol, les matrius associades a un endomorsme
ortogonal o simetric son matrius ortogonals o simetriques, respectivament.
Tot i que les matrius ortogonals ja havien estat utilitzades per Hermite (segle
XIX) va ser Frobenius qui va introduir aquest concepte.
De forma independent Beltrami, Jordan, Sylvester i Autonne van obtenir la
descomposicio a valors singulars (1873, 1874, 1889, 1915, respectivament)
d'una matriu, vista com a la matriu d'una forma bilineal simetrica.
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7.2 Aplicacio lineal adjunta
Sigui
A =
0B@a11 : : : a1n... ...
am1 : : : amn
1CA
la matriu d'una aplicacio lineal f : Rn  ! Rm en les bases canoniques.
Podem considerar la matriu transposada At, que representa la matriu d'una
aplicacio lineal f 0 : Rm  ! Rn. Observem que donats x = (x1; : : : ; xn) 2 Rn
i y = (y1; : : : ; ym) 2 Rm qualssevol es te hf(x); yi = hx; f 0(y)i; ja que:
hf(x); yi = (a11x1 + : : :+ a1nxn)y1 + : : :+ (am1x1 + : : :+ amnxn)ym =
hx; f 0(y)i = (a11y1 + : : :+ am1ym)x1 + : : :+ (a1ny1 + : : :+ amnym)xn
Denicio 7.2.1. Donada una aplicacio lineal f : Rn  ! Rm, es deneix
l'aplicacio f 0 : Rm  ! Rn i s'anomena aplicacio adjunta d'f , com l'unica
aplicacio que verica
hf(x); yi = hx; f 0(y)i:
Si escrivim la matriu d'f en bases ortonormals, la matriu d'f 0 en les mateixes
bases, tant a Rn com a Rm, es la matriu transposada de la matriu d'f .
Exemple 7.2.1. Sigui f : R2  ! R3 tal que f(x1; x2) = (3x1+x2; x1 x2; 5x2).
Les matrius d'f i f 0 en les bases canoniques d'R2 i R3 son
A =
0@3 11  1
0 5
1A ; i At = 3 1 0
1  1 5

;
respectivament.
Propietats
Siguin f , g endomorsmes qualssevol de Rn. Aleshores:
i) (f + g)0 = f 0 + g0
ii) (f)0 = f 0
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iii) (f 0)0 = f
iv) (f  g)0 = g0  f 0
v) Si f es invertible (f 0) 1 = (f 1)0.
7.3 Endomorsmes ortogonals
Observem que
f : R3  ! R3
(x1; x2; x3)  ! (x1; x2; x3)
g : R3  ! R3
(x1; x2; x3)  ! (x3; x1; x2)
son aplicacions que conserven les longituds dels vectors i els angles. Es a dir,
kf(x)k = kxk;
hf(x); f(y)i = hx; yi
kg(x)k = kxk;
hg(x); g(y)i = hx; yi
per a vectors x; y 2 R3 qualssevol.
Obviament aixo no passa sempre. Per exemple, si considerem l'aplicacio
h : R3  ! R3, denida de la forma h(x) = 4x per a tot x 2 R3, veiem que
kh(x)k = 4kxk, 8x 2 R3.
Estem interessats en veure quins endomorsmes d'Rn conserven el producte
escalar i, per tant, la norma i els angles. Observeu que es equivalent dir que
un endomorsme de Rn conserva el producte escalar que dir que conserva la
norma.
Denicio 7.3.1. Els endomorsmes de l'espai euclidia Rn tals que
hf(u); f(v)i = hu; vi per a vectors u; v 2 Rn qualssevol s'anomenem orto-
gonals.
El resultat seguent justica el nom que reben aquests endomorsmes.
Teorema 7.3.1. Sigui A la matriu d'un endomorme f d'Rn en una base
ortonormal. Aleshores, f es ortogonal si, i nomes si, aquesta matriu es
ortogonal:
A 1 = At (7.1)
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Demostracio: En efecte. Si u es la base ortonormal considerada en E,
aleshores donats vectors x; y 2 E qualssevol, posem X =
0B@x1...
xn
1CA, Y =
0B@y1...
yn
1CA
a les matrius columna formades amb les components dels vectors x; y en la
base u, respectivament. Aleshores:
hf(x); f(y)i = (AX)tAY = X t(AtA)Y
i hx; yi = X tY d'on es dedueix que necessariament AtA = I. ut
Equivalentment, f es ortogonal si, i nomes si, l'aplicacio adjunta es igual a
l'aplicacio inversa.
Exemple 7.3.1. Sigui f un endomorsme d'R3 la matriu del qual, en la base
canonica, es:
A =
0@0 1 00 0  1
1 0 0
1A
Observem que
AtA =
0@0 0 11 0 0
0  1 0
1A0@0 1 00 0  1
1 0 0
1A =
0@1 0 00 1 0
0 0 1
1A
Per tant, A 1 = At i f es ortogonal.
De la denicio d'endomorsme ortogonal es despren que tot endomorsme
ortogonal transforma bases ortonormals en bases ortonormals. El recproc
tambe es cert.
Teorema 7.3.2. Un endomorsme es ortogonal si, i nomes si, transforma
bases ortonormals en bases ortonormals.
Remarca. Com a consequencia d'aquesta propietat, tenim que els endomor-
smes ortogonals son bijectius.
Presentem a continuacio els endomorsmes ortogonals d'R2 i R3. Abans,
pero, necessitem fer l'observacio seguent.
Remarca. Sigui f un endomorsme ortogonal d'Rn
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a) Si l'endomorsme f diagonalitza, els unics valors propis possibles son
1 i  1, ja que
kf(x)k = kxk = jj kxk = kxk 8x 2 Rn
i aixo nomes es possible si jj = 1.
b) Si f es un endomorsme ortogonal d'Rn, aleshores j det f j = 1; es a dir,
els unics valors possibles per a det f son 1 i -1, ja que si A es la matriu
d'f en una base ortonormal,
AtA = I =) det(At) det(A) = 1 =) (det(A))2 = 1
c) Si v1 i v2 son vectors propis d'f corresponents als valors propis 1 i -1
respectivament.
hv1; v2i = hf(v1; f(v2)i = hv1; v2i =  hv1; v2i;
d'on dedum que hv1; v2i = 0; per tant, v1 i v2 son ortogonals.
Passem ja a obtenir els endomorsmes ortogonals d'R2. Els unics en-
domorsmes ortogonals d'R2 que diagonalitzen son els que tenen per
matrius, en una base ortonormal,
1 0
0 1

;
 1 0
0  1

;

1 0
0  1

:
Si l'endomorsme no diagonalitza, la seva matriu en una base ortonor-
mal qualsevol es de la forma:
cos  sin
 sin cos

Observeu que

1 0
0 1

,
 1 0
0  1

son casos particulars que corres-
ponen a  = 0, i , respectivament. Aix doncs, els endomorsmes
ortogonals de R2 son els que tenen per matriu, en una certa base orto-
normal, 
1 0
0  1

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que geometricament correspon a fer una simetria respecte d'una recta,
i els que tenen per matriu, en qualsevol base ortonormal d'R2
cos  sin
 sin cos

que geometricament correspon a fer un gir de centre l'origen i angle .
El signe depen de l'orientacio de la base (es a dir, si S es la ma-
triu de canvi de base respecte de la base canonica, i detS = 1 es
cos   sin
sin cos

i, si detS =  1, es

cos sin
  sin cos

).
Exemple 7.3.2. Sigui f l'endomorsme ortogonal la matriu del qual en
la base canonica es 
cos   sin
sin cos

Considerem la base u1 = e2; u2 = e1. Aleshores S =

0 1
1 0

, per tant
detS =  1. La matriu de l'endomorsme en aquesta nova base es
0 1
1 0

cos   sin
sin cos

0 1
1 0

=

cos sin
  sin cos

Anem a estudiar quins son els endomorsmes ortogonals d'R3.
Sigui f un endomorsme ortogonal d'R3 amb 1 un valor propi, que com hem
vist abans 1 = 1 o be 1 =  1 (en tenir el polinomi caracterstic d'f grau
3, almenys ha de tenir una arrel real). Posem F = [v1] on v1 es un vector
propi de modul 1 de valor propi 1. El subespai vectorial F es invariant per
f , i, per tant, tambe ho es F?. Siguin v2; v3 2 F? tals que v = (v1; v2; v3) es
una base ortonormal d'R3. En la base (v2; v3) la matriu d'fjF? ha de ser de
la forma 
cos   sin 
 sin  cos 

o

1
 1

i, per tant, en la base v, la matriu d'f es de la forma:0@1 cos   sin 
 sin  cos 
1A (7.2)
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(Observeu que els casos en que la matriu es diagonal estan inclosos en (7.2)).
Hem trobat aix, doncs, tots els endomorsmes ortogonals d'R3.
Geometricament, els que en una certa base ortonormal tenen per matriu0@ 1 cos   sin 
 sin  cos 
1A
corresponen a fer un gir d'angle  al voltant de la recta [v1].
Els que en una certa base ortonormal tenen per matriu0@  1 cos   sin 
 sin  cos 
1A
corresponen a fer un gir d'angle  al voltant de la recta [v1], seguida d'una
simetria especular respecte del pla [v2; v3].
Per a valors concrets dels angles ( = 0; ; :::) tenim que corresponen a si-
metries especulars respecte d'un pla, simetries axials respecte d'una recta,
simetries centrals.
Mes en general, es demostra que els endomorsmes ortogonals d'Rn son els
que tenen per matriu associada, en una certa base ortonormal, una matriu
de la forma:0BBBBBBBBBBBBBBBBB@
1
: : :
1
 1
: : :
 1
cos 1  sin 1
 sin 1 cos 1
. . .
cos m  sin m
 sin m cos m
1CCCCCCCCCCCCCCCCCA
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7.4 Endomorsmes simetrics
En el captol anterior hem estudiat la diagonalitzacio d'endomorsmes. Els
endomorsmes diagonalitzables es poden expressar matricialment de forma
senzilla. Anem a veure amb un exemple que si un endomorsme diagonalitza
en una base ortonormal de vectors propis, es pot donar una interpretacio
geometrica de l'endomorsme.
Exemple 7.4.1. Sigui f : R2  ! R2 l'endomorsme que te per matriu, en la
base canonica, 
2 0
0 3

Observem que el vector e1 es transforma en el vector de la mateixa direccio
i sentit pero de norma 2, i que el vector e2 es transfoma en el vector amb la
mateixa direccio i sentit pero de norma 3.
Tots els vectors del pla de norma 1 (son els que veriquen x21 + x
2
2 = 1) es
transformen en
x21
4
+
x22
9
= 1
(es a dir, la circumferencia de radi 1 s'ha deformat en l'el.lipse de semieixos
2 i 3).
Aquesta intrepretacio no s'hauria pogut fer tan facilment, si la base dels
vectors propis considerada no hagues estat ortonormal.
Els endomorsmes simetrics, que denim a continuacio, representen un con-
junt d'endomorsmes que diagonalitzen i per als quals podem trobar una
base ortonormal de vectors propis.
Denicio 7.4.1. Donat un endomorsme f d'Rn, es diu que es simetric si
coincideix amb el seu adjunt
f = f 0
Alguns autors anomenen aquest tipus d'endomorsmes deformacions.
De la propia denicio es despren la proposicio seguent.
Proposicio 7.4.1. Un endomorsme simetric es aquell tal que la seva matriu
en una base ortonormal es simetrica.
A continuacio veiem exemples d'endomorsmes simetrics.
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Proposicio 7.4.2. Sigui f : Rn  ! Rn un endomorsme qualsevol. Ales-
hores f 0  f es simetric.
Demostracio:
(f 0  f)0 = f 0  (f 0)0 = f 0  f:
ut
Un exemple important es el seguent.
Exemple 7.4.2. Sigui F un subespai vectorial d'Rn de dimensio r i sigui G el
seu complementari ortogonal. Considerem l'endomorsme
 : Rn = F ? G  ! Rn
u+ v  ! u
Es facil veure que aquest endomorsme es simetric (rep el nom de projeccio
ortogonal d'Rn sobre el subespai F ).
Un altre exemple no menys important es el seguent.
Exemple 7.4.3. Sigui F un subespai vectorial d'Rn de dimensio r i sigui G el
seu complementari ortogonal. Considerem l'endomorsme
 : Rn = F ? G  ! Rn
u+ v  ! u  v
Es facil veure que aquest endomorsme es simetric (rep el nom de simetria
d'Rn respecte el subespai F ). Observem que aquest endomorsme, a mes, es
ortogonal.
El resultat mes important d'aquest tipus d'endomorsmes es el seguent.
Teorema 7.4.1 (Teorema espectral real). Tot endomorsme simetric dia-
gonalitza en una base ortonormal, formada per vectors propis.
Per a la demostracio d'aquest teorema necessitem els lemes seguents.
Lema 7.4.1. Siguin u i v dos vectors propis de valors propis  i  diferents.
Aleshores u i v son ortogonals.
Demostracio:
hf(u); vi = hu; vi = hu; vi
hf(u); vi = hu; f(v)i = hu; vi = hu; vi
per tant (  )hu; vi = 0 i com que  6=  es te que u i v son ortogonals. ut
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Lema 7.4.2. El polinomi caracterstic de tot endomorsme simetric descom-
pon completament a R.
Passem ara a demostrar el teorema espectral real.
Demostracio:
Es fa per induccio sobre n =dimE.
Si n = 1, l'enunciat del teorema es evident. Suposem, doncs, que es cert ns
a dimensio n 1. Sigui 1 un valor propi (real) de l'endomorsme f , i sigui v1
un vector propi de f de valor propi 1 unitari. Podem identicar el subespai
[v1]
? amb Rn 1. Per la hipotesi d'induccio, la restriccio de l'endomorsme f
al subespai [v1]
? admet una base ortonormal (v2; : : : ; vn) de vectors propis,
en ser tambe aquest endomorsme restriccio simetric. Es facil comprovar ara
que (v1; : : : ; vn) es una base ortonormal d'Rn formada per vectors propis de
f .
ut
Exemple 7.4.4. Sigui f l'endomorsme d'R2 amb matriu en la base canonica
A =

3 1
1 3

Clarament f es simetric, ja que la seva matriu es simetrica. Observem que
en la base ortonormal u1 =
 p
2
2
;
p
2
2
!
; u2 =
 p
2
2
; 
p
2
2
!
l'endomorsme
diagonalitza: 0B@
p
2
2
p
2
2p
2
2
 
p
2
2
1CA3 1
1 3
0B@
p
2
2
p
2
2p
2
2
 
p
2
2
1CA = 4 0
0 2

Es a dir, la circumferencia unitat es transforma en una el.lipse de semieixos
4 i 2, en les direccions dels vectors propis.
Aix doncs, si f es un endomorsme simetric amb polinomi caracterstic
Qf (t) = ( 1)n(t  1)n1 : : : (t  r)nr , es te que
Rn = Ker (f   1id)? : : :?Ker (f   rid)
Com a consequencia d'aquest teorema tenim el resultat seguent.
7.4. ENDOMORFISMES SIMETRICS 195
Corol.lari 7.4.1. Si 1, : : : , r son els valors propis de l'endomorsme f i 1,
: : : , r son els endomorsmes projeccio ortogonal de Rn sobre els subespais
vectorials Ker (f   1id), : : : , Ker (f   rid), aleshores:
f = 11 +   + rr
Aquesta s'anomena la descomposicio espectral de l'endomorsme f .
Ates que i  i = i per a i; : : : ; r i que i  j = 0 si i 6= j, es dedueix
d'aquest corollari que
fm = m1 1 +   + mr r 8m
A mes, d'aquesta darrera igualtat es dedueix que
p(f) = p(1)1 +   + p(r)r
per a tot polinomi p(t) 2 R[t]. De fet, si ' es una funcio analtica qualsevol,
'(f) = '(1)1 +   + '(r)r
La lectura en llenguatge matricial del teorema espectral es la seguent.
Si A 2 Mn(R) es una matriu simetrica, existeix una matriu ortogonal S
tal que StAS es una matriu diagonal. El corol.lari anterior te la seguent
interpretacio a nivell matricial.
Si 1, : : : , r son els valors propis de la matriu A amb multiplicitats respec-
tives n1, : : : , nr, aleshores:
A = 1
2664St
0BB@
1
.
. .
(n1
1
0
.
.
.
0
1CCAS
3775+ : : :+ r
2664St
0BB@
0
.
. .
0
1
.
.
.
(nr
1
1CCAS
3775
Aquesta es l'anomenada descomposicio espectral de la matriu A.
Exemple 7.4.5. Considereu la matriu
A =
0BB@
2 3 0 3
3 2 0 3
0 0 1 0
3 3 0 2
1CCA
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Els seus valors propis son:  1 (de multiplicitat 2), 1 i 8.
Posem S a la matriu els vectors columna de la qual formen una base orto-
normal de vectors propis de la matriu A,
S =
0BBB@
1p
2
1p
6
0 1p
3 1p
2
1p
6
0 1p
3
0 0 1 0
0  2p
6
0 1p
3
1CCCA
La descomposicio espectral de la matriu A es:
A = ( 1)
2664St
0BB@
1
1
0
0
1CCAS
3775+
2664St
0BB@
0
0
1
0
1CCAS
3775+ 8
2664St
0BB@
0
0
0
1
1CCAS
3775
De fet per a un endomorsme qualsevol tenim la proposicio seguent.
Proposicio 7.4.3. Sigui f un endomorsme qualsevol d' Rn. Aleshores el
podem descompondre en composicio d'un endomorsmes simetric (deforma-
cio) per un endomorsme ortogonal (que conserva la forma).
Exemple 7.4.6. Sigui f l'endomorsme d'R2 la matriu del qual en base canonica
es
A =

2  1
2 1

que no es ni simetric ni ortogonal.
Observem que
A =

2  1
2 1

=
0B@
p
2
2
 
p
2
2p
2
2
p
2
2
1CA2p2 0
0
p
2

= O  S
O es una matriu ortogonal i S es simetrica i els valors propis de S son les
arrels quadrades positives dels valors propis d'AtA.
Exemple 7.4.7. Sigui f l'endomorsme d'R2 la matriu del qual en base canonica
es
A =

2 4
2 4

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que no es ni simetric ni ortogonal.
Observeu que
A =

2 4
2 4

=
0B@
3p
10
1p
10
  1p
10
3p
10
1CA
0BB@
2
p
2p
5
4
p
2p
5
4
p
2p
5
8
p
2p
5
1CCA = O  S
O es una matriu ortogonal i S es simetrica i els valors propis d'S son l'arrel
quadrada positiva del valor propi no nul d'AtA i 0.
7.5 Apendix A
Descomposicio a valors singulars
Si A 2 Mmn(R) es una matriu quadrada qualsevol, la matriu AtA es
simetrica, com es comprova facilment. Pel teorema espectral real, aques-
ta matriu diagonalitza.
Denicio 7.5.1. S'anomenen valors singulars de la matriu A a l'arrel qua-
drada (positiva) dels valors propis de la matriu AtA.
La relacio entre el rang de la matriu A i els seus valors singulars ve expressat
en el resultat seguent.
Proposicio 7.5.1. El nombre de valors singulars no nuls d'una matriu es
igual al rang d'aquesta matriu.
A mes, es compleixen la relacio seguent.
Proposicio 7.5.2. El producte dels valors singulars d'una matriu coincideix
amb el determinant d'aquesta matriu en valor absolut.
Si 1; : : : r; 0; : : : ; 0 son els valors singulars d'una matriu A, aleshores podem
descompondre la matriu A en producte d'una matriu en la diagonal de la qual
apareixen aquests valors singulars i de dues matrius ortogonals.
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Teorema 7.5.1. Si A 2Mmn(R) te valors singulars no nuls s1; : : : sr, ales-
hores es pot escriure
A = S
0BBBBBBB@
1
. . .
r
0
. . .
0
1CCCCCCCA
T
en els casos particulars en que la matriu A te rang maxim per columnes o
per les, la descomposicio queda
A = S
0BBBBBBB@
s1
. . .
sr
0 : : : 0
...
...
0 : : : 0
1CCCCCCCA
T o be A = S
0B@s1 0 : : : 0. . . ... ...
sr 0 : : : 0
1CAT
segons si m  n o be m  n, respectivament, i essent S i T matrius ortogo-
nals.
Exemple 7.5.1. Els valors singulars de la matriu
A =
0@ 0 0 181 0  11
0 1 6
1A
son: 22.69, 1.02 i 0.39.
7.6 Apendix B
Quasi-inversa d'una matriu
Sigui A una matriu de Mnm(R). Considerem la matriu AtA, que es una
matriu simetrica i per tant, diagonalitza, essent els seus valors propis positius
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o nuls: 0BBBBBBB@
1
. . .
r
0
. . .
0
1CCCCCCCA
i > 0 per a 1  i  r. Denotem per
D2 =
0B@1 . . .
r
1CA :
Considerem la matriu d'ordre m n
+ =

D 1 0
0 0

(7.3)
on
D =
0B@
p
1
. . . p
r
1CA
Denicio 7.6.1. S'anomena quasi-inversa de la matriu A 2 Mnm(R) a la
matriu
A+ = V +U t
on V i U son matrius ortogonals formades per les bases ortonormals de
(v1; : : : ; vm) d'Rm i (u1; : : : ; un) d'Rn tals que Avi =
p
iui, per a 1  i  r.
Els vectors de V es determinen buscant una base ortonormal en la qual la
matriu AtA diagonaliza, els vectors u1; : : : ; ur fent ui =
1p
i
Avi i despres es
completa a una base ortonormal.
Exemple 7.6.1. Sigui
A =
0@1 21 2
1 2
1A :
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Aleshores
AtA =

3 6
6 12

i els seus valors propis son 15 i 0, per tant
t =
0@p1515 0 0
0 0 0
1A :
Determinem V : v1 es un vector propi normalitzat de valor propi 15 de A
tA,
v1 =
1p
5
(1; 2); v2 es el vector propi de valor propi 0, tambe normalitzat,
v2 =
1p
5
(2; 1),
V =
0B@
p
5
5
2
p
5
5
2
p
5
5
 
p
5
5
1CA
Per calcular U fem
u1 =
1p
15
Av1 =
 p
3
3
;
p
3
3
;
p
3
3
!
i completem a una base ortonormal d'R3.
Finalment,
A+ =
1
15

1 1 1
2 2 2

:
Observem que si la matriu A es quadrada i invertible aleshores A+ = A 1.
La matriu quasi-inversa serveix per a resoldre sistemes d'equacions lineals
sobredeterminats, es a dir sistemes que son incompatibles pero la incompati-
bilitat ve donada per errors de medicio. Es tracta, doncs, de resoldre aquests
sistemes de forma aproximada. Si tenim el sistema Ax = b, incompatible
aleshores donem com a solucio aproximada la donada per
x0 = A
+b
Aquesta solucio es la que millor aproxima per mnims quadrats.
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Proposicio 7.6.1. Donat el sistema Ax = b, es verica que:
i) la solucio x0 = A
+b minimitza kAx  bk respecte a x.
ii) de tots els vectors x que minimitzan kAx  bk, x0 es de norma mnima
Geometricament, tenim que la incompatibilitat d'un sistema Ax = b es de-
guda a que b =2 ImA. Per tant, si canviem b per una altre vector b1 2 ImA
el nou sistema Ax = b1 es compatible. Es tracta doncs de canviar b per
b1 2 ImA que sigui el mes proper, i aquest es la projeccio ortogonal de b
sobre el subespai vectorial ImA, b1 = ImA(b).
En el cas particular en que la matriu A 2 Mnm(R) del sistema es de rang
maxim igual a m  n, es te que la solucio del sistema que millor aproxima
per mnims quadrats ve donada per
x = (AtA) 1Atb
Observem que A(AtA) 1At es la matriu de la projeccio ortogonal d'Rm sobre
el subespai vectorial generat per les columnes de la matriu A.
En el cas general, la solucio del sistema que millor aproxima per mnims
quadrats es x solucio de Ax = b1 (en aquest cas, el sistema es compatible
indeterminat) de norma mnima, la qual cosa equival a exigir que tambe
x 2 (KerA)?.
7.7 Aplicacio a l'enginyeria
La llei de Beer-Lambert
Reprenent la llei de Beer-Lambert introduda en el captol 4 apartat 13,
A = "`c
En el laboratori sovint per a determinar la concentracio d'una mostra proble-
ma s'utilitzen patrons de concentracions conegudes i es determina l'absorcio
utilitzant un espectrofotometre. A partir d'aquestes concentracions i ab-
sorbancies determinades es busca la recta patro, que es la recta que millor
aproxima els punts (ci; Ai) per mnims quadrats.
Per exemple, suposem que les dades que hem obtingut son:
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ci Ai
10 mM 0.2
20 mM 0.3
30 mM 0.4
40 mM 0.7
Aleshores la recta de la forma y = ax+ b que millor aproxima aquest punts
es: y = 9
500
x.
Finalment, es determina la concentracio de la mostra amb l'equacio d'aquesta
recta.
7.8 Comentaris nals
Sovint apareixen en la fsica i tambe en la qumica endomorsmes ortogonals
i simetrics.
Donada una molecula, una operacio de simetria molecular es aquella que
conserva les distancies entre els nuclis dels atoms que la formen i la seva
orientacio. Poden ser: girs respecte d'un eix, simetries axials, simetries es-
peculars o simetries centrals. S'ha vist en aquest captol que el conjunt
d'aplicacions ortogonals amb la composicio te estructura de grup no commu-
tatiu. Tambe el conjunt de les operacions de simetria d'una molecula donada
forma un grup no commutatiu. Aquest grup s'anomena el grup de simetria
de la molecula. Aix per exemple, en el cas d'una molecula de meta (CH4),
en que l'atom de carboni es en el centre d'un cub i els atoms d'hidrogen son
en quatre vertexs no consecutius del mateix cub, els elements d'aquest grup
son: id, les simetries axials respecte dels eixos perpendiculars a cada parell
de cares oposades del cub i que passen pel seu centre, les simetries especulars
respecte dels plans parallels a un parell de cares del cub i que passen pel seu
centre i els girs d'angle 
2
amb eix un dels exisos perpendiculars a cada parell
de cares oposades del cub i que passen pel seu centre seguides de simetria
respecte del pla perpendicular (i que passa pel centre).
El Teorema espectral te una gran aplicabilitat dins de la mateixa algebra i de
la geometria (per exemple, permet provar l'existencia d'una forma reduda
d'una forma quadratica) i tambe en altres materies: elasticitat i resistencia
de materials, electricitat i mecanica. Aix, per exemple, quan tenim un solid-
rgid que es isotrop i elastic, sotmes a unes determinades tensions, el Teorema
espectral real ens assegura que existeixen tres direccions tals que la tensio
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aplicada a elles produeix una deformacio nomes en aquella direccio (eixos
principals de deformacio).
7.9 Exercicis
1. Donats els endomorsmes f1; f2 d'R2 les matrius dels quals, en la base
canonica d'R2, son:
A1 =

4 6
9 1

; A2 =

14 6
1 9

Determineu els seus endomorsmes adjunts.
2. Donats els endomorsmes f1; f2 d'R3 les matrius dels quals, en la base
canonica d'R3, son:
A1 =
0@4  8 30 1 0
4 3 7
1A ; A2 =
0@1 2  34 1 2
0 0 1
1A
determineu els seus endomorsmes adjunts.
3. Estudieu si son, o no, ortogonals, els endomorsmes d'R2 les matrius
dels quals, en la base canonica d'R2, son:
A1 =

2 1
1 1

; A2 =

0  1
1 0

;
A3 =
 
1p
2
  1p
2
1p
2
1p
2
!
; A4 =
 
1
2
p
3
2
 
p
3
2
1
2
!
En cas armatiu, digueu quina transformacio representen.
4. Estudieu si hi ha elements que resten xos en fer les transformacions
de l'exercici anterior i, en cas armatiu, determineu-los
5. Estudieu si son, o no, ortogonals, els endomorsmes d'R3 les matrius
dels quals, en la base canonica d'R3, son:
A1 =
0@13 23  232
3
 2
3
 1
3
2
3
1
3
2
3
1A ; A2 =
0@0  1 01 0 0
0 0  1
1A ; A3 =
0@13 23  132
3
 1
3
 1
3
1
3
1
3
2
3
1A
En cas armatiu, digueu quina transformacio representen.
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6. Estudieu si hi ha elements que resten xos en fer les transformacions
de l'exercici anterior i, en cas armatiu, determineu-los
7. Sigui f un endomorsme ortogonal amb eix de gir perpendicular al
vector ( 1; 0; 1) i tal que f(1; 2; 2) 2 [(2; 2; 1)].
(a) Comproveu que, necessariament, l'eix de rotacio nomes pot ser o
be el subespai [(0; 1; 0)] o be el subespai [(1; 1; 1)].
(b) Trobeu les equacions de f si un vector director de l'eix de rotacio
es (0; 1; 0).
(c) Trobeu les equacions de f si un vector director de l'eix de rotacio
es (1; 1; 1).
8. Sigui f l'endomorsme d'R3, la matriu del qual en base canonica es
A =
0@a b bb a b
b b a
1A
Quina condicio han de vericar a i b per tal de que l'endomorsme sigui
ortogonal?
9. Escriviu la matriu en la base canonica de l'endomorsme d'R2 tal que
el vector u1 = (1; 1) es transforma en el vector (0;
p
2) i el vector
u2 = ( 1; 1) en el ( 
p
2; 0). Es ortogonal?
10. Determineu la imatge del vector (3; 1) pel gir respecte de l'origen de
R2 d'angle  =

3
(en sentit antihorari).
11. A R2, determineu la matriu de la simetria respecte de la recta 2x = y
en la base canonica d'R2.
12. Determineu la matriu, en la base natural d'R3, del gir d'eix
[(1; 1; 0)] i angle  = 
4
.
13. Determineu la matriu, en la base natural d'R3, de la simetria axial
respecte de la recta x  2y = y   3z = 0.
14. Determineu la matriu, en la base natural d'R3, de la simetria especular
respecte del pla x+ 2y + 3z = 0.
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15. Determineu la matriu, en la base natural d'R3, del gir d'eix la recta
x = y = z i angle  =

4
seguida de simetria especular respecte del pla
x+ y + z = 0.
16. Sigui f un endomorsme simetric de l'espai euclidia ordinari R3, tal
que tr f = 0, (1,1,-1) es un vector propi d'f de valor propi 1 i (1; 0; 1) 2
Ker f . Justiqueu quin dels vectors seguents es un vector propi d'f de
valor propi 1 i/o -1:
a) (1,-2,1), b) (1,-2,-1), c) (1,0,1), d) (1,0,-1), e) (1,1,1).
17. La imatge del vector (3; 4) 2 R2 per un endomorsme ortogonal es
(0; ). Determineu el valor d'.
18. Siguin f; g 2 End (E) tals que f es simetric i g es ortogonal. Proveu
que aleshores: (g  f  g 1)0  g = g  f .
19. Sigui f un endomorsme de l'espai euclidia E, tal que hf(u); vi =
 hu; f(v)i, per a tot u; v 2 E. Proveu que E = Ker f ? Im f .
20. Trobeu un endomorsme ortogonal f d'R2 tal que per a tot vector
u 2 R2, angle(u; f(u)) = 
3
.
21. Estudiant els hidrocarburs alternants mitjancant el metode del electro
lliure, es troba una matriu de la forma
0 M
N 0

Les matrius M i N s'utilitzen per a trobar una matriu denida per
l'equacio
P =M(NM) 1=2
Si es suposa que N =M t. probeu que P es ortogonal
22. Donades les matrius
A1 =

1 0 0
0 0 0

; A2 =
0@1 00 0
0 0
1A
Proveu que A+1 = A2 i A
+
2 = A1.
206 CAPITOL 7. ENDOMORFISMES ORTOGONALS I SIMETRICS
23. Resoleu utilitzant la matriu quasi-inversa, el sistema
x = 4
y = 5
x+ y = 6
2x+ y = 5
x+ 2y = 4
9>>>>=>>>>;
24. Hem mesurat el volum d'un gas 4 vegades i hem obtingut els seguents
valors, V1 = 150 cm
3, V2 = 153 cm
3, V3 = 150 cm
3, V4 = 151cm
3. Quin
volum li assignarem mitjancant el metode dels mnims quadrats?
25. Calculeu la millor solucio aproximada del sistema:
2x1 + x2   x3 = 5
x1   x2   2x3 = 2
x1 + x2 =  1
x2   x3 = 1
9>>=>>;
26. Determineu la recta de la forma y = ax + b que aproxima millor, per
mnims quadrats, els punts: (1; 1); (0; 1); (2; 1); (4; 2).
27. Sigui f un endomorme de R4 tal que la seva matriu en la base cononica
es 0BBBBB@
p
2
2
0 0
p
2
2
0 0  1 0
0  1 0 0p
2
2
0 0  
p
2
2
1CCCCCA
Es f simetric?, es f ortogonal?
Captol 8
Forma reduda de Jordan
8.1 Introduccio
En els casos en que un endomorsme f : E  ! E d'un espai vectorial
E sobre un cos commutatiu K no es diagonalitzable, es preten trobar una
base en que la matriu de l'endomorsme adopti una forma que, si be no es
diagonal, s sigui tan simple com sigui possible.
Les matrius no diagonalitzables en el cas en que el seu polinomi caracterstic
descompon completament en K (cosa que sempre passa si k = C) es poden
reduir a matrius triangulars. Aquesta forma s'anomena forma reduda de
Jordan i es una matriu diagonal per blocs i triangular amb el major nombre
d'entrades nulles possibles.
Per a determinar-la, necessitarem, no nomes el polinomi caracterstic, sino
tambe el polinomi anullador, (anomenat tambe polinomi anullador mnim
vist al captol 6). Els subespais invariants per l'endomorsme son tambe un
element clau en l'estudi de la forma reduda de Jordan.
El nom d'aquesta forma reduda es deu a Camille Jordan per un \teorema
de Jordan"reduccio de substitucions lineals en una forma canonica establert
per ell el 1870 en el seu \Traite des substitutions". En la forma actual el
teorema utilitza llenguatge matricial i el concepte de polinomi caracterstic,
fet pel qual el nom del teorema ha suscitat controversies entre els historiadors
com pot veure's en la tesi doctoral de Frederic Brechenmacher: \Histoire du
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theoreme de Jordan de la decomposition matricielle (1870-1930). Formes de
representations et methodes de decompositions", escrita el 2006.
8.2 Cadenes de subespais invariants
Per a trobar aquesta forma reduda fa falta veure com actua l'endomorsme
sobre alguns subespais, es a dir, coneixer l'estructura de l'espai vectorial
respecte l'endomorsme.
Sigui f : E  ! E un endomorsme sobre el K-espai vectorial de dimensio
nita n, els polinomis caracterstic i anullador mnim del qual son
Qf (t) = ( 1)n(t  1)n1  : : :  (t  r)nr
pf (t) = (t  1)m1  : : :  (t  r)mr
amb n = n1 + : : :+ nr i 1  mi  ni per a cada i.
Tenim el seguent resultat
Proposicio 8.2.1. Per a cada valor propi i, 1  i  r, es te
i) Ker (f   i)`  Ker (f   i)`+1; 8`  1.
ii) Cadascun dels subespais Ker (f   i)` es invariant per f .
Demostracio: i) Per a tot v 2 Ker (f i)` es te (f i)`+1v = (f i)((f 
i)
`)v = (f   i)(0) = 0, d'on es te el resultat.
ii) Es sucient observar que (f   i)`f = f(f   i)`. ut
De fet, i pel que fa a aquestes cadenes de subespais invariants, podem armar
el seguent.
Proposicio 8.2.2. Es verica
i) f0g ( Ker (f   i) ( : : : ( Ker (f   i)mi = Ker (f   i)mi+`, 8`  1
ii) dimKer (f   i)mi = ni
iii) E = Ker (f   1)m1  : : :Ker (f   r)mr
Per a cada valor propi i el subespai Ker (f   i)mi = Ker (f   i)ni rep el
nom de subespai propi generalitzat.
8.3. FORMA DE JORDAN 209
Exemple 8.2.1. Sigui f l'endomorsme de R3 que en la base canonica te per
matriu:
A =
0@ 2  2  23 3 2
1 1 1
1A
Llavors Qf (t) = ( 1)3t(t  1)2,
KerA = [(1; 1; 0)],
Ker (A  I)2 = [(0; 1; 0); (2; 0; 1)],
i R3 = [(1; 1; 0)] [(0; 1; 0); (2; 0; 1)].
En vistes a trobar la forma reduda, aix com una base en que la matriu de
l'endomorsme adopta aquesta forma reduda, es important tenir en compte
el seguent resultat.
Proposicio 8.2.3. Diem fi al endomorsme restriccio de f a Ker (A i)mi.
Llavors
Qfi(t) = ( 1)ni(t  i)ni
i
pfi(t) = (t  i)mi
8.3 Forma de Jordan
Les proposicions 8.2.2 i 8.2.3 ens permeten restringir l'estudi a endomorsmes
que tenen nomes un valor propi.
Suposarem, doncs, que l'espai E te dimensio n, i f es un endomorsme de
E tal que Qf (t) = ( 1)n(t  )n i pf (t) = (t  )m amb m  n.
Comencem suposant que m = n.
En aquest cas i tenint en compte 8.2.1 i 8.2.2 tenim:
dimKer (f   I)` = ` 1  `  n
Per tant, podem escollir una base fu1; : : : ung de la manera seguent.
Escollim un vector u1 2 Ker (f I)n pero que u =2 Ker (f I)n 1 (observeu
que existeix, ja que n  1 = dimKer (f   I)n 1 < dimKer (f   I)n = n).
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Com a consequencia d'aquesta eleccio del vector u1 tenim que la cadena de
vectors
u1
u2 = (f   I)u1
u3 = (f   I)2u1
...
un = (f   I)n 1u1
(8.1)
constitueixen una base de l'espai i a mes,
f(u1) = u1 + u2
f(u2) = u2 + u3
...
f(un 1) = un 1 + un
f(un) = un
Es a dir, tenim la seguent proposicio.
Proposicio 8.3.1. Sigui f : E  ! E amb dimE = n, Qf = ( 1)n(t  )n
i pf = (t   )n. Llavors, la matriu d'f en la base fu1; : : : ; ung construda a
(8.1) es
J =
0BBBBB@

1 
. . . . . .
1 
1 
1CCCCCA
Remarca. Si n = 1, la matriu J es la matriu escalar ().
Suposem ara que m < n. Llavors es verica el seguent.
Proposicio 8.3.2. Existeix una base de E respecte de la qual f te com a
matriu una matriu diagonal per blocs,
diagonal(J1; : : : ; Js);
essent les Ji com a de la proposicio 8.3.1 anterior.
Comencem observant amb un exemple el signicat de l'existencia de tal ma-
triu diagonal per blocs d'aquesta forma.
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Exemple 8.3.1. Sigui fu1; u2; u3; v1; v2; w1g la base en la qual la matriu del
endomorsme f : E  ! E pren la forma0BBBBBB@

1 
1 

1 

1CCCCCCA
d'on dedum que
f(u1) = u1 + u2 f(v1) = v1 + v2 f(w1) = w1
f(u2) = u2 + u3 f(v2) = v2
f(u3) = u3
Es a dir, la base apareix partida en tres cadenes, cadascuna corresponent a
un bloc diagonal; l'ultim vector de cada cadena es un vector propi associat
al valor propi .
Recprocament, si podem construir una base d'aquesta manera forcosament
la matriu de l'aplicacio es d'aquesta forma.
En consequencia, l'armacio donada a la proposicio 8.3.2, quedara provada
si es demostra l'existencia d'una base formada per cadenes.
Seguint amb l'exemple anterior observem que
Ker (f   I) = [u3; v2; w1]
Ker (f   I)2 = [u2; u3; v1; v2; w1]
Ker (f   I)3 = [u1; u2; u3; v1; v2; w1] = E
i que
Ker (f   I)  Ker (f   I)2  Ker (f   I)3 = Ker (f   I)4 =
= Ker (f   I)5 = Ker (f   I)6 = E
A mes, dient
1 = dimKer (f   I), i i = dimKer (f   I)i   dimKer (f   I)i 1; i > 1
tenim que
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1 = dimKer (f   I) = 3 = nombre de blocs (de Jordan) a la diagonal
2 = dimKer (f   I)2   dimKer (f   I)1 = 5  3 = 2
3 = dimKer (f   I)3   dimKer (f   I)2 = 6  5 = 1
Tenim que 1 + 2 + 3 = 6 amb 1  2  3, per tant (1; 2; 3) es una
particio1 del numero 6.
Donada una particio, es pot construir una particio associada a ella, anome-
nada la particio conjugada, de la manera seguent.
k1 = f]i j i  1g = 3
k2 = f]i j i  2g = 2
k3 = f]i j i  3g = 1
Una de les tecniques mes usades per a trobar la particio conjugada es la
seguent: colloquem en una la tants  com indica 1, a continuacio i damunt
comencant pel  de l'esquerra es colloquen tants  com indica 2 i el mateix
amb 3, tal com veiem en el quadre seguent:
3
2
1
k1 k2 k3
Ara nomes falta comptar quants  hi ha a cada columna i obtenim la particio
conjugada k1, k2, k3.
Aquesta particio ens proporciona el tamany dels blocs de Jordan per a aquest
valor propi i el lloc on es troben els vectors de la base \de Jordan":
u1
u2 v1
u3 v2 w1
De fet, aquest resultat es general i prova 8.3.2:
Ker (f   I)  Ker (f   I)2  : : :  Ker (f   I)m =
= Ker (f   I)m+1 = : : : = Ker (f   I)n = E
1Una particio d'un numero donat n es una colleccio de numeros n1  n2  : : :  nr,
tals que n1 + : : :+ nr = n.
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Dient
1 = dimKer (f   I), i i = dimKer (f   I)i   dimKer (f   I)i 1; i > 1
tenim que
1 = dimKer (f   I) = nombre de blocs (de Jordan) a la diagonal
2 = dimKer (f   I)2   dimKer (f   I)1
...
m = dimKer (f   I)m   dimKer (f   I)m 1
(obviament, per a ` > m, ` = 0).
Tenim que 1 + : : :+ m = n amb 1  : : :  m, per tant (1; : : : ; m) es una
particio del numero n.
Construm la particio conjugada
k1 = f]i j i  1g
k2 = f]i j i  2g
...
k1 = f]i j i  1g
(obviament, per a ` > 1, k` = 0).
Per a trobar la particio conjugada fem servir la mateixa tecnica que la usada
en l'exemple.
m : : :
...
...
...
2 : : :
1 : : : : : : : : :
k1 : : : ki : : : k1
Exemple 8.3.2. Anem a trobar la forma reduda de Jordan de la matriu
A =;
0BBBBBBBBBB@
2 0  1 2  2 5 5 4
1 1  1 2  2 9 6 4
0 1 0 2  2 7 6 5
0 0 0 2  1  7  2  1
0 0 0 1 0 1 2 2
0 0 0 0 0 2 0 0
0 0 0 0 0 1 2 0
0 0 0 0 0  1 0 2
1CCCCCCCCCCA
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Calculem el polinomi caracterstic: det(A  tI) = (t  1)5(t  2)3.
Estudiem primer la restriccio de l'endomorsme al subespai Ker (f   I)5,
dimKer (f   I) = 2
dimKer (f   I)2 = 4
dimKer (f   I)3 = 5 = n1
Tenim, doncs,
1 = dimKer (f   I) = 2
2 = dimKer (f   I)2   dimKer (f   I) = 4  2 = 2
3 = dimKer (f   I)3   dimKer (f   I)2 = 5  4 = 1
Busquem la particio conjugada:
3
2
1
k1 k2
d'on tenim dos blocs de Jordan de tamanys 3 i 2.
Repetim l'estudi per al valor propi 2, es a dir estudiem la restriccio del
endomorsme a Ker (f   2I).
dimKer (f   2I) = 2
dimKer (f   2I)2 = 3 = n2
Tenim, doncs,
1 = dimKer (f   2I) = 2
2 = dimKer (f   I)2   dimKer (f   I) = 3  2 = 1
Busquem la particio conjugada:
2
2
k1 k2
d'on tenim dos blocs de Jordan de tamanys 2 i 1. Per tant, concluem:
J =
0BBBBBBBBBB@
1
1 1
1 1
1
1 1
2
1 2
2
1CCCCCCCCCCA
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Busquem ara la base de Jordan. Comencem buscant la base de la restriccio
a Ker (A  I)3,
A  I =
0BBBBBBBBBB@
1 0  1 2  2 5 5 4
1 0  1 2  2 9 6 4
0 1  1 2  2 7 6 5
0 0 0 1  1  7  2  1
0 0 0 1  1 1 2 2
0 0 0 0 0 1 0 0
0 0 0 0 0 1 1 0
0 0 0 0 0  1 0 1
1CCCCCCCCCCA
(A  I)2 =
0BBBBBBBBBB@
1  1 0 0 0  12  4  3
1  1 0 0 0  7  3  3
1  1 0 0 0  6  2  2
0 0 0 0 0  16  6  4
0 0 0 0 0  7  2  1
0 0 0 0 0 1 0 0
0 0 0 0 0 2 1 0
0 0 0 0 0  2 0 1
1CCCCCCCCCCA
(A  I)3 =
0BBBBBBBBBB@
0 0 0 0 0  17  5  3
0 0 0 0 0  11  4  3
0 0 0 0 0  10  3  2
0 0 0 0 0  18  6  4
0 0 0 0 0  8  2  1
0 0 0 0 0 1 0 0
0 0 0 0 0 3 1 0
0 0 0 0 0  3 0 1
1CCCCCCCCCCA
Cerquem u1 2 Ker (A  I)3nKer (A  I)2, per exemple, podem escollir u1 =
(1; 0; 0; 0; 0; 0; 0; 0), d'on
u2 = (A  I)u1 = (1; 1; 0; 0; 0; 0; 0; 0), u3 = (A  I)2u1 = (1; 1; 1; 0; 0; 0; 0; 0)
Cerquem ara u4 2 Ker (A   I)2nKer (A   I), linealment independent amb
fu2; u3g. Per exemple, escollim u4 = (0; 0; 0; 1; 0; 0; 0; 0), d'on
u5 = (A  I)u4 = (2; 2; 2; 1; 1; 0; 0; 0).
Passem ara a buscar la base de la restriccio a Ker (A  2I),
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A  2I =
0BBBBBBBBBB@
0 0  1 2  2 5 5 4
1  1  1 2  2 9 6 4
0 1  2 2  2 7 6 5
0 0 0 0  1  7  2  1
0 0 0 1  2 1 2 2
0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0  1 0 0
1CCCCCCCCCCA
(A  2I)2 =
0BBBBBBBBBB@
0  1 2  4 4  22  14  11
 1 0 2  4 4  25  15  11
1  3 3  4 4  20  14  12
0 0 0  1 2  2  2  2
0 0 0  2 3  9  6  5
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1CCCCCCCCCCA
Ates que u6 2 Ker (A  2I)2nKer (A  2I)
i escollim u6 = ( 11; 8; 7; 12; 5; 1; 0; 0), tenim
u7 = (A  2I)u6 = ( 2; 1; 1; 2; 1; 0; 1; 1).
Finalment, cerquem u8 2 Ker (A   2I), linealment independent amb u7, i,
per exemple, escollim u8 = ( 5; 4; 3; 6; 2; 0; 1; 0).
La base es doncs: fu1; u2; u3; u4; u5; u6; u7; u8g.
8.4 Aplicacio a l'enginyeria
En aquesta seccio, es presenta un exemple de problema fsic en que els valors
propis de la matriu que el modelitza no son simples.
Es tracta d'una maquina sncrona simplicada connectada a un sistema de
potencia conegut com un Bus innit. Aplicant el metode de Taylor a les
equacions de la mecanica, les equacions del sistema linealitzades es poden
descriure de la manera seguent (tal i com es pot veure en el text de P.
Kundur).
8.5. COMENTARIS FINALS 217
_X =

 _!r
_

=
 KD
2H
 Ks
2H
!0 0

| {z }
A

!r


+

1
2H
0

| {z }
B
Tm
Y = X
9>>=>>; (8.2)
on H = 3:5, Ks =
E 0EB
Xr
cos 0 = 0:757, !0 = 120 iKD es un parametre
constant.
Per tal d'obtenir els valors propis de la matriu A, calculem les arrels del
polinomi caracaterstic
2 + 0143KD+ 4079 = 0: ,
2 + 2  !n+ !2n = 0:

 = !n  !n
p
2   1i
Per tant, !n =
p
40:79 = 6:387rad=s = 1:0165Hz,  =
0:143KD
2  6:387 = 0:0112KD
En el cas en que  = 1, la matriu A te un valor propi doble pero amb vector
propi simple. En altres paraules, la forma reduda de Jordan es
J =
 6:387 0
1  6:387

:
8.5 Comentaris nals
Si be la majoria de matrius quadrades son diagonalitzables (es a dir, donada
una matriu a l'atzar, tenim una alta probabilitat de que aquesta matriu sigui
diagonalitzable) aixo no sempre es aix. Com hem vist en aquest captol, si
treballem en el cos dels nombres complexos, podem tenir certesa de que una
matriu qualsevol o be es diagonalitzable o be pot ser reduda a una forma
triangular, la seva forma de Jordan.
Si la matriu no diagonalitza, operar amb la forma reduda de Jordan es molt
avantatjos per la simplicacio de calculs que aixo suposa i la informacio sobre
l'endomorsme que subministra.
De la mateixa manera que en la diagonalitzacio, en tots els camps en els quals
s'utilitzen matrius es convenient el disposar de forma reduda de Jordan per
ajudar a la resolucio del problema plantejat. En particular, i pel que fa a la
teoria de sistemes dinamics lineals, es molt usual haver d'invertir matrius de
la forma H = (sI A) en que si A esta en la seva forma de Jordan la inversio
d'H passa a ser un simple exercici.
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8.6 Exercicis
1. Determineu la forma reduda de Jordan de les matrius seguents
A =
0BB@
1 7 3 0
0 1 7 3
0 0  1  7
0 0 0  1
1CCA ; B =
0@0 1 00 0 1
1  3 3
1A
2. Determineu la forma reduda de Jordan de la matriu
A =
0@1 0 02 1 0
3 2 1
1A ;
aix com la base per la qual adopta la forma reduda.
3. Determineu la forma reduda de Jordan de la matriu
A =
0BB@
3  1 1  7
9  3  7  1
0 0 4  8
0 0 2  4
1CCA ;
aix com la base per la qual adopta la forma reduda.
4. Proveu que les matrius
A1 =
0@ 0 01  0
0 1 
1A ; i A2 =
0@ 1 00  1
0 0 
1A
son semblants. (Es a dir, existeix una matriu S invertible tal que
A1 = S
 1A2S).
5. Sigui A una matriu quadrada d'ordre 4, amb valor propi  = 5 de mul-
tiplicitat 4. Determineu totes les possibles formes de Jordan d'aquesta
matriu.
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6. Per a quins valors de a; b 2 R la matriu
A =
0@a  1  11  1 0
b 1 1
1A
es nilpotent? Per a aquests valors de a i b trobeu la forma reduda aix
com la base per la qual adopta la forma reduda.
7. Sigui
A =
0BB@
2 2  1 2
 4 4 2 0
 8 16 4 8
 2 2 1 2
1CCA
i F = [(0; 1; 0; 1); (0; 0; 2; 1)]
a) Es F A-invariant?
b) En cas de ser invariant, doneu la matriu de la restriccio en la base
donada d'F .
c) Doneu la forma reduda de Jordan de la matriu A, aix como la
base en la que la matriu adopta la forma reduda.
8. Sigui
A =
0BB@
 2 1 0  1
0  2 0 4
 4 5 2  4
0 0 0 2
1CCA
i) Determineu la matriu de Jordan aix com la base en la qual la
matriu adopta la forma reduda trobada.
ii) Calculeu A100.
iii) Calculeu eA.
9. Sigui f : R4  ! R4 l'endomorsme tal que en la base canonica te per
matriu
A =
0BB@
0  1 1 1
1  2 1 1
1  2 1 0
0 0 0  1
1CCA
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a) Determineu Ker f . Doneu la dimensio i una base
b) Determineu Im f . Doneu la dimensio i una base. Descriviu Im f
com el conjunt de solucions d'un sistema d'equacions lineal homo-
geni.
c) Sigui F = [(1; 0; 0; 0); (0; 1; 1; 0)]. >Es invariant?. En cas armatiu
determineu la matriu de fjF en la base (1; 0; 0; 0); (0; 1; 1; 0) d'F .
d) Justiqueu que els valors propis de fjF son tambe valors propis
d'f i deduu el polinomi caracterstic (sense fer calculs) d'f .
e) Determineu la forma reduda de Jordan d'f , aix com una base en
la qual la matriu d'f adopta aquesta forma reduda.
10. Sigui A la matriu seguent
A =
0@1 2 40 1 5
0 0 1
1A
Calculeu (sI   A) 1.
11. Sigui f un endomorsme de R3 tal que:
i) f(e1) + f(e2) + f(e3) = (1; 1; 1).
ii) f(e1)  f(e2) = f(1; 1; 2).
iii) f 2 = f .
iv) Si F = f(x; y; z) 2 R3 j y + 2z = 0g i H = [(1; 1; 0); (1; 0; 1)],
llavors F \H es invariant per f .
(fe1; e2; e3g es la base canonica R3).
Trobeu les possibles formes redudes de Jordan de f .
12. Sigui f un endomorsme de R4 tal que:
i) f(0; 1; 0; 0) = (0; 1=2; 1=2; 1).
ii) Es equivalent a l'endomorsme de R4 la matriu del qual en base
canonica es
A =
0BB@
3 3 7 0
2 8 14 7
 1  3  5  3
0 0 0 2
1CCA :
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iii) Deixa invariants els subespais F = f(x1; x2; x3; x4) 2 R4 j x1 +
2x2+2x3+4x4 = 0; x2+x3+x4 = 0g iG = [( 3; 2; 3; 2); ( 1; 0; 1; 0)].
iv) Els seus vectors propis pertanyen al subespaiH = f(x1; x2; x3; x4) 2
R4 j 2x1 + x2 + x3 + x4 = 0g.
Trobeu la matriu de f en la base canonica.
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Captol 9
Sistemes lineals discrets
9.1 Introduccio
Es evident que tot al nostre voltant es troba en constant canvi i que ens
trobem davant fenomens que tenen variacions al llarg del temps com per
exemple la reaccio enfront d'un estmul, la grandaria d'una poblacio, etc.
Una manera de descriure com un fenomen passa d'un estat a un altre es a
traves de l'estudi dels sistemes anomenats dinamics que poden ser continus
o discrets segons si la variable temps es un nombre real o un nombre enter.
D'entre els sistemes dinamics discrets es troben els lineals denominats siste-
mes d'equacions en diferencies per a l'estudi dels quals l'algebra lineal es una
poderosa eina.
Els sistemes d'equacions en diferencies normalment s'utilitzen per descriure
l'evolucio de certs fenomens al llarg del temps en diferents contextes, com la
biologia (estudi de l'evolucio de certes especies), fsica (estudi de les equa-
cions del moviment de cossos interactius), medicina (neurologia), enginyeria
(sistemes electrics i mecanics), etc.
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9.2 Denicions
Considerarem funcions discretes
x : N  ! Kn (K = R o C)
k  ! x(k)
de las quals el terme x(k+1) es pot obtenir inductivament i de forma lineal a
partir de x(k). D'aquestes funcions es preten coneixer el terme x(k) a partir
del terme inicial x(0).
Denicio 9.2.1. Una equacio del tipus
x(k + 1) = Ax(k) +Bu(k) (9.1)
amb A 2 Mn(K), B 2 Mn;1(K) rep el nom de sistema lineal discret a coe-
cients constants. Si Bu(k) = 0 el sistema rep el nom d'homogeni i, en cas
contrari, de complet.
Notacio. Abreujarem sistema lineal discret a coecients constants per sldcc.
Exemple 9.2.1. Models per Cohorts1:
Si diem xi(k) el nombre de soldats que l'any k tenen i anys, tenim(
xi(k + 1) = i 1xi 1(k)
x1(k + 1) = a1x1(k) + : : :+ anxn(k)
on i es l'ndex de supervivencia (aixo es el percentatge de soldats de i anys
que sobreviuen) i ai l'ndex de natalitat o incorporacio a les (es a dir la
quantitat de soldats que han d'incorporar-se a les per substituir els soldats
morts o retirats i, si cal, augmentar el nombre total de soldats en les).
O sigui: 0B@x1(k + 1)...
xn(k + 1)
1CA =
0BBBBB@
a1 a2 : : : an 1 an
1 0 : : : 0 0
0 2 : : : 0 0
...
...
...
...
0 0 : : : n 1 0
1CCCCCA
1Unitat tactica de l'antic exercit roma
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En aquest cas, es una equacio del tipus (9.1) amb
A =
0BBBBB@
a1 a2 : : : an 1 an
1 0 : : : 0 0
0 2 : : : 0 0
...
...
...
...
0 0 : : : n 1 0
1CCCCCA i B = 0:
Teorema 9.2.1. [Existencia i unicitat] Donat un sistema com el de la de-
nicio 9.1
x(k + 1) = Ax(k) +Bu(k); A 2Mn(K); B 2Mn1(K)
i xada una condicio inicial x(N) 2 Mn;1(K)  Kn; existeix una unica
solucio x(k); k  N del sistema.
Demostracio:
Es demostra directament utilitzant el metode d'induccio. ut
9.3 Resolucio dels sldcc homogenis
Passem ara a resoldre els sldcc comencant pels homogenis.
Proposicio 9.3.1. La solucio general d'un sldcc homogeni x(k+1) = Ax(k)
es
x(k) = Akx(0) k  0; x(0) 2 Kn: (9.2)
Demostracio:
Vegem que les expressions del tipus 9.2 son solucio.
Si para tot k es te x(k) = Akx(0) llavors
x(k + 1) = Ak+1x(0) = A(Akx(0)) = Ax(k);
Aix, en efecte, son solucio.
Recprocament.
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Sigui x(k);8k, una solucio del sistema, llavors
x(1) = Ax(0)
x(2) = Ax(1) = A(Ax(0)) = A2x(0)
: : :
x(k) = Ax(k   1) = A(Ak 1x(0)) = Akx(0):
ut
Proposicio 9.3.2. 1) El conjunt SH de solucions d'un sldcc homogeni es un
espai vectorial de dimensio n.
2) Solucions linealment independents corresponen a condicions inicials line-
alment independents.
Demostracio:
1) SH 6= ; ja que x(k) = 0 per a tot k, es solucio (x(k + 1) = A(0) = 0).
Siguin x1(k); x2(k) solucions, vegem que 1x1(k) + 2x2(k) tambe es solucio.
En efecte:
1x1(k) + 2x2(k) = 1Ax1(k   1) + 2x2(k   1)
= A(1x1(k   1) + 2x2(k   1)):
Pel que SH es un subespai vectorial de l'espai de successions de K
n. Vegem
quina es la seva dimensio.
Siguin x1(k); : : : ; xn(k) les solucions determinades per
x1(0) =
0BBB@
1
0
...
0
1CCCA ; : : : ; xn(0) =
0BBB@
0
0
...
1
1CCCA :
Observem que els termes xi(0) estan unvocament determinats per el el teo-
rema 9.2.1 d'existencia i unicitat, que ens diu que per a cada condicio inicial
existeix una unica solucio.
Llavors qualsevol solucio x(k) determinada per x(0) =
0B@1...
n
1CA es
x(0) = 1x1(0) + : : :+ nxn(0);
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llavors
x(k) = Akx(0) = Ak(1x1(0) + : : :+ nxn(0)) =
= 1A
kx1(0) + : : :+ nA
kxn(0)
= 1x1(k) + : : :+ nxn(k)
per tant x1(k); : : : ; xn(k) formen un sistema de generadors.
Clarament son independients ja que: sigui 0 = 1x1(k)+: : :+nxn(k) 8k.
En particular per a k = 0 tenim0B@0...
0
1CA = 1
0B@1...
0
1CA+ : : :+ n
0B@0...
1
1CA ) 1 = : : : = n = 0:
Pel que la dimensio de SH es n.
2) Para aixo, suposem que x1(0); : : : ; xp(0) son p condicions inicials lineal-
ment depenents, es a dir: existeixen i i = 1; : : : ; p no tots nuls tals que
0 = 1x1(k) + : : :+ pxp(k);
i suposem (no es restrictiu) que p 6= 0 llavors
xp(0) = 1x1(0) + : : :+ p 1xp 1(0):
Pel que, les solucions xp(k) i 1x1(k) + : : : + p 1xp 1(k) coincideixen per
a k = 0. Despres (tenint en compte el teorema 9.2.1) son la mateixa solu-
cio. En consequencia tenim que, les solucions x1(k); : : : ; xp(k) son linealment
depenents.
ut
Per descriure les solucions dels sldcc homogenis necessitem la proposicio
seguent.
Proposicio 9.3.3. Donat el sldcc homogeni
x(k + 1) = Ax(k);
existeix una solucio de la forma0B@
P
ij 
1
ijk
m jk i
...P
ij 
n
ijk
m jk i
1CA
amb  valor propi de A i m la seva multiplicitat.
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Demostracio:
Sigui S 2 Gl(n;K) tal que S 1AS = J i considerem la base de solucions del
sistema determinada per s1(0); : : : ; sn(0) on si(0) =
0B@s1i...
sni
1CA (les columnes de
la matriu S).
Ja que S 1si(0) = i)
0BBBBB@
0
...
1
...
0
1CCCCCA, JkS 1si(0) es la i-esima columna de Jk, per tant
si(k) s'obte aplicant S a la i-esima columna de J
k
si(k) = A
ksi(0) = SJ
kS 1si(0) = S
0BBBBBBBBBBBBBBBB@
0
...
0 
k
k i+1

k i+1
... 
k
1

k 1
k
0
...
0
1CCCCCCCCCCCCCCCCA
:
ut
9.4 Resolucio dels sldcc complets
Pasem ja a resoldre els sldcc complets.
Considerem un sldcc com el donat en la denicio (9.1)
x(k + 1) = Ax(k) +Bu(k); (9.3)
amb Bu(k) 6= 0. Es te:
9.4. RESOLUCI O DELS SLDCC COMPLETS 229
Proposicio 9.4.1. 1) El conjunt de solucions d'un sldcc complet com (9.3)
es una varietat lineal de Kn, en el que el punt de pas es una solucio particular
d'aquest sistema i el subespai director es el conjunt de solucions del sistema
homogeni associat (x(k + 1) = Ax(k)).
2) Concretament, la solucio general del sldcc ve donada per
x(k + 1) = Akx(0) +
k 1X
l=0
Ak l 1Bu(l): (9.4)
Demostracio:
1) Sigui xh(k) una solucio qualsevol del sistema homogeni associat (xh(k +
1) = Axh(k)), i xp(k) una solucio particular (xp(k + 1) = Axp(k) + Bu(k))
del sistema, vegem que xh(k) + xp(k) tambe es solucio, en efecte:
A(xh(k) + xp(k)) +Bu(k) = A(xh(k)) + A(xp(k)) +Bu(k) =
= xh(k + 1) + xp(k + 1):
Recprocament, siguin x1(k); x2(k) dues solucions del sldcc llavors x1(k)  
x2(k) = xh(k) es una solucio del sistema homogeni associat, en efecte:
A(xh(k)) = A(x1(k)  x2(k)) = A(x1(k))  A(x2(k)) =
= (x1(k + 1) Bu(k))  (x2(k + 1) Bu(k)) =
= x1(k + 1)  x2(k + 1) =
= xh(k + 1):
2) Comprovem que, en efecte, l'expressio (9.4) es solucio
A(Akx(0) +
k 1X
l=0
Ak l 1Bu(l)) +Bu(k) =
= A(Akx(0)) + A(
k 1X
l=0
Ak l 1Bu(l)) +Bu(k) =
= Ak+1x(0) +
k 1X
l=0
Ak lBu(l) +Bu(k) =
= Ak+1x(0) +
kX
l=0
Ak lBu(l):
ut
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9.5 Modes dominants
Els valors propis de la matriu A d'un sldcc, permeten estudiar l'evolucio de les
solucions d'aquest sistema. De fet el comportament del sistema ve determinat
pel valor propi mes gran en modul. Aix, dos sistemes teoricament diferents
si tenen el valor propi major en modul iguals tenen un comportament similar.
Sigui x(k + 1) = Ax(k) + Bu(k) un sldcc.
Denicio 9.5.1. 1) Considerem els valors propis de la matriu A del sldcc
anterior, ordenats per moduls decreixents:
j1j > j2j > : : :
1 rep el nom de valor propi dominant (i 2 de subdominant).
2) Si v1; v2; : : :, son els vectors propis respectius, les solucions de la forma
k11v1;
reben el nom de modes dominants.
Proposicio 9.5.1. Considerem el sldcc homogeni x(k+ 1) = Ax(k), i supo-
sem que els valors propis de A son tals que
j1j > j2j > : : : > jnj;
i siguin v1; v2; : : : ; vn els corresponents vectors propis.
1) Si les condicions inicials son x(0) = vi, llavors la solucio x(k) verica
x(k) 2 [vi]; 8k:
2) En general, si les condicions inicials son x(0) = 1v1 + : : : + nvn amb
i 6= 0, llavors la solucio x(k) tendeix a k11v1 amb velocitat j2j:
x(k)
k1
! 1v1
kx(k)  k11v1k
kx(k   1)  k 11 1v1k
! j2j:
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9.6 Punts d'equilibri i estabilitat
Considerem un sldcc del tipus
x(k + 1) = Ax(k) +B (9.5)
Denicio 9.6.1. 1) Direm punts d'equilibri a les solucions constants del
sistema (9.5), es a dir als punts xi tals que
xe = Axe +B:
2) Un punt d'equilibri xi es diu estable si qualsevol altra solucio tendeix cap
a ell:
x(k)! xe; 8 solucio x(k);
i en cas contrari rep el nom d'inestable.
Remarca.
Si el sistema es homogeni (aixo es B = 0), el conjunt de punts d'equilibri es
Ker (A  I).
Exemple 9.6.1. Considerem el sldcc homogeni
0@x1(k + 1)x2(k + 1)
x3(k + 1)
1A =
0BBB@
1 0 0
0
1
2
0
0 0
1
3
1CCCA
0@x1(k)x2(k)
x3(k)
1A :
Els seus valors propis son 1,
1
2
,
1
3
.
El conjunt S = [a; 0; 0] es el subespai de vectors propis de valor propi 1. Es
te que per a cada v 2 S,
Akv = v;
llavors v es punt d'equilibri. A mes per a cada vector x(0) = (a; b; c) es te
x(k) = a(1; 0; 0) + b

1
2
k
(0; 1; 0) + c

1
3
k
(0; 0; 1):
Ara be
lim
k
x(k) = (a; 0; 0) 2 S:
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Proposicio 9.6.1. Sigui x(k+1) = Ax(k)+B i 1 el valor propi dominant.
1) Si 1 no es valor propi de A, hi ha un unic punt d'equilibri, xe:
xe = (I   A) 1B:
2) El punt d'equilibri es estable si i nomes si j1j < 1.
Demostracio:
1) Si 1 no es valor propi la matriu I  A es invertible (A = SJS 1, i I   J =
I   S 1AS es invertible), i si xe es punt d'equilibri, tenim
xe = Axe +B
Ixe   Axe = (I   A)xe = B
xe = (I   A) 1B:
ut
Proposicio 9.6.2. En les condicions anteriors, si j1j = 1 llavors 1 = ii!
i es tenen solucions de la forma
x(k) = xe + e
ki!1v1; 1 2 R:
Si a mes 1 es simple, qualsevol altra solucio x(k) tendeix cap a aquestes
solucions en el sentit seguent:
x(k)  (xi + iki!1v1)! 0;
on iki!1v1 es la part dominant de x(k).
9.7 Apendix A
9.7.1 Cas particular: Sistema associat a una eed
Una equacio en diferencies busca una funcio discreta (una successio)
i : N  ! K (K = R o C)
i(0); i(1); i(2); : : : ; i(k); : : :
de la qual coneixem les imatges dels primers nombres naturals, es a dir, els
primers termes de la successio, i que veriquen una certa llei de recurrencia.
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Pretenem buscar el terme general i(k); es a dir, tractem de coneixer tota la
funcio.
La teoria de sistemes lineals discrets es util per a resoldre equacions en di-
ferencies a coecients constants.
Donada una equacio en diferencies (eed):
y(k + n) + an 1y(k + n  1) + : : :+ a1y(k + 1) + a0y(k) = '(k) (9.6)
amb ai 2 K (K = R o C).
Anomenant
x1(k) = y(k)
x2(k) = y(k + 1)
: : :
xn(k) = y(k + n  1)
u(k) = '(k)
resulta
x1(k + 1) = x2(k)
x2(k + 1) = x3(k)
: : :
xn 1(k + 1) = xn(k)
xn(k + 1) =  an 1xn(k)  : : :  a0x1(k) + u(k);
es a dir:
x(k + 1) = Ax(k) +Bu(k) (9.7)
amb:
A =
0BBBBB@
0 1 0 : : : 0
0 0 1 : : : 0
...
...
...
...
0 0 0 : : : 1
 a0  a1  a2 : : :  an 1
1CCCCCA 2Mn(K); B =
0BBBBB@
0
0
...
0
1
1CCCCCA 2Mn1(K);
amb K = R o C.
Aquesta equacio rep el nom de sistema associat a una eed.
De totes maneres les eed es poden tractar directament tal i com es pot veure
a continuacio.
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Equacions en diferencies
En general, considerarem funcions discretes de la forma
y : N  ! K (K = R; o C)
y(0); y(1); y(2); : : : ; y(k); : : :
Denicio 9.7.1. Una equacio en diferencies lineal i a coecients constants
de ordre n, es una expressio del tipus
y(k + n) + an 1y(k + n  1) + : : :+ a1y(k + 1) + a0y(k) = '(k) (9.8)
amb ai 2 K.
Si '(k) = 0 es diu que l'equacio es homogenia, en cas contrari es diu completa.
Notacio: Per abreujar denotarem per eed, a les equacions d'aquest tipus.
Exemple 9.7.1. L'equacio i(k + 1)   i(k) = C, es una eed de grau 1, ho-
mogenia si C = 0 i completa si C 6= 0.
Denicio 9.7.2. Donada una eed completa com en 9.8, direm equacio ho-
mogenia associada a aquesta equacio, a la eed homogenia obtinguda de 9.8
canviant el terme independent per 0.
Teorema 9.7.1 (Existencia i unicitat). Donada una equacio eed del tipus
9.8, i xades unes condicions inicials
y(N); y(N + 1): : : : ; y(N + n  1);
existeix una unica solucio y(k); k  N .
Es a dir, coneguts n termes consecutius de la successio queda unvocament
determinada la successio d'avanc d'ordre N de la successio donada.
Demostracio:
Pel principi d'induccio completa.
ut
Remarca.
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De fet, aquest teorema es cert per una eed general
y(k + n) = F (y(k + n  1); : : : ; y(k); k):
Aix per exemple:
(k + 1)y(k + 1)  ky(k) = 1;
es a dir
y(k + 1) =
k
k + 1
y(k) +
1
k + 1
;
que amb la condicio inicial y(0) tenim
y(1) =
0
1
y(0) + 1 = 1:
y(2) =
1
2
y(1) +
1
2
= 1;
y(3) =
2
3
y(2) +
1
3
= 1;
: : : y per induccio
y(k) =
k   1
k
y(k   1) + 1
k
= 1:
Si la funcio discreta y(k) esta denida per a k  1 tenim
y(2) =
1
2
y(1) +
1
2
;
y(3) =
2
3
y(2) +
1
3
=
1
3
y(1) +
2
3
;
y(4) =
3
4
y(3) +
1
4
=
1
4
y(1) +
3
4
;
: : : i per induccio
y(k) =
k   1
k
y(k   1) + 1
k
=
1
k
y(1) +
k   1
k
;
que si y(1) = 1 es y(k) = 1, i si y(1) = 0 es y(k) =
k   1
k
: Aixo es, a partir
del terme y(1) la successio es unica, i(0) no pot obtenir-se a partir de la
recurrencia.
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9.7.2 Equacions homogenies.
Ens proposem ara donar un metode general d'obtencio de la solucio y(k)
d'una eed, comencarem per les eed homogenies.
y(k + n) + an 1y(k + n  1) + : : :+ a0y(k) = 0 k  0 (9.9)
es te:
Teorema 9.7.2. El conjunt SH de solucions de la eed homogenia 9.9, es un
espai vectorial de dimensio n.
Demostracio:
SH 6= ; doncs y(k) = 0; 8k  0 es solucio.
Siguin y1(k); y2(k) dues solucions, aixo es:
y1(k + n) + an 1y1(k + n  1) + : : :+ a0y1(k) = 0; k  0;
y2(k + n) + an 1y2(k + n  1) + : : :+ a0y2(k) = 0; k  0;
vegem que y1(k) + y2(k) tambe es solucio:
(y1(k + n) + y2(k + n)) + an 1(y1(k + n  1) + y2(k + n  1))+
+ : : :+ a0(y1(k) + y2(k)) =
(y1(k + n) + an 1y1(k + n  1) + : : :+ a0y1(k))+
+ (y2(k + n) + an 1y2(k + n  1) + : : :+ a0y2(k)) =
=   0 +   0 = 0 k  0:
(De fet hem provat que SH es un subespai vectorial de l'espai vectorial de
les funcions discretes o successions).
Vegem que la dimensio es n, per a aixo es sucient veure que el conjunt de
solucions
z0(k); : : : ; zn 1(k)
determinades per les condicions inicials
z0(0) = 1; z0(1) = 0; : : : ; z0(n  1) = 0;
z1(0) = 0; z1(1) = 1; : : : ; z1(n  1) = 0;
: : :
zn 1(0) = 0; zn 1(1) = 0; : : : ; zn 1(n  1) = 1;
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formen una base d'aquest espai vectorial.
Es immediat que engendren, per a aixo hi ha prou en observar que per qual-
sevol z(k) 2 SH , es verica
z(k) = z(0)z0(k) + : : :+ z(n  1)zn 1(k); 8k  0;
ja que z(k) y z(0)z0(k)+: : :+z(n 1)zn 1(k) coincideixen per a k = 0; : : : ; n 
1. Per tant i en virtut del teorema 9.7.1, coincideixen per a tot k.
Igualment es immediat que son linealment independents ja que si
0 = 0z0(k) + : : :+ n 1zn 1(k);
es te: per k = 0, 0 = 0  1 + 1  0 + : : :+ n 1  0 = 0;
per k = 1, 0 = 0  0 + 1  1 + : : :+ n 1  0 = 1;
: : :
per k = n  1, 0 = 0  0 + 1  0 + : : :+ n 1  1 = n 1.
Per tant dimSH = n. ut
Proposicio 9.7.1. Siguin z0(k); : : : ; zp(k) 2 SH , (es a dir p+1 solucions de
la eed 9.9), tals que 
z0(0) : : : z0(p)
z1(0) : : : z1(p)
...
...
zp(0) : : : zp(p)
 6= 0 (9.10)
llavors la famlia zi(k), 0  i  p es linealment independent.
Si p = n 1 val el recproc, es a dir: si z0(k); : : : ; zn 1(k) 2 SH son solucions
linealment independients, es verica (9.10)
Demostracio:
Farem la demostracio pel contra recproc i per a aixo, comencem recordant
que 
a11 : : : a1n
...
...
an1 : : : ann
 = 0
si i nomes si els n vectors la, (equivalentment, els n vectors columna) que
formen la matriu, son linealment dependents.
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Suposem doncs, que les solucionis zi(k) son linealment depenents, es a dir
suposem que existeixen 0; : : : ; p 2 K no tots nuls, tals que
0z0(k) + : : :+ pzp(k) = 0 8k  0:
Si aquesta igualtat es certa per a tot k, ho es en particular, per a k = 0; : : : ; p
es a dir, tenim que
0z0(0) + : : :+ pzp(0) = 0
: : :
0z0(p) + : : :+ pzp(p) = 0
9>=>;
o equivalentment
0
0B@z0(0)...
z0(p)
1CA+ : : :+ p
0B@zp(0)...
zp(p)
1CA =
0B@0...
0
1CA ;
es a dir les les del determinant
z0(0) : : : z0(p)
z1(0) : : : z1(p)
...
...
zp(0) : : : zp(p)

son linealment depenents. Pel que es conclou que aquest es zero.
Sigui ara p = n   1 i suposem que el determinant es nul, existeix doncs,
alguna la que es combinacio lineal de les altres. Suposem (no es restrictiu)
que ho es la primera:
z0(0) = 1z1(0) + : : :+ pzp(0)
: : :
z0(p) = 1z1(p) + : : :+ pzp(p)
9>=>; :
Per tant, les funcions discretes z0(k) i 1z1(k)+: : :+n 1zn 1(k) coincideixen
per a k = 0; : : : ; n  1; despres i donat que son solucions de la equacio 9.8 (la
primera per hipotesi i la segona es combinacio lineal de solucions), podem
aplicar el teorema 9.7.1, i per tant coincideixen per a tot k  0. ut
Aquesta proposicio ens permet assegurar quan una famlia de solucions son
base de l'espai vectorial de solucions, no obstant aixo no ens dona l'expressio
de la solucio general.
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Exemple 9.7.2. Sigui y(k + 3) = 2y(k + 2) + y(k + 1)  y(k) i les solucions:
z0(k) = (1; 1; 1; 2; 4; : : :);
z1(k) = (1; 1; 0; 0; 1; : : :);
z2(k) = (1; 0; 0; 0; 0; : : : ):
Clarament son base de l'espai de solucions, per la qual cosa z0(k) i z1(k) son
independents, no obstant aixoz0(0) z1(0)z0(1) z1(1)
 = 0
pero 
z0(0) z1(0) z2(0)
z0(1) z1(1) z2(1)
z0(2) z1(2) z2(2)
 6= 0:
Denicio 9.7.3. Donada una eed homogenia com la donada en 9.9, direm
equacio caracterstica associada a la eed donada, a:
tn + an 1tn + : : :+ a1t+ a0 = 0:
i direm valors caracterstics a les arrels d'aquesta equacio.
Exemple 9.7.3. Sigui la eed
y(k + 2)  5y(k + 1) + 6y(k) = 0;
la equacio caracterstica es
t2   5t+ 6 = 0;
i els seus valors caracterstics son 2 i 3.
Remarca.
Considerem el sistema 9.7 associat a la eed 9.6. L'equacio caracterstica
d'aquesta eed coincideix amb la equacio caracterstica de la matriu A del
sistema, i els valors caracterstics de la eed coincideixen amb els valors propis
de A.
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Proposicio 9.7.2. Sigui una eed com la donada en 9.9.
1) Si  es un valor caracterstic, llavors k es una solucio de l'eed.
2) Si 1; : : : ; p son valors caracterstics diferents, llavors 
k
1; : : : ; 
k
p son so-
lucions independents de l'eed.
3) Si  6= 0 es un valor caracterstic de multiplicitat m, llavors
k; kk; : : : ; km 1k;
son solucions independents de l'eed.
4) Si  = 0 es un valor caracterstic de multiplicitat m, llavors
y(k) = 0k; y(k   1); : : : ; y(k   n  1);
son solucions independents de l'eed.
5) Si  i  son valors caracterstics (no nuls), llavors jjk cos!k i jjk sin!k,
amb ! = arg , son solucions linealment independents de l'eed.
6) Si  i  son valors caracterstics (no nuls), de multiplicitat m, llavors
jjk cos!k; kjjk cos!k; : : : ; km 1jjk cos!k;
jjk sin !k; kjjk sin !k; : : : ; km 1jjk sin !k
amb ! = arg  son solucions linealment independents de l'eed.
Demostracio:
1) Comprovem que en efecte, y(k) = k es solucio,
y(k + n) + an 1y(k + n  1) + : : :+ a0y(k) =
k+n + an 1k+n 1 + : : :+ a0k =
k(n + an 1n 1 + : : :+ a0) = A:
Ara be, tenint en compte que si  es arrel de tn + an 1tn 1 + : : : + a0 es te
n + an 1n 1 + : : : + a0 = 0, concloem que A = 0 i k  0 = 0, tal i com
volem provar.
2) Provem-ho primer, per al cas en que tinguem dues arrels diferents. Siguin
;  dos valors caracterstics diferents. Per 1) tenim que k i k son solucions
i donat que a mes 1 1 
 =    6= 0;
per la proposicio 9.7.1, tenim que k i k son solucions independents.
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En general si 1; : : : ; p son arrels diferentes, considerem 
k
1; : : : ; 
k que per
1), sabem que son solucions. Calculem ara
1 1 : : : 1
1 2 : : : p
...
...
...
p 11 
p 1
2 : : : 
p 1
p

que no es mes que el determinant de Vandermonde, el valor del qual es
conegut: Y
i>j
(i   j) 6= 0 , i 6= j:
3) Si  es una arrel doble tenim que  es arrel de
tn + an 1tn 1 + : : :+ a0;
i de
ntn 1 + (n  1)tn 2 + : : :+ a1;
es s dir
n + an 1n 1 + : : :+ a0 = 0;
nn 1 + (n  1)n 2 + : : :+ a1 = 0:
Per 1) sabem que k es solucio de la eed, vegem que tambe ho es kk:
y(k + n) + an 1y(k + n  1) + : : :+ a0y(k) =
=(k + n)k+n + (k + n  1)k+n 1 + : : :+ a0kk =
=k((k + n)n + (k + n  1)n 1 + : : :+ a0k) =
=k(k(n + n 1 + : : :+ a0) + (nn 1 + (n  1)n 2 + : : :+ a1)) =
=k(k  0 +   0) = 0
En general si  es arrel de la equacio caracterstica, de multiplictat m (i no
de m+ 1), tenim que
n + an 1n 1 + : : :+ a1+ a0 = 0
nn 1 + (n  1)an 1n 2 + : : :+ a1 = 0
: : :
n(n  1) : : : (n  (m  1))n m+1 + : : :+ am 1 = 0
n(n  1) : : : (n m)n m + : : :+ am 6= 0:
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Vegem que krk amb 0  r < m es solucio de la eed
(k + n)rk+n + an 1(k + n  1)rk+n 1 + : : :+ a0krk =
= k(kr(n + an 1n 1 + : : :+ a0) + kr 1

r
1

(nn 1 + : : :+ a1)+
+ : : :+ (n(n  1) : : : (n  (r   1))n r + : : :+ ar)) =
=
(a)
k(kr  0 +

r
1

kr 1  0 + : : :+ 0) = 0
(a) (n(n  1) : : : (n  (r   1))n r + : : :+ ar = 0, per a 0  r < m.
Hem de comprovar ara que les solucions k; kk; : : : ; km 1k son independen-
ts. Per aixo, de nou, farem us de la proposicio 9.7.1:
1  2 : : : m 1
0  22 : : : (m  1)m 1
: : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
0  2m 12 : : : (m  1)m 1m 1
 6=(b) 0
(b) determinant de Vandermonde.
4) Si  i  son valors caracterstics (es obvi el cas en que tots dos valors
coincideixen), sabem por 2) que k i 
k
son solucions independents de l'eed,
per tant
k + 
k
2
i
k   k
2i
;
tambe son solucions independents.
Pero  = jj(cos! + i sin!), pel que
k = jjk(cos k! + isen k!);

k
= jjk(cos k!   i sin k!);
per tant
k + 
k
2
= jjk cos k!;
k   k
2i
= jjk sin k!:
5) Per 3) tenim que k; kk; : : : ; km 1k i 
k
, k
k
, : : :, km 1
k
, son famlies
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de solucions independents, pel que
k + 
k
2
;
kk + k
k
2
; : : :
k   k
2i
;
kk   kk
2i
; : : :
son famlies de solucions independents, falta comprovar (pero es immediat),
que les dues famlies juntes formen una famlia independent. ut
Corol.lari 9.7.1. 1) Si 1; : : : ; n son valors caracterstics diferents de l'eed,
llavors k1; : : : ; 
k
n formen una base del espai de solucions.
2) En general, si l'equacio caracterstica es de la forma
(t  )m : : : ((t  )(t  ))p : : : = 0;
una base del espai de solucions es:
k; kk; : : : ; km 1k
: : :
jjk cos k!; kjjk cos k!; : : : ; kp 1jjk cos k!
jjk sin k!; kjjk sin k!; : : : ; kp 1jjk sin k!
: : :
: : :
Exemple 9.7.4. Considerem l'equacio
y(k + 2)  2y(k + 1) + y(k) = 0;
la equacio caracterstica es
t2   2t+ 1 = (t  1)2 = 0:
Veiem que 1 es valor caracterstic de multiplicitat 2, per tant 1k = 1 i k1k = k
formen una base del espai de solucions i la solucio general s'expressa de la
manera:
y(k) =   1 +   k =  + k:
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9.7.3 Resolucio de les eed completes
Pasem ara a resoldre les equacions en diferencies completes.
Sigui
y(k + n) + an 1y(k + n  1) + : : :+ a0y(k) = '(k); (9.11)
una equacio completa. Es te:
Proposicio 9.7.3. El conjunt Sc de les solucions d'una eed completa es la
varietat lineal que passa per una solucio particular yp(k) de la eed, (es a dir
yp(k + n) + an 1yp(k + n  1) + : : :+ a0yp(k) = '(k)), i el subespai director
d'aquesta varietat es l'espai SH de les solucions de l'eed homogenia associada
Sc = SH + yp(k)
Demostracio:
Sigui yh(k) 2 SH qualsevol (yh(k+n)+an 1yh(k+n 1)+ : : :+a0yh(k) = 0).
Vegem que xh(k) + xp(k) es tambe solucio
yh(k + n) + yp(k + n) + an 1(yh(k + n  1) + yp(k + n  1)) + : : :+
+a0(yh(k) + yp(k)) =
= (yh(k + n) + an 1yh(k + n  1) + : : :+ a0yh(k))+
+(yp(k + n) + an 1yp(k + n  1) + : : :+ a0yp(k)) =
0 + '(k) = '(k)
per tant SH + yp(k)  Sc.
Vegem ara la contencio contraria.
Siguin yp1(k); yp2(k) 2 Sc comprovem que yp1(k)  yp2(k) 2 SH
yp1(k + n)  yp2(k + n) + an 1(yp1(k + n  1)  yp2(k + n  1)) + : : :+
+a0(yp1(k)  yp2(k)) =
(yp1(k + n) + an 1yp1(k + n  1) + : : :+ a0yp1(k)) 
 (yp2(k + n) + an 1yp2(k + n  1) + : : :+ a0yp2(k)) =
'(k)  '(k) = 0:
ut
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Remarca.
Per trobar una solucio particular, podem fer:
1) Avaluacio directa (donant valors als n primers termes i veient si de la
successio numerica som capaces de deduir l'expressio del terme general)
2) Transformada Z 2.
3) Casos particulars en els quals '(k) es una funcio constant, polinomica,
exponencial,...
Aix per exemple, considerem l'equacio donada en 9.11, que podem abreujar
escrivint p(i(k)) = '(k). Sigui p(t) = 0 la seva equacio caracterstica.
Si '(k) = bk i p(b) 6= 0 (s a dir b no es valor caracterstic), llavors una solucio
particular es yp(k) =
1
p(b)
bk.
Si '(k) = A constant y p(1) 6= 0, llavors una solucio particular es yp(k) =
A
p(1)
.
Exemple 9.7.5. Sigui
y(k + 2)  2y(k + 1) + y(k) = 1
l'equacio homogenia l'hem resolt anteriorment en l'exemple 9.7.4. Busquem
una solucio particular: fent y(0) = 0, y(1) = 0 tenim y(2) = 1, y(3) = 3,
y(4) = 6, y(5) = 10, y(6) = 15, : : :, y(k) = 1 + : : :+ (k   1) = k(k   1)
2
;
despres la solucio general es
y(k) =  + k +
k(k   1)
2
:
9.7.4 Valor caracterstic dominant
Denicio 9.7.4. Suposem que els valors caracterstics d'una EED estan
ordenats de forma decreixent:
j1j > j2j > : : :
Llavors el valor 1 rep el nom de valor caracterstic dominant, (i 2 de sub-
dominant).
2Veure Ma I. Garca Planas, Integracion y Series.
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Remarca.
Genericament, una eed homogenia te tots els valors caracterstics diferents,
que podem suposar ordenats:
j1j > j2j > : : : > jnj:
Llavors, tota solucio generica:
y(k) = 1
k
1 + : : :+ n
k
n; i 6= 0;
verica:
lim
k
y(k)
1k1
= 1; 1 6= 0;
lim
k
y(k)  1k1
2k2
= 1; 1 6= 0;
es a dir, tota solucio generica tendeix asintoticamente cap a la seva part do-
minant i la diferencia ve donada principalment per la seva part subdominant.
Concretament es te
Proposicio 9.7.4. Donada una eed homogenia amb valors caracterstics
j1j > j2j > : : : > jnj:
Llavors, per a tota solucio
z(k) = 1
k
1 + : : : n
k
n; 1 6= 0;
es verica:
lim
k
z(k + 1)
z(k)
= 1; valor caracterstic dominant:
Demostracio:
lim
k
z(k + 1)
z(k)
= lim
k
1
k+1
1 + : : : n
k+1
n
1k1 + : : : n
k
n
= 1;
ut
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9.7.5 Equilibri
Considerem una eed com la donada en 9.8 prenent com '(k) una funcio
constant:
y(k + n) + an 1y(k + n  1) + : : :+ a1y(k) + a0 = C: (9.12)
Denicio 9.7.5. Tota solucio constant, y(k) = ye, d'aquesta equacio rep el
nom de punt d'equilibri.
Si a mes es te que
lim
k
y(k) = ye; 8 solucio y(k);
el punt ye direm que es un punt d'equilibri estable. En cas contrari direm que
es inestable.
Proposicio 9.7.5. Donada una eed com 9.12, i sigui 1 el seu valor carac-
terstic dominant, llavors:
1) si j1j < 1, el punt d'equilibri es estable,
2) si j1j > 1, el punt d'equilibrio es inestable.
Demostracio:
Obvia. ut
Proposicio 9.7.6. Amb les mateixes condicions que la proposicio anterior,
si j1j = 1 i ! = arg 1, llavors es tenen solucions de la forma:
yc +  cos!k +  sin !k
a mes, si 1 es simple, les altres solucions tendeixen cap a aquestes en el
sentit que qualsevol altra solucio y(k) verica:
lim
k
(y(k)  ( cos!k +  sin !k)) = 0;
on  cos!k +  sin!k es la part dominant de y(k).
Denicio 9.7.6. Es diu que aquest sistema es marginalment estable, i que
les solucions yc +  cos!k +  sin!k son oscillants, amb perode 2
!
.
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9.8 Apendix B
Sistemes lineals discrets
Anem a generalitzar l'estudi realitzat en els apartats anteriors, a sistemes en
els quals tant la matriu A com la matriu B del sistema depenen de k.
Denicio 9.8.1. Un sistema d'equacions0@x1(k + 1): : :
xn(k + 1)
1A = A(k)
0@x1(k): : :
xn(k)
1A+B(k)u(k); (9.13)
que abreujadament escriurem
x(k + 1) = A(k)x(k) +B(k)u(k); (9.14)
amb A(k) matriu quadrada d'ordre n, B(k) i u(k) matrius de grandaries
convenients, a coecients depenents del parametre k, rep el nom de sistema
lineal discret. Si B(k)u(k) = 0 rep el nom de homogeni i en cas contrari
complet.
Donat un sistema lineal discret complet com en (9.14), al sistema x(k+1) =
A(k)x(k) obtingut de (9.14) fent igual a zero el terme independent, rep el
nom de sistema lineal discret homogeni associat al sistema (9.14).
Notacio: Sistema lineal discret ho abreujarem per SLD.
Els sldcc estudiats en el captol anterior son un cas particular dels SLD.
Teorema 9.8.1 (Existencia i unicitat). Donat un sistema com en (9.14),
x(k + 1) = A(k)x(k) +B(k)u(k)
i xada una condicio inicial x(N) 2 Mn;1(K)  Kn; existeix una unica
solucio x(k); k  N del sistema.
Demostracio:
Es demostra directament per hipotesi d'induccio. ut
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9.8.1 Resolucio dels sld homogenis
Passem a resoldre els sld, comencem amb els sistemes homogenis.
Considerem el sld homogeni
x(k + 1) = A(k)x(k); (9.15)
i ens proposem determinar la seva solucio.
Remarca.
Considerem el sistema sld homogeni donat en (9.15). Tenim
x(k + 2) = A(k + 1)x(k + 1) = A(k + 1)(A(k)x(k)) = (A(k + 1)A(k))x(k)
x(k + 3) = A(k + 2)x(k + 2) = A(k + 2)(A(k + 1)x(k + 1)) =
= (A(k + 2)A(k + 1)A(k))x(k)
: : :
les matrius A(k), A(k+1)A(k), A(k+2)A(k+1)A(k) ens passen de l'estat k
a l'estat k+1, k+2, k+3 respectivament, es a dir ens passa x(k) a x(k+1),
x(k + 2), x(k + 3) respectivament.
En general es te
Denicio 9.8.2. Denominarem matriu de transicio d'estats a
(k; l) = A(k   1)A(k   2) : : : A(l);
(l; l) = Id:
Aquesta matriu ens passa l'estat l a l'estat k), es a dir ens passa x(l) a x(k).
Tenim doncs la seguent
Propietat fonamental
x(k) = (k; l)x(l): (9.16)
Demostracio:
Hi ha prou en tenir en compte la remarca anterior.
ut
En el cas particular en que ` = 0, es te.
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Proposicio 9.8.1. La solucio general del sistema sld homogeni
x(k + 1) = A(k)x(k);
es
x(k) = (k; 0)x(0):
Demostracio:
Hi ha prou en aplicar la propietat fonamental per al cas en que ` = 0.
ut
Remarca.
Si A(k) = A (constant), llavors (k; l) = Ak l.
Proposicio 9.8.2. 1) El conjunt de solucions d'un sld homogeni com el donat
en (9.15), es un espai vectorial de dimensio n.
2) Solucions independents corresponen a condicions inicials independents.
Demostracio:
1) Siguin x1(k), x2(k) dues solucions del sistema, vegem que 1x1(k)+2x2(k)
es tambe solucio
A(k)(1x1(k)+2x2(k)) = 1A(k)x1(k)+2A(k)x2(k) = 1x(k+1)+2x(k+1):
Siguin ara, xi(k) les solucions determinades per les condicions inicials
x1(0) =
0BBB@
1
0
...
0
1CCCA ; : : : ; xn(0) =
0BBB@
0
...
0
1
1CCCA ; (9.17)
i x(k) una solucio qualsevol determinada per x(0) =
0B@1...
n
1CA.
Llavors
x(0) = 1x1(0) + : : :+ nxn(0)
x(k) = (k; 0)x(0) = (k; 0)(1x1(0) + : : :+ nxn(0)) =
= 1(k; 0)x1(0) + : : : n(k; 0)xn(0) =
= 1x1(k) + : : :+ nxn(k);
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per tant xi(k) generen el conjunt de solucions.
Clarament son independents ja que, sigui
1x1(k) + : : :+ nxn(k) = 0; 8k  0:
En particular, per a k = 0 es
1x1(0) + : : :+ nxn(0) = 0;
i tenint en compte (9.17) es
1 = : : : = n = 0:
2) Siguin x1(k); : : : ; xr(k) solucions, les condicions inicials de les quals son
x1(0); : : : ; xr(0). Suposem que les condicions inicials son depenents, es te
doncs
1x1(0) + : : :+ rxr(0) = 0
amb no tots els i nuls. Podem suposar (no es restrictiu) que r 6= 0, llavors
xr(0) = 1x1(0) + : : :+ r 1xr 1(0);
pel que aplicant la propietat fonamental, per a tot k es te
xr(k) = (k; 0)xr(0) =
= (k; 0)(1x1(0) + : : :+ r 1xr 1(0)) =
= 1(k; 0)x1(0) + : : :+ r 1(k; 0)xr 1(0) =
= 1x1(k) + : : :+ r 1xr 1(k):
Llavors x1(k); : : : ; xr(k) son depenents. ut
Denicio 9.8.3. Denominarem matriu fonamental de solucions d'un sld, a
una matriu X(k) les columnes de la qual son n solucions independents del
sistema
X(k) = (x1(k); : : : ; xn(k)):
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Exemple 9.8.1. Siguin x1(0); : : : ; xn(0) com a (9.17), considerem
x1(k) = (k; 0)x1(0); : : : ; xn(k) = (k; 0)xn(0);
llavors
X(k) = (x1(k); : : : ; xn(k))
es una matriu fonamental.
Proposicio 9.8.3.
X(k) = (k; l)X(l):
Demostracio:
Siguin xi(k) n solucions independents. Por (9.16) tenim
xi(k) = (k; l)xi(l)
per tant
X(k) =
 
x1(k) : : : xn(k)

=
= (k; l)
 
x1(l) : : : xn(l)

=
= (k; l)X(l):
ut
Corol.lari 9.8.1. La solucio general del sistema sld homogeni ve donat per
x(k) = X(k)X(0) 1x(0):
Demostracio:
Hi ha prou en aplicar la proposicio 9.8.1, al cas en que ` = 0 i tenir en compte
que X(0) es invertible. ut
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9.8.2 Resolucio dels sld complets
Passem a resoldre ara, els sld complets.
Proposicio 9.8.4. 1) El conjunt de solucions d'un sld complet
x(k + 1) = A(k)x(k) + B(k)u(k);
es una varietat lineal de Kn, de la que un punt de pas es una solucio particular
d'aquest sistema i el subespai director es el conjunt de solucions del sistema
homogeni associat (x(k + 1) = A(k)x(k)).
2) Concretament, la solucio general del sld donat es
x(k) = (k; 0)x(0) +
k 1X
l=0
(k; l + 1)B(l)u(l): (9.18)
Demostracio:
Per comprovar que (9.18) es solucio, hi ha prou en tenir en compte que
A(k)(k; l) = A(k)A(k   1)A(k   2) : : : A(l) = (k + 1; l):
ut
Remarca.
Per al cas particular en que A i B son constants tenim
x(k) = Akx(0) +
k 1X
l=0
Ak l 1Bu(l):
9.9 Aplicacio a l'enginyeria
Estudi de l'evolucio d'una poblacio
Un cert tret hereditari en un tipus d'animals es determina per un parell de
gens cadascun dels quals pot ser de dos tipus G o g. Llavors un individu pot
tenir GG dominant, Gg hbrid o gg recessiu (la parella gG es identica a la
Gg). Un individu GG es creua amb un hbrid Gg. Suposant que d'aquest
aparellament hi ha un unic descendent aquest el creuem amb un hbrid i
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repetim el proces ns la generacio k. Pretenem estudiar l'evolucio d'aquesta
especie.
A cada generacio hi ha tres possibles estats e1 = GG, e2 = Gg i e3 = gg.
Anomenant xi(k) la probabilitat de que s'obtingui l'estat ei a la generacio k
i xij la probabilitat de que s'obtingui l'estat ei a la generacio k + 1 a partir
de l'estat ej. Aix doncs tenim8<:
x1(k + 1) = x11x1(k) + x12x2(k) + x13x3(k)
x2(k + 1) = x21x1(k) + x22x2(k) + x23x3(k)
x3(k + 1) = x31x1(k) + x32x2(k) + x33x3(k)
x11 es la probabilitat de tenir un descendent GG a partir de GG i Gg (un
progenitor sempre es hbrid). Obviament x11 = 1  1
2
=
1
2
, x12 es la pro-
babilitat d'obtenir GG a partir de Gg, per tant x12 =
1
2
 1
2
=
1
4
, x13 es la
probabilitat d'obtenir GG a partir de gg (i Gg) per tant x13 = 0.
Analogament, calculem la reste de xij, obtenint nalment
x(k + 1) =
0@x1(k + 1)x2(k + 1)
x3(k + 1)
1A =
0BBBB@
1
2
1
4
0
1
2
1
2
1
2
0
1
4
1
2
1CCCCA
0@x1(k)x2(k)
p3(k)
1A = Ax(k)
Els valors propis de la matriu A, son 1;
1
2
; 0, d'on
lim
1
x(k) = av
amb v vector propi de valor propi 1, i a l'escalar per el qual la suma de les
coordenades de av es 1.
Observeu que v = (1; 2; 1) per tant a =
1
4
i
lim
1
x(k) = (
1
4
;
1
2
;
1
4
):
D'on, despres d'un elevat nombre de repeticions, la probabilitat d'obtenir
un animal purament dominant es de
1
4
, la mateixa de que sigui purament
recessiu, i una probabilitat de
1
2
d'obtenir-ne un d'hbrid.
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9.10 Comentaris nals
En aquest captol s'ha pogut observar la utilitat de l'algebra lineal en general
i de disposar d'una forma reduda d'endomorsmes en particular.
Els conceptes analitzats en aquest tema permeten abordar sistemes dinamics
que es caracteritzen per tenir estructures lineals i que normalment correspo-
nen a una simplicacio de la realitat, els models matematics dels quals s'han
obtingut moltes vegades de forma experimental.
9.11 Exercicis
1. Resoleu el sistema lineal discret a coecients constants seguent:
x1(k + 1) = x1(k)
x2(k + 1) = x1(k) + x2(k)
x3(k + 1) = x2(k) + x3(k)
x4(k + 1) =  x1(k)  x2(k) + x4(k)
9>>>=>>>; :
2. Calculeu la solucio general dels sistemes x(k + 1) = Ax(K), quan:
a)
A =

1 3
 2  4

:
b)
A =
 3  4
2 1

:
c)
A =

0  1
1  2

:
d)
A =
0@1  12  141 2  3
1 1  2
1A :
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3. Una ciutat te tres supermercats X, Y , Z. Considerant un determi-
nat perode de temps observem que per diferents raons com a preu,
qualitat,..., alguns habitants decideixen canviar de cadena. Desitgem
expressar en un model matematic i analitzar el moviment de clients d'u-
na cadena a una altra suposant que la proporcio de clients que canvien
al dia de supermercat es mante constant durant un mes.
Aplicar-ho al cas en que la proporcio de clients de X, Y , Z el 31 de
Desembre es (0:2; 0:3; 0:5) = o(0) respecte la poblacio total i que la
proporcio de clients que romanen en el supermercat o que canvien d'un
a un altre es:
que es mante en X es 0.8, que pasa de Y , Z a X es 0.2, 0.1 resp.
que es mante en Y es 0.7, que pasa de X, Z a Y es 0.1, 0.3 resp.
que es mante en Z es 0.6, que pasa de X, Y a Z es 0.1, 0.1 resp.
4. Resoldre el seguent sistema d'equacions discret:
x1(k + 1) = x1(k) + (x2(k)  x1(k))
x2(k + 1) = x2(k) + (x1(k)  x2(k))
)
;
suposant que  +  6= 0.
Analitzar el cas en que +  = 1.
5. Resoldre 0@x1(k + 1)x2(k + 1)
x3(k + 1)
1A =
0@1 1 00 1 0
0 0 1
1A0@x1(k)x2(k)
x3(k)
1A+
0@10
1
1A :
6. a) Determinar, si existeix, el punt d'equilibri de0@x1(k + 1)x2(k + 1)
x3(k + 1)
1A =
0@1 2 22 1 2
2 2 1
1A0@x1(k)x2(k)
x3(k)
1A+
0@ 1 1
1
1A :
b) En cas d'existir el punt d'equilibri es estable?.
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7. Un senyor esta passejant al llarg d'un mateix carrer en el qual, en un
extrem hi ha un Bar i en l'altre extrem esta la seva casa, entre mitj hi
ha tres travessies.
Bar | 1 | 2 | 3 | Casa
Diem p1(n), p2(n), p3(n) les probabilitats de que el senyor en arribar
a una cantonada, aquesta sigui 1, 2, 3 respectivamente, y diem p4(n) i
p5(n) les probabilitats de que la cantonada sigui el bar o la seva casa.
Aquest senyor es troba en una determinada cantonada s, suposem que
la probalilitat de que camini cap a s 1 o s+1 es 1
2
i que quan arriba a
la nova cantonada segueix avancant tret de que aquesta sigui el Bar o la
seva casa en aquest cas es queda. Quina probabilitat hi ha que aquest
senyor acabi en el bar? i a la seva casa?, suposant que inicialment, esta
a mig cam de totes dues (cantonada 2).
8. Es tracta d'estudiar com una notcia es susceptible de ser canviada en
ser propagada d'una persona a una altra.
Sigui p(k) la probabilitat que la k-essima persona escolti la notcia
correctament i q(k) la probabilitat de que la k-essima persona escolta
la notcia erroniament.
Suposem que la probabilitat que una persona comuniqui la notcia cor-
rectament es 0:95 i que la probabilitat que ho faci erroniament es 0.05.
a) Descriure aquesta propagacio, mitjanant un sistema d'equacions
de la forma x(k+1) = Ax(k). Donar els punts d'equilibri. Donar
els valors propis de A.
b) Comprovar que
p(k + 1) + q(k + 1) = p(k) + q(k)
i per tant p(k)+ q(k) = p(0)+ q(0) = constant. Quina es aquesta
constant?
Un tal proces rep el nom de proces de Markov.
c) Deduir de l'apartat anterior, una equacio en diferencies de primer
ordre, que descrigui la probabilitat de transmetre correctament la
notcia.
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d) Resoldre l'equacio trobada a c), suposant que la primera persona
transmet la notcia correctament.
Determinar, en cas d'existir, el punt d'equilibri. Es estable?
e) Calcular q(k) i limk q(k)
f) Interpretacio del resultat.
9. Considerem el seguent sistema d'equacions lineal discret homogeni
x1(k + 1) = x1(k) + (k + 1)x2(k)
x2(k + 1) = x2(k)
)
:
a) Trobar un conjunt fonamental de solucions.
b) Deduir la matriu de transicio d'estats des de l'estat inicial k = 0.
c) Obtenir la solucio per a les condicions inicials x1(0) = 1, x2(0) =
2.
10. Resoldre el sistema d'equacions lineals discret seguent
x(k + 1) = A(k)x(k) + B(k)u(k)
sent
A(k) =

K 0
0 k + 1

; B(k) =

1
 1

; u(k) = 1:
11. Resoldre el sistema seguent
x(k + 1) = A(k)x(k) + B(k)u(k)
sent
A(k) =

1 1
0 1

; B(k) =

k
0

; u(k) = 1;
amb les condicions inicials x(0) =

0
1

.
12. Considerem l'equacio en diferencies seguent
y(k + 2) + 3y(k + 1) + 2y(k) = 2:
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a) Resoldre l'equacio homogenia associada.
b) Donar la solucio general d'aquesta equacio.
c) Deduir la solucio particular tal que y(0) = 0, y(1) = 1.
13. Considerem l'equacio en diferencies seguent
y(k + 2)  3y(k + 1) + 2y(k) = 3k:
a) Resoldre l'equacio homogenia associada.
b) Donar la solucio general d'aquesta equacio.
14. Considerem l'equacio en diferencies seguent
y(k + 2)  9y(k + 1) + 20y(k) = 4k:
a) Resoldre l'equacio homogenia associada.
b) Donar la solucio general d'aquesta equacio.
15. Considerem l'equacio en diferencies seguent
y(k + 3) + 3y(k + 2) + 3y(k + 1)2y(k) = 1:
a) Resoldre l'equacio homogenia associada.
b) Donar la solucio general d'aquesta equacio.
c) Deduir la solucio particular tal que y(0) = 0, y(1) = 1, y(2) = 0.
16. Considerem una successio un denida de forma recurrent mitjancant
les relacions
u1 = u2 = 1;
un+1 = un + un 1; n  2:
a) Determinar el terme general de la successio un.
b) Calcular lim
k
un+1
un
(rao auria).
17. a) Suposem que la demanda d i la produccio s d'un determinat pro-
ducte depen linealment del seu preu p de la forma:(
d(p) = d0   ap
s(p) = s0 + bp
sent a, b, d0 constants positives i s0 una constant negativa. Cal-
cular el preu d'equilibri pe.
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b) Considerem el cas d'una produccio periodica. Si designem per s(k)
la produccio de l'any k, i per p(k) el preu de venda que resulta
d'equilibrar l'oferta amb la demanda, justicar que satisfan les
seguents relacions (
s(k) = d0   ap(k)
s(k + 1) = s0 + bp(k + 1)
sent p(k + 1) la previsio de preus a un any vista d'obtenir la
produccio.
c) Suposem ara que la previsio de preu es simplement
p(k + 1) = p(k):
Discutir l'evolucio de p(k) segons el valor de c =
b
a
.
18. Trobar el terme general d'una successio un denida de forma recurrent
mitjancant la relacio
un+3 =
1
3
(un+2 + un+1 + un):
19. Un club de Futbol d'una poblacio, es soste per les quotes dels seus
socis. El 80% de les persones que son socis l'any k ho segueixen sent
l'any seguent, el 30% de les persones que no son socies de l'any k ho
seran el seguent. Quina es la situacio del club a llarg termini?
20. Un jugador juga una serie de partides contra un adversari. La proba-
bilitat que el jugador guanyi 1 euro en algun joc es q i la probabilitat
que el perdi 1  q, amb 0  q  1. Aquest jugador abandona el joc si
perd tots els diners (s'arruna) o si arriba a guanyar N Euros.
Sigui p(n) la probabilitat de que el jugador s'arruni si posseeix n Euros.
a) Escriure l'equacio en diferencies que descriu aquesta situacio.
b) Resoldre la equacio trobada en a).
c) Suposem que el jugador comenca la partida amb 4 Euros i que
q = 0:3 i el seu objectiu es aconseguir 10 Euros N = 10. Els
acoseguira o s'arrunara?
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d) Suposem ara que comenca amb 20 Euros q = 0:5 i el objectiu es
N = 100 Euros.
e) Veure que si N creix indenidament i q  1
2
el jugador s'arruna.
f) Quina es la probabilitat que el jugador guanyi?
21. Determinar la quota xa a pagar cada mes durant N anys, per un
capital C i a un interes r.
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