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The Hall effect has been studied in some Co-rich ferromagnetic metallic glasses which show resistivity srd
minima at low temperatures. It is found that the extraordinary Hall constant sRsd shows a corresponding
minimum. The scaling relation Rs,rn holds with n.2 showing the dominance of quantum transport in these
high-resistive disordered systems. The temperature dependences of magnetization and electrical resistivity are
also interpreted in terms of existing theories.
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I. INTRODUCTION
The Hall resistivity srHd in a crystalline ferromagnet is,
for T!Tc, given by1
rH = R0B + m0RsMs, s1d
where B is the magnetic induction and m0 is the permeability
of free space. The Lorentz force acting on the charge carriers
is responsible for the first term where R0 is called the “ordi-
nary Hall constant.” This term is present in nonmagnetic
materials as well. The second term, characteristic of a ferro-
magnet, depends on the saturation magnetization Ms while
Rs is known as the “extraordinary” or the “spontaneous” Hall
constant. In Eq. (1) R0 and Rs have the same units of Vm/T
in SI. Two different mechanisms are responsible for Rs.
A. Nonclassical transport
It has been shown1 that whenever the dimensionless pa-
rameter " /tEF, where t is the electron relaxation time and
EF is the Fermi energy, becomes large, the classical Boltz-
mann equation does not hold and nonclassical terms begin to
dominate. Karplus and Luttinger2 and later on Luttinger,3
using a quantum transport theory, were the first to predict
that Rs is proportional to r2, where r is the electrical resis-
tivity. Due to the spin-orbit interaction present in a ferromag-
net, the symmetry of the problem is low and there is a non-
zero transverse electric field which gives rise to a Hall
voltage. The above theories are quite complicated and in-
volved. However, later on Berger4 gave an intuitive picture
of the physical mechanisms responsible for the Hall effect in
concentrated ferromagnetic alloys and high temperatures. He
proposed that an electron undergoes a discontinuous and fi-
nite “side jump” at every scattering by impurities or
phonons. This also leads to the equation
RS = br2. s2d
Both approaches,3,4 by the way, predict that b in Eq. (2) is
independent of the nature of the scatterer.
B. Asymmetric scattering
In the case of very dilute alloys at low temperatures the
Boltzmann equation should be adequate. Here Rs is caused
by “asymmetric scattering” of magnetized conduction elec-
trons as proposed by Smit.5 In the presence of a spin-orbit
interaction there is a left-right asymmetry in the differential
scattering cross-section about the JW −MW plane where JW is the
current density. As a result charge carriers tend to pile up on
one side of the sample producing a transverse electric field.
Here
Rs = ar . s3d
The Hall effect in ferromagnetic metallic glasses has been
reviewed at length by McGuire, Gambino, and O’handley6
and Egami.7 Equation (2) is found to be valid for Rs in Fe,
Ni, and Co-based metallic glasses indicating the expected
dominance of the side-jump mechanism in these high-
resistive metallic glasses. The values of Rs in amorphous
metals and alloys are, in general, much larger than those of
their crystalline counterparts. This is a direct consequence of
the much higher resistivity in the amorphous state. Also, here
Rs has a weak temperature dependence because of the corre-
sponding weak temperature dependence of the electrical re-
sistivity since the disorder-induced resistivity dominates over
the thermal contribution. Lachowicz8 interpreted Rs in amor-
phous GdCo sputtered films in terms of two contributions,
one coming from the skew scattering and the other from the
nonclassical side-jump mechanism. However, Shiba et al.9
explained Rs in amorphous Co-metal film by only the quan-
tum mechanical side-jump mechanism sRs,r2d. From the
temperature dependence of both Rs and r, Ivkov et al.10 ob-
tained Rs,r2 in a vast majority of Fe/Co/Ni-based amor-
phous alloys. Also, Rs is found to be positive for Fe and Co
and negative for Ni-containing metallic glasses1 at 300 K.
However, most of the work reported till now is on those
amorphous alloys where r monotonically increases with tem-
perature and as does Rs. The motivation behind the present
work is to track the scaling law Rs,rn where r shows a
minimum at Tm, i.e., does Rs also show a minimum? How-
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ever, we find that if RsMs decreases with temperature (as in
the present case, but not necessarily so for other materials)
by the same amount as Ms decreases with temperature, the
change of Rs with temperature is very small (specially
around the minimum) and becomes comparable to its experi-
mental error. As a result a weak minimum is found in Rs near
Tm in only two of the alloys. Also, we find that n.2 (side-
jump mechanism) showing the dominance of the nonclassi-
cal mechanism for the origin of Rs.
II. EXPERIMENTAL DETAILS
The as-received metallic glass samples are in the form of
ribbons, of typical width ,1 mm and thickness ,0.030 mm.
The nominal compositions of the amorphous alloys are as
follows.
(i) Sample 1: Fe5Co50Ni17B16Si12.
(ii) Sample 2: Fe7.8Co31.2Ni34Cr5B14Si8.
(iii) Sample 3: Fe7.8Co31.2Ni29Cr10B14Si8.
(iv) Sample 4: Fe7.8Co31.2Ni24Mn15B14Si8.
They were prepared by melt quenching. The amorphous na-
ture of the samples was checked by X-ray diffraction mea-
surements using a Rich and Seifert Isodebyeflex 2002 dif-
fractometer with a Cu target sKa=1.54 Åd. The results show
broad peaks at low angles due to short-range order. There
was no observable crystalline phase. The Hall resistivity srHd
was measured using a standard 5-probe dc method for mini-
mizing the resistive voltage arising from the misalignment of
the Hall voltage probes. A voltage divider was made for each
sample using two General Radio decade resistance boxes.
The misalignment voltage was adjusted to within 1 m V or
better at each temperature. The Hall resistivity was measured
at 27 temperatures between 6 and 190 K and magnetic fields
up to 3 T. The electrical resistivity in zero field was mea-
sured using a standard 4-probe dc setup from 4.2 to 200 K at
every 1 K. The magnetization was measured in a magnetic
field m0H=1 T using a Quantum Design superconducting
quantum interference device (SQUID) magnetometer. Tc’s of
samples 1, 2, 3, and 4 are found to be .395, 386, 222, and
368 K, respectively.
III. RESULTS AND DISCUSSION
A. Hall effect
Figure 1 shows the Hall resistivity srHd against magnetic
induction B for sample 4 at temperatures of 6, 49, 90, 131,
and 188 K. In the Hall geometry the magnetic field is per-
pendicular to the sample plane and so the demagnetization
factor N.1. Thus BW =m0fHW applied+ s1−NdMW sg.m0HW applied.
rH shows the typical behavior of a ferromagnet for T!Tc
=368 K where rH almost saturates beyond a certain B (here
1 T) and varies linearly with a slope R0 and an intercept
m0RsMs. R0 vs T for all the samples is plotted in Fig. 2 up to
190 K. The solid lines are just guides to the eye. R0 is found
to be positive over most of the temperature range and has a
weak temperature dependence (except for sample 3) indicat-
ing minimal changes in the band structure in this temperature
range. A sign change from negative to positive is observed
below 30 K. R0 has a much stronger temperature dependence
for sample 3. Whereas for the other three samples 190 K
.Tc /2, it is .Tc for sample 3. For ferromagnets the band
splitting due to the exchange interaction disappears around
Tc. This affects the carrier density as well as their conduc-
tivities making R0 strongly temperature dependent around Tc
as is the case with sample 3.
m0RsMs is plotted against temperature in Fig. 3 for all the
samples. They show a weak decrease with temperature for
T,50 K. The solid lines are just guides to the eye. As ex-
pected for sample 3, RsMs→0 as T→Tc s.222 Kd. How-
ever, to extract RssTd we use the SQUID data for M vs T
which is shown in Fig. 4 at an external field of 1 T. Com-
paring Figs. 3 and 4 we observe that from 5 to 190 K, RsMs
decreases by 11.6, 26.7, 67.4, and 19.3% and Ms by 15.7,
26.7, 64.6, and 22.4% for samples 1, 2, 3, and 4, respec-
tively. This results in a change of only 4, 0, 3, and 3%,
respectively, for Rs with T over this wide range of tempera-
ture. Thus to find the temperature dependence of Rs and ul-
timately to check the scaling relation Rs,rn becomes ex-
FIG. 1. Hall resistivity rH vs magnetic induction B for sample 4
at 6, 49, 90, 131, and 188 K. They show typical behavior of a
ferromagnet above 1T.
FIG. 2. The ordinary Hall constant R0 vs temperature for all the
samples showing a weak temperature dependence except for sample
3. The solid lines are just guides to the eye.
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tremely difficult, if not impossible for some of the present
samples. This is because of the very similar decrease of RsMs
and Ms with temperature. For example in sample 2, Rs hardly
changes s0%d. For sample 3, although Rs apparently de-
creases by 3%, the accuracy of RssTd is very poor since it is
determined from the large decrease of RsMss67.4%d and Ms
s64.6%d with T due to its Tc of only 222 K. This decrease of
3% in Rs is not significant since the errors in RsMs and Ms
are at least 1% each.
The temperature dependence of the electrical resistivity
srd is shown in Fig. 5 for all the samples. The data for
samples 1, 2, and 3 are taken every 1 K, and thus the curves
look almost continuous. They show resistivity minima sTmd
at 15, 65, 35, and 24 K, respectively, for samples 1, 2 3, and
4. In the temperature range of 5–190 K (Fig. 5) r has a weak
temperature dependence for samples 2 and 3 and somewhat
stronger for 4 and 1. In order to correlate Rs with r we have
plotted in Figs. 6 and 7 their (Rs and r) temperature depen-
dences on the same graph for the more favorable samples 1
and 4, respectively [which show meaningfully measurable
<s3–4d% changes in RssTd]. It is amply clear from Fig. 6
that sample 4 shows a minimum in Rs at about 25 K, the
same temperature at which the electrical resistivity shows a
minimum. The large error bars in Rs are due to the similar
decrease of RsMs and Ms with T, as mentioned above. The
minimum is not as clear in Fig. 7 (sample 1) but it cannot be
overlooked. We must mention here that RssTd has to be de-
termined from two independent measurements, the Hall re-
sistivity and the magnetization. Also, in ferromagnetic mate-
rials where RsMs increases with temperature the extraction of
RssTd is much more accurate since Ms always decreases with
temperature. A comparison of the absolute values of Rs in
our samples (typically 3310−8 Vm/T) gives a reasonable
agreement with the values obtained by Ivkov et al.10 (typi-
cally 2310−8 Vm/T). Also, Rs increases from 2.4310−8 to
4310−8 Vm/T from sample 2 to 3 which have similar com-
FIG. 3. m0RsMs (intercept with the rH axis of Fig. 1) vs tem-
perature for all the samples showing a weak temperature depen-
dence below 50 K. The solid lines are just guides to the eye.
FIG. 4. Magnetization M vs temperature for all the samples at
m0H=1T. The solid lines are the best fits of M to Eq. (4) up to T
.0.3Tc.
FIG. 5. Electrical resistivity r vs temperature for all the
samples. The points are the raw data, and the thick solid lines are
the best fits of r to Eq. (6) at very low temperatures sTł22 Kd.
FIG. 6. Rs and r vs T for sample 4. Both show a minimum
around 25 K. The error bars in Rs are also shown. The solid lines
are just guides to the eye.
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position but differ in Cr by only 5% at the cost of Ni. Since
Rs in Ni is negative,1 less Ni makes Rs more positive in these
Co-rich sRs.0d metallic glasses.
To summarize, Figs. 6 and 7 clearly show that Rs and r go
hand in hand. To the best of our knowledge there is no the-
oretical work on the effect of the electron-electron interac-
tion on the side-jump mechanism or any other quantum
transport theory for Rs. The coincidence of the minima only
implies that the competing mechanisms responsible for the
resistivity minima (viz., r decreasing with temperature due
to e-e interaction and increasing with temperature due to
electron-phonon scattering) also guide the temperature de-
pendence of Rs through r. For samples 2 and 3, there is
negligible temperature dependence of Rs, and no correlation
with r, which also shows a very weak temperature depen-
dence. To find the exponent n of Rs,rn we have plotted in
Fig. 8 ln Rs vs ln r for both samples 1 and 4. The slope gives
n=2.2± 0 .1. In these high resistivity s,150 mV cmd metal-
lic glasses nonclassical transport clearly dominates over the
Smit asymmetric scattering5 for which n=1.
B. Magnetization
The good quality of magnetization data (Fig. 4) permits
analysis of the process of thermal demagnetization in these
metallic glasses. In both crystalline and amorphous ferro-
magnets, consideration of only the harmonic term in the
spin-wave dispersion relation gives the following expression
for the magnetization:11,12
MsTd = Ms0df1 + AT3/2g . s4d
Many amorphous ferromagnets follow Eq. (4) till T
>0.3Tc.13
The spin-wave stiffness constant is related to A above and
is given by
D =
kB
4pS2.612 gmBMs0dA D
2/3
. s5d
The MsTd data (Fig. 4) have been fitted to Eq. (4) up to T
.0.3 Tc. The solid lines in Fig. 5 represent the best fits to
Eq. (4). These fits are quite good with correlation coefficients
.0.999 and x2 consistent with the experimental resolution.
The spin-wave stiffness constants, calculated from Eq. (5),
are found to be 108.6, 75.8, 71.2, and 89.9 meV Å2 for
samples 1, 2, 3, and 4, respectively. These values are com-
parable to the value 100 meV Å2 found in many Fe-B me-
tallic glasses.14 Ms0d in samples 2 and 3 (which are very
similar in composition but there is 5% more Cr in sample 3)
are 460 and 200 emu/cc, respectively. Cr-Cr interaction in
the localized model is antiferromagnetic and hence just 5%
more Cr in sample 3 understandably reduces Ms0d consider-
ably by a factor of ,2. A similar interesting consequence of
antiferromagnetism of Cr is the reduction in Tc from 386 to
222 K.
C. Electrical resistivity
The relative accuracy of the electrical resistivity data
shown in Fig. 5 is 10 ppm. Their values vary between 145
and 155 mV cm and have no significant composition depen-
dence except that an additional 5% Cr in sample 3 (over
sample 2) increases r from 145 to 155 mV cm. Cr increases
r significantly also in crystalline NiCr binary alloys.13 Many
of the metallic glasses which have large electrical resistivity
show minima in their temperature dependence similar to
those shown in Fig. 5. They can be explained by quantum
interference effects.15,16 The equation
rsTd = r0 − AT1/2 s6d
describes this resistivity data very well below Tm with A
= s400–1000dVm K−1/2 in agreement with many other me-
tallic glass samples.17,18 The thick solid lines in Fig. 5 are the
best fits to Eq. (6) and yield correlation coefficients of
.0.99. Electron-electron interaction effects, in the presence
of weak localization, predict r,˛T well below Tm. Thus the
fits extended only to 12, 22, 10, and 20 K, respectively, for
samples 1, 2, 3, and 4.
FIG. 7. The same as in Fig. 6 except that they are now for
sample 1.
FIG. 8. ln Rs vs ln r for samples 1 and 4 on the same plot. The
straight line is the best fit to the equation Rs=brn with n
=2.2±0.1.
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IV. CONCLUSIONS
The minima in the electrical resistivity and the extraordi-
nary Hall effect go hand in hand in two of the ferromagnetic
metallic glasses having a high resistivity .150 mV cm. In
the other two samples the variation of Rs with temperature is
comparable to its error. This is due to the fact that RsMs and
Ms have very similar decreases with increasing temperature.
The temperature dependence of magnetization is well de-
scribed by Bloch’s T3/2 law giving reasonable values of spin-
wave stiffness constants. The resistivity minima are ex-
plained in terms of electron-electron interaction in the
presence of weak localization as observed in many disor-
dered systems.
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