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1. INTRODUCTION 
Throughout this paper G is a finite group with k an algebraically closed field 
of characteristic p. Also all modules are to be taken as finitely generated right 
modules and if U is a KG-module, Z(U) will denote its composition length, 
Z(U) its socle and Q(U) its Frattini submodule. We aim to study the following 
situation: 
HYPOTHESIS. B is a KG-block with cyclic defect group D of order 4 = pd. 
D,-, is the unique subgroup of D of order p, H = No(D,-,) and 
C = Co(D,-,). 
Let B be the unique kH-block of defect group D with BG = B, and let b be 
any kc-block of defect group D with b G = B. EC will denote the stabilizer 
in H of b and Eb the k(EC)-block corresponding to b. Finally set 
e = e(G, B) = 1 EC: C 1, which by [3, (1.1) and 1.41 divides p - 1. 
In [l] R. Brauer described the ordinary character theory of such a block 
for the special case when d = 1, and twenty five years later E. C. Dade [3] 
extended these results to the general case. Then by making essential use of 
Dade’s results, H. Kupisch ([l l] and [12]) and G. J. Janusz [9], working 
independently, examined the indecomposable KG-modules in B and obtained 
information about their structures. 
In a recent paper [13] I investigated the projective indecomposables in such 
a block B using purely modular techniques. In particular no character theory 
was used at all, and the information obtained was sufficiently detailed to 
enable the complete submodule lattice of these projective indecomposable 
kG-modules to be described. As a result of this, if W is any (fixed) projective 
indecomposable in B, then the factor-modules of W are completely 
determined by a set of coordinates (a, b). The aim of this paper is to generalize 
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the techniques used in [13] to get a detailed description of the 
nonprojective indecomposable kG-modules in B via coordinates of the form 
( i; a,, b,;...; a, ) b,). 
The main tools used in this work are are the “Green correspondence” and 
the extension functor “Ext.” A knowledge of [13] is essential as the results 
and notation developed there will be used frequently. 
I would like to thank sincerely my Ph.D. supervisor J. A. Green whose 
ideas and inspiration have been a great help to me throughout. 
Before stating in detail the main theorem to be proved here, we need to 
recall some results from [13] and introduce some new definitions. 
Firstly recall that in the situation described by the hypothesis above, 
B is special (4, e)-uniserial (with respect to D,-,): see [13, Section 11. Indeed 
if we adopt the usual notation Ti, , Ti, Si for the indecomposable kH- 
modules in B and if the Green correspondence (G, B) -+ (H, B) is denoted 
byf(see Section 2), then the main theorem in [13] proves the following result 
of Green: 
B contains (up to isomorphism) exactly e simple KG-modules, which can be 
labelled V, ,..., V,-, so that for all 0 < j < e - 1, 
fVj/@(fVj> s sj * 
Moreovu there exists a permutation 6 of I = (0, l,..., e - l} so that for all 
O<j,<e-1, 
Let p be the permutation of I defined by p(j) = S--l(j) + 1 (mod e). Then, 
as in [ 131, 6 and p play an important role. 
DEFINITION. (a) a = (al ,..., a,) and b = (b, ,... , b,) will denote m- 
vectors over Z (m > 1). 
(b) A coordinate is a triple c = (i; a, b) = (i; a,, b, ;...; a, , b,) for 
any igI, a, b. 
(c) For a fixed coordinate c = (i; a, b) define i1 = i, i,,, = S-bt+lput+l(iJ 
1 < t < m and set Z(c) = m + x2, (a, + b,): the length of c. 
(d) A KG-module U is said to be n-headed if U/@(U) is a direct sum 
of n simple KG-modules and n-footed if X(U) is a direct sum of n simple 
KG-modules. (U/@(U), ,Z( U) are often called the head and foot of U, 
respectively.) 
We can now state our main theorem about the block B, in which X is a 
full set of nonprojective indecomposable KG-modules in B. 
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THEOREM. There exists positive integers r(i), s(i) (0 < i < e - 1) so that if 
we set 3 = uz=, S’m where, 
S’~={~=(i;a,b):O~i~e-l;0~a,~r(i~)-2+S~,,~ 
1 - a,, < b, < s(&) - 1 for all 1 < t < m> 
then 
(a) There is a l-l correspondence between the sets 4 and 8. (We will 
write W N c ;f WE 3 and c E 9 correspond.) 
(b) I 2 I = I 3 I = (q - 1) e, and hence B contains (up to isomorphism) 
exactly qe indecomposable kG-modules. 
Moreover for a jxed W E 2, if W N c E g,,, then 
(c) l(W) = l(c). 
(d) W/@(W) g Vi, @ *a. @ Vi,. 
(The correspondence between l-headed W’s and %I is exactly that deJined in 
[13, Theorem 3.181.) 
(e) If Y”(W) = {llg~l~il~ ,..., Vsbmci,) , Vp~mtj,,> when h, a, i: 0, 
= v&(i,) ,.**, Qh(i,) > V,,s,,,,> when 6, = 0, a,,, # 0, 
= v&(i,) ,**-, Vsbmci,,) when bl # 0, a, = 0, 
= {Qqi,) ,***, Vsb,,,(i,,} when b, = a, = 0, m > 2, 
= (Vi) when c = (i; 0,O) E gI , 
then Z(W) = CyEyp(w) V. 
(f) The head andfoot of W are multiplicity-free (this was first proved by 
Janusz in [9] and Kupisch in [12]). Also W is m-headed and m’-footed, where 
m + 1 3 m’ > m - 1 and m, m’ < q/2. 
(g) Set at = r(i,) - a, - 2, b,’ = s(i,) - b, - S,, for all 1 < t < m 
and define a new coordinate Qc as follows: 
Qc = (pam”(im); a,‘, 0; ahe , b,‘;...; al’, b,‘; 0, b,‘) 
;f a, < r(im) - 2, b, < s(il) - 2; 
1 Throughout this paper &, will mean the “Kronecker delta,” and hence, 
1 
sij = 
I 
if i = j, 
0 if i # j. 
BLOCKS WITH CYCLIC DEFECT 77 
(sb~+8m’(im); f& , b,‘;...; a,‘, b,‘; 0, b,‘) 
if a, = I(&) - 1, b, < s(iJ - 2; 
(pa”““(&); a,‘, 0; aLM1 , b,‘;...; a,‘, b,‘) 
;f a, < r(i,) - 2, 6, = s(il) - 1; 
(Sbm(i,); akel , b,‘;...; a,‘, b,‘) 
if am =r(i,)-1, b,=s(i,)-1, m>2; 
(i;O,O) if c = (i; r(i) - 1, s(i) - 1) E 9, . 
Then Qc E 9? and if Q W is the module defined in Section 2, 
(h) Let Ot E 3 be so that 0, - (it ; a,, 6, - 1 + S,,) E ‘31 for all 
1 < t < m. (The 0, are all l-headed and hence described in [ 131.) 
Then ;f 
Ot 0 t+1 
. . 
denotes an indecomposable extension of O1 @ Ot+l by V&Q , W can be described 
by a graph 
01 02 0,-l 0, . .- . . . -. l . 
(For more details see Section 8.) 
(i) A complete set of composition factors of W has the form 
iVDfci,,: 0 <j < at, 1 < t d m} U {V8,(1,j: 1 <j d b, , 1 < t < m}. 
2. PRELIMINARY CULTS 
Throughout this chapter U, V, Ware KG-modules. 
DEFINITION. (a) If R is a subgroup of G, (U, V), = Hom,,( U, V). 
(b) If 0 E (U, V), , r(0) = 1(Im 0). 
(c) U is called projective-free if no direct summand of U is projective. 
(d) U* is the contragradient module derived from U. 
The results 2.1-2.4 below are all vital, but easy to check. 
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LEMMA 2.1. (i) Z(U@ V)sZ(U)@Z(V). 
(ii) (U*)* g U and Z( U*) g (U/@(U))*. 
(iii) From (i) and (ii) it follows that 
u 0 v/q u @ V) s u/q U) @ v/q V). 
LEMMA 2.2. If U, ,..., U, are kG-modules so that for all 1 < i # j < n 
no simple submodule of Ui is isomorphic to a simple submodule of lJj , then if V 
denotes a simple KG-module, V < U, @ ... @ U,, if and only ;f V < U, for 
some 1 < t < n. 
COROLLARY 2.3. Let VI ,..., V, be all of the simple KG-submodules of U. 
Then if ,Z( U) is multiplicity-free, Z(U) g VI @ ... @ V, . 
LEMMA 2.4. Suppose Ui < U for all i = 1, 2 ,..., n with U = 
u, + .‘. + U,, . Then ;f U s’s not projective-free, U, is not projective-free for 
some 1 < t < n. 
DEFINITION. ~9 E (U, V), is projective if there is a k-space homomorphism 
Al: U -+ V so that for all u E 7.7, u0 = xBEo (ug-l)ar *g. Set (U, V),,, = 
(0 E (U, V)o: 0 is projective} and (U, V)‘, = (U, V)o/( U, V),,, . 
THEOREM 2.5 (see Green [6, Section 31). Let W be projective. Then, 
(a) If Z-: W -+ V is a KG-epimorphism, 0 E (U, V), is projective if and 
only if there exist 4 E (U, W), so that f3 = +T. 
(b) If t.~: U -+ W is a KG-monomorphism, B E (U, V), is projective zf and 
only rf there exist # E (W, V), so that 8 = t.q!~. 
(4 (U, v>l, E (U, V), ; in both of the following cases: 
U projective-free and V simple, 
V projective-free and U simple. 
Consider now a projective presentation of V, that is an exact sequence 
0 + U -+ W -+ V -+ 0 with W projective. Such a sequence is called a 
minimal projective presentation (mpp) of V if W is minimal (among all 
projective presentations of V). A mpp exists for all kG-modules V, and we 
write SZV for the corresponding “kernel.” Hence any mpp of V yields an 
exact sequence 0 -+ SZV -+ W -+ V -+ 0. Schanuel’s lemma [IO, p. 161 now 
shows that 52V is unique up to isomorphism. The two theorems we need are 
the following. 
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THEOREM 2.6 (Heller, see [S]). Let V be projective-free, then 
(a) Write Sz-l V = (QV*)* and we thm have, 
f-k1QV E QQ-1v g v. 
(b) V is nonprojective indecomposable ;f and only ;f 52V is nonprojective 
indecomposable. 
(c) qav> gg V/@(V). 
THEOREM 2.7 (Feit, a simple exercise in homological algebra using 2.5). 
( U, V): E (QU, s2V)k as k-spaces. 
Now if 0 + 52V $ W $ V -+ 0 is a mpp of V, then for all KG-modules 
U we can form another exact sequence, 
(QV, U), L (W, U), 6 (K WC - 0. 
Moreover using 2.5(b) we see that Imp* = (QV, U),,o and hence 
Ex&(V, U) = (SZV, U)‘, . This is a very important result for us. 
NOTATION. V 0 U will denote any extension of V by U, so that there 
exists an exact sequence 0 + U 3 V 0 U -+ V --+ 0. 
Now return to the situation described by the hypothesis in Section 1. 
U, V will denote KG-modules in B; L, M /&-modules in B. Notice that 
3 = (D5 n D: x E G\H} < (1). Let (G, B) $ (H, B) denote the Green 
correspondence defined in [13, Section 21 for lxample. Then: 
THEOREM 2.8. (a) fU is a projective-free kH-module in B with 
U, g f U @ (proj) @ (modules $ B). 
(b) gL is a projective-free KG-module in B with 
LG E gL @ (proj). 
(4 f (QU) E Q(fU)> g(QL) r Q(gL). 
(d) If U, L are projective-free, f (gL) g L, g(f U) s U. 
(e) If U, L are nonprojective indecomposable so too are f U, gL. 
(f) (U, V)‘, s (f U, f V); , (L, &I); s (gL, g&l);: as k-spaces. 
Proof. (a), (b) follow from the definitions off U, gL when X < (11, along 
with [7, Section 4.141. 
(c) see [6, Section 4.51. 
(4, (4 see PI. 
(f) see [5, Theorem 4.121 and [4]. 
481/37/I-6 
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Remark. Throughout this paper “unique” will mean unique up to 
isomorphism. 
3. RESULTS ABOUT B 
In [13, Section l] the notion of a special (4, e)-uniserial block was intro- 
duced. Examples of such blocks are given in the following. 
LEMMA 3.1. (a) B, Eb are special (4, e)-uniserial (with respect to II,-,) 
and b is (4, I)-uniserial. 
(b) If we adopt the following block notation for indecomposables 
B: Ti,,Eb:Ji,, b:F,, 
then for all i; 01 Ti, g JE , (J& g F, . 
Proof. [13, Section 41 shows that up to isomorphism B, Eb both contain 
exactly e simples whilst b contains a unique simple. So by applying the main 
theorem of [13] to (H, B), (EC, Eb), (C, b) in turn we get 3.1(a). Part (b) 
now follows by [13, Lemmas 4.4 and 4.51. 
THEOREM 3.2, For a fixed j; /3 there is a kc-endomorphism u of Tj, so that 
Tieam g Tj+m,B-m for all 0 < m < j3. 
Proof. Without loss of generality assume that for all i; 01 
Ti, = 1: > (J&c = FE * 
Moreover as b is (Q, 1)-uniserial, we can further assume that 
0 =F, <F, < ... <F,_, <F,. 
Then there exists a KC-endomorphism 6’ of F, so that F,O = F,-, for all 01. 
Hence for a fixed j; b, since (Jia)c = F, for all i; 01, it follows that 
Jiaern = Ji+m,O-m for all 0 < m < /?. Now let X be a right transversal of H 
by EC; then 6’ induces a KC-endomorphism o on Tj, , where 
(y @ x)a = ye @ x for all y E Jia , x E X. 
Moreover Tjaom = C2.x JiBem @ x = CzoX Jj+m,B-m @ x = Ti+m,e-m for all 
Q<m<p. 
Remark. We (unambiguously) use the same symbol o to denote the 
kc-endomorphism associated with any indecomposable in B. 
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LEMMA 3.3. (a) Every Ti, is a cyclic kH-module. 
(b) Tj, = (t) implies Ti+m,B-m = (tu”) for all 0 < m < /3. 
(c) If T = (t) E B is indecomposable, then Z(T) is the smallest positive 
integer m swh that to* = 0. 
Proof. (a) follows as each Tim is uniserial. 
(b) Tj, = (t) implies that t $ Tj+l,B-l , and hence for all 0 6 m < b: 
turn $ Tj+m+l,B--m--l, ta8 = 0. 
Thus Tj+,,+m = (tam) for all 0 < m < p. 
(c) follows from part (b). 
Notation. As usual, set Ti = Ti, , Si = Ti, , 0 = Ti, for all i. Also let 
V s ,..., V,-, be a full set of simple KG-modules in B labelled so that for all 
O<j<e-1, 
f ‘j/@(f ‘j> S ‘j > %fVJ GE &) (see Section 1). 
Finally let ?Vi be a projective cover of Vi for each j. 
LEMMA 3.4. (a) 8 E (Tim, Tj& is projective if and only ;f ~(0) < 
OL + /3 - q. (This is a generalized form of Passman’s lemma, see [4, Lemma 41). 
(b) If T E B is indecomposable, then for all 0 < j < e - 1: 
(T,fV& E k or 0; (fV, , T):, g k or 0. 
Proof. (a) see [13, Lemma 3.31; (b) see [13, Corollary 3.71. 
Notation. For the rest of this chapter, let T = T+,, @ *** @ Tin,,, be 
any projective-free module in B (and so 1 < g < q for all v). Take 
q$ E (QT+, , f V,), (0 < j < e - 1, 1 < v 6 n) so that for a fixed j, 
each Cy is either zero or not projective. Write 4 = q5r + e-0 + #, E (QT,fV,), . 
Set R($) = ((x& + *.. + x&~, ---x1 ,..., -x,): X, E s2Ti,,,y for all 1 < v < n} 
and E(4) = (f Vi 0 Ti, @ **a @ TiJR($). 
Now recall from Section 1 that Exti,(T, f Vj) s (QT, f Vi& . Indeed using 
[2, pp. 290-2921 every extension T 0 f Vj is isomorphic to E(4) for some (b and 
vice-versa. 
DEFINITION. (i) Set Y, = r(&) = Z(Im#,) for all 1 < v < n. 
(ii) We say E(4) is manic if it is of the form (nonprojective indecom- 
posable) or (nonprojective indecomposable) @ (projective). 
Remarks. Without loss of generality take rl < r2 < 0.. < I, . Also 
notice that if rV = 0, then 4” = 0, and hence T+,, is isomorphic to a direct 
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summand of E(4). So if E(+) is manic, r, # 0, and therefore +,, is not 
projective, which by 3.4(a) means that p = 01, + r, - Z(fVj) > 0. Since we 
will be looking for all manic extensions E(c$), if ,!I is as defined above, we can 
assume throughout that /3 > 0. 
Notation. Let fVj = (u) and Ti, = (t,) (1 < v < n). The t, can be 
chosen so that (tp) q$ = -+uz(fY++~ for all 1 < Y < n. Define r, E E(4) 
(1 < Y < n) and w EE(+) as follows, set s, = (0; 0 ,..., 0, t,, 0 ,..., 0), 
7V = s, + R(4); and e, = (u; 0 ,..., 0, t,d), w = z, + R($). 
PROPOSITION 3.5. (a) (w) z Ti,l~vj)-,n . 
(b) (TV> E Tiy.ar,+r, (1 G v G 4. 
(c) E(4) = <w> CD (T1,***, Tn>* 
(d) If (TV> = (T~)/<Q ,. . . . t, ,..., T,> n (T,) 2 for all 1 < v < 12, then 
4(+“>) 3 % * Moreover when v = n, Z((?,,)) = LYE + r, - r,-, . 
(4 W(44) = EL cz, + 4f vi). 
Proof. 
Tin Tin-, 
. . 
Ti, 
. 
fvj 
.---------.&(p) 
l QT,,.ol, 
--- - - - - - - -__t__- QTi,-l an--l 
____------ ----- 
,---------. (t,a%+%) _ - -. (tn-l+l+-) - - - 
0 
(a) Looking at the diagram, it is clear that we can take 
u = t,cf + (tnd+>. 
2 (71 ,..., y I..‘, T,,) denotes the submodule of E(4) generated by the following set 
of elements, 
(71 ,-.-> Ty-1 , TY+l ,..., 7781. 
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Hence (rnaan)dn = -z&(~~+~* = -t,#% Using this, and the fact that 
(v) n R(4) = (~a~*+~~), it is easy to show that 
<v>/(v) n R(4) sz <tnuB>/<tnuan+Tn) E Tj.t(<r+m . 
Hence <w> z Tj.ttpj~-r,. 
(b) For each v, (s,) n R(4) = (s,cp~+~~), and therefore 
(c) From part (a), as Z(fVJ - r, = ol, - /3, wcr‘+-B = 0. So if y E KH 
with uy E Im 4% then wy = 0. But if x E (w) n (or ,..., 7,J, then there exists 
v E <v>, s E <s1 ,*-.> 93 s ) so that x = ey + R(4) = s + R(4), which implies 
that v - s E R(#), and hence that uy E Im 4, + ... + Im 4, = Im $n . Thus 
by the above wy = 0, which means that x = 0. So (w) n (TV ,..., T,) = 0. 
But E(4) is certainly generated by the set (w, or ,..., T,} and hence this 
proves (c). 
(d) If ?“;03 = 0 then rVuj E (TV ,..., +V ,..., T,), and hence there exists 
s E (sl ,...) f” ) . . . . s,) so that T”U~ = s,uj + R(4) = s + R(4). But this implies 
that s,uj - s E R(+), which means that tyuj E QTi,,,, . Hence j >, c(, , which 
by 3.3(c) shows that Z((+,)) > 04. Indeed for v = IZ, we can similarly prove 
the stronger result that ?,aj = 0 if and only if t,,d E QTin,a,+rn-Tn-l , which is 
equivalent to saying if and only if j > Al, + r, - ~,-r . 3.3(c) now finishes off 
the proof of part (d). 
(e) This follows since E(4) is an extension of the form T ofV, . 
COROLLARY 3.6. If w # 0, then S, is in the head of E(+). 
We now examine E(4) in detail using the above results. 
Case 1. Suppose w # 0. By 3.6 and 3.5, if E(4) is manic then (TV ,..., T,,) 
is projective. 
Let 1, = ~((7,)) = w,, + Y, (1 < v ,( n). Then, there is a permutation 
v !-+ v’ of {I, 2,..., n} so that Zrt >, 1,~ > ..+ > l,> . Also notice that for all 
1 < v < n, if ?” is as defined in 3.5 then 
(?,) 6% (7, ,..., T,,>/(Q ,.-., +, ,..., T,> # 0. (*I 
Now suppose that E(4) is manic, and hence (7r ,..., Tn> is projective. Then by 
2.4 lle = q, and therefore 
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So if n > 2, (or ,..., T,)/<T~,) # 0 and is projective (use (*)). Thus we can 
now apply 2.4 and (*) to this module in a similar way to the above. Repeating 
this process inductively gives 
So VW)) = CL ~1, + Kfvf) = 4(w)) + q = Z(fV,) - r, + nq (use 3.5). 
Hence C,“=, (q - %) = Y, , and so C,“=,Y, G x:,“=, (q - CC,,) = r, . Thus 
12 = 1 (and when n = 1, such an I?($) is monk if and only if ol, + r, = q, 
when EM) z T~,zc~Y~)-~~ 0 Ti, E <a> 0 (TV>). 
Case 2. Suppose w = 0. Here E(4) = (or ,..., 7,J. 
Subcase n = 1: Such an E(#) is manic (by 3.5(b)) if and only if or, + rr < q, 
when E(4) s T+al+rl s (TV). 
Subcase n = 2: Suppose that E($) is manic, and let Y ti Y’ be the permu- 
tation on (1,2) defined in case 1. 
Now (*) above with v = 1,2 shows that II(#) is at least 2-headed, and 
hence not indecomposable. Thus E(+) is not projective-free, and so by 2.4 
ZIP = q, which implies that: 
So by 3.5(d), such an II(+) is manic if and only if either aI + rr = q, when 
E(4) s Ti, 0 Ti,,a,+a,+r,-9. g (~3 0 <+2), and 2’ = 2; or a2 + r2 = q, 
when E(+) g T,,,,, @ Ti, = (r2) @ (or), and 2’ = 1. 
Subcase n > 3: Suppose that Z?(4) is manic, and let v I+ V’ be the permu- 
tation defined in case 1. Then if we repeatedly use 2.4 and (*) in an analogous 
way to subcase 2, we get 
where T = (rr ,..., T,>/(T~ ,..., $,I ,..., r,J s <+,,I), which is hence indecom- 
posable. 
So I@(+)) = I.,“=, a, + Z(fV,) = (n - 1)q + I({?,,*)) (see 3.5). But w = 0, 
and so by 3.5(a) Z(fF’,) = r, . Hence we get 
NOW by 3.5(d) Z((?,C>) > (~~1, so from (t) we get 
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Thus as tl > 3, we must have n’ = n. But then (t) and 3.5(d) imply 
n-1 m-1 
c TV < c (4 - %) < rn-17 
V=l l-1 
which is impossible, since for all v # n = n’ 3 3, 1, = OL, + Y, = q, and 
hence Y, > 0. 
So for n > 3, there does not exist any manic extensions E($). 
Remark. To use these results we must remember that we have assumed 
throughout that r, < r2 < ... < T, , and so we will get other manic 
extensions when n = 2 and r2 < r1 . However these will all be given by 
permuting the above results via 1 I-+ 2, 2 H 1. 
THEOREM 3.7. Given any projective-free T E B (as above), and any 
0 ,( j < e - 1, then there exists (up to isomorphism) at most one manic 
extension T of Vj given as follows: 
n = 1 (a) A “unique” extension Tj,lbvj)+,l-C @ Ti, if and only if 
j = S(i,) and 01~ + Z(f Vi) > q. 
(b) A “unique” extenszon Ti,,a,+l~vi) ;f and only ;f j = il + LYE and 
a1 + 4f Vi) < 4. 
n = 2 (c) A “unique” extension Ti,,a,+u,+l(rvj~-s @ Ti, if and only ;f 
j 2 S(i,) = iz + 01~ , a2 + 4f Vi) < 4 ad a1 + 4f Vj) B 4. 
(d) A “unique” extension T+,, @ Ti, if and only if j = iz + (Ye and 
a2 + I(fVj) = 4. 
(4 A “unique” extension Til,ry1+~B+L(Iv,)-9 @ Ti, if and only ;f 
j = S(i,) = i1 + (ul , CY~ + Z(fV,) < q and % + Z(fVj) > q. 
(f) A “unique” extension T,,,,, @ Ti, if and only if j = i1 + 0~~ and 
al + l(fVj) = 4. 
n > 3 No extension is manic. 
(Note: All the congruences above, and unless otherwise specified all the 
congruences in the rest of this paper, are mod e.) 
Proof. All possible manic extensions are given above, along with necessary 
and sufficient conditions for each one to exist. We merely rewrite these via 
the following easy to check results. 
n = 1 (a) w # 0, CQ + rl = q if and only ifj = S(i,), 01~ + l(f Vi) > q. 
(In this situation ri = q - 0~~ .) 
(b) w = 0, cr, + Y, < q if and only if j = i1 + q , 01~ + Z(f Vj) < q. 
(In this situation y1 = Z(fV,).) 
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n = 2 (c) w = 0, “1 + Yl = q if and only if j SE S(i,) E iz + % , 
al+ qfv,) 2 4, % + Kv,> d 4. 
(In this situation rl < r2 = Z(fVJ, a1 + r, > c+ + ra .) 
(d) w=O,a,+rs=qifandonlyifjri,++,~+Z(fV~) =q. 
(In this situation rr < r2 , ol, + r2 > 01~ + r1 .) 
(e), (f) These are analogous to (c), (d) with r, < r, . 
DEFINITION. U E B is p/s-free if no indecomposable:direct summand of U 
is isomorphic to any W, or to any W&7( W,). 
LEMMA 3.8. Let U E B be indecomposable. Then 
(i) U is projective if and onZy iffU = 0. 
(ii) U s W,/z(W,) if and onZy if fU s Ti, , where i z F(k) and 
a = q - Z(fV,). 
(iii) U E W,/z( W,) ;f and only ;f f U E Ti, , where i + ar = k and 
01 = q - E(fV&. 
Proof. (i) Follows from 2.8(a),(d). 
(ii), (iii) Using 2.6(a) and 2.8(c),(d) we see that: 
u z w,/z:(w,> s sz-IV* if and only if fU s fQ-IV, z Q-lfV, . 
The required results now follow using [13, Lemma 3.11. 
LEMMA 3.9. (a) If U g W,/z(W,), then for all 0 < j < e - 1 there 
are no manic extensions f U 0 f Vj . 
(b) If U = U, @ U, E B with U, , U, nonprojective indecomposables 
and U,, s W,/E( W,) for at least one v, then for all 0 < j < e - 1 there exists 
at most one manic extension fU 0 f V, . Moreover any such a manic extension 
is of the form 
fUl @ (proj) f US 0 (proj). 
Proof. (a) By 3.8 f U s Ti, , where 6(i) E i + 01 = k, 01 = q - Z(f V,). 
The result now follows from 3.7. 
(b) This similarly follows from 3.8, 3.7. 
LEMMA 3.10. Let U = U, @ -** @ U, E B be p/s-free (each U, being 
indecomposable with fU, s T+J. Then fw a Jixed j, 0 < j < e - 1 there 
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exists (up to isomorphism) at most one manic extension f U 0 f Vj given as follows: 
n = 1 fU 0fVj s Ti,a,+l(tv,~-Q @ Ti, ;f and only if j E S(i,) and 
"1 + I(fvj) > 4; 
fUofVj cs Ttl.ml+~ti~j) if and only if j E il + ozl and 
a1 + Wd < 4, 
n = 2 fU 0 f Vj s T+~+~l+l~yj)-p @ Ti, if and only if j = S(i,) = 
i2 + cu, , 012 + Z(fVj> < 4 and al + Z(f Vj) > q; 
fU 0 f Vj g Ti,,.,+ar,+g(tv~)-a @ Ti, if and ~nZy if j z S(i,) zz 
4 + “1, (~1 + Z(f VJ -C q and c+? + Z(f Vj> > q. 
n > 3 No manic extensions occur. 
Proof. Follows from 3.7, noting that by 3.8, since U is p/s-free 
(4 cu, + Z(f VJ = q with j z iV + q cannot occur, 
(b) cr,, + Z(f Vi) = q with j = S(a) cannot occur. 
4. EXTENSIONS IN B 
Throughout this chapter let U = U, @ ..a @ U, E B (the U, being 
indecomposable), and let 0 < j < e - 1. 
LEMMA 4.1. (a) If U o Vj is any extension, there exists an extension 
fUofV,withf(Uo V,)@(proj)rfUofVj. 
lb) If fUofVj is any extension, there exists an extension U 0 Vj with 
g(fUofVJ@(proj)g UoVj. 
Proof. (a) Modify [13, Theorem 3.91 (in which U = X, Vj = Y). The 
argument there works without the assumptions that X, X 0 Y are non- 
projective indecomposables. 
(b) This is a “dual” version of (a). 
LEMMA 4.2, If U 0 Vj is nonprojective indecomposable then U is p/s-free. 
Proof. Certainly if U o V, is nonprojective indecomposable, then U is 
projective-free. Hence suppose for a contradiction, that U is projective-free 
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but not p/s-free and that U affords a nonprojective indecomposable xtension 
U 0 Vj for some j. 
Then by 4.1, there is a manic extension f U 0 f Vi , and hence by 3.7 n < 2. 
So if n = 1 we can apply 3.9( a , and if n = 2 we can apply 3.9(b). But by ) 
3.9(a) there exist no manic extensions f U 0 f Vi if n = 1. Hence n = 2 and the 
manic extension f U 0 f Vj has, by 3.9(b), the form 
f U1 0 (proj) or fU2 0 (pro-i). 
Thusby4.1f(UoV,)gfU10rfU,. 
But U o Vj , U, , U, are nonprojective indecomposables, so by 2.8(d) we 
must have U 0 Vj g U, or U, , both of which are impossible. 
This completes the proof of 4.2. 
LEMMA 4.3. (a) For all nonsplit extensions 0 ---f Vj 5 U o Vj & U -+ 0, 
with lo the inclusion map, Vj < @(U 0 Vj). 
(And hence U/@(U) E U o V,/@(U o V,).) 
(b) If U is pi+free, such a U 0 Vj isproj*ective-free. 
Proof. (a) If there is a maximal submodule M of U 0 Vj with Vj z& M, 
then MnVj=O and M+Vj=UoVj. Hence UoVi=M@Vj, 
which implies that U 0 Vj is the split extension: contradiction. Hence 
Vj < M for all maximal submodules M of U 0 Vi , and so Vj < @(U o V). 
(b) Suppose that such a nonsplit U 0 V, has a projective indecomposable 
submodule W, with U 0 Vj = W @ X. There are two cases to consider. 
(i) If Vj $ W, then n maps W monomorphically onto Wrr < U. 
Hence Wrr is a projective submodule of U, and therefore a projective direct 
summand of U, which shows that U is not projective-free. 
(ii) If V, < W, then Vj = 2(W) and Vi 6 X. Hence: 
U = (W@X)?Tg W/Vj@X= W/Z(W)@X 
which shows that U is not p/s-free. 
This proves 4.3. 
THEOREM 4.4. Let U E B be p/s-free. Then for a fixed j. 
(a) There exists (up to isomorphism) at most one nonproj’ective indecom- 
posable extension U o Vj . Moreover such a nonprojective indecomposable U 0 Vj 
exists zf and only zf the “unique” manic f U 0 f Vj exists (see 3.10) and these 
extensions are related by 
f(U0 Vj)@(proj)sfU~fVj. 
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(b) Whenever a nonprojective indecomposable U 0 Vi exists, 
u/q U) E u 0 V*/@( .!.I 0V,). 
Proof. (a) If U 0 V, is a nonprojective indecomposable extension, then 
by 4.1(a) there is a monk extension fU ofVi (which is “unique” by 3.10) 
so that f( U 0 V,) @ (proj) z f U ofV, . 
Hence if E1, Ez are two nonprojective indecomposable extensions of the 
form 7.J 0 V, , fEI @ (proj) z fE, @ (proj). Thus fEl s fE, , which implies 
that E1 e E, (by 2.8(d)). This proves the “uniqueness” of such extensions 
uo vj. 
Conversely suppose there exists a manic extension f U 0 f V, (which hence 
must be “unique”). Then by 4.1(b) there is an extension U 0 Vj with 
g(f U 0 f VJ 0 (proj) E U 0 Vi . 
Now 4.3(b) shows that U o V, is projective-free, since U is p/s-free. Thus 
g(f U 0 f Vs) G U o Vj , which implies that U o Vj is nonprojective indecom- 
posable, since f U 0 f V, is manic. Moreover we can immediately deduce from 
these two facts that fU 0 fVj E f (U 0 V,) @ (proj) (use 2.8(d)). This 
completes the proof of 4.4(a). 
(b) This follows directly from 4.3(a). 
COROLLARY 4.5. Let U E B be projective-free with f U,, s T+, for all 
1 < v < n. Then for all j, there exists at most one nonprojective indecomposable 
extension U 0 V, namely. 
n = 1. A “unique” extenszim U 0 V, if and only ;f either j = S(i,) and 
cz, + l(f VI) > q, when f (Uo Vj) = Tj++~bv,)-~ ; or j = i1 + cw, and 
~11 4 l(fvj) < q, whaf (Uo vj) = Til,~I+~~~,) . 
n = 2. A “unique” extension U 0 V, zf and only sf either j = 6(i,) = 
4+cb, al + l(f V,) > 4 and % + l(f Vi) < 4, when f (U 0 Vj) z 
T i,.er,+a,+~ltv,)-o ; mj = W = il + a1,=2+l(fVi) >qandal+f(fVj) cq, 
when f (U 0 V,) = Til.~l+ae+z~v,~--e . 
n 2 3. There does not exist any nonprojective indecomposable extensions 
U0 Vj. 
Proof. If U is not p/s-free, there exists v, k where 1 < v < n, 0 < k < 
e - 1 so that U, g W,/Z( W,). 
But then by 3.8, if j z a(&) then or, + l(f VJ = q; and if j = i,, + 01” 
then cr.,, + l(f Vj) = q. 
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Hence if U is not p/s-free 4.5 reduces to the statement “There exists no 
nonprojective indecomposable extensions U 0 Vj”: which is 4.2. If U is 
p/s-free the theorem follows from 4.4 and 3.10. 
5. COORDINATB 
If T E B is indecomposable, then (T)l, (T), will denote, respectively, the 
unique top and bottom composition factors of T. For a fixed i, 0 < i Q e - 1 
recall the following from [ 131: 
DEFINITION. (a) For all a, b E Z with a, b 3 0 
(For 6 = 0 make the convention ~~(a, 0) = CL0 Z(fV,+fi)).) 
(b) A l-headed module WE B is said to be of type (a, b) if 
(c) r(i), s(i) are the smallest positive integers such that 
Y&(i), 0) 3 4, r@, s(i)) < 0. 
THEOREM 5.1. (a) If T = Tsb(i),v,(a,a) , then (T)ls Ss+) and (T), gg 
Sa-loa(i) . (Hence F(i) + yi(a, b) = p”+‘(i).) 
(b) p,(“)(i) = as(i)(i) = i. 
(c) y&(i) - 1,O) = q - I, Yi(O, s(i) - I) = 1. 
(d) If a + b < r(i) + s(i), then we huae the following: 
Ya(% 4 (: 4 if and only 27 a < r(i) - 1, 
Yd% 4 > 0 ifundonlyif b<s(i)-1. 
(e) There exists a l-l correspondence b tween a full set of” proper factor- 
modules of Wd and the set 
{(a, b): 0 < a < r(i) - I,0 < b < s(i) - l} 
given by type. 
s [13, Sectian 3.171 shows that if W, U are factor-modules of Wr with W s U, 
then W = U. Hence a full set of proper factor-modules of W, is precisely the set of 
all proper factor-modules of Wt. 
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Proof. (a) Left as an exercise (the reader may find [13, Theorem 3.101 
helpful). 
(b), (c) See [13, Lemma 3.13(c)]. 
(d) See [13, Lemma 3.151. 
(e) See [13, Theorem 3.181. 
The aim of this chapter is to generalize 5.1(e) to give a description of all 
the nonprojective indecomposables in B. 5.1(a)-(d) are vital for this 
generalization. 
Now recall the definitions of m-vectors a, b and coordinates c = (i; a, b) 
introduced in Section 1. For a fixed coordinate c, we also defined the elements 
zr ,..., i, and the length Z(c). All of these notions will be used here. We also 
need the following: 
DEFINITION. (a) For any m-vectors a, b with a,, b, 3 0 for all 
1 < t < m, set Aa, b) = Ck Y&G ,h). 
(b) Let 9 = Uz=, %m , where 
gVl = {C = (< a, b): 0 < i < e - 1 and a, b are m-vectors with 
0 < a, < r(iJ - 2 + 6,, and 
1 - a,, < b, < s(iJ - 1 for all 1 < t d m}. 
(c) A coordinate c is called good if c E 9. 
(d) 9 is a full set of nonprojective indecomposables in B. 
(e) If WE 4 and c = (i; a, b) E B, then W is said to be of trpe 
(i; a, b) if f W s TS%(i),v,(n,b~ . (We will write W N c for brevity.) 
LEMMA 5.2. (a) Let T = Ts~qi),vi(a,a) B B for some (4 a, b). Then, 
(T)l G Ssbl(i) and #‘l(i) + yi(a, b) 3 p”+l(&). (Hence (T), z S8--l;m(im~ .) 
(b) If a, b satisfy u,>,O,b,>l-G,forulll<t<m,then 
da, W = f Y&Q + 1 - 6 tm , bt - 1 + h,) - (m - l)q. 
t=1 
Proof. (a) That (T)l gg Ssbqi) is obvious. Now let 
h = S”l(i) + yi(a, b) = S”l(i) + F yi,(ut , b,). 
t=1 
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Then 
h = f (S”%> + Y&t , b,)) - f Gb%) 
t=1 t=2 
z zl p”““(i,) - F2 Sbt(it) (use 5.1(a)) 
=P ““+l(&J. 
(b) Follows from the definition of the elements & ,..., i, , 
LEMMA 5.3. If a, b satisfr 0 < a, < y(it) - 2 for all 1 < t < m - 1, 
a, >, 0, 1 6 b, < s(&) - 1 f OY all 2 < t < m, b, > 0, and a, + b, < 
r(i,,J + s(il); then yi(a, b) < p ;f and only if a, < r&J - 1, Yr(a, b) > 0 
zy and only if bl < s(il) - 1. 
Proof. We apply 5.1(a)-(c) and 5.2(b). 
(i) If a, < r(i,J - 1, then at + 1 - a,, < Y(ZJ - 1 for all 
1 6 t < m. Hence ~~i,(a, + 1 - S,, , b, - 1 + S,,) < ~~t(r(iJ - 1,O) = 
q - 1 for all t. So 
yda, b) = f Y&G + 1 - 6 tm , bt - 1 + W - (m - 114 
t=1 
< m(q - 1) - (nt - 1)q = p - m -=c q. 
(ii) If b, < s(il) - 1, then b, < s(i,) - 1 for all 1 < t < tn. Hence 
y&z, , b,) 2 y@, s(&) - 1) = 1 for all t. So r&x, b) = CEl y&t ,bt) > 
m > 0. 
(iii) If am > r(&), then b, < s(iJ - 1, and so bt Q s&) - 1 for all t. 
Hence 
n(a, b) = F y&t , bt) t mfl r&A 44) - 1) + ~t,,,(a, , hJ 
t=1 
= (m - 1) + ~~,,,(a: ,1b,) 2 (m - 1) + rt,(y(C,,>, GJ - 1). 
But p”im)(i,,J = i, , and therefore: 
Y,,(Y(kn), s(cJ - 1) = ri,(&a) - 1, 0) + Yi,(O, 4&J - 1) 
= (4 - 1) + 1 = q. 
Thus yi(a, b) 3 (m - 1) + P > 4. 
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(iv) If 6, 2 s(zJ, then a, < r(i,J - 1, and so at + 1 - S,, < 
y(it) - 1 for all 1 < t < m. Hence 
da, b) = 2 y&t + 1 - 6 tm 9 bt - 1 + St,) - (m - l>a 
t=1 
d I%,(% + 1 - Ln > bl) + 2 n,w - 190) - (m - l)q 
t=2 
= y&G + 1 - hn 9 h) + (m - l)(q - 1) - (m - 1)q 
G n,(+i) - 1, s(4)) - (m - 1). 
But Wil)(il) = & , and therefore: 
r&+1) - 19 41)) = ra,(y(4 - 13 0) + Yi,(O, s(4) - 1) - 4 
=(q-l)fl-q=o. 
Thus yi(a,b) < -(m - 1) < 0. 
COROLLARY 5.4. If(i; a,b)E gm, then m < q/2. 
Proof. From (i) and (ii) in the proof of 5.3, we see that m < n(a, b) 6 
q - m, and hence we must have m & q/2. 
Notation. For all coordinates (i; a, b) define a+, bf as follows, 
a+ = (a, ,..., am-,, a, + 11, b+ = (4 + 1, b, ,..., L). 
LEMMA 5.5. If(i; a, b)E grn, then 
(a) (i; a+, b) E grn if and only $~~(a+, b) < q. 
(b) (i; a,b+)e C!fm ifand only ifyi(a, b+) > 0. 
Proof. If (i; a, b) E Ym , then (i; a+, b) and (i; a, b+) both satisfy the 
hypotheses of 5.3. The result follows directly from this. 
LEMMA 5.6. If (i; a, b) E 3,,, , (h; c, d) E 9, with pQm+l(im) = Sdl+l(h,), 
then (i;a,b;c,d+) =(i;a,,bl;...;a,,b,;c,,dl+ l;...;ck,dk) satisfies 
the following, 
(ti a, b; c, d) E gm+k if and only if yi(a+, b) < q, yh(c, df) > 0. 
Proof. (6 a, b; c, d+) E gmfk if and only if a, < r(iJ - 2, $ + 1 < 
s(h,) - 1. 
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But (i; a+, b) and (h; c, d+) satisfy the hypotheses of 5.3, and hence 
da+, b) < q if and only if anz + 1 < Y(&) - 1, 
YA(C, d+) > 0 if and only if dI + 1 < s(h,) - 1. 
This gives the result. 
THEOREM 5.7. Let U = U, @ ... @ U, E B be projective-free (each U, 
being indecomposable). Then for each j, 0 < j < e - 1: 
(a) If U = U, - (i; a, b) E %,,, , there exists (up to isomorphism) at 
most one nonprojective indecomposable extension U o Vj namely: A “unique” 
extension of type (i; a, b+) if and only if 
j z Sbl”(il) and (i; a, b+) E ‘ZYm ; 
and a “unique” extension of type (i; a+, b) if and only if 
j z pam+l(im) and (i; a+, b) E YY~ . 
(b) IfU=U,@U2withUl-(i;a,b)~~~andU,-(h;c,d)~~k, 
there exists (up to isomorphism) at most one nonprojective indecomposable 
extension U 0 Vi namely: A %nique” extension of type (h; c, d; a, b+) if and 
only if 
j z S”l”(i,) s pCk+‘(hk) and (h; c, d; a, b+) E Sm+,< ; 
and a “unique” extension of type (i; a, b; c, d+) if and only if 
j z Sdl+l(hl) z p”“+l(im) and (i; a, b; c, d+) E gm+&. 
Proof. (a) By 4.5, when n = 1 there exists (up to isomorphism) at most 
one nonprojective indecomposable extension U o Vj namely: A “unique” 
extension with f (U 0 Vi) s T3,ri(a,b)+LbVI)-o if and only if j = Sblfl(il) and 
n(a, b) + Z(f V,) - q > 0; and a “unique” extension with f (U 0 Vj) z 
T~~l(i,),v,(n,b)+l(rvd if and only ifj = Sbl(i,) + yi(a, b) 3 p”+l(iJ (see 5.2(a)) 
and da, b) + l( f Vi) < q. 
But these reduce to the following: A “unique” extension with f (U 0 V,) g 
Ts*~+l(f,),yi(,,b+) if and only if j = 6 bl+l(il) and yi(a, b+) > 0; and a “unique” 
extensron wrth f (U 0 Vj) z Ts~l(il),v,(a+,b) if and only if j 3 pam+l(i,) and 
n(a+, b) -c q. 
But from the definition of type, and 5.5 these are equivalent to: A “unique” 
extension of type (i; a, b+) if and only if j = Sbl+l(il) and (i; a, b+) E c!?~ ; 
and a “unique” extension of type (< a+, b) if and only if j z PLlm+l(im) and 
(i; a+, b) E ~9~ . 
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(b) Similarly apply 4.5 with 5.2(a) and 5.6. 
(c) This follows directly from 4.5. 
THEOREM 5.8. If WE 9, then there exists a coordinate c = (i; a, b) so 
that W - c and Z(W) = Z(c). 
Proof. Induction on Z(W). 
If Z(W) = 1, then W z V, for some i, and so W - (i; 0,O) E 8, . This 
shows that the theorem is true for Z(W) = 1. Hence let N > 1, and assume 
inductively that 5.8 is true for all lengths less than N. Take WE 4 with 
Z(W) = N. Choose any minimal submodule V of W, and set U = W/V. 
Then if V E Vj there is an extension U o Vi E W, and so U is certainly 
projective-free. 
Let U = U, @ ..* @ U, (each U, being indecomposable). Then by 4.5 
n < 2. 
Case n = 1. By induction there exists c = (i; a, b) E $9 with U = 
U, - c and Z(U) = Z(c). H ence by 5.7(a): either c, = (i; a, bf) E 9 with 
W - cr , or cs = (i; a+, b) E B with W - ca . (Observe that Z(Q) = Z(c,) = 
Z(c) + 1 = Z(W) = N.) 
Case n = 2. By induction there exists c = (i; a, b), c’ = (h; c, d) E 9’ 
with U, - c, U, - c’ and Z(c) + Z(c’) = N - 1. Hence by 5.7(b): either 
s1 = (i; a, b; c, d+) E 9 with W - s, , or s2 = (h; c, d; a, b+) E 9 with 
W - sa . (Observe that Z(s,) = Z(s,) = Z(c) + Z(c’) + 1 = Z(W) = N.) 
This proves 5.8. 
LEMMA 5.9. Let W, w’ be indecomposables in B and suppose c = 
(i; a, b) E 3 with W - c and w’ - c. Then (a) W, W’ are nonprojective, 
(b) Wg W’. 
Proof. Since c E 9, 0 < n(a, b) < q by 5.3. 
Hence T = Tsb~(i),vi(a,b) is a nonprojective indecomposable in B. Thus 
fW &W’ g T (see 2.8), which shows that W, W’ are nonprojective. 
Moreover by 2.8(d) W E g(f W) g g(f W') s IV'. 
LEMMA 5.10. For any c = (i; a, b) E 9 there exists WE 9 so that W - c. 
Proof. Since c E 9, 0 < y$(a, b) < q by 5.3. 
So if we set W = g(Tsal(i),,l(a,a)), 2.8 shows that W is a nonprojective 
indecomposable in B with f W E Tsbl(i),v,(l,bl . 
Remark. In Section 7 we will prove the following result, “If WE 9; 
48r/3711-7 
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c, c’ E 3 with W - c and W - cl, then c = c’.” This will show that there 
is a well defined map 4 -+ 9 given by type, and from 5.8, 5.9, and 5.10 
this map is a l-l correspondence. 
6. SOME PROPERTIES OF A COORDINATE 
Throughout this chapter, take WE 9, c = (i; a, b) E 9?m so that W - c 
and l(W) = l(c) (see 5.8). 
LEMMA 6.1. The head and foot of W are multiplicity-free. 
Proof. This follows since for all j, using 2.5(a), 2.8(f), and 3.4(b): 
(W, V&r (W, V&r(fW,fV&f~korO; 
THEOREM 6.2. W/@(W) s Vi1 @ Vi, @ v.9 @ Vim . 
Proof. Induction on l(W). 
If l(W) = 1, then l(c) = 1 and hence c = (i; 0,O) E gr . Thus W z 
I’, = Vi, and so the theorem is trivially true when l(W) = 1. Hence let 
N > 1, and assume inductively that 6.2 is true for all lenghts less than N. 
Choose W, c so that W - c and l(W) = l(c) = N. Now if m = 1, then by 
[13, Theorem 3.181 W is isomorphic to a factor-module of Wi , and hence 
W/@(W) z Vi = I?il as required. So we may as well assume that m > 2. 
Case b, = 0. By 5.7 there exists a nonprojective indecomposable 
U~s=(i;a,,b,-l;a,,b,;...;a,,b,) and a nonsplit extension Uo 
V&u,) z W. (Notice that certainly s E @-? and also l(s) = l(U) = N - 1.) 
Now by 4.3(a) W/@(W) g U/@(U), and by induction, U/@(U) gg 
Vi, @ Ifi2 @ ... @ Vi,. Hence: 
Case b, = 0. By 5.7 there exists nonprojective indecomposables 
U, - s1 = (i; a, , 0), U, - s2 = (is , a2 , b, - 1; a, , b, ;...; a, , b,) and a 
nonsplit extension (U, @ U,) V&Q g W. (Notice that certainly s1 , ss E 9 
and also I(s,) + l(s,) = N - 1.) Now by 4.3(a) W/@(W) E U, @ 
U,/@( U, @ U,). Hence W/@(W) E U,/@( U,) @ U,/@( U,) (see 2.1). Also 
by [13, Theorem 3.181 U, is uniserial with U,/@(U,) s Vi = Vi, and 
1( U,) = a, + 1 = Z(s,). Hence since 1( U,) + I( U,) = N - 1 = Z(s,) + l(s,), 
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it follows that 2( Us) = I(s,) < N. Thus by induction U,/@( Us) z 
Vi’i, @ *.* @ Vi,, and so 
This completes the proof of 6.2. 
THEOREM 6.3. Let l2c be the coordinate defined in the main theorem 
(see Section 1). Then Qc E 99 and SW N Qc. 
Proof. We will consider only the case when a, < I(&) - 2, b, < s(&) - 2 
(the remaining cases being similar to verify). Hence assume this and set 
Qc = (h; c, d) = (p~+l(i& a,‘, 0; ahwl , b,‘;...; a;, b,‘; 0, b,‘). Recall all 
the properties of y( , ); r( ); s( ) stated in Section 5, since we will be using 
these throughout the proof without specific mention. Notice firstly that: 
h = h, = pum+‘(i,,J, 
h, = @+%n’+l (h,) = abm(i,,J z pa+ltl(i,-l), 
h, = @n-l ’ PaL-1+1 (h,) = Sbm-l(i,-,) E pam-e+1(irn-2), 
h, = Sdbipaa’+‘(hmml) = S”z(i,J E pul”(il), 
so 
h m+l = Sdbl’pal’+‘(h,) = S”l”(i,). 
S”l’“tl(i,) = hrnMt.+:! for all 1 < t < m, 
(1) 
pat”(&) = hm-t+l for all 1 < t < m. 
Now a, < r(iJ - 2, bb < s(i,) - 1 - S,, for all 1 < t < m, and hence: 
for all 1 < t < m. (2) 
Also, as 
&J-l &,Ll 
c 
j=O 
4f ~&,J = 4 - 1, ,=x+1 4f Y’q 1 < 4 - 1. 
t 
Hence by (1) at’ < r(h,-,+,) - 1 for all 1 < t < m, and therefore 
a,’ < r(h,-t+J - 2 for all 1 < t < m. (3) 
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Moreover by a dual process using the other part of (l), we get 
for all 1 < t < m (4) 
(2), (3), and (4) hence show that Szc E 9. It remains to prove that 
Qfw = &,v,k,a) - 
But by [13, Lemma 3.11 Qfws T6~‘(I)+Yi(0.b),s--Yi(~,b) so we show that 
(a) abl(i) + yi(a, b) = ph+l(i,) = h, 
(b) da, b) + yhb 4 = 4. 
(a) This follows directly from 5.2(a). 
(b) This follows since: 
= g b4eJ - 19 0) + Yip, s(4) - I)] - mq + q 
= Fl ((4 - 1) + 1) - v + 4 = 4. 
hHMA 6.4. z(fi%‘) = @k) and i?(Qw) g vi, @ ... @ vim. 
Proof. That l(QW) = l(Q ) c is e 1 ft as an exercise. The second half of the 
lemma follows since Z(.QW) z W/@(W) by 2.6(c). 
THEOREM 6.5. Let 9’(W) be the set of simples described in the main theorem 
(see Section l), and set S(W) = Cv”,y(WJ V. Then Z(W) c S(W). 
Proof. Since D: 9 + 9 is a bijection (see 2.6) it suffices to prove the 
result for Q W, s2c. But this is easy to check using 6.4 and (1) in the proof of 
6.3, along with its analogies for the three other cases omitted in this proof. 
THEOREM 6.6. (a) W/@(W) g Vi, @ .*. @ Vi, ; Z(W) g S(W). 
(b) ( Vit: 1 < t ,( m} contains pairwike mmiomo~phic simpks, (V: 
V E 9(W)} contains pairwise nonisomorphic simples. 
(c) W is m-headed and ml-footed where m + 1 > m’ > m - 1 and 
m, m’ < q/2. 
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Proof. (a) This is 6.2 and 6.5. 
(b) This is 6.1 applied to (a). 
(c) This follows from (a) and 5.4 applied to both W and QW. 
7. UNIQUIZNESS OF COORDINATES 
Assume throughout that W - c = (i; a, b) E g,, and W - c’ = 
(h; c, d) E ‘Sk . 
N0tlZti072. (a) If b, > 0 let st = (i; a,, 6, - 1; aa, b, ;...; u, , b,) E 9 
and choose U, E 9 so that U, - s, . If m 3 2, 2 < t < m let St1 = 
( b i; 0, , 1 ;*-.; q-1, t-1 b )e9,stz =(it;a,,b,- l;a,+,,b,+,;...;a,,b,)~~ 
and choose U,, , U,, E 9 so that U,, - stl , U,, - St2 . If a, > 0 let 
s = (i; a,, b, ;...; a,.-, , b,,pI ; a, - 1, b,) and choose U E 4 so that U - s. 
(b) For c’ analogously define U,‘, sl’; U& , SX ; lJ& , sia and u’, s’. 
LEMMA 7.1. (a) There exists extensions of the form: 
ul 0 V,blci,) s W (0, > 01, 
(U,, 0 u,,) 0 V6btti,) 2s W Wm b 2, 2 < t d m), 
uo Qmti )S w m (;f a, > 0). 
(4 
Moreoverifm>2,2,(t<mthen 
4fU,,) + 4fV&(iJ < 9, l(fU,,) + l(fV&,Q) > 4. PI 
Also similar formulae (A’), (B’) hold for c’. 
(b) Z(c) = l(c’) = Z(W). 
Proof. (a) (A) follows from 5.7, (B) from 4.5. 
(b) A simple induction on Z(W) using (A) shows that if WE X, c E 9 
with W - c then Z(W) = Z(c). This proves 7.1(b). 
LEMMA 7.2. m = k, and if c, c’ E ‘SI then c = cl. 
Proof. By 7.1(b), l(W) = l(c), and hence by 6.2 W is m-headed. Also by 
considering c‘, we similarly see that W is k-headed. Hence m = k. Also if 
c, c’ E %r then c = c’ follows directly from [13, Theorem 3.181. 
THEOREM 7.3. c = c’ always. 
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Proof. Induction on Z(W) = Z(c) = l(c’). 
If Z(W) = 1, then c = (i; 0,O) E 9’Z~ and c’ = (h; 0,O) E 8, . Hence 
W s Vi g V, which implies that i = h and thus c = cf. So the theorem is 
trivially true for Z(W) = 1. Hence let N > 1, and assume inductively that 
7.3 is true for all lengths less than N. Choose WE 9 so that Z(W) = N. 
By 7.2 it is clear that we may as well assume that m = K 3 2. Now 
,Z( W) g S(W) is multiplicity-free (by 6.1), and therefore by 2.3 W contains 
exactly 1 Y(W)\ simple submodules. Hence the decomposable factor-modules 
of W of composition length N - 1 can be taken to be: 
{U,, @ U,,: 2 < t f m}. 
Analogously with respect to the coordinate c’, the decomposable factor- 
modules of W of composition length N - 1 can be taken to be: 
Hence for a fixed t (2 < t < m) there is some w (2 < w < m) so that 
(And thus by (A), (A’) W s (u,, 0 U,,) 0 V&q G (UL, @ U&) 0 V&O+J , 
which means that Vabtti,) s V&fhd .) 
So either (a) U,, G lJg , ut2 ss uh, and I/s%,) z V&qh,) ; or (b) Ut, z 
U;, , ut2 z UL, and V8vit) z V6%(hw) .
But (b) is inconsistent with (B), (B’) and hence (a) must occur. However it 
now follows from induction that stl = sd, st2 = s;, ; which implies that 
t=wandthatc=c’. 
This completes the induction and hence the proof of 7.3. 
COROLLARY 7.4. There exists a l-l correspondence b tween 9 and ‘3 given 
by we. 
Proof. This follows from 7.3 and the remark at the end of Section 5. 
8. THE PROOF OF THE MAIN THEOREM 
LEMMA 8.1. There is a l-l correspondence between 9 and the set 
{Z’,,:O<j<e--I,1 </I<q-11)givenbyW~fW. 
Proof. Use 2.8(d),(e). 
COROLLARY 8.2. (a) 1 9 1 = [ 99 1 = (q - 1)e. 
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(b) If 0 < j < e - 1, 1 < /3 < q - 1 then there is a unique coordinate 
c = (i; a, b) E B so that Tj, = T6*l(i),v+,,b) .
(c) A full set of indecomposables in B has order qe. 
Proof. (a), (b) These follow from 8.1 and 7.4. 
(c) This follows from 8.1 and the fact that up to isomorphism B 
contains exactly e projective indecomposables (see [13]). 
Notation. FixWEfandc==(i;a,b)ECYmsothatWmc.Ifl <PC 
v < m define a coordinate s,, E 9 by 
S ,,” = (iu ; a, , b, ;...; a,-, , b,-, ; a, , b, - 1 + bJ 
and let U,, E 9 be so that U,, N s,, . Finally if 1 < TV < m - 1 set 
0, = Uu.u+l > and notice that each 0, is l-headed and hence described in 
[131* 
Remark. If 1 < h < p < Y < m then U,, is the “unique” indecom- 
posable extension (U,,, @ ULI+l,y) 0 Vsbr(~,,) (see 5.7). To demonstrate this 
we set 
UAU u 
u,, = l 
Ufl,V 
. 
Also if 1 < K < h < p < v < m we denote UK, @ U,, by 
DEFINITION. A build of W is an extension Xi o X2 o ... o X, s W. 
Notation. The diagram 
01 02 03 %-1 0, 
. . .- . . . -. . 
will be denoted by G(W) and called the graph of W. A buiZd of G(W) will 
mean a way of drawing G(W) step by step, where one step consists of adding 
a vertex 0, or a line joining two adjacent vertices 0, , O,,, that are already 
drawn. 
LEMMA 8.3. W is described by G(W) in the sense that any build of G(W) 
corresponds naturally to a build of W. 
Proof. Use 5.7. 
Remarks. (a) 8.3 gives a rich source of composition series of W. Indeed 
it is possible to obtain many more by applying at least one “connecting simple” 
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Vab6bttI,, before the full lattices of 0, , O,,, are built up. Unfortunately we get 
multiplicities occuring (in the sense that if X, Y are factor-modules of W 
with X s Y, then it does not follow that X = Y except in the special case 
when V is l-headed) and this seems to make it impossible to describe the 
full submodule lattice of W by these methods. 
(b) For all 1 < t < m, let Mt be a submodule of W so that 
01 W/M, = . OS a-1 O,,l Qn-1 0, .- . . . -. .- . . . -, . 
Then the modules Ml , M, ,..., Mm form a V-system of W in the sense of 
Kupisch (see [12]). 
THEOREM 8.4. All parts of the main theorem (stated in Section 1) are true. 
Proof. (a) This is 7.4. 
(b) This is 8.2(a),(c). 
(c) This follows from 7.1(b). 
(d), (e), (f) These are 6.6. 
(g) This is 6.3. 
(h) This is 8.3. 
(i) This follows from 8.3, and a knowledge of the composition factors 
of each 0, , which can be obtained from [13]. 
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