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Abstract—Exploiting cognition to the cache-enabled device-
to-device (D2D) communication underlaying the multi-channel
cellular network is the main focus of this paper. D2D pairs
perform direct communications via sensing the available cellular
channels, bypassing the base station (BS). Dynamic service is
considered and the network performance is evaluated with the
stochastic geometry. Node locations are first modeled as mutually
independent Poisson Point Processes, and the service queueing
process is formulated. Then the corresponding tier association
and cognitive access protocol are developed. The delay and
the length for the queue at the BS and D2D transmitter are
further elaborated, with modeling the traffic dynamics of request
arrivals and departures as the discrete-time multiserver queue with
priorities. Moreover, impacts of the physical layer and content-
centric features on the system performance are jointly investigated
to provide a valuable insight.
I. INTRODUCTION
As an essential candidate feature of the fifth generation
(5G) network, device-to-device (D2D) communications is an
excellent technology for enhancing the cellular coverage and
capacity [1]. Employing D2D communication in cellular net-
works with the concepts of cognitive radio networks is one
of the schemes that are being intensively studied for future
networks [2], [3]. On the other hand, despite the totally huge
amount of data traffic suffering by the network, only a small
portion (5 − 10%) of “popular” data are frequently accessed
by the majority of the users [4]. Caching popular contents
at terminal devices allows frequency local sharing via D2D,
yielding the traffic offloading from the cellular network and
the reduction of duplicated data transmissions [5].
D2D communications in cellular networks are either
network-assisted or assistance-free [1]. In the former, the base
stations (BS) takes centralized control to allocate the resources
for both cellular and D2D communications, which may in-
cur dramatically high computational and signaling overhead,
especially in the high-density network with large numbers of
BSs, cellular and D2D users [1], [6]. On the other hand, the
assistance-free D2D advocates to manage the communication
with distributed D2D terminals bypassing BSs. Compared
with centralized approaches, distributed resource allocation
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schemes incorporating the concept of cognitive networks for
autonomous resource allocation will be more scalable [1], [3].
Cognition is exploited for the assistance-free communication
in [7]. The D2D transmitter (TX) and receiver set up direct
communication without the supervision from the BS via the
PC5 interface, which is defined by the Long Term Evolution
(LTE) standard. [1] focus on mixed overlay-underlay cognitive
D2D communications where devices sense the spectrum based
on the energy detection. In [8], the cognitive D2D TXs
can communicate with the harvest energy from the ambient
interference via the cellular channel. Both the random spectrum
access and prioritized spectrum access policies are investigated.
Authors in [9] introduce cognition to femto access points to
exploit the idle channels of the macro BSs via spectrum sens-
ing, avoiding severe interference. [10] introduces the spectrum
trading scheme to the cognitive D2D and cellular network
coexisting system based on game theory and learning method.
Cache-enabled D2D transmission implies that data can be
cached at the terminal devices for content sharing via D2D
[11]. [12] identifies the connection between the collaboration
distance and the interference in a cache-enabled D2D network
with considering the video content popularity statistics. [13]
divides the cell into virtual square grids to make use of the
caching capacity of terminal devices, exploiting the redundancy
of user requests. The performance of different cluster centric
content placement policies in a cache-enabled D2D network is
analyzed in [14], where the location of devices are modeled as
a Poisson cluster process. In [15], disjoint circular clusters are
set based on hard-core point process. Requesting users access
contents from cache-enabled users in the same cluster via out-
of-band D2D in the cellular network.
Nevertheless, compared to the network-assisted D2D,
assistance-free D2D underlaying cellular networks has not been
investigated enough. Moreover, few studies exploit cognition
to the cache-enabled D2D communications. Modeling and
exploring the performance of the cellular network embedded
with the cognitive and cache-enabled D2D communication is
the focus of this paper. The main contributions of this paper
are summarized as follows:
• Introducing cognition to the cache-enabled D2D under-
laying cellular networks: Cache-enabled users (active as
D2D TXs) and BSs are cooperative to transmit contents.
Assistance-free D2D communication is considered and
2D2D pairs perform direct communications via spectrum
sensing in the multi-channel cellular environment.
• Dynamic service analysis with the stochastic geometry:
We use tools of the stochastic geometry to model the node
locations. Different from the traditional assumption in the
stochastic geometric analysis that service nodes are active
at the full-load state, we consider the dynamic service and
the request queueing process is formulated.
• Evaluating the performance and facilitating the straight-
forward network configuration: The probability mass
function (PMF) of the delay and the length for the queue
at the BS and the D2D TX are derived, modeling the
traffic dynamics of request arrivals and departures at the
BS and D2D TX as the discrete-time multiserver queue
with priorities.
• Highlighting the joint impacts of the physical layer and
content-centric features: Impacts of the content-centric
features (e.g., content popularity, the request intensity and
the limited caching storage) and physical layer parameters
(e.g., node densities, channel fading and transmission
powers) on the network performance are investigated.
II. SYSTEM MODEL AND PROTOCOL DESCRIPTION
In this section, the network architecture is first elaborated.
Then the tier association protocol and the cognitive channel
access are further developed.
A. Network Architecture
We consider a network as illustrated in Fig. 1, where BSs
and users are spatially distributed according to two mutually
independent homogeneous PPPs Φi = {bi,j, j = 0, 1, 2, ...}
with intensity λi (i = 0, 2 for users and BSs, respectively)
[16], and λ0 ≫ λ2. A proportion (0 < α < 1) of users are
cache-enabled and they can be active as D2D TXs, yielding a
thinning homogeneous PPP Φ1 = {b1,j, j = 0, 1, 2, ...} with
intensity λ1 = αλ0.
Users request contents from a given library {1, 2, ..., N} and
all contents are of equal length L [bits]. Every cache-enabled
user has cache of the same size M × L [bits], where M ≪
N . The request interarrival times of a user are exponentially
distributed random variables with mean 1
λu
seconds [17], i.e.,
requests of a single user is a Poisson process with parameter
λu [requests/s]. The requested probability of the i-th content is
triggered according to the Zipf distribution [4], [12] as follow
fi =
1/iν∑N
j=1 1/j
ν
, (1)
where ν ≥ 0 reflects the difference of the access frequency to
different contents. Large ν implies that the access to a few of
popular contents accounts for the majority of the total access
traffic. The content with lower ranking (larger i) is more rarely
accessed by users.
Cache
BS
User
SSR for 
D2D
SSR for 
BS
Fig. 1. The cognitive and cache-enabled D2D transmission.
B. Tier Association Protocol
When the networks is off-peak, e.g., in the nighttime, BSs
proactively broadcast the most popular contents to the cache-
enabled users. All the cache-enabled users pre-cached the same
copy of the pushed contents, i.e. the M most popular contents.
The tier association protocol is jointly decided by the following
physical layer and the content-centric features.
1) Physical layer features: We consider the node providing
the highest long-term average received signal strength to a
requesting user as the “closest” node of the user. And the
received signal strength is [16],
Ti = κBiPir
−β
i , for i = 1, 2, (2)
Where β ≥ 2 is the path-loss exponent and ri denotes the
distance between the requesting user and its nearest node in
the i-th tier. Pi for i = 1, 2 are the transmit power of a D2D
TX and a BS, respectively. For clarity, both the association bias
factor Bi and the propagation constant κ are normalized as 1
in this paper. So the “closest” node is argmaxi Ti.
2) Content-centric features: If a request is triggered by
a user who is not cache-enabled, the user associates to its
“closest” node1. If the requesting user is cache-enabled but
has not cached the requested content, the user accesses to its
“closest” BS. If the requesting user is cache-enabled and the
requested content has been cached in its local caching storage,
the user obtains the content immediately.
Therefore, in a snapshot of the network, requesting users can
be clarified into the following three non-overlapping Subsets
according to where (its local caching, the D2D TX or the BS)
it obtains the requested content.
Subset 0: The user who can obtain the requested content
from its local caching immediately.
1Note that when its “closest” node is a D2D TX, if the D2D TX has cached
the requested content, then a cache-hit event happens and the user obtains the
content via the D2D TX; otherwise, the cache-loss event happens because all
the other D2D TXs have not cached the requested content either, and the user
has to skip over D2D TXs to associate to the BS tier.
3τs  τc  τl  
TransmissionSensing
Time slot  τ
time
Fig. 2. Time allocation of a slot for the D2D sensing and transmission.
Subset 1: The user who can obtain the requested content
from the D2D TXs. It implies that the requested content has
been cached in the user’s “closest” D2D TXs.
Subset 2: The user who can obtain the requested content
from the BS. It includes two possible cases, the first case is
that the BS is the “closest” server of the user. The other case is
that the user is not cache-enabled, and its “closest” server is a
D2D TX who yet has not cached the requested content (which
means the requested content has not cached in the D2D tier).
Then the user has to access the “closest” BS.
The cellular network without caching is considered as a
baseline in this paper. In the baseline, users do not have caching
ability and they could not pre-cache the popular contents. The
local sharing links via D2D communications among users can
not work at this time. All the users need to access the BS for
the content.
C. Priority Based Cognitive Channel Access
A set of orthogonal channels C = {ci, i = 1, 2, ..., |C|}
are available in the downlink. Different BSs can reuse all
the channels and no channel is reused within the same cell.
Time is divided into slots with fixed-length interval τ for
the BS and D2D TXs to sent contents, we consider τ = 1
second for analytical tractability. A BS assigns one channel to
every received request at the beginning of each time slot. The
requests that arrive to the BS in the middle of a time slot will
be assigned channels until the next time slot. Each BS assigns
channels to received requests from c1 to c|C| in sequence, i.e.,
channel ci+1 will not be assigned before channel ci.
The cache-enabled users take the free channels which are
not used by the nearby BSs and the nearby cache-enabled
users, to share the local cached contents to the requesting users
via D2D. Cache-enabled users are cognitive and access the
available channels around them opportunistically [1], [3], [6],
[7]. A channel is available to a cache-enabled user if and only
if its received power on this channel, whether provided by a BS
node or a cache-enabled user, is less than the spectrum sensing
threshold γ. For a specific cache-enabled user, the spectrum
sensing threshold determines its SSR, in which the received
power from any other transmit node is larger than γ, yielding
the non-reusable of the corresponding channel. The larger the
value of the spectrum sensing threshold γ, the smaller the SSR
area, and vice versa. Because the transmit power of the BS is
larger than that of the D2D TX, the average radius of the SSR
for BSs are larger than that for D2D TXs as in Fig. 1 (we shall
note that the instantaneous SSRs are random shapes because
of the channel fading). Then each cache-enabled user serves
its received requests according to the following Steps in a slot
as illustrated in Fig. 2 [9]:
Step 1: The cache-enabled user senses the spectrum during
the sensing time τs ≪ τ and determines the free channels not
used by the BSs within its SSR with regard to BSs (called BS
SSR in the following);
Step 2: Select a number of channels from the available
channels sensed in Step 1. Persistently sense each of them for
a random duration t uniformly distributed in the region [0, τc],
where τc ≪ τ . If there is still any channel available after the
sensing duration (i.e., no nearby cache-enabled user accesses
the channel during t ∈ [0, τc] ), go to Step 3; otherwise, delay
the content transmission to the next time slot.
Step 3: During the interval τl, D2D TXs access the available
channels for D2D transmission to the firstly unresponded
requests. Note that the D2D TX and receiver can perform direct
communications over the PC5 interface defined by the LTE
standard, bypassing the supervision of the BS [1], [7].
We consider perfect spectrum sensing and the same spectrum
access procedure is repeated in each time slot [9]. For a cache-
enabled user, how many channels it tries to occupy depends
on the number of received requests it has to respond in this
time slot. These requests include the newly received ones in the
duration of the last time slot, and the ones which are received
in more previous slots but have not been responded due to the
shortage of available channels.
III. PROBLEM FORMULATION AND ANALYSIS
In this section, we will derive the tier association probabili-
ties for a typical user. Then the number of users associated to
each BS are analyzed. The delay and the queue length at the
BS and the D2D TX are further evaluated with the modeling
of the discrete-time multiserver queue with priorities.
A. Tier association probability
We have modeled a two-tier network above, where the
cellular network is overlaid with D2D tier. The probability that
the average received signal strength from the i-th tier of a user
is higher than that from the j-th tier is [16], [18]
P(Ti > Tj) =
[
2∑
k=1
λk
λi
(
Pk
Pi
) 2
β
]−1
, i 6= j ∈ {1, 2}. (3)
For a randomly selected requesting user, which Subset it
belongs to is jointly decided by the physical layer and content-
centric features. In a specific time slot, the portions Pui for the
requesting users in the corresponding Subsets are [18]

Pu0 = αPh
Pu1 = (1− α)PhP(T1 > T2)
Pu2 = (1− Ph) + (1 − α)Ph[1− P(T1 > T2)],
(4)
where Ph =
∑M
i=1 fi is the probability that the cache-hit event
happens, i.e., the requested content has been cached in the
caching storage. Pui for i = 0, 1, 2 also can be viewed as the
probability that a randomly selected requesting user can obtain
its requested content from its local caching, the D2D TX and
the BS, respectively.
4B. The Number of Users Associated to each BS
As explained above, we have divided users into three non-
overlapping Subsets in each time slot. With marking users
based on which Subset they belong to, we approximately
get three independently thinning PPPs Φui with intensity
λui = Puiλ0 for i = 0, 1, 2 in the R2 plane [9]. That is,
the locations of users who obtain their requested contents
from local caching, D2D TXs and BSs in each slot are
spatially distributed according to mutually independent PPPs
with intensity λui for i = 0, 1, 2, respectively.
Therefore, the number of users associated to a BS can be
formulated within the homogeneous BS tier, where the BS cells
are polygonal and form the Voronoi tessellation in R2. The
size of the Voronoi cell area is a random variable, and its
probability density function (PDF) can be accurately predicted
by the gamma distribution [9]
fS(s) =
(λ2K)
KsK−1e−λ2Ks
Γ(K)
, 0 ≤ s <∞, (5)
where s denotes the cell size and Γ(·) is the gamma function.
And K = 3.575 is a constant factor. Then with the property
of the PPP, the number of users N2 in a BS cell conditioning
on the cell size is a Poisson random variable, which can be
generated with the conditioned PMF
P
(
N2 = n S = s
)
=
(λu2s)
nexp{−λu2s}
n!
, n = 1, 2, ..., (6)
we then have the following lemma [9].
Lemma 1: The PMF of the number of users associated to
a BS is
P(N2 = n) =
λnu2(Kλ2)
K
(λu2 +Kλ2)K+n
Γ(K + n)
Γ(n+ 1)Γ(K)
. (7)
Proof: By considering (5) and (6), we have P(N2 = n) =∫∞
0
P
(
N2 = n S = s
)
fS(s)ds, we obtain the lemma.
C. Number of BSs and D2D TXs in the SSR
The spectrum sensing threshold γ defines the SSR around a
reference D2D TX in the two-tier heterogeneous network (the
D2D tier and the BS tier). In the SSR of a reference D2D TX,
the number of D2D TXs (the reference TX is not included)
and BSs Nγi, i = 1, 2 can be described as
Nγi =
∑
bi,j∈Φi
1
{
Pihi,jr
−β
i,j > γ
}
, (8)
where ri,j is the distance from the node bi,j ∈ Φi for i = 1, 2 to
the reference D2D TX. We consider Rayleigh fading channels.
The channel gains from the j-th node in the i-th tier to the
reference D2D TX are hi,j ∼ Exp(µ), and they are independent
with each other. We then have the following lemma [9].
Lemma 2: The number of D2D TXs and BSs Nγi (i = 1, 2)
in the SSR of the reference D2D TX follow the Poisson distri-
bution with intensity λγi = piλi( Piγµ )
2
β Γ(1 + 2
β
), respectively.
Proof: The moment generation function (MGF) of Nγi is
E(etNγi) = E
(
e
t
∑
bi,j∈Φi
1{Pihi,jr−βj >γ}
)
= EΦi
[∏
bi,j∈Φi
Ehi,je
t1{Pihi,jr−βj >γ}
]
(a)
= exp
{
− Ehi,j
[∫ 2pi
0
∫ (Pihi,j
γ
) 1
β
0
(1 − et)λirdrdθ
]}
(b)
= exp
{
− pi(1 − et)λiEhi,j
[(Pihi,j
γ
) 2
β
]}
(c)
= exp
{
− pi(1− et)λi
( Pi
γµ
) 2
β
Γ(1 +
2
β
)
}
, (9)
where Step (a) has been proven in [9], [19]. Step (b) is obtained
by noting that hi,j ∼ Exp(µ). Step (c) is obtained based on
Ehi,j
[(Pihi,j
γ
) 2
β
]
=
∫ +∞
0
µe−µx
(Pix
γ
) 2
β
dx
=
( Pi
γµ
) 2
β
Γ
(
1 +
2
β
)
. (10)
Compared (9) with the MGF of the Poisson distribution, we
can find that Nγi is distributed according to Poisson process
with intensity λγi = piλi( Piγµ )
2
β Γ(1 + 2
β
).
D. The Delay and the Queue Length
In this part, we analyze the queue length of requests at the
BS and the D2D TX, as well as the delay of users in different
Subsets. Requests that arrive at the same node (a BS or a D2D
TX) are queued in a infinite buffer until they can be served, and
they are served on a FIFO-basis (first-in, first-out). Consider
the strategy that a request will be deleted from the buffer no
matter whether the corresponding content has been transmitted
completely in a slot scheduled to it (at the cost of increasing
the content loss rate), i.e., without repeat transmission.
1) The delay and the queue length at the BS: As to
any given BS node, the arrival of received requests follows
a Poisson process with intensity n2λu, conditioned on the
number N2 = n2 of associated users. Note that the BS have
the priority to assigning channels to its received requests at
the beginning of each time slot, which is not affected by the
state of any D2D TX. The queueing behavior of BSs with
high priority is not affected by the presence of D2D TXs
with low priority. Then traffic dynamics of request arrivals and
departures at a BS is a discrete-time multiserver queue (with
|C| servers). Substituting the Poisson arriving process into the
result of the reference [20], we get the conditional probability
generating function (PGF) of the queue length at the BS (note
that the conditional PGF here is for the BS such that the queue
at the BS is steady, i.e., n2λu < |C|),
Lb(z|N2 = n2) =
en2λu(z−1)(|C| − n2λu)(z − 1)
z|C| − en2λu(z−1)
×
|C|−1∏
i=1
z − βi
1− βi
, (11)
5where the βi (i = 1, 2, ..., |C| − 1) are the |C| − 1 solutions
of z|C| = en2λu(z−1) inside the complex unit disk minus the
point z = 1. We refer readers to [20] for detail derivations.
Then the conditional PMF of the queue length Lb at the BS
can be given with different methods, e.g., the inverse discrete
Fourier transform (IDFT) method [20], P (Lb = n|N2 = n2) ≈
1
W
W−1∑
w=0
Lb(ej2piw/W |N2=n2)
ej2piwn/W
. This method will yield more ac-
curate approximations for the PMF when choosing larger W .
Therefore, the PMF of the queue length Lb at the BS is
P(Lb = n) =
⌈ |C|λu ⌉−1∑
n2=0
P(Lb = n|N2 = n2)P(N2 = n2), (12)
where ⌈x⌉ is the the ceiling function. Similarly, the con-
ditional PGF of the delay in the queue at a BS is
given by Db(z|N2 = n2) =
∑|C|−1
k=0
(v
|C|
k (z)−1)vk(z)
|C|·(vk(z)−1)
×
(|C|−n2λu)(e
n2λu(vk(z)−1)−1)
n2λu(v
|C|
k (z)−e
n2λu(vk(z)−1))
∏|C|−1
i=1
vk(z)−βi
1−βi
, whereby vk(z)
are the |C| different solutions of v|C| = z. Then the PMF
of the delay P(Db = n) can be further obtained.
2) The delay and the queue length at the D2D TX: Due to
the large gap between the transmit power of BSs and D2D TXs,
the area of the D2D SSR is much smaller than that of the BS
SSR. It is reasonable to assume that all D2D TXs coexisting
within one D2D SSR share the same BS SSR and the same free
channels for tractable analysis [9]. Regard a D2D TX and the
other D2D TXs in its D2D SSR as a group, the free channels in
the D2D SSR are shared by the group orthogonally. According
to the analysis in Sec. III-C, we can get the number of users
associated to the group of D2D TXs follows the Poisson
distribution with intensity λγu = piPu1λ0(P1γµ)
2
β Γ(1+ 2
β
). Then
the PMF P(Nγu = n) of the number of users associated to the
group of D2D TXs can be obtained.
For the priority of the BSs, the number of free channels
available for the D2D group is the number of channels that
are not used by the BS with most received requests to be
responded to in the D2D SSR. As to each BS, the requests
it received during each time slot follows a Poisson process as
aforementioned. We consider the BS with most users associated
with it to be the one that occupies most channels. Denote
N j2 as the number of users associated with the j-th BS. The
conditional CDF of the number of users under the BS with the
heaviest load is NK
P(NK ≤ k|Nγ2 = n) = P
(
max
j=1,2,...,n
N j2 ≤ k
)
=
[ k∑
i=0
P(N2 = i)
]n
. (13)
Then the CDF of the number of users under the BS with the
heaviest load is
P(NK ≤ k) =
+∞∑
n=0
P(Nγ2 = n)P(NK ≤ k|Nγ2 = n). (14)
Then the system can be regarded as a two-priority queuing
system with |C| servers, i.e., a discrete-time multiserver queue
with priorities [21]. The requests with high-priority (associated
to the BS with the heaviest load) arrive according to a Poisson
process with intensity λH = NKλu. The arrival of requests
with low-priority (associated to the group of D2D TXs) follows
a Poisson process with intensity λL = Nγuλu. The two
processes are independent to each other, but the high-priority
requests may lead to server interruptions to the queueing of
the low-priority requests.
We provide an insight into the performance of the D2D tier
with the state of the low-priority queueing. Substituting the
Poisson process into results of [21] which is with regard to a
general arriving process, we get the conditional PGF for the
queue length of requests with low priority
Ld(z|NK , Nγu) =
eλL(z−1)(|C| − λT )(z − 1)
1− eλL(z−1)
×
|C|−1∏
i=0
1− xi(z)
z − xi(z)
|C|−1∏
i=1
z − αi
1 − αi
. (15)
whereby the αi (i = 1, 2, ..., |C| − 1) are the |C| − 1
solutions of z|C| = eλT (z−1) inside the complex unit disk
minus the point z = 1, and we have λT = λH +
λL. The functions xi(z) are the |C| solutions for equation
x
|C|
i (z) = e
λH (xi(z)−1)+λL(z−1) for any given z. More-
over, the conditional PGF of the delay for low-priority re-
quests is given byDd(z|NK , Nγu) =
∑|C|−1
i=0 ri(z)QT (ωi(z)),
where ri(z|NK , Nγu) = z
∏|C|−1
j=0,j 6=i
1−ωj(z)
ωi(z)−ωj(z)
, 0 ≤ i <
|C|, and QT (z|NK , Nγu) =
(|C|−λT )(eλT (z−1)−eλH (z−1))
λL(z|C|−eλT (z−1))
×∏|C|−1
i=1
z−αi
1−αi
, and ωi(z) are the solutions of ω|C| =
zeλH(ω−1). Similarly, the PMF of the queue length and the
delay can be obtained with the IDFT method described above.
IV. NUMERICAL RESULTS
We verify the performance of the proposed system with
simulating the cache-enabled network. The results are obtained
with Monte Carlo methods in a square area of 2000m×2000m,
where the locations of users and BSs are independent homo-
geneous PPPs with intensities of {λ0, λ2} = { 100pi5002 ,
1
pi5002 }
nodes/m2. We set the path-loss β = 4, the transmit powers are
{P0, P2} = {23, 43} dBm, the request intensity λu = 0.09
[requests/s], the number of channels |C| = 10, total number
of contents N = 200, the caching ability M = 10, and the
content popularity γ = 1. These typical parameters will not
change unless specific statements are clarified.
Fig. 3(a) shows the fraction of the steady-state service
nodes (BSs or D2D TXs) for the cognitive and cache-enabled
network, in comparison with that of the baseline. For a service
node, the arrival rate of requests is decided by the number
of users in its cell. Due to the stochastic locations of both
users and service nodes, there is possibility that a service node
has large number of requests in its cell, yielding congestion.
As shown in Fig. 3(a), nearly all service nodes stay at the
steady state with lower request intensity. As to the heavy
load situation, the fraction of the steady-state service nodes
60 0.02 0.04 0.06 0.08 0.1
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
λ
u
 [requests/s]
Pr
ob
ab
ili
ty
 
 
BS
D2D Tx
Baseline
(a)
1 2 3 4 5 6 7 8 9 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Delay [s]
Pr
ob
ab
ili
ty
3 4 5 6 7 8 9 10
0
0.002
0.004
0.006
0.008
0.01
 
 
BS Users
D2D Users
Baseline
(b)
Fig. 3. Fig. 3(a): The fraction of the steady-state service nodes; Fig. 3(b):
The PMF of the request delay at the steady service nodes.
decreases sharply for both the baseline and the proposed
network. Moreover, in the proposed network, D2D TXs are
more likely to suffer from local unsteady state because of the
lower priority. However, both kinds of service nodes (BSs or
D2D TXs) in the proposed system can bear heavier traffic
load than BSs in the baseline. When the request rate is 0.1
[requests/s], the fraction of the steady BSs and D2D TXs are,
respectively, 33.3% and 9% higher than that of the steady BSs
in the baseline, which illustrates the appealing advantage of
the proposed network.
The PMF of the request delay at the steady service nodes
(requests at the steady BSs and the steady D2D TXs are
considered as two kinds) are illustrated in Fig. 3(b). The user
under the coverage of steady BSs in the proposed network has
smaller delay compared with the D2D users and the users in
the baseline. Furthermore, the delay of users under steady D2D
has the distribution with longer tail and larger average than
that under the steady BS due to the low priority. However,
both kinds of users under steady service nodes (BSs or D2D
TXs) in the proposed network have better performance than
that under the steady BSs in the baseline.
V. CONCLUSION
The paper aims to formulate and evaluate the performance of
the multi-channel network where the D2D and cellular coexist.
We advocate to pre-cache the most popular contents to cache-
enabled user via broadcasting when the network is off-peak,
for the future frequent access. A cognitive D2D TX senses
the idle cellular spectrum within its spectrum sensing region.
Firstly, we model the node locations as mutually independent
PPPs. Users dynamically connect to the cellular and the D2D
according to the jointly physical layer and content-centric
features. Users are classified into three Subsets according to
where the user can obtain the requested content. Then the
request arrivals and departures at the BS and D2D TX are
modeled as the discrete-time multiserver queue with priorities.
We further provide the PMF of the delay and the queue length.
Numerical results reveal that the fraction of the steady BSs in
the proposed system is 33.3% higher than that in the baseline.
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