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[1] The importance of land-surface processes within Regional Climate Models for
accurately reproducing the present-day climate is well known. However, their role when
projecting future climate is still poorly reported. Hence, this work assesses the influence of
the land-surface processes, particularly the contribution of soil moisture, when
projecting future changes for temperature, precipitation and wind over a complex area
as the Iberian Peninsula, which, in addition, shows great sensitivity to climate change.
The main signals are found for the summer season, when the results indicate a
strengthening in the increases projected for both mean temperature and temperature
variability as a consequence of the future intensification of the positive soil moisture-
temperature feedback. The more severe warming over the inner dry Iberian Peninsula
further implies an intensification of the Iberian thermal low and, thus, of the cyclonic
circulation. Furthermore, the land-atmosphere coupling leads to the projection of a wider
future daily temperature range, since maximum temperatures are more affected than
minima, a feature absent in non-coupled simulations. Regarding variability, the areas
where the land-atmosphere coupling introduces larger changes are those where the
reduction in the soil moisture content is more dramatic in future simulations, i.e., the
so-called transitional zones. As regards precipitation, weaker positive signals for
convective precipitation and more intense negative signals for non-convective precipitation
are obtained as a result of the soil moisture-atmosphere interactions. These results highlight
the crucial contribution of soil moisture to climate change projections and suggest its
plausible key role for future projections of extreme events.
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1. Introduction
[2] Land-surface models (LSMs) arouse a growing interest
among climate modelers [Gulden et al., 2008] and large
efforts have been made since the first implicit approach
representing surface energy balance and hydrology [Manabe,
1969] toward attaining a more realistic modeling of the pro-
cesses through which the land surface influences the climate
[Pitman, 2003]. Seneviratne et al. [2010] offers a wide and
updated review on how such complex schemes help us to
understand climate variability when used within climate
models, overcoming, to some extent, the lack of observa-
tional data, particularly regarding soil variables [Robock
et al., 2000]. This review highlights the fact that soil
moisture is a main land-surface parameter affecting the sub-
seasonal to seasonal variability of the atmosphere, providing,
in conjunction with soil temperature, a long-term memory
factor for the surface boundary condition [Koster and Suarez,
2001; Seneviratne et al., 2006a]. Especially in regions where
soil moisture can vary seasonally and interannually between
dry and wet conditions (the so-called transitional climate
zones), as in the Iberian Peninsula (IP), soil moisture will be
an important factor influencing the climate due to its control
over evapotranspiration and thus over the partitioning of net
surface energy into the latent and sensible heat fluxes
[Sridhar et al., 2002; Jaeger et al., 2009; Jerez et al., 2010].
[3] Despite the significant divergence between LSMs
regarding their performance in climate simulations [Kato
et al., 2007], which shows the need for further sensitivity
studies aimed at better understanding land surface processes,
some basic common interaction mechanisms between land
and atmosphere can be identified from multimodel studies
such as PILPS [Henderson-Sellers et al., 1996], GLACE
[Koster et al., 2004, 2006; Guo et al., 2006], GSWP
[Dirmeyer et al., 2006] and LUCID [Pitman et al., 2009].
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For example, the GLACE experiment investigated soil
moisture-atmosphere coupling in 12 Atmosphere–ocean
General Circulation Models. The geographical hot spot
identified, common in all the simulations, were found to be
located in transitional zones between wet and dry climates.
However, there is still significant uncertainty regarding the
precise geographical definition of transitional climate zones
and the exact strength of soil moisture-evapotranspiration
coupling and its effects on the atmospheric variables.
[4] As regards to near-surface air temperature, substantial
evidence exists of the influence of the soil moisture forcing.
Seneviratne et al. [2006b] and Fischer and Schär [2009]
showed the relationship between the enhancement of sum-
mer temperature variability predicted for Europe and the
soil moisture-temperature feedback. Ferranti and Viterbo
[2006], Fischer et al. [2007] and Jaeger and Seneviratne
[2010] demonstrated the large impact of the soil forcing on
both the strength and duration of heat wave events, partic-
ularly with regard to daily maximum temperatures. The
asymmetric effect on maximum and minimum temperatures
and its involvement in the daily temperature range have been
particularly highlighted by Miao et al. [2007] and Zhang
et al. [2009]. Jaeger and Seneviratne [2010] linked the
drying trend observed in the soil moisture series to the mean
temperature trends of the recent past, emphasizing the soil
moisture amplifying effect. Jerez et al. [2010], the closest
precedent to the present study, showed that land-atmosphere
coupling affects both the annual cycle and the intra and
interannual variability of the temperature series when simu-
lating the observed climatology of the IP, reducing under-
estimation of both the mean values and the variability of
the temperature series and improving the representation of
the spatial heterogeneities of the temperature patterns.
[5] However, the role of soil moisture for forecasting
precipitation is not as clear as it is in the case of temperature,
since the interactions are not as straightforward [Seneviratne
et al., 2010]. Indeed, despite many works dealing with this
topic [Betts, 2004; Koster et al., 2004; Luo et al., 2007;
Taylor et al., 2007; Yang et al., 2007; Alfieri et al., 2008;
Hohenegger et al., 2008; Zhang et al., 2008; Steiner et al.,
2009], substantial uncertainties still remain. It is still
unclear whether, how and under what circumstances, soil-
atmosphere interactions may influence precipitation fore-
casts; although most studies agree that the most affected
areas show semihumid conditions and strong hydroclimatic
gradients, as do some regions of the IP. Moreover, there is a
lack of knowledge about the soil moisture contribution to
future projections for precipitation.
[6] Not only temperature and precipitation but also other
atmospheric variables can be greatly affected by the soil
forcing, specifically soil moisture forcing, such as surface
wind. Nonetheless, our understanding of the soil moisture
influence on the surface circulation is even more limited than
over precipitation. Only a few studies have investigated the
influence of this kind of land-atmosphere feedback
[Haarsma et al., 2009; Jimenez et al., 2011].
[7] Moreover, it must be expected that the location and/or
intensity of the soil moisture-climate interactions inferred
from present period simulations or observations will not
hold under future enhanced greenhouse gas concentrations.
For instance, shifts in climate regimes may modify the
location of transitional climate zones.
[8] These considerations motivated us to explore the role
of the land-surface model in regional climate simulations
performed for the Iberian Peninsula aimed at projecting
future changes in seasonal mean values and temporal vari-
ability of temperature, precipitation and surface wind, for
both winter and summer seasons. The procedure involves
the comparison of analogous simulations performed with
different LSMs in order to isolate climate change signals
attributable to the forcing resulting from land-surface pro-
cesses. Special attention is paid to the soil moisture contri-
bution, although the experiments were not designed to
specifically filter its contribution.
[9] Given the lack of studies dealing with the sensitivity of
RCM simulations to the land-surface model at climatic
scales, this work presents novelties and a valuable informa-
tion, particularly regarding the IP. Moreover, the IP is an
excellent region for the specific purposes of the present
investigation. On the one hand the IP presents a strong
spatial and temporal climate heterogeneity. Such heteroge-
neity stems from the interaction of the large-scale flow and
the complex topography. It ranges from the Mediterranean
climate, characterized by warm and dry summers with con-
vective-predominant precipitation and cold humid winters
with large-scale induced precipitation, to milder winters and
wetter summers toward the north and west mainly connected
to large-scale synoptic systems including the North Atlantic
Oscillation [Sumner et al., 1995; Font-Tullot, 2000;
Gonzalez-Rouco et al., 2000]. Hence, the analysis can be
made under diverse conditions. On the other hand, the IP, as
part of the Mediterranean region, has been identified as one
of the regions of the world most likely to be affected by
climate change [Giorgi, 2006]. Robust signals of increase in
mean temperature, temperature variability and precipitation
variability, and decrease in mean precipitation are projected
especially for the dry and warm season (although a few
exceptions add some controversy in the case of the precipi-
tation projections), as well as more frequent and persistent
heat waves [e.g., Gallardo et al., 2001; Trigo and Palutikof,
2001; Giorgi, 2006; Christensen and Christensen, 2007;
Tapiador et al., 2007; Della-Marta et al., 2007; May, 2008;
Fischer and Schär, 2009; Gomez-Navarro et al., 2011]. In
addition, a plausible depletion of the soil moisture content in
a warmer future scenario would turn some currently wet
areas of the IP into semiarid regions [Gao and Giorgi, 2008].
In such a scenario, shifts and/or widenings of the areas
that show a strong response to the soil moisture forcing,
and an intensification of the soil moisture-temperature
feedback within them, are to be expected [Jerez et al., 2010;
Jaeger and Seneviratne, 2010; Seneviratne et al., 2010].
Thus, a thorough evaluation of the mechanisms contributing
to climate changes in this particular area results of general
relevance.
[10] This work is structured as follows. Section 2 describes
the numerical experiments. Section 3 presents and discusses
the results and Section 4 summarizes and highlights the
main conclusions.
2. Experimental Design
[11] Four regional climate simulations were performed
with a climate version of the mesoscale model MM5 [Grell
et al., 1994], which allows to use the same external
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forcings (i.e. the GHGs and aerosol concentrations) in both
the regional simulation and the global simulation driving it.
MM5 has been widely used in many previous works [e.g.,
Fernandez et al., 2007; Koo et al., 2009; Jimenez-Guerrero
et al., 2010; Gomez-Navarro et al., 2010] and its accuracy
when simulating mesoscale circulations and reproducing
regional climates is widely accepted [e.g., Kanamitsu et al.,
2002; Gomez-Navarro et al., 2011; Jerez et al., 2010].
[12] The simulations span the intervals 1961–1990, as the
control reference period (CTRL), and 2070–2099, to
describe a climate change scenario simulation (SCEN), and
have been driven by outputs from the ECHO-G Global
Circulation Model. For the scenario period, the extension of
the ECHO-G run under the SRES A2 scenario is considered.
See Legutke and Voss [1999] for details of the ECHO-G
model and Zorita et al. [2005] for details of the ECHO-G
simulation used in this work. The difference between the
climatology simulated for the future period and the clima-
tology reproduced for the present period will depict the
projected changes assessed below.
[13] Both the CTRL and the SCEN simulations have been
performed twice, first using the Noah Land Surface model
(NOAH) [Chen and Dudhia, 2001] and secondly using the
Simple Five-Layer soil model (SLAB) [Dudhia, 1996].
Thus, the contribution of the land-surface processes will be
depicted by comparing the SLAB and NOAH simulations.
Both schemes use the same formulation and the main dif-
ference between them lies in the treatment of soil moisture,
although other important parameters that may play important
roles, such as vegetation and soil layer depths, are also
differently represented (refer to Jerez et al. [2010] for
details). In the SLAB simulations, soil moisture availability
is fixed to climatological values which simply depend on the
land use category of each grid cell and do not change during
the simulated period. Conversely, in the NOAH simulations,
available soil moisture and the soil thermal state change
according to processes such as evapotranspiration, water
intercepted by the canopy, root absorption of water, surface
runoff and subsurface drainage.
[14] The ability of MM5 using NOAH and SLAB to
reproduce a realistic temperature climatology for the IP
when driven by the ERA40 reanalysis was evaluated by
Jerez et al. [2010]. The results showed that, although com-
putationally more expensive, the use of the NOAH scheme
improves the accuracy of the simulation, especially in sum-
mer for the driest areas of the IP. However, that study did not
explore precipitation, but, as demonstrated by Gomez-
Navarro et al. [2010], we are also confident concerning
the reliability of the couple MM5+NOAH in this regard.
[15] Spatial and physical configurations of the model are
common for all the simulations. The spatial set up consists of
two two-way nested domains with spatial resolutions of 90
and 30 km (Figure 1). The inner domain covers the full IP
even after excluding the 5 outermost grid points which were
affected by the relaxation to the outer domain. This outer
domain is displaced eastward in order to include the strong
influence that the Mediterranean Sea exercises over the IP.
The physical parameterizations used are: Grell cumulus
parameterization [Grell, 1993], Simple Ice for microphysics
[Dudhia, 1989], MRF for the planetary boundary layer
Figure 1. Domains configuration used in the MM5 simulations. Shaded colors depict the orography seen
by the model (terrain height, in m) at the corresponding spatial resolutions: 90 km (D1) and 30 km (D2).
Water masses (seas and oceans) are plotted in light blue.
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[Hong and Pan, 1996] and the RRTM radiation scheme
[Mlawer et al., 1997]. The 30-year-long simulations were
performed by continuous runs of 5-year length with a previ-
ous spin-up period of 4 months, which is discarded in the
analysis to prevent the initial noise of the outputs (when the
model is still stabilizing) and the undesirable influence of a
possible poor initialization. Outputs for the IP were recorded
every 6 hours.
3. Results and Discussion
[16] The analysis focuses on mean values and interannual
variability of seasonal averages of temperature (T), precipi-
tation (P) and wind. The units of precipitation are mm/month
because the seasonal averages are computed from monthly
series, but we just retain one seasonal record per year.
Interannual variability is characterized by the standard
deviation of the detrended series (sdev). Spring (MAM) and
autumn (SON) were found to show intermediate behavior
between winter (DJF) and summer (JJA) seasons.Thus, we
focus on these two seasons for the sake of clarity and brev-
ity. Temperature projections are analyzed in the next section,
precipitation projection are analyzed in Section 3.2 and the
most important characteristic of the wind projections in
Section 3.3.
3.1. Temperature Projections
[17] Figure 2 shows the mean temperature change pro-
jections for winter and summer when using each LSM, and
the differences between the NOAH and SLAB projections.
In winter, warming patterns do not differ much, present
homogeneous spatial structure and project increases of
around 3 K. In the summer season, changes are more
pronounced inland and toward the west of the IP, reaching
values up to 7 K in the NOAH simulation, up to 2 K higher
than those projected by the SLAB simulation. Furthermore,
these notable differences between the NOAH and SLAB
simulations affect the areas where changes are most
pronounced.
[18] The interannual variability of the temperature series
(Tsdev) is also projected to increase everywhere and in
every season (Figure 3). In winter, the projected increase is
around 0.2 K (20%) and fairly homogeneous over the
entire domain (Figures 3a and 3b). Differences between
SLAB and NOAH are around 0.1 K. The NOAH simulation
projects an increase about 15% greater over the northern and
inner areas of the IP than the SLAB simulation (Figure 3c).
In the summer season (Figures 3d and 3e), the projected
changes are again larger than in the winter season, showing
the largest signals over water mass areas, especially over the
Mediterranean Sea (over 0.8 K,  over 50%), followed by
the northern land areas of the IP (where changes are around
0.6–0.8 K,  up to 50%). Substantial differences appear
between the SLAB and NOAH projections inland, depicting
a north–south gradient (Figure 3f). NOAH projects much
greater increase in the temperature variability in the northern
IP, where changes are most pronounced; the differences
between both projections being more than 0.4 K (20%).
Conversely, in the south-western IP the SLAB model leads
to a larger increase of the variability (up to 15%).
[19] It was to be expected that differences between NOAH
and SLAB could mainly affect the summer season, as seen
above, for two reasons. On the one hand, large scale circu-
lation strongly drives temperature in winter, while in sum-
mer the synoptic scale winds are weaker and local
circulations become more relevant in midlatitude regions
Figure 2. (a, b, d, and e) Projections for mean temperature (Tmean), using either the SLAB or the NOAH
scheme, for the winter (DJF) and summer (JJA) seasons. (c and f ) The differences between the NOAH and
the SLAB projection. Units: K.
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such as the IP. On the other hand, solar forcing is weaker in
winter than in summer and, therefore, less heat is available
for the partitioning into sensible and latent fluxes (which
greatly determines the assessed LSM-impact, as shown
below). Both features prevent a strong influence of in-situ
processes, such as soil-atmosphere feedbacks, in the winter
season, while emphasizing the importance of the LSM in the
summer season.
[20] Of note is the fact that the LSM-impact patterns show
the strongest signals in areas where the projected changes
are larger. That is, the hot spot areas/seasons are very sen-
sitive to the LSM. Hence, the underlying mechanisms are
worth investigating for a deeper understanding of potential
risks. In order to attribute causes for the main differences
between the SLAB and NOAH projections, an analysis of
the soil energy and moisture budget was performed, and
impacts on maximum and minimum temperatures (TX and
TN, respectively) were investigated.
[21] Figure 4 shows the mean soil moisture content
(available water for evapotranspiration) simulated by NOAH
for the present and future periods and the differences
between them. The difference in the way soil moisture
availability is treated by the SLAB scheme prevents a direct
comparison with the NOAH simulation in this regard.
Nonetheless, it is clear from these plots that the LSM-impact
pattern for the summertime mean temperature projection
(Figure 2f ) shows the strongest signals over some of the
driest areas of the IP, the inner ones not greatly affected by
Figure 4. Simulated soil moisture - saturation level in the first 1m-soil layer. (a and b) Climatologies
reproduced by the NOAH simulation in the CTRL and SCEN periods for the summer (JJA) season.
(c) Future projection (SCEN minus CTRL). Units: %.
Figure 3. (a, b, d, and e) Projections for the interannual variability of the temperature series (Tsdev),
using either the SLAB or the NOAH scheme, for the winter (DJF) and summer (JJA) seasons. (c and f)
The differences between the NOAH and the SLAB projection. Units: K in shading. Contours depict changes
in percentage with respect to the reference period in Figures 3a, 3b, 3d and 3e; and differences between
NOAH and SLAB in the changes expressed in percentage in Figures 3c and 3f. Solid contours are positive,
dashed contours are negative, and dotted contours represent zero-isolines. Contour interval is 10.
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advection phenomena from the ocean (Figures 4a and 4b).
The main cause is related to the larger surface sensible
heat flux (SH) simulated when the NOAH scheme is used
(Figure 5) at the expense of the latent heat flux (differences in
the rest of the terms involved in the surface energy balance
equation are some orders of magnitude smaller, not shown).
The patterns of differences in the simulated SH match those
of the soil moisture content obtained from the NOAH simu-
lations. Bearing in mind that the values of soil moisture
availability used by the SLAB model do not vary much
between regions because of the vast land use assignment (not
shown), and given that the future depletion of the soil mois-
ture availability projected by the NOAH simulations is
accompanied by a future intensification of the differences
between NOAH and SLAB in the simulated SH (in favor of
NOAH) (Figures 4a and 5a versus Figures 4b and 5b), the
results support that the main cause for the differences in the
temperature projections would lie in the future intensification
of a positive soil moisture-temperature feedback (Figure 5c)
which is simulated when the NOAH scheme is used but is
avoided in the SLAB simulations. The feedback is as fol-
lows: the less soil moisture available, the less latent heat flux
and hence the larger the sensible flux released (differences
between NOAH and SLAB reach midday values of around
200W/m2 in vast areas of the IP, Figure 5b), which originates
higher temperatures, and so on. Such a soil moisture-ampli-
fying effect is hidden in the SLAB simulation, which treats
soil moisture as a static field. Although strong in most of the
IP, land-sea breezes smooth this effect near the sea.
[22] The analysis of the daily mean summertime TX and
TN projections (Figure 6) points to a greater LSM-impact on
TX (more than 2.5 K over wide inner areas) than on TN,
Figure 5. Simulated daily maximum surface sensible heat flux. (a and b) Differences between the NOAH
and the SLAB simulation (NOAH minus SLAB) in the climatologies reproduced in the CTRL and SCEN
periods for the summer (JJA) season. (c) Differences between the NOAH and SLAB simulations (NOAH
minus SLAB) in the future projections (SCEN minus CTRL). Units: W/m2.
Figure 6. (a, b, d, and e) Projections for summer (JJA) mean daily maximum (TX; upper) and daily min-
imum (TN; bottom) temperature when using either the SLAB or the NOAH scheme. (c and f ) The differ-
ences between the NOAH and the SLAB projection. Units: K.
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which further supports the above argument. The positive soil
moisture-temperature feedback is stronger at daytime, i.e.
the upward flux of sensible heat from the warm soil to the
upper atmosphere is larger at daytime than at nighttime,
when indeed the soil becomes cooler than the atmosphere as
the solar radiation ceases. Such feedback involves a reduc-
tion of the soil moisture availability, which, in turn, reduces
both, the latent heat released from evapotranspiration pro-
cesses (in favor of the exchange of sensible heat), and the
soil heat capacity in comparison with moister soils (which
leads to even warmer soils). However, even though such a
reduction in the soil heat capacity due to the depletion of
soil moisture speeds the soil cooling process at night, the
NOAH projection for TN is still greater than the SLAB
projection (Figure 6f). The reason seems to be associated
with the large amount of heat stored in the ground during
daytime, which presumably counteracts the faster radiative
cooling process (at nighttime) as the soil dries.
[23] The former assessment of TX and TN projections
reveals an additional interesting feature. In the NOAH
simulations, TX is foreseen to increase more than TN over
the whole IP, a behavior which is totally masked in the
SLAB simulations. Such asymmetry, already reported by
Gomez-Navarro et al. [2010], involves a wider daily tem-
perature range and highlights the importance that the LSM
may have for accurately projecting extreme temperatures.
[24] The role of the LSM as regards the interannual vari-
ability in temperatures is more complex and confined to the so-
called transitional climate zones, defined as those changeable
between wet and dry regimes. Figure 4c shows that the
northern IP is greatly affected by future depletion of the soil
moisture content in the summer, which would turn these
currently wet areas into semiarid ones. On the other hand,
the LSM-impact pattern regarding summertime temperature
variability is stronger in these areas. As other authors have
found over various domains [e.g., Seneviratne et al., 2006b],
such a transition from wet to dry conditions effectively
enhances the former projections for Tsdev.
[25] Note that the differences between NOAH and SLAB
as regards the interannual variability of the mean summer
temperatures are mainly due to differences in the interannual
variability of the TX series while differences in TN are much
smaller (Figure 7). As discussed above, the role of the LSM
is more noticeable during daytime. Besides, Figure 7 clearly
yields another interesting result in line with the above attri-
bution: the reduction of the interannual variability of TX
projected by the NOAH simulations over the southern IP.
This area shifts from a transitional regime to a fully dry one
and becomes so dry in the NOAH simulation during the
SCEN period (Figure 4b) that the rainfall events can not
notably modify the absence of available soil moisture. Thus,
soil conditions remain quite constant with time without
influencing the temperature variability. Conversely, the still
transitional regime of the southern IP in the CTRL period
allows for larger soil moisture variability and thus a larger
temperature variability than in the SCEN period.
3.2. Precipitation Projections
[26] Precipitation is, in general, projected to decrease by
both experiments in all seasons (Figures 8a, 8b, 8d, and 8e).
The largest reduction affects a vast extension of the western
IP in winter (above 50 mm/month), followed by the northern
IP in summer (up to 40 mm/month). These large signals
affect some of the rainiest areas. Hence, when the changes
are expressed as a percentage, the signals are shifted south-
ward in winter and westward in summer, in both cases up to
70%. Differences between NOAH and SLAB projections for
mean precipitation are slight in the winter, but not in the
Figure 7. (a, b, d, and e) Projections for summertime (JJA) interannual variability of mean daily maxi-
mum (TX; upper) and daily minimum (TN; bottom) temperature series when using either the SLAB or
the NOAH scheme. (c and f) The differences between the NOAH and the SLAB projection. Units: K.
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summer, when NOAH enhances the projected reduction in
precipitation by up to 20 mm/month over the Pyrenees
(Figures 8c and 8f ). Differences between both projections
when expressed as a percentage range from 20 to 40%.
[27] Regarding the standard deviation of the precipitation
series (Psdev), the projections show a decrease in winter
over most of the IP (over 20 mm/month) except for the
northern IP (Figures 9a and 9b). Thus the extreme precipi-
tation events are projected to increase there, since mean
precipitation is projected to decrease while precipitation
variability is predicted to increase. As for mean precipita-
tion, the signals are shifted southward when changes are
expressed as a percentage. They grow above 40%. In the
summer season, the change patterns do not show a clear
structure, alternating positive and negative signals (both
above 20 mm/month, above 60%); the former mainly over
the Mediterranean Sea and the latter mainly over the western
IP (Figures 9d and 9e). Differences between the SLAB and
the NOAH projections are again larger for summer than for
winter (Figures 9c and 9f) and show a quite noisy pattern,
with values ranging from 20 to 20 mm/month, which
makes it difficult to draw general conclusions but, at the
same time, reveals the strong influence of the soil processes.
[28] As for temperature, the former results highlight that
the contribution of the LSM has more weight during the
summer season. It can also be drawn that, although the main
projected changes are imposed by the boundary conditions,
the LSM plays a fundamental role in modifying (enhancing
or smoothing) the general structure of the climate change
patterns, and thus deserves large attention.
[29] To better understand the above results we looked
separately at the convective and non-convective components
of precipitation. We also looked at the change signals for the
frequency and intensity of the rainfall events, which pro-
vided more valuable information than the assessment of
variability (since the latter is closely tied to the precipitation
amount over the IP). Figures 10 and 11 depict this
information.
[30] In winter, the convective precipitation is almost neg-
ligible while in summer it accounts for over 40% of the total
amount of precipitation in some inner and southern areas.
This is quite similar in both NOAH and SLAB simulations
(not shown). Future changes are projected for both compo-
nents. In winter, signals come basically from non-convective
precipitation and there is no large influence of the LSM (not
shown). Conversely, in the summer season, changes in both
convective and non-convective precipitation contribute to
the projected changes in the total amount of precipitation.
Moreover, these two contributions depict opposite signs.
Convective precipitation is projected to increase in north-
eastern areas (about 10 mm/month, Figures 10a and 10b),
while non-convective precipitation is projected to decrease
in the northern IP (up to 50 mm/month over the Pyrenees,
Figures 11a and 11b). Although the change patterns depict
similar structures whether the SLAB or the NOAH scheme
is used, the signals show different intensities depending on
the LSM choice. The LSM-impact patterns highlight that the
positive signals for convective precipitation are strengthened
when the SLAB scheme is used, while the negative signals
of non-convective precipitation are more intense when the
Figure 8. (a, b, d, and e) Projections for mean precipitation (Pmean), using either the SLAB or the
NOAH scheme, for the winter (DJF) and summer (JJA) seasons. (c and f) The differences between the
NOAH and the SLAB projection. Units: mm/month. Contours depict changes in percentage with respect
to the reference period in Figures 8a, 8b, 8d and 8e; and differences between NOAH and SLAB in the changes
expressed in percentage in Figures 8c and 8f. Solid contours are positive, dashed contours are negative, and
dotted contours represent zero-isolines. Contour interval is 10 (Figures 8a–8c) and 20 (Figures 8d–8f).
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NOAH scheme is used (Figures 10c and 11c). That is, the
NOAH scheme provides larger (smaller) negative (positive)
signals for the non-convective (convective) precipitation
than the SLAB scheme.
[31] Figures 10d, 10e, 10g, and 10h (11d, 11e, 11g, and
11h) show the projected changes in frequency and intensity
for the convective (non-convective) precipitation events,
defined as the number of days per season with precipitation
over 0.1 mm and the mean amount of precipitation per rainy
day, respectively. The positive (negative) signals described
above are accompanied by increases (decreases) in both the
intensity and frequency of the rainy days without great
controversy, i.e. if frequency decreases, intensity decreases,
and vice versa, at least over the areas where changes are
significant. This is common for both convective and non-
convective precipitation, and occurs in both NOAH and
SLAB simulations.
[32] To compare the relative importance of both con-
tributions (i.e. the intensity and frequency of rainy days) to
the changes in convective and non-convective precipitation,
we computed separately the change that would result if only
the frequency changed (i.e. keeping the intensity constant),
and the change that would result if only the intensity
changed (i.e. keeping the frequency constant). The black
points in Figures 10d, 10e, 10g, 10h, 11d, 11e, 11g, and 11h
show in which areas each contribution is more important
than the other, and the gray points where they have opposite
signs. This assessment does not reveal qualitative differ-
ences between the SLAB and the NOAH experiments, but
does highlight some interesting features. The negative sig-
nals for non-convective precipitation are mainly due to the
reduction in the amount of precipitation when it falls, while
the negative signals for convective precipitation are mainly
due to the reduction in the number of days with convective
precipitation events. However, the positive signals found for
the convective precipitation are related to increases in the
intensity rather than in the frequency.
[33] These features allow us to speculate that soil water
recycling occurs over the IP. Although the general behavior
is imposed by the synoptic forcing, and thus appears similar
in both experiments, there are important differences between
the two experiments regarding the intensity of the signals,
where the LSM plays its major role. Given that soil moisture
availability decreases when NOAH is used, it was to be
expected (under the former assumption) that the NOAH
simulation projects a larger reduction in the intensity of the
non-convective rainy days and a smaller increase in the
intensity of the convective rainy days than the SLAB
simulation.
[34] Nevertheless, although it has been reported that the
effect of the locally evaporated moisture added to the
imported moisture from outer regions may be important,
even crucial, in generating precipitation [Schär et al., 1999],
it is difficult to establish the concrete underlying mechan-
isms driving the differences found between the SLAB and
the NOAH experiments. Feedbacks between soil moisture
and precipitation have been analyzed in works such as those
by Barros and Hwu [2002], Luo et al. [2007] and Alfieri
et al. [2008], but it is still unclear whether, how, and
under what circumstances these interactions influence pre-
cipitation forecasts. This assessment further reveals the
complexity of the processes through which soil moisture
Figure 9. (a, b, d, and e) Projections for the interannual variability of the precipitation series (Psdev),
using either the SLAB or the NOAH scheme, for the winter (DJF) and summer (JJA) seasons. (c and f)
The differences between the NOAH and the SLAB projection. Units: mm/month. Contours depict changes
in percentage with respect to the reference period in Figures 9a, 9b, 9d and 9e; and differences between
NOAH and SLAB in the changes expressed in percentage in Figures 9c and 9f. Solid contours are posi-
tive, dashed contours are negative, and dotted contours represent zero-isolines. Contour interval is 20.
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and other soil variables and processes influence precipita-
tion: we found no direct relations between the spatial dis-
tribution of patterns (although some of the more interesting
signals tended to appear over the northern IP, which is the
one considered as a transitional climate zone), or between
the temporal evolution of series. In addition, important sig-
nals were observed in the LSM-impact patterns over the sea,
where, necessarily, the influence of the LSM manifests
indirectly. Nonetheless, the above results emphasize the
strong influence of the land surface model when projecting
future changes of precipitation over the IP, both directly and
indirectly (via its influence on the simulated circulation,
temperature, etc.) and perhaps through both positive and
negative feedback processes. Likely, through a mix of all of
these possibilities, which prevents a direct attribution as in
the case of temperature. Such an influence mainly involves
the intensity of the changes, while patterns depict similar
structures without depending on the LSM.
3.3. Changes in the Regional Circulation
[35] It is to be expected that differences in the surface
energy balance between NOAH and SLAB simulations will
also influence future projections for regional circulations,
and that differences in regional circulations will contribute
reciprocally to the differences in precipitation and tempera-
ture described above.
[36] Figures 12a, 12b, 12d, and 12e show the projected
changes for 10-m wind and sea level pressure (SLP) for the
winter and summer seasons in both simulations. In winter,
the changes indicate a decrease in zonal winds related to the
latitudinal increase in SLP. The intensification of the easterly
winds appears similar in both experiments (Figure 12c), and
thus it should be an issue derived basically from the
Figure 10. Changes in the summer (JJA) mean convective precipitation (RC) using either (a) the SLAB
or (b) the NOAH scheme. (c) The differences between both projections (NOAH minus SLAB). Units:
mm/month. Analogously, (d and e) changes in the intensity and (g and h) frequency of the RC events
occurring at summertime using either the SLAB or the NOAH scheme. (f and i) Differences between both
projections. Units: mm/day considering only rainy days for the intensity, and number of rainy days per
year for the frequency. Black points mean that the change in the intensity (frequency) would produce alone
a large change signal than the change in the frequency (intensity) alone. Gray points indicate where the
change signals for intensity and frequency of the RC events have opposite sign.
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boundary conditions. The projected changes during summer
also point to an intensification of the easterly winds in both
simulations. This agrees with the idea proposed by Haarsma
et al. [2009] that the drier Mediterranean soils intensify
easterly winds. The differences between both experiments
during summer (Figure 12f) point to an enhancement of the
Iberian thermal low [Hoinka and Castro, 2003] in the
NOAH simulation. This leads to a stronger cyclonic circu-
lation around the IP and reveals that the LSM-impact during
summer mainly affects the meso-alpha scale of motion. The
enhancement of the thermal low is associated with the drier
soils simulated by NOAH that lead to an increase of the
sensible heat flux (Figure 5).
[37] Changes in the standard deviation of the surface wind
speed and the SLP are shown in Figure 13. There is a
reduction in both the wind speed and SLP variability during
winter (Figures 13a and 13b), which seems to be associated
with the higher SLPs simulated by both LSMs (Figures 12a
and 12b), indicating a reinforcement of the Azores high
pressure and its blocking of the westerly circulations. The
differences between both projections (Figure 13c) point to a
larger variability in the NOAH projection. During summer
(Figures 13d and 13e), changes in variability are much more
moderate than during winter. The differences between both
projections highlight the effects of the reinforcement of the
Iberian thermal low by NOAH (Figure 13f). In particular, an
increase in SLP variability over the center of the IP can be
recognized.
4. Summary and Conclusions
[38] This work assesses regional climate change projec-
tions for the Iberian Peninsula aimed at elucidating both the
main signals and the role of the LSM, i.e. the influence of
soil processes. Attention has particularly been paid to tem-
perature and precipitation, although changes in surface wind
are also analyzed. The evaluation focuses on mean values
and interannual variability for the winter and summer sea-
sons. Two LSMs available within the mesoscale model
MM5, the simple SLAB model and the more complex
NOAH scheme, have been used in this work. The main
conceptual difference between them lies in the treatment of
soil moisture, which is either fixed and given by the land use
categorization or dynamically modeled, respectively.
[39] The regional climate change projections for tempera-
ture are characterized by an increase in both mean tempera-
ture and temperature variability, especially in the summer
season (up to 6 K and over 40%, respectively). In addition,
Figure 11. Same as Figure 10 but for non-convective precipitation (RN).
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Figure 13. (a, b, d, and e) Projections for the interannual variability of the module of the surface wind
(Vsdev, by shaded colors) and for the sea level pressure (SLP, by contours), using either the SLAB or
the NOAH scheme, for the winter (DJF) and summer (JJA) seasons. (c and f ) The differences between
the NOAH and the SLAB projection. Units: V in m/s and SLP in hPa. Contour interval is 0.1 hPa
(in Figures 13a, 13b, 13d, and 13e) and 0.05 hPa (in Figures 13c and 13f).
Figure 12. (a, b, d, and e) Projections for the mean module of the surface wind (Vmean, by shaded
colors) and for the mean sea level pressure (SLP, by contours), using either the SLAB or the NOAH
scheme, for the winter (DJF) and summer (JJA) seasons. (c and f ) The differences between the NOAH
and the SLAB projection. Units: V in m/s and SLP in hPa (contour interval is 0.5 hPa). Arrows represent
changes in the wind vector at 10 m height.
JEREZ ET AL.: LAND SURFACE MODELING AND CLIMATE CHANGE D01109D01109
12 of 15
precipitation is projected to decrease by around 40% in both
winter and summer seasons [Perez et al., 2010]. This signal
results from a reduction in both the intensity and frequency of
both convective and non-convective precipitation events.
The exception is that the summertime convective precipita-
tion is projected to increase, due to further intensification of
the convective rainfall events rather than to an increase in the
number of this kind of event. The surface wind circulations
show a weakening of the predominant westerly winds.
[40] The strongest influence of the soil forcing on the
above projections was found for the summer season. Large
scale circulation tightly controls temperature, precipitation
and winds in wintertime, while in summer the synoptic scale
winds are weaker and thus local circulations become more
relevant in midlatitude regions, such as the IP [Font-Tullot,
2000]. Moreover, solar forcing is weaker in winter than in
summer and therefore less heat is available for its partitioning
into sensible and latent fluxes. Both features prevent a strong
influence of in-situ processes, such as soil-atmosphere feed-
backs, in the winter season, while increasing the importance
of the LSM in the summer season.
[41] The future intensification of the positive soil moisture-
atmosphere feedback [Jerez et al., 2010] strengthens the
future warming projected. The areas where land-surface
coupling amplifies the projected warming lie in the driest
inner areas of the IP, where the use of the NOAH scheme
favors the exchange of sensible heat between the land and the
atmosphere at the expense of the latent heat in comparison
with the SLAB simulation. Moreover, it reveals a future
amplification of the daily temperature range, since maximum
temperatures are more sensitive to such sensible heat
exchange than minima. This feature is totally masked when
using the simplest soil model treating soil moisture as a static
field. Conversely, the LSM plays a greater role in the wetter
northern IP as regards temperature variability projections.
These areas are those where the reduction in the soil moisture
content is more dramatic, a feature that turns them into semi-
arid regimes (hence they are called transitional climate zones
[Seneviratne et al., 2006b]) and enhances the projected
increases.
[42] Assessment of the precipitation projections reveals
that the use of the more complex NOAH LSM provides
stronger negative signals for non-convective precipitation
and smaller positive signals for convective precipitation.
However, it is difficult to establish a direct link with the soil
moisture forcing in this case. Feedback between soil mois-
ture and precipitation can occur both directly, i.e. through
the recycling of water [Schär et al., 1999], and indirectly,
e.g. through impacts on temperature and regional circula-
tions [Jimenez et al., 2011]. In fact, some of the largest
differences between both analyzed simulations appeared
over the sea, where they necessarily come indirectly from
the soil forcing, whatever it was.
[43] Regarding changes in regional circulation, the NOAH
projection shows a deeper reinforcement of the Iberian
thermal low than the simpler SLAB scheme. As a conse-
quence, NOAH shows higher cyclonic mesoscale circula-
tions over the IP. The reinforcement of the Iberian low is
related to the increase in the sensible heat flux in NOAH due
to the drier soils projected in the future. This modeling study
therefore reveals that modifications in the available soil
moisture are able to modify the surface wind in regional
climate change projections through the meso-gama scales of
motion [Jimenez et al., 2011].
[44] Although the patterns usually depict similar structures
with no dependence on the LSM, the results indicate that the
soil forcing can strongly modify the intensity of the pro-
jected changes. Therefore, the reliability of the LSM seems
essential for properly evaluating future climate change-
derived risks and extreme events [Seneviratne et al., 2006b;
Fischer et al., 2007; Fischer and Schär, 2009]. Land-surface
parameters such as the vegetation fraction that largely
determines the way in which soil administers the available
water and which are, however, poorly represented in climate
simulation models and usually treated as a static field, may
deserve further attention to increase accuracy [Pielke, 2001;
Kato et al., 2007]. In general, a deeper understanding of
land-atmosphere feedbacks is strongly desirable in this
regard [Seneviratne et al., 2010].
[45] Furthermore, a cascade on uncertainties can be intui-
ted given the paramount importance of the soil forcing. For
instance, the uncertainties associated with the precipitation
projections [Perez et al., 2010] translates directly into
uncertainties regarding soil moisture availability. Therefore,
temperature and wind projections would also be affected by
this additional uncertainty derived from (or induced by) the
uncertainty associated with the simulated soil moisture
content.
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