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Benutzerorientierte Definition eines Vokabulars zur standardisierten 




Als Befund bezeichnet man die verbale Beschreibung eines me-
dizinischen Sachverhaltes. 
Es steht außer Frage, daß die Beschreibung aller in der Me-
dizin vorkommenden Tatbestände ein unendlich großes Voka- . 
bular eifordert. Gleichwohl lassen sich jedoch die meisten Be-
funde mit einem relativ begrenzten Vokabular (Befundbeschrei-
bung) zum Ausdruck bringen. 
Die vorliegende Arbeit veifolgt die Zielsetzung, methodische 
Ansätze zur benutzerorientierten Definition einer Befundbe-
schreibung darzulegen, wie sie etwa bei Veifahren zur standar-
disierten Befundeifassung bzw. rechner gestützten Arztbriej-
schreibung vorausgesetzt wird. 
Summary 
A verbal description of a medical fact is ca lied a clinical-find-
ing. 
There is no question about it, that the description of all repre-
sen ted facts in medicine requires an infinite vocabulary. 
However most clinical-findings can be expressed with a vo-
cabulary relatively limited. 
In the present paper the author describes methodical state-
ments for useroriented definition of a vocabulary for clinical-
finding as it is perhaps proposed to processes of standarized sei-
ze of clinical-finding respectively to computer-assisted writing of 
medical reports. 
1 Einführung 
Die jüngst von BÖHM et al. [1] publizierte lesenswerte Abhand-
lung »Historie der Krankengeschichte« vermittelt einen ein-
drucksvollen Überblick über den Wandel der Befunddoku-
mentation von der Steintafel bis zum Einsatz modernster Com-
putersysteme mit wechselndem Inhalt je nach wissenschaftli-
chem Stand der Medizin. Die Autoren stellen fest, daß die 
schriftliche Aufzeichnung von Befunden früher hauptsächlich 
im Hinblick auf den individuellen Kranken, jedoch nur selten 
unter dem Aspekt einer wissenschaftlichen Auswertung erfolg-
ten. So reichten unvollständige und für andere schwer leserli-
che Unterlagen aus, weil der Kranke meist bei ein und demsel-
ben Arzt blieb. Heutzutage wird jedoch die übersichtliche Do-
kumentation der erhobenen Befunde im Interesse jedes einzel-
nen Patienten zwingend, partizipieren doch, durch die weitge-
hende Differenzierung der Medizin, zunehmend mehr ärztli-
che und nichtärztliche Personen am Diagnostik-und Therapie-
prozeß. Zudem ermöglicht erst eine synoptische Betrachtung 
der im Diagnostikprozeß gewonnenen Einzelbefunde eine Be-
urteilung des Krankheitsbildes und damit eine Weichenstel-
lung für die Therapie. Nicht zuletzt deshalb vertrat HIPPOKRA-
TES die Ansicht, daß ein wichtiger Bestandteil der ärztlichen 
Kunst darin besteht, die schriftlichen Aufzeichnungen richtig 
beurteilen zu können. Denn nur wer diese richtig beurteilt und 
anwendet, kann - so HIPPOKRATES [4]- keine großen Fehler in 
der Kunst begehen. 
Obwohl die Bedeutung einer objektiven Befunddokumenta-
tion unbestritten ist, ist die Zuverlässigkeit und Objektivität der 
klinisch erhobenen Befunde bei weitem nicht so groß, wie in 
der Regel unterstellt wird. »Das sogenannte menschliche Ver-
sagen ist dabei nicht ein Problem an sich, vielmehr besteht das 
eigentliche Problem im Widerspruch zwischen der modemen 
sozialen Forderung nach vollkommener Anpassung der indivi-
duellen Arbeitsleistung an Normen und Sicherheitsbestim-
mungen und der biologischen Struktur des Menschen, die in ih-
rer Leistungsfähigkeit einerseits von historischen Faktoren, an-
dererseits von der Konzentrationsfähigkeit, von Stimmungen 
und vor allem von Sinngebungen abhängig ist« [8]. 
Welche Fakten einer objektiven Befunddokumentation ent-
gegenstehen, hat der Verfasser bei einer Analyse von ca. 300 
von verschiedenen Ärzten erstellten Befundberichten zusam-
mengestellt [13]. Im Einklang mit IMMICH [6] lassen sich folgen-
de Fakten bei der Befunderhebung und -dokumentation fest-
stellen: 
- Unabhängig von den erhobenen Sachverhalten verwendet 
jeder Arzt einen an seiner Ausbildung orientierten Stil zur ver-
balen Abfassung seiner Befunde. So beschreibt etwa ein Inter-
nist die Bewegungsmöglichkeiten der Gelenke bei weitem nicht 
so differenziert wie ein Chirurg oder Orthopäde. 
- Befundberichte ein und desselben Arztes sind hinsichtlich 
der befundeten Organe und deren verbalen Beschreibung weit-
gehend konsistent, während sie von Arzt zu Arzt erheblich ab-
weichen. Trotzdem sind gewisse Befunde in autorverschiede-
nen Berichten gleichmäßig repräsentiert. Im wesentlichen 
handelt es sich dabei um Meßwerte (Körperlänge und -ge-
wicht, Blutdruck), um den Zustand der Schleimhäute und des 
Gebisses, Ernährungszustand, Alterseindruck, um Befunde 
von Herz, Lunge, Abdominalorganen und der Wirbelsäule. 
- Wichtige, diagnostisch bedeutsame Merkmale, wie etwa Re-
flexverhalten, Schobersche Zeichen, Fußpulse fehlen oder 
werden selten angegeben. Entsprechendes gilt für die Merkma-
le Augen, Nase, Nervenaustrittspunkte, Lymphknoten und 
Hautzustand. 
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- Für unwichtig oder unpassend gehaltene Sachverhalte wer-
den absichtlich oder versehentlich nicht dokumentiert. 
Die Befunderhebung kann entweder diagnose- oder symptom-
orientiert ausgerichtet sein. Beim diagnoseorientierten Vorge-
hen wird die objektive Erfassung der Einzelbefunde aufgrund 
der vorgefaßten diagnostischen Ausrichtung erschwert, d. h. 
die bereits erhobenen Befunde beeinflussen die Auswahl der 
weiterhin zu erhebenden Befunde und deren Bewertung. Der 
Untersucher ist der Gefahr ausgesetzt, einen richtig erfaßten 
Befund, der nicht in das vorgefaßte Krankheitsbild paßt, feh-
lerhaftzu interpretieren bzw. seine Dokumentation zu vernach-
lässigen oder gar zu unterlassen. Das symptomorientierte Ver-
fahren, welches von reinen Befunden ausgeht, erscheint daher 
das sinnvollere, da es eine wertungsfreie Erfassung zuläßt. 
- Diagnostisch wichtige pathologische Befunde werden über-
sehen und vergessen zu dokumentieren. 
- Oft wird mehr dokumentiert, als tatsächlich untersucht wur-
de. Das gilt besoders für Formulierungen wie: »ZNS normal« 
oder »Extremitäten aktiv und passiv freibeweglich«. Auch ist 
es ein Unterschied, ob es heißt: »Leber o. B.« oder »Leber: 
weiche Konsistenz, kein Druckschmerz, nicht vergrößert«. 
Entsprechendes gilt für überbestimmte Begriffe (z. B. sichtbare 
Schleimhäute), unterbestimmte Begriffe, deren Bedeutungsin-
halt nicht klar umrissen ist (z. B. Allgemeinzustand, Querfin-
ger) und Abkürzungen (z. B. FBA, AZ), die nur der Untersu-
cher selbst interpretieren kann. 
- Richtige Befunde werden falsch aufgezeichnet. Je größer die 
Pause zwischen Erhebung und Niederschrift der Befunde ist, 
desto mehr wächst die Gefahr der Verwechslung. 
- Unvollständige Lokalisationsangaben. Beispielsweise bei 
der Beschreibung der Beuge-, Streck- und Drehfähigkeit von 
Gelenken und der exakten Angabe von Meßbedingungen (z. B. 
Blutdruck sitzend rechts nach Belastung). 
- Nullbefunde. WAGNER [15] folgert in seiner Publikation 
»Bedeutung und Verläßlichkeit des Nullbefundes in der Medi-
zin«, daß ein positiver Befund die Aufmerksamkeit des Arztes 
in weit höherem Maße auf sich zu ziehen pflegt als ein negati-
ver; wortspielerisch formulierte er, daß der negative Befund 
weniger geeignet erscheint, die positive Anteilnahme des Un-
tersuchers zu wecken. Nullbefunde werden nicht dokumen-
tiert, um Zeit und Arbeit zu sparen. Es bleibt daher unklar, ob 
sie erhoben, aber nicht niedergelegt, oder ob sie nicht abgeklärt 
wurden. Gerade in der Gutachtermedizin ist die Differenzie-
rung zwischen Nullbefund und dem nicht erhobenen Befund 
zwingend vorgeschrieben. 
Diese Fakten und die gegenwärtig für die Anfertigung der 
Befundberichte aufgewandten Ausgaben deuten darauf hin, 
daß unterstützende Techniken zur Befunddokumentation be-
nötigt werden, um sich den zu stellenden Problemen der Ar-
beitslast und der Untersuchungs genauigkeit anzupassen. So 
werden, begünstigt durch die Notwendigkeit 
- anhand der Dokumentation den Nachweis für korrektes 
ärztliches Verhalten zu erbringen, 
- die erforderlichen ärztlichen Leistungen zu rationalisieren, 
- in ihrer Sicherheit zu erhöhen (z. B. Differenzierung zwi-
schen pathologischem Befund, Nullbefund, nicht erhobenem 
Befund), 
- die Aussagekraft der Befundangaben zu verbessern und zu-
dem 
- die erhobenen Befunde jederzeit für differenzierte Fragestel-
lungen verfügbar zu haben 
Überlegungen insbesondere darüber angestellt, wie neben 
einer vollständigen Dokumentation eine Konsistenz des Unter-
suchungsablaufes erreicht werden kann. Die nachfolgenden 
Ausführungen beschreiben dazu die benutzerorientierte Defi-
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nition eines Vokabulars - als Befundbeschreibung bezeichnet-
zur standardisierten Befunderfassung f~r den Anwendungsbe-
reich einer allgemeinmedizinischen außerklinischen Untersu-
chung. Als Papier-Formular aufbereitet dient dieses Vokabular 
als offline (rechnerunabhängig)-Verfahren für die rechnerge-
stützte Befundschreibung [12]. 
2 Material und Methode 
Textanalysen vorhandener Befundberichte zeigten, daß zwar 
zur Beschreibung aller in der Medizin vorkommenden Tatbe-
stände ein unendlich großes Vokabular notwendig ist, zur Be-
schreibung der meisten jedoch sehr wenige Hems genügen, weil 
diese mit unterschiedlicher Häufigkeit in praxi repräsentiert 
sind [11]. Unter Hems werden in diesem Zusammenhang sämt-
liche medizinische Aussagen, also sowohl Diagnosen, Befun-
de, Symptome, als auch komplette Sätze verstanden. 
Mit Ausnahme eng umgrenzter Fragestellungen (z. B. Studie 
über Knochentumoren) oder spezieller Diagnostikverfahren 
(z, B. Szintigraphie der Schilddrüse, Serentest) ist das Ziel, alle 
theoretisch denkbaren Hems vorzugeben unrealistisch. Muß 
man also auf eine vollständige Spezifikation der Hems verzich-
ten, so kann ein Informationsverlust nur durch Zusätze im 
Klartext verhindert werden. 
JACOBSON spricht in diesem Zusammenhang von der lexika-
lischen und logischen Inflexibilität [7]. 
Die lexikalische Inflexibilität besagt, daß der bereitgestellte 
Wortschatz geringer ist als der des Befunders. Ein geringerer 
Grad ist tolerabel, ein mittlerer Grad führt beim Benutzer zu 
Unbehagen, während ein hoher Grad unpräzise Befundberich-
te liefert. Hierbei sind »gering«, »mittel« und »hoch« als rela-
tiv zu betrachten; ihr absoluter Wert hängt vom Fachgebiet, 
aber auch vom betreffenden Befunder ab. 
Die zweite Form, die logische Inflexibilität, liegt dann vor, 
wenn die Befundung anhand einer vorgegebenen logischen 
Struktur (z. B. einem Entscheidungsbaum) erfolgt. Hierbei läßt 
es sich kaum vermeiden, daß mindestens in einigen Fällen eine 
Diskrepanz entsteht, zwischen dem, dem Benutzer folgerichtig 
erscheinenden Vorgehen und dem ihm vom System vorgeleg-
ten logischen Muster. Der entstehende Konflikt ist eine Folge 
der Tatsache, daß die Diagnosefindung nicht immer einem rein 
logischen Schema folgt. 
Die benutzerorientierte Definition einer Befundbeschrei-
bung hat sich zunächst an der Häufigkeit der zu beschreiben-
den Sachverhalte zu orientieren. Als Inhalt der Befundbe-
schreibung wird daher die Menge der langfristig wiederkehren-
den Beschreibungen identischer Befunde definiert, die relativ 
einfach durch eine lexikographische Analyse vorhandener Be-
fundberichte ermittelt werden kann. Unter Beachtung der ein-
leitend gemachten Ausführungen sollte man dabei möglichst 
Befundberichte verschiedener Verfasser heranziehen. Bei-
spielsweise hat IMMICH [6] in seiner Arbeit» Fehler bei der Erhe-
bung und Dokumentation klinischer Befunde« eine Liste von 
118 Untersuchungsmerkmalen angegeben, die in einer Zufalls-
stichprobe vom Umfang N = 100 aus rund 13 000 Kranken-
blättern überhaupt beschrieben wurden. Diese um die Merk-
male erweiterte Liste, die der Verfasser bei einer Textanalyse 
von ca. 300 allgemeinmedizinischen Befundberichten ermit-
teln konnte, ist ausschnittweise in Abb. 1 wiedergegeben. 
Die weitere Vorgehensweise besteht nun darin, die Untersu-
chungsmerkmale entsprechend den medizinischen Sachzu-
sammenhängen zu strukturieren, Vorzugsbenennungen bei se-
mantischäquivalenten Vokabeln festzulegen und jedes Merk-
mal gemäß seiner häufigst möglichen Ausprägungen detailliert 
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Abb. 1. Ausschnittsweise Darstellung von· häufigen (mehr als 60 %) 
Beschreibungsmerkmalen allgemeinmedizinischer Befundberichte 
nach [13]. 
zu beschreiben. Beispielsweise läßt sich das Merkmal »Stim-
me« durch die Ausprägungen »belegt«, »nasal«, »heiser« prä-
,zisieren. Es ist darauf zu achten, daß bei sich ausschließenden 
Merkmalsausprägungen klare Begriffsabgrenzungen gegeben 
sind. Gegebenenfalls sind die Merkmalsausprägungen vor ei-
ner Routineanwendung zu definieren, damit sie von allen An-
wendern des Vokabulars semantisch gleich verwendet werden. 
Dies gilt insbesondere für die Bedingungen bei der Erhebung 
von Meßwerten wie etwa der Körpergröße, dem Körperge-
wicht, dem Blutdruck und der Bewegungsfähigk~it von Gelen-
ken. 
Im Sinne einer Checkliste ist die Merkmalsliste dann darauf-
hin durchzusehen, ob in ihr alle für die jeweilige ärztliche Fra-
gestellung (z. B. Basisuntersuchung, fachärztliche Untersu-
chung) obligatorischen bzw. auch fakultativ zu befundenden 
Sachverhalte vorhanden sind. Ist dies nicht der Fall, so sind ent-
sprechende Ergänzungen vorzunehmen. 
'Formulierungen und Inhalte sind selbstverständlich mit den 
späteren Anwendern des Vokabulars zu diskutieren. Erfah-
rungsgemäß erreicht man bei diesem sich iterativ vollziehen-
den Abstimmungsprozeß trotz dezidierter subjektiver Meinun-
gen, die zum Teil spezifisch fachärztliche Belange betonen, 
ziemlich schnell eine Konvergenz des Inhalts. 
Es hat sich als nützlich erwiesen, vor einer Routineanwen-
dung das Vokabular auf Konsistenz zu testen. Dies kann etwa 
dadurch erfolgen, daß man versucht, vorhan-dene Befundbe-
richte semantisch mit dem erarbeiteten Vokabular zu beschrei-
ben oder bereits neue im Routinebetrieb zusätzlich mit diesem 
Vokabular erstellt [2,13]. 
Um eine Bewertung des definierten Vokabulars hinsichtlich 
-seines Informationsgehaltes vorzunehmen, können informa-
tionstheoretische Begriffe herangezogen werden, weil damit 
gute Vergleichskriterien verfügbar sind, die sich auf unter-
schiedliche Vokabulare (z. B. Versionen der Befundbeschrei-
bung) anwenden lassen. 
Ein Maß für den Informationsgehalt eines Vokabulars ist die 
Entropie. Diese Größe wurde im Jahre 1949 von SHANNON [14] 
in die Informationstheorie eingeführt und errechnet sich als 
arithmetischer Mittelwert sämtlicher empirisch ermittelter par-
tieller Informationsgehalte Ci des Vokabularsumfangs v. Als 
partieller Informationsgehalt Ci einer Nachricht wird dann der 
Logarithmus dualis des reziproken Wertes der Belegungsdich-
te (diese ist als relative Häufigkeit innerhalb des gesamten Vo-
kabulars definiert) angegeben: Ci = ld I/Pi = - Id Pi. Es gilt 
somit für die Entropie H: 
v v 
H = L PiCi = L pildpi 
i~1 i~1 
Die Gewichtung der Entropie H mit dem Logarithmus dua-
lis des Vokabularumfangs v bezeichnet man als relative Entro-
pie h: h = H/ld v. Dies führt zur Redundanz R, die sich als 
Differenz der relativen und absoluten Entropie bestimmt: R = 
h - H. Es sei erwähnt, daß diese Größen von HÖPKER für prä-
koordinierte Schlüsselsysteme berechnet und als Vergleichskri-
terien für unterschiedliche Klassifikationssysteme herangezo-
gen wurden [5]. 
3 Ergebnis 
Der Entwurf einer für den Anwendungsbereich der allgemein-
. medizinischen außerklinischen Untersuchung erarbeiteten Be-
fundbeschreibung ist in [10] wiedergegeben. Aus Platzgründen 
müssen sich leider die nachfolgenden Ausführungen auf eine 
generalisierende und ausschnittsweise Betrachtung beschrän-
ken. Die vollständige Darstellung kann gegebenenfalls beim 
Verfasser angefordert werden. 
Die gesamte Beschreibung ist nach topographischen Ge-
sichtspunkten, analog dem Untersuchungsablauf (Kopf bis 
Fuß), in 19 Kapitel strukturiert. Jedes der 19 Kapitel unterteilt 
sich in weitere Subkapite1 (z. B. das Kapitel »Kopf« in die Sub-
kapitel» NAP (Nervenaustrittspunkte )«, »Nebenhöhlen « und 
Beweglichkeit. Zur näheren Erläuterung ist die entsprechende 
Kapitel/Subkapitel-Strukturierung in Abb. 2 ausgewiesen. 
Aufgrund der umfangreichen Lokalisationsangaben und der 
detaillierten Beschreibung der Effloreszenzen wurde das Kapi-
tel» Haut« nicht codiert vorgegeben, d. h. als reine Freitextein-
gabe ausgewiesen. Narben, Pulse, Lymphknoten u. ä. wurden 
grundsätzlich organbezogen dokumentiert. 
Die gesamte Befundbeschreibung wurde konsequent durch 
maximal dreidimensionale Tabellen aufbereitet. Damit war es 
möglich - wie in Abb. 3 ausschnittsweise abgebildet - sowohl 
die Morphologie als auch eine differenzierte Lokalisation zum 
Ausdruck zu bringen. Jeder Befund kann durch einen vierstelli-
gen alphanumerischen Schlüssel (Kapitel/Subkapitel/Zu-
~stand) angesprochen werden. Nullbefunde weisen stets den 
Zustand »0« aus. Beispielsweise bezeichnet der Schlüssel 
»131« den Sachverhalt »Atemgeräusch rechts oben abge-
schwächt«. 
Die Seitenlokalisation wurde so angelegt, daß der Gepflo-
genheit des Arztes, immer von dem vor ihm stehenden Patien-
ten auszugehen, Rechnung getragen wurde. Innerhalb eines 
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A KÖRPERDATEN H HALS 
1 GraSe 1 Hals (auSerlieh) 
Z Gewicht z SchilddrOse 
3 Blutdruck (m_Hg) 3 GeUSe 
~ Pulsfrequenz 
I TH~AX / ATMUNGS~GANE 
B AllGEM[JN[JNDRUCK 1 Thorax (äußerlich) 
1 Alter_eindruck Z Klopfschall 
Z Durchblutung 3 Ate.gerausch 
3 Ernahrung_zustand 4 Stridor 
4 Sprache 5 Lungengrenzen 
5 BewuStseinsstand J HERZ UNO KREISLAUr 
C KOPf 1 Sichtbare Zeichen 
1 NAP Z Herzgrenzen 
2 NebenhOhlen 3 TOne und Gerausehe 
3 Beweglictl<elt 4 Rhythmus 
D AUGEN K ABDMN 
1 Pupillen 1 Bauchdecke 
Z Bulbi (auSerlieh und Reflexe) 
3 Visus 2 Narben 
4 Konjunktiven 3 BrUche 
E OHREN 4 Tastbefunde 
5 Leber 
f NASE 6 Milz 
G MUND 7 Nierenlager 
1 lippen 8 Anus 
Z GebiS und Zahnfleisch L HAUT 
3 Zunge 




B 3 Ernährungszustand 
+-----+---------------+--------+-----------+-------------+ 
: gut : übergewichtig : adipös : reduziert : kachektisch : 
+-----+---------------+--------+-----------+-------------+ 
o 1 2 4 
+-----+---------------+--------+-----------+-------------+ 
A 3 Blutdruck 
+----------------------------------------------+---+ 
: Blutdruckwerte nach heutiger Einnahme von ... : 1 : 
+----------------------------------------------+---+ 
+----+--------------+----+ +----+--------------+----+ 
: re : BLUTDRUCK : li : : re : BLUTDRUCK : li : 
: 1. Messung : 2. Hessung 
+----+--------------+----+ +----+--------------+----+ 
2 : Ruhe sitzend: 3: : 12 : Ruhe sitzend: 13 : 
+----+--------------+----+ +----+--------------+----+ 
4 : Ruhe liegend: 5: : 14 : Ruhe liegend: 15 : 
+----+--------------+----+ +----+--------------+----+ 
6 : Ruhe stehend: 7: : 16 : Ruhe stehend : 17 : 
+----+--------------+----+ +----+--------------+----+ 
: n . Belastung : 
8 : liegend 9 : 
: : n. Belastung : 
: 18 : liegend : 19 : 
+----+--------------+----+ +----+--------------+----+ 
: n. Belastung : : n. Belastung : 
: 10 : stehend : 11 : : 20 : stehend : 21 : 
+----+--------------+----+ +----+--------------+----+ 








Abb. 2. Überblick der 
KapitellSubkapitel-
Strukturierung der 
Befundbeschreibung. 1 Ha •• a 
Z gynäkologischer Befund 
WIR BELSÄULE 

























I 3 Atemgeräusch 
+-----------------------+---+ 




+---+---+ ATEMGERÄUSCH +---+---+ 
: 0 : u : : 0 : u : 
+---+---+------------------+---+---+ 
: 1 : 3: abgeschwächt : 2 : 4 : 
+---+---+------------------+---+---+ 
: 5 : 7: verschärft : 6 : 8 : 
+---+---+------------------+---+---+ 
: 9 :11: bronchial :10 :12 : 
+---+---+------------------+---+---+ 
Rasselgeräusch : : : 
:13 :15: trocken :14 :16 : 
+---+---+------------------+---+---+ 
Rasselgerlusch: : : 
:17 :19: feucht :18 :20 : 
+---+---+------------------+---+---+ 
:21 :23: Reibegeräusch :22 :24 : 
+---+---+------------------+---+---+ 
:25 :27: Giemen,Brummen :26 :28 : 
+---+---+---------------- --+---+---+ 
Abb. 3. Beispiele für eine tabellarische Aufberei-
tung der Befundbeschreibung. 
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Untersuchungsmerkmales (z. B. Ernährungszustand)wurden 
die zur Auswahl angebotenen Tatbestände (z. B. »gut«, »über-
gewichtig«, »adipös«, »reduziert«, »kachektisch«) nach ab-
nehmender Häufigkeit geordnet. Hierbei besteht allerdings die 
Gefahr einer systematisch subjektiven Verzerrung, indem er-
stens die Reihenfolge suggestiv wirkt (spätere Antworten wer-
den seltener ausgewählt als frühere) und zweitens nicht vorge-
gebene Antworten nur selten vorgeschlagen werden. 
Auf andere Anwendungsbereiche (z. B. klinische Untersu-
chung) könnte die Beschreibung durch entsprechende Modifi-
kationen adaptiert werden (beispielsweise möge man im Be-
reich der kurativen Medizin das Merkmal Bewußtseinszustand 
um die Begriffe komatös und bewußtlos erweitern). 
Gleichwohl wird eine Befundbeschreibung stetigen Verän-
derungen unterliegen. RÖTTGER et al. [9] machten darauf auf-
merksam, daß etwa nach 5 Jahren 20 bis 30 % einer Befundbe-
schreibung allein aufgrund neuer medizinischer Erkenntnisse 
modifiziert werden müssen. Darüber hinaus werden etwa nicht 
spezifische, aber häufig verwandte Begriffe in die Beschrei-
bung integriert, selten oder nicht benutzte eliminiert. Deshalb 
wird man Indikatoren vorzusehen haben, welche über die Fre-
quenz des Gebrauchs der angebotenen Items statistische Aus-
sagen liefern. Ergänzend dazu werden von Zeit zu Zeit die spe-
zifizierten Klartexteingaben einer eingehenden Textanalyse zu 
unterziehen sein, um Sachverhalte aufzuspüren, die bereits im 
Vokabular enthalten waren und synonym bzw. nicht benutzt 
wurden. 
Die hiermit vorgelegte Befundbeschreibung dient durch ihre 
KapitellSubkapitel-Strukturierung als Checkliste für eine 
standardisierte Befunderfassung, aber auch als Basis für die 
Realisierung von Instrumenten zur programmierten Befund-
schreibung [12]. Es erscheint daher sicherlich wünschenswert, 
bei der Planung spezieller Untersuchungen (z. B. Häufigkeits-
analysen) oder vergleichender Betrachtungen auf solch eine 
Zusammenstellung zurückgreifen zu können. 
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Ein Rangtest für ein gemischtes Modell mit Wechselwirkungen*) 
E. Brunner und N. Neumann 
Zusammenfassung 
Im gemischten Zwei/aktorplan (SCHACH und SCHÄFER, S. 237) 
sollen die Effekte des festen Faktors auf Gleichheit getestet wer-
den. Auf die Annahme der Normalverteilung wird dabei ver-
zichtet. Es werdenRänge }Ur jede Stufe des zufälligen Faktors 
vergeben und analoge Statistiken wie im parametrischen Fall 
gebildet. Mit diesen Statistiken wird ein asymptotisch vertei-
lungsfreier Test angegeben. Auch der Fall geordneter Alternati-
ven kann analog wie bei (PAGE) behandelt werden. 
Simulationen und Durchrechnung eines praktischen Beispiels 
vervollständigen die Untersuchung. 
Summary 
In the mixed model two-way layout (SCHACH and SCHAEFER, p. 
237) a Friedman-type rank test for the flXed factor is conside-
red, where the assumption of the normal distribution of the ran-
dom variables is given up. For each level of the random factor 
the data are transformed into their respective ranks and a dass 
of tests analogous to the parametric case is proposed. Under Ho 
the statistic is asymptotically distribution free. The case of orde-
red alternatives is considered in a similar way as in (PAGE). 
An example and the results of a simulation study are given to 
illustrate the test. 
Einleitung 
Viele biologische Experimente lassen sich durch gemischte 
Modelle der Versuchsplanung beschreiben. Z. B. werden an ei-
nem Tag a . m Versuchstiere oder Objekte a verschiedenen Be-
handlungen (fester Faktor) unterworfen. Ist es nun aus techni-
schen Gründen nicht möglich, mehr als a . m Tiere je Tag zu 
beobachten, so wiederholt man den Versuch an weiteren Tagen 
(Stufen des zufälligen Faktors) insgesamt n-mal. Eine unter-
schiedliche Wirkung der a Behandlungen an den einzelnen Ta-
gen läßt sich modellmäßig als Wechselwirkung auffassen. So-
mit liegt das bekannte gemischte Zweifaktormodell mit Wech-
selwirkungen vor, für das unter Annahme der Normalvertei-
lung des Versuchsfehlers allgemein bekannte Verfahren 
(KlRK) zum Testen der Effekte existieren. Bekanntlich ist die 
Annahme der Normalverteilung vielfach ungerechtfertigt; auf 
diese Annahme wird daher im vorliegenden Artikel verzichtet, 
und es wird ein asymptotisch verteilungsfreier Rangtest vorge-
stellt, der für kleine Stichprobenumfänge bei Verwendung der 
*) Unterstützt durch die DFG 
EDV in Medizin und Biologie 2/1981 
kritischen Werte der asymptotischen Verteilung zu konservati-
ven Entscheidungen führt. 
Modell 
Es wird der zweifaktorielle, gemischte vollständige Zufallsplan 
betrachtet: 
(1) Yijk = .u+CXi+ Bj+ Wij+Sijb i= 1, ... ,a , fest 
j=I, ... ,n-+ oo 
k= 1, ... ,m , fest 
mit 
Ui: Effekt der Stufe i des Faktors A(fester Faktor) 
Bj: unabhängig identisch verteilte (u.i.v.) Zufallsvaria-
ble mit E(Bj} = 0, Effekt der Stufe j des zufälligen 
FaktorsB 
Wij: Wj = (W1j, ... , Waj)' u.i.v. Zufallsvektoren mit E(Wij) 
= 0; ferner sei die Verteilung von Wj symmetrisch in 
den Argumenten. 
Eijk: Versuchsfehler ; u.i. v. Zufallsvariable mit E (Eijk = 0) 
und stetiger Verteilungsfunktion G(x) 
Ferner seien Eijk und Wij sowie Eijk und Bj unabhängig vonein-
ander. Das Modell läßt sich dann umformulieren zu: 
(2) Yijk = .ui + '1Iijk 
mit '1Iijk = Bj + Wij + Sijk 
Es soll die Nullhypothese 
Ho: 1-11 = ... =l-1a 
getestet werden gegen 
H1: 3 (i,i)' mit l-1i =F l-1i' für i,i' E {I, ... , a} 
Man vergibt nun für jede Stufe j des zufälligen Faktors B 
Ränge: 
{ Ofüru<o R k = L c(Y·k - Y'·k') mit c(u) = 
IJ i',k' IJ IJ 1 füru ~ ° 
D. h. Rijk E P , ... , amI ist der Rang von Yijk in der Stichprobe 
Y1jI, ... , Yajm. 
Aus den Modellvoraussetzungen ergibt sich unter Ho: 
1 
(3) P(~jk=r) = a.m und 
{p*(r,s), i = i' , k=F k' (4) P(~jk=r, Ri'jk'=S) = p**(r,s)i=Fi',k,k'=I, ... ,m 
Teststatistik 
Es sei J:P, ... , amI -+ Reine Scorefunktion und Tijk = J(Rijk). 
Man wählt in Analogie zum parametrischen Test als Teststati-
stik: 
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_ 1 n rn 
T =-L LT'k 
I.. n.m j~lk~ 1 IJ 
Es bezeichne nun: 
tn = ('1\ .. , ... ,Ta..)' und Ra = (la - .!..Ja), la = (~ .. '?) , 
a 0"'1 axa 
Ja = la·l~ und la = (1, ... ,I)'lxa' 
Dann folgt unter Ho: 
1 a·rn 
EH (tn) = I.l a und I = - L J(r) 
o a·m r~1 
und folglich gilt: 
(5) EH (Ratn) = EH ('1\- I, . .. ,Ta .- I)' = 0 o 0 
Für die Kovarianzmatrix folgt unter Ho: 
1 a· rn 
VH (TijJ = - L [J(r) - J]2 = A2(J) > 0, falls J 
o a·m r~1 
nicht konstant ist. 
CovHo(TijbTijk') = LLJ(r)J(s)p*(r,s) - J2 = ß*, k*k' 
r"' s 
Somit erhält man als Kovarianzmatrix unter Ho: 
S = (VHo(TijJ) = [A2(1)-ß*]la®ln®lrn + 
(ß* -ß**) la®ln®Jrn + ß**Ja®ln®Jrn 
und es ergibt sich für VHo (tn) : 
V = VH (tn) = (Ia®.!.. 1~®~ 1:n) S(la®.!..ln®~ 1m) 
o n m n m 
= «~A2(J) + (1- ~)ß*-ß**)la + ß**Ja 
und 
(6) VHo(Ratn) = RaVR, = ~(~ A2(J) + (1- ~)ß*-ß**)Ra 
1 1 
= -02(J,ß*,ß**) Ra = - L 
n n 
Die asymptotische Verteilung von (ri Ra tn ergibt sich aus 
Satz 1 
Voraussetzung: 
1. Es liege das oben beschriebene Modell (1) vor 
2. Die Scorefunktion J(r) sei nicht konstant 
Behauptung: 
(7) VoRatn = Vo (TI . - I, .. . ,Ta . - 1)' - N(.u,D) 
wobei N(!l,D) die multivariate Normalverteilung mit Erwar-
tungswert !l = (E(Tll . - I), ... , E(Tal. - I))' und Kovarianzma-
trix D = (Cov(Ti 1., Ti'l.)i,i' ~ I, ... , a) bezeichnet. 
Beweis: 
Wegen der Unabhängigkeit der Vektoren (T1j.,oo., Taj.)' und der 
gleichmäßigen Beschränktheit der Tijk: 
ITijk l:5 max IJ(r) I 
l ::$. r ::$. am 
folgt aus dem klassischen multivariaten Zentralen Grenzwert-
satz die Behauptung. 
Korollar zu Satz 1 
Unter Ho gilt für die quadratische Form: 
wobei L -eine verallgemeinerte Inverse von List. 
Um nun einen asymptotisch verteilungsfreien Test zu erhal-
ten, muß für cr2(J,ß*,ß**) ein konsistenter Schätzer gefunden 
werden, und es ist zu zeigen, daß cr2(J,ß* ,ß**) > 0 ist. 
Lerrzma 1 
Unter Ho und den Voraussetzungen von Satz 1 gilt: 
1 a n _ _ 
(9) ö2 = L L (Tij. - 1)2 f~EHo (öl) 
n(a - 1) i~1 j~1 
= 02 (J,ß* ,ß**) 
Beweis: 
a 
Nach Voraussetzung sind Uj = L (Tij. - 1)2 u. i. V. 
i ~ 1 
Zufallsvariablen mit V(Uj) < CX) wegen der gleichmäßigen 
Beschränktheit der Tijk. 
Damit folgt aus dem starken Gesetz der großen Zahlen: 
1 n a _ _ 
(a-l)ö2 = - L L (Tij. - 1)2 
n j ~ li~1 
a 
f.s. (La - - 2) E (T.-1) IJ. 
-+ i~1 
= LE(tij _1)2 
i~1 
Wegen EH (1' .. - 1\2 = VH (1') = nVH (1'. ) = nVH [(R t \. J o IJ. .J I 0 IJ. 0 1. . 0 a nh, 
a-l 
= - 02(J,ß*,ß**) 
a 
folgt unter Ho: 
2 f. s. 1 ~ _ _ 1 a-l 
Ö --LßH (Tij. -1)2 = --a--ö2(J,ß*,ß**) 
-+ a-li ~ 1 0 a-l a 
Bemerkung: 
Man kann ohne Beschränkung der Allgemeinheit annehmen, 
daß Tij. = I 
f.s. nicht gilt; dann folgt aus Lemma 1 : 
_ _ a-l 
E (T - 1)2 = - 02(J ß* ß**) > 0 für a > 1 Ho 1]. a' , . 





L L (tij. - 1)2 
i~lj~1 
die unter Ho asymptotisch X~ - I verteilt ist. 
Geordnete Alternativen 
Will man die Hypothese 
Ho: !ll = . . . = !la 
gegen die geordnete Alternative 
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Die vorliegende Arbeit beschreibt 3 Veifahren, die eine Ergän-
zung zu den bekannten Instrumenten der statistischen Analyse 
for zensierte Daten - SterbetaJeln, Kaplan-Meier Schätzungen, 
Tests nach Mantel und nach Breslow, das Cox-Modell u. a. -
darstellen. Jeweils ein Kapitel behandelt die Analyse der Test-
stärke bei Anwendung der Tests nach Mantel und nach Bres-
low, einen Permutationstest mit den Teststatistiken nach Man-
tel und nach Breslow for sehr kleine Stichproben und schließlich 
die Analyse relativer Sterbekurven samt einem Einstichproben-
test auJ abweichendes Verhalten eines Studienkollektivs von ei-
ner gegebenen SterbetaJel. Für alle Veifahren stehen FOR-
TRAN-IV Programme zur Veifiigung. 
Summary 
The paper in hand describes three procedures which are supple-
mentary to the weil known instruments oJ the statistical analy-
sis oJ censored data - life tables, Kaplan-Meier estimates, 
Mantel's und Breslow's tests, the Cox-model and others. Chap-
ters are devoted to power analyses using Mantel's and Bres-
low's tests, to permutational testing Jor rather small sam pies 
using Mantel's and Breslow's statistics and to analyses oJ rela-
tive survival curves including a one-sample test Jor deviating 
survival experiences oJ a study group Jrom a lifetable given. 
Programs in FORTRAN-IV are available Jor all procedures. 
Einleitung 
Dem Biostatistiker, der häufig mit der Analyse von Lebensdau-
ern beschäftigt ist, stehen bereits etliche Verfahren und Pro-
gramme zur Beantwortung von Routinefragen zur Verfügung : 
Es sind dies speziell die Tests nach MANTEL (1966) bzw. nach 
BRESLOW (1970), das Regressionsmodell von Cox (1972), Ster-
betafeln bzw. Absterbekurven nach KAPLAN and MEIER (1958), 
sowie entsprechende graphische Darstellungen des Sterbever-
haltens, die meist sämtlich in statistischen Programmpaketen -
BMDP (DIXON and BROWN, 1979), SAS (THERNEAU, 1979, 
1979a), SURVIVAL (EDLER et al., 1980) - angeboten werden. 
In der vorliegenden Arbeit sollen 3 Verfahren und Program-
me vorgestellt werden, die ihre Entstehung konkreten, an den 
Autor herangetragenen Auswertungswünschen verdanken, die 
mit den bereits aufgezählten Verfahren und Programmen nicht 
zu erfüllen waren. Es handelt sich um folgende Fragen, deren 
Behandlung jeweils ein Kapitel gewidmet ist: 
1. Die Analyse der Teststärke bzw. des Fehlers 2. Art bei vertei-
lungsfreien k-Stichprobentests an zensierten Daten zur Be-
stimmung benötigter Stichprobenumfänge bei der Planung 
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einer Studie bzw. zur Beantwortung der Frage, ob k Grup-
pen mit gegebener Irrtumswahrschein'lichkeit in ihrem Ster-
beverhalten als »gleich« zu betrachten seien. 
2. Der Vergleich von k Stichproben bei sehr kleinen Gruppen-
größen mit Hilfe eines Permutationstests auf der Basis der 
Teststatistiken nach MANTEL (1966) und nach BRESLOW 
(1970), um »riskantes« Testen zu vermeiden. 
3. Der Vergleich des Sterbeverhaltens in einem Studienkollek-
tiv mit dem Sterbeverhalten wie es für ein Land oder eine 
Region in amtlichen Sterbetafeln beschrieben wird. Außer 3 
Arten relativer Sterbekurven wird auch ein Einstichproben-
test auf abweichendes Sterbeverhalten des Studienkollek-
tivs von einer Normalpopulation vorgestellt. 
Für die 3 zu beschreibenden Verfahren stehen bedienungs-
freundliche FORTRAN-IV Programme (implementiert auf 
IBM 370) zur Verfügung, die samt einer umfangreichen Be-
schreibung vom Autor erhältlich sind. 
Die Analyse der Teststärke bei verteilungsfreien Tests for zen-
sierte Daten im k-Stichprobenproblem 
Um die häufig an den Medizinischen Statistiker herangetrage-
nen Fragen - hinsichtlich benötigter Stichprobenumfänge oder 
bezüglich der Fehlerwahrscheinlichkeit, die Nullhypothese zu 
»behaupten« - mit geringem Aufwand und unter maximaler 
Nützung zur Verfügung stehender Informationen zu beantwor-
ten, wurde das im folgenden vorzustellende Simulationsver-
fahren und Programm entwickelt. 
Für eine durch Stichprobenumfänge in den Vergleichsgrup-
pen, stratifizierende Variable und eine Beobachtungsdauerver-
teilung charakterisierte Versuchssituation und bei vorgebbaren 
»relevanten« Alternativhypothesen kann die Teststärke (bzw. 
der Fehler 2. Art) für die Tests nach MANTEL (1966), nach BREs-
LOW (1970) und für den »optimalen« Test (SCHEMPER, 1981) 
unter verschiedenen Signifikanzniveaus berechnet werden. 
Die Alternativhypothese wird - da es sich um Lebensdauerprü-
fungen handelt - in Form von Absterbekurven der einzelnen 
Gruppen spezifiziert. Werden stratifizierende Variablen zu-
sätzlich in die Analyse mit einbezogen, kann man die Absterbe-
kurven auch jeweils getrennt für die Stratifikationszellen defi-
nieren. Da es in der Praxis oft schwierig ist, die Absterbekurven 
der Alternativhypothese durch Parameter einer bekannten Ver-
teilung (z. B. der Weibullverteilung) zu spezifizieren, muß der 
Substanzwissenschafter nur für einige von ihm wählbare Zeit-
punkte die entsprechenden Überlebensprozentsätze angeben. 
Aus der Bedingung, daß die Absterbekurve zum Zeitpunkt 0 
den Wert I hat, bzw. nach einer großen Zahl von Zeiteinheiten 
den Wert 0 annimmt und unter Berücksichtigung der Funk-
tionswerte zu 4 freigewählten Zeitpunkten, werden Absterbe-
(-tabellen)funktionen mit linearer Interpolierbarkeit gebildet. 
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Damit kann die Alternativhypothese ausreichend genau ange-
geben werden. 
Was die Beobachtungsdauerverteilung betrifft, deren Ge-
stalt in Wechselwirkung mit den angenommenen Absterbekur-
ven großen Einfluß auf die Teststärke ausübt, so wird vor Be-
ginn einer Studie üblicherweise mit einer Beobachtungsdauer-
gleichverteilung (zwischen der kürzest- und der längstmögli-
chen Beobachtung) gerechnet, nach Abschluß von Studien 
kann auch die empirische Beobachtungsdauerverteilung her-
angezogen werden. Dann werden Zensierungskurven (in Ana-
logie zu den Absterbekurven) nach Kaplan-Meier geschätzt. 
Als »zensiert« wird jetzt allerdings ein Patient bezeichnet, der 
verstirbt, d. h. seine theoretische» Beobachtungsdauer« ist mit 
dem Ereignis» Tod« zensiert. Der wirklich verlorene odernicht 
weiter beobachtete Patient hingegen führt zu einer bekannten 
und abgeschlossenen Beobachtungsdauer. 
Es gilt daher: t l ~ h ~ .. ti .. ~tn (d. h. die Patienten sind nach 
aufsteigender Beobachtungsdauer geordnet). 
n-i+ 1-0 
k(t) = II . I 
ti<t n-l+ 1 
Oi = 0 für einen Tod zum i. Zeitpunkt, sonst Oi = 1 
(vgl. KAPLAN and MEIER, 1958) 
(1) 
Für den I. Patienten der j. Gruppe gilt daher folgende theore-
tische Beobachtungsdauer: 
blj = k-I(z), wobei k die Kaplan-Meier Funktion und z eine auf 
[0,1] gleichverteilte Zufallszahl bedeuten. 
Unter der Alternativhypothese werden N Stichproben mit 
den gegebenen Versuchsbedingungen gezogen. Jede Stichpro-
be wird, wie folgt, gebildet: 
Die Absterbefunktion in der j. Gruppe sei fit); dann gelte für 
die Überlebenszeit tlj des I. Patienten der j. Gruppe: 
tlj = fr'(Z) Z ... Zufallszahl aus [0,1] 
Für jeden Patienten wird seine theoretische Beobachtungs-
dauer blj aus der Beobachtungsdauerverteilung gezogen. 
Wenn tlj > blj entsteht eine zensierte Lebensdauer blj, sonst 
ein Todesfall mit entsprechender Lebensdauer tlj. 
Anschließend an die Konstruktion der Stichprobe können 
die Tests nach Mantel, nach Breslow bzw. der optimale Test 
(SCHEMPER, 1981) berechnet werden, bei Bedarf unter Berück-
sichtigung stratifizierender Variablen oder in der von TARONE 
(1977) vorgeschlagenen speziell für Trendalternativen trenn-
scharfen Form der drei Tests. 
Für N Simulationsläufe wird nun der Prozentsatz der signifi-
kanten Resultate für verschiedene Fehler 1. Art ermittelt. Da es 
sich um ein Simulationsverfahren handelt, sind die Teststär-
keergebnisse nicht exakt gültig. Für N = 1000 Stichproben gel-
ten z. B. folgende 95 % - Konfidenzintervalle für die wahre 
Teststärke p: 
[0,68 - 0,73], [0,88 - 0,92], [0,94 - 0,96], [0,98 - 0,995] 
In Anbetracht der Tatsache, daß die relevanten, bzw. erwar-
teten Alternativabsterbekurven nicht völlig sicher formulierbar 
sind, spielt die relativ kleine und durch größere Stichproben-
zahlen weiter reduzierbare Ungenauigkeit keine Rolle. 
Die Flexibilität des Verfahrens - das mit dem Programm 
SURPO (SURvial POwer) unkompliziert in der Routine einge-
setzt wird - erlaubte keine formal elegantere Darstellung. Zwei 
weitere sich auf die Analyse der Teststärke beziehende Arbei-
ten, BERNSTEIN and LAGAKOS (1978) und BENNETT and ALLS-
HOUSE (1977), weisen wesentliche Einschränkungen bezüglich 
Alternativhypothesen, Teststatistiken und der Versuchssitu-
ation auf. 
Abschließend soll eine typische Verwendung des Verfahrens 
an einem Beispiel gezeigt werden: Vor Beginn einer Studie, in 
der 3 Therapien mit je 80 Patienten zu vergleichen sind, soll ge-
prüft werden, ob die Teststärke ausreichend wäre zur Behaup-
tung, »die 3 Therapien verändern die Überlebenschancen 
nicht«, wenn kein signifikantes Resultat erzielt wird. Die 3 The-
rapien stellen gesteigerte Dosen eines Präparates dar, d. h. eine 
Berechnung des Tests nach Mantel in der Version des Trend-
tests erscheint sinnvoll. Gleichzeitig nimmt man an, daß Män-
ner und Frauen in dieser Erkrankung unterschiedliche Überle-
benschancen besitzen, d. h. die Auswertung sollte nach dem 
Geschlecht stratifiziert erfolgen. Die Geschlechtsproportiona-
lität für die Erkrankung beträgt etwa 2 : 3 zugunsten der Män-
ner. Die Beobachtungsdauern sind gleichverteilt zwischen 12 
und 24 Monaten. Eine Alternativhypothese, die medizinisch 
relevant und daher aufdeckenswert wäre, zeigt Abb. 1. 
Monate nach The- 3 6 12 24 
rapiebeginn 
1. Gruppe 75%(85%) 60%(70%) 40%(48%) 20%(30%) 
2. Gruppe 85%(92%) 70%(78%) 55%(64%) 30%(40%) 
3. Gruppe 95%(98%) 80%(90%) 70%(78%) 50%(58%) 
Abb. I. Überlebensprozentsätze männlich (weiblich). 
Die Berechnung mit dem Programm SURPO ergab bei einem 
geforderten Fehler 1. Art von 0.05 (bzw. 0.01) eine Teststärke 
von 96 % (bzw. 88 %), womit man die Studie sinnvoll beginnen 
könnte. 
Ein Permutationstest 
Eine Untersuchung zur Eignung der x2-Verteilung für den Test 
von Mantel (SCHEMPER, 1980) hatte ergeben, daß bei Stichpro-
ben mit Gruppengrößen von weniger als 9 oder 10 Beobach-
tungen der Fehler 1. Art im Test unterschätzt wird. Statt dem 
, z. B. bei 2 Gruppen mit 3 bzw. 6 Beobachtungen mit Mantels 
Test ausgewiesenen nominellen Signifikanzniveau von 0.05, 
gilt in Wirklichkeit 0.08. Untersuchungen dieser Art lassen sich 
einfach mit dem im vorigen Kapitel beschriebenen Programm 
durchführen. 
In den - zugegeben seltenen - Situationen, in denen Grup-
pen mit weniger als 9 oder 10 Beobachtungen zu testen sind, 
wird daher ein Permutationstest empfohlen, der »riskantes« 
Testen vermeidet. Das entsprechende Programm SUPER 
(SUrvival PERmutations) berechnet die Teststatistiken von 
Mantel und von Breslow für alle möglichen Kombinationen 
der Beobachtungen in den Gruppen. 
Die Fehlerwahrscheinlichkeit 1. Art ergibt sich wie folgt: 
p = Ngl N, wobei Ng die Anzahl jener aus den insgesamt N 
Kombinationen bedeutet, deren X2-Wert nicht unter dem ent-
sprechenden Testwert aus der ursprünglichen Stichprobe liegt. 
Die Berechnung relativer Sterbekurven 
Relative Sterbekurven werden von Biostatistikern zur Zeit eher 
selten herangezogen. Dennoch sind sie z. B. für folgende Frage-
stellungen von Bedeutung: Führt eine Erkrankung zu auffällig 
schlechteren Überlebenschancen als sie, entsprechend einer 
amtlichen Sterbetafel für ein Land, eine Region, eine Nationa-
lität, gelten? - Haben Brustkrebspatientinnen, wenn sie 5 Jahre 
überlebt haben, dann die gleichen Sterberisiken wie die Ge-
samtbevölkerung? - Um wieviel ist bei einer schweren Erkran-
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kung die Wahrscheinlichkeit, 2 Jahre zu überleben, Qeijungen 
Patienten stärker reduziert als bei alten, wegen deren höheren 
allgemeinen Sterberisiken ? 
Die Berechnung relativer Sterbekurven in einem weiteren 
Sinne besteht darin, daß man jeweils für einzelne Jahre nach 
dem auslösenden Ereignis (z. B. einer Operation) das Sterbe-
verhalten des Studienkollektivs charakterisierende Größen 
(bedingte Sterbewahrscheinlichkeiten der einzelnen Jahre, 
Überlebenswahrscheinlichkeiten bis zu Beginn einzelner Jah-
re, Hazardraten, u. a.) und ebensolche der Normalpopulation 
(entsprechend einer amtlichen Sterbetafel) durch Quotienten-
bildung in Beziehung setzt. 
Es wird also das Sterbeverhalten des Studienkollektivs )>rela-
tiviert« auf das Verhalten der Normalpopulation. 
Daß die Todesfälle der untersuchten Krankheit in der amtli-
chen Sterbetafel berücksichtigt sind, beeinträchtigt üblicher-
weise nicht die Analyse, weil der Anteil einer speziellen Todes-
ursache an den insgesamt Verstorbenen meist gering ist. Ver-
sterben Patienten an anderen Todesursachen als an dem unter-
suchten Grundleiden, so sind sie in der zu berechnenden Ster-
betafel als verstorben und nicht als zensiert zu klassifizieren 
(wie rp.eist bei allen anderen Verfahren für Lebensdauerprü-
fungen) ; d. h. Auswertungsprobleme, die durch ungeklärte To-
desursachen entstehen, gibt es bei relativen Sterbekurven nicht. 
Ein früher (z. B. EOERER et al., 1961) oft verwendetes Argu-
ment zur Berechnung relativer Sterbekurven - daß diese unaus-
gewogene Alters- und Geschlechtsverteilungen in Vergleichs-
gruppen bereinigen und damit vor Fehlschlüssen bewahren -
gilt nicht mehr unbedingt. Sowohl mit den Tests nach MANTEL 
(1966) bzw. BRESLOW (1970) unter simultaner Berücksichti-
gung prognostisch bedeutsamer Variablen durch Stratifika-
tion, als auch besonders mit dem sogenannten Co x-Modell 
(Cox, 1972, KALBFLEISCH and PRENTICE, 1980) läßt sich dieses 
Problem meistem. 
Der Berechnungsvorgang für relative Sterbekurven umfaßt 3 
Schritte: Zuerst wird die allgemein bekannte Studiensterbeta-
fel (z. B. GROSS and CLARK, 1975) berechnet, wobei Patienten 
mit sämtlichen Todesursachen als »verstorben« zu klassifizie~ 
ren sind. - Anschließend bildet man ein Modellkollektiv, das 
nach Alter und Geschlecht exakt dem Studienkollektiv ent-
spricht. An Hand der amtlichen Sterbetafellassen sich nun für 
dieses »normale« Kollektiv bedingte Sterbewahrscheinlichkei-
ten für die einzelnen Jahre ermitteln, ebenso wie kumulierte 
Überlebenswahrscheinlichkeiten. Schließlich kann für das Stu-
dienkollektiv die zu erwartende Anzahl an Verstorbenen für die 
einzelnen Jahre ermittelt werden, unter Annahme, die Erkran-
kung führe zu keiner Verringerung der Überlebenschancen. 
Für das j. posttherapeutische Jahr gelte: 
n 
EXPj = L Pij/n . NRISKj 
i~1 
(2) 
EXPj erwartete Anzahl der im j. Jahr verstorbenen Pa-
tienten. 
NRISKj Anzahl der entsprechend der Studiensterbetafel 
im j. Jahr dem Sterberisiko ausgesetzten Patien-
ten. 
Pu Wahrscheinlichkeit des i. Patienten (mit gegebe-
nem Alter zum Therapiezeitpunkt und Ge-
schlecht) im j. posttherapeutischen Jahr zu ver-
11 sterben - entsprechend der amtlichen Sterbetafel. 
n Anzahl der Studienpatienten. 
Im letzten Berechnungsschritt werden für die einzelnen Jah-
re die Quotienten der bedingten Sterbewahrscheinlichkeiten, 
der kumulierten Überlebenswahrscheinlichkeiten, bzw. der 
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Hazardraten des Studien- und des »normalen« Modellkollek-
tivs gebildet. 
Relative Sterbekurven können selbstverständlich auch unter 
Heranziehung noch stärker detaillierter Sterbetafeln (z. B. zu-
sätzlich nach Beruf, Nationalität oder geographischen Begrif-
fen) berechnet werden, falls solche vorhanden sind. Weiters 
gelten solche Sterbekurven nur insofern exakt, als das Studien-
kollektiv eine unverfälschte Stichprobe aus der zur entspre-
chenden amtlichen Sterbetafel gehörenden Grundgesamtheit 
darstellt; allerdings nur bezüglich der nicht erhobenen Fakto-
ren - in der Stichprobe muß die Verteilung der in der Sterbeta-
fel berücksichtigten Faktoren (z. B. Alter, Geschlecht) nicht de-
ren Verteilung in der Grundgesamtheit entsprechen. Ist die 
meist schwer prüfbare, bzw. quantifizierbare Unverfälschtheit 
der Stichprobe bezüglich nicht erhobener Faktoren nicht gege-
ben, erlauben die relativen Sterbekurven nur eine einge-
schränkte Interpretation. 
Eine weitere Gefahr, verfälschte Resultate zu erhalten, kann 
dann entstehen, wenn das Studienkollektiv z. T. aus Fällen be-
steht, deren Tod oder jeweiliges Überleben lange zurückliegt 
und die daher nicht auf augenblicklich gültige Sterbetafeln be-
zogen werden sollten. In solchen Situationen müßten amtliche 
Sterbetafeln für verschiedene Kalenderjahre herangezogen 
werden; für kürzere Zeitspannen werden die sehr langsam sin-
kenden bedingten Sterbewahrscheinlichkeiten nur geringe Ver-
fälschungen verursachen, wenn die Sterbetafel nur eines Ka-
lenderjahres verwendet wird. Bei Verwendung der jeweils aktu-
ellsten Sterbetafel dürfte es daher zu einer leichten Überschät-
zung des Einflusses der Erkrankung kommen. 
Um zu prüfen, ob ein Studienkollektiv tatsächlich ein ande-
. res Sterbeverhalten zeigt als auf Grund der amtlichen Sterbeta-
fel zu erwarten wäre, sei folgender Summen-x2-Test genannt: 
x (3) 
Dabei bedeuten: i = 1, ... t: Jahre, für die derTestdurchge-
führt wird 
OBS(Pi): bedingte Sterbewahrscheinlichkeit im i. Jahr (Stu-
dienkollektiv) 
EXP(Pi): bedingte mittlere Sterbewahrscheinlichkeit im i. 
Jahr (allg. Sterbetafel) 
Wie bei MANTEL and HAENSZEL (1959) bzw. bei MANTEL 
(1966) gilt für die Summierbarkeit der Varianzen Unabhängig-
keit zwischen den Jahren. Werden nur sehr wenige Jahre analy-
siert oder ist die Studienstichprobe klein, könnte dies zu einer 
leicht »riskanten« Schätzung des a-Fehlers führen. Wie er-
wähnt, führen auch zu niedrige Werte für EXP(Pi) zu einer Un-
terschätzung des a-Fehlers. 
Abschließend sei das Verfahren an einem Beispiel gezeigt, 
das mit dem Programm SURREL (SURvival RELative) sehr 
einfach berechnet werden konnte: Mit 256 (bzw. 132) Patien-
ten, denen zwischen 1966 und 1978 wegen kardialer Dekom-
pensation (bzw. aus »ungeklärter Situation« heraus) Herz-
schrittmacher implantiert wurden!), sollte geprüft werden, ob 
jene Kollektive ein von der österreichischen Bevölkerung ab-
weichendes Sterbeverhalten aufweisen. Es zeigte sich, daß die 
Patienten mit kardialer Dekompensation im Vergleich zur Nor-
malbevölkerung gesteigerten Sterberisiken ausgesetzt sind 
(Abb. 2), was bei den Patienten mit )>ungeklärter Situation« 
nicht zu behaupten war (Abb. 3). 
I) Herrn Prof. K. Steinbach wird für die Überlassung der Daten ge-
dankt, deren Analyse und Interpretation von LACZKOVICS et al., 
1979 durchgeführt wurde. 
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Abb. 2 (oben), Ergebnisse für Patienten mit kardialer Dekompensa-
tion. 
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Über die Anzahl der Compartments in Compartmentketten 
H. Knolle 
Zusammenfassung 
Die Konzentration im n-ten Compartment einer Compartment-
kette mit linearer Kinetik wird bekanntlich durch eine n-gliedri-
ge Exponentialsumme gegeben und hat infolgedessen höchstens 
n-l relative Extrema. Dieser Satz wird auf Compartmentketten 
mit nichtlinearer Kinetik übertragen. Die Umkehrung lautet: 
Wenn in einem Compartment n-l relative Extrema beobachtet 
werden, dann hat das System mindestens n Compartments. 
Summary 
It is known, that the concentration in the n-th compartment of 
a catenary system with linear kinetics is given by a sum of n ex-
ponentials. Therefore it has at most n-l relative extrema. This 
is shown to be true also in the case of nonlinear kinetics. The 
reverse statement reads: If n-l relative extrema are observed in 
some compartment, then the system has at least n compart-
ments. 
1. Einleitung 
Compartmentmodelle bilden im aUgemeinen die Grundlage 
für die Analyse und mathematische Beschreibung der Vorgän-
ge der Verteilung von Arzneien im Organismus und ihrer 
schließlichen Ausscheidung. Unter einem Compartment ver-
steht man dabei einen realen oder fiktiven Raum, in dem die 
fragliche Substanz vorhanden sein kann, und zwar derart, daß 
die Konzentration an allen Stellen gleich ist. In vielen Fällen 
sind die Compartments von vornherein definiert, und es ist die 
Aufgabe von Experimenten und mathematischer Auswertung, 
die pharmakokinetischen Parameter zu schätzen (z. B. [1]). In 
dieser Arbeit betrachten wir jedoch eine Situation, in der die 
Anzahl der Compartments unbekannt ist. Es wird eine Metho-
de vorgeschlagen, mit der die Anzahl der Compartments in ei-
ner Compartmentkette nach unten abgeschätzt werden kann. 
Im Fall der linearen Kinetik oder Kinetik erster Ordnung (Ab-
schnitt 2) wird ein bekannter Satz über die Nullstellen von Ex-
ponentialsummen verwendet, der hier noch einmal bewiesen 
wird. Die Übertragung auf den nichtlinearen Fall (Abschnitt 3) 
gelingt mit einem Satz, der unter etwas stärkeren Voraussetzun-
gen bereits in [2] ausgesprochen wurde. Im Abschnitt 4 werden 
die Resultate angewendet, um Aussagen über die Anzahl der 
Compartments und ihre Reihenfolge zu machen. 
2. Lineare Kinetik 
Wir betrachten eine Compartmentkette (s. Abb. 1) 
mit den kinetischen Gleichungen 
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Abb. I. Compartmentkette. 
XI = -klxl 
X2 k1XI-k2X2 
Xn-I kn-2Xn-2 - kn-I Xn-I 
Xn = kn-IXn-I-knXn (1) 
Dabei ist ki eine positive Konstante und Xi die Konzentration 
im i-ten Compartment. Es wird vorausgesetzt, daß die ki paar-
weise verschieden sind. Die Matrix des Systems (1) hat dann 
die Eigenwerte - kI, ... , - kn und die nEigenvektoren 
a ll 0 0 
a21 a22 
AI = A2= ... ~= 
0 
anl an2 ann 
d. h. die ersten i-I Komponenten des i-ten Eigenvektors sind O. 





Wegen der besonderen Form der Aj ist also Xi eine Summe 
von i Exponentialfunktionen. Dann ist auch Xi eine Summe von 
i Exponentialfunktionen und hat daher höchstens i-I Nullstel-
len. Es gilt nämlich der 
n 
HilJssatz 1. Die Funktion <D(t) = LCie - ait, wo die ai und Ci reell 
sind, hat höchstens n-I Nullstellei1~ 
Beweis: Wir führen den Beweis durch Induktion nach n. Für 
n-I ist die Aussage richtig. Nun setzen wir 
n 
<D o(t) = CI + L Ci e(a,-ailt 
i~1 
Aus der Induktionsvorraussetzung folgt, daß <D'o höchstens 
n-2 Nullstellen hat. Nach dem Zwischenwertsatz hat dann <Do 
höchstens n-I Nullstellen und <D = e-alt<Do ebenfalls. 
Wir haben bereits gesehen, daß Xi eine Summe von i Expo-
nentialfunktionen ist. Aus dem Hilfssatz folgt also: 
Satz 1. Die Konzentration im i-ten Compartment des Com-
partmentmodells nach Abb. 1 hat höchstens i-I relative Extre-
ma. 
Wir haben vorausgesetzt, daß die ki paarweise verschieden 
sind. Im Unterschied dazu ist der Satz 2 im folgenden Ab-
schnitt, der den Satz 1 als Spezialfall enthält, auf das System (1) 
auch dann noch anwendbar, wenn einige ki einander gleich 
sind. 
3. Nichtlineare Kinetik 
Wir beginnen mit einer Überlegung, die die Einbeziehung von 
nichtlinearen Kinetiken rechtfertigen soll. 
Es gibt unter gewissen Voraussetzungen (z. B. wenn f diffe-
renzierbar in Xo ist) eine und nur eine Lösung der Differential-
gleichung 
X = f(x) (2) 
die der Bedingung x(to) = Xo genügt. Umgekehrt bedeutet dies, 
daß zwei verschiedene Lösungen von (2) nie im gleichen Zeit-
punkt to den Wert Xo annehmen können, sofern f in Xo differen-
zierbar ist. Ist insbesondere f(xo) = 0, dann kann keine Lösung 
außer der konstanten Lösung x(t) = xojemals den Wert Xo an-
nehmen. Dasselbe gilt für Systeme von Differentialgleichun-
gen. 
Bei linearen Differentialgleichungen ist stets der oben er-
wähnte Eindeutigkeitssatz gültig. Die Tatsache, daß die mei-
sten Pharmaka in endlicher Zeit ausgeschieden werden, ver-
langt daher nichtlineare Differentialgleichungen, z. B. X = 
- kxa für x ~ 0 mit k > 0, 0 < a < I. Die Funktion auf der 
rechten Seite ist nicht differenzierbar in x = O. Als Beispiel be-
trachten wir X = - k + Vx mit der Anfangsbedingung x(O) = 1, 
d . h. to = 0 und Xo = I. Eine Lösung ist offenbar die Funktion 
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{ (1-~t)2 x(t) = 2 
o 
fürO~t~~ 
f " 2 urt > k 
(3) 
Wir sehen, daß x in endlicher Zeit von 1 auf den stationären 
Wert 0 absinkt. Gibt es noch andere Lösungen, die etwa nach 
einer gewissen Zeit wieder positive Werte annehmen? Die Ant-
wort liefert der folgende 
HilJssatz 2. Die Funktion f sei monoton fallend. Dann gibt es 
für t ~ to höchstens eine Lösung von (2), die der Anfangsbedin-
gung x(to) = Xo genügt. 
Beweis: Sind x und y zwei Lösungen, so setze man z = (X_y)2. 
Dann ist z = 2(x-y)(x-y) = 2(x-y)(f(x) - f(y» ~ O. Da aber 
z(to) = 0 und z ~ 0 ist, muß z(t) = 0 für t ~ to sein. 
Die für x ~ 0 definierte Funktion f(x) = - k + Vx (k > 0) ist 
monoton fallend. Folglich ist (3) die einzige Lösung des gestell-
ten Anfangswertproblems. Die nichtlineare Differentialglei-
chung x = - k + Vx ist daher derlinearen vorzuziehen, wenn es 
um die Beschreibung eines Ausscheidungsvorgangs geht, der 
in endlicher Zeit zum Abschluß kommt. 
Ein anderer Umstand, der zu einer nichtlinearen Kinetik 
führt, ist der Ablauf von chemischen Reaktionen höherer Ord-
nung (siehe z. B. [2]). 
Analog zu (I) erhalten wir für die Compartmentkette mit 
nichtlinearer Kinetik die Gleichungen 
XI -fl(xI) 
X2 gl(xI) - f2(x2) 
(4) 
Dazu geben wir die Anfangsbedingungen 
Xi(O) = ai ~ 0 i = I, ... ,n (4a) 
vor. 
Die Funktionen fi und gi (i = I, .. . ,nbzw.n-I)seienfürxi~ 0 
stetig und für Xi > 0 unendlich oft differenzierbar und zusam-
men mit ihrer ersten Ableitung positiv. Ferner sei flO) = gi(O) 
= O. al soll positiv sein, denn sonst wäre XI = 0, und man könn-
te die I . Gleichung in (4) ganz weglassen. Wir können jetzt den 
Satz 1 wie folgt verallgemeinern und ergänzen. 
Satz 2. Unter den genannten Voraussetzungen hat die k-te 
Komponente Xk der Lösung von (4) - (4a) für t ~ 0 höchstens 
k-I relative Extrema. Zwischen zwei aufeinanderfolgenden 
Extrema von Xk liegt höchstens ein Extremum von Xk + I. An den 
ExtremstelIen von Xk+ I ist xkPositiv. 
Bemerkung: Ein Punkt to derart, daß Xk(t) = 0 fürt ~ to, gilt 
nicht als relatives Extremum im Sinne dieses Satzes. 
Beim Beweis von Satz 2 benötigen wir einige Hilfssätze. Es 
sei vorweg bemerkt, daß die Lösungen einer Differentialglei-
chungder Form x = F(x)(n + I)maldifferenzierbarsind, wenn 
F n-mal differenzierbar ist. 
Hilfssatz 3. Eine in to unendlich oft differenzierbare Funktion x 
hat in to dann und nur dann ein relatives Maximum (Mini-
mum), wenn eine gerade Zahl n ~ 2 existiert, so daß alle Ablei-
tungen bis zur (n-I )ten in to verschwinden, während x(nl(to) < 0 
(> 0) ist. 
Hilfssatz 4. Eine in to unendlich oft differenzierbare Funktion x 
ist dann und nur dann in einer Umgebung von to mit Ausnahme 
von to selber streng monoton steigend (fallend), wenn x(to) > 0 
( < 0) ist oder wenn eine ungerade Zahl m ~ 3 existiert, so daß 
alle Ableitungen bis zur (m-I)ten in to verschwinden, während 
x(ml(to) > 0 ( < 0) ist. 
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Der Beweis der Hilfssätze 3 und 4 folgt aus der Taylor-Ent-
wicklung. 
Hiffssatz 5. Die Funktionen fund g mögen dieselben Eigen-
schaften wie fi und gi (s.o.) haben. Im Intervall (a,b) seien x und 
y unendlich oft differenzierbar und es sei dort x > 0 und 
y = g(x) - f(y) 
Dann gilt: Zwischen zwei Extrema von x liegt höchstens ein 
Extremum von y. Wenn x in (a,b) k relative Extrema hat, dann 
hat y dort höchstens k + 1. 
Beweis: x habe ein Minimum in tJ, ein Maximum in h und keine 
weiteren Extrema in [tJ,hl. Dann ist x an keiner Stelle dieses In-
tervalls streng monoton fallend. Also gibt es wegen Hilfssatz 4 
keine ungerade Zahl m ~ 3, so daß an einer Stelle in [tJ,hl 
x = O, ... ,x(m-I) = 0, x(m) < 0 
wäre. Wenn y in to E [tl,hl ein Extremum hat, dann existiert eine 
gerade Zahl n derart, daß in to 
y = O, ... ,y(n-I) = 0, y(n) =!= 0 
ist. Falls n = 2 ist, dann gilt in to 
y = x g'(x) =!= 0 
also x =!= O. Da x in [tJ,hl nicht streng monoton fällt, ist dann 
notwendig x > 0, und wegen g'(x) > Ofolgty > O,d.h.yhatin 
to ein Minimum. 
y 
Y' 
Wenn n > 2 ist, dann folgt 
xg'(x) = 0 ,x 
x g'(x) = 0 ,x 
=0 
=0 
. x(n-2) = 0 
y(n) x(n-I) g'(x) =!= 0 
also x(n-I)(to) =!= O. Da n-l ungerade ist und x an keiner Stelle 
streng monoton fällt, muß x(n-I) > 0, y(n) > 0 sein. Somit hat y 
in to ein Minimum. Da aber zwischen zwei Minima stets ein 
Maximum liegt, kann y in [tJ,hl höchstens ein Extremum ha-
ben. Analog zeigt man: Wenn x ein Maximum in tl und ein Mi-
nimum in h hat, dann kann y in [tl;hl kein Minimum und höch-
stens ein Maximum haben. ' 
In dem Intervall zwischen a und dem am weitesten links lie-
gendem Extremum sowie in dem Intervall zwischen b und dem 
am weitesten rechts liegenden Extremum von x ist xjeweils mo-
noton. Deshalb kann auch dort jeweils nur ein Extremum von y 
liegen, so daß sich insgesamt höchstens 2 + k-l = k + 1 Extre-
maergeben. 
Hilfssatz 6. Sei (Xl, ... ,Xn) die Lösung des Anfangswertproblems 
(4) - (4a). Zu Xk (k = l, ... ,n) gibt es eine Zahl bk, 0 < bk ;;;; 00, 
so daß Xk(t) > 0 für 0 < t < bk und Xk(t) = 0 für t ~ bk. Es ist 
bk ;;;; bk+l. 
Beweis: Falls für ein bl > 0 Xl (bl) = 0 ist, dann ist wegen Hilfs-
satz 2 Xl(t) = 0 fürt ~ bl. Also ist die Aussage fürn = 1 richtig. 
Wir nehmen an, sie sei richtig fürn-1. Wenn Xn für alle t > 0 po-
sitiv ist, sind wir mit dem Beweis fertig. Andernfalls sei bn die 
kleinste positive Zahl derart, daß xn(bn) = 0 ist. Dann gilt 
o ~ xn(bn) = gn-I(xn-I(bn» ~ 0 
undsomitxn_l(bn) == Oundbn_l;;;; bn.Fürt ~bn_Igenügtxnder 
Differentialgleichung x = - fn(x). Nach Hilfssatz 2 ist also Xn 
== 0 fürt ~ bn. 
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Beweis von Satz 2 
Wir führen den Beweis durch Induktion nach n. Für n = 1 ist 
die Aussage offenbar richtig, denn in [O,bl) ist ja Xl < O. Wir 
nehmen an, sie sei richtig für alle Systeme der Form (4) mit n-l 
Komponenten und betrachten nun ein System mit n Kompo-
nenten. Die Zahlen bJ, ... ,bn seien wie in Hilfssatz 6 definiert. 
Xn-I hat nach Voraussetzung höchstens n-2 relative Extrema; 
diese liegen im Intervall (O,bn_I). Wir setzen x = Xn-I, Y = xn, a 
= 0, b = bn-I und wenden Hilfssatz 5 an. Demnach hat Xn in 
(O,bn_l ) höchstens n-l relative Extrema. Für t ~ bn-I genügt Xn 
der Gleichung x = - fn(x), d. h. xnC't) = 0 würde xnC't) = 0 
nach sich ziehen. Dann wäre aber Xn == 0 für t ~ 1: und 1: wäre 
kein Minimum im Sinne von Satz 2. Xn hat also höchstens n-l 
relative Extrema und diese liegen in (O,bn_1 ). 
4. Beispiele und Anwendungen 
Der Satz 2 gibt nur eine obere Schranke fÜr die Anzahl der Ex-
trema an. Wieviele Extrema tatsächlich angenommen werden, 
hängt von den kinetischen Parametern und den Anfangswerten 
ab. Als Beispiel wurde das folgende nichtlineare Modell unter-
sucht: 
xI , = -2~ 
X2 = 2~ -3Fz 
x3 = 3Fz -2(x;" 
(5) 
Für drei verschiedene Vorgaben der Anfangswerte (s. Tab. 1) 
wurde die Lösung mit dem Euler-Verfahren bei einer Schritt-
weite von h = 0,05 näherungsweise berechnet. Im 1. Fall haben 
X2 und X3 je ein Maximum. Im 2. Fall ist X3 monoton fallend, 
zeigt jedoch zwischen t = 0,2 und t = 0,7 eine deutliche Abfla-
chung. Dies deutet daraufhin, daß hier bei geeigneter Wahl der 
Anfangswerte zwei Extrema liegen müssen. Der 3. Fall bestä-
tigt diese Vermutung: X3 hat ein Minimum bei t = 0,3 und ein 
Maximum bei t = 0,7. Diese werden getrennt durch ein Maxi-
mum von X2 bei t = 0,5. Alle drei Komponenten werden nach 
einer gewissen Zeit endgültig null, und zwar nach 1,3 bzw. 1,4 
bzw. 2,0 Zeiteinheiten. Würde man die 1. Komponente exakt 
berechnen (s. o. Formel (3», so erhielte man Xl(t) = (V2-t)2 für 
o ~ t ~ V2, und diese Funktion wird erst null bei t = V2. Der 
Fehler erklärt sich aus der relativ großen Schrittweite 0,05. 
In Abb. 2 ist der Verlauf von X3 in den 3 Fällen dargestellt. 
Unsere Resultate legen folgende Methode zum Nachweis 
verborgener Compartments in Kettensystemen nahe: 
Man gebe einigen bekannten Compartments, soweit dies 
möglich ist, eine Anfangskonzentration, die deutlich über der 
Konzentration im Gleichgewicht liegt. Wenn dann die Kon-
zentration in einem Compartment m relative Extrema durch-
läuft, dann hat das System mindestens m +1 Compartments. 
Tabelle 1. Anfangswerte für das System (5) 
1. Fall 
2 . . Fall 
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1 Fall 
0,5 
!- 1,0 1,5 
Abb. 2. Konzentration im 3. Compartment bei Anfangswerten nach 
Tabelle 1. 
Wenn m + 1 größer ist als die Anzahl der bekannten Compart-
ments, dann wäre zu fragen, wo die verborgenen Compart-
ments liegen. Um dies zu erfahren, greife man aus den bekann-
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ten Compartments zwei benachbarte heraus und gebe ihnen 
wie eben eine erhöhte Anfangskonzentration. Wenn dann die 
Konzentration in einem der bei den nicht monoton abfällt, son-
dern ein Minimum und ein Maximum annimmt, dann muß da-
zwischen noch ein drittes Compartment liegen. Möglicherwei-
se muß man den Versuch einige Male mit jeweils anderen An-
fangswerten wiederholen, denn wie das obige Beispiel zeigt, 
hängt die tatsächliche Anzahl der Extrema auch von den An-
fangswerten ab. 
Der Verfasser dankt Herrn Prof. Dr. B. Schneider für wert-
volle Anregungen zu dem Thema dieser Arbeit. 
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Beiträge zur Erfassung der phänotypischen Stabilität 
111. Überlegungen zur Zusammenfassung der beiden 
Stabilitätsparametervon EBERHART und RUSSELL (1966) 
M. Hühn 
Zusammenfassung 
Zur quantitativen Erfassung der phänotypischen Stabilität wird 
beim üblichen Regressionsansatz die Leistung xij des Genotyps i 
in der Umwelt j in Beziehung gesetzt zur Leistungsfähigkeit Uj 
der Umwelt j: 
xij = ßiUj + Ci + dij (for jedes i), wobei Uj meistens durch den 
arithmetischen Mittelwert aller Genotypen in der Umwelt j ge-
schätzt wird. Dieser Ansatz liefert dann die viel verwendeten ge-
notypspezijischen Stabilitätsparameter: Regressionskoejfizient 
ßi und Variabilität um die Regression - z. B. gemessen durch 
den Ausdruck 2: d2.. . 
Bei praktiscHenY Anwendungen wird jedoch die gleichzeitige 
Heranziehung zweier Parameter zur Stabilitätscharakterisie-
rung häufig als ein gewisser Nachteil angesehen. 
In der vorliegenden Arbeit werden nun einige einfache Mög-
lichkeiten vorgeschlagen, wie diese beiden Parameter ßi und 




, 1 +ai 
Ti = ai+zi 
Ui = adV(aär I + ZdV(Zi)]-1 
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Hierbei ist: 07 = 2dVn - 2 (n = Anzahl der Um welten), 
Zi = 11 - ßil , V(OiJi = Varianz der Oj, V(Zj) = Varianz der Zj, 
(Zj)max = Maximalwert der Zj und (Oj)mjn = Minimalwert deroj. 
Diese vier neuen Stabilitätsparameter werden näher unter-
sucht und diskutiert sowie abschließend - zusammen mit der 
ÖkQvalenz, der Sorten varianz, der mittleren RangdifJerenz zwi-
schen den Orten (Stabilitäts parameter si! aus HÜHN 1979), 
ßj, L d2. und den Sortenmittelwerten - fir ein numerisches An-
wen1iuhgsbeispiel von 20 Sorten und 10 Orten einer Winterwei-
zen- Wertprüfung des Bundessortenamtes (Tab. 1) berechnet 
(Tab. 2 + Tab. 3). 
Danach läßt sich dann die Ähnlichkeit bzw. Verschiedenheit 
der auf diese Weise erhaltenen 10 unterschiedlichen Sorten-
rangfolgen bezüglich Stabilität mit Hilfe von Rangkorrelations-
koejjizienten vergleichen (Tab. 4). 
Summary 
In applying the usual regression approach for estimating phe-
notypic stability quantitatively the yield xij of genotype i in envi-
ronment j has been related to the yielding-ability Uj of the envi-
ronmentj: xij = ßjUj + Cj + dij (for each i). Here Uj is commonly 
estimated by the arithmetic mean of all genotypes in the envi-
ronment j . This approach leads to the frequently used genotype-
specijic stability-parameters: regression coejjicient ßi and varia-
bility about the regression - for example measured by the term 
2d~. 
j 
But in practical applications the simultaneous handling of 
two parameters for the characterization of stability often will be 
considered as a considerable disadvantage. 
In the present paper some simple possibilities will be pro po-
sed, how these two parameters ßj and L d2. can be combined to 
a new single stability-parameter: j y 
l-Zi 
R=--
I 1 +Oi 
Ti = 0i+zi 
Ui = 0i ' [V(Oi)]- 1 + Zi' [v(Zi)]- 1 
with 01 = 2d~ / n - 2 (n = number of environments), Zj = 
j 11 - ß j I, V (0 j) = variance of 0 j, V (Zj) = variance of Zj, (Zj)max 
= maximal value ofthe Zj and (O;)mjn = minimal value ofthe 
Oi. 
These four new stability parameters are investigated and dis-
cussed in detail and finally computed for a numerical example 
of 20 varieties and 10 locations from a winter-wheat trial of the 
German »Bundessortenamt« (Tab. 1) - together with the eco-
valence, the variety-variance, the mean rank-difJerence between 
the locations (stability-parameter 8;1)) from HÜHN 1979), ßj, 
2d~ and the variety-mean (Tab. 2 + Tab. 3). 
j The similarity resp. dissimilarity of the difJerent stability 
rank-orders of the varieties obfained by using these 10 difJerent 
stability parameters can be compared using SPEARMAN's 
rank correlation coejjicient (Tab. 4). 
1. Einleitung 
Bestehende Genotyp-Umwelt-Wechselwirkungen führen zu 
unterschiedlichen Rangfolgen der Genotypen in den einzelnen 
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Umwelten. In der Literatur wurden nun eine ganze Reihe von 
verschiedenen Parametern zur Schätzung der phänotypischen 
Stabilität von Genotypen sowie der Eignung von Umwelten für 
die Selektion vorgeschlagen und in den letzten Jahren intensiv 
diskutiert. 
Daher soll hier auf eine Darstellung der unterschiedlichen 
Ansätze verzichtet werden - und es sei lediglich auf einige zu-
sammenfassende Arbeiten verwiesen: WRICKE (1965), 
SCHNELL (1967), HANS ON (1970), MÜNZER (1972), UTZ (1972), 
WOLFRAM (1973), FREEMAN (1973), WEILING (1973), HAUFE 
und GEIDEL (1978 a-c) und WRICKE und WEBER (1980). 
2. Problemstellung 
Bezeichnet man mit Xij den Wert des Genotyps i in der Umwelt 
j, so gilt unter Verwendung der üblichen Punktnotation (Xi. = 
Mittelwert des Genotyps i, x'j = Mittelwert der Umwelt j, X .. = 
Gesamtmittelwert) die folgende Zerlegung: 
(1) 
Hierbei ist ßi der Regressionskoeffizient des Genotyps i auf 
den Mittelwert aller Genotypen über alle Umwelten j, d. h. die 
Regression von Xij aufX.j für jedes i, und dij gibt die Abweichung 
der Leistung des Genotyps i in der Umweltj von dem Wert der 
Regressionsgeraden für die Umwelt j, d. h. : 
d · = x - [ß· IX . -x ) + x.] IJ 1J I\,.-,...J .. I. (2) 
Bei den umfangreichen Anwendungen der verschiedenen 
vorgeschlagenen Verfahren zur Erfassung der phänotypischen 
Stabilität auf empirische Daten hat sich in vielerlei Hinsicht die 
Verwendung der beiden von EBERHART und RUSSELL (1966) 
vorgeschlagenen Stabilitätsparameter ßi ( = Regressionskoeffi-
zient des Genotyps i auf den Mittelwert aller Genotypen bzw. 
auf den Mittelwert einer Standardgruppe von Genotypen über 
alle geprüften Umwelten j) und l:d1j (= Summe der Abwei-
j 
chungsquadrate der Leistungen des Genotyps i von der Regres-
sionsgeraden) als besonders geeignet herausgestellt. 
Bei diesem Ansatz zur Erfassung der Stabilität wäre also der 
»ideal stabile Typ« ein Genotyp i mit ßi = I und Ld1j = O. 
. j 
HAUFFE und GEIDEL (1978 a-c) haben gezeigt, wie man auf-
grund der Werte ßi und Ld1j zu einer allgemeinen Beurteilung 
j 
und Charakterisierung der Genotypen kommen kann. 
Selbstverständlich gelten völlig analoge Überlegungen und 
Folgerungen auch für den umgekehrten Fall einer Betrachtung 
der einzelnen Umweltenj bezüglich der Genotypenmittelwerte 
über die einzelnen Umwelten über alle einbezogenen Geno-
typen i. In diesem Fall führt die Verwendung von ßj und ~d1j zu 
I 
einer nützlichen Charakterisierung der verschiedenen Umwel-
ten hinsichtlich ihrer Brauchbarkeit für die Selektion (HAUFE 
und GEIDEL 1978 c). 
In der Literatur findet dieser Regressionsansatz bei einer 
Analyse sowohl der Genotypen als auch der Umwelten die 
häufigste Anwendung. 
Ganz sicher ist nun aber die Verwendung zweier Stabilitäts-
parameter ein gewisser Nachteil, denn z. B. für die praktische 
züchterische Selektion wäre es wesentlich günstiger, wenn nur 
eine Maßzahl berücksichtigt zu werden brauchte (UTZ 1972, 
WRICKE und WEBER 1980). 
Es ist daher naheliegend, zu untersuchen, ob nicht eine Zu-
sammenfassung der beiden EBERHART- und RUSsELL-Parame-
ter zu einer Maßzahl zur Beurteilung der Stabilität ohne eine zu 
starke Einbuße an Aussagefähigkeit möglich ist. Ausgehend 
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von der praktischen züchterischen Selektion stellt sich dieses 
Problem sogar in einer noch etwas erweiterten Form dar: Das 
Hauptkriterium bei der züchterischen Selektion wird natürlich 
stets die Leistungshöhe - gemessen durch den Genotypenmit-
telwert - sein. Erst in zweiter Linie werden dabei dann Stabili-
tätsbetrachtungen mit herangezogen, die dann über ßi und 1: d2. 
quantifiziert werden können. Bei einer gleichzeitigen Berdck'~ 
sichtigung von Leistungshöhe und Leistungsstabilität, d. h. bei 
einer gleichzeitigen Berücksichtigung aller dieser drei Parame-
ter Xi., 1: d~ und ßi wäre es daher eine naheliegende Idee, diese 
Paramete~J - nach entsprechender Dimensionierung und Ge-
wichtung - in einer einem Selektionsindex ähnlichen Form zu-
sammenzufassen. 
Dieser verallgemeinerte Ansatz soll hier jedoch nicht weiter 
verfolgt werden, da in der vorliegenden Arbeit ausschließlich 
die quantitative Erfassung der Stabilität über eine geeignete 
Zusammenfassung der bei den Parameter 1: d~und ßi diskutiert 
werden soll. J IJ 
Darüber hinaus wird bei der hier vertretenen Auffassung von 
Stabilität vorausgesetzt, daß die Leistungsstabilität unabhän-
gig von der Leistungshöhe ist. 
Eine Zusammenfassung der beiden Parameter ßi und 1: d~ 
stellt ja auch bereits die Stabilitätsmaßzahl »Ökovalenz« tlat 
(definiert als Anteil des Genotyps i an der gesamten Genotyp-
Umwelt-Wechselwirkung) : 
Ökovalenz des Genotyps i = L (xij - K.j - Xi. + xY 
j 
= LdU + (ßi-l)2·l:(X.j-xy (3) 
j . 
Nach unserer Auffassung erweist sich jedoch in mancher 
Hinsicht eine andere Zusammenfassung der beiden Parameter 
als vorteilhafter. 
3. Entwicklung der zusammengefaßten Maßzahl 
Unterschiedliche Ansätze ergeben sich natürlich je nach dem 
zugrundegelegten Stabilitätskonzept : Wir gehen hier davon 
aus, daß ein Genotyp i mit ßi = 1 und 1: d~ = 0 eine maximale· 
Stabilität aufweist. Diese Zielvorstelluhg IJentspricht somit so-
wohl dem Ökovalenzkonzept als auch dem EBERHART - Rus-
sELL-Ansatz. 
Nach diesem Stabilitätskonzept sollte der zu entwickelnde 
Stabilitätsparameter die folgenden Eigenschaften aufweisen: 
I. Bei gleichem ßi soll der Genotyp stabiler sein, dessen 
1: d~ kleiner ist. J IJ 
11. Bei gleichem ~ d~ soll der Genotyp stabiler sein, dessen 
ßi näher bei 1 liegt. 
111. Bei gleichem 1: d~ sollen Genotypen, die gleichweit J IJ 
oberhalb und unterhalb vom Idealwert ßi = 1 liegen, die 
gleiche Stabilität haben. 
Diese Forderung III. schließt natürlich nicht aus, daß man 
möglicherweise in manchen pflanzenbaulichen und züchteri-
schen Situationen einen Genotyp mit einem unter 1 liegenden 
Regressionskoeffizienten ßi einem Genotyp mit einem gleich-
weit über 1 liegenden Regressionskoeffizienten (bei gleichem 
1: d2 . für diese beiden Genotypen) vorziehen wird - oder aber 
abcliumgekehrt. Die Forderung 111. besagt lediglich, daß aus-
schließlich unter Stabilitätsgesichtspunkten diese bei den Ge-
notypen gleich stabil sein sollen. 
Die durch Zusammenfassung von ßi und 1: d~ zu entwickeln-
de Stabilitätsmaßzahl sollte - zusätzlich zu Jdeh Forderungen 
1.-111. - auch nicht durch eine unübersichtliche, komplexe ma-
thematische Funktion angegeben werden, sondern sollte ein 
möglichst einfacher Ausdruck sein, der sich in einer eindeuti-
gen Weise auch direkt inhaltlich interpretieren läßt. 
Naheliegend ist die Idee, die Größe der Streuung um die ge-
notypspezifische Regression als Maßeinheit zu verwenden, in 
der man den Regressionskoeffizienten ßi angibt. Zu diesem 
Zweck sollte jedoch 1: d~ in eine dem Regressionskoeffizienten 
vergleichbare» Dimehsibnierung« gebracht werden: . 
l:dU---+oi = vl: dG/(n-2) 
J J 
(4) 
Hierbei bezeichnet n die Anzahl der Umwelten. 
ßi gemessen mit der Größe der Streuung um die Regression als 
Maßeinheit würde also zu der Maßzahl ßi / Gi führen. 
Für 1: d~ ---+ 0 geht diese Maßzahl ßi / Gi ---+ 00, während der 
gesuchte ~hsammengefaßte Stabilitätsparameter doch die Ei-
genschaft haben sollte, daß er für 1: d~ ---+ 0 gegen ßi (oder eine 
einfache Funktion von ßi) strebt, denrt auch für 1: d~ = 0 sollte 
es - je nach der Größe von ßi - unterschiedliche StaBhitäten ge-
ben. 
Darüber hinaus sollte sich bei einer Charakterisierung der 
Stabilität unter gleichzeitiger Hinzuziehung der beiden Para-
meter ßi und 1: d~ der zweite Parameter 1: d~ als umso unnötiger 
erweisen, je kfeirter er ist und umso alleirl. erttscheidender ist bei 
einer Stabilitäts beurteilung mittels ßi und 1: d~dann der erste 
Parameter ßi. Für 1: d~ = 0 ist dann nur noch ~i für die Festle-
gung der Stabilität fmlßgebend. 
Außerdem hat der Parameter ßi/ Gi den Nachteil, daß bei 
kleinen Gi-Werten geringfügige Gi-Änderungen einen unver-
hältnismäßig hohen Einfluß auf die numerische Größe des Sta-
bilitätsparameters haben. 
Die zuvor genannten Forderungen werden erfüllt, wenn 
man ßi in der Maßeinheit tJi = 1 + Gi mißt, denn dann strebt die 
Maßzahl ßi / 1 + Gi für 1: d~ ---+ 0 gegen ßi. 
Diese Maßzahl ßi / 1 + di erfüllt zwar die Forderung I, aber 
nicht die Forderungen 11 und 111. 
Führt man jedoch die folgende Funktion Ui ein: 
(5) 
dann läßt sich ein Stabilitätsparameter Ri mit den gewünschten 
Eigenschaften in der folgenden Form angeben: 
(6) 
Der maximalen Stabilität (ßi = 1 und 1: d2. = 0) entspricht 
somit das Stabilitätsmaß Ri = 1. J IJ 
Für den ßi-Bereich 0 < ßi < 2 erfüllt diese Funktion Ri zwar 
die Forderungen I, 11 und 111, doch weist sie trotzdem zwei un-
erwünschte Eigenschaften auf: 
1. Für ßi = 0 und ßi = 2 erhält man Ri = 0 für beliebige Werte 
von 1: d~, d. h. für diese bei den speziellen ßi-Werte ergeben sich 
für uht~rschiedliche 1: d~ keine unterschiedlichen Werte für 
den Stabilitätsparameth 'Ri, so daß bei ßi = 0 und ßi = 2 keine 
weitere Stabilitäts rangfolge über 1: d~ aufgestellt werden kann. 
2. Für negative (ßi < 0) sowie für'Jgroße Regressionskoeffi-
zienten (ßi > 2) werden die Ui negativ und es sind dann zwar die 
Forderungen 11 und 111, jedoch nicht die Forderung I erfüllt. 
Zwar fällt dieser Umstand nicht so sehr ins Gewicht, da ßi = 
o und ßi = 2 unrealistische und daher kaum interessierende 
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Tabelle 2. Regressionskoeffizienten, Summen der Abweichungsquadrate, Standardabweichungen um die Regression, Sortenvarianzen, Ökova-
lenzen und mittlere Rangdifferenzen zwischen den Orten sowie ihre jeweiligen Rangzahlen für die 20 Sorten (nähere Erläuterungen : siehe Text) 
Stand. Mittl.Rang-
Regress. Summe der abw.umd. Sorten- diff.zw.d. 
Sorten koeff. Rang Abw. quadr. Rang Regr. varianz Rang Ökovalenz Rang Orten Rang 
JUBILAR 0,84 3,5 8,89 20 1,05 96,47 19 36,81 20 3,62 19 
DIPLOMAT 1,00 20 129,40 9 4,02 139,64 12 129,42 11 5,61 9 
CARIBO 0,97 17 113,99 12 3,77 136,63 13 114,76 14 6,07 8 
CBC710 1,04 15,5 176,93 · 6 4,70 157,55 7 178,31 7 6,70 5 
STRU721 1,12 7 128,47 10 4,01 175,99 4 145,65 10 5,39 11 
ACK712 1,12 7 187,36 5 4,84 177,88 3 203,21 4 4,52 16 
BEUN781 1,29 1 94,18 13 3,43 212,76 1 189,27 6 4,98 13 
BREU737 0,90 10,5 115,39 11 3,80 111 ,71 16 126,95 12 3,22 20 
BRND758 0,91 12,5 437,77 1 7,40 150,77 10 446,21 1 8,58 1 
DOER750 1,11 9 231,61 3 5,38 179,67 2 245,90 3 6,75 4 
FIRL 777 1,06 14 81,68 14 3,20 147,99 11 85,36 17 4,68 15 
BRND759 0,96 15,5 280,81 2 5,92 154,24 8 282,25 2 7,09 2 
FIRL 779 0,84 3,5 141,08 8 4,20 104,32 18 170,51 8 5,59 10 
FIRL 780 0,87 5 67,03 17 2,89 106,41 17 85,57 16 4,50 17 
FRAH743 1,02 18,5 201 ,15 4 5,01 151,20 9 201,83 5 6,94 3 
LOCH 744 0,98 18,5 162,90 7 4,51 130,50 14 163,52 9 6,45 6 
LOCH 745 0,91 12,5 75,92 15 3,08 113,43 15 85,94 15 4,88 14 
RUEM711 0,79 2 72,21 16 3,00 78,63 20 123,52 13 6,31 7 
PEM2 1,12 7 57,03 18 2,67 164,54 6 72,32 18 5,02 12 
PEM3 1,10 10,5 55,03 19 2,62 165,36 5 66,95 19 4, 13 18 
Tabelle 3. Numerische Werte der Stabilitäts parameter Ri, Ti, Ui und Wi sowie ihre jeweiligen Rangzahlen für die 20 Sorten (nähere Erläuterungen: 
siehe Text) 
Stab.par. Stab.par. Stab.par. Stab.par. 
Sorten Ri Rang Ti Rang Ui Rang Wi Rang 
JUBILAR 0,410 20 1,21 20 3,047 19 0,130 20 
DIPLOMAT 0,199 13 4,02 10 2,913 20 0,073 17,5 
CARIBO 0,203 14 3,80 12 3,160 18 0,070 16 
CBC710 0,168 8 4,74 6 3,977 10 0,054 10,5 
STRU721 0,176 9 4,13 9 4,620 8 0,043 7,5 
ACK712 0,151 4 4,96 5 5,221 5 0,035 6 
BEUN781 0,160 5 3,72 13 6,628 2 0,000 1 
BREU737 0,187 11 3,90 11 4,182 9 0,051 9 
BRND758 0,108 1 7,49 1 6,648 1 0,027 2,5 
DOER750 0,139 2,5 5,49 3 5,470 3 0,034 5 
FIRL 777 0,224 16,5 3,26 14 3,176 17 0,073 17,5 
BRND759 0,139 2,5 5,96 2 4,861 7 0,043 7,5 
FIRL 779 0,162 6 4,36 8 5,329 4 0,031 4 
FIRL 780 0,224 16,5 3,02 17 3,951 11 0,056 12 
FRAH743 0,163 7 5,03 4 3,916 12 0,054 10,5 
LOCH 744 0,178 10 4,53 7 3,554 14 0,061 13 
LOCH 745 0,223 15 3,17 16 3,517 15 0,066 15 
RUEM711 0,197 12 3,21 15 5,174 6 0,027 2,5 
PEM2 0,240 18 2,79 18 3,649 13 0,065 14 
PEM3 0,249 19 2,72 19 3,327 16 0,074 19 
Tabelle 4. Rangkorrelationskoeffizienten zwischen den Sorten - Rangfolgen bei den verschiedenen Stabilitätsparametem unter Einbeziehung 
auch der Sortenerträge - Rangfolge (* bzw. ** = Signifikanz bei einer Irrtumswahrscheinlichkeit von 5 % bzw. 1 %) 
Stab. par. Stab.par. Stab.par. Stab.par. Mittelwert Re- Summed. Sortenvar. Ökovalenz Mittl. 
Ri Ti Ui Wi gress.koeff Abweich. Rang.diff. 
quadr. zw.Orten 
Stab.par.Ri - 0,91 ** 0,81 ** 0,82** 0,15 -0,06 0,90** 0,41 0,99** 0,65** 
'Stab. par. Ti 0,91 ** - 0,55* 0,56* 0,23 -0,41 1,00** 0,34 0,94** 0,75** 
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Tabelle 4. Fortsetzung 
Stab.par. Stab.par. Stab.par. Stab.par. 
Ri Ti Vi Wi 
Stab. par. Vi 0,81 ** 0,55* - 0,96** 
Stab. par. Wi 0,82** 0,56* 0,96** -
Mittelwert 0,15 0,23 0,03 0,03 
Regress.koeff. -0,06 -0,41 0,46* 0,42 
Summed.Ab- 0,90** 1,00** 0,52* 0,53* 
weich.quadr. 
Sortenvarianz 0,41 0,34 0,33 0,23 
Ökovalenz 0,99** 0,94** 0,73** 0,74** 
Mittl.Rangdiff. zw. Or- 0,65** 0,75** 0,34 0,42 
ten 
die Sortenvarianzen, die Ökovalenzen sowie die mittleren 
Rangdifferenzen zwischen den verschiedenen Standorten 
(d. h. der Stabilitätsparameter S/'l aus HÜHN 1979) angegeben. 
Bei der Umwandlung dieser numerischen Werte für die 20 
Sorten in Rangzahlen wurde der geringsten Stabilität sowie der 
größten Sortenvarianz jeweils der Rang 1 zugewiesen. Bei glei-
chen numerischen Werten wurden in der üblichen Weise mitt-
lere Rangzahlen vergeben. 
Mit Hilfe dieser Angaben lassen sich nun die vorgeschlage-
nen Stabilitätsparameter Ri, Ti, Ui und Wi sehr einfach berech-
nen. Ihre numerischen Werte sind - zusammen mit den ent-
sprechenden Rangzahlen - in der Tabelle 3 zusammengestellt. 
Von einigen Ausnahmen abgesehen führen die vier verschie-
denen Parameter Ri, Ti, Ui und Wi zu mehr oder weniger über-
einstimmenden Stabilitätsrangfolgen der Sorten. 
Da das verwendete Datenmaterial hier nur als Demonstra-
tionsbeispiel für die Anwendung der verschiedenen Stabilitäts-
parameter dient, wird auf eine nähere Einzeldiskussion der 
Sorten verzichtet. Es seien lediglich einige besonders auffallen-
de Einzelergebnisse kurz genannt: Die zur Standardsorten-
gruppe (Sorten, die in allen Bundessortenamtsversuchen als 
Vergleichsgruppe mitgeführt werden) gehörende Sorte JUBI-
LAR erweist sich als besonders stabil. JUBILAR hat sowohl 
bei den Stabilitätsparametem Ri, Ti, Ui und Wi als auch bei der 
Summe der Abweichungsquadrate um die Regression, der Sor-
tenvarianz, der Ökovalenz und auch der mittleren Rangdiffe-
renz zwischen den Orten jeweils den Rang 20 bzw. 19. Ledig-
lich im Regressionskoeffizienten ßi weicht sie stärker von dem 
optimalen Wert ß = 1 ab. 
Ein ähnlich auffallendes Beispiel für den entgegengesetzten 
Fall der Unstabi1ität ist die Sorte BRND 758, die für Ri, Ti, Ui, 
L,: d2., die Ökovalenz und die mittlere Rangdifferenz zwischen 
&n'JOrten jeweils den Rang 1 aufweist. Auch bei dem Stabili-
tätsparameter Wi liegt sie mit Rang 2,5 ganz am unteren Ende, 
während sie beim Regressionskoeffizienten (Rang 12,5) und 
der Sortenvarianz (Rang 10) im mittleren Bereich rangiert. 
Eine hohe Stabilität, wenn auch wesentlich geringer als bei 
JUBILAR, zeigen auch noch PEM 3, FIRL 777 und mit gewis-
sen Einschränkungen DIPLO MAT, CARIBO, LOCH 745 und 
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Mittelwert Re- Summed. Sortenvar. Ökovalenz Mittl. 
gress.koeff Abweich. Rang.diff. 
quadr. zw. Orten 
0,03 0,46* 0,52* 0,33 0,73** 0,34 
0,03 0,42 0,53* 0,23 0,74** 0,42 
-
-0,02 0,25 -0,46* 0,12 -0,13 
-0,02 - -0,44 -0,05 -0,18 -0,44 
0,25 -0,44 - · 0,34 0,94** 0,74** 
-0,46* -0;05 0,34 - 0,42 0,18 
0,12 -0,18 0,94** 0,42 - 0,70** 
-0,13 -0,44 0,74** 0,18 0,70** -
PEM 2. Eine ausgeprägte Unstabilität erhält man noch für 
DOER 750, ACK 712, BEUN 781 und BRND 759. 
Die Ähnlichkeit bzw. Verschiedenheit der über die verschie-
denen Parameter erhaltenen Stabilitätsrangfolgen der Sorten 
läßt sich z. B. mit Hilfe von Spearman'schen Rangkorrelations-
koeffizienten untersuchen (siehe z. B. SACHS 1969). Die ent-
sprechenden Ergebnisse enthält die Tabelle 4. 
Die Parameter Ri, Ti, Ui und Wi zeigen untereinander durch-
weg sehr hohe positive Rangkorrelationskoeffizienten 
(0,55-0,96), d. h. diese Stabilitätsparameter führen zu sehr ähn-
lichen Sortenrangfolgen bezüglich Stabilität. Hierbei weisen 
die Rangkorrelationskoeffizienten zwischen Ti und Ui mit 0,55 
und zwischen Ti und Wi mit 0,56 die niedrigsten Werte auf (Tab. 
4). Praktisch keine signifikante Korrelation zeigen die Parame-
ter Ri, Ti, Ui und Wi sowohl zu Mittelwert und Sortenvarianz als 
auch zum Regressionskoeffizienten, während zum Teil sehr 
hohe positive Rangkorrelationskoeffizienten zur Summe der 
Abweichungsquadrate, zur Ökovalenz und zur mittleren Rang-
differenz zwischen den Orten gefunden werden. Hierbei sind 
die Rangkorrelationen sowohl von Ri und Ti als auch von Ui 
und Wi untereinander jeweils sehr ähnlich, während sich diese 
beiden Gruppen (Ri, Ti) und (Ui, Wi) jedoch sehr stark unter-
scheiden: < 
L,:d2. Ökoval. Mittl. Rangdiff. 
J IJ 
Ri 0,90 0,99 0,65 
Ti 1,00 0,94 0,75 
Ui 0,52 0,73 0,34 
Wi 0,53 0,74 0,42 
Hier zeigen durchweg Ri und Ti wesentlich höhere Rangkorre-
lationen als Ui und Wi - sowohl bei der Summe der Abwei-
chungsquadrate als auch bei der Ökovalenz und der mittleren 
Rangdifferenz zwischen den Orten. Für weitere Einzelheiten 
bezüglich der Ergebnisse dieses numerischen Demonstrations-
beispieles sei auf die Tabellen 1-4 verwiesen. 
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5. Diskussion 
Von den in der Literatur bisher diskutierten Stabilitätsparame-
tern erfreut sich bei praktischen Anwendungen der Regres-
sionsansatz einer immer stärkeren Beliebtheit. Zur quantitati-
ven Erfassung der phänotypischen Stabilität liefert dieses Kon-
zept zwei Stabilitätsparameter - eine Tatsache, die in manchen 
Bereichen (z. B. bei der züchterischen Selektion) als ein Nach-
teil angesehen wird. Denn für die praktische Anwendung wäre 
es wesentlich günstiger, wenn nur eine Maßzahl berücksichtigt 
zu werden brauchte. Überlegungen, diese beiden Parameter 
ohne allzugroßen Informationsverlust zu einer Stabilitätsmaß-
zahl zusammenzufassen, erscheinen daher naheliegend. Hier 
bieten sich nun sehr viele verschiedene Möglichkeiten an und 
in der vorliegenden Arbeit wurden lediglich vier einfache, auf 
der Hand liegende solche Zusammenfassungen beschrieben 
und diskutiert. Es kann und soll hier also weder von einer um-
fassenden statistischen Bearbeitung dieses Problems die Rede 
sein, noch werden bestimmte, hinsichtlich bestimmter Krite-
rien, optimale Parameter abgeleitet. Vielmehr sollen die aus ßi 
und .z: d2. zusammengefaßten und hier diskutierten vier Stabili-
tätsmhßtahlen Ri, Ti, Ui und Wi mehr als Anregung verstanden 
werden, sich eingehender mit dieser Problematik zu beschäfti-
gen. Hierzu gehören z. B. die Untersuchung der statistischen 
Eigenschaften der verschiedenen Maßzahlen sowie die daraus 
abzuleitenden Signifikanztests für Stabilitätsvergleiche zwi-
schen den Genotypen. Erst aufgrund solcher Ergebnisse ließen 
sich dann auch begründete Empfehlungen für die bevorzugte 
Verwendung ganz bestimmter Stabilitätsparameter geben. 
Weiter gilt auch hier natürlich wieder das frühere Argument, 
daß diese Stabilitätsmaßzahlen nur dann eine allgemeinere 
Aussagefähigkeit und Gültigkeit haben, wenn das Sortiment 
genügend groß ist und wenn die verwendeten Genotypen als 
mehr oder weniger repräsentative Stichprobe des gesamten Ge-
notypenspektrums angesehen werden können. 
Neben den zuvor erwähnten erforderlichen theoretischen 
Untersuchungen (statistische Eigenschaften der Parameter, 
Signifikanztests) dürften ganz sicher auch möglichst umfang-
reiche praktische Anwendungen von einer besonderen Bedeu-
tung für die Aufdeckung der Vor- und Nachteile sowie der Ver-
wendungsmöglichkeiten der verschiedenen Stabilitätsparame-
ter sein. Solche umfangreichen Anwendungen sind in Vorbe-
reitung. 
Von den vier vorgeschlagenen Stabilitätsmaßzahlen er-
scheint Wi besonders geeignet. Inhaltlich mißt Wi ja einen 
standardisierten Regressionskoeffizienten in Einheiten einer 
standardisierten Variabilität um die Regression. Wegen der nu-
merischen Kleinheit dieser Wi-Maßzahlen könnte es sich für 
die praktische Anwendung als vorteilhaft erweisen, diesen Pa-
rameter in Form einer Prozentangabe zu verwenden, indem 
man die Variabilität um die Regression = 100 setzt. Dies führt 
dann zu: 
(15) 
Die hier vorgeschlagenen Stabilitätsparameter Ri, Ti, Ui und 
. Wi erweisen sich sämtlich als Stabilitätskonzepte, die bezogen 
sind auf das speziell vorliegende Sortiment, da die Stabilitäts-
aussagen durch ein »In-Beziehung-Setzen« der betreffenden 
Sorte zum gesamten Sortiment gewonnen werden. Dies wird 
besonders deutlich z. B. auch in der Formel (15), in der ja die 
sortimentspezifischen Größen (Zi )max und (O'i )min auftreten. 
Diese Abhängigkeit der Stabilitätsaussagen von dem speziellen 
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vorliegenden Sortiment mag man bedauern, doch haftet allen 
bisher vorgeschlagenen Stabilitätsansätzen (z. B. Ökovalenz 
von WRICKE, Regressionskoeffizient und Streuung um die Re-
gression von EBERHART und RussELL, Stabilitätsmaß von HAN-
SON) dieser Nachteil an. Denn auch in diesen Fällen wird ja die. 
benötigte Leistungsfähigkeit einer bestimmten Umwelt durch 
den Mittelwert des gesamten Sortimentes in dieser Umwelt 
quantitativ charakterisiert. Eine bessere, möglicherweise sogar 
sortimentsunabhängige Maßzahl zur Charakterisierung einer 
bestimmten Umwelt ist - zur Zeit jedenfalls - nicht in Sicht. 
Auch aus diesem Grunde sehen wir die starke Sortimentsbezo-
genheit der über (6), (8), (11) und (14) abgeleiteten Stabilitäts-
aussagen nicht als so großen Nachteil an. 
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Darstellung eines Toleranz- und Vertrauensellipsoids 
G. Bach und H. Thöni 
Zusammenfassung 
Toleranz- und Vertrauensbereiche für dreidimensional normal-
verteilte Zufallsvariable haben die Form eines Ellipsoids. Zur 
graphischen Darstellung erscheint der Umriß des Ellipsoids als 
Ellipse. Die Koeffizienten dieser Ellipse können bei vorgegebe-
ner Projektionsrichtung aus den Elementen der invertierten Ko-
varianzmatrix, dem Vektor der Mittelwerte und den für die Ab-
bildung der X-, y- und z-Achse gewählten Parametern berechnet 
werden. 
Summary 
Tolerance and confidence regions of three-dimensional normal-
ly distributed random variables take the form of an ellipsoid. 
For suitably chosen projections of the X- , y- and z-axis and gi-
ven mean vector and covariance matrix, the coefficients of the 
elliptic contour of the picture of the ellipsoid are given in closed 
form . 
1. Einleitung 
In der beschreibenden Statistik und bei der Darstellung von Er-
gebnissen einer statistischen Auswertung tritt häufig das Pro-




das Toleranzellipsoid für eine dreidimensionale Grund-
gesamtheit 
den dreidimensionalen Vertrauensbereich für den Mit-
telwertvektor einer dreidimensionalen Grundgesamt-
heit 
(iii) den gemeinsamen Vertrauensbereich für drei Regres-
sionskoeffizienten eines multiplen Regressionsansat-
zes. 
Alle drei Aufgaben lassen sich auf die gemeinsame Form 
(I) 
bringen. Darin bedeuten x,xo Realisierungen von dreidimen-
sionalen Zufallsvektoren, Al die Inverse der entsprechenden 
Varianz-Kovarianzmatrix und c eine geeignet gewählte Kon-
stante. 
Ersetzt man in (I) das »Kleiner-Gleich«- durch ein Gleich-
heitszeichen, so bilden die Werte des Vektors X, welche die 
Gleichung erfüllen, die Oberfläche des entsprechenden Tole-
ranz- bzw. Vertrauensbereiches. 
Um das Ellipsoid graphisch darzustellen, muß es in die Zei-
chenebene abgebildet werden. Sein Umriß bildet eine Ellipse, 
deren Koeffizienten von denen des Ellipsoids und der gewähl-
ten Projektionsrichtung abhängen. Für diese Koeffizienten 
werden im folgenden geschlossene Ausdrücke explizit angege-
ben. 
2. Die Abbildung 
Das räumliche Dreibein der Einheitsvektoren ex,ey,ez in den 
Koordinatenrichtungen wird so in die Ebene abgebildet; daß 
der Ursprung des räumlichen Systems mit dem Ursprung eines 
ebenen kartesischen (~,11)-Systems zusammenfällt, die Bildvek-
toren e~, e y, e ~ von e x,e y,e z die Längen A,J..l, Y haben und mit der 
positiven Richtung der ~-Achse die Winkel a.ß,y einschließen 
(Winkel im Gegenuhrzeigersinn positiv, im Uhrzeigersinn ne-
gativ gerechnet). 
Dann bekommt der Punkt mit den Koordinaten (x,y,z) im 
(~ ,11)-System die Koordinaten 
~ = Axcosa + J..lycosß + yzcosy 
11 = Ax sin a + J..ly sin ß + YZ sin y. 
(2) 
Die Winkel a,ß,y und die Streckeneinheiten A,J..l,Y können in 
weitem Umfang beliebig gewählt werden. Mächte man jedoch 
eine normale axonometrische Abbildung erhalten, so müssen 
zwischen den Streckeneinheiten und den Winkeln die folgen-
den Beziehungen bestehen: 
A2 cos '" (3) 
sin '" sin ro 
J..l2 cos '" 
sin '" sin ro 
y2 cos ro 
sin '" sin '" 
ro = ß-a, '" = a-y, '" = y-ß bezeichnen die Winkei zwischen 
den Bildern der x- und y-Achse, der z- und x-Achse und der y-
und z-Achse, wobei positive Winkel im mathematisch positi-
ven Umlaufsinn, negative Winkel im Uhrzeigersinn zu zählen 
sind. 
Zur Darstellung des Ellipsoids denken wir uns dieses durch 
eine Schar von parallelen Ebenen beliebiger Orientierung ge-
schnitten. Die elliptischen Schnittfiguren erscheinen in der Ab-
bildung als Ellipsenschar, deren Einhüllende das gesuchte Bild 
ist. Die Schar der parallelen Schnittebenen wird durch die Glei-
chung 
(4) 
mit geeignet gewählten Konstanten tlj, j = 1,2,3 dargestellt, t ist 
der Scharparameter. 
3. Die Einhüllende der Ellipsenschar 
Unter Verwendung der Bezeichnungen 
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Abb. I. Normale axonometrische Darstellung. 
Mitu = - 153.43° (tan u = 0.5), ß = - 14.04° (tan ß = - 0.25) und 
y = 97.13° (tan y = - 8) erhält der Punkt (x = 0.5, Y = 1.25, z = 
0.75) die Koordinaten (~ = 0.4686, T) = 0.2955). 
lassen sich die Gleichungen (2) und (4) zu einer Gleichung 
( 
tll t12 t J3 0 ) 
;;; = ACOS a IlcOS ß vcos Y 0 ~ = T ~ ~ Asin a Ilsin ß vsin y 0 . x x 
o 0 0 1 
(5) 
in Matrizenform zusammenfassen. Wählt man die tlj derart, 
daß die inverse Matrix existiert, so resultiert 
(6) 
mit der zur Matrix T inversen Matrix 
(7) 
Mit den Abkürzungen a44 = -c + x'oAlxO, ä = -AlxO 
und der aus der Matrix Al durch Hinzufügen einer Spalte und 
Zeile entstehenden Matrix 
A= (*) (8) 
läßt sich die Gleichung des Ellipsoids in der Form 
x'AX = 0 (9) 
schreiben. Unter Verwendung von (6) resultiert als Gleichung 
der Bildellipsenschar in der Ebene 
F(t,~,TÜ = 3'D'AD3 = O. (10) 
Zur Ermittlung der Hüllkurve eliminiert man den Scharpara-
meter t (vgl. etwa [5], p. 519-525) aus 
(11) 
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oF Wegen Öt = 2(1,O,0,0)D'AD3 und (l,O,O,O)D' = d'l nach 
(7) ist (11) gleichwertig mit 
3'D'AD3 = 0 und diAD3 = O. (12) 




diAdj pj = -=--=- j = 2,3,4. 
diAd l 
(14) 
Mit der Matrix 
( P2 P3 P4) R = ~ ~ ~ läßt sich dann:2 schreiben als 
001 
(15) 
Trägt man dies in die erste Gleichung von (12) ein, so resul-
tiert als Gleichung der Hüllkurve 
(~,l1,l)(DR)'A(DR) (7) = O. (16) 
Mit der Abkurzung C = (DR)' lassen sich die Koeffizienten 
der Ellipse (16) in der Form 
B = CAC' (17) 
einfach darstellen, wobei die Matrix C unter Verwendung von 
(14) und (7) auf die einfache Form 
( 
d'IA(d 2d'l_d ld2)) 1 ~ ~~ ~~ 
C = - -- diA(d 3di - d ld3) 
di Adl diA(d4di - dld~) 
(18) 
gebracht werden kann. 
Die Elemente dieser 3 x 4-Matrix sind VOn der Wahl der 
Koeffizienten tlj in (4) unabhängig und lassen sich explizit als 
. Funktion der für die Abbildung gewählten Parameter a, ß, 
und A,Il,V angeben (siehe Abschnitt 5). 
Die Gleichung der Hüllellipse lautet dann mit (16) und (17) 
bll~2 + 2b12~11 + b22112 + 2bJ3~ + 
2b2311 + b33 = O. (19) 
4. Ergebnisse 
Mit (5) und (~ können die ElemeQt~ der in i 18) vorkommen-
denVektorendlundderMatrizendjdi- dldj' j = 2,3,4unab-
hängig von den Koeffizienten tlj ausschließlich als Funktionen 
der Abbildungsparameter dargestellt werden (siehe Abschnitt 
5). Die daraus resultierenden Elemente der Matrizen C und B 
= CAC' sind in den Tabellen 1 und 2 zusammengestellt. 
Entsprechend der Unterteilung von A läßt sich C schreiben 
als 
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Cll Cl2 Cl3 
C = C21 C22 C23 
C31 C32 C33 
(20) 
da man leicht nachrechnet, daß die Elemente Cl4 und C24 immer 
gleich Null und das Element C34 immer gleich I sind. Die Teil-
matrix CI hängt nur von den Elementen der Teilmatrix AI ab, 
die Elemente des Vektors c' sind Linearkombinationen der 
Elemente a'. 
Damit ergibt sich auch eine entsprechende Unterteilung der 
Koeffizientenmatrix B: 
(21) 
Ist ader Nullvektor, so sind auch D und c Nullvektoren, in 
diesem Fall gilt überdies b33 = a44 = - c. Dieser Fall tritt im-
mer ein, wenn Xo = <1, d. h., wenn der Ursprung des Koordina-
tensystems in das Zentrum des Ellipsoids (und damit auch der 
Bildellipse ) gelegt wird. 
Für die graphische Darstellung ist es vorteilhaft, den Mittel-
punkt sowie Richtung und Länge der Hauptachsen der Ellipse 
(19) zu kennen. Die Berechnung der Mittelpunktskoordinaten 
~o und 110 kann dabei auf zwei Wegen (Rechenkontrolle!) erfol-
gen, einmal direkt durch Abbildung von x 0 nach Gleichung (2), 
zum anderen aus (19) nach den Formeln 
b l2b l3 - b llb23 
IBd (22) 
Die Winkel 81 und 82 zwischen den Achsen der Ellipse und 
der ~-Achse erhält man aus 
(23) 
die Längen der Halbachsen aus 
112 = 11 c 
, VI,2 (24) 
mit 
(25) 
Dabei gilt das obere Zeichen in (23) und (25) für die große, 
das untere Zeichen für die kleine Halbachse. 
Auch hier ist eine Rechenkontrollemöglich, dac = - 11:111 
gelten muß. 
Zur Verstärkung des räumlichen Eindrucks kann man in das 
Bild des Ellipsoids noch die Bilder seiner drei Hauptachsen 
einzeichnen. Die Länge dieser Hauptachsen ergibt sich als 
Wurzel aus dem Produkt der Eigenwerte der Kovarianzmatrix 
S mit der Konstanten c in (I). Die Koordinaten der Durchstoß-
punkte der Hauptachsen mit dem Ellipsoid findet man, indem 
man die auf die Länge I normierten Eigenvektoren der Kova-
rianzmatrix mit den aus den zugehörigen Eigenwerten berech-
neten Längen multipliziert. 
Da die Eigenwerte einer Matrix S mit den Kehrwerten der 
Eigenwerte ihrer Inversen S -I übereinstimmen und beide Ma-
trizen identische Eigenvektoren haben ([7], p. 309), können die-
se unmittelbar aus der Matrix AI (= S -I) berechnet werden. 
Bezeichnen wir mit 1'1< 1'2 < 1'3 die drei Eigenwerte von AI und 
mit UIoU2,U3 die zugehörigen, auf die Länge 1 normierten Ei-
genvektoren, so erhält man als Länge der Hauptachsen die 
Werte V1'f 1 c (j = 1,2,3) (! entspricht sodann dem größten Ei-
1'1 
genwert der Kovarianzmatrix S und ergibt die größte Haupt-
achse, ! die zweitgrößte usw.). Die Durchstoßpunkte der 
1'2 
Hauptachsen haben die Koordinaten 
)(0 ± 11 ~Uj j= 1,2,3. (26) 1'j 
Mit Hilfe der Beziehung (2) lassen sich die Koordinaten der 
zugehörigen Bildpunkte berechnen. 
5. Explizite Darstellung der Elemente der Matrizen C und B 
Nach (5) und (7) gilt DT = E, folglich 
1 D - I 1 = 1 T 1 = tllllv sin 1Jf + t l2AV sin 0 + t13AIl sin ro, (27) 
sowie 
( 
Ilv s~n 1Jf ) AVSlllO 
All sin ro 
o 
(28) 
Für die Matrizen d jd ; - d I d'j erhält man nach leichter Rech-
nung 
~~ ~~ I 
d zdj -dldi = ITI ( 0 -vsiny Il sin ß 0 ) vsiny 0 -Asina 0 -Il sin ß Asina 0 0 
0 0 0 0 
( 0 vcosy -Ilcos ß 0 ) -vcosy 0 Acosa 0 Il cos ß -Acosa 0 0 
0 0 0 0 
~~ ~~ I 
d 3dj-d ld3 = ITI 
( 0 0 0 -"",in V) 0 0 0 -Avsino 0 0 0 - All sin (J) 
Ilv sin 1jI AV sin 0 Allsin (J) 0 
~~ ~ ~ I 
d.d!-d1dd = ITI 
(29) 
Der in allen Ausdrücken vorkommende Faktor 1 i I' welcher 
noch von den tlj abhängt, kommt in den Elementen der Matrix 
C in Zähler und Nenner vor (vgl. 18) und kürzt sich somit weg. 
Durch Ausmultiplizieren des Vektors (28) und der Matrizen in 
(29) mit der Matrix A erhält man die in Tabelle 1 zusammenge- ' 
stellten Elemente der Matrix C. (17) oder (21) führt schließlich 
zu den Elementen der Koeffizientenmatrix B, die in Tabelle 2 
aufgeführt sind. 
6. Beispiele 
6.1. Als Beispiel für die Berechnung der Abbildung des Tole-
ranzellipsoids einer dreidimensionalen Grundgesamtheit ver-
wenden wir die Daten für die Panzermaße von 24 weiblichen 
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Tabelle I. Die Elemente der Matrix C 
Es empfiehlt sich, die folgenden Abkürzungen einzuführen: 
m, = f.!v sin '1', m2 = AV sin 0, m3 = Af.! sin ro, 
Co = - (allm21 + a22m22 + a33m23 + 2a12mlm2 + 2a13mlm3 
+ 2a23m2m3). 
Damit folgt: 
Cll = «a12ml + a22m2 + a23m3) v sin y - (a13ml + a23m2 + 
aJ3m3) !1 sin ß)/ CO . 
C12 = (-(allml + a12m2 + a13m3)vsiny + (a13ml + a23m2 + 
a33m3) A sin a)/ Co 
C13 = (allml + a12m2 + a13m3) !1 sin ß - (a12ml + a22m2 + 
a23m3) A sina)/co 
C21 = (- (a12ml + a22m2 + a23m3) V cos y + (a13ml + a23m2 + 
a33m3) !1 cos ß)/ Co 
C22 = «allml + a12m2 + a13m3) V cos Y - (a13ml + a23m2 + 
a33m3) A cos a)/ Co 
C23 = ( - (allml + a12m2 + a13m3) !1 cos ß + (a12ml + a22m2 
+ a23m3) Acosa)!co 
C31 = (al4ml + a24m2 + a34mJ)ml/cO 
C32 = (al4ml + a24m2 + a34m3)m2/cO 
C33 = (al4ml + a24m2 + a34ffi3)m3/cO 
C34 = 1, Cl4 = C24 = O. 
Tabelle 2. Die Elemente der Matrix B 
bll = allc211 + a22c212 + a33c213 + 2(a12cllc12 + a13cllc13 + 
a23c12c13) 
b12 = b21 = allcllc21 + a22c12c22 + a33c13c23 + a12(cllc22 + 
C12C21) 
+ a13( Cll C23 + C21 C13) + a23( C12C23 + C13C22) 
b 13 = b31 = allcllc31 + a22c12c32 + a33c13c33 + a12(cllc32 + 
C12C31) 
+ a13(cllc33 + C13C31) + a14cll + a23(c12c33 + 
C13C32) + a24c12 + a34c13 
b22 =allc221 + a22c222 + a33c223 + 2(a12c2Ic22 + a13c21 c23 + 
a23c22c23) 
b23 = b32 = allc21c31 + a22c22c32 + a33c23c33 + a12(c2Ic32 + 
C3I C22) 
+ a13( C31C2J + C21C33) + al4c21 + a23( C22C33 + 
C23C32) + a24C22 + a34c23 
b33 = allc231 + a22c232 + a33c233 + a44 + 2(a12c3Ic32 + a13c31c33 
+ a23c32c33 + al4c31 + a24c32 + a34c33) 
Schmuckschildkröten [l], [3]. Der Toleranzbereich soll einen 
erwarteten Inhalt von 95 % der Grundgesamtheit haben und 
der Ursprung des Koordinatensystems soll mit dem Zentrum 
der Ellipse zusammenfallen. 
Wir setzen somit x 0 = U. Für die Darstellung der drei Achsen 
des Raumes wählen wir 
a = -45°, ß = arctan 0.5 = 26.5651 0 , Y = 90° 
und erhalten für 
A = V2Jj, !1 = V5 / 6 , v = VflL· 
Für c entnehmen wir der Tafel 14 in [4] den Wert c = 10.52. 
Die Inverse der Kovarianzmatrix ergibt die ersten drei Zeilen 
und Spalten von A, so daß die Elemente der symmetrischen 
Matrix A lauten 
all = 0.0615 a12 = -0.0513 a13 = -0.0761 al4 = 0 
a22 = 0.1286 a23 = - 0.0694 a24 = 0 
a33 = 0.3152 a34 = 0 
a44 = - 10.52. 
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Abb.2. 0.95-Toleranzbereich für Länge, Breite und Höhe des Panzers 
von weiblichen Schmuckschildkröten (vgl. Beispiel 6.1). 







und die Koeffizienten der Bildellipse 
bll = 0.002573 b12 0.011228 b13 











Das Zentrum der Ellipse liegt im Ursprung des Koordinaten-
systems, aus (23) erhält man für 81 = - 3.2° (tan 81 = 
- 0.0555), aus (24) und (25) für die Länge der großen Halbach-
se VI = 73.46, für die Länge der kleinen Halbachse V2 = 7.17. 
Abbildung 2 zeigt die Darstellung dieser Toleranzellipse. 
6.2. Zur Illustration der Darstellung des Vertrauensbereiches 
für einen dreidimensionalen Mittelwertvektor berechnen wir 
die Bildellipse des 0.95-Vertrauensbereiches für den Mittel-
wertvektor aus derselben Stichprobe wie in Beispiel 6.1. 
Das Zentrum der Ellipse soll mit den Koordinaten der Abbil-
dung des Stichprobenmittelwertvektors zusammenfallen. Wir 
setzen also 
xo = (136.00,102.58,51.96). Mit P = 3, n = 24 erhalten wir 
für 
(n-1)p 
c = (n_p)nFo.o5;p,n-p = 0.4203 ([6], p. 132). 
Zu den Winkeln a = - 150° , ß = 15° , Y = 90° gehören die 
Maßstabfaktoren A= 0.6501, !1 = 0.8556 und v = 0.9194. 
Die Elemente von AI sind dieselben wie in Beispiel 6.1, die 
Elemente der vierten Zeile und Spalte sind gemäß (8) zu be-
rechnen und lauten 
al4 = 0_85251, a24 = - 2.608964, a34 = 1.09086, 
a44 = 94.58478152_ 
(Um eine ausreichende Genauigkeit der Ergebnisse zu errei-
chen, empfiehlt es sich, bei der Berechnung der Elemente a14 
aus AI und xo die volle Stellenzahl zu behalten)_ Für die Koeffi-
zienten der Bildellipse erhält man sodann 
bll = 0.147962 b12 = -0.056531 b13 = ..:..2.296933 
b22 = 0.139270 b23 = 3.131173 
b33 = 78.396678. 
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Abb.3. 0.95-Vertrauensbereich für die mittlere Länge, Breite und Hö-
he des Panzers von weiblichen Schmuckschildkröten (vgl. Beispiel 
6.2). Die drei Hauptachsen sind eingezeichnet. 
Daraus erhält man für c = 0.4203 (Kontrolle I), für die Koor-
dinaten des Ellipsenzentrums ~o = 8.21 und Tjo = -19.15, der 
Winkel der großen Achse zur ~-Achse beträgt 47.20° und die 
Längen der Halbachsen VI = 2.20 und V2 = 1.45. Abb. 3 zeigt 
die Ellipse. 
6.3. STEEL and TORRIE ([8], p . 282ff.) geben die Daten für die 
Brenndauer und den Stickstoff- und Chlorgehalt von 30 Ta-
bakblättem an. Mit Hilfe multipler linearer Regression wird 
die Brenndauer als Funktion des N- und Cl-Gehaltes ge-
schätzt. Hier soll nun der gemeinsame 0.95-Vertrauensbereich 
für die Regressionskoeffizienten (Konstante für den Achsen-
abschnitt und die beiden Steigungen) dargestellt werden. 
Für AI setzen wir die Werte der X 'X-Matrix (unkorrigierte 
Quadrat- und ProduktsummenI), die Konstante c lautet in die-
sem Fall ([2], p. 64) 
c = P S2 Fo.05;p,n.p = 3 (0.0884) (2.96) = 0.784992. 
Abb.4. 0.95-Vertrauensbereich für die Regressionskoeffizienten eines 
multiplen Regressionsansatzes zur Schätzung der mittleren Brenndau-
er von Tabakblättem in Abhängigkeit vom Stickstoff- und Chlorgehalt 
(vgl. Beispiel 6.3). Eingezeichnet sind die Projektionen der Schnittel-
lipsen mit den Ebenen für ßo = 2.0,2.5 und 3.0. 
ß1 -tO -0.5 
~ 




Die Abweichungen (ßo-bo) sollen auf der X-, (ßI-bl), auf der 
y- und (ßr b2) auf der z-Achse abgebildet werden. Die Bilder 
der y- und z-Achsen sollen mit der ~- und Tj-Achse zusammen-
fallen, die x-Achse senkrecht nach oben stehen (und somit in 
den Nullpunkt des Koordinatensystems abgebildet werden). 
Wir wählen a = - 120° *), ß = 0°, y = 90° und erhalten 
",=0 ,~=l ,v=1. 
Das Zentrum der Ellipse soll mit den Koordinaten der ge-
schätzten Regressionskoeffizienten zusammenfallen, also Xo 
= (2.66, - 0.529, - 0.290). 
Wir setzen für A: 
alJ = 30 aJ2 = 98.36 
a22 = 332.3352 
aJ3 = 24.23 
a23 = 81.5834 
a33 = 30.1907 
und erhalten für B 
b lJ = 9.8455 b J2 
b 22 
2.1413 b J3 
10.6209 b 23 
b33 
al4 = - 20.7409 
a24 = -62.1731 





Das Zentrum der Ellipse liegt bei ~o = - 0.529, Tjo 
- 0.290, der Winkel 9 1 beträgt - 39.87° , und Länge der Halb-
achsen sind VI = 0.3121 undv2 = 0.2515. 
*) Die Wahl von a .;. 0° bzw. a .;. 1800 verhindert, daß bei der Be-
rechnung der Maßstabkoeffizienten A.,fl,V eine Division durch Null 
vorkommt. 
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A FORTRAN-program is presented that calculates exact P-va-
lues Jor (nonparametrical) randomization tests. Considered 
tests are: 
1. Randomization test comparing means oJ matched pairs. 
2. Randomization test comparing means Jor two independent ' 
sampIes. 
3. Randomization test comparing variances Jor two indepen-
dent sampIes. 
Zusammenfassung 
Es wird ein FORTRAN-Programm vorgestellt, das exakte P-
Werte für (verteilungsJreie) Fisher-Pitman-Randomisierungs-
tests berechnet. Die behandelten Tests sind: 
1. Fishers Randomisierungstest für Lokationsunterschiede bei 
zwei abhängigen Stichproben. 
2. Fisher-Pitman-Randomisierungstest für Lokationsunter-
schiede bei zwei unabhängigen Stichproben . 
3. Randomisierungstest für Dispersionsunterschiede bei zwei 
unabhängigen Stichproben. 
Häufig besteht das Problem, daß statistisch auszuwertende Da-
ten zwar den Anforderunge~ einer Kardinalskala genügen, 
aber nicht normalverteilt sind. Damit verbieten sich klassische 
statistische Verfahren. Beim Übergang von der Kardinal- zur 
Ordinalskala (Rangtransformation) entstehen dann Informa-
tionsverluste. Die hier behandelten Randomisierungsverfah-
ren erlauben hingegen eine Signifikanzprüfung bei vollständi-
ger Nutzung nicht-normalverteilter Meßwerte. 
Dabei wird die jeweilige Verteilung der Meßwerte als reprä-
sentativ für die zugehörige Population angenommen, so daß 
die Prüfgrößenverteilung von der Verteilungsform der einzel-
nen Stichproben abhängt. Somit läßt sich die Prüfgröße nicht 
tabellieren, wie zum Beispiel bei Rangtests. Folglich läßt sich 
der Test ohne Rechner nur für sehr geringe Stichprobenumfän-
ge (~ 15) durchführen. Für Tests mit mittleren Stichproben-
umfängen ( ~ 50) eignen sich in der Regel die hier aufgeführ-
ten Programme (siehe Programmlisting). Für noch umfangrei-
cheres Datenmaterial werden die Rechenzeiten auch mit Rech-
nereinsatz sehr lang und es empfiehlt sich, asymptotische Tests 
durchzuführen (siehe z. B. SIEGEL 1956, LIENERT 1973). Für das 
hier dargestellte Programm gilt jedoch stets: Je deutlicher die 
Unterschiede zwischen den beiden Stichproben sind (also, je 
niedriger der zu erwartende P-Wert), um so geringer ist die be-
nötigte Rechenzeit. 
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C THIS PROGRAM COMPUTES EXACT P-VALUES FOR 
F I SHER-P I TMAN 
C RANDOMIZATIOti TESTS IN THE TWO SAMPLE CASE 
DIMENSION X(2.30),SUM(60),IS(60),Y(60),SUMQ(60) 
DOUBLE PRECISION XN,XE,P,BINCOF 
NEM=5 
NAM=6 
1 READ(~EM,10,END.looo) ~l,N2,L,K,(X(l,I),I=l,Nl) 
10 FORMAT(413,7 10(X, F5.2)) 
READ(NEM,20,tND-loo) (X(2,1),I-l,N2) 
20 FORt~AT(lo(X, F5.2)) 
C NI- S I ZE OF Si< MPl. E I 
C l. SPEC I F I ES TEST ,lAll TED 
C -I TEST FOR MATCHED pAIRS (Nl-N2) 
C -2 TEST FüR I NllEPENDENT SAMPLES 
C -3 F-TEST FOH I NDEPEtlDENT SAt~PL.ES 
C K SPECIFIES AL.TERNATIVE H"POTHESIS: 
C -I SAMPLE 1 .LT. SAMPLE 2 lONE-TAILED 
C -2 SAMPLE 1 .GT. SAMPLE 2 ONE-TA I LED 
C -3 SAMPLE 1 .NE. SAMPLE 2 TWO-TAtLED 
C X( I,J)- ,J-TH VALlJE OF SAMPLE I 
GOTO (100,200,200), l. 
100 Xl-o. 
DO 110 l-l,Nl 
Xl-X(l,I)-X(2,1)+Xl 
110 Y( I )=-ABS(X(I,1 )-X(2,1)) 
CAU. SORT(Y,NI) 
N-o 
DO 120 1-1 ,NI 
120 IF("( I ).NE.o.) N-tl+l 
J-K 
IF(K.NE.3) GOTO 130 
J-l 
IF(Xl.GT.o.) Ja2 
130 IF(J.EQ.2) Xl=-Xl 
CALL CHECK(Y,SUM,IS,N,Xl,XE,XN) 
P-2..-N 
170 IF(K.EQ.3) GOTO 140 
P-(XN+XE)!P 
160 WRITE(NAM,150) P 








DD 210 l=l,IH 
Xl-Xl+X(l,l) 
XQ1-XQ1+X(1,1)~2 
210 Y ( I ) -x (1, I ) 
X2-0 • . 
XQ2=0. 
DO 220 l-l,N2 
X2-X2+X (2, t) 




GOTO (270i 270,T70), l. 370 XQ1-XQ1!N -Xl-2!Nl ... 2 
XQ2-XQ2/N2-X2_2!N2 ... 2 
Xl-XQ1/XQ2 
X2-XQ2!XQl 




































CALL SORT(Y N) 




GOTO 260 . 




GOTO (230 240), J 
CALL COUN+(Y,SUH,IS,N,Nl,Xl,XE,XN) 
GOTO 260 






D I MENS ION X (11), SI.Jt-I{Nl), I S(Nl) 




00 10 I-I,Nl 












00 110 KI-I,Nl 
IF!Kl.EQ.I) IS(I)-IS(I)+1 
IF Kl.NE.I) IS(Kl)-IS(I)+KI-1 
IF IS(Kl).GT.IHU+Kl) GOTO 140 









00 10 l-l,N 
15(1)-+1 
IF( I.NE.N) SUtl( l+l)=SUI1( I )"IS( I ).X( I) 
I-N 
































00 10 l-l,Nl 
IS~ll-I IF I.NE.Nl) SUM(I .. l)-SlJM(I)+X(I) 
IF I.NE.Nl) SUt~(1(I+1)-SUMQ(I)+X(I)"2 
I-NI 
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DO 110 Kl-I,Nl 
IF~K1.EQ.I) IS(I)=15(1)+1 
IF Kl.NE.I) IS(K1)-IS(I)+Kl-1 
IF ISO'i).CH.N-N1+Hl.) GOTO 140 
















DO 1 K=l,M 
Kl-K+l 








Das Programm erfordert als Eingabedaten neben den Stich-
probenlängen (nI, n2) und den eigentlichen Stichprobenwerten 
(Xli undx2j) die Angabe des gewünschten Tests (L = 1,2 oder3; 
vgl. Numerierung in der Zusammenfassung und das Pro-
grammlistung) und zum anderen die Angabe, ob einseitig (bei 
K = 1 [K = 2] lautet die Altemativhypothese: Stichprobe 1 
kleiner [größer] als Stichprobe 2) oder zweiseitig (K = 3) ge-
prüft werden soll. Es berechnet zunächst eine Prüfgröße S, die 
sich aus den eingegebenen Meßwerten ergibt. Beim Randomi-
sierungstest für gepaarte Werte (L = 1) ist die Prüfgröße gege-
ben durch: 
nl 
S = LXii - X2i, 
i~l 
beim Randomisierungstest auf Lokationsunterschiede bei un-
abhängigen Stichproben (L = 2) ist sie gegeben durch: 
nl n2 
S = L Xli bzw. S = L X2j , 
i~l j~l 
und beim Test auf Dispersionsunterschiede (L = 3) ist sie: 
S = - L (X 1i- X,)2/ - L (X2i-X2)2 . 1 n1 _ (1 n2 ) 
n , i~l n2 i~l 
Das Programm sucht alle (Neu-)Kombinationen der Stichpro-
benwerte zu jeweils verschiedenen Stichproben mit den Län-
gen nl und n2, bei denen die dann analog gebildete Prüfgröße 
kleiner oder gleich dem Wert S ist. Die Zahl dieser Kombinatio-
nen geteilt durch die Zahl aller möglichen Anordnungen der 
Stichprobenwerte zu jeweils verschiedenen Stichproben der 
Länge nl und n2 ergibt den P-Wert. Abhängig vom erzielten P-
Wert und dem zuvor vereinbarten Signifikanzniveau wird die 
Nullhypothese »Keine Unterschiede hinsichtlich der Lokation 
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64 Nachrichten und Berichte/Buchbesprechungen 
(bzw. Dispersion) zwischen den beiden Stichproben« ange-
nommen bzw. abgelehnt. 
Anwendungsbeispiele für die behandelten Tests finc~et man 
bei LIENERT (1973) und SIEGEL (1956). Bei richtiger Kopie des 
Programms müßten nach Eingabe der dort angegebenen Daten 
die jeweiligen P-Werte erscheinen. 
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EOV in Medizin und Biologie 2/ 1981 
Literatur 
LIENERT, G. A. (1973): Verteilungsfreie Methoden in der Biostatistik. 
Verlag Anton Hain. Meisenheim am Glan. 
SIEGEL, S. (1956) : Nonparametric statistics for the behavioral sciences. 
McGraw-Hill Kagokusha. Tokyo. 
Eingegangen am 21.10.1980 
Anschrift des Verfassers: Rolf Heller, Arbeitsgruppe für Verhaltensforschung, Abteilung für 
Biologie, Ruhr-Universität Bochum, Postfach 102148, 4630 Bochum. 
BUCHBESPRECHUNGEN 
SCHINOELMEISER, l.: 
Statistik und Datenverarbeitung 
für medizinisch-technische Assistenten 
1981,118 S., DM 19,80 
G. Fischer Verlag, Stuttgart - New York 
Die vorliegende Darstellung hält sich weitgehend an den Lehrinhalts-
katalog für die Ausbildung technischer Assistenten in der Medizin und 
ist daher gut geeignet als begleitendes Lehrbuch. - Hervorzuheben ist 
die klare Gliederung und die gut gelungene Beschränkung des Stoffes. 
Die ausgezeichneten graphischen Darstellungen und Bilder werden si-
cher viel zum Verständnis dieser nicht immer einfachen Materie bei 
den Auszubildenden beitragen. Ge. 
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Das vorliegende Buch enthält die Referate einer internationalen Ar-
beitstagung, bei der neben technischen Problemen der Datenaufnah-
me und der Datenspeicherung auch statistische Methoden zur Auswer-
tung und Bewertung der EKG's behandelt wurden. Damit ergibt sich 
ein recht umfassendes Bild über den augenblicklichen Stand der An-
wendung von Computern beim EKG Einsatz. Ge. 
BATSCHELET, E.: 
Einführung in die Mathematik für Biologen 
1980,557 S., DM 68,-
Springer Verlag, Berlin - Heidelberg - New York 
Leider hat Professor Batschelet die Fertigstellung der deutschen Aus-
gabe seines ausgezeichneten Lehrbuches nicht mehr erlebt. Für Biolo-
giestudenten wird es bald das Standardwerk sein, das für sie den Zu-
gang zur Biomathematik und Biometrie öffnet. - Wenn den Studenten 
in der Regel die Motivation zur Beschäftigung mit der Mathematik 
fehlt, so verstand es der Autor mit Hilfe der ausgewählten Beispiele aus 
der Biologie, diese Motivation zu wecken. 
Man hat hier wirklich das Empfinden, daß die Mathematik nur eine 
Hilfswissenschaft ist. Das biologische Problem steht im Vordergrund. 
Insgesamt ein Buch, wie auch die englische Originalausgabe (bisher 3 
Auflagen), das eigentlich keine weitere Empfehlung mehr benötigt. 
Ge. 
