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INNER FUNCTIONS IN REPRODUCING KERNEL
SPACES
RAYMOND CHENG, JAVAD MASHREGHI, AND WILLIAM T. ROSS
In memory of S. Shimorin.
Abstract. In Beurlings approach to inner functions for the shift
operator S on the Hardy space H2, a function f is inner when f ⊥
Snf for all n > 1. Inspired by this approach, this paper develops
a notion of an inner vector x for any operator T on a Hilbert
space, via the analogous condition x ⊥ T nx for all n > 1. We
study these inner vectors in a variety of settings. Using Birkhoff-
James orthogonality, we extend this notion of inner vector for an
operator on a Banach space. We then apply this development of
inner function to recast a theorem of Shapiro and Shields to discuss
the zero sets for functions in Hilbert spaces, as well as obtain a
corresponding result for zero sets for a wide class of Banach spaces.
1. Introduction
Inspired by Beurling’s analysis of the structure of the shift invariant
subspaces of the classical Hardy space H2 [4, 11], and by similar analy-
sis in other settings [1, 3, 22, 23, 24, 27], we explored a notion of “inner
function” in the sequence space ℓpA and used it to characterize its zero
sets [6, 9]. As this “Beurling approach” seems to be ubiquitous, we will
survey a method from [27] to the setting of reproducing kernel Hilbert
spaces of analytic functions, as we head towards an analogous result
for Banach spaces of analytic functions.
Broadly speaking, we start with a Banach space X of analytic func-
tions on a bounded planar domain Ω for which, among some mild tech-
nical conditions (see Section 4), the shift operator (SX f)(z) = zf(z) is
well defined and continuous. We will examine a notion of “orthogonal-
ity” f ⊥X g for f, g ∈ X due to Birkhoff and James [18] (see Section
7) and use this orthogonality to define an SX -inner function to be an
f ∈ X \ {0} for which
f ⊥X SnX f, n > 1.
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When Ω is the open unit disk D and X is the classical Hardy space H2,
basic Fourier analysis will show that an SH2-inner function is a bounded
analytic function on D for which the radial boundary function has
constant modulus almost everywhere, in agreement with the classical
and well-known notion of inner. Similarly defined inner functions were
explored in other spaces [1, 3, 6, 26]. As a topic to be explored in future
work, a more general notion of T -inner vector will be presented in this
paper, in which T is a bounded linear transformation on a Banach
space X , and a vector x ∈ X is said to be T -inner if x ⊥X T nx for
all n > 1.
This abstract notion of “inner” arises naturally in prediction the-
ory for norm-stationary processes. We say that a nonzero sequence
{Xk}k∈Z in a Banach space X is norm stationary when
(1.1)
∥∥∥ m∑
j=1
ajXkj
∥∥∥ = ∥∥∥ m∑
j=1
ajXkj+t
∥∥∥
for all t ∈ Z, coefficients aj ∈ C, and indices kj ∈ N. The identity in
(1.1) induces an isometry T on
M :=
∨
{X0, X1, X2, . . .},
the closed linear span of the sequence {Xk}k>0, for which
TXk = Xk+1, k > 0.
Writing X̂0 for a metric projection (nearest point) of X0 onto TM ,
one can show that the vector X0 − X̂0 is T -inner on M . This con-
struction appears in studies involving norm-stationary processes with
infinite variance [7, 8, 20], extending, in part, the extensive literature
on stationary Gaussian processes. In particular, the results from [20]
seek to find a Wold-like decomposition in this setting.
This paper is structured as follows. In Section 2 we discuss a general
notion of a T -inner vector, where T is a bounded linear transformation
on a Hilbert space, and give a variety of examples, and encourage
the reader to investigate further. In Section 3 we develop some basic
properties of T -inner vectors and show in Proposition 3.1 that all T -
inner vectors take a particular form.
In Section 4 we apply this notion of T -inner to recast some work
of Shapiro and Shields [27] (in which the concept of inner also has
its roots in the work of Beurling), in terms SH -inner functions, to
characterize the zero sets of a Hilbert space of analytic functions on a
bounded planar domain (see Theorem 4.12). This will lead us in several
directions. First, we explore whether the SH -inner function associated
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with a polynomial has extra zeros. Indeed, with the Hardy space H2,
the inner factor of a function in H2 has exactly all of the zeros of the
original function, and no others. In Section 5 we develop conditions
(see Theorem 5.1) for which the SH -inner function J associated with
an f ∈ H (where H is a Hilbert space of analytic functions on a
bounded planar domain) has only the zeros of f , and no others. In
particular, our result applies to the shift operator on the well-known
Dirichlet space (see Corollary 5.4) as well as shift operator on a space
studied by Korenblum (see Corollary 5.5).
Second, we investigate the connection between inner functions and
zero sets. In particular, we encounter the phenomenon of an SH -inner
function J having “extra zeros,” that is, zeros in addition to a pre-
scribed set. The existence of such extra zeros was first demonstrated
in [15], where H was a weighted Bergman space. In Section 6 we give
a large class of spaces H for which the SH -inner function associated
with a linear polynomial has extra zeros.
Third, so far, we have focused on Hilbert spaces. In our final two
sections we develop, via Birkhoff-James orthogonality, notions of “in-
ner” for operators on Banach spaces. Our concept of inner will coincide
with the classical definition for the Hardy classes Hp, when p ∈ (1,∞).
In addition, we discuss the zero sets for Banach spaces of analytic func-
tions on a planar domain, and prove an extension of the Shapiro-Shields
result.
2. Inner vectors in Hilbert spaces
Let us begin with a discussion of T -inner vectors for Hilbert space
operators T , where one can take a very broad approach. We will see
later in the Banach space setting that some restrictions become neces-
sary in order for the definitions to make sense.
Let H be a complex Hilbert space with inner product 〈·, ·〉, and let
T be a bounded linear operator on H . We say a vector v ∈ H \ {0}
is T -inner when
v ⊥ T nv, n > 1.
For a vector w ∈ H , let
(2.1) [w]T :=
∨
{w, Tw, T 2w, . . .}
denote the T -invariant subspaces generated by w. When the context
is clear we will use [w] in place of [w]T . Observe that v is T -inner
precisely when v ⊥ [Tv]T . Here are a few examples of T -inner vectors.
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Example 2.2. Suppose that T is the shift operator (Tf)(z) = zf(z)
on the classical Hardy space H2 [11]. Via standard theory of radial
boundary values, the inner product onH2 can be written as the integral
(2.3) 〈f, g〉 =
∫ 2π
0
f(eiθ)g(eiθ)
dθ
2π
, f, g ∈ H2.
Thus a function (vector) f ∈ H2 \ {0} is T -inner precisely when
0 = 〈f, T nf〉 =
∫ 2π
0
|f(eiθ)|2e−inθ dθ
2π
, n > 1.
The equation above, along with its complex conjugate, show f is T -
inner precisely when all but the zeroth Fourier coefficients of |f |2 van-
ish. This implies that the function θ 7→ |f(eiθ)| is constant almost
everywhere. The condition “|f | has constant radial limit values almost
everywhere on the unit circle”, is the classical definition of inner [11] –
though one usually normalizes things so that inner means |f(eiθ)| = 1
for almost every θ. We will refer to this notion of inner as classical
inner.
Example 2.4. Suppose that (Tf)(z) = z2f(z), the square of the uni-
lateral shift on H2. Then, with a similar analysis as in the previous
example, f ∈ H2 is T -inner when∫ 2π
0
|f(eiθ)|2e2ikθ dθ
2π
= 0, k ∈ Z \ {0},
though it is somewhat unclear what to glean from this condition. Cer-
tainly any classical inner function is a T -inner function. However, func-
tions like f(z) = a+ bz, which are not classical inner when a and b are
both nonzero, is a T -inner function. Observe that this class of T -inner
functions is closed under multiplication by classical inner functions.
With a little extra effort, and transferring the problem to a different
venue, we can describe the T -inner functions more explicitly. Indeed,
if
H2 ⊕H2 := {f ⊕ g : f, g ∈ H2}
with norm
‖f ⊕ g‖2H2⊕H2 :=
∫ 2π
0
|f(eiθ)|2 dθ
2π
+
∫ 2π
0
|g(eiθ)|2 dθ
2π
,
then the operator
U : H2 → H2 ⊕H2,
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defined by
(2.5) U
( ∞∑
n=0
anz
n
)
=
( ∞∑
n=0
a2nz
n,
∞∑
n=0
a2n+1z
n
)
is unitary. Furthermore, if (Sf)(z) = zf(z) is the shift on H2, we have
S ⊕ S : H2 ⊕H2 → H2 ⊕H2, (S ⊕ S)(f ⊕ g) = (Sf)⊕ (Sg),
and one can show that US2 = (S ⊕ S)U . Thus f ∈ H2 is S2-inner, if
and only if Uf ∈ H2 ⊕H2 is S ⊕ S-inner. If Uf = f1 ⊕ f2 as in (2.5),
then f is S2-inner when
0 = 〈(f1 ⊕ f2, (S ⊕ S)n(f1 ⊕ f2)〉H2⊕H2
= 〈f1 ⊕ f2, (Snf1)⊕ (Snf2)〉H2⊕H2
=
∫ 2π
0
|f1(eiθ)|2e−inθ dθ
2π
+
∫ 2π
0
|f2(eiθ)|2e−inθ dθ
2π
.
The above equation, along with its complex conjugate, shows that
|f1|2 + |f2|2 is (almost everywhere) constant on the circle. We leave
it to the reader to show that U−1(f1 ⊕ f2) is equal to f1(z2) + zf2(z2)
and thus f ∈ H2 is S2-inner if and only if
f(z) = f1(z
2) + zf2(z
2),
where f1, f2 ∈ H2 with |f1|2 + |f2|2 is constant almost everywhere on
T.
This example only scratches the surface of a much wider (and deeper)
theory of shifts of higher multiplicity and the well-developed Beurling-
Lax theorem [16].
Example 2.6. The previous example can be extended even further to
T = Tφ, φ ∈ H∞, is an analytic Toeplitz operator on H2 with symbol
φ, i.e., Tφf = φf . Here f ∈ H2 \ {0} is Tφ-inner when∫ 2π
0
|f(eiθ)|2φ(eiθ)n dθ
2π
= 0, n > 1.
Of course, when φ(0) = 0, then any (classical) inner function is Tφ
inner, and this class is also closed under multiplication by classical
inner functions. In general, what are the Tφ-inner functions?
Let us work out a particular example. Suppose that φ is a Riemann
map from D onto a simply connected domain G with smooth boundary
Γ. Then, with dsT denoting arc length measure on T, dsΓ denoting arc
length measure on Γ, and ψ = φ−1, we see, via a change of variables,
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that a unit vector f ∈ H2 is Tφ-inner when
0 =
∫
T
|f(ζ)|2φ(ζ)ndsT(ζ)
=
∫
Γ
|f(ψ(w)|2|ψ′(w)|wndsΓ(w), n > 1.
Using the (harmless) assumption that f is a unit vector, we see that∫
Γ
(|f(ψ(w)|2|ψ′(w)| − 1)wndsΓ(w) = 0, n > 0.
Taking the complex conjugate of the above expression we see the mea-
sure
(|f ◦ ψ|2|ψ′| − 1)dsΓ
annihilates wn and wn for all n > 0. Standard harmonic analysis will
show that this measure must be the zero measure and so
|f ◦ ψ|2|ψ′| = 1
almost everywhere on Γ. Consequently, we see that
|f |2|ψ′ ◦ φ| = 1
almost everywhere on T. But since
ψ′ ◦ φ = 1
φ′
we see that f/
√
φ′ is a classical inner function. In summary, f is Tφ-
inner if and only if f/
√
φ′ is a classical inner function. We thank Dima
Khavinson for pointing this out to us.
For a particularly simple example, consider the case where
φ(z) =
z − w
1− wz , w ∈ D.
Here φ is a simple Blaschke factor (which is an automorphism of D).
Since
φ′(z) =
1− |w|2
(1− wz)2 ,
the Tφ inner functions in this case take the form
C
j(z)
1− wz ,
where C ∈ C and j is is a classical inner function.
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Example 2.7. If (Tf)(x) = xf(x) on L2[0, 1], it is an easy exercise to
show that there are no (non-zero) T -inner vectors. Indeed, if
〈f, xnf〉 =
∫ 1
0
xn|f(x)|2dx = 0, n > 1,
then all the polynomials annihilate the measure x|f(x)|2dx and an
argument using the Weierstrass approximation and the Riesz represen-
tation theorems will show that f = 0 (almost everywhere).
Example 2.8. Let
(Tf)(x) =
∫ x
0
f(t)dt,
be the Volterra operator on L2[0, 1]. Let us establish that there are no
non-zero T -inner vectors. By a well-known result [25], every invariant
subspace of the Volterra operator takes the form χ[a,1]L
2[0, 1] for some
a ∈ [0, 1]. Thus
[Tf ] = χ[a,1]L
2[0, 1]
for some a ∈ [0, 1]. By the Lebesgue differentiation theorem, f = d
dx
Tf
almost everywhere and so f ∈ χ[a,1]L2[0, 1]. In other words, f ∈ [Tf ],
and since f is T -inner, we have f ⊥ f . This forces f = 0, and so there
are no T -inner functions.
Example 2.9. Let T denote the compressed shift Tf = PΘ(zf) on
the model space (ΘH2)⊥, where Θ is a classical inner function as in
Example 2.2. These compressed shifts have been well studied and serve
as models for certain types of contractions on Hilbert spaces [14, Ch, 9].
Here an f ∈ (ΘH2)⊥ is T -inner when
0 = 〈f, T nf〉
= 〈f, PΘ(znf)〉
= 〈PΘf, znf〉
= 〈f, znf〉
=
∫ 2π
0
|f(eiθ)|2e−inθ dθ
2π
, n > 1.
As in Example 2.2, this says that f must have constant modulus on
the unit circle and thus be a classical inner function. However, f must
also belong to the model space (ΘH2)⊥. This extra condition places
a restriction on Θ, namely Θ(0) = 0, and on f , namely f must be an
inner divisor of Θ/z [14, p. 177].
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Example 2.10. Continuing with Example 2.9, one can consider the
special case where Θ(z) = zn, n > 1. Here the model space takes the
form
(znH2)⊥ =
∨
{1, z, z2, . . . , zn−1}
and the matrix representation of the compressed shift Tf = PΘ(zf)
with respect to the orthonormal basis {1, z, z2, . . . , zn−1} for (znH2)⊥
becomes 
0
1 0
1
. . .
. . . 0
1 0

(see [14]). The powers of the above matrix just move the 1s on the sub-
diagonal to the succeeding sub-diagonals (until the matrix becomes the
zero matrix) and from here one can see that the T -inner vectors are
v = c ej , for j = 0, 1, . . . , n− 2, where ej is the standard basis vector.
Notice how this corresponds to the T -inner vectors
f(z) = czk, k = 0, 1, . . . , n− 1.
from the previous example (the inner divisors of zn−1).
Example 2.11. In the previous example if Θ(z) = z4, then the model
space becomes (z4H2)⊥ =
∨{1, z, z2, z3} and the matrix of the com-
pressed shift is 
0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
 .
If T is the square of the compressed shift, then T has matrix represen-
tation 
0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0
 .
If v = (z1, z2, z3, z4) ∈ C4, one can quickly check that v is T -inner if
and only if
z3z1 + z4z2 = 0.
In terms of a function in the model space, this says, for example, that
f(z) = a + bz3 is T -inner for any a, b ∈ C.
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Example 2.12. Let (Tf)(z) = zf(z) be the unilateral shift on the
Dirichlet space D of analytic functions f(z) =
∑
n>0 anz
n on D for
which
(2.13)
∑
n>0
(1 + n)|an|2 <∞.
The above quantity defines the square of the norm on D . In [26, 27]
they discussed the T -inner functions. The reproducing kernel for D is
kw(z) =
1
wz
log
( 1
1− wz
)
, w, z ∈ D,
and the function
f(z) = kw(w)− kw(z)
is T -inner.
Example 2.14. Let (Tf)(z) = zf(z) be the unilateral shift on the
Bergman space B of analytic functions f(z) =
∑
n>0 anz
n on D for
which ∑
n>0
|an|2
n+ 1
<∞.
The above quantity defines the square of the norm on B. The T -inner
functions were discussed in [1]. As in the Dirichlet space example, if
kw(z) =
1
(1− wz)2
denotes the reproducing kernel for B then kw(w)− kw(z) is a T -inner
function.
Example 2.15. Consider the space H21 of analytic functions f ∈ H2
whose first derivative f ′ also belongs to H2. This space, along with
other associated spaces, was studied by Korenblum in [19] in his work
on ideals of algebras of analytic functions. The quantity
|f(0)|2 +
∑
n>1
n2|an|2
defines the square of the norm on this space. This is a reproducing
kernel Hilbert space with kernel
kw(z) = 1 +
∑
n>1
wnzn
n2
.
The shift operator (Tf)(z) = zf(z) turns out to be continuous on
H21 and, as with previous two examples, kw(w) − kw(z) is a T -inner
function.
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Example 2.16. We point out that T -inner functions for (Tf)(z) =
zf(z) in other weighted Hardy spaces were studied in [3].
Observe that in the four previous examples of the shift on the Dirich-
let space, the Bergman space, H21 , and other weighted spaces, the re-
spective T -inner functions look quite different.
3. Elementary Properties
Here are some routine but nevertheless interesting facts about T -
inner vectors. Recall the definition of [Tv] from (2.1).
Proposition 3.1. Suppose that T is a bounded linear transformation
on a Hilbert space H and v is any vector in H . Let P[Tv] be the
orthogonal projection onto the subspace [Tv]. Then the vector v−P[Tv]v
is T -inner (or zero), and every T -inner vector arises in this way.
Proof. Observe that for any two vectors u,v in a Hilbert space H we
have
(3.2) u ⊥ v ⇐⇒ ‖u+ αv‖ > ‖u‖, α ∈ C.
To see this, use the Pythagorean theorem for one direction and the
definition of the orthogonal projection of u onto v for the other.
By the definition of the orthogonal projection P[Tv], we know that
v− P[Tv]v ⊥ [Tv]
and so for any n > 1 we can use (3.2) to see that
‖(v − P[Tv]v)− αT n(v − P[Tv]v)‖ > ‖v − P[Tv]v‖, α ∈ C.
Another application of (3.2) yields
v − P[Tv]v ⊥ T n(v − P[Tv]v)
which says that v − P[Tv]v is T -inner.
Now suppose that v is T -inner. By the definition of T -inner, v ⊥ z
for all z ∈ [Tv] which implies
‖v‖ 6 ‖v − z‖, z ∈ [Tv].
By the uniqueness of P[Tv]v as a vector satisfying the above inequality,
we see that P[Tv]v = 0 and so the T -inner vector v has the desired
form v = v − P[Tv]v. 
Remark 3.3. This proposition suggests a possible avenue to describe
the T -inner vectors. Indeed, if {u1,u2, . . .} is an orthonormal basis
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for [Tv], then Proposition 3.1 says that every T -inner function can be
described as
(3.4) v−
∑
j>1
〈v,uj〉uj.
Though this approach might seem initially appealing, this is not always
a tractable problem. For example, when T = Tφ, φ ∈ H∞, is an
analytic Toeplitz operator on H2, as in Example 2.6, the above analysis
requires a description of
[Tφf ] =
∨
{φf, φ2f, φ3f, . . .}
which can be extremely complicated.
When φ(z) = z, things become much easier in that Beurling’s theo-
rem [11] says that [zf ] = zIfH
2, where If is the (classical) inner factor
of f . Moreover, due to the fact that each of the functions zn+1If has
unimodular boundary values, along with Beurling’s theorem, the set
{zn+1If : n > 0} is an orthonormal basis for zIfH2. Furthermore,
following the formula in (3.4), we have
〈f, zn+1If 〉 = Ôf(n + 1),
where Ôf(n + 1) is (n + 1)st Fourier coefficient of the outer factor Of
of f . Thus we obtain the curious fact that
(3.5) f −
∞∑
n=0
Ôf(n + 1)z
n+1If = Ôf(0)If
is inner (in the classical sense) for any nonzero f ∈ H2 and moreover,
any inner function arises in this fashion. Note that when f is inner
then Ôf(n+ 1) = 0 for all n > 0 and so the expression in (3.5) simply
reduces to f . When f is outer, then If = 1 and (3.5) becomes the
constant function Ôf(0) which, according to our definitions, is inner.
Proposition 3.6. A vector v ∈ H is T -inner if and only if v is
T ∗-inner.
Proof. For any n > 1 we have
〈v, T nv〉 = 〈T ∗nv,v〉.
This shows that v is T -inner if and only if v is T ∗-inner. 
Though the proposition above seems to be a triviality, we mention it
since in the Banach space setting the T -inner vectors and the T ∗-inner
vectors are from different spaces (see Proposition 7.7).
12 CHENG, MASHREGHI, AND ROSS
4. Application: Zero sets for reproducing kernel Hilbert
spaces
In exploring the zero sets of functions in the Dirichlet space D (re-
call the definition from (2.13)), Shapiro and Shields [27] constructed
solutions to certain extremal problems. As a consequence of their in-
vestigations, they developed necessary and sufficient conditions on a
sequence of points in D to be the set of zeros of a non-trivial function
from D . (Towards a Banach space generalization of this, see Section
7.) We now recast the Shapiro-Shields construction in the language of
S-inner functions on a more general class of Hilbert spaces of analytic
functions and obtain a characterization of zero sets. We will also begin
to examine when these S-inner functions have extra zeros.
Suppose Ω is a bounded domain in C with 0 ∈ Ω. Also suppose
that H is a Hilbert space of (scalar-valued) analytic functions on Ω
satisfying the following properties:
For every nonnegative integer j, and every w ∈ Ω, there exists a con-
stant C = C(j, w) such that
(4.1) |f (j)(w)| 6 C‖f‖, f ∈ H ;
(4.2) f ∈ H =⇒ zf(z) ∈ H ;
(4.3)
∨
{zj : j > 0} = H ;
(4.4) w ∈ Ω, f ∈ H =⇒ (Qwf)(z) := f(z)− f(w)
z − w ∈ H
The first property (4.1) says that for each w ∈ Ω, the point evaluation
at w of the jth order derivative of f is continuous and so, by the Riesz
representation theorem for Hilbert spaces, there is a kj,w ∈ H (called
a reproducing kernel [21] for H ) for which
f (j)(w) = 〈f, kj,w〉, f ∈ H .
When j = 0 we write kw in place of k0,w.
The closed graph theorem, together with the second property (4.2),
shows that the shift operator
SH : H → H , (SH f)(z) = zf(z),
is well defined and continuous on H . We included the hypothesis that
Ω was a bounded domain from the beginning. However, the continu-
ity of SH along with the existence of reproducing kernels kw, w ∈ Ω,
INNER FUNCTIONS IN REPRODUCING KERNEL SPACES 13
automatically gives us that Ω is a bounded domain. Indeed, it is a
straightforward computation to show that
S∗H kw = wkw, w ∈ Ω.
It follows that {w : w ∈ Ω} must belong to the spectrum of S∗
H
, which,
by basic functional analysis, is a bounded set. Thus, at the end of the
day, Ω is a bounded domain anyway.
Furthermore, the list of hypotheses (4.1) – (4.4) is actually redundant
in that we can deduce the first condition from the other three. To see
this, let f ∈ H , and w ∈ Ω. By (4.3), H contains the constant
function 1, and so
|f(w)| = ‖f(w)‖‖1‖
6
‖f − f(w)‖+ ‖f‖
‖1‖
6
‖(SH − wI)Qwf‖+ ‖f‖
‖1‖
6
‖SH − wI‖‖Qwf‖+ ‖f‖
‖1‖
6
‖SH − wI‖‖Qw‖+ 1
‖1‖ ‖f‖.
From the Taylor series of f about w, we see that
(Qwf)(z) = f
′(w) +
f ′′(w)
2!
(z − w) + · · · .
This shows that (Qwf)(w) = f
′(w). By the boundedness of Qw, and of
point evaluation as shown above, it must be that point evaluation at a
derivative is bounded. This result extends to derivatives of all orders,
and (4.1) follows.
We point out that many of the known Hilbert spaces of analytic
functions (Hardy, Bergman, Dirichlet, etc) discussed previously satisfy
conditions (4.1) - (4.4).
If (wj)j>1 is a sequence of points in Ω (repetitions allowed), then we
say, for fixed g ∈ H , that
Z(g) = (wj)j>1,
when wj has multiplicity rj > 1,
g(wj) = g
′(wj) = · · · = g(rj−1)(wj) = 0
and
g(rj)(wj) 6= 0
14 CHENG, MASHREGHI, AND ROSS
and
g(w) 6= 0 when w 6∈ (wj)j>1.
We say that (wj)j>1 ⊆ Ω is a zero set for H if Z(g) ⊇ (wj)j>1 for
some g ∈ H \{0}. Here, g may have zeros in addition to the prescribed
points (wj)j>1. Obviously (wj)j>1 cannot be a zero set for Ω if it has
an accumulation point in Ω.
Lemma 4.5. Suppose p is a polynomial whose zeros
W = {w1, w2, . . . , wn},
repeated according to their multiplicity, belong to Ω. Then
[p] :=
∨
{Sj
H
p : j > 0} = {g ∈ H : Z(g) ⊇ W}.
Proof. By property (4.1) we see that since Z(p) =W then
(4.6)
∨
{Sj
H
p : j > 0} ⊆ {g ∈ H : Z(g) ⊇W}.
For the other inclusion, let g ∈ H with Z(g) ⊇ W . Observe that n
applications of property (4.4) shows that g/p ∈ H . Now use condition
(4.3), the density of the polynomials in H , to produce a sequence
of polynomials qn so that qn → g/p in the norm of H . Using the
continuity of SH (really the continuity of p(SH )) we see that pqn → g
in H . This yields ⊇ in (4.6) which completes the proof. 
Sticking to the same notation as before, taking into account the
multiplicities of the w ∈ W , we use the notation∨
{kw : w ∈ W}
to include the linear span of kw along with ks,wj for 0 6 s 6 rw − 1.
Lemma 4.7. Suppose p is a polynomial whose zeros
W = {w1, w2, . . . , wn},
repeated according to their multiplicity, belong to Ω. Then
[p] =
(∨
{kw : w ∈ W}
)⊥
.
Proof. Suppose that
g ∈
(∨
{kw : w ∈ W}
)⊥
.
The reproducing property of the kernels kw will show that Z(g) ⊇ W
and so Lemma 4.5 yields g ∈ [p]. Conversely, if g ∈ [p] then Z(g) ⊇W
and so g has zeros with at least the correct multiplicities at the w ∈ W
and so 0 = 〈g, kw〉. Thus g ⊥ kw for all w ∈ W which proves the
reverse inclusion. 
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We now recast a result of Shapiro and Shields [27] to develop a cri-
terion, based on SH -inner functions, for an infinite sequence (wj)j>1 ⊆
Ω \ {0} to be a zero set for H . To this end, let
Wn = {w1, w2, . . . , wn}
and
fn(z) =
n∏
j=1
(
1− z
wj
)
,
which belongs to H by (4.3). Define the function
Jn = fn − P[zfn]fn,
where P[zfn] is the orthogonal projection of H onto
[zfn] =
∨
{zjfn : j > 1},
and note that Proposition 3.1 shows that Jn is SH -inner. For notational
convenience we are using [zfn] in place of the more cumbersome [SH f ].
To compute Jn somewhat explicitly, let
v1, v2, . . . , vn
denote the Gram-Schmidt normalization of the kernel functions
kw1, . . . , kwn,
where, as discussed earlier in this section, we include ks,w for 0 6 s 6
rw − 1 if the multiplicity of w is more than one. Note that∨
{kwj : 1 6 j 6 n} =
∨
{vj : 1 6 j 6 n}
and by Lemma 4.7,
(
∨
{vj : 1 6 j 6 n})⊥ = {f ∈ H : Z(f) ⊇Wn}.
Now define
v0 =
k0 −
∑n
j=1〈k0, vj〉vj
‖k0 −
∑n
j=1〈k0, vj〉vj‖
.
Observe that v0 6= 0, since
k0 6∈
∨
{kwj : 1 6 j 6 n},
and that
v0, v1, . . . , vn
is an orthonormal basis basis for∨
{k0, kw1, . . . , kwn}.
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By Lemmas 4.5 and 4.7,
(
∨
{vj : 0 6 j 6 n})⊥ = {g ∈ H : Z(g) ⊇Wn ∪ {0}}
= [zfn].
Basic linear algebra shows that
P[zfn]fn = fn −
n∑
j=0
〈fn, vj〉vj
= fn − 〈fn, v0〉v0
and thus
Jn = fn − P[zfn](4.8)
= 〈fn, v0〉v0
=
〈
fn,
k0 −
∑n
j=1〈k0, vj〉vj
‖k0 −
∑n
j=1〈k0, vj〉vj‖
〉 k0 −∑nj=1〈k0, vj〉vj
‖k0 −
∑n
j=1〈k0, vj〉vj‖
=
k0 −
∑n
j=1〈k0, vj〉vj
‖k0 −
∑n
j=1〈k0, vj〉vj‖2
.(4.9)
In the above calculation note the use of the facts that 〈fn, vj〉 = 0 for
all 1 6 j 6 n and 〈fn, k0〉 = fn(0) = 1. This says that
‖Jn‖2 = 1‖k0 −
∑n
j=1〈k0, vj〉vj‖2
=
1
‖k0‖2 −
∑n
j=1 |〈k0, vj〉|2
.(4.10)
By Bessel’s inequality, applied to the denominator of the expression
above, we have ‖Jn‖ > 1/‖k0‖, and that ‖Jn‖ is a non-decreasing
sequence in n.
Let Φn be the co-projection of k0 onto {g ∈ H : Z(g) ⊇ Wn}.
Again, linear algebra will show that
Φn =
n∑
j=1
〈k0, vj〉vj
and equations (4.9) and (4.10) yield the identity
Φn = k0 − Jn‖Jn‖2 .
By Bessel’s inequality we have
‖Φn‖2 =
n∑
j=1
|〈k0, vj〉|2 6 ‖k0‖2.
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We now present a technical lemma.
Lemma 4.11. With the notation above, (wj)j>1 is a zero set for H if
and only if
sup{‖Φn‖ : n > 1} < ‖k0‖2.
Proof. Let W = (wj)j>1 and
H (W ) := {g ∈ H : Z(g) ⊇W}.
From our previous discussions we now see that∨
{vj : j > 1} =
∨
{kwj : j > 1}
and
(
∨
{kwj : j > 1})⊥ = H (W ).
Also observe that
sup{‖Φn‖ : n > 1} =
∑
j>1
|〈k0, vj〉|2 = ‖k0‖2
if and only if
k0 ∈
∨
{kwj : j > 1}
if and only if
f ∈ H (W ) =⇒ f(0) = 0.
Thus if H (W ) 6= {0} then for some n > 0, f(z)/zn belongs to
H (W ) (note the use of property (4.4)) and does not vanish at the
origin. The result now follows. 
Finally we note that 1 = Jn(0) = 〈Jn, k0〉 and so
‖Φn‖2 = 〈Φn,Φn〉
=
〈
k0 − Jn‖Jn‖2 , k0 −
Jn
‖Jn‖2
〉
= ‖k0‖2 − 1‖Jn‖2 .
Putting this all together, we obtain the identity
(‖k0‖2 − ‖Φn‖2)‖Jn‖2 = 1,
which means that (wj)j>1 is a zero set for H if and only if
sup{‖Jn‖ : n > 1} <∞.
This leads to the following result of Shapiro and Shields [27], expressed
in terms of SH -inner functions, and extended to a wide class of repro-
ducing kernel Hilbert spaces of analytic functions.
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Theorem 4.12. Let (wj)j>1 ⊆ Ω \ {0} and
fn =
n∏
j=1
(
1− z
wj
)
, Jn = fn − P[zfn]fn.
Then
(1) Each Jn is an SH -inner function;
(2) the sequence ‖Jn‖ is a non-decreasing sequence;
(3) (wj)j>1 is a zero sequence for H if and only if
sup{‖Jn‖ : n > 1} <∞.
Example 4.13. Suppose H = H2. A result of Takenaka [14, p. 120]
shows that if wj are the proposed zeros, then the Gram-Schmidt process
applied to the first n Cauchy kernels kw1, . . . , kwn yields
v1 =
√
1− |w1|2
1− w1z ;
v2 =
√
1− |w2|2
1− w2z
w1 − z
1− w1z ;
v3 =
√
1− |w3|2
1− w3z
w1 − z
1− w1z
w2 − z
1− w2z ;
and so on. The condition to be a zero set is then
sup{‖Jn‖ : n > 1} <∞
which, by the previous analysis, translates to
inf
{
‖k0‖2 −
n∑
j=1
|〈k0, vj〉|2 : n > 1
}
> 0.
A calculation shows that
|〈k0, vj〉|2 = (1− |wj|2)
j−1∏
i=1
|wi|2.
Furthermore, by telescoping series,
‖k0‖2 −
n∑
j=1
|〈k0, vj〉|2 =
n∏
j=1
|wj|2.
Thus we have
inf
{
‖k0‖2 −
n∑
j=1
|〈k0, vj〉|2 : n > 1
}
= inf
{
n∏
j=1
|wj|2 : n > 1
}
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and the above infimum being positive is equivalent to the standard
Blaschke condition ∑
j>1
(
1− |wj|
)
<∞.
This confirms that the nontrivial zero sets ofH2 are exactly the Blaschke
sequences.
Example 4.14. Let us compute the SH -inner function J correspond-
ing to a one point zero set. Suppose that H is a reproducing kernel
Hilbert space satisfying our assumptions and
f(z) = 1− z
w
, w ∈ Ω \ {0}.
Following the procedure in the derivation of Theorem 4.12, we define
vw(z) =
kw(z)√
kw(w)
,
the normalized reproducing kernel at w. By the formula (4.9) for J
(the inner function corresponding to f) we have
J =
k0 − 〈k0, vw〉vw
‖k0‖2 − |〈k0, vw〉|2
=
k0 − vw(0)vw
k0(0)− |vw(0)|2
=
k0 − kw(0)√
kw(w)
kw√
kw(w)
k0(0)− |kw(0)|2kw(w)
=
kw(w)k0 − kw(0)kw
kw(w)k0(0)− |kw(0)|2 .(4.15)
Any nonzero constant multiple of an SH -inner function is also SH -
inner, and so
kw(w)k0 − kw(0)kw
is always an SH -inner function.
In the H2 case we have
kw(z) =
1
1− wz
and so (4.15) yields
J =
1
w
z − w
1− wz ,
which, as expected by classical theory, is a constant multiple of a
Blaschke factor.
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In the Dirichlet space case, the reproducing kernel is
kw(z) =
1
wz
log
( 1
1− wz
)
and (4.15) yields
J =
log(1− |w|2)− w
z
log(1− wz)
log(1− |w|2)− |w|2 .
In the Bergman space B2, we have
kw(z) =
1
(1− wz)2
and (4.15) yields
J =
1− (1−|w|2)2
(1−wz)2
1− (1− |w|2)2 .
Notice the concept of “inner” yields different types of functions in
each Hardy, Dirichlet, and Bergman setting. In the above analysis we
see that the expression
(4.16) kw(w)k0 − kw(0)kw
is always an SH -inner function. This can also be verified directly from
the calculation
〈kw(w)k0 − kw(0)kw, SnH (kw(w)k0 − kw(0)kw)〉 = 0, n > 1.
These next two results provide an interesting link between the zero
set for H and the property that ‖SH ‖ or ‖Q0‖ = 1.
Theorem 4.17. Suppose that H is a RKHS of anaytic functions on
D satisfying conditions (4.1)–(4.4). If ‖SH ‖ 6 1, then the union of a
zero set with a Blaschke sequence is again a zero set for H .
Proof. For notational convenience let S = SH . First, suppose that J
is S-inner, and w ∈ D \ {0}. Since J is S-inner, we have J ⊥ SkJ for
all k > 1. Let
F (z) =
d∑
k=0
Fkz
k
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be any polynomial with F0 = 1. By the linearity of ⊥ (in the second
slot) in a Hilbert space, and the Pythagorean Theorem,
‖JF‖2 = ‖J + F1SJ + F2S2J + · · ·+ FdSdJ‖2
= ‖J‖2 + ‖F1SJ + F2S2J + · · ·+ FdSdJ‖2
6 ‖J‖2 + ‖S‖2‖F1J + F2SJ + · · ·+ FdSd−1J‖2
6 ‖J‖2 + ‖S‖2|F1|2‖J‖2 + ‖S‖2‖F2SJ + · · ·+ FdSd−1J‖2
6 · · ·
6 ‖J‖2(1 + |F1|2‖S‖2 + |F2|2‖S‖2·2 + · · ·+ |Fd|2‖S‖2·d)
= ‖J‖2(1 + |F1|2 + |F2|2 + · · ·+ |Fd|2).
The final expression in parentheses is the square of the norm in ℓ2A
of F (z). The inequality remains true if F is the Blaschke factor that
vanishes at w, normalized so that F (0) = 1, i.e.,
F (z) =
1
w
w − z
1− wz .
This function has norm in ℓ2A = H
2 given by 1/|w|.
Now letW be any zero set for H , and let {w1, w2, w3, . . .} ∈ D\{0}.
Let JW be the S-inner function associated with W with J(0) = 1, i.e.,
J = f− f̂ , where f ∈ H and f has zerosW (according to multiplicity)
and f(0) = 1. By repeated application of the above argument, we find
that
‖JW∪{w1,w2,...,wm}‖ 6
‖JW‖
|w1w2 · · ·wm| , m > 1.
This, in conjunction with Theorem 4.12, proves the assertion. 
Theorem 4.18. Suppose that H is a RKHS of analytic functions on D
satisfying conditions (4.1)–(4.4). If ‖Q0‖ = 1, J is an S-inner function
with zero set W , and f ∈ [J ] \ {0}, then the zero set for f is the union
of W and a Blaschke sequence.
Proof. For any g ∈ H observe that
g = Q0Sg
and so, since ‖Q0‖ = 1 by assumption,
‖g‖ 6 ‖Q0‖‖Sg‖ = ‖Sg‖.
Apply this identity k times to get
(4.19) ‖Skg‖ > ‖g‖, k > 1.
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Suppose that f ∈ [J ]. By the inner property of J , along with repeated
use of (4.19),
‖JF‖2 = ‖JF0‖2 + ‖SJF1 + S2JF2 + · · · ‖2
= ‖JF0‖2 + ‖S(JF1 + SJF2 + · · · )‖2
> ‖JF0‖2 + ‖JF1‖2 + ‖SJF2 + · · · )‖2
...
= ‖J‖2(|F0|2 + |F1|2 + |F2|2 + · · · )
for any polynomial F . The bound is true for any sequence of polyno-
mials Fm such that JFm tends to f in H . This tells us that f is the
product of J and a function in H2. The claim follows. 
5. Zeros of S-inner functions
In the Hardy space H2, we know that when f ∈ H2\{0}, the classical
inner part If of f takes the form If = BSµ, where B is the Blaschke
product and Sµ is an inner function. The Blaschke factor contains all
the zeros of f in D (and no others) while the inner factor Sµ has no
zeros in D. This means that the inner factor If has precisely the same
zeros as f (counting multiplicity). How ubiquitous is this phenomenon?
In other words, if H is a Hilbert space of analytic functions satisfying
conditions (4.1) - (4.4) and f ∈ H \ {0}, does the SH -inner function
J = f − P[zf ]f
have any “extra” zeros inside D? Certainly J has at least the zeros of
f . Does it have any others? A result of Hedenmalm and Zhu show
that in the weighted Bergman space of analytic functions f on D for
which f ∈ L2((1− |z|2)αdA), where dA is planar Lebesgue measure, it
is possible, when α > 4, for the inner function J corresponding to the
linear function f(z) = 1− z/w to have an extra zero in D. So, indeed,
the “no extra zeros” property for SH -inner functions is not ubiquitous.
In this section we obtain lower bounds for these extra zeros and show
that they must lie somewhat close to the boundary. Moreover, we will
see that in some situations such extra zeros do not exist at all.
From condition (4.4), we know that for each w ∈ Ω, the operator
Qw : H → H , Qwf(z) = f(z)− f(w)
z − w
is well defined and continuous. Our criterion that the SH -inner func-
tion J has no extra zeros will be stated in terms of the norm of the
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operator Q0. This operator
(Q0f)(z) =
f(z)− f(0)
z
is often called the backward shift operator since if Ω = D, then Q0
acts on the Taylor series of f (about the origin) by shifting all of the
coefficients backwards and dropping the constant term, i.e.,
Q0(a0 + a1z + a2z
2 + · · · ) = a1 + a2z + a3z2 + · · · .
Theorem 5.1. Let f ∈ H \ {0}, and let J = f − P[zf ]f be the SH -
inner function corresponding to f . If w ∈ Ω \ {0} is a zero of J that is
not a zero of f , then
|w| > [1 + ‖SH ‖
2‖Qw‖2]1/2
‖Q0‖‖SH ‖‖Qw‖ .
Towards the proof of this theorem, we start with the following.
Proposition 5.2. Let f ∈ H \ {0} and let J = f − P[zf ]f . If w is a
zero of J that is not a zero of f , then QwJ ∈ [f ].
Proof. By hypothesis, there are polynomials φn such that φnf converges
in norm to J . It follows that Qw(φnf) converges in norm to QwJ , i.e.,
φn(z)f(z)− φn(w)f(w)
z − w −→ QwJ.
Since evaluation at w is bounded, we may further conclude that
φn(w)f(w)→ J(w) = 0,
and hence QwJ is the limit in norm of
φn(z)f(z)− φn(w)f(w)
z − w
=
φn(z)f(z)− φn(w)f(z) + φn(w)f(z)− φn(w)f(w)
z − w
=
φn(z)− φn(w)
z − w f(z) +
f(z)− f(w)
z − w φn(w).
The last term above tends to zero which says that QwJ ∈ [f ]. 
Proof of Theorem 5.1. Observe that∥∥∥∥ J(z)1− z
w
∥∥∥∥2 = ∥∥∥∥ J(z)1− z
w
(
1− z
w
+
z
w
)∥∥∥∥2
=
∥∥∥∥J(z) + zw J(z)1− z
w
∥∥∥∥2 .
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Now apply Proposition 5.2 and the Pythagorean Theorem to get∥∥∥∥ J(z)1− z
w
∥∥∥∥2 = ‖J(z)‖2 + ∥∥∥∥ zw J(z)1− z
w
∥∥∥∥2∥∥∥∥Q0(zJ(z)1− z
w
)∥∥∥∥2 = ‖J(z)‖2 + 1|w|2
∥∥∥∥zJ(z)1− z
w
∥∥∥∥2(
‖Q0‖2 − 1|w|2
) ∥∥∥∥zJ(z)1− z
w
∥∥∥∥2 > ‖J(z)‖2(
‖Q0‖2 − 1|w|2
)
‖SH ‖2‖Qw‖2|w|2‖J(z)‖2 > ‖J(z)‖2(
‖Q0‖2 − 1|w|2
)
‖SH ‖2‖Qw‖2|w|2 > 1
|w|2 > 1 + ‖SH ‖
2‖Qw‖2
‖Q0‖2‖SH ‖2‖Qw‖2 .
As a corollary to this theorem we note that if Q0 is contractive, and
Ω = D, then J will have no extra zeros.
Corollary 5.3. Let H be a RKHS of analytic functions on D. If Q0
is contractive, then the SH -inner function J corresponding to f will
have no extra zeros.
Proof. If ‖Q0‖ 6 1, then
[1 + ‖SH ‖2‖Qw‖2]1/2
‖Q0‖‖SH ‖‖Qw‖ >
[1 + ‖SH ‖2‖Qw‖2]1/2
‖SH ‖‖Qw‖ > 1.
By Theorem 5.1, any extra zero w ∈ D must satisfy |w| > 1. 
It is easy to see that for the Hardy space H2, the operator Q0 (which
is just the well-known backward shift operator) satisfies ‖Q0‖ = 1 and
so the S-inner function J of corresponding to f , which in this case is
the classical inner factor of f , never has extra zeros. Slightly more
work is that on the Dirichlet space D (See Example 2.12), the operator
Q0 also has norm equal to one [25]. This gives us the following.
Corollary 5.4. For any f ∈ D, the corresponding SD -inner function
J has no extra zeros in D.
We point out here that this result, in a way, is known. As shown
in [23], every shift invariant subspace M of the Dirichlet space has the
property that M ⊖ zM = Cφ and this function generates M , in that∨{φ, zφ, z2φ, . . .} = M . Applying this fact to a vector f ∈ D and
M = [f ], we see that [J ] = [f ] and so J cannot have any extra zeros.
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For the Bergman space B from Example 2.14, Q0 has norm
√
2 and
so we are unable to apply Corollary 5.3. However, it is known, for
different reasons [1], that J has no extra zeros. On the other hand, for
the space H21 from Example 2.15, one can quickly check (using power
series) that Q0 is contractive on H
2
1 and thus we have the following.
Corollary 5.5. For any f ∈ H21 , the corresponding inner function J
has no extra zeros in D.
6. Extra Zeros Abound
In the previous section it was shown that if an S-inner function J
corresponding to a given function f has extra zeros, then those extra
zeros must be bounded away from the origin. When Ω = D, this gave
rise to a sufficient condition on the space H for the S-inner functions
to have no extra zeros. In the present section we shall see that extra
zeros are nonetheless quite abundant. A large class of spaces will be
constructed for which certain S-inner functions will have extra zeros.
We begin by presenting another description of the zero sets for a
RKHS H satisfying our hypotheses. This description is due to Shapiro
and Shields [27].
Let Wn := {w1, w2, . . . , wn}, wj ∈ Ω \ {0}, and define
fn(z) =
(
1− z
w1
)(
1− z
w2
)
· · ·
(
1− z
wn
)
,
and Jn = fn − P[zfn]fn. For notational simplicity, let kj be the re-
producing kernel for wj and let k0 be the reproducing kernel at the
origin.
From (4.9) we know that Jn has the representation
(6.1) Jn(z) = cn,0k0 + cn,1k1 + cn,2k2 + · · ·+ cn,nkn,
where the coefficients cn,j are uniquely determined by the conditions
Jn(w1) = Jn(w2) = · · · = Jn(wn) = 0, Jn(0) = 1.
Indeed, the coefficients are the unique solutions to the matrix equation
G0,0 G0,1 G0,2 . . . G0,n
G1,0 G1,1 G1,2 . . . G1,n
G2,0 G2,1 G2,2 . . . G2,n
...
...
...
...
...
Gn,0 Gn,1 Gn,2 . . . Gn,n


cn,0
cn,1
cn,2
...
cn,n
 =

1
0
0
...
0
 ,
where
G = G(n) = G[k0, k1, k2, . . . , kn]
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is the Gramian matrix for the vectors k0, k1, k2, . . . , kn, and
Gs,t := 〈kt, ks〉.
Since a finite set of reproducing kernels is linearly independent, the
Gramian determinant is nonzero, and hence the matrix G is invertible,
guaranteeing a unique solution for the coefficients.
Continuing from the above equation, we can write
Jn(z) =
[
k0(z) k1(z) k2(z) · · · kn(z)
]

cn,0
cn,1
cn,2
. . .
cn,n

=
[
k0(z) k1(z) k2(z) · · · kn(z)
]
G(n)
−1

1
0
0
. . .
0

=
[
A0,0k0(z)− A0,1k1(z) + · · ·+ (−1)nA0,nkn(z)
]
/ detG(n),
where Am,n is the (m,n)th cofactor of G
(n). But the last quantity in
square brackets is itself the determinant of a certain matrix, yielding
(6.2) Jn(z) detG
(n) = det

k0(z) k1(z) k2(z) . . . kn(z)
G1,0 G1,1 G1,2 . . . G1,n
G2,0 G2,1 G2,2 . . . G2,n
. . . . . . . . . . . . . . .
Gn,0 Gn,1 Gn,2 . . . Gn,n

Let
(6.3) dn := inf
∥∥k0 − (c1k1 + c2k2 + · · · cnkn)∥∥
where the infimum is over the coefficients c1, c2, . . . , cn. It is well known
that
(6.4) d2n =
detG[k0, k1, k2, . . . , kn]
detG[k1, k2, . . . , kn]
.
A proof of this appears in [13, Lemma 4.2.4].
Furthermore, Oppenheim’s inequality (see, for example, [17]) tells us
that for nonnegative definite square matrices A = (as,t) and B = (bs,t),
the Hadamard product of A and B, i.e, (as,tbs,t), satisfies
(6.5) det[as,tbs,t] >
(
det[as,t]
)(∏
t
bt,t
)
.
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This enables us to derive, as was done in [27], the following sufficient
condition for a zero set of H (see also [13] for an exposition of this).
Theorem 6.6. Let {w1, w2, w3, . . .} ⊆ D\{0} be a sequence of distinct
points. If the matrix
(6.7)
[
1− k0(ws)k0(wt)/kwt(ws)k0(0)
]
16s,t6n
is nonnegative definite for all n > 1, and
(6.8) inf
n
n∏
m=1
[
1− |k0(wm)|
2
kwm(wm)k0(0)
]
> 0,
then there exists a nonzero f ∈ H such that f(wn) = 0 for all n > 1.
Proof. By (4.10) and Theorem 4.12, it is enough to show that the
quantity dn from (6.3) satisfies inf dn > 0. Let us examine detG
(n),
with a view towards applying (6.4). This determinant is unchanged
if the multiple of any row is added to a different row. Suppose that
Gs,0/G0,0 times the 0th row (the rows and columns are indexed from 0
to n) is added to the sth row, for all 1 6 s 6 n. The result is that
detG(n) = G0,0 det
[
Gs,t −Gs,0G0,t/G0,0
]
16s,t6n
= G0,0 det
[
Gs,t(1−Gs,0G0,t/Gs,tG0,0)
]
16s,t6n
> G0,0
(
detG[k1, k2, . . . , kn]
)( n∏
t=1
[1−Gt,0G0,t/Gt,tG0,0]
)
,
where in the last step we applied (6.5). The claim now follows from
invoking (6.4), and writing out Gt,t in terms of the kernel functions. 
Example 6.9. When H = H2, the matrix in (6.7) takes the form
[w¯tws]16s,t6n ,
which is obviously positive definite.
Now the zero set criterion (6.8) is
0 < inf
n
n∏
m=1
[
1− |k0(wm)|
2
kwm(wm)k0(0)
]
= inf
n
n∏
m=1
[1− 1
1/(1− |wm|2) ]
= inf
n
n∏
m=1
|wm|2.
Of course, this is equivalent to the Blaschke condition.
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In [27] the zero sets of functions in the Dirichlet space D (and other
related spaces) were discussed. The Dirichlet space can be viewed as the
weighted ℓ2 space with weights 1, 2, 3, . . . , n+1, . . .. We now construct a
large class of such weighted spaces for which the corresponding matrices
6.7 are nonnegative definite, and hence lie within the scope of Theorem
6.6.
Example 6.10. Fix Ω = D, and let w1, w2, w3, . . . be a sequence of
distinct nonzero points in D. Suppose that Λ := (λn)n>0 is a sequence
of positive numbers with λ0 = 1, and define ℓ
2(Λ) to be the Hilbert
space of sequences f = (fn)n>0 such that
‖f‖ =
( ∞∑
n=0
|fn|2λn
)1/2
<∞.
Provided that the weights λn do not decay to zero too rapidly, each
member of ℓ2(Λ) can be identified with the analytic function
f(z) =
∞∑
n=0
fnz
n
on D. (For example, if the weights decay exponentially, then ℓ2(Λ) will
contain some coefficient sequences that increase exponentially; such
functions will not necessarily be analytic in all of D.) The reproducing
kernel function
kw(z) :=
∞∑
n=0
(w¯z)n
λn
implements point evaluation at w ∈ D. Again, if the weights λn do
not decay too rapidly, the kernel function will be analytic in D. Notice
that point evaluation at the origin corresponds to the constant kernel
1.
Let us determine sufficient conditions on the sequence Λ of weights
for the matrix in (6.7) to be nonnegative definite. We claim that for
any a > 0, and positive integers m and n, the matrix
M := [a(w¯tws)
m]16s,t6n
is nonnegative definite. This is because
C∗MC = a
∣∣c1wm1 + c2wm2 + · · ·+ cnwmn ∣∣2 > 0
for any column vector C with C∗ = [c¯1 c¯2 . . . c¯n]. For n fixed the sum of
any such matrices is also nonnegative definite. In particular, if (am)m>1
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is a sequence of nonegative numbers with a1 > 0 and
∑∞
m=1 am 6 1,
the matrix [
∞∑
m=1
am(w¯tws)
m
]
16s,t6n
is nonnegative definite.
It is clear that the function of z defined by
Φ(z) :=
1
1−∑∞m=1 anzm
is analytic in D, and has a convergent power series
(6.11) Φ(z) = 1 +
∞∑
n=1
bnz
n
in D. By expressing Φ as the geometric series
Φ(z) = 1 +
( ∞∑
m=1
anz
m
)
+
( ∞∑
m=1
anz
m
)2
+ · · · ,
and using the assumption that a1 > 0, we find that each bn is positive
(see also the Kaluza lemma [13, p. 69]).
Thus, with the identification bn = 1/λn for all n > 1, the function
Φ(w¯z) is the reproducing kernel in the weighted space ℓ2(Λ) for w ∈ D.
It then follows that
1− k0(ws)k0(wt)/kwt(ws)k0(0) = 1− 1/kwt(ws)
= 1−
(
1 +
∞∑
n=1
bn(w¯tws)
n
)−1
= 1−
(
1−
∞∑
m=1
an(w¯tws)
m
)
=
∞∑
m=1
an(w¯tws)
m
That is to say, for the weighted space ℓ2(Λ), the matrix in (6.7) is
nonnegative definite.
According to Theorem 6.6, a sequence w1, w2, w3, . . . of distinct nonzero
points of D is the zero set of some nontrivial function f ∈ ℓ2(Λ) if
inf
n>1
n∏
m=1
[
1− 1
1−∑∞j=1 aj |wm|2j
]
> 0.
This provides a sufficient condition for a zero set of ℓ2(Λ).
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Example 6.12. With the definitions of Example 6.10, it was shown in
[27] that if the sequence (bn)n>0 (the reciprocals of the weights of the
space ℓ2(Λ)) satisfies
b2n 6 bn+1bn−1
for all n > 1, then the matrices given by 6.7 are nonnegative definite,
and thus Theorem 6.6 applies. This class of examples includes the
Dirichlet space D .
Here is another way to see how extra zeros may arise. Recall the
formula from (6.1)
Jn(z) = cn,0k0 + cn,1k1 + cn,2k2 + · · ·+ cn,nkn
for expressing the SH -inner function of a finite zero set in terms of the
corresponding kernel functions.
Lemma 6.13. The SH -inner function Jn−1 has an extra zero at the
point wn if and only if the coefficient cn,n vanishes.
Proof. Suppose that cn,n = 0. Then Jn has the following properties:
Jn(0) = 1, Jn(w1) = · · · = Jn(wn−1) = 0,
and
〈zmfn−1, Jn〉 = 0, m > 1,
This forces the identification Jn = Jn−1. Since Jn−1(wn) = 0, it can be
said that wn is an extra zero of Jn−1.
Conversely suppose that wn is an extra zero of Jn−1. First, for any
m > 1,
〈zmfn(z), Jn−1〉 = 〈zmfn−1(z), Jn−1〉 − 〈zm+1(1/wn)fn−1(z), Jn−1〉
= 0.
Furthermore,
Jn−1(w1) = Jn−1(w2) = · · · = Jn−1(wn) = 0, Jn−1(0) = 1.
This implies that Jn−1 = Jn. Since the representations (6.1) are unique,
it must be that cn,n = 0. 
Let us calculate cn,n. Let H be the matrix G
(n) with its nth column
(the columns are indexed 0 through n) replaced by [1 0 0 . . . 0]T . By
Cramer’s Rule,
cn,n =
detH
detG(n)
.
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Since the last column of H is such a special form, taking the deter-
minant of H results in (−1)n times the determinant of the following
submatrix of G(N):
R :=

G1,0 G1,1 G1,2 . . . G1,n−1
G2,0 G2,1 G2,2 . . . G2,n−1
. . . . . . . . . . . . . . .
Gn,0 Gn,1 Gn,2 . . . Gn,n−1
 .
Proposition 6.14. The inner function Jn−1 corresponding to the zero
set w1, w2, . . . , wn−1 has an extra zero at wn precisely when detR = 0.
By comparing this situation to the representation (6.2), we can con-
firm that this is a way of expressing Jn−1(wn) = 0.
When n = 2 this gives us a simple criterion for deciding whether the
inner function corresponding to a linear polynomial has an extra zero.
In this situation,
detR = det
[
G1,0 G1,1
G2,0 G2,1
]
= 〈k0, k1〉〈k2, k1〉 − 〈k0, k2〉〈k1, k1〉.
Thus by another route we have arrived at the inner function identified
in (4.16).
Example 6.15. Consider the case H = H2. The S-inner functions
are the classical inner functions, which have no extra zeros. Let us
confirm this for linear polynomials, using Proposition 6.14. Let r and
s be distinct nonzero points in D. Then the inner part of the linear
polynomial
f(z) = 1− z
r
has the extra zero s precisely if
1 · 1
1− s¯r = 1 ·
1
1− |r|2 .
Of course, this never happens when r 6= s, reflecting that the Blaschke
factor vanishing at r vanishes nowhere else. To rule out the possibility
of a double root at r, we use the kernel function
k1,r =
1
(1− r¯z)2 ,
for evaluation of a derivative at r. The criterion then becomes
1 · 1
(1− |r|2)2 = 1 ·
1
1− |r|2 ,
which is also impossible.
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Finally, we demonstrate that there are numerous spaces for which
there exist S-inner functions with extra zeros.
Example 6.16. Let us return to the weighted spaces ℓ2(Λ) of Example
6.10, and consider the special case that the weights arise in connection
with the choice
Φ(z) =
1
1− a1z − a2z2 ,
where a1 + a2 6 1, and a2 > 4a1 > 0. Then, by use of the geometric
series formula we find that
Φ(z) = 1 +
∞∑
n=1
bnz
n,
with
b2n−1 =
(
2n− 1
0
)
a2n−11 +
(
2n− 2
1
)
a2n−31 a2 +
(
2n− 3
2
)
a2n−51 a
2
2
+ · · ·+
(
n
n− 1
)
a1a
n−1
2
6 (a21 + a2)
2n/a1
6 1/a1
b2n =
(
2n
0
)
a2n1 +
(
2n− 1
1
)
a2n−21 a2 +
(
2n− 2
2
)
a2n−41 a
2
2
+ · · ·+
(
n
n
)
an2
6 (a21 + a2)
2n
6 1.
for all n > 1.
Each coefficient bn is positive, and so we may define the weights
λ0 = 1, and λn = 1/bn, n > 1. The weights are bounded away from
zero, and therefore the functions belonging to ℓ2(Λ) are analytic in D.
Furthermore, point evaluation at w ∈ D arises from the reproducing
kernel function
kw(z) = Φ(w¯z) =
1
1− a1w¯z − a2(w¯z)2 ,
which is obviously analytic in D.
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The inner function associated with the polynomial 1 − z/w has an
extra zero ζ , distinct from w, provided that
〈k0, kw〉〈kζ, kw〉 = 〈k0, kζ〉〈kw, kw〉
1 · 1
1− a1w¯ζ − a2(w¯ζ)2 = 1 ·
1
1− a1w¯w − a2(w¯w)2
a1w¯(ζ − w) + a2w¯2(ζ − w)2 = 0
a1w¯ + a2w¯
2(ζ + w) = 0
ζ = −a1 + a2|w|
2
a2w¯
But by assumption a2 > 4a1, so we can choose w ∈ D so that
|w| − |w|2 > a1/a2,
which in turn implies that ζ ∈ D.
We have thus constructed a family of spaces H of analytic functions
on D for which there exist S-inner functions having extra zeros. This
shows that the phenomenon of extra zeros is in some way unexceptional.
7. Inner vectors in Banach spaces
Recall from Section 2 that a vector v in a Hilbert space is T -inner if
(7.1) 〈v, T nv〉 = 0, n > 1.
We want to extend the definition of T -inner vectors to Banach spaces.
However, first we need a notion of “orthogonality” so we can make
sense of the very definition in a Banach space. Indeed, what do we
mean by v ⊥ T nv when there is no inner product?
Before jumping into our definition of orthogonality, we need to review
a few necessary facts. See [5] for the details. For a complex Banach
space X with norm ‖ · ‖, we say that X is smooth if given any x ∈
X \ {0} there is a unique ℓ ∈ X ∗ (the norm dual space of X ) such
that ‖ℓ‖ = 1 and ℓ(x) = ‖x‖. Though not relevant to our discussion
here, there is an equivalent definition of smoothness of a Banach space
involving the Gaˆteaux derivative of the norm. It is important to point
out that the Hahn-Banach theorem yields the existence of a norming
functional ℓ
x
for each x ∈ X . The uniqueness of the above norming
functional for every x ∈ X \ {0} is what makes X smooth. Hilbert
spaces are smooth, as are the Lebesgue spaces Lp(X, µ) when p ∈
(1,∞). The spaces L1(X, µ) and L∞(X, µ) are not smooth.
A Banach space X is uniformly convex if given ǫ > 0, there is a
δ = δ(ǫ) > 0 such that
‖x‖ 6 1, ‖y‖ 6 1, ‖x− y‖ > ǫ =⇒ ‖1
2
(x+ y)‖ 6 1− δ.
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A Hilbert space is uniformly convex and Clarkson’s inequalities imply
that Lp(X, µ) is uniformly convex when p ∈ (1,∞) [5, page 107]. A
uniformly convex Banach space turns out to be reflexive. Important
to this paper is the fact that uniformly convex spaces enjoy the unique
nearest point property in that for a closed subspace (or more generally
a closed convex set) Y of X and a vector x ∈ X , there is a unique
vector x̂ ∈ Y for which
(7.2) ‖x− x̂‖ 6 ‖x− y‖, y ∈ Y.
This unique nearest point x̂ is called the metric projection of x onto Y .
When X is a Hilbert space, x̂ turns out to be the orthogonal projection
of x onto Y and the mapping x 7→ x̂ is linear. For a general Banach
space, the mapping x 7→ x̂ is not necessarily linear.
We now follow [2, 18] and define what it means for vectors to be
“orthogonal” in a Banach space. For vectors x and y in a Banach
space X we say that x is orthogonal to y in the Birkhoff-James sense
if
(7.3) ‖x+ βy‖X > ‖x‖X
for all β ∈ C. In this situation we write x ⊥X y. A little exercise will
show that if X is a Hilbert space, then x ⊥ y ⇐⇒ x ⊥X y. In this
generality the relation ⊥X is generally neither symmetric nor linear in
either argument. However, in a smooth Banach space, the relation ⊥X
is linear in its second slot, meaning that
x ⊥X y, x ⊥X z, =⇒ x ⊥X (αy + βz), α, β ∈ C.
See [18] for a proof of this.
When X is a smooth Banach space and x ∈ X , we let ℓ
x
∈ X ∗
denote the unique norming functional for x (recall ℓ
x
(x) = ‖x‖). By
[2, Cor. 4.2], we can state Birkhoff-James orthogonality equivalently as
(7.4) x ⊥X y ⇐⇒ ℓx(y) = 0.
Important to our discussion is the more tangible condition for Birkhoff-
James orthogonality in Lp(X, µ) spaces (see [18]): For f, g ∈ Lp(X, µ),
(7.5) f ⊥Lp(X,µ) g ⇐⇒
∫
X
|f |p−2fgdµ = 0.
In the above integral, we interpret any instance of |0|p−20 to be zero.
We have used Birkhoff-James orthogonality in several recent papers to
discuss problems involving the ℓpA spaces of analytic functions whose
power series coefficients belong to the sequence space ℓp. In [9] we use
this orthogonality to give some new bounds on the zeros of an analytic
function while in [6] we use this orthogonality, and the concept of an
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ℓpA-inner function, to describe the zeros sets of ℓ
p
A. Still further, we use
orthogonality in [8] to give a factorization theorem for ℓpA functions.
Though perhaps not using explicitly, by name, the authors in [12] use
the above orthogonality to discuss zero sets, via extremal functions, for
the Lp Bergman spaces.
With these preliminary remarks, we are ready to define a notion of
inner elements. We make the following assumption for the rest of the
paper:
X is a uniformly convex, smooth, complex Banach space.
For a bounded linear transformation T : X → X and a nonzero vector
x ∈ X , we say that x is T -inner when
x ⊥X T nx, n > 1.
By the linearity of the relation ⊥X in the second slot (which follows
from our assumptions on X ), we see that x is T -inner if and only if
x ⊥X [Tx], where, as a reminder,
[Tx] =
∨
{Tx, T 2x, T 3x, . . .}.
If we let x̂ denote the metric projection (nearest point) of x onto the
subspace [Tx], equivalently, x̂ is the unique vector satisfying
‖x− x̂‖ 6 ‖x− y‖, y ∈ [Tx],
the proof of Proposition 3.1 yields the following.
Proposition 7.6. If T is a bounded linear transformation on X and
x ∈ X , then x−x̂ is T -inner (or zero) and every T -inner vector arises
in this manner.
Recall that if T is a bounded linear transformation on X , then the
Banach space adjoint operator T ∗, i.e., (T ∗ℓ)(x) = ℓ(Tx) for all x ∈ X
and ℓ ∈ X ∗, is a bounded linear transformation on X ∗.
Proposition 7.7. Suppose that T is a bounded linear transformation
on X . If x ∈ X is T -inner, and ℓ
x
is the unique norming functional
of x, then ℓ
x
is T ∗-inner in X ∗.
Proof. The assumption of uniform smoothness implies that each nonzero
element of X has a unique norming functional. The hypotheses further
imply that X is reflexive and that X ∗ is strictly convex and smooth
[5]. Therefore we may speak of unique norming functionals for both
X and X ∗.
Suppose that ‖x‖ = 1, and
x ⊥ T kx, k > 1.
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This implies that ℓ
x
(T kx) = 0 and T ∗kℓ
x
(x) = 0 for all k > 1. Note
that x/‖x‖ can be viewed as the norming functional for ℓ
x
, since it has
norm 1 and
ℓ
x
(x/‖x‖) = 1‖x‖‖x‖ = 1 = ‖ℓx‖.
It follows that ℓ
x
⊥ T ∗kℓ
x
for all k > 1. This says that the vector
ℓ
x
∈ X ∗ is T ∗-inner. 
Example 7.8. For the Hardy spaces Hp, 1 < p < ∞, which we can
regard as closed subspaces of Lp(dθ/2π), we can use (7.5) to see that
f ⊥Hp g ⇐⇒
∫ 2π
0
|f(eiθ)|p−2f(eiθ)g(eiθ)dθ
2π
= 0.
If, as in Example 2.2, (Tf)(z) = zf(z) is the unilateral shift on Hp,
then f is T -inner precisely when
f ⊥Hp znf ⇐⇒
∫ 2π
0
|f(eiθ)|peinθ dθ
2π
= 0, n > 1.
Again, this shows that f has constant modulus on the circle, i.e., inner
in the classical sense.
Example 7.9. For the Bergman spaces A p of analytic functions f on
D for which ∫
D
|f(z)|pdA <∞
(which is a closed subspace of Lp(D, dA)), we can use (7.5) to extend
Example 2.14 and say that f ∈ A p is T -inner (Tf = zf) when∫
D
|f(z)|pzndA = 0, n > 1.
Example 7.10. For the space
ℓpA =
{
f(z) =
∑
k>0
akz
k :
∑
k>0
|ak|p <∞
}
,
which turns out to be a well-studied space Banach space of analytic
functions on D (see [10] for a survey), the Birkhoff-James orthogonality
becomes
f ⊥ℓp
A
g ⇐⇒
∑
k>0
|ak|p−2akbk = 0.
The unilateral shift (Tf)(z) = zf is an isometry on ℓpA and the notion
of T -inner was studied in [6]. The condition for f ∈ ℓpA to be T -inner
is ∑
k>0
|ak|p−2akaN+k = 0, N > 1,
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but this condition can be difficult to work with. One can see functions
such as f(z) = zn are inner. When w ∈ D\{0} an analysis in [8] shows
that
f(z) =
1− z/w
1− |w|p−2wz
is inner. Notice how when p = 2 this function becomes a constant
times the single Blaschke factor
z − w
1− wz .
8. Application: Zero sets for Banach spaces of analytic
functions
In this section we develop the analog of Theorem 4.12 for Banach
spaces of analytic functions. Let X be a uniformly convex, smooth,
complex Banach space of analytic functions on a domain Ω that satisfies
the following conditions.
(8.1) Point evaluation of derivatives of any order is bounded;
(8.2) f ∈ X =⇒ zf(z) ∈ X ;
(8.3)
∨
{zj : j > 0} = X ;
(8.4) w ∈ Ω, f ∈ X =⇒ f(z)− f(w)
z − w ∈ X
For some positive constants r and K,
(8.5) f ⊥X g =⇒ ‖f + g‖r > ‖f‖r +K‖g‖r.
Just as in the Hilbert space case, condition (8.1) can be deduced
from conditions (8.2) – (8.4). Furthermore, conditions (8.1), (8.2), and
the closed graph theorem show that the operator
SX : X → X , (SX f)(z) = zf(z),
is a bounded linear operator on X .
Note that X is reflexive and enjoys the unique nearest point property
in the sense of (7.2). Furthermore, each nonzero vector f ∈ X has a
unique norming functional, ℓf from which it follows from our general
discussion in the previous section that f ⊥X g if and only if ℓf(g) = 0.
Since evaluation at each point w ∈ Ω is continuous, it is given by a
functional kw ∈ X ∗, i.e.,
f(w) = kw(f).
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Unlike the Hilbert space case discussed earlier, where kλ belonged to
the Hilbert space (equating Hilbert space with its dual space in the
natural way via the Riesz representation theorem), here kw belongs to
the dual space X ∗ which is not necessarily a space of analytic functions
(and for which we don’t use the notation kw(z) as we did for the Hilbert
space case).
Condition (8.5) is a “Pythagorean inequality,” and it was shown in
[7] that all Lp spaces with p ∈ (1,∞) satisfy this condition for a range
of parameter values r and K. Furthermore, the inequality holds in
reverse for other values of r and K.
Important to the development of the analog of Theorem 4.12 for
Banach spaces is the following projection lemma, which makes use of
the Pythagorean inequality from (8.5).
Lemma 8.6. Let X be a smooth Banach space satisfying (8.5). For
each n ∈ N, suppose that Xn is a subspace of X , such that
X1 ⊆ X2 ⊆ X3 ⊆ · · · .
Define X∞ =
⋃∞
n=1 Xn. If Pn is the metric projection mapping from
X to Xn, for all n ∈ N ∪ {∞}, then for any x ∈ X , Pnx converges
to P∞x in norm.
Proof. By hypothesis, X is uniformly convex (and hence has unique
nearest points), and satisfies the Pythagorean inequality
‖x+ y‖r > ‖x‖r +K‖y‖r
whenever x ⊥X y. Let x ∈ X . By the definition of metric projection,
whenever m < n, we have
‖x− Pmx‖ = inf{‖x− z‖ : z ∈ Xm}
> inf{‖x− z‖ : z ∈ Xn}
= ‖x− Pnx‖
> ‖x− P∞x‖.
Thus, as a sequence indexed by n, ‖x−Pnx‖ is monotone nonincreasing,
and bounded below. Accordingly, it converges.
Next, for m < n, the vector Pnx−Pmx lies in Xn (the larger space),
and hence the co-projection x − Pnx is Birkhoff-James orthogonal to
it. Consequently, the Pythagorean inequality says that
‖x− Pmx‖r > ‖x− Pnx‖r +K‖Pnx− Pmx‖r.
Since the (positive) difference ‖x−Pmx‖r−‖x−Pnx‖r can be made ar-
bitrarily small by choosingm sufficiently large, it follows that {Pmx}m>1
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is a Cauchy sequence in norm, and converges to some vector z. It is
clear that z ∈ X∞, and hence
‖x− z‖ > ‖x− P∞x‖.
Next, let ǫ > 0. There exists an N such that
‖x− y‖ 6 ‖x− P∞x‖+ ǫ
for some y ∈ XN . But then
‖x− z‖ 6 ‖x− Pnx‖ 6 ‖x− y‖ 6 ‖x− P∞x‖+ ǫ.
Since this is true for arbitrary ǫ, we conclude that
‖x− z‖ 6 ‖x− P∞x‖.
Equality holds in these norms, so finally uniqueness of nearest points
forces z = P∞x. 
With the above set up we are now ready to develop a version of
Theorem 4.12 for Banach spaces satisfying the conditions (8.1) - (8.5).
Fix an infinite sequence W = (w1, w2, w3, . . .) ⊆ Ω \ {0}, and for each
n > 1, define
fn(z) =
(
1− z
w1
)
· · ·
(
1− z
wn
)
and, by Proposition 7.6, the SX -inner function
Jn = fn − f̂n,
where f̂ stands for the metric projection of f onto [zf ]. Note that
f̂ exists and is unique, by uniform convexity. (When X is a Hilbert
space, the metric projection coincides with the orthogonal projection.)
Let kj ∈ X ∗ denote the evaluation functional at wj, j > 1 and k0
denote the evaluation functional at the origin. The analogous argument
used to prove Lemma 4.7 shows that
{f ∈ X : f(0) = f(wj) = 0, 1 6 j 6 n} = [zfn].
Next, suppose that λ = ℓJn ∈ X ∗ is the norming functional for Jn.
From
Jn ⊥X zjfn, 1 6 j 6 n
and (7.4) we see that
λ(zjfn) = 0, 1 6 j 6 n.
That is, λ ∈ [zfn]⊥ =
∨{kj : 0 6 j 6 n}. We may therefore express λ
as
λ = c0k0 + c1k1 + · · ·+ cnkn
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for some complex coefficients c0, c1,. . . , cn. By definition of norming
functional this says that
‖Jn‖ = λ(Jn)
= c0k0(Jn) + c1k1(Jn) + · · ·+ cnkn(Jn)
= c0 · 1 + 0 + · · ·+ 0
= c0,
since k0(Jn) = Jn(0) = fn(0) = 1.
Finally, the condition
kj(Jn) = 0, 1 6 j 6 n
can be interpreted as saying that
λ ⊥X ∗ kj , 1 6 j 6 n.
That is, λ solves the infimum problem
inf ‖c0k0 + c′1k1 + · · ·+ c′nkn‖
where c0 = ‖Jn‖ is fixed, and c′1, . . . , c′n are varied.
By renaming the constants, we have shown that
1 = ‖λ‖ = ‖Jn‖ inf ‖k0 + b1k1 + · · ·+ bnkn‖,
or
‖Jn‖ =
[
inf ‖k0 + b1k1 + · · ·+ bnkn‖
]−1
.
As n tends to infinity, the infimum is over a larger set, and thus
decreases monotonically, while ‖Jn‖ must therefore be nondecreasing
monotonically.
Suppose W is the zero set of some nontrivial function f ∈ X . By
dividing by z a suitable number of times, we can assume that f(0) 6= 0.
Then
‖k0 + b1k1 + · · ·+ bnkn‖ > |〈k0 + b1k1 + · · ·+ bnkn, f〉|/‖f‖
= |f(0)|/‖f‖
is bounded from zero, and consequently ‖Jn‖ is bounded above.
Conversely, if W fails to be the zero set of some nontrivial function
of X , then by the Lemma 8.6, there exists an element Λ of X ∗ such
that the following infimum is attained:
‖Λ‖ = inf{‖k0 + b1k1 + · · ·+ bnkn‖ : b1, . . . , bn ∈ C, n > 1}.
Indeed, Lemma 8.6 tells us that Λ is the k0 minus its metric projection
onto ∨
{k1, k2, k3, . . .}.
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Let Φ ∈ X be the norming functional of Λ. Then the infimum
condition assures that
Λ ⊥X ∗ kj , 1 6 j;
that is,
kj(Φ) = 0
for all j > 1. This shows that W is a zero set for Φ. The only way this
can happen is if Φ is identically zero, which implies that
lim
n→∞
inf ‖k0 + b1k1 + · · ·+ bnkn‖ = 0.
We memorialize these findings as follows, obtaining an extension of
Theorem 4.12 to certain Banach spaces of analytic functions.
Theorem 8.7. Let X be a uniformly convex, smooth, complex Banach
space of analytic functions on a domain Ω satisfying conditions (8.1)
– (8.5). Let (wj)j>1 ⊆ Ω \ {0} and
fn =
n∏
j=1
(
1− z
wj
)
, Jn = fn − P[zfn]fn.
Then
(1) Each Jn is an SX -inner function;
(2) the sequence ‖Jn‖ is a non-decreasing sequence;
(3) (wj)j>1 is a zero sequence for X if and only if
sup{‖Jn‖ : n > 1} <∞.
Spaces for which this applies (i.e., they satisfy the conditions of the
abstract Banach space along with the Pythagorean inequality) include
the Lp Bergman spaces and ℓpA spaces. A proof specifically tailored for
ℓpA was developed in [6].
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