The linearized Bregman iterative (LBI) algorithm is an efficient method of dealing with the famous basis pursuit problem. In this paper, we study the convergence of the fast linearized Bregman iterative (F-LBI) algorithm. First of all, on the basis of the theory analysis of F-LBI by Osher et al, we conclude that the sequence by the F-LBI is not definite of the subsequence of the LBI. Then we take the error into account and derive a strict convergence result by comparison analysis between the LBI and F-LBI.
INTRODUCTION
Let A ∈ R m × n , g ∈ R m , with n > m, A is a full row rank matrix. The aim of the basis pursuit problem [1] is to solve the following constrained minimization problem:
(1) where ||u|| 1 is the L 1 _ norm of a vector u. There are many applications of the constrained minimization problem (1) including compressive sensing [2-4], image denoising [5] , image inpainting [6] image decomposition, computer version and so on. In present literatures, there are many solvers for such a problem. For example, GPSR [7] , FPC [8] and its extension FPC-AS [9] , SPGL1 [10] , the Bregman method [11] and its variants [12, 13] , FISTA [14] , PARNES [15] , NESTA [16] and the recent primal-dual method [17] [18] [19] and Split Bregman method [20] . To the best our knowledge, the fixed-point continuation (FPC) algorithm [8] and the Bregman iterative algorithm [9] are remarkably successful for solving the optimization problem above. By combining such two methods, the linearized Bregman iterative (LBI) algorithm was proposed in [12] ; this iteration algorithm only needs operations of matrix-vector multiplication and thresholding vectors, both of which can been manipulated efficiently by modern computer. Meanwhile, it is robust to noise. The convergence proof of the LBI have been given in [12] firstly by smoothing function method and then in [21] by sequence analysis method directly. A stagnation phenomenon of the LBI was described in [13] , and an improvement version, namely fast linearized Bregman iteration algorithm with "kicking" skill and denoted F-LBI, was introduced as well in the same paper.
Although the efficiency of F-LBI was demonstrated by numerical experiments of compressed sensing on Gaussian matrices and partial discrete cosine transform (DCT) matrices and signal recovery with high dynamical range, the convergence analysis is not strict. The author conceived that the sequence generated by the F-LBI is a subsequence of that generated by the LBI. In this paper, we strictly study the convergence of F-LBI. At first, on the basis of the theory analysis of F-LBI, we conclude that the sequence by the F-LBI is not defiantly of the subsequence of LBI. Then we take the error into account and derive a stricter convergence result.
LBI AND ITS PROPERTIES
The linearized Bregman iteration algorithm for solving the constrained minimization problem (1) is given by:
Where, u 0 = v 0 = 0, and
Before continuing our analysis, let us give some definitions and properties of LBI.
Definition1: Let sequence {u k } generated by LBI, and denote r k = Au k -g. Then we call {u k } a residual sequence.
Definition2: Let ,
Where sign (α) is the sign function of scalar a. We call S u the sign set of the vector u.
Definition3: If the sequence {u k } obeys u k+1 = Bu k . with ρ(B) < 1, then we say that {||u k ||} converges exponentially.
Lemma 
MAIN RESULTS
From lemma 3, one would like to ask whether there is an M belongs to the i nterval [T 1 , T 2 ] such that u * = u m , where u * is a limit point of the sequence . In other words, whether the sequence restricted on the set reaches at a limit point via finite number of iterations. This is possible because that the lemma 3 claims such a sequence decreases exponentially. Another question is if there is an M belongs to [T 1 , T 2 ] such that u * = u m , whether it holds u * = u m for . Through the following analysis, we conclude that if and only if the sequence {u k ∈ S ≡ S u k } is a constant sequence, then the answers to the question above are positive, or it is impossible that it reaches at a limit point via finite number of iterations. However, the author in [13] did not analyze such phenomena when they devised the F-LBI algorithm, and assumed the sequence was a constant at the stagnation. This may be efficient on the numerical computation, but is not strict on the convergence analysis.
Lemma 4: If , when , u k = u * . Proof: Assume that u M+1 = / u * = u M . By lemma 2, we have that ʈAu k -ƒʈ 2 < ʈAu * -ƒʈ 2 for k ∈ (M, T 2 ] which contradicts with the fact u * ∈ arg min {ʈAu -ƒʈ 2 : u ∈ S}. Therefore, the lemma follows.
, then the sequence {||Vu k ||} decays exponentially.
Proof: Let , , by the definition of the function shrink, it holds that (4) where (5) Denote Q k = Diag (q i k ). Then (4) can be written as a matrix form
Since u k ∈ S, , we can define Q = Q k , . From (5), and a fact that the diagonal entries of the diagonal matrix Q are 0 or 1, we have Q = Q T Q and . By (6) we derive that
And hence it follows that (8) From theorem 3.3 in [11] , it holds 
Combining (9)and (11) 
. Then either u k is a constant or it is impossible that it reaches at a limit point via finite number of iterations.
Proof: Assume and u k reaches at a limit point via finite number of iterations, i.e., By lemma 5, we replace u M = 0 into (12) 
Since || u k || decays exponentially, the sequence {u k } must be a Cauchy sequence on the subspace S. So there is a u * ∈S such that (14) By (13) and (14), it holds that A(u * -u T ) which would contradicts with the fact that matrix A is full row rank if u T1 = / u * . The conclusion then follows.
CONVERGENCE ANALYSIS
In this section, we strictly analyze the convergence of F-LBI by comparison with LBI. At first, we list the F-LBI algorithm as follows
Where I 0 is the set of indices of the zero elements of u k , and is the set of indices of the non-zero elements of u k .
(15) (16) Assume that at some iteration step and compute the case of s = 2 for comparison. We have From the analysis above, the subsequence generated by the F-LBI is the sum of a subsequence of LBI and a sequence whose value can be controlled. If the bound ε small enough, then the F-LBI algorithm becomes the LBI algorithm and hence there is no difference between the sequences generated by both of them. But this would make the F-LBI lose its accelerated property. Conversely, if the bound ε is not so small, the subsequence generated by the F-LBI algorithm can only approximate the true solution to the optimization (1).
CONCLUSION
In this paper, we study the stagnation phenomena during the LBI algorithm and the convergence of F-LBI. At first, on the basis of the theory analysis of F-LBI, we conclude that the sequence by the F-LBI is not of the subsequence of the LBI. Then we take the error into account and derive a strict convergence result by comparison analysis between the LBI and F-LBI. 
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