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BRAUER–MANIN OBSTRUCTION FOR INTEGRAL POINTS OF
HOMOGENEOUS SPACES AND REPRESENTATION BY
INTEGRAL QUADRATIC FORMS
JEAN-LOUIS COLLIOT-THE´LE`NE AND FEI XU
De toute fac¸on, les conside´rations expose´es ici se preˆtent a` des ge´ne´ralisations
varie´es, qu’il n’entrait pas dans notre propos d’examiner pour l’instant.
A. Weil [41]
Introduction
Representation of an integral quadratic form, of rank n, by another integral qua-
dratic form, of rank m ≥ n, has been a subject of investigation for many years. The
most natural question is that of the representation of an integer by a given integral
quadratic form (n = 1, m arbitrary).
Scattered in the literature one finds many examples where the problem can be
solved locally, that is over the reals and over all the rings Zp of p-adic integers, but the
problem cannot be solved over Z: these are counterexamples to a local-global principle
for the problem of integral representation. One here encounters such concepts as that
of “spinor exceptions”.
It is the purpose of the present paper to give a conceptual framework for entire
series of such counterexamples.
The situation resembles the one which Manin encountered in 1970 regarding the
classical Hasse principle, namely the question of existence of a rational point on
a variety defined over the rationals when one knows that there are points in each
completion of Q. Manin analyzed most of the then known counterexamples by means
of the Brauer group of varieties.
Our key tool is a straightforward variation on the Brauer–Manin obstruction, which
we call the integral Brauer–Manin obstruction. We are over a number field k, with
ring of integers O, and we are interested in the integral points of a certain O-scheme
X associated to the representation problem. An important point is that even though
we are interested in the set of integral points of the scheme X the Brauer group which
we use is the Brauer group of the k-variety X = X×O k, and not the Brauer group
of X, as one would naively imagine. This obstruction is defined in §1.
In this paper we restrict attention to the problem of representation of a form g
of rank n ≥ 1 by a form f of rank m ≥ 3. Then the k-varieties which underly the
problem are homogeneous spaces of spinor groups.
In §2 we discuss Brauer groups and Brauer pairings on homogeneous spaces of
connected linear algebraic groups over an arbitrary field.
In the next two sections we discuss rational and integral points on homogeneous
spaces under an arbitrary connected linear group G. There are two types of results,
depending on whether the geometric stabilizer is connected (§3) or whether it is a
finite commutative group (§4). For integral points, the main results, Theorem 3.7
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and Theorem 4.5, assert that the integral Brauer–Manin obstruction to the existence
of an integral point is the only obstruction provided the group G is simply connected
and satisfies an isotropy condition at the archimedean places. These conditions ensure
that the group G satisfies the strong approximation theorem.
The tools we use have already been used most efficiently in the study of rational
points, by Sansuc [31] and Borovoi [1]. Our results on rational points are very slight
extensions of their results. Some results on integral points already appear in a paper
by Borovoi and Rudnick [4]. It has recently come to our attention that further related
results appear in the appendix of a paper of Erovenko and Rapinchuk [13].
For the representation problem of quadratic forms over the integers, the isotropy
condition is that the form f is “indefinite”, i.e. isotropic at some archimedean com-
pletion of the number field k. In this case, if there is no integral Brauer–Manin
obstruction, as defined in the present paper, then the form g is represented by f over
the integers. As may be expected, the cases m − n ≥ 3 (Theorem 6.1), m − n = 2
(Theorem 6.3) and 1 ≥ m− n ≥ 0 (Theorem 6.4) each require a separate discussion.
For m − n ≥ 3, the geometric stabilizer is simply connected, there are no Brauer–
Manin obstructions, the result on representation by indefinite forms is classical. For
m− n = 2, the geometric stabilizer is a 1-dimensional torus. For 1 ≥ m− n ≥ 0, the
geometric stabilizer is Z/2.
In §7 we compare the results obtained in §6 with classical results in terms of genera
and spinor genera. We give a new look at the notion of “spinor exception”.
In §8 we show how various examples in the literature can all be interpreted in terms
of the integral Brauer–Manin obstruction. We also illustrate the general results by
a theorem a special case of which is: Let f(x1, . . . , xn), resp. l(x1, . . . , xn), be a
polynomial of total degree 2, resp. total degree 1, with coefficients in Z. Assume that
l does not divide f , that the affine Q-variety defined by f = l = 0 is smooth, and that
its set of real points is noncompact. For n ≥ 5, the existence of solutions to f = l = 0
in all Zp implies the existence of solutions in Z. For n = 4, this is so if and only if
there is no Brauer–Manin obstruction (a condition which in this case can easily be
checked).
In §9 we apply the technique to recover a theorem characterizing sums of three
squares in the ring of integers of an imaginary quadratic field – without using com-
putation of integral spinor norms and Gauss genus theory. In an appendix (§10), this
kind of argument also enables Dasheng Wei and the second named author to establish
a local-global principle for sums of three squares in the ring of integers of an arbitary
cyclotomic field.
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in August 2005. It was pursued over e-mail and during stays of the first named
author at Tsinghua University, Beijing (August 2005) and at the Morning Centre of
Mathematics, Beijing (April 2007) and of the second named author at I.H.E´.S, Bures-
sur-Yvette (July 2006). We thank David Harari and Mikhail Borovoi for comments
on our text.
1. Notation; the integral Brauer–Manin obstruction
For an arbitrary scheme X , with structural sheaf OX , we let PicX = H
1
Zar(X,O
∗
X)
denote the Picard group of X . Given a sheaf F on the e´tale site ofX , we let Hre´t(X,F)
denote the e´tale cohomology groups of the sheaf F . There is a natural isomorphism
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PicX ≃ H1e´t(X,Gm), where Gm is the e´tale sheaf associated to the multiplicative
group Gm over X . The Brauer group of X is BrX = H
2
e´t(X,Gm). For background
on the Brauer group, we refer to Grothendieck’s expose´s [15].
Let k be a field. A k-variety is a separated k-scheme of finite type. Given a k-
variety X and a field extension K/k we set XK = X ×k K. For K = k a separable
closure of k we write X = X×k k. We let K[X ] = H0(XK , OXK ) be the ring of global
functions on XK . We let K[X ]
∗ be the group of units in that ring. We let X(K) be
the set of K-rational points of X , that is X(K) = Homk(Spec(K), X).
Let k be a number field and O its ring of integers. Let Ωk denote the set of places
of k. For v ∈ Ωk we let kv denote the completion of k at v. For v nonarchimedean
we let Ov denote the ring of integers in kv. For each place v, class field theory yields
an embedding invv : Br kv →֒ Q/Z.
Let S be a finite set of places of k containing all archimedean places. Let X be
a scheme separated and of finite type over the ring OS of S-integers of k. The set
X(OS) is the set of S-integral points of X.
Let X = X ×OS k. For any commutative integral O-algebra A with OS ⊂ A with
field of fractions F , the natural map
X(A) = HomOS (SpecA,X)→ X(F ) = Homk(SpecF,X)
is an injection. IfY ⊂ X denotes the schematic closure of X inX thenY(A) = X(A).
For all problems considered here, we could thus replace X (which may have very bad
special fibres) by the flat O-scheme Y.
We may thus view the set X(OS) as a subset of X(k) and for each place v /∈ S of
k we may view X(Ov) as a subset of X(kv). The latter space is given the topology
induced by that of the local field kv. As one easily checks, X(Ov) is open in X(kv).
If U ⊂ X is a dense Zariski open set of X , if X/k is smooth, the implicit function
theorem imples that U(kv) is dense in X(kv). This implies that X(Ov) ∩ U(kv) is
dense in X(Ov).
An ade`le of the k-variety X is a family {xv} ∈
∏
v∈Ωk X(kv) such that for al-
most all v, the point xv belongs to X(Ov). This definition does not depend on the
model X/OS . The set of ade`les of X is denoted X(Ak). There is a natural diagonal
embedding X(k) ⊂ X(Ak).
There is a natural pairing betweenX(Ak) and the Brauer group BrX = H2e´t(X,Gm)
of X :
X(Ak)× BrX → Q/Z.
({xv}, α) 7→
∑
v
invv(α(xv)).
Any element of X(k) is in the kernel of that pairing. The image of Br k → BrX is in
the right kernel of that pairing.
When X/k is proper, for a given element α ∈ BrX , there exists a finite set Sα
of places of k such that for v /∈ Sα and any Mv ∈ X(kv), α(Mv) = 0. This enables
one to produce and analyse counterexamples to the Hasse principle. For background
on the Brauer–Manin obstruction, we refer the reader to [38] and the literature cited
there.
When X/k is not proper, for α ∈ BrX , there is in general no such finite set Sα
of places, the pairing seems to be useless. The situation changes when one restricts
attention to integral points.
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The above pairing induces a pairing[∏
v∈S
X(kv)×
∏
v/∈S
X(Ov)
]
× BrX → Q/Z
which vanishes on the image of X(k) in the left hand side and vanishes on the image
of Br k → BrX in the right hand side. That is, we have an induced pairing[∏
v∈S
X(kv)×
∏
v/∈S
X(Ov)
]
× BrX/Brk → Q/Z.
In the present context, the Brauer–Manin set
(
∏
v∈S
X(kv)×
∏
v/∈S
X(Ov))
BrX
is by definition the left kernel of either of the above pairings. We have the inclusions
X(OS) ⊂ (
∏
v∈S
X(kv)×
∏
v/∈S
X(Ov))
BrX ⊂ (
∏
v∈S
X(kv)×
∏
v/∈S
X(Ov)).
If the product (
∏
v∈S X(kv)×
∏
v/∈S X(Ov)) is not empty but the Brauer–Manin set
is empty, we say there is a Brauer–Manin obstruction to the existence of an S-integral
point on X.
For a given α ∈ BrX there exists a finite set Sα,X of places v of k with S ⊂ Sα,X
such that for any v /∈ Sα,X and Mv ∈ X(Ov), we have α(Mv) = 0. For a given
α ∈ BrX , computing the image of the evaluation map
ev(α) : (
∏
v∈S
X(kv)×
∏
v/∈S
X(Ov))→ Q/Z
is thus reduced to a finite amount of computations.
If the quotient BrX/Brk is finite, only finitely many computations are needed to
decide if the Brauer–Manin set is empty or not.
Cohomology in this paper will mostly be e´tale cohomology. Over a field k with
separable closure k and Galois group g = Gal(k/k), e´tale cohomology is just Galois
cohomology. For a continuous discrete g-module M , we shall denote by Hr(g,M) or
Hr(k,M) the Galois cohomology groups. Given a linear algebraic group H over k,
one has the pointed cohohomogy set H1(k,H). This set classifies (right) principal
homogeneous spaces under H , up to nonunique isomorphism. Over an arbitrary k-
scheme X , one has the pointed cohomology set H1e´t(X,H). This set classifies (right)
principal homogeneous spaces over X under the group H , up to nonunique isomor-
phism. In this relative context, (right) principal homogeneous spaces will be referred
to as torsors.
2. Brauer groups and Brauer pairing for homogeneous spaces
In this whole section, k denotes a field of characteristic zero, k an algebraic closure
of k, and g the Galois group of k over k.
For any k-variety X , let
Br1X = Ker[BrX → BrX ].
Let us first recall some known results.
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Lemma 2.1. One has a natural exact sequence
0→ H1(g, k[Y ]∗)→ PicY → (PicY )g → H2(g, k[Y ]∗)→
Br1 Y → H1(g,PicY )→ H3(g, k[Y ]∗)
and the last map in this sequence is zero if the natural map H3(g, k[Y ]∗)→ H3e´t(Y,Gm)
is injective.
Proof. This is the exact sequence of terms of low degree attached to the spectral
sequence Epq2 = H
p(k,Hqe´t(Y ,Gm)) =⇒ Hne´t(Y,Gm). 
Proposition 2.2. (Sansuc) Let H/k a connected linear algebraic group. Let Hˆ denote
the (geometric) character group of H. This is a finitely generated, Z-free, discrete
Galois module. Let X be a smooth connected k-variety and p : Y → X be a torsor
over X under H. There is a natural exact sequence of abelian groups
0→ k[X ]∗/k∗ → k[Y ]∗/k∗ → Hˆ(k)→ PicX → PicY → PicH → BrX → BrY
(2.1)
In this sequence, the abelian groups k[X ]∗/k∗, k[Y ]∗/k∗ and Hˆ(k) are finitely gener-
ated and free, and the group PicH is finite.
Proof. This is Prop. 6.10 of [31] . 
The map ν(Y )(k) : Hˆ(k) → PicX is the obvious map : given a character χ of
H and the H-torsor Y over X , one produces a Gm-torsor over X by the change of
structural group defined by χ. We let ν(Y ) : Hˆ → PicX be the associated Galois-
equivariant map over k.
Any extension
1→ Gm → H1 → H → 1
of a group H by the torus Gm defines a Gm-torsor over H hence a class in PicH .
The induced map
Extk−gp(H,Gm)→ PicH
is functorial in the group H .
Assume that H is a connected linear algebraic group. Then the extension is auto-
matically central, and the above map is an isomorphism
Extck−gp(H,Gm,k)
≃→ PicH
(see [7], Cor. 5.7). Here Extck−gp(H,Gm) denotes the abelian group of isomorphism
classes of central extensions of k-algebraic groups of H by Gm.
Let H be an algebraic group over k, let X be a k-variety and p : Y → X be a torsor
over X under H . There is an associated class ξ in the cohomology set H1e´t(X,H).
Given any central extension of algebraic groups
1→ Gm → H1 → H → 1
there is a natural exact sequence of pointed sets
H1e´t(X,H1)→ H1e´t(X,H)→ H2e´t(X,Gm) = BrX.
We thus have a natural pairing
H1e´t(X,H)× Extck−gp(H,Gm)→ BrX
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and this pairing is linear on the right hand side, functorial in the k-scheme X and
functorial in the k-groupH . To the torsor Y there is thus associated a homomorphism
of abelian groups
ρtors(Y ) : Ext
c
k−gp(H,Gm)→ BrX.
If H is connected this map induces a homomorphism
δtors(Y ) : PicH → BrX.
Proposition 2.3. Let H be a connected linear algebraic group over k. Let H1, X, Y
be as above. Assume PicY = 0 and Y (k) 6= ∅. Then ρtors(Y ) and δtors(Y ) are
injective.
Proof. If the class of the central extension
1→ Gm → H1 → H → 1
is in the kernel of ρtors(Y ) then the class of Y in H
1
e´t(X,H) is in the kernel of the map
H1e´t(X,H)→ H2e´t(X,Gm) = BrX. There thus exists a torsor Z/X under the k-group
H1 such that the the H-torsor Z ×H1 H/X is H-isomorphic to the H-torsor Y/X .
The projection map Z → Y makes Z into a Gm-torsor over Y . Since PicY = 0, there
exists a k-morphism σ : Y → Z which is a section of the projection p : Z → Y . Fix
y ∈ Y (k). Let z = σ(y) ∈ Z(k) and let x ∈ X(k) be the image of y under Y → X .
Taking fibres over x, we get an H1-torsor Zx over k with the k-point z, an H-torsor
Yx with the k-point y, a projection Zx → Yx compatible with the actions of H1 and
H and a section σx : Yx → Zx sending y to z. The k-homomorphism H1 → H thus
admits a schemetheoretic section τ : H → H1.
At this point we can appeal to the injectivity of Extck−gp(H,Gm,k)
≃→ PicH (see
[7], Cor. 5.7) to conclude. Alternatively, we observe that section τ sends the unit
element of H to the unit element of H1. It is a priori just a k-morphism of varieties.
Because H1 is a central extension of the connected k-group H by a torus, this implies
that τ is a homomorphism of algebraic groups (this is a consequence of Rosenlicht’s
lemma, see [7], proof of Prop. 3.2). Thus the central extension is split. 
Remark 2.4. If we assume X is geometrically integral, hence also Y , or if H is char-
acterfree, one may dispense with the assumption Y (k) 6= ∅.
With notation as in the proposition, Sansuc’s proposition 2.2 yields an exact se-
quence PicY → PicH → BrX . If one could prove that the map PicH → BrX in
that sequence coincides (up to a sign) with the map δtors(Y ), this would give another
proof of Prop. 2.3.
Proposition 2.5. Let G be a connected linear algebraic group over k and let H ⊂ G be
a closed subgroup, not necessarily connected. Let X = G/H. Then there is a natural
exact sequence
Gˆ(k)→ Hˆ(k)→ PicX → PicG.
Proof. See Prop. 3.2 of the paper The Picard group of a G-variety, by H. Knop, H-P.
Kraft and T. Vust in [24], p. 77–87. The proof there is given over an algebraically
closed field. One checks that it extends to the above statement. The map Hˆ(k) →
PicX is the map ν(G)(k) associated to the H-torsor G over X = G/H . 
Proposition 2.6. Let G/k be a semisimple simply connected group. Let Y/k be a
k-variety. Assume there exists an isomorphism of k-varieties G ≃ Y . We have
(i) The natural map k∗ → k[Y ]∗ is an isomorphism.
(ii) PicY = 0.
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(iii) The natural map Br k → Br Y is injective.
(iv) If Y (k) 6= ∅ or if k is a local or global field, the map Br k → BrY is an isomor-
phism.
Proof. First consider the case Y = G semisimple simply connected and k = k. In this
case it is well known that k∗ = k[G]∗ and that PicG = 0. Let us give details for the
slightly less known vanishing of BrG.
One reduces to the case k = C and uses π1G = 0 and π2G = 0 (E´lie Cartan). The
universal coefficient theorem then implies H2top(G,Z/n) = 0 for any positive integer n.
The comparison theorem then implies H2e´t(G,µn) = 0 for all n, hence nBrG = 0 for
all n, hence BrG = 0 since that group is a torsion group.
All statements now follow from the results over k, Lemma 2.1 and the vanishing
of H3(g, k
∗
) for k local or global. 
Let H a (not necessarily connected) linear algebraic group over k. Let M = Hmult
denote the maximal quotient ofH which is a group of multiplicative type. Let Mˆ = Hˆ
denote the (geometric) character group of H . This is a finitely generated discrete g-
module, which we view as a commutative k-group scheme locally of finite type. It
coincides with the (geometric) character group of Hmult. If H is connected, M =
Hmult is a k-torus, which is then denoted Htor, and Hˆ is Z-torsionfree.
Proposition 2.7. Let Y → X be an H-torsor. With notation as above, the diagram
X(k) × BrX → Br k
↓ evY ↑ ρtors(Y ) ||
H1(k,H) × Extck−gp(H,Gm) → Br k
↓ ↑ ||
H1(k,M) × Extck−gp(M,Gm) → Br k
|| ↑ ||
H1(k,M) × Extk−abgp(M,Gm) → Br k
|| ↑ ≃ ||
H1(k,M) × H1(k, Mˆ) → Br k
(2.2)
is commutative.
Proof. Commutativity of the first diagram follows from functoriality. Commutativity
of the second and third diagrams, where Extk−abgp(M,Gm) denotes the group of
isomorphism classes of extensions of M by Gm in the category of abelian k-group
schemes, is also a matter of functoriality. For the last diagram, we refer to §0 of [26]
for the definition of the map H1(k, Mˆ) → Extk−abgp(M,Gm), which actually is an
isomorphism, and for the fact that the diagram is commutative, the bottom pairing
being given by the cup-product (see particularly [26] Prop. 0.14). 
The group Extk−abgp(M,Gm) classifies extensions
1→ Gm → E →M → 1,
where E is a commutative algebraic group over k. The group E is then a k-group of
multiplicative type. Over k any such extension is split.
The injective map Extk−abgp(M,Gm) → Extck−gp(M,Gm) has for its image the
group of central extensions of M by Gm which split over k.
Thus the composite map
H1(k, Mˆ)→ Extk−abgp(M,Gm)→ Extck−gp(M,Gm)→ Extck−gp(H,Gm)
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has its image in the subgroup of extensions split over k, and the composite map
H1(k, Mˆ)→ Extk−abgp(M,Gm)→ Extck−gp(M,Gm)→ Extck−gp(H,Gm)→ BrX
has its image in the subgroup Br1X ⊂ BrX . Since Mˆ ≃ Hˆ this gives rise to a map
θ(Y ) : H1(k, Hˆ)→ Br1X.
Proposition 2.8. Let H be a not necessarily connected linear algebraic group, let
M = Hmult and let Y → X be an H-torsor. Let ν(Y ) : Hˆ → PicX be the associated
homomorphism. The induced map H1(k, Hˆ)→ H1(k,PicX) coincides with the com-
posite of the map θ(Y ) : H1(k, Hˆ) → Br1X with the map Br1X → H1(k,PicX) in
Lemma 2.1.
Proof. To prove this proposition one may replace the H-torsor Y by the M -torsor
Y ×H M . In other words, it is enough to prove the proposition in the case H =
M is a k-group of multiplicative type. The map θ(Y ) here is just the composite
H1(k, Mˆ)
≃→ Extk−abgp(M,Gm) → Br1X , where the middle group is the group of
abelian extensions of M by Gm, and the second map is given by the M -torsor Y/X .
The proof reduces to a compatibility of spectral sequences with cup-products. 
Proposition 2.9. Let H be a connected linear algebraic group over the field k. With
notation as above, the group M = Hmult is a torus. Any algebraic group extension
of H by Gm is central and any algebraic group extension of the k-torus M by Gm is
commutative. There are natural compatible isomorphisms of finite groups
Extk−gp(H,Gm)
≃→ PicH
and
Extk−gp(M,Gm)
≃→ PicM.
Let Y → X be an H-torsor. The diagram in the previous proposition yields a com-
mutative diagram
X(k) × BrX → Br k
↓ evY ↑ δtors(Y ) ||
H1(k,H) × PicH → Br k
↓ ↑ ||
H1(k,M) × Ker[PicH → PicH ] → Br k
|| ↑ ≃ ||
H1(k,M) × H1(k, Mˆ) → Br k
(2.3)
Proof. The first two statements are well known. The two isomorphisms have been
discussed above.
That PicH is a finite group is a well known fact (see [7], Rappel 0.5, Proposition
3.3, Proposition 6.3 and the literature cited there). Part of the right vertical map in
the previous diagram now reads
H1(k, Mˆ) ≃ PicM → PicH.
The statement now follows from Proposition 2.7 provided we show that the map
PicM → PicH induces an isomorphism PicM → Ker[PicH → PicH ]. We have the
exact sequence of connected algebraic groups
1→ H1 → H →M → 1,
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where H1 is smooth connected characterfree algebraic group. Applying Proposition
2.2 to this sequence we get the exact sequences
0→ PicM → PicH → PicH1
and
0→ PicM → PicH → PicH1
which simply reads PicH →֒ PicH1. Moreover Rosenlicht’s lemma and Lemma
2.1 show that the obvious map PicH1 → PicH1 is injective. This is enough to
conclude. 
Proposition 2.10. Let G be a semisimple, simply connected algebraic group over k and
H ⊂ G a connected k-subgroup. Let X = G/H. Projection G→ G/H makes G into
a right H-torsor Y → X. Let Br ∗X ⊂ BrX be the group of elements vanishing at the
point of X(k) which is the image of 1 ∈ G(k). Projection BrX → BrX/Brk induces
an isomorphism Br ∗X → BrX/Brk.
(i) The natural map ν(G) : Hˆ(k)→ PicX is an isomorphism.
(ii) The map δtors(G) : PicH → BrX attached to the torsor G → G/H = X
induces isomorphisms
δ′tors(G) : PicH
≃→ Br ∗X ≃ BrX/Br k.
(iii) Let Xc be a smooth compactification of X. There is an isomorphism between
BrXc and the group of elements of H
1(g, Hˆ) whose restriction to each procyclic sub-
group of g is zero.
Proof. For (i) use either Proposition 2.2 or 2.5.
Let us prove (ii). The map δtors(G) : PicH → BrX sends PicH to Br ∗X ⊂ BrX .
By Proposition 2.3, the map δtors(G) : PicH → BrX is injective. We thus have
an injective homomorphism PicH → Br ∗X . By Proposition 2.6, PicG = 0 and
the natural map Br k → BrG is an isomorphism. Sansuc’s Proposition 2.2 gives
some isomorphism PicH ≃ Br ∗X . Since the group PicH is finite, we conclude that
δtors(G) : PicH → Br ∗X is an isomorphism.
Statement (iii) is a special case of the main Theorem of [11]. 
Remark 2.11. If the connected group H has no characters, then the map PicH →
PicH is injective. As soon as PicH 6= 0, we thus get “transcendental elements” in
the Brauer group of X , i.e. elements of the Brauer group of X whose image in BrX
is nonzero.
Proposition 2.12. Let G be a semisimple, simply connected algebraic group over k and
H ⊂ G be a closed k-subgroup, not necessarily connected. Let X = G/H. Then
(i) The natural map ν(G) : Hˆ(k)→ PicX is an isomorphism.
(ii) The map θ(G) : H1(k, Hˆ) → Br1X induces an isomorphism H1(k, Hˆ) ≃
Br1X/Brk.
Proof. Propositions 2.5 and 2.6 give isomorphisms ν(G)(k) : Hˆ(k)
≃→ PicX , and
ν(G) : Hˆ
≃→ PicX. The first one gives (i), the second one induces an isomorphism
H1(k, Hˆ)
≃→ H1(k,PicX). Proposition 2.6 gives k∗ = k[X ]∗. By Lemma 2.1 this im-
plies Br1X/Br k
≃→ H1(k,PicX). Combining this with Proposition 2.8 we get (ii). 
10 JEAN-LOUIS COLLIOT-THE´LE`NE AND FEI XU
3. The Brauer–Manin obstruction for rational and integral points of
homogeneous spaces with connected stabilizers
Let k be a number field and H/k be a connected linear algebraic group. Since H
is connected, the image of the diagonal map H1(k,H) → ∏vH1(kv, H) lies in the
subset ⊕vH1(kv, H) of elements which are equal to the trivial class 1 ∈ H1(kv, H) for
all but a finite number of places v of k. For each place v, the pairing
H1(kv, H)× PicHkv → Br kv ⊂ Q/Z
from Proposition 2.9 induces a map H1(kv, H)→ Hom(PicH,Q/Z).
The following theorem is essentially due to Kottwitz ([25] 2.5, 2.6; see also [4]).
It extends the Tate–Nakayama theory (case when H is a torus). With the maps as
defined above, a proof of the theorem is given in [7], Thm. 9.4 (handling the real
places is a delicate point, in [7] one refers to an argument of Borovoi).
Theorem 3.1. Let k be a number field and H a connected linear algebraic group over
k. The above maps induce a natural exact sequence of pointed sets
H1(k,H)→ ⊕vH1(kv, H)→ Hom(PicH,Q/Z).
Let G be a connected linear algebraic group over k and H ⊂ G a connected
subgroup. Let X = G/H . Projection G→ G/H makes G into a right torsor over X
under the group H .
We have the following natural commutative diagram
G(k) → G(Ak)
↓ ↓
X(k) → X(Ak) → Hom(BrX/Brk,Q/Z)
↓ ↓ ↓
H1(k,H) → ⊕vH1(kv, H) → Hom(PicH,Q/Z)
↓ ↓
H1(k,G) → ⊕vH1(kv, G).
(3.1)
In this diagram the two left vertical sequences are exact sequences of pointed sets
([37], Chap. I, §5.4, Prop. 36). The map Hom(BrX/Brk,Q/Z)→ Hom(PicH,Q/Z)
is induced by the map δtors(G) : PicH → BrX . The commutativity of this diagram
follows from Proposition 2.9.
A finite set S of places of k will be called big enough for (G,H) if it contains all
the archimedean places, there exists a closed immersion of smooth affine OS-group
schemes with connected fibres H ⊂ G extending the embedding H ⊂ G and the
quotient OS-scheme X = G/H exists and is separated. There always exists such a
finite set S.
Theorem 3.2. Let k be a number field, H ⊂ G connected linear algebraic groups over
k and X = G/H.
(i) With notation as above, the kernel of the map
X(Ak)→ Hom(BrX/Brk,Q/Z)
is included in the kernel of the composite map
X(Ak)→ ⊕vH1(kv, H)→ Hom(PicH,Q/Z).
(ii) If G is semisimple and simply connected, the kernels of these two maps coincide.
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(iii) Let the finite set S of places be big enough for (G,H). A point {Mv}v∈Ωk in∏
v∈S X(kv)×
∏
v/∈S X(Ov) is in the kernel of the composite map
X(Ak)→ ⊕vH1(kv, H)→ Hom(PicH,Q/Z)
if and only if the point {Mv}v∈S is in the kernel of the composite map∏
v∈S
X(kv)→
∏
v∈S
H1(kv, H)→ Hom(PicH,Q/Z).
Proof. Statement (i) follows from diagram (3.1).
If G is semisimple and simply connected, Proposition 2.10 implies that the com-
posite map δ′tors(G) : PicH → BrX → BrX/Brk is an isomorphism. This gives
(ii).
In the situation of (iii) for each v /∈ S the composite map X(Ov) → X(kv) →
H1(kv, H) factorizes as X(Ov) → H1e´t(Ov,H) → H1(kv, H) and H1e´t(Ov,H) = 1 by
Hensel’s lemma together with Lang’s theorem. 
In the case where the group G is semisimple and simply connected, the hypotheses
of the next three theorems are fulfilled. In that case these theorems are due to M.
Borovoi [1] and M. Borovoi and Z. Rudnick [4].
Theorem 3.3. (compare [4], Thm. 3.6) Let G be a connected linear algebraic group
over a number field k and H ⊂ G a connected k-subgroup. Let X = G/H. Assume
X
1(k,G) = 0. If {Mv}v∈Ω ∈ X(Ak) is orthogonal to the image of the (finite) group
PicH in BrX with respect to the Brauer–Manin pairing, then there exist {gv} ∈
G(Ak) and M ∈ X(k) such that for each place v of k
gvM =Mv ∈ X(kv).
Proof. This immediately follows from diagram (3.1). 
Theorem 3.4. Let G be a connected linear algebraic group over a number field k and
H ⊂ G a connected k-subgroup. Let X = G/H. Assume X1(k,G) = 0 and assume
that G satisfies weak approximation.
(a) Let {Mv}v∈Ω ∈ X(Ak) be orthogonal to the image of the (finite) group PicH in
BrX with respect to the Brauer–Manin pairing. Then for each finite set S of places of
k and open sets Uv ⊂ X(kv) with Mv ∈ Uv there exists M ∈ X(k) such that M ∈ Uv
for v ∈ S.
(b) (Borovoi) If G is semisimple and simply connected and H is geometrically
characterfree, then X satisfies weak approximation.
Proof. (a) Let {gv} ∈ G(Ak) and M ∈ X(k) be as in the conclusion of the previous
theorem. If g ∈ G(k) is close enough to each gv for v ∈ S, then gM ∈ X(k) belongs
to each Uv for each v ∈ S.
(b) Since H is geometrically characterfree, Lemma 2.1 and Rosenlicht’s lemma
ensure that the natural map PicH → PicH is injective. This implies that for any
field K containing k the natural map of finite abelian groups PicH → PicHK is
injective. Thus the dual map Hom(PicHK ,Q/Z) → Hom(PicH,Q/Z) is onto. For
any nonarchimedean place w of k the natural map
H1(kw, H)→ Hom(PicHkw ,Q/Z)
is a bijection (Kottwitz, see [7], Thm. 9.1 (ii)). Since G is semisimple and simply
connected and w nonarchimedean, H1(kw , G) = 1 (Kneser) hence the map X(kw)→
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H1(kw , H) is onto. Thus the composite map
X(kw)→ H1(kw, H)→ Hom(PicHkw ,Q/Z)→ Hom(PicH,Q/Z)
is onto. Let S be a finite set of places of k, let {Mv}v∈S ∈
∏
v∈S X(kv) and for each
place v let Uv ⊂ X(kv) be a neighbourhood of Mv. Let ϕ ∈ Hom(PicH,Q/Z) be
the image of {Mv}v∈S under the map
∏
v∈S X(kv) → Hom(PicH,Q/Z). Choose a
nonarchimedean place w /∈ S and a point Mw ∈ X(kw) whose image in the group
Hom(PicHkw ,Q/Z) induces −ϕ ∈ Hom(PicH,Q/Z). At places v not in S ∪ {w}
take Mv ∈ X(kv) to be the image of 1 ∈ G(kv) under the projection map G(kv) →
X(kv). Then the family {Mv}v∈Ωk satisfies the hypothesis in (a), which is enough to
conclude. 
Theorem 3.5. Let G be a connected linear algebraic group over a number field k and
H ⊂ G a connected k-subgroup. Let X = G/H. Let Xc be a smooth compactification
of X. The closure of the image of the diagonal map Xc(k) → Xc(Ak) is exactly the
Brauer–Manin set Xc(Ak)BrXc consisting of elements of Xc(Ak) which are orthogonal
to BrXc.
Proof. After changing both G and H one may assume that the group G is “quasi-
trivial” (see [11], Lemme 1.5). For any such group G, weak approximation holds, and
X
1(k,G) = 0 (see [7], Prop. 9.2). Let {Mv} ∈ Xc(Ak) be orthogonal to BrXc. Since
G is a rational variety, the smooth, projective, geometrically integral variety Xc is
geometrically unirational. This implies that the quotient BrXc/Br k is finite. Any
element of Xc(Ak)BrXc may thus be approximated by an {Mv} ∈ X(Ak) which is
orthogonal to BrXc. Let S be a finite set of places of k. The group PicH is finite, its
image B ⊂ BrX is thus a finite group and we have {Mv} ∈ X(Ak)B∩BrXc . According
to a theorem of Harari ([16], Cor. 2.6.1, see also [10], Thm. 1.4), there exists a family
{Pv} ∈ X(Ak) with Pv = Mv for v ∈ S which is orthogonal to B ⊂ BrX . By
Theorem 3.4 we may find M ∈ X(k) as close as we wish to each Mv for v ∈ S. 
Remark 3.6. Some of the results in [1], [2] and the references quoted therein are not
covered by the previous two theorems. M. Borovoi tells us that in Theorem 3.5 one
may replace BrXc by Br1Xc.
We now discuss integral points of homogeneous spaces. Let Y be a variety over a
number field k. Let S0 be a finite set of places of k (these may be arbitrary places
of k). We let OS0 denote the subring of elements x of k which are v-integral at each
nonarchimedean place v not in S0. One says that Y satisfies strong approximation
with respect to S0 if the diagonal image of Y (k) in the set of S0-ade`les of Y is dense.
The S0-ade`les of Y is the subset of
∏
v/∈S0 Y (kv) consisting of elements which are
integral at almost all places of k. This set is equipped with a natural restricted
topology. The definition does not depend on the choice of an integral model for Y .
For a discussion of various properties of strong approximation, see [29], §7.1. If G/k
is a connected linear algebraic group, G satisfies strong approximation with respect
to S0 if and only if G(k).(
∏
v∈S0 G(kv)) is dense in the group of all ade`les G(Ak).
On first reading the statement of the following theorem, the reader is invited to
take S to be just the set of archimedean places.
Theorem 3.7. Let k be a number field, O its ring of integers, S a finite set of places
of k containing all archimedean places, OS the ring of S-integers. Let G/k be a
semisimple, simply connected group. Let H ⊂ G be a connected subgroup. Let X be a
separated OS-scheme of finite type such that X = X×OS k is k-isomorphic to G/H.
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(a) For a point {Mv} ∈
∏
v∈S X(kv)×
∏
v/∈S X(Ov) ⊂ X(Ak) the following condi-
tions are equivalent:
(i) it is in the kernel of the map X(Ak)→ Hom(BrX,Q/Z);
(ii) it is in the kernel of the composite map
X(Ak)→ ⊕vH1(kv, H)→ Hom(PicH,Q/Z).
Let S1 with S ⊂ S1 be big enough for (G,H) and X, more precisely assume that
there exists a semisimple OS1-group scheme G extending G/k, a smooth, fibrewise
connected, OS1-subgroup scheme H ⊂ G over OS1 extending H and an OS1- iso-
morphism X ×OS OS1 ≃ G/H extending X ≃ G/H. Then the above conditions are
equivalent to :
(iii) the point {Mv}v∈S1 is in the kernel of the composite map∏
v∈S1
X(kv)→
∏
v∈S1
H1(kv, H)→ Hom(PicH,Q/Z).
(b) Let S0 be a finite set of places of k such that for each almost simple k-factor
G′ of G there exists a place v ∈ S0 such that G′(kv) is not compact. Let S2 be a finite
set of places of k. If {Mv} ∈
∏
v∈S X(kv) ×
∏
v/∈S X(Ov) ⊂ X(Ak) satisfies one of
the three conditions above, then there exists M ∈ X(OS0∪S) arbitrarily close to each
Mv for v ∈ S2 \ S0. In particular, we then have X(OS∪S0) 6= ∅.
Proof. The assumption on G ensures that X1(k,G) = 0 and that G satisfies strong
approximation with respect to S0 (Kneser [23] ; Platonov-Rapinchuk [29], chap. 7.4,
Teor. 12, russian edition, p. 466 ; english edition, §7.4, Thm. 7.12 p. 427).
Statement (a) then follows from Theorem 3.2.
Let us prove (b). We may assume that S2 contains S1. According to Theorem
3.3, whose hypotheses are fulfilled, there exist N ∈ X(k) and a family {gv} ∈ G(Ak)
such that gv.N = Mv for each place v. By strong approximation with respect to S0,
there exist g ∈ G(k) such that g is very close to gv for v ∈ S2 \ S0 and g ∈ G(Ov) for
v /∈ S2 ∪ S0. Now the point M = gN ∈ X(k) belongs to X(Ov) for v /∈ S2 ∪ S0 and
it is very close to Mv ∈ X(kv) for v ∈ S2 \ S0. Hence it it also belongs to X(Ov) for
v /∈ S ∪ S0 (the set X(Ov) is open in X(kv)). We thus have found M ∈ X(OS∪S0)
very close to each Mv for v ∈ S2 \ S0. 
The existence of an {Mv} ∈
∏
v∈S X(kv) ×
∏
v/∈S X(Ov) satisfying hypothesis (i)
or (ii) is reduced to the existence of an {Mv} ∈
∏
v∈S1 X(kv) as in hypothesis (iii).
This can be checked by a finite amount of computations. These computations involve
the pairings H1(kv, H)× PicH → Q/Z.
If one uses the Brauer pairing, one can also check hypothesis (i) by means of a
finite amount of computation. For any α ∈ BrX there exists a finite set Sα of places
of k such that α vanishes on X(Ov) for any v /∈ Sα. Let T be the union of S and the
Sα’s for a finite set E of α’s spanning the finite group BrX/Brk. To decide if there
exists {Mv} as in hypothesis (i) one only has to see whether there exists an element
{Mv} ∈
∏
v∈S X(kv)×
∏
v∈T\S X(Ov) which is orthogonal to each α in the finite set
E, the sum in the Brauer–Manin pairing being taken only over the places in T .
Remark 3.8. In view of Remark 2.11, the Brauer-Manin obstruction involved in this
section may involve transcendental elements in the Brauer group of the homogeneous
spaces X = G/H under consideration.
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4. The Brauer–Manin obstruction for rational and integral points of
homogeneous spaces with finite, commutative stabilizers
Let k be a number field and µ/k be a finite commutative k-group scheme. The
image of the diagonal map H1(k, µ) → ∏vH1(kv, µ) lies in the restricted direct
product
∏′
v H
1(kv, µ). For each place v, we have the cup-product pairing
H1(kv, µ)×H1(kv, µˆ)→ Br kv ⊂ Q/Z.
Theorem 4.1. (Poitou, Tate) The above pairings induce a natural exact sequence of
commutative groups
H1(k, µ)→
′∏
v
H1(kv, µ)→ Hom(H1(k, µˆ),Q/Z). (4.1)
Let S be a finite set of places of k containing all the archimedean places, such that
the finite e´tale k-group scheme µ extends to a finite e´tale group scheme over OS of
order invertible in OS, so that µˆ also extends to a finite e´tale group scheme over OS .
Then there is an exact sequence of finite abelian groups
H1e´t(OS , µ)→
∏
v∈S
H1(kv, µ)→ Hom(H1e´t(OS , µˆ),Q/Z). (4.2)
See Milne’s book [26], Chapter I, §4, Thm. 4.10 p. 70 (for both sequences) and
Chapter II, §4, Prop. 4.13 (c) p. 239 (for the second sequence).
Let G be a connected linear algebraic group over k and µ ⊂ G a finite commutative
k-subgroup, not necessarily normal in G. Let X = G/µ.
We have the following natural commutative diagram
G(k) → G(Ak)
↓ ↓
X(k) → X(Ak) → Hom(Br1X/Brk,Q/Z)
↓ ↓ ↓
H1(k, µ) → ∏′vH1(kv, µ) → Hom(H1(k, µˆ),Q/Z)
↓ ↓
H1(k,G) → ∏′v H1(kv, G)
(4.3)
In this diagram the two left vertical sequences are exact sequences of pointed sets
([37], Chap. I, §5.4, Prop. 36). The map
Hom(Br1X/Brk,Q/Z)→ Hom(H1(k, µˆ),Q/Z)
is induced by the map θ(G) : H1(k, µˆ) → Br1X ⊂ BrX associated to the µ-torsor
G → G/µ = X , as defined in Proposition 2.7 and the comments following that
proposition. The commutativity of the right hand side square follows from Proposition
2.7.
Let S be a finite set of places of k which contains all the archimedean places, and is
large enough so that all the following properties hold: there exists a a smooth, linear
OS-group G with connected fibres, the group µ comes from a finite, e´tale OS-group
scheme µ ⊂ G, the group µˆ comes from a finite, e´tale OS-group scheme µˆ, the k-
variety X comes from a smooth OS-scheme X and there is a finite e´tale map G→ X
extending G → X = G/µ and making G into a µ-torsor over X. In the balance of
this section, we shall simply say that such an S is “big enough for (G,µ)”.
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One then has a commutative diagram
G(OS) →
∏
v∈S G(kv)
↓ ↓
X(OS) →
∏
v∈S X(kv) → Hom(Br1X,Q/Z)
↓ ↓ ↓
H1e´t(OS , µ) →
∏
v∈S H
1(kv, µ) → Hom(H1e´t(OS , µˆ),Q/Z)
↓ ↓
H1e´t(OS ,G) →
∏
v∈S H
1(kv, G)
(4.4)
The map Hom(Br1X,Q/Z) → Hom(H1e´t(OS , µˆ),Q/Z) is induced by the composite
map H1e´t(OS , µˆ) → H1(k, µˆ) → Br1X . By Theorem 4.1, the sequence on the third
line, which is a sequence of finite abelian groups, is exact. The middle and left vertical
maps are exact sequences of pointed sets.
Theorem 4.2. (i) With notation as above, the kernel of the map
X(Ak)→ Hom(Br1X/Brk,Q/Z)
is included in the kernel of the composite map
X(Ak)→
′∏
v
H1(kv, µ)→ Hom(H1(k, µˆ),Q/Z).
(ii) If G is simply connected the kernels of these two maps coincide.
(iii) Let the finite set S of places be big enough for (G,µ). If the point
{Mv} ∈
∏
v∈S X(kv)×
∏
v/∈S X(Ov) is in the kernel of the composite map
X(Ak)→
′∏
v
H1(kv, µ)→ Hom(H1(k, µˆ),Q/Z)
then its projection {Mv}v∈S is in the kernel of the composite map∏
v∈S
X(kv)→
∏
v∈S
H1(kv, µ)→ Hom(H1e´t(OS , µˆ),Q/Z).
Proof. Statement (i) follows from diagram (4.3). If G is simply connected then by
Proposition 2.12 the composite map H1(k, µˆ) → Br1X → Br1X/Brk is an isomor-
phism. This proves (ii). For v /∈ S, the image of the composite map
X(Ov)→ X(kv)→ H1(kv, µ)
lies in H1e´t(Ov, µ). Since the the cup-product H
1
e´t(Ov, µ) × H1e´t(Ov, µˆ) → Br kv van-
ishes, this proves (iii). 
Proceeding as in the previous section we get the first statement in each of the
following results. Here the (generally infinite) group H1(k, µˆ) plays the roˆle of the
(finite) group PicH . The second statement in each of the following results has the
advantage of involving only finitely many computations.
Theorem 4.3. Let G/k be a connected linear algebraic group over a number field k.
Let µ ⊂ G be a finite, commutative k-subgroup. Assume X1(k,G) = 0.
(a) If {Mv} ∈ X(Ak) is orthogonal to the image of the group H1(k, µˆ) in BrX with
respect to the Brauer–Manin pairing, then there exist {gv} ∈ G(Ak) and M ∈ X(k)
such that for each place v of k
gvM =Mv ∈ X(kv).
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(b) Let S be big enough for (G,µ). If {Mv} ∈
∏
v∈S X(kv) is orthogonal to the
image of the composite map H1e´t(OS , µˆ) → H1(k, µˆ) → BrX with respect to the
Brauer–Manin pairing (where the pairing is restricted to the places in S), then there
exist {gv} ∈
∏
v∈S G(kv) and M ∈ X(k) such that for each place v ∈ S
gvM =Mv ∈ X(kv).
Proof. (a) Same as the proof of Theorem 3.3, using diagram (4.3).
(b) Chasing through the diagram (4.4) one first produces a class ξ in H1e´t(OS , µ)
whose image in H1e´t(OS ,G) has trivial image in each H
1(kv, G) for v ∈ S. For v /∈ S,
the image of an element of H1e´t(OS ,G) in H
1(kv, G) is trivial by Lang’s theorem and
Hensel’s lemma. Thus the image of ξ in H1(k,G) has trivial image in each H1(kv, G),
hence is trivial in H1(k,G). This implies that the image of ξ in H1(k, µ) lies in the
image of X(k) and one concludes the argument just as before. 
Theorem 4.4. Let G/k be a connected linear algebraic group over a number field k.
Let µ ⊂ G be a finite, commutative k-subgroup. Assume X1(k,G) = 0 and assume
that G satisfies weak approximation.
(a) Let {Mv} ∈ X(Ak) be orthogonal to the image of the group H1(k, µˆ) in BrX
with respect to the Brauer–Manin pairing. Then for each finite set S of places of k
and open sets Uv ⊂ X(kv) with Mv ∈ Uv there exists M ∈ X(k) such that M ∈ Uv
for v ∈ S.
(b) Let S be big enough for (G,µ). If {Mv} ∈
∏
v∈S X(kv) is orthogonal to the
image of the composite map H1e´t(OS , µˆ) → H1(k, µˆ) → BrX with respect to the
Brauer–Manin pairing (where the pairing is restricted to the places in S), then for
each family of open sets Uv ⊂ X(kv) with Mv ∈ Uv for v ∈ S there exists M ∈ X(k)
such that M ∈ Uv for v ∈ S.
Proof. This immediately follows from the previous theorem. 
On first reading the statement of the following theorem, the reader is invited to
take S to be just the set of archimedean places.
Theorem 4.5. Let k be a number field, O its ring of integers, S a finite set of places
of k containing all archimedean places, OS the ring of S-integers. Let G/k be a
semisimple, simply connected group. Let µ ⊂ G be a finite, commutative k-subgroup.
Let X be a separated OS-scheme of finite type such that X = X×OS k is k-isomorphic
to G/µ.
(a) For a point {Mv} ∈
∏
v∈S X(kv)×
∏
v/∈S X(Ov) ⊂ X(Ak) the following condi-
tions are equivalent :
(i) it is in the kernel of the map X(Ak)→ Hom(Br1X,Q/Z);
(ii) it is in the kernel of the composite map
X(Ak)→
′∏
H1(kv, µ)→ Hom(H1(k, µˆ),Q/Z).
Let S1 with S ⊂ S1 be big enough for (G,µ) and X, more precisely assume that S1
contains S and there exists a semisimple OS1-group scheme G extending G/k, a finite,
commutative e´tale subgroup scheme µ ⊂ G over OS1 extending µ and an isomorphism
of OS1-schemes X ×OS OS1 ≃ G/µ extending X ≃ G/µ. Then the above condtions
imply :
(iii) the point {Mv}v∈S1 is in the kernel of the composite map∏
v∈S1
X(kv)→
∏
v∈S1
H1(kv, µ)→ Hom(H1e´t(OS1 , µˆ),Q/Z).
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(b) Let S0 be a finite set of places of k such that for each almost simple k-factor
G′ of G there exists a place v ∈ S0 such that G′(kv) is not compact. Let S2 be a finite
set of places of k. If {Mv} ∈
∏
v∈S X(kv)×
∏
v/∈S X(Ov) satisfies condition (i) or (ii)
above, then there exists M ∈ X(OS0∪S) arbitrarily close to each Mv for v ∈ S2 \ S0.
In particular X(OS∪S0) 6= ∅.
(c) If the finite set S1 of places is as above and contains S0 and if {Mv} ∈∏
v∈S X(kv) ×
∏
v/∈S X(Ov) satisfies condition (iii) above then there exists M ∈
X(OS∪S0) arbitrarily close to each Mv for v ∈ S1 \ S0. In particular X(OS∪S0) 6= ∅.
Proof. (a) This is just a special case of Theorem 4.2.
(b) We may assume that S2 contains S1. By Theorem 4.3 there exists N ∈ X(k)
and a family {gv} ∈ G(Ak) such that for each place v of k we have gvN = Mv ∈
X(kv). By the strong approximation theorem for G with respect to S0, there exists
g ∈ G(OS2∪S0) such that g is very close to gv ∈ G(kv) for v ∈ S2 \ S0. We may thus
arrange that the point M = gN is very close to Mv for v ∈ S2 \ S0, and in particular
lies in X(Ov) for each v ∈ S2 \ (S ∪ S0). It also lies in X(Ov) for v /∈ S2 ∪ S0. Hence
it lies in X(OS∪S0).
(c) The proof here is more delicate than the proof of the statement (b) in Theorem
3.7. Let {Mv} ∈
∏
v∈S1 X(kv) satisfy condition (iii). By a theorem of Nisnevich [27],
the kernel of the map
H1e´t(OS1 ,G)→ H1(k,G)
is H1Zar(OS1 ,G). Under our assumptions on G, we have X
1(k,G) = 0 and the group
G satisfies strong approximation with respect to S1: the set G(k).(
∏
v∈S1 G(kv)) is
dense in G(Ak). By a theorem of Harder ([17], Korollar 2.3.2 p. 179) this implies
H1Zar(OS1 ,G) = 0.
For v /∈ S1, we have H1e´t(Ov,G) = 0 (Hensel’s lemma and Lang’s theorem). Thus
the kernel of the map H1e´t(OS1 ,G) →
∏
v∈S1 H
1(kv, G) is the same as the kernel
of the map H1e´t(OS1 ,G) →
∏
vH
1(kv, G) and under our assumptions, by the above
argument, that kernel is trivial (note in passing that the only places where H1(kv, G)
may not be trivial are the real places of k). Chasing through diagram (4.4) with S
replaced by S1 one finds that there exist a point N ∈ X(OS1) and a family {gv} in∏
v∈S1 G(kv) such that gv.N = Mv for each v ∈ S1. By strong approximation with
respect to S0 there exists g ∈ G(OS1) ⊂ G(k) such that g is very close to gv ∈ G(kv)
for v ∈ S1 \ S0 and g ∈ G(Ov) for v /∈ S1. Now the point M = gN ∈ X(k) belongs
to X(Ov) for v /∈ S1 and it is very close to Mv ∈ X(kv) for v ∈ S1 \ S0, hence lies in
X(Ov) for v /∈ S ∪ S0. 
Remark 4.6. Under the assumption on G made in (c), the proof of the above theorem
shows – in a very indirect fashion – that the existence of a point {Mv}v∈Ωk as in (i)
or (ii) is equivalent to the existence of a point {Mv}v∈S1 as in (iii).
The group H1(k, µˆ) is in general infinite, hence the conditions appearing in (i)
and (ii) do not lead to a finite decision process for the existence of S-integral points.
However for any finite set S ⊂ Ωk such that µ and its dual are finite e´tale over OS ,
the group H1e´t(OS , µˆ) is a finite group: this is a consequence of Dirichlet’s theorem
on units and of the finiteness of the class number of number fields. Thus for S = S1
as in (c), only finitely many computations are required to decide whether there exists
a family {Mv}v∈S1 as in (iii), hence ultimately to decide if there exists an S-integral
point on X, which additionally may be chosen arbitrarily close to each Mv ∈ X(kv)
for v ∈ S \ S0.
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5. Representation of a quadratic form by a quadratic form over a
field
5.1. Let k be a field of characteristic different from 2. Let n ≤ m be natural integers.
A classical problem asks for the representation of a nondegenerate quadratic form g
over k, of rank n ≥ 1, by a nondegenerate quadratic form f of rank m ≥ 2, over k, i.e.
one looks for linear forms l1, . . . , lm with coefficients in k in the variables x1, . . . , xn,
such that
g(x1, . . . , xn) = f(l1(x1, . . . , xn), . . . , lm(x1, . . . , xn)).
This equation in the coefficients of the forms li defines an affine k-variety X .
In an equivalent fashion, X is the variety of linear maps of W = kn into V = km
such that the quadratic form f on V induces the quadratic form g on W . The linear
map is then necessarily an embedding.
Let Bf (v1, v2) be the symmetric bilinear form on V such that Bf (v, v) = f(v) for
v ∈ V . Thus Bf (v1, v2) = (1/2)(f(v1 + v2) − f(v1) − f(v2)). In concrete terms, a
k-point of X is given by a set of n vectors v1, . . . , vn ∈ V = km, such that the bilinear
form Bf satisfies: the matrix
Bf (vi, vj)i=1,...,n;j=1,...,n
is the matrix of the bilinear form on W = kn attached to g.
The k-variety X has a k-point if and only if there exists a nondegenerate quadratic
form h over k in m− n variables and an isomorphism of quadratic forms f ≃ g ⊥ h
over k. The quadratic form h is then well defined up to (nonunique) isomorphism
(Witt’s cancellation theorem).
By another of Witt’s theorems ([28], Thm. 42:17 p. 98), over any field K contain-
ing k the set X(K) is empty or a homogeneous space of O(f)(K), and the stabilizer
of a point of X(K) is isomorphic to the group O(hK)(K), where hK is a nondegen-
erate quadratic form over K such that fK ≃ gK ⊥ hK . Thus the k-variety X is a
homogeneous space of the k-group O(f). If X(k) 6= ∅ the stabilizer of a k-point of X ,
up to nonunique isomorphism, does not depend on the k-point, it is k-isomorphic to
the k-group O(h) for a quadratic form h over k as above.
For n < m, the group SO(f)(k) acts transitively on X(k). If X(k) 6= ∅, the
stabilizer of of a k-point of X , up to nonunique isomorphism, does not depend on the
k-point, it is k-isomorphic to the k-group SO(h) for a quadratic form h as above. For
n = m− 1, the k-variety X is a principal homogeneous space of SO(f).
For n = m, the k-variety X is a principal homogeneous space of O(f). If it has a
k-point, it breaks up into two connected components X ′ and X ′′, each of which is a
principal homogeneous space of SO(f).
Let us fix a k-point of X , that is an embedding λ : (W, g) →֒ (V, f) of quadratic
spaces as above. If n = m, the k-point determines a connected component of X ,
say X ′. Such a k-point M ∈ X(k) defines a k-morphism SO(f) → X which sends
σ ∈ SO(f) to σ ◦ λ. For n = m this factorizes through a k-morphism SO(f) →
X ′. By Witt’s results, for n < m over any field K containing k, the induced map
SO(f)(K) → X(K) is onto. For n = m − 1 it is a bijection. For n = m the map
SO(f)(K)→ X ′(K) is a bijection.
In this paper we restrict attention to m ≥ 3, which we henceforth assume. We
then have the exact sequence
1→ µ2 → Spin(f)→ SO(f)→ 1. (5.1)
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Let G = Spin(f). Assume char(k) = 0. Proposition 2.6 gives k∗ = k[G]∗, PicG = 0
and Br k = BrG .
We thus have k∗ = k[SO(f)]∗ and k
∗
= k[SO(f)]∗. Proposition 2.5 gives natural
isomorphisms
ν(Spin(f))(h) : Z/2
≃→ PicSO(f) ν(Spin(f)) : Z/2 ≃→ PicSO(f)×k k.
This induces an isomorphism k∗/k∗2 = H1(k,Z/2) ≃→ H1(k,PicSO(f)×kk) which
combined with the inverse of the isomorphism Br1X/Brk
≃→ H1(k,PicSO(f) ×k k)
yields an isomorphism
k∗/k∗2 ≃ Br1X/Brk.
This isomorphism is the one provided by Proposition 2.12.
Given a k-isogeny 1 → µ → G → G′ → 1 with G semisimple simply connected,
Proposition 2.6 and the Hochschild-Serre spectral sequence
Epq2 = H
p(µˆ(k), Hq(G,Gm)) =⇒ Hn(G′,Gm)
yield an isomorphism H2(µˆ(k), k
∗
) ≃ BrG′. If the group µˆ(k) is cyclic, as is the case
here, this implies BrG
′
= 0. Thus
Br1 SO(f) = BrSO(f).
5.2. Applying Galois cohomology to sequence (5.1) and using Kummer’s isomor-
phism we get a homomorphism of groups, the spinor norm map
θ : SO(f)(k)→ k∗/k∗2.
There are various ways to compute this map. One is well known: any element σ ∈
SO(V )(k) is a product of of reflections with respect to an even number of anisotropic
vectors v1, . . . , vn. The product
∏
i f(vi) ∈ k is nonzero, its class in k∗/k∗2 is equal
to θ(σ).
The following result, due to Zassenhaus, is quoted in [28], p. 137. We thank P. Gille
for help with the proof.
Proposition 5.1. For τ ∈ SO(V )(k) ⊂ GL(V )(k) such that det(1 + τ) 6= 0, we have
θ(τ) = det((1 + τ)/2) ∈ k∗/k∗2.
Proof. Let σ : End(V ) → End(V ) denote the adjoint involution attached to the
quadratic form f (if one fixes a basis V = km and A is the matrix of f in this basis,
then for M ∈Mm(k) we have σ(M) = A−1.tM.A).
We have the following inclusions of k-varieties
U ⊂ SO(f) ⊂ O(f) ⊂ GL(V ) ⊂ End(V ),
where O(f) = {a ∈ End(V ), σ(a).a = 1}, and U = {a ∈ O(f), (1 + a) ∈ GL(V )}.
The open set U ⊂ O(f) is contained in the irreducible open set SO(f) ⊂ O(f).
We also have the following inclusions of k-varieties
W ⊂ Alt(f) ⊂ End(V )
where Alt(f) = {b ∈ End(V ), σ(b) + b = 0} and
W = {b ∈ End(V ), σ(b) + b = 0, 1 + b ∈ GL(V )}.
The k-varietyAlt(f), which is the Lie algebra of SO(f), is an affine spaceAm(m−1)/2.
One checks that the polynomial function det(1+b) on End(V ) induces a nonzero (ge-
ometrically) irreducible function hW on Alt(f) ≃ Am(m−1)/2. Thus the open set
W ⊂ Alt(f) satisfies Pic (W ) = 0 and k[W ]∗ = k∗.hZW .
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The maps b 7→ (1 − b)(1 + b)−1, resp. a 7→ (1 + a)−1(1 − a), define k-morphisms
W → U , resp. U →W , which are inverse of each other (this is the well known Cayley
parametrization of the orthogonal group). On U ⊂ SO(f), the invertible function hU
which is the inverse image of hW sends τ ∈ U ⊂ SO(f) to det(2(1 + τ)−1). We have
Pic (U) = 0 and k[U ]∗ = k∗.hZU . From the Kummer sequence in e´tale cohomology we
have k[U ]∗/k[U ]∗2 ≃ H1e´t(U, µ2). Thus any e´tale µ2-cover of U is given by an equation
c.hrU = z
2, with c ∈ k∗ and r = 0 or 1. If the total space of the cover is geometrically
irreducible, then r = 1. The restriction of the e´tale µ2-cover Spin(f)→ SO(f) on U
is thus given by an equation c.hU = z
2. The point τ = 1 belongs to U and hU (1) = 1.
There exists a k-point in Spin(f) above τ = 1 ∈ SO(f). Thus the restriction of
c.hU = z
2 on τ = 1, which is simply c = z2, has a k-point. Hence c is a square in k.
The spinor map θ : SO(f)(k) → k∗/k∗2 thus restricts to the map U(k) → k∗/k∗2
induced by τ 7→ det(2(1 + τ)−1). 
5.3. If m − n ≥ 3, the geometric stabilizers of the Spin(f) action on X are of the
shape Spin(h) for h a quadratic form over k of rank m− n ≥ 3. Assume X(k) 6= ∅.
The stabilizer H ⊂ G = Spin(f) of this k-point is then isomorphic to a k-group
H = Spin(h) for h a quadratic form over k of rank m− n ≥ 3. Assume char(k) = 0.
Then Hˆ = 0, PicH = 0 and Br k = BrH (Proposition 2.6). From Proposition 2.2 we
conclude
k∗ = k[X ]∗, PicX = 0, Br k = BrX.
5.4. Ifm−n = 1, the stabilizers of the SO(f)-action onX are trivial, X is a principal
homogeneous space of SO(f), the geometric stabilizers of the Spin(f) action on X
are of the shape µ2. Assume X has a k-point, and fix such a k-point. This determines
an isomorphism of k-varieties φ : SO(f)
≃→ X sending 1 to the given k-point. The
composite map Spin(f)→ SO(f) → X makes Spin(f) into a µ2-torsor over X . As
explained in subsection 5.1 we then get
k∗ = k[X ]∗, Z/2 = PicX
and
k∗/k∗2 = H1(k,Z/2) ≃ Br1X/Brk = BrX/Brk.
Let ξ ∈ H1e´t(X,µ2) be the class of the µ2-torsor Spin(f)→ X . There is an associated
map ψ : X(k) → H1(k, µ2) = k∗/k∗2. The composite map SO(f)(k) → X(k) →
k∗/k∗2 is the spinor map θ : SO(f)(k)→ k∗/k∗2.
For any α ∈ k∗/k∗2 = H1(k,Z/2) we have the cup-product ξ ∪ α ∈ H2e´t(X,µ2)
and we may consider the image Aα ∈ 2BrX of this element in the 2-torsion subgroup
of BrX under the natural map induced by µ2 → Gm. Using Proposition 2.7 and
Proposition 2.8, one sees that the map α 7→ Aα induces the isomorphism k∗/k∗2 ≃
BrX/Brk described above, and that for any k-point N ∈ SO(f)(k) = X(k), and
any α ∈ k∗/k∗2, the evaluation of Aα at φ(N) ∈ X(k) is the class of the quaternion
algebra (ψ(φ(N)), α) = (θ(N), α) ∈ Br k.
5.5. Ifm = n and X(k) 6= ∅, then subsection 5.4 applies to each of the two connected
components X ′ and X ′′ of X .
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5.6. If m − n = 2, the geometric stabilizers, be they for the SO(f) action or the
Spin(f)-action on X , are 1-dimensional tori. Assume X has a k-point M . This fixes
a morphism φ : SO(f) → X . This also corresponds to a decomposition f ≃ g ⊥ h
for some 2-dimensional quadratic form h over k. The stabilizer of the k-point M
for the SO(f)-action is the k-torus T1 = R
1
K/kGm, where K = k[t]/(t
2 − d) and
disc(f) = − disc(g).d. If d is a square in k then T1 ≃ Gm,k. The stabilizer of the
k-point M for the Spin(f)-action is a k-torus T which fits into an exact sequence
1→ µ2 → T → T1 → 1.
This implies that the k-torus T1 is k-isomorphic to the k-torus T . For clarity, we
keep the index 1 for the torus T1. Thus from the k-point M ∈ X(k) one builds a
commutative diagram
1 −−−−→ µ2 −−−−→ T −−−−→ T1 −−−−→ 1∥∥∥ y y
1 −−−−→ µ2 −−−−→ Spin(f) −−−−→ SO(f) −−−−→ 1y y
X X,
where the bottom vertical maps define torsors and the horizontal sequences are exact
sequences of algebraic groups over k.
By Proposition 2.6, we have k∗ = k[Spin(f)]∗, PicSpin(f) = 0, Br k = BrSpin(f)
and the analogous statements over k.
This immediately implies k∗ = k[X ]∗ and k
∗
= k[X ]∗.
Applying Proposition 2.2 or Proposition 2.5 to the T -torsor Spin(f)→ X , we get
isomorphisms
ν(Spin(f))(k) : Tˆ (k)
≃→ PicX ν(Spin(f)) : Tˆ ≃→ PicX.
The latter map induces an isomorphism H1(k, Tˆ )
≃→ H1(k,PicX). If we compose
this isomorphism with the inverse of the isomorphism Br1X/Br k
≃→ H1(k,PicX)
coming from Lemma 2.1, we get an isomorphism H1(k, Tˆ )
≃→ Br1X/Brk which is the
one in Proposition 2.12, i.e. is induced by θ(Spin(f)) : H1(k, Tˆ )→ Br1X .
Since T is a torus, it is a connected group and PicT = 0. Proposition 2.9, shows
that the map θ(Spin(f)) : H1(k, Tˆ )→ Br1X factorizes as
H1(k, Tˆ )
≃→ PicT → Br1X.
If d is a square, we get
Z ≃ PicX, BrX/Brk = 0.
If d is not a square in k, then
PicX = 0, Z/2 ≃ Br1X/Brk ≃ BrX/Brk.
Indeed, in the first case, Tˆ = Z with the trivial Galois action, thus PicT ≃
H1(k, Tˆ ) = 0. In the second case, Tˆ = Z[G]/Z(1 + σ) where G = Gal(K/k) =
{1, σ} = Z/2, hence PicT ≃ H1(k, Tˆ ) = H1(G, Tˆ ) = Z/2.
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Taking Galois cohomology one gets the commutative diagram
θ : SO(f)(k) −−−−→ k∗/k∗2
φk
y y
ψ : X(k) −−−−→ H1(k, T ) = k∗/NK/kK∗y y
Hom(BrX,Br k) −−−−→ Hom(H1(k, Tˆ ),Br k),
where the bottom right hand side vertical map is given by cup-product and the bottom
horizontal map is induced by
θ(Spin(f)) : H1(k, Tˆ )
≃→ PicT → Br1X ⊂ BrX.
Let us check that this diagram is commutative. Given a point in a ∈ SO(f)(k),
one lifts it to b ∈ Spin(f)(ks), where ks is a separable closure of k. The 1-cocycle
σ 7→ σb.b−1 ∈ µ2 defines a class in H1(k, µ2) = k∗/k∗2 which is exactly θ(a), i.e. the
image of the spinor map. On the other hand the image c ∈ X(ks) of b under the
map Spin(f)(ks) → X(ks) is precisely the same as the image of a under the map
SO(f)(k) → X(k). Thus the image of c in H1(k, T ) under ψ is given by the class
of the cocycle σb.b−1 viewed in T (ks) rather than in µ2 ⊂ T (ks). That is, the top
diagram is commutative. The commutativity of the bottom square is a special case
of Proposition 2.7.
The natural map ψ : X(k)→ k∗/NK∗ associated to the torsor Spin(f)→ X under
the k-torus T can thus be defined in a more concrete fashion. By Witt’s theorem a
point in X(k) may be lifted to some element σ in SO(f)(k). One may then send
this element σ to k∗/k∗2 = H1(k, µ2) using the middle horizontal exact sequence.
That is, one sends σ to its spinor norm θ(σ) ∈ k∗/k∗2. The top horizontal sequence
defines a map H1(k, µ2)→ H1(k, T ), which may be identified with the obvious map
k∗/k∗2 → k∗/NK∗. Using this map, one gets an element in H1(k, T ) which one
immediately checks does not depend on the choice of the lift σ in SO(k).
Let us assume that d is not a square in k. The torsor Spin(f)→ X is associated
to the choice of a k-point M of X . The above discussion yields a map Z/2 = PicT →
BrX . The image of 1 ∈ Z/2 is the class of an element α ∈ BrX which is trivial atM ,
vanishes when pulled back to Spin(f) and also vanishes when pulled back to BrXK .
There thus exists a rational function ρ ∈ k(X)∗ whose divisor on X is the norm of a
divisor on XK and such that the image of α under the embedding BrX →֒ Br k(X) is
the class of the quaternion algebra (K/k, ρ). Let U be the complement of the divisor
of ρ. On the subset U(k) ⊂ X(k) the map X(k) → Br k defined by α is induced by
the evaluation of the function ρ, which yields a map U(k)→ k∗/NK/kK∗ ⊂ Br k. In
order to implement the results of the previous section it is thus useful to compute
such a function ρ. Here is a general way to do it. Let F = k(X) be the function field
of X . By Witt’s theorem the map SO(f)(F ) → X(F ) is onto. One may thus lift
the generic point of X to an F -point ξ ∈ SO(f)(F ), which one may write as an even
product of reflections τvi with respect to anisotropic vectors vi with F -coordinates.
One computes the image of ξ ∈ SO(f)(F ) inH1(F, µ2) = F ∗/F ∗2 under the boundary
map, that is one computes the spinor norm of ξ. The image of ξ is thus the class of
the product
∏
i f(vi) ∈ F ∗. This product yields a desired function ρ.
For later use, it will be useful to give complete recipes for the computation of the
map X(k)→ k∗/NK∗.
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5.7. We start with the general case m = n + 2. We fix a k-point M ∈ X(k).
As recalled above, this is equivalent to giving n vectors v1, . . . , vn ∈ V = km such
that the matrix {Bf(vi, vj)}i=1,...,n;j=1,...,n gives the coefficients of the quadratic form
g(x1, . . . , xn) on W = k
n. We may and shall assume f(v1) 6= 0. Let us henceforth
write B(x, y) = Bf (x, y).
Let now P be an arbitrary k-point of X , given by a linear map from W = kn to
V = km compatible with the bilinear forms. Let w1, . . . , wn ∈ km be the image of the
standard basis ofW . There exists σ ∈ SO(f)(k) such that σ(M) = P , i.e. σ(vi) = wi
for each i = 1, . . . , n. Let τy be the reflection along the vector y ∈ V with f(y) 6= 0
which is given by
τy(x) = x− 2B(x, y)
f(y)
y.
Over a Zariski open set U of SO(f) such that all the following related reflections
are defined, we define σ1 = σ and σ2 = τv1τσ1v1+v1σ1 if n is odd and σ2 = τσ1v1−v1σ1
if n is even. Let
σ3 = τσ2v2−v2σ2, · · · , σn = τσn−1vn−1−vn−1σn−1
inductively. Let us prove
B(vi, σjvj − vj) = 0. (5.2)
for all j > i with 1 ≤ i ≤ n. Indeed, if j = i+ 1 > 2 or n is even, then
B(vi, σi+1vi+1 − vi+1) = B(vi, τσivi−viσivi+1)−B(vi, vi+1)
=B(τσivi−vivi, σivi+1)−B(vi, vi+1) = B(σivi, σivi+1)−B(vi, vi+1) = 0.
If j = i+ 1 = 2 and n is odd, then
B(vi, σi+1vi+1 − vi+1) = B(v1, τv1τσ1v1+v1σ1v2 − v2)
=B(τσ1v1+v1τv1v1, σ1v2)−B(v1, v2) = 0.
Suppose (5.2) is true for the case which is less than j. Then
B(vi, σjvj − vj) = B(vi, τσj−1vj−1−vj−1 · · · τσivi−viσivj)−B(vi, vj)
=B(τσivi−vi · · · τσj−1vj−1−vj−1vi, σivj)−B(vi, vj).
By the induction hypothesis, one has
τσivi−vi · · · τσj−1vj−1−vj−1vi = τσivi−vivi = σivi
and (5.2) follows. From (5.2) we deduce
σvi = τσ1v1−v1τσ2v2−v2 · · · τσnvn−vnvi
for all 1 ≤ i ≤ n if n is even and
σvi = τv1τσv1+v1τσ2v2−v2 · · · τσnvn−vnvi
for all 1 ≤ i ≤ n if n is odd.
For n even, the even product of reflections τσ1v1−v1τσ2v2−v2 · · · τσnvn−vn is a lift
of P under the map SO(f) → X associated to M . For n odd, the even product of
reflections τv1τσ1v1+v1τσ2v2−v2 · · · τσnvn−vn is a lift of P under the map SO(f) → X
associated to M .
The spinor norm of this lift is thus the class of the product
∏n
i=1 f(σivi − vi) ∈
k∗/k∗2 if n is even or f(v1)f(σv1 + v1)
∏n
i=2 f(σivi − vi) ∈ k∗/k∗2 if n is odd. Hence
the image of P ∈ X(k) in k∗/NK∗ is the class
n∏
i=1
f(σivi − vi) ∈ k∗/NK/kK∗
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if n is even or
f(v1)f(σv1 + v1)
n∏
i=2
f(σivi − vi) ∈ k∗/NK/kK∗
if n is odd.
5.8. We now specialize to the case m = 3, n = 1. This is the classical problem of
representing an element a ∈ k∗ by a ternary quadratic form f(x, y, z). The k-variety
X is the affine quadric given by the equation
f(x, y, z) = a.
Assume d = −a. disc(f) is not a square and X(k) 6= ∅. Let K = k(√d). The general
considerations above, or direct ones, show that BrX/Brk = Br1X/Brk has order
2. Here is a more direct way to produce a function ρ with divisor a norm for the
extension K/k, such that the quaternion algebra (ρ, d) ∈ Br k(X) comes from BrX
and yields a generator of BrX/Brk. Let Y ⊂ P3k be the smooth projective quadric
given by the homogeneous equation
f(x, y, z) = at2.
Suppose given a k-rational point M of Y . Let l1(x, y, z, t) be a linear form with
coefficients in k defining the tangent plane to Y at M . There then exist linear forms
l2, l3, l4, a constant c ∈ k∗ and an identity
f(x, y, z)− at2 = l1.l2 + c(l23 − dl24).
Such linear forms (and the constant c) are easy to determine. The linear form li are
linearly independent. Conversely if we have such an identity l1 = 0 is an equation for
the tangent plane at the k-point l1 = l3 = l4 = 0. Define ρ = l1(x, y, z, t)/t ∈ k(X).
Consider the quaternion algebra α = (ρ, d) = (l1(x, y, z, t)/t, d) ∈ Br k(X). We
have (l1(x, y, z, t)/t, d) = (l2(x, y, z, t)/t, d) ∈ Br k(X). Thus α is unramified on Xk
away from the plane at infinity t = 0, and the finitely many closed points given by
l1 = l2 = 0. By the purity theorem for the Brauer group of smooth varieties ([15],
II, Thm. 2.1 and III, Thm. 6.1), we see that this class is unramified on the affine
quadricX , i.e. belongs to BrX ⊂ Br k(X). The complement ofXk in Y is the smooth
projective conic C over k given by q(x, y, z) = 0. An easy computation shows that the
residue of α at the generic point of this conic is the class of d in k∗/k∗2 = H1(k,Z/2) ⊂
H1(k(C),Z/2) ⊂ H1(k(C),Q/Z) (note that k is algebraically closed in k(C)). Since
d is not a square in k, this class is not trivial. Thus α = (ρ, d) ∈ BrX ⊂ Br k(X)
does not lie in the image of Br k. It is thus a generator of BrX/Brk. Note that at
any k-point of X , either l1 or l2 is not zero. The map X(k) → Br k associated to α
can thus be computed by means of the map X(k)→ k∗/NK/kK∗ given by either the
function ρ = l1(x, y, z, t)/t or the function σ = l2(x, y, z, t)/t.
For later use, let (V,Q) denote the 3-dimensional quadratic space which in the
given basis V = k3 is defined by Q(u) = f(x, y, z) for u = (x, y, z). Let B(u, v) =
(1/2)(Q(u+v)−Q(u)−Q(v)) be the associated bilinear form. Let v0 ∈ V correspond
to a pointM of the affine quadric f(x, y, z) = a. Then the affine linear map ρ : V → k
is given by v 7→ B(v0, v)−a. Thus on the open set B(v0, v)−a 6= 0 of X the restriction
of α is given by the quaternion algebra (B(v0, v)− a,−a. disc(f)).
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6. Representation of a quadratic form by a quadratic form over a
ring of integers
Let k be a number field, O its ring of integers. Let f and g be quadratic forms
over O. Assume gk and fk are nondegerate, of respective ranks n ≥ 1 and m ≥ n.
A classical problem raises the question of the representability of g by f , i.e. the
existence of linear forms l1, . . . , lm with coefficients in O in the variables x1, . . . , xn,
such that one has the identity
g(x1, . . . , xn) = f(l1(x1, . . . , xn), . . . , lm(x1, . . . , xn)).
Such an identity corresponds to a point with O-coordinates of a certain O-scheme X.
There are variants of this question. For instance, when g is of rank one, i.e. of
the shape ax2, in which case one simply asks for the existence of an integral point
yi = bi, i = 1, . . . , n of the scheme
a = f(y1, . . . , yn),
one sometimes demands that the ideal spanned by the bi be the whole ring O (this is
a so-called primitive solution of the equation). This simply corresponds to choosing a
differentO-schemeX, but one with the same generic fibreX = X×Ok. More precisely
one takes the new O-scheme to be the complement of the closed set y1 = · · · = yn = 0
in the old X.
In the case n = m and X(k) 6= ∅ we shall replace the natural X , which is discon-
nected, by one of its connected components over k, and we shall consider O-schemes
X with generic fibre this component.
Quite generally the following problem may be considered.
Problem Let k be a number field, O its ring of integers. Let f and g be nondegen-
erate quadratic forms over k, of respective ranks m and n ≤ m. Let X be a separated
O-scheme of finite type equipped with an isomorphism of X = X×O k with the closed
k-subvariety of Amnk which the identity
g(x1, . . . , xn) = f(l1(x1, . . . , xn), . . . , lm(x1, . . . , xn))
defines – here the li are linear forms. Assume
∏
v X(Ov) 6= ∅. Does this imply
X(O) 6= ∅ ?
We have adopted the following convention: for v archimedean we set X(Ov) =
X(kv). One could also naturally address the question of existence and density of
S-integral solutions for an arbitrary finite set S of places, as we did in sections 3
and 4. In the interest of simplicity, in the balance of this paper, when discussing
representation of quadratic forms by quadratic forms, we restrict attention to inte-
gral representations, as opposed to S-integral representations as considered in earlier
chapters. Also, we concentrate on the existence of integral points and do not system-
atically state the strongest approximation results. The reader will have no difficulty
to apply the general theorems of earlier sections to get the most general results.
According to a well known result of Hasse, the hypothesis
∏
v X(kv) 6= ∅ implies
X(k) 6= ∅.
If m ≥ 3 then as explained in §5, we may fix an isomorphism X ≃ Spin(f)/H .
Here H is a connected linear algebraic group if m− n ≥ 2, H = µ2 is m− n ≤ 1 (as
usual, in the case n = m, we replace X by one of its connected components).
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We shall say that a finite set S of places of k is big enough for {f, g} if S contains
all the archimedean places, all the dyadic places and all the nonarchimedean places
such that disc(f) or disc(g) is not a unit.
The following result is well known (Kneser). It is most often stated under the
assumption that v0 is an archimedean place, in which case the above integral repre-
sentation problem has a positive answer.
Theorem 6.1. Let f, g, and X/O be as above, with m − n ≥ 3. Let v0 be a place of
k such that fkv0 is isotropic. If
∏
vX(Ov) 6= ∅ then X(O{v0}) 6= ∅: there is a point
which is integral away from v0. Moreover X(O{v0}) is dense in the topological product∏
v 6=v0 X(Ov).
Proof. In this case X ≃ Spin(f)/H with PicH = 0 and BrX/Brk = 0 (subsection
5.3). The hypothesis fkv0 isotropic is equivalent to the hypothesis that SO(f)(kv0 )
or equivalently Spin(f)(kv0) is not compact. The theorem is thus a special case of
Theorem 3.7. 
Remark 6.2. One may prove the above theorem without ever mentioning the Brauer
group. One uses the left hand side of diagram (3.1), strong approximation for G =
Spin(f) and the Hasse principle: for G semisimple and simply connected, the map
H1(k,G) → ∏′v∈Ωk H1(kv, G) reduces to a bijection H1(k,G) → ∏v∈S∞ H1(kv, G),
where S∞ denotes the set of archimedean places of k. Surjectivity of the map is used
for H = Spin(h), injectivity for G = Spin(f).
When m − n ≤ 2, examples in the literature, some of which will be mentioned in
later sections, show that the existence of local integral solutions is not a sufficient
condition for the existence of an integral solution.
Theorem 6.3. Let f, g,X/O be as above, with m−n = 2. Let d = − disc(f). disc(g) ∈
k∗. Let K = k[t]/(t2−d). Let T denote the k-torus R1K/kGm. Assume
∏
vX(Ov) 6= ∅.
Then X(k) 6= ∅. Fix M ∈ X(k). The choice of M defines a k-morphism SO(f) →
X. Let ξ ∈ H1e´t(X,µ2) be the class of the T -torsor defined by the composite map
Spin(f)→ SO(f)→ X. For any field F containing k we have the map ψF : X(F )→
H1(F, T ) = F ∗/N(FK)∗. The quotient BrX/Br k is of order 1 if d is a square, of
order 2 if d is not a square. In the latter case it is spanned by the class of an element
α ∈ BrX of order 2, well defined up to addition of an element of Br k.
For a point {Mv} ∈
∏
v∈Ωk X(Ov) the following conditions are equivalent:
(i) {Mv} is orthogonal to BrX for the Brauer–Manin pairing.
(ii)
∑
v∈Ωk invv(α(Mv)) = 0.
(iii) {Mv} is in the kernel of the composite map
X(Ak)→ ⊕v∈Ωkk∗v/NK∗v → Z/2,
where the first map is defined by the various ψkv and the second map is the sum
of the local Artin maps k∗v/NK
∗
v → Gal(Kv/kv) ⊂ Gal(K/k) = Z/2.
Let S be a finite set of places of k, big enough for {f, g}, and such that there exists
an isomorphism X×O OS ≃ Spin(f)/T over OS. Here T is an OS-torus such that
T×OS k = T .
Then the above conditions on {Mv} ∈
∏
v∈Ωk X(Ov) are equivalent to:
(iv) The projection {Mv}v∈S is in the kernel of the composite map∏
v∈S
X(kv)→ ⊕v∈Sk∗v/NK∗v → Z/2.
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Let v0 be a place of k such that fkv0 is isotropic. Under any of the above conditions
the element {Mv} ∈
∏
v∈Ωk\v0 X(Ov) can be approximated arbitrarily closely by an
element of X(O{v0}). In particular X(O{v0}) 6= ∅.
Proof. Just combine Subsection 5.6 with Theorem 3.7. 
Computational recipes
(i) To be in a position to apply the above theorem, one must first exhibit a k-
rational point of X . Starting from such a k-point, one determines a finite set S of
places as in the theorem. To decide if an {Mv}v∈S satisfies (iv), or even if there is
such an {Mv}v∈S is then the matter of finitely many computations. Indeed one only
needs to give a concrete description of the maps ψkv : X(kv) → k∗v/NK∗v for each
v ∈ S. This has already been given in subsection 5.6, with complements in subsection
5.2 and 5.7 for the computation of the spinor norm map.
Given any point Mv ∈ X(kv) there exists an element σv ∈ SO(f)(kv) such that
σv(M) = Mv. To σv ∈ SO(kv) one associates its spinor norm θ(σv) ∈ k∗v/k∗2v . Then
ψkv (Mv) is the image of this element under projection k
∗
v/k
∗2
v → k∗v/NK∗v .
(ii) In the case m = 3, n = 1, that is when X is given by an equation f(x, y, z) = a,
the discussion in subsection 5.8 leads to an alternative, possibly more efficient, recipe.
Compare the comments after Theorem 3.7.
Theorem 6.4. Let f, g and X/O be as above, with m ≥ 3 and 1 ≥ m−n ≥ 0. Assume∏
vX(Ov) 6= ∅. Then X(k) 6= ∅. The choice of a k-point M ∈ X(k) defines a k-
isomorphism SO(f) ≃ X. Let ξ ∈ H1e´t(X,µ2) be the class of the µ2-torsor defined by
Spin(f)→ SO(f) ≃ X. For any field F containing k this torsor defines a map ψF :
X(F )→ H1(F, µ2) = F ∗/F ∗2. The composite map SO(f)(F ) ≃ X(F )→ F ∗/F ∗2 is
the spinor norm map.
(a) For a point {Mv} ∈
∏
v∈Ωk X(Ov) the following conditions are equivalent:
(i) {Mv} is the kernel of the map X(Ak)→ Hom(BrX,Q/Z).
(ii) {Mv} is in the kernel of the composite map
X(Ak)→
′∏
k∗v/k
∗2
v → Hom(k∗/k∗2,Z/2),
where the last map is given by the sum over all v’s of Hilbert symbols.
Assume that the finite set of places S is big enough for (G,µ2) and that there is an
isomorphism SO(f) ≃ X ×O OS extending SO(f) ≃ X. Conditions (i) and (ii) on
{Mv} ∈
∏
v∈Ωk X(Ov) imply
(iii) The point {Mv}v∈S ∈
∏
v∈S X(Ov) is in the kernel of the map∏
v∈S
X(kv)→
∏
v∈S
k∗v/k
∗2
v → Hom(H1e´t(OS , µ2),Z/2).
Let v0 be a place of k such that fkv0 is isotropic.
(b) If {Mv} ∈
∏
v∈Ωk X(Ov) satisfies condition (i) or (ii) and S1 is a finite set of
places containing v0, then there exists M ∈ X(O{v0}) arbitrarily close to each Mv for
v ∈ S1 \ S0. In particular X(O{v0}) 6= ∅.
(c) If the finite set S of places is as above and contains v0 and if {Mv}v∈S ∈∏
v∈S X(Ov) is as in condition (iii) then there exists M ∈ X(O{v0}) arbitrarily close
to each Mv for v ∈ S \ S0. In particular X(O{v0}) 6= ∅.
Proof. Just combine Subsections 5.4 and 5.5 with Theorem 4.5. 
Computational recipe
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One first exhibits some point M ∈ X(k). Using this point one determines S as in
the theorem. One enlarges S so that the 2-torsion of the class group of OS vanishes.
One then has O∗S/O
∗2
S ≃ H1e´t(OS , µ2). The group O∗S/O∗2S is finite.
First method To each element η ∈ O∗S/O∗2S one associates the cup-product ξ ∪ η ∈
H2(X,µ2) which one then pushes into BrX . This produces finitely many elements
{βj}j∈J of order 2 in BrX , which actually are classes of quaternion Azumaya algebras
over X×O OS . For a given j one considers the map∏
v∈S
X(Ov)→ Z/2
given by {Mv}v∈S 7→
∑
v∈S invv(βj(Mv)) ∈ Z/2. One then checks whether there
exists a point {Mv} ∈
∏
v∈S X(Ov) which simultaneously lies in the kernel of these
finitely many maps.
Second method One considers the map X(k) → H1(k, µ2) = k∗/k∗2 associated to
ξ. For S as above, the image of X(OS) lies in the finite group C = H
1
e´t(OS , µ2) =
O∗S/O
∗2
S . For each element ρ ∈ C, one considers the µ2-torsor Y ρ over X obtained
by twisting Y by a representant of ρ−1 ∈ O∗S/O∗2S ⊂ k∗/k∗2. Then the kernel in
(iii) is not empty if and only if there exists at least one ρ ∈ C and a family {Mv} ∈∏
v∈S X(Ov) such that there exists a family {Nv} ∈
∏
v∈S Y
ρ(kv) which maps to
{Mv} ∈
∏
v∈S X(kv) under the structural map Y
ρ → X .
7. Genera and spinor genera
A necessary condition for an integral quadratic form g to be represented by an
integral quadratic form f (of rank at least 3) over the integers is that it be represented
by f over each completion of the integers and at the infinite places. If that is the case,
g is said to be represented by the genus of f . A further, classical necessary condition,
considered by Eichler [12] and Kneser [21], is that g be represented by the spinor genus
of f (see [28]). In this section we first recall the classical language of lattices. We
then show how the spinor genus condition boils down to an integral Brauer–Manin
condition of the type considered in the previous section. Finally, we compare the
results in terms of the Brauer–Manin obstruction with some results obtained in [22],
[18], [6], [43] and [36]. With hindsight, we see that some version of the Brauer–Manin
condition had already been encountered in these papers.
7.1. Classical parlance. Let k be a number field, O its ring of integers. Let V be a
finite-dimensional vector space over k equipped with a nondegenerate quadratic form
f with associated bilinear form Bf . A quadratic lattice L ⊂ V is a finitely generated,
hence projective, O-module such that f(L) ⊂ O and such that the restriction of
the quadratic form f on Lk = L ⊗O k ⊂ V is nondegenerate. Given any element
σ ∈ O(f)(k) the O-module σ.L is a quadratic lattice. A quadratic lattice L is called
full if its rank is maximal, i.e. Lk = V .
Two full quadratic lattices L1 and L2 are in the same class, resp. the same proper
class, if there exists σ ∈ O(f)(k), resp. σ ∈ SO(f)(k), such that L1 = σ.L2.
Given a quadratic lattice N ⊂ V of rank n and a full quadratic lattice M ⊂ V of
rank m = dimkV , one asks whether there exists σ ∈ O(f)(k), resp. σ ∈ SO(f)(k),
such that N ⊂ σ.M . If the rank of N is strictly less than the rank of M , i.e. if N is
not full, the two statements are equivalent.
If that is the case, one says that the quadratic lattice N is represented by the class,
resp. the proper class of the quadratic latticeM . One sometimes writes N → cls(M),
resp. N → cls+(M).
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From now on we assume m = dimV ≥ 3. (The case m = 2 is very interesting but
requires other techniques.)
There is an action of the group of ade`les O(f)(Ak) on the set of quadratic lattices
in V . Indeed, given an ade`le {σv} ∈ O(f)(Ak) and a full quadratic lattice L ⊂ V ,
one shows ([28], 81:14) that there exists a unique full quadratic lattice L1 ⊂ V such
that L1 ⊗O Ov = σv(L⊗O Ov) ⊂ V ⊗k kv for each finite place v.
Two full quadratic lattices in (V, f) in the same orbit of O(f)(Ak) are said to be in
the same genus. They automatically lie in the same orbit of SO(f)(Ak) ⊂ O(f)(Ak)
([28], §102 A).
On says that a quadratic lattice N ⊂ V is represented by the genus of the full
quadratic lattice M ⊂ V if there exists at least one quadratic lattice M1 ⊂ V in the
genus of M such that N ⊂M1 ⊂ V . One sometimes writes N → gen(M).
We have the natural isogeny ϕ : Spin(f) → SO(f), with kernel µ2. The group
Spin(f)(Ak) acts on the set of maximal quadratic lattices in V through ϕ. The group
ϕ(Spin(f)(Ak) is a normal subgroup in SO(f)(Ak). One therefore has an action of
the group
O(f)(k) · ϕ(Spin(f)(Ak)) = ϕ(Spin(f)(Ak)) ·O(f)(k)
on the set of such lattices. One says that two full quadratic lattices are in the same
spinor genus, resp. in the same proper spinor genus, if they are in the same orbit of
O(f)(k) · ϕ(Spin(f)(Ak)), resp. of SO(f)(k) · ϕ(Spin(f)(Ak))
One says that a quadratic lattice N ⊂ V is represented by the spinor genus, resp.
the proper spinor genus of the full quadratic lattice M if there exists at least one
quadratic lattice M1 ⊂ V in the spinor genus, resp. in the proper spinor genus of M ,
such that N ⊂M1. One sometimes writes N → spn(M), resp. N → spn+(M).
Let N ⊂ V and M ⊂ V be quadratic lattices in (V, f), with M a full lattice. There
is an induced quadratic form f onM and an induced quadratic form g on N . We may
then consider (N, g) and (M, f) as abstract quadratic spaces over O (with associated
bilinear form nondegenerate over k, but not necessarily over O). We let Nk = N⊗O k
and Mk =M ⊗O k = V .
Let HomO(N,M) be the scheme of linear maps from N into M . Let X/O be the
closed subscheme defined by the linear maps compatible with the quadratic forms on
N and M . Let X = X ×O k. As explained in §1, for the purposes of this paper we
may if we wish replace X, which need not be flat over O (dimensions of fibres may
jump), by the schematic closure of X in X, which is integral and flat over O. This
does not change the generic fibre X , and it does not change the sets X(O) and X(Ov).
Since we are given quadratic lattices N ⊂ V and M ⊂ V in the same quadratic
space (V, f) over k, we are actually given a k-point ρ ∈ X(k), that is a k-linear map
ρ : Nk → Mk which is compatible with the quadratic forms f and g. Conversely
such a map defines a point of X(k). If n < m then the k-variety X is connected
and is a homogeneous space of SO(f). If n = m, we shall henceforth replace X by
the connected component to which the given k-point belongs and X by the schematic
closure of that connected component; the new X is a (principal) homogeneous space
of SO(f). In all cases, we shall view the k-variety X as a homogeneous space of the
k-group Spin(f).
7.2. Classical parlance versus integral Brauer–Manin obstruction.
Proposition 7.1. With notation as in subsection 7.1, the following conditions are equiv-
alent:
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(i) The quadratic lattice N is represented by the proper class of the quadratic lattice
M .
(ii) We have X(O) 6= ∅.
Proof. Assume (i). Thus there exists σ ∈ SO(f)(k) such that σ(N) ⊂ M ⊂ V . The
linear map σ(ρ) : Nk → Mk sends N to M and is compatible with the quadratic
forms. It is thus a point of X(O).
Assume (ii). There exists an O-linear map λ : N → M which is compatible with
the quadratic forms f and g. We also have the given k-point ρ ∈ X(k). By a theorem
of Witt and the definition of X in the case n = m there exists σ ∈ SO(f)(k) such
that σ(ρ) = λk over k. Thus σ(N) ⊂M ⊂ V . 
Proposition 7.2. With notation as in subsection 7.1, the following conditions are equiv-
alent:
(i) The quadratic lattice N is represented by the genus of the quadratic lattice M .
(ii)
∏
v∈Ωk X(Ov) 6= ∅.
Proof. For any place v of k let Nv = N ⊗O Ov and Mv =M ⊗O Ov.
Assume (i). Let {σv} ∈ SO(f)(Ak) be such that σv(Nv) ⊂ Mv ⊂ V ⊗k kv. For
each finite place v the linear map σv(ρ) : N ⊗k kv → M ⊗k kv sends Nv to Mv and
is compatible with the quadratic forms. It is thus a point of X(Ov). By assumption
ρ ∈ X(k). Thus for v archimedean X(Ov) = X(kv) 6= ∅.
Assume (ii). The argument given in the proof of the previous proposition shows
that for each place v ∈ Ωk there exists τv ∈ SO(f)(kv) such that Nv ⊂ τv(Mv). For all
places v of k not in a finite set S ⊂ Ωk, the discriminant of g and the discriminant of f
are units in Ov, Nv is an orthogonal factor of the unimodular Ov-lattice Mv and it is
also an orthogonal factor in the unimodular Ov-lattice τv(Mv). For each place v /∈ S
there thus exists ςv ∈ SO(f)(kv) which sends isomorphically τv(Mv) toMv ⊂ V ⊗k kv
and induces the identity map on Nv ⊂ Mv ⊂ V ⊗k kv ([28] Thm. 92:3). Therefore
ςvτvMv = Mv for all v /∈ S. Let ςv = 1 for v ∈ S. Then {ςvτv} ∈ SO(f)(Ak) and
Nv ⊂ ςvτvMv for all v. Therefore N is represented by the genus of M . 
Proposition 7.3. With notation as in subsection 7.1, the following conditions are equiv-
alent.
(i) The quadratic lattice N is represented by the proper spinor genus of the quadratic
lattice M .
(ii) (
∏
v∈Ωk X(Ov))
BrX 6= ∅.
Proof. Assume (i). Let σ ∈ SO(f)(k) and {τv} ∈ ϕ(Spin(Ak)) be such that Nv ⊂
{τv}σMv for each v ∈ Ωk. The map σ(ρ) : Nk → Mk defines a k-point p ∈ X(k),
which defines a point in {pv} ∈ X(Ak). One then applies the element {τv} ∈
ϕ(Spin(Ak)) to get the point {xv} = {τv.p} ∈ X(Ak). By hypothesis, the ele-
ment {xv} lies in
∏
v∈Ωk X(Ov). Since {pv} ∈ X(Ak) is the diagonal image of
an element of X(k), it is orthogonal to BrX . Consider diagram (3.1) after Theo-
rem 3.1 if m − n ≥ 2, resp. diagram (4.3) after Theorem 4.1 if 0 ≤ m − n ≤ 1.
The commutativity of those diagrams implies that the image of {xv} = {τv.p} in
Hom(PicH,Q/Z), resp. Hom(H1(k, µˆ),Q/Z) is zero. If m − n ≥ 2 we know from
subsections 5.3 and 5.6 that the map Hom(BrX/Brk,Q/Z) → Hom(PicH,Q/Z) is
an isomorphism. If 0 ≤ m − n ≤ 1 we know from subsections 5.4 and 5.5 that the
map Hom(BrX/Brk,Q/Z) → Hom(H1(k, µˆ),Q/Z) is an isomorphism. Thus in all
cases we find that {xv} lies in (
∏
v∈Ωk X(Ov))
BrX .
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Assume (ii). Let {xv} belong to (
∏
v∈Ωk X(Ov))
BrX . Each xv corresponds to an
Ov-linear map Nv → Mv which respects the quadratic forms f and g. We have
X = G/H with G = Spin(f) and H semisimple simply connected if m − n ≥ 3, H
a 1-dimensional k-torus T if m − n = 2 and H = µ2 if 0 ≤ m − n ≤ 1. Applying
Theorem 3.3 when H is connected and Theorem 4.3 when H = µ2, we see that
there exists a rational point p ∈ X(k), with associated linear map Nk → Mk and
{τv} ∈ ϕ(Spin(Ak)) such that τvp = xv ∈ X(Ov) for all v. By Witt’s theorem there
exists σ ∈ SO(f)(k) be such that σ(ρ) : Nk → Mk is given by the point p. Then
τvσ(Nv) ⊂Mv for all v. Thus N is represented by the proper spinor genus of M . 
Remark 7.4. Let N,M be quadratic lattices in the quadratic space (V, f), with M a
full lattice. Let us assume there exists an archimedean place v0 of k such that f is
isotropic over kv0 , that is Spin(f)(kv0) is not compact.
Using the above propositions, we recover the classical result: For such an f and
m−n ≥ 3, Theorem 6.1 implies that any quadratic lattice N represented by the genus
of M is represented by the proper class of M .
In the cases m − n ≤ 2, Theorems 6.3 and 6.4 show that the representation of
a given quadratic lattice N by the proper class of M may be decided after a finite
amount of computation.
7.3. Relation with some earlier literature. We keep notation as in §7.1. We
thus have a finite dimensional vector space V over k of rank m ≥ 3, equipped with
a nondegenerate quadratic form f . We are given two quadratic lattices N ⊂ V and
M ⊂ V , with M a full lattice.
We let X/O be the closed subscheme of HomO(N,M) consisting of maps which
respect the quadratic form f onM and the form g it induces onN . We letX = X×Ok.
The natural inclusion Nk ⊂Mk = V determines a k-point ρ ∈ X(k). When n = m we
replace X by the connected component of ρ and X by the schematic closure of that
component in X. If we wish, when n < m, we may perform the same replacement.
In this subsection we work under the standing assumption
∏
vX(Ov) 6= ∅.
We have the natural homogeneous map
φ : SO(f)→ X
sending 1 to the point ρ. For any field K containing k, the induced map SO(f)(K)→
X(K) is surjective (Witt).
In earlier studies of the representation of N by M ([6], p. 287 and [43], p. 38), the
following sets played an important roˆle. For any place v of k, one lets
X(Mv/Nv) = {σ ∈ SO(f)(kv) : Nv ⊂ σ(Mv)}.
For almost all places v, the form f is nondegenerate over Ov and there is an inclusion
Nv ⊂Mv over Ov which over kv yields ρ⊗k kv. For almost all v we therefore have
SO(f)(Ov) ⊂ X(Mv/Nv).
The set X(Mv/Nv) is not empty if and only if X(Ov) 6= ∅. As a matter of fact,
X(Mv/Nv) = φ
−1(X(Ov)) ⊂ SO(f)(kv).
The spinor maps induce maps
θv : X(Mv/Nv)→ k∗v/k∗2v .
With notation as in Theorem 6.3 we have:
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Theorem 7.5. Assume m− n = 2. Let d = − disc(f). disc(g) and K = k[t]/(t2 − d).
The following conditions are equivalent:
(i) The quadratic lattice N is represented by the proper spinor genus of the quadratic
lattice M .
(ii) (
∏
v∈Ωk X(Ov))
BrX 6= ∅.
(iii) There exists a point in the kernel of the composite map
′∏
v∈Ωk
X(Mv/Nv)→
′∏
v∈Ωk
k∗v/k
∗2
v → ⊕v∈Ωkk∗v/NK/kK∗v → Z/2.
The restricted product on the left hand side is taken with respect to the subsets
SO(f)(Ov) ⊂ X(Mv/Nv) at places of good reduction.
Let S be a finite set of places containing all archmimedean places, all dyadic places,
all finite places v at wich either disc(f) or disc(g) is not a unit. Assume moreover that
at each finite nondyadic place v /∈ S the natural injection Nkv ⊂Mkv , which is given
by ρkv , comes from an injection Nv ⊂ Mv. Then the above conditions are equivalent
to:
(iv) There exists a point in the kernel of the composite map∏
v∈S
X(Mv/Nv)→
∏
v∈S
k∗v/k
∗2
v → ⊕v∈Sk∗v/NK/kK∗v → Z/2.
If the form f is isotropic at an archimedean place of k, these conditions are equiv-
alent to
(v) The quadratic lattice N is represented by the proper class of M .
Proof. Combine Proposition 7.3 and Theorem 6.3. Note that the assumption on S
ensures that ρ ∈ X(k) actually belongs to X(OS) and defines an OS-isomorphism
Spin(f)/T ≃ X×O OS , for T as in Theorem 6.3. 
With notation as in Theorem 6.4 we have:
Theorem 7.6. Assume 0 ≤ m − n ≤ 1. With notation as above, the following three
conditions are equivalent:
(i) The quadratic lattice N is represented by the proper spinor genus of the quadratic
lattice M .
(ii) (
∏
v∈Ωk X(Ov))
BrX 6= ∅.
(iii) There exists a point in the kernel of the composite map
′∏
v∈Ωk
X(Mv/Nv)→
′∏
v∈Ωk
k∗v/k
∗2
v → Hom(k∗/k∗2,Z/2).
Let S be a finite set of places containing all archmimedean places, all dyadic places,
all finite places v at wich disc(f) or or disc(g) is not a unit. Suppose the form f is
isotropic at an archimedean place of k. Then these conditions are equivalent to
(iv) There exists a point in the kernel of the composite map∏
v∈S
X(Mv/Nv)→
∏
v∈S
k∗v/k
∗2
v → Hom(H1e´t(OS , µ2),Z/2).
(v) The quadratic lattice N is represented by the proper class of M .
Proof. Combine Proposition 7.3 and Theorem 6.4. Note that the assumption on S
ensures that ρ ∈ X(k) actually belongs to X(OS). Note that the assumption on S
ensures that ρ ∈ X(k) actually belongs to X(OS) and defines an OS-isomorphism
SO(f) ≃ X×O OS . 
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Remark 7.7. The equivalence of (i) and (iii) in each of the last two theorems appears
in various guises in the literature. Let us here quote Eichler [12], Kneser [22] (see
Satz 2 p. 93), Jones and Watson [20], Schulze-Pillot [33] (see Satz 1, Satz 2), [34],
[35], and most particularly Hsia, Shao, Xu [18] (Thm. 4.1). See also [42], [6] (Thm.
3.6 p. 292), [36] (Prop. 7.1), [43]((5.4) and Cor. 5.5 p. 50).
One may rephrase Theorems 7.5 and 7.6 in terms of the spinor class fields defined
in [18] p. 131. The construction of such spinor class fields is based on the following
fact, which is proved by ad hoc computations (Thm. 2.1 of [18]):
Fact. Let v be a finite place of k. If Nv ⊆Mv, then the set θ(X(Mv/Nv)) is a subgroup
of k∗v/k
∗
v
2.
Assume
∏
v∈Ωk X(Ov) 6= ∅. There is σ ∈ SO(f)(kv) such that σNv ⊆ Mv. Then
θ(X(σ−1Mv/Nv)) is a subgroup of k∗v/k
∗
v
2 by the above fact. Let τ ∈ SO(f)(kv) such
that τNv ⊆Mv. Then
X(σ−1Mv/Nv)σ−1 = X(τ−1Mv/Nv)τ−1 ⊂ SO(f)(kv).
This implies that the group θ(X(σ−1Mv/Nv)) ⊂ k∗v/k∗v2 is independent of the choice
of σ. For all v such that 2det(N)det(M) is a unit this subgroup contains O∗v/O
∗
v
2.
One lets θ(Mv, Nv) ⊂ k∗v denote its inverse image under the map k∗v → k∗v/k∗v2.
The finite Kummer 2-extension ΣM/N of k corresponding to
k∗
′∏
v∈Ωk
θ(Mv, Nv)
is called the spinor class field of M and N . The notation
∏′
here means the trace of∏′
v∈Ωk θ(Mv, Nv) ⊂
∏
v k
∗
v on the group of ide`les of k.
In the situation of Theorem 7.5 (m − n = 2), one has k ⊂ ΣM/N ⊂ K = k(
√
d).
In the situation of Theorem 7.6 (m − n ≤ 1), the field extension ΣM/N/k is a sub-
field of the maximal 2-Kummer extension of k which is ramified only at primes with
v|2det(M) and at the archimedean primes.
The detailed comparison with the results of [18] is left to the reader.
There are several articles devoted to explicit computations of the group θ(Mv, Nv)
in terms of the local Jordan splitting of Mv and Nv. In the case rank(Mv) = 3,
rank(Nv) = 1, the group θ(Mv, Nv) is computed in [33] for v non-dyadic or 2-adic
and it is computed in [42] for the general dyadic case. In [18], the group θ(Mv, Nv)
is computed for general Mv and Nv with non-dyadic v.
7.4. Spinor exceptions. In this subsection we assume m = n+ 2.
Definition 7.8. Suppose the quadratic lattice N is represented by the genus of the
quadratic lattice M . The lattice N is called a spinor exception for the genus of M if
there is a proper spinor genus in gen(M) such that no lattice in that proper spinor
genus represents N .
That is to say, there exists a lattice M ′ in gen(M) such that N is represented by
gen(M ′) but no lattice in the proper spinor genus of M ′ represents N .
We let X and X be associated to the pair N,M as in the begining of §7.3. If N is
a spinor exception for gen(M), then Proposition 7.3 and §5.6 imply
d = −det(M) · det(N) 6∈ k∗2
and BrX/Brk ∼= Z/2.
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Proposition 7.9. Suppose the lattice N is represented by gen(M). Suppose d =
−det(M) · det(N) 6∈ k∗2. Let K = k(√d). Let A ∈ BrX generate the group
BrX/Brk ∼= Z/2. The following conditions are equivalent:
(i) N is a spinor exception for gen(M).
(ii) For each v ∈ Ωk, A assumes only a single value on X(Ov).
Proof. The condition in (ii) does not depend on the representant A. Since X(k) 6= ∅,
there exists an element A ∈ BrX which is of exponent 2 in BrX and which generates
BrX/Brk ∼= Z/2. We fix such an element A ∈ BrX .
Assume that for some place v, A takes two distinct values on X(Ov). This implies
that A has a nontrivial image in the group BrXkv/Br kv, which is of order at most
2. The natural map Z/2 = BrX/Brk → BrXkv/Br kv is thus an isomorphism.
Let M ′ be a lattice in the genus of M . Let X′ be the O-scheme attached to the
pair N,M ′. The hypothesis that M ′ is in the genus of M implies that there exists
an isomorphism of kv-schemes X
′
kv
= X′ ×O kv ∼= X ×O kv = Xkv . The latter
map induces an isomorphism BrXkv/Brkv
∼= BrX ′kv/Brkv. The inverse image B ∈
BrX ′kv of A ∈ BrX under the composite map X ′kv ∼= Xkv → X takes two distinct
values on X′(Ov). We also have a natural map BrX ′/Br k → BrX ′kv/Br kv. Since
M ′ is in the genus of M , there exists an isomorphism of k-varieties X ∼= X ′. The
map BrX ′/Brk → BrX ′kv/Br kv is therefore an isomorphism, and both groups are
isomorphic to Z/2. There thus exists an element A′ of order 2 in BrX ′ whose image
in BrX ′kv differs from B by an element in Br kv. Thus A
′ takes two distinct values on
X′(Ov). This implies (
∏
v∈Ωk X
′(Ov))BrX
′ 6= ∅. By Proposition 7.3 this shows that
N is represented by the proper spinor genus of the quadratic lattice M ′. Since M ′ is
an arbitrary lattice in the genus of M , this shows that (i) implies (ii).
Assume (ii). If the sum of the values of A on each X(Ov) is nonzero, then by Prop.
7.3 N is not represented by the proper spinor genus of M so N is a spinor exception.
Let us assume otherwise. Thus the value invv(A(X(Ov))) ∈ Z/2 is well defined and
we have: ∑
v∈Ωk
invv(A(X(Ov))) = 0 ∈ Z/2.
For any smooth compactification Xc of X , we have Br k = BrXc. This is easy to show
in the case n = 1,m = 3. In the general case, this follows from [11] (see Prop. 2.10
(iii) above) together with the easy computation that for the k-torus T = R1K/kGm
any class in H1(g, Tˆ ) whose restriction to procyclic subgroups of g vanishes must
itself vanish. Thus the class A ∈ BrX does not extend to a class on a smooth
compactification of X . By a result of Harari (Corollaire 2.6.1 in [16]), this implies
that there exist infinitely many primes v0 ∈ Ωk such that A takes at least two distinct
values over X(kv0). We choose such a prime v0, nonarchimedean and such that ρv0
sends Nv0 into Mv0 , i.e. ρv0 ∈ X(Ov0 ).
Let P ∈ X(kv0) be such that
invv0(A(P )) 6= invv0(A(X(Ov0 ))) ∈ Z/2.
By Witt’s theorem, there exists σ ∈ SO(V ⊗k kv0) sending the point ρ ∈ X(k) to
P ∈ X(kv0).
Let the quadratic lattice M ′ ⊂ V be defined by the conditions M ′v = Mv over Ov
for each v 6= v0 and M ′v0 = σMv0 over Ov0 . The lattice M ′ is in the genus of M .
Let X′ be the O-scheme attached to the pair of lattices N,M ′. We have equalities
X ×O k = X and X′ ×O k = X . For each v 6= v0 we have an equality X ×O Ov =
X′ ×O Ov. For v = v0, the kv0 -isomorphism σ : X ×k kv0 ≃ X ×k kv0 induces a
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bijection between X(Ov0 ) and X
′(Ov0 ). Let Q ∈ X′(Ov0) be the image of ρ under
this bijection. The image of Q under the natural embedding X′(Ov0) ⊂ X(kv0) is the
point P .
For v 6= v0, for trivial reasons, the element A takes on X′(Ov) the same value as A
on X(Ov). For v = v0, the values taken by A on X
′(Ov0 ) are those taken by σ
∗(A)
on X(Ov0 ). Since σ is an automorphism of the kv0 -scheme X ×k kv0 , the element
σ∗(A) ∈ Br (X ×k kv0) is of order 2 and its class generates Br (X ×k kv0)/Br (kv0) =
Z/2. Thus σ∗(A) differs from A by an element in Br (kv0). In particular it takes a
single value on X(Ov0 ), thus A takes a single value on X
′(Ov0). That value is the one
taken on P .
Thus for any {Mv} ∈
∏
v∈Ωk X
′(Ov) we have∑
v∈Ωk
invv(A
′(Mv)) 6= 0 ∈ Z/2,
hence
(
∏
v∈Ωk
X′(Ov))BrX
′
= ∅.
By Proposition 7.3 this implies that N is not represented by the proper spinor genus
of M ′. Therefore N is a spinor exception for gen(M). 
With notation as in §7.3 (see especially Remark 7.7), the above result and Theorem
4.1 of [18] give:
Corollary 7.10. With notation as in this and in the previous section the following
conditions are equivalent:
(i) N is a spinor exception for the genus of M .
(ii) ΣM/N = K.
(iii) θ(Mv, Nv) = NKw/kv (K
∗
w) for all v ∈ Ωk and w|v.
(iv) For any A ∈ BrX which generates BrX/Brk, invv(A) takes a single value
over X(Ov) for all v ∈ Ωk.
Remark 7.11. If these conditions are fulfilled, then it is known that N is represented
by exactly half the spinor genera in gen(M).
It is a purely local problem to determine whether N is a spinor exception for
gen(M). Moreover the finiteness of the set of ΣM/N ’s for a given M implies that the
det(N)’s of spinor exception lattices N for gen(M) belong to finitely many square
classes of k∗/k∗2.
In particular, spinor exception integers for a given ternary genus belong to finitely
many square classes, a fact which has been known for a long time [22]. For a proof
in terms of the Brauer group, see the next-but-one paragraph.
Suppose N is a spinor exception for gen(M). Then N is represented by spn(M) if
and only if the number of places v of k satisfying
θv(X(Nv/Mv)) 6= θ(Mv, Nv)
is even: this follows from Theorem 7.5 (iii) and statement (iii) in the above corollary.
This is the exact statement of Prop. 7.1 in [36].
Let us discuss the finiteness of square classes associated to spinor exceptions in the
case n = 1,m = 3. Let O be the ring of integers in a number field k, let f(x, y, z)
be a quadratic form in three variables defined over O, nondegenerate over k. Let
a ∈ O, a 6= 0. Let v be a finite nondyadic place such that v(disc(f)) is even and v(a)
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is odd. Let Xa be the O-scheme defined by f(x, y, z) = a. Let Xa/k be the affine
quadric with equation q(x, y, z) = a. Over Ov the quadratic form f is isomorphic to
the form uv−det(f)w2. In these last coordinates a generator of BrXkv/Brkv is given
by α = (u,−a. disc(f)). There are integral Ov-points on Xa with w = 0 and u ∈ O∗v
either a square or a nonsquare in the residue field. Thus α takes two distinct values
on Xa(Ov). This implies that there is no Brauer–Manin obstruction.
We thus see that if a ∈ O is such that f(x, y, z) = a has solutions in all Ov, then
there may exist a Brauer–Manin obstruction to the existence of an integral point only
if for each nonarchimedean nondyadic v with v(disc(f)) even – and these are almost
all places – we have v(a) even. This implies that for given f , such an a belongs to a
finite number of classes in k∗/k∗2.
8. Representation of an integral quadratic form by another integral
quadratic form: some examples from the literature
8.1. Some numerical examples from the literature.
8.1.1. In Cassels’ book [5], p. 168, we find Example 23. Let m ≡ ±3 mod 8. Then
m2 is represented primitively by the indefinite form x2 − 2y2 + 64z2 over every Zp
but not over Z. The equation for X/Z is the complement of x = y = z = 0 in the
affine Z-scheme with equation
x2 − 2y2 = (m+ 8z)(m− 8z).
One considers the algebra α = (m + 8z, 2) = (m − 8z, 2) over X = X ×Z Q. Over
(primitive) solutions in X(Zp) for p odd or infinity one checks that α vanishes whereas
it never vanishes on points in X(Z2). For this, one uses the obvious equalities (m +
8z) + (m− 8z) = 2m and (m+ 8z)− (m− 8z) = 16z. (Note that for primes p which
do not divide m, any Zp-solution is primitive.)
8.1.2. In the same book [5], in Example 7 p. 252, we find two examples of positive
definite forms and elements which are primitively represented locally but no glob-
ally. Cassels refers to papers by G. L. Watson; the hint he gives can certainly be
reinterpreted in terms of the law of quadratic reciprocity.
Here is one of these examples. Ifm is odd and positive andm ≡ 1 mod 3 then 4m2
is not represented primitively by x2+ xy+ y2+9z2 over Z, although it is primitively
represented over each Zp. We can write the equation of X/Q as
x2 + xy + y2 = (2m+ 3z)(2m− 3z).
The Z-scheme X under consideration here is the complement of x = y = z = 0 in the
Z-scheme given by the same equation. For any Z-algebra A, the points of X(A) are
the primitive solutions of the above equation, with coordinates in A. We consider the
algebra α = (2m+3z,−3) = (2m−3z,−3) overX . Using (2m+3z)+(2m−3z) = 4m
and (2m+ 3z)− (2m− 3z) = 6z, one checks that α vanishes on points of X(Zp) for
p 6= 2, 3,∞. It also vanishes on points of X(Z2). Indeed, Q(
√−3)/Q is unramified at
2. For a point of X(Z2), one checks that z ∈ Z∗2. Thus 2m+3z ∈ Z∗2 and 2m+3z is a
local norm at 2 for the unramified extension Q2(
√−3)/Q2. Over R, either 2m+3z or
2m− 3z is positive, but since their product is positive both must be positive. Hence
α vanishes on X(R).
The assumption m ≡ 1 mod 3 implies 2m + 3z ≡ 2 mod 3. But the units in Z3
which are norms for the ramified extension Q3(
√−3)/Q3 are precisely those which
are congruent to 1 mod 3. Thus α never vanishes on X(Z3).
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8.1.3. One may also give such examples with a positive definite form, excluding the
existence of integral solutions – not only primitive integral solutions. Over Q(
√
35),
Schulze-Pillot in [35] gives an example (Example 5.3). Let us show that this example
can be accounted for by the Brauer–Manin condition.
Proposition 8.1. Let k = Q(
√
35). Then 7p2 where p is a prime with (p7 ) = 1 is not
a sum of three integral squares over the ring of integers O = Z[
√
35] but is a sum of
three integral squares over Ov for all primes v of F .
Proof. The tangent plane through the rational point ( 7√
35
p, 14√
35
p, 0) of
x2 + y2 + z2 = 7p2
is given by x+ 2y −√35p = 0.
By subsection 5.7, one can consider the following quaternion (x + 2y −√35p,−7)
over the integral points of x2 + y2 + z2 = 7p2 at each local completion.
If v is a finite prime away from 2,5,7 and p, we claim that
ordv(x+ 2y −
√
35p) ≡ 0 mod 2 or − 7 ∈ (k∗v)2.
This implies that invv((x + 2y −
√
35p,−7)) = 0. Indeed, one can write
x+ 2y −
√
35p = uvπ
nv
v
with uv ∈ O∗v and only needs to consider that nv > 0 and −7 6∈ (k∗v)2.
Suppose (2y −√35p) ∈ O∗v. Then
z2 + 7(2p−
√
35
7
y)2 = 2(2y −
√
35p)uvπ
nv
v − u2vπ2nvv
by plugging x to the above quadric. Since the left hand side is a norm of the unramified
extension kv(
√−7)/kv, one concludes that nv is even.
Otherwise 2y ≡ √35p mod πv. Then z2 ≡ −7(p2 )2 mod πv. By Hensel’s lemma,
−7 ∈ (k∗v)2 which is a contradiction. The claim follows.
If v | p, one has
(
−7
p
) = (−1) p−12 (7
p
) = (−1) p−12 (−1) p−12 7−12 (p
7
) = (
p
7
) = 1
and −7 ∈ (Q∗p)2 ⊂ (k∗v)2. Then invv((x+ 2y −
√
35p,−7)) = 0.
If v | 2, then −7 ∈ (Q∗2)2 ⊂ (k∗v)2 and invv((x+ 2y −
√
35p,−7)) = 0.
If v | 5 and x+ 2y −√35p ≡ 0 mod πv, then
7p2 = x2 + y2 + z2 ≡ 22y2 + y2 + z2 ≡ z2 mod πv.
Since 5 is ramified in k/Q, the above equation implies that 7 is a square mdoulo
5 which is a contradiction. Therefore x + 2y − √35p is a unit and invv((x + 2y −√
35p,−7)) = 0.
Since −7 = (
√
35
5 )
2(−5) and (−57 ) = 1, one has −7 ∈ (k∗v)2 and invv((x + 2y −√
35p,−7)) = 0 if v | 7.
The quaternion is (x+2y−√35p,−7) at one real place∞1 and (x+2y+
√
35p,−7)
at the other real place ∞2. Since x + 2y −
√
35 ≤ 0 and x + 2y + √35 ≥ 0 for
x2 + y2 + z2 = 7p over R, one has
inv∞1((x+ 2y −
√
35p,−7)) = 1
2
and inv∞2((x+ 2y +
√
35p,−7)) = 0.
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Therefore
(
∏
v
X(Ov))
BrX = ∅
and the result follows from §6. 
8.1.4. We leave it to the reader to handle the following example with (n,m) = (1, 3)
([4], [3]):
−9x2 + 2xy + 7y2 + 2z2 = 1.
More generally, one may give a criterion for an integer to be represented by the
indefinite form −9x2 + 2xy + 7y2 + 2z2 ([43] 6.4). As an exercise, the reader should
recover the results of [43] from the present point of view and give a criterion for
primitive representation of integers by the above form.
8.1.5. Here is an example with (n,m) = (2, 4) which goes back to Siegel. This is
Example 5.7 in [43], p. 50. Over Z, the form g(x, y) = x2+32y2 is not represented by
the form f(x, y, z, t) = x2+128y2+128yz+544z2−64t2, even though it is represented
over each Zp and R.
Let us explain how this example can be explained from the present point of view.
Let B(u, v) denote the bilinear form with coefficients in Z such that B(u, u) = f(u).
Let X/Z be the closed Z-scheme of A8Z given by the identity
g(x, y) = f(l1(x, y), . . . , l4(x, y)).
Let X = X×Z Q. For any commutative ring A a point of X(A) is given by a pair of
vectors u1, u2 ∈ A4 with
B(u1, u1) = 1, B(u1, u2) = 0, B(u2, u2) = 32.
The standard basis for A4 will be denoted e1, e2, e3, e4. The discriminant of g is 2
5,
the discriminant of f is −222. In the notation of previous section, we may take d = 2,
K = Q(
√
2). On X we find the Q-point M given by the pair
v1 = (1, 0, 0, 0) = e1; v2 = (0, 1/5, 1/5, 0) = (1/5)(e2 + e3).
We also have the Q-point given by the pair
(1, 0, 0, 0); (0, 1/2, 0, 0).
This ensures X(Zp) 6= ∅ for all p.
The Q-pointM gives rise to a morphism SO(f)→ X over Q and to maps X(F )→
F ∗/N(FK)∗, hence for each prime p to a map
θp : X(Zp)→ Q∗p/NK∗p .
Each of these maps is computed in the following fashion: given a point of X(Zp)
represented by a pair of vectors w1, w2 ∈ (Zp)4, one picks up σ ∈ SO(f)(Qp) such
that simultaneously σv1 = w1 and σv2 = w2. One then computes the spinor class of
σ, which is an element in Q∗p/Q
∗2
p and one takes its image in Q
∗
p/NK
∗
p .
Assertion For each prime p 6= 5 the image of θp is reduced to 1 ∈ Q∗p/NK∗p . For
p = 5 the image of θ5 is reduced to the nontrivial class 5 ∈ Q∗5/NK∗5 .
The reciprocity law then implies that there is no point in X(Z): the form f does
not represent g over Z.
Let us prove the assertion. The system X,M has good reduction away from S =
{2, 5,∞}. We also have R∗/NK/QK∗∞ = 1. To prove the assertion we could restrict
BRAUER–MANIN OBSTRUCTION AND INTEGRAL QUADRATIC FORMS 39
to considering the primes p = 2 and p = 5 but as we shall see the recipe we apply
easily yields the triviality of all maps θp for p 6= 2, 5.
In subsection 5.7 we gave a recipe for writing the rotation σ as an even product
of reflections, so as to be able to compute the spinor norm of σ. This recipe works
provided the pair {w1, w2} lies in a certain Zariski open set. Typically one wants
some f(x − σx) to be nonzero in order to use the reflection with respect to x − σx.
There are however many ways to write a rotation as a product of reflections. We shall
use the basic equality
f(x+ σx) + f(x− σx) = 4f(x).
This equality ensures that if f(x) 6= 0 then one of f(x+ σx) or f(x− σx) is nonzero.
For x ∈ Z4p with p 6= 2 and f(x) ∈ Z∗p it ensures that at least one of f(x + σx) or
f(x− σx) is in Z∗p.
With notation as in subsection 5.7 whenever the appropriate reflections are defined
we have for each of i = 1, 2 the equalities
τσv1−v1τ[τσv1−v1σv2−v2]vi = σvi
τσv1+v1τv1τ[τv1τσv1+v1σv2−v2]vi = σvi
τσv1−v1τ[τσv1−v1σv2+v2]τv2vi = σvi
τσv1+v1τv1τ[τv1τσv1+v1σv2+v2]τv2vi = σvi.
(To check these formulas, use the property τx−y(y) = x is f(x) = f(y).)
Note that the form f represents 1. Thus for any point P ∈ X(F ) with lift σ ∈
SO(f)(F ) the image of P in F ∗/N(FK)∗ is the class of any nonzero element among
h1 = f(σv1 − v1)f(τσv1−v1σv2 − v2)
h2 = f(σv1 + v1)f(v1)f(τv1τσv1+v1σv2 − v2)
h3 = f(σv1 − v1)f(τσv1−v1σv2 + v2)f(v2)
h4 = f(σv1 + v1)f(v1)f(τv1τσv1+v1σv2 + v2)f(v2).
The extension K = Q(
√
2)/Q is ramified only at 2.
Suppose p 6= 2 and p 6= 5. Then f(v1) is in Z∗p. This implies that at least one of
f(σv1 − v1) or f(σv1 + v1) is in Z∗p. Since f(v2) is in Z∗p for p 6= 2 and 5, one has
that at least one of f(τσv1−v1σv2 − v2) or f(τσv1−v1σv2 + v2) is in Z∗p, and one of
f(τv1τσv1+v1σv2 − v2) or f(τv1τσv1+v1σv2 + v2) is in Z∗p. This combination implies
that at least one of hi for 1 ≤ i ≤ 4 is in Z∗p, hence has trivial image in Q∗p/NK∗p .
This proves the assertion for such p’s.
Consider the case p = 5. Let {w1, w2} ∈ X(Z5). Thus w1, w2 are in Z5e1+Z5e2+
Z5e3+Z5e4 and there exists σ ∈ SO(f)(Q5) such that σv1 = w1 and σv2 = w2. Since
f(v1) = 1 from the basic equality we deduce that at least one of f(σv1 − v1) and
f(σv1 + v1) belongs to Z
∗
5. Let
̺ =
{
τσv1−v1σ if f(σv1 − v1) ∈ Z∗5
τv1τσv1+v1σ otherwise
Then ̺v1 = v1 . As for ̺v2, it is integral and orthogonal to ̺v1 hence it belongs to
Z5e2 + Z5e3 + Z5e4.
There exists ε ∈ (Z5)4 with Z5e2 + Z5e3 = Z5(e2 + e3) + Z5ε such that f(ε) = 0
and B(ε, e2 + e3) = 1. Write ̺v2 = a(e2 + e3) + bε + ce4 with a, b and c ∈ Z5.
Then a, b ∈ Z∗5. Otherwise one would have 32 = f(̺v2) ≡ −64c2 mod 5 but 2 is
not a square modulo 5. Immediate computation now yields B(̺v2, v2) ∈ 5−1Z∗5. This
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implies h1 or h2 ∈ 5−1Z∗5. Since Q5(
√
2)/Q5 is an unramified quadratic field extension,
this proves the assertion for p = 5.
Let p = 2 and {w1, w2} ∈ X(Z2). Thus w1, w2 belong to Z2e1+Z2e2+Z2e3+Z2e4
and there exists σ ∈ SO(f)(Q2) such that σv1 = w1 and σv2 = w2.
Write σv1 = αv1+w with α ∈ Z2 and w ∈ Z2e2+Z2e3+Z2e4. Then 1−α2 = f(w) ∈
25Z2. Therefore min{ord(1 − α), ord(1 + α)} = 1 and ord(1 − α) + ord(1 + α) ≥ 5.
We have
f(σv1 + v1) = f((1 + α)v1 + w) = (1 + α)
2 + f(w) = (1 + α)2 + (1− α2) = 2(1 + α)
f(σv1 − v1) = f((α− 1)v1 +w) = (α− 1)2 + f(w) = (1− α)2 + (1− α2) = 2(1− α).
We have 1 ± α = 2 − (1 ∓ α) = 2(1 − 2−1(1 ∓ α)). If ord(1 + α) ≥ 4 (first case)
then 1−α ∈ 2(Z∗2)2 hence f(σv1− v1) ∈ 4(Z∗2)2. If ord(1−α) ≥ 4 (second case) then
1 + α ∈ 2(Z∗2)2 hence f(σv1 + v1) ∈ 4(Z∗2)2.
In the first case set ̺ = τσv1−v1σ. We have ̺v1 = v1. The element σv1 − v1 belongs
to 2Z2e1+Z2e2+Z2e3+Z2e4. This implies that ̺v2 belongs to Z2e1+Z2e2+Z2e3+
Z2e4. It actually lies in Z2e2 + Z2e3 + Z2e4, because ̺v2 is orthogonal to ̺v1 = v1.
In the second case set ̺ = τv1τσv1+v1σ. We have ̺v1 = v1. The element σv1 + v1
belongs to 2Z2e1+Z2e2+Z2e3+Z2e4. This implies that ̺v2 belongs to Z2e1+Z2e2+
Z2e3 + Z2e4. It actually lies in Z2e2 + Z2e3 + Z2e4, because ̺v2 is orthogonal to
̺v1 = v1.
In the first case we have h1 = f(σv1− v1)f(̺v2− v2) and h3 = f(σv1− v1)f(̺v2+
v2)f(v2). In the second case we have h2 = f(σv1 + v1)f(̺v2 − v2) and h4 = f(σv1 +
v1)f(̺v2 + v2)f(v2)
There exists ε such that Z2e2 + Z2e3 = Z2v2 ⊥ Z2ε with f(ε) = 211. Write ̺v2 =
av2+bε+ce4 with a, b and c ∈ Z2. We have 25 = f(v2) = f(̺v2) = 25a2+211b2−26c2.
From this we deduce a ∈ Z∗2 and ord(c) ≥ 1. Set c = 2d with d ∈ Z2. From a ∈ Z∗2
we deduce min{ord(1 + a), ord(1− a)} = 1 and ord(1 + a) + ord(1− a) ≥ 3. We have
f(̺v2 − v2) = 25(a− 1)2 + 211b2 − 28d2 and f(̺v2 + v2) = 25(a+ 1)2 + 211b2 − 28d2.
Suppose ord(1 − a) = 1. Then f(̺v2 − v2) 6= 0 is a norm for the extension
Q2(
√
2)/Q2. If we are in the first case we find that h1 = f(σv1 − v1)f(̺v2 − v2) is
a norm. If we are in the second case we find that h2 = f(σv1 + v1)f(̺v2 − v2) is a
norm.
Suppose ord(1 + a) = 1. Then f(̺v2 + v2) 6= 0 is a norm for the extension
Q2(
√
2)/Q2. If we are in the first case we find that h3 = f(σv1 − v1)f(̺v2+ v2)f(v2)
is a norm (recall f(v2) = 2
5). If we are in the second case we find that h4 = f(σv1 +
v1)f(̺v2 + v2) is a norm.
This completes the proof of the assertion.
8.1.6. Starting from the previous example one immediately gets an example with
(n,m) = (2, 3). Indeed the form x2 + 32y2 is represented by the form x2 + 128y2 +
128yz + 544z2 over each Zp and it certainly is not represented by this form over Z
since it is not represented by the form x2 + 128y2 + 128yz + 544z2 − 64t2.
We leave it to the reader to analyze Example 2.9 of [6]: the form 5x2 + 16y2 is
represented by 4x2 + 45y2 − 10yz + 45z2 over each Zp but not over Z.
8.2. Representation of an integer by a 3-dimensional form: a 2-parameter
family. In [36] we find the following result (op. cit. p. 324, example 1.2).
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Proposition 8.2. Let n,m, k ≥ 1 be positive integers. The diophantine equation
m2x2 + n2ky2 − nz2 = 1
is solvable over each Zp and R except if (n,m) 6= 1. It is solvable over Z except in
the following cases:
(i) (n,m) 6= 1;
(ii) n ≡ 5 mod 8 and 2 divides m ;
(iii) n ≡ 3 mod 8 and 4 divides m.
Let us prove this result with the method of the present paper.
Proof. Let us denote by X the affine scheme over Z defined by the equation m2x2 +
n2ky2 − nz2 = 1 and by X the Q-scheme X×Z Q.
Let us first discuss the existence of local solutions. If (n,m) 6= 1 then there is a
prime p such that X(Zp) = ∅. We now assume (n,m) = 1. Over Q, we have the point
(x, y, z) = (1/m, 0, 0) and the point (x, y, z) = (0, 1/nk, 0). For each prime p, at least
one of these two points lies in X(Zp). Both lie in X(R).
One has the equation
(1 + nky)(1− nky) = m2x2 − nz2. (E1)
We have the second equation
(1 + nky) + (1 − nky) = 2. (E2)
One introduces α = (1 + nky, n) (note that 1 + nky = 0 is the tangent plane to
the quadric X at the obvious rational point (0,−1/nk, 0)). As explained above, α
belongs to Br1X and induces the nontrivial element in Br1X/Br (Q). Let us restrict
attention to the open set U ⊂ X defined by
(1 + nky)(1 − nky) = m2x2 − nz2 6= 0. (E3)
First note that over any field F containing Q and any point (x, y, z) ∈ U(F ), the
equation (E3) implies
(1 + nky, n) = (1− nky, n) ∈ Br (F ). (E4)
Claim: for any prime p 6= 2, α vanishes on X(Zp). Let (x, y, z) ∈ X(Zp) ∩ U(Qp).
If p divides n, then 1 + nky is a square in Zp, hence α vanishes. Suppose that p does
not divide n. If n is a square mod p there is nothing to prove. Suppose n is not
a square mod p. If vp(1 + n
ky) = 0 then each entry in (1 + nky, n)p ∈ Br (Qp) is
a unit, hence (1 + nky, n)p = 0. Suppose vp(1 + n
ky) > 0. Then from (E2) we get
vp(1 − nky) = 0 hence (1− nky, n)p = 0, which using (E4) shows (1 + nky, n)p = 0.
From n > 0 we see that α vanishes on X(R).
It remains to discuss the value of α on X(Z2) ∩ U(Q2).
The theorem now says: there is an integral solution, i.e. a point in X(Z), if and
only if there exists a point of X(Z2) on which α vanishes.
If m is odd, then the point M with coordinates (x, y, z) = (1/m, 0, 0) belongs to
X(Z2) ∩ U(Q2), and α(M) = (1, n)2 = 0 ∈ Br (Q2).
Assume now m even, hence n odd.
If n ≡ 1 mod 8 then n is a square in Z2 hence (1 + nky, n)2 = 0 for any point of
X(Z2) ∩ U(Q2).
If n ≡ −1 mod 8 then there exists a point M ∈ X(Z2) ∩ U(Q2) with coordinates
(x, y) = (0, 0), hence α(M) = (1, n)2 = 0.
Let us consider the remaining cases, i.e. m even and n ≡ ±3 mod 8.
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Let us recall the following values of the Hilbert symbol at the prime 2. We have
(r, 5)2 = 0 if r is an odd integer and (2, 5)2 = 1 ∈ Z/2. We have (3, 3)2 = (3, 7)2 =
1 ∈ Z/2 and (2, 3)2 = 1 ∈ Z/2.
Assume that n ≡ 3 mod 8 and m = 2m0 with m0 odd. The equation 1 − 4m20 =
−nz2 has a solution with z ∈ Z2. The point M with coordinates (x, y, z) = (1, 0, z)
belongs to X(Z2) ∩ U(Q2), and α(M) = (1, n)2 = 0.
Assume that n ≡ 3 mod 8 and 4 divides m. Let M = (x, y, z) be a point of
X(Z2) ∩ U(Q2). We have 1 − y2 ≡ −3z2 mod 8. If v2(y) > 0 then z ∈ Z∗2 and
the last equality implies 1 − y2 ≡ −3 mod 8 hence y = 2y0 with y0 ∈ Z∗2. Thus
1 + nky ≡ 3 or 7 mod 8. This implies (1 + nky, n)2 = (3, 3)2 or (7, 3)2 = 1 ∈ Z/2.
Assume y ∈ Z∗2. Then (E) implies 0 ≡ −3z2 mod 8. Hence 4 divides z. Hence
1 − n2ky2 ≡ 0 mod 16. This implies nky ≡ ±1 mod 8. Thus either 1 + nky ≡ 2
mod 8 which implies (1 + nky, n)2 = 1 ∈ Z/2 or 1 − nky ≡ 2 mod 8 which implies
(1−nky, n)2 = 1 ∈ Z/2 hence using (E4) (1+nky, n)2 = 1 ∈ Z/2. That is, α is never
zero on X(Z2) ∩ U(Q2).
Assume that n ≡ 5 mod 8 and 2 divides m. Let M = (x, y, z) be a point of
X(Z2) ∩ U(Q2). We have 1 − y2 ≡ 3z2 mod 4. This implies y ∈ Z∗2 and v2(z) > 0
even. Each of 1 + nky and 1 − nky has positive 2-adic valuation. Since their sum
is 2, one of them is of the shape 2r with r ∈ Z∗2. Now (r, 5)2 = 0 for r ∈ Z∗2, so
(2r, 5)2 = (2, 5)2 = 1 ∈ Z/2. Thus at least one of (1 + nky, n)2 or (1 − nky, n)2 is
nonzero, hence both are nonzero. 
8.3. Quadratic diophantine equations. In this section we illustrate how our in-
sistance on arbitrary integral models, as opposed to the classical ones, immediately
leads to results which in the classical literature would have required some work .
Theorem 8.3. Let k be a number field, O its ring of integers, f(x1, . . . , xn) a polyno-
mial of total degree 2 and l(x1, . . . , xn) a polynomial of total degree 1 which does not
divide f .
Let X/O be the affine closed O-subscheme of AnO defined by
f(x1, . . . , xn) = 0, l(x1, . . . , xn) = 0.
Assume that X = X ×O k is smooth. Let v0 be a place of k such that X(kv0) is
noncompact. Let O{v0} be the ring of integers away from v0.
(i) If n ≥ 5, i.e. the dimension of X is at least 3, then X(O{v0}) is dense in∏
v 6=v0 X(Ov).
(ii) If n = 4, i.e. the dimension of X is 2, and if {Mv} ∈
∏
vX(Ov) is orthogonal
to BrX/Brk ⊂ Z/2, then {Mv} ∈
∏
v 6=v0 X(Ov) may be approximated arbitrarily
closely by an element of X(O{v0}).
Proof. The hypothesis on X guarantees that X is k-isomorphic to a smooth affine
quadric of dimension n− 2. Such a quadric is of the shape G/H for G a spinor group
attached to a quadratic form of rank n − 1 and H ⊂ G a spinor group if n ≥ 5, a
torus if n = 4 (see subsections 5.3 and 5.6). The result is a special case of Theorem
3.7 (see also Theorem 6.1 if n ≥ 5 and Theorem 6.3 if n = 4). 
Remark 8.4. One may write a more general statement, where one gives oneself a
finite set of places containing v0 and one approximates elements in
∏
v∈S\v0 X(kv)×∏
v/∈S X(Ov) by points in X(OS).
Remark 8.5. Watson proved a result ([39], Thm. 2) closely related to the case n ≥ 5
of the above theorem. It would be interesting to revisit his paper [40].
BRAUER–MANIN OBSTRUCTION AND INTEGRAL QUADRATIC FORMS 43
9. Sums of three squares in an imaginary quadratic field
Let k = Q(
√
d) be an imaginary quadratic field. We may and will assume that d is
a negative square-free integer. Let O denote the ring of integers of k. In this section
we give a proof based on Theorem 6.3 of the following theorem due to Chungang Ji,
Yuanhua Wang and Fei Xu [19]:
Theorem 9.1. Suppose a ∈ O can be expressed as a sum of three integral squares at
each local completion Ov. If a is not a sum of three integral squares in O, then all
the following conditions are fulfilled:
(i) d 6≡ 1 mod 8;
(ii) there is a square-free positive integer d0 such that a = d0α
2 for some α ∈ k;
such a d0 is then uniquely determined;
(iii) d = d0.d1 with d1 ∈ Z;
(iv) d0 ≡ 7 mod 8;
(v) For any odd prime p which divides NF/Q(a), at least one of (
−d0
p ), (
−d1
p ) is equal
to 1.
If conditions (i) to (v) are fulfilled, then a is not a sum of three squares in O.
Remark 9.2. (1) For v nondyadic, −1 is a sum of two squares in Ov, hence any element
in Ov is a sum of three squares (use the formula x = (
x+1
2 )
2 − (x−12 )2). The local
condition on a in the theorem only has to be checked for the dyadic valuations.
(2) Let us explain the comment on uniqueness of the positive square-free d0 in (ii).
Let a = d′0.β
2 be another representation. Then d0/d
′
0 = (n+m
√
d)2 with n,m ∈ Q,
which implies d0/d
′
0 = n
2 or d0/d
′
0 = m
2.d. From d < 0 we conclude that we are in
the first case and then d0 = d
′
0.
(3) An easy application of Hilbert’s theorem 90 implies that (ii) holds if and only
if Nk/Q(a) = r
2 for some integer r ∈ Z.
(4) There is a big difference with the family of examples discussed in Proposition
8.2. Given an integer a ∈ k which is a good candidate, there is in general no obvious
rational point on a = x2 + y2 + z2 – unless d is such that −1 is an explicit sum of 2
squares in k.
(5) Earlier results on the representation of an integer in a quadratic imaginary field
as a sum of three squares are due to Estes and Hsia [14].
Before we begin the proof let us fix some notation and recall facts from subsec-
tion 5.8.
Let k be a field of characteristic not 2, let (V,Q) be a 3-dimensional quadratic
space over k which in a given basis V ≃ k3 associates Q(v) = f(x, y, z) to v =
(x, y, z). Let B(v, w) = (1/2)(Q(v + w) − Q(v) − Q(w)) be the associated linear
bilinear form. Let a ∈ k∗. We let X ⊂ A3k be the smooth affine quadric defined by
the equation Q(v)− a = 0. We let Y ⊂ P3k be the smooth projective quadric given by
the homogeneous equation Q(v) − at2 = 0. Suppose −a is not a square in k. Then
according to subsection 5.8 we have BrX/Br k = Z/2. Let M ∈ X(k), which we may
view as an element v0 ∈ V . The trace on X of the tangent plane to Y at M is given
by B(v0, v)− a = 0. Let UM ⊂ X ⊂ V be the complement in X of that plane.
By subsection 5.8 the class of the quaternion algebra
A = (B(v0, v)− a,−a. disc(f)) ∈ BrUM
is the restriction to the open set UM of an element α of BrX which generates
BrX/Brk = Z/2.
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For X(k) 6= ∅ that very statement implies that for F any field extension of k such
that −a /∈ F ∗2, the restriction map Z/2 = BrX/Brk → BrXF /BrF = Z/2 is an
isomorphism.
If we start from a point M ∈ Y (k) \ X(k), which may be given by an element
v0 ∈ V \ 0 with Q(v0) = 0, the same construction yields the algebra
A = (B(v0, v),−a. disc(f)) ∈ BrUM .
Proof. We thus assume that a ∈ O is a sum of three squares in each Ov.
If −a is a square in k then according to Theorem 6.3 a is a sum of three squares
in O. If −a is a square in k and (ii) holds then −d0 is a square in k = Q(
√
d) hence
−d0 = d. Then (i) and (iv) may not simultaneously hold.
To prove the theorem it is thus enough to restrict to the case where −a is not a
square in k. In that case BrX/Brk = Z/2. Let A ∈ BrX a 2-torsion element which
spans BrX/Brk. By Theorem 6.3 we know that X(O) 6= ∅ if and only if there exists
a family {Mv} ∈
∏
X(Ov) such that∑
v
invv(A(Mv)) = 0 ∈ Z/2.
For this to happen, it suffices that for some place v the map X(Ov) → Z/2 given
by evaluation of A is onto.
In the next three lemmas we discuss purely local situations.
If O ⊂ k is a discrete valuation ring with field of fractions k, we shall write L =
LO ⊂ V for the trace of O3 ⊂ k3 ≃ V .
Lemma 9.3. Let k be a nonarchimedean, nondyadic local field, O its ring of integers,
a ∈ O∗. Let X ⊂ A3O be the O-scheme with affine equation x2 + y2 + z2 = a and let
X = X ×O k. Then X(O) 6= ∅. For any element A ∈ BrX, the image of the map
X(O)→ Q/Z given by P 7→ inv(A(P )) is reduced to one element.
Proof. The quadratic form x2+y2+z2 is O-isomorphic to the quadratic form 2uv−w2,
and X ⊂ A3O is given by the equation 2uv − w2 = a. In particular X(O) 6= ∅. Its
natural compactification is the smooth O-quadric Y ⊂ P3O given by the homogeneous
equation 2uv − w2 = at2.
If −a is a square, then BrX/Brk = 0 and the result is obvious. Assume −a is not
a square. The point (u, v, w, t) = (0, 1, 0, 0) is a point of Y (k). Its tangent plane is
given by u = 0. Thus there exists an element of order 2 in BrX whose restriction to
the open set u 6= 0 of X ⊂ A3k is given by the quaternion algebra (u,−a), and which
spans BrX/Brk. Given any point (α, β, γ) ∈ X(O), from 2αβ − γ2 = a we deduce
that α and β are in O∗. Thus α is a norm for the unramified extension k(
√−a)/k
and inv(α,−a) = 0 ∈ Z/2. 
Lemma 9.4. Let k be a nonarchimedean, nondyadic local field, O its ring of integers,
a ∈ O. Let X ⊂ A3O be the O-scheme with affine equation x2 + y2 + z2 = a and
let X = X ×O k. Then X(O) 6= ∅. Assume −a is not a square in k and v(a) > 0.
Then BrX/Brk = Z/2 and there exists an element A of order 2 in BrX which
spans BrX/Brk. For any such element the image of the map X(O) → Z/2 given by
P 7→ inv(A(P )) ∈ Z/2 is the whole group Z/2.
Proof. Since the local field k is not dyadic, the quadratic form x2 + y2 + z2 is O-
isomorphic to the quadratic form 2xy − z2, and X ⊂ A3O is given by the equation
2xy − z2 = a which we now only consider. We clearly have X(O) 6= ∅.
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The assumption −a is not a square yields BrX/Brk = Z/2 as recalled above, that
group being generated by the class of an algebra A whose restriction to a suitable
open set is given by a a quaternion algebra A computed from the equation of the
tangent plane at a k-point.
Let ν denote the valuation of k. If ν(a) is odd, let us set v0 = (
1
2a, 1, 0) ∈ X(O) ⊂
X(k). For given ǫ ∈ O∗ set v = v(ǫ) = (ǫ, 12aǫ−1, 0) ∈ X(O). Since B(v0, v) − a =
ǫ+ 14ǫ
−1a2 − a = ǫη2 for some η ∈ O∗ by Hensel’s Lemma, one has
inv(B(v0, v)− a,−a) = inv(ǫ,−a) ∈ Z/2
This is equal to 0 if ǫ is a square and to 1 otherwise.
Fix π a uniformizing parameter for O. If ν(a) > 1 is even, and −a /∈ k∗2, set
v0 = (
pi
2 a, π
−1, 0) ∈ X(k). Let v1 = (1, a2 , 0) ∈ X(O) and v2 = (π, a2pi , 0) ∈ X(O).
Then B(v0, v1) = π
−1 + a
2
4 π and B(v0, v2) = 1 +
a2
4 . Thus
inv(B(v0, v1)− a,−a) = inv(π−1,−a) = 1 ∈ Z/2.
and
inv(B(v0, v2)− a,−a) = inv(1,−a) = 0 ∈ Z/2.

Lemma 9.5. Let k be a finite extension of Q2 and O be its ring of integers. Let a ∈ O.
Let X ⊂ A3O be the O-scheme with affine equation x2+y2+z2 = a and let X = X×Ok.
Assume X(O) 6= ∅, i.e. a is a sum of 3 squares in O. Assume −a is not a square in
k. Then BrX/Br k = Z/2 and there exists an element A of order 2 in BrX which
spans BrX/Brk. For any such element A the image of the map X(O) → Z/2 given
by P 7→ inv(A(P )) ∈ Z/2 is the whole group Z/2.
Proof. We let ν denote the valuation on k and π be a uniformizing parameter for
O. We shall use the following facts from the theory of local fields. Let K/k be a
quadratic field extension of local fields. The subgroup of norms NK/kK
∗ ⊂ k∗ is of
index 2. This subgroup coincides with the group of elements of k of even valuation if
and only if K/k is the unramified quadratic extension of k. If K = k(
√
a) and b ∈ k∗,
then b is a norm from K if and only if the Hilbert symbol (a, b) = 0 ∈ Z/2.
Suppose x2 + y2 + z2 is O-isomorphic to 2xy − z2 and X ⊂ A3O is given by the
equation 2xy − z2 = a which we now first consider.
Since X(O) 6= ∅, there is (x0, y0, z0) ∈ X(O). Let v0 = (x0y0, 1, z0) ∈ X(O) and
v = (ǫ−1, ǫx0y0, z0) ∈ X(O) for any ǫ ∈ O∗. Then
inv(B(v0, v)− a,−a) = (ǫ−1(ǫx0y0 − 1)2,−a) = (ǫ,−a)
takes both values 0 and 1 in Z/2 if k(
√−a)/k is ramified.
If k(
√−a)/k is unramified, then ν(a) is even and there are infinitely many ξ and
η in O∗ such that −aπ−ν(a) = ξ2 + 4η by 63:3 of [28].
Let v0 = (−2ηπν(a), 1, ξπ ν(a)2 ) be such that
π−1B((π, 1, 0), v0) = π−1(π − 2ηπv(a)) = 1− 2πv(a)−1η ∈ O
is non-zero.
Since the above v only produces the value 0 in this case, one needs
v′ = v0 − π−1B((π, 1, 0), v0)(π, 1, 0) ∈ X(O)
and
inv(B(v0, v
′)− a,−a) = (−π−1(B((π, 1, 0), v0))2,−a) = (−π,−a) = 1 ∈ Z/2.
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Next we assume that x2 + y2 + z2 is not isomorphic to 2xy − z2 over O. Since
x2+y2+z2 is isomorphic to 2x2+2xy+2y2+3z2 over O by x 7→ x−z, y 7→ y−z and
z 7→ x+y+z, we consider thatX ⊂ A3O is given by the equation 2x2+2xy+2y2+3z2 =
a. Since X(O) 6= ∅, one can fix v0 = (x0, y0, z0) ∈ X(O) such that at least one of x0 or
y0 is non-zero by Hensel’s Lemma. For any ǫ ∈ O∗, there are infinitely many η ∈ O∗
such that ǫ ≡ η2 mod π. By Hensel’s Lemma, there is ξ ∈ O such that ξ2+ξη+η2 = ǫ
for each η. Since there are at most two η’s satisfying B(v0, (ξ, η, 0)) = 0 for the given
v0, one can choose η such that B(v0, (ξ, η, 0)) 6= 0. Let
v = v0 − ǫ−1B(v0, (ξ, η, 0))(ξ, η, 0) ∈ X(O).
Then
inv(B(v0, v)− a,−a) = (−ǫ−1B(v0, (ξ, η, 0))2,−a) = (−ǫ,−a)
takes both values 0 and 1 in Z/2 if k(
√−a)/k is ramified.
If k(
√−a)/k is unramified, then ν(a) is even. We claim ν(2x2 + 2xy+2y2) is odd
for all x, y ∈ O. First we show that ν(2) is odd. Suppose not, there is α ∈ O∗ such
that 2 + 3α2πν(2) ≡ 0 mod 2π by the perfectness of the residue field. Then
2x2 + 2xy + 2y2 + 3z2 ∼ (2 + 3α2πν(2))x2 + 2xy + 2y2 + (3 + 6α2πν(2))z2
over O by
x 7→ x− 2απ ν(2)2 z, y 7→ y + απ ν(2)2 z, z 7→ z + απ ν(2)2 x.
By Hensel’s Lemma, one has
(2 + 3α2πν(2))x2 + 2xy + 2y2 ∼ 2xy
over O (see 93:11 of [28]). This contradicts our assumption. Suppose the claim is not
true. Then there are α, β ∈ O∗ such that α2 + αβ + β2 ≡ 0 mod π. By Hensel’s
Lemma and 93:11 of [28], one has 2x2+2xy+2y2 ∼ 2xy over O which contradicts to
our assumption. The claim is proved.
By the claim, one obtains that z0 6= 0. Since the above v only produces the value
0 in this case, one needs v′ = (x0, y0,−z0) ∈ X(O) and
inv(B(v0, v
′)− a,−a) = (−2z20 ,−a) = (−2,−a) = 1 ∈ Z/2.
The proof is complete.

Lemma 9.6. Let d < 0 be a squarefree negative integer. Let k = Q(
√
d). Let a be a
nonzero element in the ring O of integers of k. Assume that for each place v, a is a
sum of 3 squares in Ov. Then the set of conditions
(a) For each non-dyadic valuation v with v(a) > 0, −a is a square in kv.
(b) For each dyadic valuation v, −a is a square in kv.
is equivalent to the set of conditions
(i) d 6≡ 1 mod 8;
(ii) there is a square-free integer d0 ∈ Z such that a = d0α2 for some α ∈ k;
(iii) d = d0.d1 with d1 ∈ Z;
(iv) d0 ≡ 7 mod 8;
(v) For any odd prime p which divides Nk/Q(a) one at least of (
−d0
p ), (
−d1
p ) is equal
to 1.
Note that the only difference between the second list of conditions and the list in
Theorem 9.1 is that we do not demand d0 > 0.
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Proof. From (b) we deduce that−1 is a sum of 3 squares in each dyadic field kv. Since
−1 is not a sum of 3 squares in Q2, this implies that the prime 2 is not split in the
extension k/Q, i.e. d 6≡ 1 mod 8, which proves (i).
Hypotheses (a) and (b) imply
(c) for any (nonarchimedean) valuation v of k, v(a) is even.
Thus for any prime p, the p-adic valuation of the positive integer Nk/Q(a) is even.
Thus Nk/Q(a) ∈ N is a square. An application of Hilbert’s theorem 90 shows that
there exist an
integer r ∈ N and an element ξ ∈ k such that a = r.ξ2. We may and will take r
squarefree. From (a) and (b) we conclude that r consists only of primes ramified in
the extension k/Q, i.e. r divides the discriminant D of k/Q. In particular r divides
4d. Since r is squarefree, r divides 2d.
As we have seen, there is just one valuation v of k above the prime 2. In the dyadic
field kv = Q2(
√
d), −a is a square, hence so is −r. This implies that either −r or
−d/r is a square in Q2.
If −r ∈ Z, which is squarefree, is a square in Q2, then −r is odd and −r ≡ 1 mod
8. We set d0 = r > 0. The integer d0 is squarefree divides 2d and is odd hence divides
d. It satisfies d0 ≡ 7 mod 8. Let α = ξ. Then a = d0.α2.
Assume that −r is not a square in Q2. Then −d/r is a square in Q2. Since r
divides 2d in Z and d is squarefree, the 2-adic valuation of −d/r is −1, 0 or 1. It must
therefore be 0, and −d/r is a positive squarefree integer congruent to 1 mod 8. We
set d0 = d/r ∈ Z, d0 < 0. The integer d0 is squarefree, divides d and satisfies d0 ≡ 7
mod 8. Let α = r.ξ. Then a = r.ξ2 = (d/r).α2 = d0.α
2.
Since d is squarefree, we may write d = d0d1 with d1 ∈ Z and d0, d1 coprime and
squarefree.
Let p be an odd prime which divides NF/Q(a) ∈ N. There exists a place v of k
above p such that v(a) > 0. By hypothesis (b), −a is a square in kv. Thus −d0 is a
square in kv. If p splits in k = Q(
√
d), then kv ≃ Qp, the squarefree integer −d0 is
a square in Qp hence is prime to p and satisfies (
−d0
p ) = 1. If p is inert or ramified
in k, then −d0 is a square in the quadratic extension Qp(
√
d)/Qp. Thus one of the
squarefree integers −d0 or −d1 = −d/d0 is a square in Qp hence is the square of a
unit in Zp.
Thus the second set of conditions is implied by the first one.
Suppose (i) to (v) hold. From (ii) and (iv), where we get (b). From (ii) and (iii)
we see that we may write −a = −d0α2 and a = −d1β2 with α, β ∈ k. If v be a place
of k above an odd prime p and v(a) > 0 then p divides Nk/Q(a). From (v) we then
get that either −d0 or −d1 is a square in Qp, hence −a is a square in kv. 
Let us go back to the global situation. Thus a lies in the ring of integers of
k = Q(
√
d) and a ∈ O is a sum of three squares in Ov for each place v. Moreover,−a is
not a square in k. Let A ∈ BrX be a 2-torsion element which spans BrX/Brk = Z/2.
Let us consider the two conditions
(1) For each non-dyadic valuation v with v(a) > 0, −a is a square in kv.
(2) For each dyadic valuation v, −a is a square in kv.
From Lemmas 9.3, 9.4 and 9.5 we deduce:
If one of these two conditions does not hold, then there exists a place v such that
the image of X(Ov) → Z/2 given by evaluation of A is the whole group Z/2, hence
X(O) 6= ∅.
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For any given A ∈ BrX as above, we thus have that for each place v of k, the
image of the evaluation map X(Ov) → Z/2 given by Mv 7→ invv(A(Mv)) is reduced
to one element, say αv ∈ Z/2, and X(O) = ∅ if and only if
∑
v αv = 1 ∈ Z/2.
For given a satisfying the two conditions above, let us produce a convenient A.
Under our assumptions, −1 = a/(−a) is a sum of 3 squares, hence of 2 squares, in
each dyadic field kv. It is a sum of 2 squares in any other completion kv. By Hasse’s
principle it is a sum of 2 squares in k. There thus exists ρ, σ, τ ∈ O, which we may
take all nonzero, such that ρ2 + σ2 + τ2 = 0. This defines a point (at infinity) on
Y (k). Starting from this point, the technique recalled at the beginning of the proof
shows that the quaternion algebra (ρx + σy + τz,−a) is the restriction to the open
set ρx+ σy + τz 6= 0 of a 2-torsion element A of BrX which spans BrX/Brk.
Let v be a place of k and π a uniformizing parameter. If −a is a square in kv, then
A = 0. That is thus the case for v dyadic and for v nondyadic such that v(a) > 0.
Assume that −a is not a square in kv. For v nondyadic with v(a) = 0, for b ∈ k∗v ,
we have inv(b,−a) = 0 ∈ Z/2 if and only if v(b) is even. Let n = inf(v(ρ), v(σ), v(τ)).
Let ρ = ρvπ
n, σ = σvπ
n, τ = τvπ
n. Assume v(ρv) = 0. Let
Mv = (ρv, σv, τv) + (a/2ρ
2
v)(ρv,−τv, σv) ∈ O3v.
We have Mv ∈ X(Ov). Thus αv = invv(A(Mv)) = invv(12πna,−a) ∈ Z/2 is 0 or
1 depending on whether n is even or odd. By symmetry in ρ, σ, τ , the result holds
whichever is the smallest of v(ρ), v(σ), v(τ).
We thus conclude:
Assume that for each non-dyadic valuation v with v(a) > 0, −a is a square in kv
and that for each dyadic valuation v, −a is a square in kv. There exist ρ, σ, τ ∈O,
none of them zero, such that ρ2 + σ2 + τ2 = 0. Fix such a triple. Then the set X(O)
is not empty if and only if the number of places v such that
(1) −a is not a square in kv
(2) inf(v(ρ), v(σ), v(τ)) is odd
is even.
Let us now look for values of ρ, σ, τ ∈ O. We know that −1 is a sum of 2 squares
in k. Since it is not a sum of 2 squares in Q2, this implies that the prime 2 is not
split in the extension k/Q, i.e. the squarefree integer d satisfies d 6≡ 1 mod 8, hence
the square free integer −d satisfies−d 6≡ 7 mod 8. Thus there exist α, β, γ, δ in Z,
not all zero, such that α2 + β2 + γ2 + dδ2 = 0. We may choose them so that none of
α, β, γ, δ, α2 + β2 is zero. Then
(α2 + β2)2 + (αγ + βδ
√
d)2 + (βγ − αδ
√
d)2 = 0.
We may thus take
(ρ, σ, τ) = (α2 + β2, αγ + βδ
√
d, βγ − αδ
√
d).
To produce convenient α, β, γ, δ, we shall use Hecke’s results on primes represented
by a binary quadratic forms.
Proposition 9.7. Let d < 0 be a squarefree integer, d 6≡ 1 mod 8. There exists a prime
l ≡ 1 mod 4 which does not divide d and which is represented over Z as
(a) l = −2i2 + 2ij − d+12 j2 if d ≡ 5 mod 8,
(b) l = −i2 − dj2 if d ≡ 2 mod 4,
(c) l = −i2 + ij − d+14 j2 if d ≡ 3 mod 4.
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Proof. Let us denote by q(x, y) the quadratic form in the right hand side. This is a
form of discriminant −4d, hence over the reals it breaks up as a product of two linear
forms. In each of the above cases one checks that there exists i0, j0 ∈ Z such that
q(i0, j0) ≡ 1 mod 4. Let ∆ ⊂ R×R be a convex cone with vertex at the origin in the
open set defined by q(x, y) > 0. In each of the above cases the quadratic form q(x, y)
is primitive: there is no prime which divides all its coefficients. A direct application
of Hecke’s result as made explicit in Theorem 2.4 p. 162 of [8] shows that there exist
i, j ∈ Z and l a prime number such that (i, j) ∈ ∆ hence q(i, j) > 0, with q(i, , j) = ±l
hence q(i, j) = l such that moreover (i, j) ≡ (i0, j0) mod 4, hence l ≡ 1 mod 4. 
Remark 9.8. Earlier papers on the subject [14,19] already use special representations
as provided by the above proposition. For their purposes, Dirichlet’s theorem (for
number fields) was enough.
Fix l as above. Fix α, β ∈ Z such that
(a) α2 + β2 = 2l if d ≡ 5 mod 8,
(b) α2 + β2 = l if d ≡ 2 mod 4,
(c) α2 + β2 = 4l if d ≡ 3 mod 4 .
For i, j as above set
(a) γ = 2i− j, δ = j if d ≡ 5 mod 8,
(b) γ = i, δ = j if d ≡ 2 mod 4 ,
(c) γ = 2i− j, δ = j if d ≡ 3 mod 4.
Then α2 + β2 + γ2 + dδ2 = 0 and (l, αβγδ) = 1.
The prime l splits in k/Q. Let v1 and v2 be the two places of k above l. We have
Nk/Q(βγ−αδ
√
d) = 2l(α2+γ2) if d ≡ 5 mod 8, Nk/Q(βγ−αδ
√
d) = l(α2+γ2) if d ≡ 2
mod 4, Nk/Q(βγ−αδ
√
d) = 4l(α2+γ2) if d ≡ 3 mod 4. We have Nk/Q(αγ+βδ
√
d) =
2l(β2 + γ2) if d ≡ 5 mod 8, Nk/Q(αγ + βδ
√
d) = l(β2 + γ2) if d ≡ 2 mod 4, and
Nk/Q(αγ + βδ
√
d) = 4l(β2 + γ2) if d ≡ 3 mod 4.
Thus
ordv1 (βγ − αδ
√
d) + ordv2 (βγ − αδ
√
d) ≥ 1
and
ordv1 (αγ + βδ
√
d) + ordv2 (αγ + βδ
√
d) ≥ 1.
Since β(βγ − αδ√d) + α(αγ + βδ√d) is equal to 2lγ if d ≡ 5 mod 8, is equal to lγ
if d ≡ 2 mod 4 and is equal to 4lγ if d ≡ 3 mod 4, one has
ordv1 (βγ − αδ
√
d) ≥ 1 ⇔ ordv1 (αγ + βδ
√
d) ≥ 1
and
ordv2 (βγ − αδ
√
d) ≥ 1 ⇔ ordv2 (αγ + βδ
√
d) ≥ 1.
Since
Nk/Q(αδ
√
d− βγ) +Nk/Q(αγ + βδ
√
d)
is equal to 4l(l+ γ2) if d ≡ 5 mod 8, to l(l+2γ2) if d ≡ 2 mod 4 and to 8l(2l+ γ2) if
d ≡ 3 mod 4, one has
ordv1 (βγ − αδ
√
d) + ordv2 (βγ − αδ
√
d) = 1
or
ordv1 (αγ + βδ
√
d) + ordv2 (αγ + βδ
√
d) = 1.
Without loss of generality, one can assume that
ordv1 (βγ − αδ
√
d) = 0 and ordv2 (βγ − αδ
√
d) = 1.
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Then
ordv1 (αγ + βδ
√
d) = 0 and ordv2 (αγ + βδ
√
d) ≥ 1.
For
(ρ, σ, τ) = (α2 + β2, αγ + βδ
√
d, βγ − αδ
√
d)
we thus have
inf(v1(ρ), v1(σ), v1(τ)) = 0
and
inf(v2(ρ), v2(σ), v2(τ)) = 1
and
inf(v(ρ), v(σ), v(τ)) = 0
for any other nondyadic prime v.
AssumeX(O) = ∅. From Lemmas 9.3, 9.4 and 9.5 we know that hypotheses (a) and
(b) in Lemma 9.6 hold. In particular a = d0ζ
2 for some ζ ∈ k. Also, the squarefree
integer d is not congruent to 1 mod 8. We may thus produce (ρ, σ, τ) as above. For
A associated to (ρ, σ, τ), we have αv = 0 for any v 6= v2 and αv2 = 1 if and only if −a
is not a square in kv2 , i.e. if and only if −d0 is not a square in Ql, i.e. if and only if
−1 = (−d0l ).
From Lemma 9.6 we have d 6= 0, 1, 4 mod 8. Thus
−1 = (−d0
l
) =
∏
p|d0
(
l
p
) =
∏
p|d0
(
−1
p
)
if d ≡ 2 or 3 mod 4 where the second equality follows from the quadratic reciprocity
law and the third equality follows from Proposition 9.7. This implies that there is
an odd number of primes congruent to 3 mod 4 which divide the squarefree integer
d0. Hence d0 is congruent to its sign times 3 modulo 4. From Lemma 9.6 we have d0
congruent to 7 mod 8, hence to 3 mod 4. We now conclude d0 > 0.
Similarly
−1 = (−d0
l
) =
∏
p|d0
(
l
p
) =
∏
p|d0
(
−2
p
)
if d ≡ 5 mod 8, and we deduce d0 > 0.
Together with Lemma 9.6, this completes the proof of one half of Theorem 9.1: if
X(O) is empty, then conditions (i) to (v) in that theorem are fulfilled.
Assume that hypotheses (i) to (v) in Theorem 9.1 hold. Then from Lemma 9.6
we deduce: for each non-dyadic valuation v with v(a) > 0, −a is a square in kv and
for each dyadic valuation v, −a is a square in kv. Proceeding as above one finds
suitable α, β, γ, δ with associated ρ, σ, τ , and a prime l congruent to 1 mod 4 such
that X(O) = ∅ if and only if −d0 is not a square in Ql. The same computation as
above now shows that d0 > 0 implies that −d0 is not a square in Ql. 
10. Appendix: Sum of three squares in a cyclotomic field,
by Dasheng Wei and Fei Xu
In this appendix, we will show that the local-global principle holds for the sum of
three squares over the ring of integers of cyclotomic fields. First we need the following
lemma which appears in [30], Exercises 2 and 3 p. 70. For completeness, we provide
the proof.
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Lemma 10.1. Suppose R is a commutative ring with identity 1R. If −1R can be written
as a sum of two squares over R, then any element which can be written as a sum of
squares over R is a sum of three squares over R.
Proof. Suppose α ∈ R can be written as a sum of squares. Since −1R can be written
as a sum of squares, one has that −α can be written as a sum of squares as well. Let
−α =∑si=1 x2i . Then
α = (
∏
1≤i<j≤s
xixj +
s∑
i=1
xi + 1)
2 − [(
∏
1≤i<j≤s
xixj +
s∑
i=1
xi)
2 + (1 +
s∑
i=1
xi)
2].
Since −1R is a sum of two squares and
(a2 + b2)(c2 + d2) = (ac+ bd)2 + (ad− bc)2,
one concludes that α is a sum of three squares. 
Let k = Q(ζn) be a cyclotomic field, where ζn is a primitive n-th root of unity. Let
O be the ring of integers of k.
Theorem 10.2. An integer x ∈ O is a sum of three squares over O if and only if x is
a sum of three squares over all local completions Ov.
Proof. If 2 is ramified in k/Q, then 4 | n and −1 is a square in O. By Theorem 6.1,
one has x is a sum of four squares. By Lemma 10.1, one concludes that x is a sum of
three squares as well.
Now one only needs to consider the case that 2 is unramified. Therefore one can
assume that n is odd. Let f be the order of the Frobenius of 2 in Gal(k/Q) = Z/(n)∗.
If f is even, there is a prime p | n such that the order of 2 in Z/(p)∗ is even by
the Chinese Remainder Theorem, which is denoted by 2t. Then 2t ≡ −1 mod p. Let
ζp ∈ O be a p-th primitive root of unity. One has
t∏
i=1
(1 + ζ2
i
p ) =
1− (ζ2tp )2
1− ζ2p
=
1− (ζ−1p )2
1− ζ2p
= −ζ−2p .
This implies that −1 can be written as a sum of two squares over O. By the same
argument as above, x is a sum of three squares.
Otherwise f = [Q2(ζn) : Q2] is odd. Suppose x is not a sum of three squares
over O. By Lemma 9.5 and Theorem 6.3, one obtains that −x is a square in Q2(ζn).
This implies −1 is a sum of three squares over Q2(ζn). By Springer’s Theorem (see
Chapter 2, §5.3 of [32]), −1 is a sum of three squares over Q2. Therefore −1 is a
sum of two squares by Pfister’s Theorem (see Chapter 2, §10.8 of [32]) over Q2. A
contradiction is derived.

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