We prove that, under certain conditions, some classical iterative methods converge for the linear system resulting from a fourth-order compact discretization of the convection-di usion equation.
Introduction
We consider the two-dimensional constant coe cient convection-di usion equation u xx + u yy + pu x + qu y = ?f(x; y); (x; y) 2 ; u(x; y) = g(x; y); (x; y) 2 @ ; (1) where is a smooth convex domain in R 2 . This equation often appears in the description of transport phenomena. The magnitudes of p and q determine the ratio of convection to di usion.
When equation (1) is discretized using central di erences, the resulting scheme yields a vepoint formula and has a truncation error of order h 2 . Classical iterative methods, e.g., Jacobi and Gauss-Seidel methods, for solving the resulting system of linear equations do not converge when the convective terms dominate and the cell Reynolds number (de ned below) is greater than a certain constant. Although the upwind scheme is stable for all cell Reynolds number, it is only of rst-order accuracy. Recently, there has been growing interest in developing fourth-order nite di erence schemes for the convection-di usion equation (and the Navier-Stokes equations) which give high accuracy approximations, see 1, 3, 4, 5, 6] and the references therein. In particular, Gupta et al 3] proposed a fourth-order compact nite di erence scheme for solving (1) and showed numerically that the scheme is both highly accurate and computationally e cient. Classical iterative methods with this scheme have been shown numerically to converge for all values of p and q 3]. In 4], this compact scheme was extended to solve the convection-di usion equation with variable coe cients. The new scheme has also been shown numerically to have a truncation error of order h 4 and good numerical stability for large values of p(x; y) and q(x; y). This paper has been accepted for publication in Applied Mathematics Letters.
However, we are not aware of any analytical result to prove that any of the classical iterative methods converge with these fourth-order compact schemes. A rigorous justi cation is always desirable in spite of the fact that numerical experiments have been successfully conducted,
In this paper, we give some conditional convergence results for some classical iterative methods using the fourth-order compact scheme developed by Gupta et al 4]. Although our results are limited, they are a rst step towards the convergence analysis of such iterative methods for the fourth-order approximation schemes.
This paper is organized as follows: In Section 2, we give the stencil of the fourth-order compact scheme. In Section 3 we prove the convergence of the point Jacobi and point Gauss-Seidel methods with the fourth-order scheme for the di usion-dominated case (de ned below). In Section 4 we symmetrize the coe cient matrix and give a bound for the line Jacobi iteration matrix when the coe cient matrix is symmetrizable. Conclusions are given in Section 5.
The Fourth-Order Compact Scheme
Let h = 1=(n+1) be the uniform meshsize. The nite di erence formula for a grid point (x; y) which is denoted by`u 0 ' involves the eight neighboring mesh points, which are denoted by u i ; i = 1; 2 : : : ; 8 Au = f; (2) where A = (a i;j ) n 2 n 2 is a square matrix, which is usually nonsymmetric and non-positive de nite.
Each equation of (2) is of the form: 
where the coe cients i ; i = 0; : : : ; 8 
Here = ph=2 and = qh=2 are referred to as the cell Reynolds numbers 2]. When maxfj j; j jg 1, we say that the linear system (2) (and the discretized boundary value problem (1)) is di usiondominated, otherwise it is convection-dominated. The numerical experiments conducted in 3]
showed that classical iterative methods with this scheme converge for any values of p and q. We also showed numerically in 8] that the multigrid method with this scheme converges for all values of p and q even when they are functions of x and y.
3 Convergence for the Di usion-Dominated Case 
for all values of and .
Proof. Direct veri cation. Proof. 5 
Since (j1 + j + j1 ? j) = 2 if j j 1, and (j1 + j + j1 ? j) = 2 if j j 1, it follows that (11) holds if j j 1 and j j 1 both hold. A is irreducible by Lemma 3.3. Since the strict inequality in (9) holds for at least the rst row of A for j j 1 and j j 1, A is irreducibly diagonally dominant (see pp. 23 of Varga 7] 
Proof. The unknowns can be ordered so that the matrix A has the block tridiagonal form A = tri A j;j?1 ; A j;j ; A 
