Abstract: In this work, the operation of an industrial semi-batch polymerization reactor is economically optimized using an NMPC scheme. The goal is the minimization of the batch duration without violating the tight constraints for the product specification. Important issues for the practical implementation such as the development and experimental validation of a suitable process model, the estimation of unmeasured states and the real time solution of the nonlinear optimization problem are discussed. The effectiveness of the control scheme is illustrated by results taken from the implementation at the real plant.
INTRODUCTION
Linear MPC (Model Predictive Control) was first proposed and implemented in the 1970s by Cutler and Richalet. Since then, it has emerged as the standard solution for multivariate high performance control problems in the chemical industry, especially in the petro-chemical sector. This technique was successfully applied in real production units even before it was well understood from the theoretical point of view. By now linear MPC is quite mature and it is routinely applied in industry (Qin and Badgwell 2000) .
However, as in the chemical industry most of the systems are inherently nonlinear, linear models are often not capable to precisely describe the process dynamics and MPC may fail to deal with situations where the system has to be operated close to the limit of the admissible region. Therefore, the use of NMPC (Nonlinear Model Predictive Control) has been motivated by the growing demands on process economics under tighter product quality specifications and environmental regulations. Although the structure of MPC enables a straightforward extension by employing nonlinear models in the optimization, in contrast to the linear case, the resulting problems are usually non-convex and numerically demanding. Nevertheless, a solid theoretical background has also been developed for NMPC over the last decades (Chen and Allgöwer 1998, Mayne et al. 2000) and several successful applications in real processes have been reported, e.g. (Nagy et al. 2004, Küpper and Engell 2007) . Moreover, during the last years, it has been realized that the potential of nonlinear model predictive control can go far beyond tracking references and rejecting disturbances. Instead, economic cost functions that are usually only considered in an upper steady state real time optimization layer can be simultaneously optimized within the NMPC computations, resulting in what is called online optimizing control (Engell 2007) or DRTO (Dynamic Real Time Optimization) .
In this work, the realization of online optimizing control in real world processes is addressed using an industrial semibatch polymerization reactor as a case study. Crucial factors for a successful industrial implementation, as the development and validation of suitable process models, are discussed. In addition, other important practical issues as the estimation of unmeasured process states, the online compensation of model uncertainties and the real time solution of the optimization problem are covered as well.
PROCESS DESCRIPTION AND MOTIVATION
The system investigated in this work is an industrial semibatch polymerization process that produces a liquid polymer with a low molecular weight. The polymerization system, which is illustrated in Fig. 1 , is composed of the reactor vessel where a solution polymerization reaction takes place, a mechanical stirrer that keeps the reactant mixture homogeneous and a cooling circuit that removes the heat of reaction. Moreover, the system is equipped with four inlet ports through which solvent, monomer and the two catalyst components can be fed independently. As it is usual in the chemical industry, this reactor is used to produce different commercial polymer grades which, in this case, differ from each other by the polymer viscosity. Since this property is mainly determined by the temperature at which the polymerization occurs, a very precise temperature control is required to ensure that the end-product will have an acceptable quality. The different products are obtained by different recipes that can be generally described by the three following steps. Firstly, during the pre-reaction step, the two catalyst compounds and a certain amount of solvent are inserted into the reactor. During the reaction step, monomer is continuously fed into the reactor, the polymerization starts and the reactor temperature is raised to the desired value. Finally, during the holding step, the monomer feed is stopped and the reactant mixture is kept inside the reactor for a preestablished period such that a high monomer conversion is achieved. The standard operation strategy for this process consists in running the batch with constant monomer feed during the whole reaction period while a cascade of PID controllers, which is illustrated in Fig. 1 , takes care of controlling the reaction temperature to the desired value. Although this operation strategy has been successfully applied during the last years, several difficulties related to the control of the reaction temperature (especially at the beginning of the reaction period) have been reported by the operators. In Fig.  2 , some real process trends are presented in order to illustrate common operation problems. These process trends show that, for both products, a relatively large temperature peak (which has a negative impact on the product quality) is observed at the beginning of the reaction period. For product A, where the peak occurs when the maximum cooling power is reached, the operator is forced to reduce the monomer feed to bring the system under control. Even after the intervention of the operator, the system is operated close to the limit of the cooling capacity and during most of the reaction period the quality of the temperature control is not good. An alternative for eliminating the temperature peak is to feed the monomer slowly into the reactor. This could improve the product quality but would increase the batch duration, which is not desired. For product B, the temperature can be relatively easily brought back to the setpoint without operator intervention. Nonetheless, it is clear that, after the peak has been eliminated, the capacity of the cooling system is clearly underutilized (the opening of the cooling valve is below 50% during almost the whole reaction period). This means that one could feed the monomer faster into the reactor. This could however lead to bigger temperature peaks at the beginning of the reaction period, what would have a negative impact on the product quality.
In order to overcome these drawbacks, several alternative control schemes aiming at improving the process economics, of semi-batch reactors can be found in the literature. For example, the works of (Chang et al. 1995) and (Srinivasan et al. 2002) investigate the idea of maximizing the monomer conversion by manipulating the reactant feed and the jacket temperature in order to track optimal trajectories that are computed offline. The same principle can be used to minimize the batch durations. However, as industrial chemical process are subjected to diverse uncertainties, an offline optimization of the recipe has to consider large safety margins in order to guarantee a robust operation. Therefore, several other contributions are focused on adaptive optimizing schemes that react online against disturbances so that the process can be operated closer to the limits of its operation bounds. For instance, in (Gesthuisen et al. 2004) and (Mauntz 2010) , strategies for the time-optimal operation of emulsion polymerizations that combine model-based state estimation and PI control are proposed. Recently, an optimizing scheme for semi-batch processes which only uses PI controllers was introduced in ) and (Pelz et al. 2012) . Nonetheless, despite all the work that has been made over the last decades, the development of an optimizing control scheme that is capable to provide good temperature control and operate the batch as fast as possible is still a challenging task. This challenge is here addressed by an optimizing NMPC scheme that automatically adjusts the monomer dosage so that the system is operated as close as possible to the limit of the capacity of the cooling system without violating the tight constraints for the for the reaction temperature and the product viscosity.
MODELING OF THE PROCESS
In this work, two different process models are employed, the complete model and the reduced model. The complete model was developed in order represent the real plant in the simulation studies. It is based on a detailed description of the polymerization kinetics and it can be used to check the robustness of the developed NMPC controller against uncertainties in the model and uncertainties in the operation scenarios and to predict the viscosity of the product. The reduced model was developed for the online optimization of the process operation. It can be simulated much faster than the complete model and it is also very flexible in the sense that it can be updated online in order to compensate model uncertainties when new information about the system state becomes available. In this section both, the complete and the reduced model are introduced in detail.
Complete Model
After intensive investigations of historical process data, it was verified that the polymerization kinetics can be well described by the reaction mechanism proposed by (Lee and Hsu 1981) . This mechanism states that this is a live polymerization reaction where there is no termination reaction and the only chain-breaking reaction is the chaintransfer to monomer. Moreover, it is based on the assumption and P 2,i * and P i denote the monomer, the catalyst compounds of type A and B, the active sites of type I and II, the live polymer of type I and II and the dead polymer, the polymerization mechanism is described by equations (1) to (6):
(4)
Based on this reaction mechanism, the complete process model was developed by setting up appropriate material and energy balances around the reactor and the cooling circuit. In the complete model, the polymer molecules of different sizes are independently balanced 1 . The model is composed of equations (7) to (18): 
1 Theoretically this leads to an infinitely large number of balance equations. However, for practical purposes, as the average degree of polymerization of this product is very small, the amount polymer molecules with more than one thousand monomer units can be neglected.
where M M and M S are the monomer holdup and solvent holdup, M CATA , and M CATB are the holdups of the two catalyst compounds A and B, M P is the holdup of the lumped polymer mass, M P1,0* and M P2,0* are the holdups of the free active sites of type I and II, M P1,i* and M P2,i* are the holdups of living polymer molecules of type I and II with chain length equal to i, M Pd,i is the holdups of dead polymer molecules with chain length equal to i, T R , T cool , T Jin , T Jout , T J , T M and T S are the inner reactor temperature, the brine temperature at the cooling circuit inlet, the brine temperature at the jacket inlet, the brine temperature at the jacket outlet, the average jacket temperature, the monomer inlet temperature and the solvent inlet temperature, r i is the rate of the initiation reaction, r r,i is the rate of the conversion of active species of type I into active species of type II for the live polymer molecules with length equal to i, r p1,i and r p2,i are the rates of the propagation reaction for the live polymer molecules of type I and II and length equal to i, r fm1,i and r fm2,i are the rates of the chain transfer to monomer reaction for the live polymer molecules of type I and II and length equal to i, N is the maximum degree of polymerization that is considered, K is the heat transfer coefficient, A is the heat transfer area, V is the volume of the reactive mixture, F M , F S , F CATA and F CATB are the inlet flow rates of monomer, solvent and catalyst components A and B, respectively, F J is the constant flow rate of cooling brine that crosses the jacket, F cool is the flow rate of cooling brine that enters the cooling system, which depends on the position of the cooling valve φ, Cp R is the thermal capacity of the reactant mixture, M R is the overall mass of the reactant mixture, Cp J is the thermal capacity of the cooling brine; M J is the mass of cooling brine inside the jacket, Cp M , Cp P , and Cp W are the thermal capacities of monomer, polymer and cooling brine, respectively, ∆H R is the heat of reaction.
Reduced Model
In the reduced model, instead of the complete reaction mechanism described by equations (2) to (6), only a lumped polymerization reaction is considered. Moreover, instead of solving separate balance equations for the polymer molecules of different sizes, only the bulk polymer mass is balanced and the number and the weight averages of the molecular weight distribution are computed along the batch using the moments technique 2 . The reduced model is composed of equations (19) to (32):
2 It is well known that the number-based average molecular weight (Mn) and the mass-based average molecular weight (Mw) can be directly computed from the relevant moments of the molecular weight distribution. The ODE's for computing the variation of these moments along the batch can be easily obtained by combining the definition of each moment with the kinetic expressions that describe the polymerization mechanism. For brevity this derivation is not reproduced here.
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MODEL CALIBRATION AND VALIDATION
In order to solve the mass and energy balances of the complete and of the reduced model, it is necessary to understand how the heat transfer coefficient and the rate of the different relevant reactions from the polymerization mechanism vary along the batch. In this section, algebraic relations that enable the computation of these quantities are established and the unknown parameters are estimated with the help of historical process data.
Heat Transfer Relations
The energy flow that is established between the reactor and the jacket depends on the product between the heat transfer coefficient K and the heat transfer area A. At the beginning of the batch, while the reactant mixture is being prepared, the product KA is expected to increase continuously due to the constant increase of the heat transfer area A. In the late stages of the batch, on the other hand, the product KA is expected to decrease due to the formation of polymer. In this work, an empirical correlation for the computation of KA as a function of total mass in the reactor and the monomer mass that reflects this dependence is proposed. This empirical correlation is given by (35):
( )
By combining (35) with (17) it is easy to show that, after some algebraic manipulation, a linear equation that relates the temperature and flow measurements to the constants C 1 and C 2 can be obtained. This equation can then be used to estimate these constants from historical process data by linear regression. In Fig. 3 , two histograms with the results of independent estimations for C 1 and C 2 based on historical process data of around 50 batches are presented 3 . The averages of these 50 estimates are then taken as the nominal values for the proposed correlation.
In order to quantitatively check the predictions provided by the proposed correlation, one can invert the energy balance around the jacket (17) and obtain an explicit formula that allows the product KA to be directly computed from the process measurements along a batch. In Fig. 3 the result from (35) is compared with the value of KA computed along several batches. One can see that, after the initial period where the inversion of (17) is known to be inaccurate 4 , the predictions of the proposed correlation match the process measurements quite well. KA [-] proposed correlation process data Fig. 3 . Estimation of the unknown constants C 1 and C 2 .
This correlation is then employed by both, the complete and the reduced model. When the complete model is used to play the role of the real processes in simulation studies, the uncertainties on the heat transfer efficiency can be simulated by letting C 1 and C 2 vary within the range shown in Fig. 3 . When the reduced model is used for online optimization purposes, the correction factor ∆ KA is used to compensate such uncertainties, as it will be discussed later.
Kinetic Relations
According to Lee and Hsu 1981 , the rates of the different reactions involved in the polymerization mechanism are given by equations (36) where k i , k r , k p1 , k p2 and k fm are the unknown reaction constants that have to be estimated and C P1,i* and C P2,i* are the concentrations of polymer molecules of type I and II with length equal to i. As the initiation step is very fast, it can be assumed as instantaneous, i.e. k 0 is equal to infinity. The reaction constants for the propagation steps and for the formation of active species of type I and II were computed based on the results of a calorimetric analysis of the historical process data, which are presented in Fig. 4 . This data was generated with help of the explicit formula for computing the reaction rate from the process measurements along a batch that is obtained from inverting the energy balance (16) of the reactor. The trajectories of the reaction rate along more than 200 batches are presented. The accuracy of the calorimetric computations is also checked in the histogram where the monomer conversion computed from the calorimetric analysis is compared with the laboratory analysis that is performed at the end of each batch. As it can be seen from this histogram, the cumulative error along one whole trajectory is in the order of 5%.
The fitting of the propagation constants was divided into two steps. In the first step k p2 and E a2 were estimated using data from end of the batches, where the reactor temperature is practically constant and only reactant species of type II are expected to be present. Note that at this region all the trajectories for the reaction rate are almost identical. Moreover, as data of two different products which are produced at different temperatures is available, k p2 and E a2 can be independently and precisely estimated in this first fitting step. The second step of the fitting procedure was based on average trajectories shown in Fig. 4 . The parameters k r , K p1 , and E a1 were adjusted so that the kinetic model fits the average trajectories for the reaction rate of both products as well as possible. Here it is important to remark that the estimation of these constants is highly dependent on the data at the startup of the reaction, where the reactant species of type I are the dominant ones. In this region the trajectories for the reaction rate are spread over a relatively large region. Therefore it is clear that the estimations for k r , K p1 , and E a1 are significantly less accurate than the estimates for k p2 and E a2 .
These reaction constants are used for computing the different reaction rates of the complete model. The lumped reaction rate of the reduced model r p is computed by equation (42), which depends only on k p2 , Ea 2 , T R , C M and the overall concentration of active species inside the reactor C C* .
Note that, in the absence of a correction, i.e. for ∆ rP equal to one, the reduced model behaves as if only active species of type II were present. This is a convenient choice because, as exposed before, this reaction kinetics can be modeled very well. The correction factor ∆ rP is then used to compensate any uncertainties that cause deviations from this behavior, e.g. the presence of active species of type I. The reaction constant k fm was estimated based on the laboratory measurements of the polymer average molecular weights for both products.
Model Validation
This model was intensively checked with respect to its ability to predict the dynamic behavior of the process. By comparing simulations of batch runs using the CCS with the same tuning parameters as in the real plant with historical data of more than 200 batches, it was verified that the model can represent the dynamics of the real plant properly. In order to illustrate the prediction capability of the model, the operation scenarios of the real batches that were previously presented in Fig. 2 are reproduced in the simulations of Fig. 5 . As it can be seen from the plots, the model is able to reproduce the dynamics of the plant quite well. In Fig. 6 , the molecular weight distribution of the final product is presented and the average molecular weight 8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10-13, 2012 distribution is compared with the target value of the product specification. As it can be seen from the figure, the model prediction matches the target value almost exactly. The variation of the average molecular weight along the batch is also shown in Fig. 6 . 
ONLINE STATE ESTIMATION
Since not all the relevant states of the reduced process model can be measured online, the unmeasured states have to be computed in order to initialize the NMPC controller at every sampling period along a batch. In this work, this issue is addressed by an EKF (Extended Kalman Filter) that uses the temperature measurements (T R T Jin and T Jout ) and energy balances (25-26) to estimate the correction parameters ∆ rP and ∆ KA along the batch 5 . Based on the estimations of the correction parameters, the monomer holdup, the overall polymer holdup and the moments of the molecular weight distribution and all the other states of the reduced model can be directly calculated along one batch by integrating the remaining equations (19) to ( This EKF was intensively tested within a simulation environment that uses the complete model to imitate the real process. It has shown to be robust over the full uncertainty range exposed in Fig. 3 and in Fig. 4 . In order to illustrate the effectiveness of the EKF, the estimates for r P and KA as well as the predictions for monomer consumption, polymer 5 This is realized by augmenting the estimator model with the equations and .
It is easy to demonstrate that this subsystem is observable, i.e. the estimations for correction parameters and are convergent, except for the case when TR=TJ and TJin=TJout. 6 As it can be seen from the results from Fig. 7 , although all the error in the estimation of the correction parameters is integrated in these calculations, the state of the system can be tracked very well along one batch.
formation and average molecular weight, are presented in Fig. 7 . After several simulation tests, the EKF was integrated within the DCS of the real process so that online inferences of the non-measured states became available for every batch. By comparing these estimates with laboratory analysis that are sporadically available, e.g. monomer conversion at the end of the batch, it was verified that the predictions of the EKF are quite reliable and can be used for control purposes.
PROPOSED NMPC SOLUTION
In an NMPC scheme, the closed loop trajectory is computed based on the repeated solution of an open-loop optimal control problem in which the future behavior of the process is predicted based on a process model. At every sampling period, the controller is initialized based on the current system information and the discrete control movements that minimize an objective function over a given prediction horizon are determined. The first control movement from this optimal discrete sequence is then applied to the plant and the controls are held constant until the next measurement becomes available. The controller is then reinitialized using the newest process information and the whole procedure is repeated. As it is not possible to directly measure all the relevant system states (only reactor and jacket temperature measurements are available), the controller initialization is done based on the EKF estimates.
In the proposed implementation, the dynamic optimization problem is formulated so that the system states and the control movements at each sampling period along the prediction horizon are degrees of freedom for the optimizer. In order to guarantee that the solution of the optimization respects the process model, the model equations are incorporated to the optimization problem as additional equality constraints. The model equations are integrated by an implicit first order method with constant integration step 7 . This implementation can solve the problem very quickly (around 20 times faster than real time).
The NMPC was tuned and intensively tested within the simulation environment that uses the complete model to represent the plant and the reduced model for the control computations. Different objective functions for the DRTO were considered and the nonlinear controller was checked with respect to robustness and performance by simulating several scenarios with plant-model mismatch, which were simulated by varying key parameters of the complete model as k p1 , Ea 1 , k p2 , Ea2, C 1 , and C 2 , The controller has shown to be robust to variations of ±50% in both the reaction rate and the heat transfer coefficient. Moreover, the simulations have also shown that the NMPC can shorten the duration of the batch significantly and reduce the temperature peak at the early stages of the batch to less than 1 K. In the following, promising optimization setups are presented and the effectiveness of the controller is illustrated by simulations and by first results from the real plant.
7 Note that, since the future system state is a degree of freedom to the optimization, it is very convenient to use implicit integration here.
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Temperature Tracking with Constant Feed
In this optimization setup, the NMPC controller manipulates the cooling usage in order track the reaction temperature. This is realized by minimizing the objective function given by (43), which is the summation of the tracking residual errors and a penalty term that penalize control movements. The optimization is constrained by the valve opening limits and by pre-defined bounds for the reaction temperature and for the polymer average molecular weight. Both the prediction horizon and the control horizon have a length of ten minutes. When the optimal control problem is solved, the shifts of the control movements over the control horizon as well as the evaluation of the objective function and constraints over the prediction horizon are discretized considering a discretization period of two minutes, i.e. NC = 5 and NP = 5. However, as the solution of the open-loop optimal control problem takes only around five seconds to be computed, the NMPC is run with the EKF estimates every ten seconds. This short sampling period is very helpful because it provides the controller with more accurate information about the state of the real process, what is important for updating the correction factors in order to compensate uncertainties. The EKF estimations are also reported in Fig. 8 . The plots show that the observer compensates the model uncertainties and follows the trajectories of the reaction rate and of the heat transfer coefficient almost exactly. ∆ rp and ∆ KA converge to their true values, i.e. 0.75 and 1.25. As expected, the correction factor for the reaction rate reaches the value of 0.75 only in the late stages of the batch, when only active species of type II are present. Before, the larger values of ∆ rp indicate the higher reactivity due to the presence of the active species of type I.
Temperature Tracking with Feed Maximization
In this optimization setup, the objective function is extended by an extra term for the maximization of the monomer feed, as it is given in (44) 8 . As before, the prediction horizon and the control horizon have a length of ten minutes, the optimal control problem is discretized considering a sampling period of two minutes and the NMPC is reinitialized with the EKF estimates at every ten seconds.
( ) A typical simulation run for this setup is shown in Fig. 9 . The results show that the NMPC controller is capable of driving the process very close to its bounds. At the beginning of the reaction period, monomer is inserted into the reactor with maximum flow rate. Shortly before the reactor temperature overshoots the setpoint, full cooling is used and the monomer feed is adapted so that the temperature peak remains within the specification limits. When the desired reaction temperature is finally reached, the cooling power is at its maximum level and the monomer feed is adjusted accordingly during the rest of the reaction period. 
Tests at the Real Plant
A version of the model based scheme that controls only the reactor temperature was already successfully integrated with the DCS (Digital Control System) of the real process. Process measurements of a real batch run using this controller are presented in Fig. 10 -a. The process measurements show that, when the controller is active 9 , the temperature overshoot at the beginning of the reaction period is considerably reduced and the quality of the temperature control along the batch is significantly improved, exactly as in the simulation.
Moreover, preliminary tests of an optimizing scheme with simultaneous temperature tracking and monomer feed maximization were already performed at the real plant as well. These preliminary tests were realized by combining the model based temperature controller with a (non-model based) monomer feed controller that adjusts the monomer dosage so that the cooling power is high but the cooling valve is not saturated, as it is proposed in ) and (Pelz et al. 2012 ). This controller implements tracking of the optimality conditions without an explicit process model. In Fig. 10-b , trend lines of a real batch are reported. In this batch, the reaction is started with a large monomer inlet flow and the system soon reaches the cooling power constraint. The operator tries to catch the desired reaction temperature by reducing the monomer feed rampwise. Then the monomer feed controller is activated, the monomer feed is automatically adjusted to the available cooling power and the reaction temperature is rapidly stabilized at the desired level. Fig. 10 . Tests of the model-based controller at the real plant.
CONCLUSION
In this work, the operation of an industrial polymerization reactor is optimized online using a model predictive control scheme. A process model that describes the dynamics of the relevant system states and the MWD of the polymer along the batch was developed and validated with the help of process data. After intensive investigations in a simulation environment, important issues related to the practical implementation of the control scheme, e.g. state estimation and real-time solution of the optimization problem were addressed and a preliminary version of the controller was tested at the real plant. The model based controller improves the quality of the temperature control significantly and was integrated within the DCS of the real process. Ongoing work concerns the implementation of the optimizing scheme with simultaneous temperature tracking and feed maximization. Tests with automatic monomer feed control using a direct scheme similar to Pelz et al. 2012) were already successfully performed at the real plant and provided a significant reduction of the duration of the batches. The main engineering effort went into the setup, parameter estimation and validation of the model that is used in the controller and in the development of a robust and reliable estimator. Tests of the full NMPC controller are planned for the near future.
