We show that the growth curves of galaxies can be used to determine their bulge and disk parameters and bulge-to-total luminosity ratios, in addition to their conventional asymptotic magnitudes, provided that the point spread function is accurately known and signal-to-noise ratio is modest (S/N ∼ > 30). The growth curve is a fundamental quantity that most future large galaxy imaging surveys will measure. Bulge and disk parameters retrieved from the growth curve will enable us to perform statistical studies of luminosity structure for a large number of galaxies.
Introduction
The combination of a bulge and a disk is a conventional model to represent the basic structure of galaxies. The variety of surface brightness profiles seen in galaxies is approximated reasonably well by assuming the r 1/4 -law, log I B (r) I e,B = −3.33 
for the bulge component and the exponential law, log I D (r) I e,D = −0.729 r r e,D − 1 ,
for the disk component. Here I e is the effective surface brightness and r e is the major-axis effective radius. The subscripts B and D denote bulge and disk, respectively. The effective surface brightness is usually expressed in units of mag arcsec −2 as µ e = −2.5 log I e .
The r 1/4 -law was originally proposed to represent the profile of elliptical galaxies. These "laws" do not have firm physical basis (e.g., King 1978; Freeman 1970; Yoshii & Sommer-Larsen 1989; Makino, Akiyama, & Sugimoto 1990) , and observed profiles of almost all galaxies show, to some degree, departures from these laws (e.g., Kormendy 1977a; Schombert & Bothun 1987; Shaw & Gilmore 1989) . A number of authors (e.g., Kormendy & Bruzual 1978; Kent, Dame, & Fazio 1991; Andredakis et al. 1995; Courteau, de Jong, & Broeils 1996) have given evidence that many bulges can be fitted better by an exponential radial profile than by an r 1/4 -law. Nevertheless, the empirical fitting functions (1) and (2) are useful for characterizing and deriving global properties of galaxies.
The distributions and mutual relationships of the scaling parameters, µ e,B , r e,B , µ e,D , and r e,D , are important clues to the investigation of formation and evolution of galaxies. Kormendy (1977a) found a tight correlation between µ e and r e for elliptical galaxies. A similar but slightly different correlation holds for cD galaxies (Schombert 1987) . Freeman (1970) was the first to point out a very small scatter of µ e,D , though he actually measured µ D (0) instead of µ e,D in his study, using a sample of 36 spiral and S0 galaxies. Disney (1976) and Allen & Shu (1979) claimed that the near constancy of µ e,D found by Freeman (1970) is a result of selection effects. Indeed, later studies found many fainter disks (e.g., van der Kruit 1987; Bothun et al. 1987; Impey, Bothun, & Malin 1988; Impey et al. 1996; Dalcanton et al. 1997 ), but brighter disks are rare (McGaugh 1996) . The recent statistical study by de Jong (1996b) has shown the bivariate distribution functions including µ e,D , where we can see some kind of the Freeman's law, but with a much larger scatter.
Our knowledge of the distributions and mutual relationships of the scaling parameters is, however, still insufficient. This is mainly because the samples analyzed so far are small and because the effects of various selection biases are not understood very well (e.g., Kent 1985; Kodaira, Watanabe, & Okamura 1986; Simien & de Vaucouleurs 1986; McGaugh 1996; de Jong 1996b; Dalcanton et al. 1997) .
Most previous studies were based on the so-called profile decomposition technique, where the one-dimensional surface brightness profile is extracted from two-dimensional surface photometry and the bulge and the disk models are fit either iteratively or simultaneously (e.g., Kormendy 1977b; Boroson 1981; Kent 1985; Schombert & Bothun 1987) . A few authors proposed a two-dimensional image decomposition technique (Shaw & Gilmore 1989; de Jong 1996a) . A method that depends on similar a priori fitting functions was also applied to the study of dark halo problem in spiral galaxies (e.g., Kent 1986; Athanassoula, E., Bosma, A., & Papaioannou, S. 1987) . Such decomposition techniques, though they give relatively accurate parameters, require an image of a galaxy consisting of many pixels of high signal-to-noise ratio (hereafter S/N).
Images of a large number of faint galaxies are available now (e.g., Impey et al. 1996) , and future CCD imaging surveys such as the Sloan Digital Sky Survey (hereafter SDSS ; York 1998; Fukugita 1998) will increase the number by more than an order of magnitude. If we wish to understand the distributions and correlations of galaxy bulge and disk parameters and the implications of these distributions for galaxy formation and evolution, it is essential to derive parameters for these large samples and examine their statistical behavior, even if the determination for any individual galaxy is less accurate than could be obtained from a higher S/N image.
We show in this paper that the growth curve of galaxies is useful to this purpose. The growth curve is a plot of integrated magnitude as a function of the diameter of the integrating (circular) aperture. The growth curve is such a fundamental quantity that most future large imaging surveys will measure it for a large number of galaxies. The growth curve has been conventionally used to derive the asymptotic magnitude of galaxies by a method called growth curve fitting (e.g., de Vaucouleurs et al. 1976, RC2; de Vaucouleurs 1977; Kodaira et al. 1990, PANBG; de Vaucouleurs et al. 1991, RC3) . We show that the growth curve can be used, in addition to this conventional purpose, to infer bulge and disk properties and bulge-to-total luminosity ratios of a large number of faint galaxies, if the point spread function (hereafter PSF) is accurately known and S/N is modest.
Since the original version of the present analysis was carried out in the course of performance verification of the photometric pipeline software of the SDSS, many parameters adopted in the present study are tuned for the SDSS. However, our conclusions are not subject to the particular choice of the parameters. We base our analysis on S/N, which is independent from the parameters of the observation, and give a cross reference figure between S/N and apparent magnitude that is valid for the SDSS.
We start in §2 with a description of simulated galaxy images on which the present analysis is largely based. The method of growth curve fitting and construction of template growth curves are described in §3. Results from the simulated data are summarized in §4. The effect of changing PSF is investigated in §5. Finally, a test of our method using images of real galaxies taken from PANBG is described in §6.
Simulated Galaxies
We use two samples of simulated galaxies originally constructed to investigate target selection criteria and photometric pipeline performance for the SDSS. The bright sample consists of 2110 galaxies with 12 ∼ < r ′ ∼ < 18.5 mag, while the faint sample includes 2199 galaxies with 18.5 ∼ < r ′ ∼ <23.3 mag. The bright sample and the faint sample are relevant to the spectroscopic sample and the photometric sample of the SDSS, respectively. The SDSS r ′ band is centered at 6230Å with a full width at half maximum 1370Å (see Fukugita 1998) Each simulated galaxy contains a bulge component and a disk component, though for elliptical galaxies the disk component has zero luminosity. The total B-band luminosities are drawn randomly from a Schechter (1976) luminosity function with parameters M * = −19.68 + 5 log h and α = −1.07. Hubble types from E to Sc are randomly assigned. Bulge-to-disk luminosity ratios (in r ′ -band) are assigned as a function of Hubble type based on Kent (1985) . K-corrected fluxes in the SDSS bandpasses are determined separately for the bulge and disk components using the fiducial galaxy spectral energy distributions of Coleman, Wu, & Weedman (1980) . Disk scale lengths r e,D , are set using the Freeman (1970) law and bulge scale lengths r e,B using the fundamental plane relations as summarized by Maoz and Rix (1993) , adjusted as a function of Hubble type based on Kent (1985) . A Gaussian scatter of 0.15 rms in log r e is added in order to produce a range of surface brightness at each luminosity. Disk axis ratios are assigned assuming random inclinations, and bulge axis ratios are drawn randomly from the observed distribution tabulated by Ryden (1992) . Galaxy positions in a 3-dimensional model universe are taken from a large, cold dark matter N-body simulation (by C. Park and J. R. Gott) in order to produce an appropriately clustered galaxy population, but for purposes of this paper each galaxy is analyzed in isolation and this clustering is unimportant. How to deal with 'blended images' is a separate problem, which we will not discuss in the present paper.
For each galaxy in the input catalog, we create a simulated image in which the bulge follows the r 1/4 -law of equation (1) and the disk follows the exponential law of equation (2). Figure 1 shows the distribution of log r e,B , log r e,D , and η = log (r e,B /r e,D ) of our 4309 sample galaxies. Most galaxies have 0. ′′ 1 ∼ < r e,B , r e,D ∼ < 10 ′′ .
Our two-dimensional galaxy images have the characteristics expected for the SDSS imaging survey; that is, we simulate a CCD observation made at the F/5 focus of a 2.5-m telescope in the r ′ band with a resolution of 0.4 arcsec/pixel and an exposure time of 55 seconds. Sky brightness is assumed to be 21.2 mag arcsec −2 . The CCD plus filter response is also simulated accordingly. Statistical photon noise is added to the image. The image is convolved with a double-Gaussian seeing profile,
where we assume σ 1 =0.376 arcsec and σ 2 =1.08 arcsec to give a FWHM of w s =0.944 arcsec.
We define the signal-to-noise ratio, S/N, of a galaxy as
where I(x, y) represents the counts in a pixel at (x, y) in the image, G is the gain factor, and integration is made within a circular aperture of diameter 10 arcsec centered on the image. Figure  2 shows the S/N of 4309 galaxies as a function of apparent total magnitude m cat taken from the input catalog.
Growth Curve Fitting and Template Growth Curves

Method of Growth Curve Fitting
Growth curve fitting is a conventional method of galaxy photometry. A growth curve is defined by
and
where m(ξ) is the magnitude of a galaxy integrated in a circular aperture of radius r. The asymptotic magnitude is defined by
For the image of a galaxy with the center already identified, we measure the magnitude of the galaxy integrated in a series of circular apertures and obtain
The template growth curves are fit to the series of measurements and the best-fit template is used to derive m asym . The effective radius r e is also obtained from the best-fit template as ∆m(0) = 0.75, log r = log r e .
Note that r e derived in this way is the effective radius of the whole galaxy and not of an individual component. Note also that r e is the circular-aperture effective radius and is different from the major-axis effective radius that would be obtained by model fitting to the major-axis profile.
If a set of templates has a reasonable resolution in the scaling parameters, we can retrieve the bulge and disk parameters from the best-fit template. It is rather difficult to construct such a set of growth curves based on real data. This is why we use model galaxies instead of real data to construct the set of growth curve templates, as described below.
Template Growth Curves
The conventional method of growth curve fitting relies on template growth curves derived from real data. A template is usually made for each morphological type index (de Vaucouleurs 1977; RC2; RC3) , and in some cases for different inclinations as well (PANBG). It is important that the templates cover the full range of galaxy profiles.
Here we adopt a rather new approach of constructing the templates using model galaxies that have a full range of realistic parameters. A model galaxy for the template consists of a bulge and a disk, which have the surface brightness distributions of equations (1) and (2), respectively. The templates used here are no longer the one-dimensional series of morphological type index as in the previous studies. We characterize the templates by two parameters. One is the bulge-to-total luminosity ratio B/T , and the other is the ratio of the effective radii η = log (r e,D /r e,B ).
Another important factor is the effect of seeing. Seeing has different influence on galaxies with different apparent sizes. In order to characterize the effect, we introduce another parameter
where w s is the FWHM of the PSF (the seeing profile). Assuming typical seeing of w s ∼ 1 ′′ , we take −1 < log ζ < 1, which is appropriate for galaxies concerned (see Figure 1 ).
The ranges and the bin sizes of these parameters for the present set of templates are summarized in Table 1 . In total, 1089 (=11 × 9 × 11) templates are created. Template growth curves are computed analytically for face-on inclination using equations (1) and (2). They are then convolved with the seeing profile of equation (4). Convolution is performed in two dimensions on the assumption of axisymmetry. Figure 3 shows the 99 template growth curves before convolution with the seeing profile.
Practical Procedure
In practice, for each galaxy, the sum of the squared residuals is computed for all the templates as
where w i is the weight and (l, m, n) denotes the grid in the (B/T, η, ζ) space. The second term of the right-hand side is incorporated to avoid an apparently 'good' fit by a template with a very different r e . In the present study, we adopt the weight as
For a given set of (l, m, n), the best-fit values of m asym and log r e are computed by minimizing δ 2 . The template that gives the smallest value of δ 2 is chosen as the best-fit template. We adopt the bulge and disk parameters of the best-fit template as our estimates of their values.
This fitting procedure itself does not care about what kinds of models are used to create the template. Our choice of the r 1/4 -law for the bulge component is a convention. There is growing evidence that many bulges have steeper surface brightness profiles than the r 1/4 -law and that they are better fitted by exponential profiles. However, to examine the validity of these models is beyond the scope of the present analysis. We would have similar but slightly different parameters if we used exponential models for the bulge component, as demonstrated by, for example, Andredakis & Sanders (1994) . Table 2 shows the radii of our integrating apertures. We follow the common practice of dropping from the fitting procedure magnitudes that are integrated in a small aperture whose size is comparable to or smaller than the seeing scale. In the present study, the innermost two magnitudes are not used in the growth curve fitting (see equation (12)). Care should also be taken not to be affected badly by occasional erratic behavior of the outermost data points due to incorrect sky subtraction and/or excessive noise.
Results
Asymptotic Magnitude
In the measurement of m i (ξ i ) for each of the simulated galaxies, we reject data that either have S/N<1 or m i > m i−1 . As a result, 279 galaxies in the faint sample yield fewer than four usable values of m i (ξ i ), the minimum number required to derive the asymptotic magnitude with our scheme (equation 12). Ten of these galaxies have three data values, 16 have two, six have one, and 247 have none. Accordingly, asymptotic magnitudes are not determined for the 279 galaxies. These galaxies are very faint and/or very small. 
as a function of m cat , where m cat is the total magnitude given in the input catalog, i.e., the correct answer. Figure 4 (b) shows the magnitude difference as a function of S/N. It is seen in Figure  4 (b) that δm(rms) ∼ < 0.1 for S/N ∼ > 30 (log S/N∼1.5). We hereafter take S/N=30 as the boundary between high-S/N galaxies and low-S/N galaxies.
In the case of some of the lowest-S/N galaxies (S/N ∼ <5), the best-fit template gives an asymptotic magnitude that is very different from the true value (>2 mag). A typical example is shown in Figure 5 . If one wishes to pursue this method to such low-S/N galaxies at the cost of relatively large error in the resulting asymptotic magnitude, one could impose some constraint in order to circumvent the problem, for example, that
when searching the best-fit template. However, m cat is, of course, not available in the analysis of real data. We can replace m cat with an isophotal magnitude in this case.
Bulge-to-Total Luminosity Ratio
Figure 6(a) shows the correlation between the input and output (measured) B/T for high-S/N galaxies. The input (catalog) B/T values are sorted into 10 bins of width ∆(B/T ) = 0.1, and for each of the 10 bins the histogram of the output B/T values is shown in the separate panels by the solid line.
There is a reasonably good correlation between the input and output values. This is promising because it suggests that we can estimate B/T by growth curve fitting for galaxies with high S/N. In the panels of high-B/T bins (B/T > 0.5), the histograms show weak tails extending to low B/T values. The tail can be seen even in the highest bin (B/T = 1). An inspection reveals that the tail mostly consists of galaxies that have small bulges with r e,B ∼ <1 pixel (0.4 arcsec). In the panels of low-B/T bins (B/T < 0.2), on the other hand, tails are also seen to extend toward large B/T values. This tail mostly consists of highly inclined galaxies with b/a ∼ < 0.2, which are very rare in reality. In fact, only 264 (1.2%) and 2043 (9.5%) out of 21611 galaxies in RC3 catalog have b/a< 0.1 and b/a< 0.2, respectively.
It is reasonable that we cannot retrieve B/T either for high-B/T (bulge-dominated) galaxies with small r e,B or for low-B/T (disk-dominated) galaxies with a highly inclined disk. In fact, if we restrict our sample to galaxies with S/N> 30 and [(B/T > 0.5 and r e,B > 1) or (B/T < 0.5 and (b/a) D > 0.2)], we obtain a much tighter correlation, as shown by the solid line in Figure  6 (b). However, it is impossible, of course, to restrict a sample of observed galaxies according to their intrinsic parameters. Figure 6 (b) is just to show that our method works properly.
On the other hand, there is almost no correlation for low-S/N galaxies (Figure 6(c) ). This suggests that little information on B/T , and hence on bulge and disk parameters, can be retrieved for galaxies with S/N ∼ <30.
The correlation shown in Figure 6 (a) is promising for use in coarse morphological (structural) classification of galaxies. In order to investigate quantitatively the use of the output B/T for the morphological classification, we present the statistics in Table 3 , where the correlation matrix between output B/T and input B/T is given for five classifications based on B/T for four S/N classes. The mean and the standard deviation of input B/T (µ i , σ i ) and those of output B/T (µ o , σ o ) are also given. The former values, µ i and σ i are determined by the input sample and do not have much significance. We define the true fraction by N true /N m , where N true is the number of galaxies that are correctly measured in a given output B/T bin and N m is the number of all galaxies in the bin. We compute the true fraction in two ways; for ∆(B/T ) = ±0.1 we count only the galaxies in the same output B/T bin as the input B/T bin while for ∆(B/T ) = ±0.3 the difference of ±1 bin is allowed for. The latter case, ∆(B/T ) = ±0.3, may correspond to three coarse classifications as 'early', 'intermediate', and 'late', according to B/T .
It is remarkable that the true fraction for ∆(B/T ) = ±0.3 is as high as ∼ > 80% in S/N>30 and that it does not change very much as a function of S/N. However, the true fraction is significantly lower in 30>S/N>10. In the SDSS, S/N∼30 corresponds to r ′ ∼19 mag (Figure 2 ). The number of galaxies observed in the SDSS brighter than this magnitude will be of the order of 10 6 . It is very important to obtain even coarse classification for such a large number of galaxies, and the method of growth curve fitting is a promising tool for this purpose. Figure 7 shows the mean of output B/T (µ o ) as a function of the mean of input B/T (µ i ) for the four S/N classes. The error bars, which are shown only for the highest and the lowest S/N classes for clarity, represent the standard deviations, σ o and σ i . These values are taken from Table 3 . The three high S/N classes (S/N>30) show similar correlations between µ o and µ i . There is a systematic trend that B/T is overestimated for B/T (input) ∼ < 0.5 but underestimated for B/T (input) ∼ > 0.7. This trend is due to the extended tails noted above. The correlation for the lowest S/N class (S/N<30) is, however, considerably different, showing a larger degree of degradation in the output B/T . This marked change of behavior is the reason we have chosen S/N=30 as the boundary between high-S/N and low-S/N galaxies. Figure 8 shows the correlations between the input and output values for r e,B and r e,D . For r e,B , only the galaxies with B/T >0.2 are plotted, while for r e,D , only those with B/T <0.8 are plotted. The filled circles and small dots are for face-on galaxies ((b/a) B ≥ 0.8 and (b/a) D ≥ 0.8) and inclined galaxies ((b/a) B < 0.8 or (b/a) D < 0.8), respectively. Left panels are for high-S/N galaxies and right panels for low-S/N galaxies.
Bulge and Disk Parameters
Low-S/N galaxies show almost no correlation, as expected from the B/T statistics. However, high-S/N galaxies show reasonably tight correlations. It is seen that r e,B ∼1 pixel (0.4 arcsec; log r e,B ∼ −0.4) is the limit below which we cannot retrieve the bulge parameters, as expected from the analysis of B/T . Statistics are shown in Table 4 in the similar format to Table 3. Face-on galaxies, which should have better match with the templates, show fairly good correlations. However, it is interesting to see that most of the inclined galaxies also show correlations that are only slightly poorer than those of face-on galaxies. This indicates that growth curve fitting is not very sensitive to galaxy inclination.
Effect of Changing PSF
It is natural that the retrieval of B/T and the bulge/disk parameters from the best-fit template is sensitive to the shape of the PSF. We investigate this effect by applying an artificially changed PSF to the templates while keeping the true PSF applied to the simulated galaxies. Considering the practical application, here we restrict ourselves to a slight change of the PSF between the templates and the data, which would easily result from errors in the construction of the PSF. A much larger difference in the PSF shape would clearly jeopardize the analysis, but it is reasonable to assume that with good imaging data the PSF will be known to good, but not perfect, accuracy.
The PSF is usually constructed by summing up stellar images in a CCD frame by the shift and add method. Such a PSF may well show a slight departure from the true PSF due to image deterioration. We created a large number of simulated (noisy) images of a 21 mag star. We intentionally chose among them four images that have smaller FWHM than the average and reconstructed the PSF using the four by a conventional shift-and-add method. The resulting PSF is slightly but systematically different from the true (noiseless) PSF. The reconstructed PSF has a FWHM of 0.919 arcsec while the true PSF has FWHM of 0.944 arcsec. The two PSFs and their profile difference are shown in Figure 9 . The profile difference is less than 30% in the core of the PSF but amounts to ∼ > 50% in the envelope. However, their difference in the FWHM is only 2.6%.
The histogram of B/T obtained with this reconstructed PSF is shown for high-S/N galaxies in Figures 6(a)-6(c) by the broken line. We find only a little difference. Accordingly, B/T statistics of such galaxies are shown to be insensitive to change of the PSF at a few % level in FWHM. Correlations between the input and output values for bulge and disk parameters also show only a slight change.
A Test using Real Images of Bright Galaxies
As a test on real data, we apply the technique to images of nearby galaxies taken from PANBG. There are 103 galaxies in PANBG whose B/D ratios are measured by Kodaira et al. (1986) , where B/D is the bulge-to-disk luminosity ratio and B/T = (1 − 1/(1 + B/D)). The magnitudes of these galaxies are m B =9-12 mag. Their images, which are digitized images of Schmidt plates, usually include more than 10 4 pixels above the detection threshold. The seeing FWHM of these data is 1-4 pixels, which is negligibly small compared with the size of the galaxies.
We measure their images in the same manner as the simulated images. Figure 10 shows the comparison of the B/T . There is a reasonably good correlation between the two completely independent measurements. Most measurements agree with each other within ∆(B/T ) = ±0.1. Figure 11 shows our B/T as a function of the morphological type index. There is also a reasonably good correlation. The scatter between B/T and type index is substantial, but most previous investigations also show similar scatter (e.g., Kodaira, Watanabe, & Okamura 1986; Andredakis and Sanders 1994; de Jong 1996b) .
Conclusion and Discussion
We have shown that the growth curve of galaxies is useful for determining bulge and disk parameters and bulge-to-total luminosity ratios in addition to conventional asymptotic magnitudes. Simulated images of 4309 galaxies with a wide range of bulge and disk parameters are created. Template growth curves are constructed from model galaxies that cover the full range of realistic bulge and disk parameters. The effect of seeing is also modeled in the growth curve templates.
We find that the bulge-to-total luminosity ratio and bulge and disk parameters are reasonably well retrieved, in addition to the conventional asymptotic magnitude (rms error ∼ <0.1 mag), for galaxies with S/N ∼ > 30, if the error of PSF is ∼ < a few percents in FWHM. A coarse, three-bin B/T classification can be made at a confidence level of more than 80 percent for galaxies with S/N ∼ >30.
Finally, it should be noted that the present analysis gives rather optimistic estimates for the accuracy of this method for two reasons. First, our simulated images and the template growth curves are constructed from the same series of models, consisting of an r 1/4 -law bulge and an exponential disk. Real galaxies often show slight departures from the model as noted already. Such departures may well introduce some error in the estimate of the parameters. However, the growth curve is not sensitive to such slight departures because it is an integrated profile, so template mismatch should not be a severe problem at least in the case of regular galaxies. Second, envelopes of bright stars sometimes overlap on faint galaxies in the actual survey data. They make sky subtraction difficult and introduce systematic error, which is difficult to quantify accurately. Both of these potential difficulties will have to be investigated in the context of individual large imaging data sets, such as the SDSS. However, the success of our tests here suggests that growth curve fitting will be a valuable tool in the analysis of such data sets, aiding the passage from pixel data to statistical characterization and physical understanding of the galaxy population. -Histograms of log r e,B (top), log r e,D (middle), and η = log (r e,B /r e,D ) of our sample galaxies. Units are in arcsec. The solid line shows the total 4309 galaxies, while the dotted line and the broken line are for 2110 galaxies in the bright sample and for 2199 galaxies in the faint sample, respectively. 
