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The electron-phonon interaction in low-dimensional electron sys­
tems has been investigated using the phonon-drag effect. This effect 
makes use of the fact that when a phonon interacts with an electron, a 
transfer of momentum occurs, causing the electron to move in the direc­
tion of motion of the phonon. An electric field opposing the electron mo­
tion is then set up, which can be measured as an external voltage. Two 
types of samples were used for these experiments: two-dimensional elec­
tron gases (2DEGs) formed at the interface of GaAs/AlG aAs modulation- 
doped heterostructures; and three-dimensional electron gases (3DEGs) 
formed by epitaxial growth of a 2//m thick silicon-doped GaAs layer on 
the semi-insulating substrate. Both types of sample are shown to give 
qualitatively the same results.
Spatially resolved phonon-drag measurements show features due to 
the phonon focussing within the samples, and also new features at­
tributed to the finite detector geometry. Theoretical modelling of the 
phonon-drag effect, by equating it to the setting up of a local charge 
dipole and solving the 2D Poisson equation over the whole sample ge­
ometry has been performed. Comparison of the theoretical results with 
the experimentally obtained images shows excellent agreement, proving 
the strength of the model in describing the experimental situation.
Frequency resolved measurements using superconducting tunnel junc­
tions as generators of quasi-monochromatic acoustic phonons have also
been performed. The results of these measurements were subject to 
some discussion, since they appear not to be consistent with theoretical 
expectations, and these points will be discussed.
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Chapter 1
Introduction
The electron-phonon interaction in semiconductors has long been an 
area of intense experimental and theoretical study due to its importance 
in determining a number of macroscopic properties, such as electrical 
and thermal conductivity. Recently, the development of low dimen­
sional electronic devices has led to the interest being concentrated on 
the interaction of phonons with electrons confined to a two (or lower) 
dimensional layer. The rapid growth in the semiconductor industry has 
stimulated a large amount of research into the properties of gallium ar­
senide (GaAs). Gallium arsenide has two main advantages over silicon: 
i) it has a direct band gap of 1.4eV at 300 K, which makes it more 
suited for optoelectronic applications, and ii) devices can be made with
higher electron mobilities than found in silicon devices (low temperature
7 2 /mobilities in GaAs structures have reached values of >  1 x 10 cm / V s ,
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whereas mobilities in silicon have a maximum of about 50000cm2/V s) .  
These factors mean that GaAs is very important for high frequency 
applications, especially for frequencies above 1 GHz, for example as 
HEMTs (High Electron Mobility Transistors) as amplifiers in satellite 
receivers. The optical properties are exploited, for example, in laser 
diodes in CD players.
A large amount of the research work has focussed on the study of 
low-dimensional electron systems. If electrons are confined in their mo­
tion in one direction, and therefore only free to move in a plane, the 
system  is referred to as a two-dimensional electron gas (2DEG). If fur­
ther degrees of freedom are restricted, then a one-dimensional electron 
gas (1DEG) or a zero-dimensional electron system (ODES) respectively, 
will be formed. Although the electrical properties of these materials and 
devices are well known, the electron-phonon interaction is not so well un­
derstood, or so extensively researched, even though this has important 
consequences for the dynamic and thermal properties of the semicon­
ductor. Due to the constant miniaturisation of semiconductor devices, 
the energy dissipated per unit volume increases, which can only be re­
moved by vibrations of the crystal lattice, i.e. by the emission of various 
types of phonons. A detailed knowledge of the transport properties of 
phonons in semiconductors is therefore necessary for future technolog­
ical developments. It is also interesting to investigate the interaction 
of three-dimensional phonons with electrons which are confined in their 
motion to two or less dimensions.
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For a long time, the only method of studying phonons with fre­
quencies above 10 GHz was through measurements of thermal conduc­
tion (for example, see Eisenstein et.al. [1]). This m ethod averages over 
all the phonon frequencies and wave vectors and does not allow any 
‘spectroscopy’, in contrast to the analogous techniques available in op­
tics. The first step beyond this limitation was made by von Gutfeld 
and Nethercot [2], who generated phonons using a short heat pulse, and 
detected the ballistic phonons on the other side of the sample with a su­
perconducting bolometer. Using such a bolometer, with response times 
~  40ns, and a box-car gate to separate out the temporal signals, they 
could study the signal as a function of time. Using this ‘time-of-flight’ 
spectroscopy they could identify the different phonon modes, since they 
have different velocities and therefore arrive at different times. The 
requirements for these experiments are very pure, defect-free samples 
and low temperatures, in order that the phonon scattering remains low: 
i.e. the mean free path of the phonons must be larger than the sample 
dimensions.
The next advance was made by Eisenmenger and Dayem [3], who 
used superconducting tin tunnel junctions as phonon detectors and gen­
erators. Here they were able to show that ballistic transport of high 
frequency phonons (>  200 GHz) over macroscopic distances (~  1cm) 
is possible. Most relevant to the work presented in this thesis was the 
discovery by Taylor, Maris and Elbaum [4] that the relative amplitude 
of the measured phonon pulse has a large dependence on the direction
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of propagation. This ‘phonon focussing’ phenomenon can be explained 
by considering the anisotropy of the crystal. Hensel and Dynes [5] gen­
erated phonons using a laser beam focussed onto a metal film, and this 
same technique was employed by Northrop and Wolfe [6], who used 
the focussed laser beam as a movable phonon generator, and developed 
techniques to map the two dimensional phonon focussing images by 
scanning the laser beam across the sample. This scanning technique is 
applied to a large extent within this work. Another very nice example 
of a direct demonstration of phonon focussing was shown in an exper­
iment by Eisenmenger [7], in which the surface of a silicon crystal was 
covered with a film of superfluid helium. The areas of the film where 
phonons are incident increase in thickness due to the fountain pressure, 
and this increase in film thickness can be observed and photographed 
under oblique illumination. Focussing of dispersive phonons (i.e. high 
frequency phonons, where the frequency is no longer linearly dependent 
on the magnitude of the wave-vector) was first observed by Dietsche, 
Northrop and Wolfe [8].
Two-dimensional electron gases (2DEGs) were first used as detec­
tors in phonon-drag experiments by Karl et.al. [9]. In these experiments 
a 2DEG was situated on one side of the sample, and an aluminium film 
on the other. The aluminium film was illuminated with a laser beam, 
which was raster scanned across the whole sample surface, thereby cre­
ating phonons which traversed the sample, before interacting with the 
2DEG. This interaction leads to the exchange of momentum and en­
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ergy: the transfer of energy causes a temperature rise in the 2DEG, 
whereas the transfer of momentum drags the electrons in the direction 
of the incoming phonons. This is known as the phonon-drag effect, and 
leads to the setting up of a voltage, known as the phonon-drag voltage. 
This voltage can then be measured as a function of laser position to give 
spatially resolved images of phonon-drag focussing patterns. Essential 
to these experiments was a 2DEG detector which could be assumed to 
be a point detector, otherwise spatial resolution cannot be achieved. 
For this reason the 2DEG was patterned into a structure consisting of 
a small bridge between two contact areas. It will be shown that such a 
structure cannot be assumed to be a point detector, and that the geom­
etry of the detector plays a very important role in these phonon-drag 
imaging experiments.
A further extension of the phonon-drag work was carried out by 
Lega et.al. [10] who used superconducting tunnel junctions as sources 
of quasi-monochromatic phonons. In contrast to the measurements of 
[9], the measurements of [10] provide little spatial resolution, but are in­
stead frequency dependent measurements. These then provide detailed 
information about the electronic properties of the 2DEG and its inter­
action with the phonons.
In the work described in this thesis, the technique used by Karl 
et.al. [9] is applied extensively, and in addition to the results obtained 
previously, some novel results were obtained where the geometry of the 
entire sample is seen to play a very important role. In order to explain
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these new results a theoretical model was developed, which takes into 
account the finite geometry of the sample, and which explains the new 
results with remarkable accuracy, for a number of different sample ge­
ometries.
In the next chapter of this thesis an introduction is given to the 
background theory of 2DEGs and phonons. Since the 2DEG is basi­
cally used as a detector in this work, the theory of the 2DEG will be 
kept to a minimum, with the accent being on any features of the 2DEG 
which will affect the phonon propagation and detection. The section 
on phonon theory will discuss the scattering of phonons, ballistic trans­
port and the factors that give rise to phonon focussing. A section on 
phonon generation by laser excitation of a superconducting metal film, 
or by the use of superconducting tunnel junctions, and a discussion of 
the phonon spectra thus obtained will also be included. The electron- 
phonon interaction will be dealt with in more detail by considering the 
matrix element of the interaction, the different types of coupling due 
to the piezoelectric interaction and the deformation potential, and the 
effects of conservation of both energy and momentum. The restric­
tions on the electron-phonon interaction due to the the 2kp  cut-off and 
the form factor will also be discussed. In addition, the theory of the 
phonon-drag effect will be outlined. In chapter 3, a theoretical model is 
developed to describe the phonon-drag imaging results. In this model 
the phonon-drag effect is approximated by a local charge dipole, which 
is solved over the total sample geometry. Chapter 4 will present some
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of the experimental details, including the sample preparation.
In chapter 5 the spatially resolved imaging experiments are de­
scribed and the novel phonon-drag images that were obtained are pre­
sented. Included in this chapter are also some experimental results ob­
tained from phonon-drag measurements on a three-dimensional electron 
layer, which show qualitatively the same effects as the results on 2DEGs. 
The phonon-drag images described in these sections show some features 
which were not seen in [9], which are assumed to be due to the detec­
tor (2DEG /3DEG ) geometry. The lack of the theoretically predicted 
frequency dependence in the images, and the possible reasons for this 
will also be discussed. Chapter 6 describes the frequency resolved mea­
surements, based on the experiments of [10] which use superconducting 
tunnel junctions as generators of monochromatic acoustic phonons. A 
description and discussion of the results obtained from these measure­
ments will also be given.
Chapter 7 presents the main part of this work, where the theoreti­
cal results obtained from the simulation of the phonon-drag images are 
shown, along with a discussion of their agreement with the relevant 
experimental images. Some new experimental images will also be pre­
sented, which serve to show the extent to which the theory is capable 
of describing the experimental situation. Chapter 8 gives a summary 
of the work included in this thesis. In Appendix A, more detailed in­
formation about the simulations performed will be presented, and in 
Appendix B, a short description of the use of normal state tunnel junc­
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tions as generators of quasi-monochromatic phonons will be given.
This work has led to the much more complete understanding of 
some experiments which were performed for the first time in 1988. It 
would be possible to extend this work by using other materials as detec­
tors, for example hole gases, where the measured signal should be larger, 
since the hole-phonon interaction is stronger than the electron-phonon 
interaction. However, since the bulk of the sample is the same, it would 
not be expected that different focussing structures could be seen, unless 
the holes interact more or less strongly with a specific phonon mode. 
The experimental and theoretical analysis presented here gives a com­
plete description of the phonon-drag images when using 2DEG /3DEG s 
as detectors, and could easily be applied to the explanation of other 
images obtained using, for example, hole gases as detectors. This work 
also shows that phonon-drag images can be very complicated, depend­
ing on the geometry of the detector, and that it is not sufficient just 
to consider the detector to be a point, but rather that by taking the 




In this section, a basic introduction to the theory of low-dimensional 
electron systems will be given. In the experiments that follow, the 2DEG 
is used as a detector, and for this reason, the description of the 2DEG 
will be restricted to those properties which influence the measurements 
performed. A more complete description of the electronic properties 
of 2DEGs can be found in [11]. After a description of the 2DEG, the 
properties of phonons will be discussed, which will include a section 
on phonon scattering within the crystal, anisotropic phonon transport 
and phonon focussing, and interface effects. Phonon generation by laser 
excitation of a superconducting film, as well as from superconducting 
tunnel junctions, and the phonon spectra thus generated will also be 
addressed. This is followed by a section on the electron-phonon interac­
tion which will discuss the absorption probability of phonons, and the
9
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features which dominate the absorption (the form factor and the 2kp 
cut-off). The deformation potential and the piezoelectric interaction 
will be described, including a discussion of their relative importance in 
the electron-phonon interaction. The chapter ends with a description 
of the phonon-drag effect, the phenomenon that is used extensively in 
the measurements presented here.
2.1 P rop erties  o f  G aA s and A l^ G a ^ ^ A s
GaAs is a III/V  semiconductor, with zinc-blende structure and a direct 
energy gap. When A1 is added into the ternary alloy A l^ G a ^ ^ A s, the 
energy gap increases from a value of ~  1.4eV for zero A1 content (x =  0), 
to ~  2.2eV for x =  1. The two materials (GaAs and A lxG a^^) As) are 
brought together and a heterojunction is formed. In this system, where 
the wide-gap material (A l^ G a ^ ^  As) is selectively n-doped, and the 
narrow gap material (GaAs) is essentially free of impurities, electrons 
from the donor levels of A fp G a ^ ^ A s are transferred to the GaAs layer 
(under equilibrium conditions) in order to create a uniform Fermi energy 
throughout the sample. In the case of G aA s/A lxG a^.^ A s, the GaAs 
conduction band at the interface lies below the Fermi level, and an inver­
sion layer is formed, as can be seen in Figure 2.1.1. This leads to confine­
ment of the electrons in the GaAs layer at the interface, and produces a 
two dimensional electron gas (2DEG). Such structures (where the donor
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E t
GaAsAIGaAs
Figure 2.1.1: Energy band, diagram of the G aA s/A lx G a^_x^As het­
erostructure, showing the existence of an inversion layer, which is shown 
in more detail, with the subbands labelled, in the inset.
electrons are spatially separated from their parent impurity atoms) are 
called modulation-doped heterostructures [12]. This spatial separation 
and the inclusion of a thin undoped spacer layer of Al*Gan_xjAs, leads 
to a large reduction in the impurity scattering and hence to very high 
mobilities (>  107cra2V -1 s -1 at 0.3K, [13]). In the next section a more 
theoretical description of the 2DEG is given.
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2.2 T he 2D EG
The term 2DEG is used to describe systems where the electron gas is 
confined to a very thin layer. The co-ordinates are chosen so that the 
electron system lies in the x — y plane. An effective potential V, which 
depends only on 2 , leads to the confinement of the electrons in the layer. 
The eigenstates of the electrons can be obtained from the wave-function
9 i tH( x , y , z )  =  e % l l^ ( z ) — L =  (2.2.1)
JjxTy
where ry and fcy are vectors in the x — y  plane of real space and k-space 
respectively. &i(z)  is the subband wave-function with the subband index 
z, and LxLy gives the extent of the 2DEG in the x — y  plane. The energy 
eigenvalues are given by
h2k2
E(i ,  fc||) =  Ei +  (2.2.2)
where E{ is the subband energy and m* is the conduction band electronic 
mass. In GaAs this has a value of about 6.7% of the mass of a free 
electron. The density of states (DOS) is constant for each subband (if 
m* is constant) and is given by
*
771
D ( E )  =  9 (E -  Et )— * (2.2.3)
7r a
as shown in Figure 2.2.1. The term 0 is the Heavyside step function. 
At T =  OK, with only one subband occupied, all states up to the Fermi
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energy are filled, and the Fermi energy is given by
E F = E 0 + N e—  (2.2.4)
m
where N e is the  carrier concentration per unit area. In two dimensions
the Fermi surface is a circle of radius kF (the Fermi wave vector) where
kF =  (2ttAfe)1/2. (2.2.5)
E
k„ D(E)
Figure 2.2.1: Schematic diagram showing two lowest subbands, and the 
corresponding density of states. On the right side (the density of states) 
the solid line shows the ideal situation (T = OK), whereas the dashed 
line shows the real case with lifetime broadening.
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2.3 P h on on  th eory
Phonons are the quantised vibrations of the crystal lattice. For every 
wave vector in g-space there are 3p normal phonon modes, where p is 
the number of atoms in the crystal basis. Three of the 3p  branches 
are acoustic; i.e. they describe lattice vibrations with frequencies which 
vanish linearly with g in the long-wavelength limit. The other 3 (p — 1) 
branches are optical; i.e. their frequencies do not vanish in the long- 
wavelength limit. The dispersion curves for the phonon modes in GaAs 
are shown in Figure 2.3.1, obtained from neutron scattering measure­
ments [14]. This work will concentrate only on the acoustic modes. It 
can be seen that for the acoustic branches, close to the T point, there 
is a linear relationship between the frequency and the wave vector. For 
frequencies larger than ITHz, the acoustic branches then flatten out 
towards the zone edge. This leads to a reduction of the group velocity 
of the acoustic branches towards the zone edge. The acoustic phonon 
modes are described by the terms longitudinal (LA) and transverse (TA) 
acoustic phonons; longitudinal modes oscillate parallel to their direc­
tion of propagation, whereas transverse modes oscillate perpendicular 
to their propagation direction. There are also two types of transverse 
modes: slow transverse (STA) and fast transverse (FTA) which differ 
from each other by their group velocities.
In most phonon experiments, the phonons must travel across the 
crystal substrate between source and detector. Therefore in assessing
2.3. P h o n o n  th e o r y 15





F igure  2 .3 .1: P h o n o n  dispersion re la tions  j o r  G aA s fo r  d ifferent crys- 
tallographic directions.
the d a ta ,  in tr in s ic  s u b s tra te  effects m u st b e  c o n sid e red . T h e  m ost im ­
p o r ta n t  such  effects a re  iso to p e  s c a t te r in g , a n h a rm o n ic  decay, p h o n o n  
focussing., a n d  in te rfac e  effects.
2.3.1 Scattering of phonons
W h e th e r  p h o n o n s  a re  ab le  to  trave l b a llis tic a lly  th ro u g h  th e  c ry s ta l  or 
not d e p e n d s  on th e i r  m ea n  free p a th -  If  th is  is la rg e  c o m p a re d  to  th e  
d im ensions o f th e  c ry s ta l  th e n  th e  p h o n o n  t r a n s p o r t  w ill be  ballistic ; if
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not, the phonons will undergo scattering. The most important scatter­
ing mechanisms for acoustic phonons in GaAs at low temperatures are 
elastic isotope scattering, and inelastic anharmonic decay.
Isotope scattering
If an element of the crystal possesses different isotopes, the perfect peri­
odicity of the crystal lattice is disrupted. This leads to scattering of the 
phonons at the local mass variations within the crystal, which increases 
as the fourth power of the phonon frequency. The scattering rate for a 
given phonon frequency is proportional to the variation in the mass of 
the isotopes, and is given by
(2.3.1)
i
where D( i)  is the relative amount of the isotope z, fh is the mean mass 
of the element and Srrii is the deviation of the mass of z from this 
value. In GaAs, As is isotopically pure but Ga has two isotopes, 69Ga
71and Ga, and these are responsible for the isotope scattering in GaAs. 
Tamura [15] calculated the scattering rate in GaAs for the long wave­
length acoustic limit to be
(r is) -1 =  7.38 x 10-4 V s e c 3 (2.3.2)
i.e. for ITHz phonons this gives a scattering rate in GaAs due to isotope 
scattering of (V s)-1 =  7.38 X 106s -1 . Isotope scattering is an elastic
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scattering process, which reduces the mean free path of the phonons 
but does not alter their energy spectrum.
Anharmonic decay
Since the lattice potential is not perfectly harmonic, it is also possible 
for phonons to decay, under the conservation of energy and momentum. 
Tamura [16] has shown that the dominant decay process is that of a LA 
phonon decaying into two TA phonons, and he gives the decay rate, for 
GaAs, to be
(Tahy l =  (0.77...1.35) x 10- 5V s e c 4 (2.3.3)
depending on the values of the elastic constants used. For ITHz phonons 
this then gives decay rates of between 0.77 X 106s -1 and 1.35 x  106s-1 . 
From equations (2.3.2) and (2.3.3) it can be seen that for frequencies of 
ITHz, the dominant scattering process is isotope scattering. However, 
because of the higher power dependence of the anharmonic decay on 
frequency, at higher frequencies (>  6THz) the latter will dominate over 
isotope scattering. Anharmonic decay processes will obviously alter the 
frequency spectrum of the phonons, as opposed to isotope scattering.
/> 1
Taking the scattering rate in GaAs for ITHz phonons to be 7.38 x 10 s 
this gives a phonon mean free path of ~  0.4mm. This value is larger 
than the sample thickness used in these experiments, therefore it can 
be assumed that the phonons travel ballistically between generator and 
detector.
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2.3.2 Anisotropic phonon transport
In real crystals the elastic properties are direction dependent, a fact 
which has important consequences for phonon transport. In general, 
the phonon group velocity vg and the g-vector are not co-linear, which 
results in a channeling or ‘focussing’ of phonon energy along certain 
preferred crystal directions [4].
To understand focussing in detail it is easiest to start with a de­
tailed description of elastic wave motion in an anisotropic medium. In 
the long-wavelength or continuum approximation (where the phonon 
wavelength is large compared to the inter-atomic spacing) the stress 
and strain fields associated with a phonon are represented by second 
rank tensors. At small strains the two are related by the generalised 
Hooke’s law, as
Tij  — (2.3.4)
Tij  is the stress tensor, m is the strain tensor, Ci j i  m is the fourth 
rank elastic tensor of the crystal material and each index represents a 
cartesian axis. Summation over repeated indices is assumed. The strain 
tensor is described in terms of the displacement u of an elemental volume 
dx\dx^dx^ from its equilibrium position:
S i 'j  =  2 ^  +  ~ s £ ) ' ( 2 ' 3 ' 5)
The equation of motion is then
2.3. Phonon theory 19
where p is the material density. Equation 2.3.6 has the wave solution 
u =  eel& r~ujt) (where e is the polarisation vector and uj is the angular 
frequency), which upon substitution, yields a set of linear equations,
(QjJ.mqjlm  -  P^Su)€i =  0. (2.3.7)
Defining the wave normal n =  q/\q\ and phase velocity v =  uj/\q\ this 
becomes
(D u -  v % ) e, =  0 (2.3.8)
where (Du == (1 / p ) ( C i j j jrnn jn m) is the Christoffel tensor [17]. Since Du 
is independent of \q\ the phase velocity is a function of direction only 
and for a given wave vector q =  (q,6q,4>q) the angular frequency is
u j  =  v(0q,(j)q)q. (2.3.9)
Setting the determinant of equation (2.3.8) to zero yields a cubic expres- 
•  •  2sion in v with three roots corresponding to the three possible phonon 
modes (one longitudinal and two transverse). For each root, vs, there 
is a polarisation vector es, where s =  0 ,1 ,2  and defines the LA, ST 
and FT modes respectively. For a given q vector, the three polarisation 
vectors will be mutually orthogonal, however in general none will be 
either parallel or perpendicular to q.
The associated energy flux is parallel to the group velocity which 
can be obtained by vector differentiation of equation (2.3.8), as
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The most revealing way of plotting these results is as a constant fre­
quency surface in fc-space, see Figure 2.3.2a. Such a plot is known as a
<01 o>
< 100>
Figure 2.3.2: (a) Surfaces of constant energy for GaAs. It can be seen 
that q and vg(q) are not necessarily parallel, (b) The respective group 
velocity vectors in real space showing the directions of preferred energy 
flux.
slowness surface since its radius is inversely proportional to the  phase 
velocity. It can be seen th a t the  group velocity is perpendicular to the 
slowness surface, and th a t this gives rise to directions in the crystal with 
a channeling of phonon energy, which is known as phonon focussing. 
This should not be thought of as being equivalent to focussing as is 
known from optics, since the  phonons are not focussed, but ra the r they 
experience a ‘bunching’ in certain crystallographic directions, leading to
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a larger phonon flux in some directions than in others. This can be seen 
more clearly in Fig. 2.3.2b, where the group velocity vectors are shown 
in real space. It is easy to see that when the curvature of the slowness 
surface is slight, states within a large angle propagate in virtually the 
same direction in real space. It can be shown that at regions of zero 
curvature (inflexion points) there is an infinite (but integrable ) phonon 
flux, and similarly, regions with large curvature produce small phonon 
flux. It can also be seen that the state given by (d) propagates in the 
same direction as (a) and (b), but with a lower velocity: i.e. a given 
group velocity vector direction may correspond to more than one q vec­
tor. It is also to be remembered that pure transverse or longitudinal 
phonon modes only occur in isotropic crystals: in the general case the 
phonon modes will possess parts of both polarisations.
Using the elastic constants and the density of the crystal it is pos­
sible to calculate the position-dependent energy flux incident on the 
detector side of the crystal, which is given by
e(#*j|) =  ^ 2 1(r\\,q, s)hu(q, s ) (2.3.11)
where ry is the two dimensional position vector on the detector side 
of the sample and s is the phonon mode. / ( r ||,g ,s )  gives the posi­
tion dependent phonon flux for a given mode s and state q. Fig 2.3.3 
shows the calculated energy flux through the (100) plane of a GaAs 
crystal. The diagonals give the position of the (010) and the (001) axes. 
A square structure in the centre of the image (around the (100) axis)
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Figure 2.3.3: Energy focussing image for the (100) surface in GaAs: the 
(111) points are depicted by X, the (100) points by + .
opposite the phonon source is clearly visible, which is due to the STA 
phonons. The weak stripes em anating from the centre towards the  (111) 
points (marked by X) are also due to the STA phonons, whereas the 
stripes along the  diagonals are due to the FTA phonons. The signal a t 
the points marked with X is due to the focussing of longitudinal (LA) 
phonons.
The m om entum  flux th a t reaches the  detector is also largely depen­
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dent on direction and is given by
^ (? ||)  =  ^ 2  /(ry , (2.3.12)
q,s
The result of the calculation of the m om entum  flux is shown in Fig.
2.3.4. Here it can be seen th a t the  strong focussing signal th a t was in the
Figure 2.3.4: Quasi-momentum focussing image for the (100) surface in
GaAs: bright and dark regions depict areas of large positive and negative 
signals respectively.
centre of Fig. 2.3.3 is reduced in this image. The reason for this is th a t 
in the momentum  focussing pa tterns only the  components of m om entum
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parallel to the x — y  plane are important, and this component is very 
small for phonons arriving with a small angle of incidence. In this work, 
the detectors used (2DEG s/3DEG s) are sensitive to this momentum flux 
[9],
Interface effects
The final point to be considered is that in the experiments presented 
here the phonons are generated in a metal film (either a thin aluminium  
film, or a superconducting tunnel junction). This means that before the 
phonons enter the substrate they have to be transmitted through the 
metal-substrate interface, and this will affect their propagation. It is 
to be expected that the interface between the metal and the substrate 
is not ideal; the films are evaporated in high vacuum, and not ultra- 
high vacuum, and although the samples undergo an external cleaning 
process, followed by a short in-situ cleaning process within the vacuum  
chamber this will not be sufficient to ensure that the surface is free 
from all contamination. The other point to remember is that the sur­
face will not be atomically flat. A lot of research work has been done 
in the area of interface and surface phonons, ranging from studies of 
the Kapitza effect [18] (where the experimentally found transmission 
coefficient between the crystal surface and liquid helium is found to be 
much larger than would be predicted from acoustic mismatch theory
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[19]) to studies of phonon transmission across different interfaces1. The 
Kapitza effect is thought to be largely influenced by the quality of the 
surface, with atomically flat surfaces showing the expected transmission 
coefficients [21]. It has also been shown [22] that the transmission of 
phonons across an interface is not isotropic, but the phonon transmis­
sion is instead peaked along certain wave-vector directions. However, 
these latter effects are only to be seen for very sm ooth interfaces, and 
are therefore not to be expected here, where the substrates undergo 
no special preparation procedure. The effect of the roughened surface 
present in our samples will be to slightly reduce the intensity of the bal­
listic phonons, to increase the number of diffuse phonons, to reduce the 
sharpness of the focussing structures, and to possibly cause a certain 
amount of down-conversion of high-frequency phonons.
2.4 P hon on  generation
There are numerous methods of generating acoustic phonons, and in 
this work two methods are used: laser excitation of a superconducting 
film producing a Planckian spectrum peaked around the temperature of 
the excited film, and superconducting tunnel junctions producing quasi- 
monochromatic acoustic phonons with energies of eV0 — 2A, where V0
1At interfaces between metal films and crystals, the experimentally found transmis­
sion is much less than that expected from mismatch theory [20].
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is the bias voltage across the junction, and 2A is the energy gap of the 
superconductor.
2.4.1 Laser excitation o f a superconducting film
In some of the experiments presented here, a laser beam is focussed 
onto an aluminium film, thereby locally heating the film. It is this 
local heating effect that creates the non-equilibrium phonons used in 
the experiments. The phonons produced have a Planckian frequency 
spectrum, the peak frequency of which is related to the temperature 
of the hot-spot (the heater), and it is therefore useful to be able to 
estim ate this temperature. The temperature of such heaters has been 
extensively studied [19],[23],[24]. The energy absorbed from the laser 
beam will first be transferred to the electrons in the aluminium film, 
and then to the phonons. The phonons thus generated in the film travel 
to the boundary between the substrate and the film, where they are 
either reflected, transmitted, or undergo mode conversion, as mentioned 
above. The resulting thermal boundary resistance is calculated using 
acoustic mismatch theory [19], and is dependent on the density of the 
two materials and the values of the group velocities within the materials, 
and has, in theory, no frequency dependence. If To is the temperature of 
the substrate, which is assumed not to be influenced by the transmitted 
energy, then the heater temperature, Ti, is given by [23]
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<2A 1’
where A  is the area of the film which is heated by the laser (i.e. the 
area of the laser focus) and P i  is the absorbed laser power, c i  and c? 
are the longitudinal and transverse group velocities in the first material 
(the metal film), and and are the half space emissivities 2
from the film to the semiconductor, with the indices (0) and (1) denot­
ing the metal film and the semiconductor respectively. If we take the
O Q
value of A  to be 100[im [25], and using the values given by Rosch [24], 
of e 1^,0^  =  0.891, =  0.635 and =  0.795 and the sound ve-
 i  1
locity in aluminium of c i  =  6260m s  and cjp =  3080ms , the heater 
temperature is then given by
T\ =  ^ /t04 +  2.23 x 107Pl , (2.4.2)
where P i  is the absorbed laser power in watts. For an assumed absorbed 
laser power of 1 m W , and a bath temperature of 1.1K this gives a value 
of T\ ~  12K .  This can be related to the dominant frequency in a
2The emissivity is the ratio of the total phonon power actually emitted into material 
(1) to the same power under perfect matching conditions: i.e. for a black body emitter,
e(b°) = 1.
3These values are for a germanium/aluminium interface, but will be used as an
approximation for GaAs. The elastic constants of GaAs lie within about 10% of those
for germanium, and this will give results which are within the order of the other errors
in the approximation.
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Planckian spectrum using
2.8ksTi ( ^
ud = ------ -----, (2.4.3)
which on substitution gives a dominant frequency of around 715GHz. 
For bath temperatures of 4.2K, the respective peak frequency is very 
similar ~720GHz, since the effect of the bath temperature is small.
2.4.2 Superconducting tunnel junctions.
Monochromatic phonons may be produced (and also detected) by tunnel 
junctions [3]. Generally, superconducting tunnel junctions (SCTJ) have 
been used, but the development of normal state tunnel junctions (NSTJ) 
which enable phonon spectroscopy in high magnetic fields has also been 
successfully achieved [26]. The tunnel junctions, both normal state and 
superconducting, consist of two metal films which are separated by an 
insulating oxide layer (see Figure 2.4.1).
In the following section only superconducting junctions will be 
considered; a brief description of the normal state tunnel junction, which 
was developed during this work, will be given in Appendix B. For 
the case of superconducting tunnel junctions at temperatures below the 
critical temperature the films are superconducting and the Cooper pairs 
formed obey Bose statistics and occupy the ground state of the system. 
An energy gap, Eg =  2A, separates the superconducting ground state 
from the first excited state. Above the energy gap, the Cooper pairs




Figure 2.4.1: Schematic diagram of the tunnel junctions: an oxide layer 
(the tunnelling barrier) is sandwiched between two metal films.
are no longer bound, and quasi-particles can exist. Under an applied 
bias across the  tunnel junction, these quasi-particles are able to tunnel 
through the  oxide. Figure 2.4.2 shows the energy density of states for 
a superconducting tunnel junction under different bias conditions. In 
(a) the  applied bias is less than  2A /e , but there is a small am ount of 
tunnelling a t finite tem perature  due to therm ally excited quasi-particles. 
W hen the  bias voltage exceeds 2A /e, (b), there is a sudden increase in 
the  tunnelling current. This is because quasi-particles on the  left now 
have access to em pty states on the right, and therefore the probability 
of tunnelling increases. As the bias voltage is increased further, (c), the 
tunnelling current increases linearly. The current-voltage characteristic 
for such a  tunnel junction is shown in Figure 2.4.2(d).
Once the  quasi-particles have tunnelled through the barrier they 
have excess energy, which they lose by em itting phonons. There are 
two parts to  the  process in which the quasi-particles relax. In the first 
part, they relax by transitions towards the gap edge. This results in a 
broad band relaxation spectrum  of em itted phonons, which exhibits a










Figure 2.4.2: Schematic diagram of the energy density of states for a 
superconducting tunnel junction (for a description see the text).
discontinuous cut-off a t the frequency given by eVo — 2 A, where Vo is the 
applied bias. This maximum frequency corresponds to the transition 
from the top of the injected distribution down to the  gap edge in a 
single step. In the  second process, the quasi-particles recombine into the 
pair condensate. This step is usually slower because it depends on the 
availability of partners. The resulting recom bination spectrum  consists 
of phonons with energies of 2A or higher. By m odulation of the  bias
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voltage on the  tunnel junction a quasi-monochromatic source of phonons 
can be produced [27]. This arises because the  discontinuous cut-off 
in the relaxation spectrum  is dependent on bias voltage. In Figure 
2.4.3a the  tunnelling characteristic is shown, with an operating point 
Vo indicated. Figure 2.4.3b shows the corresponding (total) em itted 
phonon spectrum . If the operating point is now shifted to Vo +  SV, the 
cut-off frequency shifts accordingly. The difference of the  two spectra is 
given by the  hatched area. This difference can be detected alone when 
SV  is a tim e varying voltage, and the phonon detector is operated a t the 
m odulation frequency. Thus a tunable source of quasi-monochromatic 








Figure 2.4.3: Diagram showing the modulation method of producing 
monochromatic phonons.
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2.5 P h on on  absorption  by a 2D E G
In the situations described in this thesis, the 2DEG is enclosed within 
a crystal lattice. This means that there will be a continuous exchange 
of energy and momentum between the electron system and the lattice 
via the emission and absorption of phonons. This process is important 
since it is the dominant mechanism by which a heated electron system  
loses its energy and cools to thermal equilibrium with the lattice. In 
the following section the basic theory of phonon absorption by a 2DEG 
is presented.
The absorption of a phonon of energy hu>, (at OK) scatters an elec­
tron from an occupied state |&zj < kp, to an unoccupied state \kf\ > kp, 
subject to conservation of momentum in the plane, kf =  k{ +  q ,^ and 
conservation of energy E(kf)  =  E(kf)  +  hcuq, where =  q sin 6 and 6 is 
the angle between the g-vector and the normal to the 2DEG, as shown 
in Fig. 2.5.1. The transition rate is given, using Fermi’s Golden Rule, 
as
r ®  =  f E l M |2|<*le,?rV > |2^ + ^ - ^ ) / ( ^ ) [ l - / ( ^ ) ]  (2-5.1)
h f
where f (Ei)[  1 — f ( E j ) \  gives the probability of the initial electron state 
being occupied, and the final state being empty. |M |2|(z|e*9'r| / ) | 2 is the 
matrix element of the interaction which will be considered in more detail 
in Section 2.6. The conditions for the conservation of momentum can





Figure 2.5.1: Definition of the angles 9 and <j>.
be obtained by substitu tion  of the wave function into (i\eiq'7\f) .  The 
wave function used is
^ i , k n( x , y , z )  =  e ’ * l l r l l $ , ( 2 )
y j  L XLy
(2.5.2;
Substitu tion of this then leads to
(2.5.3)
“T  —*
where k{ and k f  describe the initial and final wave vectors and gives 
the component of the  absorbed phonon in the  plane of the 2DEG. 
\F(qz)\ is known as the form factor and is defined by
\F(qz)\ = J  dz (2.5.4)
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As a good approximation, the wave-function often used is the Fang- 
Howard wave-function [28] which is given by
where a is a measure of the extent of the 2DEG in the ^-direction.
out-of-plane momentum, pz, provided p z <  2 n h / A z , where A z is the 
extension of the electron wave-function in the ^-direction, even though, 
since the electron motion is strictly two dimensional, there should be no 
out-of-plane absorption. This means that the greater the confinement in 
the ^-direction, the less strict the limitation on out-of-plane absorption, 
so that in practice, the momentum component of phonon absorption 
in the z-plane is not restricted when qza <C 1. The form factor has a 
maximum value of 1, rolls off with increasing gz, with its half maximum  
occurring at qza ~  0.51, and goes to zero for qza >> 1. Figure 2.5.2 
shows the form factor for different values of the thickness parameter a.
The (5-function in equation (2.5.3), 8? r , gives the conditionKi+q\\,Kf
for conservation of momentum in the x — y  plane: i.e. hkf =  Tiki +  ^?||-
(2.5.5)
Substitution of the Fang-Howard wave function into equation (2.5.4)
gives
(2.5.6)
This is a result of the uncertainty principle allowing the exchange of
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Figure 2.5.2: The form  factor as a function of phonon frequency for  
different values of a. The values of a used are: a) 20nm, b) 15nm, 
c) 12.5nm, d) lOnm, e) 8nm, f )  5nm. The angle, 6, for all curves is 
55°. It can be seen that as the lateral extent of the 2DEG decreases, the 
restriction on out-of-plane momentum becomes more relaxed.
This means th a t ki and k f  can differ by a m axim um  of 2kp  4, i.e.
|ki -  k f  \ < 2kF. (2.5.7)
This is due to scattering being quasi-elastic, which means th a t the  initial
and final sta tes of the  scattering process m ust lie on the  Fermi surface at
T = 0K , and within ± k p T  of the Fermi surface a t higher tem peratures.
This is because the  electron gains only small am ounts of energy by
absorbing a phonon. This limits the absorption of phonons to  those
4This is not strictly correct, since the momentum change will be slightly larger than 
2 k p ,  since the final electron state must lie slightly above the Fermi surface.
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where
% ||l <  2ftfcjr. (2.5.8)
This is known as the 2kp  cut-off and is shown schematically in Figure 
2.5.3.
Going back to equation (2.5.1) the formula for the absorption rate
Fermi surface
Figure 2.5.3: The 2kp cut-off. It can be seen that the maximum mo­
mentum change that can occur in a scattering process is 2hkp.
is given by
r ®  =  \ m \ ¥ q' ?\ f ) ? m + ^ q- E f ) f { E i ) [ l - f ( E f )]. (2.5.9)
*>/
In order to calculate this explicitly the sum must be converted into an 
integral. The integration is made easier by the fact that the matrix 
element M (i \e tq'r \f)  and the density of states can be taken out of the
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integral. This integral has been performed by Hensel et.al. [29] to give 
an absorption rate of
( T e - p ) " 1 =  ^ G ( qil, d ) L x L y \ M \ 2 \ F ( q z ) \ 2. (2.5.10)
G(q\\,6) is obtained by the integration of / ( I  — / )  under conservation 
of momentum, and is given by the following equation:
(4 -  -  (4 _ 4 1 / 2  o <  i_% < k F - ^
G (qil,8)  ~  ^ (4 -  k'oy /2 kF - ^ <  i?|| < kF + ^
0 5?|| >  kF +  ^
(2.5.11)
where
*  =  (2-5.12)
=  ?  +  T  (2-5.13)
and
s =  (2.5.14)sin#
This is the mathematical description for the 2kp cut-off that was de­
scribed earlier and which is shown in Figure 2.5.4 as a function of phonon 
frequency (at T  =  OK) for different values of sheet density ns.
As can be seen, the limit due to the 2kp cut-off is a strong func-
1/2tion of electron sheet density ns (since kp  oc ns ), and suggests that the 
absorption should be limited more to the normal to the 2DEG as the 
electron density decreases. Both the 2kp cut-off and the form factor
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Figure 2.5.4: G(q\\,9) as a function of phonon frequency for 5 different 
values of sheet density ns . a) 5 x 1010; b) 1 x 1011; c) 2.5 x 1011 / d) 
5 x 1011; e) 7.5 x lO^cra-2 . For all curves 0 =  55°.
also vary, through g, on the angle of absorption. Figures 2.5.5 and 2.5.6 
show the form factor and the factor G(g||, 0) as a function of absorption 
angle 0.
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Figure 2.5.5: Form factor plotted as a function of absorption angle 0 for 
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Figure 2.5.6: G(q\\,Q) plotted as a function of absorption angle 0. 
a) 80°; b) 70°; c) 60°; d) 50°; e) 40°; f )  30°. The carrier concentration 
used is 4.1 x 1011 cm 2.
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2.6 M atrix  elem ent
The matrix element contains information about the dominant type of in­
teraction that takes place. Acoustic phonons can couple to the electrons 
in the 2DEG through either the deformation potential or the piezoelec­
tric interaction. In the next sections, brief descriptions of these inter­
actions will be given.
2.6.1 Deform ation potential
The deformation potential arises because of the detailed band structure 
of solids. In the presence of a crystal potential, which arises from the 
atoms in the lattice, the electronic energy levels fall into distinct energy 
bands. When an acoustic wave propagates through the solid the atoms 
are displaced from their equilibrium positions. Because of this displace­
ment, the crystal potential in which the electrons move is deformed, as 
are the electronic energy levels which arise from the potential.
The energy change, A E,  of the electronic energy levels is given by
A E =  ^  ' zi j jSj j  (2.6.1)
where S,-j- is the component of the deformation potential tensor, and 
S i j  is the component of the strain tensor:
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The vector u describes the displacement of a volume element from its 
equilibrium position. For the T-point in GaAs the deformation potential 
tensor is diagonal and the diagonal elements are given by Equation 
(2.6.1) then simplifies to
A E  =  EdV.u.  (2.6.3)
When a phonon passes through the crystal it produces an oscillating
strain, which is caused by the mechanical displacement u(r):
i
u(r) =  ( 2pVu;- )  2 ^ t ‘e%q‘'r +  ai e~ ,?>'r) e?s- (2.6.4)
Here, qs is the phonon wave vector for the phonon mode s, eqs is the 
polarisation vector of the phonon with mode s, coqs is the angular fre­
quency of the phonon, V is the volume, and p is the density, a and a) 
are the annihilation and creation operators.
Putting equation (2.6.4) into equation (2.6.3) gives the deformation 
potential which is given by
M def  =  ( 2pu q V )  l iE d^s€^  ( a9»e’?3^  “  ® le_8,S'r)  • (2-6-5)
2.6.2 P iezoelectric interaction
Since GaAs is a polar crystal without inversion symmetry, a strain or 
displacement can also lead to an electric field, due to the piezoelectric
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effect. The vector components of the electric lattice polarisation P can 
be given by the following strain:
Pi =  eiklSkl (2.6.6)
k,l
where e,-*/ are the components of the piezoelectric tensor and Sm are the 
usual components of the strain tensor. For the zinc-blende structure of 
GaAs it is only necessary to consider one element of the piezoelectric 
tensor (en ). Using this, the piezoelectric interaction is given by
AEpiezo =  e ) (2 pVu) ) ^ (^ €Qs,xQyQz + ^qs ,yQxQz + CqsizQxQy'j
x £ ( - a j . e ® '  r"+  (2.6.7)
At higher phonon energies the piezoelectric interaction decreases, whereas 
the interaction via the deformation potential increases. For this reason, 
the piezoelectric interaction will be the dominant one at low phonon 
energies and low temperatures.
In GaAs the deformation potential only allows for coupling to the 
LA mode: for the piezoelectric potential the situation is more compli­
cated. The piezoelectric coupling disappears for all phonon modes in 
the (100) direction, for the (110) direction couples only to transverse 
modes, and for the (111) direction only to longitudinal modes. How­
ever, it is important to remember that the polarisation of the modes is 
not exact, i.e. that the modes are not purely longitudinal or transverse,
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and for this reason all phonon modes will couple, to a larger or smaller 
extent, with both forms of interaction.
2.7 P h onon  drag: th e  2D EG  as a phonon  d etec­
tor
In a system of two or more subsystems of interacting quasi-particles, 
a directed flow appearing in either of these systems will bring about a 
partial transfer of momentum to the other one. This leads to a directed 
flow of quasi-particles in the second subsystem. This process, when 
it occurs between electrons and phonons is known as the phonon-drag 
effect, and was first predicted by Gurevich in 1946, and first experimen­
tally demonstrated by Frederikse [30] in 1953. A detailed description of 
many aspects of phonon-drag can be found in Ref. [31] and references 
therein.
The measurements presented here use the interaction of the ballistic 
acoustic phonons with the electrons in the 2DEG as a direct measure­
ment of the phonon intensity. The electrons in the 2DEG are defined by 
the distribution function / .  In the case of electrons without the influ­
ence of phonons, this is simply the Fermi-function, / .  When a phonon 
interacts with an electron, it transfers its energy and momentum to the 
electron. Due to electron-electron interactions, this ‘excited’ electron 
then transfers its gained energy and momentum, within a very short
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tim e (a few hundred fs), to all of the electrons in the 2DEG, and there­
fore changes / .  The transfer of energy causes a rise in tem pera tu re  of 
the 2DEG, whereas the m om entum  transfer leads to an electric field, 
or an electric current; this is because the transfer of m om entum  leads 
to the  Fermi circle being shifted in the same direction as the incoming 
phonons: i.e. the  exchange of m om entum  causes a current to flow until 
an opposing electric field is established, which can be m easured as a 
voltage across the  term inals of the device. This effect is shown in Fig­
ure 2.7.1, and is known as the  phonon-drag effect. The electric field or 
current so set up can then be m easured as either a current or a voltage. 
A lthough the  m easurem ent of a current is, in principle, slightly differ­
ent from th a t of a voltage, it will be shown th a t both  m ethods produce 
qualitatively the  same results.
ky
Fermi circle
Figure 2.7.1: The origin of phonon drag: the phonons are incident along 




The spatially resolved experimental results to be presented in Chapter 
5 show features which cannot be explained using a simple theory of 
phonon focussing which assumes that a constriction within the 2DEG 
acts as a point detector. It is also obvious from some of the geometries 
to be used, that the assumption of a point detector is no longer valid. 
Therefore it is necessary to develop a theory which takes the finite extent 
of the detector geometry into account. The next section describes the 
attem pts to theoretically model the experimental results obtained, and 
will show that very good agreement can only be achieved when the 
complete sample geometry is considered.
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3.1 Simple theoretical model
All previous explanations of phonon-drag imaging have assum ed a point 
detector and a point source. On occasions when an extended detector 
has been assumed, this was only done to the  extent th a t the detector 
was split into a  large num ber of point detectors, and the  contribution 
from all these detectors was then summed [32]. This is a very simplistic 
model, and assumes th a t when phonons are incident on the  2DEG there 
will be a uniformly weighted signal, when they are incident elsewhere, 
the signal will be zero. A sim ulation of this type has been performed for 
a sample with a small square constriction (A2), the  exact geometry of 
which is shown in Fig. 3.1.1, and which is equivalent to the  experim ental 





. . .  9Figure 3.1.1: Sample geometry A2: the constriction is 50x50pm  .
using a 400 x 100 site lattice, where the 2DEG was defined by regions of 
a signal of +1, and the outside regions were defined by a signal of zero. 
The focussing image for the  piezoelectric interaction (shown in Fig. 
2.3.4) is then convoluted with this response function, and integrated
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over the whole sample area.
Obviously when the complete focussing image is incident on the 
2DEG, the positive and negative parts of the image will cancel out, 
giving zero signal. It is therefore only going to give a non-zero signal, 
when parts of the focussing image are incident on areas where no 2DEG  
exists. The result is then an image of the voltage across the sample as 
a function of laser position, which can be seen in Fig. 3.1.2A.
When this image is compared to the experimental image obtained 
(Fig. 3.1.2B), then it can be seen that there is very little agreement 
between this type of simulation and the experiment. For this reason 
it has been necessary to develop a slightly more complex model [33], 
which will be described in the following section.
3.1. Simple theoretical model 48
Figure 3.1.2: A ) Results o f the simple simulation, assuming a uniform  
response of the 2DEG to the incoming phonons. Bright and dark regions 
correspond to areas of large positive and negative signals respectively. 
Here ju st the central portion of the image is shown, and the respective 
part o f the geometry is superimposed onto the image. B) Experimental 
image fo r sample geometry A l.  It can be seen, by comparison of the 
two images, that this simple simulation does not accurately reproduce 
the experimental results.
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3.2 T h eoretica l m odel o f  phonon-drag im aging
The model is based on the fact that the incoming phonon flux induces 
a voltage across the sample, due to the phonon-drag effect as described 
in Section 2.7. To obtain this voltage one needs to solve the 2D Poisson 
equation for the phonon flux, using the relevant boundary conditions. 
Since it is impossible to find a solution of the 2D Poisson equation 
which satisfies the boundary conditions for a broad beam phonon flux 
with arbitrary weighting at any position on the detector, a Greens func­
tion approach to the problem has been adopted. The Poisson equation 
is solved for a point phonon source, subject to the given boundary con­
ditions, to obtain a response function. This can then be integrated over 
the entire area of the detector after it has been weighted to take account 
of the magnitude of the phonon flux at a given point.
The assumption that is made when setting up this model is that, 
when in equilibrium (i.e. no phonon flux), the 2D system is assumed to 
be charge neutral and represents an equipotential: this is justified if it is 
assumed that the ionised donors and the free electrons co-exist: i.e. the 
ionised donors are projected onto the plane of the 2DEG, thus making 
the 2D system net charge neutral [34]. Screening is also neglected in 
this model, but the excellent agreement between the calculation and the 
experimental results indicates that these assumptions are valid.
By considering the phonon flux in terms of the phonon-drag effect, 
where the incoming phonons cause the electrons to move in one direc­
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tion, it is easy to see that the phonon flux at a point r0 can be modelled 
by a ‘local charge dipole’ centred at the point r 0 — d/2 ,  with a length 
d. The differential equation which governs this situation is then of the 
form
V 2 ^(F, f 0) =
\d\c0er
This equation has to be solved for a point phonon source at an arbitrary 
point in the detector. The method used to solve this is a finite differ­
ence method, which is an approximate method, but one which will be 
shown to give good agreement to the experimental results. The 2DEG  
detector is represented as a finite element array, with the charge dipole 
positioned at a point r0 (see Fig 3.2.1). For simplicity, the positive end 
of the dipole is defined to be at the point (r0) and the negative end 
at (r0 — d). The calculation is performed independently for dipoles di­
rected parallel to the x-axis, and parallel to the y-axis. The array used 
is a 400 x 100 element array, which represents a 4mm x 1mm sample: 
i.e. the real separation, d , of each element in the array is 10pm. The 
charge dipole therefore has a real length of 10/xm, which is similar to 
the experimental resolution obtained. This value of d will be shown to 
give very good agreement to the experimental results. Separating r  into 
its x and y  components, equation 3.2.1 can be reduced to












Figure 3.2.1: Basis fo r finite element calculation. In the calculation the 
value of the potential at (i , j ) is set to — +1, the value at (i — 1 , j )
is set to =  — 1-
For all points except the  charge dipole and the  boundaries, equation 
(3.2.2) can be equated to zero, and then fu rther simplified to
( 0 ( ;+ l J) + +  ) +  ))
ni j)  = 4------------------ (3.2.3)
i.e. the  potential a t one point is the mean value of the  potential at 
the  four neighbouring points. Assuming an initial form of i.e.
4>{ij) =  0, equation (3.2.3) is then solved iteratively a t every site in the 
lattice except the  dipole source and the boundary until convergence is 
reached. The condition for convergence is th a t the variation in voltage 
between the  ends of the sample over an interval of 10000 iterations is 
less than  0.05%. The boundary condition is such th a t current cannot
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flow across the etched boundary, J± =  g E j_ =  0, i.e. that there can 
be no electric field component perpendicular to the boundary. This is 
achieved by setting the potential at the boundary to the same value as 
that at the adjacent site in the perpendicular direction, (see Fig 3.2.2a) 
i.e.
=  (^*>i±i) or =  (3.2.4)
At outside corners the corner value is set to the mean value of the two 
neighbouring points, (see Fig. 3.2.2b) i.e.
=  f  (^(i+lj) +  !))• (3.2.5)
The inside corners are rounded off by one site, see Fig. 3.2.2c. This is 
a simplification which is valid since the etched corners in the real sam­
ples are not exactly right-angled. The boundary conditions can be set 
anywhere within the finite element array to produce arbitrary sample 
geometries.
The solution of equation 3.2.1 for single charge dipoles positioned 
at various points within the sample geometry are shown in Appendix A, 
where slightly more detail is given about the method of the simulation.
Once the potential has converged over the whole structure, the 
equivalent of the measured voltage is calculated. This is done by taking 
the difference of the average potential at each end of the geometry, i.e. 
A V  =  V2 — Vi, where V2 is the average potential at the right end of 
the sample, and V\ that at the left end. Once this has been calculated, 
the dipole is moved to the next lattice site, and the process repeated.
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Figure 3.2.2: The boundary conditions and corners fo r the model: a) 
shows the boundary conditions used to define the sample geometry: 
o r  <t>[ij) — 0(i±ij)- b) shows the condition used for 
external corners: =  ^(^(z'+lj) +  c) shows the treatment
of the internal corners, where the corner is rounded off by one point.
This gives a form of response function AVj-jjj for dipole positions (i, j ) ,  
which is used later in the  calculation. This calculation is performed 
separately for dipoles directed in the x — and y —directions.
The next step is to calculate the phonon focussing p a tte rn  for the 
samples used. This has been extensively studied theoretically [32],[9] 
and is achieved using a M onte-Carlo sim ulation (the program  used for
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this was developed by W alter Backes and Ralf W ichard [35]). In this 
program , the  g-vectors are produced randomly, and for all ^-vectors the 
group velocity and phase velocity are calculated. The incidence point of 
all g-vectors on the 2DEG is then calculated and from this the contribu­
tion to the phonon-drag voltage. This gives an image of the theoretical 
phonon-drag for a point source and a point detector. This was done 
separately for the piezoelectric interaction and the deformation poten­
tial, and for the x — and y —components. The results of this calculation 
for the piezoelectric interaction are shown in Figure 3.2.3, and the re­
sults for the deform ation potential are shown in Figure 3.2.4. The real 
position of the phonon source is given by the  centre of the image.
The final step of the calculation to is convolute the focussing im-
Figure 3.2.3: The result of the phonon focussing calculation for the
piezoelectric interaction for the (100) surface of GaAs.
3.2. Theoretical model of phonon-drag imaging 55
Figure 3.2.4: The result of the phonon focussing calculation for the de­
form ation potential for the (100) surface of GaAs.
age with the response function. This is done by taking the results of 
the phonon focussing image, moving the source point over the whole 
sample, and weighting each electron-phonon interaction with the volt­
age between sample ends which occurs for the local dipole situated at 
th a t point: i.e. initially one phonon source point will be taken, for each 
point where phonons are incident on the 2DEG (given by the focussing 
image) the voltage due to a dipole at th a t point together with the in­
tensity from the focussing image give the voltage measured. This is 
integrated for all phonons and for all source positions. This convolu­
tion was performed separately for the  x — and y —components, and then 
added to give the final result. This then gives an image of the  voltage
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difference between the ends of the sample as a function of the position 
of the source of the phonons. The calculation was performed for various 
sample geometries as will be described in Section 7.
Chapter 4
Samples
In this chapter the preparation and processing of the samples will be 
described. There will also be a short discussion of the sample geometry 
used, although this will be covered in more detail in Section 7. This 
section introduces the following two chapters where the two main ex­
periments performed are described.
4.1 2D E G  Sam ples
The 2DEG samples used in this work are modulation doped gallium 
arsenide/ aluminium gallium arsenide (GaAs/AlG aAs) heterostructures 
grown by Molecular Beam Epitaxy (MBE). In such heterostructures 
there is an interface between two semiconductors with different values
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of band gap, and a donor layer close to the interface. The growth 
procedure for high mobility 2DEGs by molecular beam epitaxy (MBE) is 
well documented in the literature, [36],[37],[38] and will not be discussed 
here. However, the properties of the structures, and the processing steps 
that are necessary for the experiment will be discussed.
4.1.1 Sample characteristics
The structure of a typical MBE grown sample ( #  8045) is shown in 
Figure 4.1.1. It was grown on a semi-insulating (SI) GaAs substrate of 
approximately 350/zm thickness. First 610 periods of alternate mono­
layers of Ga and As are grown, which serve to bury the impurities from 
the substrate, and to prevent their diffusion to the active regions of 
the device. This is used instead of the normal G aAs/AlAs short period 
superlattice since it does not influence the phonon properties. This is 
followed by 2/rni of undoped GaAs, called the buffer, on top of which is 
grown an undoped AlxG ai_xAs layer, known as the spacer. This is in 
turn followed by silicon-doped AlxG ai_xAs, on top of which is a layer of 
GaAs, which protects the reactive AlxG ai_xAs from the environment. 
The aluminium content is approximately 30% (x =  0.3). In order for 
the Fermi energy to be the same throughout the system, the Si donors 
become ionised, and the carriers diffuse to the interface between the 
GaAs and the AlxG a^_x^As. This in turn causes band-bending, which 
results in the GaAs conduction band at the interface being below the
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Figure 4.1.1: Schematic diagram of the structure of the GaAs/AIGaAs 
heterostructures used in these experiments. The 2DEG is found at the 
interface between the GaAs and the AIGaAs layers. The electronic band 
structure of such a device is shown in Fig.2.1.1.
Fermi energy. This allows free carriers to exist a t the interface even at 
low tem peratures, thus making the 2DEG. These carriers are spatially 
separated from their ionised donors, which results in a high mobility, 
since this is dom inated by the scattering from ionised donors a t low tem ­
peratures. A more detailed description of the electronic properties of 
the 2DEG has already been given in Section 2. Figure 2.1.1 in Section 2 
shows the energy band diagram  for such a heterostructure. The samples
1 I   o
used here had carrier concentrations of 4.1 x 10 cm and mobilities 
of 1 x 106cm 2/V s , m easured under illum ination a t 4.2K.
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4.2 Sam ple processing
The samples are processed using conventional techniques of photo-litho­
graphy, etching and metallisation. Initially 5mm x 10mm samples are 
cleaved from the wafer using a diamond scriber. The chips undergo 
an elaborate cleaning process which includes washing in acetone in an 
ultrasonic bath, and subsequent rinsing in iso-propanol. This cleaning 
process is repeated many times during the preparation. The samples are 
then coated with photo-resist (Shipley S1805, unthinned) with a spin 
speed of approximately 4500 rpm, for 30 seconds, which leads to a resist 
thickness of 350-400nm, and then baked for 25 minutes at 85°C. The 
resist is then exposed to UV light through a mask which is in contact 
with the sample. The exposure time is approximately 12 seconds. After 
exposure the resist is developed using a mixture of 1:4 Shipley devel- 
oper:water, for approximately 60 seconds. After development, during 
which the exposed resist is removed from the surface, the sample is 
etched to produce the desired pattern. The structure is wet-etched us­
ing a solution of H2 0 :H2 0 2 :H2 S0 4  in the ratio 1000:8:1, which has an 
etch rate of approximately 1.3nm per second. The samples are etched 
to a depth of 120nm, with the 2DEG being approximately lOOnm un­
der the surface. The cleaning, resist coating, and exposure steps are 
then repeated to define the contact pads, with an exposure time of ap­
proximately 25 seconds. After exposure the samples are soaked for 10 
minutes in chlorobenzene (C6 H5 CI) and then left to stand in air for 2
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hours. This treatment produces a thin, hard crust on the resist surface 
which dissolves more slowly than the resist underneath, thus producing 
an ‘undercut’ which is important for the lift-off process after the evap­
oration of the metal.
The contacts consist of a lOOnm layer of a A u/G e alloy, followed 
by 40nm of Ni, both thermally evaporated in a vacuum system. The 
excess metal is removed by lift-off in acetone, whereby the photo-resist 
regions that still exist under the unwanted areas of metal are dissolved, 
simultaneously removing the layer of metal from everywhere except the 
contact areas. The electrical contacts to the 2DEG are formed by an­
nealing the sample at 450°C for 2 minutes in a N 2 /H 2 atmosphere. The 
cleaning, resist and exposure steps are repeated once more to make the 
bonding contacts of 30nm Cr followed by a 2 0 0 nm Au layer. Once 
again, the excess metal is removed by lift-off in acetone. The sample is 
then mounted in a sample holder, and bonded using 25/xm diameter gold 
wire. Specific to this work is the fact that after bonding, the reverse side 
of the sample still needs to be accessible for evaporating the aluminium  
film or tunnel junction. For this purpose, special sample holders were 
developed where the sample is mounted face down on the holder, such 
that the bond pads are still accessible (see Fig. 4.2.1). After the 2DEG 
has been bonded, the aluminium film or tunnel junction can then be 
evaporated from the rear.







Figure 4.2.1: Design of the sample holder, which enables both the 2DEG 
and the tunnel junction or aluminium film to be accessed.
4.3 Sample geometry
Based on the  results of previous experim ents, [39,40] it was decided to 
use the  2DEG geometry shown in Fig. 4.3.1. The im portan t features 
of this geometry are i) the constriction in the centre, and ii) the large 
distance between the contact pads and the constriction. These were 
chosen for a num ber of reasons. It had been concluded from previous 
work, th a t the  constriction in the centre of the sample acts as the ‘sen­
sitive’ region, and th a t in the imaging experim ents, the  signal from this 
region dom inates, giving a spatially well defined phonon-drag focussing 
structure. It had also been concluded th a t for the phonon-drag imag­
ing experim ents it is im portan t th a t the contacts are a large distance 
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Figure 4.3.1: Sample geometry (A ) used for the phonon-drag experi­
ments. The central constriction has an area of 50pm x 50pm.
a t the  contacts which is much larger than  the phonon-drag signal to be 
m easured, and therefore swamps the drag signal. These assum ptions 
will la ter be shown to be invalid, and a more in-depth discussion of the 
role of the sample geometry will be given in Section 7. However for 
the initial m easurements, the geometry shown in Fig.4.3.1, and hence 
referred to as geometry A, was used.
4.4  3 D E G  S a m p le s
Experim ents were also performed on three-dim ensional electron gases 
(3DEGs). These samples consisted of a 2pm. thick epitaxial layer of 
silicon-doped GaAs grown onto a SI substrate. The samples were pro­
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cessed in the same manner as the 2DEG samples, except that the 
large etch depth (at least 2pm )  that was necessary to isolate the struc­
ture required the use of a different etchant, since the usual etchant 
was too slow. For this reason an etchant with the following compo­
sition was used [41]: 50 weight percent citric acid aqueous solution 
(CzH±(OH)(COOH)%  • H 2 O) to 30 weight percent hydrogen peroxide 
solution (H 2 O2 • H 2 O ) in the ratio 5:1. The resulting solution had an 
etch rate of ~  2.5/mi min-1 at 50°C under continuous stirring. The 
sample was etched into geometry A3 (see Fig. 5.3.1), which differs from 
geometry A1 only in the width of the hall bar; the size of the constriction 
remains the same ((50/xm)2). The samples had a carrier concentration
10  q O
of 2.25 X 10 cm  and a mobility of 2237cm / V s , measured under il­
lumination at 77K.
Two different sets of experiments were performed on the 2D EG sam­
ples: the first set of experiments were spatially resolved imaging experi­
ments, where the phonon-drag voltage at the 2DEG was measured as a 
function of position, similar to the experiments performed by Karl et.al. 
[9]. The 3DEG samples were also used for these experiments. The other 
measurements were frequency resolved experiments using superconduct­
ing tunnel junctions as generators of monochromatic acoustic phonons, 
where the phonon-drag voltage set-up in the 2DEG was measured as a 
function of phonon frequency, similar to the experiments performed by 
Lega et.al. [10]. The spatially resolved experiments will be described 
in the next section, and the frequency resolved experiments using su-
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perconducting tunnel junctions as generators of quasi-monochromatic 




In this section, the phonon-drag imaging experiments will be described. 
These experiments use a scanned laser beam to heat a metal film, 
thereby producing a local source of non-equilibrium phonons. The laser 
is scanned over the surface of the film, and by detecting the phonon sig­
nal as a function of laser position, a two-dimensional map of the phonon 
signal can be built up, a technique which was first demonstrated by 
Northrop and Wolfe [42],[43]. The electron-phonon interaction is de­
tected by means of the phonon-drag effect, and was first applied in this 
way by Karl [9]. Measurements of the voltage at the 2DEG as a func­
tion of the laser position produce two-dimensional images of the phonon 
focussing, convoluted with the absorption probability.
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5.1 E xperim enta l details
In the next sections a description will be given of the experimental 
set-up for the phonon-drag imaging experiments performed. This will 
include a description of the film evaporation, and the apparatus used, 
as well as the measurement techniques applied.
5.1.1 Film evaporation
The aluminium film is thermally evaporated in a Univex evaporation 
system. The aluminium wire is placed in a tantalum metal boat which 
is resistively heated. Before evaporation the sample is cleaned in-situ 
using one minute of glow discharge in an oxygen atmosphere. The 
film is defined by evaporation through metal masks which are placed 
approximately 50pm  away from the surface. The films were evaporated 
at a rate of 5A per second to a thickness of 2000A, at room temperature. 
The base pressure during evaporation was always less than 1 x 10~5mbar.
5.1.2 Experim ental set-up
After evaporation of the aluminium film, the sample was inserted into 
the cryostat and orientated such that the aluminium film was optically 
accessible with the laser beam. The measurements were performed at
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1.1K, a t which tem perature  the alum inium  film is superconducting.1 
The optical set-up for the  scanning of the laser beam  is shown in Fig. 
5.1.1. The set-up is built on a ferrom agnetic m etal table which, with 
the use of ‘magnetic feet’ for the optical components, allows the exact 
positioning of all parts.
The laser beam from the 5mW solid sta te  laser is initially chopped
M2






Figure 5.1.1: Schematic diagram of the experimental set-up (not to 
scale).
using a beam  chopper, a t a frequency of approxim ately 780Hz. The
beam  then passes through the lens LI which, together with L2, pro-
1It will later be shown that similar results can also be obtained when the film is in 
the normal state.
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duces a parallel beam. After LI, the beam is diverted using two movable 
mirrors, A and B. The mirrors are computer controlled, and allow the 
beam to be moved in two orthogonal axes, thereby allowing the whole 
of the sample surface to be scanned. After the mirrors, the beam passes 
through lens L2, and is directed into the cryostat using mirror M2. The 
focal lengths of the lenses are: Ll:300mm; L2:150mm; L3:100mm. This
ey
set-up allows an area of 1cm to be scanned, with an accuracy of ap­
proximately 50/zm. The last lens, L3 focuses the laser beam onto the 
sample surface, to a spot diameter of between 10pm  and 50^m [25].
A schematic diagram of the measurement set-up is shown in F ig.5.1.2. 
The laser beam is chopped, and the reference signal from the chopper 
is sent to the lock-in amplifier, which also receives the signal from the 
2DEG (after amplification with a 1:100 transformer, or a xlOOO pre­
amplifier). The computer controls the scanning process, and also reads
•  •  9in the signal value for each point of the scan .
Using this method a picture can be built up of the voltage mea­
sured as a function of laser position. The images were usually obtained 
with a lock-in time constant of 100ms which was always less than the 
time that the laser spent at each point and which, for standard images 
of 256 X 256 pixels gives a measurement time of just under two hours 
per image. This time constant proved suitable for all but the noisiest 
measurements, where a time constant of Is was required.
2The scanning software was developed by Ralf Wichard.













Figure 5.1.2: Schematic diagram of the measurement set-up.
5.2 Experimental results
Typical results of the phonon-drag imaging experim ent are shown in 
Fig. 5.2.1 A, where the phonon-drag voltage is shown as a function of 
laser position for sample geometry A (the geometry is shown in Fig. 
4.3.1), with the voltage m easured between contacts 3 and 4. The bright 
and dark regions depict areas of large positive and negative voltages 
respectively. The maximum voltage signal is ~  ±50nV. The lower part 
of the figure shows a line-scan across the image from A — A 1. As can 
be seen, there are intense voltage signals along the [110] directions due 
to the  strong focussing of the FTA phonons in this direction. W hen
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the image is compared with the theoretical focussing image for a point 
source and a point detector, shown in Fig. 5.2. IB the agreem ent is seen 
to be quite good.
However, there are a few features of the  experim ental image which
Position
Figure 5.2.1: A) Phonon drag image measured from a sample with
geometry A. The lower part of the figure shows a line-scan from points 
A to A!: arrows show the position of the ‘shadows’ (as discussed in 
the text). B) Phonon drag image produced for a point source and point 
detector. Again, a line-scan is shown from points E  — E 1, showing the 
lack of any shadows.
are not observed in the theoretical image. The most noticeable one is 
th a t alongside the main diagonals in the experim ental image, ‘shadows’
704 0 04
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of the opposite sign occur, as can be seen more clearly in the line-scan, 
where these shadows are indicated by arrows. This feature does not oc­
cur in the theoretical images, as can be seen by comparing Fig. 5.2.1 A 
with Fig. 5.2.IB.
Figure 5.2.2 shows the image measured from a sample with differ­
ent sample geometry (geometry B). The geometry is shown in the lower 
part of the figure and consists of a hall-bar sample, width lOO^m, and a 
circular bulge in the centre with a diameter of 1000/zm. As can be seen, 
the image is rather complicated, and not explainable using the normal 
simple theory of phonon focussing. It would also appear to consist of 
more than one focussing structure superimposed, with displaced geo­
metric origins.
These measurements indicate that the phonon-drag images cannot 
be explained by simply adopting phonon focussing theory and assuming 
a point detector and a point source as has been done previously. Ob­
viously, the sample geometries, especially sample B, cannot be thought 
of as point detectors. In fact we show that the whole of the 2DEG is 
sensitive to the phonons, and will contribute significantly to the signal 
measured. This means that a local description of the phonon drag ef­
fect is not possible: in order to simulate the phonon-drag images seen 
in experiment, a model is required which takes the whole 2DEG geom­
etry into account. This model has been described in Section 3, and the 
results will be described in Section 7.
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Figure 5.2.2: Phonon drag image measured from a sample with geom­
etry B. The lower part of the figure shows the sample geometry. The 
circular bulge has a diameter of 1000fim , and the hall bar itself a width 
of 100pm . The dotted square shows the experimentally scanned region.
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In addition to the m easurem ents where the  laser beam  was focussed 
onto an alum inium  film, imaging experim ents have also been performed 
with no film on the reverse side of the sample: i.e. where the laser beam 
is focussed directly onto the GaAs substra te  surface. Figure 5.2.3 shows 
such an image, m easured for sample geometry A l.
Comparison of this image with the  image obtained when an alu-
Figure 5.2.3: Experimental image for sample geometry A l , with the 
laser beam focussed directly onto the GaAs substrate, and not onto an 
aluminium, film. The main features of the previous image (Fig. 5.2.1 A) 
can also be seen here.
minium film was present (Fig. 5.2.1 A), shows very similar features. The 
image from the pure GaAs surface is slightly less well focussed, and the
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structures appear to be slightly more diffuse than  for those with the  alu­
minium film, which can be explained by the fact th a t optically excited 
electrons diffuse over distances of many tens of microns, thus making a 
larger source. A part from the more diffuse structures, no other differ­
ences can be determ ined, which shows th a t the interface effects (at the 
interface between the  alum inium  film and the GaAs substrate) men­
tioned in Section 2 play only a minor role.
Although most of the  m easurements were perform ed at 1.1K when 
the aluminium film is in its superconducting state , Fig. 5.2.4 shows the 
image obtained for a m easurem ent performed a t 4.2K.
Comparison of this image with th a t obtained a t 1.1K (Fig. 5.2.1 A),
Figure 5.2.4: Experimental image for sample geometry A, measured at 
f .2K . Comparison of this image with Fig. 5.2.1 A shows no qualitative 
differences.
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shows no qualitative differences. The noise in the measurement at 4.2K 
is larger than that at 1.1K since the helium is no longer superfluid, and 
any bubbles present will deflect the laser beam, and reduce its inten­
sity.
Measurements were also made of the change in resistance of the 
samples; for these measurements, a current of lOfiA was passed through 
the sample, between contacts 1 and 2 (see Fig. 4.3.1), and the voltage 
measured, as usual, between contacts 3 and 4. The resulting image is 
shown in Fig. 5.2.5, where the direction of current flow is indicated 
by the arrow. Theoretically it is to be expected that this image shows 
different features to those where a static voltage is measured due to 
the acousto-electric effect [44]. This effect means that an acoustic wave 
undergoes attenuation for electron drift velocities which are lower than 
the acoustic wave velocity, but that when the drift velocity exceeds the 
acoustic velocity then the acoustic wave is amplified. The current re­
quired in order that the drift velocity in the present samples is larger 
than the acoustic velocity is ~  130pA. Since the current used in this 
measurement is only 10pA  acoustic amplification is not to be expected, 
but instead the acoustic flux should be attenuated. Also, it would be 
expected that the image shows some asymmetry, since for the phonons 
travelling in one direction they are travelling with the electrons, in the 
other direction, however, they are travelling in the opposite direction 
to the electrons. Some asymmetry is visible in the image, for example, 
the two points marked with an asterix should show approximately the
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Figure 5.2.5: Experimental image for sample geometry A , measured with 
a current of lOpA flowing in the direction of the arrow. No differences 
could be seen between this image, and those where either no current was 
flowing, or where the current flow was in the opposite direction.
same voltage value, but they can be seen to be quite different, however 
this sym m etry is not connected with the current flow, since this effect 
is a t 90° to the direction of current flow, but is instead probably due 
to optical reflections of the laser beam. No other asym m etry can be 
determ ined. The cause of the large signal a t one corner of the  image is 
not known.
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5.3 M easurem ents on th ree-d im ension al electron  
gases (3D E G s)
In addition to the measurements on 2DEGs, phonon-drag imaging was 
also performed on three-dimensional electron gases (3DEGs). As for 
the 2DEG samples, after processing, an aluminium film was evaporated 
onto the reverse side of the sample, and then illuminated with a laser 
beam. The resulting phonon-drag image is shown in Figure 5.3.1, with 
the voltage measured between contacts 3 and 4 (see lower part of the 
figure), and the area scanned indicated by the dotted square.
As can be seen, this image appears to show multiple structures: a 
relatively sharply focussed one is visible in the centre, and various other 
more diffuse structures to the left and the right of the central image. It is 
difficult to separate all structures and identify their origin, but when the 
dimensions of the image are compared to the dimensions of the sample, 
then it is possible to argue that the left and right structures appear to be 
centred around the part of the structure where the voltage probes join 
the main Hall bar, at the positions marked by +  on the diagram. This 
shows conclusively that areas other than the constriction also detect 
phonons, and contribute to the phonon-drag signal. This means that 
the geometry of the sample plays a much more critical role than had 
previously been assumed.





Figure 5.3.1: Measured phonon-drag focussing image for a 3DEG sample 
with geometry A3, imaged over the area of the sample shown by the 
dotted square.
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Additional structures were seen at various positions of the geometry 
when the voltage was measured between different pairs of contacts. For 
clarity these measurements were later performed on a sample without 
a central constriction. Fig. 5.3.2 shows the image obtained when the 
voltage was measured between contacts 1 and 5. The sample geometry 
used is shown in the lower part of the figure, with the area scanned 
indicated by the dashed square. Here a large signal can be seen at 
the region of the contacts which will be discussed in Section 7, but in 
addition to this there are also extra focussing structures. Again, there 
appear to be multiple focussing structures with different co-ordinate 
origins, superimposed on one another. By comparing the dimensions 
of the image with the dimensions of the sample, it is possible to argue 
that these images are centred around the parts of the sample marked 
with X.
When a different pair of voltage contacts is used, the structures 
can be seen elsewhere on the sample. Figure 5.3.3 shows the image 
obtained by measuring the voltage between contacts 5 and 6 (the sample 
geometry and scanned area are shown in the lower part of the figure). 
Once again, by comparing the dimensions of the sample and the image 
it can be deduced that the images are centred around the areas marked 
by *. In this image it is interesting to note that the change in polarity 
in these phonon-drag structures occurs in the y-direction, although the 
voltage is measured in the cc-direction.





Figure 5.3.2: Phonon drag image measured from  a 3DEG sample with
geometry A f ,  voltage measured between contacts 1 and 5. The sample 
geometry is shown in the lower part of the figure, with the scanned area 
indicated by the dashed square. X  shows the possible co-ordinate origins 
of the focussing structures.










Figure 5.3.3: Phonon drag image measured from  a 3DEG sample with 
geometry A f ,  voltage measured between contacts 5 and 6. The sample 
geometry and the area scanned are shown in the lower part of the fig­
ure. * shows the possible co-ordinate origins of the focussing structures, 
obtained by comparing the dimensions of the image with those of the 
sample geometry.
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Such structures were not seen in the measurements on the 2DEGs 
which is assumed to be due to the slightly wider Hall bar used in these 
measurements: the Hall-bar for the 2D EG measurements had a width 
of 1mm, whereas for the 3DEG measurements it had a width of 0.4mm, 
and the voltage probes were also narrower for the 3D samples.
As these results show, the geometry of the sample can be seen to 
play a much more major role in the production and detail of phonon- 
drag images than had previously been assumed. In order to theoretically 
describe these images, the simple theory of phonon focussing has been 
modified to take the finite extent of the detector geometry into account 
[33]. This model has been described in Section 3, and the results of the 
simulations and their agreement with the experimental results will be 
described in Section 7.
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5.4 Frequency d ep endence o f th e  im ages.
Theoretical studies [32] have shown that the focussing images should be 
strongly dependent on frequency. It has previously been argued [25],[32] 
that the frequency spectrum of the phonons emitted from a supercon­
ducting film is peaked around the frequency of the energy gap. In the 
case of aluminium this would give phonons with frequencies around 
120GHz. When the experimental images are compared with those the­
oretically obtained for frequencies of 120GHz, the agreement is reason­
able [32], bearing in mind the differences outlined up till now. However, 
the image shown here produced at higher temperature, where the alu­
minium is no longer superconducting (Fig. 5.2.4) shows no qualitative 
differences to those obtained at low temperature by illuminating the 
superconducting film, although differences would be expected due to 
the different phonon spectra produced. One possible reason for this is 
that the phonon spectrum from a superconducting film is not peaked 
around the energy gap frequency: the assumption that the spectrum  
should be peaked around the superconducting energy gap arises from 
experiments performed by Narayanamurti and Dynes [45], where they 
showed that when phonons are generated by a constantan heater, and 
then transmitted through a superconducting film, the frequency spec­
trum of the phonons is peaked around a value corresponding to the 
energy gap. However, in the experiments presented here, the phonons 
are generated directly in the superconducting film, and therefore there
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is no direct comparison between the experimental situations, and no 
reason to assume that the phonons generated in the superconductor are 
emitted with frequencies peaked around the energy gap.
The images obtained by direct illumination of the GaAs surface also 
show no difference to those obtained by illumination of the metal film, 
although here it is also to be expected that the phonon spectra would 
be different due to the different generation mechanisms involved. In the 
case of illumination of the metal film, there is direct excitation of the 
electrons in the film, which relax by the emission of acoustic phonons 
with a Planckian spectrum. However, when the surface of GaAs is il­
luminated directly this causes excitation of electron-hole pairs, which 
then relax by the emission of optical phonons, which decay into acoustic 
phonons. This leads to a phonon spectrum containing a larger propor­
tion of high frequency phonons than obtained by illumination of the 
metal film [46].
More evidence for the lack of a frequency dependence can be seen 
in the images obtained from the 3DEG samples. As has already been 
stated, apart from the occurrence of extra structures, the focussing 
structures themselves show very little difference to those obtained from 
the 2DEG samples. This can be seen more easily in Fig. 5.4.1, where 
just the central portion of Fig. 5.3.1 is shown. Theoretically, it would 
be expected that this image shows different features to that from the 
2DEG due to the limiting effect of the form factor. In the case of the 
2DEG, the uncertainty principle causes the occurrence of the form fac-
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Figure 5.4.1: Central portion of Fig. 5.3.1 showing ju st the phonon- 
drag focussing structure centred around the constriction. Although only 
weakly focussed, the positive and negative signals along the diagonals 
can still be identified.
to r which lim its phonon absorption to phonons where qza <C 1. The 
absorption is also limited by the 2k p cut-off which means th a t the  pa r­
allel component of q (qy) m ust be less th a t 2kp .  In the case of the 
three-dimensional samples, the form factor no longer applies, and in 
this case both  the parallel and perpendicular components of the wave- 
vector will be lim ited by the 2kp cut-off. The value of 2kp in the  3D 
samples leads to a maximum phonon frequency of ~  650GHz, whereas 
in the 2DEG samples, the form factor lim its qz to frequency values less 
than  ~80GHz, and the parallel com ponent qn to frequency values less
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than ~250GHz. This means that the absorption of phonons by the 
2DEG is limited to those with an incident angle 6 of less than ~  72°, 
whereas the absorption of phonons by the 3DEG can occur for all inci­
dent angles 0° <  6 <  90°. Due to this difference in the limits on phonon 
absorption, it would be expected that there would be differences in the  
phonon-drag images. It would be possible that the focussing structures 
measured on the 3DEG samples are larger, since the phonon absorption 
is not limited to smaller angles of incidence, and therefore phonons with 
large incident angles could be absorbed.
The lack of any frequency dependence of the images is assumed to 
be due to the very broad phonon spectrum that is em itted by local laser 
excitation of the aluminium film or GaAs surface, which is too broad to 
resolve frequency dependent features. However, this is not completely 
understood.
Chapter 6
Frequency resolved phonon-drag  
m easurem ents
Using superconducting tunnel junctions as generators of quasi-mono- 
chromatic acoustic phonons, as described in Section 2, it is possible to 
perform phonon-drag spectroscopy on 2DEGs [10]. In this section the 
details of such experiments will be described, along with the experimen­
tal results which were obtained.
6.1 P reparation  o f superconducting  tu n n e l ju nc­
tion s
The superconducting tunnel junctions are prepared by thermal evapo­
ration of the metal films in high vacuum. Metal masks are used which
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are placed within 50^m of the substrate in order to define the film ar­
eas. These are magnetically controlled, which enables the masks to be 
changed without breaking the vacuum. The tunnel junctions consist of 
two metal films, one over the other, which are separated by a layer of 
insulating oxide, of approximately 10-20A thickness. The metal used in 
these experiments is a mixture of 10:1 lead: bismuth, although tunnel 
junctions can also be made from aluminium, tin, or indium. The mix­
ture of lead and bismuth is used because the addition of bismuth reduces 
the occurrence of ‘whiskers’ penetrating the oxide which is a problem  
in pure lead junctions, and has the advantage of a much sharper energy 
gap than pure lead junctions [47]. The metal is evaporated from tung-
 r
sten boats, under a base pressure of approximately 1 X 10 mbar. The 
thickness of the films and the rate of evaporation is determined using 
a quartz crystal monitor. The PbBi films are evaporated with a rate 
of 50A /s to a thickness of 1500A. After evaporation of the first film, 
the vacuum chamber is opened to air, the sample removed and placed 
in an oven at ~  57°C for 30 minutes in order to form the oxide layer. 
The sample is then returned to the vacuum chamber, pumped down 
to the required pressure, and the second film is evaporated, using the 
same rate and thickness as for the first film. The geometry of the tunnel 
junctions used is shown in Fig. 6.1.1.
The energy gap of the tunnel junctions prepared by this method  
is ~  3meV, and the active junction area is designed to be ~  0.2 X 0.2 
mm . The contacts to the tunnel junction are made using miniature
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Film 1
C ontact a r e a s  
1x2m m 2
A ctive junction a re a  
0 .2 x 0 .2 m m 2
Figure 6.1.1: Geometry of the superconducting tunnel junctions used.
copper/beryllium  springs, which are coated with indium  to produce a 
superconducting contact, and pressed onto the contact areas of the tu n ­
nel junction. This means th a t a two-point contact geometry is sufficient, 
although a four-point geometry has also been used. The contacting of 
the superconducting tunnel junction does however give rise to some 
problems. As was m entioned earlier, in this work it is necessary to 
make contacts to both  the 2DEG and the tunnel junctions. The 2DEG 
contacts are m ade by bonding to the contact pads w ith gold wire; the 
contacts to the tunnel junction are made, as m entioned above, by us­
ing indium -coated copper/beryllium  springs, pressed onto the surface 
of the films. However, the fact th a t these contacts are m ade with a 
small am ount of pressure can lead to damage of the 2D EG, or, if the 
force is uneven, the  sample may move slightly, and the  bond wires to 
the 2DEG will be broken. This makes the  successful contacting of both 
sides of the device ra ther complicated. In other experim ents, where 
alum inium  tunnel junctions have been used, these can be bonded in a
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similar fashion to the 2DEG contacts, and the problems are less severe 
[48].
6.2 E xperim ent
The tunnel junction is evaporated onto the opposite face of the sample 
to the 2DEG. The active junction area is displaced from the centre of 
the sample, as shown in Figure 6.2.1, in order that the phonons travel 
along the [111] direction towards the central constriction in the sample 
geometry. The geometry of the 2DEG sample is shown in Figure 4.3.1. 
The bias on the superconducting tunnel junction is swept up to ~  6m F, 
and a voltage modulation of ~  0.2m V  is applied onto the DC voltage 
at a frequency of ~  70Hz. The phonon signal on the 2DEG is detected 
with a lock-in amplifier at the frequency of the modulation. A schematic 
of the experimental set-up is shown in Figure 6.2.2, and is based on the 
technique first demonstrated by Lega [10].
6.2. Experiment 92
B ea m  o f p h o n o n s
2D E G
[111]
‘A c t iv e 1 a re a  o f 2D E G  
(c o n s tr ic tio n )
G a A s
A c tiv e  a re a  o f tu n n e l ju n c tio n  
(0 .2 m m )2
[100]
Figure 6.2.1: Diagram showing position of the superconducting tunnel 
junction with respect to the active area of the device.
C o m p u ter
Lock-In A m plifier
S ig n a l
G e n e ra to r
T
P re-am p lifier
R e fe r e n c e
s ig n a l.
1 n
V oltm eter
DC  s w e e p
Liq. H e.
—  C ry o sta t
S a m p le
Figure 6.2.2: Schematic of the experimental set-up.
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6.3 Experimental results
The monochrom atic phonons produced by the superconducting tu n ­
nel junction travel ballistically across the  sample and interact w ith the 
2DEG. This interaction causes a voltage to be set up, due to the phonon 
drag effect described in Section 2.7, which can then be m easured either 
directly or, with a current flowing, as a change in resistance. By m ea­
suring the voltage on the  2DEG as a function of bias voltage on the 
superconducting tunnel junction, a t ~  1.1K, plots are obtained of the 
phonon absorption by the 2DEG as a function of phonon frequency. 
Figure 6.3.1 shows a set of three curves obtained from such a m easure­











0 1.0 1.5 2.0 2.5
Phonon energy (meV)
0.5
Figure 6.3.1: Experimental curve measured on #8045/10.
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off slightly, and then rem ains constant to higher frequencies. A roll­
off due to the  form factor, or a reduction in the signal due to the 2kp 
cut-off cannot be determ ined. Figure 6.3.2 shows another set of curves 
m easured from the same sample, with the same superconducting tunnel 
junction. As can be seen, here there is also an initial increase of the 
signal, which reaches a maximum around 0.75meV, and then suffers a 
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Figure 6.3.2: Experimental curve measured from  #8045 /10  showing a
cut-off feature at ~ 1 .3m eV , indicated by the arrow.
previous m easurem ents [10], and also with the theoretical predictions 
[32], The form of the curves can be explained by the  effect of the 2k p 
cut-off. The value of 2kp  for the  samples used gives a frequency cut-off 
value of ~310GHz, which occurs a t a phonon energy of ~1.3m eV, which 
is approxim ately given by the m id-point of the cut-off observed in the
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experimental curves. The signal rise that occurs at higher voltages is 
probably due to broad band phonons which are emitted from the junc­
tion along with the monochromatic phonons and was also seen in the 
previous measurements [10]. However, there remain a large number of 
unanswered questions. The main point is that the curves shown in Fig. 
6.3.2 were only obtained on a few occasions; the majority of the curves 
had the form shown in Figure 6.3.1. There are a number of possible 
reasons for this, which will be discussed in the next section.
6.4 D iscu ssion
The first possible reason for these differences is that the signal seen in 
Fig. 6.3.1 (from now on referred to as Type A) is due to a large cross­
talk between the voltage on the tunnel junction and the 2DEG. This 
would appear to be the most probable explanation, since the sudden 
increase in phonon signal at low frequencies is too steep to be due to 
phonons. Further analysis of the curves shown in Fig. 6.3.1 would seem  
to indicate that there is a phonon signal superimposed onto the cross­
talk, which is of opposite sign. By subtracting the cross-talk signal, and 
changing the sign of the signal, the curve shown in Fig. 6.4.1 is obtained 
(from one of the curves of Fig. 6.3.1). It would appear that this curve 
is similar to those shown in Fig. 6.3.2, since the signal increases as the
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phonons s ta rt to be em itted  from the tunnel junction. However, the 
noise level is too large to allow the determ ination of a cut-off frequency, 
and the signal is much smaller than  th a t of Fig. 6.3.2. The other two 
curves from Fig. 6.3.1 do not result in curves which resemble those 
of Fig. 6.3.2, even when the signal due to the cross talk  is removed. 
All experimented a ttem pts to reduce this cross-talk rem ained unsuc-
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Figure 6.4.1: Experimental curve measured on #8045/10, with the
signal due to the cross talk removed, and the sign of the signal reversed.
cessful. The other point to bear in mind is th a t the  curves shown in 
Fig. 6.3.2 (Type B) were obtained using the  same experim ental set-up 
as the Type A curves, and there should therefore be no large differences 
in the  am ount of cross-talk in the  measurements.
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The second possible factor is that the positioning of the tunnel 
junctions so that the phonons travel along the [111] direction to the 
constriction in the 2DEG is not accurate enough. However, since both 
types of curve were measured on the same sample, with the same tunnel 
junction, and therefore the same geometry, this cannot account for these 
differences. Also, it would then be expected that the signal showing no 
evidence of the 2kp cut-off would be smaller since here the phonon in­
tensity is reduced. However, the intensities of both types of curve are 
comparable, and therefore further rule out such an effect.
Another reason could be that the high frequency phonons created at 
the tunnel junction do not reach the 2DEG. This could be caused by a 
number of effects. The high frequency phonons could down-convert be­
fore reaching the 2DEG, and therefore although high frequency phonons 
are generated, only low-frequency phonons would reach the detector. 
However, the experimentally obtained values of the mean-free path of 
phonons in such samples has been determined to be around 0.4mm for 
ITHz phonons (see Section 2.1). This value will be much larger for lower 
frequency phonons and there is therefore no reason why phonons with 
frequencies around 500 GHz should not reach the detector. Other ef­
fects that could stop high frequency phonons from reaching the detector 
would be reabsorption inside the films of the tunnel junction, or scatter­
ing at the film-substrate boundary. The phonon reabsorption mean free 
path has been measured as being 2100A for longitudinal phonons and 
770A for transverse phonons in Pb [49] (which will be used as approx­
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imate values for PbBi). The thickness of the films used in the present 
experiments was 1500A, which would indicate that a large proportion of 
the longitudinal phonons should be emitted without any reabsorption. 
The other factor is scattering at the film-substrate boundary. Trumpp 
and Eisenmenger [50] have studied these features, and have shown that 
there are large phonon losses at the boundaries, but they do not indicate 
whether these losses have a pronounced frequency dependence, which 
would be necessary to explain the effects observed here.
One further point to be considered is the effect of the form factor. 
As previously stated, the 2kp cut-off should occur for these samples at 
phonon frequencies of ~  310GHz. However, if we consider the effect 
of the form factor, we can see from Fig. 2.5.2 that for a lateral 2DEG  
thickness of ~  12.5nm, and an incident angle of 55° the form factor 
causes the phonon absorption to be reduced to very small values above 
frequencies of between 150GHz and 200GHz, and that at frequencies 
around 300GHz the phonon absorption is very small. Therefore at fre­
quencies where it should be possible to observe the 2kp cut-off the signal 
should already have suffered a roll-off due to the form-factor.
The final point to be considered is whether the modulated phonon 
spectrum from PbBi tunnel junctions is truly monochromatic. Berberich 
and Schwarte [51] used the stress-tuned splitting of the acceptors in sil­
icon to study the phonon spectrum emitted from various tunnel junc­
tions. In these experiments, the splitting of the acceptor states in silicon 
is varied linearly by the application of uniaxial stress. This leads to a
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resonant absorption of phonons at the energy of the separation of the 
states, which is seen as a reduction in the transmitted phonon signal. 
The measurements use a superconducting tunnel junction as generator 
of quasi-monochromatic phonons on one side of the crystal, and a de­
tector on the other side. By sweeping the stress applied to the sample, 
the splitting is linearly increased, and one can obtain curves of phonon 
transmission as a function of stress. The stress applied can then be lin­
early related to the energy of the splitting, and thus to the energy of the 
resonantly absorbed phonons. Their results show that the spectra from 
PbBi tunnel junctions are to a large extent non-monochromatic, and 
that there are large signals at subharmonics of the bias voltage. A set 
of results from their experiments for PbBi tunnel junctions is shown in 
Fig. 6.4.2. Here it can be seen that at energies lower than the bias volt­
age there is a large phonon signal, which is also bias dependent (shown 
by the arrows in the figure). This would mean that in addition to the 
detection of the signal with an energy corresponding to the bias voltage, 
a large signal from lower frequency phonons would also be detected.
However, all the features mentioned above could be used to explain 
why the signal did not show the expected form, but they would then be 
expected to occur all the time, and can therefore not explain why the 
signal, on occasion, showed the expected form. As a result of this, it has 
not been possible to ascertain the reason for the two types of curve mea­
sured, and therefore further phonon-drag spectroscopy measurements on 
other low-dimensional electron systems were not undertaken.
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Figure 6.4.2: Experimental phonon spectrum emitted from a PbBi tun­
nel junction , measured using the stress-tuned splitting of the acceptor 
states in silicon. From [51]. The y-axis shows the phonon signal de­
crease A S , which is a representation of the emitted phonon spectrum , 
The curves are measured for different values of bias voltage on the tun­
nel junction: a-h: 3.13, 3.53, 3.78, 4-28, 4-78, 5.28, 5.78. 6 .28m V The 
value of the quasi-monochromatic peak then occurs at eVo — 2A . where 
2A ~  3meV. The modulation used was SI=8mA.
Chapter 7
Discussion
In this section the results of the calculations outlined in Section 3 will 
be discussed together with some new experimental results which illus­
trate the agreement between model and experiment. The majority of 
the calculations were performed on a 400 x 100 site lattice corresponding 
to real dimensions of 4mm X 1mm, where the voltage is measured along 
the length of the sample. This is in contrast to the samples used for the 
experiments which were nominally of the same width, but up to 8mm 
long. This gives rise to some small quantitative differences, but does 
not affect the extent of the agreement within the experimental errors. 
The samples for the simulations were made shorter than those used in 
experiment to make the computer run times acceptable. All constric­
tions (when present) were positioned in the centre of the sample.
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7.1 T he response function
The response function A Vij was defined in Section 3 as being the volt­
age measured between the ends of the sample as a function of the po­
sition of the local charge dipole. The response function was calculated 
separately for the x — and y —components, i.e. for local charge dipoles 
directed in either the x — or the y — directions. The results of the re­
sponse function calculation for the geometry A2 is shown in Fig. 7.1.1, 
for the x —component and in Fig. 7.1.2 for the y —component
For Fig. 7.1.1, the results for the x —component, the co-ordinate 
gives the position of the local dipole and the colour scale shows the mag­
nitude of the voltage signal between the ends of the sample: in this case, 
zero signal is denoted by the dark regions, and a strong signal is denoted 
by white areas. Fig. 7.1.2 shows the result for the y —component. Here 
a large positive signal is denoted by bright regions, and large negative 
signals by dark regions. The signal here is approximately one order of 
magnitude smaller than the signal for the component. If we initially 
consider the result for the component, it can be seen that, as had 
previously been suggested [25], the constriction produces a signal which 
is much larger than the signal from the remainder of the sample.
1The potential distribution for individual charge dipoles is shown in more detail in 
Appendix A. The images shown here in Figures 7.1.1 and 7.1.2 are obtained directly 
from the images shown in Appendix A, by calculating the average voltage at each end 
of the sample, and thereby the voltage difference, for all dipole positions, and plotting 
this voltage as a function of position.
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Figure 7.1.1: Results of the response function calculation for the sample 
geometry A 2, for a local dipole orientated in the x —direction. The coor­
dinate shows the position of the local charge dipole and the colour scale 
gives the magnitude of the voltage signal measured between the ends of 
the sample. Large signals are denoted by intense white areas, and small 
signals by dark regions.
Figure 7.1.2: Results of the response function calculation for the sample
geometry A2, for a local dipole orientated in the y — direction. The coor­
dinate shows the position of the local charge dipole and the colour scale 
gives the magnitude of the voltage signal measured between the ends of 
the sample. Large negative signals are denoted by dark areas, and large 
positive signals by white areas.
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However, the signal extends over an area much larger than just the 
area of the constriction. It should also be noted that there is a large 
signal at the ends of the detector, which will be discussed in more detail 
later. When the y —component is considered, it can be seen that around 
the constriction there is also some fine structure, which changes sign; it 
will be shown that this fine structure is responsible for the appearance 
of fine structure in the final phonon-drag images. From these images 
it can be appreciated that any variations in sample geometry have an 
effect over a distance of ~  250//m, but at larger distances the geom­
etry changes are no longer noticeable. This justifies the fact that the 
simulated sample geometries were shorter than those used in the exper­
iments; it can be appreciated that if the sample was made twice as long, 
the difference in the final result would in this case be negligible, since 
the length is larger than this critical distance of ~  250pm .  These re­
sponse function images are then convoluted with the respective phonon 
focussing image, as described in Section 3, to give the final result. These 
images will be described in the following section.
7.2 C om parison o f sim ulated  and exp erim enta l 
resu lts
Figure 7.2.1 A shows the results for a sample with a small rectangular 
constriction ((50//m )2) in the centre (sample A2), using just the con-
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tributions from the deform ation potential. Only the central part of the 
image is shown, with the respective part of the sample geometry super­
imposed onto the image. W hen this is compared with the experim ental 
image obtained for sample A l, which for convenience is shown in Fig. 
7.2.IB, it can be seen th a t there is very little  agreement, confirming th a t 
the  deform ation potential interaction is not predom inantly responsible 
for the electron-phonon interaction in this situation, as has previously 
been shown [9]. It is for this reason th a t the contributions from the 
deform ation potential have been neglected in all o ther calculations.
Figure 7.2.2 shows the  results of the calculation for the ^-com ponent
Figure 7.2.1: A ) Results of the simulation for the sample geometry A2, 
taking only the contribution from  the deformation potential into account. 
The relevant section of the simulated geometry is superimposed onto the 
image. B) Experimental image fo r the sample geometry A l .  Compari­
son of the two images shows that the interaction due to the deformation 
potential cannot explain the experimental images.
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(i.e. dipoles directed parallel to the #-axis), taking just the  piezoelectric 
interaction into account. Just the central portion of the image is shown, 
depicting the area around the constriction. Figure 7.2.3 shows the cor­
responding image for the y—component. As can be seen, in the  image 
for the y-component, there is a large am ount of fine struc tu re  around 
the constriction, bu t the intensity of the signal is a t least one order of 
m agnitude smaller than  th a t for the x-component. To obtain the final 
result, the images due to  the x- and y-components are superim posed.
Figure 7.2.2: Results of the simulation for the sample geometry A2
taking only the piezoelectric interaction into account, for dipoles directed 
parallel to the x-axis.
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Figure 7.2.3: Results of the simulation fo r the sample geometry A2 tak­
ing only the piezoelectric interaction into account, fo r dipoles directed 
parallel to the y-axis.
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Figure 7.2.4A shows the results of the  superposition of the x- and 
y-components, when ju st the contributions from the piezoelectric inter­
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Figure 7.2.4: A ) Results o f the simulation for the sample geometry A2  
taking only the piezoelectric interaction into account. A line-scan is 
also shown, through points A  — A 1. B) The experimental image for the 
same sample, also showing a line-scan through the image from, B  — B 1. 
Comparison of the two images and line-scans shows excellent agreement.
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Here the agreement can be seen to be excellent. Closer comparison 
of the images shown in Figure 7.2.4 shows that the model reproduces the 
features of the experimental images exceptionally well. A new feature 
of this model is that it successfully predicts the occurrence of ‘shadows’ 
on either side of the main diagonals, which can be seen more clearly 
in the line-scan through the calculated image. When this line-scan is 
compared with that from the experimental image the agreement can 
be seen to be outstanding. The relative intensities of the main peaks 
and the shadows also show very good agreement. This effect can not 
be explained when the finite geometry of the sample is not taken into 
account.
Fig 7.2.5A shows the simulated image for a different sample geom­
etry (B2) which has a bulge which is 1000/im long and lOOOpm wide. 
The sample geometry is shown in the lower part of the figure. The 
corresponding experimental image (sample B l)  is shown in Fig 7.2.5B. 
The agreement can be seen to be very good. The fact that the experi­
mental measurements were performed on a sample where the bulge was 
circular, and the simulation was for a square bulge arises mainly from 
the need to define the boundary conditions for the simulation, which 
is easier for straight lines. However, in practice this has very little ef­
fect, because the potential within the geometry tends to smooth out the 
sharp corners in the simulation.









Figure 7.2.5: A) Simulated image for the sample geometry B2. The 
lower part of the figure shows the sample geometry B2. B) Experimental 
image for the sample geometry B. The scanned area is shown by the 
dotted square in the lower part of the figure, which shows the sample 
geometry B.
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This can be seen in Fig. 7.2.6 where the response function A V jj is 
p lotted as a function of charge dipole position (before convolution with 
the  focussing structure): i.e. the coordinate gives the  charge dipole 
position, and the colour scale gives the voltage m easured between the 
sample ends for the charge dipole a t th a t position, with dark regions 
depicting areas of large signal, and white areas regions of small signal.
As can be seen, although the bulge is defined by the boundary
I'
 Lo
Figure 7.2.6: Response function A Vij for sample B2, showing that the 
bulge is effectively rounded. Dark regions depict areas where the charge 
dipole gives rise to a large voltage signal: light areas show where the 
charge dipole produces only a small or zero signal. Although the ge­
ometry defined by the boundary conditions is rectangular, the response 
function is rounded.
conditions to be rectangular, when the dipole is situated  a t the corners 
of the bulge, the voltage m easured between sample ends is small, and 
contributes little  to  the  result.
Fig. 7.2.7A shows the sim ulated image for a similar sample geom­
etry  (C2) with smaller dimensions, which has a bulge which is 500pm 
long and 500pm  wide. The sample geometry is shown in the  lower part
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of the figure. The corresponding experim ental image (sample C l)  is 
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Figure 7.2.7: A) Simulated image for the sample geometry C2. The 
lower part of the figure shows the sample geometry C2. B) Experimental 
image for the sample geometry Cl. The scanned area is shown by the 
dotted square in the lower part of the figure, which shows the sample 
geometry Cl.
good.
The agreement for geometries A, B and C can be seen to  be ex­
cellent. To further test the  validity of the model, additional sample
7.2. Comparison of sim ulated and experim ental results 113
geometries were both simulated and measured.
Figure 7.2.8 shows the experimental image obtained from sample 
D l, with the sample geometry shown in the lower part of the figure. 
The geometry consists of a long bulge, of length 1mm and width 0.5mm. 
As can be seen, there are now two focussing structures, centred around 
each end of the long bulge. A line-scan through one of these structures 
from C — C' is also shown. The simulation has been carried out for a 
similar sample geometry (D2) and the result is shown in Fig.7.2.9, with 
the sample geometry illustrated. A line-scan through a single focussing 
structure is also shown, from D  — D 1. Comparison of the experimental 
and theoretical images, (Figs. 7.2.9 and 7.2.8) shows the agreement to 
be excellent.









Figure 7.2.8: Experimental image for the sample geometry D l. The 
signal is measured between contacts 3 and 4- The lower section shows the 
line-scan through the image, from points C  — C 1. The sample geometry 















Figure 7.2.9: Simulated image for the sample geometry D2. The lower 
section shows the line-scan through the image, from points D  — D 1. The 
simulated geometry is also shown.
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Figure 7.2.10 shows the  experim ental image obtained for sample 
E l, with the  sample geometry indicated in the lower part of the figure. 
This image shows th a t it is not necessary to have large differences in 











Figure 7.2.10: Experimental image for the sample geometry El: the 
geometry is shown in the lower part of the figure
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The sim ulated image for such a geometry is shown in Fig. 7.2.11. 
By comparing the two images, it can again be seen th a t, even for such 
relatively complicated geometries the agreement between sim ulated and 
experim ental images is very good.
100pm
4mm
Figure 7.2.11: Simulated image for the sample geometry E2. The geom­
etry is shown in the lower part of the figure.
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7.3 Effects at the contacts
It is interesting to note th a t in both  the calculations and in the experi­
m ental results, a large signal is seen a t the  region of the contacts: this 
has not been shown in all the images above, since most of them  just 
depicted the central areas of the image. However, this can be seen in 
Fig. 7.3.1, which shows the whole calculated area for the sample with 
no constriction (G2). The geometry has a w idth of 0.5mm and a length 




Figure 7.3.1: Simulated image for sample with no constriction, geometry 
G2, showing large voltage signals at the contact areas. A line-scan is 
also shown through the image, from points X-X!.
7.3. Effects at the contacts 119
This can also be seen in all experim ental images as can be seen in 
Fig. 7.3.2, where a  similar sample w ithout constriction (G l) was m ea­
sured. In previous work, this large signal was described as being due 
to therm al voltages set up a t the contacts [25]. These therm al voltages 
would arise if the m aterial a t the contacts absorbed phonons more eas­






Figure 7.3.2: Experimental image for sample with no constriction, geom­
etry Gl, showing large voltage signals at the contacts. Here a line-scan 
is also shown, from points Y - V .
th a t this is also seen in the calculations, where the contacts as such
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are not defined but are just given by the ends of the etched structure, 
shows that this phenonemon is purely due to the phonon-drag effect. 
This feature occurs for all the measured and simulated samples (see, 
for example, Fig. 5.3.2). Where the samples also have focussing struc­
ture due to changes in the sample geometry, it is possible to compare 
the relative intensities of the signal at the contacts with that at the 
focussing structures for both calculated and experimental images, and 
one sees that the intensity at the contacts is approximately ten times 
larger than that at the focussing structure, for both experimental and 
calculated images. This again shows that the phonon-drag effect alone 
explains these large features at the contacts.
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7.4 C onclusions
The excellent agreement between experiment and model, over a wide 
range of different sample geometries shows the capability of the model 
to accurately describe the experimental situation. It also shows the 
simplicity of the whole effect, and that the phonon-drag effect can be 
invoked to explain all experimental results, when taking into account 
the finite effects of the sample geometry, and the relevant boundary 
conditions. The excellent agreement between the simulations and the 
experimental results also serves to confirm that the assumptions made 
in the course of the simulation are valid. It is of course possible to 
extend the simulations to more sample geometries, but the agreement 
that has so far been demonstrated indicates that the simulation is very 
accurate in reproducing the experimental data, and that the model used 
is a very accurate, and simple, description of the phonon-drag effect.
Chapter 8
Conclusions
In this thesis, the interaction between ballistic acoustic phonons and 
electrons in low-dimensional electronic systems has been studied, by 
means of the phonon-drag effect. This effect means that phonons which 
interact with electrons transfer their momentum to the electron sys­
tem, causing a movement of the electrons, which can be measured as a 
voltage or a current. Frequency resolved measurements, using supercon­
ducting tunnel junctions as generators of quasi-monochromatic acoustic 
phonons and the two-dimensional electron gas as a detector, have shown 
the frequency dependence of the phonon absorption by the 2DEG. In 
agreement with theoretical expectations, the phonon signal rises, until 
a maximum value is reached, after which the signal decays. The value 
for this cut-off is given by the phonon frequency which corresponds to 
the value of 2kp, as predicted by theory. However, a reduction in the
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phonon absorption due to the form factor, which is also predicted by 
the theory has not been observed. The reason for this is not clear. In 
addition, the occurrence of the form of the curve predicted by theory 
was not very common, the majority of the curves showing a different 
form, and the reason for this remains unclear, although it is most likely 
due to cross talk in the measurement circuit.
Spatially resolved measurements showed no frequency dependence, 
as can be seen by the measurements on the 3D systems, although theo­
retically a strong frequency dependence is to be expected. A difference 
in the images is expected, since for the 3D systems the restriction due to 
the form factor is not applicable. This lack of frequency dependence is 
assumed to be due to the broad phonon spectrum which is em itted from 
the excited aluminium film, and which is too broad to resolve frequency 
effects. Measurements performed at 4.2K also show no obvious differ­
ences to those obtained at 1.1K, indicating that the phonon spectrum  
generated by illuminating a superconducting film is Planckian, and not 
peaked around the value of the energy gap as had previously been as­
sumed.
Further spatially resolved measurements have shown effects which 
cannot be explained using a simple theory of phonon focussing which 
assumes a point phonon source and a point phonon detector. Many 
images show multiple phonon-focussing structures with origins centred 
around areas where the sample geometry changes. These images show 
that the whole detector geometry must be taken into account when try­
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ing to explain such images. A theoretical model was therefore developed 
which solves the phonon-drag effect over the whole detector geometry. 
The phonon-drag effect is treated as being equivalent to the setting up 
of a local charge dipole. The effect of this local dipole is then calculated 
over the total sample geometry. The results obtained show exceptional 
agreement with the experimental images, for a wide range of sample ge­
ometries. This excellent agreement shows the strength of the model in 
accurately describing the experimental situation. The model could also 
be used to describe other phonon-drag imaging experiments, for exam­
ple using hole gases as detectors instead of electron gases. It would be 
expected that in the case of hole gases the signal would be larger, due 
to the larger phonon-hole coupling. There could also be some differ­
ences in the focussing images obtained if the hole interact more-or-less 
strongly with certain phonon modes.
The theoretical model also reproduces the large voltage signals at 
the contact areas of the device which are seen in the experimental im­
ages. The fact that these are reproduced in the model shows that the 
experimental signals which were previously thought to be due to ther­
mal voltages at the contacts, can be completely explained in terms of 
phonon-drag. Therefore the model provides the first accurate and com­
plete description of the phonon-drag effect between ballistic acoustic 
phonons and the electrons in low-dimensional electron systems, and is 
necessary when describing phonon-drag images where the detector is 
not an ideal point.
A ppendix A
In order to follow the process of the theoretical simulations more thor­
oughly, this appendix will show some of the intermediate results that 
the simulation produces. In particular the potential distribution over 
the whole sample geometry for a local charge dipole positioned in cer­
tain areas of the sample will be shown. This will aid the understanding 
of how the final images are formed.
As was described in Section 3, the simulations are performed on 
finite element grids of 400 xlOO grid points. The charge dipole is set 
at all positions on the grid, and the potential distribution is then cal­
culated by finding solutions to the differential equation given in eqn 
(3.2.1).
Figures A.0.1 a-d show the situation for a charge dipole located 
at the points (10,10), (40,50), (100,50), and (200,50) respectively, and
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parallel to the x-axis. The situation for dipoles directed parallel to the 
y-axis can be seen in Fig. A.0.2 a-d. The zero of the coordinates is at 
the bottom  left hand corner of the sample. The geometry of the sample 
used was 400x100 units, with a 5 x 5  unit constriction (see Figure 3.1.1). 
It can be seen that the local charge dipole has an effect over the whole 
area of the sample, regardless of its position, and it is only the magni­
tude of the effect that varies, the effect being largest when the dipole is 
positioned near the ends of the sample, or near the constriction.
Once the response function for a single dipole position has been 
computed, the voltage difference between the ends of the sample must 
be calculated. This has been done by taking the average value of the 
voltage at the left and right ends of the sample, and finding the dif­
ference. A slightly better fit to an ohmic contact could be achieved by 
finding the average potential value at the ends of the sample after each 
iteration step, and using this as the value of the potential for all points 
at the ends of the sample for the next iteration step. However, this 
would considerably increase the computer time, and was therefore not 
performed.
Appendix A: Theoretical Simulation 127
Figure A.0.1: Potential distributions for single charge dipoles positioned 
at various points within the sample, and directed parallel to the x-axis. 
The dipoles are positioned at: a) (10,10), b) (40,50), c) (100,50), d)
(200,50). The origin is at the bottom left-hand corner. The sample 
geometry is 400x100 units with a 5 x 5  unit constriction in the centre 
(see Fig. 3.1.1).
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Figure A.0.2: Potential distributions for single charge dipoles positioned 
at various points within the sample and directed parallel to the y-axis. 
The dipoles are positioned as for Figs A .0.1 a-d.
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It can be seen from the images th a t there is always going to be a 
voltage difference between the left and right hand edges of the sample, 
and it is this voltage difference, as a function of position which has 
been plotted in Figures 7.1.1 and 7.1.2, and which is shown again for 
ease of comparison in Figure A.0.3 and A.0.4, where the  positions of 
the dipoles are also indicated. This voltage difference as a function of 
position of the local charge dipole is what was previously referred to as 
the response function of the system.
Figure A.0.5 shows the  potential distribution for a sample
+ 1 
0





Figure A.0.4: Response function for dipoles directed parallel to the y- 
axis.
w ithout a  constriction (equivalent to the sample geometry shown in 
Fig. 7.3.1), where the dipole is positioned a t the position (200,100).
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Figure A.0.5a shows the  case for the dipole parallel to the x-axis, and 
Fig. A.0.5b for the dipole parallel to the y-axis. Comparison of these two 
images with those for the sample with the constriction (Figs.A.0.Id  and
A.0.2d) illustrate the effect of the constriction on the signal produced. 
Figure A.0.6 shows the  image for the dipole set a t the point
Figure A.0.5: a) and b): Potential distributions for single charge dipoles 
positioned at (200,50), for the x- and y- directions respectively. The ori­
gin is at the bottom left-hand corner. The sample geometry is 400x100  
units with no constriction (see Fig. 7.3.1).
(100,50) bu t where the grid spacing has been halved. It can be seen 
th a t this shows no differences to the image shown in Fig. A.0.1c, and 
this therefore indicates th a t grid spacing used is sufficient to give accu­
ra te  results.
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Figure A.0.6: Potential distributions for a single charge dipole positioned
(100,50), but where the grid spacing has been halved with respect to that 
for Fig. A.O.ld.
A ppendix B
T h e norm al sta te  tu n n el ju n ction  (N S T J) as a 
quasi-m onochrom atic phonon source.
In this section the situation for tunnel junctions consisting of normal 
metals instead of superconductors will be described. The idea of produc­
ing quasi-monochromatic phonons from normal state tunnel junctions 
(NSTJ) is not new [52], but until recently had not been realised experi­
mentally. This is probably because there are a number of technological 
difficulties which need to be overcome. The main advantage that the 
NSJT has over the SCJT is that it can be used in high magnetic fields, 
whereas the SCTJ is limited to fields smaller than the critical field for 
the superconductor, H c-
The energy density of states for a NSTJ is shown in Figure B.0.1. 
As can be seen, this differs from the superconducting case (shown in 
Fig. 2.4.2a), in that there is no energy gap, and also no singularity at
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Figure B.0.1: Energy density of states fo r the normal state tunnel junc­
tion.
the Fermi surface. This leads to the phonon spectra  shown in Figure 
B.0.2 i) (here shown for three different bias voltages). These phonon 
spectra  do not show a sharp cut-off a t eVo — 2A, but instead exhibit 
a broad band of phonons which goes continuously to zero a t the bias 
energy. However, when the first and second differentials of these spec­
tra  with respect to bias voltage are considered, (see Figure B.0.2 ii) 
and iii)), a quasi-monochromatic peak in the  second differential can be 
seen a t the frequency corresponding to the bias voltage. The quasi- 
m onochrom aticity of NSTJ has been observed in experim ents using the 
stress-tuned splitting of boron acceptors in silicon [53]. It has also been 
further applied to spectroscopic m easurem ents of 2DEGs in high m ag­
netic fields [54]. Recent experim ents have also indicated th a t the ex­
perim ental frequency spectrum  obtained is quasi-monochromatic in the
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first differential, contrary to the theoretical expectations [55]. It has 
been tentatively suggested th a t this may be due to Fermi-edge singu­
larities and an increase in tunnelling of electrons a t the Fermi edge, but 
as yet this has not been adequately explained.
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Figure B.0.2: i) Phonon spectrum from a NSTJ. ii) and iii): first
and second differentials respectively of the phonon spectra from a NSTJ, 
showing a quasi-monochromatic peak in the second differential with re­
spect to bias voltage at the energy value corresponding to the bias voltage.
these experim ents were the effects of therm al emission from the films
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themselves and the precise determination of the voltage drop across the 
films. Since the films are no longer superconducting, they have a fi­
nite resistance, which will be important. Due to ohmic heating in the 
films, there will be emission of thermal phonons from the metal films 
as well as from the junction. In the experiments performed, the detec­
tor was placed directly opposite the emitter, because the focussing is 
strongest in this direction, and this means that the phonons detected 
originate to a very large extent only from the overlap of the films, i.e. 
the junction area. The finite resistance also affects the determination 
of the applied bias, since in order to measure the potential drop due 
to tunneling across the junction alone, it is necessary to utilise a four 
point geometry. Due to the finite film resistance, there is also going to 
be some non-uniformity of the potential drop across the films. This is 
given by
x )  (B.0.1)
where AVg is the variation in the bias voltage, and X  is the position. 
R f  is the film resistance, and R j  is the junction (tunnelling) resistance, 
and typically these have values of R f  =  0.3r2n and R j  =  [55].
Substituting for these values of R f  and R j , gives the curve shown in Fig.
B.0.3. Here it can be seen that the variation of voltage drop over the 
junction area is of the order of 10% for the values of resistance assumed. 
This effect limits the frequency resolution of the tunnel junctions.
A VB cosh




Figure B.0.3: Variation of the applied bias across the area of the tunnel 
junction due to the finite film resistance, according to the formula B.0.1. 
R f — 0.3f2n and Rj  =  2f2m.
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