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Abstract
This article considers a nonparametric method for detecting change points
in non-stationary time series. The proposed method will divide the time
series into several segments so that between two adjacent segments, the nor-
malized spectral density functions are different. The theory is based on the
assumption that within each segment, time series is a linear process, which
means that our method works not only for classic time series models, e.g.,
causal and invertible ARMA process, but also preserves good performance
for non-invertible moving average process. We show that our estimations
for change points are consistent. Also, a Bayesian information criterion is
applied to estimate the member of change points consistently. Simulation
results as well as empirical results will be presented.
Keywords: Changepoint; Dynamic Programming; Spectrums; BIC; Kullback-
Leibler Divergence
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1 Introduction
Time series analysis is a well-developed branch of statistics with a wide
range of applications in engineering, economics, biology and so on. Generally
speaking, when investigating the theoretical properties as well as analyzing
real data both in time domain and frequency domain, it is often assumed
that time series is stationary. However in application, stationarity may
be violated. How to analyze non-stationary time series is challenging. In
ARIMA model ( Brockwell and Davis 1991), data is differenced finite times
so that it reduces to ARMA process. In another way, we may assume that
non-stationary process consists of several stationary ones. Our goal is to
segment time series properly.
Consider a sequence of data {X1, . . . , XN} and let τ00 , τ01 , τ02 , . . . , τ0K , τ0K+1
be nonnegative integers satisfying 0 = τ00 < τ
0
1 < τ
0
2 < . . . < τ
0
K < τ
0
K+1 =
N . We assume that within the jth segment of data, i.e., τ0j−1 + 1 ≤ t ≤ τ0j ,
1 ≤ j ≤ K + 1, Xt is stationary. τ0j are called structural breaks, or change
points, which are unknown. K is the number of change points. From the
perspective of time domain, we can assume that each stationary segment
can be modeled by appropriate statistical models while its structure varies
across different segments. Davis, Lee and Rodriguez-Yam (2006) divided
non-stationary time series into several different autoregressive processes.
Kitagawa and Akaike (1978) detected change points by AIC criterion. In
frequency domain, Ombao, Raz, Von Sachs and Malow (2001) used a fam-
ily of orthogonal wavelet called SLEX to partition non-stationary process
into stationary ones. Lavielle and Luden˜a (2000) estimated change points
using Whittle log-likelihood when time series was parametric. In Korkas
and Fryzlewicz (2017), Locally Stationary Wavelets was applied to estimate
the second-order structure, then Wild Binary Segmentation was imposed to
divide the time series into several segments based on CUSUM statistics.
When autocovariance function is absolutely summable, it is well known
that stationary process has spectral density function, which is the Fourier
transformation applied to autocovariance function (Brockwell and Davis
1991). A good property that spectral density function preserves is that
after being properly normalized, it becomes a well-defined probability den-
sity function, although it is not defined for any particular random variable
(Priestley 1981). In probability theory, there are some existing functions
to measure the difference between probability density functions. Kullback-
Leibler divergence (K-L divergence) is one of them.
In Kullback and Leibler (1951), a divergence function was introduced to
measure the discrimination information between two distribution functions.
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The original definition is as follows. Suppose there are two probability distri-
butions, Z1(x) and Z2(x). z1(x) and z2(x) denotes the probability density
functions of Z1 and Z2, respectively. Then Kullback-Leibler (K-L) diver-
gence from Z2 to Z1 is
DKL(Z1‖Z2) =
∫
z1(x) log
(
z1(x)
z2(x)
)
dx.
As we can see, K-L divergence is defined for probability density function,
which is non-negative. Since spectral density function is also non-negative,
we will generalize K-L divergence so that it is applicable to non-negative
functions, which is still called Kullback-Leibler divergence in this article.
The definition is as follows. Suppose we have two non-negative functions, f1
and f2, defined on a common support. Then the Kullback-Leibler divergence
of f1(x) with respect to f2(x) is
DKL(f1‖f2) =
∫
f1(x) log
st(f1)
st(f2)
dx,
where st(f1) =
f1(x)
F1
, st(f2) =
f2(x)
F2
, and F1 =
∫
f1(x)dx, F2 =
∫
f2(x)dx.
By Gibbs’s inequality, this new K-L divergence is still non-negative and is
equal to 0 if and only if f1 = cf2 almost everywhere, where c is an ap-
propriate constant. In this article, we apply K-L divergence to normalized
spectral density functions to define our objective function. Then we esti-
mate change points by maximizing the objective function. That is, we find
the locations where discrepancy between different spectral density functions
reaches its maximum. When estimating spectral density function, we adopt
the classical method, that is, we first calculate periodogram then smooth it
by choosing appropriate spectral window. Although we assume that each
stationary segment is a linear process, which is a class of stationary time
series more general than autoregressive process and ARMA model, we cal-
culate spectral density function without estimating any parameters. So our
change point detection method is nonparametric, which we call it nonpara-
metric spectral change-point detection (NSCD). In application, we do not
know the number of change points, so a BIC criterion similar to Yao (1988)
and Zou, Yin, Feng and Wang (2014) is proposed. The consistency of both
change point estimation and BIC criterion can be guaranteed. The theoret-
ical result of change point estimation is quite similar to the one shown in
Davis et al. (2006), but slightly weaker. Dynamic programming algorithm
(Hawkins 2001) is used, but due to its computational complexity, we adopt
the screening algorithm (Zou et al. 2014). Also, Pruned Exact Linear Time
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(PELT) by Killick, Fearnhead and Eckley (2012) can also boost the speed
of algorithm when estimating the number and locations of change points
simultaneously.
The rest of this article is organized as follows. In Section 2, we describe
our objective functions. Asymptotic properties are presented in Section 3.
Implementation and further details of our algorithm will be given in Section
4. In Section 5, numerical simulations as well as comparison with several
methods are shown. The analysis of EEG data is presented in Section 6.
2 Model and Methodology
Consider non-stationary time series Xt =
+∞∑
j=−∞
aj(k)ξt−j , ξj
i.i.d∼ (0, σ2),
τ0k−1 < t ≤ τ0k , k = 1, . . . ,K + 1 with τ00 = 0, τ0K+1 = N , τ0k − τ0k−1 = Nk.
Here we assume that within the kth segment, ξt are independent and identi-
cally distributed, and all ξt are all independent. {aj(k)} satisfy
∑
j
|aj(k)| <
+∞, ∀k, so that when τ0k−1 < t ≤ τ0k , spectral density function exists, de-
noted by fk (Brockwell and Davis 1991). If EXt 6= 0, we can subtract mean
from observations by Xt − µ. Otherwise, we assume that EXt = 0 for all
t. Our goal is to detect τk when fk and fk+1 are different. If we could find
a spectral density function f that it is different from all fk, then a discrim-
inant function can be applied so that it reaches its maximum at τk. Here
we adopt Kullback-Leibler divergence and define our objective function as
below:
R(τ1, . . . , τK+1) =
K+1∑
k=1
(τk − τk−1)
∫ pi
−pi
fˆk(u) log
st(fˆk)
st(f)
du.
Here Fˆk =
∫ pi
−pi fˆk(u)du, F =
∫ pi
−pi f(u)du so that st(fˆk) and st(f) become
probability density functions, and 0 < τ1 < τ2 < · · · < τK < N is a
possible partition of the time series. There are two ways to find f . We can
give an estimation of the spectral density function fˆ0, based on the whole
time series. Although the whole time series is non-stationary, the estimated
spectral density function still converges to a well-defined function, which is
the weighted sum of fk (See Lemma 4 for details). If we know that every
part of data is white noise, then st(f) = 12pi .
There are literatures concerning the application of K-L divergence in
time series. Parzen (1982) used it to estimate the parameters of autore-
gressive process. Parzen (1983) extended it to estimate ARMA process.
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Shore (1981) calculated the minimum K-L divergence to estimate spectrum
given its priori spectrum has an exponential form. See Rao (1993) for more
reviews. From information point of view, K-L divergence measures the infor-
mation gain when a new probability density function is used instead of the
old one. So our objective function will detect the locations where we max-
imize the information gain when a new spectral density function f comes
in.
To estimate the spectral density function, the classical methodology is
adopted here. First, periodogram will be calculated as follows:
Iτk−1+1,τk(λ) =
1
τk − τk−1
∣∣∣∣∣∣
τk∑
j=τk−1+1
Xje
−ijλ
∣∣∣∣∣∣
2
Since periodogram is not consistent, we choose a spectral window, W (u), to
smooth periodogram, then
fˆk(λ) = m
∫ pi
−pi
W (m(λ− u))Iτk−1+1,τk(u)du, λ ∈ [−pi, pi].
There are several choices for W (u) (Priestley 1981). Since we want the
normalized fˆk to be a probability density function, i.e., fˆk ≥ 0, Bartlett
kernel is chosen, which is mW (mu) = sin2(mu/2)/(2pim sin2(u/2)), where
m is the bandwidth. One usually applies Fourier transformation to achieve
an estimator on a grid of frequencies, denoted by Λ = {λ1, . . . , λNλ}, where
Nλ is the cardinality of Λ, which could tend to infinity as N goes to infinity.
Here we still use integral to denote the summation of estimators. We may set
Nλ = N so Nλ could tend to infinity, or Λ could be Nyquist frequency. Based
on this grid of frequency, K-L divergence applied to normalized spectral
density function is still non-negative, and equals to zero if and only if two
normalized spectral density functions are equal on [−pi, pi].
When estimating change points, we have no idea about the number of
change points in the data, so K should be estimated. Yao and Au (1989),
Zou et al. (2014) gave BIC criterion and showed its consistency. Here we
also propose a BIC criterion as follows:
BICL = −maxτ ′1,...,τ ′K +LCN .
Here CN is an appropriate constant which will be illustrated later. So our
estimator Kˆ is chosen by minimizing the criterion above.
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3 Asymptotic Theory
From the settings, we can see that K is a constant, and τ0i , i = 1, 2, . . . ,K,
changes with N . So there is a sequence of constants, 0 < κ01 < κ
0
2 < · · · <
κ0K < N , such that {Xt, t = 1, 2, . . . , 1} is a realization of non-stationary
time series in Section 2 with τ0k = [κ
0
kN ], k = 1, 2, . . . ,K, where [x] denotes
the largest integer which is not greater than x. Their estimators are denoted
by κˆk, k = 1, . . . ,K. We can estimate τ
0
k first, denoted by τˆk, by maximizing
the objective function R(τ1, . . . , τK), then κˆk = τˆk/N . In literature, Yao and
Au (1989) achieved a consistent estimation of Op(1) for τˆk, which means that
the difference between estimators and true change points is no bigger than a
constant. Zou et al. (2014) also drew the same conclusion when the number
of change points is constant. In Davis et al. (2006), the consistency was
attained in the sense that |κˆk − κk| <  in probability 1, where  is some
constant. The reason that estimators cannot converge as fast as those in
Yao and Au (1989) and Zou et al. (2014) is that estimating AR process
needs a sufficient number of samples. When estimating change points, we
always find the next change point which is ml away from the previous one.
For example, after giving τˆj , we look for the next change point starting from
τˆj +ml. Our results are similar to Davis et al. (2006) and based on a set of
discrete frequencies Λ. The following assumptions are needed to obtain the
consistency:
A1: Eξ8qt < ∞ where q is some integer satisfying q ≥ 3, {aj(k)} converge
absolutely, ∀k.
A2: W (v) is a non-negative, even, bounded, integrable function,
∫ pi
−piW (v)dv =
1,∫ pi
−pi (W (v))
1− 1
2q dv <∞.
A3: Nmin/N → cmin > 0, as N → ∞, and Nmin > m, where Nmin =
min1≤k≤K(τ0k − τ0k−1).
A4: ∀k, fk is everywhere positive and satisfies uniform Lipschitz condition:
|fk(u1)− fk(u2)| ≤ Bfk |u1 − u2|
∀u1 ∈ [−pi, pi], u2 ∈ [−pi, pi], where Bfk is a constant.
A5: m = O(Nα), where 14 ≤ α < α+ 32q < 12 .
A6: w(0) = 1, and w(v) has continuous derivatives to the order of 2q.
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A7: {fk(u)} are linearly independent for u ∈ [−pi, pi].
A8: ml = cmlN , where cml > 0. ml < Nmin
In A8, ml is the minimal length of time series when estimating spectral den-
sity functions, since a sufficient number of observations is always necessary,
especially when the convergence rate of estimators is slow. Also, ml < Nmin
so that all change points are distinguishable. Assumption 7 is given to
guarantee that any linear combination is not equal to fj , ∀j = 1, . . . ,K.
Assumption 1-6 are similar to those in Woodroofe and Van Ness (1967) so
that the max
λj∈Λ
fˆk(λj)
fk(λj)
can be bounded in probability. Assumption 4 can be
stronger so that in Assumption 5, α can be less than 14 (see Woodroofe and
Van Ness (1967) for further details). Theorem 1 gives the consistency of
change point estimation.
Theorem 1. When K is known, κˆj
p→ κj, ∀j = 1, . . . ,K.
To estimate the number of change points, a pre-specified upper bound
Kmax satisfying K < Kmax will be given. Then BIC values for each 1 ≤
L ≤ Kmax are calculated and Kˆ will be the number where BIC reaches its
minimum. The following theorem establishes the consistency of estimation
of BIC criterion.
Theorem 2. If CN/N → 0, CN/N
q+3+2qα
2q →∞, we have P (Kˆ = K)→ 1.
4 Algorithm
Similar to Zou et al. (2014), our objective function is separable. For change
point detection, a commonly adopted algorithm, dynamic programming
(Hawkins 2001), can be applied. The main idea of dynamic programming is
that estimation of τˆK is computed first, which is the rightmost change point.
Then the time series data from 1 to τˆK will be divided into K − 1 parts,
and we will estimate τK−1 recursively. However, the computation complex-
ity is O(KN2), and taking Discrete Fourier transformation and spectrum
smoothing into consideration, it is time-consuming.
To reduce the computation complexity, Zou et al. (2014) proposed a
screening algorithm. For Xj , . . . , Xj+l, where l is some constant integer,
calculate the location where the function below reaches its maximum.
rj = arg max
r
r
∫ pi
−pi fˆj,j+r(u) log
st(fˆj,j+r)
st(f) du+ (l −
r)
∫ pi
−pi fˆj+r+1,j+l log
st(fˆj+r+1,j+l)
st(f) du.
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Here fˆj,j+r and fˆj+r+1,j+l denote the estimated spectral density functions
based on observations from j to j + r, and j + r + 1 to j + l. Let j change
from 1 to n− l, then we have a set Asc containing all rj , then apply dynamic
programming on Asc. The main idea is that if a change point is included
in Xj , . . . , Xj+l, then the equation above should reach its maximum at this
true change point. That is, Asc contains true change points. Here we should
choose l < Nmin so that Xj , . . . , Xj+l contain only one change point.
Here fˆj,j+r and fˆj+r+1,j+l denote the estimated spectral density function
of samples from j to j+r, and j+r+1 to j+ l. Let j change from 1 to n− l,
then we have a set Asc containing all rj , then apply dynamic programming
on Asc. The main idea is that if a change point is included in Xj , . . . , Xj+l,
then the equation above should reach its maximum at this true change point.
That is, Asc contains true change points. Here we should choose l < Nmin
so that Xj , . . . , Xj+l contain only one change point.
When calculating the spectrums within each segment of time series, the
most widely used method is Fast Fourier Transformation (FFT). However,
in FFT, a problem is that spectral density function is estimated on Nyguist
frequency. If so, time series with different length is estimated on different set
of Fourier frequency. So when calculating the integral in R(τ1, . . . , τK), we
cannot align the frequencies where spectral density functions fk and f are
estimated. Our method is that we first choose a set of frequencies, denoted
by Λ, then apply Discrete Fourier Transformation on Λ for every subset of
samples, which will solve the alignment problem naturally.
For BIC criterion, usually dynamic programming will be applied first,
then calculate values of BIC criterion for all L ≤ Kmax. Obviously, this will
increase complexity. Killick et al. (2012) proposed a method called Pruned
Exact Linear Time (PELT), which would significantly reduce computation
complexity. The main idea is that when a new sample is included, check
all the remaining locations before new sample, if the objective function,
decreases to the extent that is larger than the penalty term CN . Remove
those locations which do not satisfy the condition, and add the next sample
into our calculation until the end. The cardinality of the set of all remaining
locations is the estimated number of change points and the elements in
that set will be the estimated change points. Under some assumptions, the
computation complexity is linear with respect to sample size.
In BIC criterion, another problem is how to choose CN . Although we
can set CN to satisfy conditions in Theorem 2, this choice may be too large
which leads to underestimation of K. To overcome this difficulty, we first
choose a length, which equals ml, then compute the median, denoted by
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meBIC, for all values of the function below:∫
fˆj,j+ml(u) log
st(fˆj,j+ml)
st(f) du, ∀j = 1, . . . ,K.
fˆj,j+ml is the estimated spectral density function fromXj , . . . , Xj+ml, Fˆj,j+ml
is its integral. Finally, Cn = meBIC × nc. Our simulation shows that an ap-
propriate choice for c is 0.73 regardless of m.
The selection of spectral windows is an important topic in spectral esti-
mation. In Priestley (1981), bandwidth is selected as follows
BW = 2
√
6
(
1
mr k
(r)
)1/r
,
where k(r) = lim
u→0
1−w(u)
|u|r , where w(u) is the inverse Fourier transformation
of W (u), and r is the largest integer so that the limit aforementioned exists
and is non-zero. m is the scale parameter in spectral windows. By the
proofs of Theorem 1, we can see that estimators of change points reach
consistency because the remaining term tends to infinity slower than N ,
and the convergence rate is dominated by m. So bandwidth selection does
not matter too much, which is verified by our simulations.
In application, sometimes sample size is large. Although we can apply
some methods, such as screening, PELT, to boost the calculation, the com-
putation complexity is still intolerable. Here, we set a “change point search-
ing unit”, denoted by nsu. That is, when searching for change points, we
add a unit of observations into our calculation each time, not just one obser-
vation. This unit is different from ml, which is used to calculate spectrums
since estimating spectral density function usually needs sufficient amount of
observations. By setting this unit, change point can only be estimated at
nsu, 2nsu, 3nsu, and so on. If we set this unit equal to 1, the algorithm de-
generates to the general scenario when no searching unit is given. This will
dramatically increase the speed of our algorithm. The computation com-
plexity of dynamic programming is O(n2) (Zou et al. 2014), so by setting a
searching unit nsu, the complexity will drop to O(n
2/n2su). Apparently the
estimation accuracy will be sacrificed, since the true change points and the
maximizers of objective function, may not lie on the grid. We suggest the
choice of nsu by choosing the desired estimation accuracy first. Intuitively
speaking, if we want the estimates having the accuracy of 1% of the total
sample size, then we can set nsu = 0.01n.
Our method can cooperate with user’s experience. Since Fourier trans-
formation is done on a grid of frequencies Λ, so we can customize Λ. For
example, if we know that the power of some particular high frequencies may
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change while lower frequencies remain stable, Fourier transformation can be
carries out within high frequencies and lower frequencies will be ignored.
This will not only reduce the computation complexity, but also remove the
disturbance of irrelevant frequencies.
5 Simulation
In this section we show the finite sample properties of our method and
compare it with AutoPARM, Wild Binary Segmentation (WBS), Binary
Segmentation (BS), and NMCD under several cases.WBS and BS are in
Korkas and Fryzlewicz (2017). AutoPARM (Davis et al. 2006) divided
non-stationary time series into several different autoregressive processes by
Minimal Description Length. In Korkas and Fryzlewicz (2017), Locally Sta-
tionary Wavelets was applied to estimate the second-order structure, then
Wild Binary Segmentation or Binary Segmentation, was imposed to divide
the time series into several segments based on CUSUM statistics. NMCD
(Zou et al. 2014) detected the change of probability distribution functions
for a sequence of independent random variables based on a nonparametric
maximum likelihood approach.
Following the measure of two sets in Zou et al. (2014), we calculate the
distance between two sets G and Gˆ, which are the true change point set and
the estimated set respectively, by
%(Gˆ||G) = sup
b∈G
inf
a∈Gˆ
|a− b|, and %(G||Gˆ) = sup
a∈Gˆ
inf
b∈G
|a− b|.
The first measurement shows if there is an estimator close enough to every
true change point, while the second measurement reveals whether some esti-
mators are far away from true change points. When K is known, both mea-
sures should give good performances in the sense that %(Gˆ||G) and %(G||Gˆ)
are small. For all the tables, %(Gˆ||G) and %(G||Gˆ) are shown outside the
parentheses while %(Gˆ||G)/N and %(G||Gˆ)/N are shown inside the paren-
theses, which can measure the estimation accuracy of κˆ. In the following
subsections, ξt
i.i.d∼ N(0, 1), if it is not mentioned. As mentioned earlier, to
guarantee the estimation accuracy of spectral density function, we should
set the minimal length of a segment, which is denoted by ml. In this sim-
ulation, we set ml = 350 if it is not mentioned. By setting ml, we also
assume that the distance of two adjacent change points will not be closer
than ml, so we set Kmax = 6 for each case. If K should be estimated, we
report the percentage when K is accurately detected. All simulations are
obtained with 1000 replications.
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Following the examples in Davis et al. (2006) (Case 1), we generate the
non-stationary time series from the following.
Autoregressive Processes (Case 1):
1 Xt − 0.9Xt−1 = ξt, 1 ≤ t ≤ 1024,
2 Xt − 1.69Xt−1 + 0.81Xt−2 = ξt, 1025 ≤ t ≤ 1536,
3 Xt − 1.32Xt−1 + 0.81Xt−2 = ξt, 1537 ≤ t ≤ 2048.
and their normalized spectral density functions are shown in Figure 1.
Figure 1: Normalized Spectral Density Functions in Davis et al. (2006)
AR(1) is in black dotted line, the second AR is in blue dashed line, the last AR is
in red solid line.
In Table 1, we show the results of our method when K is known with the
spectral density function of total samples and white noise as the baseline
functions, respectively, and different choices of bandwidths. In Table 2, the
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simulations are conducted when K is unknown. We adopt Bartlett window
since it guarantees the non-negativity of estimated spectral density function.
To reduce computation complexity, screening algorithm is applied.
Table 1: Performances of NSCD for Case 1 with Different Baseline Functions
and Bandwidths When K Is Known
%(Gˆ||G) %(G||Gˆ)
m = N1/3
fˆ0 22.99 (0.011) 22.99 (0.011)
1
2pi 23.55 (0.012) 23.55 (0.012)
m = N1/4
fˆ0 22.61 (0.011) 22.61 (0.011)
1
2pi 26.47 (0.013) 26.47 (0.013)
Table 2: BIC criterion of NSCD for AR Processes with Comparison to
AutoPARM, WBS, BS, and NMCD
Kˆ %(Gˆ||G) %(G||Gˆ)
AutoPARM 93.3% 7.61 (0.004) 8.05 (0.004)
NSCD 98.83% 25.00 (0.012) 37.33 (0.018)
WBS 37.9% 66.65 (0.033) 183.184 (0.089)
BS 62.7% 84.875 (0.041) 122.058 (0.060)
NMCD 0% 147.4365 (0.072) 554.9088 (0.271)
From Table 1, the choice of baseline function does not make much dif-
ference. Also, under different bandwidths, results are quite similar. We
may suggest to choose larger bandwidth for large sample size since the bias
of estimation is small. From Table 2, it is not surprising that AutoPARM
outperforms NSCD, because AutoPARM knows the exact structure of data.
WBS and BS perform weaker than NSCD, and can not estimate the number
of change points accurately. NMCD fails to capture the true change points,
since it is designed for independent random variables. In fact, it prefers to
overestimate the number of change points, which is 3.86.
5.1 ARMA Process and Invertible Moving Average Process
Next, we simulate from ARMA and invertible MA processes. Table 3 and
Table 4 contain the results.
ARMA (Case 2):
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1: Xt −Xt−1 + 0.25Xt−2 = ξt + 0.8ξt−1, 1 ≤ t ≤ 500,
2: Xt − 0.5Xt−1 = ξt, 501 ≤ t ≤ 1100,
3: Xt−1.7Xt−1+0.9Xt−2−0.168Xt−3 = ξt−1.6ξt−1+0.79ξt−2−0.12ξt−3,
1101 ≤ t ≤ 1800.
Invertible MA (Case 3):
1: Xt = (3 +B)(2−B)ξt, 1 ≤ t ≤ 500,
2: Xt = (3−B)(2−B)ξt, 501 ≤ t ≤ 1100,
3: Xt = (3 +B)(2−B)ξt, 1101 ≤ t ≤ 1800.
Table 3: Performance of NSCD for ARMA and Invertible MA Processes
with Different Baseline Functions and Bandwidths When K Is Known
ARMA MA
%(Gˆ||G) %(G||Gˆ)
m = N1/3
fˆ0 35.29 (0.020) 34.74 (0.020) 13.09 (0.007) 13.09 (0.007)
1
2pi 32.74 (0.018) 32.07 (0.018) 13.11 (0.007) 13.11 (0.007)
m = N1/4
fˆ0 31.12 (0.017) 31.01 (0.017) 12.84 (0.007) 12.84 (0.007)
1
2pi 26.39 (0.015) 26.38 (0.015) 13.71 (0.008) 13.71 (0.008)
Table 4: Performance of BIC Criterion of NSCD for ARMA and Invertible
MA Processes with Comparison to AutoPARM, WBS, BS, NMCD
ARMA
Kˆ %(Gˆ||G) %(G||Gˆ)
AutoPARM 95.3% 48.37 (0.027) 27.62 (0.015)
NSCD 99% 31.42 (0.017) 33.26 (0.018)
WBS 74.9% 184.393 (0.102) 66.288 (0.037)
BS 77.7% 188.955 (0.105) 69.194 (0.038)
NMCD 0% 188.64 (0.105) 324.31 (0.180)
MA
Kˆ %(Gˆ||G) %(G||Gˆ)
AutoPARM 99% 11.42(0.006) 11.42 (0.006)
NSCD 99.6% 14.59 (0.008) 15.69 (0.009)
WBS 91.8% 33.586 (0.019) 45.362 (0.025)
BS 96.3% 29.673 (0.016) 36.611 (0.020)
NMCD 0.1% 160.4434 (0.089) 326.4282 (0.181)
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We expect that AutoPARM still works since it is well known that ARMA
and invertible MA processes can be approximated by causal AR processes.
We see that under ARMA setting, the performance of NSCD is comparable
to AutoPARM, while AutoPARM performs better under MA settings. Both
NSCD and AutoPARM perform better than WBS and BS. NMCD fails in
both cases as it does in the previous section. The number of change points
is overestimated by NMCD again, which is 3.005 and 3.00, respectively.
5.2 Non-invertible MA Process
We will show simulation results when samples are generated from non-
invertible MA process. In theory causal AR cannot approximate non-invertible
MA process. Results are given in Table 5 and 6.
Non-invertible MA (Case 4):
• Xt = (1 + 2B +B2 + 5B3)ξt, 1 ≤ t ≤ 500,
• Xt = (1− 2B + 2B2 − 5B3)ξt, 501 ≤ t ≤ 1100,
• Xt = (1 + 2B −B2 + 5B3)ξt, 1101 ≤ t ≤ 1800.
Table 5: Performance of NSCD for Non-Invertible MA Processes with Dif-
ferent Baseline Functions and Bandwidths When K Is Known
MA
%(Gˆ||G) %(G||Gˆ)
m = N1/3
fˆ0 33.60 (0.019) 33.60 (0.019)
1
2pi 36.00 (0.020) 36.00 (0.020)
m = N1/4
fˆ0 40.11 (0.022) 40.11 (0.022)
1
2pi 41.00 (0.023) 41.00 (0.023)
Table 6: Performance of BIC Criterion of NSCD for Non-Invertible MA
Processes with Comparison to AutoPARM, WBS, BS, and NMCD of
MA
Kˆ %(Gˆ||G) %(G||Gˆ)
AutoPARM 36.7% 408.60 (0.227) 27.24 (0.015)
NSCD 99.7% 37.49 (0.021) 38.02 (0.021)
WBS 18.2% 488.674 (0.271) 90.493 (0.050)
BS 8.6% 576.462 (0.320) 56.975 (0.032)
NMCD 0% 165.54 (0.092) 326.701 (0.182)
16
From Table 6, we can see that NSCD works for Case 4, while AutoPARM
fails under the second one since the number of change points are all under-
estimated. The possible reason is that the marginal variance of Case 4 does
not vary much. All the other three methods fail to capture true change
points. WBS and BS underestimate K, which are 1.268 and 1.088, respec-
tively. NMCD overestimates K again, which is 3.015.
5.3 Random Noise without the Existence of Higher Mo-
ments
Next, we investigate the results when ξ does not have higher-order expec-
tations. Here ξ ∼ 1√
2
t(4) so that the variance of ξ is still 1. The results for
four cases are shown in Table 7, when K is known.
Table 7: Performance of NSCD for t(4) Random Noise
%(Gˆ||G) %(G||Gˆ)
Case 1 24.24 (0.012) 24.37 (0.012)
Case 2 29.67 (0.017) 28.91 (0.016)
Case 3 11.74 (0.007) 11.74 (0.007)
Case 4 36.36 (0.020) 36.36 (0.020)
Apparently, from Table 7, it is clear that Assumption 1 can be slightly
violated in application, while still achieving good performance.
5.4 Investigation of Smaller Sample Size
In the previous sections, we discuss the performances when sample size is
about 2000, which is large. Here we shrink the sample size by half, and
investigate the estimate accuracy as well as the choice of bandwidth. We
set ml = 200, and Kmax = 5. Baseline function is chosen to be fˆ0. Results
are shown in Table 8.
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Table 8: Performance of NSCD with Different Bandwidths While The Sam-
ple Size Is Reduced by Half
bandwidth %(Gˆ||G) %(G||Gˆ)
Case 1
m = N1/3 23.195 (0.023) 23.263 (0.023)
m = N1/4 27.716 (0.027) 28.075 (0.027)
Case 2
m = N1/3 31.72 (0.035) 30.718 (0.035)
m = N1/4 28.104 (0.031) 27.734 (0.030)
Case 3
m = N1/3 14.664 (0.016) 14.158 (0.016)
m = N1/4 12.652 (0.014) 12.652 (0.014)
Case 4
m = N1/3 37.28 (0.041) 37.272 (0.041)
m = N1/4 44.3 (0.05) 43.877 (0.049)
Table 9: Performance of BIC Criterion of NSCD with Different Bandwidths
While The Sample Size Is Reduced by Half
bandwidth Kˆ %(Gˆ||G) %(G||Gˆ)
Case 1
m = N1/3 96% 24.972 (0.024) 30.44 (0.030)
m = N1/4 90.4% 35.268 (0.040) 39.494 (0.044)
Case 2
m = N1/3 96.2% 38.326 (0.043) 28.1 (0.031)
m = N1/4 98.7% 27.494 (0.031) 26.384 (0.029)
Case 3
m = N1/3 96.5% 31.458 (0.035) 12.73 (0.014)
m = N1/4 96% 32.484 (0.036) 11.436 (0.013)
Case 4
m = N1/3 95% 41.228 (0.046) 40.246 (0.045)
m = N1/4 92% 47.67 (0.053) 53.254 (0.059)
As shown in the table, the estimate accuracy is not affected by the choice
of bandwidth when sample size is relatively small. The estimation accuracy
of κ is worse than the results in Section ?? to 5.2, since the sample size is
decreased by half.
5.5 Further Investigation of BIC Criterion
In this section, we investigate the performance with different choice of N c.
c ranges from 0.1 to 0.9 and Kˆ will be plotted in all the cases mentioned
above with two choices of bandwidth. All the results are shown from Figures
2a to 3d with baseline function fˆ0. And it is obvious that c = 0.73 is a good
choice for all the four cases.
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Next, we are going to simulate the performances of BIC whenml changes.
Since from the previous section,we can see that the choice of CN depends
on ml. Figures 4a to 5d show the results when ml = 300, while Figures 6a
to 7d give the performances when ml = 250.
As we can see from the figures, c = 0.73 is not a good choice in general,
and it will overestimate the number of change points. Although overesti-
mating is tolerable since we do not want to miss the true change points, we
still suggest that a sufficiently large choice for ml is necessary. Since the
maximum possible number of change points is [N/ml], Kmax ∗ml ≤ N . We
suggest that one should choose a reasonable Kmax depending on some prior
information, then choose a ml satisfying ml ≤ N/Kmax.
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Figure 2: Influence of m and ml on BIC Criterion with m = N1/4 and
ml = 350
(a) AR Processes (b) ARMA Processes
(c) Invertible MA Processes (d) Non-Invertible MA Processes
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Figure 3: Influence of m and ml on BIC Criterion with m = N1/3 and
ml = 350
(a) AR Processes (b) ARMA Processes
(c) Invertible MA Processes (d) Non-Invertible MA Processes
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Figure 4: Influence of m and ml on BIC Criterion with m = N1/3 and
ml = 300
(a) AR Processes (b) ARMA Processes
(c) Invertible MA Processes (d) Non-Invertible MA Processes
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Figure 5: Influence of m and ml on BIC Criterion with m = N1/4 and
ml = 300
(a) AR Processes (b) ARMA Processes
(c) Invertible MA Processes (d) Non-Invertible MA Processes
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Figure 6: Influence of m and ml on BIC Criterion with m = N1/3 and
ml = 250
(a) AR Processes (b) ARMA Processes
(c) Invertible MA Processes (d) Non-Invertible MA Processes
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Figure 7: Influence of m and ml on BIC Criterion with m = N1/4 and
ml = 250
(a) AR Processes (b) ARMA Processes
(c) Invertible MA Processes (d) Non-Invertible MA Processes
25
5.6 Influence of Change Point Searching Unit
In this section, we investigate the influence of nsu. For all the four cases,
nsu = 10, which means that for Case 2-4, τ
0
1 , . . . τ
0
K are all a multiple of
nsu, while for Case 1, the true change points are not divisible by nsu. We
set m = N1/4 and baseline function f = fˆ0 for four cases. The results are
shown in Table 10 and 11.
Table 10: Performance of NSCD with Searching Unit When K Is Known
%(Gˆ||G) %(G||Gˆ)
Case 1 22.9 (0.011) 22.9 (0.011)
Case 2 29.26 (0.016) 29.26 (0.016)
Case 3 10.14 (0.006) 10.14 (0.006)
Case 4 40.52 (0.023) 40.52 (0.023)
Table 11: Performance of BIC Criterion of NSCD with Searching Unit
Kˆ %(Gˆ||G) %(G||Gˆ)
Case 1 96.2% 22.696 (0.011) 39.72 (0.019)
Case 2 97.2% 42.02 (0.0233) 30.68 (0.017)
Case 3 99.6% 12.54 (0.007) 10.14 (0.006)
Case 4 98.6% 40.56 (0.023) 43.74 (0.024)
We can see that setting a nsu will not affect our results much even if
the true change points are not a multiple of nsu in Case 1, so it is safe to
apply this in application, which could boost the computation as well as give
accurate estimations.
6 Case Study
6.1 Simulated Data
In the simulation section, we check the performances of our method based on
4 cases, and compare NMSD with other methods. Here we will investigate
the change point detection of these 4 cases more directly. Figure 8a-8d
are the realizations of Case 1 to Case 4. The long-dashed lines are the
locations of estimated change points while the dotted lines represent the
true change points. It is easy to see from Figure 8a that the existence of
change points are obvious, since marginal variance of the second segment is
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bigger. In Case 2, the second change point is far less obvious than the first
one which can be seen in Figure 8b. In Figure 8c, since the observations
in the first two segments concentrate more around their mean compared to
the third segment, the second change point may be captured by eyes. In
Figure 8d, two change points are not apparent any more. However, from
the perspective of spectrum, those change points are easily detected. Figure
9a-9d give the estimated spectral density functions. In Case 4, we can see
that the power of spectrum of the first segment concentrates more at higher
and lower frequencies, while the spectrum of the second part has more power
at low frequency. The spectrum of the third part is similar to the first one,
but it achieves more power in the low frequency range.
Figure 8: Estimated Change Points by NSCD for Different Cases
(a) AR Processes (b) ARMA Processes
(c) Invertible MA Processes (d) Non-Invertible MA Processes
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Figure 9: Estimated Spectrums by NSCD for Different Cases
(a) AR Processes (b) ARMA Processes
(c) Invertible MA Processes (d) Non-Invertible MA Processes
6.2 Electroencephalography Recordings for Seizure
In this section, we investigate the performance of NSCD when applied on
EEG data for seizure (Goldberger et al. 2000). The data is retrieved from
https://www.physionet.org/pn6/
chbmit/. For each subject, the EEG signal was recorded into several data
files, which was one-hour long. Here all subjects were monitored for several
days to trace their states, so we only analyze the data file with seizures. The
sampling rate is 256 Hz, so the nubmer of observations in each recording is
9216000, which is huge. In the data file we choose (which is chb01 16),
seizure happened only once with duration 51 seconds, so the number of
change points is 2. The duration of seizure is very short compared with
the total length of this recording, so we analyze a part of the data which
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begins at 10 seconds before the seizure and ends at the 10 seconds after the
seizure, so the sample size is 18176, which is still large. So here we will set
a change point searching unit equal to 64, which is 0.25 second, to ease the
computation burden. What is more, the minimal length nmin is 256 which
is 1 second. There are totally 23 channels in EEG recording, we apply
our method on channel “FP1-F3” and “FP1-F7”. The results are shown
in Figure 10a and 10b. The vertical dotted lines represent the locations
of the beginning and ending of seizure, while the vertical dashed lines are
the estimated change points. To demonstrate the changes in spectrums,
we plot the estimated spectrums in Figure F3s and F7s. As we can see,
NSCD can successfully detect the true change points, while almost all the
other estimates fall between the true change points. This is because during
seizure, the EEG recordings change abruptly, which will bring more non-
stationarity into the time series.
Figure 10: Analysis of Different Channels of EEG Data
(a) Channel FP1-F3 (b) Channel FP1-F7
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Figure 11: Estimated Spectrums of Different Channels of EEG Data
(a) Channel FP1-F3 (b) Channel FP1-F7
7 Conclusion
In this article, we propose a change point detection method based on spec-
tral density functions for non-stationary time series. We assume that non-
stationary time series can be segmented into several linear processes. Then
Kullback-Leibler divergence is applied to measure the discrepancy between
different spectral density functions. A BIC criterion is suggested to estimate
the number of change points. Due to the separable structure of objective
function, we use Dynamic programming to find the estimators. We also
show the consistency of our estimators in theory and the estimate accuracy
by simulations.
APPENDIX A. Proofs
In the appendix, B1 toB8 are appropriate constant andB7, B8 are constant
with respect to .
Lemma 3. Suppose Xt =
+∞∑
j=−∞
ajξt−j, 1 ≤ t ≤ N , where
∑
j
|aj | < +∞.
ξj
i.i.d∼ (0, σ2). Denote f(λ) as the spectral density function of Xt. fˆ is the
estimated spectral density function. Then under Assumptions 1-6,∣∣∣∣∣ fˆ(λ)− f(λ)f(λ)
∣∣∣∣∣
2q
= Op(
m2q
N q
)
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max
λi∈Λ
∣∣∣∣∣ fˆ(λi)− f(λi)f(λi)
∣∣∣∣∣
2q
= Op(
m2q
N q−1
)
Proof : Following the method of Woodroofe and Van Ness (1967), we sep-
arate our proofs into 3 parts.
Part 1: we show that for given λ ∈ [−pi, pi], E|gN (λ) − 1|2q = Op
(
m2q
N q
)
.
Here gN (λ) is the smoothed spectral density estimation for {ξ1, · · · , ξN}, ξ
|gN (λ)− 1|2q =
m∫ W (m(u− λ)) 1
N
∣∣∣∣∣
N∑
t=1
ξte
−itu
∣∣∣∣∣
2
du− σ2
2q
=
1
N2q
∫ W (u)
( N∑
t=1
ξte
−it(um−1+λ)
)2
−Nσ2
 du
2q
=
1
N2q
(
2
N∑
t=1
N−t∑
v=1
ξtξt+v cos(vλ)w(vm
−1) +
N∑
t=1
ξ2t −Nσ2
)2q
=
1
N2q
(ZN (λ) + rN (λ) + rN )
2q ,
where ZN (λ) =
N∑
t=1
ZN,t(λ),
ZN,t(λ) = 2
m−1∑
v=1
ξtξt+sw(vm
−1) cos(vλ),
rN (λ) = 2
N∑
t=N−m+2
m−1∑
v=N−t+1
ξtξt+vw(vm
−1) cos(vλ),
rN =
N∑
t=1
(ξ2t − σ2).
Since for any real number b1, . . . , bp, (b1 + . . .+ bp)
2q ≤ 22pq(b2q1 + . . .+ b2qp ).
So we only need to prove that (ZN (λ))
2q, (rN (λ))
2q, (rN )
2q are Op(N
qm2q).
By Markov’s inequality, it suffices to show that E (ZN (λ))
2q, E (rN (λ))
2q,
E (rN )
2q are O(N qm2q).
After expanding (rN (λ))
2q, we have
(rN (λ))
2q =
2q∑
p=1
∑
t1+...+tp=2q
∑
j1···jp
∑
v1···vp
(ξj1ξj1+v1)
t1 · · · (ξjpξjp+vp)tp
wt1(v1m
−1) · · ·wtp(vpm−1) cost1(v1λ) · · · costp(vpλ),
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where {j1, . . . , jp} ⊂ {N − m + 2, . . . , N}. If tk ≥ 2 for any k, then ex-
pectation of (ξj1ξj1+v1)
t1 · · · (ξjpξjp+vp)tp is not zero. If one of tk is 1, for
example, tk0 = 1, since jk ≤ N < jk + vk for any k, it is impossible to find
ξjk0 in {ξj1+v1 , . . . , ξjp+vp}, so the expectation would be zero. To sum up,
for all non-zero terms in E (rN (λ))
2q, tk should be greater than 2. Since for
any s ≤ 2q,
s∑
k=1
tk = 2q, w
j(u) cosj(u), Eξt11 · · · ξtss can be bounded by a real
number, denoted by B1, so we only need to count the number of non-zero
terms. When tk = 2 for any k, then p = q, and the number of non-zero
terms are no more than
(
C22qC
2
2q−2 · · ·C22Cqm
)2
= O(m2q). When at least
one of tk > 2, say tk0 = 3, the number of non-zero terms is no more than(
C22qC
2
2q−2 · · ·C34Cq−1m
)2
= O(m2q−2). So
E (rN (λ))
2q ≤ B1m2q.
For
E(rN )
2q = E(
N∑
t=1
(ξ2t − σ2))2q =
2q∑
p=1
∑
t1+...+tp=2q
∑
j1···jp
(ξ2j1 − σ2)t1 . . . (ξ2jp − σ2)tp ≤ B1m2q,
we can see that tk ≥ 2 for any k in all non-zero terms, so following the
discussions above, we have
E(
N∑
t=1
(ξ2t − σ2))2q ≤ B2N q.
By far, we have proven that (rN (λ))
2q and r2qN are Op(N
qm2q).
(ZN (λ))
2q =
(
N∑
t=1
ZN,t(λ)
)2q
=
(
2
N∑
t=1
m−1∑
v=1
ξtξt+vw(vm
−1) cos(vλ)
)2q
=
2q∑
p=1
∑
t1+...+tp=2q
∑
j1···jp
Zt1N,j1(λ) · · ·Z
tp
N,jp
(λ).
First, when tk ≥ 2 for any k, p ≤ q, the number of terms after expanding
Zt1N,j1 is (m − 1)t1 . So for fixed t1, . . . , tp, Zt1N,j1 · · ·Z
tp
N,jp
contains no more
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than (m− 1)t1+···+tp = (m− 1)2q terms. What is more, for any fixed p, the
number for all possible j1, . . . , jp, of which the power satisfy t1+· · ·+tp = 2q,
is no more than p!CpN . So there are no more than N
qm2q terms, which means
that E
q∑
p=1
∑
t1+...+tp=2q
∑
j1···jp
Zt1N,j1(λ) · · ·Z
tp
N,jp
(λ) ≤ B1N qm2q.
When p ≤ q and some of tk are equal to 1, we assume that tks1 =· · · = tksc = 1. For tks1 , jks1 should satisfy jks1 − jks1−1 < m, that is,
ξjks1
∈ {ξjks1−1+1, . . . , ξjks1−1+m−1}. If not, since ξjks1 is independent of
(ZN,j1)
t1 , . . . , (ZN,jks1−1
)
tjks1−1 ,
(
ξjks1 +1
+ · · ·+ ξjks1 +m−1
)
,(
ZN,jks1 +1
)tjks1 +1 , . . . , (ZN,jp)tp , we have
E(ZN,j1)
t1 · · · (ZN,jp)tp = 0.
So the number of all non-zero terms is no more than Cp−cN m
c. For (ZN,jks1−1
)
tjks1−1 ,
there are (m − 2)tjks1−1 terms which contain ξjks1 . So there are (m −
1)
tjks1−1−(m−2)tjks1−1 = O((m−2)tjks1−1 ) terms which do not contain ξjks1 .
Then the number of non-zero terms is O(Np−cmcmt1+···+tp−c) ≤ O(N qm2q).
For ξjks1
, if Z
tk1
N,jk1
, . . . , Z
tkd
N,jkd
, contain ξjks1
, then it is easy to see that there
are totally no more than mtk1+···+tkd−1 terms which do not contain ξjks1 .
However, now for all jk1 , . . . , jkd , |jkv − jks1 | ≤ m − 1. So the number of
all possible non-zero terms is O(Np−c−d+1mc+dmt1+···+tp−c) ≤ O(N qm2q).
Hence E(ZN,j1)
t1 · · · (ZN,jp)tp ≤ B1N qm2q.
When p > q, there are at least p − q of tj = 1, so following the discus-
sions above, E(ZN,j1)
t1 · · · (ZN,jp)tp ≤ B1N qm2q. Therefore summarizing
discussions above, E(ZN (λ))
2q = Op(
m2q
Nq ).
Part 2, we prove that
∣∣∣∣f(λ)− EfN (λ)f(λ)
∣∣∣∣2q = O(m2qN q ).∣∣∣∣f(λ)− EfN (λ)f(λ)
∣∣∣∣2q ≤ B ∣∣∣∣f(λ)−m∫ W (m(λ− u))f(u)du∣∣∣∣2q
+B
∣∣∣∣m∫ W (m(λ− u))(f(u)− EIN (u))du∣∣∣∣2q
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And∣∣∣∣f(λ)−m∫ W (m(λ− u))f(u)du∣∣∣∣2q = ∣∣∣∣∫ (f(λ)− f(λ− um−1))W (u)du∣∣∣∣2q
≤
(∫ ∣∣f(λ)− f(λ− um−1)∣∣W (u)du)2q
≤ Bfm−2q
∣∣∣∣∫ |u|W (u)du∣∣∣∣2q
Since α ≥ 14 , we have limN→∞
1
m2q
/
m2q
N q
< +∞.
And∣∣∣∣m∫ W (m(λ− u))(f(u)− EIN (u))du∣∣∣∣2q = ∣∣∣∣∫ W (u)(f(λ− um−1)− EIN (λ− um−1))du∣∣∣∣2q
≤
(∫
W (u)
∣∣f(λ− um−1)− EIN (λ− um−1)∣∣ du)2q
Since by Woodroofe and Van Ness (1967),
max|λ|≤pi |f(λ)− EIN (λ)| ≤ Bpe logN/N ,
where Bpe is a constant. So∣∣∣∣m∫ W (m(λ− u))(f(u)− EIN (u))du∣∣∣∣2q ≤ ∣∣∣∣∫ W (u)Bpe logNN du
∣∣∣∣2q
≤ B2qpe
(logN)2q
N2q
.
And lim
N→∞
(logN)2q
N2q
/
m2q
N q
→ 0. So we complete Part 2.
Part 3: we show that E
∣∣∣fN (λ)−EfN (λ)f(λ) − (gN (λ)− σ2)∣∣∣2q = Op(m2qNq ).∣∣∣∣fN (λ)− EfN (λ)f(λ) − (gN (λ)− σ2)
∣∣∣∣2q
=
∣∣∣∣fN (λ)− EfN (λ)− f(λ)(gN (λ)− σ2)f(λ)
∣∣∣∣2q
≤ Bf
∣∣fN (λ)− EfN (λ)− f(λ)(gN (λ)− σ2)∣∣2q
= Bf
∣∣∣∣m ∫ W (m(λ− u)) (IN (u)− EIN (u)− f(u)(JN (u)− EJN (u))) du
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+ m
∫
W (m(λ− u)) (f(λ)− f(u)) (JN (u)− EJN (u))du
∣∣∣∣2q
≤ B3
∣∣∣∣m∫ W (m(λ− u)) (IN (u)− EIN (u)− f(u)(JN (u)− EJN (u))) du∣∣∣∣2q
+B3
∣∣∣∣m∫ W (m(λ− u)) (f(λ)− f(u)) (JN (u)− EJN (u))du∣∣∣∣2q
= R1(λ) +R2(λ),
where JN (u) is the periodogram for ξ1, . . . , ξN , B3 is a constant. After
some manipulations (see Woodroofe and Van Ness 1967, Grenander and
Rosenblatt 1957).
ER1(λ) = E
1
N2q
∣∣∣∣∣
+∞∑
r,s=−∞
arasdrs(λ)
∣∣∣∣∣
2q
≤ 1
N2q
2q∑
p=1
∑
t1+···+tp
∑
r1,s1···
rp,sp
E
(
|ar1as1dr1s1 |t1 · · ·
∣∣arpaspdrpsp∣∣tp)
=
1
N2q
2q∑
p=1
∑
t1+···+tp
∑
r1,s1···
rp,sp
|ar1as1 |t1 · · ·
∣∣arpasp∣∣tp E (|dr1s1 |t1 · · · ∣∣drpsp∣∣tp)
≤ 1
N2q
2q∑
p=1
∑
t1+···+tp
∑
r1,s1···
rp,sp
|ar1as1 |t1 · · ·
∣∣arpasp∣∣tp (E |dr1s1 |2t1 · · · ∣∣drpsp∣∣2tp) 12
Now let us focus on |drs|4q, that is r1 = · · · = rp, s1 = · · · = sp, and denote
Rξ(v) as the autocovariance function of ξj .
|drs|4q =
∣∣∣∣∣
N−r∑
v1=1−r
N−s∑
v2=1−s
w((v1 − v2 + r − s)m−1)e−i(v1−v2+r−s)λ(ξv1ξv2 −Rξ(v1 − v2))
−
N∑
v1=1
N∑
v2=1
w((v1 − v2 + r − s)m−1)e−i(v1−v2+r−s)λ(ξv1ξv2 −Rξ(v1 − v2))
∣∣∣∣∣
4q
=
∣∣∣∣∣
N−r∑
v1=1−r
N−s∑
v2=1−s
w((v1 − v2 + r − s)m−1) cos((v1 − v2 + r − s)λ)(ξv1ξv2 −Rξ(v1 − v2))
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+i
N−r∑
v1=1−r
N−s∑
v2=1−s
w((v1 − v2 + r − s)m−1) sin((v1 − v2 + r − s)λ)(ξv1ξv2 −Rξ(v1 − v2))
−
N∑
v1=1
N∑
v2=1
w((v1 − v2 + r − s)m−1) cos((v1 − v2 + r − s)λ)(ξv1ξv2 −Rξ(v1 − v2))
+i
N∑
v1=1
N∑
v2=1
w((v1 − v2 + r − s)m−1) sin((v1 − v2 + r − s)λ)(ξv1ξv2 −Rξ(v1 − v2))
∣∣∣∣∣
4q
= |Qrs + iTrs|4q ≤ 22q
(
Q4qrs + T
4q
rs
)
Again, we only need to prove that the expectation of Q4qrs and T
4q
rs are
O(N2qm4q). And
EQ4qrs = E
 N−r∑
v1=1−r
N−s∑
v2=1−s,v2 6=v1
w((v1 − v2 + r − s)m−1) cos((v1 − v2 + r − s)λ)ξv1ξv2
−
N∑
v1=1
N∑
v2=1,v2 6=v1
w((v1 − v2 + r − s)m−1) cos((v1 − v2 + r − s)λ)ξv1ξv2
+
min(N−r,N−s)∑
v1=max(1−r,1−s)
(
ξ2v1 − 1
) − N∑
v1=1
(ξ2v1 − 1)
)4q
≤ 216q
E
 N−r∑
v1=1−r
N−s∑
v2=1−s,v2 6=v1
w((v1 − v2 + r − s)m−1) cos((v1 − v2 + r − s)λ)ξv1ξv2
4q
+ E
 N−r,N−s∑
v1=max(1−r,1−s)
(
ξ2v1 − σ2
)4q
+ E
 N∑
v1=1
N∑
v2=1,v2 6=v1
w((v1 − v2 + r − s)m−1) cos((v1 − v2 + r − s)λ)ξv1ξv2
4q
+ E
(
N∑
v1=1
(ξ2v1 − σ2)
)4q
For those four terms in the last inequality above, following the proofs of Part
1, we can show that each of them is O(N2qm4q). Similarly to the discussions
above, E (Trs(λ))
4q = O(N2qm4q). So we have E |drs(λ)|4q ≤ O(N2qm4q).
When some of (rk, sk) are different from each other, for example, (r1, s1) 6=
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(rk, sk) for k ≥ 2, then in E|dr1s1(λ)|2t1 · · · |drpsp(λ)|2tp , the number of non-
zero terms should be less than E |drs(λ)|4q because some ξj in dr1s1(λ) are
not in drksk(λ). And now, when the power of ξj is 1 in the expansion of
(dr1s1(λ))
2t1 , we can not find any ξj in (drksk(λ))
2tk , so the expectations of
these terms are 0. So,
ER1(λ) ≤ BN
qm2q
N2q
2q∑
p=1
∑
t1+···+tp
∑
r1,s1···
rp,sp
|ar1as1 |t1 · · ·
∣∣arpasp∣∣tp
Since
∑
j |aj | < +∞, ∑
r1,s1···
rp,sp
|ar1as1 |t1 · · ·
∣∣arpasp∣∣tp < +∞
for any given t1, . . . , tp. Since t1 + · · · + tp = 2q, ER1(λ) ≤ B1N
qm2q
N2q
=
B1
m2q
N q
.
R2(λ) = B2
(∫
W (u)
(
f(λ)− f(λ− um−1)) (JN (λ− um−1)− E (JN (λ− um−1))) du)2q
= B3
(∫
W (u)
1− 1
2qW (u)
1
2q
(
f(λ)− f(λ− um−1))×(
JN (λ− um−1)− E
(
JN (λ− um−1)
))
du
)2q
≤ B4
(∫
W (u)
1− 1
2qW (u)
1
2q um−1
(
JN (λ− um−1)− E
(
JN (λ− um−1)
))
du
)2q
≤ B4
(∫ (
(W (u))
1− 1
2q
) 2q
2q−1
du
)2q 2q−1
2q
×(∫
u2qm−2qW (u)
(
JN (λ− um−1)− EJN (λ− um−1)
)2q
du
)2q 1
2q
= B4m
−2q
∣∣∣∣∫ u2qW (u) (JN (λ− um−1)− EJN (λ− um−1))2q du∣∣∣∣
= B4m
−2q
∣∣∣∣i−2q ∫ (iu)2qW (u) (JN (λ− um−1)− EJN (λ− um−1))2q du∣∣∣∣
= B4m
−2q
∣∣∣∣∫ F(w(2q))(u) (JN (λ− um−1)− EJN (λ− um−1))2q du∣∣∣∣
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= B4m
−2q
∫
F(w(2q))(u)
(
N∑
t=1
N−t∑
v=1
ξtξt+ve
−i(λ−um−1)v +
N∑
t=1
(ξ2t − 1)
)2q
du
where the second inequality holds because of Ho¨lder inequality, and F(w(2q))(u)
is the Fourier transformation of the 2qth derivative of w(v). Since w(v) = 0
for v ≥ 1, we have w(2q) = 0 for v ≥ 1, and w(2q)(v) is bounded. So similar
to Part 1, we have R2(λ) ≤ B5m−2qm
2q
N q
=
B5
N q
. Here we complete Part 3.
Since∣∣∣∣fN (v)− f(v)f(v)
∣∣∣∣2q ≤ ∣∣∣∣fN (v)− EfN (λ) + EfN (λ)− f(λ)f(λ) − (gN (λ)− 1) + (gN (λ)− 1)
∣∣∣∣2q
≤ 26q
(∣∣∣∣fN (λ)− EfN (λ)f(λ) − (gN (λ)− σ2)
∣∣∣∣2q + ∣∣∣∣f(λ)− EfN (λ)f(λ)
∣∣∣∣2q
+
∣∣gN (λ)− σ2∣∣2q ) ,
we have
E
∣∣∣∣fN (v)− f(v)f(v)
∣∣∣∣2q ≤ Bm2qN q .
Then, by Markov inequality,
P
(∣∣∣∣∣ fˆ(λ)− f(λ)f(λ)
∣∣∣∣∣ ≥  mN1/2
)
≤ N
q
m2q2q
E
∣∣∣∣fN (v)− f(v)f(v)
∣∣∣∣2q
≤ N
q
m2q2q
B
m2q
N q
=
B
2q
P
(
max
λj
∣∣∣∣fN (λj)− f(λj)f(λj)
∣∣∣∣ ≥  mn(q−1)/(2q)
)
≤
N∑
j=1
P
(∣∣∣∣fN (λj)− f(λj)f(λj)
∣∣∣∣ ≥  mN (q−1)/(2q)
)
≤
N∑
j=1
N q−1
2qm2q
B5
m2q
N q
=
B5
2q
.
So
P ( max
1≤k<l≤N
max
λi
∣∣∣∣fN (λi)− f(λi)f(λi)
∣∣∣∣ ≥  m
N
q−3
2q
) ≤
N∑
k=1
N∑
l=1
B5
m2qN q−3
N q−12q
=
B5m
2q
2q
.
Here we complete the proof of Lemma 3.
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Lemma 4. Suppose ∀k, Xt =
+∞∑
j=−∞
aj(k)t−j satisfy Assumptions 1-8, then
f0(λ) =
K+1∑
k=1
Nk
N
fk(λ) (1)
max
λi∈Λ
∣∣∣∣∣ fˆ0(λi)− f0(λi)f0(λi)
∣∣∣∣∣ = Op ( mN (q−1)/2q ) (2)
Proof :
fˆ0(λ) = m
∫ +∞
−∞
W (m(u− λ))Iˆ0(u)du
= m
∫ +∞
−∞
W (m(u− λ)) 1
N
∣∣∣∣∣∣
N∑
j=1
e−ijuXj
∣∣∣∣∣∣
2
du
= m
∫ +∞
−∞
W (m(u− λ)) 1
N
∣∣∣∣∣∣∣
K+1∑
k=1
τ0k∑
j=τ0k−1+1
e−ijuXj
∣∣∣∣∣∣∣
2
du
= m
∫ +∞
−∞
W (m(u− λ)) 1
N
K+1∑
k=1
∣∣∣∣∣∣∣
τ0k∑
j=τ0k−1+1
e−ijuXj
∣∣∣∣∣∣∣
2
+
∑
k1 6=k2
τ0k1∑
j=τ0k1−1+1
e−ijuXj
τ0k2∑
j=τ0k2−1+1
eijuXj
 du
= m
∫ +∞
−∞
W (m(u− λ)) 1
N
K+1∑
k=1
∣∣∣∣∣∣
Nk∑
j=1
e−ijuXj
∣∣∣∣∣∣
2 ∣∣∣eiτ0k−1u∣∣∣2 + ∑
k1 6=k2
ζk1(u)ζ¯k2(u)
 du
=
K+1∑
k=1
fˆk(λ) +
∑
k1 6=k2
m
N
∫ ∞
−∞
W (m(u− λ))ζk1(u)ζ¯k2(u)du,
where ζk1(u) =
τ0k1∑
j=τ0k1−1+1
e−ijuXj . So
P
(∣∣∣∣∣ fˆ0(λ)− f0(λ)f0(λ)
∣∣∣∣∣ ≥  mN1/2
)
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≤ P
(
Bf
∣∣∣∣∣ fˆ0(λ)− f0(λ)f0(λ)
∣∣∣∣∣ ≥  mN1/2
)
≤
K+1∑
k=1
P
(
Nk
N
∣∣∣fˆk(λ)− fk(λ)∣∣∣ ≥  m
N1/2(K + 1)2
)
+
∑
k1 6=k2
P
(∣∣∣∣mN
∫ +∞
−∞
W (m(u− λ))ζk1(u)ζ¯k2(u)du
∣∣∣∣ ≥  mN1/2(K + 1)2
)
.
By Lemma 3, we only need to show that∣∣∣∣mN
∫ +∞
−∞
W (m(u− λ))ζk1(u)ζ¯k2(u)du
∣∣∣∣ = Op( mN1/2 ).
What is more, assume k1 < k2 without loss of generality, then we have∣∣∣∣mN
∫ +∞
−∞
W (m(u− λ))ζk1(u)ζ¯k2(u)du
∣∣∣∣
=
1
N
∣∣∣∣∫ W (u) (ζk1(um−1 + λ)ζ¯k2(um−1 + λ)) du∣∣∣∣
=
1
N
∣∣∣∣∣∣∣
∫
W (u)
 τ
0
k1∑
j=τ0k1−1
e−ij(um
−1+λ)Xj
τ0k2∑
j=τ0k2−1
eij(um
−1+λ)Xj
 du
∣∣∣∣∣∣∣
=
1
N
∣∣∣∣∣∣∣
τk2−1+1−τ0k1+Nk1∑
l=τ0k2−1+1−τ
0
k1
w(um−1)eilλ
τ0k1∑
j=τ0k1
−(l−τ0k2−1+1−τ
0
k1
)
XjXj+l
+
τk2−τk1∑
l=τk2−1+1−τk1+Nk1+1
w(um−1)eilλ
τk1∑
j=τk1−1
XjXj+l
+
τk2−τk1−1∑
l=τk2−τk1+1
w(um−1)eilλ
τk1+1+Nk2−Nk1−(l−τk2−τk1+1)∑
j=τk1−1+1
XjXj+l
∣∣∣∣∣∣ .
Since Nk > m, ∀k, w(u) = 0 for |u| ≥ 1, so if k2 − k1 > 1, ζk1(u)ζ¯k2(u) = 0.
So without loss of generality, we set k1 = 1, k2 = 1. Next, we separate the
proofs into 2 parts, as in Lemma 3.
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Part 1:
1
N
∣∣∣∣m ∫ W (m(u− λ))ζ1(u)ζ¯2(u)∣∣∣∣
=
1
N
∣∣∣∣∣∣
∫
W (u)
N1∑
j=1
e−ij(um
−1+λ)ξj
N2∑
j=N1+1
eij(um
−1+λ)ξj
∣∣∣∣∣∣
=
1
N
∣∣∣∣∣∣
N1∑
l=1
w(lm−1)eilλ
N1−m∑
j=N1−l+1
ξjξj+l
∣∣∣∣∣∣ .
So
E
1
N2q
∣∣∣∣∣∣
N1∑
l=1
w(lm−1)eilλ
N1−m∑
j=N1−l+1
ξjξj+l
∣∣∣∣∣∣
2q
≤ E
 1
N2q
22q
 m∑
l=1
w(lm−1) cos(lλ)
N1−m∑
j=N1−l+1
ξjξj+l
2q
+
1
N2q
22q
 m∑
l=1
w(lm−1) sin(lλ)
N1−m∑
j=N1−l+1
ξjξj+l
2q .
So for two terms in the inequality above, following the proofs in Part 1 of
Lemma 3, we have
E
 1
N2q
22q
 m∑
l=1
w(lm−1) cos(lλ)
n1−m∑
j=n1−l+1
ξjξj+l
2q = O(m3q
N2q
)
,
E
 1
N2q
22q
 m∑
l=1
w(lm−1) sin(lλ)
n1−m∑
j=n1−l+1
ξjξj+l
2q = O(m3q
N2q
)
.
Part 2: Set f11(u), f22(u) satisfying f1(u) = f11(u)f¯11(u), f2(u) = f22(u)f¯22(u),
where f¯22 denotes the conjugate of f22. We show that
∣∣∣∣m ∫ W (m(u− λ))ζ1(u)ζ¯2(u)duf11f¯22 − gn(λ)
∣∣∣∣2q =
41
Op(
m2q
N q
).∣∣∣∣m ∫ W (m(u− λ))ζ1(u)ζ¯2(u)duf11f¯22 − gn(λ)
∣∣∣∣2q
≤ Bf
∣∣∣∣m ∫ W (m(u− λ))ζ1(u)ζ¯2(u)du− f11(λ)f¯22(λ)gn(λ)∣∣∣∣2q
≤
∣∣∣∣m∫ W (m(u− λ))(ζ1(u)ζ¯2(u)− f11(u)f¯22(u))∣∣∣∣2q
+
∣∣∣∣m ∫ W (m(u− λ))(f11(λ)f¯22(λ)− f11(u)f¯22(u))J1(u)J2(u)du∣∣∣∣2q
= R1(λ) +R2(λ).
Since ∀k, fk(λ) all satisfy uniform Lipschitz condition, then it is easy to see
that f11(u)f¯22(u) also satisfies uniform Lipschitz condition. Following the
proofs in Part 3 of Lemma 3, we have
R2(λ) = Op(
1
N q
).
Following the proofs in Part 3 of Lemma 3 again, we haveR1(λ) = |
+∞∑
r=−∞,s=−∞
ar(1)as(2)drs|2q,
where
drs =
τ1−r∑
v1=1−r
τ2−s∑
v2=τ1+1−s
ξv1ξv2e
i(v1−v2)(um−1+λ)w((v2 − v1)m−1)
−
τ1∑
v1=1
τ2∑
v2=1
ξv1−rξv2−se
i(v2−v1)(um−1+λ)w((v2 − v1)m−1).
So following the proofs in Part 3 of Lemma 3 again. we have
R1(λ) = Op(
m2q
N q
).
Here we complete the proof of Lemma 4.
Lemma 5. Assume Assumption 1-8, ∀s = 1, · · · ,K + 1, max
τ0s−1≤k<l≤τ0s
ϑkl ∼
Op(N
− q−3−2qα
2q ), when l − k = Nkl ≥ ml. Here
ϑkl =
Nkl
N
∫ pi
−pi
fˆ lk(v) log
(
st(fˆk)
st(fs)
)
dv
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Proof : Set mkl = N
α
kl, and B1 to B6 are all constant. By Lemma 3, we
have
P
max
λi
∣∣∣∣∣ fˆ lk(λi)− f(λi)f(λi)
∣∣∣∣∣
2q
> 
m2q
N (q−3)
 ≤ B5
N22q
,
So denote Akl = {max
λi
∣∣∣∣∣ fˆ lk(λi)− f(λi)f(λi)
∣∣∣∣∣ ≤  mN (q−3)/(2q) }, then on set Akl,∣∣∣∣∣ fˆ lk(λi)− f(λi)f(λi)
∣∣∣∣∣ ≤  mN (q−3)/(2q) ⇒ max(0, 1−  B5mN (q−3)/(2q) ) ≤ fˆkl(λi)fs(λi) ≤
1 + 
B5m
N (q−3)/(2q)
, ∀k, l, λi.
Since fˆkl(λi)fs(λi) ≥ 0,
max(0, 1−  B5m
N (q−3)/(2q)
) ≤ fˆkl(λi)
fs(λi)
≤ 1 +  B5m
N (q−3)/(2q)
.
So on set Akl, we have
0 ≤ fˆkl(λi)
fs(λi)
≤ 1 +  B5m
N (q−3)/(2q)
⇒ 0 ≤ fˆkl(λi) ≤ fs(λi)
(
1 + 
B5m
N (q−3)/(2q)
)
⇒ 0 ≤ Fˆkl(pi) ≤ Fs(pi)
(
1 + 
B6m
N (q−3)/(2q)
)
.
Then on
⋂
kl
Akl,
max
kl
ϑkl = max
kl
Nkl
N
∫ pi
−pi
fˆ lk(u) log
(
st(fˆk)
st(fs)
)
du
= max
kl
Nkl
N
∫ pi
−pi
fˆ lk(u) log
(
Fs(pi)
Fˆk(pi)
× fˆk(u)
fs(u)
)
du
≤ max
kl
Nkl
N
∫ pi
−pi
max
u
fˆ lk(u) log
(
Fs(pi)
Fˆk(pi)
×max
u
fˆk(u)
fs(u)
)
du
≤ max
kl
Nkl
N
∫ pi
−pi
max
u
fs(u)
(
1 +
B5m
N (q−3)/(2q)
)
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log
((
1 +
B6m
N (q−3)/(2q)
)(
1 +
B5m
N (q−3)/(2q)
))
du
log(1+x)≤x
≤ max
kl
Nkl
N
∫ pi
−pi
max
u
fs(u)
(
1 +
B5m
N (q−3)/(2q)
)(
B6m
N (q−3)/(2q)
+
B5m
N (q−3)/(2q)
)
du
≤ B7 m
N (q−3)/(2q)
= B7N
− q−3−2qα
2q .
Here B7 is some constant containing . So set B8 > B7,
P
(
max
kl
ϑkl ≥ B8N−
q−3−2qα
2q
)
= P
(
max
kl
ϑkl ≥ B8N−
q−3−2qα
2q |
⋂
kl
Akl
)
P
(⋂
kl
Akl
)
+P
(
max
kl
ϑkl ≥ B8N
q−3−2qα
2q |
⋃
kl
Ackl
)
P
(⋃
kl
Ackl
)
≤ P
(
max
kl
ϑkl ≥ B8N−
q−3−2qα
2q |
⋂
kl
Akl
)
+ P
(⋃
kl
Ackl
)
≤ 0 + B5
2q
,
and the last inequality can be arbitrarily small by choosing sufficiently large
. Here we complete proofs of Lemma 5.
Lemma 6. Assume Assumption 1-8, ∀s = 1, · · · ,K + 1, max
1≤k<l≤N
ϑkl ∼
Op(N
− q−3−2qα
2q ), when l − k = Nkl ≥ ml. Here
ϑkl =
Nkl
N
∫ pi
−pi
fˆ lk(v) log
(
st(fˆk)
st(fs)
)
dv
Proof : Following the proofs of Lemma 5, this lemma can be easily obtained.
Proofs of Theorem 1:
DenoteAkl =
{
ω : max
λi
∣∣∣∣∣ fˆ lk(λi)− f(λi)f(λi)
∣∣∣∣∣ ≤  mN (q−3)/(2q) , ∀j = 1, . . . ,K
}
, where
ω is the event in probability space (Ω,F , P ). Then ∀ω ∈ ⋂
kl
Akl, we prove
that κˆk → κ0k, ∀j.
For κˆk, since κˆk(ω) is bounded, ∀k, then there exists {ns} such that
κˆns(ω)→ κ∗k on the subsequence. It follows from Lemma 4 and 5, that
1
N
R(κ∗1, . . . , κ
∗
K) ≤
K+1∑
i=1
(κ∗i − κ∗i−1)
∫
fκ∗i−1κ∗i (v) log
st(fκ∗i−1κ∗i )
st(f)
dv +O(N
− q−3−2qα
2q ),
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where λ∗0 = 0, λ∗K+1 = 1. If κi−1 ≤ κ∗j−1 < κk < · · · < κi+k < κ∗j , then by
Lemma 5, we have
fκ∗j−1κ∗j =
κi − κ∗j−1
κ∗j − κ∗j−1
fi +
κi+1 − κi
κ∗j − κ∗j−1
fi+1 + . . .+
κ∗j − κj+k
κ∗j − κ∗j−1
fj+k+1
Fκ∗j−1κ∗j =
κi − κ∗j−1
κ∗j − κ∗j−1
Fi +
κi+1 − κi
κ∗j − κ∗j−1
Fi+1 + . . .+
κ∗j − κj+k
κ∗j − κ∗j−1
Fj+k+1.
Since 1NR(κ1, . . . , κK) =
K+1∑
k=1
∫
fk(u) log
st(fk)
st(f) du.
So
1
N
R(λ∗j−1, λ
∗
j )−
1
N
R(λ∗j−1, λi)− . . .−
1
N
R(λ∗i+k−1, λi+k)
= (λ∗j − λ0i )
∫
fi(u) log
st(fλ∗j−1λ∗j )
st(fi)
du+ (λ0i+1 − λ0i )
∫
fi+1(u) log
st(fλ∗j−1λ∗j )
st(fi+1)
du
+ · · ·+ (λ∗j − λ0i+k)
∫
fi+k(u) log
st(fλ∗j−1λ∗j )
st(fi+k)
du+O(N
− q−3−2qα
2q ) < 0
as N → ∞, since every term above is always negative. If κj−1 < κ∗k <
κ∗k+1 < κj , then
1
N
R(λˆk−1, λˆk) = (λ∗j − λ∗j−1)
∫
fj(v) log
st(fj)
st(f)
dv +O(N
− q−3−2qα
2q ).
So we have
1
N
R(κˆ1, . . . , κˆK) =
1
N
R(κ∗1, . . . , κ
∗
K) +O(N
− q−3−2qα
2q )− 1
N
R(κ01, . . . , κ
0
K) < 0
as N → ∞. This is a contradiction because κˆk are the maximizers of
R(κ1, . . . , κK). Since
P
⋂
k,l
Akl
 = 1− P
⋃
k,l
Ackl
 ≥ 1− N∑
l−k≥ml
P (Ackl) = 1−
B1
2q
.
so κˆj
p→ κ0j .
Proofs of Theorem 2:
If L < K, then there should be a change point λ0j that can not estimated
consistently. Then following the proof in Theorem 1,
− 1
N
R(κˆ1, . . . , κˆL) + LCN/N +
1
N
R(κˆ1, . . . , κˆK)−KCN/N
< −c+Op(N−
q−3−2qα
2q )− (K − L)CN/N < 0
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as N →∞.
If Kˆ > K, then still every change point λi should be estimated con-
sistently. So, there should be a change point κj−1 < κ∗k < κj . Then
by Lemma 4 and 5, R(κj−1, κ∗k, κj) − R(κj−1, κj) = Op(N−
q−3−2qα
2q ). So
BICL − BICK = Op(N−
q−3−2qα
2q ) + (K − L)CN/N < 0, as N → ∞. Here
we complete the proofs of Theorem 2.
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