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LACK OF REGULARITY OF THE TRANSPORT DENSITY
IN THE MONGE PROBLEM
SAMER DWEIK
Abstract. In this paper, we provide a family of counter-examples to the regularity of the transport
density in the classical Monge-Kantorovich problem. We prove that the W 1,p regularity of the source
and target measures f± does not imply that the transport density σ is W 1,p, that the BV regularity
of f± does not imply that σ is BV and that f± ∈ C∞ does not imply that σ is W 1,p, for large p.
1. Introduction
The mass transport problem dates back to a work from 1781 by Gaspard Monge, Me´moire sur la
the´orie des de´blais et des remblais ([16]), where he formulated a natural question in economics which
deals with the optimal way of moving points from one mass distribution to another so that the total
work done is minimized. In his work, the cost of moving one unit of mass from x to y is measured with
the Euclidean distance |x− y|, even though many other cost functions have been studied later on.
In order to explain this problem in full details, let us consider f± two given finite positive Borel
measures in Ω satisfying the mass balance condition f+(Ω) = f−(Ω), where Ω is a compact convex set
in Rd. Let |.| stand for the Euclidean norm in Rd. Then, the classical Monge optimal transportation
problem ([16]) consists in finding a transport map T : Ω 7→ Ω minimizing the functional
T 7→
∫
Ω
|x− T (x)| df+,
among all Borel measurable maps T : Ω 7→ Ω which satisfy the “push-forward” condition T#f
+ = f−,
i.e
f−(A) = f+(T−1(A)) for every Borel set A ⊂ Ω.
The existence of optimal maps was addressed by many authors [1], [4], [10], [17] and [20] (see [5] for the
most general result, which is valid for arbitrary norms ||x−y||; however in this paper we will concentrate
only on the Euclidean case). Although this problem may have no solutions, its relaxed setting (which is
the Kantorovich problem [15]) always has one. The relaxed problem consists in finding a Borel measure
λ over Ω × Ω (called optimal transport plan) satisfying pi±#λ = f
±, where pi± : Ω × Ω 7→ Ω being the
projections on the first and second factor, respectively (i.e pi±(x+, x−) := x±), which minimizes the
functional
λ 7→
∫
Ω×Ω
|x− y| dλ
among all Borel measures λ on Ω× Ω satisfying pi±#λ = f
±. For the details about Optimal Transport
theory, its history, and the main results, we refer to [19] and [21]. It is also possible to prove that the
maximization of the functional
u 7→
∫
Ω
u d(f+ − f−),
among all the 1-Lipschitz functions u on Ω, is the dual to the Kantorovich problem (a maximizer
for this problem is called Kantorovich potential). This duality implies that optimal λ and u satisfy
1
u(x) − u(y) = |x − y| on the support of λ, but also that, whenever we find some admissible λ and u
satisfying
∫
Ω×Ω
|x − y|dλ =
∫
Ω
ud(f+ − f−), they are both optimal (a maximal segment [x, y] such
that u(x) − u(y) = |x − y| is called transport ray). In such a theory it is classical to associate with
any optimal transport plan λ a positive measure σ on Ω, called transport density, which represents the
amount of transport taking place in each region of Ω. This measure σ is defined by
(1.1) < σ,ϕ >=
∫
Ω×Ω
dλ(x, y)
∫ 1
0
ϕ((1 − t)x+ ty)|x− y| dt for all ϕ ∈ C(Ω).
It is well known that (σ, u) solves a particular PDE system, called Monge-Kantorovich system:
(1.2)


−∇ · (σ∇u) = f+ − f− in Ω
σ∇u · n = 0 on ∂Ω,
|∇u| ≤ 1 in Ω,
|∇u| = 1 σ − a.e.
The Lp regularity of the transport density σ is proved successively by many authors (see, for instance,
[7, 8, 9, 11, 18]). In particular, we have the following
Proposition 1.1. Suppose f+ ≪ Ld or f− ≪ Ld. Then, the transport density σ is unique (i.e does not
depend on the choice of the optimal transport plan λ) and σ ≪ Ld. Moreover, if both f+, f− ∈ Lp(Ω),
then σ also belongs to Lp(Ω).
The higher order regularity of the transport density σ is still widely open; the only known results are
in R2 : if f± are two positive densities, continuous and have compact, disjoint, convex support, then
the “monotone optimal transport map” T is continuous except on a negligible set (the endpoints of
transport rays) and the transport density σ is actually continuous everywhere ([12]). Moreover, in [13],
the authors prove the continuity of the same map T under the assumptions that f± are two positive
densities, continuous with spt(f+) ⊂ spt(f−) and one of the sets {f+ > f−}, {f− > f+} is convex
(it will be that the transport density σ is also continuous in this case). Other results exist as far as
the regularity in some directions is concerned: in [10], it has been proven that when f± are Lipschitz
continuous with disjoint supports (and with some extra technical condition on the supports), then the
transport density is locally Lipschitz continuous “along transport rays”. Also in [3], the authors have
a more general result for the case of just summable f± without any extra conditions on supports; they
prove that if f± ∈ Lp(Ω), then for a.e x ∈ Ω, the transport density σ ∈ W 1,ploc (Rx), where Rx is the
transport ray passing through x. As one can see, the W 1,p(Ω) (C0,α(Ω), BV (Ω), ...) regularity of the
transport density σ is an interesting question, and the aim of this paper is to give a (negative) answer
to it!
In this paper we focus on examples relating the regularity of the initial data f± with the regularity of
the transport density σ. As a starting point, the following example shows that in general, the transport
density σ is not more regular than the initial data : consider χ+ := [0, 1]2, χ− := [2, 3]× [0, 1] and set
f+(x1, x2) := f1(x1)f2(x2), where we suppose that f
+ is concentrated on χ+, and take f−(x1, x2) :=
f+(x1 − 2, x2), for every (x1, x2) ∈ χ
−. In this case, it is easy to compute the transport density σ
between f±, so we get σ(x1, x2) = (
∫ x1
0 f1(t) dt)f2(x2) for every x ∈ χ
+. Hence, the transport density
σ has the same regularity as f± in the x2-variable. Yet, we will give examples where the regularity of
the transport density σ is worse than the regularity of the initial data f±. In particular, we will prove
among others the following statements:
f± ∈W 1,p(Ω) 6⇒ σ ∈W 1,p(Ω), ∀ p > 1,(1.3)
f± ∈ BV (Ω) 6⇒ σ ∈ BV (Ω),(1.4)
f± ∈ C∞(Ω¯) 6⇒ σ ∈W 1,3(Ω).(1.5)
la
−a
Figure 1.
2. Main Results
Inspired by [6, 14], we will construct a family of counter-examples by, first, choosing which lines will
be transport rays. Set γ > 0 and consider the following transport rays:
(2.1) la :=
{
(x1, x2) ∈ R
2 : x2 =
aγ
2
(x1 + a), x1 ∈ (−a, 1)
}
, a ∈ [0, 1].
It is clear that the segments la do not mutually intersect. The domain representing both source and
target will be ∆ ⊂ R2 (see Figure 1), where
(2.2) ∆ := interior of the triangle with vertices (−1, 0), (1, 0) and (1, 1).
The initial and final density will have the form
(2.3) f+(x1, x2) = 1, f
−(x1, x2) = 1 + β(ζ
′′(x1) + η
′′(x2)) for all x := (x1, x2) ∈ ∆,
where ζ(x1) := −x
2
1(x1 − 1)
2 (the choice of ζ is made essentially in such a way that ζ(1) = ζ′(1) = 0),
η is a C2 function with η(0) = η′(0) = 0 and β > 0 is chosen so that f− will be a non-negative density.
Note that η is constructed in such a way that the following mass balance condition for the region in
the domain below each la is satisfied:
(2.4)
∫
∆a
f+ =
∫
∆a
f− for all a ∈ [0, 1],
where ∆a is the subgraph of la in ∆, namely the triangle formed by (−a, 0), (1, 0) and (1,
aγ
2 (1 + a));
or equivalently, (2.4) can be rewritten as
−
∫
∆a
ζ′′(x1) dx1 dx2 =
∫
∆a
η′′(x2) dx1 dx2 for all a ∈ [0, 1].
Yet, it is easy to see that
−
∫
∆a
ζ′′(x1) dx1 dx2 = −
∫ aγ
2
(1+a)
0
∫ 1
2
aγ
x2−a
ζ′′(x1) dx1 dx2
=
∫ aγ
2
(1+a)
0
ζ′
(
2
aγ
x2 − a
)
dx2
=
aγ+2
2
(1 + a)2
and as η(0) = η′(0) = 0, we have∫
∆a
η′′(x2) dx1 dx2 =
∫ 1
−a
∫ aγ
2
(x1+a)
0
η′′(x2) dx2 dx1
=
∫ 1
−a
η′
(
aγ
2
(x1 + a)
)
dx1
=
η(a
γ
2 (1 + a))
aγ
2
.
Then,
η(s) = s2a2(s), ∀ s ∈ (0, 1)
where a(s) is the unique solution of
(2.5) s =
aγ
2
(1 + a).
Yet, by the implicit function theorem, it is easy to see that there exists a C∞ function h defined in a
neighborhood of 0 such that
s =
h(s)
2
1
γ
(1 + h(s))
1
γ .
Hence, h(s
1
γ ) is a solution to (2.5) and η(s) = s2h2(s
1
γ ). After tedious computations, we can check
that
η′(s) = 2s h2(s
1
γ ) +
2
γ
s
1
γ
+1 h(s
1
γ )h′(s
1
γ ),
η′′(s) = 2 h2(s
1
γ ) +
(
6
γ
+
2
γ2
)
s
1
γ h(s
1
γ )h′(s
1
γ ) +
2
γ2
s
2
γ ( (h′(s
1
γ ))2 + h(s
1
γ )h′′(s
1
γ )),
η′′′(s) =
(
4
γ
+
6
γ2
+
2
γ3
)
s
1
γ
−1 h(s
1
γ )h′(s
1
γ ) +
(
6
γ3
+
6
γ2
)
s
2
γ
−1( (h′(s
1
γ ))2 + h(s
1
γ )h′′(s
1
γ ))
+
6
γ3
s
3
γ
−1 h′(s
1
γ )h′′(s
1
γ ) +
2
γ3
s
3
γ
−1 h(s
1
γ )h′′′(s
1
γ ),
and
η′′′′(s) =
(
14
γ4
+
12
γ3
−
2
γ2
)
s
2
γ
−2 (h′(s
1
γ ))2+
(
2
γ4
+
4
γ3
−
2
γ2
−
4
γ
)
s
1
γ
−2 h(s
1
γ )h′(s
1
γ )+
6
γ4
s
4
γ
−2(h′′(s
1
γ ))2
+
(
14
γ4
+
12
γ3
−
2
γ2
)
s
2
γ
−2 h(s
1
γ )h′′(s
1
γ ) +
(
30
γ4
+
12
γ3
)
s
3
γ
−2 h′(s
1
γ )h′′(s
1
γ ) +
8
γ4
s
4
γ
−2 h′(s
1
γ )h′′′(s
1
γ )
+
(
12
γ4
+
4
γ3
)
s
3
γ
−2 h(s
1
γ )h′′′(s
1
γ ) +
2
γ4
s
4
γ
−2 h(s
1
γ )h′′′′(s
1
γ ).
Hence,
(2.6)


η(|.|) ∈ C∞(R) if γ = 12 ,
η ∈ C∞[0,+∞) and η(|.|) ∈ C4,1(R) if γ = 1,
η(|.|) ∈ C3,
2
γ
−1(R) if 1 < γ < 2,
η ∈ C3[0,+∞) and η(|.|) ∈ C2,1(R) if γ = 2,
η(|.|) ∈ C2,
2
γ (R) ∩W 3,
γ
γ−2
−ε(R) if γ > 2, ε > 0.
Now, we will introduce the following key propositions, whose proofs, for simplicity of exposition, are
postponed to Section 3.
Proposition 2.1. The transport density σ between f+ and f− is not in W 1,p(∆) for all p satisfying
p ≥ min
{
γ
γ − 1
,
γ + 2
γ
}
.
Corollary 2.2. We have the following statements:
f± ∈W 1,p(∆) 6⇒ σ ∈W 1,
2p+ε
p+1 (∆), ∀ ε > 0, p > 1,(2.7)
f± ∈ C1(∆¯) 6⇒ σ ∈ H1(∆),(2.8)
f± ∈ C1,α(∆) 6⇒ σ ∈W 1,2+α(∆), ∀ α ∈ (0, 1),(2.9)
f± ∈ C∞(∆¯) 6⇒ σ ∈W 1,3(∆).(2.10)
Proof. These statements follow immediately from (2.6) and the proposition 2.1. Indeed, for γ > 2:
η′′ ∈ W 1,
γ
γ−2
−ε(R) (for all ε > 0) and the transport density σ is not in W 1,
γ
γ−1 (∆), so (2.7) follows.
To prove (2.8), take γ = 2 and then, in this case, we have that η′′ ∈ C1(R) and σ /∈ H1(∆). For
1 < γ < 2: η′′ ∈ C1,
2
γ
−1(R) and σ /∈ W 1,
γ+2
γ (∆), so (2.9) follows. Finally, for γ = 1: η′′ ∈ C∞(R) and
σ /∈ W 1,3(∆) and the statement (2.10) follows. 
Proposition 2.3. The transport density σ between f+ and f− is not in C 0,
1
γ+1
+ε(∆), for all ε > 0.
Corollary 2.4. We have the following statements:
f± ∈ C0,α(∆) 6⇒ σ ∈ C0,
α
α+2
+ε(∆), ∀ ε > 0, α ∈ (0, 1),(2.11)
f± ∈ C1(∆¯) 6⇒ σ ∈ C0,
1
3
+ε(∆), ∀ ε > 0,(2.12)
f± ∈ C1,α(∆) 6⇒ σ ∈ C0,
1+α
3+α
+ε(∆), ∀ ε > 0, α ∈ (0, 1),(2.13)
f± ∈ C∞(∆¯) 6⇒ σ ∈ C0,
1
2
+ε(∆), ∀ ε > 0.(2.14)
Proof. These statements follow immediately from (2.6) and the proposition 2.3. Indeed, for γ > 2:
η′′ ∈ C0,
2
γ (R), for γ = 2: η′′ ∈ C1(R), for 1 < γ < 2: η′′ ∈ C1,
2
γ
−1(R) and, finally, for γ = 1:
η′′ ∈ C∞(R). Yet, in all these cases, the transport density σ /∈ C0,
1
γ
+ε(∆), for all ε > 0. 
To obtain counter-examples to interior regularity of the transport density, it suffices to reflect the
domain across the x1-axis. Let ∆
′ be the reflection of ∆ with respect to the x1-axis (see Figure 2) and
set Ω := ∆∪∆′. Extend the functions f± to Ω so that they are symmetric with respect to the x1-axis.
Let T be an optimal transport map between f± and let σ be the transport density between them, then
it is easy to prove that the map S, which is equal to T on ∆ and to the reflection of T with respect
to the x1-axis on ∆
′, is an optimal transport map between the extended densities and the transport
density between them is equal to σ on ∆ and to the reflection of σ, with respect to the x1-axis, on ∆
′.
Using this fact and (2.6), we get the following statements:
f± ∈ W 1,p(Ω) 6⇒ σ ∈W
1, 2p+ε
p+1
loc (Ω), ∀ ε > 0, p > 1,(2.15)
f± ∈ C0,α(Ω) 6⇒ σ ∈ C
0, α
α+2
+ε
loc (Ω), ∀ ε > 0, α ∈ (0, 1),(2.16)
f± ∈ C0,1(Ω) 6⇒ σ ∈ H1loc(Ω) ∪ C
0, 1
3
+ε
loc (Ω), ∀ ε > 0,(2.17)
f± ∈ C1,α(Ω) 6⇒ σ ∈W 1,2+αloc (Ω) ∪ C
0, 1+α
3+α
+ε
loc (Ω), ∀ ε > 0, α ∈ (0, 1),(2.18)
f± ∈ C2,1(Ω) 6⇒ σ ∈W 1,3loc (Ω) ∪ C
0, 1
2
+ε
loc (Ω), ∀ ε > 0,(2.19)
f± ∈ C∞(Ω¯) 6⇒ σ ∈W 1,5loc (Ω) ∪ C
0, 2
3
+ε
loc (Ω), ∀ ε > 0.(2.20)
∆∆′
Figure 2.
3. Proof
In this section, we want to prove Propositions 2.1 & 2.3. Firstly, we will compute the transport
density σ between f+ and f−. To do that, let us observe that the family {la, a ∈ (0, 1)}, where
la is defined as in (2.1), covers ∆ so that for every x := (x1, x2) ∈ ∆, there exists a unique pair
(t, a) ∈ (0, 1)2 such that x ∈ la and |x− (−a, 0)| = t l(a), where l(a) is the length of la. In other words,
we have
x =
(
−a+ (1 + a)t , (1 + a)
taγ
2
)
.
Fix (t, a) ∈ (0, 1)2 and set,
ωε :=
{(
− s+ (1 + s)τ, (1 + s)
τsγ
2
)
, (τ, s) ∈ [0, t]× [a, a+ ε]
}
where ε > 0 is small enough. Recalling (1.2) and integrating −∇ · (σ∇u) = f on ωε, we get
(3.1) −
∫
∂ωε
σ∇u · n =
∫
ωε
f.
Suppose that the family of segments (la)a∈(0,1) are, in fact, all the transport rays on which the optimal
transport map, between f+ and f−, acts. In this case, we get that for every x ∈ la:
∇u(x) =
(−a, 0)− (1, (1 + a)a
γ
2 )
|(−a, 0)− (1, (1 + a)a
γ
2 )|
=
−(1, a
γ
2 )√
1 + (a
γ
2 )
2
,
which means that ∇u(x) · n = 0 if n is the unit orthogonal vector to la. Hence, (3.1) becomes
(3.2) −
∫
sε
σ∇u · n =
∫
ωε
f
where sε :=
{
(−s+ (1 + s)t, (1 + s) ts
γ
2 ), s ∈ [a, a+ ε]
}
. Yet, we have
∫
ωε
f(x1, x2) dx1 dx2 =
∫
ωε
−β(ζ′′(x1) + η
′′(x2)) dx1 dx2
=
∫ a+ε
a
∫ t
0
−β
(
ζ′′(−s+ (1 + s)τ) + η′′
(
(1 + s)
τsγ
2
))
J(τ, s) dτ ds,
where J := | det(D(τ,s)(x1, x2))|. Yet,
D(t,a)(x1, x2) :=

∂tx1 ∂ax1
∂tx2 ∂ax2

 =

 1 + a −1 + t
(1+a) aγ
2 (γ (1 + a) + a)
taγ−1
2

 .
Then,
(3.3) J(t, a) = (1 + a)(γ (1 + a) t+ a)
aγ−1
2
.
On the other hand,
−∇u · n =
∂tx
|∂tx|
· R∂ax =
J(t, a)
l(a)
where R :=
(
0 1
−1 0
)
is the rotation matrix. Hence,
−
∫
sε
σ∇u.n =
∫ a+ε
a
σ
(
− s+ (1 + s)t, (1 + s)
tsγ
2
)
J(t, s)
l(s)
ds.
By (3.2), we infer that
lim
ε→0+
1
ε
∫ a+ε
a
σ
(
− s+ (1 + s)t, (1 + s)
tsγ
2
)
J(t, s)
l(s)
ds
= lim
ε→0+
1
ε
∫ a+ε
a
∫ t
0
−β
(
ζ′′(−s+ (1 + s)τ) + η′′
(
(1 + s)
τsγ
2
))
J(τ, s) dτ ds.
Finally, we get
(3.4) σ(x) =
l(a)
∫ t
0 −β(ζ
′′(−a+ (1 + a)τ) + η′′((1 + a) τa
γ
2 ))J(τ, a) dτ
J(t, a)
.
Now, we are ready to prove Proposition 2.3. Indeed, for every ε > 0, let (tε, aε) be in (0, 1)
2 such
that
xε := (0, ε) =
(
− aε + (1 + aε)tε, (1 + aε)
tεa
γ
ε
2
)
.
As ζ′′(0) < 0 and η′′(0) = 0, then, from (3.4), we can see easily that, close to the origin, we have
σ ≈
∫ t
0
J(τ, a) dτ
J(t, a)
where f ≈ g means that there exist c± > 0 such that c−g ≤ f ≤ c+g. Yet, by (3.3), one has
∫ t
0
J(τ, a) dτ =
t
2
(
J(t, a) + (1 + a)
aγ
2
)
.
As tε =
aε
1+aε
and ε =
aγ+1ε
2 , we infer that tε ≈ ε
1
γ+1 . Hence,
σ(xε) ≈ ε
1
γ+1 .
This completes the proof of the proposition 2.3. Next, to prove Proposition 2.1, we will only look at
∂x2σ close to the origin and to do that, we want to compute, firstly, ∂tσ and ∂aσ. Differentiating (3.4)
with respect to t and a respectively, we get
(3.5) ∂tσ(x) = l(a) f(x)−
∂tJ(t, a)
J(t, a)
σ(x),
and
(3.6) ∂aσ(x) =
∂al(a)
l(a)
σ(x) −
∂aJ(t, a)
J(t, a)
σ(x) +K1(t, a) +K2(t, a)
where,
K1(t, a) :=
l(a)
∫ t
0
−β(ζ′′(−a+ (1 + a)τ) + η′′((1 + a) τa
γ
2 )) ∂aJ(τ, a) dτ
J(t, a)
and
K2(t, a) :=
l(a)
∫ t
0
−β(−(1− τ)ζ′′′(−a+ (1 + a)τ) + τa
γ−1
2 (γ(1 + a) + a) η
′′′((1 + a) τa
γ
2 ))J(τ, a) dτ
J(t, a)
.
Now, we claim that, for any γ ≥ 12 ,
(3.7) ∂aσ ≈ t +
(
t
t+ a
)2
.
From Section 2, we have
|η′′′(x2)| ≤ C x
2
γ
−1
2 , for all x2 ∈ (0, 1)(3.8)
where C := C(γ). Then, ∣∣∣∣τaγ−12 (γ(1 + a) + a) η′′′
(
(1 + a)
τaγ
2
)∣∣∣∣ ≤ C τ 2γ a.
As ζ′′′(0) > 0, we infer that
K2(t, a) ≈ t.
In addition, it is easy to see that
∂al(a)
l(a)
σ(x) =
4 + a2γ + γ(1 + a) a2γ−1
(1 + a)(4 + a2γ)
σ(x) ≈ t.
On the other hand,
K1(t, a)−
∂aJ(t, a)
J(t, a)
σ(x) =
l(a)
∫ t
0
f(−a+ (1 + a)τ, (1 + a) τa
γ
2 ) (J(t, a)∂aJ(τ, a)− J(τ, a)∂aJ(t, a)) dτ
J(t, a)2
.
Yet, by (3.3), we have
∂aJ(t, a) =
(
γ (γ − 1) (1 + a)2 t+ (γ (1 + a) (1 + 2t) + a) a
) aγ−2
2
.
Then, it is not difficult to check that
J(t, a) ∂aJ(τ, a)− J(τ, a) ∂aJ(t, a) =
γ
4
(1 + a)2(t− τ)a2γ−2.
Using (3.3) again, we infer that
K1(t, a) −
∂aJ(t, a)
J(t, a)
σ(x) ≈
(
t
t+ a
)2
.
This completes the proof of (3.7). Now, our aim is to prove that
(3.9) ∂tσ ≈ 1.
Fix δ > 0. As η′′(0) = 0, then, near the origin, we can assume that
|f(x)− 2β| < δ.
From (3.5), we get
∂tσ(x) ≥ l(a)
(
2β − δ −
∫ t
0
∂tJ(t, a)J(τ, a)dτ
J(t, a)2
(2β + δ)
)
.
Yet,
∂tJ(t, a) =
γ
2
(1 + a)2 aγ−1
and then, ∫ t
0
∂tJ(t, a)J(τ, a)dτ
J(t, a)2
=
1
2
(
1−
a2
(γ (1 + a) t+ a)2
)
.
Hence,
∂tσ(x) ≥ β −
3δ
2
> 0.
In the same way, we can prove that ∂tσ is bounded from above and then, (3.9) follows. Yet,
∂x2σ := ∂tσ ∂x2t + ∂aσ ∂x2a
and
D(x1,x2)(t, a) :=

∂x1t ∂x2t
∂x1a ∂x2a

 = 1
J(t, a)

(γ (1 + a) + a) ta
γ−1
2 1− t
− (1+a) a
γ
2 1 + a

 .
Hence, by (3.7) & (3.9), we get
∂x2σ ≈
1
J
and
||∂x2σ||
p
Lp(∆) ≈
∫
∆
1
J(t, a)p
dx1 dx2 ≈
∫ δ
0
∫ δ
0
1
J(t, a)p−1
dt da
where δ > 0 small enough. From (3.3), we get
||∂x2σ||
p
Lp(∆) ≈
∫ δ
0
∫ δ
0
1
a(γ−1)(p−1)(t+ a)p−1
dt da
≈
∫ δ
0
r dr
∫ pi
2
0
1
rγ(p−1) sin(θ)(γ−1)(p−1)(cos(θ) + sin(θ))(p−1)
dθ
≈
∫ δ
0
1
rγ(p−1)−1
dr
∫ pi
2
0
1
sin(θ)(γ−1)(p−1)
dθ.
Then, the proposition 2.1 is proved. As in [6, 14], it is not difficult to prove the existence of a Kan-
torovich potential u to assert that the rays (la)a∈(0,1) are, in fact, all the transport rays between f
+
and f−. This follows immediately from the fact that the unit vector of any transport ray la is an
irrotational vector field, which implies that there is a 1-Lipschitz function u such that
(3.10) u(x)− u(y) = |x− y| ∀ x, y ∈ la.
In addition, by [4, 20], one can show that there is a unique measure preserving map T from (f+,∆)
to (f−,∆) such that x and T (x) lie in a common la, for all x ∈ ∆. Now, it is classical to infer that T
is an optimal transport map between f± and u is the corresponding Kantorovich potential.
4. BV counter-example
In this section, we will prove the statement (1.4). This means that we want to construct two densities
f± ∈ BV (Ω) such that the transport density σ between them is not in BV (Ω). First of all, we can
see easily that for any γ > 0, the densities f±, which are constructed in Section 2, are in BV (Ω), but
it will be also the same for the transport density σ between them. Indeed, to get a counter-example
to the W 1,p regularity of the transport density, for p → 1, we need a γ → ∞. Hence, to get a BV
counter-example, we could collect an infinity of triangles (constructed as in Section 2) with a sequence
of exponents γn →∞ (where γn is the exponent of the slopes of the transport rays in the n-th triangle,
see 2.1). Actually, if we play on other parameters, we just need to take γn = γ > 1. To do that, let us
define ∆n as follows :
∆n := triangle with vertices (−ln, 0),
(
1,−
lγn
2
(1 + ln)
)
and
(
1,
lγn
2
(1 + ln)
)
where ln :=
1
n
. Set, ∆′1 := ∆1 and, for all n ≥ 2, define ∆
′
n as a suitable roto-translation of ∆n:
∆′n := {(x1, x2) ∈ R
2 : (cos(θn)(x1 + l1) + sin(θn)x2 − ln,− sin(θn)(x1 + l1) + cos(θn)x2) ∈ ∆n},
(−1, 0)
Ω
∆′1
∆′2
∆′n
Figure 3.
where
θn :=
n−1∑
k=1
αk + αk+1
and
sin(αk) :=
l
γ
k
2√
1 +
(
l
γ
k
2
)2 , αk ∈
(
0,
pi
2
)
.
Finally, set
Ω :=
∞⋃
n=1
∆′n.
Fix n ∈ N∗. Then, after a suitable roto-translation of axis, we can assume that ∆′n = ∆n. Set,
f+(x1, x2) := 1
and
f−(x1, x2) := f
−
n (x1, x2) := 1 + β(ζ
′′(x1) + η
′′(|x2|)), for all (x1, x2) ∈ ∆
′
n
where ζ and η are the same functions which are constructed in the section 2. Let us denote by σ the
transport density between f+ and f−. Then, the restriction of σ to ∆′n is the transport density σn
between f+n := 1∆′n and f
−
n . Indeed, for all n ∈ N
∗, if Tn is an optimal transport map between f
±
n and
if un is the corresponding Kantorovich potential such that un(−1, 0) = 0, for all n ∈ N
∗, then it is not
difficult to check that
T (x) := Tn(x), for a.e x ∈ ∆
′
n
is an optimal transport map between f± and the corresponding Kantorovich potential will be
u(x) := un(x), for all x ∈ ∆
′
n.
By (1.1), we infer that the restriction of σ to ∆′n is σn. Yet, by Section 3, we have already shown that
|∇σn| ≈
1
Jn
where Jn is defined as in (3.3) on ∆n. Hence,
∞∑
n=1
||∇σn||L1(∆′n) ≈
∞∑
n=1
∫ ln
0
∫ δ
0
|∇σn(t, a)|Jn(t, a) dt da
≈
∞∑
n=1
ln =
∞∑
n=1
1
n
= +∞
where δ > 0 small enough. Hence, the transport density σ /∈ BV (Ω). On the other hand, we will show
that the target mass f− is in BV (R2). Using (3.8), it is easy to prove that
∞∑
n=1
||∇f−n ||L1(∆′n) ≤ C
∞∑
n=1
(lγn + l
2
n) < +∞.
In addition, for a fixed n ∈ N∗ and after a suitable roto-translation of axis so that ∆′n = ∆n, we
can assume that
f−n (x1, x2) = 1 + β(ζ
′′(x1) + η
′′(|x2|))
and
f−n+1(x1, x2) = 1+ β(ζ
′′(cos(θn+1)(x1+ln)+ sin(θn+1)x2− ln+1)+ η
′′(|−sin(θn+1)(x1+ ln)+ cos(θn+1)x2|))
where
θn+1 := αn + αn+1 ≈ l
γ
n+1.
Hence, it is not difficult to check that
∣∣∣∣f−n+1
(
x1,
lγn
2
(x1 + ln)
)
− f−n
(
x1,
lγn
2
(x1 + ln)
)∣∣∣∣ ≤ C(lγn + l2n).
Finally, we get
∞∑
n=1
∫
∂∆n∩∂∆n+1
|f−n+1(z)− f
−
n (z)|dz ≤ C
∞∑
n=1
(lγn + l
2
n) < +∞.
As f− is bounded and Per(Ω) ≈
∑
n
(lγn + l
2
n) < +∞, we infer that the target mass f
− ∈ BV (R2)
and the statement (1.4) follows.
5. Counter-examples with compactly supported smooth densities on the whole plane
In this section, we want to show that is also possible to construct the target measure f− so that it
will be regular on R2. Firstly, let us observe that the function ζ (see Section 2) can be replaced by ψζ,
where ψ is a C∞ function such that ψ = 1 on [−1, 1 − ε′] and ψ = 0 on [1 − ε, 1], (0 < ε < ε′ < 1).
Let χ1, χ2 be two cutoff functions supported on ∆ ∪R(∆), where R is the reflection map with respect
to the x1-axis, such that spt(χ2) ⊂ {χ1 = 1}, ∆a0 ∩ {x : x1 ≤ 1 − ε} ⊂ {χ1 = 1} (where a0 ∈ (ε, 1) is
such that spt(χ2) ⊂ ∆a0 ∪ R(∆a0)), ∆ε ∩ {x : x1 ≤ 1− ε} ⊂ {χ2 = 1} and χ1, χ2 are symmetric with
respect to the x1-axis. Set,
f+ := χ1
and
f− := χ1 + β(((ψζ)
′′(x1) + η
′′(|x2|))χ2 + ϕ(x1)c(a(x1, |x2|))),
where ϕ is a non-negative C∞ function such that spt(ϕ) ⊂ (1 − ε′, 1− ε) and c is to be determined in
such a way that ∫
∆a
f+ =
∫
∆a
f− for all a ∈ (0, 1),
which is equivalent to say that
−
∫
∆a
((ψζ)′′(x1) + η
′′(x2))χ2(x1, x2) =
∫
∆a
ϕ(x1)c(a(x1, x2)), for all a ∈ (0, 1).
Differentiating this equality with respect to a, we get
c(a) =
−
∫ 1
−a
(γ(x1 + a) + a)((ψζ)
′′(x1) + η
′′(a
γ
2 (x1 + a)))χ2(x1,
aγ
2 (x1 + a)) dx1∫ 1
−a
(γ(x1 + a) + a)ϕ(x1) dx1
, for all a ∈ (0, 1).
By (2.4), we have
−
∫ 1
−a
(γ(x1 + a) + a)(ψζ)
′′(x1) dx1 =
∫ 1
−a
(γ(x1 + a) + a)η
′′
(
aγ
2
(x1 + a)
)
dx1, for all a ∈ (0, 1).
Hence, for a < ε, we get
c(a) =
∫ 1
−a
(γ(x1 + a) + a)η
′′(a
γ
2 (x1 + a))(1− χ2(x1,
aγ
2 (x1 + a))) dx1∫ 1
−a
(γ(x1 + a) + a)ϕ(x1) dx1
and
c′(a) =
1∫ 1
−a
(γ(x1 + a) + a)ϕ(x1) dx1
(
(γ + 1)
∫ 1
−a
η′′
(
aγ
2
(x1 + a)
)(
1− χ2
(
x1,
aγ
2
(x1 + a)
))
dx1
+
aγ−1
2
∫ 1
−a
(γ(x1+a)+a)
2 η′′′
(
aγ
2
(x1+a)
)(
1−χ2
(
x1,
aγ
2
(x1+a)
))
dx1−(γ+1)
(∫ 1
−a
ϕ(x1) dx1
)
c(a)
−
aγ−1
2
∫ 1
−a
(γ(x1 + a) + a)
2 η′′
(
aγ
2
(x1 + a)
)
∂x2χ2
(
x1,
aγ
2
(x1 + a)
)
dx1
)
.
By (3.8), we infer that
c′(a) ≤ Ca
and
||∇(ϕ c(a))||p
Lp(∆) ≈
∫ 1−ε
1−ε′
∫ ε
0
(
ϕ(x1)
p |c
′(a)|p
J(t, a)p
+ |∇ϕ(x1)|
p|c(a)|p
)
dx2 dx1 ≈
∫ ε
0
1
a1−(γ−(γ−2)p)
da.
Hence, for γ > 2,
f− ∈W 1,
γ
γ−2
−ε(R2), for all ε > 0.
Similarly, we get that for γ = 12 : f
− ∈ C∞(R2), for γ = 1: f− ∈ C2,1(R2), for 1 < γ < 2:
f− ∈ C1,
2
γ
−1(R2) and, finally, for γ = 2: f− ∈ C0,1(R2).
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