types of samples, the results of the fluoride analyses were similar among some laboratories, greater differences were observed for saliva, food and beverage samples. In spite of these initial differences, precise and true values of fluoride concentration, as well as smaller differences between laboratories, were obtained once the standardized methodologies were used. Intraclass correlation coefficients ranged from 0.90 to 0.93, for the analysis of a certified reference material, using the standardized methodologies.
ic and radioanalytical methods [Venkateswarlu, 1990] . Rapid development in the F analysis field has occurred in the last four decades. However, the development of new techniques has not resulted in F determination becoming simpler or more cost-effective. Some of the newer methods are expensive and complex and can only be used for certain types of samples [Clarkson et al . , 2000] .
In spite of significant discoveries made possible by early F analysis techniques, incorrect assumptions were made due to the inherent limitations of those initial methodologies. Good examples of this would be those studies which proposed that there were homeostatic mechanisms maintaining F levels in the body independent of the amount ingested [Singer and Armstrong, 1960] and those that supported the belief that the placenta acted as a partial barrier to the passage of F [Gedalia, 1970] . These erroneous conclusions were reached in part due to the inability of available techniques to measure ionic fluoride instead of total fluoride.
At present, the most frequently used techniques for F analysis of samples are gas chromatography [Fresen, 1968] , ion chromatography [Michigami et al., 1993; Inoue et al., 1995; Perring and Bourqui, 2002] and the F ion-selective electrode [Frant and Ross, 1966; Gron et al., 1968; Muehlemann, 1969; Iizuka et al., 1970; Clark and Dowdell, 1973; Fagioli et al., 1984; Kissa, 1987; Itai and Tsunoda, 2001; Malde et al., 2001] . The F ion-selective electrode consists of a sensing element bonded into an epoxy body. The F ion-selective electrode produces a potential across a lanthanum fluoride (LaF 3 ) solid ion exchange phase. The measured potential corresponding to the activity of fluoride ions in solution is described by the Nernst equation [Nernst and Schönflies, 1895] .
The different approaches currently employed to determine total F may require pretreatment of samples, separation and concentration of F, actual measurement of F ions, calculations of final concentrations per unit of samples, and presentation of the data. Researchers have conducted these necessary steps using many different approaches.
Currently available F measurement techniques are not standardized and a universal standard method for F determination has not been established [Clarkson et al., 2000] . Although a variety of techniques are available, none have been accepted for universal use. The current project aimed to review existing analytical techniques for F analysis and identify inconsistencies in their use, between laboratories dedicated to F analysis for dental research, in order to develop a universal gold standard method.
Materials and Methods
Nine laboratories with an established track record of publications in the area of F analysis for dental research and a history of previous collaborations participated in this effort. In order to use biological samples, Institutional Review Board (IRB) and Institutional Animal Care and Use Committee (IACUC) approvals were obtained at Indiana University (the coordinating site) prior to initiation of the study. The study was undertaken in three phases. In phase 1 comparisons of currently used techniques were conducted. In phase 2, the techniques used by participating laboratories were reviewed and comparative tests conducted to resolve identified differences. In phase 3 the universal gold standard methods were developed and tested in a variety of samples.
Phase 1
In phase 1, all laboratories analyzed a standardized set of biological and nonbiological samples, in order to obtain a preliminary measure of agreement. This initial sample set included: standard F solutions (0.0132, 0.02631, 0.0526, 0.2631 and 0.5263 mol F/ml) prepared through the dilution of a commercially available standard fluoride solution (0.1 mol/l NaF, Orion Fisher Scientific Co., Itasca, Ill., USA), beverages (carbonated and noncarbonated, water-and dairy-based), food (homogenized for 1 and 10 min using a tissue homogenizer, single item and pooled meal-based samples), saliva (human, pooled and from individual donors), plasma, and urine (from healthy and systemically compromised donors). Each laboratory analyzed the samples, in duplicate (two aliquots of each sample were analyzed), using the methods they routinely used for F analysis according to sample type. All participating laboratories were asked to provide a description of their own methods. All of the laboratories basically used different modifications of two techniques for F determination: (1) direct analysis using a F ion-selective electrode (Orion No. 96-09 or 94-09; Fisher Scientific Co.) and a pH/ion meter (Orion No. 420A, 720A or EA940) was mainly used for standard solutions; (2) modifications of the hexamethyldisiloxane (HMDS; Sigma Chemical Co., St. Louis, Mo., USA) microdiffusion method of either Taves [1968] or Venkateswarlu [1977] were used for analysis of foods, beverages, urine, saliva, and plasma samples. Direct methods simply involved adding total ionic strength adjustment buffer solutions (TISAB, Orion, Thermo Electron Corp., USA) to the sample for the purpose of adjusting the pH and ionic strength of the standards and samples to the same values. In contrast, the diffusion methods extracted the F from the original sample and transferred it to a trapping solution of small volume so the F concentration in the solution that was finally analyzed was well above the limit of sensitivity of the electrode. Laboratories used this technique when the F in the sample was near or below the limit of sensitivity of the electrode or when the sample was not a liquid. A detailed review of the different standard operating procedures (SOP) used by the collaborating sites in phase 1 demonstrated that a range of different combinations of reagents and techniques were employed, regardless of whether a direct method or diffusion method was used.
Phase 2
In phase 2, inconsistencies in the use of direct and diffusion techniques among laboratories were identified. Comparative tests were conducted for both direct and diffusion methods and are presented in figures 1-3 . Factors such as the influence of stirring, sealing material used for the diffusion system, and choice of reagents and mathematical calculations to obtain concentrations from raw analytical data were tested. The use of a blank correction as suggested by Villa [1988] for samples with low F content was also investigated. Detailed information regarding the specific test(s) performed in this phase has been published elsewhere and is available as online supplementary material on the Karger website (www.karger.com/doi/10.1159/000321657).
Phase 3
In phase 3 of the development process, results from the tests in phase 2 were distributed to all laboratories and a plan was developed to resolve any differences in results and to identify preferred analytical procedures. Consensus SOPs to analyze F using the direct and diffusion methods were then developed and accepted by all laboratories. Once the agreed SOP was tested, modifications were proposed and tested for specific sample types and a consensus was reached as to the choice of method to be used based on sample type and objective of the analyses. For plasma, saliva and food samples, 0.2 mol/l acetic acid and 0.15 mol/l perchloric acid buffers with traps of 50 l of 0.075 and 0.05 mol/l NaOH were tested. Additional testing using stimulated centrifuged and noncentrifuged saliva with the diffusion method was performed. The effect of pooling food samples, the consistency of the homogenate, and the size of the particles in food (quality of the homogenate) were assessed. For urine samples, sodium carbonate was added (0.0094, 0.0943 and 0.9434 mol Na 2 CO 3 -/ml urine) to assess its possible effects on fluoride measurements. For urine, selected samples with a confirmed presence of proteins (due to systemic conditions present in the donors) were also analyzed for comparison. Carbonate was added while measuring with the direct method. After testing, a final set of samples was distributed. These included 15 replicates of National Institute of Standards and Technology (NIST)-traceable certified reference material in aqueous solution (0.0348 8 0.0005 or 0.0332 8 0.0016 mol/ml as NaF). All laboratories analyzed the reference material using both the direct method and diffusion methods, following the SOPs previously developed and agreed in phase 2 and approved by all laboratories. In addition to the reference material, a set of standard F solutions and a set of samples similar to those initially distributed during phase 1, containing beverages, foods, saliva, plasma, and urine were sent to each laboratory. Spiking, as recommended by Thompson et al. [1999] and Barwick and Ellison [1999] , was used to assess recovery for this set of samples. Recovery of fluoride and precision was calculated according to ISO Guide 33 [2000] . Results of standard addition calculations were used to asses if specific matrices created interferences in the measurements of the fluoride added. Repeat analyses (two aliquots read the same day) were conducted by all laboratories using the two agreed SOPs. Fluoride concentration was measured by comparison with a standard curve. The curve standards were microdiffused at the same time as the samples and were read from lowest to highest concentration. Five points were used to construct a standard curve for values below 0.0105 mol F/g, while a minimum of three points were used to construct the curve for values above 0.0105 mol F/g. The standard curve was constructed by creating a linearized plot of the electrode potential against the log of the activity of the samples read. Based on the Nernst equation, the theoretical slope should be -59.2 mV/decade at 25 ° C (the value of the Nernst slope is temperature-dependent).
Statistical Analysis
Sample size calculations for phase 2 were based on the precision of the estimate of the intraclass correlation coefficient (ICC). In preliminary data, even without standardization methods, most of the ICC estimates were at least 0.65. Using Fisher's transformation [Donner and Wells, 1986] , it was estimated that 20 samples were needed to calculate a 95% lower confidence bound on the ICC values within a 5.6% difference. An ICC less than 0.70 was considered inadequate agreement and would have required additional standardization among laboratories.
Coefficients of variation (CVs) were calculated for comparison of results of samples analyzed in phases 1 and 2, for which there was not a certified, known value and were used as a measurement of relative precision. The amount of variation within and between laboratories was estimated using a random effects Analysis of Variance (ANOVA) model. Tests for normality of distribution and homogeneity of variance were conducted before performing analysis of variance. The ICCs were estimated from an ANOVA model using only the first replicate from each laboratory. The entire dataset including replicates was used to determine if there were statistically significant differences among the nine laboratories. The overall F test from the mixed effect ANOVA model was used to test the significance of the laboratory effect. Bland and Altman [1999] plots were constructed to assess relationships between differences and the average measurements assessed for any systematic bias between pairs of laboratories. Pairwise comparisons among the laboratories were also performed using a TukeyKramer adjustment for multiple comparisons. Limits of detection for pairwise comparisons were determined using Bland and Altman [1999] [Becker et al., 1992] . To test the precision of the agreed methods, reagents and techniques for analysis of specific samples, the estimation of variance components, the interlaboratory correlation coefficients, precision, trueness, and bias were calculated for the results of the second common series of sample analyses. Precision was defined as the closeness of agreements between independent test results obtained under our agreed protocol for the direct method. Using a goal of a required withinlaboratory precision of 5%, the estimated standard deviation would need to exceed 0.0083 mol F/ml for the reference material with a true value of 0.0332 8 0.0016 mol F/ml used for the direct methods technique and 0.0085 mol F/ml for the reference material with a true value of 0.0348 8 0.0005 mol F/ml used for the microdiffusion technique, to conclude that the measurement was not as precise as required.
Trueness was defined as the closeness of agreement between the average values obtained from a large series of test results and the true value of the reference material. The trueness of the measurement process was assessed based on confidence Intervals that used both the within-and between-laboratory error terms. This is a more conservative (wider) interval than the traditional interval for a mean value. Additionally, pairwise comparisons among the laboratories were then performed using a Tukey-Kramer adjustment for multiple comparisons.
Results

Phase 1
Results obtained from the initial set of analyses demonstrated that there was no consensus regarding the choice of techniques for different types of samples. Standard solutions were directly analyzed by all laboratories using a combination F ion-selective electrode and a pH/ ion meter. Food and plasma samples were uniformly analyzed by diffusion; however, there was no consensus on the method of choice for urine, saliva or beverage samples, which were analyzed using either the direct or the diffusion method. In addition, saliva samples were analyzed with and without prior centrifugation.
For standard F solutions, when the results obtained from each laboratory were compared, the differences among the laboratories for the overall data set were not statistically significant. However, tendencies were detected in the results obtained. Table 1 presents results of these analyses. Bland-Altman plots demonstrated that the differences in percentage recoveries were larger for the lowest concentration standard (0.0132 mol F/ml). Minimum percentage recoveries ranged from 76 to 98%. Some laboratories consistently obtained higher or lower values when compared with other laboratories. Pairwise comparisons showed significant differences among several of the laboratories.
The results of the analyses obtained at the different laboratories were compared and CVs (%) were calculated. The CVs, which in this case were a measure of relative precision, ranged from 11.48 to 201.86% with the higher CVs being observed for saliva, food, plasma and beverage samples, indicating large differences among laboratories and a clear need for standardization of procedures. ICCs for results of analysis of samples in phase 1 are presented in table 2 . When values were averaged by sample type, significant differences in analyzed F concentration were observed for urine and beverage samples, whereas for F standard samples the ICC was above 0.80.
When the dataset was compared the differences in results obtained in each laboratory were close to statistical significance (p = 0.0505), indicating possible differences between laboratories. Only in the case of urine samples was a statistically significant overall p value (p = 0.01) found, indicating that in the participating laboratories the values obtained were significantly different.
Phase 2
Results of analysis demonstrated that no TISAB solution (I, II, III) consistently rendered higher or lower values for fluoride concentration when compared to the others. Results obtained while comparing stirring versus nonstirring during analysis showed no statistically significant differences (paired t test, p = 0.94) for standard solutions. In contrast, for the beverage set, a statistically significant difference was observed between the samples that were stirred versus the samples that were not stirred (paired t test, p = 0.04). For the tests conducted for microdiffusion techniques, results from the tests using different combinations of reagents to analyze selected samples showed different percentages of F recovery and some of them were unacceptable for precision testing ( cific sample types, as well as recommendations for the appropriate method based on sample type and objective of the analyses, are presented in figure 4 . For urine, statistically significant differences were obtained when proteins were present in the sample if direct analysis was used but not for carbonate additions. Significant differences were also observed for saliva samples based on pretreatment (centrifuged vs. noncentrifuged) for both direct and diffusion analysis. Finally, pooling, homogenizing or particle size for food samples had no significant effect on analyzed F concentration.
When comparing different formulas used to obtain values from raw data for both direct and microdiffusion techniques, the values produced by linear calibration and the pH/ion meter were similar. There were no statistically significant differences between the values calculated using a linear regression model and those obtained using a combination of linear and polynomial regressions for values above 0.0105 mol F/ml. The correlation values between the measured concentrations obtained using the standard curves and the target concentrations were similar for all regressions. A combination of a two-term poly- [Becker et al., 1992] . nomial and linear regression for values below and above 0.0105 mol F/ml, respectively, produced the results closest to the theoretical F concentration in the samples. Results obtained incorporating a blank correction using a linear calculation demonstrated its usefulness for samples between 0.00105 and 0.0105 mol F/ml.
Phase 3
Using the agreed protocol for direct F analysis for the reference material, ICC was 0.93, showing improved agreement among the laboratories ( tables 2 , 4 ). The results of sample analyses presented in table 4 demonstrate that both the intra-and interlaboratory variation decreased, as indicated by the smaller standard deviations. The overall F test from the mixed effects ANOVA model continued to show a statistically significant laboratory effect (p ! 0.0001). None of the laboratories exceeded the set variance level of 0.0084 mol F/ml, therefore, no laboratory failed the precision test or the trueness test using the agreed protocol for the direct method. For the diffusion analysis, the ICC was 0.90, showing significant agreement among the laboratories. Using a goal of required within-laboratory precision of 5%, the estimated standard deviation would need to exceed 0.0085 mol F/ml to conclude that the measurement was not as precise as required. Based on the analyses recommended by ISO, the precision was acceptable overall and for each laboratory. The overall trueness was also acceptable.
Bland-Altman plots demonstrated that the differences in percentage recoveries no longer showed a concentration-dependent bias. Minimum percentage recoveries ranged from 83 to 99%, also demonstrating an improvement from results obtained in phase 1. Mean percentage recoveries for samples below 0.0526 mol F/ml, for both the direct and microdiffusion techniques, ranged from a 78% recovery when laboratories used their routine methods for F analysis to an 89.05% recovery once the standardized SOP was employed.
A fresh group of standards prepared using fluoride-free containers that can be well-sealed must be analyzed every time. The tested standards must cover the expected range of F concentration in the samples to be analyzed.
Analysis must be conducted in a controlled temperature environment (ideally at 25°C)
Mix each standard or sample 1:1 (v/v) with TISAB I or II; or alternatively mix each standard or samples 10:1 (v/v) with TISAB III buffer
For samples above 0.0105 µmol F/g, a linear regression is recommended. For samples below 0.0105 µmol F/g either a blank correction should be made or a two-term polynomial regression should be used.
Measure the mV readings of the standards or samples. Duplicate testing is recommended for a selected number of samples.
Stirring of the samples is recommended for beverages and other samples with suspended particles. If stirring is needed, place a magnetic stir bar in the first standard or sample and position the vial on the magnetic stirrer, so that the solution is being stirred constantly.
For every 20th sample read a low concentration standard or a certified reference material. If the mV reading has changed more than 3% construct a new standard curve.
Record the mV readings for the standards and samples in a data book or on a data sheet 
Discussion
Initial results of this study demonstrated that there was no consensus regarding the choice of analytical techniques for different types of samples used in the participating laboratories. Although for several types of samples, the results of the fluoride analyses were similar, statistically significant differences were found for others. These percentage differences appeared to be larger for samples with lower concentrations of F and for certain types of samples, such as saliva, urine and beverages. The results of the present study are consistent with those of Lopez and Navia [1988] , who developed a method to determine free F using acid hydrolysis. In their study, the initial results also showed that the largest standard deviations were mostly found in the lower F concentration standards.
In the current study, the ICC among the participating laboratories was excellent for standard F solutions; however, some trends in the results were detected. Some laboratories consistently obtained higher or lower values when comparisons were made, while pairwise comparisons showed differences among several laboratories. These results are also consistent with those of Mthethwa and du Plessis [2005] , who compared the fluoride concentration of water reported by nine laboratories and the laboratory at the South African Bureau of Standards in light of the implementation of water fluoridation in South Africa. Their results also showed that several different methods for the determination of fluoride were used and demonstrated that some laboratories were consistently higher or lower than others. They concluded that South African laboratories were not accurate enough in determining fluoride concentrations to ensure that the process of water fluoridation would be safe and recommended that laboratories check their procedures and participate in standardization exercises.
In the present study, ion-selective electrode-based, potentiometric methods were selected as the technology of choice for the standardization of F analytical methods since those are most ubiquitously used. It was most important to improve precision/trueness and to ensure standardization for improvements in dental public health in relation to F exposure. When making determinations of F concentrations, the results of previous comparative studies including the nine laboratories' previous work were taken into consideration and, additionally, it was considered that the ion-selective electrode-based methods are easily accessible, better suited for field studies and have an acceptable lower detection limit.
Based on the F analysis assessment, recommendations for direct and microdiffusion methods for measurements under the F ion electrode were developed. These recommendations are presented in figures 4-6 . For the direct method ( fig. 4 ) , stirring is only recommended for samples that have suspended particles (for example, some beverages).
For the microdiffusion method ( fig. 5 ), the recommendation regarding which acids can be added to the sodium hydroxide trap to form a buffered solution was based on the fact that, although the efficiency of the acids was similar, acetic acid appeared to be the most suitable based on availability, cost and handling. The recommendation that sulfuric acid is used for HMDS saturation is due to the fact that it produced the best recoveries. When the results were analyzed using the additional modifications to the base microdiffusion technique, it was also observed that these varied depending on the seal of the system. Based on these results and the ease of in-sealing, petroleum jelly is preferred to the use of Parafilm. Results of analysis for specific types of samples showed that the concentration of the sodium hydroxide trap should vary depending on the initial concentration of the samples to be analyzed. Other sample-specific recommendations were made based on the pretreatment of choice or sample type (for example, centrifugation of saliva, or presence of proteins in urine), recognizing that the objectives of the investigations should also influence the choice of pretreatment or type of sample collected for F analysis ( fig. 6 ) .
The results of this study demonstrate that the development and use of standardized protocols for F analysis significantly increased fluoride recovery and resulted in very precise and true values, as measured by the analysis of a certified reference material. These findings are in agreement with the results of an active interlaboratory comparison program for several toxic substances in blood and urine, including fluoride, described by Weber [1988] . In his description, he stated that participation in the program allowed laboratories to improve or maintain the accuracy of their analytical work by periodically comparing their results.
In conclusion, the steps taken to develop gold standard methods for F analysis described here have the following implications: standardization of direct and diffusion techniques will benefit all studies requiring the use of standard F solutions and those specifically dealing with F ingestion and toxicity and the determination of F content in different matrices. The standardization of techniques will also benefit public health policymakers in countries using community fluoridation, to determine the ideal methods to conduct monitoring.
