We investigate the global stability character of the equilibrium points and the period-two solutions of y n+1 = (py n + y n−1 )/(r + qy n + y n−1 ), n = 0,1,..., with positive parameters and nonnegative initial conditions. We show that every solution of the equation in the title converges to either the zero equilibrium, the positive equilibrium, or the period-two solution, for all values of parameters outside of a specific set defined in the paper. In the case when the equilibrium points and period-two solution coexist, we give a precise description of the basins of attraction of all points. Our results give an affirmative answer to Conjecture 9.5.6 and the complete answer to Open Problem 9.5.7 of Kulenović and Ladas, 2002. 
Introduction
We investigate the global stability character of the equilibrium points and the period-two solutions of the second order rational difference equation
py n + y n−1 r + qy n + y n− 1 , n = 0,1,..., (1.1) where the parameters p, q, r are positive and the initial conditions y −1 , y 0 are nonnegative real numbers. We also present one conjecture, which together with the established results, gives a complete picture of the nature of solutions of this equation. Our results improve and extend the asymptotic results in [1, Section 9.4] . Equation (1.1) is an important stepping stone in understanding the global dynamics of second-order rational with nonnegative parameters and initial conditions; see [1] . Related nonlinear, second-order, rational difference equations were investigated in [1] [2] [3] [4] [5] [6] . Four important special cases of (1.1) were discussed in details in [1, 4, 5] (case q = 0), [7] (case p = 0), and [6] (case r = 0). Major conjectures for the special cases when one or two of the parameters p, q, and r are zero have been resolved in [8, 7, 9] completing the study of the global dynamics of these equations in the hyperbolic case. Finally, the result in [10] provides the answer for the global dynamics of these equations in the nonhyperbolic case.
The study of rational difference equations of order greater than one is quite challenging and rewarding and the results about these equations serve as prototypes in the development of the basic theory of the global behavior of solutions of nonlinear difference equations of order greater than one; see Theorems B-F below. The techniques and results about these equations are also useful in analyzing the equations in the mathematical models of various biological systems and other applications; see, for instance, [11] [12] [13] .
In this paper, we show that every solution of (1.1) converges to either the zero equilibrium, the positive equilibrium, or the period-two solution, for all values of parameters outside of a specific set that will be defined. In the case when the equilibrium points and period-two solution coexist, we give the precise description of the basins of attraction of all three invariant points.
Our results give an affirmative answer to Conjecture 9.5.6 and the complete answer to Open Problem 9.5.7 from [1].
Preliminaries
Let I be some interval of real numbers and let f ∈ C 1 [I × I,I]. Let x ∈ I be an equilibrium point of the difference equation
that is,
The equilibrium x of (2.1) is called locally stable if for every ε > 0, there exists δ > 0 such that x 0 ,x −1 ∈ I with |x 0 − x| + |x −1 − x| < δ, then
(ii) The equilibrium x of (2. Let
denote the partial derivatives of f (u,v) evaluated at an equilibrium x of (2.1). Then the equation 
(2.9)
In this case, the locally asymptotically stable equilibrium x is also called a sink.
We believe that a semicycle analysis of the solutions of a scalar difference equation is a powerful tool for a detailed understanding of the entire character of solutions and often leads to straightforward proofs of their long-term behavior.
We now give the definitions of positive and negative semicycles of a solution of (2.1) relative to an equilibrium point x.
A positive semicycle of a solution {x n } of (2.1) consists of a "string" of terms {x l , x l+1 ,...,x m }, all greater than or equal to the equilibrium x, with l ≥ − 1 and m ≤ ∞ such that
(2.10)
Advances in Difference Equations
A negative semicycle of a solution {x n } of (2.1) consists of a "string" of terms {x l , x l+1 ,...,x m }, all less than the equilibrium x, with l ≥ − 1 and m ≤ ∞ and such that
The next five results are general convergence theorems for (2.1). Our first result is an important characterization of the global behavior of solutions of (2.1) when f satisfies specific monotonicity conditions, which was established recently in [10] .
Theorem B [10] . Consider (2.1) Closely related is the following global attractivity result.
Theorem D [12] . Let
be a continuous function satisfying the following properties:
and
Then every solution of (2.1) converges to x.
Theorem E [1, 6, 14] . Let [a,b] be an interval of real numbers and assume that
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where f 0 and f 1 are continuous real functions defined on some interval I ⊂ R. If there exist constants a < 1 and N such that
18) then the zero equilibrium of (2.17) is global attractor.
We will use a recent general result for competitive systems of difference equations of the form
where f , g are continuous functions and f (x, y) is nondecreasing in x and nonincreasing in y and g(x, y) is nonincreasing in x and nondecreasing in y in some domain A. We now present some basic notions about competitive maps in plane. Define a partial order on R 2 so that the positive cone is the fourth quadrant, that is, (x 1 , y 1 ) (x 2 , y 2 ) if and only if x 1 ≤ x 2 and y 1 ≥ y 2 . A map T on a set B ⊂ R 2 is a continuous function T : B→B. The map is smooth if it is continuously differentiable on B.
for which x 0 =x 1 and
, and strongly competitive if T(x 1 , y 1 ) − T(x 2 , y 2 ) is in the interior of the fourth quadrant whenever (x 1 , y 1 ) (x 2 , y 2 ). The basin of attraction of a fixed point e is the set of all x ∈ B such that T n (x)→e as n→∞. The interior of a set is denoted as
• . Consider a competitive system (2.19), where f ,g : B→R are continuous functions such that the range of ( f ,g) is a subset of B. Then one may associate a competitive map T to (2.19) by setting T = ( f ,g). If T is differentiable, a sufficient condition for T to be strongly competitive is that the Jacobian matrix of T at any (x, y) ∈ B has the sign configuration
20) 6 Advances in Difference Equations
If (x, y) ∈ B, we denote with Q (x, y), ∈ {1, 2,3,4}, the usual four quadrants relative to (x, y), for example,
For additional definitions and results, see [16, 17] . A result from [16] we need is the following. (1)
• is an invariant set, and T is strongly competitive on
The map T is continuously differentiable in a neighborhood of x, and x is a saddle point. (4) At least one of the following statements is true.
(a) T has no prime period-two orbits in
Then the following statements are true.
(
i) The stable manifold ᐃ s (x) is connected and it is the graph of a continuous increasing curve with endpoints in ∂.
• is divided by the closure of ᐃ s (x) into two invariant connected regions ᐃ + ("below the stable manifold") and ᐃ − ("above the stable manifold"), where For ever x ∈ ᐃ − and every z ∈ such that m z, there exists m ∈ N such that T m (x) z, and for every x ∈ ᐃ + and every z ∈ such that z M, there exists m ∈ N such that z T m (x).
Now we present the local stability analysis of (1.1).
The equilibrium points of (1.1) are zero equilibrium and when The following theorem is a consequence of Theorems A and F. 
and a repeller when
The linearized equation associated with (1.1) about its positive equilibrium y is
The following result is a consequence of Theorem A. 
Existence and local stability of period-two cycles
Concerning prime period-two solutions for (1.1), the following result is true. be a period-two cycle of (1.1). Then
To investigate local stability of the period-two solution
we set
and write (1.1) in the equivalent form
Let T be the function on (0,∞) × (0,∞) defined by
is a fixed point of T 2 , the second iteration of T. By a simple calculation, we find that
where
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where ∂g ∂u
(3.14)
By evaluating these derivatives at (Φ,Ψ), we obtain
Then it follows from Theorem A that both eigenvalues of J T 2 Φ Ψ lie inside the unit disk {λ : |λ| < 1} if and only if
(3.17)
Inequality (3.17) is equivalent to the following three inequalities:
First we will establish inequality (3.18). Clearly,
which in view of (3.5) gives
This proves (3.18).
Next we prove (3.20). In view of
which, in turn, is equivalent to
In view of q > p, we have
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Expanding the left-hand side of this inequality, we obtain
Finally, we prove (3.19). Inequality (3.19) is equivalent to
which after the expansion and use of
and (3.5) becomes
The left-hand side LHS of this inequality can be transformed to
and the right-hand side RHS of this inequality can be factored out as follows:
Now we have 
Semicycle analysis and invariant intervals
In this section we list some basic identities for solutions of (1.1). Let {y n } ∞ n=−1 be a solution of (1.1) and let (Φ,Ψ), (Ψ,Φ) be two prime period-two solutions of (1.1). Then the following identities are true for n ≥ 0:
3)
Next we establish the following result on the global boundedness of (1.1).
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hold, then = U, (4.14) and the proof for f (x, y) ≤ U is obtained in a similar way.
(2) If L ≥ y, then y −1 , y 0 ≥ y, which in view of (4.1) implies that y n ≥ y for n = 0,1,.... Suppose that L < y. Then (4.1) implies the following identity:
where K is an arbitrary constant. Let K = L − y < 0. Then 
which implies
and so y 2 > L. By using induction, the proof is completed. and so by (4.22), which implies that y n+1 > y n−1 provided that y n−1 ≤ pr/(q − p). In this case, every solution {y n } of (1.1) has two increasing, bounded subsequences. Consequently, every solution converges to either a positive limit or period-two solution which belongs to the interval (0, pr/(q − p)]. If a solution converges to a limit, this limit would be necessarily an equilibrium of (1.1), which is impossible. If (2.30) is satisfied, then a solution cannot converge to a period-two solution and the proof is complete. If (2.31) is satisfied, then the solution converges either to an equilibrium or to the period-two solution. The convergence of the equilibrium has been ruled out. If the solution converges to a period-two solution (Φ,Ψ) or (Ψ,Φ), then which is a contradiction. Thus the only possible case is Case 1.
Global attractivity and global stability of the positive equilibrium
By using the monotonic character of the function (4.9) in each of the invariant intervals together with the appropriate convergence theorem (from among Theorems B, C, D, E, and F), we can obtain some convergence results for the solutions with initial conditions in the invariant intervals. The result now follows by employing Theorem D. Clearly, when p = q, condition (2.22) implies (2.30) and so y is globally asymptotically stable.
