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ABSTRACT 
We determine necessary and sufficient conditions on the coefficients of a polyno- 
mial so that it has exactly one positive root, m null roots, and all the other ones lower 
than - 1. The conditions found depend only on the signs of certain sums of the 
coefficients. 
1. INTRODUCTION AND SUMMARY 
This work deals with the localization of the zeros of certain polynomials. 
In [l], Pratt presents away to get an upper bound for the number of zeros of 
a polynomial in either (0,l) or (0,oo). He studies the changes of sign on 
certain paths through a tableau generated by certain accumulated sums of 
the coefficients. The use of this tableau requires less work than the use of 
Sturm’s theorem. 
Taking Q(x) = P( - x), Pratt’s tableau gives conditions under which 
Q(x) has no roots in (- 1,0) or (- 00, 0). e also proves that if the 
polynomial has no roots in the relevant domain, this fact will be re 
in the tableau when the latter is large enou 
is paper we prove that if a polynomial 
ct be 
e maxu2xum 
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of zeros). also present an algebraic proof of the sufficient conditions 
found by Pratt for these two cases. 
0ur interest in the results below arose in studying the existence of 
nonnegative solutions for the open Leontief dynamic input/output model 
(I - A + @x(k) = Bx(k +l). (11 
We found [3] that there may be nonnegative solutions that are not on the 
balanced growth path when 
1+x, l+Xj 
‘, ’ Xj 
(j = 2;...,n) 
T 
(2) 
where U=(Z- A)-lB is nonnegative and irreducible, a(U)= {X1,...,Xn), 
and A, = p(U). 
When U has real spectrum the conditions in this work are sufficient 
conditions for (2). 
In summary, in Lemma 5 we remark that when a polynomial has real 
zeros, the coefficients of the polynomial alternate in sign if and only if the 
polynomial has only positive roots. 
Theorem 10 states necessary and sufficient conditions, depending only on 
the signs of certain sums of the coefficients, under which a polynomial with 
real zeros has no roots in [ - l,O]. 
n Lemma 3 we recall a theorem of Cauchy’s. This theorem states that a 
manic polynomial with negative coefficients has a unique simple positive zero 
p and all the other zeros have moduli lower than or equal to p. From Pratt’s 
work it follows that if the polynomial has negative coefficients, then it has a 
unique positive root, but it does not follow that this root has maximum 
modulus. We prove that when the polynomial has real zeros and their sum is 
positive, the converse of the theorem is also true (Proposition 2). 
Finally, Theorem 13 sums up the previous results. It states conditions 
er which a polynomial with real roots whose sum is positive has exactly 
one positive root, m null roots, and all the other ones lower than - 1. The 
conditions found depend only on the signs of certain sums of the coefficients. 
2 QCA N RESULTS 
Let S be a set with n elem 
ROOTS OF POLYNOMIALS IO9 
If p(x) = xn +c;$ aiLi and S=U(~)= (X1,...,Xn) is the set of roots 
of p(x), then we know 
an_k=( -l)%; (1Gkgn). (3) 
REMARK 1. If S= (X1,..., A,} CC is such that Xj~S=Xj~S, then 
_SF E Ii3 (1~ k < n). This follows because when computing 9 hoi.31 A. and K’ ---- 
Aj contribute terms of the same magnitude, and their imaginary parts chancel 
each other. 
PROPOSITION 2. Let p(x) be an n th degree manic polynomial in W[ x], 
p(~)=~“+C~~~aix~, such that ~(p)={X~,...,h,j CR, Zr=lXi>O, at-d 
p(x) has a unique positive root A, and Xi # 0. l&2 sg( Si) = ( - l)k+ ’ 
(l<k<h). l%isinpatiic&rimpliesai~O(O~i,<n-1). 
Proof. We proceed by induction on h. If h = 1, then Si = A, > 0 and 
sg(St) = ( - l)? Let us suppose that sg(Si) = ( - l)k+’ (1~ k < h ). If k = 1, 
aS A,,<O(2<i<n),then 
la + 1 
S:,+l= C Xi>, ~Ai>O -4 sg(s:+‘)=( -1)2=l. 
j = 1 i = 1 
Since 
st+l = x,+& + s; @d-d), 
by the inductive hypothesis, 
sg( $1) = ( - l)k * sg(x,+$;-J = ( - qk+’ 
and 
sg(sL) = ( - l$“” * sg(tq+‘) = (- l)k+‘. 
en the proposition holds 
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[Note that from C~=lXi>O and Ai<0 (j=2,...,n) it foflows that 
A,> iA,1 (j = 2,...,n)=] 
LEMMA 3. If in the equation x”-~~~~bix’=O one has bi>,O (i= 
1 , . . . , n) but not all vanish, then the equation has a unique simple root p > 0 
and all other roots have mduli lower than or equal to p. 
Proof. See [2, pp. 96-971. 
THEOREM 4. Let P(X) = X” - Cafe: bixi, bi E R, a(p) = S = 
@ l *c)Xn>, ScR, ICY=, i A > 0. Z%en p(x) has a unique positive root and 
hi:‘Otl, if and only if sg(Si)=(-l)k+l, l<k<n(i.e., bi>O, i=O,..., 
m - 1). 
Proof. * is Proposition 2. 
c= : By (l), bi > 0 pi; then by Lemma 3 there is a unique positive root. If 
there is Ai = 0, then S: = ~~=lxi = 0 and SO sg(Si) # ( - l)n+l, which is a 
contradiction. 
EMMA 5. kt g(x) be a manic polynomial in R[x] and a(9) C ik Then 
9( only positive roots if and only if the sum of all possible products of 
k t roots i.s positive for all k, i.e., the polyrunnial’s coefjficients 
alternate in sign. 
Proof. =+ : Sums and products of positive numbers are positive num- 
bers. 
G= : Consider r(x) = q( - x) whose coefficients have all the same sign. 
positive roots, and q(x) has neither negative nor null roots 
( hypothesis a( 9) c Iw, and so it has only positive roots. 
OTATION. 
s= {x, )...) A,}, v= {Tl)..., rn), 
w +l= ((l+ q),...,(l+ 7,)}, 
k 
= 1 
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an d 
II(k)= (s(s:I,+Z,,onetooneands(i)<s(i+1),1<igk-l), 
i.e., the set of sequences of k different elements taken from I,, where the 
elements appear in increasing order. Given a sequence s and a set A = 
( a1 , . . . , an } we shall denote by As, the sum of all different products of m 
elements taken from (aS(l~,...,~S(hi}, s E II(k), m < k. 
LEMMA 6. Given a sequence s E II(k), then 
i.e., the SUM of products of k factors (Ts(j, + l)i g j<k is e9d to the sum of 
products fim 0 to k Of (7s(jJ)19 j<k vk (l< k < n), S E IX(k). 
Proof. Let us fix k and s E II(k). We have 
k 
W;= I-It 
j-1 
‘s(j) + l)* 
I~t3t 9(X) = nj=l(Ts(j) - X). Then Q( - 1) = Il3_1(T'(j) + 1). AlSO 9(X) = 
Ck ‘PO XjVks_ j( - 1)’ * 
;I 
9(-1)=~~_,V~_l=c:_ovjs * 9( -l)=Wi= 
Cj-0 V,, where, as before, Vt = 1. 
LEMMA 7. For any fixed j, 1~ j G n, 
c vi”= 
s E l-I(k) 
(1 <kg n). 
Proof. On both sides there are sums of products elements taken 
from V. On the left hand side each product 
sequences contain it, and all possible products of 
fixed elements, how many sequences 
elements from n which include t&s j; ments that remain 
we have to choose k - j; then each p 
EMMA 8. 
nfromW=V+ltothe 
S E n(k ,wk”; this means the sum of all possible sequences of 
erent elements taken from I,. 
ere we have used mma 6 in the first equality and Lemma 8 in the last 
one. 
MA 9. (1 < i < n), then 
~’ ~ n, = (Ai; <is$n} =s. 
ere 
11 E rI(n - j) 
n = n 
n-j 7i . 
i= B 
113 
also have 
41(x) = ( - l)jyy-j, 
j-0 
where, using mma 8, 
k 
WL= 
j=O 
and, by (4), 
Thus we have related the coefficients of a polynomial which has Xi as roots 
to the coefficients of the one with roots (1 + X,)/Xi. 
THEOREM 10. Let p(x) be a mm& polynomial, p(x) E ~[x], a(p) c 
men 
a(p)n[ -1,0] =0 iff 0~ 
Proof. Notice that if hi ES, then hi #O because Sz#O or u(p)n 
[ - l,O] =0. Taking T,~ =l/A,, we have (TV+ 1)=(1+ A,)/X,. 
t us consider 
sing rnrna5,1+~~> > a9 is is 
e ent to 
i 
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But (l+Xi)/hi ~0 iff o(p)n[ - I,O)=lzr, and we noticed that A,#O. 
o< iff 0(p)n[ -l,o] =0. 
COROLLARY 11. Let p(x) be a monk polynomial in W[x], a(p)cW, 
and Cy=, Xi > 0. Ihen p(x) has mtly OM positive root and all the others 
are bwer than -1 iff sg(Sz)=(-l)k+l and 
Proof. eorems 4 and 10, noticing that if there are n - 1 negative 
roots then sg(S,“) = ( - l)% 
t q,(x) = x1’ +zi:i( - l)n-ks~_kxk, whose roots A. = 0 
X1,..., A,,}], and let q&) he a 
rice, if T = u(q3), then TtVrn = SzBrn 
l)n-m-kS~~~_kXk. Then Sz_j = 0 
- m), because when we take groups 
choose one root different from 
}, the term vanishes. Then the products of k elements taken 
nes which remain, and SFWrn =S; 
ore than n - m roots, there will be 
at least a null one in each term, so Si_j = 0 (0 < j < m). 
t p(x) be a monk polynomial in 
,=O (n-m<j<n), X+0, and X 
m < k G n), sg(Si) = ( - l)k-l (1~ k < n - m), and 
( n~~~‘)s~-m-j)=(~l)n-m-l (l<k<n-m). 
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Coroky 11 to a polynomial whose roots are ( A,, . . l , A ,, _ m }, and the 
theorem is proved 
RE- 14. Notice that the sets S above can be obtained irectly from 
the polynomial’s coefficients, making our conditions readily computable. 
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