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Abstract
The unitary extension principle (UEP) by Ron and Shen yields conditions for the
construction of a multi-generated tight wavelet frame for L2(Rs) based on a given
refinable function. In this paper we show that the UEP can be generalized to locally
compact abelian groups. In the general setting, the resulting frames are generated
by modulates of a collection of functions; via the Fourier transform this corresponds
to a generalized shift-invariant system. Both the stationary and the nonstationary
case are covered. We provide general constructions, based on B-splines on the group
itself as well as on characteristic functions on the dual group. Finally, we consider a
number of concrete groups and derive explicit constructions of the resulting frames.
1 Introduction
The unitary extension principle (UEP) by Ron and Shen [19] and its many variants ([7, 9],
to name a few) are key results in wavelet analysis. They allow construction of tight wavelet
frames with compact support, desired smoothness, and good approximation theoretic prop-
erties. In this paper we show how the theory can be generalized to the setting of locally
compact abelian (LCA) groups. The advantage of this approach is threefold. First, we
are able to cover several variants of the unitary extension principle, e.g., the standard case
on Rs and the periodic case corresponding to the group Ts, all at once. Secondly, we can
now apply the UEP to a large set of other groups; among these, the group of integers Z
is particularly interesting. Thirdly, the general approach throws new light on the classical
UEP: it reveals the structure that is necessary if we want to consider the UEP from a more
general point of view – a structure that in the case of the group Rs turns out to coincide
with the classical wavelet structure.
The general approach presented here is able to handle both the stationary and the non-
stationary case. In the full generality of LCA groups we will derive explicit conditions for
the UEP construction of tight frames, based on either B-splines on the group or character-
istic functions on the dual group. Finally, a number of explicit constructions on groups of
particular interest are provided.
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Denoting the underlying LCA group by G, the construction yields frames for L2(Ĝ),
where Ĝ denotes the dual group. The frames are obtained by letting a class of modulation
operators act on a family of functions in L2(Ĝ). Via the Fourier transform, this immediately
yields a generalized shift-invariant system that forms a frame for L2(G); see the more
technical description right after the definition of the modulation operator in (2.5).
The discussion of the general results is complemented by explicit constructions on the
LCA groups Rs,T,Z, and ZN (the integers modulo N). Some of them are based on a gen-
eralization of B-splines to LCA groups that was discovered already in 1994 (independently
by Dahlke [8] and Tikhomirov [23]); other constructions are generated by characteristic
functions for certain sets in Ĝ.
Section 2 will provide us with the necessary background on LCA groups; the general
version of the UEP and its proof is stated in Section 3. The formulation of the results based
on B-splines are presented in Section 4, while the case of characteristic functions on Ĝ are
in Section 5; in both cases applications to a number of specific LCA groups are given.
Let us end this introduction with a few comments about technicalities. The main
difficulty in the extension of the UEP to LCA groups is that there is no scaling operator
on LCA groups. The way to overcome this issue turns out to be to consider a collection
of modulation operators acting on a family of frame generators, rather than the usual
collection of scaled and translated versions of a fixed function. This leads to a different
form of the scaling equation. Also, the traditional assumption of the wavelet subspaces
being nested has to be replaced by a condition on a nested sequence of lattices in the
group. After getting familiar with these new aspects, the reader will observe that several
of the technical results follow the same pattern as in the classical proofs of the UEP.
We also note that the approach in the paper heavily uses the LCA group structure. We
would like to point the attention of the reader to a different generalization of the UEP,
taking place on smooth and compact Riemannian manifolds; see [24]. We also mention
that there is a growing literature on wavelet analysis on the p-adic numbers; see [1] and
the references therein. The p-adic numbers do not have nontrivial lattices [3], and are not
covered by our methods. A more general wavelet theory on LCA groups with a compact
open subgroup is developed in [2].
2 Preliminaries on LCA groups
In this section we will give a short introduction to the necessary background on LCA groups;
for more information we refer to the books [14, 18, 21].
Let G be an LCA group, with the group composition denoted by the symbol “ + ” and
the neutral element 0. We will assume that G is equipped with a Hausdorff topology, and
that G is a countable union of compact sets and metrizable. A character on G is a function
γ : G→ T := {z ∈ C ∣∣ |z| = 1} that satisfies the condition γ(x+ y) = γ(x)γ(y), x, y ∈ G.
We denote the set of continuous characters by Ĝ, which also forms an LCA group, the
dual group of G, when equipped with the composition (γ + γ′)(x) := γ(x)γ′(x), γ, γ′ ∈ Ĝ,
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x ∈ G, and an appropriate topology. It is a classical result that the double-dual group ̂̂G
is topologically isomorphic to the group G; usually we can identify the two groups and we
will simply write
̂̂
G = G. Thus γ(x) can be interpreted as either the action of γ ∈ Ĝ on
x ∈ G, or the action of x ∈ ̂̂G = G on γ ∈ Ĝ; for this reason we will from now on use the
notation
(x, γ) := γ(x), x ∈ G, γ ∈ Ĝ.
The LCA group G can be equipped with a Radon measure µG that is translation in-
variant, which means that for all continuous functions f on G with compact support,∫
G
f(x+ y) dµG(x) =
∫
G
f(x) dµG(x), ∀ y ∈ G. (2.1)
This measure is unique up to scalar multiplication, and is called the Haar measure. We
will consider the Haar measure µG as fixed throughout the paper. Based on the Haar
measure, we define the spaces L1(G), L2(G) and L∞(G) in the usual way. The space L2(G)
is a Hilbert space, and our assumption of G being a countable union of compact sets and
metrizable implies (and is, in fact, equivalent to) L2(G) being separable.
The Fourier transform is defined by
F : L1(G)→ C0(Ĝ), Ff(γ) := fˆ(γ) :=
∫
G
f(x)(−x, γ) dµG(x). (2.2)
The inversion theorem states that with appropriate normalization of the Haar measure µĜ
on Ĝ, for f ∈ L1(G) such that fˆ ∈ L1(Ĝ), it holds that
f(x) =
∫
Ĝ
fˆ(γ) (x, γ)dµĜ(γ), x ∈ G. (2.3)
We will always normalize the measure on Ĝ in such a way that the inversion formula
holds. With this choice, the Fourier transform can be extended to a surjective isometry
F : L2(G)→ L2(Ĝ), exactly as in the classical case of G = R. To simplify notations, from
now onwards, in all integrals when the context is clear (e.g., (2.1)–(2.3)), we simply write
dµG(x) = dx and dµĜ(γ) = dγ.
Among the examples of LCA groups, we find R, T, Z, ZN , as well as their higher-
dimensional variants and direct products hereof; following [18] and [10] we will call such
groups elementary LCA groups. As discussed in [10], various typical problems in signal
processing can be modeled using elementary LCA groups.
A lattice (sometimes called a uniform lattice) in an LCA group G is a discrete subgroup
Λ for which G/Λ is compact. Lattices are known explicitly in all the elementary LCA
groups and in many other LCA groups; however, there also exist LCA groups without
lattices, see, e.g., [16, 3, 15]. The annihilator Λ⊥ of a lattice Λ is defined by
Λ⊥ := {γ ∈ Ĝ ∣∣ (x, γ) = 1, ∀x ∈ Λ}.
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It follows from the definition of the topology on Ĝ that the annihilator Λ⊥ is a closed
subgroup of Ĝ. A lattice in G leads to a splitting of the groups G and Ĝ into disjoint
cosets, see, e.g., [16]:
Lemma 2.1 Let G be an LCA group and Λ a lattice in G. Then the following hold:
(i) There exists a Borel measurable relatively compact set Q ⊆ G such that
G =
⋃
λ∈Λ
(λ+Q), (λ+Q) ∩ (λ′ +Q) = ∅ for λ 6= λ′, λ, λ′ ∈ Λ. (2.4)
(ii) The set Λ⊥ is a lattice in Ĝ, and there exists a Borel measurable relatively compact
set V ⊆ Ĝ such that
Ĝ =
⋃
ω∈Λ⊥
(ω + V ), (ω + V ) ∩ (ω′ + V ) = ∅ for ω 6= ω′, ω, ω′ ∈ Λ⊥.
A set Q as in (2.4) that has the properties in Lemma 2.1(i) is called a fundamental
domain associated to the lattice Λ. For convenience we will allow sets Q for which the two
conditions in (2.4) hold up to a set of measure zero. When we speak about a periodic
function f ∈ L∞(Q), it is understood that we extend f to a function on G by
f(λ+ x) := f(x), λ ∈ Λ, x ∈ Q.
Given a lattice Λ in G, choose a fundamental domain Q. The density of Λ is defined
by s(Λ) := µG(Q). It is well known that this is independent of the chosen fundamental
domain, and that (see [12]) s(Λ) s(Λ⊥) = 1.
Given any λ ∈ G, consider the generalized modulation operator
Mλ : L2(Ĝ)→ L2(Ĝ), (Mλf)(γ) := (λ, γ) f(γ). (2.5)
As for the modulation operator on R, it is easy to see that Mλ is a unitary operator.
The main outcome of the current paper is a method for constructing frames for L2(Ĝ)
of the form {MλΓk}k∈J,λ∈Λk , where {Γk}k∈J is a countable collection of functions in L2(Ĝ)
and {Λk}k∈J a collection of lattices in G. Considering the translation operator Ty, y ∈ G,
on L2(G) defined by Ty : L
2(G)→ L2(G), Tyf(x) := f(x− y), x ∈ G, it is well known that
FTy = M−yF ; thus, if {MλΓk}k∈J,λ∈Λk is a frame for L2(Ĝ) it immediately follows that
the system {F−1MλΓk}k∈J,λ∈Λk = {TλF−1Γk}k∈J,λ∈Λk is a frame for L2(G). This system is
a so-called generalized shift-invariant system in the terminology of Ron and Shen [20]. The
case where the lattices Λk are independent of k correspond to the classical shift-invariant
systems; for a detailed analysis of such systems we refer to [4].
We will need the following result, which is a variant of Lemma 3.3 in [17]; the version
stated here is proved in [6] and repeated in [5]. For technical reasons in the lemma and
subsequently in Section 3, we consider the dense subspace Cc(Ĝ) of L
2(Ĝ) defined by
Cc(Ĝ) := {f ∈ L2(Ĝ)
∣∣ f is continuous and compactly supported}.
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Lemma 2.2 Let Λ be a lattice in G, and let V ⊆ Ĝ denote a fundamental domain associ-
ated with the lattice Λ⊥. Let F,Φ ∈ L2(Ĝ). Then the function
α : Ĝ→ C, α(γ) :=
∑
ω∈Λ⊥
F (ω + γ)Φ(ω + γ)
is well defined, belongs to L1(V ), and satisfies that
α(γ + ω′) = α(γ), ∀ γ ∈ Ĝ, ω′ ∈ Λ⊥.
In addition, if F ∈ Cc(Ĝ), then∑
λ∈Λ
|〈F,MλΦ〉|2 = µĜ(V )
∫
V
∣∣∣∣∑
ω∈Λ⊥
F (ω + γ)Φ(ω + γ)
∣∣∣∣2 dγ.
One of the central ingredient in our generalization of the UEP is to consider a family
of nested lattices {Λk}k∈I in the group G. We will need to consider relations between the
lattices and their corresponding fundamental domains; for easy reference we will formulate
here the relevant connections between just two lattices.
Lemma 2.3 Consider two lattices Λ0 ⊂ Λ1 in an LCA group G. Then the following hold:
(i) The quotient group Λ1/Λ0 is finite, with cardinality |Λ1/Λ0| = s(Λ0)s(Λ1) .
(ii) Let {ηℓ}dℓ=1 ⊂ Λ1 be a fundamental domain for Λ0, considered as a subgroup of Λ1,
chosen such that η1 = 0. Then
Λ1 =
d⋃
ℓ=1
(ηℓ + Λ0), with (ηℓ + Λ0) ∩ (ηℓ′ + Λ0) = ∅ if ℓ 6= ℓ′.
(iii) Choose Q1 as a fundamental domain associated with the lattice Λ1 in G. Then
(ηℓ +Q1) ∩ (ηℓ′ +Q1) = ∅ if ℓ 6= ℓ′. (2.6)
Furthermore, the set Q0 :=
⋃d
ℓ=1(ηℓ + Q1) is a fundamental domain associated with
the lattice Λ0 in G.
(iv) Λ⊥1 is a subgroup of Λ
⊥
0 ; the quotient group Λ
⊥
0 /Λ
⊥
1 is finite, and
∣∣Λ⊥0 /Λ⊥1 ∣∣ = |Λ1/Λ0| .
(v) Let {νℓ}dℓ=1 ⊂ Λ⊥0 be a fundamental domain for Λ⊥1 , considered as a subgroup of Λ⊥0 ,
chosen such that ν1 = 0. Then
Λ⊥0 =
d⋃
ℓ=1
(νℓ + Λ
⊥
1 ), with (νℓ + Λ
⊥
1 ) ∩ (νℓ′ + Λ⊥1 ) = ∅ if ℓ 6= ℓ′.
5
(vi) Let V0 ⊂ Ĝ be a fundamental domain associated with the lattice Λ⊥0 in Ĝ. Then
(νℓ + V0) ∩ (νℓ′ + V0) = ∅ if ℓ 6= ℓ′.
Furthermore, the set V1 :=
⋃d
ℓ=1(νℓ + V0) is a fundamental domain associated with
the lattice Λ⊥1 in Ĝ.
Proof. (i) By definition of a lattice we know that G/Λ0 is relatively compact; since
Λ1 ⊆ G this implies that Λ1/Λ0 is also relatively compact. But since Λ1 is discrete, Λ1/Λ0
is also discrete; hence the set must be finite. We postpone the proof of the cardinality by
a few lines.
(ii) By definition of the fundamental domain, Λ1 =
⋃
λ∈Λ0(λ + {ηℓ}dℓ=1) =
⋃d
ℓ=1(ηℓ + Λ0).
By construction the union is disjoint, so (ii) holds.
(iii) AsQ1 is a fundamental domain associated with Λ1, we know that (λ+Q1)∩(λ′+Q1) = ∅
if λ, λ′ ∈ Λ1, λ 6= λ′. Since ηℓ ∈ Λ1, (2.6) follows. In order to prove the rest of (iii), using
(ii) we see that
G =
⋃
λ∈Λ1
(λ+Q1) =
⋃
λ∈Λ0
d⋃
ℓ=1
(ηℓ + λ+Q1) =
⋃
λ∈Λ0
(
λ+
d⋃
ℓ=1
(ηℓ +Q1)
)
=
⋃
λ∈Λ0
(λ+Q0).
Now assume that for some λ, λ′ ∈ Λ0 we have µG
(
(λ+Q0)∩ (λ′+Q0)
)
> 0. Then for some
ηℓ, ηℓ′ ∈ Λ1 we have µG
(
(λ+ ηℓ +Q1) ∩ (λ′ + ηℓ′ +Q1)
)
> 0. Since λ+ ηℓ, λ
′ + ηℓ′ ∈ Λ1, we
conclude that λ+ ηℓ = λ
′ + ηℓ′; by (ii), this implies that ηℓ = ηℓ′ and therefore λ = λ′, i.e.,
Q0 is indeed a fundamental domain associated with Λ0.
Let us now give the proof of the cardinality in (i). Note that the cardinality of the set
Λ1/Λ0 equals the number d introduced in (ii). Since Q1 is a fundamental domain associated
with Λ1, by definition we have s(Λ1) = µG(Q1). It now follows from (iii), the disjointness
(up to a set of measure zero) of the sets ηℓ+Q1, ℓ = 1, . . . , d, and the translation invariance
of the measure that
s(Λ0) = µG(Q0) = µG
( d⋃
ℓ=1
(ηℓ +Q1)
)
= d µG(Q1) = d s(Λ1),
as claimed.
(iv) This follows from Proposition 4.2.24 in [18], but let us give a direct proof. By the
definition of the annihilator, the assumption Λ0 ⊂ Λ1 implies that Λ⊥1 ⊂ Λ⊥0 ; since both are
groups it is clear that Λ⊥1 is a subgroup of Λ
⊥
0 . That Λ
⊥
0 /Λ
⊥
1 is finite now follows from (i).
Using (i), we arrive at
∣∣Λ⊥0 /Λ⊥1 ∣∣ = s(Λ⊥1 )s(Λ⊥
0
)
= s(Λ0)
s(Λ1)
= |Λ1/Λ0| , which proves (iv).
(v), (vi) Finally, the results in (v) and (vi) follow immediately from (ii) and (iii) applied
to the inclusion Λ⊥1 ⊂ Λ⊥0 . 
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3 The unitary extension principle
In order to avoid a long list of assumptions in the formulation of the UEP, we will state
the standing assumptions for this section in a “General setup”. Before we do this, let us
mention a few conventions that will help us avoid cumbersome notations.
First, the UEP will be based on a sequence of functions {Φk}k∈I , indexed by a countable
sequence of consecutive integers in Z, i.e., either I = {k}∞k=k0 or I = {k}k1k=k0 for some
k0, k1 ∈ Z. In what follows we will tacitly assume that I = {k}∞k=k0 and leave the minor
modifications in the case I = {k}k1k=k0 to the reader. A typical example: a condition
involving Φk and Φk+1 makes perfect sense for k ∈ I if we assume that I = {k}∞k=k0. On the
other hand, for the case I = {k}k1k=k0 one would have to assume that k ∈ {k0, . . . , k1 − 1}.
For the rest of the paper, we will let k0 denote the starting index of the set I.
The UEP on Rs by Ron and Shen is formulated in terms of conditions on some filters,
which are periodic functions. We will need an analog concept in our setting, and we will use
the convention stated right after Lemma 2.1. As we will see, the relevant periodic functions
are actually defined on the dual group Ĝ.
Let us now state the standing assumptions for this section:
General setup: Let I be a sequence of consecutive numbers in Z. Let {Λk}k∈I be a nested
sequence of lattices in G, i.e.,
Λk0 ⊂ Λk0+1 ⊂ Λk0+2 ⊂ · · · . (3.1)
Let {Φk}k∈I be a sequence of functions in L2(Ĝ). Furthermore, for each k ∈ I, let Vk denote
a fundamental domain associated with the lattice Λ⊥k ; then, in particular, for each k ∈ I,
Ĝ =
⋃
ω∈Λ⊥
k
(ω + Vk), (ω + Vk) ∩ (ω′ + Vk) = ∅ for ω 6= ω′, ω, ω′ ∈ Λ⊥k . (3.2)
Assume the following conditions:
(i) For every compact set S in Ĝ, there exists K1 ∈ I such that
µĜ
(
(ω + S) ∩ (ω′ + S)) = 0 for ω 6= ω′, ω, ω′ ∈ Λ⊥K1. (3.3)
(ii) For every compact set S in Ĝ and any ǫ > 0, there exists K2 ∈ I such that for all
k ≥ K2, k ∈ I, ∣∣µĜ(Vk) |Φk(γ)|2 − 1∣∣ ≤ ǫ, ∀γ ∈ S. (3.4)
(iii) For all k ∈ I and some periodic functions Hk+1 ∈ L∞(Vk+1) (see the convention in
Section 2),
Φk(γ) = Hk+1(γ) Φk+1(γ), a.e. γ ∈ Ĝ. (3.5)
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For k ∈ I, given periodic functions G(m)k+1 ∈ L∞(Vk+1), m = 1, . . . , ρk, define the func-
tions Ψ
(m)
k ∈ L2(Ĝ), m = 1, . . . , ρk, by
Ψ
(m)
k (γ) := G
(m)
k+1(γ) Φk+1(γ), γ ∈ Ĝ. (3.6)
Our goal is to identify conditions on the filters Hk and G
(m)
k such that the collection of
functions
{MλΦk0}λ∈Λk0
⋃
{MλΨ(m)k }k≥k0, λ∈Λk,m=1,...,ρk
forms a tight frame for L2(Ĝ) with frame bound 1.
We will see later in Example 3.7 that for the case G = R, the assumptions (3.4) and (3.5)
correspond directly to the assumptions and setup used in the classical UEP constructions;
on the other hand, the condition (3.3) is automatically satisfied in this case, and does not
appear explicitly in the classical UEP.
Starting with a suitable choice of a sequence {νk0,ℓ}ℓ=1,...,dk0 associated with the “lowest”
level lattice Λ⊥k0 , repeated use of Lemma 2.3(v) shows that for each k ∈ I, we can choose a
sequence {νk,ℓ}ℓ=1,...,dk ⊂ Ĝ such that νk,1 = 0 and
Λ⊥k =
dk⋃
ℓ=1
(νk,ℓ + Λ
⊥
k+1), (νk,ℓ + Λ
⊥
k+1) ∩ (νk,ℓ′ + Λ⊥k+1) = ∅ for ℓ 6= ℓ′. (3.7)
For k ∈ I, consider the (ρk + 1)× dk matrix-valued function Pk defined by
Pk(γ) :=

Hk+1(γ + νk,1) · · · Hk+1(γ + νk,dk)
G
(1)
k+1(γ + νk,1) · · · G(1)k+1(γ + νk,dk)
· · · · ·
· · · · ·
G
(ρk)
k+1(γ + νk,1) · · · G(ρk)k+1(γ + νk,dk)
 , γ ∈ Vk. (3.8)
By Lemma 2.3(vi) applied to the lattices Λ⊥k and Λ
⊥
k+1, we know that for any funda-
mental domain Vk associated with Λ
⊥
k ,
(νk,ℓ + Vk) ∩ (νk,ℓ′ + Vk) = ∅ for ℓ 6= ℓ′. (3.9)
Lemma 2.3(vi) also shows that the set
V ′k+1 :=
dk⋃
ℓ=1
(νk,ℓ + Vk) (3.10)
is a fundamental domain associated with the lattice Λ⊥k+1. This observation turns out to be
important: in fact, some of the analysis to follow applies whenever {Vk}k∈I is an arbitrary
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collection of fundamental domains associated with the lattices {Λ⊥k }k∈I , but some of the
results require a relationship between fundamental domains “on consecutive levels”; in such
cases we will apply (3.10).
Since we will work with different choices of fundamental domains Vk, we need the
following elementary result:
Lemma 3.1 For any two fundamental domains Vk and V
′
k associated with Λ
⊥
k , we have
µĜ(Vk) = µĜ(V
′
k) and L
∞(Vk) = L∞(V ′k).
Lemma 3.1 will help us to simplify the notation: indeed, whenever we need to deal
with, e.g., the fundamental domain V ′k+1 in (3.10), we will always write µĜ(Vk+1) instead
of µĜ(V
′
k+1) and L
∞(Vk+1) instead of L∞(V ′k+1).
Let us comment on the fact that Pk for the moment is only considered on Vk. Looking
at the entries of the matrix Pk, we see that by considering γ ∈ Vk, we exactly use the
information about the functions Hk+1 and G
(m)
k+1 on the fundamental domain V
′
k+1 defined
by (3.10); thus, considering Pk only on Vk is consistent with our desire to consider Hk+1
and G
(m)
k+1 as periodic functions in L
∞(Vk+1).
We will see that the essential condition in the UEP is that
Pk(γ)
∗Pk(γ) = dkIdk , a.e. γ ∈ Vk. (3.11)
Note that dk =
µ
Ĝ
(Vk+1)
µ
Ĝ
(Vk)
.We will now show that if (3.11) holds on any fundamental domain
Vk, then it automatically holds on Ĝ.
Lemma 3.2 Let Vk denote any fundamental domain associated with Λ
⊥
k . If (3.11) holds
for a.e. γ ∈ Vk, then (3.11) holds for a.e. γ ∈ Ĝ.
Proof. The condition (3.11) means that for a.e. γ ∈ Vk and ℓ, ℓ′ = 1, . . . , dk,
Hk+1(γ + νk,ℓ)Hk+1(γ + νk,ℓ′) +
ρk∑
m=1
G
(m)
k+1(γ + νk,ℓ)G
(m)
k+1(γ + νk,ℓ′) = dkδℓ,ℓ′. (3.12)
Consider now any γ′ belonging to the fundamental domain V ′k+1 chosen in (3.10). Such γ
′
can be written in the form γ′ = γ + νk,ℓ˜ for some γ ∈ Vk and some ℓ˜ ∈ {1, . . . , dk}. Using
(3.12), that νk,ℓ˜ + νk,ℓ ∈ Λ⊥k = ∪dkq=1(νk,q +Λ⊥k+1), and the periodicity of the functions Hk+1
and G
(m)
k+1 in L
∞(Vk+1), it follows that γ′ also satisfies (3.12) (we leave the details to the
reader). Using now the periodicity of the entries of the matrix Pk, it follows that (3.12)
holds for a.e. γ ∈ Ĝ. 
We now state a lemma which allows us to move around between different levels of Φk.
Lemma 3.3 In addition to the general setup, assume that for some k ∈ I, the matrix-
valued function Pk satisfies (3.11). Then for all F ∈ Cc(Ĝ),∑
λ∈Λk+1
|〈F,MλΦk+1〉|2 =
∑
λ∈Λk
|〈F,MλΦk〉|2 +
ρk∑
m=1
∑
λ∈Λk
|〈F,MλΨ(m)k 〉|2. (3.13)
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Proof. Fix k ∈ I. We first note that by Lemma 3.2 the condition (3.11) holds for a.e.
γ ∈ Ĝ.We will now use Lemma 2.2 to rewrite the three expressions appearing in (3.13). For
technical reasons we use the given fundamental domain Vk for the terms on the right-hand
side, and the domain V ′k+1 in (3.10) for the left-hand side:∑
λ∈Λk+1
|〈F,MλΦk+1〉|2 = µĜ(Vk+1)
∫
V ′
k+1
∣∣∣∣ ∑
ω∈Λ⊥
k+1
F (ω + γ)Φk+1(ω + γ)
∣∣∣∣2 dγ;(3.14)
∑
λ∈Λk
|〈F,MλΦk〉|2 = µĜ(Vk)
∫
Vk
∣∣∣∣ ∑
ω∈Λ⊥k
F (ω + γ)Φk(ω + γ)
∣∣∣∣2 dγ; (3.15)
ρk∑
m=1
∑
λ∈Λk
|〈F,MλΨ(m)k 〉|2 =
ρk∑
m=1
µĜ(Vk)
∫
Vk
∣∣∣∣ ∑
ω∈Λ⊥k
F (ω + γ)Ψ
(m)
k (ω + γ)
∣∣∣∣2 dγ. (3.16)
Based on these expressions, a natural approach is to start with (3.14) and apply the disjoint
splitting of V ′k+1 in terms of Vk, see (3.10); this yields∑
λ∈Λk+1
|〈F,MλΦk+1〉|2 = µĜ(Vk+1)
∫
V ′
k+1
∣∣∣∣ ∑
ω∈Λ⊥
k+1
F (ω + γ)Φk+1(ω + γ)
∣∣∣∣2 dγ
= µĜ(Vk+1)
dk∑
ℓ=1
∫
νk,ℓ+Vk
∣∣∣∣ ∑
ω∈Λ⊥
k+1
F (ω + γ)Φk+1(ω + γ)
∣∣∣∣2 dγ
= µĜ(Vk+1)
∫
Vk
dk∑
ℓ=1
∣∣∣∣ ∑
ω∈Λ⊥
k+1
F (ω + νk,ℓ + γ)Φk+1(ω + νk,ℓ + γ)
∣∣∣∣2 dγ. (3.17)
Define the functions aℓk, ℓ = 1, . . . , dk, and bk on Vk by
aℓk(γ) :=
∑
ω∈Λ⊥
k+1
F (ω + νk,ℓ + γ)Φk+1(ω + νk,ℓ + γ), γ ∈ Vk;
bk(γ) :=
∑
ω∈Λ⊥k
F (ω + γ)Φk(ω + γ), γ ∈ Vk.
By Lemma 2.2, these functions are well defined. We will also consider the vector
ck(γ) :=

∑
ω∈Λ⊥
k
F (ω + γ)Ψ
(1)
k (ω + γ)
·
·∑
ω∈Λ⊥
k
F (ω + γ)Ψ
(ρk)
k (ω + γ)
 , γ ∈ Vk.
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Using (3.5) and that Hk+1(γ + ω) = Hk+1(γ) for γ ∈ Ĝ, ω ∈ Λ⊥k+1,
dk∑
ℓ=1
aℓk(γ)Hk+1(γ + νk,ℓ) =
dk∑
ℓ=1
∑
ω∈Λ⊥
k+1
F (ω + νk,ℓ + γ)Φk+1(ω + νk,ℓ + γ)Hk+1(ω + γ + νk,ℓ)
=
dk∑
ℓ=1
∑
ω∈Λ⊥
k+1
F (ω + νk,ℓ + γ)Φk(ω + νk,ℓ + γ).
Via the disjoint splitting of Λ⊥k in (3.7), it follows that
dk∑
ℓ=1
aℓk(γ)Hk+1(γ + νk,ℓ) =
∑
ω∈Λ⊥k
F (ω + γ)Φk(ω + γ) = bk(γ).
In the same way it can be proved from (3.6) that
dk∑
ℓ=1
aℓk(γ)

G
(1)
k+1(γ + νk,ℓ)
·
·
G
(ρk)
k+1(γ + νk,ℓ)
 = ck(γ).
Defining the column vectors
βk(γ) :=
(
bk(γ)
ck(γ)
)
, αk(γ) :=

a1k(γ)
·
·
adkk (γ)
 ,
and using the definition of Pk(γ) in (3.8) these calculations can be summarized as
βk(γ) = Pk(γ)αk(γ). (3.18)
Now, in terms of the vector αk(γ), the result in (3.17) means that∑
λ∈Λk+1
|〈F,MλΦk+1〉|2 = µĜ(Vk+1)
∫
Vk
αk(γ)
∗αk(γ) dγ.
Using the assumption (3.11) and (3.18), it follows that∑
λ∈Λk+1
|〈F,MλΦk+1〉|2 = µĜ(Vk+1)
µĜ(Vk)
µĜ(Vk+1)
∫
Vk
αk(γ)
∗Pk(γ)∗Pk(γ)αk(γ) dγ
= µĜ(Vk)
∫
Vk
βk(γ)
∗βk(γ) dγ = µĜ(Vk)
∫
Vk
(|bk(γ)|2 + ‖ck(γ)‖2) dγ
= µĜ(Vk)
∫
Vk
(∣∣∣∣ ∑
ω∈Λ⊥
k
F (ω + γ)Φk(ω + γ)
∣∣∣∣2 + ρk∑
m=1
∣∣∣∣ ∑
ω∈Λ⊥
k
F (ω + γ)Ψ
(m)
k (ω + γ)
∣∣∣∣2) dγ
=
∑
λ∈Λk
|〈F,MλΦk〉|2 +
ρk∑
m=1
∑
λ∈Λk
|〈F,MλΨ(m)k 〉|2,
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where (3.15) and (3.16) are used in the final step. 
The next lemma is a consequence of the assumptions (i) and (ii) of the general setup.
Lemma 3.4 For any F ∈ Cc(Ĝ) and any ǫ > 0, there is a K ∈ I such that for k ≥ K,
k ∈ I,
(1− ǫ) ‖F‖2 ≤
∑
λ∈Λk
|〈F,MλΦk〉|2 ≤ (1 + ǫ) ‖F‖2.
Proof. Given F ∈ Cc(Ĝ), put S := suppF. For k ∈ I, ω ∈ Λ⊥k , let
Sk,ω := {γ ∈ Vk
∣∣ω + γ ∈ S}.
Note that by (3.2),
S = S ∩ Ĝ = S ∩
[ ⋃
ω∈Λ⊥
k
(ω + Vk)
]
=
⋃
ω∈Λ⊥
k
[S ∩ (ω + Vk)]
=
⋃
ω∈Λ⊥k
{ω + γ ∣∣γ ∈ Vk, ω + γ ∈ S} = ⋃
ω∈Λ⊥k
{ω + γ ∣∣γ ∈ Sk,ω} = ⋃
ω∈Λ⊥k
(ω + Sk,ω). (3.19)
Since the decomposition in (3.2) is disjoint, (3.19) is clearly a disjoint decomposition of S
(up to a set of measure zero for both decompositions). By Lemma 2.2,∑
λ∈Λk
|〈F,MλΦk〉|2 = µĜ(Vk)
∫
Vk
∣∣∣∣∑
ω∈Λ⊥
k
F (ω + γ) Φk(ω + γ)
∣∣∣∣2 dγ.
Note that in the integral we only get contributions for the γ ∈ Vk for which there is an
ω′ ∈ Λ⊥k such that ω′ + γ ∈ S, i.e., we only get contributions for γ ∈
⋃
ω′∈Λ⊥
k
Sk,ω′. Thus
∑
λ∈Λk
|〈F,MλΦk〉|2 = µĜ(Vk)
∫[⋃
ω′∈Λ⊥
k
Sk,ω′
] ∣∣∣∣∑
ω∈Λ⊥k
F (ω + γ) Φk(ω + γ)
∣∣∣∣2 dγ.
Now, given any ǫ > 0, take K ∈ I satisfying (i) and (ii) of the general setup. Then, for
k ∈ I with k ≥ K, the sets Sk,ω, ω ∈ Λ⊥k , are disjoint (up to a set of measure zero). Indeed,
if γ ∈ Sk,ω ∩ Sk,ω′ for some ω, ω′ ∈ Λ⊥k , then γ ∈ (−ω + S) ∩ (−ω′ + S); by the assumption
(3.3) and the fact that Λ⊥k ⊂ Λ⊥K , this implies that µĜ(Sk,ω ∩ Sk,ω′) = 0 if ω 6= ω′. We can
therefore continue our calculation, and obtain that for k ≥ K, k ∈ I,∑
λ∈Λk
|〈F,MλΦk〉|2 = µĜ(Vk)
∑
ω′∈Λ⊥
k
∫
Sk,ω′
∣∣∣∣∑
ω∈Λ⊥
k
F (ω + γ) Φk(ω + γ)
∣∣∣∣2 dγ. (3.20)
Note that for a fixed ω′ in the “outer sum”, we only get a nonzero contribution in the
“inner sum” over ω ∈ Λ⊥k for the choice ω = ω′. In fact, given ω′ ∈ Λ⊥k , for ω 6= ω′ any
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γ ∈ Sk,ω′ will be outside Sk,ω, meaning that ω+ γ /∈ S, i.e., F (ω+ γ) = 0. Therefore (3.20)
simplifies to∑
λ∈Λk
|〈F,MλΦk〉|2 = µĜ(Vk)
∑
ω′∈Λ⊥
k
∫
Sk,ω′
∣∣F (ω′ + γ)Φk(ω′ + γ)∣∣2 dγ
= µĜ(Vk)
∑
ω′∈Λ⊥k
∫
ω′+Sk,ω′
∣∣F (γ)Φk(γ)∣∣2 dγ = µĜ(Vk) ∫
S
∣∣F (γ)Φk(γ)∣∣2 dγ,
where the last step again used that the union in (3.19) is disjoint. Our choice of K and the
assumption (3.4) now implies that
(1− ǫ)
∫
S
|F (γ)|2 dγ ≤
∑
λ∈Λk
|〈F,MλΦk〉|2 ≤ (1 + ǫ)
∫
S
|F (γ)|2 dγ;
since
∫
S
|F (γ)|2 dγ = ‖F‖2, this completes the proof. 
We are now ready to state the main result, the unitary extension principle for LCA
groups.
Theorem 3.5 In addition to the assumptions (3.3)–(3.5) in the general setup, assume that
for k ∈ I, the matrix-valued function Pk in (3.8) satisfies (3.11), i.e.,
Pk(γ)
∗Pk(γ) = dkIdk , a.e. γ ∈ Vk.
Then with Ψ
(m)
k , k ≥ k0, m = 1, . . . , ρk, defined as in (3.6), the collection of functions
{MλΦk0}λ∈Λk0
⋃
{MλΨ(m)k }k≥k0,λ∈Λk,m=1,...,ρk (3.21)
forms a tight frame for L2(Ĝ) with frame bound 1.
Proof. Given any ǫ > 0 (the role hereof will be clear later), choose K ∈ I such that (3.3)
and (3.4) hold. Taking any F ∈ Cc(Ĝ) and applying Lemma 3.3 repeatedly, we obtain that
for k ≥ K, k ∈ I,
∑
λ∈Λk
|〈F,MλΦk〉|2 =
∑
λ∈Λk0
|〈F,MλΦk0〉|2 +
k−1∑
ℓ=k0
ρℓ∑
m=1
∑
λ∈Λℓ
|〈F,MλΨ(m)ℓ 〉|2.
Using Lemma 3.4, it follows that
(1− ǫ) ‖F‖2 ≤
∑
λ∈Λk0
|〈F,MλΦk0〉|2 +
k−1∑
ℓ=k0
ρℓ∑
m=1
∑
λ∈Λℓ
|〈F,MλΨ(m)ℓ 〉|2 ≤ (1 + ǫ) ‖F‖2. (3.22)
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In the case where I = {k}∞k=k0, we can now let k →∞, which yields that
(1− ǫ) ‖F‖2 ≤
∑
λ∈Λk0
|〈F,MλΦk0〉|2 +
∑
ℓ∈I
ρℓ∑
m=1
∑
λ∈Λℓ
|〈F,MλΨ(m)ℓ 〉|2 ≤ (1 + ǫ) ‖F‖2.
Since ǫ > 0 is arbitrary, we conclude that
‖F‖2 =
∑
λ∈Λk0
|〈F,MλΦk0〉|2 +
∑
ℓ∈I
ρℓ∑
m=1
∑
λ∈Λℓ
|〈F,MλΨ(m)ℓ 〉|2. (3.23)
Due to the fact that F is an arbitrary function in the dense subspace Cc(Ĝ) of L
2(Ĝ), we
infer that (3.23) holds for all F ∈ L2(Ĝ).
In the case where I = {k}k1k=k0, we simply take k = k1 in (3.22). This eventually leads
to the conclusion that the collection {MλΦk0}λ∈Λk0
⋃ {MλΨ(m)k }k=k0,...,k1−1,λ∈Λk,m=1,...,ρk is
a tight frame for L2(Ĝ) with frame bound 1. 
Applying the inverse Fourier transform to the system in (3.21) immediately leads to a
generalized shift-invariant system forming a frame for L2(G):
Corollary 3.6 Under the assumptions in Theorem 3.5, the generalized shift-invariant sys-
tem
{TλF−1Φk0}λ∈Λk0
⋃
{TλF−1Ψ(m)k }k≥k0,λ∈Λk,m=1,...,ρk
forms a tight frame for L2(G) with frame bound 1.
The following example shows how the classical version of the UEP appears via Theorem
3.5. In particular, we will see that the condition of (3.11) holding for all values of k reduces
to just one matrix condition in this case. This is not surprising as Theorem 3.5 on LCA
groups is established for a much more general nonstationary setting, whereas the classical
UEP on the real line deals with stationary tight frames.
Example 3.7 Consider an integer a > 1 and the associated scaling operator Da : L
2(R)→
L2(R), (Daf)(x) := a
1/2f(ax), x ∈ R. Given a function φ ∈ L2(R) satisfying that
lim
γ→0
φ̂(γ) = 1, (3.24)
let Φk := D̂kaφ, k ∈ Z. Also, let Λk := a−kZ. Then Λ⊥k = akZ, with the fundamental domain
Vk = [0, a
k). Notice that for this particular case the disjoint decomposition of Λ⊥k in terms
of Λ⊥k+1, see (3.7), takes the form Λ
⊥
k = [0 + Λ
⊥
k+1] + [a
k +Λ⊥k+1] + · · ·+ [(a− 1)ak +Λ⊥k+1].
That is, dk = a, and {νk,ℓ}dkℓ=1 = {(ℓ− 1) ak}aℓ=1.
In the general setup we consider the scaling relation
Φ−1(γ) = H0(γ)Φ0(γ), γ ∈ R, (3.25)
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for a function H0 ∈ L∞(V0) = L∞([0, 1)), extended to a 1-periodic function. The equation
means that FD−1a φ(γ) = H0(γ)Fφ(γ) or
√
a φ̂(aγ) = H0(γ)φ̂(γ); this is the classical scaling
equation in wavelet analysis, except that the factor 1/
√
a is usually absorbed in the function
H0. It follows that for any k ∈ Z,
√
a φ̂(akγ) = H0(a
k−1γ)φ̂(ak−1γ); translated back to the
functions Φk this means that Φ−k(γ) = H0(ak−1γ)Φ−k+1(γ), or
Φk(γ) = H0(a
−k−1γ)Φk+1(γ), γ ∈ R.
That is, the single scaling equation (3.25) implies that we have the refinement equation
Φk(γ) = Hk+1(γ)Φk+1(γ) for all levels, with Hk+1(γ) = H0(a
−k−1γ). As for the remaining
assumptions (3.3) and (3.4) in the general setup, (3.3) follows from the fact that Λ⊥k = a
kZ,
while (3.4) is a consequence of the condition (3.24) and the calculation
µR(Vk)|Φk(γ)|2 = ak|a−k/2φ̂(a−kγ)|2 = |φ̂(a−kγ)|2.
Assuming now that we have chosen functions G
(m)
0 ∈ L∞([0, 1)), m = 1, . . . , ρ, for some
integer ρ ≥ a − 1, define the functions G(m)k+1 by G(m)k+1(γ) := G(m)0 (a−k−1γ), γ ∈ R, for
m = 1, . . . , ρ, i.e., we take ρk = ρ for all k ∈ Z. Considering the entries in the first row of
the (ρ+ 1)× a matrix Pk(γ) in (3.8), we see that for γ ∈ Vk = [0, ak),
Hk+1(γ + νk,ℓ) = H0(a
−k−1(γ + (ℓ− 1) ak)) = H0(a−k−1γ + ν−1,ℓ).
A similar calculation works for G
(m)
k , m = 1, . . . , ρ, so we conclude that for γ ∈ Vk,
Pk(γ) = P−1(a−k−1γ). Since a−k−1γ runs through V−1 = [0, a−1) when γ runs through Vk,
we conclude that for all k ∈ Z the matrix equation (3.11) is equivalent to P−1(γ)∗P−1(γ) =
a Ia, a.e. γ ∈ V−1, which corresponds to the condition in the classical UEP on R. Note that
for λ ∈ Λk = a−kZ, i.e., λ = a−kℓ for some ℓ ∈ Z,
MλΦk(γ) = e−2πia−kℓγFDkaφ(γ) = FTℓa−kDkaφ(γ),
with a similar calculation yielding MλΨ(m)k (γ) = FTℓa−kDkaψ(m)(γ), m = 1 . . . , ρ, where
ψ̂(m) := Ψ
(m)
0 and Ψ
(m)
k = D̂
k
aψ
(m). If the assumptions in Theorem 3.5 are satisfied, this
implies that for any chosen k0 ∈ Z (with I = {k}∞k=k0), the collection of functions
{MλΦk0}λ∈Λk0
⋃
{MλΨ(m)k }k≥k0,λ∈Λk,m=1,...,ρ
= {FTℓa−k0Dk0a φ}ℓ∈Z
⋃
{FTℓa−kDkaψ(m)}k≥k0,ℓ∈Z,m=1,...,ρ
forms a tight frame for L2(R) with frame bound 1. Thus the system
{Tℓa−k0Dk0a φ}ℓ∈Z
⋃
{Tℓa−kDkaψ(m)}k≥k0,ℓ∈Z,m=1,...,ρ
= {ak0/2φ(ak0 · −ℓ)}ℓ∈Z
⋃
{ak/2ψ(m)(ak · −ℓ)}k≥k0,ℓ∈Z,m=1,...,ρ
forms a tight frame for L2(R) with frame bound 1. 
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Amore recent variant of the UEP, the oblique extension principle (OEP), was announced
in 2001, independently by two groups of researchers, namely, Chui, He and Sto¨ckler [7], as
well as Daubechies, Han, Ron and Shen [9]. The OEP is essentially equivalent to the UEP,
but gives easier access to attractive constructions, e.g., constructions with a high number
of vanishing moments. Theorem 3.5 can be extended to an OEP version along the lines of
the proofs in [7, 9].
Without extra mathematical difficulties (except the ones that come from a more cum-
bersome notation), Theorem 3.5 can be generalized to the multi-generator case. That is,
we can replace each of the functions Φk, k ∈ I, in the general setup by a vector of functions
Φk(γ) := (Φ
(1)
k (γ), . . . ,Φ
(rk)
k (γ))
T and the condition Φk(γ) = Hk+1(γ)Φk+1(γ) by a matrix
condition Φk(γ) = Hk+1(γ)Φk+1(γ), where Hk+1(γ) is an rk × rk+1 matrix.
Similarly, assume that for k ∈ I we are given a ρk × rk+1 matrix-valued function
Gk+1 with entries in L
∞(Vk+1), define the functions Ψk(γ) := (Ψ
(1)
k (γ), . . . ,Ψ
(ρk)
k (γ))
T :=
Gk+1(γ)Φk+1(γ). The corresponding version of the matrix Pk(γ) in (3.8) is
Pk(γ) :=
(
Hk+1(γ + νk,1) · · · Hk+1(γ + νk,dk)
Gk+1(γ + νk,1) · · · Gk+1(γ + νk,dk)
)
,
which is now an (rk+ρk)×rk+1dk matrix. Finally, while keeping the condition (3.3), replace
the technical condition (3.4) by the assumption that for every compact set S in Ĝ and any
ǫ > 0, there exists K2 ∈ I such that for all k ≥ K2, k ∈ I,∣∣∣∣µĜ(Vk) rk∑
m=1
|Φ(m)k (γ)|2 − 1
∣∣∣∣ ≤ ǫ, ∀γ ∈ S.
Such a multi-generator setting is considered in [11] for the UEP on Ts. Following the
arguments in [11], the proof of Theorem 3.5 can be easily adapted to give a UEP on LCA
groups for the multi-generator setting.
The multi-generator version of Theorem 3.5 now says that if for every k ∈ I,
Pk(γ)
∗Pk(γ) = dkIrk+1dk , a.e. γ ∈ Vk,
then the collection of functions
{MλΦ(m)k0 }λ∈Λk0 ,m=1,...,rk0
⋃
{MλΨ(m)k }k≥k0,λ∈Λk,m=1,...,ρk
forms a tight frame for L2(Ĝ) with frame bound 1.
4 B-spline generated systems
In this section we will consider certain explicitly given functions on LCA groups and verify
some of the UEP conditions without any restriction on the underlying LCA group. The
remaining conditions will be verified directly in concrete cases.
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The considered systems will be based on a version of the B-splines on LCA groups, as
introduced independently by Dahlke [8] and Tikhomirov [23] in 1994. The results generalize
the well-known construction by Ron and Shen [19] of a tight frame based on B-splines on
G = R.
Consider a nested sequence of lattices in the LCA group G, as in (3.1). We will assume
that for each k ∈ I,
|Λk+1/Λk| = 2 (4.1)
and apply Lemma 2.3 on each inclusion Λk ⊂ Λk+1. In particular, there is a νk ∈ Λ⊥k \Λ⊥k+1
such that we have the disjoint splitting
Λ⊥k = Λ
⊥
k+1 ∪ (νk + Λ⊥k+1). (4.2)
Similarly, there exists ηk ∈ Λk+1 \ Λk such that we have the disjoint splitting
Λk+1 = Λk ∪ (ηk + Λk). (4.3)
In the entire section we let Vk denote an arbitrary fundamental domain associated with the
lattice Λ⊥k . Now, fix k
′ ≥ k0 and let Qk′ denote a fundamental domain associated with the
lattice Λk′ in G. It follows from Lemma 2.3 that we successively can construct fundamental
domains Qk for the lattices Λk such that for all k ≤ k′ we have the disjoint splitting
Qk = Qk+1 ∪ (ηk +Qk+1). (4.4)
We will assume that (4.4) holds for all k ∈ I (we will later verify this condition explicitly in
concrete cases). On the other hand, we note that it is actually possible to construct “badly
chosen” fundamental domains Qk such that no fundamental domain Qk+1 will satisfy (4.4)
with a disjoint splitting, regardless of the choice of ηk ∈ Λk+1 \ Λk. We will verify (4.4)
directly for the concrete cases to be considered later.
Lemma 4.1 Assume that (4.1) holds and choose νk, ηk as in (4.2) and (4.3). Then
(ηk, νk) = −1 for all k ∈ I.
Proof. Since νk ∈ Λ⊥k \Λ⊥k+1, we see that νk+νk ∈ Λ⊥k \(νk+Λ⊥k+1); using the decomposition
(4.2), we conclude that νk + νk ∈ Λ⊥k+1. Since ηk ∈ Λk+1, it follows that 1 = (ηk, νk + νk) =
(ηk, νk)
2, i.e., (ηk, νk) = ±1. But if (ηk, νk) = 1, then for any λ ∈ Λk, (ηk + λ, νk) = 1 and
(λ, νk) = 1; by the decomposition (4.3), this shows that (λ
′, νk) = 1 for all λ′ ∈ Λk+1, i.e.,
νk ∈ Λ⊥k+1. This contradicts that νk ∈ Λ⊥k \ Λ⊥k+1, and we conclude that (ηk, νk) = −1. 
Our constructions will be based on the following definition of B-splines on LCA groups.
Definition 4.2 Consider a sequence of nested lattices {Λk}∞k=k0 in G, with associated fun-
damental domains Qk, k ≥ k0. For N ∈ N, define the B-spline of N th order at level
k, k ≥ k0, by the N-fold convolution
φk,N(x) := µG(Qk)
−N+1/2χQk ∗ · · · ∗ χQk(x), x ∈ G.
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We have included the factor µG(Qk)
−N+1/2 in the definition of the B-spline in order to
avoid a later renormalization. Note also that the index k refers to the level of the sets Qk
within the scale of fundamental domains associated with the lattices Λk. We will consider
a fixed choice of N ∈ N and consider the functions Φk,N , k ≥ k0, defined by
Φk,N(γ) := φ̂k,N(γ) = µG(Qk)
−N+1/2
(∫
Qk
(−x, γ) dx
)N
, γ ∈ Ĝ, (4.5)
where the Fourier transform formula (2.2) is used to obtain the final expression.
We now show that for any given N ∈ N, the functions Φk,N satisfy the refinement
equation (3.5); we suppress the dependence of N in the notation for the associated filters
Hk+1. For the one-dimensional elementary groups this result was also proved in [22].
Lemma 4.3 Assume that (4.1) and (4.4) are satisfied. Fix N ∈ N. The functions Φk,N ,
k ∈ I, defined by (4.5) satisfy the refinement equation
Φk,N(γ) = Hk+1(γ)Φk+1,N(γ), γ ∈ Ĝ, (4.6)
where Hk+1 ∈ L∞(Vk+1) is given by
Hk+1(γ) =
1
2N−1/2
(1 + (−ηk, γ))N , γ ∈ Ĝ. (4.7)
Proof. Using the disjoint splitting in (4.4) and a change of variable,
Φk,N(γ) = µG(Qk)
−N+1/2
(∫
Qk+1
(−x, γ) dx+
∫
ηk+Qk+1
(−x, γ) dx
)N
= µG(Qk)
−N+1/2(1 + (−ηk, γ))N
(∫
Qk+1
(−x, γ) dx
)N
=
(
µG(Qk)
µG(Qk+1)
)−N+1/2
(1 + (−ηk, γ))NµG(Qk+1)−N+1/2
(∫
Qk+1
(−x, γ) dx
)N
.
Note that by Lemma 2.3(i), 2 = |Λk+1/Λk| = s(Λk)s(Λk+1) =
µG(Qk)
µG(Qk+1)
; thus, we see that (4.6) is
satisfied with the function Hk+1 defined as in (4.7). Clearly Hk+1 is bounded; that Hk+1 is
periodic follows from the fact that for ω ∈ Λ⊥k+1, γ ∈ Ĝ,
Hk+1(ω + γ) =
1
2N−1/2
(1 + (−ηk, ω + γ))N = 1
2N−1/2
(1 + (−ηk, γ))N = Hk+1(γ). 
We will now provide a condition under which (3.4) holds.
Lemma 4.4 Assume that (4.4) holds and fix N ∈ N. Then the following hold:
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(i) Let δ ∈ (0, 1) be given. Assume that for some k ∈ I and some γ ∈ Ĝ,
|(−x, γ)− 1| ≤ δ, ∀x ∈ Qk. (4.8)
Then
|µĜ(Vk) |Φk,N(γ)|2 − 1| ≤ 1− (1− δ)2N . (4.9)
(ii) Assume that for every δ ∈ (0, 1) and any compact set S in Ĝ, there exists k ∈ I such
that the inequality (4.8) holds for all γ ∈ S and x ∈ Qk. Then the condition (3.4) is
satisfied.
Proof. First, using (4.5) and that µĜ(Vk)µG(Qk) = 1,
µĜ(Vk)|Φk,N(γ)|2 = µĜ(Vk)µG(Qk)−2N+1
∣∣∣∣ ∫
Qk
(−x, γ) dx
∣∣∣∣2N = ∣∣∣∣ 1µG(Qk)
∫
Qk
(−x, γ) dx
∣∣∣∣2N .
It follows that
µĜ(Vk)|Φk,N(γ)|2 ≤
(
1
µG(Qk)
∫
Qk
|(−x, γ)| dx
)2N
= 1,
and therefore
|µĜ(Vk)|Φk,N(γ)|2 − 1| = 1− µĜ(Vk)|Φk,N(γ)|2 = 1−
∣∣∣∣ 1µG(Qk)
∫
Qk
(−x, γ) dx
∣∣∣∣2N . (4.10)
Using the triangle inequality, the assumption (4.8) implies that∣∣∣∣ ∣∣∣∣ 1µG(Qk)
∫
Qk
(−x, γ) dx
∣∣∣∣− 1∣∣∣∣ ≤ ∣∣∣∣ 1µG(Qk)
∫
Qk
(−x, γ) dx− 1
∣∣∣∣
=
∣∣∣∣ 1µG(Qk)
∫
Qk
[(−x, γ)− 1] dx
∣∣∣∣
≤ 1
µG(Qk)
∫
Qk
|(−x, γ)− 1| dx ≤ δ,
and therefore
∣∣ 1
µG(Qk)
∫
Qk
(−x, γ) dx∣∣ ≥ 1−δ. Via (4.10) we conclude that |µĜ(Vk)|Φk,N(γ)|2−
1| ≤ 1− (1− δ)2N , which proves (i).
In order to prove (ii), given ǫ > 0, choose δ ∈ (0, 1) such that 1 − (1− δ)2N ≤ ǫ. Then
by (4.9), |µĜ(Vk)|Φk,N(γ)|2 − 1| ≤ ǫ for all γ ∈ S. Since Qk+1 ⊂ Qk for all k ∈ I, the same
holds with k replaced by any k′ for which k′ ≥ k. 
Now, fix N ∈ N and consider the functions Φk,N , k ∈ I. Take the functions Hk+1, k ∈ I,
as in (4.7); our task is to find functions G
(1)
k+1, . . . G
(ρk)
k+1 ∈ L∞(Vk+1) such that the matrices
Pk(γ) :=

Hk+1(γ) Hk+1(γ + νk)
G
(1)
k+1(γ) G
(1)
k+1(γ + νk)
· ·
· ·
G
(ρk)
k+1(γ) G
(ρk)
k+1(γ + νk)
 , γ ∈ Vk, (4.11)
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satisfy the matrix condition in the UEP, i.e.,
Pk(γ)
∗Pk(γ) = 2I2, a.e. γ ∈ Vk. (4.12)
As we will see, the LCA case is technically more involved than the case of the real line. We
will consider the cases N = 1 and N = 2M, M ∈ N. In both instances, we take ρk to be
N, and for the case N = 1, we write G
(1)
k+1 simply as Gk+1.
Proposition 4.5 Assume that (4.1) and (4.4) are satisfied. For every k ≥ k0, consider
the following two choices of Φk and associated filters:
(i) Let N = 1 and consider Φk := φ̂k,1, with the associated filter Hk+1 in (4.7). Define
the function Gk+1 ∈ L∞(Vk+1) by
Gk+1(γ) :=
1√
2
(1− (−ηk, γ)), γ ∈ Ĝ. (4.13)
(ii) Given M ∈ N, let Φk := φ̂k,2M , with the associated filter Hk+1 in (4.7). Define the
functions G
(1)
k+1, . . . G
(2M)
k+1 ∈ L∞(Vk+1) by
G
(m)
k+1(γ) :=
1
22M−1/2
√(
2M
m
)
(1 + (−ηk, γ))2M−m(1− (−ηk, γ))m, γ ∈ Ĝ. (4.14)
Then, in both cases the matrix Pk(γ) in (4.11) satisfies the UEP condition (4.12).
Proof. For the proof of (i), by Lemma 4.3, the function Φk satisfies the refinement
equation (4.6) with Hk+1(γ) =
1√
2
(1 + (−ηk, γ)), γ ∈ Ĝ. Now, take Gk+1 as in (4.13).
Then, by direct calculation,
|Hk+1(γ)|2 + |Gk+1(γ)|2
=
1
2
(
(1 + (−ηk, γ))(1 + (−ηk, γ)) + (1− (−ηk, γ))(1− (−ηk, γ))
)
= 2.
Similarly, using that (ηk, νk) = −1 by Lemma 4.1, we arrive at
Hk+1(γ)Hk+1(γ + νk) +Gk+1(γ)Gk+1(γ + νk)
=
1
2
(
(1 + (−ηk, γ))(1 + (ηk, γ + νk)) + (1− (−ηk, γ))(1− (ηk, γ + νk))
)
=
1
2
(
(1 + (−ηk, γ))(1− (ηk, γ)) + (1− (−ηk, γ))(1 + (ηk, γ))
)
= 0.
For the proof of (ii), clearly G
(m)
k+1 ∈ L∞(Vk+1) for m = 1, . . . , 2M. We first show that
|Hk+1(γ)|2 +
2M∑
m=1
|G(m)k+1(γ)|2 = 2, γ ∈ Ĝ. (4.15)
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We will now use the elementary identity |1+ z|2+ |1− z|2 = 4, which is valid for all z ∈ T.
Taking z = (−ηk, γ) and raising both sides to the power of 2M yields that
1
24M−1
(|1 + (−ηk, γ)|2 + |1− (−ηk, γ)|2)2M = 2,
which by the binomial theorem means that
1
24M−1
2M∑
m=0
(
2M
m
)
|1 + (−ηk, γ)|4M−2m|1− (−ηk, γ)|2m = 2.
This immediately yields that (4.15) is satisfied; in fact, using (4.7) and (4.14),
|Hk+1(γ)|2 +
2M∑
m=1
|G(m)k+1(γ)|2 =
1
24M−1
|(1 + (−ηk, γ))|4M + 1
24M−1
2M∑
m=1
(
2M
m
)
|(1 + (−ηk, γ))|4M−2m|(1− (−ηk, γ))|2m = 2.
We now have to show that
Hk+1(γ)Hk+1(γ + νk) +
2M∑
m=1
G
(m)
k+1(γ)G
(m)
k+1(γ + νk) = 0, γ ∈ Ĝ. (4.16)
Use the identity (1 + z)(1− z) + (1− z)(1 + z) = 0, z ∈ T, with z = (−ηk, γ); then(
(1 + (−ηk, γ))(1− (−ηk, γ)) + (1− (−ηk, γ))(1 + (−ηk, γ))
)2M
= 0,
which yields that
2M∑
m=0
(
2M
m
)
(1 + (−ηk, γ))2M−m(1− (−ηk, γ))2M−m(1− (−ηk, γ))m(1 + (−ηk, γ))m = 0. (4.17)
Inserting the expressions for Hk+1 and G
(m)
k+1 into the left-hand side of (4.16) yields
Hk+1(γ)Hk+1(γ + νk) +
2M∑
m=1
G
(m)
k+1G
(m)
k+1(γ + νk)
=
1
24M−1
(1 + (−ηk, γ))2M(1 + (−ηk, γ + νk))2M
+
1
24M−1
2M∑
m=1
(
2M
m
)
(1 + (−ηk, γ))2M−m(1− (−ηk, γ))m
×(1 + (−ηk, γ + νk))2M−m(1− (−ηk, γ + νk))m.
Using again that by Lemma 4.1 (ηk, νk) = −1, it follows immediately from (4.17) that this
expression equals zero, as desired. 
Applying the UEP to the setting in Proposition 4.5(ii), we obtain the following gener-
alization to LCA groups of the B-spline tight frames on R by Ron and Shen [19].
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Proposition 4.6 Assume that (3.3), (4.1) and (4.4) are satisfied, and that for each δ ∈
(0, 1) and each compact set S ⊂ Ĝ, there exists k ∈ I such that the inequality (4.8) holds
for all γ ∈ S and x ∈ Qk. Given M ∈ N, for every k ≥ k0, let Φk := φ̂k,2M , with the
associated filter Hk+1 in (4.7). Define the functions G
(m)
k+1, m = 1, . . . , 2M, by (4.14). Then
the collection of functions
{MλΦk0}λ∈Λk0
⋃
{MλΨ(m)k }k≥k0,λ∈Λk,m=1,...,2M
forms a tight frame for L2(Ĝ) with frame bound 1; equivalently,
{Tλφk0,2M}λ∈Λk0
⋃
{Tλψ(m)k }k≥k0,λ∈Λk,m=1,...,2M
forms a tight frame for L2(G) with frame bound 1.
For the first-order B-splines in Proposition 4.5(i), we can of course formulate a UEP-
result of exactly the same type as in Proposition 4.6; in this particular case we actually
obtain an orthonormal basis. In order to show this, it is sufficient to establish that ‖Φk‖ =
‖Ψk‖ = 1 for all k ∈ I, so let us do that. By the definition of Φk and Parseval’s identity,
we immediately see that ‖Φk‖ = 1 for all k ∈ I. Now, by the definition of Ψk in (3.6), using
(4.5), (4.13) and then the disjoint splitting (4.4), for γ ∈ Ĝ,
Ψk(γ) =
1√
2
(1− (−ηk, γ)) 1√
µG(Qk+1)
∫
Qk+1
(−x, γ) dx
=
1√
2
1√
µG(Qk+1)
(∫
Qk+1
(−x, γ) dx−
∫
Qk+1
(−x− ηk, γ) dx
)
=
1√
2
1√
µG(Qk+1)
(∫
Qk+1
(−x, γ) dx−
∫
ηk+Qk+1
(−x, γ) dx
)
=
1√
2
1√
µG(Qk+1)
(
χ̂Qk+1(γ)− ̂χηk+Qk+1(γ)
)
.
Thus,
F−1Ψk(x) = 1√
2
1√
µG(Qk+1)
(
χQk+1(x)− χηk+Qk+1(x)
)
, x ∈ G.
Using again the disjoint splitting in (4.4), it now follows that
‖Ψk‖2 = ‖F−1Ψk‖2 = 1
2
1
µG(Qk+1)
(µG(Qk+1) + µG(ηk +Qk+1)) = 1,
as claimed.
We will now provide completely explicit constructions of frames for a number of LCA
groups. We will show that all the technical assumptions can be fulfilled in these cases.
Then the filters G
(m)
k+1 given in Proposition 4.5 would lead to the desired constructions of
Ψ
(m)
k via Proposition 4.6 and its above variant.
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Figure 1: Plots of ψ
(1)
k (left) and ψ
(2)
k (right) in ℓ
2(Z) for M = 10 and k = 5 in Example
4.7.
Example 4.7 Consider the group G = Z, with dual group Ĝ = T. Given M ∈ N, we
will consider the lattices Λk := 2
M−kZ, k = 0, . . . ,M ; as associated fundamental domains,
we take Qk = {0, . . . , 2M−k − 1}. Note that Λ0 = 2MZ and ΛM = Z = G. Clearly, for
k = 0, . . . ,M −1, Λk ⊂ Λk+1 and |Λk+1/Λk| = 2; furthermore, Λk+1 = Λk ∪
(
2M−k−1 + Λk
)
,
i.e., (4.3) holds with ηk = 2
M−k−1. Note that
Qk = Qk+1 ∪
(
2M−k−1 +Qk+1
)
,
i.e., (4.4) holds for all k = 0, . . . ,M − 1. Also, for k = 0, . . . ,M, Λ⊥k = 12M−k Z2M−k ; the set
Vk = [0,
1
2M−k
) is a fundamental domain associated with the lattice Λ⊥k . Observe that for
k = 0, . . . ,M − 1,
Λ⊥k = Λ
⊥
k+1 +
( 1
2M−k
+ Λ⊥k+1
)
,
i.e., (4.2) holds with νk =
1
2M−k
∈ Λ⊥k \ Λ⊥k+1.
We now verify the conditions (4.8) and (3.3). To this end, let 0 < δ < 1 and consider a
compact set S in Ĝ = T. Then, taking k = M and noticing that QM = {0}, the condition
(4.8) trivially holds. Also, Λ⊥M = {0}, so (3.3) clearly holds.
As an illustration, consider the functions ψ
(1)
k , ψ
(2)
k ∈ ℓ2(Z), k = 0, . . . ,M − 1, con-
structed from the B-splines of second order φk+1,2, k = 0, . . . ,M − 1, as in Proposition 4.6.
Figure 1 shows the plots of ψ
(1)
k and ψ
(2)
k for M = 10 and k = 5. 
Example 4.8 Let G = R2, with dual group Ĝ = R2. Consider a 2 × 2 matrix A with
integer entries, eigenvalues outside the unit circle and | detA| = 2. We will show that
under a certain technical condition (see (4.22)) the conditions (3.3) and (4.4) are satisfied,
i.e., the B-spline constructions in Proposition 4.6 can be realized. The condition (4.22) is
satisfied, e.g., for the matrices A =
(
1 −1
1 1
)
and A =
(
0 2
−1 0
)
. For k ≥ 0, consider
23
the lattices Λk := (A
k)♯Z2 = (A♯)kZ2 in G = R2, where A♯ := (AT )−1. Observe that as A
has integer entries, ATZ2 ⊂ Z2; it follows that Z2 ⊂ A♯Z2, and therefore Λk = (A♯)kZ2 ⊂
(A♯)k+1Z2 = Λk+1, ∀k ≥ 0, i.e., the sequence of lattices Λk, k ≥ 0, is nested. It is easy to
check that |Λk+1/Λk| = 2 for all k ≥ 0. By general theory, the annihilator of the lattice
Λk is Λ
⊥
k =
(
(Ak)♯
)♯
Z2 = AkZ2, with associated fundamental domain Vk = A
k[0, 1)2. For
any k ≥ 0, µĜ(Vk) = µR2(Ak[0, 1)2) = | detAk| = 2k. Let {0, ν} be a full collection of coset
representatives of Z2/AZ2. Then
Z2 = AZ2 ∪ (ν + AZ2) , AZ2 ∩ (ν + AZ2) = ∅,
which implies that
AkZ2 = Ak+1Z2 ∪ (Akν + Ak+1Z2) , Ak+1Z2 ∩ (Akν + Ak+1Z2) = ∅.
Thus,
Λ⊥k = Λ
⊥
k+1 ∪
(
νk + Λ
⊥
k+1
)
, Λ⊥k+1 ∩
(
νk + Λ
⊥
k+1
)
= ∅,
where νk = A
kν ∈ Λ⊥k \ Λ⊥k+1.
We will now examine the existence of fundamental domains Qk for the lattices Λk such
that (4.4) is satisfied. By Theorem 2 in the paper [13] by Gro¨chenig and Madych, there
exists a relatively compact set Q ⊂ R2 and η ∈ R2 such that
Q ∪ (η +Q) = ATQ, (4.18)⋃
n∈Z2
(n +Q) = R2, (4.19)
Q ∩ (η +Q) = ∅, (4.20)
up to a set of measure zero. The set Q is generated iteratively by the algorithm
Q(r+1) = A♯Q(r) ∪A♯(η +Q(r)), r ≥ 0.
Also, the condition (4.18) is equivalent to
Q = A♯Q ∪ A♯(η +Q), (4.21)
i.e., Q is self-similar in the sense of the affine transformation A♯.
We will now assume that
µR2(Q) = 1; (4.22)
Theorem 3 in [13] provides various equivalent conditions for this condition to hold. Then
Lemma 1 or Theorem 3 in [13] implies that Q∩ (n+Q) = ∅, ∀n ∈ Z2 \{0}, or, equivalently
(n1 +Q) ∩ (n2 +Q) = ∅, ∀n1 6= n2, n1, n2 ∈ Z2, (4.23)
again up to a set of measure zero.
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Applying (A♯)k to (4.19), (4.23), (4.21), and (A♯)k+1 to (4.20) immediately yields that
with Qk := (A
♯)kQ and ηk := (A
♯)k+1η,⋃
ω∈Λk
(ω +Qk) = R
2, (ω1 +Qk) ∩ (ω2 +Qk) = ∅ for ω1, ω2 ∈ Λk, ω1 6= ω2, (4.24)
Qk = Qk+1 ∪ (ηk +Qk+1), Qk+1 ∩ (ηk +Qk+1) = ∅. (4.25)
By (4.24), the set Qk is a fundamental domain associated with the lattice Λk. Also, (4.25)
shows that (4.4) holds.
We now verify the conditions (4.8) and (3.3). Let S ⊂ R2 be compact and consider
0 < δ < 1. Let γ ∈ S, and x ∈ Qk; we can write x = (A♯)kq for some q ∈ Q. Then
|(−x, γ)− 1| = |e−2πiγ·(A♯)kq − 1|. (4.26)
Now, using that S and Q are (relatively) compact, and thus bounded, there is a constant
C > 0 such that, regardless of the choice of γ ∈ S and x ∈ Qk,
| − 2πiγ · (A♯)kq| ≤ 2π‖γ‖2 ‖(A♯)kq‖2 ≤ 2π‖γ‖2 ‖(A♯)k‖2 ‖q‖2 ≤ C ‖(A♯)k‖2. (4.27)
Since AT has eigenvalues outside the unit circle, there exists a matrix norm ‖ · ‖ such that
‖(AT )−1‖ < 1; since all norms on a finite-dimensional space are equivalent, this implies
that there is a constant D > 0 such that
‖(A♯)k‖2 = ‖(AT )−k‖2 ≤ D ‖(AT )−k‖ ≤ D ‖(AT )−1‖k;
thus, via (4.27),
| − 2πiγ · (A♯)kq| ≤ CD ‖(AT )−1‖k, ∀γ ∈ S, x ∈ Qk.
Since ‖(AT )−1‖k → 0 as k → ∞, it now follows from (4.26) that for any given δ ∈ (0, 1),
there exists k ∈ I such that the inequality (4.8) holds for all γ ∈ S and x ∈ Qk.
In order to establish (3.3), for any k ≥ 0, n1, n2 ∈ Z2, consider γ ∈ (Akn1+S)∩(Akn2+
S).Writing γ = Akn1+s1 and γ = A
kn2+s2, where s1, s2 ∈ S, we have Ak(n1−n2) = s2−s1.
Thus, using that S is compact, there is a constant C1 > 0 (independent of the choice of k)
such that ‖Ak(n1 − n2)‖2 ≤ C1. Then
‖n1 − n2‖2 = ‖(Ak)−1Ak(n1 − n2)‖2 ≤ ‖(Ak)−1‖2 · ‖Ak(n1 − n2)‖2 ≤ C1‖(Ak)−1‖2
≤ C1‖A−1‖k2.
But the eigenvalues of A lie outside the unit circle, so ‖A−1‖k2 → 0 as k → ∞; thus for
sufficiently large values of k, we have n1 = n2, which finally proves (3.3). 
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5 Frames generated by characteristic functions
In the entire section, we will use the setup and notations presented in Section 3. In
particular, Λk, k ∈ I, is a nested sequence of lattices in G. We consider a nested sequence
of subsets Ωk, k ∈ I, of Ĝ such that for k ∈ I,
Ωk ⊆ Vk (5.1)
for some fundamental domain Vk associated with Λ
⊥
k .We will further assume that for every
compact set S in Ĝ, there exists K ∈ I such that S ⊆ ΩK . Now, for k ∈ I, let
Φk(γ) := µĜ(Vk)
−1/2χΩk(γ), γ ∈ Ĝ. (5.2)
We will show that with this setup, we can always satisfy the UEP conditions, regardless of
the underlying LCA group. As in Section 3, with the set Vk and νk,ℓ defined as in (3.7), the
fundamental domain V ′k+1 =
⋃dk
ℓ=1(νk,ℓ + Vk) in (3.10) associated with Λ
⊥
k+1 will be useful
in our derivations. Note that in contrast with the B-spline generated case in Section 4, we
assume neither the condition (4.1) on the lattices, nor the splitting (4.4) of the fundamental
domains Qk associated with the lattices Λk.
We will first show that in the above setup, the refinement equation (3.5) and the tech-
nical conditions (3.3) and (3.4) are always satisfied.
Lemma 5.1 Let {Λk}k∈I in G be a nested sequence of lattices in G, and choose the sets
Vk and Ωk as above. Then the functions Φk, k ∈ I, in (5.2) satisfy the refinement equation
(3.5) whenever Hk+1 ∈ L∞(Vk+1) is defined by
Hk+1(γ) :=
{√
dk, if γ ∈ Ωk,
0, if γ ∈ V ′k+1 \ Ωk.
(5.3)
Furthermore, the conditions (3.3) and (3.4) are satisfied.
Proof. For k ∈ I, if γ ∈ Ωk, then Φk(γ) = µĜ(Vk)−1/2 and Φk+1(γ) = µĜ(Vk+1)−1/2, i.e.,
(3.5) holds if we let
Hk+1(γ) =
Φk(γ)
Φk+1(γ)
=
µĜ(Vk)
−1/2
µĜ(Vk+1)
−1/2 =
(
s(Λ⊥k )
s(Λ⊥k+1)
)−1/2
=
(
s(Λk+1)
s(Λk)
)−1/2
=
√
dk, γ ∈ Ωk.
If γ ∈ V ′k+1 \Ωk, then Φk(γ) = 0 and (3.5) is satisfied when we take Hk+1(γ) = 0, regardless
of the value of Φk+1(γ). We can therefore extend the function Hk+1 in (5.3) to a periodic
function, and (3.5) holds.
We will now check the technical conditions (3.3) and (3.4). First, given a compact set
S in Ĝ, it follows from the inclusions S ⊆ ΩK ⊆ VK that for any ω, ω′ ∈ Λ⊥K , ω 6= ω′,
(ω + S) ∩ (ω′ + S) ⊆ (ω + VK)∩ (ω′ + VK). Since µĜ
(
(ω + VK)∩ (ω′ + VK)
)
= 0, this gives
(3.3). Next, the definition of Φk and the assumptions of the sets Ωk imply that for k ≥ K
and γ ∈ S, |µĜ(Vk)|Φk(γ)|2 − 1| = 0, i.e., (3.4) is satisfied. 
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With the considered setup we can apply the UEP as soon as we have defined functions
G
(m)
k+1 ∈ L∞(Vk+1), m = 1, . . . , ρk, in such a way that the matrix Pk in (3.8), with ρk
equals dk or dk − 1, satisfies (3.11). We note that it is enough to define G(m)k+1(γ + νk,ℓ) for
γ ∈ Vk, m = 1, . . . , ρk, ℓ = 1, . . . , dk; then, if for ω ∈ Λ⊥k+1 we define
G
(m)
k+1(γ + νk,ℓ + ω) := G
(m)
k+1(γ + νk,ℓ), (5.4)
the entries of Pk are defined as periodic functions in L
∞(Vk+1).
In order to consider the matrix extension problem (3.11), we need an explicit expression
for the first row of the matrix Pk, which follows immediately from Lemma 5.1.
Lemma 5.2 Let Hk+1 be defined by (5.3). Then for γ ∈ Vk,
(Hk+1(γ + νk,1), . . . , Hk+1(γ + νk,dk)) = (Hk+1(γ), 0, . . . , 0).
We will now construct explicitly given tight frames based on the functions Φk in (5.2).
These tight frames are “bandlimited” in the sense that they are compactly supported on
the dual group Ĝ. We first consider the case where Ωk is chosen as a proper subset of Vk.
Proposition 5.3 Let {Λk}k∈I be a nested sequence of lattices in G, and choose the sets
Vk and Ωk as above; assume further that Ωk is a proper subset of Vk for all k ∈ I. For
k ∈ I, consider the function Φk in (5.2) with the associated filter Hk+1 ∈ L∞(Vk+1) in
(5.3). Define the functions G
(m)
k+1, m = 1, . . . , dk − 1, by
G
(m)
k+1(γ + νk,ℓ) :=
{√
dkδm+1,ℓ, if γ ∈ Ωk,√
dkδm,ℓ, if γ ∈ Vk \ Ωk,
and the function G
(dk)
k+1 by
G
(dk)
k+1(γ + νk,ℓ) :=
{
0, if γ ∈ Ωk,√
dkδdk,ℓ, if γ ∈ Vk \ Ωk,
where ℓ = 1, . . . , dk. Then the collection of functions
{MλΦk0}λ∈Λk0
⋃
{MλΨ(m)k }k≥k0,λ∈Λk,m=1,...,dk
forms a tight frame for L2(Ĝ) with frame bound 1, and the functions Ψ
(m)
k are compactly
supported.
Proof. Recall that with Hk+1 defined by (5.3), Lemma 5.2 determines the first row of the
matrix Pk(γ) for γ ∈ Vk. Then by considering γ ∈ Ωk, we obtain
Pk(γ) =
(√
dkIdk
0
)
, γ ∈ Ωk,
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where 0 denotes the zero vector in Cdk . Thus, Pk(γ)
∗Pk(γ) = dkIdk , γ ∈ Ωk. Next, by
considering γ ∈ Vk \ Ωk, we have
Pk(γ) =
(
0√
dkIdk
)
, γ ∈ Vk \ Ωk,
which implies that Pk(γ)
∗Pk(γ) = dkIdk , γ ∈ Vk \Ωk. Altogether, this verifies (3.11). Thus,
by Lemma 5.1 and Theorem 3.5, the collection of functions
{MλΦk0}λ∈Λk0
⋃
{MλΨ(m)k }k≥k0,λ∈Λk,m=1,...,dk
forms a tight frame for L2(Ĝ) with frame bound 1. Since
Ψ
(m)
k (γ) = G
(m)
k+1(γ)Φk+1(γ) = µĜ(Vk+1)
−1/2G(m)k+1(γ)χΩk+1(γ),
we see that suppΨ
(m)
k ⊆ Ωk+1 ⊂ Vk+1, i.e., Ψ(m)k is compactly supported. 
Note that the construction in Proposition 5.3 forms only one way of extending the first
row of the matrix Pk(γ), γ ∈ Vk in order to obtain (3.11). Indeed, observe that
dk∑
ℓ=1
|Hk+1(γ + νk,ℓ)|2 =
{
dk, if γ ∈ Ωk,
0, if γ ∈ Vk \ Ωk,
i.e.,
∑dk
ℓ=1 |Hk+1(γ + νk,ℓ)|2 ≤ dk, ∀γ ∈ Vk. Thus, for any ρk ≥ dk, by using the theory of
Householder matrices one can construct explicitly (ρk +1)× dk matrices Pk(γ) that satisfy
(3.11). Details can be found in Proposition 4.1 of [11] which deals with the group Ts, but
its ideas can be readily adapted to the current setting of general LCA groups.
We will now consider the choice Ωk := Vk, which leads to an analogue on LCA groups
of the Shannon orthonormal basis for L2(R).
Proposition 5.4 Given a nested sequence of lattices {Λk}k∈I in G, let Vk be a fundamental
domain associated with the lattice Λ⊥k in Ĝ, and suppose that the sets Vk, k ∈ I, are nested.
Assume that for every compact set S in Ĝ, there exists K ∈ I such that S ⊆ VK . For k ∈ I,
let
Φk(γ) := µĜ(Vk)
−1/2χVk(γ), γ ∈ Ĝ, (5.5)
with the associated filter Hk+1 as in (5.3) (with Ωk = Vk). For m = 1, . . . , dk−1, define the
function G
(m)
k+1 by
G
(m)
k+1(γ + νk,ℓ) :=
√
dkδm+1,ℓ, γ ∈ Vk, (5.6)
for ℓ = 1, . . . , dk. Then the collection of functions
{MλΦk0}λ∈Λk0
⋃
{MλΨ(m)k }k≥k0,λ∈Λk,m=1,...,dk−1 (5.7)
forms an orthonormal basis for L2(Ĝ).
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Proof. Using Lemma 5.2, we may simply require that Pk(γ) :=
√
dkIdk , γ ∈ Vk, which
leads to the choice of G
(m)
k+1 in (5.6). By periodicity as in (5.4), the matrix Pk in (3.8)
satisfies (3.11). Thus, by Lemma 5.1 and Theorem 3.5, the functions in (5.7) form a
tight frame for L2(Ĝ) with frame bound 1. Furthermore, by (5.5), ‖Φk0‖ = 1. Also, for
k ∈ I,m = 1, . . . , dk − 1, Ψ(m)k (γ) = G(m)k+1(γ)Φk+1(γ) = µĜ(Vk+1)−1/2G(m)k+1(γ)χVk+1(γ); thus
‖Ψ(m)k ‖2 = µĜ(Vk+1)−1
∫
Vk+1
|G(m)k+1(γ)|2 dγ.
As Vk and V
′
k+1 are fundamental domains associated with Λ
⊥
k and Λ
⊥
k+1 respectively, we
may express Vk+1 as the disjoint union Vk+1 =
⋃
ω∈Λ⊥
k+1
⋃dk
ℓ=1(ω + νk,ℓ + Vk) ∩ Vk+1. Using
this decomposition of Vk+1, it follows that
‖Ψ(m)k ‖2 = µĜ(Vk+1)−1
∑
ω∈Λ⊥
k+1
dk∑
ℓ=1
∫
(ω+Vk)∩(−νk,ℓ+Vk+1)
|G(m)k+1(γ + νk,ℓ)|2 dγ,
and therefore by (5.6),
‖Ψ(m)k ‖2 = µĜ(Vk+1)−1dk
∑
ω∈Λ⊥
k+1
µĜ((ω + Vk) ∩ (−νk,m+1 + Vk+1))
= µĜ(Vk+1)
−1dk
∑
ω∈Λ⊥k+1
µĜ(Vk ∩ (−ω − νk,m+1 + Vk+1))
= µĜ(Vk+1)
−1dk µĜ(Vk) = 1.
Hence, the collection actually forms an orthonormal basis for L2(Ĝ), as claimed. 
We will now apply the results in this section to obtain explicit constructions of frames
for several concrete LCA groups. In particular we will be able to verify all the technical
assumptions made in the section.
Example 5.5 Let M ∈ N, and consider G = Z2M = {0, . . . , 2M − 1}. Then Ĝ = G = Z2M ,
and L2(G) = L2(Ĝ) = S(2M ), the space of complex sequences indexed by Z and with
period 2M . For k = 0, . . . ,M, consider the lattice Λk := 2
M−kZ2k in G; we note that
Λ0 = {0} and ΛM = G. Using that 2Z2k = {0, 2, . . . , 2k+1 − 2} ⊂ {0, 1, . . . , 2k+1 − 1} =
Z2k+1 , Λk = 2
M−k−12Z2k ⊂ 2M−k−1Z2k+1 = Λk+1, i.e., (3.1) holds. It is well known that
Λ⊥k = 2
kZ2M−k , k = 0, . . . ,M. Direct calculation verifies that for k = 0, . . . ,M − 1, Λ⊥k =
Λ⊥k+1∪(2k+Λ⊥k+1) and Λ⊥k+1∩(2k+Λ⊥k+1) = ∅, i.e., (3.7) holds with νk,0 = 0, νk,1 = 2k. Also,
V0 = {0} is a fundamental domain associated with the lattice Λ⊥0 , and for k = 0, . . . ,M−1,
the set Vk+1 := Z2k+1 is a fundamental domain for Λ
⊥
k+1.
In order to define appropriate sets Ωk, k = 0, . . . ,M, let {Lk}k=0,...,M be an increasing
sequence of nonnegative integers satisfying that
LM = 2
M − 1, Lk ≤ 2k − 1, k = 0, . . . ,M − 1.
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Now, for k = 0, . . . ,M, let
Ωk := {0, . . . , Lk}.
Since Lk ≤ 2k − 1 and Vk = Z2k , it follows that Ωk ⊆ Vk, i.e., (5.1) holds. Also, since
{Lk}k=0,...,M is increasing, we clearly have Ωk ⊆ Ωk+1. By the choice of LM = 2M − 1, for
any compact set S in Ĝ we have S ⊆ ΩM = Ĝ. Thus, we have verified all the assumptions
for application of the UEP. 
Example 5.6 Let G = T; then Ĝ = Z. Let {Mk}k≥0 denote a sequence of integersMk ≥ 2,
and assume for convenience that M0 is an even number. Define Nk :=
∏k
ℓ=0Mℓ, k ≥
0, which are even integers greater than or equal to 2. For k ≥ 0, consider the lattice
Λk :=
1
Nk
ZNk in G; then Λk =
1
NkMk+1
Mk+1ZNk ⊂ 1NkMk+1 ZNkMk+1 = Λk+1, i.e., the
lattices are nested. Also, for k ≥ 0, Λ⊥k = NkZ, and direct verification yields that
Λ⊥k =
⋃Mk+1
ℓ=1
(
(ℓ− 1)Nk + Λ⊥k+1
)
and(
(ℓ− 1)Nk + Λ⊥k+1
) ∩ ((ℓ′ − 1)Nk + Λ⊥k+1) = ∅, ℓ 6= ℓ′, ℓ, ℓ′ = 1, . . . ,Mk+1,
where (ℓ− 1)Nk ∈ Λ⊥k \ Λ⊥k+1, ℓ = 2, . . . ,Mk+1.
For k ≥ 0, the set Vk := {−Nk2 ,−Nk2 +1, . . . , Nk2 −1} is a fundamental domain associated
with Λ⊥k . Now, let {Lk}k≥0 be a (strictly) increasing sequence of nonnegative integers such
that Lk ≤ Nk2 − 1, k ≥ 0, and define
Ωk := {−Lk, . . . , Lk}, k ≥ 0.
Then Ωk ⊂ Vk, and also Ωk ⊂ Ωk+1. Finally, if S ⊂ Ĝ = Z is compact, i.e., S ⊂ {−R, . . . , R}
for some R > 0, taking K ≥ 0 such that LK > R implies that S ⊂ ΩK ; thus, all the
assumptions for application of the UEP are verified. 
In our final example, we consider s× s diagonal scaling matrices and construct nonsta-
tionary wavelet frames for L2(Rs) (separable as well as nonseparable).
Example 5.7 Let G = Rs; then Ĝ = Rs. For r = 1, . . . , s, let {Mk,r}k≥0 be a sequence of
integers Mk,r ≥ 2. For k ≥ 0, let Nk,r :=
∏k
ℓ=0Mℓ,r, and consider the s × s matrix Ak :=
diag (Nk,1, . . . , Nk,s). We will now consider the lattice Λk := A
♯
kZ
s = 1
Nk,1
Z × · · · × 1
Nk,s
Z;
introducing the short notation
∏s
r=1Br := B1×· · ·×Bs for the cartesian product of s sets,
the lattice can be written as
Λk =
s∏
r=1
(
1
Nk,r
Z
)
.
Now,
Λk =
s∏
r=1
(
1
Nk,rMk+1,r
Mk+1,rZ
)
=
s∏
r=1
(
1
Nk+1,r
Mk+1,rZ
)
⊂
s∏
r=1
(
1
Nk+1,r
Z
)
= Λk+1,
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i.e., the sets Λk, k ≥ 0, are nested. Also, for k ≥ 0, Λ⊥k =
∏s
r=1(Nk,r Z). Direct verification
yields that Λ⊥k =
⋃dk
ℓ=1
(
νk,ℓ + Λ
⊥
k+1
)
, where dk =
∏s
r=1Mk+1,r, and
{νk,ℓ}dkℓ=1 =
s∏
r=1
(Nk,r{0, 1, . . . ,Mk+1,r − 1})
and νk,ℓ ∈ Λ⊥k \ Λ⊥k+1, ℓ = 2, . . . , dk; finally,(
νk,ℓ + Λ
⊥
k+1
) ∩ (νk,ℓ′ + Λ⊥k+1) = ∅, ℓ 6= ℓ′, ℓ, ℓ′ = 1, . . . , dk.
For k ≥ 0, the set Vk :=
∏s
r=1
[− Nk,r
2
,
Nk,r
2
)
is a fundamental domain associated with Λ⊥k .
We shall now identify sets Ωk, k ≥ 0, satisfying our technical conditions. For r =
1, . . . , s, let {Lk,r}k≥0 be an increasing sequence of nonnegative numbers (not necessarily
integers) satisfying that Lk,r ≤ Nk,r2 , ∀k ≥ 0, and limk→∞ Lk,r =∞. Then, for k ≥ 0, we can
take Ωk :=
∏s
r=1[−Lk,r, Lk,r); we leave the easy proof to the reader. This yields separable
wavelet frames.
For the construction of nonseparable wavelet frames, let {Lk}k≥0 be an increasing se-
quence of nonnegative numbers (not necessarily integers) satisfying that
Lk <
1
2
min(Nk,1, . . . Nk,s), ∀k ≥ 0, and lim
k→∞
Lk =∞.
For k ≥ 0, let
Ωk := {γ ∈ Rs
∣∣ ‖γ‖2 ≤ Lk}.
For γ = (γ1, . . . , γs) ∈ Ωk, each coordinate γr satisfies that |γr| ≤ Lk < Nk,r2 , i.e., γ ∈ Vk;
thus Ωk ⊂ Vk, i.e., (5.1) holds. It is also clear that Ωk ⊆ Ωk+1 for all k ≥ 0. Finally, let
S ⊂ Ĝ = Rs be a compact set. Then, choosing R > 0 such that S is contained in the
ball around 0 with radius R and choosing K ≥ 0 such that LK > R, we clearly have that
S ⊂ ΩK ; thus, again, all the technical assumptions for application of the UEP are satisfied.

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