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In this paper we report, in elementary terms, on the old problem of 
forms permitting composition, that is, forms N on an algebra which 
satisfy 
N(a6) = N(a) N(b), 
and how this problem has been generalized and completely solved in 
recent work by K. McCrimmon. 
$1. Let F be any field. We denote by F, the associative algebra of all 
m x m matrices a = (aii) with elements in F: 
The algebra F,, has dimension m2 over F. 
If & (i,j = l,..., m) are m2 algebraically independent elements over 
F, and K = F(t,, , ti2 ,..., [,,) is the field obtained by adjoining the 
[i‘ij to F, then the matrix 
(2) 
is a so-called “generic element” of F,n . Clearly x is not an element of 
F, at all, but is an element instead of the associative algebra K, over K. 
We obtain the elements of F, by specialization: &ii -+ aij . That is, 
replacing the tiii by “ii , we obtain from x in (2) the element a in (1). 
Our reason for employing a generic element is that then we may have the 
properties of polynomials at our disposal. 
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Each matrix x = (fii) in (2) has a determinant 
which is a homogeneous polynomial 
det x = 4&, , t12 ,-.., L,) 
in the polynomial ringF[[,, , .$,, ,.,., &J. The homogeneous polynomial 
d = det x has degree m. If rlij (i, j = l,..., m) are algebraically inde- 
pendent over K, then y = (qij) is another generic element of F, , and 
both x and y are in the algebra L, where 
We may form the product xy of the matrices X, y in L, . The familiar 
multiplication rule for determinants gives 
det(xy) = (det x)(det y). (3) 
More generally, if s is any positive integer, then the homogeneous 
polynomial N(x) = (det x)$ of degree ms has the property 
since 
NxY) = N(x) N(Y), 
N(xy) = (det(xy))s = ((det x)(dety))S = (det x)” (dety)S = N(x) N(y) 
bY (3). 
The converse of this latter fact has apparently been known for a long 
time. At any rate, granted the irreducibility of the polynomial det x in 
Wll , 512 >*‘*> i&J, it is easy to prove. 
THEOREM 1. Let F, be the associative algebra of all m x m matrices 
over any $eld F, and .& , iii (i, j = 1,. . ., m) be algebraically independent 
over F. Then a homogeneous polynomial N of degree n > 0 in 
F[&, , h2 , . . . , L,J satisfies 
WV) = N4 NY) (4 
for x = (&) and y = (qii) if and only if n = ms for some positive integer 
s and 
N(x) = (det x)“. 
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Proof. Clearly we mean in (4) that N(y) and N(q) are obtained 
from N(x) by replacing the fii by vij and & tikqlii , respectively. We 
have already seen the “if” part of the theorem. For the converse, we 
denote the identity matrix in F,$ by 1. Then (4) implies N(1) = (N(1))2. 
If N(1) = 0, then N(x) = N(x1) = N(x) N(1) = 0, contradicting the 
assumption that N has degree 71 > 0. Hence N( 1) = 1. The charac- 
teristic polynomial of x is 
det(N - x) = h” - tr x P-l + ..* + (-I)“” det x. (5) 
By the Cayley-Hamilton theorem, x satisfies this polynomial, and we 
have xm - (tr x)xm-l + **. + (-l)“(det x) 1 = 0, or 
xz = (det x) 1 (6) 
where z = (&) is an m x m matrix with elements iii in 
Then (4) and (6) imply N(x) N(x) = (det x)“N(l) = (det x)” since N is 
homogeneous of degree n. That is, N(x) divides (det x)” in the poly- 
nomial ring F[[,, , [,, ,..., <,,I. But det x is known to be irreducible 
[7, p. 115; 4, p. 1761. H ence N(x) = (det x)” for some positive integer s, 
since N(1) = 1. This completes the proof of Theorem 1. 
Let ‘$I be any finite-dimensional algebra, not necessarily associative, 
over F. A homogeneous polynomial mapping 
a + N(a) 
of ‘8 into F is called a form on %. A form on ‘U is said to permit composition 
in case 
N(ub) = N(a) N(b) (7) 
for all a, b in 2I. 
Let %I be F,, , and let N(x) = (det x)“. Then (4) holds, and specializa- 
tion (eij + Olij; 7jij -+ &) gives 
N(ab) = N(a) N(b) 
for all a = (aij), b = (&) in 2l = F, . Hence the form 
a + N(a) = (det a)S 
on 9I = F, permits composition. 
607/4/2-4 
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Conversely, we could ask whether, whenever a form N on F, permits 
composition, it follows that (4) holds for generic X, y of F, . This is 
indeed true if F contains enough elements. For let 
p = msl !  t12 >-**, Em 7 711 9 rllZ >***7 77mm) 
be a nonzero polynomial in 
which is of degree at most n in any of these indeterminates. If F contains 
more than n distinct elements, then 
for some ocii , & in F [ll, p. 321. H ence, suppose that N(x) is of degree n 
and that F contains more than n distinct elements. If 
p = N@Y) - w4 N(Y) 
is not the zero polynomial, then N(ab) - N(a) N(b) # 0 for some 
a, b in F,,, , contradicting (7). Hence (7) implies (4) if F contains more 
than n elements. 
In the proof of Theorem 1 we used the characteristic polynomial of a 
generic element x = (&) of F, . For a particular element a of F, , 
the characteristic polynomial of a need not be the manic polynomial of 
least degree with coefficients in F which is satisfied by a. However, for a 
generic element x = (.&), the characteristic polynomial (5) is easily 
seen to be the manic polynomial of least degree with coefficients in 
K = F(f,, , f12 ,..., f,,,) which is satisfied by x; that is, the charac- 
teristic polynomial and the minimal polynomial m,(X) coincide. For the 
irreducibility of det x in D = F[f,, , [ra ,..., t,,] implies the irredu- 
cibility in D[h] of the characteristic polynomial (5). Then, since the 
minimal polynomial m,(X) f o x divides (5) and both are manic, m,(A) 
equals (5): 
m,(h) =P-ttrxh+l + *a* +(--1)“detx. 63) 
In conformity with terminology in a more general situation which will be 
explained in $3, we call (8) the generic minimal polynomial of the 
algebra F,,& . 
For a particular element a = (aiij) of F,, , we obtain a polynomial 
m,(h)=hm-trah~-l+~~~+(-l)“deta (9) 
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from (8) by specialization (& --+ CQ). In this case m,(h) is actually the 
characteristic polynomial of a. Then (9) is called the generic minimal 
polynomial of the element a in F, , and det a the generic norm of a. 
We may restate Theorem 1 as follows. 
THEOREM 1’. Let N be a form of degree n > 0 on the associative 
algebra F, of all m x m matrices over any field F which contains more than 
n distinct elements. Then N permits composition if and only if N is a power 
of the generic norm: 
N(a) = (det ~7)~ 
for some positive integer s and for all a in F,, . 
$2, The long history of forms permitting composition begins with 
quadratic forms. There are excellent accounts of the history of non- 
degenerate quadratic forms permitting composition in [6] and [3]. 
We shall not repeat that story here, except to note that the earliest 
references are to Diophantus and Euler, and that in 1898 there appeared 
the classical theorem of Hurwitz [8] which limits to 1, 2, 4, and 8 the 
dimensions of the finite-dimensional algebras possessing such forms. 
Kaplansky proved in 1953 that all algebras having such forms are 
necessarily finite-dimensional [ 121. 
Everything is somewhat easier if we assume that the characteristic 
of F is f2. We make this assumption for the remainder of this paper. 
Also, since we shall encounter algebras which are not associative, we 
shall use the term algebra for a vector space over F on which is defined a 
bilinear multiplication, not necessarily associative. 
Let V be a possibly infinite-dimensional vector space over F. Then 
a mapping 
a -+ N(u) 
of V into F is called a quadratic form on V in case 
N(w) = c?N(a) 
for all 01 in F, a in V, and 
(a, b) = #[N(u + b) - N(a) - N(b)] (10) 
is bilinear. Then N(a) = (a, a). This terminology agrees with that 
in $1 for the finite-dimensional case. Such a quadratic form is called 
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nondegenerate in case the associated symmetric bilinear form (10) is 
nondegenerate; that is, in case (a, b) = 0 for all b in V implies a = 0. 
An example will suffice to show why, if we do not know in advance 
the algebra on which the form permitting composition is defined as we 
did in Theorem 1’, we are restricted to consideration of nondegenerate 
quadratic forms. Let ‘% be any algebra over F. Adjoin an identity element 
1 to % to obtain the algebra PI = Fl + % in which every element a of 
% has the form 
Define 
a = oil + r, UinF, r in %. (11) 
N(a) = 2 
for all a in (11). Then N is a quadratic form on ‘8, permitting composition 
since b = fil + S, /I in F, s in %, implies ab = $1 + /?r + 01s + rs and 
N(ab) = (+)2 = a2/12 = N(u) N(b). The quadratic form N tells us 
nothing at all about the completely arbitrary algebra % (therefore 
essentially nothing about 2I). % is the radical of N, so that N is a 
degenerate quadratic form in case % is not 0. 
We ask for those algebras ‘11, not necessarily of finite dimension, which 
admit nondegenerate quadratic forms permitting composition. Knowing 
the algebras, we ask which are the possible forms. If 2I contains 1, the 
answer is easy to state in terms of what Jacobson [9] calls composition 
algebras. 
Let b be an algebra with 1 having dimension n over F, and such that 8 
has an involution (that is, an antiautomorphism of period 2) 
b-6 for all b in ‘13, 
satisfying 
b + 6 = t(b) 1, bb(=bb) = n(b) 1 (12) 
for t(b), n(b) in F. Then 
b2 - t(b) b + n(b) 1 = 0 
for all b in ‘B. We construct an algebra 2l of dimension 2n over F as 
follows: the elements of ?I are written as 
a = b, + vb, , bi in B, (13) 
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equality, addition, and multiplication by scalars being defined com- 
ponentwise. For any p # 0 in F, multiplication in ‘% is defined by 
(h + vb,)(b, + vu = (& + Pm + VW4 + hb,). 
Then 9I is an algebra with 1 having involution a + a defined by 
a = bl - vb, ) 
and satisfying 
a + a = t(a) 1, aa(=rza) = n(u) 1, 
for all a in ‘S, where the truce t(u) is 
and the norm n(u) is 
44 = +J,) - PW (14) 
for a in (13) and t(b), n(b) in (12). Thus this construction, the Cuyley- 
Dickson process, allows repetition. 
If we begin with the l-dimensional algebra B = F, which has the 
identity map as involution b -+ 6, we obtain a sequence of algebras 
F, 3, X2, K, . . . 
of dimensions 1, 2, 4, 8 ,... which depend solely on F and the scalars 
pi # 0 used in passing from one algebra to the next. Depending upon 
the choice of pL1 (a square or a nonsquare in F), 3 is either F @F or 
a field which is a quadratic extension of F. The algebras Q are the 
(generalized) quuternion algebras over F; these include the algebra F, 
of all 2 x 2 matrices over F. The algebras 6 are the 8-dimensional 
Cuyley algebras over F. 
F, 3, and Q are associative algebras. The Cayley algebras 0 are not 
associative. They do satisfy the weaker identities 
a2b = a(ub), bu2 = (bu) a (15) 
for all a, 6 in Cs. Any algebra in which the identities (15) are satisfied is 
called alternative. Clearly any associative algebra is alternative. Thus 
any of the algebras F, 3, li, (5 in the sequence above is alternative. Also 
the quadratic norm n(u), defined inductively by (12) and (14), is non- 
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degenerate and permits composition on the algebras F, 3, Q, 6. However, 
no other algebras in the sequence beginning with F, 3, Q, CE,... are 
alternative or permit composition. The proofs of these statements and of 
the following generalization of Hurwitz’s famous theorem may be found 
in [9] or [20, Chapter III]. The algebras F, 3, Q, 6 are called composition 
algebras. 
THEOREM 2. Let 9I be an algebra with 1 of possibly injinite dimension 
over a field F of characteristic f2. A necessary and su@ient condition for 
the existence of a nondegenerate quadratic form N permitting composition on 
Cu is that ‘?I be one of the alternative composition algebras F, 3, Q, 0: of 
dimension 1, 2, 4 or 8. Furthermore, N is the quadratic norm given b-y (12) 
and (14). 
It follows from (14) that, with respect to the bases {I, vr , vs , v2v1 , 
vs ,,..} obtained in the Cayley-Dickson process, the norm forms cited in 
Theorem 2 are represented as 
a21 (16) 
al2 - P1a22, 
a1 2 - pp22 - cL2%% + tw2a42, (17) 
and 
a12 - Pla22 - P2%2 + tw2~42 - P2%2 + P1P2"e2 + P2P2+2 - PlP2twS2 
for arbitrary pi # 0 in F. Of course these forms would be represented 
differently with respect to different bases of F, 3, Q or 6. 
Consider the case n = m = 2 in Theorem 1’: F, is the algebra of all 
2 x 2 matrices 
a= &I a2 
c 1 05 014 
with 01~ in F. Then 
det a = alaa - cy2% (18) 
is a quadratic form on the 4-dimensional space Fz . The associated 
symmetric bilinear form is 
(4 @ = Hd4 - ~~8, - &32 + olpA), 
which has rank 4, and is therefore nondegenerate. One might ask how, 
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if F, is an example of a quaternion algebra, the determinant (18), which 
permits composition on F, and is nondegenerate, appears among the 
possibilities (17). This comes from an appropriate change of basis. If 
pi = pa = 1, then X2 is isomorphic to F, under the isomorphism 
Then the determinant in (18) is 
(a1 + a2)(q - %) - (a3 - a4)(a3 + a4) = al2 - ff22 - a32 + a42 
as in (17). 
Also F is isomorphic to the algebra FI of all 1 x 1 matrices over F 
where the generic norm is det(a1) = 01. Hence the form (16) which 
permits composition on FI is a power of the generic norm, as required by 
Theorem 1’. 
$3, Let 2I be any algebra, not necessarily associative, over any field F. 
For a fixed element a in 2X, the mapping 
R,:b+ba=bR,, for all b in ‘8, 
is a linear operator on ‘%, and is called the right multiplication of ‘u 
determined by a. Similarly, the element a in Z determines a left multi- 
plication L, of % by 
L,:b+ab =bL,, for all b in ‘$I. 
If Cu is associative, then c(ab) = (ca)b for all a, b, c in fl implies 
R,, = RaR, , (19) 
for all a, b in ‘%. That is, if 2I is an associative algebra of finite dimension 
n over F, then 
a+R, 
is a representation of %!l by linear operators acting on the n-dimensional 
vector space !!I. Suppose that this is the case, and let 
N(a) = det R, (20) 
for all a in %. Then N is a form of degree n on a. Moreover, N permits 
composition, since (19) implies that 
N(ab) = det R,, = det(R,R6) = (det R,)(det R,) = N(a) N(b). 
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Thus, on every finite-dimensional associative algebra 2I, there is a 
form (20) which permits composition. However, the form (20) may not 
reflect much about the algebra. If 2l is nilpotent, then every element 
a of % is nilpotent, and so is the corresponding right multiplication R, . 
Then N(a) in (20) is zero for all u in 2X. Slightly more generally, if % 
is an (n - I)-dimensional nilpotent associative algebra, we may adjoin an 
identity element 1 to % to obtain an n-dimensional associative algebra 
2I = Fl + % in which every element a of ‘$I has the form 
a = cd + z, cuinF, zin%. 
Then, denoting by I the identity operator on ‘u, we have 
(21) 
R, = cd + R, 
so that R, - CXI is nilpotent, from which it follows that the characteristic 
polynomial of R, is (A - OI)~. Hence 
N(a) = det R, = an. 
In this case, for all a in (21) the component z in % contributes nothing 
to the form N(a) = an. In a certain sense the form is degenerate if 
% # 0. 
Jacobson has given in [lo] and [l I] a theory of the generic minimal 
polynomial for a large class of finite-dimensional nonassociative algebras. 
Let ‘u be a finite-dimensional algebra with 1 over F, and let 
{Ul , u2 >**-, un> be a basis for 2I over F. Let .$i , E2 ,..., t, be algebraically 
independent elements over F, and let K = F(e, , E, ,..., 5,). We form the 
algebra ‘Q& (=K OF a), the algebra over K obtained by extending the 
base field F to the extension field K. In Iu, we consider the element 
and call x a generic element of the algebra +U over F. Now suppose that ‘8 
is strictly power-associative (as, for example, alternative algebras are). 
That is, we are assuming that 2l is power-associative in the sense that 
each element of Ql generates an associative subalgebra; furthermore, for 
strict power-associativity we are assuming that, if H is any extension of 
F, then the scalar extension a,(= H 0, ‘%!I) of ‘u is power-associative. 
Hence in aI, we may unambiguously form polynomials in the generic 
element x, taking the coefficients of the polynomials to be in K. There is a 
unique manic polynomial 
m,(A) = Am - q(x) P-l + --- + (-1)” u,(x) (22) 
FORMS PERMITTING COMPOSITION 137 
of least degree m which is satisfied by x in ‘$I,; this is the generic minimal 
polynomial of the algebra ‘?I. Actually the coefficients ui(x) in (22) are in 
FK, , 52 ,*--, .$,I and are homogeneous polynomials of degree i in the .$‘s. 
The generic norm of the algebra ‘$1 is a,,(x), and m is called the degree of Cu. 
If a is any element of 9l, then 
a =Caiui, qinF, 
and we may specialize (fi + CL~) to obtain both 
m,(A) = Am - +(a) Amp1 + *.* + (-1)” a,(a), 
the generic minimal polynomial of the element a, and o,(a), the generic norm 
of a. These are independent of the choice of basis for 91. 
In $1 we used the customary basis {eij> of F,n, where x in (2) is 
x = C tij eij , to obtain the generic minimal polynomial of F,,, . 
If 2I = F, then a generic element of % is x = 5‘1, and the minimal 
polynomial of Ql is ;\ - 4. The generic norm of a = oil in $8 is simply 
01. If 2I is a composition algebra, 2I # F, then ‘$I has a generic minimal 
polynomial 
A2 - t(x) h + n(x) 
of degree 2, and every element a in ‘$I has a quadratic norm n(a). Among 
the composition algebras, only F @F fails to be simple. Here a basis for 
F @ F is a pair e i , e2 of orthogonal idempotents, and a generic element of 
FOF is tlel + t2e2. The generic minimal polynomial for F @F is 
x2 - (61 + (2) h + t32 , 
and we see that the generic norm is the product of the generic norms 
of the two simple components of the algebra. 
Jacobson’s results in [ 1 l] include: 
(i) the generic norm on any alternative algebra with 1 permits com- 
position, 
(ii) the generic norm of any simple alternative algebra is irreducible, 
and 
(iii) if N is a form of degree n > 0 on a simple alternative algebra over 
a field containing more than n elements, then N permits composition if 
and only if N is a power of the generic norm (generalizing Theorem 1’). 
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Theorem 2 settles completely the question of which nondegenerate 
quadratic forms permit composition. What about forms of higher degree ? 
If Cu is a finite-dimensional separable alternative algebra over F, then Cu 
is the direct sum 
of simple ideals ‘%211i which have centers which are separable extensions of 
F. Each simple component ‘9& is either associative or a Cayley algebra over 
its center. Any element a of 2l may be written uniquely as 
where ai is in ‘$lIi . The generic norms ni(ui) of the 211i (i = l,..., r) permit 
composition, and so does their product 
n(u) = 7zl(Ul) **- n,(u,) 
which is the generic norm of a in ‘K So also does 
N(a) = [%(41f’ *** M,)lf~, (23) 
where fi ,..., f, are arbitrary positive integers, since 
ub = (a, + **a + u,)(b, + -.- + b,) = qb, + *** + uPr in 21 = 91r, @ a** 0 21z, 
implies 
N(ub) = [nl(ulbl)]f’ .** [n&rbr)]f~ 
= M4 %Wlf’ **- M4 %wlfr = W) W). 
Clearly N is of degree 
n = mlfi + a** + m,fv, (24) 
where m, is the degree of 91zi (that is, the degree of the generic norm 
ni(ai)). It turns out that (23) is the most general type of form we need 
consider. (If the fi in (23) are nonnegative integers, the form N permits 
composition. However, N is degenerate, according to the definition we 
shall soon give, unless all of the fi are positive.) 
We can express (23) equivalently in terms of a generic element. 
Taking a basis for ‘$I = 2l, @ -** @ ‘$I+. which is adapted to the direct 
sum decomposition, we have a generic element 
x = XI + *** + x, 
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where xi is a generic element of 211i (; = 1 ,..., r). Then the generic norm 
of the algebra ‘$I is 
44 = %(%) ... 44 
where ni(xi), the generic norm of the simple alternative algebra !Xi , 
is irreducible. Hence 
N(x) = [n,(x,)]f ... [?z,(X,)]‘~ 
is a product of powers (with positive exponents fi) of the irreducible 
factors ni(xi) of the generic norm n(x) of ‘$I; also N(1) = 1. Another 
way of saying this is to say that N, normalized by the condition N( 1) = 1, 
has the same irreducible factors as the generic norm of 2l. 
Let V be a possibly infinite-dimensional vector space over a field F of 
characteristic 0 or p > n. Then a mapping 
a + N(a) 
of V into F is called a form of degree n on V in case 
N(cu7) = a!W(a) 
for all 01 in F, a in V, and the “polarized form” 
(al , a2 ,..., 4 = $ [w3 + --* + a,) - f N(a, + 
i=l 
+ 1 N(a, + -.* + a"i + **. + c& $ *. 
is n-linear, where the notation & indicates that Ui is omitted. Then 
N(a) = (a, a,..., a). This terminology agrees with that in $1 for the 
finite-dimensional case, and gives an easy extension to infinite- 
dimensional spaces of the notion of homogeneous polynomial mapping. 
It has the disadvantage of restricting the characteristic of F (unnecessarily, 
as it turns out). Generalizing the definition given in 92 for nondegeneracy 
of quadratic forms, we call such a form of degree n nondegenerate in 
case (ai , a2 ,..., a,) = 0 for all a 2 ,***> a, in V implies a, = 0. 
THEOREM 3. Let ‘2l be an algebra with 1 of possibly injkite dimension 
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over a field F of characteristic 0 or p > n. A necessary and suficient 
condition for the existence of a nondegenerate form N of degree n > 0 
permitting composition on ‘?I is that 2l be a finite-dimensional separable 
alternative algebra 2I = 211, @ =a. @ 9Ir , 21i simple of degree mi , where 
(24) is satis$ed for positive integers fi (i = l,..., Y). Furthermore, N is the 
form on 2X given by (23). 
Using Jacobson’s generalization of Theorem 1’ to simple alternative 
algebras, the author proved Theorem 3 with the additional hypothesis 
that 2l be of finite dimension [19]. The proof that 2I is necessarily finite- 
dimensional, as well as relaxation of the restriction on the characteristic 
of F, is due to McCrimmon [14], and is a corollary to a much more 
general theorem of his which we shall present in $5. 
In Theorem 2 we saw that only certain separable alternative algebras 2l 
admit a nondegenerate quadratic form permitting composition, namely, 
the composition algebras F, 3, Q, 6 of dimensions 1, 2, 4, 8. Similarly 
condition (24) restricts the possibilities for algebras % possessing such 
forms of degree n. For example, for n = 3 the possible dimensions of ‘%!I 
are 1, 2, 3, 5, 9; for n = 4 the dimensions are 1, 2, 3, 4, 5, 6, 8, 9, 10, 
12, 16. 
54, In this section we present a different type of composition, 
introduced by Jacobson in [lo] in his study of Jordan algebras. 
We begin by considering again the associative algebra F, of all m x m 
matrices over F (of characteristic f2). We wish to construct a new 
algebra by using the same elements (m x m matrices), the same addition, 
and the same multiplication by scalars, but altering the multiplication. 
Instead of using the ordinary product ab of two matrices a, b in F, , 
we employ the Jordan product 
a * b = +(ab + ba). (25) 
We denote by F, + the algebra obtained from F, by using a * b in (25) 
as the product instead of ab. Clearly F,+ is commutative. Also a * a = a2. 
We write a.2 for a * a to emphasize that we are forming the product in 
F,+. It is easy to check that 
(a . b) * a.2 = a * (b * a.“) 
is satisfied for all a, b in F,+. 
(26) 
A Jordan algebra J over F (of characteristic #2) is any commutative 
algebra over F in which the Jordan identity (26) is satisfied, where 
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a . b denotes the abstract product in J and need not arise from an 
associative multiplication as in (25). The algebra F,+ is a particular 
example of a simple Jordan algebra. All Jordan algebras are strictly 
power-associative. 
The matrix (2) is a generic element of Fr,&+, as well as of F,r, . In 
KY,,+, where K = F(f,, , t,, ,..., f,,,,), the powers x.~ of the generic 
element x coincide with the corresponding powers xk in K,,, . Hence the 
generic minimal polynomial of the Jordan algebra F,,+ and the generic 
norm of F,+ are the same as those of the associative algebra F,, . Thus the 
generic norm of an element a in the Jordan algebra F,+ is the determinant 
det a. 
Following Jacobson, we write 
{aba} = 2(u . b) - a - b * a2 (27) 
for a, b in any Jordan algebra J. In F,,l+ this becomes 
2(u - 6) - a - b - a. 2 = $(ub + bu) a + gu(ub + bu) - #Ia2 + a‘%) = &a, 
or 
(ubu} = ah (28) 
for all a, b in F, . The element on the left in (28) is given by (27) in terms 
of the Jordan product in F m+; the product on the right in (28) is the 
associative product of matrices in F,, . Then (28) implies 
det {ubu} = (det u)~ det b. 
Indeed, if N(a) = &(det a)s, then 
ww4) = w4)2 w4 (29) 
for all a, b in F,+. If N is any form satisfying (29) on a Jordan algebra J, 
then so is -iV, and we might as well consider only one of the forms in the 
pair -&tlv. If 3 contains 1, and if F contains more than n distinct elements, 
we can normalize iV of degree n > 0 as follows. Since {lbl} = b by (27), 
we have N( 1) = N({lll)) = (N(1))2N( 1) = (N(1))3 in case N satisfies 
(29). Now N(1) = 0 implies N(b) = N({lbl}) = (N(1))2N(b) = 0 for 
all 6 in 3, a contradiction, and we have N( 1) = f 1. In one case we have 
N(1) = 1. (30) 
If N(1) = -1, then --N satisfies (29) and (30), and we may as well 
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replace N by -N. We say that a form N on a Jordan algebra J with 1 
permits Jordan composition in case both (29) and (30) hold. 
We can repeat the proof of Theorem 1 almost verbatim (changing (6) 
in K,n to {xxx} = (det x)x in K,+) to obtain the following version for 
Jordan algebras of that theorem: 
THEOREM 1”. Let N be a form of degree n > 0 on the Jordan algebra 
FTn+ of all m x m matrices over any field F of characteristic #2 which 
contains more than 2n distinct elements. Then N permits Jordan composition 
if and only if N is a power of the generic norm: 
N(a) = (det u)~ 
for some positive integer s and for all a in F,+. 
For any element a in a Jordan algebra J, define a linear operator U, 
on J by 
U, : b -+ {aba} = 2(a . b) . a - b . a2 (31) 
for all b in J. In the particular case J = FTn+, it is easy to verify that 
U{aba) = UJJJJ, (32) 
for all a, b in J. For {{aba} c{aba}) = abacaba = {a{b{aca}b}a} for all 
a, b, c in F,+. Moreover, (32) actually holds in any Jordan algebra. It 
follows that any n-dimensional Jordan algebra J with 1 possesses a form 
N of degree 2n permitting Jordan composition (29) and (30), namely, 
for ail a in J. For 
N(u) = det U, 
N({ubu}) = det Ulabaj = det(U,U,U,) = (det U,)2 (det U,) = (N(u))~ N(b) 
for all a, b in J by (32), while (31) implies that U, = I so that 
N(1) = det1 = 1. 
It is too much to hope that a Jordan algebra which has a non- 
degenerate form permitting Jordan composition will necessarily be 
finite-dimensional, as was the case in Theorems 2 and 3. For let !lJI # 0 
be a vector space of possibly infinite dimension over F, and let (u, V) be a 
nondegenerate symmetric bilinear form on W. Let J be the vector space 
direct sum 
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so that elements a, b in J may be written uniquely in the form 
a =a1 fu, b = p1 + Vu, ol,/3inF; u, v in \JJL (33) 
Define a product a * b in 3 by 
a . b = (cg + (24, v)) 1 + 01v + /3u 
for a, b in (33). Then 3 is commutative, and 
u-2 = (a” c (24, U))l + 2oru = 2aa - n(a)1 
where 
n(u) = a2 - (u, 24) (34) 
for all a in J. We have the Jordan identity (26), so that J is a Jordan 
algebra, the Jordan algebra of the nondegenerate form (u, v). Also 
a.2 - 2ola + n(u) 1 = 0 
for all a in 3. The quadratic form n(a) in (34) is nondegenerate on J, and 
permits Jordan composition: 
for all a, 6 in J, and n( 1) = 1. If %R # 0 is finite-dimensional, then J is 
of degree 2 and n(a) is the generic norm of a in 3, as defined in $3. If$m is 
infinite-dimensional, then a(a) affords an example of a nondegenerate 
quadratic form permitting Jordan composition on an infinite-dimensional 
Jordan algebra J. 
One may define {aba} in any commutative algebra 2l by (27). Then a 
form N on ‘$I with 1 is said to permit Jordan composition in case (29) and 
(30) hold. M c C rimmon has proved the following analogue of Theorem 3 
for commutative algebras permitting Jordan composition. 
THEOREM 3’. Let ?l be a finite-dimensional commutative algebra with 
1 over a field F of characteristic 0 or p > 2n. A necessary and suficient 
condition for the existence of a nondegenerate form N of degree n > 0 
permitting Jordan composition on $3 is that 3 be a separable Jordan algebra 
5% = 91u, @ **. @ ‘11, , ‘$ simple of degree mi , where (24) is satisjied for 
positive integers fi (i = l,..., r). Furthermore, N is the form on % given 
bY (23). 
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$5. McCrimmon has generalized vastly the two compositions we 
have discussed so far, namely, the “associative” composition 
N(ab) = N(u) N(b) 
in (7) and the Jordan composition 
WW) = vw))2 W@, N(1) = 1, 
in (29) and (30). H is work in [13], [14], and [15] employs the differential 
calculus of rational mappings between vector spaces, in elaboration of the 
method of Braun and Koecher [5]. For finite-dimensional vector spaces 
it is possible to suggest briefly in a heuristic way what this method is, 
but we make no attempt to present McCrimmon’s extension of the theory 
to infinite-dimensional spaces. These tools enable him to obtain a 
complete solution of his generalization of the problem of forms permitting 
composition. 
Let F be an infinite field. Let 
i=l 
be a generic element of an n-dimensional algebra 2I over F, and 
K = F(.$, ,..., .$,). Suppose that ‘$JI is a finite-dimensional vector space 
over F with a basis {q ,..., v,J. A rational mapping G of 2l into %JI is 
obtained by specialization from an element y = C qivj of K @,%N where 
each q = ~(5~ ,..., 5,) in K is rational in the f’s (j = l,..., m). The 
rational mapping G is defined only for the elements a = 1 aiui for 
which the denominators of the q do not vanish upon specialization. 
A rational function on Cu is a rational mapping of (II into F. 
If G is a rational mapping of ‘8 into !I& and u is in 2I, then a differential 
operator a, mapping G onto a rational mapping a,G is defined 
heuristically by 
for all a in ‘QI for which the mappings are defined; that is, the value 
a,G(a) = a,G In of a,,G at the element a in 2I is the coefficient of X in 
G(a + hu). Heuristically, a,G is the partial (or directional) derivative of 
G in the direction U. Then a, has all the usual properties of a differential 
operator, including the chain rule 
aA(G o ma = as IIT(a) 9 where er =auHl,. 
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We shall use the fact that the definition above implies trivially that 
a,G la = G(u) if G is (homogeneous) linear, (35) 
whereas 
a,G Ia = au + ua if G(a) = a’. (36) 
Let QU be an algebra with 1 (of possibly infinite dimension) over an 
infinite field F. A form N on ‘3 permits McCrimmon composition in case 
there are two rational mappings 
E:a--+E,, F:a-tF,, 
of ‘Ql into the algebra of all linear operators on ‘U, and two rational 
functions e, f on Ql, satisfying 
El = Fl = I, 
atA, ==L, 43 II = FL for m#O, /I#OinF, 
N(bE,) = 44 N(b), WFa) = f(a) W4 




N(1) = 1. (40) 
Any form N of degree n > 0 permitting the “associative” composition 
in (7) permits McCrimmon composition. We may take E, = L, , 
F, = Rx, a = /3 = 1, e = f = N. For the left and right multiplications 
L, and R, are (homogeneous) linear in a, so that (38) follows from (35). 
We have already seen (40) in the proof of Theorem 1. 
If N is a form of degree 7~ > 0 permitting Jordan composition (29) 
and (30) on a Jordan algebra J, then N permits McCrimmon composi- 
tion.Wemaytake E,=F,= U,asin(31), cx=/3=2,e=f=N2. 
For (31) implies that 
U, = 2Ra2 - Ra.2 
for all a in J, where R, is the right multiplication 
R,:b+bR,=b.a for all b in 3. 
That is, using the notation which emphasizes that R,., is a composite 
function 
R,.z = (R 0 G)(a) where G(a) = as, 
@7/4/2-S 
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we have 
u = 2R2 - R 0 G. 
Then, since a, is a differential operator, 
a,u I1 = 2a,R2 I1 - a,(R 0 G)l, 
= 2KW R + WJWl - W h) 
= WuR II R, + WuR Id - %R II 
= 4R, - R,, by (35) 
= 2R,, 
where v = a,G jl 
by (36) 
implying (38) since J is commutative. 
McCrimmon defines a form G of degree n on 2l with 1 to be non- 
degenerate in case the symmetric bilinear form 
(24, V) = -a,a, log G jl ( =G-2(a,G - a,G -- G . a,a,G)I,) 
is nondegenerate. This agrees for characteristics 0 and p > n with the 
definition given in $3 when G permits McCrimmon composition. 
However, this definition has the advantage that it may be used for any 
characteristic. McCrimmon calls any nondegenerate form N which 
permits composition in the sense of (37)-(40) on an algebra ‘?I with 1 a 
norm on 2I, and calls any such 2l a normed algebra. 
A noncommutative Jordan algebra 2l over F is an algebra over F in 
which the Jordan identity (26) is satisfied, together with the jexible law, 
(a * b) ’ a = a . (b - a) for all a, b in ‘u, 
which is superfluous if Cu contains 1. Any alternative algebra or (commu- 
tative) Jordan algebra is a noncommutative Jordan algebra. So is any 
quasiassociative algebra, as defined by Albert in [2]. Any noncommutative 
Jordan algebra is strictly power-associative so that, if it is finite- 
dimensional with 1, the theory of the generic minimal polynomial 
applies. McCrimmon carries over this theory to “generically algebraic 
algebras” of possibly infinite dimension over F. 
THEOREM 4. ‘u is a normed algebra (of possibly injkite dimension) 
over an in$nite field F of characteristic f2 if and only if it is a separable 
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noncommutative Jordan algebra which is a direct sum ‘?I = ‘311 @ *** @ %?I, 
of a Fnite number of simple ideals 21i which are either 
(i) of degree 2 (and possibly infinite dimension) over their centers, 
(ii) jkite-dimensional quasiassociative algebras, or 
(iii) finite-dimensional (commutative) Jordan algebras. 
If N is a norm on 5X, then N has the same irreducible factors as the generic 
norm of VI. 
This theorem gives a complete solution of the problem of what 
algebras have forms permitting McCrimmon composition, and of 
exactly what the forms are [14, 15, 161. 
In the case of a form N of degree n permitting the associative composi- 
tion (7) on +W, McCrimmon can eliminate the need for an infinite field F, 
requiring only that F contain more than n distinct elements. Then ?I is 
alternative, and it is a corollary of Theorem 4 that % is finite-dimensional, 
implying Theorem 3 with the weaker hypothesis that F only contain 
more than n distinct elements. 
As is so frequently the case in mathematics, we are brought to the 
solution of an old problem by the application of new methods in a more 
general situation. 
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