Markov chains for probability distributions related to matrix product states and one-dimensional Hamiltonians are introduced. With appropriate 'inverse temperature' schedules, these chains can be combined into a simulated annealing scheme for ground states of such Hamiltonians. Numerical experiments suggest that a linear, i.e., fast, schedule is possible in non-trivial cases. A natural extension of these chains to two-dimensional settings is next presented and tested. The obtained results compare well with Euclidean evolution. The proposed Markov chains are easy to implement and are inherently sign problem free (even for fermionic degrees of freedom).
Introduction
Local quantum Hamiltonians are central to our understanding of condensed matter systems. Our description of exotic phenomena, such as superconductivity or quantum magnetism, relies on finely tuned models for short-range, particle-particle interactions. Although simple in their expression and interpretation, such Hamiltonians are generally difficult to study; most of them cannot be solved exactly or perturbatively, while entanglement makes mean field methods conceptually inadequate for them.
In this respect, tensor network states have risen as very powerful instruments during the last two decades. The notion of matrix product states [1] , which underlies the celebrated density matrix renormalisation group method (DMRG) [2] , is now regarded as fundamental when dealing with gapped quantum spin chains. Extensions of this notion to two-dimensional (2D) or to critical systems are reshaping our views on issues such as topological order [3, 4] or conformal invariance [5] . There seems to be a deep reason for the adequacy of tensor network states at describing exotic phases: the latter exhibit finite but short-range entanglement. Area laws express this fact in precise statements [6] .
The study of strongly correlated systems with tensor network states raises a fundamental issue, which we will refer to as the optimal state problem (OSP). It can be informally formulated as follows: given a particular class of tensor network states and a quantum Hamiltonian, how does one find the best approximation to the ground state of this Hamiltonian within that class? The physical relevance of this problem is obvious; important frustrated or superconducting systems are modeled by hard-to-solve Hamiltonians. But the problem has also aroused interest from a complexity theory perspective. In the case of matrix product states, some non-trivial instances of that problem are now known to belong to the P complexity class [7] , while others have been shown to be NP-hard [8] . The Euclidean evolution (EE) or local optimisation method [9] are practical examples of methods for tackling the OSP, and they have proven hugely successful in a wide variety of situations. But they are all deterministic or greedy in some sense. As a result, they sometimes get stuck when applied to Hamiltonians whose energy landscapes are plagued with local minima, as very simple examples show [10] . The algorithms proposed in [7, 10] are conceptual breakthroughs in this respect; their validity is, however, limited to onedimensional (1D) uniformly gapped Hamiltonians, and their implementations would be very tedious in practice.
The present paper is meant as a contribution to a systematic investigation of the OSP. We here wish to depart from previously proposed search methods and introduce a family of approximation schemes, based on the Metropolis algorithm 1 , for quantum Hamiltonians. These schemes are flexible, efficient, and relatively easy to implement. We will first consider 1D Hamiltonians and matrix product states. A simulated annealing algorithm for the OSP will be introduced, and its validity will be demonstrated in a concrete case study: a finite Ising chain. We will next move on to describe a natural adaptation of the algorithm to two dimensions and an implementation for Ising models on a 7 × 7 square lattice, where the scheme will be shown to compare well with standard search methods. An important advantage of our Markov chains, when dealing with (2D) systems, is the possibility of including the error made when evaluating mean values of observables [9] . This feature results in inherently stable algorithms yielding rigorous upper bounds on ground state energies.
In the present work, we will mainly discuss approximations to ground states of nearest neighbour Hamiltonians. But there are additional reasons to be interested in Monte Carlo methods for tensor networks. They are flexible enough to allow the study of more general problems for which DMRG and EE are not well suited. For example, it would be interesting to use Monte Carlo methods to construct tensor network approximations of high energy states. We will discuss such possibilities. We will conclude with a discussion of open questions, possible 1 Certainly, some Monte Carlo schemes for tensor network states already exist [11] . But they were designed for a quite different purpose than ours. The focus in these early works was on efficient evaluation of observables, i.e., tensor contraction; the search of optimal states was carried out through appropriate estimation of gradients. Here, we wish to take a different route altogether; standard evaluation of observables will do, but we will now aim at genuinely stochastic optimisation of states where moves towards worse configurations will be allowed.
improvements of the method, and future work; the appendices contain a brief discussion of convergence and some technical aspects related to the 2D computations.
The Haar-Markov chain
Let us consider a system of n identical 'spin' particles confined on a line segment, interacting via some nearest-neighbour Hamiltonian H. From now on, we will assume open boundary conditions (OBC), and we will denote d the dimension of the Hilbert space  describing each particle. We aim at approximating the ground state of H with a matrix product state (MPS), i.e., a state of the form: have size χ χ × , and the matrices A s ( ) n n have size χ × 1. The integer χ, called the bond dimension, is a parameter that governs the amount of entanglement that can be supported by the state.
is a local degree of freedom associated with particle k. A possible way to prepare states of the form (1) is through unitary sequential interaction between an ancilla and an array of n particles at fixed locations, as indicated in figure 1 . The fact that any MPS can be prepared in this way [12] allows us to define Markov chains on the configuration space
( ) n without loss of generality; each tensor A k can be viewed as a piece of some
| | | denote the energy associated with a configuration ω. We will be interested in Boltzmann probability distributions of the form: Possible preparation of an MPS (OBC). The n-particle chain and an ancilla are all prepared in some product reference state. Sequential unitary interaction occurs next, and the ancilla is eventually projected and disregarded.
• Draw n unitary matrices
k n independently and identically, according to the Haar measure, using the recipe described in [13] .
• For each v k , compute the matrix 
.
n n 1 1
• Accept the proposed move ω ω → ′ with Metropolis probability:
This Markov chain is strongly ergodic and satisfies the celebrated detailed balance condition. It is furthermore defined on a compact configuration space; these conditions suffice to establish convergence (see appendix A for a brief discussion). We also note that the proposed moves are global; they involve each particle of the system. When β is varied with time t in such a way that
, the concatenated Markov chains result in a simulated annealing scheme. Choosing the value of the parameter α is a delicate matter [14] ; an appropriate tradeoff has to be found between ambitious and modest moves. We have observed that the Haar-Markov chain is indeed sensitive to this parameter; good performances were obtained when α was tuned so that the average acceptance rate of the proposed moves is about 1 4. The Haar-Markov chain is, by construction, sign problem free for any Hamiltonian, since
. We believe this property is important. Of course, we expect the complexity of some difficult Hamiltonians will manifest itself in the form of long convergence times, but there are no ill-defined probabilities here. Schematic illustration of a Haar-Markov move for an n-particle chain. In this example, where d = 2 and χ = 1, the configuration space is ⊗ U (2) n and can be represented as a set of n points on two-spheres. The set of plain (respectively dotted) arrows represents the current (respectively candidate) configuration. 
A case study: the Ising model
We have tested the Haar-Markov chain on the following Ising Hamiltonian:
It is critical in the thermodynamic limit. We have considered a system made of n = 40 particles and have aimed at estimating its ground state energy using an MPS with bond dimension equal to 2, 4, 8, 16. A crucial issue is to decide the rate at which β should be increased from one step to the next. . In this phase of the algorithm, it is more efficient to propose candidates where changes affect only one (randomly picked) site at a time rather than to make global moves. We make no claim of optimality regarding this particular scheme; possibly more ambitious choices such as, e.g., an exponential schedule, could lead to faster algorithms. Our results are summarized in table 1. The estimates for the ground state energy are comparable to those output by EE.
Two remarks are in order before moving to two dimensions. (i) One of the motivations for the present work is to eventually be able to address Hamiltonians that cannot be analysed with a greedy method. As discussed below, some further work will be needed before we can fully study this possibility. However, we can mention a small step in the right direction. In [10] , the authors consider a very simple Hamiltonian σ σ σ
and show that a greedy method based on local moves, initialized in the state ↓ ↓ … ↓ 〉 | , will remain in that state. (The same is true for EE.) We have checked that, in turn, even when initialized in that state, our method does move away and eventually provide the global optimum ↑↑ … ↑ 〉 | . Of course, this issue with greedy methods can be fixed through correct initialisation. But that is precisely the point; some disordered Hamiltonians are such that we do not know a priori how to correctly make this initialisation, which brings us to our second comment. (ii) Just like other simulated annealing schemes used in other contexts, ours should not be viewed so much as a tool to obtain the global optimum, but to provide a seed close enough to it that, when completed with a more greedy method, it yields the correct solution.
Extension to two dimensions
The Haar-Markov chains defined above carry through to 2D systems. Let us consider an × n n x y square lattice (OBC assumed). First, a unitary configuration space Ω can again be associated with the set of all PEPS with a fixed bond dimension χ. One simply observes that each row of a PEPS ψ can be viewed as an MPS with a 'physical dimension'
after reshuffling the indices of the tensors defining ψ. As a result, the choice of configuration space introduced in one dimension applies to each row of a PEPS and shows there is an onto map from χ
x y to the set of OBC PEPS. The next issue is to define a cost function. Unlike the 1D case, the energy of a configuration ω generally cannot be evaluated exactly now. Therefore we should not aim at approximating the energy itself but find some suitable approximation. There is some freedom when making a choice for this replacement. The details and motivations for our own choice, which we will denote ω ȟ ( ), are given in appendix B. Importantly, ȟ is by construction a rigorous upper bound on the ground state energy of H for any Hamiltonian. As a result, the instability issue studied in [16] simply never shows up. We again consider distributions of the form given by equation (2), with h replaced with ȟ; strong ergodicity and reversibility are still satisfied. Thus, for a sufficiently slow cooling schedule, the algorithm must again converge to a global minimum of ȟ over Ω. We have tested our scheme in the case of the Ising model:
for which our computations could be compared to a EE [17] . Again, we have proceeded in two steps: (A) finite temperature Markov chain and (B) small temperature (zero here) refinements. Our results, displayed in table 2, are very encouraging. An advantage of the present scheme, when compared to other search methods, is its relative simplicity: it completely skips sophisticated computations of single-site environments [9] . We now describe some extensions that will be studied elsewhere.
Periodic boundary conditions
Just as we saw in the case of PEPS, a simple reshuffling of indices allows us to regard any periodic boundary condition (PBC) MPS [1] as an OBC MPS with effective physical indices of higher rank χ ′ = d d for two 'edge' sites. The same algorithm could therefore be used to study systems with boundaries identified. 
where λ > 0 is a Lagrange multiplier whose value can be chosen at our convenience.
High energy eigenstates
Assume we wish to find an approximation to some eigenstate with energy in an interval e e
[ , ] 1 2 . A possibility could be to minimize the following objective function:
where θ denotes the Heaviside step function and λ > 0 denotes again some Lagrange multiplier.
Spectral decomposition and time evolution
Consider some Hamiltonian H and some MPS ϕ〉 | , and let:
denote the spectral decomposition of ϕ〉 | in terms of the eigenstates of H. To construct MPS approximations for the states appearing in this decomposition, one could try to optimize the figure of merit:
The same idea could be tested in the case of PEPS.
Two-dimensional Hamiltonians at finite temperature
denote the spectral decomposition of some 2D quantum Hamiltonian, and assume we are interested in the mean value of some observable A at finite temperature: 
The law of large numbers ensures the average error made with this estimate should decrease as M 1
. Yet another Markov chain can be designed to obtain approximations to such representative states. Let κ denote an upper bound on ∞ H || || . Such an upper bound can generally be constructed easily. Let ϕ denote the current (PEPS) state of the Markov chain, and let ϕ ȟ ( ) denote an approximation for ϕ ϕ ϕ ϕ
• Draw a small positive random number δe.
• Use the method described above to try and construct an approximate eigenstate ϕ′ of H with approximate energy ϕ′
• If such a state ϕ′ can be constructed, the state of the Markov chain is updated to ϕ′ with Metropolis probability
Entanglement renormalisation
We have here limited ourselves to MPS and PEPS, but the analysis evidently carries through to self-similar tensor network states [5] . Configuration spaces of the form we have used are actually very natural in that context, because it is demanded that the tensors defining the state be unitary.
Fermions
The notions of MPS and PEPS have been extended to the case of fermionic degrees of freedom [19] . In particular, the mean value of any operator for a system in a pure fermionic PEPS can be (efficiently) translated into the mean value of a PEPS defined on an associated bosonic system. Our Markov chains therefore carry through to the fermionic case. Since the mean of a (fermionic) Hamiltonian will be by construction a real number, there is still no sign problem.
Biased priors
Conceivably, the convergence of the Markov chain could be significantly boosted if the candidate were not drawn 'isotropically' but according to some well chosen biased prior
. Reversibility could still be satisfied if the Metropolis-Hastings rule were used to decide acceptance [20] :
Discussion
In summary, we have introduced a stochastic algorithm to search optimal tensor network states and demonstrated its validity in one and in two dimensions. This algorithm is rooted in strongly ergodic reversible Markov chains defined on a connected compact configuration space. Therefore, one can prove that convergence to a global optimum is always possible for some sufficiently slow schedule. A deeper problem would be to bound the mixing time [18] of the Haar-Markov chains at a fixed temperature. Solving this problem would be interesting even in one dimension and for simple Hamiltonians.
The first results we have obtained are encouraging, both for 1D and 2D systems; we believe the class of Markov chains introduced here deserves further study. Our method has turned out to be slower than, say, EE, but not prohibitively so. The simulated annealing scheme presented here involves choices that have to be made in any concrete computation: namely, the rate with which a candidate is accepted and the way the pseudo temperature β is varied from one iteration to the next (the so-called schedule). We have observed the algorithm is very sensitive to these choices (especially the schedule). Besides a detailed analysis of schedules, the algorithm could be improved significantly, thus leading to finer results. For instance, departing from the Haar measure to pick a candidate might boost the global convergence properties; in particular, biased priors in the spirit of the Metropolis-Hastings algorithm are worth considering. Other choices of configuration space might also improve the global performances. In two dimensions, an interesting improvement worth mentioning is the possibility of combining the present algorithm with the tensor renormalization group method [25] instead of the sequential row contraction scheme used here (see appendix A). Another issue to consider is the possibility of abandoning simulated annealing altogether and searching for optimal tensor networks through parallel tempering [22] . Detailed studies in the context of classical statistical mechanics exhibit frustrated systems where the latter method performs better than the former [23] . After these improvements are analysed in a future work, it will be possible to tackle the original motivation of our work: the study of Hamiltonians difficult to treat with DMRG or EE, such as [8, 24] . An important clarification should, however, be made regarding the purpose we should pursue. We do not seek to outperform the greedy techniques; these are as fast as can be and provide excellent results in their range of validity. Rather, we believe our heuristics should ideally be used as a preconditioner, supplying a good 'seed' for them when necessary. The rationale behind this choice is most easily explained with a comparison between two extreme cases. Given a Hamiltonian H, and having to choose between an exact description of its ground state in terms of some PEPS ψ 0 , which cannot be contracted reliably, and an approximate description ϕ 〉 | 0 we can work with, the latter option should be preferred. Plugging ω ȟ ( ) into the Boltzmann weights (2) guarantees that the random approximation scheme will provide rigorous upper bounds on the ground state energy of H. The use of ω ȟ ( ) effectively steers Markov-chains away from pointless PEPS. As a result, none of the instability issues addressed in [16] has to be faced.
