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On characterizing proper-max-point tolerance graphs
Sanchita Paul∗†
Abstract
Max-point tolerance graphs (MPTG) was introduced by Catanzaro et al. in 2017 as a generalization of interval
graphs. This graph class has many practical applications in human genome-wide study as well as in signal
processing for networks. The same graph class was also studied in the name of p-BOX(1) graphs by Soto and
Caro in 2015. In our paper we consider a natural subclass of max-point tolerance graphs namely, proper max-
point tolerance graphs (proper MPTG) where intervals associated to the vertices are not contained in each other
properly. We present the first characterization theorem for this graph class by defining certain linear ordering on
the vertex set. We prove proper max-point tolerance graphs are asteroidal triple free and are perfect by nature.
We also find proper max-point tolerance graphs are equivalent to unit max-point tolerance graphs. In conclusion
we demonstrate relations between proper MPTG with other variants of MPTG and max-tolerance graphs.
Keywords: Interval graph, proper interval graph, tolerance graph, max-tolerance graph, max-point tolerance graph.
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1 Introduction
Interval graphs namely, intersection graph of intervals on real line are well studied by many people [5, 6] in
Computer Science and Discrete Mathematics for its world-wide practical applications. In 1962 Lekkerkerker
and Boland [12] first characterize this graph class by proving them chordal and AT-free. There after many
combinatorial problems like finding maximal clique, independent set, coloring problem, domination and most
importantly recognition has been solved in linear time when we restrict them to interval graphs.
Due to its significant applications in theoritical and practical situations interval graphs was generalized to
several variations [1, 10, 14]. One of the most relevant variation of this graph class related to this paper is
tolerance graph which was first introduced by Golumbic and Monma in 1982 [8]. A simple undirected graph
G = (V,E) is a min-tolerance graph (commonly known as tolerance graphs) if each vertex u ∈ V corresponds
to a real interval Iu and a positive real number tu, called tolerance, such that uv is an edge of G if and
only if |Iu ∩ Iv| ≥ min {tu, tv}. In [9] Golumbic introduced max-tolerance graphs where each vertex u ∈ V
corresponds to a real interval Iu and a positive real number tu (known as tolerance) such that uv is an edge
of G if and only if |Iu∩Iv| > max {tu, tv}. For max tolerance graphs we may assume tu ≤ |Iu| for each u ∈ V
otherwise u becomes isolated. Some combinatorial problems like finding maximal cliques were obtained in
polynomial time whereas the recognition problem was proved to be NP-hard [11] for max-tolerance graphs in
2006. Also a geometrical connection of max-tolerance graphs to semi-squares was found in [11]. For further
study on tolerance graphs one can see [9].
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In 2015 Soto and Caro [15] introduced a new graph class, namely p-BOX graphs where each vertex corre-
sponds to a box and a point within it in the d-dimensional Euclidean space. Any two vertices are adjacent
if and only if the intersection of their corresponding boxes contains both the corresponding points. When
the dimension is one the graph class is denoted by p-BOX(1). In 2017 this dimension one graphs are studied
independently by Catanzaro et al. [3], but with a different name, max-point tolerance graphs (MPTG) where
each vertex u ∈ V corresponds to a pair of an interval and a point (Iu, pu), where Iu is an interval on the
real line and pu ∈ Iu, such that uv is an edge of G if and only if {pu, pv} ⊆ Iu ∩ Iv. More specifically
each pair of intervals can “tolerate” a non-empty intersection without forming an edge until at least one
distinguished point is not contained in the intersection. Then G is said to be represented by {(Iv, pv)|v ∈ V }.
They characterize MPTG by giving a linear ordering to its vertex set [3]. MPTG graphs have a number of
practical applications in [3] human genome studies for DNA scheduling and in modelling of telecommunica-
tion networks for sending and receiving messages. In [13] we study central-max point tolerance graph (which
is basically a subclass of MPTG) by taking pu as the center point of Iu for each u ∈ V and obtained many
important relations of this graph class with subclasses of max tolerance graph.
A natural and well studied subclass of interval graphs is the class of proper interval graphs where no interval
contains other properly. This graph class has various characterization in terms of linear ordering of its
vertices, consecutive ones’s property of its associated augmented adjacency matrix, forbidden graph structure
(K1,3) etc [7]. Surprisingly proper interval graphs are same as unit interval graphs [2] where each interval
possesses same length. So the very next the most natural question which comes up in our mind what will
be the characterization of MPTG when the intervals are proper.
In this paper we introduce proper-max-point tolerance graph (proper MPTG). It is a MPTG where no interval
is contained in other. We find this graph class to be asteroidal triple free and perfect in its nature. We obtain
the first characterization theorem of this graph class by introducing certain linear ordering on its vertex set,
which can be an independent interest of study for proper MPTG’s. Interestingly interval graphs form a
strict subclass of proper MPTG. Unit-max-point tolerance graph (unit MPTG) is an MPTG where all the
intervals have equal length. We show proper MPTG is same as unit MPTG. We also able to seperate max
tolerance graph class with MPTG in our paper. In Conclusion Section we show relations between proper
MPTG and some known subclasses of MPTG and max tolerance graph.
2 Preliminaries
Let G = (V,E) be a simple undirected graph. We call a matrix as augmented adjacency matrix of G if we
replace all principal diagonal elements of the adjacency matrix of G by one. [7].
The following characterization of MPTG is known:
Theorem 2.1. [3, 13] Let G = (V,E) be a simple undirected graph. Then the following are equivalent.
1. G is an MPTG.
2. There is an ordering of vertices of G such that the following condition holds:
For any x < u < v < y, xv, uy ∈ E =⇒ uv ∈ E. (4 point condition) (2.1)
3. There is an ordering of vertices of G such that for any u < v, u, v ∈ V ,
uv 6∈ E =⇒ uw 6∈ E for all w > v or, wv 6∈ E for all w < u. (2.2)
4. There exists an ordering of vertices such that every 0 above the principal diagonal of the augmented
adjacency matrix A∗(G) has either all entries right to it are 0 (right open) or, all entries above it are
0 (up open).
If the vertices of G satisfy any of the above conditions with respect to a vertex ordering, then we call the
ordering as MPTG ordering of G. One can verify that MPTG orderings need not be unique for G.
Max tolerance graphs having interval representation where no interval is properly contained in other is said
to be proper max tolerance graph.
Observation 2.2. Let G be a proper max tolerance graph. Then there exist a vertex ordering (≺∗) for which
the following holds
Forany v1 ≺
∗ v2 ≺
∗ v3 ≺
∗ v4 if v1v3, v2v4 ∈ E ⇒ v2v3 ∈ E and v1v2 ∈ E or v3v4 ∈ E or v1v2, v3v4 ∈ E.(2.3)
Proof. Let G = (V,E) be a proper max tolerance graph with interval Ii = [ai, bi] and tolerance ti for each
vertex vi ∈ V . Then arranging the intervals according to the increasing order of their left endpoints one can
show b2 − a3 = b2 − a4 + a4 − a3 > t2 as a4 > a3 and v2v4 ∈ E. Again b2 − a3 = b2 − b1 + b1 − a3 > t3 as
b2 > b1 and v1v3 ∈ E. Therefore we get |Iv2 ∩ Iv3 | = b2 − a3 > max{t2, t3} which imply v2v3 ∈ E.
Now if v1v2 /∈ E, b1− a2 < t1 or t2. If b1− a2 < t1 then t1 > b1− a2 > b1− a3 ≥ t1 introduces contradiction.
Hence b1 − a2 < t2. Thus we get t3 ≤ b1 − a3 < b1 − a2 < t2. Again if v3v4 /∈ E one can find t2 < t3 which
is a contradiction. Hence the result follows.
Corollary 2.3. K2,3 is not a proper max tolerance graph.
Proof. If K2,3 be a proper max tolerance graph then from Observation 2.2 one can find a vertex ordering
(say ≺∗) with respect to which it satisfies (2.3). Now if v1 ≺
∗ v5. Then adjacency of the vertices helps us
to conclude that any two vertices from {v2, v3, v4} can not occur simultaneously within v1, v5 or left to v1
or right to v5 in ≺
∗. Hence exactly one among them can occur within v1, v5 and among two other vertices
one (say v4) occur left to v1 and other (say v3) occur right to v5 respectively. But in this case (2.3) gets
contradicted for vertices {v4, v1, v5, v3}. Similar contradiction will arise if v5 ≺
∗ v1.
In [13] we see that the graph G2 in Example 2.6 of [13] is a max tolerance graph which is not a MPTG and
thus we have shown MPTG and max tolerance graphs are not same. By the following Lemmas we can able
to conclude that both of the graph classes are incomparable.
Lemma 2.4. Km,n when m,n > 13 is not a max tolerance graph.
Proof. We assume on contrary Km,n for m,n > 13 is a max tolerance graph with interval representation
{Ivi = [avi , bvi ]|vi ∈ V } and tolerance tvi for each vertex vi ∈ V = V1 ∪ V2 where V1 = {x1, . . . , xm},
V2 = {y1, . . . , yn} be the partite sets and E be the edge set of Km,n.
Claim 1 First we show no two intervals from same partite set can contain an interval from other partite set.
We assume on contrary Ix1 , Ix2 contain Iy1 . As x1y1, x2y1 ∈ E, |Iy1 | = |Ix1 ∩Iy1 | = |Ix2 ∩Iy1 | ≥ tx1 , tx2 from
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definition. Now if |Ix1 ∩ Ix2 | < tx1 then tx1 ≤ |Iy1 | ≤ |Ix1 ∩ Ix2 | < tx1 as Ix1 , Ix2 ⊇ Iy1 . Similar contradiction
will arise if |Ix1 ∩ Ix2 | < tx2 .
Claim 2 Now we show there always exist three vertices from each partite set for which their corresponding
intervals are not contained in each other. Note that V1, V2 are posets with respect to the interval containment
relation. Hence if our claim is not true, as m,n ≥ 13 (we need just 7)then each poset must contain a totally
ordered subset of cardinality at least 3. Let the totally ordered set be Ix3 ⊆ Ix2 ⊆ Ix1 .
We will show there can not be two intervals from V2 which intersect Ix1 in its same end (left or right).
On contrary let Iy1 and Iy2 intersect Ix1 in its left end and by1 ≤ by2. Now Ix2 contained in Ix1 . Hence
|Iy1 ∩ Iy2 | ≥ |Iy1 ∩ Ix2 | ≥ ty1 . Again ty2 ≤ |Iy2 ∩ Ix2 | ≤ |Ix2 | = |Ix1 ∩ Ix2 | < tx1 ≤ |Iy1 ∩ Ix1 | ≤ |Iy1 ∩ Iy2 |.
Hence it follows that |Iy1 ∩Iy2 | ≥ ty1 , ty2 which is a contradiction as y1, y2 are nonadjacent. The same is true
for Ix2 also. Now as n > 13 there must exist atleast n− 2 intervals corresponding to vertices of V2 properly
contained in Ix1 and Ix2 which is not possible due to Claim 1. We note we just needed m,n ≥ 7 in the above
proof.
From Claim 2 we can always choose three vertices A = {x1, x2, x3} from V1 and using induction on V1 \ A
and (V1 \ A) \ B we can similarly choose B = {x4, x5, x6} and C = {x7, x8, x9} so that no interval of the
same set is contained in other. [Here we note , choice of C is possible since after removing 6 vertices we still
have at least 7 vertices left in V1.] Now as each Ixi for 1 ≤ i ≤ 9 can be contained in atmost one Iyj from
Claim 1, we can discard atmost nine such yj’s from V2. Again as n > 13 if we discard these yj’s from V2 we
can again able to choose two vertices y10, y11 for which Iy10 6⊂ Iy11 and Iy11 6⊂ Iy10 . Clearly Ixi 6⊂ Iy10 , Iy11
for 1 ≤ i ≤ 9. Again as Iy10 and Iy11 can contained in atmost one interval of V1, between A,B,C we can
always get one set (say C) for which Iy10 , Iy11 is not contained in any of the intervals of that set. Now its
easy to see {y10, y11} ∪ C form K2,3 for which no interval is contained in other, i.e; they form an induced
proper max tolerance graph. But it can not be true from Corollary 2.3.
Lemma 2.5. Km,n is max point tolerance graph for all positive m,n.
Proof. Let V1 = {x1, . . . , xm}, V2 = {y1, . . . , yn} be two partite sets of Km,n. We assign intervals Ixi =
[i,m+ n +
i ∗ ǫ
m
] and points pi = i for 1 ≤ i ≤ m for vertices of V1 and Iyj = [1 −
j ∗ ǫ
n
, j +m] and points
pj = j +m for 1 ≤ j ≤ n for vertices of V2. It is easy to check now that the above assignment give max
point tolerance representation of Km,n.
Theorem 2.6. Max tolerance graphs and the class of MPTG are incomparable.
3 Proper-max-point tolerance graphs (proper MPTG)
Proposition 3.1. If a graph G has a proper MPTG representation S, then G has a proper MPTG repre-
sentation T in which the set of all points associated to each interval are distinct.
Proof. Let G = (V,E) be a proper MPTG and S = {(Iv, pv)|v ∈ V } be a proper MPTG representation
of G where Iv = [av, bv] be an interval and pv is a point within it. Arrange the intervals according to
increasing order of pv’s, p1 through pn. We iterate the following rule at each shared point moving from
left to right until all pv-values become distinct. Suppose pi is the smallest pv-value shared by multiple
points in S. Then pi = pi+1 = . . . = pm. It is easy to see there can exist atmost two intervals having
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their endpoints as pi as the intervals are proper. If they are two in number then one of them must be left
endpoint (say ak1) and another must be right end point (say bk2). Take ǫ be a positive value smaller than
min{d(pm, pm+1), d(pm, ak), d(pm, bk′ )} where pm+1, ak, bk′ be the associated point, left endpoint and right
endpoint respectively occurred just after pm along real line. To obtain the new proper MPTG representation
T we assign ak1 = pi, pl = pi +
ǫ
m− l + 2
for all i ≤ l ≤ m, bk2 = pi + ǫ. From the definition of ǫ one can
check the adjacency remains intact and the interval remains proper in T .
Proposition 3.2. Complete graphs Kn for any positive integer n are PMPTG.
Proof. We assign proper MPTG representation Ivk = [ak, pk, bk] for each vk ∈ V where 1 ≤ k ≤ n in
following way Iv1 = [1 +
1
n
, 2, n+ 1], Iv2 = [1 +
2
n
, 2.5, n+ 2] and Ivi = [1 +
i
n
, i, n+ i] for 3 ≤ i ≤ n.
Proposition 3.3. Complete bipartite graphs Kn,m, for any positive integer n and m are proper MPTG.
Proof. In Kn,m label the vertices in the first partite set with v1, . . . , vn and the vertices in the second partite
set with w1, . . . , wm. We get proper MPTG representation of Kn,m by defining Iv1 = [1 +
1
n
, n+ 1], pv1 =
n + 1, Ivi = [1 +
i
n
, n + i], pvi = n + i −
1
n
for 2 ≤ i ≤ n and Iw1 = [2 +
1
m
, 2n +
1
m
], pw1 = 2 +
1
m
, Iwj =
[2 +
2j − 2
m
, 2n+
j
m
], pwj = 2 +
2j − 1
m
for 2 ≤ j ≤ m.
Proposition 3.4. Caterpillars belong to the class of proper MPTG.
Proof. Let G = (V,E) be a caterpillar with spine vertices s1, s2, . . . , sk and additional vertices a1, a2, . . . , aj .
Let aki−1+1, . . . , aki be the vertices adjacent to spine vertex si where 1 ≤ i ≤ k, k0 = 0 and 1 ≤ ki ≤ j.
We set Isi = [2i − 3, 2i, 2i + 2] for 1 ≤ i ≤ k and Iai = [2i − 3 −
n− i+ 1
n
, 2i +
2i− 1
2n
, 2i +
2i
2n
] where
n = ki − ki−1= number of vertices adjacent to si and 1 ≤ i ≤ n.
Let NG(x) (N
′
G(x)) be the set of all vertices which are adjacent (nonadjacent) to x in G. They are called
neighbours (non neighbours) of x in G. The subgraph induced by neighbours of x in G is called neighbour-
hood of x in G. An independent set of three vertices where each pair is joined by a path that avoids the
neighborhood of the third is called an asteroidal triple. A graph is said to be asteroidal triple-free (AT-free)
if it does not contain any asteroidal triple. For vertices u, v of a graph G, let D(u, v) denote the set of
vertices that intercepts all u, v paths. For vertices u, v, x of G, u and v are said to be unrelated to x [4] if
u /∈ D(v, x) and v /∈ D(u, x).
Theorem 3.5. [4] A graph G is AT-free if and only if for every vertex x of G, no component F of N
′
G(x)
contains unrelated vertices.
From [12] we get to know that interval graphs are AT-free. It was proved in [3] that interval graphs form
a strict subclass of MPTG. But there are certain MPTG’s which are not AT-free. (see Figure 1) But
interestingly in the following proposition we note that the class of proper MPTG’s are asteroidal triple free.
Lemma 3.6. The class proper MPTG’s are AT-free.
Proof. Let G = (V,E) be a proper MPTG with representation {(Iv, pv)|v ∈ V } where Iv = [av, bv]. On
contrary to Theorem 3.5 lets assume there exist a vertex x and a component F of N
′
G(x) containing a pair of
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unrelated vertices u, v. Let P1, P2 be two arbitary paths of D(x, v) and D(x, u) respectively such that u(v)
is not adjacent to any vertex of P1(P2) where P1 = (x, v1, . . . , vn = v), P2 = (x, u1, . . . , um = u).
Let pu, pv occur in same side of px on real line (say pu < pv < px). Now if puk < pv for all 1 ≤ k < m,
then pu1 < pv in particular. Now as u1, x are adjacent and pu > pv, ax < pu1 < pv < px < bu1 which imply
pv ∈ Iu1 ∩ Ix. But as v is not adjacent to u1, x, pu1 < av and bv < px which imply Iv ⊂ Iu1 , Ix which
a contradiction the intervals are proper. Similarly one can show if puk > pv for all 1 ≤ k < m one can
easily show Iv ⊂ Iun−1 , Iu as u, un−1 are adjacent. Hence using induction one can show existence of some
1 ≤ k < m for which puk+1 < pv < puk which again introduce similar contradiction.
Now consider the case when pu, pv occur opposite to px on real line (say pu < px < pv). As F is a connected
component of N
′
G(x) there must exists a path P between u, v in F . As x is not adjacent to any vertex of P ,
for any vertex k ∈ P if px ∈ Ik either pk < ax or pk > bx. There must exist some vertices k, k+ 1 in P such
that pk < ax and pk+1 > bx. Now as k, k + 1 are adjacent in P , ak+1 < pk < ax < bx < pk+1 < bk which
imply Ix ⊂ Ik, Ik+1 which is not true as the intervals are proper. Hence we are done from Theorem 3.5.
Hence we can conclude from above Lemma that all trees are not proper MPTG although they are all MPTG
from [15].
Proposition 3.7. A proper MPTG does not contain Cn, n ≥ 5 as induced subgraph.
Proof. proper MPTG’s are AT-free graphs from Lemma 3.6, hence Cn, n ≥ 6 can not belong to the class of
PMPTG as {v1, v3, vn−1} forms an asteroidal triple in Cn, n ≥ 6.
On contrary let C5 = (V,E) has a proper MPTG representation {(Ivi , pvi)|1 ≤ i ≤ 5}. If p1 occurs between
p2, p5 on real line (say p2 < p1 < p5) then a1 < p2 < p1 < p5 < b1. Now as v2v5 /∈ E either p2 < a5 or
p5 > b2.
If p2 < a5 then a1 < a5 from above. Now as v4, v5 are adjacent, p4 ∈ I5. If p4 < b1 then p1 < a4 as
v1v4 /∈ E, v4v5 ∈ E and p1 < p5. Thus a1 < a5 < a4 from above. Again as v3 is adjacent to both v2, v4
we get a3 < p2 < p1 < a4 < p4 < b3 which imply p1 ∈ I3. But as v1v3 /∈ E, p3 must be greater than
b1 as if p3 < a1 then p3 < a4 from above which imply p3 /∈ I4, i.e; v3, v4 become nonadjacent which is a
contradiction. Note that p3 < b5 as otherwise I3 ⊃ I5 (as a3 < p2 < a5) which is a contradiction as the
intervals are proper. Thus in this case v3, v5 become adjacent which is a contradiction. Hence p4 > b1.
Now as v3 is adjacent to v2, v4, a3 < p2 < p1 < p5 < b1 < p4 < b3 which imply p1, p5 ∈ I3. If p3 > b5
then b3 > p3 > b5 > a5 > p2 > a3 imply I5 ⊂ I3 which is not true as the intervals are proper. Now if
p3 < a5, p3 must be less than a1 otherwise v1, v3 becomes adjacent from above which is not true. This imply
p3 < a1 < b1 < p4 < b3 as v3v4 ∈ E which imply I1 ⊂ I3 which is not true. Hence a5 < p3 < b5, i.e; p3 ∈ I5
which imply v3v5 ∈ E which is a contradiction.
Now when p5 > b2 then b2 < p5 < b1 imply a2 < a1 as the intervals are proper. Now as v2v3 ∈ E and
v1v3 /∈ E, b3 < p1. Hence b3 < p1 < b2 imply a3 < a2 < a1 combining the above ineqality. Again as v4 is
adjacent to v3, v5, a4 < p3 < b3 < p1 < p5 < b4 which imply p1 ∈ I4. As v1, v4 are nonadjacent p4 < a1.
(Note p4 can not be greater than b1 as in that case p4 > b1 > p1 > b3 imply p4 /∈ I3 which is not true as
v3v4 ∈ E) Hence a4 < p4 < a1 < p2 < p1 < p5 < b4 which imply p2 ∈ I4. But as v2v4 /∈ E, p4 < a2 which
imply a4 < p4 < a2 < b2 < p5 < b4, i.e, I2 ⊂ I4 which is not possible as the intervals are proper.
Now if p2, p5 occurs in same side of p1 (say p2 < p5 < p1) then a1 < p2 < p5 < p1 < b2 as v1v2, v1v5 ∈ E.
But as v2v5 /∈ E, a5 > p2 and hence a5 > a1. As the intervals are proper b1 < b5. Hence I1 ∩ I5 = [a5, b1]
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Figure 1: MPTG G1 having asteroidal triple
{v1, v2, v3}
v1 v2
v3v4
I4
I1
I2
I3
p4
p1
p2
p3
Figure 2: C4 with its PMPTG representation
Now v4v5 ∈ E imply p4 ∈ I5. Now if p4 < b1 then a1 < a5 < p4 < b1 imply p4 ∈ I1. But as v1v4 /∈ E,
b4 < p1 < b1 which imply a4 < a1. Hence a4 < a1 < p2 < a5 < p5, p4 < b4 < p1 < b2 from above
which imply p2 ∈ I4 and p4 ∈ I2 which is not true as v2v4 /∈ E. Again if p4 > b1 then as v4v5 ∈ E,
a4 < p5 < p1 < b1 < p4 < b5. Now as v3 is adjacent to v2, v4, a3 < p2 < a5 < p5 < p1 < b1 < p4 < b3. This
imply p5, p1 ∈ I3. But as v3, v5 are non adjacent either p3 < a5 or p3 > b5. As b3 < b5 from last relation p3
can not be greater than b5. Hence p3 < a5. Thus we get b1 < b3 < b5 from above relation which helps us to
conclude a1 < a3 < p3 < a5 < p5 < p1 which imply p3 ∈ I1 which can not be true as v1v3 /∈ E.
As W3 = K4 it is proper MPTG from Proposition 3.2. Again W4 also become a proper MPTG with
representation ([30, 80], 130) for center vetex u and ([20, 120], 50), ([10, 70], 100), ([60, 90], 150), ([40, 110], 140)
for other vertices.
Corollary 3.8. Wheels Wn, n ≥ 5 are not proper MPTG.
Proof. If Wn be a proper MPTG for n ≥ 5 then Wn \ {u} would also be a proper MPTG where u is the
central vertex of Wn. But this is not true from Lemma 3.12 as Wn \ {u} = Cn.
Lemma 3.9. Cn, n ≥ 7 does not belong to the class of MPTG.
Proof. It is clear to note that {v1, v4, vn, v3} form an induced 4-cycle (C say) in Cn, n ≥ 7. From (2.1) one
can find that in any MPTG ordering of vertices of C neither {v1, vn} nor {v4, v3} can sit together within
other.
Now if we consider v1 ≺ v3 ≺ vn ≺ v4 in some MPTG ordering of C then it is easy to verify from (2.1)
that when n ≥ 8 neither vn−3 nor vn−2 can occur prior to v1 or after v4 as vn−3, vn−2 are adjacent to
v3, vn respectively. Hence they have to sit within v1, v4. Now one can find contradiction from (2.1) applying
on vertex set {v1, vn−3, vn−2, v4} as vn−3, vn−2 are nonadjacent. Similar contradiction will arise for other
MPTG orderings of C. Again for n = 7 repeatedly applying (2.1) one can able to show there exist no MPTG
ordering of C7.
From above Lemma it is clear that proper MPTG can not contain Cn, n ≥ 7 as induced subgraph. Combining
this with Lemma 3.7 one can conclude the following
Theorem 3.10. The class of proper MPTG’s are perfect.
Lemma 3.11. Let G = (V,E) be a proper MPTG. Then there exist a vertex ordering of V which satisfy the
followings.
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1. For any v1, v2, v3 ∈ V , v1 < v2 < v3, v1v3 ∈ E implies v1v2 ∈ E or v2v3 ∈ E. (3-point condition)
2. For any v1, v2, v3, v4, v5 ∈ V , v1 < v2 < v3 < v4 < v5, v1v4, v2v5 ∈ E implies v1v3 ∈ E or v3v5 ∈ E
when v1v2 or v4v5 ∈ E. (5-point condition 1)
3. For any v1, v2, v3, v4, v5 ∈ V , v1 < v2 < v3 < v4 < v5, v1v3, v3v5 ∈ E implies v1v2 ∈ E or v2v4 ∈ E or
v4v5 ∈ E. (5-point condition 2)
4. For any v1, v2, vj , vk, v5, v6 ∈ V , v1 < v2 < vj , vk < v5 < v6, v1vj , vjv5, v2vk, vkv6 ∈ E for some j, k
such that 2 < j, k < 5 implies v1v2 ∈ E or v2v5 ∈ E or v5v6 ∈ E. (6-point condition)
Proof. Let G be a proper MPTG with representation {(Ii, pi)|i ∈ V } where Ii = [ai, bi] is an interval on real
line and pi is a point within the interval Ii. Order the vertex set V according to increasing order of pi’s.
Then the following holds.
1 ⇒ As v1v3 ∈ E, a3 ≤ p1 < p2 < p3 ≤ b1 which imply p2 ∈ [p1, p3] ⊂ I1, I3. Now if v1v2, v2v3 /∈ E,
p1, p3 /∈ I2 which imply p1 < a2 and b2 < p3 as p1 < p2 < p3. Hence a3 ≤ p1 < a2 < b2 < p3 which imply
[a2, b2] ⊂ [a3, p3] ⊂ I3 which contradicts that the intervals are proper. Hence the result follows.
2 ⇒ As v1v4 ∈ E, a4 ≤ p1 < p2 < p3 < p4 ≤ b1, which imply p2, p3 ∈ I1, I4. Again as v2v5 ∈ E,
a5 ≤ p2 < p3 < p4 < p5 < b2 which imply p3, p4 ∈ I2, I5. Now if v1v3, v3v5 /∈ E, p1 < a3 and b3 < p5 as
p1 < p3 < p5. If v1v2 ∈ E then a2 ≤ p1 < a3 < b3 < p5 < b2 which imply [a3, b3] ⊂ [a2, b2] which is a
contradiction as the intervals are proper. Now if v4v5 ∈ E then a4 ≤ p1 < a3 < b3 < p5 ≤ b4 which imply
[a3, b3] ⊂ [a4, b4] which is again a contradiction as the intervals are proper. Hence the result follows.
3 ⇒ As v1v3 ∈ E, a3 ≤ p1 < p2 < p3 ≤ b1. This imply p2 ∈ I1 ∩ I3. Now if v1v2 /∈ E, then a2 > p1 as
p1 < p2. Now as v3v5 ∈ E, a5 ≤ p3 < p4 < p5 ≤ b3. This imply p4 ∈ I3 ∩ I5. Now if v4v5 /∈ E, then b4 < p5
as p4 < p5. Now as p2, p4 ∈ I3 if v2v4 /∈ E imply either b2 < p4 or p2 < a4 as p2 < p3 < p4. If b2 < p4 then
a3 ≤ p1 < a2 < b2 < p4 < p5 < b3 which imply [a2, b2] ⊂ [a3, b3] which is a contradiction as the intervals
are proper. Again if p2 < a4 then a3 ≤ p1 < p2 < a4 < b4 < p5 ≤ b3 which imply [a4, b4] ⊂ [a3, b3] which is
again a contradiction as the intervals are proper. Hence the proof holds.
4 ⇒ As v1vj ∈ E, aj ≤ p1 < p2 < pj ≤ b1, which imply p2 ∈ I1, Ij . Now if v1v2 /∈ E, then a2 > p1
as p1 < p2. Again as vkv6 ∈ E, a6 ≤ pk < p5 < p6 ≤ bk, which imply p5 ∈ Ik, I6. Now if v5v6 /∈ E,
then b5 < p6 as p5 < p6. If v2v5 /∈ E then either p2 < a5 or b2 < p5 as p2 < p5. Now if p2 < a5 then
ak ≤ p2 < a5 ≤ pj < p5 < b5 < p6 ≤ bk as v2vk, vjv5 ∈ E, which imply [a5, b5] ⊂ [a3, b3] which is a
contradiction as the intervals are proper. Again if b2 < p5 then aj ≤ p1 < a2 < b2 < p5 ≤ bj as vjv5 ∈ E,
which imply [a2, b2] ⊂ [a4, b4] which is again a contradiction as the intervals are proper. Hence the result
follows.
If the vertices of an undirected graph G = (V,E) satisfy condition 2 of Theorem 2.1 and all the conditions of
Lemma 3.11 with respect to a vertex ordering then we call the ordering as proper MPTG ordering of V . Let
σ be such an ordering and A∗(G) = (ai,j) be the augmented adjacency matrix of G. From Theorem 2.1 it is
clear that G is an MPTG with respect to σ. Below we define a order relation ≺ among the right end points
(say bi) of each interval associated to every vertex (say vi) of G where vertices are arranged in σ order in
A∗(G).
Let R1, R2 be two partial order relations defined on the set {bi|i ∈ V }. For i < j in A
∗(G) we define,
bjR1bi if there exists some k2 > j such that aj,k2 = 0
1 and ai,k2 = 1 (3.1)
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bjR2bi if there exists some k1 < i such that ak1,i = 0
2 and ak1,j = 1. (3.2)
Now we define a order ‘ ≺’ between bi’s in the following way. For i < j,
bj ≺ bi if bjR1bi or bjR2bi or bjR1bk and bkR2bi for some k ∈ V satisfying i < k < j. (3.3)
bi ≺ bj otherwise. (3.4)
Note that for i < j, bi ≺ bj whenever ai,j = 0. If not let bj ≺ bi. Then from above definition of ≺, one of
the following holds, bjR1bi, bjR2bi or bjR1bk and bkR2bi for some k ∈ V such that i < k < j. In first two
cases condition 1 of Lemma 3.11 and in last case condition 3 of Lemma 3.11 gets contradicted.
In following Lemma we will show ≺ is a total order.
Lemma 3.12. Let G = (V,E) be an MPTG satisfying conditions Lemma 3.11 with respect to a vertex
ordering. Then ≺ as described in above paragraph is a total order.
Proof. Let G satisfies conditions of Lemma 3.11 with respect to a ordering (say σ) of vertices of V having
representation {(Iv, pv)|v ∈ V } where Iv = [av, bv]. Let the augmented adjacency matrix of G (say A
∗(G) =
(ai,j)) is arranged according to σ. To show ≺ is a total order it is sufficient to prove ‘ ≺’ is transitive. Let
bi1 ≺ bi2 and bi2 ≺ bi3 . Below we will show bi1 ≺ bi3 . Several cases may arise depending on occurrence of
i1, i2, i3 in σ.
Case (i) i1 < i3 < i2
In this case we assume on contrary bi3 ≺ bi1 .
Let bi2R1bi3 . Then there exists some k2 > i2 such that ai2,k2 = 0, ai3,k2 = 1. Now if bi3R1bi1 there exists
some k
′
2 > i3 such that ai3,k′2
= 0, a
i1,k
′
2
= 1. Note that k
′
2 > k2, otherwise (2.1) gets contradicted for
vertices {i1, i3, k
′
2, k2}. Again ai2,k′2
= 0 as ai2,k2 = 0 is right open, which imply bi2R1bi1 and hence bi2 ≺ bi1
from (3.1) which is a contradiction. Now if bi3R2bi1 then bi2 ≺ bi1 follows from (3.3) as bi2R1bi3 , which is
a contradiction. If bi3R1bk and bkR2bi1 for some k ∈ V such that i1 < k < i3. Then there exist k
′
2 > i3
such that a
i3,k
′
2
= 0, a
k,k
′
2
= 1. Again k
′
2 > k2 otherwise (2.1) gets contradicted for vertices {k, i3, k
′
2, k2}.
Hence a
i2,k
′
2
= 0 as ai2,k2 = 0 is right open. Hence one can conclude now bi2R1bk which helps us to conclude
bi2 ≺ bi1 as bkR2bi1 from (3.3) which is again a contradiction.
Now if bi2R2bi3 then there exist k1 < i3 such that ak1,i3 = 0, ak1,i2 = 1. Note that k1 < i1 otherwise as
ak1,i3 = 0 is up open, ai1,i3 becomes zero which imply bi1 ≺ bi3 which contradicts our assumption. Now if
bi3R1bi1 then there exist k
′
2 > i3 such that ai3,k′2
= 0, a
i1,k
′
2
= 1. Note that k
′
2 > i2 otherwise (2.1) gets
contradicted for vertices {i1, i3, k
′
2, i2} as ai3,i2 = 1 follows from condition 1 applying on vertices {k1, i3, i2}.
Moreover ai2,k′2
= 1 otherwise bi2R1bi1 imply bi2 ≺ bi1 which is not true. But again contradiction arises
from condition 2 applying on vertices {k1, i1, i3, i2, k
′
2}. Now if bi3R2bi1 then there exists some k
′
1 < i1 such
1 This zero is right open from condition 4 of Theorem 2.1
2 This zero is up open from condition 4 of Theorem 2.1
9
that a
k
′
1
,i1
= 0, a
k
′
1
,i3
= 1. Now if k
′
1 < k1 then (2.1) gets contradicted for the vertices {k
′
1, k1, i3, i2}. If
k1 < k
′
1 < i1 then ak1,i1 becomes zero as ak′
1
,i1
= 0 is up open, which imply bi2R2bi1 , i.e; bi2 ≺ bi1 which
is a contradiction. Now if bi3R1bk and bkR2bi1 for some k ∈ V such that i1 < k < i3 then there exists
k
′
2 > i3 such that ai3,k′2
= 0, ak,k′
2
= 1. Note that k
′
2 > i2 otherwise {k, i3, k
′
2, i2} contradict (2.1). Moreover
as bkR2bi1 there exists k
′
1 < i1 such that ak′
1
,i1
= 0, a
k
′
1
,k
= 1. If k1 < k
′
1 < i1 then ak1,i1 becomes zero as
ak′
1
,i1
= 0 is up open which imply bi2R2bi1 i.e; bi2 ≺ bi1 which is a contradiction. Hence k
′
1 < k1. Moreover
we get ak1,k = 1 applying (2.1) on vertices {k
′
1, k1, k, i2}. Thus we get contradiction applying condition 2 on
vertices {k1, k, i3, i2, k
′
2}.
Now if bi2R1bk and bkR2bi3 for some k ∈ V such that i3 < k < i2 then there exists some k2 > i2 and
k1 < i3 such that ai2,k2 = 0, ak,k2 = 1, ak1,i3 = 0, ak1,k = 1. Now if i1 < k1 < i3, ai1,i3 becomes zero as
ak1,i3 is up open. This imply bi1 ≺ bi3 which contradicts our assumption. Hence k1 < i1. Moreover ai3,i2
becomes one from condition 3 on vertices {k1, i3, k, i2, k2}. Now if bi3R1bi1 then there exists a k
′
2 > i3 for
which a
i3,k
′
2
= 0, a
i1,k
′
2
= 1. Note that k
′
2 > i2 otherwise {i1, i3, k
′
2, i2} contradict (2.1). Now if k
′
2 > k2 then
a
i2,k
′
2
becomes zero as ai2,k2 = 0 is right open, which makes us to conclude bi2R1bi1 , i.e; bi2 ≺ bi1 which
is not true. Hence i2 < k
′
2 < k2. Again ak,k′
2
= 1 from (2.1) applying on vertices {i1, k, k
′
2, k2}. Hence
condition 2 gets contradicted for vertices {k1, i1, i3, k, k
′
2}. Next if bi3R2bi1 then there exists some k
′
1 < i1
such that a
k
′
1
,i1
= 0, a
k
′
1
,i3
= 1. Note that k
′
1 can not be less than k1 as in that case (2.1) gets contradicted
for vertices {k
′
1, k1, i3, k}. Hence k1 < k
′
1 < i1. Thus we get ak1,i1 = 0 as ak′
1
,i1
= 0 is up open, which imply
bkR2bi1 . Hence from (3.3) we get bi2 ≺ bi1 (as bi2R1bk and i1 < k < i2) which is a contradiction. Now let
bi3R1bk′ and bk′R2bi1 for some k
′
∈ V satisfying i1 < k
′
< i3. As bi3R1bk′ there exist k
′
2 > i3 such that
a
i3,k
′
2
= 0, a
k
′
,k
′
2
= 1. Note that k
′
2 > i2 as otherwise (2.1) gets contradicted for vertices {k
′
, i3, k
′
2, i2}. If
k
′
2 > k2 then ai2,k′2
becomes zero as ai2,k2 = 0 is right open, which imply bi2R1bk′ which helps us to conclude
bi2 ≺ bi1 from (3.3) as bk′R2bi1 which is a contradiction. Again if i2 < k
′
2 < k2, condition 2 gets contradicted
for vertices {k1, k
′
, i3, k, k
′
2} (note ak,k′
2
= 1 otherwise (2.1) gets contradicted for vertices {k
′
, k, k
′
2, k2}).
The verification of other cases are also long and rigorous. Therefore we put them in Appendix 4.
3.1 Canonical sequence construction of a proper MPTG
From above lemma it is clear that looking at the adjacencies of A∗(G) one can find a total order ≺ between
all bi’s in such a way so that they can be put together in a single sequence P1. Next we arrange ai’s in a
single sequence (say P2) in the same order. Let |V | = n.
Then P1 : bα1 ≺ bα2 ≺ . . . ≺ bαn and P2 : aα1 ≺ aα2 ≺ . . . ≺ aαn where 1 ≤ αi ≤ n.
We now combine ai, bi, pi’s in a single canonical sequence P by following rule.
1. First place all pi’s according to the occurrence of i’s in a proper MPTG ordering σ on the real line.
2. Now starting from the last element of P2 until the first element is reached we place ai’s on real line in
following way.
First place aαn between p(αn)1−1 and p(αn)1 . Next we place aαn−1 , . . . , aαk+1 using induction. Now
for aαk if (αk)1 ≥ (αk+1)1 then place aαk just before aαk+1 , place aαk between p(αk)1−1 and p(αk)1
otherwise where (αi)1 is the first column containing one in αi th row in A
∗(G).
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3. Next starting from first element of P1 till the last element is reached we place bi’s on real line by
following rule.
First place bα1 between p(α1)2 and p(α1)2+1. Next we inductively place bα1 , . . . , bαk−1 . Now for bαk if
(αk)2 ≤ (αk−1)2 then place bαk just after bαk−1 , place bαk between p(αk)2 and p(αk)2+1 otherwise where
(αi)2 is the last column containing one in αi th row in A
∗(G).
One can verify from above construction of the sequence P that if there are more than one bi(ai)’s between
two pi’s then they are arranged according as their occurrence in P1(P2) respectively. Again it is easy to
check that the order of the sequences P1, P2 get reserved in P .
We now present the main theorem of our paper which characterize a proper max point tolerance graph.
3.2 Characterization of proper MPTG
Theorem 3.13. Let G be an undirected graph with vertex set V and edge set E. Then G is a proper MPTG
if and only it satisfy (2.1) and conditions of Lemma 3.11 with respect to some vertex ordering of V .
Proof. Let G = (V,E) be a proper MPTG. Then it satisfy (2.1) and all above mentioned conditions with
respect to some vertex ordering of V follows from Theorem 2.1 and Lemma 3.11.
Conversely Let G satisfies (2.1) and conditions of Lemma 3.11 with respect to some vertex ordering (say
σ) of V . Let the augmented adjacency matrix of G, i.e; A∗(G) is arranged in σ. We attach three variables
ai, bi, pi with each vertex i ∈ V . Now looking at the adjacencies of the vertices in A
∗(G) we define an order
relation ≺ among bi’s as described in (3.1), (3.2), (3.3), (3.4). Moreover in Lemma 3.12 we prove ≺ as a total
order. Next we construct sequences P1(P2) consists of bi(ai) as described in section 3.1. Then we construct
the canonical sequence P which is basically a combined sequence containing all ai, bi, pi’s. Now we associate
numbers 1 to 3n to P starting from first element of it and define Ii = [a¯i, b¯i] and pi = p¯i where a¯i, b¯i, p¯i
denote the numbers associated to ai, bi, pi in P . In the following we prove {(Ii, pi)|i ∈ V } will actually give
proper MPTG representation of G.
First we show ai < bi for each i in P . From construction of P one can easily check that each ai is placed
left to pi1 and each bi is placed right to pi2 where i1, i2 denote columns containing first and last one in i th
row of A∗(G). Now as pi1 ≤ pi ≤ pi2 in P , ai < bi.
Now as bi, ai’s are arranged in P1, P2 in same order and they individually keep their orderings intact in P ,
no interval can be contained in other. Hence the intervals {Ii|i ∈ V } are proper with respect to our given
representation. Moreover ai < pi < bi in P as i1 ≤ i ≤ i2.
Next we verify that with respect to the representation ([ai, bi], pi), A
∗(G) satisfy all its adjacency relations
which will lead us to conclude that G is a proper MPTG.
Let for i < j, ai,j = 1. If bi ≺ bj in P1 (i.e; ai ≺ aj in P2) then as (j)1 ≤ i, aj < pi in P . Again as (i)2 > j,
pj < bi in P . Again if bj ≺ bi in P1 (i.e; aj ≺ ai in P2) then as (j)2 ≥ j, bj > pj in P . Again (i)1 ≤ i imply
ai < pi. Now as the order of the elements of P1, P2 remain intact in P we get pi, pj ∈ Ii ∩ Ij .
Now let for i < j, ai,j = 0 is up open. Then there exist some k > j such that ai,k = 1. From condition 1 of
Lemma 3.11 aj,k = 1. Note that bi ≺ bj in P1 from (3.1). Now as (i)2 ≥ k > j, bi > pk > pj . We will show
aj > pi in P in this case. For this it is sufficient to show if there exist some l ∈ V such that aj ≺ al in P2
then (l)1 > i.
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On contrary lets assume aj ≺ al for some l such that (l)1 ≤ i. Several cases may arise depending upon the
occurrence of l in A∗(G). Note that l can not be equal to i as ai ≺ aj in P2. Again l 6= k otherwise blR2bj
imply bl ≺ bj from (3.1). Then al ≺ aj in P2 which contradicts our assumption. Next if l < i then al,j = 0
as ai,j = 0 is up open, which imply bl ≺ bj in P1 and hence al ≺ aj in P2 which is again a contradiction.
Now we consider the case when i < l < j. As (l)1 ≤ i, ai,l become one from (2.1) applying on vertices
{(l)1, i, l, k}. Now if bjR1bl then there exist k2 > j such that aj,k2 = 0, al,k2 = 1. Note that k2 > k as
otherwise (2.1) get contradicted for vertices {l, j, k2, k}. One can verify now that condition 2 of Lemma
3.11 get contradicted for vertices {i, l, j, k, k2}. Again if bjR2bl then there exist some k1 < l such that
ak1,l = 0, ak1,j = 1. If i < k1 < l then {i, k1, l.j} contradict (2.1). Hence k1 < i. But in this case also (2.1)
gets contradicted for vertices {k1, i, j, k}. Now if bjR1bk′ and bk′R2bl for some k
′
∈ V such that l < k
′
< j
then there exist k2 > j and k1 < l such that aj,k2 = 0, ak′ ,k2 = 1, ak1,l = 0, ak1,k′ = 1. Note that k2
must be greater than k otherwise (2.1) gets contradicted for vertices {k
′
, j, k2, k}. If i < k1 < l then (2.1)
get contradicted for vertices {i, k1, l, k
′
}. Hence k1 < i. This imply ai,k′ = 1 applying (2.1) on vertex set
{k1, i, k
′
, k} But in this case condition 2 of Lemma 3.11 gets contradicted for vertices {i, k
′
, j, k, k2}.
If l > j then if (l)1 < i, a(l)1,j = 0 as ai,j = 0 is up open. This imply blR2bj from (3.2) i.e; bl ≺ bj. Thus we
get al ≺ aj , which is a contradiction. Again for (l)1 = i we get similar contradiction.
Hence for any l, aj ≺ al in P2 imply (l)1 > i. Thus from our above claim pi < aj in P is established. Hence
we are done.
Let for i < j, ai,j = 0 is right open. Then bi ≺ bj in P1. It is sufficient to show now either for all k ∈ V
satisfying bk ≺ bi in P1, (k)2 < j which imply bi < pj or for all l ∈ V such that aj ≺ al in P2, (l)1 > i which
imply pi < aj .
We assume on contrary existence of some k satisfying bk ≺ bi and (k)2 ≥ j. Note that k can not be greater
than j as in that case ai,k becomes zero (as ai,j = 0 is right open) which imply bi ≺ bk which contradicts
our assumption. Again if k < i then as (k)2 ≥ j and ai,j = 0 is right open, ai,(k)2 becomes zero, which imply
biR1bk from (3.1) and hence we get bi ≺ bk which is again a contradiction. Hence i < k < j.
case (i) Now if bkR1bi, then there exist k2 > k such that ak,k2 = 0, ai,k2 = 1. Note that k2 can not occur
right to j in A∗(G) as ai,j = 0 is right open. Hence k < k2 < j. Now one can find ak,j = 0 as ak,k2 = 0 is
right open. Hence (k)2 > j, which again contradict (2.1) for vertices {i, k, k2, (k)2}.
case (ii) Again if bkR2bi then there exist some k1 < i such that ak1,i = 0, ak1,k = 1. From condition 1 of
Lemma 3.11, ai,k = 1. We will show in this case pi < aj. For this we assume on contrary aj ≺ al for some
l ∈ V such that (l)1 ≤ i. In the following paragraph we note some important observations which we vastly
use for rest of the proof of this case.
Observations For l < j, al,j = 1. As bl ≺ bj , al,j can not be zero in this case. For i < l, k1 < (l)1 ≤ i. If
(l)1 < k1 then a(l)1,i becomes zero as ak1,i = 0 is up open which imply blR2bi from (3.2) and hence bl ≺ bj
from Lemma 3.12 as bi ≺ bj, which contradicts our assumption. Hence k1 < (l)1 ≤ i. Next we show ak,j = 1.
For l < j if we assume on contrary if ak,j = 0 then (k)2 > j. Hence (2.1) gets contradicted for vertices
{l, k, j, (k)2}. Again when j < l, a(l)1,j = 1 clearly as otherwise blR2bj , i.e, bl ≺ bj follows from (3.2) and
the fact k1 < (l)1 < i which contradicts our assumption. Again for i < l < j, ai,l = 1. Note that ak,l = 1
follows from (2.1) applying on vertices {(l)1, k, l, (k)2}. Now if we assume on contrary ai,l = 0 then (l)1 < i.
Now if i < l < k then (2.1) gets contradicted for vertices {(l)1, i, l, k}. Again when k < l < j condition 2 of
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Lemma 3.11 gets contradicted for vertices {k1, (l)1, i, k, l}. Hence ai,l = 1.
subcase (i) Now if l < k1 then al,i = 0 as ak1,i = 0 is up open, which imply bl ≺ bi. Now as bi ≺ bj and ‘ ≺’
is a total order from Lemma 3.12 we get bl < bj and hence al ≺ aj which contradicts our assumption.
subcase (ii) Now we consider the case when k1 < l < i. One can verify now that condition 2 of Lemma 3.11
gets contradicted for vertices {k1, l, i, k, j}.
subcase (iii) Next we consider the case i < l < k. If bjR1bl then there exist k
′
2 > j such that aj,k′
2
= 0, al,k′
2
=
1. Now applying condition 4 of Lemma 3.11 on vertex set {k1, i, l, k, j, k
′
2} one can get contradiction.
Now if bjR2bl then there exist k
′
1 < l such that ak′
1
,l = 0, ak′
1
,j = 1. If k
′
1 < k1 then ak′
1
,i becomes zero as
ak1,i = 0 is up open which imply bjR2bi from (3.2). This imply bj ≺ bi which is not true. If i < k
′
1 < l,
then (2.1) gets contradicted for vertices {i, k
′
1, l, j}. Hence k1 < k
′
1 < i. Now one can verify the vertices
{k1, k
′
1, i, k, j} contardicts condition 2 of Lemma 3.11.
Now if bjR1bk′ and bk′R2bl for some k
′
∈ V such that l < k
′
< j. Then there exist k
′
2 > j, k
′
1 < l such that
a
j,k
′
2
= 0, a
k
′
,k
′
2
= 1, a
k
′
1
,l
= 0, a
k
′
1
,k
′ = 1. 0 If i < k
′
1 < l then (2.1) gets contradicted for vertices {i, k
′
1, l, k
′
}.
If k
′
1 < k1 then ak′
1
,i = 0 as ak1,i = 0 is up open which imply bk′R2bi from (3.2) and hence we get bj ≺ bi
as bjR1bk′ from (3.3) which is a contradiction. Hence k1 < k
′
1 < i. In this case first we show case ai,k′ = 1.
If l < k
′
< k then applying (2.1) on vertices {k
′
1, i, k
′
, k} one can get ai,k′ = 1. Again when k < k
′
< j,
ai,k′ = 0 contradict condition 3 of Lemma 3.11 for vertices {k1, k
′
1, i, k, k
′
} (ak,k′ = 1 follows from (2.1)
applying on vertices {k
′
1, k, k
′
, j}). Now one can check that condition 4 gets contradicted for both of these
cases for vertices {k1, i, k, k
′
, j, k
′
2}.
subcase (iv) Now consider the case k < l < j. Let bjR1bl then there exists k
′
2 > j such that aj,k′
2
= 0, a
l,k
′
2
=
1. It is easy to check that condition 4 of Lemma 3.11 gets contradicted for vertices {k1, i, k, l, j, k
′
2}.
Now let bjR2bl then there exist k
′
1 < l such that ak′
1
,l = 0, ak′
1
,j = 1. If k
′
1 < k1 then ak′
1
,i = 0 as ak1,i = 0
is up open which imply bjR2bi from (3.2), i.e; bj ≺ bi which is not true. If k1 < k
′
1 < i then condition 2
of Lemma 3.11 gets contradicted for vertices {k1, k
′
1, i, k, j}. Again if k
′
1 > i then as k1 < (l)1 ≤ i vertices
{(l)1, k
′
1, l, j} contradicts (2.1).
Let bjR1bk′ and bk′R2bl for some k
′
∈ V such that l < k
′
< j. Then there exist k
′
2 > j and k
′
1 < l such that
aj,k′
2
= 0, ak′ ,k′
2
= 1, ak′
1
,l = 0, ak′
1
,k
′ = 1. First note that k1 < k
′
1 otherwise ak′
1
,i becomes zero as ak1,i = 0 is
up open which imply bk′R2bi and hence we get bj ≺ bi from (3.3) as bjR1bk′ , which is a contradiction. Again
applying (2.1) on vertex set {k
′
1, k, k
′
, (k)2} we get ak,k′ = 1. Moreover ai,k′ = 1 otherwise condition 2 of
Lemma 3.11 gets contradicted for vertices {k1, k
′
1, i, k, k
′
}. Thus one can verify that condition 4 of Lemma
3.11 gets contradicted for vertices {k1, i, k, k
′
, j, k
′
2}.
subcase (v) Now consider the case j < l. As ai,j = 0 is right open ai,l = 0. Hence k1 < (l)1 < i from above.
Now one can show that condition 2 of Lemma 3.11 gets contradicted for vertices {k1, (l)1, i, k, j}.
case (iii) If bkR1bk′ and bk′R2bi for some k
′
∈ V such that i < k
′
< k. Then there exist k2 > k, k1 < i
such that ak,k2 = 0, ak′ ,k2 = 1, ak1,i = 0, ak1,k′ = 1. If k2 < j then (2.1) gets contradicted for vertices
{k
′
, k, k2, (k)2} as (k)2 ≥ j. With similar type logic one can show j 6= (k)2. Hence k2 > j. Note that ai,k = 1
in this case otherwise condition 3 of Lemma 3.11 gets contradicted for vertices {k1, i, k
′
, k, k2}. We now show
pi < aj . For this we assume on contrary aj ≺ al for some l satisfying (l)1 ≤ i. The following observations
will lead us to the rest of the proof.
Observations It is easy to check for l < j, al,j = 1, for i < l, k1 < (l)1 ≤ i and ak,j = 1 similarly from
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observations of case (ii). Moreover for k
′
< l < j, ak′ ,l = 1 follows from (2.1) applying on vertex set
{(l)1, k
′
, l, k2}. Again for i < l < j, ai,l = 1. On contrary if ai,l = 0 then (l)1 < i. Now if i < l < k
′
,
(2.1) gets contradicted for vertices {(l)1, i, l, k
′
}. Again when k
′
< l < j condition 3 of Lemma 3.11 gets
contradicted for vertices {k1, (l)1, i, k
′
, l}. Hence ai,l = 1.
Following previous subcase (i), subcase (ii), subcase (v) one can find similar contradiction just by
replacing k by k
′
. Again note l 6= k
′
or j. If l = k
′
then bl ≺ bi imply bl ≺ bj from Lemma 3.12 as bi ≺ bj
which contradicts our assumption. Again if l = j then k1 < (l)1 < i clearly. Thus condition 2 of Lemma
3.11 gets contradicted for vertices {k1, (l)1, i, k
′
, l}.
Hence only remaining case we consider here when k
′
< l < j. Now if bjR1bl then there exist some k
′
2 > j
such that a
j,k
′
2
= 0, a
l,k
′
2
= 1. Note that k2 < k
′
2 otherwise aj,k2 becomes zero as aj,k′
2
is right open, which
imply bjR1bk′ from (3.1). Combining with the fact bk′R2bi one can get bj ≺ bi from (3.3) which is not true.
Now if ak′ ,j = 0 then condition 2 of Lemma 3.11 gets contradicted for vertices {k
′
, l, j, k2, k
′
2}. Hence ak′ ,j
becomes one which helps us to contradict 4 of Lemma 3.11 for vertices {k1, i, k
′
, l, j, k
′
2}.
Now if bjR2bl then there exist some k
′
1 < l such that ak′
1
,l
= 0, a
k
′
1
,j
= 1. If k
′
1 < k1, then ak′
1
,i
= 0 as
ak1,i = 0 is up open which imply bjR2bi from (3.2), i.e, bj ≺ bi which is not true. Again if k1 < k
′
1 < i then
ak′ ,j = 1 applying Theorem 2 on vertices {k
′
1, k
′
, j, k2}. Now applying condition 2 of Lemma 3.1 on vertices
{k1, k
′
1, i, k
′
, j} one can get a contradiction. If i < k
′
1, then ai,l becomes zero as ak′
1
,l = 0 is up open which
is not true from observation.
Let bjR1bk′′ and bk′′R2bl for some k
′′
satisfying l < k
′′
< j. Then there exist some k
′′
2 > j, k
′′
1 < k
′′
such
that a
j,k
′′
2
= 0, a
k
′′
,k
′′
2
= 1, a
k
′′
1
,l
= 0, a
k
′′
1
,k
′′ = 1. One can show ak′ ,k” = 1 follows from (2.1) applying on
vertices {k
′′
1 , k
′
, k
′′
, k2}. Note that k2 < k
′′
2 otherwise aj,k2 becomes zero as aj,k′′
2
= 0 is right open which
imply bjR1bk′ . Now as bk′R2bi from (3.3) we get bj ≺ bi which is a contradiction. Again ak′ ,j = 1 follows
from condition 2 of Lemma 3.11 applying on vertex set {k
′
, k
′′
, j, k2, k
′′
2 }. Again ai,k′′ = 1 otherwise (2.1)
gets contradicted for vertices {k
′′
1 , i, k
′′
, k
′
}. Moreover ak′′ ,j = 1 as bj ≺ bk′′ . Thus condition 4 of Lemma
3.11 gets contradicted for vertices {k1, i, k
′
, k
′′
, j, k
′′
2 }.
Example 3.14. Let G = (V,E) be an MPTG satisfying conditions of Lemma 3.11 with respect to a proper
MPTG ordering of vertices as in Figure 3. We associate three variables ai, bi, pi with every i ∈ V where
1 ≤ i ≤ 7. Now we construct P1, P2 sequences of endpoints bi, ai respectively according to the construction
in section 3.1 looking at the adjacencies of G in A∗(G).
v1 v2 v3 v4 v5 v6 v7
v1 1 1 0 1 0 0 0
v2 1 1 1 0 0 0 0
v3 0 1 1 1 1 1 0
v4 1 0 1 1 1 1 1
v5 0 0 1 1 1 0 0
v6 0 0 1 1 0 1 0
v7 0 0 0 1 0 0 1
Figure 3: Augmented adjacency matrix A∗(G) of a proper MPTG G
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P1 : b2 ≺ b1 ≺ b5 ≺ b6 ≺ b4 ≺ b3 ≺ b7.
P2 : a2 ≺ a1 ≺ a5 ≺ a6 ≺ a4 ≺ a3 ≺ a7.
The combined sequence of ai, pi, bi is P : a2 a1 a5 a6 a4 p1 a3 p2 p3 b2 a7 p4 b1 p5 b5 p6 b6 p7 b4 b3 b7.
Thus we get the proper MPTG representation ([ai, bi], pi) of G from following
a2 a1 a5 a6 a4 p1 a3 p2 p3 b2 a7 p4 b1 p5 b5 p6 b6 p7 b4 b3 b7
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
From [3] we get to know interval graphs form a strict subclass of MPTG. We extend this result to the class
of proper MPTG’s.
Corollary 3.15. Interval graphs form a strict subclass of proper MPTG.
Proof. Arranging intervals according to the increasing order of left end points and ordering vertices with the
same it is easy to check that G satisfies (2.1) and conditions of Lemma 3.11. Thus from Theorem 3.13 and
the fact that C4 is a proper MPTG (see Figure 2) but not an interval graph one can conclude the result.
In [2] we found proper interval graphs are same as unit interval graphs. Here we can also conclude a similar
result for the class of proper MPTG’s.
Proposition 3.16. Let G = (V,E) be an undirected graph. Then the following are eqivalent:
1. G is a proper MPTG.
2. G is a unit MPTG.
Proof. (1)⇒ (2) Let G = (V,E) be a proper MPTG with representation {(Iv, pv)|v ∈ V } where Iv = [av, bv]
and pv is a point within Iv. Then one can construct the sequence P1, P2, P as described in section 3.1. Let
P1 : ak1 < . . . < akn and P2 : bk1 < . . . < bkn . Assign ak1 , bk1 with real values α1, α1 + l in P . At i th step
assign aki , bki with real values αi, αi+ l where max{αi−1,max{αj + l|1 ≤ j ≤ i− 1}} < αi < min{αk+ l|1 ≤
k ≤ i− 1} when αj + l ≺ αi ≺ αk + l in P . After the assignment is done for all aki , bki where 1 ≤ i ≤ n we
assign values for pi in P in such a way so that P still remains an increasing sequence. Now it is easy to check
([aki , bki ], pi) give us unit MPTG representation as order of ai, bi, pi remain intact in P after assignment of
values in above way.
(2)⇒ (1) Converse is obvious.
The following Proposition will show that proper MPTG and proper max tolerance graphs are not comparable
although both of them belong to the class of MPTG.
Proposition 3.17. proper MPTG and the class of proper max tolerance graphs are not comparable.
Proof. C5 is a proper max tolerance graph with representation I1 = [1, 6], t1 = 0.25, I2 = [1.2, 8], t2 =
4.7, I3 = [3, 10], t3 = 4.8, I4 = [5, 12], t4 = 4, I5 = [5.5, 13], t5 = 0.35. But C5 /∈ properMPTG follows from
Proposition 3.7. Again C6 ∈ properMPTG with representation I1 = [20, 40], p1 = 39, I2 = [15, 38], p2 =
30, I3 = [32, 46], p3 = 33, I4 = [25, 42], p4 = 27, I5 = [28, 44], p5 = 37, I6 = [10, 36], p6 = 34. But in the
following we show C6 is not a proper max tolerance graph.
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Let {v1, . . . , v6} are vertices of C6 occurred in circularly consecutive order in C6. It is easy to check from
the adjacencies that C = {v1, v5, v2, v4} form a 4-cycle in C6. Then from Observation 2.2 one can find any
circular ordering of C (v1 v5 v2 v4, v5 v2 v4 v1, v2 v4 v1 v5, v4 v1 v5 v2 and their reverses)
is the only possible proper max tolerance ordering of C6. Now consider the first ordering v1 v5 v2 v4.
Applying (2.2) repeatedly one can show neither v3 nor v6 can occur prior to v1 or after v4. But as v1, v6
and v3, v4 are nonadjacent v3, v6 can not sit together within v1, v4. Therefore contradiction arises. In other
cases one can find similar contradiction.
4 Conclusion
We have proved in previous section that interval graphs ⊂ proper MPTG. Again C4 is a proper max tolerance
graph with representation I1 = [0, 10], t1 = 4, I2 = [2, 12], t2 = 7, I3 = [4, 14], t3 = 7, I4 = [6, 16], t4 = 4.
From proposition 3.17 we get to know proper MPTG and proper max tolerance graphs are not comparable.
Next we find G1 in Figure 1 is a MPTG. It is also max tolerance graph with representation I1 = [30, 70], t1 =
10, I2 = [45, 60], t2 = 8, I3 = [45, 53], t3 = 8, I4 = [20, 40], t4 = 5, I5 = [10, 25], t5 = 5, I6 = [60, 80], t6 =
10, I7 = [65, 75], t7 = 10. But it is not a proper MPTG. Again from Proposition 3.3 and Lemma 2.4 it
follows that Km,n,m, n ≥ 13 is a proper MPTG but not a max tolerance graph. Hence proper MPTG and
max tolerance graphs become incomparable. From [13, 15] we get to know C6 is a max tolerance graph.
Also we found interval graphs ⊂ central MPTG ⊂ max tolerance graph. Again K2,3 is a proper MPTG with
representation I1 = [15, 22], p1 = 16, I2 = [12, 21], p2 = 14 for one partite set and I3 = [13, 23], p3 = 20, I4 =
[10, 17], p4 = 16, I5 = [11, 19], p5 = 18 for the other partite set. But it is neither a central MPTG ( Lemma 7
of [15]) nor a proper max tolerance graph (Corollary 2.3). Again we get C5 ∈ central MPTG\proper MPTG
from [15] and Proposition 3.7 and hence proper MPTG and central MPTG are not comparable. Combining
these we establish relations between some subclasses of max-tolerance graphs and MPTG related to proper
MPTG in Figure 4. It was proved in [13] that unit max tolerance graphs are same as central MPTG.
Although relation between proper max tolerance graphs and central MPTG is not known to us but looking
at Figure 4 and some of their properties we conjecture these two classes to be equal.
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Appendix
Case (ii) i2 < i3 < i1
As bi1 ≺ bi2 , if bi1R1bi2 then there exists some k2 > i1 such that ai1,k2 = 0, ai2,k2 = 1. Note that ai3,k2 must
be one otherwise from (3.1) bi3R1bi2 , i.e; bi3 ≺ bi2 which is a contradiction. Hence bi1R1bi3 , i.e; bi1 ≺ bi3 .
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Now if bi1R2bi2 then there exists some k1 < i2 such that ak1,i2 = 0, ak1,i1 = 1. Now if ak1,i3 = 1 then bi3R2bi2
from (3.2) i.e; bi3 ≺ bi2 which is a contradiction. Hence ak1,i3 = 0, which imply bi1R2bi3 , i.e; bi1 ≺ bi3 . Now
if bi1R1bk and bkR2bi2 for some k ∈ V such that i2 < k < i1. Then there exists k2 > i1 and k1 < i2 such
that ai1,k2 = 0, ak,k2 = 1, ak1,i2 = 0, ak1,k = 1. Now when i2 < k < i3, if ai3,k2 = 0 then bi3R1bk which
imply bi3 ≺ bi2 from (3.3) as bkR2bi2 which is a contradiction. Hence ai3,k2 = 1 and from (3.1) it follows
bi1R1bi3 , i.e; bi1 ≺ bi3 . Now when i3 < k < i1, if ak1,i3 = 1 then bi3R2bi2 from (3.2), i.e; bi3 ≺ bi2 which is
a contradiction. Hence ak1,i3 = 0 which imply bkR2bi3 which helps us to conclude bi1 ≺ bi3 from (3.3) as
bi1R1bk.
Case (iii) i1 < i2 < i3
In this case we assume on contrary bi3 ≺ bi1 .
Let bi3R1bi1 . Then there exists k2 > i3 such that ai3,k2 = 0, ai1,k2 = 1. Now if ai2,k2 = 1 then bi3R1bi2 from
(3.1) imply bi3 ≺ bi2 which is a contradiction. Again if ai2,k2 = 0 then bi2R1bi1 imply bi2 ≺ bi1 which is
also a contradiction. Now if bi3R2bi1 then there exists some k1 < i1 such that ak1,i1 = 0, ak1,i3 = 1. Now
if ak1,i2 = 0 then bi3R2bi2 from (3.2) imply bi3 ≺ bi2 which is a contradiction. Again if ak1,i2 = 1 then
bi2R2bi1 imply bi2 ≺ bi1 which is again a contradiction. Now let bi3R1bk and bkR2bi1 for some k ∈ V such
that i1 < k < i3. Then there exist k2 > i3 and k1 < i1 such that ai3,k2 = 0, ak,k2 = 1, ak1,i1 = 0, ak1,k = 1.
Now when i1 < k < i2 then if ai2,k2 = 1 then bi3R1bi2 from (3.1) imply bi3 ≺ bi2 which is not true. Again
if ai2,k2 = 0 then bi2R1bk from (3.1) which helps us to conclude bi2 ≺ bi1 from (3.3) as bkR2bi1 which is
a contradiction. Now when i2 < k < i3 then if ak1,i2 = 1, bi2R2bi1 , i.e; bi2 ≺ bi1 from (3.2) which is not
true. Again if ak1,i2 = 0, bkR2bi2 which helps us to conclude bi3 ≺ bi2 from (3.3) as bi3R1bk which is a
contradiction.
Case (iv) i3 < i1 < i2
Let bi2R1bi3 . Then there exist k2 > i2 such that ai2,k2 = 0, ai3,k2 = 1. Now if ai1,k2 = 1 then bi2R1bi1
from (3.1) which imply bi2 ≺ bi1 which is a contradiction. Hence ai1,k2 = 0 which imply bi1R1bi3 . Hence
bi1 ≺ bi3 . If bi2R2bi3 then there exist k1 < i3 such that ak1,i3 = 0, ak1,i2 = 1. If Ak1,i1 = 0 then bi2R2bi1 from
(3.2), i.e; bi2 ≺ bi1 which is a contradiction. Hence ak1,i1 = 1 which imply bi1R2bi3 i.e; bi1 ≺ bi3 . If
bi2R1bk and bkR2bi3 for some k ∈ V such that i3 < k < i2. Then there exist k2 > i2, k1 < i3 such that
ai2,k2 = 0, ak,k2 = 1, ak1,i3 = 0, ak1,k = 1. If ai1,k2 = 1 then bi2R1bi1 from (3.1) which imply bi2 ≺ bi1 which
is a contradiction. Hence ai1,k2 = 0 which imply bi1R1bk which helps us to conclude bi1 ≺ bi3 from (3.3) as
bkR2bi3 .
Case (v) i3 < i2 < i1
Let bi1R1bi2 . Then there exist some k2 > i1 such that ai1,k2 = 0, ai2,k2 = 1. Now if bi2R1bi3 then there
exist some k
′
2 > i2 such that ai2,k′2
= 0, a
i3,k
′
2
= 1. Note that k
′
2 > k2 otherwise (2.1) gets contradicted
for the vertices {i3, i2, k
′
2, k2}. Now ai1,k′2
= 0 clearly as ai1,k2 = 0 is right open. This imply bi1R1bi3 from
(3.1) which imply bi1 ≺ bi3 . Now if bi2R2bi3 then bi1 ≺ bi3 from (3.3) as bi1R1bi2 and i3 < i2 < i1. Again
if bi2R1bk and bkR2bi3 for some k ∈ V such that i3 < k < i2 then there exist k
′
1 < i3, k
′
2 > i2 such that
a
k
′
1
,i3
= 0, a
k
′
1
,k
= 1, a
i2,k
′
2
= 0, A
k,k
′
2
= 1. Note that k
′
2 > k2 clearly otherwise (2.1) gets contradicted for the
vertices {k, i2, k
′
2, k2}. Note that ai1,k′2
= 0 as ai1,k2 = 0 is right open which imply bi1R1bk from (3.1) which
helps us to conclude bi1 ≺ bi3 from (3.3) as bkR2bi3 .
Now let bi1R2bi2 . Then there exists some k1 < i2 such that ak1,i2 = 0, ak1,i1 = 1. If i3 < k1 < i2 then ai3,i2
becomes zero as ak1,i2 = 0 is up open which imply bi3 ≺ bi2 which is a contradiction. Hence k1 < i3. Now
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if bi2R1bi3 then there exists k2 > i2 such that ai2,k2 = 0, ai3,k2 = 1. Note that k2 > i1 otherwise (2.1) gets
contradicted for the vertices {i3, i2, k2, i1}. Note that if ak1,i3 = 1 then condition 2 of gets contradicted for
vertices {k1, i3, i2, i1, k2}. Again if ak1,i3 = 0 then bi1R2bi3 from (3.2), i.e; bi1 ≺ bi3 . Now if bi2R2bi3 then
there exist some k
′
1 < i3 such that ak′
1
,i3
= 0, ak′
1
,i2
= 1. If k
′
1 < k1 then (2.1) gets contradicted for the
points {k
′
1, k1, i2, i1}. If k1 < k
′
1 < i3 then ak1,i3 becomes zero as ak′
1
,i3
= 0 is up open which imply bi1R2bi3
from (3.2), i.e; bi1 ≺ bi3 . Now if bi2R1bk and bkR2bi3 for some k ∈ V such that i3 < k < i2, then there exist
some k
′
2 > i2 such that ai2,k′2
= 0 and a
k,k
′
2
= 1. If i2 < k
′
2 < i1 then (2.1) gets contradicted for vertices
{k, i2, k
′
2, i1}. Hence k
′
2 > i1. Now if ak1,k = 1 condition 2 of gets contradicted for vertices {k1, k, i2, i1, k
′
2}.
Hence ak1,k = 0 which imply bi1R2bk which helps us to conclude bi1 ≺ bi3 from (3.3) as bkR2bi3 .
Now let bi1R1bk and bkR2bi2 for some k ∈ V such that i2 < k < i1. Then there exists k2 > i1, k1 < i2 such
that ai1,k2 = 0, ak,k2 = 1, ak1,i2 = 0, ak1,k = 1. If i3 < k1 < i2 then ai3,i2 becomes zero as ak1,i2 = 0 is
up open, which imply bi3 ≺ bi2 which is a contradiction. Hence k1 < i3. Note that ai2,i1 = 1 otherwise it
contradict bi1 ≺ bi2 as i2 < i1. Now if bi2R1bi3 then there exists k
′
2 > i2 such that ai2,k′2
= 0, a
i3,k
′
2
= 1. Note
that k
′
2 > i1 and hence greater than k clearly otherwise (2.1) gets contradicted for vertices {i3, i2, k
′
2, i1}.
Now if ak1,i3 = 1 condition 2 gets contradicted for vertices {k1, i3, i2, k, k
′
2}. Hence ak1,i3 = 0 in this case
which imply bkR2bi3 which helps us to conclude bi1 ≺ bi3 from (3.3) as bi1R1bk. Again if bi2R2bi3 then there
exists some k
′
1 < i3 such that ak′
1
,i3
= 0, a
k
′
1
,i2
= 1. If k
′
1 < k1 then (2.1) gets contradicted for vertices
{k
′
1, k1, i2, k}. Hence k1 < k
′
1 < i3, which imply ak1,i3 = 0 as ak′
1
,i3
= 0 is up open. Thus we get bkR2bi3
from (3.2) which helps us to conclude bi1 ≺ bi3 from (3.3) as bi1R1bk.
Now let bi2R1bk′ and bk′R2bi3 for some k
′
∈ V such that i3 < k
′
< i2. As bi2R1bk′ there exist k
′
2 > i2 such
that ai2,k′2
= 0, ak′ ,k′
2
= 1. Clearly k
′
2 > i1 as otherwise (2.1) gets contradicted for vertices {k
′
, i2, k
′
2, i1}.
Now if i1 < k
′
2 < k2 then if ak1,k′ = 1 condition 2 gets contradicted for vertices {k1, k
′
, i2, k, k
′
2}. Again if
ak1,k′ = 0 then (2.1) gets contradicted for vertices {k
′
1, k1, k
′
, k}. Hence k
′
2 > k2. Note that ai1,k′2
= 0 as
ai1,k2 = 0 is right open in this case, which imply bi1R1bk′ from (3.1) which helps us to conclude bi1 ≺ bi3
from (3.3) as bk′R2bi3 .
Case(vi) i2 < i1 < i3
In this case we assume bi3 ≺ bi1 on contrary.
Let bi1R1bi2 . Then there exist k2 > i1 such that ai1,k2 = 0, ai2,k2 = 1. If i1 < k2 < i3 then ai1,i3 becomes zero
as ai1,k2 = 0 is right open which imply bi1R1bi3 from (3.1), i.e; bi1 ≺ bi3 which contradicts our assumption.
Hence k2 > i3.
Now if bi3R1bi1 . Hence there exist some k
′
2 > i3 such that ai3,k′2
= 0, a
i1,k
′
2
= 1. If k
′
2 > k2 then (2.1) gets
contradicted for the vertices {i2, i1, k2, k
′
2}. Again if i3 < k
′
2 < k2 then ai3,k2 becomes zero as ai3,k′2
= 0 is
right open, which imply bi3R1bi2 from (3.1), i.e; bi3 ≺ bi2 which is a contradiction. Now if bi3R2bi1 then
there exist k
′
1 < i1 such that ak′
1
,i1
= 0, ak′
1
,i3
= 1. Now if k
′
1 < i2 condition 2 gets contradicted for vertices
{k
′
1, i2, i1, i3, k2} (note that ai3,k2 = 1 otherwise bi3R1bi2 from (3.1) imply bi3 ≺ bi2 which is not true). Again
if i2 < k
′
1 < i1 then (2.1) gets contradicted for vertices {i2, k
′
1, i1, i3} as ai2,i1 = 1 follows from condition
(1) applying on vertices {i2, i1, k2}. Now if bi3R1bk and bkR2bi1 for some k ∈ V such that i1 < k < i3. As
bkR2bi1 there exist k
′
1 < i1 such that ak′
1
,i1
= 0, ak′
1
,k = 1. If i2 < k
′
1 < i1 then ai2,i1 = 0 as ak′
1
,i1
= 0
is up open which imply bi2 ≺ bi1 which is not true as i2 < i1. Hence k
′
1 < i2 and ak′
1
,i2
= 1 (otherwise
bkR2bi2 imply bi3 ≺ bi2 from (3.3) as bi3R1bk which contradicts our assumption). For this case condition 2
gets contradicted for vertices {k
′
1, i2, i1, k, k2}.
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Now let bi1R2bi2 . Then there exist k1 < i2 such that ak1,i2 = 0, ak1,i1 = 1. Note that ai1,i3 = 1 follows from
our assumption bi3 ≺ bi1 . Now if bi3R1bi1 then bi3 ≺ bi2 from (3.3) as bi1R2bi2 which is a contradiction. If
bi3R2bi1 then there exist some k
′
1 < i1 such that ak′
1
,i1
= 0, a
k
′
1
,i3
= 1. Note that k
′
1 < k1 otherwise (2.1)
gets contradicted for vertices {k1, k
′
1, i1, i3}. Hence ak′
1
,i2
= 0 as ak1,i2 = 0 is up open, which imply bi3R2bi2
from (3.2), i.e; bi3 ≺ bi2 which is a contradiction. Again if bi3R1bk and bkR2bi1 for some k ∈ V such that
i1 < k < i3 then there exist k
′
2 > i3, k
′
1 < i1 such that ai3,k′2
= 0, ak,k′
2
= 1, ak′
1
,i1
= 0, ak′
1
,k = 1. Note that
k
′
1 < k1 otherwise (2.1) gets contradicted for vertices {k1, k
′
1, i1, k}. Now ak′
1
,i2
must be zero as ak1,i2 = 0 is
up open, which imply bkR2bi2 from (3.2) which helps us to conclude bi3 ≺ bi2 from (3.3) as bi3R1bk which
again contradicts our assumption.
Now let bi1R1bk and bkR2bi2 for some k ∈ V such that i2 < k < i1. Then there exist k2 > i1, k1 < i2 such
that ai1,k2 = 0, ak,k2 = 1, ak1,i2 = 0, ak1,k = 1. If i1 < k2 < i3 then ai1,i3 becomes zero as ai1,k2 is right
open which imply bi1 ≺ bi3 which contradicts our assumption. Hence k2 > i3. Again applying condition 3
on vertices {k1, i2, k, i1, k2} we get ai2,i1 = 1.
Now if bi3R1bi1 then there exist k
′
2 > i3 such that ai3,k′2
= 0, a
i1,k
′
2
= 1. Note that k
′
2 can not be greater than
k2 as in that case (2.1) gets contradicted for vertices {k, i1, k2, k
′
2}. Again if i3 < k
′
2 < k2 then ai3,k2 = 0
as a
i3,k
′
2
= 0 is right open, which imply bi3R1bk from (3.1) which helps us to conclude bi3 ≺ bi2 from
(3.3) as bkR2bi2 , which is again a contradiction. Now if bi3R2bi1 then there exist some k
′
1 < i1 such that
a
k
′
1
,i1
= 0, a
k
′
1
,i3
= 1. Note that k
′
1 < i2 otherwise (2.1) gets contradicted for vertices {i2, k
′
1, i1, i3}. Now
if k1 < k
′
1 < i2 then ak′
1
,k = 1 from (2.1) applying on vertices {k1, k
′
1, k, i3}. Now applying condition 2 on
vertices {k
′
1, k, i1, i3, k2} one can find a contradiction. Now if k
′
1 < k1 then ak′
1
,i2
becomes zero as ak1,i2 = 0 is
up open, which imply bi3R2bi2 from (3.2), i.e, bi3 ≺ bi2 which is a contradiction. Now if bi3R1b
′
k and b
′
kR2bi1
for some k
′
∈ V such that i1 < k
′
< i3 then there exist k
′
1 < i1 and k
′
2 > i3 such that ak′
1
,i1
= 0, a
k
′
1
,k
′ = 1,
ai3,k′2
= 0, ak′ ,k′
2
= 1. Note that k
′
1 < i2 otherwise (2.1) gets contradicted for vertices {i2, k
′
1, i1, k
′
}. Now if
k
′
1 < k1 then ak′
1
,i2
becomes zero as ak1,i2 = 0 is up open, which imply bk′R2bi2 from (3.2) which helps us to
conclude bi3 ≺ bi2 from (3.3) as bi3R1bk′ , which is a contradiction. Again if k1 < k
′
1 < i2 then ak′
1
,k
become
one from (2.1) applying or vertices {k1, k
′
1, k, k
′
}. Hence applying condition 2 on vertices {k
′
1, k, i1, k
′
, k2}
one can get a contradiction.
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