Differences in transduction and transmission latencies of visual, auditory and tactile events cause corresponding differences in simple reaction time. As reaction time is usually measured in unimodal blocks, it is unclear whether such latency differences also apply when observers monitor multiple sensory channels. We investigate this by comparing reaction time when attention is focused on a single modality, and when attention is divided between multiple modalities. Results show that tactile reaction time is unaffected by dividing attention, whereas visual and auditory reaction times are significantly and asymmetrically increased. These findings show that tactile information is processed preferentially by the nervous system under conditions of divided attention, and suggest that tactile events may be processed preattentively.
Introduction
From an ecological viewpoint, the time taken for an organism to react to an external event can be of great importance. For example, consider an animal navigating an unfamiliar, potentially hostile environment. The goal of survival clearly requires that any sudden external event is processed by the nervous system as rapidly as possible so that appropriate action may be taken. The physiology of the sensory processing mechanisms has a marked influence on the speed of this process. For example, the process of converting sound waves into neural signals at the cochlea takes approximately 40 ms [1] . By comparison, transduction of tactile events by human mechanoreceptors takes approximately 2 ms [2] , and transduction of visual events at the retina approximately 50 ms in photopic conditions [3] . The axonal distance travelled by a neural signal is also an important factor in sensory latency, with shorter distances typically corresponding to shorter latencies, for example, tactile latency increases linearly with increasing distance between the site of stimulation and somatosensory cortex [4] . To measure the perceptual time course of these transduction and transmission processes, a reaction time (the time taken for an observer to respond to a sensory event) task is typically used.
As expected when considering the physiological factors outlined above, the majority of literature indicates that auditory simple reaction time (that measured in the absence of any cognitive demand of the observer) is shorter than its visual counterpart by approximately 40-50 ms [5, 6] . Reaction time to tactile stimuli [although subject to variation because of the bodily region(s) stimulated] is usually found to be intermediate to visual and auditory values when the stimuli are delivered to an arm or hand [7, 8] . These intermodal differences in simple reaction time are usually considered to be because of the transduction and neural factors discussed above [9, 10] .
Such differences in sensory latency suggest that external events that activate the auditory system offer an ecological advantage in that they are available to the perceptual system more rapidly than visual or tactile events. However, simple reaction time data are traditionally obtained when attention is focused on a single modality. Such a task may therefore not be the best predictor of sensory latency in a dynamic, multisensory environment where survival depends on rapid detection of all sensory events, irrespective of which sensory system is stimulated. Simple reaction time measured while attention is divided between modalities thus provides a measure of sensory latency more applicable to a 'realworld' environment.
In this context, it is likely that tactile events are of the most urgent interest to an organism as, by definition, the cause of such an event is always in physical contact with the organism and is potentially an immediate threat. In comparison, distant events will stimulate the visual and/ or auditory modalities first, allowing the organism more time to execute an appropriate response to such an event. Therefore, a clear ecological advantage would be conferred if tactile processing were quickest when attention is divided across the sensory modalities. However, it is also arguable that both visual and auditory cues are capable of conveying uniquely important sensory information. Visual sensory input provides the most accurate cues to spatial location under normal circumstances, whereas audition is the only sense able to signal the presence of a distal event occurring outside the visual field. We sought to investigate this issue by manipulating the spread of attention across the sensory modalities, with at least three possible outcomes being anticipated.
First, it is possible that sensory latency increases (relative to baseline simple reaction time measured in unimodal blocks) in all of the modalities tested. If reaction times were to increase by the same amount in all three modalities, this would suggest shared attentional resources for vision, audition and touch in the context of simple reaction time. Earlier work is consistent with this notion. For example, Post and Chapman [11] showed that visual and tactile reaction time is slowed by 7-10% when observers are warned that either signal is equally likely compared with conditions where observers are cued to the modality of the upcoming trial. If this finding were to generalize to the other crossmodal stimulus combinations, we would expect that reaction time would increase by approximately the same proportion of unimodal simple reaction time in each modality in all combinations. This explanation would also suggest that the reaction time cost would be greatest when attention was divided between all three modalities (rather than two, as shown by Post and Chapman [11] ), due to the finite attentional resources available to observers [12] .
A second possible outcome is that auditory and tactile simple reaction times increase significantly under conditions of divided attention in comparison with visual. This possibility is suggested by the existence of the so-called visual dominance effect [13] . In his original study, Colavita [13] presented simultaneous audiovisual stimuli on a subset of trials and found that such trials were perceived as 'vision-alone' trials, while the classic latency advantage of audition was no longer observed. A recent renewal of interest in this phenomenon has shown the robustness of the effect in the original audiovisual context (e.g. Refs [14, 15] ), and analogous effects in the visuotactile domain [15, 16] . Conversely, in the audiotactile domain, neither modality appears to 'dominate' the other [15, 17] . These findings are likely to reflect the fact that vision is the primary sense in primates, and/or that observers cannot equally divide their attention between vision and any other sense(s) because of an inherent bias towards vision. It has been suggested that such bias may be because of inherently less alerting properties of visual events compared with auditory and tactile events, which observers compensate for by unconsciously allocating disproportionate processing resources to vision [18] . Interestingly, these sensory dominance studies used a choice reaction time task, where observers had to respond differently according to which stimulus (or stimulus combination) they perceived on each trial. This extra cognitive demand means that choice reaction time values often bear no relation to the transduction and neural latency values already discussed. For example, visual and auditory choice reaction times have been shown to be indistinguishable [13] . It therefore remains to be examined whether visual input also 'dominates' in a simple reaction time paradigm when attention is divided between the modalities.
The third potential outcome is that the latency of tactile events is unaffected by division of attention across sensory modalities. Such an outcome would be consistent with earlier suggestions that detection of tactile events requires minimal neural processing resources relative to visual or auditory events [19] , and that tactile events are inherently alerting in nature [12] . This outcome would also suggest a degree of independence of attentional resources in the three sensory modalities, consistent with earlier audiovisual data obtained using a discrimination (rather than reaction time) task [20] .
Methods
Five trained adult observers, including the authors, took part in the study. All had normal or corrected-to-normal vision and had no hearing or tactile impairments, and all participated on the basis of informed consent. The experiments were conducted in accordance with the Declaration of Helsinki and were approved by the local ethics committee.
Stimuli were a 10 ms flash of an LED (subtending 1.051, luminous intensity of 600 cd/m 2 ) positioned in front of observers, a 10 ms square wave windowed white noise burst delivered binaurally over headphones (70 dB SPL), and a 10 ms 'tap' delivered by an electrical solenoid to the left forefinger (operational noise was rendered inaudible to observers). All stimuli were grossly suprathreshold, although no specific attempt to match the stimuli was made as the dimension in which to match stimuli differing in sensory modality is currently unclear [21] . The onset timing of all stimuli was verified with a multiple storage oscilloscope. All stimuli were controlled by custom-written software run in MatLab (MathWorks, Natick, Massachusetts, USA) on a Dell PC.
A total of seven conditions were tested. In each of three unimodal conditions (visual, auditory and tactile), all trials within an experimental run were of the same modality; thus, the certainty of the stimulus modality on any trial was 100%. In each of four crossmodal conditions, the stimuli were combined within experimental runs with corresponding reductions in stimulus certainty. The stimulus combinations were audiovisual, audiotactile and visuotactile, all with a stimulus certainty of 50% on each trial, and a combination of all three stimuli, with a stimulus certainty of 33% on each trial. In all of the conditions, each trial comprised the presentation of a single stimulus. On account of this, each visual, auditory or tactile trial remained physically identical in the unimodal and crossmodal conditions despite manipulations in the spread of observers' attention.
Before each run, observers were instructed to focus their attention on the single modality to be tested (unimodal conditions), or to divide their attention equally between the modalities to be tested (crossmodal conditions). On each trial, observers had to respond (through a computer mouse) as soon as they detected the presence of any stimulus. No modality identification or response choice element was present in the task, so that the response was the same regardless of which event was detected. In the crossmodal conditions, the order of presentation of different modalities was determined randomly. Crucially, and in contrast to earlier studies using a similar methodology [7, 11] , observers were not cued as to the modality of the next trial. This step was taken to ensure that attention remained equally divided between the modalities at all times. Such cuing could also unconsciously bias observers' attention towards the modality used to present the cue [22] . It could be argued that as well as attending to multiple sensory modalities, observers were also forced to attend to multiple spatial locations. However, this was considered desirable in this study as such a situation is closer to that in a natural, unfamiliar environment, where an organism needs to monitor all sensory channels and multiple regions of external space.
Following the observers' response, the next trial was initiated with a delay, which varied randomly between 250 and 750 ms. Each experimental run began with five 'practice' trials, which were excluded from analysis, followed by 40 trials in each of the modalities tested. Therefore, an experimental run in the unimodal conditions (100% stimulus certainty) featured 40 trials, and the crossmodal conditions a total of 80 (50% stimulus certainty) or 120 (33% stimulus certainty) trials. Each observer performed five experimental runs of each of the conditions, making a total of 200 trials for each modality in each of the conditions per observer. Reaction time values of less than 100 ms were treated as anticipatory [23] and the trial repeated.
Results
Mean reaction time values pooled across observers are displayed in Fig. 1 (Fig. 1a-c, corresponding to visual, auditory and tactile reaction time, respectively). Repeated-measures analysis of variance (ANOVA) on unimodal reaction time values (unfilled bars) found an expected and highly significant effect of sensory modality [F(2,8) = 40.47, P < 0.001], reflecting the aforementioned differential transduction and neural latencies. For the visual modality (Fig. 1a) , the mean simple reaction time measured in unimodal blocks was 206.9 ms, but this increased as attention was divided between multiple sensory modalities and stimulus certainty decreased (hatched and filled bars). A repeated-measures ANOVA confirmed that these differences in reaction time were significant [F(3,12) = 13.50, P < 0.001]. Post-hoc analysis corrected for multiple comparisons (Tukey's (Fig. 1b) represents the mean auditory reaction time when observers' attention was divided between vision and audition. Error bars represent 1 SEM either side of the parameter values.
Honestly Significant Difference) showed that the unimodal visual condition differed from all other visual conditions (P < 0.05). Visual reaction times when attention was divided between vision and audition (shown on Fig. 1a as 'VA') and when attention was divided between all three modalities ('V3'; filled bar) also differed significantly from each other (P < 0.05). No other comparisons reached significance (P > 0.05).
For the auditory data (Fig. 1b) , the mean simple reaction time measured in unimodal blocks was 161.3 ms. However, as with vision, reaction time increased when attention was divided across the sensory modalities [F(3,12) = 8.27, P < 0.005]. Post-hoc analysis showed significant differences between the unimodal auditory condition and all crossmodal auditory conditions (P < 0.05), with no other comparisons reaching significance (P > 0.05).
For the tactile condition (Fig. 1c) , mean simple reaction time measured in unimodal blocks was 192.3 ms. In contrast to the visual and auditory results, tactile reaction time appeared invariant across the unimodal and crossmodal conditions. Repeated-measures ANOVA confirmed that no significant differences in reaction time were apparent between any of the tactile conditions [F(3,12) = 2.36, P > 0.05]. In other words, division of attention between multiple sensory modalities does not affect the speeded detection of superthreshold tactile events as measured by simple reaction time.
When attention was divided between all three sensory channels, reaction times differed significantly between the modalities [F(2,8) = 17.06, P < 0.01]. This effect arose because of differences between vision and both other modalities (P < 0.01), with no difference between auditory and tactile values (P > 0.05). Therefore, when dividing attention between the three modalities, auditory and tactile events are available to the nervous system at comparable latency.
The mean cost to reaction time of dividing attention between sensory modalities ranged from 14.7 to 29.1 ms (7.1-14.1%) in the visual modality, and 36.4 to 43.0 ms (22.6-26.7%) in the auditory modality. Thus, auditory detection latency suffers disproportionately as attention is divided between the modalities.
Discussion
In this study, we investigated the effects of dividing attention between sensory channels on the speeded detection of visual, auditory and tactile events. No significant differences in tactile reaction time were found in any conditions; however, both visual and auditory reaction times were slowed when observers were required to divide their attention between multiple sensory channels. Auditory latency was disproportionately slowed relative to visual.
Our results expand upon the large body of literature examining the visual dominance effect first described by Colavita [13] . Crucially, visual dominance studies use a choice reaction time paradigm in which observers must identify the stimulus modality on each trial and choose their response accordingly. Measures of reaction time in such studies are more likely to reflect the time course of this decision process rather than simply the detection latency of sensory events. For example, no significant differences were found between visual, auditory and tactile choice reaction time (approximately 500 ms in each modality) when attention was divided equally between these modalities [22] . The lack of response choice in the present study suggests that our data are more likely to reflect lower-level perceptual latencies in the visual, auditory and tactile systems under conditions of divided attention. The results of our study suggest that tactile sensory input is regarded as most urgent by the nervous system, and hence is immune to latency costs consequent to divided attention. Our finding that manipulations of attention fail to modulate tactile processing latency implies that tactile events may be processed 'preattentively' in an arguably more low-level manner than their visual and auditory counterparts. The same attentional manipulations cause audition to suffer greater latency costs than vision, which may point towards a processing hierarchy whereby the nervous system prioritizes detection of tactile over visual events, with auditory events perhaps receiving a relatively low priority.
As mentioned earlier, external events that induce tactile sensation afford little or no response time to potential threats. The results of this study show that tactile perception is unique in maintaining fixed levels of sensory latency despite changes in attentional load -a finding with clear ecological benefits.
Conclusion
The speeded detection of unimodal tactile events is unaffected by dividing attention between multiple sensory channels and regions of external space, although modality-specific latency costs are introduced to vision and audition. These results are consistent with preferential processing of tactile events by the nervous system.
