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Abst ract - -We suggested to use average diameter as another, and a more global, measurement of 
the data transfer capability of network structures 1. In terms of graph theory, a general strategy to 
derive the average diameter of a graph is to apply combinatorial nd other techniques to count the 
total number of simple paths between any two arbitrary vertices in the associated graph, calculate 
the sum of their lengths, and then divide the latter by the former. Following this approach, aver- 
age diameters of various linear network structures, i.e., tree structures, and some of the nonlinear 
structures, such as rings, have been obtained. 
However, for a general nonlinear structure, because of the involved combinatorial complexity, a 
precise combinatorial nd/or asymptotic analysis of its average diameter is quite difficult and even 
impractical. In this paper, after a brief review of the linear case, we discuss the derivation of average 
diameter and its estimation, via the notion of average distance, for nonlinear structures. This subject 
should be both challenging and interesting for the graph theoreticians, as well, as it poses another 
sizing problem of measuring various graph structures, in addition to using the existing ones such as 
diameter, girth, etc. © 2000 Elsevier Science Ltd. All rights reserved. 
Keywords - -F ixed-connect ion  networks, Performance valuation and measurements, Combinato- 
rial problems, Graph theory. 
1. INTRODUCTION 
In a computer with a distributed memory architecture, for any processor to get access to the 
information kept in the memory of another processor, a message containing a copy of that in- 
formation must be transmitted from the latter to the former. Hence, as an essential component 
of such an architecture, a routing mechanism is provided to transmit information between pro- 
cessors, via the associated inter-processor network. It is clear that the time it takes to send a 
l ln  this paper, terms such as network structure, network, structure, and graph will be used interchangeably. 
Some of the material contained in this paper is contained in [1,2] and in a talk given in DREI98, DIMACS, Rutgers 
University, July, 1998. 
I would like to thank an anonymous referee for his/her thorough and helpful comments, which lead to an improve- 
ment of this paper. 
I also would like to thank DIMACS in the Rutgers University for a grant which allowed me to attend the DREI98 
in July, 1998 and O. D. Byer, for providing reference material and commenting on an earlier version of this paper. 
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message, in any approach, is proportional to the hops, i.e., the number of links the message has to 
traverse before reaching its destination. This portion of cost is rather structure dependent, hus 
can be regarded as the static behavior of a network [3]. There are certainly other factors involved, 
such as network congestion, communication volume, etc. Those latter factors are related to the 
real-time traffic, thus can be regarded as the dynamic behavior of the involved network. This 
dynamic part varies with time, hence, difficult to characterize via analytical techniques. As a 
matter of fact, it is often studied via simulation. On the other hand, the static behavior of the 
structure can be formally studied, and often leads to a direct result, thus providing more insight 
to the network traffic behavior. This static aspect of the data transfer behavior cf some of the 
nonlinear network structures i the subject of study in this paper. 
To speed up the data transmission, operationally, it is certainly desirable to send a mes- 
sage along the shortest path between the source and the destination. However, because of the 
increasingly heavy traffic and inherently limited bandwidth, longer paths have to be used in 
practical routing. Hence, when measuring the global behavior of the relevant routing algorithms, 
or more generally, that of the involved network structure, people often use such "worst-case" 
measurement of diameter, defined as the maximum distance between any pair of processors in 
the network [4,5]. Expressed as a function of n, the number of processors, this latter quantity 
is certainly topology dependent. For example, it is well known that the diameters of a ring, a 
two-dimensional wraparound mesh, and a hypercube network, all with n processors, are O(n/2), 
O(vfn), and O(logn), respectively, [4,6]. 
It is clear that neither the shortest path nor the longest one reflects the whole picture of the 
data transfer capability of the relevant structure. Inspired by some of the more sophisticated 
measuring results, such as the average time complexities, in the area of algorithm analysis [7], 
we suggested to use average diameter as another, and a more global, measurement of the data 
transfer capability of network structures [8]. Intuitively, in the involved analysis, we have to 
include every communicating path that might be used in the actual routing. Hence, in terms of 
graph theory, a general strategy to derive the average diameter of a network structure is to apply 
combinatorial nd other techniques to count the total number of simple paths between any two 
arbitrary vertices in the associated graph, sum up their lengths, and then divide the latter by the 
former. This calculation leads to the average distance between any pair of arbitrary processors 
in the network structure. Thus, in the unicast case, it provides the average time it takes to send 
a packet between any two processors, and in the multicast case, it tells the average time it takes 
to send a packet from one processor to any other processor. Below is a formal definition of the 
average diameter of a network structure. 
DEFINITION 1.1. Let S(n) be a structure with n nodes, and let Ns(n) and Ps(n) denote the 
total number of simple paths 2 between any two processors and the sum of the lengths of all those 
paths, respectively. We compute As (n), the average diameter of S(n), as follows: 
Ps(n) 
As (n) -  gs(n)" 
For example, let L(n) be a linear structure with n nodes. Since there is exactly one path 
between any two nodes, obviously, NL(n) = n(n -- 1)/2. Without loss of generality, let the nodes 
of L be denoted as 1 ,2 , . . . ,n ,  and let p be an arbitrary path of L, denoted by i,i ÷ 1 , . . . , j ,  
1 < i < n - 1 and i < j < n. Clearly, the length of p is j - i. Hence, we have that 
n-1 ~_~ n(n 2 -  1) 
Pi(n) = ~ ~ (J -- i) -- 6 
i=1 j>i 
2The inclusion of other paths, thus, allowing the possibility of sending messages back to its originating node via 
a circuit, is not only nonintuitive in terms of computer communication, but also rather a doomed one in terms 
of formal analysis, since, by and large, the theoretical graph theory problem of calculating the number of circuits 
and their lengths in an arbitrary graph is still widely open [9, Section 7]. 
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Therefore, the average diameter of a linear list with n nodes is (n + 1)/3. 
Various results on the average diameters of linear network structures, i.e., the tree structures, 
and some of the nonlinear structures, such as rings, have been obtained [10]. 
However, for a general nonlinear structure, because of the involved combinatorial complexity, 
a precise combinatorial nd/or asymptotic analysis of its average diameter is quite difficult and 
even impractical, as demonstrated in the following sections of this paper. It is this difficulty that 
motivates us to look for an estimation for this quantity in the nonlinear case. In this paper, 
after a brief review of the linear case analysis in the next section, we discuss some general results 
with respect o average diameter in the nonlinear case in Section 3, and then investigate a more 
restricted approach, parameterized average diameter, in Section 4, and its estimation, via the 
average distance, in the next two sections. Finally, Section 7 concludes this paper. 
2. AVERAGE D IAMETER OF  L INEAR STRUCTURES 
It is not too difficult to calculate the average diameter of a linear structure, i.e., a tree struc- 
ture, since there is exactly one simple path between any two processors. As a demonstrative 
example, we will calculate that of a complete m-ary tree, which generalizes the complete binary 
tree structure. The latter structure is well known in the computer communication community. 
Basic parallel algorithms for such operations as addition, comparison, counting, and sorting, etc., 
supported by complete binary trees were investigated in [4], and more recently, in [6]. This 
structure has also been implemented in both experimental nd real machines. For example, the 
DADO parallel computer uses a complete binary tree interconnection network [11] for the rapid 
execution of rule-based, AI-oriented software and the CM5 machine uses an augmented complete 
binary tree structure, called fat-tree [12,13]. 
DEFINITION 2.1. By a complete m-ary tree, m >>_ 2, with n nodes, denoted as Tc(m,n), we 
mean a tree with n nodes, in which every node, except the leaves, has exactly m children, and 
all the/eaves are located at the same level. By NT,(m,n) and PT,(m,n), we mean the total 
number of paths between any two nodes and the sum of the lengths of all the paths between 
them, respectively, in To(m, n). 
For the sake of convenience, we also have a secondary notion for P~: (m, h), where h is the 
height of the original tree. Obviously, 
h m h+l - 1 
rt : ~ m i -- thus, 
m-1  ' i=o 
h = logm[n(m- 1) + 1] - 1 = ~(logn), (1) 
where m is arbitrary but fixed. 
We also use Ti(Tio) to denote an arbitrary (a specific) subtree of the original one, with its 
height being h -  1. 
Figure 1 shows an example of a complete binary tree with height 2. 
Figure 1. A binary tree with height 2. 
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Since there is a unique path between any pair of distinct nodes in any tree structure, and 
there are exactly n(n - 1) such pairs in To(m, n), we obtain immediately, after considering the 
symmetric factor, that 
n(n - 1) (2) 
NT,: (m, n) -- 2 
We notice that the above formula implies NT,,(m, 1) = 0, which naturally leads to the definition 
that PT~.(m, 1) = P~c(m,O) = O. 
More generally, let p be a path in To(m, n), we have three cases to consider: 
• either p completely belongs to T~,i E [1,m]; or, 
• p = (Pl, (ri, r)), i E [1, m], where r, ri are respective roots of the original tree and Ti, and 
Pl is a path in Ti with r~ as one of its two end points; or, 
• when m > 2, p = (pl,(ri,r, rj),ql), where r~ and rj are respective roots of Ti, and Tj, 
and Pl(ql) is a path in Ti(Tj) with ri(rj) as one of its two end points. 
It is easy to see that for any path in Ti,i E [1,m], its length ranges from 0 to h - 1, and there 
are exactly m i paths with length i, i E [0, h - 1]. Letting IPl stand for the length of a path, p, we 
have that, for h _> 1, 
P~(m,h)= E ip] = E ]pl+ E ]pl,(ri,r)]+ E E ]pl,(ri,r, rj),qll 
pET pETI pl ETI pl ET~ q~ ET4 
pfiTi o pl ETi o pl ETi o qx fiTj o 
h -1  h -1  h-1  
: z + z z • 
i=0 i=0 j=0 
To summarize, we have derived the following recurrence relation. For m > 2, h _> 0, 
P~,o(m, 0) = 0, 
h-1  h -1  h -1  
i=0 i=0 j=0 
By making use of the following result, taken from [14], 
E im i = 
i=O 
nm n+2 - (n + 1)m n+l + m 
(m - 1) 2 
and applying standard combinatorial techniques, we eventually obtain the following: for m > 2 
and h _> 1, 
P~.(m, h) = [(h - 1)m 2h+3 - hm 2h+2 + (h + 1)m h+3 - 2hm h+2 + hm h+l] 
(m - 1)~ 
(3) 
Although equation (3) is undefined when m = 1, it is clear that a unary tree is simply a linear 
structure, an analysis of which has been supplied right after Definition 1.1. The case of m = 2 
leads to the complete binary tree (CBT). Based on equations (3) and (1), we have the following: 
for all h > 1, 
P~ (2, h) = (h - 2)2 2n+2 + (h-i-4)2 h+1 
= (n + 1){(n + 1)[log(n + 1) - a] + log(n + 1) + 3}. 
(4) 
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Based on equations (2) and (4), by Definition 1.1, we have that 
ACBT(n) = 2(n + 1) {(n + 1)[log(n + 1) -- 3] + log(n + 1) + 3} 
n(n  - 1) 
(~) 
The above result provides a closed form expression for the average diameter for a complete 
binary tree with n nodes. For example, according to equation (5), the average diameter of a 
complete binary tree with seven nodes, such as the one shown in Figure 1, is 2 2/7. This can 
be easily checked out, since this tree, indeed, has four paths of len~h 4, four paths of length 3, 
seven paths of length 2, and six paths of length 1, which leads to 21 paths with a total length 
sum of 48. Hence, by definition, its average diameter is 48/21, namely, 2 2/7. 
With respect o the general m-ary case, it is straightforward to find a similar closed-form 
expression for the corresponding average diameter, based on equations (2) and (3). We instead 
develop an asymptotic expression. Recall that, for an arbitrary but fixed m, m h ~- O(n) and h = 
e(logn),  we find out that 
PTc(m, n) = O (n 2 logn). (6) 
Finally, combining equation (6) with equation (2), we have the following theorem. 
THEOREM 2.1. The average diameter of  a complete m-ary  tree with n nodes is O(logn). 
More generally, for T(m,  n), an arbitrary m-ary tree with n nodes 3, it is almost infeasible to 
apply a combinatorial nalysis to obtain its average diameter. On the other hand, it is well known 
that there exists a one-to-one correspondence b tween the class of general trees and that of the 
binary trees, via the class of forests, based on an effective conversion procedure, which can be 
found, e.g., in [14, Section 2.3.2]. Therefore, to determine the average diameter of an arbitrary 
m-ary tree, we only need to figure out the average diameter of an arbitrary binary tree first, then 
adjust the result by taking into account he impact of such a conversion. We briefly review some 
of the related results in passing. For details, the readers are referred to [10]. 
Let BT be an arbitrary binary tree with n nodes. We have that 
NBT(n) -- n(n -- 1) n 2 
2 - 2 +O(n) .  
Moreover, through a similar, but more sophisticated, combinatorial nalysis, we have derived 
that 
PBT(n) = 2 {(n + 1)[(n + 1)Hn+l + 2Hn] - (3n 2 + 6n + 1)}, 
where Hn refers to the Harmonic number [14, Section 6.3]. As Hn = logn + O(1), we have that 
PBT(n) = 2n 2 log n + O (n2). 
Hence, we have proved the following result [15]. 
THEOREM 2.2. The average diameter of  an arbitrary binary tree with n nodes is e(logn). 
Based on the above result and the correspondence b tween the class of binary trees and general 
trees, we have also obtained the following result [10]. 
THEOREM 2.3. The average diameter of  an arbitrary m-ary  tree with n nodes is e(log(n)). 
3By Tr(m,n), we mean an m-ary tree that is rooted at r, with n nodes, such that r has m children; and any other 
node has at most m children. 
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3. AVERAGE D IAMETER OF NONL INEAR STRUCTURES 
In contrast o the linear case, the calculation of the average diameter for nonlinear structures i
considerably more difficult, since in this general case we have to cope with multiple paths existing 
between a pair of vertices. Indeed, there are only a few general results in this area. We start this 
expository section by investigating the average diameter of a complete graph in which there is 
an edge between each and every pair of vertices, and deriving a surprisingly simple asymptotic 
result. We will then discuss an approximate expression for the average diameter of an arbitrary 
structure, utilizing some of the recently obtained results in the area of graph theory. 
Although a complete graph structure, sometimes referred to as the fully connected topol- 
ogy [16], cannot be practically used as an inter-processor network, it provides a telling example 
for deriving average diameters in the nonlinear case: to calculate the number of simple paths and 
their lengths in such graphs, we firstly classify all the simple paths according to their respective 
lengths, then find out the number of simple paths with a specific length. In some sense, this 
strategy generalizes the one we used in the linear case, where for each specific length, there is 
only one such path. 
For a complete graph, it is clear that, e.g., by the pigeon hole principle, the length of any 
simple path in a graph with n vertices is between 1 and n. Moreover, any simple path of length n 
in a complete graph with n vertices is an example of an Hamiltonian circuit, i.e., a circuit that 
uses each and every vertex exactly once. Theoretically, it is still an open (unsolved) problem to 
calculate the number of such circuits in a general graph [9, Section 1.7.5], on the other hand, 
such a circuit does not have a significant place in our investigation, since it indicates a route that 
sends a message back to the starting node, in the corresponding communication network. Thus, 
we only take into account hose paths with their lengths between 1 and n - 1, inclusively. 
Obviously, there are exactly n(n - 1)/2 paths of length 1, i.e., the number of edges in such a 
graph. To count the number of simple paths of length 2, we notice that, starting with any of the 
n vertices, v0, we can reach out to any of the n - 1 other vertices, Vl, and then select any of the 
remaining n - 2 vertices, v2. Obviously, (Vo,Vl, v2) constitutes a simple path of length 2, and 
moreover, it corresponds uniquely to another such path, i.e., (v2, Vl, v0). Thus, there are exactly 
n(n - 1)(n - 2)/2 such paths. This simple fact also suggests the following generalization: there 
are exactly n(n - 1). . .  (n - k) /2  simple paths of length k. 
Therefore, for a complete graph/ in ,  n _> 3, 
n-1 1 i]ik=0(n _ i) and Ng,, (n)  = ~ -~ _ 
k=l  
n -1  k l_ik=0(n __ i ) .  PK, (n)  = ~ 
k=l  
Hence, 
n-1  n -1  
(k/2) H~=0(n- i )  ~ k .n . (n -1 ) . . . (n -k )  
k=l  k=l  . .  , (n~ = = 
n--1 n -1  
E (1/2) Hk=0(n-- i) E n.  (n--  1). . .  (n--  k) 
k=l  k=l  
n -1  n -1  
k(n! / (n -  k -  1)!) ~ k / (n -  k -  1)! 
k=l  k=l  
n -1  n -1  
n! l (n -k -1 ) !  ~ l l (n -k -1 ) !  
k----1 k=l  
Let us denote the numerator and the denominator f the last expression as 11 and/2, respectively. 
It is easy to see that 
n-1 1 n-2 1 
I2= Z (n_k_ l ) !  =1+~-~ ~." 
k=l  k=l  
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On the other hand, 
n-2  n -2  n-1  k n - l -k  n - l -k  
11 =~ (n -k - I ) !  =Z k! =(n -1)+Z k! 
k=l  k=0 k=l  
n-2 n-2 n-2 I ~ I ----(n-1)--t-~-'~ n-lk! ~ (k 11)~_(n_2)+(n_ l )  ~, ~-~ 
k=l  k=l k=l  k=l  
= (n - 2) + (n - 1) ~ - 1 - ~ - 1 (n - 2)---~ 
Lk=O kk=O 
n-2 1 1 n-2 1 1 =(n -2)  ~ ~ + ~  
= (n  - 2)-- - - - - -5 
k=O k=O 
(n - 2)!" 
Let E(n) denote ~-~=o 1/k!, we have that 
AK,, (n) = (n -- 2) + 
(n -  2) !E(n-  2)" 
Notice that E(n) _> 2, and, E(cc) = e, it is immediate that for n >_ 3, 2 < E(n - 2) < e. Also, 
by the well-known Stifling formula, e.g., in [17, Section 4.4], 
Hence, we have the following result. 
THEOREM 3.1. The average diameter for a complete graph with n(>_ 3) vertices is n - 2 + 
o(n-(n-2)). 
Therefore, for every practical reason, we can regard the aforementioned average diameter as 
simply n - 2, when n is reasonably large. 
For example, for/(4, there are six paths of length 1, 12 paths of length 2, and 12 paths of 
length 3, with a total of 30 paths, and a total length of 66. Thus, by definition, the average 
diameter of/(4 is 11/5. On the other hand, the above formula gives AK4(4 ) = 2. Clearly, when n 
is reasonably large, the difference between AK,, (n) and n - 2 is negligible. 
Now, we turn to the general situation. For an arbitrary graph with v vertices, and e edges, 
it follows that there are exactly e paths of length 1, i.e., the edges. There exist several results 
in the literature with regard to the maximum number of simple paths of length 2 and 3. The 
following two are the more recent results. 
THEOREM 3.2. (See [18, Lemma 2.2].) Let (dl ,d2,. . . ,dv) be the degree sequence of a graph, 
G, and let p2(G) be the maximum number of simple paths with length 2 in G. Then p2(G) = 
~-~i~1 C(di, 2) 4. 
Intuitively, a length 2 path corresponds to two edges incident o the same vertex, and vice 
versa. 
THEOREM 3.3. (See [19, Theorem 4].) Let G(= (V, E)) be a connected graph, such that e(= 
]El) _> 6. Then the maximum number of simple paths with length 3 in C is no more than 
h(h - 1)(h - 2)(h - 3)/2, where h (>_ O) satisfies h(h - 1)/2 = e. 
The intuition of the above upper bound for a complete graph, i.e., when the condition is met, 
is also fairly clear, in the light of the path construction process [20] in the case of / in .  
'We use ashoO no,e,or (=)  
268 Z. SHEN 
Besides the above results, there are also some upper bounds for the number of paths of arbitrary 
length. Let pl(e) stand for the maximum number of paths of length l in a graph with e edge. 
Bollob~ and Sarkar [21,22] recently achieved the asymptotic bounds for pl(e), among others, as 
follows: 
= O (2rer+' ) ,  
(e r+ l~ (e fT2/3)  
p2r(e) = o o 
Based on the above results, we have the following asymptotic expression for average diameter 
for an arbitrary graph with v nodes and e edges. 
THEOREM 3.4. Let G be a graph with v vertices, and e edges, then 
v--1 
( l~ i  * Pl (G) 
Aa(v ,  e) = O ~-  
pt(G) 
x l----1 
4. PARAMETERIZED AVERAGE D IAMETER 
Taking all simple paths into account, he general result given at the end of the last section yields 
an asymptotic expression, and it is certainly difficult to be generally applicable. On the other 
hand, from a practical point of view, the inclusion of all the paths is not necessary. For example, 
as we observed before, people often only use the shortest paths to transmit messages. In some 
structures 5, indeed, only some of the existing paths will be used effectively to transfer packets. 
Thus, when considering the nonlinear case, it makes ense for us to associate a parameter, l-I, the 
set of the simple paths that will be taken into account, with the notion of average diameter. We 
now discuss this alternative approach and provide some preliminary analysis of the parameterized 
average diameters for the mesh structures, by beginning with a modified efinition. 
DEFINITION 4.1. Let S(n) be a structure with size n, let H be a set of simple paths in S, and let 
N~(n) and P~(n) denote the total number of simple paths, between any two nodes, that are also 
in l-I, and the sum of the lengths of all those paths, respectively. The average diameter of $(n), 
with respect o H, A~(n), is defined as follows: 
P~(n) 
A~(n) -  N~(n)" 
As a demonstrative example, we now study the parameterized average diameter of the mesh 
structures, which are also often used in network communication, and well studied, e.g., in [4,6]. 
For example, the mesh structure supports many work e~cient parallel algorithms, including 
various graph algorithms, orting, convolution, etc. The essential topological structure of such 
a system is shown in Figure 2, in which each processor, except hose in the boundary rows and 
columns, is connected to four other processors, those immediately to its left and right, and those 
below and above. Without loss of generality, let us denote an arbitrary but fixed processor by its 
coordinate in the associated m x n grid, (i,j), 1 < i < m, 1 <_ j < n. 
P1,1 Pl,2 • • • Pl,n 
P2,1 P2,2 • .. P2,n 
: : ".. • 
Pro, I Pro,2 • * • Pm,n 
Figure 2. The essential mesh system architecture. 
5An example of such a structure is discussed in Section 6. 
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It was recently suggested 6 in literature [25] that "communication may be augmented by pro- 
viding additional diagonal inks ... ". The average diameter for those two structures, with or 
without those diagonal inks, referred to as M(4) and M(8), respectively, are discussed in detail 
in [3,8]. We only point out that, in order to efficiently send a packet to its destination, it is 
natural to require that such routing actively reduce the distance between the current locations 
of the packet and its destination. Besides the shortest path between two locations, i.e., the 
one along the major diagonal, there are many other such paths. Intuitively, when one tries to 
send a packet, in M(8), from the top-left processor to the bottom-right processor, an effective 
routing algorithm only uses paths that either lead to the east, or lead to south, or lead to south- 
east. We call such paths "efficient paths", and take this set as, IIM, the parameter associated 
with the average diameter of the relevant mesh structures. The consideration of such efficient 
paths compromises the ideal choice of shortest paths between the involved processors and their 
unavailability in reality. 
More formally, 
HM(4) = {vsvs+l... vt I (v8 = (1, 1)) A (vt = (m, n)) A (V k • Is, t) vk = (i, j)  
[(Vk+l = (i + 1, / ) )  v (vk+l = ( i , j  + 1))1)}. 
For M(4), let N~¢)(m,n)  denote the total number of efficient paths between Pl,1 and Pro,n, 
priM(4) (_  n) denote the sum of the length of those paths. A combinatorial nalysis hows and let .  M(4) ~71~, 
that for all m, n _> 2: 
NMnM(4)(m,n)= ( re+n-2)  and 
(4)  n - 1 
pMn^'(4)(m,n) = (m + n-- 2) (m + n -  2) 
(4 )  n - 1 " 
Divide .PnM(4)(--M(4) (m, n) by "'M(4)mnM(4)( m' n). We obtain that the average path length between P1,1 
and Pm,n is m + n - 2 7. 
Notice that this last result is independent of the locations of the involved processors, thus, we 
have the following expression for a traditional mesh with m x n processors: 
( i+ j -2 ) (  i+j-2)j-1 
A nM(4)/- n )= l<~<m,l<_j_<,~ (7) 
M(4) 'H~' E ( i+ j2 )  1
l<i<m,l<j<_n J - 
Next, let 
I-[M(8) = {VsVs+ 1 ...V t I(Vs = (1, 1)) A (vt = (re, n))A (Vk • [s,t)vk = (i,j) 
[(vk+l = (i + 1,j)) V (Vk+l ----  (i,j + 1)) V (Vk+l - - - -  (i + 1,j + 1))])}. 
We have also obtained, via combinatorial nalysis in [3], the following results, again with respect 
to efficient paths, for M(8): for m, n _> 2, 
( ) ~.nM(8)(_ n) E ( re ; l )  re+n-k -2  and " 'M(S)  k'll*' = m -- 1 
k=O 
(m- I )  n-k~02 [ (  ; ) ( ) ] .PHM(S)M(8) (m, n) = (m - 1) n -- 1 + = m 1 m + urn- k - 2 m(mn____k_•_l + n - k - 2) . 
6In fact, as pointed out in [6], this idea was discussed in [23] and later implemented in the MasPar  MP1 and MP2 
machines. 
7This result is obvious, as the length of every path from px,1 to pro,n, in M(4),  is indeed m + n - 2. 
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We have yet to obtain closed-form solution for the above two summations. Nevertheless, we 
notice that recently there have been important developments in the area of using computers to 
simplify, and in many cases, solve sums containing binomial coefficients. As a matter of fact, 
Zeilberger and his colleagues [24] have developed computer programs "to evaluate and to prove 
such sums entirely mechanically, i.e., 'no thought required' ", in the sense that if such a sum does 
have a closed-form expression, their algorithms will always provide it; and if there does not exist 
such an expression, their algorithms will provide a proof of this negative fact. In light of this new 
and fascinating development, we can almost consider our above expressions final. 
On the negative side, however, noticing the locations where the variable k occurs in the above 
expression for the case of M(8), it seems quite difficult, perhaps impossible s, to derive a closed- 
~vnM(8) (m, n) or i°nM(8) (m, n). As a matter of fact, this problem of not form expression for either ,. M(S) " M(S) 
being able to find a closed-form solution for recurrence relations is certainly shared by almost all 
the analytical work, as there is no general method to find closed-form solutions to all recurrence 
relations [26, Section 10]. In this sense, the existence of closed-form solutions is really an excep- 
tion, but not the rule. On the other hand, even in the case when the aforementioned algorithms 
prove that there exists no closed-form expression for some of these combinatorial expressions, 
when Ns(n) and Ps(n) are available, we can always use them to calculate .As(n), perhaps with 
the help of dynamic programming techniques, for various n, and then apply various data visu- 
alization techniques to provide a graphic characterization f the network behavior. Moreover, 
besides this "practical" solution, we can also lift up some restrictions to get an approximated 
analytical expression, hopefully, in the closed-form format, as discussed in the next section. 
5. THE EST IMATION OF  THE AVERAGE D IAMETERS 
We began to address this issue of estimating the average diameter of network structures in [1], 
by suggesting and discussing such notions as maximum distance, average distance, and weighted 
distance, as well as their relationship with the average diameter. In the rest of this paper, we 
will focus on the notion of average distance. 
Before we coin the formal notions, we give a motivating example: assume that we want to 
determine the average age of a group of N people. The straightforward approach is to ask 
everybody for his(her) age, get the total, then divide it by N. Another way is to divide the 
group into several, say n, smaller groups, find out the average age of each group, then get the 
average of those average ages, by dividing the sum of those n average ages by n. When N is 
big, the first approach might not be feasible. Moreover, it is easy to see that, when the sizes of 
those smaller groups are the same, those two approaches will lead to the same result. Although 
the respective complexities of the above two approaches, in terms of the amount of the division 
operation, are basically the same, the second approach runs much faster in a multiprocessor 
environment. It is also easy to see that the first approach is really a special case of the second 
whence n = 1. When studying the communication behavior of network structures, the notion of 
average diameter follows the first approach, while average distance, the notion we intend to use 
in estimating the average diameter, follows the second. 
To provide a common ground for these two notions, we define both notions in terms of graph 
theory. 
DEFINITION 5.1. Let S(= (V,E)) be a connected graph 9, let u,v E )2, we use Ps(u,v),  the 
path set associated to u and v in S, to denote the collection of ali the simple paths between u
and v, and use P($) ,  the path set of S, to denote the collection of all the path sets in S. More 
SBy observing Table 169 in [17, pp. 169], it seems that an additional factor of (-I) k is needed to make the involved 
binomial coefficient product expressible in a closed form. 
9Although we do assume all the structures discussed in this paper are connected, it is clear that all the notions 
and results can be easily generalized. 
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specifically, 
Ps(u, V) de__f {p [p is a simple path between u and v} and 
9(8)  de=f {Ps(u,v)  [ u,v • Y(S) and Ps(u,v)  # O}. 
As previously discussed in detail, the average diameter of a network structure refers to the av- 
erage distance between any pair of processors in the structure. We have the following alternative, 
but equivalent, definition. 
DEFINITION 5.2. Let S be a graph. By A($), the average diameter of S, we mean the average 
length of any simple path in 8. More formally, 
E E IP[ 
A(S)  = Pe~,(s) pep 
E IPl 
Peg(s) 
The notion of average distance is defined as the equally weighted sum of the average distance 
between any two arbitrary, but fized, pair of processors in the structure. For any pair of processors, 
we calculate their average distance, then take the mean, appropriately weighted if needed, of all 
the obtained quantities. More formally, we have the following definition. 
DEFINITION 5.3. Let S be a graph. By .A($), the average distance in S, we mean the equally 
weighted sum of the average distance in S. More formally, 
E Ipl 
-A(S) - 1 
IP(-S)I eev(s )  ]-?1 
For example, for a ring structure with n nodes, we have the following analysis for average 
diameter and average distance. 
• Average Diameter: As there are two paths between any pair of distinct nodes, and there 
are n(n - 1)/2 of such pairs, there are n(n - 1) paths in this first category. There is also 
exactly one path from a node back to itself, which leads to n paths in the second category. 
Hence, there are n 2 paths in total. 
Moreover, the sum of the two paths associated with any pair of nodes in the first category 
is exactly n. So is the length of the only path associated with any node. Hence, the sum 
of the lengths of all the paths in such a structure is n2(n - 1)/2 + n 2, i.e., n2(n + 1)/2. 
Therefore, the average diameter turns out to be n + 1/2. 
• Average Distance: In the first category, every pair of distinct nodes corresponds toa path 
set, which contains two paths with their length sum being n, while for the second category, 
every node itself corresponds to a path set, which obviously contains only one path whose 
length is just n. 
Hence, there are n(n + 1)/2 path sets in total, and the average length sum for the first 
category is n2(n - 1)/4, and that of the second category is n2: 
E Ipl 
~(n)= 1 1 [n2(4--1) 1 
L (s)l Pe~CS) {P-----~ = n(n + 1)/2 + n2 
2 n2(n + 3) n(n + 3) n n 
n(n + 1) 4 2(n + 1) 2 + - -  n+l  
n 
= - + o (1) .  
2 
This concludes the example. 
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The following result provides a proof to the intuitively correct result that, for a structure, in 
which each and every path set has the same number of paths, its average distance is always 
equal to its average diameter. More importantly, it shows that the notion of average distance 
conservatively extends the notion of the average diameter, in the sense that the average distance 
of any linear structure coincides with the average diameter of the same structure. 
DEFINITION 5.4. Let S be a graph. We call S a p-regular graph, in case for all P,Q E 7~(3), 
IP[---IQI. 
In other words, a graph is p-regular if and only if every pair of vertices have the same number 
of paths between them. For example, any tree is 1-regular, by definition. So is an hypercube 
network, because of its node symmetric feature [4, pp. 394], i.e., by just relabeling the nodes, any 
node can be mapped to any other node. On the other hand, a circular list is not p-regular, if we 
do not accept he common assumption in graph theory that an empty path is a legitimate one. 
THEOREM 5.1. Let S be a p-regular structure. Then A(S) = A(S). 
PROOF. Observing that, in various definitions, IPI, the cardinality of various path sets, becomes 
a constant. Hence, 
E E Ipl E E Ipl 
A(S) = PE'P(s) pEP = PEp(s) pEP 
E IPI IPIIP(S)I 
Pe~(a) 
E Ipl 
1 
- ~ "~ -A(s). 
I~ ' (S)  l PE'P(S)~ IPI 
COROLLARY 5.1. Let S be a linear structure. Then A(S) = A(S). 
PROOF. Immediate. | 
Now, we estimate the average diameter of a traditional mesh with m x n processors via the 
notion of average distance, by restricting ourselves to those efficient paths. We start by cal- 
culating IP(M)I, the cardinality of the path set of the mesh system. Obviously, the path set 
associated with any two processors i not empty if and only if the coordinates of those two pro- 
cessors are distinct. Taking the symmetry into account, we only need to consider pairs in the 
form of (( i l , j l ) ,( i2, j~)),  1 <_ il <_ i2 <_ m, 1 < j l  <_ j2 <_ n, but it is not the case that il = i2, 
and j l  = j2 hold simultaneously. 
Thus, we have that 
Q=I i2>_il j l= l  j2>_jl Q=I i2=Q j l= l  j2=jl 
i1=1 i2>il j l= l  j2>_jl i l= l  j l= l  
= (m- i l÷ l )  (n - j l+ l )  - E 1 
i1=1 j l= l  i1=1 j l= l  
= k k - mn = T [ (m + 1) (n  + 1) - 41. 
k----1 k=l 
(8) 
Secondly, we calculate the average length of all those efficient paths between an arbitrary but 
fixed pair of processors, with @1, j l )  and (i2, j2) being their respective coordinates. Notice that 
Nonlinear Structures 273 
the length of the path between two processors depends only on their relative locations, letting 
a = i2 - il + 1 and b = J2 - j l  + 1, based on equation (8), we have that 
a(a+b-2) (a+b-2  
_ Lpl b -2  
peP((il ,j,),(i2,j2)) 
[P((i1'jl)'(i2'j2))[= (a :b -2 )  "1  
and 
Thus, the average length of an arbitrary but fixed path set is 
E Ipl 
pep 
[P] 
- -  -a+b-2=( i2 - i l )+( j2 - j l ) .  
To sum up [P] over all the pairs of the coordinates, we have that 
PEP(M) Q=I  i2>_/1 j1=1 j2>_jl 
---- ~ ~1 ~ T~I (i÷j) --: I1 ÷I2. 
i1=1 i=1 j1=1 j= l  
Obviously, 
i1=1 i=1 j l= l  j= l  k=0 j=l 
1 I2 = (~ (n-1)n(n + l)) (-~m(m-1) I . 
Similarly, we obtain that 
Consequently, 
Z 
PE~(M) 
--ip [= _~1 mn(m + l)(n + l)(m + n -  2). 
Therefore, by Definition 5.3, we have achieved the following result: 
A(M)  - 
PEP(M) (m + 1)(n + 1)(m + n -  2) (m + n -  2) 
IP(M)[ 3[(m + 1)(n + 1) - 4] 
The final result states that, when mn >> 4, we have that 
re+n-2 
A(A~)  ~ 3 
3[1 - 4/ ( (m + 1)(n + 1))]" 
It is easy to see that the diameter of such a mesh structure is m + n - 2. Thus, when a mesh is 
reasonably large, its average distance with respect o HM(4) is about one third of its diameter. 
Notice that, because the number of simple paths between two processors in the mesh structure 
does depend on their coordinates, the average distance of a traditional mesh is not generally equal 
to its average diameter. Nevertheless, we can certainly use this quantity of average distance as 
an estimation for its average diameter. 
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6. A VARIANT OF  AVERAGE D ISTANCE 
For some specific structures, there might exist some standard routing algorithm that regulates 
the communication activities. Hence, it is practical to only include those paths that the routing 
algorithm will use in our study of the average diameter for these structures. In these cases, we 
can define a similar, parameterized, definition for the average diameter for this sort of structures, 
relative to F, the routing algorithm. 
As an example, we briefly analyze the average distance of such a structure: a shuffle and 
exchange network. We start with a definition of such a structure, which is basically taken from 
[4, pp. 474]. 
DEFINITION 6.1. The r-dimensional shuffle-exchange graph has N = 2 r nodes and 3.2 r-1 edges. 
Each node corresponds to a unique r bit binary number, and two nodes u and v are linked by an 
edge if 
• u and v differ in precisely the last bit, or 
• u is a left or right cyclic shift of v. 
I f  u and v differ in the last bit, the edge is called an exchange dge, otherwise, it is called a shuffle 
edge. 
It is pointed out, e.g., in [4], that the shuffle-exchange graph, among other usages, can simulate 
any normal hypercube algorithm with only a small constant slowdown. 
Figure 3 shows a 3-D shuffle-exchange n twork. 
010 011 
100 101 
Figure 3. A 3-D shuffle-exchange raph. 
]PI r = 
lOBy _~c and e ,  we mean shuJ~e edge and exchange edge, respectively. 
Given an arbitrary but fixed pair of nodes, say u(= UlU2. . .  Ur )  and v(= vlv2. . .  Vr), Leighton [4] 
suggested a routing algorithm that guarantees the length of any such path is bounded by 2 log N-  
e c e c c e Vr  10. 1 : U lU2 . . .Ur  "-4 %tlU2. , .V l  ---4 u2 . . .V lU l  ----4 u2 . . .V lV  2 --* . . .  ----+ v 1 . . . Y r_ l ?~r_ l  ----+ V 1 . . .  
Moreover, if ui = vi+l for any i, then the corresponding transition is not needed. As a result, 
the associated -% turns into an empty edge. 
For example, in a 3-D shuffle-exchange raph, as shown in Figure 3, the designated path 
between 000 and 111 is 000 -% 001 -% 010 -% 011 -% 110 -% 111. 
This algorithm does not always lead to an optimal routing path, e.g., to get from 001 to 
010, it will go through two exchange and two shuffle edges, four in total, instead of just one. 
But, following this algorithm, along any path, there will be exactly log N - 1 cyclic shifts and 
between 0 and log N exchanges. Hence, between any such pair of nodes, there is a unique and 
easily constructible path, with length between log N-1  and 2 log N-1 .  This latter fact establishes 
that the diameter of an r-D shuffle-exchange raph is 2 log N - 1, as suggested, e.g., in [4]. 
Assuming these log N - 1 cases are equally likely, we will have the following calculation of the 
average length of such a path between any two distinct nodes: 
log N log N 
( logg-  1 + i )  ( logg + 1) ( logg-  1) + ~ i 
I----0 i=0 
log N + 1 log N + 1 
(log N + 1)(log N - 1) + (log N(log N + 1))/2 3 log Y - 2 
log N + 1 2 
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As every path set has exactly one path, we have that, by Theorem 5.1, that 
A(S£)  = Ar($C) - 31ogN - 2 
2 
Thus, in an r-D shuffle-exchange raph, a good estimation of its practical average diameter 
is (3 log N - 2)/2, which is about three quarters of its diameter. 
7. FUTURE RESEARCH 
In this paper, after a brief review of the formal notion of the average diameter of a network 
structure, we gave a demonstrative example by deriving the average diameter of complete m-ary 
trees, and then summarized the results we have achieved for linear structures. Combinatorial 
approach leads to precise results, but it is difficult to carry this out in the case of nonlinear 
structures. Thus, we explored the possibility of using other related notions to estimate this 
quantity of average diameter. We started with the notion of the average distance of a network 
structure, by suggesting a formal notion and then providing a comprehensive example based on 
the simple, but versatile, mesh structures. We also discussed how to provide a more algorithm 
oriented, thus practical, estimation for the average diameter by looking into the communication 
behavior of the shuffie-exchange n twork. 
We believe this notion of average diameter, and the related ones, provide better measurements 
for some of the communication behaviors of computer network, as they take into account many, 
if not all, of the possible communication paths. But, clearly, there is still a long way to go 
to achieve more worthy results, for many interesting, nonlinear, network structures, e.g., the 
hypercube structure and its many cousins. In a more theoretical sense, we are still interested in 
going back to the original notion, by taking into account all the simple paths and their lengths. 
Thus, this notion should be both challenging and interesting for the graph theoreticians, as well, 
as it poses another sizing problem of measuring various graph structures, in addition to using 
the existing ones such as diameter, girth, etc. Some of the questions we are trying to answer are: 
what is the general complexity of this specific sizing problem, and what techniques we should use 
to count the total number of all the simple paths, as well as their lengths, for  arbitrary graphs in 
general, and various practical network structures, in particular? 
As a more practical matter, since many results related to the nonlinear case are estimations, we 
are also interested in designing various simulation tests to evaluate those results we have achieved 
so far. 
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