We present a systematic asymptotic theory for statistics of stationary time series. In particular, we consider properties of sample means, sample covariance functions, covariance matrix estimates, periodograms, spectral density estimates, U -statistics, kernel density and regression estimates of linear and nonlinear processes. The asymptotic theory is built upon physical and predictive dependence measures, a new measure of dependence which is based on nonlinear system theory. Our dependence measures are particularly useful for dealing with complicated statistics of time series such as eigenvalues of sample covariance matrices and maximum deviations of nonparametric curve estimates.
INTRODUCTION
The exact probability distributions of statistics of time series can be too complicated to be useful and they are known only in very special situations. It can be impossible to derive close forms for exact finite-sample distributions of statistics of time series. Therefore it is necessary to resort to large sample theory. Asymptotics of linear time series have been discussed in many classical time series books; see for example Anderson (1971) , Hannan (1970) , Brillinger (1981) , Brockwell and Davis (1991) and Hannan and Deistler (1988) among others. Since the pioneering work of Howell Tong on threshold processes, various nonlinear time series models have been proposed. It is more challenging to develop an asymptotic theory for such processes since one no longer assumes linearity. This paper presents a systematic asymptotic theory for stationary processes of the form
where ε i , i ∈ Z, are independent and identically distributed (iid) random variables and H is a measurable function such that X i is well-defined. In (1), (X i ) is causal in the sense that X i does not depend on the future innovations ε j , j > i. The causality is a reasonable assumption in the study of time series. As argued in Section 2, (1) provides a very general framework for stationary ergodic processes. Sections 3 and 4 present examples of linear and nonlinear processes that are of form (1).
In the past half century, following the influential work of Rosenblatt (1956b) , there have been a substantial amount of results on limit theory for processes which are a strong mixing of various types, such as α−, β−, ρ−, φ−mixing and related concepts. See Ibragimov and Linnik (1971) , the monograph edited by Eberlein and Taqqu (1986) , Doukhan (1994) and Bradley (2007) . Recently Doukhan and Louhichi (1999) and Dedecker and Prieur (2005) have proposed some new types of dependence measures which in a certain degree overcome some drawbacks of strong mixing conditions. In many cases it is not easy to compute strong mixing coefficients and verify strong mixing conditions.
In this paper we shall present a large-sample theory for statistics of stationary time series of form (1). In particular we shall discuss asymptotic properties of sample means, sample auto-covariances, covariance matrix estimates, periodograms, spectral density estimates, U -statistics and kernel density and regression estimates. Instead of using strong mixing conditions and their variants, we adopt physical and predictive dependence measure (Wu, 2005b) for our asymptotic theory. The framework, tools and results presented here can be useful for other time series asymptotic problems.
The rest of the paper is organized as follows. In Section 2 we shall review two types of representation theory for stationary processes: the Wold representation and (1), functionals of iid random variables. We argue that the latter representation is actually quite general. It can be viewed as a nonlinear analogue of the Wold representation. Based on (1), Section 3 defines physical and predictive dependence measures which in many situations are easy to work with. Examples of linear and nonlinear processes are given in Sections 3 and 4, respectively. Based on the physical and predictive dependence measures, we survey in Sections 5-12 asymptotic results for various statistics. Section 13 concludes the paper. Our dependence measures are particularly useful for dealing with complicated statistics of time series such as eigenvalues of sample covariance matrices, maxima of periodograms and maximum deviations of nonparametric curve estimates. In such problems it is difficult to apply the traditional strong mixing type of conditions. It would not be possible to include in this paper proofs of all surveyed results. We only present a few proofs so that readers can get a feeling of the techniques used. Nonetheless we shall provide detailed background information and references where proofs can be found.
REPRESENTATION THEORY OF STATIONARY PROCESSES
In 1938 Herman Wold proved a fundamental result which asserts that any weakly stationary process can be decomposed into a regular process (a moving average sum of white noises) and a singular process (a linearly deterministic component). The latter result, called Wold representation or decomposition theorem, reveals deep insights into structures of weakly stationary processes. On the other hand, however, one cannot apply the Wold representation theorem to obtain asymptotic distributions of statistics of time series since the white noises in the moving average process do not have properties other than being uncorrelated. The joint distributions of the white noises can be too complicated to be useful. Recently Volný, Woodroofe and Zhao (2011) proved that stationary processes can be represented as super-linear processes of martingale differences. Their useful and interesting decomposition reveals a finer structure than the one in Wold decomposition.
Here we shall adopt a different framework. It is based on quantile transformation. For a random vector (X 1 , . . . , X n ), let X m = (X 1 , . . . , X m ) and define G n (x, u) = inf{y ∈ R : F Xn|Xn−1 (y|x) ≥ u}, x ∈ R n−1 , u ∈ (0, 1). Here F Xn|Xn−1 (·|·) is the conditional distribution function of X n given X n−1 . So G n is the conditional quantile function of X n given X n−1 . In the theory of risk management, G n (X n−1 , u) is the value-at-risk (VaR) at level u [cf. J. P. Morgan (1996) ]. Then we have the distributional equality
where U n ∼uniform(0, 1) and U n is independent of X n−1 . Let U j = (U 1 , . . . , U j ). Iterating (2), we can find measurable functions H 1 , . . . , H n such that ⎛
In other words, we have the important and useful fact that any finite dimensional random vector can be expressed in distribution as functions of iid uniforms. The above construction was known for a long time; see for example Rosenblatt (1952) , Wiener (1958) and Arjas and Lehtonen (1978) . It can be used to simulate multivariate distributions (see e.g. Deák (1990) , chapter 5) and Arjas and Lehtonen (1978) . For more background see Wu and Mielniczuk (2010) . They also discussed connections of their dependence concept with experimental design, reliability theory and risk measures. If (X i ) i∈Z is a stationary ergodic process, one may expect that there exists a function H and iid standard uniform random variables U i such that (1) holds. In Wiener (1958) it is called coding problem. The latter claim, however, is generally not true; see Rosenblatt (1959 ), Ornstein (1973 and Kalikow (1982) . Nonetheless the above construction suggests that the class of processes that (1) represents can be very wide. For a more comprehensive account for representing stationary processes as functions of iid random variables see Wiener (1958) , Kallianpur (1981) , Priestley (1988) , Tong (1990, p. 204) , Borkar (1993) and Wu (2005b) .
With the representation (1), together with the dependence measures that will be introduced in Section 3, we can establish a systematic asymptotic distributional theory for statistics of stationary time series. Such a theory would not be possible if one just applies the Wold representation theorem. On the other hand we note that in Wold decomposition one only needs weak stationarity while here we require strict stationarity.
DEPENDENCE MEASURES
To facilitate an asymptotic theory for processes of form (1), we need to introduce appropriate dependence measures. Here, based on the nonlinear system theory, we shall adopt dependence measures which quantify the degree of dependence of outputs on inputs in physical systems. Let the shift process
where X * j is a coupled version of X j with ε 0 in the latter being replaced by ε 0 :
Definition 2 (Predictive dependence measure). For j ∈ Z, define the projection operator
Lemma 1 (Wu, 2005) .
In Definition 1 the pair (X j , X * j ) is exchangeable. Namely (X j , X * j ) and (X * j , X j ) have the same distribution. This interesting property is useful in applying our dependence measures. In Definition 2, the projection operators P j , j ∈ Z, naturally lead to martingale differences. The function g j (F 0 ) in Lemma 1 can be viewed as a nonlinear analogue of Kolmogorov's (1941) linear predictor which results from tail terms in the Wold decomposition. When p = 2, we write δ(j) = δ 2 (j), ω(j) = ω 2 (j) and θ(i) = θ 2 (i). The weak stability with p = 2 guarantees an invariance principle for the partial sum process S n = n i=1 X i ; see Theorem 3 in Section 5.
Remark 1. The above dependence measures are defined for the one-sided process X i given in (1). Clearly similar definitions can be given for the two-sided process
as well. We can show that with non-essential modifications, the majority of the results in the following sections remain valid. Since many processes encountered in practice are causal, we decide to use the one-sided representation.
Note that (9) can be naturally generalized to the spatial process Tran (2001, 2004) considered kernel density estimation of such linear and non-linear random fields. Surgailis (1982) dealt with long-memory linear fields. El Machkouri, Volný and Wu (2010) established a very general central limit theorem for random fields of this type.
Remark 2. In Ibragimov (1962) , Billingsley (1968) , Bierens (1983) , Andrews (1995) and Lu (2001) , the following type of stationary processes has been considered:
, where V i is another stationary process which can be α− or φ− mixing, and near-epoch dependence conditions are imposed. This framework and ours have different ranges of application. On one hand, our (1) does not seem to lose too much generality in view of (3) and Wiener's (1958) construction. On the other hand, the property that ε i are independent greatly facilitates asymptotic studies of time series. For example, in Section 11, we review Liu and Wu's (2010a) asymptotic distributional theory for maximum deviations of nonparametric curve estimates for time series which can be possibly long-memory. It can be very difficult to establish results of such type by using the framework of functions of strong mixing processes under near-epoch dependence. In nonparametric inference it is important to have such an asymptotic distributional theory since one can use that to construct simultaneous, instead of point-wise, confidence bands. The simultaneous confidence bands are useful for assessing the overall variability of the estimated curves. Recently Lu and Linton (2007) and Li, Lu and Linton (2010) obtained asymptotic normality and uniform bounds for local linear estimates under near-epoch dependence. It seems not easy to apply their framework to establish the Gumbel type of convergence for maximum deviations of local linear estimates.
We interpret (1) as a physical system with F i and X i being the input and output, respectively, and H being a transform. With this interpretation, δ p (j) quantifies the dependence of X j = H(F j ) on ε 0 by measuring the distance between X j and its coupled process X * j = H(F * j ). The stability condition ∞ j=0 δ p (j) < ∞ indicates that Δ p , the cumulative impact of ε 0 on the future values (X i ) i≥0 , is finite. Hence it can be interpreted as a short-range dependence condition. For the predictive dependence measure ω p (j), since g j (F 0 ) = E(X j |F 0 ) is the jth step ahead predicted mean, ω p (j) measures the contribution of ε 0 in predicting X j . Recently Escanciano and Hualde (2009) established a link between the persistence measure proposed by Granger (1995) , the nonlinear impulse response (Koop et al. (1996) ), and our predictive dependence measures.
Physical and predictive dependence measures provide a convenient way for a large-sample theory for stationary processes and they are directly related to the underlying datagenerating mechanism H. The obtained results based on those dependence measures are often optimal or nearly optimal. The results in this paper extend to many previous theorems in classical textbooks which are mostly for the special case of linear processes.
In the rest of this section we present examples of linear processes and Volterra processes, a polynomial-type nonlinear process. We shall compute their physical and predictive dependence measures. Section 4 deals with nonlinear time series.
Example 1 (Linear Processes). Let ε i be iid random variables with ε i ∈ L p , p > 0; let (a i ) be real coefficients such that
By Kolmogorov's Three Series Theorem (Chow and Teicher, 1988) , the linear process
exists and is well-defined. Then (11) is of form (1) with a linear functional H. We can view the linear process (X t ) in (11) as the output from a linear filter and the input (. . . , ε t−1 , ε t ) is a series of shocks that drive the system (Box, Jenkins and then the filter is said to be stable (Box, Jenkins and Reinsel, 1994 ) and the preceding inequality implies short-range dependence since the covariances are absolutely summable. In this sense Definition 3 extends the notion of stability to nonlinear processes.
Example 2 (Autoregressive Moving Average Process, ARMA). An important special class of linear process (11) is the ARMA model which is of the form
. In the special case in which q = 0, we call (13) an AR (autoregressive) process. Let λ 1 , . . . , λ p be the roots of the equation
Then
for all r ∈ (λ * , 1) and (10) holds.
Example 3 (Volterra Series). Intuitively, if we perform first-order Taylor expansion of H in (1), then the corresponding linear process can viewed as a first-order approximation of X i . To model nonlinearity, we can apply higherorder Taylor expansions. Suppose that H is sufficiently wellbehaved so that it has the stationary and causal representation
where functions g k are called the Volterra kernel. The righthand side of (14) is called the Volterra expansion and it plays an important role in the nonlinear system theory (Schetzen 1980 , Rugh 1981 , Casti 1985 , Priestley 1988 , Bendat 1990 , Mathews 2000 . Assume that ε t are iid with mean 0, variance 1 and g k (u 1 , . . . , u k ) is symmetric in u 1 , . . . , u k and it equals zero if u i = u j for some 1 ≤ i < j ≤ k, and
Then X n exists and X n ∈ L 2 . Wu (2005) computed the predictive dependence measure
and the physical dependence measure
NONLINEAR TIME SERIES
A wide class of nonlinear time series can be expressed as
where ξ, ξ i , i ∈ Z, are iid random variables taking values in Ξ with distribution μ and G : X × Ξ → X is a measurable function. Here (X , ρ) is a complete and separable metric space. We can view (15) as an iterated random function. The problem of existence of stationary distributions of iterated random functions and the related convergence issues has been extensively studied (Barnsley and Elton (1988) , Elton (1990) , Duflo (1997) , Arnold (1998) , Diaconis and Freedman (1999) , Steinsaltz (1999) , Alsmeyer and Fuh (2001) , Jarner and Tweedie (2001) , Wu and Shao (2004) ). Here we shall present a sufficient condition for (15) so that the representation (1) holds.
Define the forward iteration function
where n ∈ N, and the backward iteration function
Observe that, for all x ∈ X , by independence of
Note that the joint distributions (X n (x)) n≥1 and (Z n (x)) n≥1 are not the same. If Z n (x) converges almost surely to a random variable Z ∞ (say), then X n (x) converges in distribution to Z ∞ .
Condition 1.
There exist y 0 ∈ X and α > 0 such that
Condition 2. There exist x 0 ∈ X , α > 0 and r(α) ∈ (0, 1) such that, for all x ∈ X ,
Theorem 1 (Wu and Shao, 2004 
.)-measurable and does not depend on x.
Moreover, for every n ∈ N, (20) where C > 0 depends only on x, x 0 , y 0 , α and r(α) ∈ (0, 1). In addition, we have the geometric-moment contracting (GMC) property: (21) where X 0 ∼ π is independent of ξ 1 , ξ 2 , . . ..
Remark 3.
In applying Theorem 1, a useful sufficient condition for (19) is
where
To see this, by Fatou's lemma, we have (19) with
Remark 4. Assume that K θ has an algebraic tail. If there exists an α such that (19) holds, then E(log K θ ) < 0. The converse is also true. The latter is a key condition in Diaconis and Freedman (1999). Our Theorem 1 is an improved version of Theorem 1 in Diaconis and Freedman (1999) in that it states stronger results under weaker conditions.
The GMC property (21) asserts that X i , i ≥ 0, forgets the history F 0 = (. . . , ε −1 , ε 0 ) geometrically quickly. It is equivalent to the following: the physical dependence measure δ α (n) = O(r n (α)). Theorem 1 can be generalized to nonlinear AR(p) models (Shao and Wu, 2007) 
be recursively defined by
where R is a measurable function. Suitable conditions on R implies GMC.
Theorem 2 (Shao and Wu, 2007) . Let α > 0 and α = min(1, α). Assume that R(y 0 ; ε) ∈ L α for some y 0 and that there exist constants a 1 , . . . , a p ≥ 0 such that p j=1 a j < 1 and Duflo (1997) assumed α ≥ 1 and called (24) Lipschitz mixing condition. Here we allow α < 1. Similar conditions are given in Götze and Hipp (1994) . Doukhan and Wintenberger (2008) considered the AR(∞) or chain with infinite memory model
] (23) admits a stationary solution of the form (1) and [ii] X n satisfies GMC(α). In particular, if there exist functions
where ε k are iid innovations. Assume that there exists a non-negative sequence (w j ) j≥1 such that, for some α ≥ 1,
Under suitable conditions on (ω j ) j≥1 , iterations of (25) lead to a stationary solution X k of form (1). We now compute its physical dependence measure. Let (25) and (26), we have
Define recursively the sequence (a k ) k≥0 by a 0 = δ α (0) and
For a nonlinear functional R, (25) generates a nonlinear long-memory process.
Note that in our setting W (1) = ∞ j=1 w j = 1, while W (1) < 1 is required in Doukhan and Wintenberger (2008) . Hence we can allow stronger dependence. If, as in Doukhan and Wintenberger (2008) , W (1) < 1, then a k = O(r k ) for some r ∈ (0, 1). This is analogous to Theorem 2 which ensures the GMC property.
Example 4 (Amplitude-dependent Exponential Autoregressive (EXPAR) Model). Jones (1976) studied the following EXPAR model: let ε j ∈ L α be iid and recursively define where α, β, a > 0 are real parameters. Then
Example 5 (Nonlinear AR Process Based on the Clayton Copula). Let α > 0 and U i , i ∈ Z, be iid uniform(0, 1). Consider the model
Then Y i has the stationary distribution with Y −1/α i ∼ uniform(0, 1). The above Markov process is generated by the Clayton copula (Chen and Fan, 2006) which is used to model tail dependence behavior of time series.
Example 6 (Bilinear time series). Let ε, ε i , i ∈ Z, be iid and consider the recursion
where a, b and c are real parameters. When b = 0, then (29) reduces to an AR(1) process. The bilinear time series was first proposed by Tong (1981) to model sudden jumps in time series. Quinn (1982) derived the moment stability. By Theorem 1, if ε ∈ L α , α > 0, and E(|a + bε| α ) < 1, then (29) admits a stationary solution. Consider the subdiagonal bilinear model [Granger and Anderson (1978) , Subba Rao and Gabr (1984) ]:
Let s = max(p, P + q, P + Q), r = s − max(q, Q) and a p+j = 0 = c q+j = b P +k,Q+j = 0, k, j ≥ 1; let H be a 1 × s vector with the (r + 1)-th element 1 and all others 0, c be an s × 1 vector with the first r − 1 elements 0 followed by 1, a 1 + c 1 , . . . , a s−r + c s−r , and d be an s × 1 vector with the first r elements 0 followed by b 01 , . . . , b 0,s−r . Define the s × s matrices
Let Z t be an s × 1 vector with the j-th Pham (1985 Pham ( , 1993 discovered the representation By (39) , Z t admits a causal representation and so does X t .
Example 7 (Threshold AR model, TAR (Tong, 1990) ). For x ∈ R let x + = max(x, 0) and x − = min(x, 0). Tong (1990) considered the threshold autoregressive model (TAR)
where θ 1 , θ 2 are real parameters and ε, ε i , i ∈ Z, are iid. The above model suggests the regime switching phenomenon: if
Example 8 (Autoregressive Conditional Heteroscedastic Models, ARCH (Engle, 1982) ). Let ε, ε i , i ∈ Z, be iid. The ARCH with order 1 is defined by the recursion
where a and b are real parameters. If Eε i = 0 and Eε
i−1 , which depends on X i−1 and hence suggesting heteroscedasticity. The latter property is useful for modeling financial time series that exhibit time-varying volatility clustering. A sufficient condition for stationarity is E log |bε| < 0. If there exists α > 0 such that E(|bε| α ) < 1, then X i has a stationary solution with αth moment.
Example 9 (Generalized Autoregressive Conditional Heteroskedastic models, GARCH (Bollerslev, 1986) ). Let ε t , t ∈ Z, be iid random variables with mean 0 and variance 1; let
where the conditional variance function follows the ARMA model
where α 0 > 0, α j ≥ 0 for 1 ≤ j ≤ q and β i ≥ 0 for 1 ≤ i ≤ p. Here (X t ) is called the generalized autoregressive conditional heteroscedastic model GARCH (p, q) . A sufficient condition for (X t ) being stationary is (Bollerslev, 1986) : The existence of moments for GARCH models has been widely studied; see Chen and An (1998) , He and Teräsvirta (1999) , Ling (1999) , and Ling and McAleer (2002) 
T be the unit column vector with ith element being 1, 1 ≤ i ≤ p + q. Then (34) admits the following autoregressive representation (Bougerol and Picard, 1992) : Ling (1999) 
has a stationary distribution and E(X 4 t ) < ∞. Ling and McAleer (2002) argue that the condition ρ[E(M ⊗2 t )] < 1 is also necessary for the finiteness of the fourth moment. Our Proposition 1 asserts that the same condition actually implies (21) as well.
Proposition 1 (Wu and Min, 2005) . For the GARCH model (34), assume that ε t are iid with mean 0 and variance
n for some C < ∞ and r ∈ (0, 1). Therefore (21) holds. Shao and Wu (2007) showed that (21) holds for the asymmetric GARCH processes of Ding, Granger and Engle (1993) and Ling and McAleer (2002) .
Example 10 (Random Coefficients Model). Let A k be p×p random matrices and B k be p×1 random vectors, p ∈ N. Let (A k , B k ), k ∈ Z, be iid. The generalized random coefficient autoregressive process (X i ) is defined by
Bilinear and GARCH models fall within the framework of (38). The stationarity, geometric ergodicity and β-mixing properties have been studied by Pham (1986) , Mokkadem (1990) and Carrasco and Chen (2002) . Their results require that innovations have a density, which is not needed in our setting.
For a p × p matrix A, let |A| α = sup z =0 |Az| α /|z| α , α ≥ 1 be the matrix norm induced by the vector norm |z| α = ( Bougerol and Picard (1992) ,
converges almost surely.
Example 11 (Nonlinear Heteroskedastic AR Models). Let μ(·) and σ(·) ≥ 0 be real valued functions; let ε, ε i , i ∈ Z, be iid random variables with ε i ∈ L α , α > 0. Consider
is not a constant function, then (40) defines a heteroskedastic process. If ε i is Gaussian, then we can view (40) as a discretized version of the stochastic diffusion model
where IB is the standard Brownian motion. Many wellknown financial models are special cases of (41); see Fan (2005) and references therein. For (40), assume that
then by Theorem 1 it has a stationary solution.
CENTRAL LIMIT THEORY
This section presents a central limit theorem for the process (1). Let the mean E(X i ) = 0 and γ k = cov(X 0 , X k ) the covariance function. Let S n = n i=1 X i and define the process
where the floor function t = max{k ∈ Z : k ≤ t}. Note that S t is continuous in t. We shall show that, under suitable weak dependence conditions, the central limit theorem
holds for some σ 2 < ∞. Here ⇒ denotes weak convergence (Billingsley, 1968) . Central limit theorems of type (44) has a substantial history. The classical Lindeberg-Feller (cf Section 9.1 in Chow and Teicher (1988) ) concerns independent random variables. Hoeffding and Robbins (1948) proved a central limit theorem under m-dependence. Rosenblatt (1956) introduced strong mixing processes, while Gänssler and Häeusler (1979) and Hall and Heyde (1980) considered martingales. For central limit theorems for stationary processes see Ibragimov (1962) , Gordin (1969) , Ibragimov and Linnik (1971) , Gordin and Lifsic (1978) , Peligrad (1996) , Doukhan (1999) , Maxwell and Woodroofe (2000) , Rio (2000) , Peligrad and Utev (2005) , and Bradley (2007) .
Here we shall use the predictive dependence measure. It turns out that under a weak stability condition, one can actually have an invariance principle concerning the weak convergence of the re-scaled process of {S nu , 0 ≤ u ≤ 1} to a Brownian motion {IB(u), 0 ≤ u ≤ 1}. The latter automatically entails (44). Recall (6) for the projection operator P i . 
Then (i) we have the moment inequality
(ii) Assume (45) holds with p = 2. Then the invariance principle holds:
where the long-run variance σ 2 is given by
Theorem 3(ii) follows from Hannan (1979) and Dedecker and Merlevéde (2003) . See also Woodroofe (1992) and Volný (1993) . A useful feature of Theorem 3 is that it provides an explicit probabilistic representation for the long-run variance
The latter is also called a timeaverage variance constant or asymptotic variance. The inequality (46) is quite sharp if p = 2. Suppose we have a linear process X i = ∞ j=0 a j ε i−j , where ε j are iid with mean 0 and variance 1, and a j ≥ 0 for all j. Then both σ and Θ 2 equal to ∞ j=0 a j and lim n→∞ S n / √ n = Θ 2 . In Theorem 3, (45) asserts that the cumulative contribution of ε 0 in predicting (X i ) i≥0 is finite by noting that (45) is equivalent to ∞ i=0 ω(i) < ∞ in view of Lemma 1. If the latter condition is violated, then one may have long-range dependence and there is no √ n-central limit theorem. A basic problem in the inference of stationary processes is to estimate their means. Let (X i ) i∈Z be a stationary process with unknown mean μ = E(X i ). With observations X 1 , . . . , X n , one can estimate μ by the sample averagē X n = n i=1 X i /n. Letσ n be a weak consistent estimate of σ. Namelyσ n → σ in probability. By Theorem 3(ii), we can construct the (1 − α)th confidence interval for μ as
where z 1−α/2 is the up (α/2)th quantile of the standard Gaussian distribution. The estimation of σ 2 will be discussed in Section 10.
Proof of Theorem 3
By the triangle inequality, since X i = l∈Z P i−l X i , we have Burkholder's (1988) moment inequality for martingale differences,
where we applied the elementary inequality (
Combining these two cases, we have (46). Now we prove (ii).
Let l.i.m. denote the double limit lim sup m→∞ lim sup n→∞ . By Doob's inequality,
For fixed m,
is a stationary martingale difference sequence, it is easily seen that the finite dimensional convergence and the tightness for the process {S nu / √ n, 0 ≤ u ≤ 1} hold. Hence it satisfies the invariance principle. By (52), (ii) follows.
GAUSSIAN APPROXIMATIONS WITH RATES
The invariance principle Theorem 3(ii) does not have a convergence rate. With stronger moment conditions and faster decay rates of physical or predictive dependence measures, we can approximate the partial sum process S n by a Brownian motion with nearly optimal rates. Such approximations are very useful in statistical inference of time series since Brownian motions have many attractive properties. In Wu and Zhao (2007) we applied Wu's (2007) Gaussian approximation (see Theorem 5 below) to perform statistical inference of trends in time series.
The celebrated strong invariance principle by Komlós, Major and Tusnady (1975, 1976) gives an optimal rate; see (53). The rate in (55) is optimal up to a multiplicative logarithmic factor. Theorem 2.1 in Liu and Lin's (2009a) leads to Theorem 6 which provides a strong invariance principle for vector-valued processes. Theorem 4 (Komlós, Major and Tusnady, 1975, 1976) . Assume that X i , i ∈ Z, are iid with mean 0 and
Then on a richer probability space there exists a Brownian motion {IB(u), u ≥ 0} and a process (X
Theorem 5 (Wu, 2007) . Let (X i ) i∈Z be of the form (1) with mean 0 and
Then on a richer probability space there exists a Brownian motion {IB(u), u ≥ 0} and a process (X i ) i∈Z such that
is given in Theorem 3. A sufficient condition for (54) is
In the literature strong invariance principles obtained for dependent random variables typically have rates of the form o a.s. (n 1/2−δ ), where δ > 0 can be very small. See for example Philipp and Stout (1975) and Eberlein (1986) . As pointed out in Wu and Zhao (2007) , in nonparametric simultaneous inference of trends of time series, such error bounds are too crude to be useful.
Theorem 6 (Liu and Lin, 2009a). Let (X i ) i∈Z be a ddimensional stationary vector process of the form (1) with H taking values in
Let 2 < p < 4 and assume that, for some τ > 0,
Then on a richer probability space, there exists an
SAMPLE COVARIANCE FUNCTIONS
Covariance functions characterize second order properties of stochastic processes and they play a fundamental role in the theory of time series. They are critical quantities that are needed in various inference problems including parameter estimation and hypothesis testing. Asymptotic properties of sample covariances have been studied in many classical time series textbooks; see for example Priestley (1981) , Brockwell and Davis (1991) , Hannan (1970) and Anderson (1971) . For other contributions see Hall and Heyde (1980) , Hannan (1976) , Hosking (1996) , Phillips and Solo (1992) and Wu and Min (2005) . However, many of those results require that the underlying processes are linear.
Here we present an asymptotic theory for sample covariances for processes which can be nonlinear. Given observations X 1 , . . . , X n , we estimate γ k by the sample covariancê
andγ −k =γ k . If we know μ = 0, then we use the estimatě
Then for all 0 ≤ k ≤ n − 1, we have
(ii) Assume X i ∈ L 4 and (60) holds with p = 4. Then as n → ∞,
2 and P 0 is the projection operator defined by (6).
Proof of Theorem 7. Write
Let q = p/2 and assume j ≥ 0. Recall that X i = g(ξ i ) and, for i < 0, we have 
By the triangle inequality,
Note that P i−l X i X i+j , i = 1, . . . , n, form stationary martingale differences. By Burkholder's (1988) moment inequality for martingale differences, we have
By (64) and (65), since δ p (i) = 0 if i < 0, we have (63). Writê
By Theorem 3(i), the inequality X n n i=k+1 X i−k q ≤ X n p n i=k+1 X i−k p and (63), (61) follows via elementary manipulations.
By Theorem 3, (ii) follows from the Crámer-Wold device and (64) with p = 4.
Theorem 7 provides a CLT for √ n(γ k −γ k ) with bounded k. It turns out that, for unbounded k, the asymptotic behavior is quite different in that the asymptotic distribution does not depend on the speed of k n → ∞; see (67). By Theorem 3.1 in Keenan (1997) , one can have a CLT for strong mixing processes with k n = o(log n). An open problem was posed in the latter paper on whether the severe restriction k n = o(log n) can be relaxed. The latter restriction excludes many important applications. Harris, McCabe and Leybourne (2003) considered linear processes with larger ranges of k n . Theorem 8(ii) gives a CLT for short-range dependent nonlinear processes under a natural and mild condition on k n : k n → ∞ and k n /n → 0.
Theorem 8 (Wu, 2008) .
and assume (60). Then we have (i)
where Σ h is an h × h matrix with entries
Theorem 8 can be extended to long-memory linear processes. Wu, Huang and Zheng (2010) proved central and noncentral limit theorems for sample covariances of longmemory heavy-tailed linear processes with bounded as well as unbounded lags. They showed that the limiting distribution depends in an interesting way on the strength of dependence, the heavy-tailedness of the innovations, and the magnitude of the lags.
Remark 5. Bartlett (1946) derived approximate expressions of covariances of estimated covariances: for fixed k, l ≥ 0, 
ESTIMATION OF COVARIANCE MATRICES
Theorems 7 and 8 provide asymptotic normality for sample covariances. This section deals with the estimation of the covariance matrix based on the observations X 1 , . . . , X n . Estimation of covariance matrices or their inverses is important in the study of prediction and various inference problems in time series. The entry-wise convergence results of Theorems 7 and 8 do not automatically lead to matrix convergence properties of estimates of Σ n . For an n×n matrix A with real entries the operator norm ρ(A) is defined by
where, for an n-dimensional real vector x = (x 1 , . . . , x n 
1/2 . Hence ρ 2 (A) is the largest eigenvalue of A A, where denotes matrix transpose.
Wu and Pourahmadi (2009) studied convergence of covariance matrix estimates. Theorem 9 shows that, under the operator norm ρ(·), the sample covariance matrix estimatê
is not a consistent estimate of Σ n ; see Theorem 9(i). Case (ii) asserts that ρ(Σ n − Σ n ) has order log n. We conjecture that, with proper centering and scaling, ρ(Σ n − Σ n ) converges to Gumbel distribution. Geman (1980) and Yin, Bai and Krishnaiah (1988) considered the convergence problem of largest eigenvalues of sample covariance matrices of iid random vectors which has independent entries; see also Johnstone (2001) , El Karoui (2007) and Bai and Silverstein (2010) . Their techniques are not applicable here since, in time series analysis, we have only one realization with dependent observations, while they require multiple iid copies of vectors with independent entries.
The inconsistency ofΣ n is due to the fact thatγ k is not a good estimate of γ k if k is large; see Remark 6. Hence, to obtain a consistent covariance matrix estimate, we shall use the truncation technique by shrinking the unreliable estimatesγ k to 0. Namely we can use the banded covariance matrix estimatê
where l n is called the banding parameter. Under suitable conditions on l n ,Σ n,ln is consistent. Theorem 10 provides an explicit upper bound for ρ(Σ n,ln − Σ n ).
The estimateΣ n,ln in (74) is not guaranteed to be nonnegative definite. This can be a serious shortcoming in applications. To rectify the latter issue, we propose to use the tapered estimate:
where is the Hadamard (or Schur) product, which is formed by element-wise multiplication of elements of matrices, and w(·) is a lag window function satisfying (i) w(·) is even and piecewise continuous; (ii) w(0) = 1, sup u |w(u)| ≤ 1 and (iii) w(u) = 0 if |u| > 1. Note thatΣ n is nonnegative definite. If W n is also non-negative definite, then by the Schur Product Theorem in matrix theory (Horn and Johnson, 1990) , their Schur productΣ n,ln is also nonnegative definite. The truncated or rectangular window with w(u) = 1 |u|≤1 is, unfortunately, not non-negative definite. The Bartlett or triangular window w B (u) = max(0, 1 − |u|) leads to a positive definite weight matrix W n in view of
where w is the rectangular window. To see this, let c i , u i ∈ R, i = 1, . . . , n. By (76),
Replacing w(·) in (76) by √ 3w B (·), we obtain the Parzen window: (Xiao and Wu (2010b) ) Let conditions in Theorem 13 be satisfied. Then there exists a constant c > 0 such that
Theorem 9. (i) (Wu and Pourahmadi (2009)) Assume that the process (X t ) in (1) is weakly stable, namely (45) holds with
(ii) (Xiao and Wu (2010b) 
Proof. (i) We shall use the argument in Wu and Pourahmadi (2009) . SinceΣ n,l −Σ n is a symmetric Toeplitz matrix, from Golub and Van Loan (1989) , we have
By Theorem 7(i), we have (79) since the bias
(ii) Here we shall apply Theorem 3 in Liu and Wu (2010b) . For details see Xiao and Wu (2010b) .
The bound in (79) is non-asymptotic in that it holds for all l < n. If EX i is unknown, then we should estimate γ k bŷ γ k defined in (59). By Theorem 7(i), the bound in (79) still holds with 4 X 1 p Δ p /n 1−1/q (p − 2) therein replaced by the slightly bigger one in (61). Relations (81) and (82) imply the sharp and elegant result:
. Note that our setting is different from the one in Bickel and Levina (2008) and Wu and Pourahmadi (2003) , where it is assumed that there exist multiple iid copies of (X i ) n i=1 . In time series applications, however, oftentimes one has only one realization.
We now discuss some interesting special cases. Assume p = 4 and γ k = O(ρ k ) for some 0 < ρ < 1. Choose l = l n = (log n)/ log ρ −2 . Then for the rectangle window with w k = 1, |k| ≤ l, by (79), we have ρ(Σ n,l − Σ n ) = O(n −1/2 log n), an optimal bound up to a multiplicative logarithmic factor. The drawback is that the estimated covariance matrixΣ n,l may not be non-negative definite. For the Bartlett window, choosing l n 1/4 , we have
Using the Parzen window, since 1 − w P (u) = O(u 2 ), letting l n 1/6 , we have
also leads to a positive-definite weight matrix.
As an application of our covariance matrix estimates, we can apply the bound (79) to the celebrated problem of prediction and filtering of stationary time series. Kolmogorov (1939) and Wiener (1949) considered the fundamental problem of predicting unknown future values of a time series based on past observations. Their theory is one of the great achievements in time series analysis. For a detailed account see Doob (1953) , Whittle (1963) , Priestley (1981) and Pourahmadi (2001) among others. In many of such works, it is assumed that the covariances γ k are known. For example, to predict X n based on past observations, Kolmogorov and Wiener assumed that the whole past (X i ) n−1 i=−∞ is known and in this case by the ergodic theorem γ k can be accurately estimated. In practice, however, one has only finitely many past observations, and thus γ k should be replaced by its estimates. Then the question naturally appears as to whether a prediction theory can be obtained for finite samples. Jones (1964) and Bhansali (1974 Bhansali ( , 1977 investigated this problem by factorizing estimated spectral densities. The bound (79) enables us to establish a finite sample version of the Wiener-Kolmogorov prediction theory by using the asymptotic theory for sample covariances and covariance matrix estimates. Also, an asymptotic theory for estimates of coefficients in the Wold decomposition theorem and in the discrete Wiener-Hopf equations can be established.
PERIODOGRAMS
In spectral or frequency domain analysis of time series, the primary subjects of interest are periodograms and spectral density functions. Periodograms can be used to test the existence of hidden periodicities or seasonal components. Spectral density, power spectral density, or spectrum describes how the energy of a time series varies with frequency.
Definition 4 (Periodogram). Let ı =
√ −1 be the imaginary unit. Let x 1 , . . . , x n be a sequence of real numbers. Its periodogram is define as
where S n (φ) is the Fourier transform of {x 1 , . . . , x n }: Definition 5 (Spectral density function). Let (X k ) be a stationary process with covariance function γ k = cov(X 0 , X k ). We say that F is a spectral distribution function if it is rightcontinuous, non-decreasing and bounded on [0, 2π] such that γ k = 2π 0 e ıkφ dF (φ). If F is absolutely continuous, then its derivative f = F is called the spectral density.
Note that the process (1) is regular in the sense that E(X j |F −∞ ) = E(X j ) since the sigma algebra σ(F −∞ ) = ∩ i∈Z σ(F i ) = {∅, Ω} is trivial. Theorem 1 in Peligrad and Wu (2010) asserts that, for a regular process, its spectral density function exists almost surely over φ ∈ [0, 2π] with respect to the Lebesgue measure. If
then spectral density function has the form
which exists at all φ ∈ R and is continuous. The spectral density function is even and has period 2π. Its continuity property is related to the decay rate of the covariances γ k . If
. If the former holds for all p > 0, for example if γ k → 0 geometrically quickly, then f is an analytic function.
Let (X k ) be a stationary second order process with mean 0; let I n (φ) be the periodogram of X 1 , . . . , X n . Assume (88). Then as n → ∞, elementary manipulations show that
Hence I n (φ) is an asymptotically unbiased estimate of 2πf (φ). However, by Theorem 11 or Proposition 2, I n (φ) is not consistent.
The central limit problem of S n (φ) has been studied by Rosenblatt (Theorem 5.3, p 131, 1985) for mixing processes, Brockwell and Davis (Theorem 10.3.2., p 347, 1991) , Walker (1965) and Terrin and Hurvich (1994) for linear processes. For other contributions see Olshen (1967) , Rootzén (1976) , Yajima (1989) and Walker (2000) . Theorem 11 is very general and it allows nonlinear, non-strong mixing and/or even long-memory processes. It follows from Theorem 1 in Peligrad and Wu (2010) . Proposition 2 concerns a fixed frequency ϑ ∈ (0, 2π) and it is established in Wu (2005) . Note that the case in which ϑ = 0 is covered by Theorem 3 since S n (0) = S n . Theorem 12 is for Fourier transforms at Fourier frequencies ϑ k = 2πk/n, k = 1, . . . , n, where ϑ 1 = 2π/n is called the fundamental frequency. Central limit theorem of this type is a key ingredient in the Whittle likelihood method. For a complex number z, let z (resp. z) denote the real (resp. imaginary) part of z.
and consequently I n (ϑ)/(2πf (ϑ)) ⇒ Exp(1), the standard exponential distribution with scale parameter 1. (ii) Moreover, for almost all pairs (ϑ, ϕ) 
Proposition 2. Assume that
Then (90) holds for all 0 < ϑ < 2π. A sufficient condition for (91) 
is (45).
By the celebrated Fast Fourier Transform algorithm, one can compute S n (ϑ j ), j = 0, . . . , n − 1, in a very efficient way with computational complexity O(n log n) and memory complexity O(n). Historically this computational advantage fuels the development of spectral analysis. Theorem 12 concerns asymptotic distribution of S n (ϑ j ). In the special case in which X i are iid standard Gaussian random variables, I(ϑ j )/2, j = 1, . . . , (n − 1)/2 , are iid standard exponentials.
Theorem 12.
Assume that (X i ) defined in (1) satisfies (45) and
where E j are iid standard exponential random variables (exp(1)).
By (93) of Theorem 12 and the continuous mapping theorem, if q is fixed, we have max j≤qĨn (θ lj ) ⇒ max j≤q E j . Lin and Liu (2009b) proved a deep result that the latter convergence still holds by letting q = m = (n − 1)/2 in the sense of (95). Note that max j≤m E j − log m converges to the standard Gumbel distribution since, for fixed u ∈ R, as m → ∞, Theorem 13 (Lin and Liu, 2009b) .
Recall Theorem 12 forĨ n (θ) and m = (n − 1)/2 . Then
ESTIMATION OF SPECTRAL DENSITIES
A fundamental problem in spectral analysis of time series is the estimation of spectral density functions. Section 9 demonstrates that I n (ϑ) is an asymptotically unbiased, but inconsistent estimate of f (θ). To obtain a consistent estimate, one can introduce a taper, data window or convergence factor K and propose
where B n satisfies B n → ∞ and B n /n → 0, and the function K is symmetric, bounded, K(0) = 1 and K is continuous at 0. If K has bounded support, since B n /n → 0, the summands for large k in (96) are zero. Here f n is called the lag window estimate.
Properties of spectral density estimates have been discussed in many classical textbooks on time series; see Anderson (1971) , Brillinger (1975) , Brockwell and Davis (1991) , Grenander and Rosenblatt (1984) , Priestley (1981) and Rosenblatt (1985) among others. A classical problem in spectral analysis is to develop an asymptotic distributional theory for the spectral density estimate f n (θ). With the latter results one can perform statistical inference such as hypothesis testing and construction of confidence intervals. However, it turns out that the central limit problem for f n (θ) is highly nontrivial. Many of the previous results require that the underlying processes are linear or strong mixing, or satisfy stringent cumulant summability conditions that are not easily verifiable.
Here we shall present a central limit theorem for f n (λ) under very mild and natural conditions, thus substantially extending the applicability of spectral analysis to nonlinear and/or non-strong mixing processes. Let (u) = 2 if u/π ∈ Z and (u) = 1 if u/π ∈ Z. Theorem 14 (Liu and Wu, 2010b) .
In Theorem 14, the short-range dependence condition Δ 4 < ∞ is natural, since otherwise the process (X j ) may be long-range dependent and the spectral density function may not be well-defined. The bandwidth condition B n → ∞ and B n = o(n) is also natural.
A particularly interesting special case of Theorem 14 is θ = 0. In this case 2πf (0) = σ 2 is the long-run variance. Estimation of long-run variance is needed in the inference of means of stationary processes; see Theorems 3 and 5. By (97), we have
if the bandwidth
If K is the rectangle kernel K(u) = 1 |u|≤1 , then the above condition is reduced to
Hence, taking a logarithmic transformation of (98), we can stabilize the variance via
Therefore the (1 − α)th, 0 < α < 1, confidence interval for log f (0) can be constructed by
where z 1−α/2 is the (1 − α/2)th quantile of the standard normal distribution. The spectral density estimate (96) is non-recursive in the sense that it cannot be updated within O(1) computation once a new observation arrives. Xiao and Wu (2010a) proposed a recursive or single-pass algorithm which is computationally fast in that the update can be performed within O(1) computation, and the required memory complexity is also only O(1). The computational advantage becomes highly attractive for efficient and fast processing for extra long time series. Xiao and Wu (2010a) proved a central limit theorem for their recursive estimates by using physical dependence measures.
KERNEL ESTIMATION OF TIME SERIES
Kernel method is an important nonparametric approach in the inference of the data-generating mechanisms of time series. It is useful in situations in which the functional or parametric forms are unknown. Asymptotic properties for kernel estimates of iid observations have been studied in Silverman (1986) , Devroye and Györfi (1985) , Wand and Jones (1995) , Prakasa Rao (1983) , Nadaraya (1989) and Eubank (1999) among others, and for strong mixing processes in Robinson (1983) , Singh and Ullah (1985) , Castellana and Leadbetter (1986), Györfi et al (1989) and Bosq (1996) , Yu (1993) , Neumann (1998) , Kreiss and Neumann (1998) , Härdle et al (1997) , Tjostheim (1994) and Fan and Yao (2003) . Wu and Mielniczuk (2002) and Ho and Hsing (1996) considered long-memory processes.
Here we shall present an asymptotic theory for kernel estimates with predictive dependence measures. Consider the model
where η i , i ∈ Z, are also iid and η i is independent of F i−1 = (. . . , ε i−2 , ε i−1 ). An important special example of (100) is the autoregressive model
where The Nadaraya-Watson estimator of the regression function
has the form
where f n is Rosenblatt's (1956) kernel density estimate
Theorem 15 (Wu (2005) , ). Assume that exists a constant c 0 < ∞ such that sup x∈R f 1 (x|F 0 ) ≤ c 0 almost surely, and 
Using the Crámer-Wold device, we can have a multivariate version of (108). Liu and Wu (2010a) developed an asymptotic distributional theory for the maximum deviation
where l and u are fixed bounds. Similar asymptotic distributions hold for maximum deviations of the regression estimates as well. Such results can be used to construct uniform or simultaneous confidence bands for unknown density and regression functions. Liu and Wu's theorem substantially generalize earlier results which were obtained under independence (Bickel and Rosenblatt, 1973) or restrictive beta mixing assumptions (Neumann, 1998) . The problem of generalizing Bickel and Rosenblatt's theorem to stationary processes is very challenging and it has been open for a long time. Fan and Yao (2003, p. 208) conjectured that similar results hold for stationary processes under certain mixing conditions. Using physical dependence measure, Liu and Wu solved this open problem and established an asymptotic theory for both short-and long-range dependent processes.
Theorem 16 (Liu and Wu (2010a) ). Assume X n = a 0 ε n + g(. . . , ε n−2 , ε n−1 ) ∈ L p for some p > 0, where g is a measurable function, a 0 = 0, and the density function f ε of ε 1 is positive and sup x∈R [f ε (x) + |f ε (x)| + |f ε (x)|] < ∞. For the bandwidth b n , assume that there exists 0 < δ 2 ≤ δ 1 < 1 such that n −δ1 = O(b n ) and b n = O(n −δ2 ). Let p = min(p, 2) and 
n n log n). n n 1−β (n)), Liu and Wu showed that the limiting distribution of Δ n is no longer Gumbel.
U -STATISTICS
Given a sample X 1 , . . . , X n , consider the weighted Ustatistic
where w i are weights with w i = w −i and K is a symmetric measurable function. Many statistics can be expressed in the form of U n . Hoeffding (1961) , O'Neil and Redner (1993) , Major (1994) and Rifi and Utzet (2000) considered properties of U n for iid observations. Yoshihara (1976) , Keller (1983, 1986) , Borovkova, Burton and Dehling (1999 and Dehling, Wendler (2010) dealt with strong mixing processes. Hsing and Wu (2004) developed general results for processes satisfying (1) for both summable and non-summable weights. In the context of U -statistics, it is natural to define the predictive dependence measure
Theorem 17 (Hsing and Wu, 2004) 
. (i) (Summable weights) Assume that
whereX j = E(X j |ε j− , . . . , ε j ).
Then there exists σ 2 U < ∞ such that (U n −EU n )/(W n √ n) ⇒ N (0, σ 2 U ). Hsing and Wu (2004) applied Theorem 17(ii) with w i ≡ 1 and derived a central limit theorem for the correlation integral U = n i,j=1 1 |Xi−Xj |≤b , which measures the number of pairs (X i , X j ) such that their distance is less than b > 0. Correlation integral is of critical importance in the study of dynamical systems Procaccia (1983a, 1983b) , Wolff (1990) , Serinko (1994) , Denker and Keller (1986) , Borovkova et al (1999) ). The central limit theorem is useful for the related statistical inference. A non-central limit theorem is also developed in Hsing and Wu (2004) for long memory linear processes.
CONCLUSION
Physical and predictive dependence measures shed new light on the asymptotic theory of time series. They are directly related to the underlying physical mechanisms of the processes and have the attractive input-output interpretation. In many cases they are easy to compute and results built upon them are often optimal and nearly optimal. They are particularly useful for dealing with complicated statistics of time series such as eigenvalues of sample covariance matrices and maxima of periodograms, where it is difficult to apply the traditional strong mixing type of conditions. We expect that our framework, tools and results can be useful for other asymptotic problems in the study of stationary time series. 
