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Figure 1. Examples of physical visualizations: a) electricity consumption over one year with each day split into 30min intervals (Detroit Edison electrical
company, 1935); b) data sculpture showing a world map of GDP (wooden base) and derivatives volume (wireframe) (Andreas Nicolas Fischer, 2008); c)
3D bar charts depicting the evolution of country indicators over time built specifically for our study.
ABSTRACT
Data sculptures are an increasingly popular form of physical
visualization whose purposes are essentially artistic, commu-
nicative or educational. But can physical visualizations help
carry out actual information visualization tasks? We present
the first infovis study comparing physical to on-screen visual-
izations. We focus on 3D visualizations, as these are common
among physical visualizations but known to be problematic
on computers. Taking 3D bar charts as an example, we show
that moving visualizations to the physical world can improve
users’ efficiency at information retrieval tasks. In contrast,
augmenting on-screen visualizations with stereoscopic ren-
dering alone or with prop-based manipulation was of limited
help. The efficiency of physical visualizations seems to stem
from features that are unique to physical objects, such as their
ability to be touched and their perfect visual realism. These
findings provide empirical motivation for current research on
fast digital fabrication and self-reconfiguring interfaces.
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INTRODUCTION
Traditional visualizations map data to pixels or ink, whereas
physical visualizations map data to physical form. Physical
visualizations recently became popular in the form of data
sculptures, i.e., data-driven artifacts of various shapes and
sizes, ranging from personal jewelry1 to large museum instal-
lations2. These are built by artists and designers who seek to
elicit emotions and convey meaning beyond mere data [40].
Physical visualizations have also been built for supporting
goal-oriented productivity tasks. In the 1930s, two Ameri-
can electricity providers were building physical visualizations
to better anticipate power demands (Figure 1a) [34]. In the
1970s, Bertin was building physical adjacency matrix visual-
izations to study matrix reordering [13, p. 78]. Today, Gen-
eral Motors is using 3D Lego block visualizations to get a bet-
ter overview of problems in their car production pipeline [48].
These last examples are relevant to the field of information
visualization (infovis). In contrast with art and design, info-
vis is mostly interested in how visualizations can be used to
convey objective information about the data itself and yield
factual insights about this data. But physical visualizations
have generated comparatively little interest in infovis. Apart
from a few anecdotal examples they are rarely used by ana-
lysts, and they are almost completely ignored in research.
So far this lack of interest could be explained by the remark-
able superiority of personal computers over physical matter.
Typical computer visualization systems are able to accommo-
date heterogeneous and dynamic datasets, and support pow-
erful interactive exploration tools like dynamic filtering and
search. In contrast, physical visualizations can take time to
build and are typically static. However, today this is chang-
ing due to two emerging technology trends.
1e.g., tinyurl.com/weather-bracelet
2e.g., tinyurl.com/mount-fear
The first one is digital fabrication, which makes physical ob-
jects increasingly easy to build. Machines such as laser cut-
ters and 3D printers are already being used to create accurate
data sculptures [41]. As these machines become faster, there
will be more and more situations where building physical vi-
sualizations to explore particular datasets will be realistic.
The second technology trend is the increasing amount of
work in the field of tangible computing on computationally-
augmented and self-reconfigurable interfaces [16, 29]. This
suggests that it will eventually become easy to build physical
visualizations that can update themselves with new data, and
can support interactive exploration tools that are as powerful
as the ones we use on our computers today3.
Nevertheless, physical visualizations will only be adopted if
they provide clear benefits. While the technological barriers
to building them will disappear, it is less clear whether they
are really effective for carrying out analytical tasks, and in
particular, if they can outperform their virtual counterparts.
To our knowledge, this question has never been investigated.
We present the first controlled study comparing physical vi-
sualizations to on-screen visualizations from an infovis per-
spective. We focus on static physical visualizations because if
clear benefits are found for these, this will provide a solid mo-
tivation for ongoing work on dynamic physical objects. We
also focus on 3D visualizations, as these are common in the
physical form but problematic to use on computers.
We start with an overview of research in related areas, after
which we motivate our experimental design. We then report
on a first experiment whose purpose was to verify whether
physical visualizations can outperform on-screen visualiza-
tions. We then report on a follow-up experiment whose pur-
pose was to understand which unique features of physical vi-
sualizations may account for these results. We then conclude
with a general discussion and suggestions for future work.
BACKGROUND
We clarify a few concepts then discuss related work, includ-
ing data sculptures, work from tangible computing, and stud-
ies on the manipulation and perception of physical objects.
Physical and On-Screen Modalities
The dichotomy between real/physical and virtual/digital in
HCI is an elusive concept [25]. Nevertheless, we roughly de-
fine physical visualizations as visualizations that are made of
physical matter (like in Figure 1), as opposed to presented on
a computer screen or projected on a surface as it is tradition-
ally the case. This includes matter whose shape or properties
change over time. Physical modality and on-screen modality
will refer to these two types of presentations. Paper & ink is
a separate modality that is outside the scope of this study.
Physical Visualizations vs. Models
A model is a reproduction of a real object, usually at a
different scale. Examples include architectural models and
molecule models. In contrast, a visualization involves the
3Also see tinyurl.com/claytronics for a concept video.
process of visual mapping, i.e., the choice of visual vari-
ables (color, position, size, ...) to encode data [6]. Although
both models and visualizations can be displayed on-screen
or made physical, our work focuses on visualizations. We
consider both pure information visualizations where the data
is non-spatial (e.g., social networks or hard drive usage) and
scientific visualizations where models and visualizations are
combined (e.g., fMRI scans or fluid simulations) [26].
2D vs. 3D Visualizations
When visualizing data, the choice of visual mapping is an is-
sue that is orthogonal to the choice of modality. A key part
of the visual mapping process consists in mapping data to
positions, either in 2D or in 3D. Both 2D and 3D visualiza-
tions can be shown on a screen or exist as physical objects.
Overall 3D visualizations are not recommended since they
are subject to serious occlusion, distortion, and navigation is-
sues [32]. They are however difficult to avoid when the data
is inherently 3D, as often in scientific visualization [6]. 3D
information visualizations have also been shown to be useful
in some tasks [30, 20]. In addition, some of them are widely
used and new techniques are regularly being proposed.
However, the controversy of 2D versus 3D only concerns the
on-screen modality. For the physical modality these issues
may be mitigated, as we are used to perceive and manipulate
3D physical objects. In fact, although some physical visual-
izations are simply extruded 2D visualizations4, most of them
exploit the three dimensions of space (e.g., Figures 1a & b).
Data Sculptures and Casual Infovis
Data sculptures are by far the most popular and common type
of physical visualizations (see, e.g., Figure 1b). There is an
extremely large variety of data sculptures, which Vande Mo-
ere reviews and discusses extensively [40, 41].
In an article targeted at an infovis audience [40], Vande Mo-
ere stresses the limitations of the screen medium and the ad-
vantages of information representations that can be “touched,
explored, carried, or even possessed”. He argues that data
sculptures can convey messages beyond the data itself, can
encourage people to reflect on its meaning and change their
behavior, and can overall yield a more pleasurable, engaging,
and educational experience. He predicts that data commu-
nication will progressively be “pushed outside of the digital
screen, towards our everyday physical reality experiences”.
While traditional infovis focuses on expert users and task per-
formance, casual infovis focuses on large audiences and non-
work situations [28]. Vande Moere argues that on-screen
visualizations are associated with the former and advocates
physical visualizations as an alternative to support the lat-
ter [40]. However, on-screen visualizations can also be very
effective at supporting casual infovis, for example through the
Web medium [28]. Conversely, physical visualizations could
also be very effective at supporting work-related activities,
but this possibility has so far been little discussed. Notwith-
standing, assessing how good people are at reading physical
visualizations will inform both traditional and casual infovis.
4e.g., tinyurl.com/callaghan-vis or tinyurl.com/tohoku-vis
Hybrid Virtual/Physical Visualizations
Although physical visualizations have been mostly ignored in
computer science, there has been lots of interest in “hybrid”
systems that combine virtual with physical elements. In the
fields of tangible computing and scientific visualization, sev-
eral such systems have been proposed for data exploration.
Physical models and visualizations have been used as props to
navigate on-screen scientific visualizations. Hinckley’s neu-
rosurgical planning system uses a physical head doll and a
physical plate to control the location of a cutting plane on
a virtual model [14]. Kruszynski and Liere [22] propose to
use a stylus and 3D printed models of corals to navigate and
annotate higher-resolution virtual models of the same corals.
Similarly, Konchada et al. [21] propose to use low-resolution
3D printed models and a stylus to help users explore multi-
variate volumetric data displayed on a screen. Although these
systems suggest that physical imitations of on-screen 3D vi-
sualizations may help navigation, these are only used as input
devices and are not meant to support visual tasks by them-
selves. Also, these systems have not been formally evaluated.
Other hybrid systems use co-located virtual and physical el-
ements. Illuminating Clay lets users deform a ductile clay
surface and projects data such as land erosion back on the sur-
face [16]. Similarly, URP projects environmental information
on physical architectural models [39]. Strata/ICC augments
a transparent architectural model of a skyscraper with LEDs
visualizing consumption of electricity and water on different
floors [38]. These systems present the advantage of support-
ing both physicality and dynamic data. However, the physical
objects involved are models, not visualizations. Abstract data
is visualized with projected or embedded light and does not
have a physical form. And as before, most of these systems
are proofs of concepts and none of them has been evaluated.
Dynamic Physical Visualizations
Some physical visualizations have moving parts that can
be manually rearranged, such as Bertin’s adjacency matri-
ces [13] or Lego block visualizations [48]. This adds basic
support for “interactivity” but does not adequately support
dynamic data. Some actuated data sculptures have been built
such as Pulse5, a complex live representation of emotions ex-
tracted from weblogs, or Wable6, a motorized physical bar
chart for monitoring RSS feeds. But most of these systems
are proofs of concepts that only support very specific datasets.
A promising approach to the physical display of dynamic in-
formation are shape displays, often implemented as arrays of
actuated bars [18, 23, 27]. Cooperating nanorobots are also
being considered [11]. Although these technologies seem to
have a high potential for infovis applications, previous work
has mostly focused on interaction and hardware issues. Fur-
thermore, there is very little empirical evidence on the effec-
tiveness of these systems compared to visual displays [29].
We address this lack of evidence by assessing the effective-
ness of static physical visualizations, expecting that our re-




Three types of studies are relevant to physical visualizations:
psychology studies on object manipulation and cognition,
studies on object manipulation in virtual reality (VR) envi-
ronments, and studies on 3D rendering and perception.
Physical Objects and Cognition
A vast body of research in educational science and develop-
mental psychology suggests that the manipulation of physical
objects can promote understanding and learning [5]. Part of
this research is motivated by the embodied cognition thesis,
according to which cognition is supported by the body and
the physical world [47]. However, we do not know of any
study comparing physical with on-screen visualizations.
VR Object Manipulation
Virtual reality (VR) is interested in reproducing the physical
world, including our natural abilities to manipulate objects.
Studies in VR suggest that for 6DOF tasks, 6DOF input de-
vices like physical props are more effective than 2DOF input
devices like computer mice [15]. Other factors such as lag
or the spatial separation between motor actions and visual
output are thought to impact performance [43, 45]. While
providing interesting insights, these studies focus on tasks in
the motor domain, where vision merely serves object manip-
ulation. They do not easily generalize to tasks in the visual
domain, where object manipulation merely serves vision.
3D Rendering and Perception
While the physical world provides a plethora of powerful
depth cues [36], computer-generated content needs to create
all these cues explicitly. Ware and Franck [44] found that
head-coupled stereo viewing and high rendering quality im-
prove path following in large 3D graphs to the point that they
outperform 2D graphs. Volumetric displays have been shown
to provide the best depth perception but have low resolution
[12]. Despite recent advances, current hardware is not yet
able to closely mimic the perception of real objects.
Studies Involving Physical Visualizations
McGookin et al. [24] studied how hybrid physical/virtual vi-
sualizations and sonification can help visually impaired users
read charts. They mention several advantages of the physical
modality such as “two-handed interaction, quick overviews,
spatial frame of reference and flexibility to employ fingers for
marking”. However, their study was only a usability evalua-
tion and they made no comparison with a different modality.
In his thesis, Dwyer [9] compared a physical 3D visualization
to printouts of small multiples for infovis tasks, and found
that the two differed depending on tasks. Although two differ-
ent modalities were used, the purpose was to compare visual
mappings. Since each modality used a different visual map-
ping, the study provides no insight on the effect of modality.
Cockburn and McKenzie [7] compared physical versions of
DataMountain (2D, 2.5D and 3D) with equivalent on-screen
representations. The 3D version performed worse than 2D
overall, but the physical modality was found to outperform
the on-screen modality. The study however focused on spatial
memory and item retrieval times, not on infovis tasks.
STUDY DESIGN RATIONALE
Visualization designs can be compared according to the vi-
sual mapping they use and/or the modality they use, with re-
spect to metrics of interest. The vast majority of infovis stud-
ies involve comparisons across visual mappings only. We fo-
cus on comparisons across modalities only, a question that to
our knowledge has never been investigated. The number of
possible comparisons is huge and a single study can only ad-
dress a small subset. Here we motivate our choices for the
datasets, tasks, visual mappings, and interactions used.
datasets
We used country indicator data from Gapminder such as elec-
tricity consumptions, birth rates or car mortalities. We gen-
erated 16 datasets, each consisting of the value of a country
indicator for 10 countries over 10 years (100 values total).
These were selected such that: i) country indicators are easy
to understand and all different from each other; ii) the vari-
ance of values across countries and across years are reason-
ably high (see Figure 1c); iii) years are evenly spaced.
Choosing small datasets allowed us to keep the experiment
complexity under reasonable limits, and to use enough repe-
titions to level out task difficulty and possible adherence and
attachment effects dues to specific datasets. We expect that if
differences are found for small datasets, they should general-
ize and maybe even be magnified for larger datasets.
Tasks
Since we are interested in the general usability of on-screen
and physical visualizations, we derived our tasks from tax-
onomies of low-level information retrieval tasks [3, 46]. To
keep the length of the experiment manageable we used data
gained from pilot studies to converge on 3 different tasks:
1. Range task. Indicate the range of values for a given country.
2. Order task. Sort the values for a given year ascending.
3. Compare task. Locate three given country/year pairs and
determine which one has the lowest value.
We were initially interested in including overview tasks such
as estimating trends [46] or finding anomalies [3], but they
turned out to be hard to operationalize. Nevertheless, our
three tasks cover a range of elementary operations such as
finding data points or comparing values, and they require
some cognitive effort. Each task was expressed in the data
domain independently from any visual mapping. For exam-
ple: “Indicate the range of suicide rates for Denmark”.
We used the 3D on-screen visualization (see below) to devise
a range task, an order task and a compare task per dataset.
Since the data was real the difficulty of the tasks could not be
fully controlled. We chose tasks that were hard enough but
feasible when carried out under the 3D on-screen condition,
and further conducted a pilot study to level out difficulties.
Visualization
As discussed before we chose to assess the effect of modal-
ity when a 3D visualization is used, as we are more likely to
find interesting differences than with a 2D visualization. We
chose 3D bar charts as they require low “visualization liter-
acy” and are conceptually easy to understand. 3D bar charts
are among the most commonly used 3D visualizations and
are supported in most visualization and spreadsheet software.
In addition, 3D bar charts can accommodate many different
data types such as time series or matrix data. Most important
for our purposes, they can be made perceptually similar on
both presentation modalities (see Figure 2 b, c) using stan-
dard software libraries and digital fabrication technology.
General Visual Design
The 3D bar chart was an array of bars whose heights were
proportional to the value of the row/column pair (country and
year). We tried several methods for limiting occlusions: a
physical chart with transparent acrylic bars, and for the on-
screen version, translucent and/or thin bars, showing only the
top of the bars, and combinations of both. They all turned out
to have poor legibility. We therefore kept the traditional bars.
The countries were ordered using a similarity-based order-
ing algorithm for adjacency matrices [13]. As color coding
is common in 3D bar charts, bars from each country were
assigned a separate color using a categorical scale from Col-
orBrewer2.org. Axis labellings were automatically computed
using the algorithm by Talbot et al [35]. In order to facili-
tate the reading of values and as recommended by Tufte [37,
p. 126], tick lines were also displayed on bars.
On-screen Design
The on-screen 3D bar chart visualization (Figure 2b) was de-
veloped using Jzy3d, an open source Java/OpenGL library for
displaying 3D charts such as bar charts and scatterplots.
The key feature to support with this modality was 3D navi-
gation. Although previous studies suggest that the mouse is
not the most adequate device for 3D manipulation and navi-
gation [49, 50, 15], not all 3D tasks require high-DOF control
[33]. In our case, tasks do not require to zoom or translate the
chart, nor do they require rotations around the axis perpendic-
ular to the screen (roll). Therefore we simply mapped x and
y mouse axes to yaw and pitch rotations, a technique that has
been shown to be effective for 2-DOF rotations [4].
Although 3D visualization packages typically come with
many features, we tried to take these out of the equation as
much as possible. This is to facilitate the interpretation of our
results, and also because in the future physical models may
support similar features. We therefore limited the features to:
• Label placement. We use jzy3d’s default text rendering that
keeps labels horizontal and oriented towards the viewer.
Although the physical modality does not benefit from this
feature, it is so common in 3D chart packages that we chose
to keep it. In addition, we extended and fine-tuned the
placement algorithm so that labels almost never overlap.
• Scale display. jzy3d automatically shows and hides scales
depending on the chart orientation, so that they never oc-
clude the bars. We chose to keep this feature as well be-
cause it is useful and commonly supported in 3D charts.
• Bar highlighting. Bars can be marked and unmarked on
mouse click. We support this feature because it is common,
it greatly facilitates some tasks (especially Compare) and
because bars can be touched in the physical modality.
Figure 2. Education expenses data shown under the three conditions: a) on-screen 2D control; b) on-screen 3D bar chart; c) physical 3D bar chart.
• Perspective switch. Since it was not clear which projection
was best, we let users switch between perspective and or-
thographic views with the mouse wheel. In the latter mode,
the bar chart orientation could snap to the side views.
Considering today’s standard technologies (i.e., desktop com-
puters, current 3D software and passive physical visualiza-
tions), we believe these features yield a rather fair compari-
son between modalities. Removing those features would have
biased the comparison towards the physical modality, since
today they are standard on computers but hard or impossible
to support on physical visualizations.
Physical Design
The physical 3D bar charts (Figure 2c) were replicates of the
on-screen 3D bar charts in terms of layout, colors and pro-
portions, with a few minor changes such as label placement.
They were built so that they could be held and turned around
in a similar way to their on-screen counterparts.
The bar charts were made of laser-cut acrylic. Laser stencils
were automatically generated from the data to ensure accu-
rate visualizations. For each country in a given dataset, a 2D
bar chart slice was cut (5×5mm for each bar, 2mm spacing
between bars). Each of these slices was then spray-painted.
Finally, Tufte’s bar lines [37] were engraved on two sides.
In addition, for each 3D bar chart two scales were made from
transparent acrylic sheets, on which axis labels and lines were
engraved. The base of the model was built from five pieces
of acrylic. Country and year labels were engraved on all four
sides of the base, using a vertical orientation. Although this
may require rotating the object slightly to facilitate reading,
it makes the object more compact and easier to handle.
All pieces were assembled then glued together to make the
object feel more sturdy. The outer dimensions were 8×8cm,
with a weight ranging from 270g to 350g depending on the
dataset. A total of 13 such charts were made for the study.
Additional Control Conditions
Although the focus of our study was to compare between the
on-screen and the physical setups described above, we added
two control conditions to use as baselines of comparison: a
3D stereoscopic condition and an interactive 2D condition.
Stereoscopic Control Condition
On-screen 3D charts provide depth cues through perspective
and structure from motion. To assess the benefits of extra
depth cues, we added a condition with stereoscopic rendering.
We used quad-buffered stereo rendering in OpenGL and pre-
sented the stereo images on a HP 2311 gt 23”, a 3D monitor
based on polarized horizontal interlacing that only requires
passive glasses. We removed the orthographic mode, because
it is not possible to provide stereoscopic cues that are consis-
tent with an infinite viewing distance. Since the HP display
can also be used as a normal monitor, the same display was
used for the normal (mono) on-screen condition.
2D Control Condition
Although our goal is not to compare 2D with 3D visualiza-
tions, we included an on-screen interactive 2D condition as a
comparison baseline. We tested three such designs:
1. Line charts. Superimposed line charts are a common tech-
nique for displaying our type of data, but consistent with
previous findings [17], ten different overlapping time se-
ries caused too much visual clutter.
2. Small multiples. Cutting the 3D bar chart across its two
main axes produces twenty 2D bar charts. We displayed
all of them, together with a magnified view. This option
turned out to be confusing because the data was duplicated
and it was hard to mentally switch between the two axes.
3. Matrix. The whole dataset can be displayed as a matrix and
the values shown with squares within cells [10]. Since it is
difficult to compare squares precisely, we let users select
columns or rows to get the corresponding 2D bar chart.
We chose the last approach as it seemed to be the most ef-
fective (Figure 2a). It is also consistent with the 3D chart in
several respects: i) it supports the same types of datasets; ii) it
has similar scalability; iii) it is conceptually similar: the ma-
trix view is analogous to a top view of the 3D model and the
2D bar chart view is analogous to a side cut.
Users could click and cross [1] columns and row labels to
update the 2D bar chart view. As in the 3D chart, they could
also highlight individual bars, either on the matrix or on the
bar chart view. The axis labeling, chart proportions, Tufte’s
lines, colors and visual footprint were similar to the 3D chart.
FIRST EXPERIMENT
The goal of this first experiment was to assess the efficiency
of physical 3D visualizations with respect to equivalent 3D
on-screen visualizations for information retrieval tasks.
Techniques
In our study we define a technique as a combination of a vi-
sual mapping and a modality, with all associated interaction
techniques. We included four such techniques (see Table 1,
and the previous section for details).
Technique Visual Mapping Modality Illustration
physical 3D bar chart physical Figure 2c
stereo 3D bar chart on-screen stereo
mono 3D bar chart on-screen Figure 2b
2D matrix + 2D bar chart on-screen Figure 2a
Table 1. The four technique conditions.
Tasks
Tasks consisted in answering questions about country indica-
tors, as explained in the previous section. We used 3 types of
questions corresponding to the range task, the order task and
the compare task described previously.
Procedure
Subjects were first given initial instructions and explained the
three types of questions. They were then tested for correct
stereovision using a subset of Julesz’ random-dot test [19].
Subjects were then presented the 4 techniques one after the
other. With every change of technique, they were explained
the technique and performed a training run on a dataset dif-
ferent from the experimental datasets, where they practiced
answering each type of question. They then saw 3 datasets
in sequence. With each change of dataset, they were briefly
explained the country indicator and its meaning. They then
had to answer 3 questions, one per task type.
Below the question a “Start” button was displayed, and press-
ing it displayed the possible answers. For the range task, sub-
jects had to set two sliders labeled like the axes. For the order
question, they had to press 10 buttons labeled with country
names in the right order. For the compare question, they had
to press the correct button among three. These buttons were
labeled with the values to search for (e.g., “Spain in 2010”)
and were revealed only after “Start” was pressed.
Subjects were initially instructed to read the questions care-
fully before hitting “Start” and turning to the visualization.
They were then asked to be as fast and accurate as possible
before pressing “Done”. Each time a question was displayed,
a message was displayed below the question to remind them
of these instructions.
All instructions, questions, and possible answers were given
on a separate touch tablet. All subjects agreed to be video-
taped. The experiment lasted one hour on average.
Experimental Setup
Figure 3 shows the experimental setup for all technique con-
ditions. Physical bar charts were placed on a foam block by
the experimenter. The computer mouse and foam block were
repositionable. The computer mouse, 3D glasses and physi-
cal charts were present only during the relevant conditions.
Figure 3. Setup for the first experiment.
Measures
We used two measures of performance: time on task and error
rate. The time on task was the interval between the press on
“Start” and the press on “Done”. All errors were normalized
between 0 and 1. For the range task, the error was the average
absolute difference between the entered min & max values to
the true values, divided by the total axis range. For the order
task, the error was the normalized Kendall Tau distance (i.e.,
the number of pairwise disagreements) between the answer
and the true order. For the compare task, the error was 0 or 1,
depending on whether the answer was correct or not.
Since all tasks were feasible with a low error rate under all
conditions, time and errors should be linked by a speed-
accuracy trade-off and should both capture task difficulty
equally well. We instructed subjects to be accurate, and there-
fore we do not expect to find sizable differences in terms of
errors. If this is true this will allow us to base our analysis on
time, a more sensitive measure than error rate.
Participants
16 subjects (7 female, mean age 29) were recruited from our
university campus. We considered that experience in solving
infovis tasks might influence subjects performance and there-
fore recruited half of our participants from researchers in the
field of infovis. All had perfect or corrected to perfect vision
and successfully completed our stereo-vision test.
Design
The mapping between datasets and techniques was counter-
balanced across subjects by keeping the order of datasets con-
stant and having the presentation order of the techniques fol-
low a balanced latin square (yielding 4 subject groups).
The main factor was technique (physical, stereo, mono, 2D).
Secondary factors were infovisbg (yes, no), group (1..4) and
task (range, order and compare). Therefore we had 16 partic-
ipants × 4 techniques × 3 datasets × 3 tasks = 576 questions
with performance measures.
Hypotheses
Prior to the experiment we ran a pilot with four subjects to
check the clarity of the instructions and to get initial estimates
of effect sizes. Our hypotheses are based on this pilot:
H1 Task time with physical is about 15–20% lower than with
both mono and stereo.
H2 2D outperforms all other techniques by no more than
50% in time.
H3 stereo is slightly faster than mono.











Figure 4. Time ratios between techniques, with 95% CIs. Hatched areas
indicate expected effect sizes as expressed in our hypotheses.
Results
A repeated measures ANOVA for error rate only revealed an
effect of task (F(2,24) = 21.44, p<0.001). Since technique
exhibited no measurable effect and errors were generally low
(Mr = 0.017, Mo = 0.018 , Mc = 0.141), we focus our analysis
on time. All time on task measures were log-transformed to
correct for skewness [31]. All reported means are antilogged
and therefore indicate geometric means [31]. Reported differ-
ences in pairwise comparisons are also antilogged and there-
fore indicate ratios between geometric means.
A repeated measures ANOVA for time on task revealed an ef-
fect of technique (F(3,24) = 165.18, p<0.001). Figure 4 sum-
marizes the differences together with our initial hypotheses.
The x-axis shows time ratios between techniques (times be-
ing geometric means of all time on task measures), e.g., 0.8
means the first technique takes on average 20% less time than
the second. Intervals indicate all plausible values, their mid-
point being about 7 times more likely than their endpoints [8].
Overall our data is consistent with our hypotheses, with a few
uncertainties as to the actual effect sizes. Physical may be
slightly faster than expected. 2D may be slightly faster too,
but not compared to physical. Contrary to H3, there is no ev-
idence of stereo outperforming mono. Overall, we can safely
conclude that the physical 3D visualization is more efficient
than its 3D on-screen counterpart, mono or stereo alike.
Task also had a significant effect on time on task (F(2,16) =
149.06, p<0.001). As Figure 5 shows, the effect was consis-
tent across tasks with an interaction between technique and
task, i.e., the advantage for the 2D technique was less pro-
nounced for compare. So although 2D beats all 3D condi-
tions, the effect is weaker if a task cannot be solved by one
2D cut. Neither infovisbg (infovis background) nor group (or-
dering of techniques) had a significant effect on time on task.
User Feedback
When asked to rank techniques according to preference, sub-
jects gave median rankings that were consistent with tech-
nique speed. One subject mentioned finding the 2D matrix
very efficient but preferred the physical chart in terms of “fun
and comfort”. Another found the physical chart “very easy to
control” and “easier to focus on the desired part of the chart”
compared to on-screen 3D, where “I would loose my ‘mark’
easily during rotation”. One subject noted that for dealing
with occlusion in 3D, a cutting tool similar to the 2D condi-
tion would be useful (including for the physical chart, with
the use of “LEDs and sensors”). One subject found it hard to
read labels in stereo while another reported feeling “dizzy”.
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Figure 5. Average time per technique and task, with 95% CIs.
Observations from Video recordings
The video recordings revealed differences between subjects
in how they approached the physical bar charts. Many were
hesitant at first and inspected them while leaving them on
the foam support. Eventually, they picked them up which
visibly increased comfort, especially for reading vertical la-
bels. Most subjects used their fingers to temporarily “mark”
rows and columns of interest. Eventually, almost everyone
switched to putting their fingers directly on the bars relevant
to the task. It seemed that the sooner subjects converged on
this strategy the faster they finished the tasks.
Discussion
Our data clearly shows that physical 3D bar charts outperform
on-screen 3D bar charts. While there can be many contribut-
ing factors, three of them seem of interest:
The Role of Touch
Touch seemed to play a major role with the physical chart,
as fingers were used to “mark” parts of the chart that were
relevant to the task, and therefore seemed to serve as external
cognitive and visual aids. We did not expect such high a fre-
quency and variety of uses. Examples included using fingers
to relocate previously identified items (for compare), follow-
ing paths (finding country/year intersections in compare), fo-
cusing on subsets of interest (year in range and countries in
order) and maintaining states (sorted/unsorted bars in order).
On the on-screen bar chart, similar marking actions could be
emulated by highlighting bars but those actions had to be se-
quential: users had to stop rotating the bar to perform marking
actions, and bars needed to be marked one by one. Occluded
bars were also impossible to mark while on the physical chart
fingers could reach behind bars. Hence it is plausible that the
physical modality was faster because marking actions were
essential, and because these actions could be carried out more
efficiently, more flexibly, with less attention and concurrently
with other actions. Although fingers could have occasion-
ally occluded the chart, proprioceptive information may have
compensated for this (feeling bar heights in compare).
Direct vs. Indirect Rotations
Our tasks required rotating the chart for performing visual
search (e.g., countries or year labels in all tasks), 3D visual
comparison (e.g., bar heights in compare), and dealing with
occlusions (in order and compare). 2DOF rotations were ap-
propriate for the on-screen modality and we used the best
known mouse technique [33, 4]. Charts could be rotated
smoothly and rapidly without clutching, which was more dif-
ficult with the physical chart, even with two hands.
Despite the ease of use of the mouse, its indirect mapping
could have made it harder to use. Indeed, one subject felt it
was more difficult to visually track items under this condition.
There is evidence that direct physical rotation is more effi-
cient than mouse rotation [15] but results only apply to 3DOF
rotation tasks in the motor domain (rotating to specific view-
points). Nevertheless, it remains possible that the physical
modality was faster partly because direct rotation provided
better support for some tasks than 2DOF mouse rotation.
Visual Realism
Our tasks being in the visual domain, vision must play a ma-
jor role. The two modalities follow the same visualization de-
sign but differ in several respects: i) resolution (1920×1080
vs. ∞ but a precision of about 0.5mm); ii) stereoscopic cues
(except for stereo); iii) accommodation cues; iv) shading and
shadows; v) texture (none vs. spray painting imperfections).
Regarding resolution, all tasks have been designed so it is suf-
ficient in both modalities. Regarding stereoscopic cues, our
experiment suggests they are of limited help per se. However,
since the physical chart is visually more realistic in many re-
spects, this could have made visual tasks more comfortable.
Questions
We identified three factors that could possibly account for the
superiority of the physical modality. We therefore chose to
address the following questions in a second experiment:
1. How important is touch in the physical modality? To an-
swer this we will compare the previous physical condition
with a condition where subjects are instructed not to touch.
2. What is the relative importance of direct rotations? For
this we will compare the previous mono condition with a
condition that employs prop-based input.
3. What is the relative importance of visual realism? For this
we will compare the no-touch physical condition above
with the on-screen prop-based condition.
SECOND EXPERIMENT
The goal of the second experiment was to further investigate
factors contributing to the efficiency of physical visualiza-
tions. For this we added an “enhanced” version of the on-
screen and an “impoverished” version of the physical chart.
Techniques
We used the four following techniques:
• touch: same as physical from the first experiment, except
touch was explicitly encouraged in the instructions.
• no touch: same as physical except subjects were told not to
use their fingers to mark points of interest (labels & bars).
• prop: same as mono from the first experiment but with tan-
gible prop control, and without bar highlighting.
• mouse: same as mono but with bar highlighting disabled.
The following chain illustrates our planned comparisons and





realism−−−−−→ no touch + touch−−−−−→ touch
In mouse and prop we deactivated bar highlighting to avoid
confounds. No stereoscopic rendering was used as the first
experiment failed to provide clear evidence for advantages.
The physical prop was a regular physical chart marked “prop”
with a tracker attached underneath. Subjects were told to ig-
nore its data and refer to the screen. The tracker was housed
in an acrylic case containing a Sparkfun Razor IMU 3DOF
rotation sensor, an XBee board and a LIPO battery, adding
8×8×1cm in size and 40g in weight. The sensor communi-
cated wirelessly with the PC showing the chart. The total sys-
tem lag, estimated by video frame counting, was 100-150ms.
The sensor was calibrated such that the on-screen chart mir-
rored the physical chart as seen by the user. The same sensor
was attached to all physical bar charts to avoid confounds.
Modifications to the Experimental Design
To get more sensitive measures we only used the most cog-
nitively demanding task, i.e., compare. New questions were
chosen such that there was no viewpoint with all three bars
visible at the same time. The values were also too close to-
gether to reliably determine the lowest bar from a top view.
The procedure and experimental setup were similar to the pre-
vious experiment. In the prop, touch and no touch conditions,
the rotation sensor was recalibrated before each new data set.
In the touch and no touch conditions, a reminder of whether
touch was allowed or not was displayed before each question.
We recruited 16 subjects (2 female, mean age 29), 8 of which
were randomly chosen from our previous pool. We did not
control for infovis experience as we previously did not find
any effect, and instead compared former with new subjects.
Our main factor was again technique. Secondary factors were
former subject and group. We had 16 participants × 4 tech-
niques × 2 datasets × 4 questions = 512 questions with per-
formance measures. We again measured time and errors.
Hypotheses
Effect sizes are based on a pilot study involving 4 participants.
H1 touch requires 15-25% less time than no touch.
H2 no touch requires at least 10% less time than prop.
H3 prop and mouse differ by no more than 5%.
Results
Error rates were low (M=0.16) and a repeated measures
ANOVA showed no effect of technique, so we again focus on
time. A repeated measures ANOVA for time on task showed
no statistically significant effect for former subject or group,
but technique had a clear effect (F(3,24) = 36.04, p < 0.001).
Figure 6 on the next page shows the results of our planned
comparisons together with our hypotheses. Overall our data
is consistent with our hypotheses but effect sizes may be
slightly smaller than we expected. The possibility of prop
being slightly faster than mouse should also be considered.
Figure 7 on the next page shows mean times per technique.
Discussion
Our follow-up experiment suggests that direct rotation is not
critical for information retrieval on 3D visualizations. The
gains are at best modest (3% less time CI [-4%, 10%]). This
seems inconsistent with previous VR studies [15], but recall
these only consider 3DOF rotation tasks. For visual inspec-
tion tasks, 2DOF mouse control seems appropriate [4].
no eect
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Figure 6. Time ratios between techniques, with 95% CIs. Hatched areas
indicate expected effect sizes as expressed in our hypotheses.
It is unclear whether the prop condition could have been dra-
matically improved. The total lag was 100-150ms, but these
values are low in VR standards and probably have little in-
fluence [2]. Filters were fine-tuned so that the chart was re-
sponsive when rotated and stood still during visual examina-
tion. Other form factors could have been considered [50] but
form factor might not be critical [45]. Elaborate mirror setups
are possible that can co-locate motor input and visual output.
Evidence shows they do not help translation tasks but could
facilitate rotation tasks [45]. However, improvements are less
clear when using an egocentric calibration as we did [42].
Overall, it seems that our prop emulated the physical chart
reasonably well in terms of rotation control. It was imperfect
and likely slightly less efficient for demanding motor tasks,
but these motor tasks are very different from our visual infor-
mation retrieval tasks. This together casts doubts on the ideas
that i) the benefits provided by our physical 3D bar charts
mostly lie in their facility of being manipulated, and that ii)
these benefits can be brought to screen setups using props.
Our experiment confirms that an advantage of the physical
bar chart lies in its ability of being touched. We do not refer
to the use of tactile sensory information but to the action of
placing fingers to use them as visual or memory aids. These
actions effectively allowed subjects to unload cognitive effort
into the physical world [47]. We found clear improvements
when physical charts could be touched (15% less time CI
[7%, 22%]). Participants later reported they felt much more
comfortable being able to use their fingers. Some even found
it “frustrating” when they were not allowed to touch.
Mouse selection only poorly emulates finger marking. Im-
provements are possible, but reproducing all sensory cues
provided while touching a real object is hard. On a multi-
touch screen, fingers would not move with the chart. Using
a touch-sensitive prop to select bars can be hard if fingers are
not visible on the screen. Such feedback could be added us-
ing video inlays or mirrors, but these setups are complex, and
correct proprioceptive feedback would still be missing with-
out the use of haptic technology or data-accurate props.
That the physical non-touch condition outperformed the prop
condition was also insightful (13% less time CI [5%, 20%]).
Although the prop condition was an imperfect emulation of
physical manipulation, it is unlikely that this alone can ex-
plain the difference. The two conditions also differed in their
degree of visual realism. We previously did not find clear
benefits of steroscopic cues alone, but multiple depth cues
may still facilitate information retrieval in 3D visualisations.
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Figure 7. Mean times per technique, with 95% CIs. Results from our
first experiment (task compare) have been included for reference (gray).
LIMITATIONS OF THE STUDY
Visual Mappings. Our study focused on bar charts. While we
expect our findings to generalize to other 3D visualizations,
more visual mappings need to be tested across modalities.
Modalities. We only partially investigated the continuum be-
tween the physical and on-screen modalities, and more re-
search is needed to understand how they differ. Other modali-
ties also need to be studied. Since touch seems to be an essen-
tial cognitive and visual aid, it is likely that 2D visualizations
would benefit from paper-based or touchscreen setups.
Tasks. The low-level tasks we used are not targeted at 3D vi-
sualizations, although 2D seems less beneficial if tasks cannot
be solved with a single 2D cut (Figure 4). We expect this ef-
fect to increase for higher-level overview tasks, but further
studies are necessary. Also, cost-benefit analyses involving
factors other than pure performance [40] are needed to assess
when physical 3D visualizations are most useful in practice.
Implications for Design. Our findings suggest that i) if an
analyst wishes to use a 3D visualization, making it physi-
cal is an option worth considering; ii) physical visualizations
should be built to support direct touch and not enclose data7.
However, the design of effective physical visualizations (size,
materials, etc.) is an issue outside the scope of this paper.
CONCLUSION
We presented the first study on the efficiency of physical visu-
alizations. We showed that physical 3D bar charts outperform
their on-screen counterparts for information retrieval. Physi-
cal touch seems to be an essential cognitive aid, while being
able to physically manipulate charts seems comparatively less
important. Visual realism might also play a role. All these
features seem hard to faithfully reproduce in a virtual setup.
Our results suggest that even passive physical visualizations
can be useful and building them with digital fabrication tools
seems appropriate, both for research and for personal use. We
believe that research on shape-changing surfaces and materi-
als will eventually allow to combine the power of computing
with the unique features of physical visualizations.
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5. Bara, F., Gentaz, E., Colé, P., and Sprenger-Charolles, L. The
visuo-haptic and haptic exploration of letters increases the
kindergarten-children’s understanding of the alphabetic principle.
Cognitive development 19, 3 (2004), 433–449.
6. Chi, E. H. A taxonomy of visualization techniques using the data state
reference model. In INFOVIS’00 (2000).
7. Cockburn, A., and McKenzie, B. Evaluating the effectiveness of spatial
memory in 2d and 3d physical and virtual environments. In CHI’02
(2002).
8. Cumming, G. Understanding the New Statistics: Effect Sizes,
Confidence Intervals, and Meta-Analysis. Multivariate Applications
Series. Routledge, 2011.
9. Dwyer, T. Two-and-a-half-dimensional Visualisation of Relational
Networks. PhD thesis, University of Sydney, 2004.
10. Elmqvist, N., Do, T.-N., Goodell, H., Henry, N., and Fekete, J.-D.
Zame: Interactive large-scale graph visualization. In Proceedings of the
IEEE Pacific Visualization Symposium (2008), 215–222.
11. Goldstein, S. C., Campbell, J. D., and Mowry, T. C. Programmable
matter. IEEE Computer 38, 6 (June 2005), 99–101.
12. Grossman, T., and Balakrishnan, R. An evaluation of depth perception
on volumetric displays. In AVI’06 (2006).
13. Henry, N. Exploring large social networks with matrix-based
representations. PhD thesis, Université Paris-Sud and University of
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