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Abstract
We present a short proof of Molna´r’s characterization of bijective transformations on the
set of all rank one idempotent operators on a Banach space which preserve zero products in
both directions. An improvement in the ﬁnite-dimensional case is given. We apply these results
to describe automorphisms of standard operator semigroups and to improve Uhlhorn’s
version of Wigner’s theorem.
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1. Introduction and statement of results
Let X be a real or complex Banach space. We denote by BðXÞ the algebra of all
bounded linear operators on X : An operator PABðXÞ is called an idempotent if
P2 ¼ P: The set of all idempotents in BðX Þ is denoted by IðXÞ and I1ðXÞ stands for
the set of all rank one elements of IðX Þ:
A classical result due to Eidelheit [5] states that every algebra automorphism of
BðX Þ is inner (see also [1]). A close connection with projective geometry is described
in [9]. When using the fundamental theorem of projective geometry in operator
theory we usually need a continuous version for normed spaces. For real spaces such
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result was obtained by Mackey [13] while the more complicated complex case was
treated by Fillmore and Longstaff [9].
Several authors have considered versions of Eidelheit’s result for suitable
subalgebras; consult [4,18] and the references therein. Our research was motivated
by another recent variant of Eidelheit’s theorem concerning partially deﬁned maps
due to Molna´r [16]. His main result, motivated by some problems in quantum
mechanics, characterizes bijective transformations on I1ðXÞ preserving zero
products in both directions.
Theorem 1.1 (Molna´r [16]). Let X be an infinite-dimensional real or complex Banach
space. Let f : I1ðXÞ-I1ðXÞ be a bijective transformation satisfying
PQ ¼ 03fðPÞfðQÞ ¼ 0
for all P; QAI1ðXÞ: Then
fðPÞ ¼ APA1; PAI1ðXÞ;
where A :X-X is a bounded invertible linear operator in the real case, while in the
complex case A is a bounded invertible linear or conjugate-linear operator.
The proof given by Molna´r [16] is rather long and involves the application of
Ovchinnikov’s [17] characterization of automorphisms of the poset of idempotent
operators. Our ﬁrst goal is to give a short and simple proof of this statement
exploiting the connection with projective geometry.
One may ask how essential is the assumption of bijectivity (or surjectivity) in the
above result. The ﬁrst guess would be that every injective map f : I1ðXÞ-I1ðXÞ
preserving zero products in both directions (no surjectivity is assumed) has to
be of the form fðPÞ ¼ APB; PAI1ðX Þ; where A; B : X-X are bounded linear
(or conjugate-linear in the complex case) operators satisfying BA ¼ I : We will give
an example showing that this is not the case.
The theorem above covers only the inﬁnite-dimensional case. If X is ﬁnite
dimensional, then BðXÞ can be identiﬁed with the algebra of all n  n matrices where
n ¼ dim X : Here, there is no need to restrict to the real or the complex case. So, we
will denote by MnðFÞ the algebra of all n  n matrices over a ﬁeld F and by
I1n ðFÞCMnðFÞ the subset of all rank one idempotents. We will show that in the ﬁnite-
dimensional setting the bijectivity assumption is not needed. The proof is almost the
same as in the inﬁnite-dimensional case. The main difference is that here a
nonbijective version of the fundamental theorem of projective geometry is used.
Nonbijective maps in projective geometry were treated by Klingenberg [11], Rado´
[19], Machala [12], So¨rensen [21], Faure and Fro¨licher [8], Havlicek [10], and Faure
[6,7]. An elegant self-contained proof that the fundamental theorem of projective
geometry can be generalized to nonsurjective maps can be found in [6].
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Theorem 1.2. Let F be any field and n an integerX3: Assume that f : I1n ðFÞ-I1n ðFÞ is
a transformation such that fðPÞfðQÞ ¼ 0 whenever PQ ¼ 0; P; QAI1n ðFÞ: Then there
exists a nonsingular matrix AAMnðFÞ and a nonzero endomorphism h : F-F such that
fð½pij Þ ¼ A½hðpijÞA1; ½pijAI1n ðFÞ:
Recall that a standard operator algebra on a Banach space X is a not necessarily
closed subalgebra of BðX Þ containing all ﬁnite rank operators from BðXÞ: In [20],
the result of Eidelheit was generalized by showing that every bijective multiplicative
map f on a standard operator algebra on X is of the form T/ATA1 for some
invertible bounded linear or conjugate-linear operator A : X-X : In the proof of this
statement ﬁrst an algebraic result of Martindale [14] was used to show that f is
additive and then some automatic continuity techniques were used to show that it is
actually linear or conjugate-linear. Instead of studying multiplicative maps on
algebras, it would be more natural to consider such maps on multiplicative
semigroups. The methods from [20] did not allow this since proving additivity of a
multiplicative map was the ﬁrst step of the proof. But now, having Theorem 1.1 we
can generalize the above-mentioned result to this more natural setting. We call a
nonempty subsetSCBðXÞ a standard operator semigroup on X if it is closed under
multiplication and contains I1ðXÞ:
Corollary 1.3. Let X be an infinite-dimensional real or complex Banach space and S a
standard operator semigroup on X : Assume that f :S-S is a bijective map satisfying
fðTSÞ ¼ fðTÞfðSÞ for every T ; SAS: Then fðTÞ ¼ ATA1; TAS; where A : X-X
is a bounded invertible linear operator in the real case, while in the complex case A is a
bounded invertible linear or conjugate-linear operator.
Not only that this result improves the main theorem from [20] by allowing more
general domains, but also the proof given here is much shorter.
Theorem 1.1 was used by Molna´r as a main tool for generalizing Uhlhorn’s
version of Wigner’s theorem. So, our short proof provides also a new simpler proof
of the improved version of Uhlhorn’s result. In the ﬁnite-dimensional case, we will
further improve it using our Theorem 1.2. Here we will present only a brief
explanation of this result and its physical background. For more detailed
informations we refer to [16] and the references given there.
Wigner’s theorem states that every quantum mechanical invariance transforma-
tion can be represented by a unitary or an antiunitary operator on a complex Hilbert
space. The reformulation in mathematical language states that every bijective
transformation T on the set of all one-dimensional linear subspaces of a complex
Hilbert space H preserving the angle between every pair of such subspaces
(transition probability in the language of quantum mechanics) is induced by a
unitary or an antiunitary operator. Uhlhorn [22] improved this result by requiring
only that T preserves orthogonality between one-dimensional subspaces of H:
Recently, indeﬁnite inner product spaces became more and more important in the
mathematical descriptions of physical problems. Wigner’s theorem in the indeﬁnite
ARTICLE IN PRESS
P. $Semrl / Journal of Functional Analysis 210 (2004) 248–257250
setting was studied in [2,3,15]. As a rather easy consequence of Theorem 1.1,
Uhlhorn’s theorem was extended to the spaces with indeﬁnite inner product
generated by any invertible bounded (not necessarily self-adjoint) operator [16,
Corollary 2]. Our contribution in this direction is a consequence of Theorem 1.2.
First, we have to introduce some more notation. Let F denote either R or C and Fn
the n-dimensional real or complex space equipped with the usual inner product
/	; 	S: The elements of Fn will be identiﬁed with n  1 matrices. We will consider
indeﬁnite inner product induced by an invertible matrix DAMnðFÞ deﬁned by
ðx; yÞD ¼ /Dx; yS; x; yAFn: For a nonzero xAFn we denote by ½x the one-
dimensional subspace generated by x: The set of all one-dimensional subspaces of Fn
will be denoted by PFn: For nonzero x; yAFn we write ½x>D½y if ðx; yÞD ¼ 0: The
ray transformation T :PFn-PFn is called a symmetry transformation with respect
to the indeﬁnite inner product generated by D if
T ½x>DT ½y3½x>D½y
for all nonzero x; yAFn:
Corollary 1.4. Let n be an integer X3; DAMnðFÞ an invertible matrix, and
T :PFn-PFn a symmetry transformation with respect to the indefinite inner product
generated by D: Then there exist a linear invertible operator U : Fn-Fn and a nonzero
lAF such that one of the following holds: T ½x ¼ ½Ux for every nonzero xAFn and
/DUx; UyS ¼ l/Dx; yS; x; yAFn
or F ¼ C; T ½x ¼ ½U %x for every nonzero xAFn and
/DU %x; U %yS ¼ l/y; DxS; x; yAFn:
Here, for x ¼ ½x1;y; xnt; the symbol %x stands for %x ¼ ½x1;y; xnt:
This theorem was proved in [16] under the additional assumption of bijectivity of
T : Having in mind Theorem 1.2, it seems natural to ask whether we can further
improve this result by replacing the symmetry property of T by a weaker assumption
that ½x>D½y implies T ½x>DT ½y for all nonzero x; yAFn: We will give an example
to show that preserving orthogonality with respect to D in one direction only is not
enough to assure the above nice description of T :
2. Proofs
In order to give a short proof of the main result from [16], we need some more
notation. Denote by X 0 the dual of X : For a nonzero xAX and a nonzero fAX 0; we
denote by x#f the rank one operator deﬁned by ðx#f Þz ¼ f ðzÞx; zAX : Note that
every bounded linear rank one operator on X can be written in this form and that
x#f is an idempotent if and only if f ðxÞ ¼ 1: For a nonzero xAX we deﬁne
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LxCI1ðXÞ to be the set of all rank one idempotents of the form x#f ; where f is any
bounded linear functional on X satisfying f ðxÞ ¼ 1:
Proof of Theorems 1.1 and 1.2. Let us start with the inﬁnite-dimensional case. For
rank one idempotents R ¼ x#f and Q ¼ y#g; the vectors x and y are linearly
dependent if and only if for every PAI1ðXÞ we have
PR ¼ 03PQ ¼ 0:
Thus, for every nonzero xAX there exists a nonzero zAX such that fðLxÞ ¼ Lz: Set
PX ¼ f½x : xAX \f0gg; where ½x denotes the one-dimensional linear span of x:
Hence, f induces a bijective map j on PX such that ½z ¼ jð½xÞ if and only if
fðLxÞ ¼ Lz: If ½xC½u þ ½v for some nonzero x; u; vAX ; then for every PAI1ðXÞ
satisfying P 	 Lu ¼ P 	 Lv ¼ f0g we have P 	 Lx ¼ f0g: So, if jð½xÞ ¼ ½x0; jð½uÞ ¼
½u0; and jð½vÞ ¼ ½v0; then for every QAI1ðX Þ satisfying Q 	 Lu0 ¼ Q 	 Lv0 ¼ f0g we
have Q 	 Lx0 ¼ f0g: It follows that jð½xÞCjð½uÞ þ jð½vÞ: Conversely, if
jð½xÞCjð½uÞ þ jð½vÞ then, by applying the same arguments to the inverse of f;
we must have ½xC½u þ ½v: By the fundamental theorem of projective geometry, the
map j is induced by a semilinear bijective map A : X-X : Thus, for every rank one
idempotent x#fAI1ðX Þ there exists gAX 0 such that fðx#f Þ ¼ Ax#g: We will
show that A carries every closed hyperplane of X to a closed hyperplane. Then, of
course, the same will be true for A1: Let WCX be a closed hyperplane. Choose
PAI1ðX Þ with PW ¼ f0g: Using the fact that fðLxÞ ¼ LAx and the assumption that
f preserves zero products we easily see that AW is the null space of fðPÞ; and must
therefore be a closed hyperplane. Hence, A is a bijective semilinear map that carries
closed hyperplanes to closed hyperplanes and the same is true for A1: It is well
known that such maps have to be linear or conjugate-linear and continuous (for a
one-page proof of this statement we refer to [9, pp. 822–823]). Replacing f by
P/A1fðPÞA we may, and we do assume that for every rank one idempotent
x#fAI1ðX Þ there exists gAX 0 such that fðx#f Þ ¼ x#g: Then gðxÞ ¼ 1 and if
f ðuÞ ¼ 0 for some nonzero uAX we can ﬁnd kAX 0 with kðuÞ ¼ 1: From x#f 	
u#k ¼ 0 we get x#g 	 fðu#kÞ ¼ 0 which further yields gðuÞ ¼ 0: Thus, g and f
have the same null space, and consequently f ¼ g: This completes the proof of
Theorem 1.1.
We use essentially the same idea to prove Theorem 1.2. Identifying
nonzero vectors from F n with n  1 matrices, denoting the transpose of a
matrix C by Ct; and deﬁning for every nonzero xAFn the set
Lx ¼ fxut : uAFn and utx ¼ 1gCI1n ðFÞ we ﬁrst prove that for every nonzero
xAFn there is a nonzero uAF n such that fðLxÞCLu: The argument is
slightly different from the one used in the inﬁnite-dimensional case. Namely,
for a given nonzero xAFn we can ﬁnd rank one idempotents P2;y; PnAI1n ðFÞ
with PiPj ¼ 0 whenever iaj and Pix ¼ 0; i ¼ 2;y; n: Hence, fðPiÞfðPjÞ ¼ 0
whenever iaj and fðPiÞQ ¼ 0 for every QAfðLxÞ; i ¼ 2;y; n: It follows
that fðLxÞCLu for some nonzero vector u: Thus, f induces a map j on PFn;
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and a similar argument as above yields that jð½xÞCjð½uÞ þ jð½vÞ whenever
½xC½u þ ½v: Hence, we can apply the nonsurjective version of the fundamental
theorem of projective geometry [6, Theorem 3.1] to conclude that there exists an
endomorphism h of the ﬁeld F and a linear map A : F n-Fn such that fðLxÞCLu;
where u ¼ Axh: Here,
xh ¼
x1
^
xn
2
64
3
75
h
¼
hðx1Þ
^
hðxnÞ
2
64
3
75:
If x1;y; xnAF n are linearly independent, then we can ﬁnd PiALxi ; i ¼ 1;y; n; such
that PiPj ¼ 0 whenever iaj: Thus, fðPiÞfðPjÞ ¼ 0 whenever iaj; and consequently,
Axh1;y; Ax
h
n are linearly independent. It follows that A is invertible and after
replacing f by the map P/A1fðPÞA; we may assume that fðLxÞCLxh : In other
words, for every xytAI1n ðFÞ there exists uAFn such that fðxytÞ ¼ xhut: Applying the
zero product preserving property again we see that for every nonzero wAFn the
relation ytw ¼ 0 yields utwh ¼ 0: It follows that u is a scalar multiple of yh: Now,
utxh ¼ 1; and therefore, u ¼ yh: Hence, fðxytÞ ¼ xhðyhÞt: This completes the
proof. &
Let H be a separable Hilbert space with the orthonormal basis fek : k ¼ 1; 2;yg:
Let A and B be bounded linear operators on H deﬁned by Be1 ¼ 0; Bek ¼ ek1;
k ¼ 2; 3;y; and Aen ¼ enþ1; n ¼ 1; 2;y : Let R; QAI1ðHÞ be self-adjoint rank
one idempotents whose ranges are the linear span of e1 and the linear span of
e1 þ e2; respectively. Deﬁne f : I1ðHÞ-BðHÞ by fðPÞ ¼ APB; PAI1ðHÞ \fRg
and fðRÞ ¼ Q: Because BA ¼ I ; the transformation f maps I1ðHÞ into
itself. Clearly, P1P2 ¼ 03fðP1ÞfðP2Þ ¼ 0 for all P1; P2AI1ðHÞ \fRg: Now,
RP ¼ 0 for some PAI1ðHÞ \fRg if and only if the range of P is orthogonal
to e1 which is equivalent to the fact that the range of fðPÞ is orthogonal to
both e1 and e2 and this is obviously further equivalent to QfðPÞ ¼ fðRÞfðPÞ ¼ 0:
Similarly, we have PR ¼ 0 for some PAI1ðHÞ \fRg if and only if fðPÞfðRÞ ¼ 0:
This example of an injective transformation preserving the zero products in
both directions shows that the surjectivity assumption is indispensable in
Theorem 1.1.
Proof of Corollary 1.3. Obviously, f maps the set of all idempotents from S onto
itself. Moreover, fð0Þ ¼ 0: If PAS is a nonzero idempotent that is not of rank one
then we can ﬁnd a rank one idempotent QAS such that QP ¼ PQ ¼ Q: On the
other hand, if PAS is an idempotent of rank one then the only idempotents Q
satisfying QP ¼ PQ ¼ Q are P and 0. It follows that fðI1ðX ÞÞ ¼ I1ðX Þ: Clearly, the
restriction of f to I1ðXÞ preserves zero products in both directions. So, we can apply
Theorem 1.1. After replacing f by the map T/A1fðTÞA; where A is as in
Theorem 1.1, we may assume that fðPÞ ¼ P for every PAI1ðX Þ:
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Let lAF be any scalar and P ¼ x#f any idempotent of rank one on the Banach
space X : We can ﬁnd uAX linearly independent of x such that f ðuÞ ¼ 1: Then there
exists gAX 0 such that gðxÞ ¼ l and gðuÞ ¼ 1: Set Q ¼ u#g: We have lP ¼ PQPAS
and fðlPÞ ¼ fðPÞfðQÞfðPÞ ¼ PQP ¼ lP:
Finally, if T is any element of S and P any member of I1ðX Þ then PfðTÞP 
PTP ¼ fðPÞfðTÞfðPÞ  PTP ¼ fðPTPÞ  PTP; and applying the fact that PTP ¼
lP for some scalar l we conclude that PfðTÞP  PTP ¼ 0: This further yields that
fðTÞ ¼ T ; TAS; which completes the proof. &
Note that we have proved that every standard operator semigroup SCBðXÞ
contains not only I1ðX Þ but also all scalar multiples of all members of I1ðXÞ: In fact,
S contains all operators from BðXÞ of rank at most one.
Proof of Corollary 1.4. For a column matrix yAFn we denote by y its adjoint, that
is, its transpose in the real case and its conjugate transpose in the complex case.
Hence, for nonzero x; yAFn the rank one matrix xy is an idempotent if and only if
yx ¼ /x; yS ¼ 1: If for nonzero vectors u; vAFn their inner product vu is nonzero
then the matrix 1
vu uv
 is an idempotent of rank one.
Let T :PFn-PFn be a symmetry transformation with respect to the
indeﬁnite inner product generated by D: We deﬁne a map f : I1n ðFÞ-I1n ðFÞ
in the following way. Let P ¼ xy be an idempotent of rank one. Then
ðD1x; yÞD ¼ 1; and consequently, T ½D1x />DT ½y: Choose a nonzero
uAT ½D1x and a nonzero vAT ½y: We have /Du; vSa0; and therefore,
Q ¼ 1
vDu Duv
AI1n ðFÞ: We deﬁne Q ¼ fðPÞ: The idempotent P can be represented
also as P ¼ x1y1; where x1 ¼ lx for some nonzero scalar l: Then y ¼ ly1
when F ¼ R; while in the complex case we have y ¼ %ly1: In both cases we have
½D1x ¼ ½D1x1 and ½y ¼ ½y1: Clearly, Q is independent of the choice of nonzero
uAT ½D1x and vAT ½y: So, f is well deﬁned. In order to see that f preserves zero
products we take two rank one idempotents xy and x1y1 with y
x1 ¼ 0: In other
words, ðD1x1; yÞD ¼ 0: It follows that T ½D1x1>DT ½y which further yields that
vDu1 ¼ 0 for nonzero vectors vAT ½y and u1AT ½D1x1: Consequently,
fðxyÞfðx1y1Þ ¼ 0:
So, by Theorem 1.2, there exist an endomorphism h of F and an invertible matrix
A such that for every nonzero xAFn and every yAFn with yx ¼ 1 the idempotent xy
is mapped into a rank one idempotent whose range is the linear span of Axh: Hence,
½Axh ¼ ½Du for some nonzero uAT ½D1x: Replacing x by Dx we see that
T ½x ¼ ½D1ADhxh
for every nonzero xAFn: Here, Dh is a matrix obtained from D by applying the ﬁeld
endomorphism h entrywise.
In the real case, the only nonzero endomorphism of R is the identity. Therefore, it
is much easier to complete the proof in the real case than in the complex case. We
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will omit the rest of the proof in the real case and we will treat here only the more
complicated case that F ¼ C: Set D1ADh ¼ U : The fact that T is a symmetry yields
that /Dx; yS ¼ 03/DUxh; UyhS ¼ 0 for every pair of nonzero vectors x; yAFn:
Replacing x by D1z we get that
/z; yS ¼ 03/UDUCzh; yhS ¼ 0 ð1Þ
for every pair of nonzero vectors z; yACn; where C is a matrix obtained from D1 by
applying the ﬁeld endomorphism h entrywise. Set M ¼ UDUC: Let e1;y; en be the
standard basis of Cn: Putting z ¼ ei and y ¼ ej in (1) with iaj we see ﬁrst that M is a
diagonal matrix. Choosing z ¼ ei þ ej and y ¼ ei  ej in (1) with iaj we see that the
ith and the jth diagonal entry of M are equal. Therefore, M ¼ lI for some nonzero
complex number l and
/z; yS ¼ 03/zh; yhS ¼ 0
for every pair of nonzero vectors z; yACn: Put z ¼ e1 þ 1m e2 and y ¼ e1  %me2 with
ma0 in the last equivalence to conclude that hðmÞ ¼ hð %mÞ; mAC: Thus, h maps the
real numbers into real numbers, and consequently, the restriction of h to R is the
identity map. Clearly, hðiÞ ¼7i; and thus, h is either the identity, or the complex
conjugation. Once again we will treat only one of the two possibilities, that is, the
case that hðmÞ ¼ %m for mAC: Then we have UDU ¼ l %D: Thus, for every pair x; yAFn
we have
/DU %x; U %yS ¼ l/ %D %x; %yS ¼ l/y; DxS:
This completes the proof. &
Let us now show that we cannot get the same conclusion if we replace
the assumption that T preserves orthogonality in both directions by a
weaker assumption that ½x>D½y implies T ½x>DT ½y for all nonzero x; yAFn:
Let
D ¼ 0 I
I 0
 
AM4ðFÞ;
where I and 0 denote the 2 2 identity matrix and the 2 2 zero matrix,
respectively, and let T :PF4-PF4 be any transformation whose range is
contained in the set of all rays belonging to the linear span of e1 and e2;
the ﬁrst two vectors of the standard basis of F4: Then T preserves orthogonality
with respect to the indeﬁnite inner product induced by D because we
obviously have T ½x>DT ½y for every pair of nonzero vectors x; yAFn:
But it is in general not induced by any linear or conjugate-linear
operator.
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