Abstract. We establish consequences of the moving form of Schmidt's Subspace Theorem. Indeed, we obtain inequalities that bound the logarithmic greatest common divisor of moving multivariable polynomials evaluated at moving S-unit arguments. In doing so, we complement recent work of Levin. As an additional application, we obtain results that pertain to the greatest common divisor problem for nondegenerate algebraic linear recurrence sequences. These observations are motivated by previous related works of Corvaja-Zannier, Levin and others.
Introduction
In the recent work [11] , Levin obtained the following result which bounds the greatest common divisor of multivariable polynomials. This result (Theorem 1.1 below) generalizes earlier results of Bugeaud-CorvajaZannier [1] , Hernándea-Luca [8] and Corvaja-Zannier [3] , [4] . We refer to [11] for a survey of these related results.
Theorem 1.1 ([11, Theorem 1.1]). Let Γ ⊆ G r m (Q) be a finitely generated group and fix nonconstant coprime polynomials f (x 1 , . . . , x r ), g(x 1 , . . . , x r ) ∈ Q[x 1 , . . . , x r ] which do not both vanish at the origin (0, . . . , 0). Then, for each ǫ > 0, there exists a finite union Z of translates of proper algebraic subgroups of G r m so that log gcd(f (u), g(u)) < ǫ max i {h(u i )} for all u = (u 1 , . . . , u r ) ∈ Γ \ Z.
The greatest common divisor on the left-hand side of the above inequality is a generalized notion of the usual quantity for integers, adapted to algebraic numbers [11, Definition 1.4] . As an application of the above theorem, Levin also classified when terms from simple linear recurrence sequences can have a largest common divisor.
The main purpose of this article is to obtain a moving form, in the sense of [15] , of Theorem 1.1. In doing so, we derive consequences for greatest common divisors of pairs of linear recurrence sequences, which are defined over number fields.
To state our main results, we recall the definition of the generalized logarithmic greatest common divisor of two algebraic numbers [11, Definition 1.4] . To begin with, let M k be a set of proper absolute values of a number field k. We discuss our normalization conventions for elements of M k in Section 2.
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As in [11] , we define the generalized logarithmic greatest common divisor of two nonzero algebraic numbers a, b ∈ k × to be log gcd(a, b) := − v∈M k log − max{|a| v , |b| v }.
Here, and in what follows, we write the natural logarithm as log(·) = log − (·) + log + (·) for log − (·) := min{0, log(·)} and log + (·) := max{0, log(·)}.
The following theorem is our first main result and can be seen as an application of the moving form of Schmidt's Subspace Theorem [15] . Theorem 1.2. Let k be a number field and S a finite set of places of k, containing the archimedean places, and let O k,S be its ring of S-integers. Let Λ be an infinite index set and u 1 , . . . , u n : Λ → O × k,S a sequence of maps. Let f α , g α ∈ k[x 1 , . . . , x n ] be a collection polynomials with coefficients indexed by α ∈ Λ and with the property that their degrees, deg f α and deg g α , are positive constants independent of α ∈ Λ. Assume that the polynomials f α and g α are coprime and that at least one of them has a nonzero constant term for each α ∈ Λ. Furthermore, assume that max{h(f α ), h(g α )} = o max 1 i n h(u i (α)) , for all α ∈ Λ. Let ǫ > 0. In this context, either (i) there exists an infinite index subset A ⊆ Λ such that log gcd(f α (u(α)), g α (u(α))) < ǫ max such that (u 1 (α), . . . , u n (α)) is contained in Z translated by c(α), for each α ∈ A.
Here, the quantities h(f α ), h(g α ) denote the heights of f α , g α ∈ k[x 1 , . . . , x n ] whereas h(u i (α)) denotes the height of u i (α) ∈ O × k,S .
As an application of Theorem 1.2, we study the greatest common divisor problem for terms in linear recurrence sequences. For precise statements, by a linear recurrence sequence, we mean a sequence of complex numbers
which are defined by
for nonzero polynomials 0 = f i (x) ∈ C[x] and nonzero complex numbers α i ∈ C × .
The complex numbers α i , for i = 1, . . . , r, are the roots of the recurrence sequence. The sequence (1.1) is non-degenerate if no α i /α j is a root of unity for all i = j. It is algebraic if f i (x) ∈ Q[x] and α i ∈ Q × , for all i = 1, . . . , r, and simple if all of the polynomials f i (x) are constant.
Fix a torsion free multiplicative group Γ ⊆ C × , with rank equal to r, and let R Γ be the ring of linear recurrences with roots belonging to Γ. Recall, that each choice of basis (β 1 , . . . , β r ) for Γ allows for the
Under this isomorphism (1.2), the linear recurrence (1.1), which is determined by a Laurent polynomial f (t, x 1 , . . . , x r ) ∈ R Γ is recovered by identifying the variable x i with the function n → β n i , for i = 1, . . . r, and the variable t with the function n → n.
The Hadamard quotient theorem, conjectured by Pisot and proven by van der Poorten [16] , in its simplest form states "if F (n) and G(n) are linear recurrences such that the ratio F (n)/G(n) is an integer for all n ∈ N, then F (n)/G(n) is itself a linear recurrence." In [2] , Corvaja and Zannier proved the following version (with weaker hypothesis) of the theorem as an application of Schmidt's Subspace Theorem.
In [2] , Corvaja and Zannier proved the following version of the Hadamard quotient theorem as an application of Schmidt's Subspace Theorem.
Theorem 1.3 ([2, Theorem 1])
. Let F (n) and G(n) be two linear recurrences. Let R be a finitely generated subring of C. If G(n) = 0 and F (n)/G(n) ∈ R for infinitely many n ∈ Z 0 , then there exists a polynomial P (t) and positive integers q, ℓ with the property that both of the two sequences
are linear recurrences.
The following special case of [11, Theorem 1.11] motivates much of what we do here. . Let F (n) and G(n) be two simple algebraic linear recurrence sequences, defined over k, and having respective roots α i , β j , for i = 1, . . . , s and j = 1, . . . , t. Suppose that
If the inequality log gcd(F (m), G(n)) > ǫ max{m, n} has infinitely many solutions, then all but finitely many of such solutions must satisfy one of finitely many linear relations
for t ∈ Z and i = 1, . . . , r . Here a i , b i , c i , d i ∈ Z, a i , c i = 0, and the linear recurrences F (a i • +b i ) and G(c i • +d i ) have a nontrivial common factor for i = 1, . . . , r.
In Theorem 1.4, we use the notations F (q • +r) and G(q • +r), respectively, to denote the sequences n → F (qn + r) and n → G(qn + r).
We again refer to [11] for a survey of related work. For the case of nonsimple linear recurrences, Luca, in [13] , proved Theorem 1.5 ([13, Corollary 3.3]). Let a and b be nonzero integers which are multiplicatively independent and let f 1 , f 2 , g 1 , g 2 ∈ Z[x] be nonzero polynomials. Let
and
for n ∈ N. Then for all ǫ > 0, it holds true that log gcd(F (m), G(n)) < ǫ max{m, n}, for all but finitely many pairs of positive integers (m, n).
Our main results in the direction of nonsimple linear recurrence sequences may be formulated in the following way. Theorem 1.6. Let k be a number field and S a finite set of places of k, containing the archimedean places. Let
for n ∈ N, be linear recurrence sequences such that their roots are in O × k,S and generate together a torsion-free multiplicative group Γ. Suppose that
for any v ∈ M k . If F and G are coprime in R Γ , then there exist infinitely many n ∈ N such that log gcd(F (n), G(n)) < ǫn.
If the multiplicative group Γ generated by the roots of F and G has a torsion subgroup, say of order q, then the two recurrences n → F (qn + ℓ) and n → G(qn + ℓ) have roots which generate a torsion-free group, for 0 ℓ q − 1. Therefore, Theorem 1.7 below, is a direct consequence of Theorem 1.6.
be algebraic linear recurrence sequences. Fix a number field k over which these recurrence sequences are defined and let S be a finite set of places of k, containing the archimedean places. Suppose that
If there exist only finitely many n such that log gcd(F (n), G(n)) < ǫn, then there exists a positive integer q such that the linear recurrences F (q •+ℓ) and G(q •+ℓ) have a nontrivial common factor, for ℓ = 0, . . . , q − 1.
Unfortunately, our results above recover neither the whole statement of Theorem 1.4 for simple recurrence sequences, nor Theorem 1.5 for nonsimple recurrence sequences with two roots. However, Theorem 1.6 implies Proposition 1.8 below, which is the fundamental point, in [2] , for the proof of Theorem 1.3.
Proposition 1.8 ([2, Proposition 2.1])
. Let k be a number field and S a finite set of places of k, containing the archimedean places. Let F (n) and G(n) be linear recurrence sequences with roots and coefficients in k.
Suppose that the roots of F and G generate together a torsion-free multiplicative subgroup Γ of k × . Suppose furthermore that F and G are coprime (with respect to Γ) and that G has more than one root. Then there exist at most finitely many n ∈ N such that F (n)/G(n) ∈ O k,S .
As mentioned, this article is inspired by recent work of [11] where the primary tool used in the proofs is Schmidt's Subspace Theorem. Likewise, here, the fundamental aspect to the proof of our results is Schmidt's Subspace Theorem with moving targets, as was developed by Ru and Vojta in [15] . To the best of our knowledge, the results that we obtain here are the first application of this moving form of Schmidt's Subspace Theorem to the study of linear recurrences. We expect that the point of view taken here may also find similar applications, in more general contexts, that include the study of polynomial and exponential equations.
The relevant background material will be given in the next section. In Section 3, we prove Theorem 1.2 by establishing some key lemmas and more technical results. In Section 4, we prove our results which deal with linear recurrence sequences.
Preliminaries
In this section, we fix our notation and recall relevant background material.
Heights and Schmidt's Subspace Theorem.
We refer to [17] for more details about this subsection. Let k be a number field and M k its set of places. Our use of the symbol | · | v , for v ∈ M k , is consistent with the use of the symbol · v in [17] .
For example, given x ∈ k × , we put
is a non-archimedean place, lying over a prime number p.
Here σ denotes, respectively, the real embedding when v is a real place and one of the conjugate pairs of the complex embedding when v is a complex place. Furthermore, k v is the completion of k with respect to v ∈ M k , whereas Q p is the completion of Q with respect to p.
Recall that, in general, | · | v , for v ∈ M k , is a norm and not an absolute value. Moreover, for all x 0 , . . . , x n , a 0 , . . . , a n ∈ k and all n ∈ N it satisfies
where
Then, with these notations, these norms satisfy the product formula with multiplicity equal to one
for all x ∈ k × . Further, the height of x ∈ k is written as
whereas the height of
is given by
To reduce notation, in what follows, we put:
Similar considerations apply to polynomials
Again, to reduce notation elsewhere, we set
Finally, our conventions about Weil functions, for H ⊆ P n (k) a hyperplane defined by a linear form
We state the following version of Schmidt's Subspace Theorem. (See [17, Theorem 8.10] .) Theorem 2.1 (Schmidt's Subspace Theorem). Let k be a number field, let S be a finite set of places of k and let H 1 , . . . , H q be a collection of distinct hyperplanes in P n (k). Then for all ǫ > 0, the inequality
holds true for all x ∈ P n (k) outside of a finite union of proper linear subspaces. Here, the maximum is taken over all subsets J ⊆ {1, . . . , q} such that the H j , for j ∈ J, are in general position. 
we obtain an integral domain and field of moving functions
Other key examples of fields of moving functions are those which are associated with a set of moving hyperplanes, for example [15, Definition 1.2]. We now recall this point of view. A moving hyperplane, indexed by Λ, is a map
which is defined by
Given a collection, H, of moving hyperplanes
for each α ∈ Λ and all i = 1, . . . , q, choose a i0 (α), . . . , a in (α) ∈ k, not all zero, and such that H i (α) is the hyperplane determined by the equation In what follows, we require a concept of coherence for infinite subsets A ⊆ Λ with respect to a collection of moving hyperplanes H.
Definition 2.4 ([15, Definition 1.1]
). An infinite subset A ⊆ Λ is said to be coherent with respect to H, or with respect to the collection of maps (2.3), if, for each block homogeneous polynomial
either P (a(α)) = 0, for all α ∈ A; or P (a(α)) = 0, for at most finitely many α ∈ A. Here, we have put
In our present setting, we obtain a field of moving functions in the following way.
Example 2.5 ([15, Definition 1.2])
. Let A ⊆ Λ be an infinite subset which is coherent with respect to H, or, equivalently, with respect to the collection of maps (2.3). We embed k into R 0 A as constant functions. For each i ∈ {1, . . . , q} and each α ∈ A, there exists ν ∈ {0, . . . , n} such that a i,ν (α) = 0. Therefore, we can find ν ∈ {0, . . . , n} such that a i,ν (α) = 0 for infinitely many α ∈ A. We will assume that a i,ν (α) = 0, for all α ∈ A, by replacing A by an infinite subset, which is still coherent with respect to H. Then a i,µ /a i,ν defines an element of R 0 A . Moreover, by coherence, the subring of R 0 A generated by all such elements a i,µ /a i,ν is an integral domain, which we denote by R A . In this context, the field of fractions of R A , denoted by K H,A , is a field of moving functions.
Before proceeding further, we make a handful of remarks about this construction of fields of moving functions. Example 2.7. Let Λ be an infinite index set, let D be a set of moving hypersurfaces, of degree d indexed by Λ, and let F 1 , . . . , F q be defining homogeneous degree d polynomials, which correspond to these moving hypersurfaces. Via a Veronese embedding, we view each of these moving forms F 1 (α), . . . , F q (α), for α ∈ Λ, as hyperplanes in P ( We also require a concept of moving points that are nondegenerate with respect to a collection of moving hyperplanes.
be a collection of maps, for i = 0, . . . , n, with the property that for all α ∈ Λ, at least one x i (α) = 0. Such maps define moving points
for each α ∈ Λ. In this context, we say that the moving points (2.5) are nondegenerate with respect to a finite collection H of moving hyperplanes if for each infinite coherent subset A ⊆ Λ, the restrictions of all x i to A are linearly independent over K H,A . We say that x is degenerate, with respect to H, in case that it is not nondegenerate.
Finally, we require a concept of slow growth for our purposes here.
Definition 2.9 ([15, Definition 1.3]). We say that a collection of moving hyperplanes, defined by maps of the form (2.2) have slow growth with respect to a moving point (2.5), if
for all j = 1, . . . , q. More generally, we say that a moving field of functions K A , as defined in Definition 2.2, has slow growth with respect to a moving point (2.5) if
Recall that the following form of Schmidt's Subspace Theorem, with moving targets, was obtained by Ru-Vojta in [15] . It was then extended further by Chen-Ru-Yan in [5] . We use this result in our proof of Theorem 1.2. . Let k be a number field, S a finite set of places of k, Λ an infinite index set, let H = {H 1 (α), . . . , H q (α)}, for α ∈ Λ, be a collection of moving hyperplanes in P n and let x : Λ → P n (k) be a collection of moving points such that (i) x : Λ → P n (k) are nondegenerate with respect to H; and
Then, for each ǫ > 0, there exists an infinite index subset A ⊆ Λ such that the inequality
holds true for all α ∈ A. Here, the maximum is taken over all subsets J ⊆ {1, . . . , q} such that the H j (α), for j ∈ J, are k-linearly independent.
Proof of Theorem 1.2
It is convenient to use the term slow growth in the following situation. Fix a collection of moving polynomials
with coefficients indexed by α ∈ Λ, together with a sequence of maps
for i = 1, . . . , n. We say that the f α has slow growth with respect to the moving points
for each α ∈ Λ.
3.1. Proof of Theorem 1.2 by two key theorems. Theorem 1.2 is a consequence of Theorems 3.1 and 3.2 below.
Theorem 3.1. Let k be a number field and S a finite set of places of k, containing the archimedean places, and let O k,S be its ring of S-integers. Let
be a sequence of maps. Let f α (x) and g α (x) be coprime moving polynomials in k[x 1 , . . . , x n ] indexed by a fixed infinite index set Λ and having the properties that their degrees, deg f α and deg g α , are positive constants independent of α ∈ Λ. Furthermore, assume that these moving polynomials f α and g α have slow growth with respect to the u(α), in the sense of (3.1), for all α ∈ Λ. If ǫ > 0, then either
for all α ∈ A; or (ii) there exists an infinite index subset A ⊆ Λ, a proper algebraic subgroup Z of G n m and a map c :
which has the two properties that
for each α ∈ A. Theorem 1.2 is proved using Theorem 3.1 together with Theorem 3.2, which is a result of independent interest. Theorem 3.2. Let k be a number field, S a finite set of places of k, containing the archimedean places, and O k,S the ring of S-integers. Let
be a sequence of maps. Let f α (x) be polynomials in k[x 1 , . . . , x n ] with coefficients indexed by Λ such that deg f α is a positive constant, independent of α ∈ Λ, and such that f α does not vanish at the origin for every α ∈ Λ. Assume that the f α have slow growth, with respect to the u(α), for all α ∈ Λ. Then for all ǫ > 0, either (i) there exists an infinite index subset A ⊆ Λ such that
for all α ∈ A; or (ii) there exists an infinite index subset A ⊆ Λ, a proper algebraic subgroup Z of G n m and a map c : A → k × which has the two properties that (a) h(c(α)) = o (max 1 i n h(u i (α))); and
We now prove Theorem 1.2 assuming Theorem 3.1 and 3.2.
Proof of Theorem 1.2 . Suppose that the conclusion of (ii), in Theorem 1.2, does not hold. Then, by Theorem 3.1, there exists an infinite index subset A ⊆ Λ such that
for all α ∈ A. Since, for each α ∈ A, the polynomials f α (x) and g α (x) do not both vanish at (0, . . . , 0), without loss of generality, we may assume that there exists an infinite subset A ′ of A such that f α (x) does not vanish at (0, . . . , 0), for each α ∈ A ′ .
Applying Theorem 3.2 to f α (x), with α ∈ A ′ and ǫ > 0, it follows that there exists an infinite index subset A ′′ ⊆ A ′ , which has the property that
for all α ∈ A ′′ . When then arrive at the conclusion (i), in Theorem We will apply this lemma, which we state as Lemma 3.3, in several places. For our purposes, it replaces the Skolem-Mahler-Lech Theorem in the proof of Theorem 1.4 ([11, Theorem 1.11]). To further illustrate the use of this lemma, we will give a short proof of a version of the Skolem-Mahler-Lech Theorem in the next section. Note that Lemma 3.3 is a consequence of the classical non-moving version of Schmidt's Subspace Theorem (Theorem 2.1).
Lemma 3.3. Let k be a number field, S a finite set of places of k, containing the archimedean places, and let O k,S be the ring of S-integers. Let
be a sequence of maps and put
Let K A be a moving field of functions (as in Definition 2.2) which has slow growth with respect to the maps u. Suppose that the maps u 0 , . . . , u n are linearly dependent over K A . Then, there exist i and j, where 0 j = i n, such that
for infinitely many α ∈ Λ.
Proof. By assumption, the maps u 0 , . . . , u n are linearly dependent over our moving field of functions K A .
Thus, there exists c 0 , . . . , c n ∈ K A , not all zero, such that
Without loss of generality, by reindexing the maps u i if necessary, we may assume that u 0 , . . . , u m−1 , for 1 m n, determine a basis of the K A -vector space spanned by u 0 , . . . , u n .
We will show that for each m i n, there exists j, with 0 j m − 1, such that
Fix i, with m i n. By rearranging the indices, if needed, we arrive at the relation
In (3.5), 0 j m − 1 and a 0 , . . . , a j ∈ K × A . More precisely, we conclude existence of an infinite index set A ′ ⊆ Λ that has the property that for each i, with m i n,
for each α ∈ A ′ , and also, for each ℓ, with 0 ℓ j, it follows that a ℓ (α) = 0, for each α ∈ A ′ . If j = 0, then we identify u i /u 0 with an element of K A . The assertion is then clear since K A is a moving field of functions which has slow growth with respect to the maps u. Thus, henceforth, we may assume that j 1. Now consider the collection of moving points
which are indexed by α ∈ A ′ . We then apply Theorem 2.1, the classical (non-moving) version of Schmidt's Subspace Theorem, with respect to the coordinate hyperplanes H i , for i = 0, . . . , j, and the hyperplane
Put ǫ = 1/2. Our conclusion, then, is that there exists a Zariski closed subset Z P j (k), which is a union of finitely many hyperplanes in
As elements in k are identified as constant functions in K A , the K A -linearly independent assumption on the u 0 , . . . , u j implies that there exists an infinite subset A ′′ of A ′ such that y(α) ∈ Z for α ∈ A ′′ . Therefore On the other hand, the definition of the local Weil functions and the product formula imply that
Moreover, since each of the u i (α) are S-units,
By combining (3.8), (3.9) and (3.10), we obtain
for all α ∈ A ′′ . Indeed, this follows because each of the a i are in K A and because K A has slow growth with respect to u. Finally, from (3.6), we have
h(y(α)) + o(h(u(α))). (3.12)
Then our assertion is valid, by (3.11) and (3.12), for all α ∈ A ′′ .
Before proving Lemma 3.3, we mention one other lemma which we require.
Lemma 3.4. Let k be a number field, S a finite set of places of k, containing the archimedean places, and O k,S the ring of S-integers. Let
Let H α ⊂ P n be some hyperplane defined by a linear form
and with coefficients indexed by α ∈ Λ. Assume that
for all α ∈ Λ. Let ǫ > 0. In this context, there exists an infinite index subset A ⊆ Λ such that either
holds for all α ∈ A; or (ii) there exists i and j with 0 i = j n, such that
for all α ∈ A.
Proof. By rearranging the index set in some order, if necessary, we may write
where, for each 0 j ℓ, a j (α) = 0, for infinitely many α ∈ Λ. Replacing Λ with an infinite subset if necessary, we may assume that a j (α) = 0, for all α ∈ Λ and all 0 j ℓ. By evaluation at α ∈ Λ, u determines a collection of moving points in P ℓ . Let H i ⊂ P ℓ , for 0 i ℓ, be the coordinate hyperplanes and H ℓ+1 the moving hyperplane H α defined by ℓ i=0 a j (α)X j . Since for each 0 j ℓ, a j (α) = 0, for all α ∈ Λ, the set of ℓ + 2 hyperplanes H 0 (α), . . . , H ℓ+1 (α) are in general position for all α ∈ Λ.
If u is degenerate with respect to the moving hyperplanes H i , for 0 i ℓ + 1, then we use Lemma 3.3 to deduce the conclusion given by part (ii) of Lemma 3.4.
Suppose now, that u is nondegenerate with respect to the moving hyperplanes H i , for 0 i ℓ + 1. By Theorem 2.10, the moving form of Schmidt's Subspace Theorem, there exists an infinite index set A ⊂ Λ such that ℓ+1 i=0 v∈S λ Hi(α),v (u(α)) < (ℓ + 1 + ǫ)h(u(α)) (3.13) for all α ∈ A. By assumption,
for all 1 i n. We then have the relation
for each fixed i = 0, . . . , ℓ. We can now derive from (3.13) the inequality v∈S λ Hα,v (u(α)) < ǫh(u(α)) ǫh(u(α)), (3.14) for all α ∈ A. This concludes the proof.
In most cases, Lemmas 3.3 and 3.4 will be applied to linear relations amongst monomials in the maps u i .
We make a convenient statement of the implication of Lemma 3.3 and case (ii) in Lemma 3.4. We also note that 
Proof. We simply take Z defined by 
Proof of the key theorems.
To begin with, we establish Theorem 3.1.
Proof of Theorem 3.1. Let u = (1, u 1 , . . . , u n ) and let F and G be the respective homogenizations of f and g. Then
for all α ∈ Λ. By replacing F by F deg G and G by G deg F , we may assume that
We also use the Veronese embedding to view F α and G α as hyperplanes in P (
Now, let A ⊆ Λ be an infinite set which is coherent with respect to F and G. In other words, A is coherent with respect to the moving hyperplanes that are obtained from F and G via this Veronese embedding. In particular, we may define a moving field with respect to F and G (as in Example 2.5). Denote this field of moving functions by K A .
Henceforth, we will identify F and G restricting to A as polynomials in K A [x 0 , . . . , x n ]. Furthermore, these forms are coprime in K A [x 0 , . . . , x n ]. If not, then there exists a nonconstant homogeneous form
which is a common factor of both F and G. By the coherence property of A, the nonzero coefficients of Q have finitely many zeros in A. In particular, the polynomials
are nonconstant for all but finitely many α ∈ A. Further, each such Q(α) is a common factor of F (α) and G(α); we have obtained a contraction. Now, we fix m ≫ 0. Let
Since F and G are coprime in K A [x 0 , . . . , x n ], a basic result in the theory of Hilbert functions gives
see for example [7, Proposition 12.11] .
Similarly, as F (α) and G(α) are coprime in k[x 0 , . . . , x n ], it follows that
for each α ∈ A. Consequently, we have
Next, given a monomial x i , we use the same notation to denote its residue class modulo (F, G) m . We also denote by u i (α) the evaluation of such monomials x i at the moving point u(α).
For each v ∈ S and each α ∈ A, there exists a monomial basis B v,α for V m which is then also a basis for V m (α) that has the following two inductive properties (i) the monomial
is chosen so that |u i1 (α)| v is minimal subject to the condition that
(ii) given monomials x i1 , . . . , x ij that are linearly independent modulo (F α , G α ) m , choose a monomial
with the property that |u ij+1 (α)| v is minimal subject to the condition that the monomials
be the set of exponent vectors for this monomial basis for V m . For each i, with |i| = m, there exists c i,j ∈ K A with the property that
In this way, we obtain, for each such i, with |i| = m, linear forms
By evaluating the coefficients of the linear forms (3.15) at α ∈ A, we obtain linearly independent linear forms
for each α ∈ A. (We replace A by an infinite subset of A by the coherence property if necessary.)
In particular, for each α ∈ A, the set
is a set of k-linearly independent forms in N variables. We note that there are only a finite number of choices for I v,α as v ∈ S and α ∈ A vary.
Let H be the collection of (finitely many) hyperplanes defined by
with v running through S and α running through A. Since all of the coefficients of the linear forms defining H in (3.17) are in K A , the field of moving functions K H,A , with respect to H, as in Example 2.5, is a subfield
We first consider the case where the moving points
are degenerate with respect to the moving hyperplanes of H. In particular, the corresponding coordinate functions are linearly dependent over K A .
To begin with, Lemma 3.3 implies that there exist distinct index sets
with
for α in an infinite subset A ′ of A. Indeed, this follows because
We then obtain part (ii) of Theorem 3.1 because of Proposition 3.5.
Next, we consider when the moving points
are nondegenerate with respect to the moving hyperplanes of H. Without loss of generality, we may assume that our given basis φ 1 , . . . , φ N extends the linearly independent forms
It then follows that
Let ǫ > 0. We may apply Theorem 2.10 to H, the (finite) set of moving hyperplanes to get (3.19)
for all α ∈ A ′′ ⊆ A, and A ′′ some infinite subset of A.
Our main goal now, is to establish the following estimates (3.20)
In particular, the estimates (3.20) and (3.21), yield the inequality
Then by (3.19) and (3.22), we have
By assumption, F α (x) and G α (x) are coprime. The theory of Hilbert functions then implies that
for m ≫ 0. Thus, if ǫ > 0, then there exists m ≫ 0, depending on ǫ, so that (3.24) takes the form
It is now left to show (3.20) and (3.21). To this end, consider a place v ∈ S. By construction of the monomials x i1 , . . . , x i N ′ and (2.1) it follows that for all i with |i| = m and all i ∈ I v,α that
Recall that u i (α) is an S-unit. The product formula then implies that
which using (3.26), simplifies to give
Combining (3.25) and (3.27), we then obtain
This establishes (3.20).
Finally, we are going to show (3.21). First, we note (3.28)
Now we observe that since
we can write
for some
By the identity log(c) = log − (c) + log + (c),
for each positive number c, and because of the fact that
, v / ∈ S and each a i is an S-unit. The above inequality becomes
Combining (3.28) and (3.29), we then obtain
This completes the proof of (3.21) and hence of Theorem 3.1.
Next, we establish Theorem 3.2.
Proof of Theorem 3.2. By assumption, f α (x), for α ∈ Λ, has nonzero constant term. Let d be the degree of f α (x). Then d is independent of α ∈ Λ, by assumption. Note now that, by rearranging the index set in some order, if necessary, we may write
where, for each 0 j ℓ, a i(j) (α) = 0 for infinitely many α ∈ Λ.
Replacing Λ with an infinite subset if necessary, we may assume that a i(j) (α) = 0 for all α ∈ Λ and each 0 j ℓ. For later use, set
By evaluation at α ∈ Λ, u determines a collection of moving points in P ℓ .
Let H α ⊆ P ℓ , for α ∈ Λ, be the hyperplane defined by
Then, by Lemma 3.4, there exists an infinite index subset A ⊆ Λ which has the property that either v∈S λ Hα,S (u(α)) < ǫh(u(α)) dǫ max
for all α ∈ A, where d = deg f α ; or there exists 0 r = j n such that
The second assertion implies (ii) by Proposition 3.5. The first case implies our assertion (i) since
and because of the fact that
On the other hand, if
then by (3.31) we have that
Finally, since
This completes the proof.
The GCD problem for pairs of linear recurrence sequences
We first prove the following lemma, which is the moving target analogue of [11, Lemma 5.2] .
be a nondegenerate algebraic linear recurrence sequence defined over a number field k. Let Λ be an infinite subset of N. Let v ∈ M k be such that |β i | v 1 for some i. Let ǫ > 0. Then there exists infinitely many n ∈ Λ such that
Proof. Let H n ⊆ P r−1 be the moving hyperplane defined by
Furthermore, consider the moving points
By assumption, G(n) is a nondegenerate linear recurrence sequence. Thus, β i /β 1 is not a root of unity for i 2. It also follows that h(β 1 , . . . , β r ) > 1; whence
Let ǫ > 0. By Lemma 3.4, either there exists an infinite index subset A ⊆ Λ such that
for all α ∈ A, or there exists 0 i = j r such that
In fact, the second possibility (4.2) cannot occur since β i /β j is not a root of unity.
Thus, because of (4.1), it remains to establish the inequality
To this end, since
the inequality (4.3) holds trivially if log |G(n)| v 0.
On the other hand, since
by assumption, when
we have
Finally, observe that for all n such that q i (n) = 0
there are at most finitely many n such that q i (n) = 0. The desired inequality (4.3) is now a consequence of (4.4).
In our proof of Theorem 4.3, we make use of Proposition 4.2 below.
. . , x r ] be coprime polynomials and assume that f 1 has positive degree in at least one of the variables x i and that f 2 has positive degree in at least one of the variables x j . Then, the polynomials f 1 (n), f 2 (n) ∈ k[x 1 , . . . , x r ] are coprime for all but perhaps finitely many n ∈ N.
Proof. Let
be the respective homogenization of f 1 and f 2 with respect to the variable x 0 . By assumption, f 1 and f 2 are coprime and so the same is true for their homogenizations with respect to x 0 . In particular, F 1 and F 2 are coprime in k[t][x 0 , . . . , x r ] and so their common zero set has codimension 2 in P r (k(t)).
Therefore, we may find linear forms
which have the property that
have no common zero in P r (k(t)).
By the theory of resultants, for example [9, Chapter IX], the resultant
is not zero, and, hence, it has only finitely many zeros in k. By evaluating this polynomial at n ∈ N, it follows that
for all but finitely many n ∈ N.
have a nonconstant common factor, then
have a nonconstant homogeneous common factor
Now, given such a nonconstant common factor H(n), note that, for dimension reasons,
must have a common zero in P r (k). Since H(n) is a nonconstant common factor of F 1 (n) and F 2 (n), such a common zero is also a common zero of
. . , and L r−1 in P r (k). Consequently,
for all such n ∈ N.
In conclusion, it follows that the polynomials
are coprime for all but finitely many n ∈ N.
The following theorem is analogous to [11, Theorem 5.3] . Here, we use it to establish Theorem 1.6 and Proposition 1.8.
Theorem 4.3. Let k be a number field and S be a finite set of places of k, containing the archimedean places. Let
be linear recurrence sequences such that their roots are in O × k,S and generate together a torsion-free multiplicative group Γ. Let Λ be an infinite subset of N. If F and G are coprime in R Γ , then there exist infinitely many n ∈ Λ such that
Proof. Let Γ be the torsion free group of rank r generated by the combined roots of the recurrence sequences F (n) and G(n). Let u 1 , . . . , u r be generators for Γ and let
be the Laurent polynomials corresponding to F and G.
We may write 
Let F 0 (n) and G 0 (n) be the linear recurrences that are determined by f 0 and g 0 . Observe that we may write
with u i ∈ Γ and similarly for the β j . Under this convention, we see that
Therefore, without loss of generality, we may assume that
by replacing F and G by F 0 and G 0 .
Recall that the recurrence sequences F and G are coprime in R Γ . It follows that f and g are coprime polynomials in k[t, x 1 , . . . , x r ]. Then, by Proposition 4.2, the polynomials
are coprime for all but finitely many n ∈ Λ. We also note that by the fundamental theorem of algebra, every infinite subset of N is coherent with respect to f and g. Consequently, for each p ∈ k[t].
In particular, Theorem 3.1 applied to the moving forms f (n, x 1 , . . . , x r ) and g(n, x 1 , . . . , x r ) ∈ k[x 1 , . . . , x r ], for n ∈ Λ, implies that for ǫ > 0,
for infinitely many n ∈ Λ.
Since F (n) = f (n, u n 1 , . . . , u n r ) and
, we obtain the desired inequality.
We obtain Theorem 1.6 by combining Lemma 4.1 and Theorem 4.3.
Proof of Theorem 1.6. Let S be a finite set of places of k, containing the archimedean places such that α i 's and β j 's, the roots of F and G are in O × k,S . Then by Theorem 4.3, there exist an infinite subset A of N such that
for n ∈ A. We now treat the case when v ∈ S. We note that our assumption implies that max{|α i |} ≥ 1 or max{|β j |} ≥ 1. Moreover, as S is a finite set, we can repeat Lemma 4.1 for each v ∈ S to obtain an infinite subset B of N such that v∈S − log − max{|F (n)| v , |G(n)| v } < ǫn (4.10) for n ∈ B. Consequently, we have
for n ∈ A ∩ B.
Next, we observe that Theorem 1.7 is implied by Theorem 1.6.
Proof of Theorem 1.7. Suppose that the group generated by the roots of F and G has a torsion subgroup, say of order q. We see that the recurrences have roots generating a torsion-free group Γ ℓ , for 0 ℓ q − 1.
It follows that both linear recurrence sequences are nondegenerate. If F ℓ (n) and G ℓ (n) are coprime in the ring of recurrences R Γ ℓ , then, by Theorem 1.6, we find infinitely many n ∈ N such that log gcd(F (n), G(n)) < ǫn. for n ∈ N. Without loss of generality we may enlarge S and assume that it is a finite set of places of k, containing the archimedean places such that all the roots and nonzero coefficients of F and G are in O × k,S . Moreover, we can also assume that α 1 = β 1 = 1 by dividing F (n) by α n 1 and G(n) by β n 1 without changing the following set Λ := n ∈ N :
Suppose that the above set Λ is infinite and let ǫ > 0. Then Theorem 4.3 implies that there exists an infinite subset Λ 0 of Λ such that λ Hn,v (β(n)) := log β(n) v · H n v |q 1 (n)β n 1 + . . . + q t (n)β n t | v = log H n v − log |G(n)| v < ǫn for n ∈ Λ 0 by (4.12).
Since G(n) is a nondegenerate linear recurrence sequence, β i /β j is not a root of unity for i = j. Therefore, the growth of h(β It also follows that h(β 1 , . . . , β t ) > 0; (4.14) whence:
h(H n ) = o(h(β(n))). Combining (4.13) and (4.16) for v ∈ S, we find infinitely many n such that h(H n ) + nh(β 1 , . . . , β t ) = v∈M k λ Hn,v (β(n)) < 2ǫn. (4.17) This contradicts (4.14) and (4.15).
Finally, we would like to mention that here we have used Lemma 3.3 in place of the classical SkolemMahler-Lech theorem which is used in [11] . We recall the following version of the Skolem-Mahler-Lech theorem, which is used in [11] , and give a short proof by using Lemma 3.3.
Theorem 4.4 ( Skolem-Mahler-Lech Theorem ). Let F (n) be a nondegenerate algebraic linear recurrence sequence. Then there exist at most finitely many n such that F (n) = 0.
Proof. Let
and α i ∈ k. The nondegeneracy condition implies that u i /u j is not a root of unity if 1 i = j s. We may choose S to be a finite set of places of k, containing the archimedean places such that 
