Abstract-While emerging smart power grids certainly provide exciting opportunities for converged fiber-wireless (FiWi) access networks, an arguably even more interesting new research avenue is the imminent unification of coverage-centric mobile networks and capacity-centric FiWi broadband access networks based on low-cost, simple data-centric Ethernet technologies in response to the explosion of mobile data traffic worldwide. In this paper, we first touch on the collaborative implementation of FiWi infrastructures that can be shared for both broadband access and smart grid communications by exploiting "free" renewable energy from sustainable positive energy buildings. We then present our envisioned FiWi enhanced small cell network architecture and elaborate on the benefits of exploiting high-speed WiFi offloading and NG-PON based fiber backhaul sharing. We outline open research challenges and report on our recent progress on the design of low-latency NG-PON polling and wireless M2M sensor reliability techniques for FiWi based mobile backhaul and smart grid communications infrastructures.
I. INTRODUCTION
Beside resolving the cost and complexity issues of costsensitive access networks, the primary design goal for (r)evolutionary next-generation passive optical networks (NGPONs)1&2 was the provisioning of an ever increasing capacity over time, as shown in Fig. 1 by the NG-PON roadmap widely agreed on back in 2009 [1] . Clearly, NG-PON capacity upgrades are needed to support video-dominated traffic and stimulate the creation of new services and applications.
In the PON community, researchers from both industry and academia have begun to contemplate on what the future may hold for NG-PON1&2 and beyond. Recently, at the 2013 OFC/NFOEC conference, a workshop on "Post NG-PON2: Is it More About Capacity or Something Else?" was held to find out whether it is reasonable to ever increase the system bandwidth or rather explore service and application as well as business and operation related aspects, which motivate access technology to move into a substantially different direction in the long run than continued capacity upgrades.
Recently, a number of major telecommunication service providers such as KT, Telecom Italia, and Deutsche Telekom have started to move into the energy market to save their share in the emerging smart grid market. On the other hand, This work was supported by the Marie Curie project "Smart-FiWi-HetNets" (625795) of the European Union. utilities have been playing an increasingly important role in the fiber-to-the-building/home (FTTB/H) market. For instance, the Swiss Fibre Net of OPENAXS, an association of currently 22 regional electricity utilities throughout Switzerland (www.openaxs.ch) creates added value for its consumers by having 30% of FTTB/H connected households by 2013 and 80% by 2020. The involved power utilities are responsible for the installation of the fiber network infrastructure as well as its operation and maintenance, but leave its access open to all (e.g., triple-play voice, video, and data) service providers on a nondiscriminatory basis. Another interesting example is the recent interest of Chinese utility companies, e.g., State Grid Corporation of China (SGCC), in PON equipment to not only backhaul electric data on usage and outages of their power networks but also, and arguably more interestingly, to offer FTTH services to consumers and businesses. Beside wireless technologies, most notably wireless sensors, the superior security and immunity features of PON based communications infrastructures, which are already installed in many countries, will be leveraged for the realization of largescale sensor-actuator networks in support of future smart grid applications [2] . Converged fiber-wireless (FiWi) broadband access networks based on a cascaded PON and WiFi mesh front-end represent a promising solution to realize smart grid communications infrastructures in support of a variety of novel applications, e.g., the coordination of electric vehicleto-grid (V2G)/grid-to-vehicle (G2V) charging with distributed renewable energy sources such as solar panels and wind turbines [3] , [4] . Currently, there exists a plethora of different technologies for the last mile that may be used to connect home gateways to the smart grid, all of them trying to play a role in the smart grid market. Beside FiWi, other candidate access technologies include cognitive radio, cellular networks and SMS text messages, as well as power line communications technologies, among others. However, according to a recent OECD report on machine-to-machine communications [5] , the underlying technology for enabling smart meters, it is still unclear which of these candidates or combination thereof will eventually become the communications technologies of choice for the future smart grid.
While the smart grid certainly provides exciting opportunities for FiWi access networks-for the development of smart grid communication infrastructures it is favorable to rely on both the exceptionally low latency characteristics of fiber optic facilities and wireless technologies where fiber is available to some but not all points in the system [6] -an arguably even more interesting new research avenue is the imminent unification of coverage-centric mobile networks and capacity-centric FiWi broadband access networks in response to the explosion of mobile data traffic. More specifically, the unprecedented worldwide growth of mobile data traffic driven by the popularity of smart phones and mobile-connected tablets running diverse applications, e.g., mobile video, has mandated the need for a new cellular network architecture. The introduction of small cells to supplement existing macrocells in order to improve (indoor) coverage, enhance cell-edge user performance, and boost spectral efficiency per area unit gives rise to so-called heterogeneous networks (HetNets) [7] . HetNets are expected to be a cellular paradigm shift, which raises new research challenges. Among others, the so-called backhaul bottleneck, whose importance has not been recognized since most 4G Long Term Evolution (LTE) network research so far has been focusing on the achievable performance gains in the wireless front-end only without looking into the details of backhaul implementations and possible backhaul bottlenecks [8] . Additionally, complementing fast evolving HetNets with already widely deployed WiFi access points represents a key aspect of the strategy of today's operators to offload mobile data traffic from their cellular networks given that smart phones are typically dual-mode (4G/WiFi) devices, giving rise to a technique known as WiFi offloading [9] . Note that cellular LTE and WiFi radio access technologies have been in constant competition until recently when tighter integration of both technologies has emerged as a necessary paradigm [10] .
In this paper, we elaborate on the reasons why small cell networks will need FiWi broadband access networks and how the resultant FiWi enhanced small cell networks will be able to alleviate the aforementioned shortcomings of current LTE HetNets. Prior to that, however, we touch on the important issue of collaborative implementation, which is crucial to the cost-effective installation and deployment of both FiWi based small cell networks and smart grid communications infrastructures. The remainder of the paper is structured as follows. In Section II, we introduce a total cost of ownership framework for the collaborative implementation of shared FiWi infrastructures. Section III describes the rationale behind our FiWi enhanced small network architecture, whose open challenges and recent progress are outlined in Section IV. Section V concludes the paper.
II. COLLABORATIVE IMPLEMENTATION
It has been recognized early on that key to the cost-effective deployment and operation of small cell networks will be the sharing of already existing high-capacity FTTx backhaul infrastructures. For instance, AT&T has recently reported on their strategy to leverage existing PON based fiber-to-the-node (FTTN) residential access network, right of way, and already installed powering facilities to provide inexpensive small cell backhaul [11] . Furthermore, it was shown in [12] that cooperation among telecom operators and utilities in the roll-out phase may drive down the CAPEX of FTTB/H deployments by 17%. Innovative partnerships enable telecom operators, utilities, and other players (e.g., municipalities) to share FTTH infrastructure investments by transitioning from the traditional vertical network integration model towards splitting the value chain into a three-tier business model that consists of network infrastructure roll-out, network operation/maintenance, and service provisioning [13] . In fact, according to [13] , utilities along with municipalities are responsible for 22% of households passed with FTTB/H in Europe. These investments enable utilities and/or municipalities to (i) leverage their existing duct, sewer, and other infrastructure, (ii) create a new source of revenue in the face of ongoing liberalization of the energy sector, particularly in smart grid solutions, and (iii) provide services completely independent from incumbents' infrastructures.
Most of the previous total cost of ownership (TCO) analyses considered the traditional vertical integration model. In this case, there is just one actor, who is responsible for all roles across different network layers and life cycle phases. That is, one single entity is in charge of all tasks related to network operation and maintenance as well as service provisioning. However, in realistic network deployments, e.g., FTTH implementations in Stockholm or Citynet in Amsterdam [14] , these costs are often not carried by a single actor. Therefore, it is necessary to take a closer look at the possibilities and gains achieved through collaboration, especially in situations where the infrastructure would not naturally be installed by one actor alone. In the following, we take into account that building currently shift from a product to a service (i.e., renewable power supply) and exploit the idea that housing companies may collaborate by offering surplus renewable energy to communications network providers across interconnected smart microgrids. Note that renewable energy sources also play a key role in small cell networks. To unleash the full potential of small cell networks and guarantee their economical and ecological viability, it will be crucial to leverage on lowcost and sustainable power solutions for enabling the dense deployment of large numbers of "green" small cell base stations [15] . Fig. 2 gives a visual representation of the value chain for our proposed collaborative implementation of FiWi infrastructures that can be shared for both broadband access and smart grid communications. The value chain indicates which actors take which roles and how they interact. In addition, the value streams between the different actors are identified. We consider a single common passive infrastructure provider (PIP) that owns and operates the passive infrastructure. Current regulation allows placing an electricity cable on top of a fiber cable, taking into account a safety distance between the cables. Thus, collaboration at the passive layer between telecommunications operators and energy network providers will reduce the cost per partner involved. Several network providers (NPs) are allowed to operate the active network, whereby each one is responsible for a separate geographical area. NPs own the active network, assume the operation, administration, and maintenance (OAM) costs, and pay the PIP for using the passive infrastructure. NPs receive revenues from service providers (SPs) and in return offer access to the active network.
Today's market trends toward positive energy buildings let them generate locally more energy than they consume. This is achieved through the use of distributed renewable energy sources such as solar, wind, hydro, geothermal, or biomass. Positive energy buildings might be constructed by public (e.g., municipalities) or private housing companies (HCs). For example, Bouygues, a leading French office building promoter and telecommunication service provider, has recently initiated the "Green Office" project in Meudon 1 . This project represents France's first large-scale positive energy building. The Green Office's consumption will be 62 kWH/m 2 /year, yet it will produce 64 kWH/m 2 /year of local renewable energy. Thus, the game-changing idea is that buildings shift from a product to a service (i.e., renewable power supply). As shown in our value chain, we consider HCs as SP actors. They collaborate by offering positive energy to NPs. When a positive energy building is not able to offer the needed amount of energy, this might lead to power service penalties that should be paid by the housing company. The paradigm shift gives rise to our new collaborative implementation model, which is defined by mapping roles to the different actors, as shown in Fig. 2 . Most renewable sources depend on weather conditions. This makes renewable energy variable in terms of supply. In order to mitigate this intermittency, the idea is to allow a building to share the surplus energy with buildings across interconnected smart microgrids. In other words, all positive energy buildings together create a common local energy network. Storage technologies may have to be implemented in buildings and throughout the infrastructure in order to store the surplus energy to be shared. The surplus energy generated by buildings can also be stored in plug-in electric vehicles (PEVs), which serve as mobile energy storages that can provide electricity back to the main grid.
We developed a flexible, generic yet comprehensive TCO framework for the rollout of shared FiWi infrastructures. The TCO framework contains the following four building blocks: network dimensioning tool, CAPEX model, OPEX model, and sensitivity analysis tool. It can be used to evaluate the costs associated with different scenarios and helps identify the key parameters driving TCO. In the following, we study the impact of our proposed collaborative implementation (CI) model and compare it with the conventional vertical integration (VI) model. For illustration, in our studies we consider our recently introducedÜber-FiWi network, a FiWi network infrastructure shared for both broadband access and smart grid communications, which is based on IEEE 802.3ah Ethernet PON (EPON) or IEEE 802.16 WiMAX, and IEEE 802.11n/ac WLAN based mesh neighborhood area network (NAN) technologies [3] . Fig. 3 depicts the cost per user (given in US$) for different actors of the VI and CI models in urban and rural areas. We assume that HCs generate renewable energy locally for free and hence may set the HC cost to 0 US$. We observe from to locally generate one's own energy for free, i.e., prevent recurring costs to be paid to third-party utilities, it is well known that most renewable energy sources (e.g., solar panels, wind turbines) depend on weather conditions, which render them variable in terms of supply. For a probabilistic risk analysis related to solar power intermittency (as well as fiber cuts) and its impact on the service availability of theÜber-FiWi network we refer the interested reader to [16] .
III. FIWI ENHANCED SMALL CELL NETWORKS
According to J. G. Andrews [8] , in many important mobile network markets adding further macrocells is not viable due to cost and the lack of available sites. Many cities or neighborhood associations are not cooperative about opening up new tower locations. Instead of macrocells, the number of small cells increases rapidly each year and some predict that in the not too distant future the number of small cell base stations (BSs) may actually exceed the number of cell phone subscribers. However, as eloquently put by Andrews, "placing BSs all over the place is great for providing the mobile stations high-speed access, but does this not just pass the buck to the BSs, which must now somehow get this data to and from the wired core network?" According to him, from a 4G LTE network research point of view, a shift is required that recognizes the importance of the backhaul bottleneck.
The major problem of mobile network operators is not coverage, but capacity simply due to the fact that there are too many mobile users demanding too much data. Today's cellular networks are operating fairly near the Shannon limit in most cases [8] . To make matters worse, Cisco reported that global mobile data traffic grew 70% in 2012 and forecasted that global mobile data traffic will increase 13-fold between 2012 and 2017 [17] . Furthermore, the introduction of coordinated multipoint (CoMP) transmission and reception, one of the important performance-enhancing features of the latest 3GPP LTE-Advanded (LTE-A) Release-11, will have a major impact on the backhaul and will demand a careful design of backhaul links between BSs in order to provide high data rates and very low latency in the range of 1 ms or lower for efficient coordination of transmission and reception among multiple BSs [18] , [19] . In many existing systems, however, the backhaul links are capacity-limited, thereby limiting the potential gain of CoMP [20] . Research on how backhaul networks influence the feasibility of CoMP in cellular networks has begun only very recently. In [21] , the impact of specific backhaul topologies (mesh vs. tree) and technologies (e.g., WDM PON) was investigated and it was shown that ultimately the major factor limiting CoMP performance in 4G mobile networks is latency rather than capacity of the backhaul. In the past, the vast majority of layer-2/-3 FiWi network studies considered architectures based on low-cost, simple data-centric IEEE 802.3ah EPON fiber backhaul and IEEE 802.11b/g/n/s WLAN mesh front-end networking technologies [22] . By removing the traditional barriers between coverage-centric mobile networks and capacity-centric FiWi access networks the aforementioned shortcomings of current small cell networks can be alleviated. Fig. 4 depicts the architecture of our envisioned FiWi enhanced small cell networks. In general, any suitable networking technology complementary to cellular networks may be used for mobile data offloading. So far, WiFi and so-called femtocells (i.e., small-size BSs) have emerged as the preferred offloading technologies. We opt for WiFi since it offers a number of benefits [23] : (i) WiFi comes as a natural solution for offloading due to the built-in WiFi capabilities of smart phones and tablets; (ii) from the service provider's perspective, WiFi is attractive because it allows data traffic to be shifted from expensive licensed cellular bands to free unlicensed WiFi bands; (iii) studies have shown that expanding networks using WiFi is significantly less expensive than a network rollout and many operators (e.g., AT&T, China Mobile, KT) have started to expand their access networks by including directly managed WiFi hotspots for mobile data offloading. Moreover, emerging multi-Gigabit WiFi standards provide higher data rates than any other wireless technology [24] . To extend its offloading coverage area, we deploy a WiFi mesh network in the frontend of our architecture (see Fig. 4 ).
The fiber backhaul may be shared by optical network units (ONUs) serving fixed broadband subscribers and ONUs interconnecting LTE-A BSs with WiFi mesh portal points (MPPs), thereby enabling coordinated WiFi offloading between the two latter ones. The fiber backhaul may be realized by using TDM EPON, wavelength-broadcasting/-routing WDM PON, or long-reach PON technologies, which provide huge amounts of capacity, but not necessarily low latency, as discussed next.
IV. OPEN CHALLENGES AND RECENT PROGRESS
Clearly, unified capacity-centric FiWi access networks and coverage-centric small cell networks can reap a multitude of benefits, including the aforementioned fiber backhaul sharing and WiFi offloading. However, to unleash their full potential, it is key to understand the underlying challenges thoroughly. Very recently in [25] , we have identified seven important challenges towards realizing FiWi enhanced LTE-A HetNets and described them in detail. For convenience, we briefly summarize them in the following (and refer the interested reader to [25] for a more detailed description): Challenge 1: Design of high-capacity low-latency backhaul infrastructures Challenge 2: Shared use of widely deployed native PONs for both fixed broadband access & small cell backhaul Challenge 3: User equipment assisted mobility techniques Challenge 4: Development of real-time fault compensation algorithms Challenge 5: Development of intelligent WiFi offloading strategies Challenge 6: Machine-to-machine (M2M) communications and smart (grid) applications Challenge 7: Device-to-device (D2D) communications and context-aware applications Among these challenges, the realization of low-latency fiber backhaul awareness for advanced traffic steering and the development of intelligent WiFi offloading/WiFi Direct D2D communications strategies are among the most important research challenges in unified FiWi and LTE-A HetNet small cell networks. In the following, we briefly report on our recent progress on tackling those challenges.
A. Low-latency NG-PON Polling
The conventional report-grant mechanism widely used in PONs may lead to an increased latency, especially in longreach PONs. In [26] , we investigated a low-latency technique, called real-time polling (RTP), which may be used for NG-PON based mobile backhaul and smart grid communications infrastructures. The basic idea behind RTP is to decouple data and control planes by enhancing ONUs with low-cost passive optical encoders and using the ITU-T L.66 in-service PON monitoring U-band for out-of-band signalling of ONU queue size increments in real time. Fig. 5 shows the superior delay performance of RTP in comparison with the well-known IPACT, multi-thread polling (MTP), and double phase polling (DPP) schemes for conventional PON and long-reach PONs.
B. M2M Sensor Reliability
Recently, we started studying multi-tier FiWi smart grid communications infrastructures shared among multiple players and investigated the coexistence performance of human-tohuman (H2H), e.g., triple-play voice, video, data, traffic and M2M traffic originating from wireless sensors by means of probabilistic analysis. Beside low data rates of 12 kb/s for basic voltage and current sensors, bandwidth requirements will increase up to 2-5 Mb/s for millisecond sampling in rapid power fault detection systems or other bandwidthhungry applications such as video sensors, benefiting from WiFi enabled low-power sensors for Internet of Things (IoT) applications [27] . Fig. 6 depicts the sensor reliability performance in terms of packet success rate (i.e., probability that a sensor transmits packets successfully within the retry limit) vs. aggregated H2H traffic load for event-driven and periodic time-driven IEEE 802.11n/ac based wireless sensors. We observe that the reliability of event-driven sensor traffic drops sharply for increasing H2H traffic, in particular for lower-rate 802.11n based sensors, due to contention and packet collisions, which can be avoided by using time-driven sensors with dedicated access to the wireless channel.
V. CONCLUSIONS
LTE-A HetNet small cell networks are widely considered a major paradigm shift of global cellular networks, raising a set of new research challenges on their own. Unifying them with capacity-centric FiWi access networks based on low-cost, simple data-centric Ethernet technologies holds promise to resolve issues related to capacity, latency, and data offloading.
