On global quasi-analytic solutions of the degenerate Kirchhoff equation by Yamaguti Kaoru
On global quasi-analytic solutions of the
degenerate Kirchhoff equation
著者 Yamaguti Kaoru
journal or
publication title
Tsukuba journal of mathematics
volume 21
number 3
page range 541-565
year 1997-12
URL http://hdl.handle.net/2241/100534
TSUKUBA J. MATH.
Vol. 21 No. 3 (1997), 541-565
ON GLOBAL QUASI-ANALYTIC SOLUTIONS OF THE
DEGENERATE KIMCHHOFF EQUATION
By
Kaoru Yamaguti
§1. Introduction
The global solvability on the Cauchy problem of the degenerate KIrchhoff
equation with real analytic data has been well investigated. Then a natural
question arises:Isn't it possible to weaken the regularity of the initial data to
any other ultradifferentiablefunctions involving certain Gevery class or quasi-
analyticity? It is the pourpose of this paper to show some non-small quasi-
analytic initial data provides an affirmative answer for this question in the
("ifliir.Vivnrnbiem
(1.1)
d}u + M((Au,u)L2)Au =f(t,x), (t,x) e (0, T) x Rn
u(0,x)=uo(x), ut(0,x)=ui(x), xeRn.
Here, Au{t,x) = £*J=1 Haij(x)Diu(t1x)), Dj = (l/y/=l)(d/dxj) and
(Au(t,-),u(t,-))L2denotes an inner product of Au(t,x) and u(t,x) in L2(R"). The
nonlinear part M{rj) is an arbitrary positive function in ^([0, oo)).
Historically,the treatment by S. N. Bernstein [2] for thisproblem in 1940 is
the firstcase in search of mathematical concern. He used Fourier series and
proved the existence of one dimensional time global real analytic solution of the
simplest form of Kirchhoff eauation
utt ― (1 +a ＼ux＼2dx)uxx = 0
J-n
with analyticand periodicinitialdata in Q = [―x,7i].
The next bench mark study obtained by S. I. Pohozaev [13]included the
initial-boundaryvalue problem in a bounded damain Q c R% with Dirichlet
c6nditions and real analyticdata, whose proof was due to Galerkin method.
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Different approach toward (1.1) was developed by A. Arosio and
S. Spagnolo [1] whose challenge was to consolidate the solvability of (1.1) even
though the nonlinear part M(-) degenerates, i.e. M(tj) > 0 (rj> 0). This weakly
hyherbolicity was retained in the study of P. D'Ancona and S. Spagnolo [3],
who proved the time global existence of periodic and real analytic solutions.
And their research prompted recent attempt of K. Kajitani and K. Yamaguti
[7], which proved the existence and uniqness of space-time global solution of
(1.1) with real analytic data and degenerate conditions for both A and M(tj).
Apart from these trends, the firstbreakthrough to weaken the regulality of
initialdata in (1.1) was brought by K. Nishihara [12], which outstands among
a lot of endeavors searching relaxed regularity than real analyticity for initial
data. He assumed the initialdata quasi-analytic, and his method deeply affects
the attempt of this paper. The main difference lying between his study and this
paper is in the assumptions; he employed A ― ―A while we assumed A was
degenerate elliptic.
Let us state assumptions.
First, let A be degenrate elliptic;i.e. ＼aa(x);ij
matrix
(1.2) a(x,£) =
= 1 ... n] is a real symmetric
o{A){x,£,)= Yiaij{x)^j>Q
for x e Rn and £= (&,..., £,)e iT.
Each conponent of [ay(jc);/j'= !,...,≪]should be real analytic in the sense
that there are constants en > 0 and pn > 0 such that
(1.3) ＼D≪aij(x)＼ < cop-W＼a＼l
for x Rnx, a = (ai,...,aw) e Nn and ij = 1,...,n.
The nonlinear part M(rj) e C'(fO, oo)) satisfies
(1.4)
for r＼e [0, oo)
M(rj) > m0 > 0
Let us introduce several functionalspaces.
For seR and p > 0, Hl = (m(x) e L2{Rnx);(£)V^k(£) g L2{R")} defines
a Hilbert space, where u(£) stands for Fourier transform of u, (£) =
(l + ^ + ...^)!/2 and ^) = (^)/iog(l + (0)). For p<0, HZSP defines the
dual space of Hsp.For p = 0, Hs ―Hq denotes the usual Sobolev space. Note
that the dual space of Hs equals to Hzi for any s,p e R.
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For peR, let us define an operator e^(0) from w to jjs as fonows
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for u e Hsp,where d£= (2nynd£. Note that(cM^)"1 - r≪<fl)maps JF to Hs
Then, the resultputs it;
Theorem 1.1. Assume that (1.2) ~ (1.4) are valid.Let s > 0 and T > 0 be
arbitraly given real numbers and 0 < px < pQ/^/n. Put p(t) = pxe~yt for y > 0.
Then there exists y > 0 such thatfor any uq e fft+e, u＼e H^+s and for any f(t,x)
satisfying ep^^f e C°([0,T)＼H3), the Cauchy Problem (1.1) has the unique
solution u(t,x) satisfying e^w≪(7))Me f|y=o C2-J＼[0,T);HJ).
§2. Preliminaries
If A(£)GC°°(J?;psatisfies
1 < A(O < Ao({), |3JA(OI < ^.ACO1"1"1
i(^) is said to be a basic weight function. y4o and A^ are constants depending
only on index. The class of pseudo-differentialoperators of order m, denoting S%,
is the collection of a(x, £)e ^(R" x R") whose derivatives satisfy
＼a%(x,Z)＼£CMZ)m-M
for
(
X
1
£e
d
_
)
R" and for multi-indices
P
a, $e Nn, where a(fy(x,£)=
( )
a(x,£). In the case k(£)= (Ci, we rather write Sm in stead of
＼f-[ dx
S'JL,the usual class of pseudo-differential operators. S defines a Frechet space
equipped with semi-norms |a|{w)= max|a|+|A|</sup^x^{a^))(x,^)i(^)"'M+|o(|}
(1 = 0.1. 2....).
a(x,D)u{x)=＼ eix<a(x,£)u(t)d£
for u e 6f, defines a pseudo-differential operator a(x,D) where Sf denotes the
Schwartz space of rapidly decreasing functions in Rn.
For function Cv(0 = (Cv,i(O,･･･.Wfl), Cvrf) = vsin^J (*= 1,...,≫;
v > 0), let Av(<^)= (CvCO), then Av(£)defines a weight function. U£) and Av(^)
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have properties
and
<
<
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(i) ＼UQ＼< inm,^v)
(ii) |^Cv(ai<ZaAv(£)Ha|
(iii) £v(£) ―> £ (y ―*■oo, compact convergence)
(i) ＼K(Z)＼<min((£),Vl+nv2)
(ii) ＼d≪iv(t)＼< LMZ)l~wl
(iii) Xv{Cj -> (<jf) (v -> oo, compact convergence)
respectively.
It might be significant to emphasize that Cv,k{£)provides approximating
difference quotient to DXt. In fact, the identity e'x^= cos xt + i sin x£ presents
ljJ*vsin^u(Z)dZ
= ji
(
■
Replacing DXk to Cv,fc(O>we obtain
equation
(2.1)
where
and
2.2
-( 1
xu...,xk-- . . . ,
,
the Cauchy problem for the difference
d2tuv+ M(nM))Avuv = /(*,*), (t,x) e (0, T) x IT
uv(0,x) = uq{x), dtuv(0,x) = ui(x), xeRn,
Avuv(t,x) =
nE CVJ{D){aaj{x)Cy,i{D)uv{t,x))
*7V(O = (Avuv(t,-),uv{t,-))L2
We must propose an energy estimatefor (2.1),which willestablishLemma
Lemma 2.1. Let F{tj) = JJ M(s)<fo. Z><?/wk?ev(0 oj
(2.2) eMf = ＼{＼＼dtuv{U-)＼＼li+F{riv{t))}, 0<r<T,
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for uv e C2([0,T];L2) which is supposed to be the solution of (2.1). Then,
(2.3)
for t e [0, T]
ev(t)<{＼＼ui＼＼2+ F{riM))ll2 +
i:
11/(5,011*
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Proof. Taking time derivatives of both sides of (2.2), we have
2ev{t)e'v(t)= - {(82uv, dtuv)L2+ {dtuv,d2tuv)Ll+ M{nv(t))r(v{t)}
L x x
= Re{-M{tfv(t))(Avuv, dtuv)Li + (f, dtuv)L2 + M(rjv{t))(Avuv, d,uv)L2}
<＼＼f＼＼L2＼＼dtuv＼＼L2x<2＼＼f＼＼Llev(t)2
aftertaking (2.1) and Schwarz inequality into account. Integration with respect to
t of the inequality above completes the proof. q.e.d.
The next lemma is a direct conclusion of the previous one.
Lemma 2.2. Let u0 e H], u＼e L2 and f e C°([0,T];L2). Then the solution of
(2.1) satisfies
(2.4)
(2.5)
(2.6)
＼＼dtuv(t,-)＼＼Ll<CT
＼＼uv(t,-)＼＼Ll<CT
for te [0,T]. The constantsmay depend on T but not on v.
Proof. (1.3)leads to
*v(0)= EW,j(%W%)tf < ncl V ||Cv,y(/))≪b|li2< n2cl＼＼u42HU
1,7=1 j=l
which implies that (2.3) and (2.6) ev(t)has positiveupper bound independent of v
Thus (2.4) is proved. (2.4) derives (2.5).(1.4) implies
Hnv(t)) =
Jo
M(s)ds>mOf]v{t)1
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which implies
for te [0,71. Since ev(i) is uniformly bounded in v, (2.6) is proved. q.e.d.
§3. Some Propertieson PsDOp
To begin with,let us statesome well known factson pseudo-differential
operators.Here S is the class of symbols of pseudo-differentialoperators
introduced in the previous section.
Lemma 3.1. (i) Let av(x,£)e 51 and se R. There exists a constant Cs > 0
independent of v such that
(3.1) ＼＼(Dyav(x,D)u＼＼L2< CMAVWW^Wli
for u e Hs+m.
(ii)Let av(x,£,)e S＼ be non negative. Then some positive constants C＼and C2
independent of v exist and satisfy
(3.2)
and
(3.3)
for u g Hs+1.
Re(av(x,D)u,u)L2 > - Ci＼＼u＼＼L2
|a|=l
< C2{2Cl＼＼{D)su＼＼1I?+ Re(av(x,D)(D)su, (D)su)L2}
Proof. For (i),refer to [8] for example. For (ii),consult [4] and [10]
a.e.d
Now, we are able to come up with the pseudo-differential operators
characterizing quasi-analyticity. By qv(£),we define
(3.4) qM) =
UZ)
log(l+Av(0)'
where XJE) is the symbol prescribed in the previous section.It is easy to observe
On global quasi-analyticsolutions
qv(£)definesa basic weight function,so inequalities
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(3.5) 1 < qv{£)< Q0{Q, |^a)(£)|< GrfvtfMvtfr1"1
are satisfiedwith some positive constants Qq and Qa depending only on index a
Let us define another pseudo-differential operator for ue L2X and by
a(p, x,D)u = epq^D)a{x)e'pq^D)u1
where a(x) is a real analytic function in terms of
(3.6) |D>(*)| < Wa||a|! (x sRn,ae Nn).
The next lemma 3.2 provides an asymptotic expansion of a(p,x,£).
Proposition 3.2. Suppose that a(x) satisfies(3.6). Then, a(p;x,D) is a
pseudo-differential operator of order 0 whose symbol has the expansion
(3.7)
where
(3.8)
a(p; x, f) = a{x) + palv(x, £) + p2a2v{p; x, £) + rv(p; x, f)
|≪|=i
and a,2Vand rv respectively satisfy
(3.9)
(3.10)
eSl2,
rVeSll
Proof. Let u e Sf. Then, we can write
=
f
eixr>+pq^dri
f
e-iy＼a e-pq^u){y)dy
lim
feix-i+MM-i＼i＼2dtl f
e-iy*-*＼x-y＼2(a . e'pq^D)u){y)dy
lim
fff
e'(x-^^+^'W^x->'l2^W2fl(>;)^-w*(fl≪(O^^^
lim
ieix-sas(x,Z)u(Z)dt,
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where as(x,£)is given by
≪j(*,O = JJ
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e-iy>1-d＼y＼2-d＼Z+ri＼2+p(qv(Z+ri)-qv(i))a/x + y＼ fiyfi^
Let us define wv(£) by
n
7=1
nj
＼{dtjqv){£
+ en)do
Jo
and we can rewrite ax{x,£)by using the Stokes formula
as(x,ij)=
JR" JR."
f
dr＼
＼
e-^-^+^'irf-^+ifaix + z + ipw^rj^dz
JR" JR≫-iwJZ,ri)
=
f
dr＼
[
e-'yi-^+^^-^+rfaix + y + ipWvi^ti^dy
JR" JR"
for p<po/n, where we write z2 = Y?j=＼＼zj＼2for ^eCn. Thus, by Taylor's
expansion, we obtain
where
lim ax(x 0 = 0s- e~iyrla{x + y + ipwv(£, r/)) dy dr＼
= a(x + ipwv(£, 0)) + r{p＼x, ^)
r(p;x,£) = lim
f f
e-iyi-*(y+ip"M*)2s＼Z+>i＼2
x J2 [ ^{^ya(x + 6y + ipwv(Z,0))}d6dyd
|<x|+|/≫|=l
J°
satisfies(3.10) (See, for instance, Lemma 2.4 in [8]).Taylor's expansion again to
a(x 4-ipwv(£,0)) yields
a(x + ipwv{£,0))
= a(x + ipdeqv(£))
= a(x) + ipa＼v(x,£)+ p2alv{p;x,£),
where a＼Jx,£)and a2v(p;x,£) satisfy(3.8) and (3.9) respectively. q.e.d.
^GCo([O,r];^o)
eSl
We shall adopt an energy EViS(t)for unknown function vv prescribed in
(4.1). We put
(4.3) Ev,{tf =
＼{＼＼{dt
- Qvt)vv(t)fHS + M(nv(t))(Av(D)svv(t), (D)svv(t))L2
+ iiiev,i1/2t;vWii +^ iiiev^vWiiL}
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§4. A Priori Estimates of Solutions for the Transformed Problem
Let 0 < T < oo and p(t) be a positive valued function p{t) ― pQe~yt(t e [0, oo))
with positive parameter y. We shall transform unknown function uv in (2.1) into
vv by means of pseudo-differential operator ep^q^D＼ where qv{D) is introduced
in section 2.
Let vv(t,x) = e/>^v^Mv(^,x), and we observe this transforms (2.1) to
(4.1)
{dt - Qvt)＼{t) + M{T}v{t))AQvvv(t) = 0v(O, ^ G (0. T)
yv(0) = y0,
5^(0) = vi,
where Qv(t)= p(t)qv(D),Qvtif)= pt{t)qv{D)and AQv = e&RAve-&R. Initialdata
and gv are set by
gv(t,x)
vo{x)
vi(x)
e
= e
^Qvt(O)eQ^uo(x)+e^%l(x)
It is an immediate consequence of Proposition 3.2 that AQv has the
expansion
(4.2)
where
and
*Q. = Av + p{t)alv(x,D) + p{t)2alv{p{t);x,D) + rv(p(t);x,D)
i,j=l
≪lvO,£) =
£
|a|=l
av{a){xA)q{:＼Z)
5eC°([0,r];S≫,)
qv
550
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jyv(O = (Avuv{t),uv(t))L2.
Differentiating (4.3), we gain
(4.4) 2E'v^t)EvM) =
＼M'{r,v{tM{t){MD)＼{t),
(D)'vv(t))L2
(4.5) 4- Re({dt - Qvt)vv(t), -M(rjv(t))AQvvv(t) + dv)H*
(4.6) + Re((dt - Qvt)vv, Qvt{dt - Qvt)vv(t))Hs
(4.7) + M(rjv(t))Re(Av(DYvv: (dt - Qvt)(D)＼(t))L2
(4.8) + M{nv(t))MMD)svv{t), Qvt(D)＼(t))L2
(4.9) + Re(＼Qvt＼l/2vv(t),(dt - Qvt)＼Qvt＼l/＼(t))H,
(4.10) - Re(＼Qvt＼l/2vv(t),＼Qvt＼V＼{t))Hs
(4.11) + Re(＼Qvt＼vv(t),(dt- Qvt)＼Qvt＼vv{t))HS
(4.12) - Re(＼Qvt＼3/2vv(t),＼Qvt＼3/2vv(t))HS,
after taking (4.1) into account. Obviously the terms (4.6), (4.10) and (4.12) are
negative,
(4.13) Re((dt - Qvt)vv(t), Qvt{dt - Qvt)vv{t))Hs - Re(＼Qvt＼l/2vv(t),＼Qvt＼3/2vv(t))Hs
-Re(＼Qvt＼3/2vv(t),＼Qvt＼3/＼(t))HS
= -II ＼Qvt＼l/2(dt- Qvt)vv{t)＼＼2H>- IIIGwMOIlk - IIIGv.l3/^v(0ll^
and (4.5) and (4.7) provides
Re{(dt - Qvt)vv(t), -M(r}v(t))AQvvv(t) + 9v)H°
+ Re(M(rjv(t))(D)-sAv(D)svv, (dt - Qvt)vv{t))Hs
<＼＼gA＼HWt-Qvt)vv(t)＼＼HS
+ M{rjv(t))Re{(dt - Qvt)vv(t), ((DysAv(D)s - AQv)vv(t))HS
(4.14) < 2xl2＼＼gv＼＼HSEv,{t)+
l-＼＼
＼Qn＼l'＼dt- Qvt)vv(t)C
+ M(rjv(t))2＼＼＼Qvt＼-l/2((D)sAv(Drs - AQv)vv(t)＼＼2
Since
(D) SAV(D)S = AV + fv(x, D), fv(x, f) e S＼
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and using several symbol calculations together with Lemma 3.1 and (4.2), we will
see the last term of (4.14) has estimate
M(rjv(t))2＼＼Qvt＼-l/2((D)-sAv(D)s- AQv)vv(t)＼＼2H*
< M{fiv{t))2{Ap{tf＼＼ Qvt＼-l/2alv(x,D)vv(t)＼＼2Hs
+ Mt)4＼＼＼Qvt＼~l/2≪2V(p(ty,X,R>v(t)＼＼2H*
+mQvtr1/2rv(p(t);x,D>v(t)＼＼2Hs
+ M＼＼Qvt＼~1/2~rv(x,D)vv＼＼2HS}
(4.15) <M(fjJt))2
{
'? (A|fiw|1/2≫v(0,IGw|1/2≫v(0)^ +
^|||Gw|1/2≫v||^
I fp2yT
+ c^＼＼＼Qvt＼*l＼(t)tH.+ c[jr
In fact,repeated applicationsof Lemma 3.1 bring about
M02IIIGwr1/2fliv(^/>)ov(0ll^
<4(n+l)p(t)2 -―- qv(Drl/2ql≪＼D)Av{a)qv(D)-l/2 ■＼Qvt＼l/＼(t)
<
%{Re{Av{D)s＼Qvt＼ll＼{t),
(D)s＼Qvt＼1/2vv(t))L2+ c＼＼|Gvr| 1/2t^v(011^}
Likewise we get
Mt)4＼＼＼Qvt＼-l/2a2v(x,D)vv(t)＼＼2Hs
= 4p(t)4
2
―L ^v(D)-1/2a2v^v(D)3/2 ･ ＼Qvt＼3/＼
yp(t)＼ Hs
<
c
II ＼n ＼3/2v II2
^ -4 II ＼Sln＼ vv＼＼h*
4＼＼＼Qvtrl/2rMt);x,D)vv(t)＼＼2Hs
= 4
<
j
^
jj ^v(D)-1/2Mv(D)-1/2 ･
＼Qvt＼l/＼
2yT
fp(t)2 r
2
Hs
2
Hs
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mQvt＼~l/2rv(x,D)vv(t)C
4 ＼＼qv(Dyl/2rvVvC
ceAyT i
-7- E'A≫2
2
-y ＼Qvt＼vv
＼＼qv(D)vv＼＼2HS
＼Qvt＼l/＼
2
1
＼ypU)＼
< -^2＼＼Xv{D)qv{D)ll＼＼＼2Hs< -^~2
y2p(t) y2p(t)
c
y'p{tf
ii e>viiL <
Thus we have checked (4.15).
Since the S＼ -term of erdSv/P A|(?w| ) is purely imaginary number, that
is essentially positive valued 5^v-symbol with Sj -remainder. So an application of
lemma 3.1 to (3.3) derives,
(4.16)
(4.8) = -M{riv{t))M＼Qn＼ll2Av＼Qvt＼-111 ■(D)sQvt＼l/2vv, {D)s＼Qvt＼l'＼)Ll
< -M(riMMMDy＼Qvt＼l/2vv,(DY＼Qvt＼l/2vv)L2 +cM(fiv(t))＼＼ ＼Qvt＼1/2vv&
< -M(nv(t))(Av＼Qvt＼l/＼, ＼Qvt＼l/＼)Hs+ cM(riv(t))EvAt)2-
Meanwhile we can compute
(4.9) + (4.11) = Re(＼Qvt＼l/2vv,dt(＼Qvt＼l/2vv)
~
Qvt＼Qvt＼l'＼)Hs
+ Re(＼Qvt＼wv,dt(＼Qvt＼vv)- Qvt＼Qvt＼vv)H,
= -|ll ＼Qvt＼l/＼＼＼2Hs+ Re(＼Qvt＼l/2vv,＼Qvt＼l/2(dt- Qvt)vv)HS
+ Re(＼Qvt＼vv,＼Qvt＼(dt- Qvt)vv)Hs - y＼＼Qvt＼vv＼＼2H,
(4-17) <
i||
＼Qvt＼3/＼＼＼2HS+||| ＼Qvt＼l/2(dt- Qvt)vv＼＼2Hs
by using Schwarz inequality and relation 5?|^v?|= ―y＼Qvt＼
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Summing up from (3.13) to (3.16),we come to
2Ev,(t)E'v/t)
n cm}＼
3/2 2 _(l_cn%＼
I 3 ^
JlWUvM vv＼＼HS II
^
j
1
2
GwKHw.||0v||iy*
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(4.18)
(Av＼Qvt＼1/2vv,＼Qvt＼l/＼)HS
(z_1_*_i^_*£W
< ^M'{r]v{t))ri'v{t){Avvv1vv)L2
(e2Ty p*Ty＼
if we take y > 0 so large that
y > max{{cml)ll＼ (3cmJ)1/4,2(M0 + 1)},
where
(4.19) m0 < M(tiv(t)) < sup M{rj) = Mo.
0<?7<Cr
The constant Cj appeared in (4.19) and in (2.6) is same.
Only (4.4) remains unsolved.
Lemma 4.1. Let T be a linear, symmetric and positive operator in L2, then
＼{Tu,v)H,＼£{Tu,u)l£(Tv,v)l£.
The statement is rather elementary and acceptable without proof.
It is a quick result of Lemma 4.1 that
rfv{t)=2Re(Avuv(t),dtuv(t))L2
< 2(Avuv, uv)l/2＼Avd(uv, dtuv)l£2*
< c(Avdtuv,dtuv)l/22,
where we used (2.6) again. With thisinequality and M'(rjv(t)) < max0^<c|M''(tj)＼,
we find
rfv(t) < cnao＼＼Xy(D)dtuv＼＼Ll
554
hence
(4.20)
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V(vwyv(0K<D>v,(D>V)L2
< ^
z x mo
＼＼kv{D)dtuv＼＼L2EvAt)2
Lemma 4.2. Let P0(s) = exp(pxe"yTs/＼og{＼ +s)). Then, Nq(s1/2) is con
tinuous, increasing, and convex function if we define
N0(s) =
{ cs° (a > 2,0 < s < s0)
P0{s) + (csa0 + P0(S())) (so<s)
Lemma 4.3 [5]. Let (j>and if/be continuous and strictlyincreasing. We define
JFJf) by
Jf+(f)=rl(j*{Ax))q(x)dx^
where f and q are the nonnegative function such that J q(x)dx = 1
J (j>(f{x))q{x)dxexists.Then in order that M+{f) < M${f) for allf
necessary and sufficienthati//o <jTlshould be convex.
and
it is
Lemma 4.3 is a direct quotation from famous [5],we accept it here without
proof.
Now let us try analogous estimates for ＼＼Xv{D)dtuv(t)＼＼L2like Nisihara did.
When lRn ＼dtuv(t,x)＼2dx> 1, we see (1/||5?mv||l2)< 1, so
(4.21)
uv(D)dtuv(t)＼y= di^viii2)ff
ldf;{tfl2
< CN£l
< CN^1
(I
,
(I
＼dA{tA)＼2
＼＼dtuv＼＼L2
UtfdH
No(U ))dZ
N0Uv(mdtuv(t,Z)＼2dZ
)""
)
)
is assuredif we recallLemma 4.2 and Lemma 4.3
When L, ＼dtuv(t,x)＼2dx< 1, let us adopt
where <pg(£)
P0,v(£,t) = {I - ＼＼dtUv＼＼2L2)(pe{Z),
= 6-n(p{6-lQ with J (p(£)d£= 1 and 0 < 6 < 1 is a Friedrichs'
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mollifier.It is easily checked that
0<
f
p6,v(Z,t)d£
JR."
Applying />#v to Lemma 4
＼＼xv{Z)dtuv{t)＼＼Li*
<
(4.22)
which implies
3, we
(I
,
V
<v
Pe,v{£->0 satisfies
get
{＼dMt,Z)＼2+PeAZ>t))<lZ = 1
Xv{xi)＼＼dtuv{t,xi)＼2+pe,v^t))d£>
a,
a,
r
＼MD)dtuv(t)＼＼iA<*ol
(I
N,{Xv{OWtuv{tA)＼2 +PoA^t))d^
)
#o(Av(£))(|0/fiv(f,OI2#+ sup No((Q)
me
iVo(Av(a)|5^v(r,a|2^ + ^o(l)
)
)
by letting 0-≫ 0. Since iV0(Av(^)) < Ce2p^q^＼ we have reached for s > 0,
＼＼Xv{D)dtuv{t)＼＼L2< CN≪l
(
'
I
＼^^^)suv(t^)＼2d^ + N0(l)
)
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<CN^(c(＼＼(dt-Qvt)vv(t)＼＼2Li+ V)
(4.23) <CN^(c(Ev,(t)2 + l)).
Assembling (4.18),(4.20) and (4.23), we have found the differentialineqality that
EVtS(t)must obey:
(4.24) ^ (0 < 2l/2＼＼g(t)＼＼HS+^ EVjS(t)N^(c(EV!S(t)2 + 1)), 0 < t < T,
where g{t)= ef^^f{t).
Now we can stateour finalconclusion.
Proposition 4.4. Let T > 0 and s>0. Ev(t) defined by (4.3) satisfies(4.24)
in 0<t<T. Moreover, if vv(t)e C°([0,T];Hs) and Ev,s(0) takes independent
value of v, EVjS(t)is uiformly bounded in v and t, namely
Ev,s(t) < B~l
f
where B l is a positivefunction
I
＼＼g{x)＼＼Hsdr
in C([0 ,00))
)
(0 < t < T),
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To prove Proposotion 4.4, we have to quote a lemma.
Lemma 4.5 [12]. Let aeC([0, oo)) and /?eC((0, oo)) be nondecreasing
functions whose ranges are [0, oo) and (0, oo) respectively.Let y e C([0, oo) be a
nonnegative function. If they satisfy
<*(t)< c + ＼(y(s) + fi(a(s))) ds (0 < t < oo)
Jo
where c is a positive constant, then
ait)<B~＼Bq) < oo
(o<t<
for any fixed number B$ less than B(oo),
Moreover, if B(oo) = oo, then
(4.25)
for all t > 0.
('
Jo
Cf+1H*･
where
(t>0).
a(t)<B-l(t)
Proof. Let h(t) = c + £(y(s) + fl(ai{s)))ds. Then the definition of B{t)
derives
Hence
and
JtB(m
B(h(t)) < B(h(O)) +
1
<
y{
fi(
I)
c)
y(0+/?(≪('))
/WO)
+ l＼dr
≪≪-≪--'tt(i
-I
0
( K
fi(
*
I)
c)
+') dx
If B : [c, oo) -> [0,5(00)) then B~l : ＼0,B(ao)) -> [c, 00), and if there exists some
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upper bound Bq < U(oo) and we get
therefore
B(h(t)) <
a(r) < h{t) < B~l
+ 1 J dt<B0 <B{oo),
(£( y(
ft
I)
c)
0
dx＼ < 00.
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q.e.d.
If we accept Lemma 4.5, and if we take c ―EViS(0)+ 1, a(?) = EV:S(t),
fi(t)= fiV^"1(Z2 -h 1) and y(0 = Il0(')ll#'>ttie inequality in Proposition 4.5
immediately follows since
f00
5(00) =
Jc
dx
= CO
which characterizesquasi-analyticity.
§5. Local Solution
Our task here is presentinga proposition which gurantees the existenceof
local solution of the Cauchy problem (4.1)for every fixedv. Throughout this
section we employ the abbreviation v for vv to avoid complexity.
Proposition 5.1. Let p(t)= pxe ytand Qv = p(t)qv(D)and s>0. Suppose
vq, v＼e Hs. For each fixed v, the Cauchy problem
(5.1)
(dt - Qvtfv{t) + M{r,v{t))AQvv = gv{t)
v(t0)= y0,dtv(tQ)= vi
has a unique solution v(t)e C2([?q,^o + Tv]-Hs).
h<t<T
At first,let us assure the solution of the ordinary differentialequation
{
(dt-Qvt)w(t,x) =
W(t0)= Wq
h(t,x) 0< /< T
can be writtenby
w(t,x) = K[h](t,x)+ eQ^-Q^wo(x)
if we definean operator K by
K[h]=
r
Jt0
eQ^-Q^h(s,x)ds
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This operator rewrites(5.1)
(5.2) v(t,x)=KoK[F[v]](t,x)
+ K[eMW<＼vl - Qvt{to))vo](t,x)+e^-^^vo(x),
where F[v] = gv―M(tj(t))AQvv, and then we are able to define a sequence
{*>(*)}*=0,l,2,...aS
(5.3)
v{0)(t,x)= K[e^~^＼vi - Qvt(to)vQ)](t,x)+ ^-(M*)^)
V(k)(t,x)=KoK[F[v(k-l)]]{t,x)+v{0)(x),k= 1,2,...,
which would be convergent in C2([to,to+ TV];HS). Hence we get
V(k+i)~ v{k)=KoK[F[v{k)] - F[v(k-i)]].
All we have to do is to show that F is Lipschtz continuous in metric ||･ ＼＼L2
and LK o K defines a contraction for sufficientlysmall life span Tv, where L is
the Lipschtz constant. Since p(t) is decreasing, we have
＼＼K[h]
<
<
< I" ＼＼eW-pW*Wh{s,x)＼＼H,ds
t)-p{s))≪(Z)h(s)＼＼H,ds
h(s)＼＼Hsds<Tv sup ＼＼h(s)＼＼HS
ta<s<to+To
and also get
(5.4) sup ＼＼KoK[h](t,-)＼＼HS <7V2 sup
o<?<rv tn<t<to+Tv
11*11**
Recalling |/lv(£)|< mi≪(((), Vl +nv2), and we get
kv(?> ≪(*)) - */v(?>M(A:-1))I = ＼{MU(k) ~ ≪(jfc-l)),≪(*))l2 + (i4vK(jt_l), M(/t) - "(fc-l))^!
< Cv,≪,≪o(llM(/t)IL2+ lk(A:-l)IL2)||M(A:) - ≪(jfc-l)||^ < 2Cv^a,＼＼v{k) - U(fc-l)||jy,,
where CV]n)ao is independent of ^ and u^ = e~p^qv(-Dh^).
Now let us make sure ||i>(fc)||#*< Cv holds uniformly in k. We will check it
inductively. First, we can assume ||tf(o)||/p^ Q)v 2-nd ||^v||jy≫^ Q)v We may take
Cv > Cqv. Then this assumption and (5.4) yield Hityt)11^,2< l^UFfy^nJII^ + Cqv
and
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H*>(Jfc-i)]|lL, = ＼＼9v-M{rjv{e
2vt;(fc_1))^evt;(fc_1)||L2
< COv +
(
sup M(rj)
0<n<C0vCv
)
CqvCv
559
The lastinequality is true because Aqv is a If5-bounded operator for each fixed v
and MgvU(fc-i)||#*< C'||u(^_i)|| <^ C'CV if we assume ||u(A:-i)||<^ Cv and take
C < Cqv. Hence we get
＼＼v{k)＼＼L2< T2V M)v "+"CqvCv
if we choose Tv so small that T] <
assertionis verified.
With the last resultwe get
sup M(fj)
0<n<CQvCv
)
+ Cqv < Cv
Cv ―Cov
Cov + CovCv supo<^<cOvCvM(?/)
I. Thus, our
< M{rjv(t,u{k)))＼＼AQv(v{k) - v{k-i))＼＼H, + ＼M{jjv(t,u(k)))
-M(^v(r,M(fc_i)))|||^fivi;(jfc_i)||^
< cv max^ M{n)＼＼v{k) - ^-1)11^
+ cv max |M'(?/)11|y^,)
0<r＼c
< Lv||y(jt)- y(jt_i)||^,
ll//*M'>≪(*))->7v('> ≪(*-i))l
hence
sup ＼＼v(k+l)- v{k)＼＼Hs< LVT* sup ＼＼v{k)- y(jt-i)||^-
to<t<to+Tv to<t<to+Tv
If we take Tv so small that LVT2 < 1, we can conclude the sequence we defined
above converges to vv e C2([to,to + TV;HS).
Note each initial surface t = to affects neither the Lipschitz constant nor Tv.
So we are able to prolong the gained solution vv(t) e C2([?o,?o + TV];HS) to
vv(t) e C2([to + Tv, to + 2TV];HS). Iteration of these process up to T, an arbitrary
given edge, makes our solution turn out to be global one. It is clear that vv(t)
also belongs to Cl([0,T＼;Hs) and C°([Q, T]; L2) by (5.2). Thus,
Proposotion 5.2. If vQ, v＼e Hs and gv(t) e C°([O,T＼;HS), the Cauchy
problem (3.1) has a unique solution vv(t) e C2([0, T];HS).
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§6. Proof of Theorem LI
In section 4, we found Ev>s(t) is uniformly hounded; in this section, we will
prove {vv(t)}v>0 is equi-continuous in C°([0,T];Hs). Then, Ascoli-Arzela's
theorem gurantees the existence of subsequence {vvp(t)}p=l2 converging in
C°([0, T];HS). The way of picking up subsequence is the same as the proof of
original version of Ascoli-Arzela's theorem (c.f. Kumano-Go [8]).
We have already proved in Proposition 4.4 that for s > 0
EVjS(t) < C, 0 < t < T
and replacement of wv(t) with vv(t) in (4.3) and (5.1) yields
11(5/ - Qvt)vv{t)＼＼Hs < C, || ＼Qvt＼vv(t)＼＼HS< C.
These two lead to ＼＼dtvv(t)＼＼H,- ＼＼Qvt＼vv(t)＼＼H,< ＼＼(dt- Qvt)vv{t)＼＼H, < C hence
＼＼dtvv(t)＼＼H,<2C. Thus
(6.1) ||t;v(OII^<
f
＼＼dtvv(T)＼＼IPdt+＼＼vo＼＼H.£2CT+＼＼vo＼＼H.,
In
which implies vv(t)is uniformly bounded in C°([0,T];HS). Integration of both
sides of 115,^(^)11^ <2C derives
(6.2) ＼＼vv{t) - vv(t')＼＼HS <
I
＼＼dtvv{T)＼＼Hsdx<2C＼t-t'＼
which means vv(t) equi-continuous. Therefore there exists a subsequence
{M0}/>=i,2,... weakly converging to v(t) e C°([0, 71];if5), where u(f) = lim/,_>ooyv^(0.
If we set s > 2, w(?) = e~^v(t) would be the solution to (1.1). However, it is
uncertain yet that rjv(t) ―>(Au(t,-),u(t,-))L2 as p ―≫oo and v(?) satisfies (1.1).
Back to the previous section, (3.1) has a unique solution vv(t) for each fixed
v and let us define uv{t) = e~@v^vv(t) to satisfy (2.1). If we can prove
uv(t) -≫･u{t) strongly in C°([0, 71];/r1) fl5v -≫■oo,
we can complete the proof of main theorem. We have to prepare several lemmas
to accomplish it.
Lemma 6.1. Let p(x, £)e C {Rnx x R£) be a symbol in Sm and let pv(x,£)=
p(x,C,v{ )) in S%- Then, for any compact subset K of R^,
/n$(*,0->/$(*,£) uniformly on Rnx x K (v - oo)
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Lemma 6.2. Let p(x,£) e C°°OR£x K£) be a symbol in Sm and let
pv{x, 0) = p{x,Cv(O) in S%. Then, for m,m! e R and / - 0 e NU {0}
lim ＼a((D)-m+m'ipv(XiD) -p(x,D))(D)-m'-£)(x,^ = 0
for any positive e.
Proof. The proof of Lemma 6.1 is seen in Kumano-go [6] (page 237,
Lemma 3.3).
Lemma 6.2 follows Lemma 6.1.
Let pv(x,£)=pv(x,£) ―p(x,£).We are able to describe the symbol above as
a((D)-m+m'(pv(x,D)-P(x,D))(D)-m'-£
Os
JjR"yxR≫
e-totf + rt)-m+m'{Z)-m'-%{x + y, 0 ^Ji/
e~iyrihv{x,£;y,n)dydr],
where hv(x,Z;y,r,) = (nr2l(Dy)2＼(y)-2l(D,)21^+ n)-m+m'^)-m'-Epv(x +y,0)-
Let us decompose pre-integrated function into several segments. For
arbitrary given positive radius R, we set three segments {|£|< R}, {＼£＼> R,
|f| < 2|?/|} and {|f| > R, |f| > 2|?/|}.In the first segment, we replace any £-
related quantities with their suprema. We also use facts that if |f| > 2|/y|,then
<£+ ?7>>(f}-M>5<0 and if I£I<2M, then Av(f) < (f) < 2(17).
Thus, repeated applications of Leibniz formula with some inequality like
^ + fj)<2{C){fl) and ＼d＼(&＼< CyiZ)1^ yield
Mir21 £
a'<a
X
(; E a so ＼{Dy)2l-i{y)-2l＼＼8r"{Dv)ll^ + f,)-m+m'＼
＼d≪;{Z)-m-E＼＼{Dyrp%*-*'＼x + y,Q＼
a'<a
(;
x max
0
sup ＼P%(x
＼l?＼<M+2l
{*i)~21{y)~21{Ci~E~m~w'＼Z + n)-^-ml)-^-^21
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CAR){fl)-2l{y)-11 max sup$j>(*,f)i m<R)
≪'<≪ xeR"
＼fi＼<Z＼fi＼+21 ＼£＼<R
c'afi{ti)-2l(y)-2l(Zrs(tr21 {＼Z＼> R, 1*1 > 2＼n＼)
Hence if we take / > ((＼m＼+ n + 1 4- /o)/2)(|a| + ＼B＼< 4), the integral exists and
Av(aH
Since
can say
■
JJjexje
e iyr>hv{x,^y,ti)dydti
Cxp(R)(l + R2Yo/2 max sup |/#> (x,£)＼ (|£|< i?)
a'<a xei?≪
"V
|^|<|)?|+2/|^|<i?
Lemma 6.1 gurantees llmv^oo supxej?≪max a'<a ＼pv(£Ax,)＼=O, we
lim sup＼a{(D)-m+m'{pv{x,D)- p(x,D)){D)-m'-e＼^< ClAR~E forany R>0,
v―≫oo
which confirms Lemma 6.2
Lemma 6.3.
/K*,Cv(0) in ^
q.e.d.
Let p(x, Q e C°°(/^ x K≫) be a symbol in S° and let pv(x, £) =
Suppose ue He for a given positive real number s. Then,
lim ||/>v(*> D)u ― p(x, D)u＼＼L2 ― 0
Proof. Taking account of L2-boundedness of (pv(x,D)―p(x,D))(D) e
and previous lemma, we get
＼＼Pv(x,D)u-p(x,D))u＼＼L2= ＼＼(pv(x,D)-p(x:D))(D)-B.(D)eu＼＼L2
< C＼(Pv(x,Q -pMMQ-ThWH* - 0- q-e-d.
Lemma 5.2 showed us the Caucy problem (2.1) has a unique solution
uv = e~@v^vv(t) for each fixed v > 0. Let us write the counterpart i/vfor v' and
set wvvi= uv ―uv>.Then wvv> satisfies
(6.4)
d]ww + M(f]v(t))Avwvv/ = Gvv>(t,x)
wvv'(O,x) = 0, dtwvv>(0,x) = 0,
On global quasi-analyticsolutions
where
Gvv,{t,x)= -{M(riv{t))Av - M{riv,{t))Av,)uv＼t)
In order to show
(6.5)
(6.6)
||ww'(O||m < c
I
＼＼GvAs)＼＼Hids
lim sup HGvv'WIli/1 = R
vv'^°°r6[o,ri
It is useful to investigate the energy
(6.7) eVV'(t)2=
^{II^HvWIItfi
+ M(rfv(t))(Av(D)wvv,(t),(Dvv>(t))L2}
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The both the derivative of evv>{i)and the fact ＼dtM{rjv{t))＼< CM(rjv(t)) lead
us to
2evv,(t)e'vv,(t)
= Re{d2twvv,{t),dtwvv,{t)dt)H,+ (5,M(^v(?)))(A(i>Kv'(0, (D)wvv,{t))L2
+ M(riv{t))Re(Av(D)dtWvv,(t),(D)Wvv,(t))#
(6.8) < - M{r]v{t))Re{{{D)Av - Av{D))wvv,{t),(D)dtwvv,(t))L2
+ Cevv,(t)2+ evv,(t)＼＼Gvv>{t)＼＼Hi.
Let us find the estimate of the first term of (6.8). Putting o{Av){x,Q =
av(x, 0 e S＼, we can represent
a{(D)Av-Av(D))(x,Z) = Y] av{a){x,Z)ooa(£)+rv(x,£),
l≪l=l
where coa(xi) = dg(£) and the remainder rv{x,Q e S＼v. Hence
＼Re(((D)Av - Av(D))wvvit), (D)dtwvv,(t))L2＼
<CJ2 lkv(a)(^^)wVv'WII^II^H'vv'W||/f. +C||wvv,(r)||i7l||^M;v/(r)||//1
|a|=l
and it is a quick result of (3.3) of Lemma 3.1 that
＼＼av{a)(x,Z)wvv,(t)＼＼2L2< C((Av{D)wvv,(t),(D)wvv,{t))L2 + q|Mv(f)||^)
< Cevv,{t)2+ c( evv'(z)dz)
Jo /
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So we get
(6.9)
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e'vv,(t)< Cevv,{t) + C
f
evvl{r)dr + C＼＼Gw{t)＼＼HX
The calculation over ||Gvv'(OII//i is remained. By its definition
l|Gw'(OII*i
< ＼＼(M(nv(t))- M{fiAt)))Av,Vv,＼＼m + ＼＼M(ffv,(tmAV'- Av)vv/)＼＼H]
(6.10)
(6.11)
£ C＼M(t,v(t)) - M(>lAt))＼
+ C＼＼(AV> - Av)vvl)＼＼H＼,
where we took s = 3 and used ||v4v/iv||//i^ C, ||tv||#3^ C and M(rjv(t)) < C,
results of section 4 and Lemma 2.2. The last two terms have the following
estimates.
(6.11) = ＼＼(D)(AV,- Av)(D)-2-E(D)3+Evv,)＼＼L2
< C＼a((D)(AV' -^v)(D)-3-£|?||(i))3+V)IL2
< C'＼a((D)(Av,- Av)(D)-3-E＼{°＼
if we choose s > 3 + e in EVtS(t).Writing
(6.10) = C＼M＼riAt) + %v(0 - 7w(0))l kv(0 - 7v'(0l
<CXkW-^7vWI
< C'M'Q(＼(AV- Avf)uv,Uv)Li＼+ |(A'WVv',"v)l2|+ |(^v'≪v',Wvv')L2|),
and applying Lemma 6.3 to the firstterm of the last inequality, we get
(6.10) < C＼a((Av - A)(Dy2'E)&＼＼uv＼＼2H2+e+ CH^'MINI*. + Kll^.)
(6.12) <C'＼{{Av-A){D)-2-E)＼f)+ C
I'
Jo
evv>{x)dx
Combining all together from (6.9)to (6.12),we come
Cw'(O ^ c＼evv>(t)+c2
('
Jo
eVV'(t)dr
to
+ c3＼<t((Av- A){D)-2-£)＼f)+ c4＼a((D)(Av,- Av)(Dy3-£(D)3+evv,))ff
hence
<v'(0 ^ Ci
|
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t
evvi(t) dx
<C(T){＼a((Av-A)(D)-2-s)＼
-ofvy-oo),
(0)
+ ＼a((D)(Av,-Av)(D)-3~E)ff}
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which implies
sup ＼＼uv(i)- uvi{t)＼＼Hx-> 0(v, v' -> oo).
t [O,T＼
Therefore we can conclude rjv(?) ―>(^w(r, ･)>≪(',-))l2 as i7 "^ °°-Thus we have
proved Theorem 1.1.
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