We consider the problem of sequence reconstruction in sequencing-by-hybridization in the presence of spectrum errors. As suggested by intuition, and reported in the literature, false-negatives (i.e., missing spectrum probes) are by far the leading cause of reconstruction failures. In a recent paper we have described an algorithm, called "threshold-θ", designed to recover from false negatives. This algorithm is based on overcompensating for missing extensions by allowing larger reconstruction subtrees. We demonstrated, both analytically and with simulations, the increasing effectiveness of the approach as the parameter θ grows, but also pointed out that for larger error rates the size of the extension trees translates into an unacceptable computational burden. To obviate this shortcoming, in this paper we propose an adaptive approach which is both effective and efficient. Effective, because for a fixed value of θ it performs as well as its singlethreshold counterpart, efficient because it exhibits substantial speed-ups over it. The idea is that, for moderate error rates a small fraction of the target sequence can be involved in error recovery; thus, expectedly the remainder of the sequence is reconstructible by the standard noiseless algorithm, with the provision to switch to operation with increasingly higher thresholds after detecting failure. This policy generates interesting and complex interplays between fooling probes and false negatives. These phenomena are carefully analyzed for random sequences and the results are found to be in excellent agreement with the simulations. In addition, the experimental algorithmic speed-ups * 115 Waterman Street, Providence, RI 02912-1910 
Introduction
DNA sequencing-by-hybridization (SBH) was proposed over a decade ago [1] [2] [3] [4] [5] [6] as a potentially powerful alternative to current electrophoresis techniques. As is well known, sequencing by hybridization consists of two fundamental steps. The first, biochemical in nature, is the acquisition, by complementary hybridization with a complete library of probes, of all subsequences (of a selected pattern) of a given unknown target sequence; the set of such subsequences is called the sequence spectrum. The second step, combinatorial in nature, is the algorithmic reconstruction of the sequence from its spectrum. However elegant in its conception, the approach is plagued by serious difficulties, both biochemical and combinatorial. While considerable progress has been made on the combinatorial side, through the identification of probing patterns capable to nearly achieve optimal performance (effectiveness), 7, 8 the biochemical aspect remains more problematic due to difficulties in reliably controlling the dynamics of array hybridization. This is further complicated by the fact that the novel information-effective method 8 contemplates the use of universal bases, ideally exhibiting no hybridization specificity for the four natural bases (wild-card bases).
Little is known about chemical compounds with such properties, and what is known fits imperfectly the model of non-specificity. Normally, the spectrum is assumed to contain exactly the subsequences of the target sequence conforming to a chosen pattern (noiseless spectrum). However, the serious inadequacy of such an assumption was early recognized and several suggestions have been made 4, 5, [9] [10] [11] [12] to confront the problem of noisy hybridization.
Of course, any approach to error control presupposes an error model, i.e., a formalization of the random process producing the hybridization errors (hybridization noise), in the form of false negatives (errors of the first kind or misses) and of false positives (errors of the second kind or false-hits). Unfortunately, knowledge of the hybridization process is currently inadequate for a precise quantification of the hybridization model; judging from available data for natural bases, 13, 14 it appears likely that a realistic oligonucleotide hybridization model may have to be probe-specific.
In the absence of sufficient data for realistic modeling, researchers have directed their attention to the question of a graceful degradation of the efficiency of the reconstruction process in the presence of noise. Such studies are typically based on the following error process:
Noisy Standard Model
(1) Any correct spectrum probe can be suppressed with a fixed probability (false negatives);
(2) any probe at Hamming distance 1 from a correct spectrum probe can be added to the spectrum with a fixed probability (false positives); and (3) hybridization noise is expressed in terms of error rates for false negatives and positives.
In this model, Doi based on voting for the majority-supported choice for sequence extension. In this paper we present an algorithm that is much more effective and sophisticated than that presented in by Leong et al. 16 This fault-tolerant sequence reconstruction algorithm is based on adapting the robustness of the reconstruction to the locally detected severity of the hybridization noise. The performance analysis, albeit simplified, adequately agrees with extensive simulation data. Of course, the preservation of acceptable effectiveness of fault-tolerant reconstruction is necessarily achieved at the price of computational cost, although the proposed (multithreshold) adaptiveness is substantially more efficient than its single-threshold counterpart.
Preliminaries
We briefly review the probing scheme and the reconstruction algorithm in the errorfree case.
Definition 1.
A probing pattern is a binary string (beginning and ending with a 1), where a 1 denotes the position of a natural base and a 0 that of a universal base. For notational convenience a probe is viewed as a string of length (r + 1)s = ν over the extended alphabet A = { A,C,G,T,*}, where * denotes the "wild-card". A probe occurs at position i of the target if i is the position of its rightmost symbol. Two strings over A of identical length are said to agree if they coincide in the positions where both have symbols different from * .
All reconstruction algorithms heretofore proposed construct a putative sequence symbol-by-symbol. A reconstruction is successful if the completed putative sequence coincides with the original sequence. We ignore here the details, discussed elsewhere, 7 of the initiation and termination of the reconstruction process.
Definition 3.
A probe is said to be a feasible extension if its (ν − 1)-prefix coincides with the corresponding suffix of the putative sequence.
We now summarize the standard reconstruction algorithm for noiseless spectra, to provide the background for the necessary algorithmic modifications:
• Given the current putative sequence, the spectrum query returns the set of feasible-extension probes (which is necessarily nonempty in the error-free case if the putative sequence is correct). If only one probe is returned, then we have trivial one-symbol extension of the putative sequence viewed as a graph-theoretic path (algorithm in extension mode). Otherwise, we have an ambiguous branching and two or more competing paths are spawned; subsequently the algorithm attempts the breadth-first extension of all paths issuing from the branching (and of all other paths spawned in turn by them) on the basis of spectrum probes (algorithm in branching mode). The construction of such tree of paths is pursued up to a maximum depth H (a design parameter), unless at some stage of this construction it is found that all surviving paths have a common prefix. In the latter case, this prefix is concatenated to the putative sequence, and the process is iterated.
The occurrence of ambiguous branchings is due to the following construct:
Definition 4. A fooling probe at position i is a feasible extension for position i which occurs as a subsequence at some position j = i in the target sequence.
Indeed, fooling probes are the cause of reconstruction failures. Intuitively, for a given probe weight k, as the length m of the target sequence increases, the spectrum becomes more densely populated, and correspondingly the probability of encountering fooling probes increases (we shall later discuss the probability of fooling probes). The rationale for the described reconstruction mechanism in the branching mode is that, whereas the correct path is deterministically extended, the extension of spurious paths rests on the existence in the spectrum of specific fooling probes, and the parameter H should be chosen large enough to make their joint probability vanishingly small.
When the branching-mode extension reaches depth H, we have two distinct failure modes:
(1) The two extant paths are identical except in their initial symbols (so the same feasible-extension probes extend both paths) (Failure Mode 1); or (2) The two paths reproduce two distinct portions of the target sequence (and are deterministically extended). The spurious path contains a segment of length ν − 1, which agrees, entirely or partially, with an equally positioned segment of the correct path, the disagreements being compensated for by fooling probes (Failure Mode 2).
The Modified Reconstruction Algorithm
Intuitively, a false positive is much less detrimental to the reconstruction than a false negative. Indeed, referring to the above description of the algorithm, a false negative irretrievably interrupts the extension process, whereas a false positive simply adds one probe to the spectrum. Such probe will be accessed only if it may act as a feasible extension (in the same way as a fooling probe). In other words, false positives simply increase the pool of fooling probes, and, provided the false-positive rate remain reasonably small, their effect is truly negligible; 15 in the interest of simplicity and clarity in this paper we assume that the false-positive rate is zero. Inclusion of false positives should only minutely complicate the analysis. Essentially, the success of reconstruction depends upon our ability to recover false negatives. In fact, we shall explain analytically that the poor behavior reported in Doi and Imai 15 is due to inadequate recovery of false negatives.
We therefore propose, and later analyze, a robust reconstruction algorithm, which interacts with a noisy spectrum. We assume therefore that the latter is obtained by eliminating with probability and independently each probe of the noiseless spectrum. As we shall recognize, the outlined standard algorithm can be viewed as a special case of the new procedure. Informally, we shall introduce two novel features: a modified spectrum interrogation (query), and a path elimination criterion. Specifically:
• Modified spectrum query (1) The spectrum query always returns four scored extensions (for each of the four DNA bases); the score is 0 if the corresponding probe exists in the spectrum and is 1 otherwise; (2) All extant paths have identical length and are extended with additive scoring.
• Path-termination criterion: A path is terminated when its score exceeds by a threshold θ (a small integer) the score of the lowest-score extant path.
Clearly, the standard algorithm corresponds to the choice θ = 1. Choices of θ > 1 allow recovery of all false negatives, and the potential for successful reconstruction rests on the fact that lack of fooling probes (for spurious paths) is more likely than occurrence of closely spaced false negatives (on the correct path). It is also intuitive that higher reliability is achieved for higher values of θ.
All other algorithmic details are maintained; the resulting algorithm is referred to as threshold-θ reconstruction algorithm. We shall assume throughout the paper to deal with reverse probing patterns, due to their algorithmic advantages.
Failure Analysis of Threshold-θ Algorithms
The events causing the algorithm to fail are collections of false negatives and collections of fooling probes. Whereas the former are by definition independent, fooling probes are not because they may overlap. Thus, the crux of the analysis is the evaluation of the joint probability of collections of fooling probes.
We begin by observing that the probability that a specific probe of weight k (i.e., with k specified symbols) belongs to the spectrum of a sequence of length m is expressed with sufficient accuracy by
Of course, conditioning should be considered because, rigorously, the existence of a given probe alters the prior probability of other probes. This dependence is exclusively due to overlaps. However since overlap spans are enormously smaller than the sequence length, here we make the strongly simplifying assumption of independence. Whereas such an assumption minimally weakens the rigor of the analysis, the excellent agreement with simulation results amply justifies the choice. In the same spirit, the analysis that follows will occasionally sacrifice rigor for the benefit of simplicity based on sound intuition. As reviewed in Sec. 2, in the noiseless situation the performance of reconstruction algorithms is correctly described in terms of the Failure Modes 1 and 2.
Under noisy conditions ( > 0), the error-free failure modes remain active, but a more complex failure behavior arises due to the interplay of false-negatives and fooling probes, which we first intuitively motivate. A new mode, referred to as Failure Mode 3 or correct-path elimination, emerges and may become a substantial cause of failure for high error rates. The elimination of the correct path is due to the path-rejection rule outlined in Sec. 3 and to the occurrence of closely spaced false-negatives on the correct path. In such an event, the correct path receives a high score and the algorithm may wrongly terminate it; consequently, the algorithm will detect failure shortly thereafter because all spurious paths become extinct. In addition, the co-occurrence of closely spaced false negatives (on the correct path) and of fooling probes (for a spurious path) may prevent the algorithm from discriminating between the two, thus incorrectly emulating failure situations that are standard in error-free operation. In detail, we identify five distinct failure modes, to be now individually analyzed:
(1) Failure Mode 1 (conventional). The branching-mode extension tree attains depth H with two identical paths (except for their initial symbol) with identical score 0. As discussed elsewhere, 8 such a failure occurs when the spectrum contains k specific fooling probes that sample the spurious branching symbols, otherwise agreeing with the correct path. The approximate probability of occurrence of this event at a specific position in the reconstruction is 8, 18 :
where the first term is due to the fooling probe causing the branching, the second to the subsequent k − 1 fooling probes, and the rightmost two terms account for fooling-probe overlaps. For simplicity, in subsequent discussion we shall approximate this probability with 3α k .
(2) Failure Mode 2 (conventional). A detailed combinatorial analysis given elsewhere 18 fails to convey an intuitive appreciation of the behavior. We attempt to provide intuitive support with the following analysis of an approximate but quite effective modeling.
Note that the tree of paths issuing from the branching contains the correct path and (at least) one competing (spurious) path. The latter contains an (ν − 1)-symbol segment (self-sustaining segment), including or following the branching position, which is identical to a segment actually occurring in the sequence, so that its extension is deterministically guaranteed by probes in the spectrum. The self-sustaining segment agrees, entirely or partially, with an equally positioned segment of the correct path, the disagreements being compensated by fooling probes also occurring in the sequence.
Denoting conventionally the branching position as 0, the position-index immediately to the right of the self-sustaining segment is called the segment's offset and denoted J. Thus, J ≥ 0.
The following observation will intuitively support the chosen approximations. The spectrum must contain a set of fooling probes necessary to compensate for the disagreements between the two competing homologous segments (aligned on the two paths). Precisely, no probe is required at a position 0 ≤ j < J if and only if no disagreement (between the two alternative paths) occurs at positions {j, j − 1, . . . , j − s + 1, j − 2s + 1, . . . , j − ν + 1} ∩{0, 1, . . . , j}. Positions {j, j−1, . . . , j−s+1, j−2s+1, . . . , j−ν +1} are referred to as in-phase with respect to position j, corresponding to shifting to j the right end of the chosen (reverse) probing pattern; of these, we must exclude those occurring to the left of the branching. Thus, a single disagreement may require the presence of several compensating fooling probes, and since a disagreement is 3 times as likely as an agreement, we may expect that there will be a fooling probe (with its rightmost symbol) at nearly every position in the interval [1, J − 1]. Our approximation expresses the probability of this event as α η(J−1) (where η slightly less than 1; detailed computer simulations suggest that η ≈ 0.9). For generic J there are about m 2 ways to select the self-sustaining segment and its correct-path counterpart in the sequence. For J < ν − 1, the two segments agree in ν − 1 − J positions (with probability 1/4 ν−1−J ), the branching has probability 3α, and each subsequent fooling probe has probability α η .
H.-W. Leong et al.
We conclude that the probability of Mode 2 failure may be approximated as
(The next three failure modes are due to the action of false-negatives.) (3) Failure Mode 3. This is the only case of termination occurring possibly before the tree construction reaches depth H. The correct path accumulates a score exceeding by θ the score of a spurious path. Here again we have two competing paths: the correct path and a spurious path. The latter,in turn, may be of one of two types, which we call here Mode-1 or Random, with different probabilistic characterizations.
(a) A Mode-1 path agrees with the correct path in all in-phase positions prior to its termination. Termination beyond position ν would appear as a Mode-1 failure, whence the label of such paths. Only in-phase positions need be considered, because a false negative in off-phase position equally affects both paths. Failure occurs at the ith in-phase position because while the spurious path is supported by i fooling probes (probability 3α i ), there are θ positions (including the ith one) where the correct path experiences a false-negative, i.e., the event's approximate probability is
(b) Random paths. These paths are sustained position by position by fooling probes, the first symbol with probability 3α and each subsequent symbol with probability 4α, while the correct path experiences θ false negatives. It follows that the probability of this event can be expressed as
where the term (1 − α s−2+ J/s ) excludes Mode-1 paths. We then set 
. CCAT CAT T T AG GCCA AGCC CGAT GGCA a t a g GCC a AGCC CGA t GGC a
A branching occurs at position 0 and the top path is the correct one. Fooling probes are indicated with lower-case and false negatives in bold-face. The
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branching disagreement requires fooling probes at 1, 2, 3, 7, 11, 15, and 19. It also happens that the correct and spurious paths experience false negatives at 15 and 11, respectively. Again, only in-phase positions need be considered. Provided the score has been accumulated in the first ν positions, the correct path suffered some number u of false negatives and the spurious path lacked u fooling probes, so that both path have identical scores. For given u, the false-negative and fooling-probe positions can be chosen independently among k (in-phase) positions, so that the corresponding probability is
Combining conventional and emulated Mode-1 failures we obtain: 
. T C [CGCA AGCG T AA T GAC AT AC AAGC AGT C AT T C c g a c g g a t ]
Here, the self-sustaining segment begin at position −11 and ends at 7 (shown within brackets); its initial portion, [−11, −1] coincides with the corresponding portion of the correct path. There are disagreements in position 0 (branching) and in positions 4, 5, and 7, each of which demands a sequence of fooling probes ending within the span of the segment, so that positions 0-7 are each a foolingprobe site. Those in positions 2, 3, and 7 are false negatives; likewise, the correct path experiences false negatives in positions 1, 8, and 16. In general, the correct path suffers u false negatives and the spurious path lacks u fooling probes. It follows that the corresponding probability is obtained multiplying each term 4α ηJ in expression (1) by the term
since false negatives are to be chosen among ν positions and fooling probes among J positions. Thus, we obtain
Combining the results of the preceding analysis, since the obtained expressions refer to a fixed sequence position, we may conclude that the probability of success of the threshold-θ algorithm is given by e −m(F1+F3)+F2 .
The Adaptive Multithreshold Algorithm
Intuitively, it is clear that the observed high computational cost of the singlethreshold algorithm for values θ > 1 is due to the fact that the full robustness of the method is applied uniformly over the entire sequence reconstruction, even where it is not needed. For example, for m = 10, 000 and = 0.01 there are about 100 falsenegative events, each involving a short stretch (20-30 symbols) where the higherthreshold machinery must be applied; thus, the remaining 7000-8000 symbols are presumably reconstructible with the much more efficient (θ = 1) algorithm. This intuition is the basis of the adaptive multithreshold approach to be described next. All simulation results reported in this section pertain to random DNA sequences with i.i.d. symbols and to a probing scheme using a (4, 4) reverse pattern, i.e., the pattern (refer to Definitions 1 and 2): 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 1 1 1 We begin with an informal description. The algorithm's normal operating mode is the standard one (noiseless), described by Preparata and Upfal 8 and succinctly reviewed in Sec. 2. The putative sequence is extended from one end to the other on the basis of the spectrum. A false-negative causes an interruption of this process, either because none of the four possible extension probes are immediately found in the spectrum, or because an initiated spurious path becomes extinct. Thus, such an interruption occurring prior to the expected termination of the target sequence (we assume that the parameter m is known with reasonable accuracy) reveals the occurrence of a false negative. On such circumstance, the algorithm switches to threshold θ = 2 and attempts local reconstruction using this threshold. As described earlier, in this new operating mode paths are scored by the number of missing characters introduced by the algorithm and extant paths are eliminated on the basis of their accumulated score. If this action succeeds in reliably extending the putative sequence beyond the detected interruption, then algorithm reverts to θ = 1; otherwise it switches to operation with the next higher threshold θ = 3. This policy is upheld up to some threshold θ max . However the interaction of different-threshold subalgorithms is not seamless, and there are several significant details to be addressed:
(1) Threshold policy. In a single threshold algorithm path elimination occurs when the score of a path exceeds by θ the minimum path score, as illustrated in Sec. 3. Such criterion, called relative scoring, is meant to guard against an improbable concentration of false-negatives that may locally penalize the correct path, but is computationally more costly since it uniformly adopts a policy targeted to infrequent events. Thus, an alternative policy is to maintain relative scoring only in connection with θ max (since there is no further resort), and to adopt instead the following less costly policy for any threshold 1 ≤ θ < θ max (absolute scoring): branching-tree extension is halted when the score of all extant paths attains the value θ, the rationale being that a potentially eliminated correct path is recoverable at higher thresholds. (2) Reconstruction back-up. The multithreshold approach introduces the following complicating behavior. Suppose we are operating with threshold 1 and that the algorithm detects a false-negative interruption. The detected false-negative, however, has not necessarily occurred at the position following the interruption. Indeed, a branching may have occurred a few positions prior to the interruption, and the algorithm has undertaken the construction of the trees spawned off the correct path. Therefore, when switching to a higher threshold, reconstruction should back up a number of positions J * (m, ). We have chosen to select J * empirically as the value for which a further increase does not affect the frequency of correct reconstruction in simulations (as an example, refer to the last column of Table 1 , pertaining to = 0.01 for a (4, 4) reverse-probe algorithm). The algorithm will remain in higher-threshold mode until the putative sequence has been extended at least one position beyond the original interruption, a policy which is consistent with the recovery of the false negative.
We can now give a more technical description of the multithreshold algorithm, which accepts as input a (putative) sequence P , a maximum operating threshold θ max , and a recovery back-up J * .
multithreshold(P, θ max , J * )
start θ curr algorithm at L E ← prefix returned by tree extension to depth Finally, we wish to substantiate the advantages offered by multithreshold over single threshold reconstruction. As a starting point of this analysis we report Table 1 for detailed data referring to = 0.01). Figure 2 confirms, as expected, that the performances of multithreshold-3 and single-threshold-3 reconstructions are almost identical; thus the comparison must hinge on computational advantages. The speed-up afforded by multithreshold is given in Fig. 3 . The latter figure demonstrates a speed-up for all parameter choices, which, by itself, is persuasive experimental evidence of the superiority of multithreshold reconstruction. On the other hand, the reported results present a rather puzzling spread of speed-up values, which calls for some specific analysis. Qualitatively, we observe that the speed-up varies moderately for fixed noise level as a function of m (increasingly for small noise and decreasingly for larger noise), whereas it varies appreciably with the noise level. A detailed, rigorous analysis of the extremely intricate reconstruction process, as driven by random DNA sequences, is of a daunting complexity and hardly justified in consideration of its very narrow scope. Rather, we shall attempt below a grossly simplified analysis that captures, and roughly a The software used to carry out these simulation is maintained by co-author Hugo Willy at the National University of Singapore. quantifies, the main features of the process and offers a reasonable explanation of the observed behavior. The computation time of a successful reconstruction is essentially proportional to the number of spectrum accesses requested by the algorithm. These spectrum accesses are incurred in the path extension process and can be partitioned among the acquired characters of the putative sequence. For each character we estimate the number of accesses performed before the (potentially 3) subtrees initiated by the spurious threads are terminated: we refer to the collection of these subtrees as the spurious tree.
As a test case, we shall consider = 0.01. The relevant data are displayed in Table 1 , where the first column gives the target sequence length, the next two columns (success rate as a percentage and number of accesses) pertain to singlethreshold reconstruction, and the remaining columns pertain to the multithreshold algorithm in the following order: success rate, number of characters reconstructed and number of accesses under θ = 1, 2, 3, and the value of back-up J * :
Using this table, we display in Fig. 4 the fractions of sequence characters reconstructed using thresholds 2 and 3 (note that most of characters are obtained using threshold 1, although all characters are processed under θ = 1 before a transition to θ = 2 is made; similarly, all characters reconstructed under θ = 3 had been previously processed under θ = 2). To explain these values, we note that there are on average m FN (false-negatives) events causing threshold transitions: each of these events yields approximately J * (m, ) symbols under θ > 1. Although parameter J * is empirically determined, from Table 1 It can be readily verified that these analytical estimates adequately agree with the experimental results (columns ch-2 and ch-3 of the above table).
We must now address the issue of the computation time by estimating the (average) size of spurious trees. Here we make the strong simplifying assumption that spurious-tree-level extensions are independent events. This assumption ignores the (mild) conditioning among spectrum probes and the detailed structure of the probing pattern, and will result in underestimates of the sizes of large spurious trees.
A tree edge is labelled 1 if it is due to a fooling probe (of probability α) and 0 (of probability β = 1 − α) otherwise. We denote S j the (average) size of a tree each path of which has at most j 0s (j is referred to as the weight of the tree). Note that under threshold θ we must consider spurious trees of weight θ − 1.
From a node of the correct path we make three queries and observe their responses; we let D j denote the total number of queries for threshold j. We then where the first term is due to the four spectrum interrogations, the second and the third to extension of subtrees of weight j and j − 1. We now estimate S j . We make four queries, so that In this simplified framework, the access costs with thresholds 1, 2, and 3 are estimated as mS 0 /m = S 0 , S 1 , and S 2 , respectively (these values are plotted in Fig. 5 ). 
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While there is excellent agreement for θ = 1, the discrepancy for θ = 2 is attributable to the expected underestimate of S 1 . The much stronger discrepancy for θ = 3 is to be attributed to the relative-scoring criterion enforced when using the largest θ. In fact, due to the action of the false negatives on the correct path, most of the reconstruction is likely to involve spurious trees of weights 3 and 4 rather than 2 (compare with the plots of S 3 and S 4 in Fig. 5 ). This mechanism also explains the modest speed-ups observed for noise = 0.02, where the threshold-4 and -5 reconstructions presumably account for the largest fraction of the costs of both single-threshold and multithreshold algorithms.
