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MATHEMATICS 
DIE GLEICHHEIT VON ITERIERTEN RIEMANN-STIELTJES-
SCHEN INTEGRALEN IN ABSTRAKTEN RAUMEN. II 
VON 
J. RIDDER 
(Communicated at the meeting of May 26, 1962} 
ANWENDUNGEN DER ABSTRAKTEN THEORIE 
§ 13. In den folgenden Betrachtungen seien R<i> (j =I, 2) nrdimensio-
nale euklidische Raume (n1 eine natiirliche Zahl); beispielsweise wollen 
wir n1 = 2 betrachten. Sind in dem zugehorigen Raum x, y rechtwinklige 
Koordinaten, so definieren wir ein Segment i i[xi, x2; y1, y2] in diesem 
Raum als die Menge der Punkte (x, y), fiir die x1~x~x2, YI~y~y2 gilt. 
1p<i>(i) sei eine endlichwertige, beschrankt additive Segmentfunktion, 
definiert fiir aile Segmente des Raumes und von beschrankter Variation 
auf jedem Segment. 
Fiir ein offenes Intervall i - i(x1, X2; y1, y2) sei 
.PU>{i(xi, x2; YI, y2)}= lim 1pU>{i[xi +h1, x2-h2; YI +k1, y2-k2]}; 
hr-+ O,kr~ O;hi> O,ki> 0 
der hier auftretende (endliche) Grenzwert existiert immer. 
Fiir lineare Segmente l[[x=xo; YI-;;;_Y~Y2] oder lx0 [yi, y2] sei 
a'P<J){lx0 [yi, y2]} = lim 'I{JU>{[xo-hi, xo+h2; YI, y2]}; 
hi-+O;hi>O 
analog laBt sich fiir lineare Segmente l[x1~x~x2; y=yo] oder ly0 [x1, x2 ] 
a'P<n{ly0 [xi, x2]} definieren; auch hier existieren die (endlichen) Grenz-
werte immer. 
Fiir offene lineare Intervalle l(x = Xo; YI < y < y2) oder lx0(yi, y2) sei nun: 
t1>U>{lx0(yi, y2)} = lim a'P<n{lx0 [YI-hl, Y2+h2]}; 
hi-')-O;hi>O 
analog laBt sich fiir offene lineare Intervalle l(xi < x < x2 ; y = y0 ) oder 
ly0(x1, x2) t1>U>{ly0(xi, x2)} definieren. 
SchlieBlich sei fiir eine Menge, welche nur einen einzelnen Punkt 
( xo, yo) enthalt, 
.PU>[{(xo, Yo)}]= lim 'I{JU>{i[xo-hi, xo+h2; yo-ki, yo+ k2]} 10). 
hi-'> O,ki-> O;hi > O,ki > 0 
Die (eindeutige) Erweiterung der Definitionen von .PU> fiir offene Inter-
1°) Oder, was auf dasselbe hinauskomrnt, = lim a'P<n(l,, [yo - h1, yo + h2]) 
oder = lim a'P<il(ly, [xo - h, xa + k2 ]). h;-->O;h; >O 
k;-->O;k;>O 
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valle i, lineare Intervalle l und aus einem einzelnen Punkte aufgebiwten 
Mengen {P} zu den Mengen des kleiwten, die Mengen i, lund {P} umfasse'f},-
den Mengenkorpers K<1>, wobei die Mengenfunktion beschrankt additiv im 
Sinne von § 1 werdei:J. soli, liegt auf der Hand; c;P<1> ist dann auch a-additiv 
fur die Mengen von 1((1). :lObts) 
Die fiir die Mengen von K<J> zugehorigen positiven, negativen und 
totalen Variationen von c;P<J>, bzw. G<J>, g<J> und T<i>, sind fiir diese Mengen 
a-additiv (§ 1). 
Definition. Bei positivem e erhalt man fiir ein offenes Intervall 
i(x1, x2; y1, y2) E K<J> eine e-Zerlegung in bezug auf c;P<il oder T<il wie folgt: 
1 o fiir jedes ~ mit x1 < ~ < x2 und T<1> [l;(Yb y2)] ;;s e nimmt man eine 
Zerlegung von l~(yl, y2) in endlich viele offene Intervalle l~(yk1 , yk2 ) und 
endlich viele Mengen {(~, Yl)} von einzelnen Punkten, mit T<1>[l;(Yk1 , Yk2)] 
<e; 
2° fiir jedes ·'YJ mit Y1<'YJ<Y2 und T<1>[l'l(xl, x2)];;se nimmt man eine 
Zerlegung von l'I(XI, x2) in endlich viele offene Intervalle l'l(xk1 , Xk2) und 
endlich viele Mengen {(x1, 'YJ)} von einzelnen Punkten, mit T<1>[l'l(xk1, Xk2)] 
<e; 
3° die nicht unter 1° oder 2° fallenden Zerlegungsmengen sind endlich 
viele offene Intervalle i(~fl, ~12 ; 'YJfl, 'YJJ2 ) mit 
T<i>[i(x1, x2; 'YJil, 'Y/12)] <e 
und 
Wieman eine e-Zerlegung in bezug auf c;P<J> oder T<J> erhalt fiir lineare 
Intervalle l.,.(y1, y2) oder ly0(x1, x2) ist wohl evident; aus einzelnen Punkten 
aufgebaute Mengen mit T<1>-MaB;;se trennen dabei Gruppen von Teil-
mengen, deren jede ein T<i>-MaB<e hat, und entweder offenes lineares 
Intervall ist oder nur einen einzelnen Punkt enthalt. 
A us E E K<J> folgt eine Zerlegung: 
(21 *) E = 1 ip, + 1lxp, + 1lvp, + 1 {P p,} 
(p,) (p,) (Pal (p,) 
in endlich viele offene (zweidim.) Intervalle, offene achsenparallele lineare 
Intervalle und aus einzelnen Punkten aufgebaute Mengen. Bei positivem e 
erhalt man eine e-Zerlegung von E in bezug auf c;P<i> oder T<J> dadurch daB 
fiir die ip, lxp, und lyp, e-Zerleglingen in bezug auf c;P<J> oder T<1> gebildet 
werden, deren Teilmengen dann mit den {P P•} die e-Zerlegung von E 
bilden IObis). 
§ 14. Satz. Sind {en<ll und {en<2>} gegen Null konvergierende Folgen 
von positiven Zahlen, mit zugehorigen en<I>- und en<2>-Zerlegungen von E 
!Obis) Die Ubertragung auf den Fall eines Raumes R<Jl mit n1 ;;s 3 oder = 1 
ist leicht. 
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in bezug auf T<i>, und sind fur eine auf E beschrii.nkte Funktion f(x, y) die 
zu den .sn.<I>- und en<2>-Zerlegungen von E gehorenden Obersummen 
(§ 7bis) Sn<l> bzw. Sn<2> und Untersummen (§ 7bis) sn(l), bzw. ·sn<2>, so 
existieren die Grenzwerte 
und sind einander gleich; auch existieren und sind einander gleich 
lim sn<1> und lim sn<2>. 
Beweis. Wir beschrii.nken uns auf den Fall der Obersummen bei E 
ein (zweideim.) offenes Intervall i = i(x1, x2; y1, y2). Die en<1>-Zerlegung 
sei aufgebaut aus den Mengen E~~k, die en(2>-Zerlegung aus den E~~l1 • 
Wahlen wir eine feste Menge E~~,z. der eii(2l-Zerlegung von i, und betrach-
ten daneben diejenigen Mengen E!t,k,(t= 1, ... , m1) der en<1>-Zerlegung von 
i, welche ganz zu E~~,z. gehoren, auBerdem die nicht ganz in E~,z. liegenden 
Mengen E~~,k,(t = m1 + 1, ... , m2) dieser Zerlegung, deren Durchschnitt mit 
E~~,z. jedoch nicht leer ist. Dann ist 
"" .... (22) 0 ~ T(1)(E~~,1,} - ! T<i>(E~~,k) ~ ! T<i>(E~~,k). 
•-1 •=m,+l 
Beschrii.nken wir uns auf den Fall, daB E~~,z. ein (offenes) zwei-dim. Inter-
vall ist. 
Aus Bedingung 3° der vorangehenden Definition geht hervor, daB die 
nur teilweise zu E~~,z. gehorenden offenen zweidim. Intervalle E~~,k, T<i>-
MaBe haben, welche sii.mtlich < 8en<l> sind. 
Zu i(x1, x2; Yb y2) gehoren hochstens abzii.hlbar unendlich viele ;1, mit 
x1 <;1.<X2 und T<i>[l~_{yl, y2)] > 0, und ebenso hochstens abzii.hlbar 
unendlich viele 'Y}i mit y1<'Y}t<Y2 und T<i>[l111(Xl, x2)]>0. Zu willkiirlich 
positivem c5 gibt es dann eine natiirliche Zahl N mit 
00 c) 00 c) 
. ! T<i> [l~1(y1, y2)] < 2 und ! T<i> [l'l,(x1, x2)] < 2. 
•=N+l i=N+l 
Aus Bedingung 2° der Definition geht hervor, daB die Anzahl derjenigen 
nur teilweise zu E~~,z. gehOrenden offenen linearen Intervallen E~~k,, welche 
auf einer der Geraden x=~t (i= 1, ... , N) oder y='Y}i (i= 1, ... , N) liegen, 
hochstens 4N sein kann, wodurch ihr sii.mtliches T<i>-MaB < 4N · en<I> ist. 
Wir erhalten somit 
m, 
(23) ! T<J>(E~~k) < 8en<1> + 4N·en<1> + c5. 
•=m1+1 
Wegen en<l>-+ 0 bei n-+ ex:>, und b willkiirlich positiv folgt aus (22) 
und (23}: 
(24) 
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Da fiir jede Menge E*~lz der en<2>-Zerlegung von i eine Relation wie 
(24) gilt, erhalten wir fiir die Mengen E~~~ der en<1>-Zerlegung von i, 
welche jede fiir sich in einer Menge E*~lz liegen, 
lim L T(J)(E~~l,.) = L TU>(E~lz) = T<i>(i). 
n-+ oo (><) (l) 
Mit 
! obere Grenze von I auf E~~l" · T<i>(E~~l,.) ;:;;; ! obere Grenze von 
M m 
und der Beschranktheit von I auf i folgt dadurch: 
lim sup ! obere Grenze von I auf E~~lk · TU>(E~~lk);:;;; 
n-+oo (k) ~ b G f 00 T 00 ;:;;; £.. o ere renze von 1 au Er..z 0 U>(Er..z), 
(l) 
oder 
n-+oo 
ii ist willkiirlich; somit auch: 
lim sup Sn<1> ;:;;; lim inf Sn<2>. 
n--+oo 
Analog folgt: 
lim sup S:n<2> ;:;;; lim inf Sn<I), 
U---+oo n---+oo 
wodurch: 
lim S:n,<2> = lim Sn<I>. 
ii-+ oo n---+ co 
§ 15. Satzo Fiir die in§§ 13, 14 betrachteten RU>, K<n, c]J<J> und T<J> 
sind nicht nur c]JU> und TU> a-additiv fiir die Mengen von KU>, sondern 
wird dane ben Bedingung w ( §§ 8 u. 7bis) erfiillt; sogar gelten fUr j ede 
Folge von en-Zerlegungen {MhU;n>} in bezug aufT<J> einer Menge MU> EK<J> 
bei {en}--+ 0 und jedem en> 0 n ), und j ede auf MU> beschrankte Funktion 
u die Relationen (l) und (2) von § 7bis. 
Beweis. Es geniigt (l) zu beweisen. 
{-<Wh<J;n>} sei eine Folge von en-Zerlegungen in bezug auf T(J> w1e 1m 
Satze angegeben; sie hangt somit nicht von u ab. 
Zu der auf M<n beschrankten, iibrigens willkiirlichen Funktion u gibt 
es nach Satzen von § 7bis eine (von u abhangende) Folge von Zerlegungen 
von MU> in endlich viele, zu KU> gehorende Mengen W(kU;n>(n= l, 2, .0.), 
wobei die (n+ l)te Zerlegung durch Unterteilung der Mengen der nten 
Zerlegung entsteht, mit 
l untere Grenze der Obersummen von u auf M(j) = km u-dTU> = (25) = lim L Tk(j; n) 0 TU>(W(k(j; n); 
n-+ oo (k) 
11) Es ist dazu somit nicht unbedingt notwendig, dass die (n + I)te Zerlegung 
eine Unterteilung der nten Zerlegung ist. 
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dabei ist Tk<J;n>=obere Grenze von u auf Wlk<J;n>. Durch Produktbildung 
der Mengen aus {M11<J;n>} und {Wlk<J;n>} fiir n= 1 oder 2 oder ... entstehen 
en-Zerlegungen {Wlz<i;n>}, fiir die wegen (25) ebenfalls 
JMci> u · dT = lim ! tz<i;n> · T<i>(Wlz<i;n>) 
n-+oo (I) 
ist, mit t1<J;n>=obere Grenze von u auf IDlz<i;n>. 
Nach dem Satze von § 14 ist dadurch auch fiir die unabhangig von u 
gewahlte Folge {M11<J;n>} von Bn-Zerlegungen von M<i>: 
fMc;> u · dT<i> = lim ! t"<J;n> · T<i>(Mli<J; n>), 
n-+oo (h) 
mit tA<J;n>=obere Grenze von u auf M"<J;n>. 
§ 16. Die in §§ 13-15 enthaltenen Betrachtungen behalten ihre 
Giiltigkeit fiir aile euklidische Raume R<J> (j = l, 2) von einer Dimension 
n1= 1 oder 2 oder 3 u.s.w. Segmentfunktionen tp<i> fiihren zu fiir die Mengen 
eines zugehorigen Korpers K<i> definierten beschrankt- und sogar a-
additiven Mengenfunktionen t!><J>, mit Totalvariation T<i>, fiir welche 
Bedingung ro ( §§ 8 u. 7bis) erfiillt wird. Somit gilt in diesem Spezialfall das 
Haupttheorem (§ 11), welches hier die Form erhalt: 
Sind fur j = 1, 2 R<J> euklidische Raume der Dimension n1 (n1 und n2 
einander gleich oder verschieden), tp<i> Segmentfunktionen wie in § 13, t!><J> 
aus den tp<i> fur die J/engen des in analoger Weise wie in § 13 definierten 
Kiirpers K<J> abgeleitete besckl'iinkt- und a-additive Mengenfunktionen, mit 
zugehOrigen Totalvariationen T<i>, so gilt folgendes. 
1st M<J> E K<J> (j = l und 2), und ist die Funktion u(x<1>, x<2>) (Punkt 
x<1> E R<1>, Punkt x<2> E R<2>) beschrankt auf der Produktmenge M<1> x M<2> 
(in R<1> x R<2>), so ist zur Existenz der iterierten Riemann-Stieltjesschen 
lntegrale (im Sinne von §§ 13-15): 
(26) fm(ll d(/)(1) Jmc2> d(/)(2) · u(x<1>, x<2>) und fmc2l d(/)(2) Jmcl> d(/)<1> · u(x<1>, x<2>) 
fur jedes Mengenpaar m<1>,m<2> mit m<J>~Mm,mm EK<J>, notwendig und 
hinreichend, da(3 
SMell dT<1>[JMc2> dT<2> ·u(x<1>, x<2>)- JMc2> dT<2> ·u(x<1>, x<2>)] 
und 
JMc2> dT<2>[fMcl> dT<1> ·u(x(l>, x<2>) -JMcl> dT<1> ·u(x<1>, x<2>)] 
existieren und gleich Null sind. 
Die iterierten lntegrale (26) sind dann au(3erdem einander gleich fur 
jedes Paar m<1>, m<2>. 
Berner kung I. Fiir Riemann-Stieltjessche Integrale in euklidischen 
Raumen, die in einer etwas abweichenden Art gebildet sind 12), findet 
12) Wahrend hier positive und negative Variation von tliCil fiir die Mengen von 
KW gebildet warden, wurden in der zitierten Arbeit von LUIKENS positive und 
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man einen derartigen Satz schon bei H. LUIKENS [6], S. 146 (Satz 59). 
Berner kung II. Spezialfall sowohl des obigen Satzes wie des Satzes 
von Luikens ist der Satz: 1st u(x<I>, x<2>) beschrankt auf der Produkt-
menge ]<I> x ]<2> (im euklidischen Produktraum R<I> x R<2>), wobei ](1) 
Segmente ( = abgeschlossene achsenparallele Balken) sind (j = 1, 2), so 
ist zur Existenz der iterierten Riemann-Integrale: 
(27) f:r(l) dx<I> ]z<2> dx<2>.u(x<I>, x<2> und fz<2> dx_<2> ji(l> dx<I>.u(xU>, x<2)) 
(wobei J und J Darboux-lntegrale sind) notwendig und hinreichend, daB 
f:r<I> dx<I>[fi<2> dx<2> -u(x<I>, x<2>) -]z<2> dx<2>. u(x<I>, x<2>)] 
und 
frc2> dx<2>[fi<ll dx<I>. u(x<I>, x<2>)- J:rcll dx<I>. u(x<I>, x<2>)] 
existieren und gleich Null sind. 
Die Integrale (27) sind dann auBerdem einande:r. gleich. 
In nur scheinbar allgemeinerer Form findet man diesen Satz in R:~;DDER 
[5], S. 134. Aus ihm folgen: 
1 o Wenn die fiira~x~b, c~y~d definierte Jj'unktionf(x, y) beschrankt 
ist, iiber [a, b] ein Riemann-Integral hat fiir jedes y E [c, d], und ebenso 
iiber [c, d] fiir jedes x E [a, b], so existieren die zugehorigen iterierten 
Riemann-Integrale und sind einander gleich (Satz in LICHTENSTEIN [1]); 
2° Wenn f(x, y) fiir a~x~b, c~y~d beschrankt ist, und die iterierten 
Integrale 
s~ dx B dy ·t(x, y) und s~ dy ~ dx ·t(x, y) 
existieren, so sind sie einander gleich (Satz in GILLESPIE [2]; siehe auch 
RIDDER [2bis], S. 119-121). 
Der Satz von LICHTENSTEIN laBt sich auch in anderer Richtung ver-
allgemeinern als in dieser Arbeit. Schon in der zitierten LICHTENSTEINschen 
Arbeit wird er als Spezialfall des nachfolgenden Satzes erhalten: 
Wenn die fiir a~x~b, c~y~d beschrankte Funktion f(x, y) iiber 
[a, b] ein Riemann-Integral hat fiir jedes y E [c, d], und iiber [c; d] ein 
Lebesgue-Integral fiir jedes X E [a, b], so hat s~ f(x, y) dx iiber [c, d] ein 
Lebesguesches-, und S: f(x, y) dy iiber [a, b] ein Riemannsches Integral, mit 
f: (L) dy f~ (R) f(x, y) dx= f~ (R) dxf: (L)f(x, y) dy. 
Auch findet man in RIDDER [4], mit [4bis], den Satz: 
f(x, y) sei beschrankt im Rechteck [x1~x~x2; Y1~y~y2] . . Sie sei fiir 
ailey von [y1, y2], mit Ausnahme der Punkte einer Lebesgueschen Null-
negative Variationen von tp<J> fiir die . zugehi:irigen Intervalle angewandt. Vergl. 
schon RIDDER [6bls]. Die Integraldefinitionen sind nicht aequivalent; es gibt Funk-
tionen, welche RS-integrierbar sind gemass der Definition des Textes, und nicht 
im Sinne der LunrnNsschen Arbeit (beidesmal ausgehend von derselben Segment-
funktion tp!i>). 
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menge E 1(y), iiber [x~, x2] integrierbar nach Riemann, fiir alle x von 
[x~, x2 ], wieder mit Ausnahme der Punkte einer Lebesgueschen Nullmenge 
E2(x), iiber [y1, y2 ] integrierbar nach Riemann. Dann lassen sich die 
Integrale s;: f(x, y) dx und S~: f(x, y) dy durch Hinzufiigung gewisser 
Funktionswerte in den Punkten von E1(y) bzw. in den Punkten von 
E2(x) erweitern zu Funktionen F(y) bzw. G(x), welche iiber [y~, y2] bzw. 
[ x1, x2] nach Riemann integrierbar sind, mit 
f~: F(y) dy = J;: G(x) dx. 
BE::\IERKUNGEN ZU DER EINFUHRUNG DER ABSTRAKTEN 
R.-S. INTEGRATION 
§ 17. Satz. Zu jeder iiber MU> E KU> nach ([><1> (RS)-integierbaren~ 
beschrankten Funktion u(x(J)) gibt es eine Folge von Zerlegungen von 
M<i> in endlich viele, zu K<J> gehorende Mengen MhU;n>(n = l, 2, ... ), 
wobei die (n+ l)te Zerlegung durch Unterteilung der Mengen der nten 
Zerlegung entsteht, mit 
(28) lim 1 [th<n>(mU>) -uh<n>(m<J>)] .([>U>{Mh<J;n) .mU>} = 0 
n--+ oo (h) 
fiir jede Menge m<i>t:;;,MU>, EKU>; dabei ist M<J>= 1Mh<J;n>(n=l, 2, ... ), 
(h) 
th<n>(m<1>) obere- und uh<n>(mU>) untere Grenze von u(x<i>) auf Mh<J;n) ·m<i> 13). 
Auch existiert nun das ([><1>-Integral iiber m<J>, mit 
) 
fmu> u(xU>) d([>U> = lim 1 th<n.>(m<J>) · ([><J> {MhU;n) .· m<i>} = 
(29) n--+oo (h) 
= lim 1 uh<n>(mU>) · ([><J> {MhU;n>. m<J>}. 
n--+ oo I h) 
B eweis. Fiir eine auf M<J> E KU> beschrankte Funktion u folgt a us 
([>U>-Integrierbarkeit iiber MU> ( §§ 5, 6): 
0 = JM(i> u d ([><J> -jMu> u d ([>(}), 
somit nach dem letzten Satz von § 9, nach § 7bts und wegen der Zerlegung 
TU> = G<J> + I g<J> I fiir die Mengen von K <J>, 
0 = JM(il u dT- JM(il u dT = lim 2; [th<n>-' uh(n>] · GU>(Mh<J;n>) + 
- n--+oo (h) 
+lim 1 [th<n>- uh<n>] ·lgU>I (MhU;n>), 
n--+ oo (h) 
wobei {MhU;n>} <:lie nte einer Folge von Zerlegungen von M<J> in endlich 
viele, zu K<J> gehorende Teilmengen ist, bei der die (n+ l)te Zerlegung 
13) Auch ist 
(28bis) lim ! [tn(n)- uh(n)] • f/J(J) {Mn(J;n>.mU>} = 0, 
,._,. 00 (h) 
wobei th(n) und uh(n) obere bzw. untere Grenze von u(xU>) auf M,.(;;n>. Der 
Beweis verlauft a~alog wie der von (28). 
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durch Unterteilung der Mengen der nten Zerlegung entsteht, und t,.<n>, u,.<n> 
obere bzw. untere Grenze von u auf M,.U:n> sind. 
Fiir m<i> ~ M<1>, E K<1> wird dadurch auch 
0 = lim ! [t,.<n>(m<1>)- u,.<n>(m(i))] • G<1> {M,.<i:n>. m<i>} = 
n--+-00 (h) 
= lim ! [t,.<n>(m<1>) - u,.<n>(m<1>)] ·jg<i>j {M,.<i:n>. m<i>} 
fl-+00 (h) 
sein, mit t,.<n>(m<1>) obere- und u,.<n>(m<i>) untere Grenze von u(x<1>) auf 
M,.U:n> ·m<i>, woraus, mit f[J(i) =G<i> +g<i> fiir die Mengen m<i> von K(J), folgt: 
0 = lim ! [tn<n>(m<1>)- un<n>(m<l>)] · C/J<f> {M,.U:n> · m<1>}, 
fl-+00 (h) 
also (28) unter den angegebenen Bedingungen. 
Auch ist nun 
0 = fm<il U dT<i> -Jm<il U dT<f> = Sm<i) U dC/J<i> -jm<i) U dcfJ<1>, 
somit u tiber m<f> C/J<1>-integrierbar mit 
t,.<n> (m<1>) fm<ilUdG(i)= lim! ·G<f>(M,.<f:n>.m<f>) 
n--+-oo (hl Un(n) (m<1>) (30) 
und 
(31) fmm u d jg<i>j = lim ! t,.<n> (m<n) ·jg<f>j (M,.<i:n> ·m(J)). 
n-+oo <hl u,.<n> (m<f>) 
Definitionen (§ 5) liefern 
fm<il U df[J(f) = fm<il U dG<i>- fm<il U d jg<i>j, 
wodurch mit (30) und (31) die Relation (29) folgt. 
Bemerkung. In LUXEMBURG [7], insbes. S. 532 (Def. 5.1) werden 
Relationen (28bis) unter den oben im Satze gegebenen Bedingungen als 
Voraussetzungen fiir C/J<i>-Integrierbarkeit von beschrankten Funktionen 
auf Mengen M<1> E K<i> gefordert; das t[J<i>-Integral tiber M<i> wird dabei 
durch (29) mit M<i> a:hstatt m<i> definiert. Bei der hier benutzten Termi-
nologie fallt die ganze Klasse der nach der zitierten Arbeit f[J<1>-integrier-
baren Funktionen zusammen mit der Klasse der auf Mengen M<i> E K<i> 
beschrankten und dabei in dem Sinne von § 5 C/JU>-integrierbaren Funk-
tionen. 
§ 18. Satz. Ist im abstrakten Raum RU> Bedingung w (§ 8) erfiillt, 
M<f> E K(f) und {M,.U:n>} (n= 1, 2, ... ) die nach der Bedingung w zu M(f) 
gehorende Folge von Zerlegungen von MU>, so ist fiir jede auf M<i> 
beschrankte Funktion u(x<f>) und jede Menge m<1> ~ M<f>, E KU>: 
l [m<il u(x<i>) dC/J<i>- fm<il u(x<i>) dcfJU> = (32) = li~ ! [t,.<n>(m<f>)- u,.<n>(m<i>)] • C/JU> {M,.U:n>.mU>}, 
n-+oo (h) 
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wobei t11<n>(m<1>) und u11 <n>(mW) obere bzw. untere Grenze von u(xU>) auf 
MhU;n>.m<i> sind 14). 
Beweis. Mit den Definitionen von § 6 folgt: 
(33) - - -l J m(; U dt:f>U> - f m<il U dt:f>W = 
= [f u dG<I>- £ u d jgU>IJ- [J u dG(i)- f u d igU>j]. 
Nach § 8 (Satz) ist fiir die auf MW beschrankte Funktion ii(x<l>), welche 
in den Punkten von M<l> -m<l> gleich Null ist, und auf m<J> mit u(x<i>) 
zusammenfallt, 
(34) ) 
fmul u(x<l>) dG(i) = fM<il ii(x<l>) dG<I> = lim ! t11 <n> · G<I>(Mh<l;n>) = 
n--+oo (h) 
= lim ! t11 <n>(m<i>). G<1>(M11U;n> ·m<i>), 
B--+00 (h) 
und 
(35) ) s m<il u(xU>) dGU> = SM(;) ii(xU>) dGU> = lim ! u,<n>. G<I>(M,U; n>) = - - n--+oo (h) 
= lim ! u11 <n> (m<i>). G<i>(M11U;n> ·m<i>), 
B--+00 (h) 
mit l,<n>=obere Grenze von ii auf M 11<1;n>, u11 <n>=untere Grenze von ii auf 
MhU;n>), th<n>(m<l>) = obere Grenze von u auf M 11U:n> ·m<l>, uh<n>(mU>) = 
untere Grenze von u auf M 11<!;n> ·'lf/,<1>. 
Aus (33) mit (34), (35) und analogen Grenzwerten fiir Sm<i>Udjg<i>j und 
Im<il u d jgU>j folgt (32). -
Bemerkung. Man vergleiche die bei u(x<i>) beschrankt und t:/><1>-
integrierbar iiber M<!l E K(!) aus Bedingung w hervorgehende Relation 
(32b18) mit den Annahmen in LuxEMBURG [7], S. 538 (Def. 8.1). Wahrend 
die letztgenannten Annahmen fiir das abstrakte R.-S. Integral eine 
"Obertragung des LICHTENSTEINschen Satzes ermoglichten, fiihrte hier die 
Annahme der Bedingung w zu einer Ubertragung des allgemeineren 
LUIKENsschen Satzes. 
Zusatz. Da sich aus Bedingung w neben (32bis) auch die bei LuxEM-
BURG [7], Def. 8.1 geforderte Integrabilitatsbedingung ableiten la.Bt, folgt 
da.B Bedingung w, die Terminologie aus LuxEMBURG [7], S. 539 (Remark) 
anwendend, ,is a sufficient condition on r and v in order that Ru = R 
for some [)". 
14) Auch ist bei u(x<il) !PW-integrierbar und m<Jl wie oben: 
0 = lim I [t,.<nl- u,.<nl]. !fl!Jl {M,.<I:nl.miJl} 
,.__,. 00 (h) 
mit t,.<nl, u,.<nl obere bzw. untere Grenze von u(x!il) auf M 11<J:nl. 
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