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This  paper studies the problem of representing derivations in general phrase- 
structure grammars.  By properly sorting the nodes, the syntactical graph of any 
derivation in a phrase-structure language can be expressed uniquely as a word in a 
context-sensitive language, just  as the derivations in a context-free grammar  can be 
expressed in the prefix form of a derivation tree. The  set of all such graph representa- 
tions is called the "derivation language." Algor ithms are given for obtaining the 
one-to-one correspondence between the set of syntactical graphs (of a grammar)  and 
the derivation language. In  the special case of context-free grammars,  the results 
reduce to well-known properties of  context-free derivations. 
INTRODUCTION 
In studying phrase-structure languages, we are concerned both with the sets of 
words belonging to the language and with the underlying structure of those words. 
The underlying structure of a word in a language is often specified by showing, in 
some manner, how the word was derived from the phrase-strucutre grammar of the 
language. 
The second problem is well understood for the case of the context-free languages. 
Usually, the derivation of a word from a context-free grammar is represented by means 
of a tree structure. In fact, the set of derivation trees can be represented as a prefix 
language, and this language of derivation trees is itself context-free, with a grammar 
that can be effectively derived from the original grammar, (for example, see [1]). 
More recently, Loeckx [10] has shown how the derivations from a phrase-structure 
grammar can be represented as two-dimensional graphs, called syntactical graphs. 
This concept is reviewed in Section 1. Section 2 gives an alternative representation 
of derivations in terms of a "derivation language" of a grammar. For each word in the 
phrase-structure language, there is a corresponding "derivation word." It is shown 
that the derivation language of a phrase-structure grammar is context-sensitive. 
In Section 3, we show that the derivation words correspond exactly to the syntactical 
graphs of Loeckx. Algorithms are presented for obtaining a derivation word from a 
graph. 
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Section 4, in summary, shows how the results presented here correspond very 
closely to existing results for context-free grammars. Thus, this paper is a 
generalization of the theory of derivations from a context-free grammar to a theory of 
derivations in all phrase-structure grammars. 
I. PRELIMINARIES 
The concepts of phrase-structure grammars (PSG's) and languages (PSL's) are 
well known (see [2] or [9], for example). Here, a PSG, G, will be represented as a 
system G = (V, Z, P, S) where V is a finite set of symbols called the vocabulary or 
alphabet of the grammar, 27 C V is the set of terminal symbols, S ~ V -- Z is the 
start symbol, and P is a finite set of production rules of the form 
4~4,, 
where q~ ~ V "~ -- Z + and ~ ~ V-c We will use the conventional notation of w ?.~ x to 
mean that string w derives tring x through use of the production rules of the grammar. 
Then L(G), the language generated by G, is the set of all words over Z (the terminal 
alphabet) that can be generated from the start symbol S. This definition of a PSG 
does not allow the null string to appear as the right side of a production. 
In what follows, we often write p: aaa ~ ". a,,, -~ bib2 "" b~ ~ P to indicate that a 
certain production rule, named p, is in the set P. 
I_.oeckx [I0] and Eickel and Loeckx [3] have shown how any derivation from the 
start symbol S can be represented as a directed graph with labeled nodes. A syntactical 
graph of a derivation (in a PSG) is a directed graph with labeled nodes that is informally 
defined as follows. With each production ax "" a,,, ~ b 1 "-" b, (m, n ~ 1) applied in a 
given derivation step of a sentence, there corresponds a branching (labeled by the 
production ame) with m upper and n lower edges. The nodes of the upper edges are 
labeled (left to right) by a, , a 2 ..... a, , ,  and the lower nodes are labeled by b 1 ,..., b , .  
The uppermost node of the graph is labeled by S. Figure 1 shows the graph component 
representing a single production rule. 
A syntactical graph is made by putting together the graphs of the production rules 
of the grammar. An example will make the concept clear. 
EXAMPLE 1. I. 
and P consisting of the seven rules: 
PI: S --+ aAB,  
P2: S---~ aB, 
P.~: A --~ aAC,  
P4: A ~ aC, 
I . t  G :-: (V, Z, P, S) with V := {S, A, B, C, a, b, c}, Z ,= {a, b, c}, 
P~: B -~ be, 
Pc: Cb --.'- bC, 
PT: Cc ~ bcc. 
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Graphical representation f a phrase-structure production. 
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FIc. 2. Syntactical graph representing the derivation of the word aabbcc. 
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It is clear that G is context-sensitive and that L(G) = {anb'*cn]n ~ 1}. Figure 2 
shows the syntactical graph of the word aabbcc. 
Other examples of syntactical graphs can be found in [10] or [3]. 
Note how the derived word can be obtained from the graph by reading the terminal 
vertices (those with no downward branch). Also, note that for the context-free case, the 
syntactical graph differs from a conventional derivation tree only in that there are 
extra nodes, labeled by the production rules, in the graph. 
2. DERIVATION LANGUAGES AND WORDS 
It is well known that the context-free derivation trees can be represented aswords in 
a prefix language, and that the set of such tree representations for a given grammar 
forms a language that is itself context-free [1, 4]. To generalize this idea, a recursive 
definition of the "derivation language" of a phrase-structure grammar is presented. 
The derivation language of an arbitrary grammar will turn out to be context-sensitive. 
The interpretation of the derivation language in terms of syntactical graphs is 
deferred until Section 3. 
In what follows, whenever G ~-- (/7, Z', P, S), it will convenient to regard P as an 
alphabet of production names and to define V" ~ {v ' tv  ~ V} as an alphabet of 
unique symbols. This now enables us to give the definition of the derivation language 
of a phrase-structure grammar. 
DEFINITION 2.1. Let G = (V, X, P, S) be a phrase-structure grammar. The 
derivation language of G, denoted by D(G), is the smallest subset of (V k) V' t3 P)* 
such that 
(1) SoD(G) ;  
(2) if the string r162162 -" r162 ~ D(G) with ai ~ V(1 ~-~ i ~ m, m ~ 1), 
~b0r ~ (V ~3 V' u P)*, and r ~ (V' ~A P)* (1 ~ i ~ m -- 1), andp ~ P is the produc- 
tion ala2"" a,~--~ bib 2 ".. b~, then the string r162 .." ~m_lam'pblb2 "'" bn~ m e D(G). 
Any word w ~ D(G) is called a derivation word of G. 
Note how rule 2 of the definition is applied by finding consecutive unprimed 
symbols of V which correspond to the left side of some production in P. Symbols in 
V' and P can come between these unprimed symbols, but no other symbol of V can 
come between them. The unprimed symbols are then marked with primes, and the 
rightmost of these symbols is then followed by the production ame and the right side 
of the production. 
EXAMPLE 2.1. Consider the grammar of Example 1.1. We write below a sequence 
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of derivation words of this grammar, and the last derivation word will later be seen to 
represent the derivation of the word aabbcc. 
(1) S, (4) S'PlaA'PaaCB'Psbc , 
(2) S'PlaAB, (5) S'PIaA'PaaC'B'Psb'PebCc, 
(3) S'PlaA'P4aCB , (6) S'P~aA'P4aC'B'Psb'P6bC'c'PTbcc. 
Note in the above example how the derived word aabbcc can be obtained from the 
last line by reading the symbols of V in left-to-right order. In fact, the next lemma is 
a trivial consequence of Definition 2. I. 
LEMMA 2.1. Let G = (V, l ,  P, S) be a phrase-structure grammar. Let h be the 
homomorphism such that h(a) ~ a for all a e V and h(a) = e for all a ~ V' t3 P. Then, 
h(D(G)) c~ l *  = L(G), 
where L(G) is the language generated by G. 
This result leads to a convenient definition. 
DEFINITION 2.2. Let G and h be as in Lemma 2.1. Ifw e D(G) is a derivation word 
of G, then h(w) is called the word represented by w. If h(w) e I * ,  then h(w) is in L(G) 
and w represents a word in L(G). 
EXAMPLE 2.2. 
corresponding represented words are 
(1) S, (4) aaCbc, 
(2) aAB, (5) aabCc, 
(3) aaCB, (6) aabbcc. 
Consider the derivation word given in Example 2.1 above. The 
The derivation word of a word in a phrase-structure language shows precisely how 
the word was derived and, hence, determines a syntactical graph, as will be shown 
later. For the present ime, it is necessary to relate the derivation language to an 
appropriate phrase-structure grammar. 
The definition of the derivation language, D(G), of a phrase-structure grammar, G, 
is given recursively. It is apparent, however, that D(G) is generated by a production 
system. Thus, each production rule, p~: a 1 "'a,~ --+ b 1 ""b~ in P (the set of production 
rules of G), can be replaced by the new "production" rule for generating D(G): 
Pi' : al~la2~2 "'" ~m-lam ~ al'~laz'~ "" ~,,-lam'pblb~ "'" b, 
for ,~,, 4'~ ,..., 'b~-, ~ (V '  u P)* .  
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These production rules, therefore, can be effectively obtained from P, and they are 
in one-to-one correspondence with P. These new production rules are not phrase- 
structure rewrite rules, however, for arbitrary strings in (V' k3 P)* can come between 
the rewritten symbols of V. The next theorem shows that D(G) is a phrase-structure 
language, and, in fact, it is a context-sensitive language. Also, the set of derivation 
words representing words of L(G) (which is a subset of D(G)) is also context-sensitive. 
These languages are context-sensitive b cause of the "expanding" nature of the new 
production rules; that is, each application of the recursive definition of D(G) results 
in a string longer than its predecessor. 
THEOREM 2.2. Let G = (V, l ,  P, S) be a phrase-structure grammar. Then both 
D( G) and {w e D( G) ] w represents a word in L(G)} are context-sensitive phrase-structure 
languages. 
Proof. First, we show that L = {w eD(G) [w represents a word in L(G)} is 
context-sensitive. 
Set V" = {v" I v e V} and P = { Pl ,  P2 ,..., P7r is the set of productions of G. Then, 
define the new alphabet W = {vm l v e V, pi e P}. Let Go = (VD, ID ,  PD, S") be 
a phrase-structure grammar defined as follows. 
(1) VD : Vw V 'u  V"u  Pu  W. 
(2) 2 :9=Iu  V 'uP  ( ICV) .  
(3) PD consists of exactly the productions: 
(a) v" ~ v for all v e V, 
(b) For each production p ie  P of the form ala 2 "" a,,, --+ bib2 "" bn, add 
the following productions to PD 9 
,, , (~) 
a 1 ---+ 41  a I , 
( i )  ( i)  a~ x- -+xa s for all xeV 'k )  P and 1 ~ j~m--1 ,  
a( i )a  ~" - -~ a" (i) for 1 ~ ] ~ m 1 J j+ l  j+ la j+ l  - -  , 
a( i )  , ,  , ,  H ,~ ~ p~blb 2 "'" b~. 
Each rule of PD is an expanding, context-sensitive production, and L(Go) = L = 
{w e D(G) I h(w) eL(G)}. 
The context-sensitive grammar for D(G) is exactly the same except hat we set 27D, 
the terminal alphabet, to VU V'kJ P. Q.E.D. 
Set D'(G) = {w e D(G) [h(w)eL(G)} .  This was the language we showed to be 
context-sensitive in the last theorem. D'(G) is empty if and only if L(G) is empty 
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(if there are no derivations, there are no words). It is well known that this question 
for L(G) is unsolvable in general [9]. Therefore, it is unsolvable if D'(G) is empty. 
I f  G = (V, X,P, S) is a PSG, define a new PSG, G1 = (Vu  {$1} ,Z, PI, S~), 
where S 1 is a new symbol not in V and P1 includes all the productions of P plus the 
productions S 1 ~ SS 1 and S 1 ~ S. Then D'(G1) is finite if and only if D'(G) is 
empty; hence, the finiteness of D' is unsolvable for an arbitrary PSG. 
Finally, because h(D'(G)) is not necessarily a context-free language, D'(G) is not 
context-free (the homomorphic image of a CFL is context-free). 
3. DERIVATION LANGUAGES AND SYNTACTICAL GRAPHS 
Syntactical graphs have only been defined pictorially as in Figs. l and 2, and this 
description makes it very difficult to treat the graphs precisely. In particular, we wish 
to investigate the possibility of obtaining a syntactical graph from a derivation word 
(and conversely). The fact that there is an effective one-to-one correspondence b tween 
context-free derivation trees and their prefix representations suggests that we might 
be able to achieve a similar result for unrestricted phrase-structure grammars, and 
in this section, such an effective correspondence is developed. 
Note that a syntactical graph requires more than just a partial ordering on a set of 
labeled nodes. It is also important o give the left-to-right ordering of the nodes 
directly below a node labeled by a production ame. Accordingly, a syntactical graph 
will be represented as a system 
where 
y = (N, B, L, l), 
N is a finite set of nodes, 
B is a reflexive, transitive relation on N called 
the below relation, 
L is a reflexive, transitive relation on N called 
the left of relation, 
l is the node-labeling function, l: N ~ V w V' td P. 
We intend that the relation L should apply to all nodes immediately "below" a node 
labeled by a production ame, and to no others (except hat L is reflexive). 
This concept is now developed more formally. I f  R is a relation, we write either xRy 
or (x, y) ~ R to denote that x is related toy. In addition to defining the set of syntactical 
graphs, a position function is defined allowing the derivation word to be obtained. 
DEFINITION 3.1. Let G = (V, Z, P, S) be a PSG. The set of syntactical graphs 
of G, denoted by S(G), is the smallest set such that: 
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(1) ({x}, {(x, x)}, {(x, x)}, l: x w-~ S)  E S(G) is the syntactical graph of S e D(G). 
The position function, p: {x} --~ {1} is defined by p(x) = 1. x is any node name. 
(2) I f  (N, B ,L , I )  ES(G)  is the syntactical graph of derivation word 
w = ~b0al~bl " ' am~b,, ~ D(G) (where w is as in Definition 2.1),p: al--" am --+ bl"'" b, ~ P, 
and N = {xl, x 2 .... , xk} such that the position function gives p(xi) = ln(~boa 1 "" ~bi_lai) 
for 1 ~ i ~ m (m ~ k), then (N ' ,B ' , L ' ,  l ' ) c  S(G) is the syntactical graph of 
w' = ~boa 1' "" a,,,'pb 1 "" b,~b,~ D(G) with position function O' with: 
(i) N '  = N•  Ywith Y = {Y0,Yl,.-.,Y,,} and N(~ Y = ;~, 
(ii) l'(yo) = p, l '(yi) ~- b~ (1 ~ i <~ n), l'(x~) = a,' (1 ~ i~m) ,  and l ' i s  
otherwise the same as l, 
(iii) B' is the reflexive, transitive closure of B L) {(Y0, xi) I 1 ~ i ~ m} L) 
{(Yr l 1 ~ i ~ n}, and 
(iv) L '  is the reflexive, transitive closure ofL u {(Yi,  Yi+O I 1 ~ i ~ n -- 1}. 
In addition, p': N '  ~ {1, 2 ..... #N'}  is 
(i) p'(x) = p(x) if p(x) ~ p(xm), 
(ii) P'(Yi) =P(x .~)§  1 (0~i~n) ,and  
(iii) p'(x) ~-- p(x) + n + 1 if p(x) > p(Xm). 
Note that this definition constructs a new syntactical graph for each step in the 
construction of a derivation word. The position function was introduced so as to 
create a correspondence between the nodes and the position of their labels in the 
derivation word. In particular, if N = {n 1 ,..., nk} is ordered so that p(n~) = i, then 
w = l(nln 2 "" nk)~ D(G) has the specified syntactical graph. We will proceed to 
show that every syntactical graph has a unique position function (and hence derivation 
word), and conversely. 
EXAMPLE 3.1. Let the nodes of the graph in Fig. 2 be ordeerd as specified above. 
The B relation is shown in the figure, and we have n3L n4L n s , n6L n 7 , nloL n14, 
n12 L nlz, and n16 L n17 L hi8. 
It is clear from this definition that any sequence of applications of production rules 
of the grammar specifies a unique derivation word, w ~ D(G), and syntactical graph, 
y ~ S(G). It  is not clear, however, whether there might be two distinct sequences of 
applications of the productions that generate the same derivation word but different 
graphs, or vice versa. We now proceed to show that this cannot happen. 
It is outside the scope of this paper to investigate what is meant by a "derivation" 
or "sequence of applications of production rules," or when two such sequences are 
equivalent in any sense (for instance, a trivial rearrangement of the order of application 
is often possible without materially affecting the derivation). This topic is covered by 
Griffiths [6] and is treated in terms of derivation words elsewhere [8]. Here, it will be 
72 JOHNSON M. HART 
sufficient to speak of a "derivation sequence" in intuitive terms only. From 
Definition 2.1, every derivation sequence gives a unique derivation word. Thus, there 
is an effective onto function, o ~, such that 
~: {derivation sequences of G} ~ D(G). 
Likewise, from Definition 3.1, every derivation sequence determines a unique 
syntactical graph. There is, then, a function, ~-, such that 
4 :  {derivation sequences of G} ~ S(G). 
To obtain the correspondence between S(G) and D(G), it will be sufficient o obtain 
two effective one-to-one, onto functions, F and s such that 
F :D(G) -+S(G) ,  and ~:S(G) -+D(G) .  
These functions should be such that the following diagram commutes. 
{derivation sequences of G) 
O 
D(G) '  ~ S(G) 
P 
That is, for any derivation sequence, s, we have 
~(0 = I2(o~-(s)) and o~(s) = F(g(s)). 
With such functions, we easily verify that w = s and y = F(s for any 
w E D(G) or 7' ~ S(G), since, for instance, 
r .  ~ .~( , )  = r .  g(s) = ~(s) ,  
and f f  is an onto function. 
3.1. Syntactical Graph to Derivation Word Conversion 
Given a syntactical graph V = (N, B, L, l), it is sufficient o find a suitable position 
function, p: N -+ {1, 2,..., #N},  in order to find a derivation word whose graph is 7,. 
For if nie N is selected such that p(ni) -~ i, then w = l(ntn 2 ... n#u ) e D(G) has 
syntactical graph V. We will show that only one suitable position function exists. The 
following lemma is derived directly from the definition. 
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LEMMA 3.1. Let ), ~- (N, B,L ,  l) ~ S(G) 
function p: N --~ {1, 2,..., #IV}. Then 
(1) 
(2) 
(3) 
be a syntactical graph with position 
p is a one-to-one onto function, 
lub(x, y) exists for all x, y E N (lub is the "least upper bound" with respect to B). 
For all nodes x, y, z ~ N: 
(i) xL  y ~ p(x) ~ p(y), 
(ii) x B y ~ p(y) ~ p(x), and 
(iii) x B y, yL  z, p(x) >/p(z) ::> x B z (equivalently, x B y, yL  z, x B z 
p(~) > p(x)). 
Proof. The lemma holds for any syntactical graph of S ~ D(G). We will use the 
notation of Definition 3.1 and assume that the lemma holds for the graph 
y ~= (N, B, L, l) of w = ~b0a 1 "" a~bm ~ D(G). Then we show that it holds for graph 
),' ~ (N',  B', L',  l ') of w' = qgoai' ." am'pbx"" b,~bm ~D(G). 
(1) I f  p is one-to-one onto, p: N --~ (1,..., #N},  then p' is certainly one-to-one 
onto, p': N '  --~ {1 ..... #PC') by the construction, where #N'  ~ #N + n + 1. 
(2) I f  z ~ N such that p(z) = 1 (i.e., z is the topmost node, labeled by S or S')  
then x B z for all x ~ N. Consequently, lub(x,y) exists, with lub(x, y )B  z for all 
x, yEN.  
(3) (i) Relat ionL satisfies xLy  => p(x) ~ p(y). Now, the definition (3.1) sets 
y, Ly~+I (1 ~ i ~< n - -  1) and p'(yi) = p(x,,) + i + 1 < p(xm) + i + 2 -~ P'(Y~+i). 
Hence, YiL'  yj if and only if 1 ~ i ~ j ~ n. 
(ii) That x B 'y  => p'(y) ~ p'(x) is shown in the same manner. 
(iii) Show that x B' y, y L' z, p'(x) ~ p'(z) ~ x B' z. Cases of x = y, y --  z, 
or x = z are trivial and are ignored, as are cases where x ~ N or x, y, 
z ~ N '  - -  N = Y. Therefore, assume that x e Y ---- {Yo, Yi ,--., Y,}, 
y, z e N, so that x B'  z if and only i fy  0 B' z with y, z ~ N, and yL  z. 
Recall the notation that xi ~ N are such that p(xi) = In(~b0al "" ~bi_iai) for 1 ~ i ~< m. 
As an auxiliary hypothesis, suppose that if a ~ N with p(x i )< p(a )< p(xi+i) 
(I <~ i ~< m - -  1), then xi+l B a. I f  this property holds for ~,, it holds for 7' (B and B'  
are transitive), so the auxiliary hypothesis is valid. Note that this statement depends 
upon the definition of PSG's,  which does not allow for the null string on the right-hand 
side of a production. 
I fy  ~- xi and z ~ xj (1 ~ i , j  ~ m), then i <~j(s inceyL z) and x B' z. Therefore, 
assume that z (and hencey, since yL  z) is not one of these x i . Then, there is a largest 
integer i (1 ~ i ~ m) such that Yo B' x i B 'y ,  and hence x i By .  I f  p'(z) = p(z) > 
p(x~) -~ p'(xi), then Yo B' xa B z for some j ,  i < j ~ m, using the auxiliary hypothesis 
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developed above. On the other hand, ifp(z) ~ p(xz), then x i B y, y L z, p(xi) >~ p(z) =~ 
xi B z =~ Y0 B' z, using the recursive hypothesis that the lemma holds for graph 
7 = (N, B, L, l). Q.E.D. 
This lemma yields the principal theorem for converting syntactical graphs to 
derivation words. 
THEOREM 3.2. Let ), = (N ,B ,L , I ) cS(G)  be a syntactical graph of PSG, 
G = (V, Z, P, S). Then 7 is the syntacticalgraph ofa unique derivation word, w E D(G). 
Proof. That 7 is the graph of at least one word in D(G) follows directly from 
Definition 3.1. Suppose that ), is the graph of distinct derivation words, w and w'. 
That is, there are two distinct position functions 
p, , :  N ~ {1, 2,..., #N} 
satisfying Lemma 3.1. Set Pi, q,: e N such that p(Pi) -- i and r(qr = i for all L Then, 
we have 
w = I (p lP2""P,)  and w' = l(qtq2""q,~ ), 
where n = #N.  Let k be the smallest integer such that p~ v~ qk. By applying 
Lemma 3.1 to both p and r, we obtain 
(i) Pk B qx and q~ Bp~,  
(ii) Pk L ql~ and q~ L p~. 
Let a = lub( Pk, q~:). Then there are two distinct nodes b, c ~ N that are also distinct 
from a with 
Pk B b B a, qk B c B a, lub(b, c) = a, 
and either bL c or cL b. Assume without loss of generality that bLc.  Note that 
Pk B c and q1~ B b. Then 
Also, 
p~Bb,  bLc,  pkBc  =>p(c) :>p(pk) ~---k. 
This is impossible, so we must have p(ni) = ~'(ni) for all i, 1 ~< i ~ n. Q.E.D. 
To compute g)(),) for any ), ~ S(G), we merely construct a derivation sequence from 
the graph in the obvious way to produce a derivation word. The order of application 
of the productions (when there is a choice of more than one) is not important, for we 
will always generate a derivation word, and this word is unique for the graph. 
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3.2. Derivation Word to Syntactical Graph Conversion 
The next task is to develop a technique of deducing the graph relations from a given 
derivation word. The algorithm will involve a pair of reductions on the derivation 
word, where each step in a reduction yields a part of the information for constructing 
the graph. In the process of developing the algorithm, it will be clear that each 
derivation word determines a unique syntactical graph. 
The idea underlying the algorithm is based on symmetry in the "B"  relation and 
the fact that a production ame always appears next to all of its right hand side at some 
point in the derivation sequence. In the rest of this section, we use the homomorphism 
h': VU V 'w P -+ Vu  P such that h'(p) =p (all peP) ,  and h'(a) -~ h'(a') = a 
(all a e V). h' just removes the primes from letters of V'. 
DEFINITION 3.2. Let G = (V, 27, P, S) be a PSG with p: al "" am ~ bl "'" b~ E P 
a production of G. If x ~ (V tJ V')* such that h'(x) = b 1 ... b~, we say that word 
wlpxw 2 right cancels to word wlw 2 for all wlw2~(VL9  V'UP)* .  Likewise, 
wla 1' "" am'pw 2 left cancels to wlw 2 . 
We write w ~ w' and w ~ w' to denote that w right cancels to w' and w left cancels 
to w', respectively. ~*  and ~,r are used to denote the reflexive, transitive closure of 
these two relations. By induction on the length of words, it is easy to show that for any 
word w ~ (V u V' u P)* there is a unique shortest word, w', such that w 5~* w', and 
we denote this word by ~(w). Hence w' = ~(w) is that word such that w ~*  w', 
and if w ~*  w", then either w" = w' or w" ~*  w'. ~~ will have a similar meaning. 
The following lemma is not proved, since the result can be obtained directly by 
recursion or induction. Remember that h is the homomorphism such that 
h(D(G)) = L(G); h(a) _k E for all a ~ V' u P and h(a) ~- a for all a ~ V. 
LEMMA 3.3. Let G = (V, X, P, S) ba a PSG with w e D(G). Then o~(w) -- h(w) 
and ~(w)  = S'. 
Each right cancellation yields a portion of the B and L relations of the desired 
syntactical graph. Right cancellation, however, only reveals which variable nodes are 
below production labeled nodes. The left cancellation is then required to show which 
production odes are below variable nodes. The appropriate definitions are now given. 
We start with the set of nodes, N, and the labeling function, l, already determined. 
The B and L relations are then computed step by step through the cancellation 
procedure. 
DEFINITION 3.3. Let G = ( V, X, P, S)  be a PSG with w =ala2""a  k 
(a~ E V u V'  u P; i - -  1 .... , k) a word such that there is a derivation word v E D(G) 
with v~*  w. Let N = {n 1 ..... nk} be a set of nodes and h N--+ VU V 'U  P be a 
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labeling function such that l(ni) --  ai (all i). Then BR(w), LR(w), and BL(w ) are three 
relations on N defined as follows. 
(1) (ni, ns) ~ BR(w) if and only if there is a word w' -=- wla~ailai2 ." a lw  2 such 
that w ~*  w', a t E P is the production a~: x -+ h'(aqai2 "" ai,) (some x ~ V+), and 
i6{ix ,..., i,}. 
(2) (hi, nj) eLR(w) if and only if there exists an n e N such that (ni, n) ~ BR(w), 
(nj , n) e B,(w), and i ~< j. 
(3) (n~, ni) ~ Bz(w) if and only if there is a word w' = wlafia q "" aiajw~ such 
that w ~q~* w', aj ~ P is the production a~: h'(aq "" aim ) ~ x (some x ~ V+), and 
ie{i l , . . . , i , , ) .  
B(w) is the reflexive transitive closure of Br(w) U BR(w), and L(w) is the reflexive 
transitive closure ofLR(w ). 
With this definition, we are now in a position to obtain F: D(G)--+ S(G), the 
function that converts derivation words to syntactical graphs. 
DEFINITION 3.4. Let G = (V, 2J, P, S) be a PSG. Then the function 
1": D(G) --+ S(G) is, for any w e D(G): 
F(w) ~ (N, B(w), L(w), l) where N and l are as in Definition 3.3. 
This function is well defined up to isomorphisms of the set of nodes. It now remains 
to show that the functions 9 and F have the properties claimed in the discussion at the 
beginning of this section. In what follows, the notation developed earlier is used. 
THEOREM 3.4. Let G = (V ,X ,  P, S) be a PSG and s an arbitrary "derivation 
sequence" in G. Then 
do(s) = ~9(~(s) )  and ~(s )  = F(g(s)). 
Proof. Any derivation sequence, s, determines a unique derivation word d~ 
(Definition 2.1) and a unique syntactical graph o~(s) (Definition 3.1) of #(s). f2(o~(s)) 
is then defined to be that unique derivation word whose graph is ~-(s) (Theorem 3.2). 
Hence, ~(s) = I?(~(s)), and .(2 is an onto function. 
We now show that o~-(s) =/'(do(s)) by performing induction on the "length" of s 
(that is, the number of production names in d~ or ~-(s)). First, consider the unique 
derivation in G of length 0; that is, the derivation S ~> S. Letting w ~ d~ = S, 
N = {nl} be a set of nodes, and the labeling function with/(nx) = S, we obtain from 
Definition 3.4 that 
F(S) = (N, B(S),L(S),  l), 
where B(S) = {(nl, nl) ) (BR(S) ~= BL(S ) = ;~) and L(S) -- {(hi, nl) } (LR(S) -- ;~). 
Then T'(S) is just ~"(s). 
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Suppose that if s is an)' derivation sequence of length g or less (some g ) 0), then 
o~-(s) =: F(J'(s)). This inductive hypothesis has been demonstrated for g = 0. Let s be 
a derivation sequence of length g -T- 1, so that S(s) contains exactly g + 1 production 
names. 
Let r = ala z ... ak ,  so we can write w :--wxaia~+ 1 -.. aj+nw 2 such that 
a~: x - -~ a~_ t ... as+ n ~ P (some x ~ V +) and w:~ rclw, z . This is a special case of 
Definition 3.3, so we have (nj+i, nj) E Bs(w) for all i(1 ~ i ~ n) and (nj+i, n~+~) 6LR(zo) 
whenever 1 :~ i ~ p ~ n. Then 
BR(w ) =BR(wxw2) U~(n i ,n i ) ' j -~-  1 ~ i~ j -~-n)  
and 
LR(w) = Lu(wtw, )  u ((n, , n~) i j + 1 -~ i ~ p ~ p {- n}, 
where BR(wlw2) and Lu(wxw2) are defined over the node set N-  (ns,  ns+ x .... , nj+n} 
in the obvious way. 
Now, wlw 2 . f *  (xlaitai. " "." ai, x2) for some words x 1 and x 2 with the a~, 6 V' such 
that (using the notation above) aj: h'(aq ""  ai,,, ) - -~ a~+ x . . .  as~ n ~ P.  Consequently, 
w 5 ~ (xla q "" aiaja~+l "'" aj ~,,xo) .W (xla~+ 1 ... aj ~,xa) such that 
(n j ,  ni) E BL(W) for all i 6 [il ..... i,,,}. 
We can now write 
BL(W) = Bz(wxw.2) U ((nj, ni) [ i ~ {it .... , i,,,}). 
B (w)  and L(w)  are exactly the relations obtained in deriving derivation word 
w,a~as~x "'" as. ,,we from wxwo plus the relations B(w~w~) and L(w~w.,). Note that there 
are primes on the a i ,  , . . . ,  a im in WlW2 so that WlWo. q~ D(G) ,  but this causes no real 
problems. By the inductive hypothesis, if s' is a derivation sequence such that 
.~(s') =- w,w. , ,  then .~(s') = : F(6~(s')), for s' is a derivation of length g. Derivation 
sequence s is obtained by adding an additional step to s' (the production 
ao: h'(aq "" ai,,) -* as..t "" a;+,, and generating the new relations specified above. 
Therefore, 
~-(~) -= r(o~(s)), 
completing the induction step and the theorem. Q.E.D. 
As a result of this theorem, we have established an effective one-to-one corre- 
spondence between the syntactical graphs of Loeckx [10] and the derivation language 
of a grammar. It is, therefore, meaningful to speak of the derivation language as a 
language of syntactical graphs, and this language is context-sensitive. Note that we 
have not been concerned here with techniques of recognizing the derivation language. 
Instead, we are concerned with converting a word (known to be in the derivation 
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language) into a syntactical graph, and vice versa. A separate paper [7] is concerned 
with the problems of recognition of a derivation language and with the development 
of the "graph automata" as a generalization of the tree automata [11]. 
4. SPECIAL CASES 
Consider the case where G is context-sensitive. In the general sense of the term 
"context-sensitive," this simply means that if a 1 '-- a,,, --~ b 1 "" b~ is a production in P, 
then n ~ m ~ 1. This fact alone has no particular implications for the derivation 
language xcept hat L(G) is recursive and it is therefore possible to take an arbitrary 
w EL(G) and obtain a derivation word w~ ~ D(G) such that h(w~) ~- w (where k is the 
homomorphism that removes ymbols of P and V'). In general, if a phrase-structure 
language is not recursive, then there is no algorithm to obtain the derivation word of 
a word in the language. 
On the other hand, if G is "strictly context-sensitive," then each production is of 
the form o~Afl --~ c~xfl or some ~,/3 ~ V*, A ~ V - -  Z, and x ~ V +. We usually say that 
A is replaced by x if A appears in the context of o~ and ft. In generating the derivation 
language, however, we still relabel the symbols of ~ and fi with primes and do not give 
any special consideration to the fact that a and fl are interpreted as context symbols. 
This can lead to a problem, however, in the detection of ambiguity. For instance, if the 
grammar has the three productions, 
Pl: S --+ aTbTc, 
p~: aTb --+ axb, 
P3: bTc ~ ayb. 
There are then two derivation sequences S *~ axbyc each yielding distinct derivation 
words. This would imply that the word axbyc is ambiguous in the grammar. Resolution 
of this problem would depend upon the interpretation to be placed upon the use of 
context symbols in a derivation. 
The context-free case is also interesting. I f G ~ (V, Z, P, S) is a CFG,  then each 
production is of the form A -+ x, where A ~ V - -  2] and x ~ V +. Then, the syntactical 
head stratification of each production name is one. Furthermore, the production 
names become redundant in the derivation words and trees if the nonterminals are 
given the appropriate tail stratifications. 
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