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WEIGHTED Lq(Lp)-ESTIMATE WITH MUCKENHOUPT
WEIGHTS FOR THE DIFFUSION-WAVE EQUATIONS WITH
TIME-FRACTIONAL DERIVATIVES
BEOM-SEOK HAN, KYEONG-HUN KIM, AND DAEHAN PARK
Abstract. We present a weighted Lq(Lp)-theory (p, q ∈ (1,∞)) with Muck-
enhoupt weights for the equation
∂αt u(t, x) = ∆u(t, x) + f(t, x), t > 0, x ∈ R
d.
Here, α ∈ (0, 2) and ∂αt is the Caputo fractional derivative of order α. In
particular we prove that for any p, q ∈ (1,∞), w1(x) ∈ Ap and w2(t) ∈ Aq,∫
∞
0
(∫
Rd
|uxx|
pw1dx
)q/p
w2dt ≤ N
∫
∞
0
(∫
Rd
|f |pw1dx
)q/p
w2dt,
where Ap is the class of Muckenhoupt Ap weights. Our approach is based on
the sharp function estimates of the derivatives of solutions.
1. Introduction
Let α ∈ (0, 2) and ∂αt denote the Caputo derivative of order α. The equation
∂αt u(t, x) = ∆u(t, x) + f(t, x), t > 0 ; u(0, ·) = 1α>1
∂u
∂t
(0, ·) = 0 (1.1)
describes different phenomena according to the range of α. The heat equation
(α = 1) represents the heat propagation in homogeneous media. For α ∈ (0, 1),
the equation describes subdiffusive aspect of the anomalous diffusion, caused by
particle sticking and trapping effects (see e.g. [12, 13]). If α ∈ (1, 2), the fractional
wave equation gives information of wave propagating in viscoelastic media (see e.g.
[10, 11]).
In this article, we prove the unique solvability of equation (1.1) with zero initial
data in a weighted Lq(Lp)-spaces. In particular, we prove that for any p, q ∈ (1,∞),
w1 = w1(x) ∈ Ap and w2 = w2(t) ∈ Aq, it holds that
‖|∂αt u|+ |u|+ |ux|+ |uxx|‖Lq,p(w2,w1,T ) ≤ N‖f‖Lq,p(w2,w1,T ),
where the norm in Lq,p(w2, w1, T ) is defined by
‖f‖Lq,p(w2,w1,T ) :=
(∫ T
0
(∫
Rd
|f(t, x)|pw1(x)dx
)q/p
w2(t)dt
)1/q
.
Here Ap denotes the class of Muckenhoupt Ap weights. See Definition 2.1 for the
definition.
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Here is a short description on the closely related works (that is Lq(Lp)-theory)
and comparison to our result. A standard or unweighted Lq(Lp)-estimate for the
equation (and for more general Volterra equations)
∂αt u = a
ij(t, x)uxixj (t, x) + f (1.2)
was introduced in [2, 15] under the conditions aij = δij , α ∈ (0, 1), and
2
αq
+
d
p
< 1.
The results of [2, 15] are based on operator theory (or semigroup theory), and similar
approach is used in [19] for general aij(t, x) under the conditions that p = q > 1,
aij are uniformly continuous in (t, x), and
α 6∈ {
2
2p− 1
,
2
p− 1
− 1,
1
p
,
3
2p− 1
}.
In [8], under the continuity condition of aij(t, x), above restrictions on α and p, q
are dropped and it is only assumed that α ∈ (0, 2) and p, q > 1. The Caldero´n-
Zygmund theorem is mainly used in [8]. Quite recently, using level set arguments,
conditions on aij are significantly relaxed in [4]. More precisely, it is only assumed
that the coefficients are measurable in t and have small mean oscillation in x.
However the approach of [4] only covers the case p = q and α ∈ (0, 1), and all the
above-mentioned results are handled in Sobolev spaces without weights.
Our result substantially generalizes the previous results in the sense that we
cover general Lq(Lp)-theory with Muckenhoupt weights and we do not impose any
algebraic conditions on α, p, and q. This is possible since we use a different ap-
proach. We control the sharp functions of solutions and their derivatives in terms of
maximal functions of free terms, and apply Fefferman-Stein and Hardy-Littlewood
theorems to obtain a priori estimates. Such approach is a typical tool in the theory
of PDEs with local operators, but has not been used well (if any) for equation
(1.2) mainly because the sharp function estimates are based on local estimates of
solutions which are non-trivial for equations with non-local operators.
We also remark that in this article we only cover the case aij = δij because our
estimations depend on upper bounds of kernel appearing in the representation of
solutions of equation (1.1). Obviously our results hold if aij are constants, and
moreover our approach works for equation (1.2) with variable coefficients if one can
obtain sharp upper bounds of derivatives of the kernel related to the equation.
This article is organized as follows. In Section 2, we introduce some definitions
and facts related to fractional calculus, and we present our main result, Theorem
2.8. In Section 3, we prove a priori estimates of solutions to (1.1). In Section 4, we
prove the main theorem.
We finish the introduction with notation used in this article. N stands for the
set of positive integers. Rd denotes the d-dimensional Euclidean space of points
x = (x1, . . . , xd). Br(x) = {y ∈ R
d : |x − y| < r} and Br = Br(0). If a set E is in
Rd (or Rd+1), then |E| is the Lebesgue measure of E. For i = 1, ..., d, multi-indices
γ = (γ1, ..., γd), γi ∈ {0, 1, 2, ...}, and functions u(t, x) we set
uxi =
∂u
∂xi
= Diu, D
γu = Dγxu = D
γ1
1 · ... ·D
γd
d u.
We also use the notation Dm (or Dmx ) for partial derivatives of order m with
respect to x. Similarly, by ∂nt u (or
dn
dtnu) we mean a partial derivative of order
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n with respect to t. C∞c (O) denotes the collection of all infinitely differentiable
functions with compact support in O, where O is an open set in Rd or Rd+1. For a
measure space (E, µ), a Banach space B, and p ∈ (1,∞), Lp(E, µ;B) denotes the
set of B-valued µ-measurable functions u on E satisfying
‖u‖Lp(E,µ;B) :=
(∫
E
‖u‖pBdµ
)1/p
<∞.
If B = R, then Lp(E, µ;B) = Lp(E, µ). For a measurble set A and a measurable
function f , we use the following notation
−
∫
A
f(x)dµ :=
1
µ(A)
∫
A
f(x)dµ.
Finally if we write N = N(a, b, . . .), then this means that the constant N depends
only on a, b, . . ..
2. Main result
We first introduce some definitions and facts related to the fractional calculus.
For more details, see e.g. [1, 14, 16, 18]. For α > 0 and ϕ ∈ L1((0, T )), the
Riemann-Liouville fractional integral of order α is defined by
Iαt ϕ(t) := (I
α
t ϕ)(t) :=
1
Γ(α)
∫ t
0
(t− s)α−1ϕ(s)ds, t ≤ T.
By Ho¨lder’s inequality, for any p ≥ 1,
‖Iαt ϕ‖Lp((0,T )) ≤ N(α, p, T )‖ϕ‖Lp((0,T )).
It is also easy to check that if ϕ is bounded then Iαt ϕ(t) is a continuous function
satisfying Iαt ϕ(0) = 0.
Let n be the integer such that n− 1 ≤ α < n. If ϕ is (n− 1)-times differentiable,
and ( ddt )
n−1In−αt ϕ is absolutely continuous on [0, T ], then the Riemann-Liouville
fractional derivative Dαt ϕ and the Caputo fractional derivative ∂
α
t ϕ are defined as
follows.
Dαt ϕ(t) := (D
α
t ϕ)(t) := (I
n−α
t ϕ)
(n)(t),
∂αt ϕ(t) := D
α
t
(
ϕ(t)−
n−1∑
k=0
tk
k!
ϕ(k)(0)
)
(t). (2.1)
Obviously, Dαt ϕ = ∂
α
t ϕ if ϕ(0) = ϕ
(1)(0) = · · · = ϕ(n−1)(0) = 0. It is easy to show
that, for any α, β ≥ 0,
Iα+βϕ(t) = IαIβϕ(t), DαDβϕ = Dα+βϕ,
and
DαIβϕ =
{
Dα−βϕ if α > β
Iβ−αϕ if α ≤ β
Furthermore, if ϕ is sufficiently smooth (say, ϕ ∈ Cn([0, T ])) and ϕ(0) = · · · =
ϕ(n−1)(0) = 0, then
Iαt ∂
α
t ϕ(t) := I
α
t (∂
α
t ϕ)(t) = ϕ(t), ∀ t ∈ [0, T ]. (2.2)
Consequently, if ϕ ∈ C2([0, T ]) and α ∈ (0, 2), then ∂αt ϕ = f is equivalent to
ϕ(t)− ϕ(0)− 1α>1ϕ
′(0)t = Iαt f(t), ∀ t ∈ [0, T ]. (2.3)
Now we introduce the class of weights used in this article.
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Definition 2.1 (Ap-weight). Let 1 < p < ∞. We write w ∈ Ap if w(x) is a
nonnegative measurable function on Rd such that
[w]p := sup
x0∈Rd,r>0
(
−
∫
Br(x0)
w(x)dx
)(
−
∫
Br(x0)
w(x)−1/(p−1)dx
)p−1
<∞,
where
−
∫
Br(x0)
w(x)dx =
1
|Br(x0)|
∫
Br(x0)
w(x)dx.
If w ∈ Ap, then w is said to be an Ap weight.
Remark 2.2. It is well known that the Hardy-Littlewood maximal function is
bounded in Lp(wdx) if any only if w is an Ap weight (see e.g. [5]). Therefore, if
one uses an approach based on sharp and maximal functions, then it is natural to
consider Lp-spaces with Ap weights for full generality.
Remark 2.3. The class Ap is increasing as p increases, and it holds that
Ap =
⋃
q∈(1,p)
Aq.
More precisely, for any w ∈ Ap, one can find q < p, which depends on d, p, and [w]p
such that w ∈ Aq.
Let p, q ∈ (1,∞), n ∈ N, and T ∈ (0,∞]. For w1 = w1(x) ∈ Ap and w2 =
w2(t) ∈ Aq, we define
Lp(w1) = Lp(R
d, w1dx), H
2
p (w1) = {u ∈ Lp(w1) : D
γu ∈ Lp(w1), |γ| ≤ 2},
Lq,p(w2, w1, T ) = Lq((0, T ), w2dt;Lp(w1)),
and
H
0,2
q,p(w2, w1, T ) = Lq((0, T ), w2dt;H
2
p (w1)).
We omit T if T =∞. For example,
Lq,p(w2, w1) = Lq,p(w2, w1,∞) = Lq((0,∞), w2dt;Lp(w1)).
The norms of these function spaces are defined in a natural way. For example,
‖f‖Lq,p(w2,w1,T ) :=
(∫ T
0
‖f(t, ·)‖qLp(w1)w2(t)dt
)1/q
=
(∫ T
0
(∫
Rd
|f(t, x)|pw1(x)dx
)q/p
w2(t)dt
)1/q
.
Remark 2.4. (i). Suppose that w ∈ Ap. Then the weighted Sobolev spaces have
similar properties as the usual Lp-spaces. For example, one can check that C
∞
c (R
d)
is dense in H2p (w) and H
2
p (w) is a Banach space. Also, the dual space of Lp(w) is
Lp′(w˜), where
1/p+ 1/p′ = 1, w˜ = w−
1
p−1 . (2.4)
In other words, for any bounded linear functional Λ defined on Lp(w) there is
a unique g ∈ Lp′(w˜) such that Λf =
∫
Rd
fg dx for any f ∈ Lp(w), and ‖Λ‖ =
‖g‖Lp′(w˜).
WEIGHTED Lq(Lp)-ESTIMATES FOR TIME-FRACTIONAL EQUATIONS 5
(ii). Let φ ∈ C∞c (B1(0)) and φε(x) := ε
−dφ(x/ε), ε ∈ (0, 1]. Then, it is easy to
check that
|φε(x)| ≤
‖φ‖L∞
|x|d
, ∀x ∈ Rd,
|φε(x) − φε(y)| ≤
4d+1‖Dφ‖L∞ |x− y|
(|x|+ |y|)d+1
if 2|x− y| ≤ max{|x|, |y|}.
By [5, Corollary 9.4.7], for any f ∈ Lp(w), it holds that
‖
∫
Rd
f(y)φε(· − y)dy‖Lp(w) ≤ N0‖f‖Lp(w), ∀ε ∈ (0, 1],
where the constant N0 depends only on d, p, [w]p, and ‖φ‖L1 + ‖φ‖L∞ + ‖Dφ‖L∞ .
This implies that for f ∈ Lp(w), the convolution
f ε(x) := ε−d
∫
Rd
f(y)φ((x − y)/ε)dy
converges to f in Lp(w) as ε ↓ 0. Indeed, for given small δ > 0, take h ∈ C
∞
c (R
d)
such that ‖f − h‖Lp(w) < δ. Then
‖f − f ε‖Lp(w) ≤ ‖f − h‖Lp(w) + ‖f
ε − hε‖Lp(w) + ‖h− h
ε‖Lp(w)
≤ δ +N0δ + ‖h− h
ε‖Lp(w).
The last term above converges to 0 as ε ↓ 0 since hε → h uniformly on Rd.
Now we introduce our solution space and related facts.
Definition 2.5 (Solution space). Let 0 < α < 2, 1 < p, q < ∞, w1 ∈ Ap(R
d),
w2 ∈ Aq(R), and T < ∞. We write u ∈ H
α,2
q,p (w2, w1, T ) if there exists a defining
sequence un ∈ C
∞([0,∞)×Rd) such that un converges to u in H0,2q,p(w2, w1, T ), and
∂αt un is a Cauchy in Lq,p(w2, w1, T ). For u ∈ H
α,2
q,p (w2, w1, T ), we write
f = ∂αt u
if f is the limit of ∂αt un in Lq,p(w2, w1, T ). For u ∈ H
α,2
q,p (w2, w1, T ), we write
u ∈ Hα,2q,p,0(w2, w1, T ) if there is a defining sequence un ∈ C
∞([0,∞) × Rd) such
that
un(0, x) = 1α>1∂tu(0, x) = 0.
Finally, define
H
α,2
p,p,0(T ) = H
α,2
p,p,0(1, 1, T ).
Lemma 2.6. Let 1 < p, q <∞, w1 ∈ Ap(R
d), w2 ∈ Aq(R), and T <∞.
(i) The spaces Hα,2q,p (w2, w1, T ) and H
α,2
q,p,0(w2, w1, T ) are Banach spaces with re-
spect to the norm
‖u‖
H
α,2
q,p (w2,w1,T )
:= ‖u‖
H
0,2
q,p(w2,w1,T )
+ ‖∂αt u‖Lq,p(w2,w1,T ).
(ii) C∞c ((0,∞)× R
d) is dense in Hα,2q,p,0(w2, w1, T ).
Proof. (i) It can be readily proved by following a straightforward argument.
(ii) Let u ∈ Hα,2q,p,0(w2, w1, T ) be given. We will construct a defining sequences
belonging to C∞c ((0,∞)×R
d). First, note that by the definition of Hα,2q,p,0(w2, w1, T ),
we may assume u ∈ C∞([0,∞)×Rd) and satisfies u(0, x) = 1α>1∂tu(0, x) = 0. Also
considering multiplications with smooth cut-off functions depending only on x, we
may further assume that u has compact support with respect to x.
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Extend u(t, x) = 0 and f(t, x) = f(0, x) for t < 0. Then, for any multi-index
α, Dαxu(t, x) and f(t, x) are continuous in t ∈ R since D
α
xu(0, x) = 0. Take η1 ∈
C∞c ((1, 2)) with the unit integral and let
uε(t, x) = ε−1
∫
R
u(s, x)η1((t− s)/ε)ds,
f ε(t, x) = ε−1
∫
R
f(s, x)η1((t− s)/ε)ds.
Then uε(t) = 0 if t < ε, uε is infinitely differentiable in (t, x) and
|uε(t, x)− u(t, x)|+ |Duε(t, x) −Du(t, x)|+ |D2uε(t, x)−D2u(t, x)| → 0 (2.5)
as ε ↓ 0, uniformly on [0, T ] × Rd. Similarly, f ε(t, x) → f(t, x) uniformly on
[0, T ]× Rd. Let η2 ∈ C
∞
c (R) so that η2(t) = 1 for t ≤ T , and η2 = 0 for t ≥ T + 1.
Set
vε := η2u
ε ∈ C∞c ((0,∞)× R
d).
Let n be an integer so that n− 1 ≤ α < n, then we have
In−αt u
ε(t) =
1
Γ(n− α)
∫ t
0
(t− s)n−α−1uε(s)ds
=
1
Γ(n− α)
∫ t
0
(t− s)n−α−1ε−1
∫
R
u(s− r)η1(r/ε)drds
=
1
Γ(n− α)
∫
R
ε−1
(∫ t−r
0
(t− r − s)n−α−1u(s)ds
)
η1(r/ε)dr.
Taking derivative (d/dt)n to In−αt u
ε(t) and using (2.1) (recall that u(0) = 11<α∂tu(0) =
0), we have
∂αt u
ε = f ε.
Also, since η2 = 1 if t ≤ T , we have ∂
α
t v
ε = f ε for all t ≤ T . Moreover, as ε ↓ 0, by
(2.5) and the dominated convergence theorem,
vε → u in H0,2q,p(w2, w1, T ),
f ε → f in Lq,p(w2, w1, T ).
Therefore, vε ∈ C∞c ((0,∞) × R
d) converges to u in Hα,2q,p,0(w2, w1, T ). The lemma
is proved. 
Recall (see (2.3)) that if u(·, x) ∈ C2([0, T ]) then
u(t, x)− u(0, x)− 1α>1u
′(0, x)t = Iαt ∂
α
t u(t, x), ∀ t ∈ [0, T ].
If u ∈ Hα,2q,p,0(w
′, w, T ) then
u(0, x) = 0, 1α>1∂tu(0, x) = 0
in the following sense. (The result of Proposition 2.7 is not used elsewhere)
Proposition 2.7. Let u ∈ Hα,2q,p (w2, w1, T ) and f ∈ Lq,p(w2, w1, T ). Then the
following are equivalnet:
(i) u ∈ Hα,2q,p,0(w2, w1, T ), and ∂
α
t u = f .
(ii) For any φ ∈ C∞c (R
d)
(u(t), φ) = Iαt (f(t), φ), t ≤ T (a.e.). (2.6)
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Proof. Step 1. Suppose (i) holds. Then, by Lemma 2.6(ii), there exists un ∈
C∞c ((0,∞) × R
d) such that un → u in H
α,2
q,p.0(w2, w1, T ). Note that since w2 ∈
L1([0, T ]) and w2 > 0 almost everywhere, it follows that∫
E
w2(t)dt = 0
if and only if |E| = 0. Therefore, by Remark 2.4, for any φ ∈ C∞c (R
d)
|(un(t)− u(t), φ)|+ |(∂
α
t un(t)− ∂
α
t u, φ)|
≤ ‖φ‖Lp′(w˜)
(
‖un(t)− u(t)‖Lp(w) + ‖∂
α
t un(t)− ∂
α
t u(t)‖Lp(w)
)
→ 0
as n→∞ (w2(t)dt-a.e., or equivalently dt-a.e.). Therefore, for almost all t ≤ T ,
(u(t), φ) = lim
n→∞
(un(t), φ) = lim
n→∞
∫
Rd
Iαt ∂
α
t un(t, x)φ(x)dx = I
α
t (∂
α
t u(t, ·), φ).
In the second equality above we used (2.2). Therefore, we have (2.6).
Step 2. There is a version of proof in [7, Remark 2.9] for the case when w2 =
w = 1. The general case can be proved by repeating the proof of [7, Remark 2.9]
and using Remark 2.4. 
Finally, we introduce our main result.
Theorem 2.8. Let 0 < α < 2, 1 < p, q <∞, w1 = w1(x) ∈ Ap(R
d), w2 = w2(t) ∈
Aq(R), T <∞, and f ∈ Lq,p(w2, w1, T ). Then the equation
∂αt u = ∆u+ f, t > 0 ; u(0, ·) = 1α>1∂tu(0, ·) = 0 (2.7)
has a unique solution u in Hα,2q,p,0(w2, w1, T ). Also, the solution u satisfies
‖uxx‖Lq,p(w2,w1,T ) ≤ N0‖f‖Lq,p(w2,w1,T ), (2.8)
‖u‖
H
α,2
q,p (w2,w1,T )
≤ N1‖f‖Lq,p(w2,w1,T ), (2.9)
where N0 = N0(α, d, p, q, [w1]p, [w2]q), and N1 = N1(α, d, p, q, [w1]p, [w2]q, T ).
3. Sharp function estimates of solutions
In this section we prove a priori estimates (2.8) and (2.9) based on the sharp
function estimates of solutions.
Let p(t, x) be the fundamental solution to the following equation on Rd.
∂αt u(t, x) = ∆u(t, x), t > 0 ; u(0) = u0, 1α>1∂tu(0) = 0. (3.1)
In other words, if u0 is smooth enough then the solution to equation (3.1) is given
by
u(t, x) = p(t, ·) ∗ u0 =
∫
Rd
p(t, y)u0(x − y)dy. (3.2)
It is well known (see e.g. Lemma 3.1 below) that such p exists and absolutely
continuous in t. Define
q(t, x) =


Iα−1t p(t, x) α ∈ (1, 2),
p(t, x) α = 1,
D1−αt p(t, x) α ∈ (0, 1).
In the following two lemmas we collect some properties of p(t, x) and q(t, x).
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Lemma 3.1. (i) There exists a fundamental solution p(t, x). Moreover, for all
t 6= 0 and x 6= 0, we have
∂αt p(t, x) = ∆p(t, x),
∂p(t, x)
∂t
= ∆q(t, x).
Also, for each x 6= 0, ∂∂tp(t, x) → 0 as t ↓ 0. Furthermore,
∂
∂tp(t, ·) is inte-
grable in Rd uniformly on t ∈ [ε, T ] for any ε > 0.
(ii) Let d ≥ 1, α ∈ (0, 2), m,n = 0, 1, 2, · · · , and R = t−α|x|2. Then there exist
constants N and σ > 0 depending only on m,n, d and α so that if R ≥ 1
|∂nt D
m
x q(t, x)| ≤ Nt
−α(d+m)
2 −n+α−1 exp {−σt−
α
2−α |x|
2
2−α }, (3.3)
and if R ≤ 1
|∂nt D
m
x q(t, x)| ≤ N |x|
−d−mt−n+α−1(R2 +R2| lnR| · 1d=2)
+N |x|−dt−n+α−1(R1/21d=1 +R1d=2 + R2| lnR| · 1d=4)1m=0.
(3.4)
In particular, for each n ∈ N,
|Dnxq(1, x)| ≤ N(d, α, n)(|x|
−d+2−n ∧ |x|−d−n). (3.5)
(iii) There is a scaling property of q(t, x), i.e.,
q(t, x) = t−
αd
2 +α−1q(1, xt−
α
2 ). (3.6)
Proof. See e.g. [8, Lemma 3.2] for (i)-(ii), and see equality (5.2) of [9] for (iii). 
Lemma 3.2. (i) Let u ∈ C∞c ((0,∞)× R
d), and let f := ∂αt u−∆u. Then
u(t, x) =
∫ t
0
∫
Rd
q(t− s, x− y)f(s, y)dyds.
(ii) Let p > 1, T <∞ and f ∈ C∞c ((0,∞)× R
d). Define
u(t, x) =
∫ t
0
∫
Rd
q(t− s, x− y)f(s, y)dyds, (3.7)
where (t, x) ∈ (0, T )× Rd. Then u is the unique solution to the equation
∂αt u = ∆u+ f, 0 < t < T, x ∈ R
d ; u(0) = 1α>1∂tu(0) = 0
in the class Hα,2p,p,0(T ). Moreover,
‖D2u‖Lp(T ) ≤ N‖f‖Lp(T ), (3.8)
where N depends only on α, d, and p. In particular, we have∫ ∞
0
‖D2u(t, ·)‖pLpdt ≤ N
∫ ∞
0
‖f(t, ·)‖pLpdt.
Proof. (i) and (ii) are consequences of Lemma 3.5 and Theorem 2.10 of [8]. We
only remark that the independency of N0 on T can be easily checked based on the
estimate (3.8) for T = 1 and considering the equation for u¯(t, x) := u(T t, Tα/2x).
For the equation of u¯, use the relation
∂αt (h(ct)) = c
α(∂αt h)(ct). (3.9)

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Lemma 3.3. (i) Let r < 0 and f ∈ C∞c (R
d \ {0}). Then we have∫
Rd
|z|rf(z)dz = −r
∫ ∞
0
ρr−1
∫
|z|<ρ
f(z)dzdρ. (3.10)
(ii) Let γ = (γ1, . . . , γd) be a multi-index satisfying |γ| ≤ 2. Then for ε ∈ [0, 1],
|Dγq(t, x)| ≤ N(α, d, ε)|t|(1−|γ|/2+ε/2)α−1|x|−d−ε. (3.11)
Furthermore, if |γ| ≤ 1 then (3.11) is also vaild for ε ∈ [−1, 0).
Proof. (i) Let F (z) and G(z) = G(|z|) be smooth functions on Rd \ {0}. For
0 < ε < R <∞, we have∫
ε<|z|<R
F (z)G(|z|)dz =
∫ R
ε
∫
∂Bρ(0)
G(ρ)F (σ)dσρdρ
=
∫ R
ε
G(ρ)
(∫
∂Bρ(0)
F (σ)dσρ
)
dρ
=
∫ R
ε
G(ρ)
d
dρ
(∫
Bρ(0)
F (z)dz
)
dρ.
By applying the integration by parts to the last term, we have∫
ε<|z|<R
F (z)G(|z|)dz = G(R)
∫
|z|<R
F (z)dz −G(ε)
∫
|z|<ε
F (z)dz
−
∫ R
ε
G′(ρ)
∫
|z|<ρ
F (z)dzdρ.
(3.12)
Applying (3.12) to G(z) = |z|r and F (z) = f(z), we have∫
ε<|z|<R
|z|rf(z)dz = Rr
∫
|z|<R
f(z)dz − εr
∫
|z|<ε
f(z)dz
− r
∫ R
ε
ρr−1
∫
|z|<ρ
f(z)dzdρ.
By letting ε ↓ 0, and R → ∞, we have (3.10). The condition that f vanishes near
x = 0 is used when ε ↓ 0, and the condition r < 0 is used to have Rr → 0 as
R→∞.
(ii) Let b, c > 0 and ε ∈ [−1, 1]. Observe that
e−br
c
≤ N(b, c, d, ε)r−d−ε, ∀r > 0,
rb| log r| ≤ N(b), ∀r ≤ 1.
(3.13)
Now let |γ| ≤ 2 and ε ∈ [0, 1]. Then, by (3.6), (3.3), (3.4), and (3.13), we have
|Dγq(t, x)|
= |t|(−
d
2+1− |γ|2 )α−1|(Dγq)(1, t−α/2x)|
≤ N |t|(−
d
2+1− |γ|2 )α−1(1t−α/2|x|≤1(t
−α/2|x|)−d + 1t−α/2|x|≥1(t
−α/2|x|)−d−ε)
≤ N |t|(−
d
2+1− |γ|2 )α−1(1t−α/2|x|≤1(t
−α/2|x|)−d−ε + 1t−α/2|x|≥1t
α(d+ε)/2|x|−d−ε)
≤ N |t|(1−
|γ|
2 +
ε
2 )α−1|x|−d−ε.
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To show the second assertion, let |γ| ≤ 1 and ε ∈ [−1, 0). Again, by (3.6), (3.3),
(3.4), and (3.13), we have
|Dγq(t, x)|
= |t|(−
d
2+1− |γ|2 )α−1|(Dγq)(1, t−α/2x)|
≤ N |t|(−
d
2+1− |γ|2 )α−1(1t−α/2|x|≤1(t
−α/2|x|)−d−ε + 1t−α/2|x|≥1(t
−α/2|x|)−d−ε)
≤ N |t|(1−
|γ|
2 +
ε
2 )α−1|x|−d−ε.
The lemma is proved. 
For a real-valued measurable function h on Rd+1, define the maximal function
Mh(t, x) := sup
E
1
|E|
∫
E
|h(s, y)|dsdy,
where the supremum is taken over the cubes E of the form
E = [r, s]× [a1, b1]× · · · × [ad, bd]
containing (t, x).
For f ∈ C∞c (R
d+1), T ∈ (0,∞], i, j = 1, 2, . . . , d and (t, x) ∈ Rd+1, we define
L0f(t, x) = L
T
0 f(t, x) =
∫ t
−∞
∫
Rd
10<t−s<T q(t− s, x− y)f(s, y)dyds,
Li1f(t, x) = L
T,i
1 f(t, x) =
∫ t
−∞
∫
Rd
10<t−s<TDiq(t− s, x− y)f(s, y)dyds,
Lij2 f(t, x) =
∫ t
−∞
∫
Rd
Dijq(t− s, x− y)f(s, y)dyds,
and denote
L1f = L
T
1 f = (L
T,1
1 f, · · · , L
T,d
1 f), L2f = (L
ij
2 f)i,j=1,2,··· ,d.
Observe that for any (t0, x0) ∈ R
d+1,
Lkf(t+ t0, x+ x0) = Lk(f(t0 + ·, x0 + ·))(t, x), (k = 0, 1, 2), (3.14)
and for any c > 0,
L2(f(c
2
α ·, c·))(t, x) = L2f(c
2
α t, cx). (3.15)
For w1 ∈ Ap(R
d) and w2 ∈ Aq(R), and T ∈ (0,∞], define
L˜(q, p, w2, w1, T ) := Lq
(
(−∞, T ), w2dt;Lp(w1)),
where
‖f‖
L˜(q,p,w2,w1,T )
:=
(∫ T
−∞
(∫
Rd
|f(t, x)|pw1(x)dx
)q/p
w2(t)dt
)1/q
.
As usual, we omit T if T =∞.
Here is the main result of this section.
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Theorem 3.4. Let p, q ∈ (1,∞), T ∈ (0,∞), w1 ∈ Ap(R
d) and w2 ∈ Aq(R). Then
for any f ∈ C∞c (R
d+1) we have
‖Lkf‖L˜(q,p,w2,w1,T ) ≤ Nk‖f‖L˜(q,p,w2,w1,T ), k = 0, 1, 2 (3.16)
where Nk = Nk(α, d, p, q, [w1]p, [w2]q, T ) (k = 0, 1), and N2 = N2(α, d, p, q, [w1]p,[w2]q).
In particular, N2 is independent of T .
Remark 3.5. Since C∞c (R
d+1) is dense in L˜(q, p, w2, w1, T ), by Theorem 3.4, the
operators Lk can be continuously extended to L˜(q, p, w2, w1, T ).
For δ > 0, define
Qδ := [−δ
2
α , 0]× [−δ/2, δ/2]d.
Lemma 3.6. Let p0 ∈ (1,∞), T < ∞ and f ∈ C
∞
c (R
d+1). Assume that f = 0
outside of [−(2δ)2/α, (2δ)2/α]×B3δd/2. Then for (t, x) ∈ Qδ,
−
∫
Qδ
|Lkf(s, y)|
p0dyds ≤ Nk(α, d, p0, T )M|f |
p0(t, x), k = 0, 1,
−
∫
Qδ
|L2f(s, y)|
p0dyds ≤ N2(α, d, p0)M|f |
p0(t, x).
(3.17)
Proof. Step 1. (k = 0, 1). Let k = 0. By Minkowski’s inequality,
−
∫
Qδ
|L0f(s, y)|
p0dyds
≤ N(d)δ−2/α−d
(∫ T
0
∫
Rd
(∫
Qδ
|q(r, z)f(s− r, y − z)|p0dyds
)1/p0
dzdr
)p0
≤ N(d)δ−2/α−dIp00
∫
Rd+1
|f(s, y)|p0dyds,
≤ N(d)Ip00 −
∫
[−(2δ)2/α,(2δ)2/α]×B3δd/2
|f(s, y)|p0dyds,
where
I0 = I0(T ) =
∫ T
0
∫
Rd
|q(r, z)|dzdr.
By (3.6), change of variables, (3.3) and (3.4), we have
∫ T
0
∫
Rd
|q(r, z)|dzdr =
∫ T
0
|r|α−1dr
∫
Rd
|q(1, z)|dz ≤ N(α, d). (3.18)
Therefore, we have (3.17) for k = 0. One can handle the case k = 1 in the same
manner.
Step 2. (k = 2). By (3.15), we only need to consider δ = 2. Note that
f(t− 42/α, ·) = 0 for t ≤ 0. By (3.14), Lemma 3.2 (ii), and change of variables, we
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have
−
∫
Q2
|L2f(s, y)|
p0dyds = −
∫ 42/α
−42/α
−
∫
B3δ/2
|L2f(s, y)|
p0dyds
≤ N(α, d)
∫ ∞
0
∫
Rd
|L2(f(· − 4
2/α, ·))(s, y)|p0dyds
≤ N(α, d, p0)
∫ ∞
0
∫
Rd
|f(s− 42/α, y)|p0dyds
≤ N(α, d, p0)−
∫
[−42/α,42/α]×B3d
|f(s, y)|p0dyds.
The lemma is proved. 
Lemma 3.7. Let p0 ∈ (1,∞), T < ∞ and f ∈ C
∞
c (R
d+1). Assume f = 0 for
|t| ≥ (2δ)2/α. Then for (t, x) ∈ Qδ,
−
∫
Qδ
|Lkf(s, y)|
p0dyds ≤ Nk(α, d, p0, T )M|f |
p0(t, x), k = 0, 1,
−
∫
Qδ
|L2f(s, y)|
p0dyds ≤ N2(α, d, p0)M|f |
p0(t, x).
(3.19)
Proof. Step 1. (k = 0, 1). Due to the similarity, we only consider k = 0. Take
ζ ∈ C∞c (R
d) such that ζ = 1 in Bδd and ζ = 0 outside B3δd/2. Since Lk is linear,
Lkf = Lk(fζ) + Lk(f(1− ζ)).
For Lk(fζ), we can apply Lemma 3.6, and therefore we may assume that f(t, x) = 0
if x ∈ Bδd. Recall that
L0f(s, y) =
∫ s
−∞
∫
Rd
10<s−r<T q(s− r, z)f(r, y − z)dzdr.
Let (s, y) ∈ Qδ and r ∈ (s− T, s). Since |x− y| ≤ δd, ρ > δd/2 implies
Bρ(y) ⊂ Bδd+ρ(x) ⊂ B3ρ(x). (3.20)
Also, if ρ ≤ δd/2 and z ∈ Bρ(0) then f(r, y − z) = 0 since |y − z| ≤ δd. Now,
observe that∣∣∣∣
∫
Rd
q(s− r, z)f(r, y − z)dz
∣∣∣∣ ≤ N(α, d, T )|s− r|α/2−1
∫ ∞
dδ/2
ρ−d−2
∫
B3ρ(x)
|f(r, z)|dzdρ.
(3.21)
Indeed, by Lemma 3.3 (ii)∣∣∣∣
∫
Rd
q(s− r, z)f(r, y − z)dz
∣∣∣∣ ≤ N(α, d)|s− r| 32α−1
∫
|z|≥dδ/2
|z|−d−1|f(r, y − z)|dz
= N(α, d)Tα|s− r|
1
2α−1
∫
|z|≥dδ/2
|z|−d−1|f(r, y − z)|dz. (3.22)
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By Lemma 3.3 (i), (3.20), and |s− r| < T , we have
|s− r|α/2−1
∫
|z|≥dδ/2
|z|−d−1|f(r, y − z)|dz
= N(d)|s− r|α/2−1
∫ ∞
dδ/2
ρ−d−2
∫
|z|≤ρ
|f(r, y − z)|dzdρ
≤ N(d)|s− r|α/2−1
∫ ∞
dδ/2
ρ−d−2
∫
B3ρ(x)
|f(r, z)|dzdρ.
Thus, we have (3.21). By (3.21) and Ho¨lder’s inequality
−
∫
Qδ
|L0f(s, y)|
p0dyds
≤ N −
∫
Qδ
∣∣∣∣∣
∫ s
−(2δ)2/α
|s− r|α/2−1
∫ ∞
δd/2
ρ−d−2
∫
B3ρ(x)
|f(r, z)|dzdρdr
∣∣∣∣∣
p0
dyds
≤ N −
∫
Qδ
Ip0−10
∫ s
−(2δ)2/α
|s− r|α/2−1
∫ ∞
δd/2
ρ−d−2
∫
B3ρ(x)
|f(r, z)|p0dzdρdrdyds,
(3.23)
where N = N(α, d, T ) and
I0 = I0(δ, s) :=
∫ s
−(2δ)2/α
|s− r|α/2−1dr
∫ ∞
δd/2
ρ−2dρ.
By a change of variables, we have
I0 ≤
∫ (2δ)2/α
0
|r|α/2−1dr
∫ ∞
δd/2
ρ−2dρ ≤ N(α, d)δδ−1 = N(α, d).
By (3.23) and Fubini’s theorem,
−
∫
Qδ
|L0f(s, y)|
p0dyds
≤ N −
∫
Qδ
∫ s
−(2δ)2/α
|s− r|α/2−1
∫ ∞
δd/2
ρ−d−2
∫
B3ρ(x)
|f(r, z)|p0dzdρdrdyds
≤ Nδ−2/α
∫ ∞
δd/2
ρ−d−2
∫ 0
−(2δ)2/α
∫ 0
r
|s− r|α/2−1ds
∫
B3ρ(x)
|f(r, z)|p0dzdrdρ
≤ Nδ−2/α
∫ ∞
δd/2
ρ−d−2
∫ 0
−(2δ)2/α
|r|α/2
∫
B3ρ(x)
|f(r, z)|p0dzdrdρ
≤ Nδ1−2/α
∫ ∞
δd/2
ρ−d−2
∫ 0
−(2δ)2/α
∫
B3ρ(x)
|f(r, z)|p0dzdrdρ
≤ NM|f |p0(t, x),
(3.24)
where N = N(α, d, p0, T ). Therefore, we have (3.19).
Step 2. (k = 2). By (3.15), we may assume δ = 2. Observe that
−
∫
Q2
|L2f(s, y)|
p0dyds ≤
∫
Q2
∣∣∣∣
∫ s
−∞
∫
Rd
Dijq(s− r, z)f(r, y − z)dzdr
∣∣∣∣
p0
dyds
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By Lemma 3.3 (ii),∣∣∣∣
∫
Rd
D2q(s−r, z)f(r, y−z)dz
∣∣∣∣ ≤ N(α, d)|s−r|α/2−1
∫
|z|≥dδ/2
|z|−d−1|f(r, y−z)|dz.
Unlike in (3.22), the constant N above is independent of T . Thus, as in (3.21), we
get that for 0 > s > r > −42/α and y ∈ [−1, 1]d,∣∣∣∣
∫
Rd
Dijq(s− r, z)f(r, y − z)dz
∣∣∣∣ ≤ N(α, d)|s−r|α/2−1
∫ ∞
δ/2
ρ−d−2
∫
B3dρ(x)
|f(r, z)|dz.
This is because, By (3.23), (3.24), we have (3.19). The lemma is proved. 
Lemma 3.8. Let p0 ∈ (1,∞), T < ∞ and f ∈ C
∞
c (R
d+1). Suppose that f = 0
outside of (−∞,−(3δ2 )
2/α)×B3δd/2. Then for (t, x) ∈ Qδ,
−
∫
Qδ
|Lkf(s, y)|
p0dyds ≤ Nk(α, d, p0, T )M|f |
p0(t, x), k = 0, 1
−
∫
Qδ
|L2f(s, y)|
p0dyds ≤ N2(α, d, p0)M|f |
p0(t, x).
(3.25)
Proof. Step 1. (k = 0, 1). As in the proof of Lemma 3.7, we only consider the
case k = 0. Let (s, y) ∈ Qδ. Notice that if |z| ≥ 2δd then f(r, y − z) = 0 since
|y − z| ≥ |z| − |y| ≥ 3δd/2. Also, f(r, ·) = 0 if r ≥ −(3δ/2)2/α. Thus by Ho¨lder’s
inequality,
|L0f(s, y)|
p0 ≤ Ip0−10
∫ −( 3δ2 )2/α
−∞
∫
|z|≤2δd
10<s−r<T |q(s− r, z)||f(r, y)|p0dzdr,
(3.26)
where
I0 = I0(δ, s) =
∫ −(3δ/2)2/α
−∞
10<s−r<T
∫
|z|≤2δd
|q(s− r, z)|dzdr.
Observe that for r < s < r + T , by Lemma 3.3 (ii),∫
|z|≤2δd
|q(s− r, z)|dz ≤ N |s− r|α/2−1
∫
|z|≤2δd
|z|−d+1dz
≤ N(α, d, T )|s− r|−α/2−1δ.
(3.27)
Also, for s ∈ (−δ2/α, 0) and r ∈ (−∞,−(3δ/2)2/α), we have
|r − s| ≤ 2|r| ≤ N(α)|r − s|. (3.28)
Thus, by (3.27) and (3.28)
I0(δ, s) ≤ N(α, d, T ) δ
∫ −(3δ/2)2/α
−∞
|r|−α/2−1dr ≤ N(α, d, T ). (3.29)
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Therefore, by Fubini’s theorem, change of variables, (3.27), and (3.28), we have
∫
Qδ
|L0f(s, y)|
p0dyds
≤ N
∫
Qδ
∫ −(3δ/2)2/α
s−T
∫
|z|≤2δd
|q(s− r, z)||f(r, y − z)|p0dzdrdyds
≤ N
∫ 0
−δ2/α
∫ −(3δ/2)2/α
s−T
∫
|z|≤2δd
|q(s− r, z)|dz
∫
|y|≤5δd/2
|f(r, y)|p0dydrds
≤ Nδ
∫ 0
−δ2/α
∫ −(3δ/2)2/α
−∞
|s− r|−α/2−1
∫
|y|≤5δd/2
|f(r, y)|p0dydrds
≤ Nδ1+2/α
∫ −(3δ/2)2/α
−∞
|r|−α/2−1
∫
|y|≤5δd/2
|f(r, y)|p0dydr,
where the constants N above depend only on α, d, p0 and T . By integration by
parts, we have
∫
Qδ
|L0f(s, y)|
p0dyds ≤ Nδ2/α+1
∫ −(3δ/2)2/α
−∞
|r|−α/2−2
∫ 0
r
∫
|y|≤5δd/2
|f(σ, y)|p0dydσdr
≤ Nδd+2/α+1
∫ −(3δ/2)2/α
−∞
|r|−α/2−1drM|f |p0 (t, x)
≤ N(α, d, p0, T )δ
d+2/α
M|f |p0(t, x).
Therefore, we have (3.25).
Step 2. (k = 2). By (3.15), we may assume δ = 2. Take β ∈ (1, dd−1 ) (here,
1
0 :=∞). By Minkowski’s inequality
−
∫
Q2
|L2f(s, y)|
p0dyds
= N(α, d)
∫ 0
−22/α
∫
[−1,1]d
∣∣∣∣
∫ −32/α
−∞
∫
|z|≤4d
|Dijq(s− r, z)f(r, y − z)|dzdr
∣∣∣∣
p0
dyds
≤ N(α, d)
∫ 0
−22/α

∫ −32/α
−∞
∫
|z|≤4d
|Dijq(s− r, z)|dz
(∫
|y|≤5d
|f(r, y)|p0dy
) 1
p0
dr


p0
ds.
(3.30)
By (3.6), Jensen’s inequality, change of variables, (3.3) and (3.4), we have
∫
|z|≤4d
|Dijq(s− r, z)|dz ≤ |s− r|
−(1− 1β )αd2 −1
(∫
Rd
|Dijq(1, z)|
βdz
)1/β
≤ N(α, β, d)|s − r|−(1−
1
β )
αd
2 −1.
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Also note that one can replace |s − r| with |r| if r < −32/α, and −22/α < s < 0.
Therefore,
−
∫
Q2
|L2f(s, y)|
p0dyds
≤ N(α, β, d)
∫ 0
−22/α
(
∫ −3α/2
−∞
|r|−(1−
1
β )
αd
2 −1(
∫
|y|≤5d
|f(r, y)|p0dy)1/p0dr)p0ds.
By (3.28), Ho¨lder’s inequality, and integration by parts, we have
∫ 0
−22/α
(
∫ −32/α
−∞
|r|−(1−
1
β )
αd
2 −1(
∫
|y|≤5d
|f(r, y)|p0dy)1/p0dr)p0ds
= N(α)
(∫ −32/α
−∞
|r|−(1−
1
β )
αd
2 −1(
∫
|y|≤5d
|f(r, y)|p0dy)1/p0dr
)p0
≤ N(α, β, d, p0)
∫ −32/α
−∞
|r|−(1−
1
β )
αd
2 −1
∫
|y|≤5d
|f(r, y)|p0dydr
≤ N(α, β, d, p0)
∫ −32/α
−∞
|r|−(1−
1
β )
αd
2 −2
∫ 0
r
∫
|y|≤5d
|f(s, y)|p0dydsdr
≤ N(α, β, d, p0)
∫ −32/α
−∞
|r|−(1−
1
β )
αd
2 −1drM|f |p0 (t, x)
≤ N(α, d, p0)M|f |
p0(t, x).
(3.31)
The lemma is proved. 
Lemma 3.9. Let p0 ∈ (1,∞), T < ∞, and f ∈ C
∞
c (R
d+1). Suppose that f = 0
outside of (−∞,−(3δ2 )
2/α)×Bcδd. Then for (t, x) ∈ Qδ,
−
∫
Qδ
−
∫
Qδ
|Lkf(s, y)− Lkf(r, z)|
p0dydsdzdr ≤ N(α, d, p0, T )M|f |
p0(t, x), (k = 0, 1)
−
∫
Qδ
−
∫
Qδ
|L2f(s, y)− L2f(r, z)|
p0dydsdzdr ≤ N(α, d, p0)M|f |
p0(t, x).
(3.32)
Proof. Step 1. (k = 0, 1). Again, due to the similarity we only consider the case
k = 0.
Obviously, to prove the claim it suffices to show that
−
∫
Qδ
|Lkf |
p0 ≤ N(α, d, p0, T )M|f |
p0(t, x), ∀ (t, x) ∈ Qδ.
Note that f(r, y − z) = 0 for r ≥ −(3δ/2)2/α or (y, z) ∈ [−δ/2, δ/2]d × Bδd/2. For
(s, y) ∈ Qδ, by Ho¨lder’s inequality
|L0f(s, y)|
p0 =
∣∣∣∣
∫ s
−∞
∫
Rd
10<s−r<T q(s− r, z)f(r, y − z)dzdr
∣∣∣∣
p0
≤ Ip0−10
∫ s
−∞
∫
|z|≥ δd2
10<s−r<T |q(s− r, z)||f(r, y − z)|p0dzdr,
(3.33)
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where
I0 = I0(s, δ) =
∫ s
−∞
10<s−r<T
∫
Rd
|q(s− r, z)|dzdr.
By (3.18), we have
I0 ≤
∫ T
0
rα−1dr
∫
Rd
|q(1, z)|dz ≤ N(α, d, T ).
Thus,∫
Qδ
|L0f(s, y)|
p0dyds
≤ N(α, d, T )
∫
Qδ
∫ −( 3δ2 ) 2α
−∞
10<s−r<T
∫
|z|≥ δd2
|q(s− r, z)||f(r, y − z)|p0dzdrdyds.
(3.34)
Note that for x, y ∈ [−δ/2, δ/2]d and ρ > δd/2, we have
Bρ(y) ⊂ B(2/
√
d+1)ρ(x) ⊂ B3ρ(x). (3.35)
To proceed further, we consider two differenent cases.
Case 1. (δ ≥ 1). Let ε ∈ (0, 1). By Lemma 3.3 (ii), we have
|q(s− r, z)| ≤ N(α, d, ε)|s− r|(1+
ε
2 )α−1|z|−d−ε. (3.36)
By (3.34), (3.36), Lemma 3.3 (i), (3.35), Fubini’s theorem, (3.28), and integration
by parts, we have∫
Qδ
|L0f(s, y)|
p0dyds
≤ N
∫
Qδ
∫ −( 3δ2 )2/α
s−T
|s− r|(1+
ε
2 )α−1
∫
|z|≥ δd2
|z|−d−ε|f(r, y − z)|p0dzdrdyds
≤ N
∫
Qδ
∫ −( 3δ2 )2/α
s−T
|s− r|(1+
ε
2 )α−1
∫ ∞
δd
2
ρ−ε−1 −
∫
B3ρ(x)
|f(r, z)|p0dzdρdrdyds
≤ Nδd
∫ ∞
δd
2
ρ−ε−1
∫ 0
−δ2/α
∫ −( 3δ2 )2/α
−∞
|s− r|−
αε
2 −1 −
∫
B3ρ(x)
|f(r, z)|p0dzdrdsdρ
≤ Nδd
∫ ∞
δd
2
ρ−ε−1
∫ 0
−δ2/α
∫ −( 3δ2 )2/α
−∞
|r|−
αε
2 −2
∫ 0
r
−
∫
B3ρ(x)
|f(σ, z)|p0dzdσdrdsdρ
≤ Nδd+2/α−2εM|f |p0(t, x),
where N = N(α, d, p0, ε, T ). Therefore, we have (recall that δ ≥ 1)
−
∫
Qδ
|L0f(s, y)|
p0dyds ≤ δ−2εNM|f |p0(t, x) ≤ NM|f |p0(t, x).
Case 2. (δ < 1). Let ε ∈ (0, 1). By Lemma 3.3 (ii), we have
|q(s, z)| ≤ (1|z|≤d/2 + 1|z|≥d/2)|q(s, z)|
≤ N(α, d, ε)
(
1|z|≤d2 |s|
(1− ε2 )α−1|z|−d+ε + 1|z|≥d2 |s|
(1+ ε2 )α−1|z|−d−ε
)
.
(3.37)
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Also, for x, y ∈ [−δ/2, δ/2]d,
Bd/2(y) ⊂ B√dδ+d/2(x) ⊂ B3d/2(x). (3.38)
Then by (3.34), (3.37),∫
Qδ
|L0f(s, y)|
p0dyds
≤ N
∫
Qδ
∫ −( 3δ2 )2/α
−∞
∫
|z|≥ δd2
10<s−r<T |q(s− r, z)||f(r, y − z)|p0dzdrdyds
≤ N
∫
Qδ
∫ −( 3δ2 )2/α
s−T
|s− r|(1−
ε
2 )α−1
∫
δd
2 ≤|z|≤d2
|z|−d+ε|f(r, y − z)|p0dzdrdyds
+N
∫
Qδ
∫ −( 3δ2 )2/α
s−T
|s− r|(1+
ε
2 )α−1
∫
|z|≥d2
|z|−d−ε|f(r, y − z)|p0dzdrdyds
=: N(I1 + I2),
where N = N(α, d, p0, ε, T ). Therefore, it suffices to show that
I1 + I2 ≤ N(α, d, p0, T )δ
d+2/α
M|f |p0(t, x).
Consider I1. Note that |y− z| ≤ δd if z ∈ Bδd/2, and y ∈ [−δ/2, δ/2]. Using (3.12),
(3.38), (3.35), and the assumption on the support of f , observe that∫
δd
2 ≤|z|≤d2
|z|−d+ε|f(r, y − z)|p0dz
= (d/2)−d+ε
∫
Bd/2(0)
|f(r, y − z)|p0dz − (δd/2)−d+ε
∫
Bδd/2(0)
|f(r, y − z)|p0dz
+ (d− ε)
∫ d
2
δd
2
ρ−d+ε−1
∫
Bρ(0)
|f(r, y − z)|p0dzdρ
≤ N(d)
[∫
B3d/2(x)
|f(r, z)|p0dz +
∫ d
2
δd
2
ρ−d+ε−1
∫
B3ρ(x)
|f(r, z)|p0dzdρ
]
.
Therefore,
I1 ≤ N
∫
Qδ
∫ −( 3δ2 )2/α
s−T
|s− r|(1−
ε
2 )α−1
[ ∫
B3d/2(x)
|f(r, z)|p0dz
+
∫ d
2
δd
2
ρ−d+ε−1
∫
B3ρ(x)
|f(r, z)|p0dzdρ
]
drdyds ≤ N(I11 + I12),
where
I11 := δ
d
∫ 0
−δ2/α
∫ −( 3δ2 )2/α
s−T
|s− r|(1−
ε
2 )α−1
∫
B3d/2(x)
|f(r, z)|p0dzdrds,
I12 := δ
d
∫ 0
−δ2/α
∫ −( 3δ2 )2/α
s−T
|s− r|(1−
ε
2 )α−1
∫ d
2
δd
2
ρ−d+ε−1
∫
B3ρ(x)
|f(r, z)|p0dzdρdrds.
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For I11, by integration by parts with respect to r, and (3.28), we have
I11 := δ
d
∫ 0
−δ2/α

∫ −( 3δ2 )2/α
s−T
|s− r|(1−
ε
2 )α−1
∫
B3d/2(x)
|f(r, z)|p0dzdr

 ds
≤ Nδd
∫ 0
−δ2/α
[
T (1−
ε
2 )α−1
∫ 0
s−T
∫
B3d/2(x)
|f(σ, z)|p0dzdσ
+
∫ −( 3δ2 )2/α
s−T
|s− r|(1−
ε
2 )α−2
∫ 0
r
∫
B3d/2(x)
|f(σ, z)|p0dzdσdr
]
ds
≤ Nδd
∫ 0
−δ2/α
[
(1 + T )(1−ε/2)α +
∫ s
s−T
|s− r|(1−
ε
2 )α−1dr
]
dsM|f |p0(t, x)
≤ Nδd+2/αM|f |p0(t, x).
For I12, by Fubuni’s theorem, integration by parts with respect to r, and (3.28),
we have (recall δ < 1)
I12 = δ
d
∫ d
2
δd
2
∫ 0
−δ2/α
ρ−d+ε−1

∫ −( 3δ2 )2/α
s−T
|s− r|(1−
ε
2 )α−1
∫
B3ρ(x)
|f(r, z)|p0dzdr

 dsdρ
≤ Nδd
∫ d
2
δd
2
ρ−d+ε−1
∫ 0
−δ2/α
[
T (1−
ε
2 )α−1
∫ 0
s−T
∫
B3ρ(x)
|f(σ, z)|p0dzdσ
+
∫ −( 3δ2 )2/α
s−T
|s− r|(1−
ε
2 )α−2
∫ 0
r
∫
B3ρ(x)
|f(σ, z)|p0dzdσdr
]
dsdρ
≤ Nδd
∫ d
2
δd
2
ρε−1
∫ 0
−δ2/α
[
(1 + T )(1−ε/2)α +
∫ s
s−T
|s− r|(1−
ε
2 )α−1dr
]
dsdρM|f |p0(t, x)
≤ Nδd
∫ d
2
0
ρε−1dρ
∫ 0
−δ2/α
dsM|f |p0(t, x)
≤ Nδd+2/αM|f |p0(t, x).
Now we consider I2. Again, by (3.12),
∫
|z|≥ d2
|z|−d−ε|f(r, y − z)|p0dz
= −(d/2)−d−ε
∫
Bd/2(0)
|f(r, y − z)|p0dz + (d+ ε)
∫ ∞
d
2
ρ−d−ε−1
∫
Bρ(0)
|f(r, y − z)|p0dzdρ
≤ 2d
∫ ∞
d
2
ρ−d−ε−1
∫
Bρ(0)
|f(r, y − z)|p0dzdρ
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Thus, by (3.28), Fubini’s theorem, and integration by parts with respect to r,
I2 :=
∫
Qδ
∫ −( 3δ2 )2/α
s−T
|s− r|(1+
ε
2 )α−1
∫
|z|≥d2
|z|−d−ε|f(r, y − z)|p0dzdrdyds
≤ Nδd
∫ ∞
d
2
ρ−d−ε−1
∫ 0
−δ2/α

∫ −( 3δ2 )2/α
s−T
|s− r|(1+
ε
2 )α−1
∫
B3ρ(x)
|f(r, z)|p0dzdr

 dsdρ
≤ Nδd
∫ ∞
d
2
ρ−d−ε−1
∫ 0
−δ2/α
[
T (1+
ε
2 )α−1
∫ 0
s−T
∫
B3ρ(x)
|f(σ, z)|p0dzdσ
+
∫ s
s−T
|s− r|(1+
ε
2 )α−2
∫ 0
r
∫
B3ρ(x)
|f(σ, z)|p0dzdσdr
]
dsdρ
≤ Nδd
∫ ∞
d
2
ρ−ε−1dρ
∫ 0
−δ2/α
(T + 1)(1+ε/2)αdsM|f |p0(t, x)
≤ N(α, d, p0, T )δ
d+2/α
M|f |p0(t, x).
Therefore, (3.32) is proved for k = 0. Similarly, one can treat the case k = 1.
Step 2. (k = 2). Due to Poincare´’s inequality, it is sufficient to show that
−
∫
Qδ
(|∂sL2f |
p0 + |DyL2f |
p0)dyds ≤ N(d, α, p0)M|f |
p0(t, x), ∀(t, x) ∈ Qδ.
Due to (3.15), we may assume δ = 2. Thus, we will only prove
−
∫
Q2
(|∂sL2f |
p0 + |DyL2f |
p0)dyds ≤ NM|f |p0(t, x).
Let ε ∈ (0, (1 − 1p0 )
α
2+α+αd ). Observe that f(r, y − z) = 0 for r ≥ −3
2/α or
(y, z) ∈ [−1, 1]d ×Bd. Thus
∫
Q2
|DyL2f(s, y)|
p0dyds
≤
∫ 0
−22/α
∫
[−1,1]d
∣∣∣∣∣
∫ −32/α
−∞
∫
Rd
|Dzqzizj (s− r, z)f(r, y − z)|dzdr
∣∣∣∣∣
p0
dyds
≤
∫ 0
−22/α
∫
[−1,1]d
Ip0−13
∫ −32/α
−∞
∫
|z|≥d
|Dzqzizj (s− r, z)|
1+p0ε|f(r, y − z)|p0dzdrdyds,
where
I3 = I3(s) =
∫ −32/α
−∞
∫
Rd
|Dzqzizj (s− r, z)|
1−p′0εdzdr, 1/p0 + 1/p′0 = 1.
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By (3.6), change of variables, and (3.28), we have
I3(s) =
∫ −32/α
−∞
∫
Rd
|Dzqzizj (s− r, z)|
1−p′0εdzdr
≤
∫ −32/α
−∞
∫
Rd
|s− r|(−
αd
2 −1−α2 )(1−p′0ε)|Dzqzizj (1, (s− r)
−α2 z)|1−p
′
0εdzdr
≤
∫ −32/α
−∞
|s− r|(−
αd
2 −1−α2 )(1−p′0ε)+αd2
∫
Rd
|Dzqzizj (1, z)|
1−p′0εdzdr
≤
∫ −32/α
−∞
|r|−(
αd
2 +1+
α
2 )(1−p′0ε)+αd2 dr
∫
Rd
|Dzqzizj (1, z)|
1−p′0εdz
(3.39)
Since −(αd2 + 1 +
α
2 )(1 − p
′
0ε) +
αd
2 < −1, we have I3(s) ≤ N(α, p0, ε) <∞. Thus,
by (3.6), (3.5), Lemma 3.3 (i), Fubini’s theorem, (3.28), and integration by parts
with respect to r, we have
∫
Q2
|DyL2f(s, y)|
p0dyds
≤ N
∫
Q2
∫ −32/α
−∞
∫
|z|≥d
|Dzqzizj (s− r, z)|
1+p0ε|f(r, y − z)|p0dzdrdyds
≤ N
∫
Q2
∫ −32/α
−∞
|s− r|−(1+p0ε)
∫
|z|≥d
|z|−(d+1)(1+p0ε)|f(r, y − z)|p0dzdrdyds
≤ N
∫ 0
−22/α
∫ −32/α
−∞
|s− r|−(1+p0ε)
∫ ∞
d
ρ−(d+1)(1+p0ε)−1
∫
B3ρ(x)
|f(r, z)|p0dzdρdrds
≤ N
∫ ∞
d
ρ−(d+1)(1+p0ε)−1
(∫ −32/α
−∞
|r|−(1+p0ε)
∫
B3ρ(x)
|f(r, z)|p0dzdr
)
dρ
≤ N
∫ ∞
d
ρ−(d+1)(1+p0ε)−1
∫ −32/α
−∞
|r|−(1+p0ε)−1
∫ 0
r
∫
B3ρ(x)
|f(σ, z)|p0dzdσdrdρ
≤ N
∫ ∞
d
ρ−(d+1)p0ε−2dρ
∫ −32/α
−∞
|r|−(1+p0ε)drM|f |p0(t, x)
≤ N(α, d, p0)M|f |
p0(t, x).
Next, we show
∫
Q2
|∂sLf |
p0dyds ≤ N(d, α, p0)M|f |
p0(t, x), ∀ (t, x) ∈ Q2.
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Let ε ∈ (0, (1 − 1p0 )
2
αd+4 ). Recall that f(r, y − z) = 0 for r ≥ −3
2/α or (y, z) ∈
[−1, 1]d ×Bd. Then, by Ho¨lder inequality,∫
Q2
|∂sL2f(s, y)|
p0dyds
≤
∫ 0
−2α/2
∫
[−1,1]d
(∫ −3α/2
−∞
∫
Rd
|∂sqzizj (s− r, z)f(r, y − z)|dzdr
)p0
dyds
≤
∫ 0
−22/α
∫
[−1,1]d
Ip0−14
∫ −32/α
−∞
∫
|z|≥d
|∂sqzizj (s− r, z)|
1+p0ε|f(r, y − z)|p0dzdrdyds,
where
I4 = I4(s) =
∫ −32/α
−∞
∫
|z|≥d
|∂sqzizj (s− r, z)|
1−p′0εdzdr, 1/p0 + 1/p′0 = 1.
Observe that by (3.6),
|∂tqxx(t, x)| ≤ N(t
−αd2 −2|qxx(1, t−
α
2 x)|+ t−
αd
2 −2−α2 |x||qxxx(1, t−
α
2 x)|).
Then we have
I4 =
∫ −32/α
−∞
∫
|z|≥d
|∂sqzizj (s− r, z)|
1−p′0εdzdr
≤ N(α, d, p0, ε)
(∫ −32/α
−∞
∫
|z|≥d
|(s− r)−
αd
2 −2qzizj (1, (s− r)
−α2 z)|1−p
′
0εdzdr
+
∫ −32/α
−∞
∫
|z|≥d
|(s− r)−
αd
2 −2−α2 |z|qzizjzk(1, (s− r)
−α2 z)|1−p
′
0εdzdr
)
=: N(I41 + I42).
For I41, by (3.6) and change of variables,
I41 =
∫ −32/α
−∞
∫
|z|≥d
|(s− r)−
αd
2 −2qzizj (1, (s− r)
−α2 z)|1−p
′
0εdzdr
≤
∫ −32/α
−∞
|s− r|−(
αd
2 +2)(1−p′0ε)+αd2 dr
∫
Rd
|qzizj (1, z)|
1−p′0εdz.
Since −(αd2 + 2)(1 − p
′
0ε) +
αd
2 < −1 and (3.18), we have I41 < N(α, d, p0) < ∞.
Also, by the same arguments used for I41,
I42 =
∫ −32/α
−∞
∫
|z|≥d
|(s− r)−
αd
2 −2−α2 |z|qzizjzk(1, (s− r)
−α2 z)|1−p
′
0εdzdr
≤
∫ −32/α
−∞
|s− r|−(
αd
2 +2)(1−p′0ε)+αd2
∫
Rd
(|z||qzizjzk(1, z)|)
1−p′0εdzdr,
and the last term is bounded by a constant which depends only on α, d, p0. Thus,
by (3.6), (3.5), Lemma 3.3 (i), Fubini’s theorem, (3.28), and integration by parts
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again, we have∫
Q2
|∂sL2f(s, y)|
p0dyds
≤ N
∫
Q2
∫ −32/α
−∞
∫
|z|≥d
|∂sqzizj (s− r, z)|
1+p0ε|f(r, y − z)|p0dzdrdyds
≤ N
∫
Q2
∫ −32/α
−∞
∫
|z|≥d
(
|(s− r)−
αd
2 −2qzizj (1, (s− r)
−α2 z)|1+p0ε
+ |(s− r)−
αd
2 −2−α2 |z|qzizjzk(1, (s− r)
−α2 z)|1+p0ε
)
|f(r, y − z)|p0dzdrdyds
≤ N
∫ 0
−22/α
∫
[−1,1]d
∫ −32/α
−∞
∫
|z|≥d
|s− r|−2−2p0ε|z|−d(1+p0ε)|f(r, y − z)|p0dzdrdyds
≤ N
∫ 0
−22/α
∫
[−1,1]d
∫ −32/α
−∞
|r|−2−2p0ε
∫
|z|≥d
|z|−d(1+p0ε)|f(r, y − z)|p0dzdrdyds
≤ N
∫ −32/α
−∞
|r|−2−p0ε
∫ ∞
d
ρ−d(1+p0ε)−1
∫
B3ρ(x)
|f(r, z)|p0dzdρdr
≤ N
∫ ∞
d
ρ−d(1+p0ε)−1
∫ −32/α
−∞
|r|−3−p0ε
∫ 0
r
∫
B3ρ(x)
|f(σ, z)|p0dzdσdrdρ
≤ N
∫ ∞
d
ρ−dp0ε−1dρ
∫ −32/α
−∞
|r|−2−p0εdrM|f |p0 (t, x)
≤ N(α, d, p0)M|f |
p0(t, x),
where the constants N depend only on α, d, p0. The lemma is proved.

For a measurable function h(t, x) on Rd+1, define the sharp function
h#(t, x) := sup
Q
−
∫
Q
|h(r, z)− hQ|drdz,
where
hQ = −
∫
Q
h(s, y)dyds =
1
|Q|
∫
Q
h(s, y)dyds.
The supremum is taken over all Q ⊂ Rd+1 containing (t, x) of the form
Q = Qδ(s, y)
=
(
s−
δ
2
α
2
, s+
δ
2
α
2
)
×
(
y1 −
δ
2
, y1 +
δ
2
)
× · · · ×
(
yd −
δ
2
, yd +
δ
2
)
with δ > 0. Observe that for any c ∈ R, and p0 ≥ 1,
−
∫
Q
|h(s, y)− hQ|
p0dyds ≤ 2p0 −
∫
Q
|h(s, y)− c|p0dyds. (3.40)
Here is our sharp function estimate.
24 BEOM-SEOK HAN, KYEONG-HUN KIM, AND DAEHAN PARK
Theorem 3.10. Let f ∈ C∞c (R
d+1), and p0 ∈ (1,∞). Then we have
(Lkf)
# ≤ Nk(α, d, p0, T ) (M|f |
p0)
1
p0 , k = 0, 1
(L2f)
# ≤ N2(α, d, p0) (M|f |
p0)
1
p0 .
(3.41)
Proof. The proof is based on [7, Theorem 3.1]. By the definition, it suffices to show
that
−
∫
Q
|Lkf − (Lkf)Q|
p0drdz ≤ NkM|f |
p0(t, x) (3.42)
for any (t, x) ∈ Q = Qδ(s, y) and f ∈ C
∞
c (R
d+1). By (3.14), we may assume
(s+ δ2/α, y) = (0, 0).
This implies that it suffices to consider Q = Qδ = Qδ(−δ
2/α, 0). Take a function
ζ in C∞c (R
d) such that ζ = 1 on Bδd and ζ = 0 outside of B3δd/2. Also, choose
a function η in C∞c (R) such that η = 1 on [−(3δ/2)
2/α, (3δ/2)2/α] and η = 0
outside of [−(2δ)2/α, (2δ)2/α]. For f in C∞c (R
d+1), let f1 = fζ, f2 = f(1− ζ)η, and
f3 = f(1− ζ)(1 − η). Since Lk are linear, for any real number c,
|Lkf(s, y)− c| ≤ |Lkf1(s, y)|+ |Lkf2(s, y)|+ |Lkf3(s, y)− c|.
By (3.40),
−
∫
Qδ
|Lkf − (Lkf)QR |
p0dyds
≤ 2p0 −
∫
Qδ
|Lkf − c|
p0dyds
≤ 22p0 −
∫
Qδ
|Lkf1|
p0dyds+ 22p0 −
∫
Qδ
|Lkf2|
p0dyds+ 22p0 −
∫
Qδ
|Lkf3 − c|
p0dyds.
Lkf1 and Lkf2 can be handled by Lemma 3.6, Lemma 3.7, and Lemma 3.8. It
remains to control the last term. Take c = (Lkf3)Qδ . Choose ξ ∈ C
∞
c (R) such that
0 ≤ ξ ≤ 1, ξ = 1 if s ≤ δ2/α and ξ = 0 if s ≥ (3δ/2)2/α. By Lemma 3.9,
−
∫
Qδ
−
∫
Qδ
|Lkf3ξ(s, y)− Lkf3ξ(r, z)|
p0dzdrdyds ≤ NkM|fξ|
p0(t, x).
Since Lkf3(s, y) = Lkf3ξ(s, y) for s ≤ 0, and |fξ| ≤ |f |, we have (3.42). The
theorem is proved. 
For (t, x), and (s, y) in Rd+1, define a nonnegative symmetric funtion
dα((t, x), (s, y)) = |t− s|
α
2 + |x− y|.
Then for any (t, x), (s, y), and (r, z) in Rd+1, it follows that
dα((t, x), (r, z)) ≤ dα((t, x), (s, y)) + dα((s, y), (r, z))
since α ∈ (0, 2). Also, it holds that dα((t, x), (s, y)) = 0 if and only if (t, x) = (s, y).
Therefore, the map dα on R
d+1 × Rd+1 is a metric. Moreover, the ball
Bαr (t, x) = {(s, y)|dα((t, x), (s, y)) < r}
satisfies the following doubling condition.
|Bα2r(t, x)| = 2
2
α+d|Bαr (t, x)|. (3.43)
Therefore, there exists a filtration of partitions Cn, n ∈ Z of R
d+1 satisfying the
following.
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(i) For each n ∈ Z, ∣∣∣∣∣∣Rd+1 \
⋃
Q˜n∈Cn
Q˜n
∣∣∣∣∣∣ = 0.
(ii) There exists a constant ε ∈ (0, 1) depending only on α, d such that diam(Q˜n) ≤
N0ε
n for any Q˜n ∈ Cn.
(iii) For any m ≤ n, and Q˜n ∈ Cn, there exists a unique Q˜m ∈ Cm such that
Q˜n ⊂ Q˜m.
(iv) Each Q˜n ∈ Cn contains some ball B
α
ε0εn(t, x), where the constant ε0 > 0
depends only on α, d
(e.g., [3, Theorem 2.1]). By using this one can define a dyadic sharp function of a
measurable function h as follows.
h#dy(t, x) = sup
n∈Z
−
∫
Q˜n
|f(s, y)− (f)Q˜n |dsdy.
Also Qδ(t, x) and B
α
δ (t, x) have the following relations.
Bαδ (t, x) ⊂ Q2δ(t, x), Qδ(t, x) ⊂ B
α
(2−α/2+
√
d/2)δ
(t, x), (t, x) ∈ Rd+1. (3.44)
Moreover, using the propery of Cn, the doubling condition (3.43) of dα, and (3.44),
we get
h#dy ≤ Nh
#(t, x), (t, x) ∈ Rd+1 (a.e.), (3.45)
where the constant N depends only on α, d, ε0.
Proof of Theorem 3.4
Let f ∈ C∞c (R
d+1) be given. For each n ∈ N, take smooth φn ∈ C
∞(R) so that
0 ≤ φn ≤ 1, φn = 1 for t ≤ T , and φn = 0 for t ≥ T + 1/n. By Remark 2.3
there exist p1 ∈ (1, p), and q1 ∈ (1, q) such that w1 ∈ Ap1 , and w2 ∈ Aq1 . Choose
p0 ∈ (1,∞) such that
p1 < p/p0 < p, q1 < q/p0 < q.
Then, it follows that w1 ∈ Ap/p0 , and w2 ∈ Aq/p0 . By a version of the Fefferman-
Stein theorem ([3, Corollary 2.7] with dα,) and (3.45), we have
‖Lkfφn‖L˜(q,p,w2,w1) ≤ N‖(Lkfφn)
#
dy‖L˜(q,p,w2,w1) ≤ N‖(Lkfφn)
#‖
L˜(q,p,w2,w1)
.
By using Theorem 3.10, and a version of the Hardy-Littlewood theorem(e.g. [3,
Corollary 2.6] with Euclidean mertic on Rd+1),
‖(Lkfφn)
#‖
L˜(q,p,w2,w1)
≤ Nk‖(M|fφn|
p0)1/p0‖
L˜(q,p,w2,w1)
≤ Nk‖|fφn|
p0‖
1/p0
L˜(q/p0,p/p0,w2,w1)
= Nk‖fφn‖L˜(q,p,w2,w1),
whereNk = Nk(α, d, p, q, [w1]p, [w2]q, T ) (k = 0, 1), andN2 = N2(α, d, p, q, [w1]p, [w2]q).
Since
‖Lkf‖L˜(q,p,w2,w1,T ) = ‖Lk(fφn)‖L˜(q,p,w2,w1,T ) ≤ ‖Lk(fφn)‖L˜(q,p,w2,w1),
and
lim
n→∞ ‖fφn‖L˜(q,p,w2,w1,T+1/n) = ‖f‖L˜(q,p,w2,w1,T ),
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it holds that
‖Lkf‖L˜(q,p,w2,w1,T ) ≤ Nk‖f‖L˜(q,p,w2,w1,T ).
The theorem is proved. 
4. Proof of Theorem 2.8
First we prove the a prior estimate and the uniqueness. Suppose that u ∈
H
α,2
q,p,0(w2, w1, T ) is a solution to equation (2.7). Take un ∈ C
∞
c ((0,∞)×R
d) which
converges to u in Hα,2q,p (w2, w1, T ). Let fn := ∂
α
t un−∆un. Then, by Lemma 3.2 (i),
un(t, x) =
∫ t
0
∫
Rd
q(t− s, x− y)fn(s, y)dyds, (t, x) ∈ (0, T )× R
d. (4.1)
Obviously, if 0 < s < t < T then t − s ∈ (0, T ). Also note that fn(t, ·) = 0 for all
small t > 0. Thus, by extending fn(t) = 0 for t < 0, we have
un = L
T
0 fn, Diun = L
T,i
1 fn, Dijun = L
ij
2 fn, t ∈ (0, T ).
Observe that fn ∈ L˜(q, p, w2, w1, T ) since ∂
α
t un,∆un ∈ Lq,p(w2, w1, T ) and fn = 0
for t ≤ 0. Thus, by Theorem 3.4 and Remark 3.5,
‖un‖H0,2q,p(w2,w1,T ) ≤ ‖L0fn‖L˜(q,p,w2,w1,T )
+ ‖L1fn‖L˜(q,p,w2,w1,T )
+ ‖L2fn‖L˜(q,p,w2,w1,T )
≤ N‖fn‖L˜(q,p,w2,w1,T )
= N‖fn‖Lq,p(w2,w1,T ).
Since ∂αt un = ∆un + fn, we have
‖un‖H0,2q,p(w2,w1,T ) + ‖∂
α
t un‖Lq,p(w2,w1,T ) ≤ N‖fn‖Lq,p(w2,w1,T ). (4.2)
Letting n→∞, we obtain estimate (2.9), and the uniqueness also follows.
Next, we prove the existence. Let f ∈ Lq,p(w2, w1, T ), and take fn ∈ C
∞
c ((0,∞)×
Rd) which converges to f in Lq,p(w2, w1, T ). For each n define un as
un(t, x) :=
∫ t
0
∫
Rd
q(t− s, x− y)fn(s, y)dyds.
By Lemma 3.2 and (4.2), un ∈ H
α,2
q,p,0(w2, w1, T ) and it satisfies
∂αt un = ∆un + fn, t > 0.
Also, by (4.2) again, we conclude that un is a Cauchy in H
2,α
q,p,0(w2, w1, T ). Finally,
taking n→∞, we obtain a solution to equation (2.7) in the space H2,αq,p,0(w2, w1, T ).
The theorem is proved.
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