In this review article the construction of first order coordinate differential calculi on finitely generated and finitely related associative algebras are considered and explicit construction of the bimodule of one form over such algebras is presented. The concept of optimal algebras for such caculi are also discussed. Detailed computations presented will make this note particularly useful for physicists.
Introduction
let A be an associative algebra over a field F. For our purpose, we need to work with a presentation of A by generators and relations. so, let F be the free algebra on the generators x 1 , . . . , x n , over a field F, so F = F x 1 , . . . , x n .
Let, I = (f 1 (x 1 , . . . , x n ), . . . , f p (x 1 , . . . , x n )) ⊳ F be a 2-sided ideal in F , and let A := F / I = F x 1 , . . . , x n f 1 (x 1 , . . . , x n ), . . . , f p (x 1 , . . . , x n ) .
and let
be the canonical algebra epimorphism, Ker(η I ) = I then A ∼ = F x 1 , . . . ,x n |f i (x 1 , . . . ,x n ) = 0, i = 1, . . . , p .
and this gives a presentation of the algebra A by means of generators and relations. Let M ba an A-bimodule such that M is a free right A-module. 
Clearly Ω 1 d is also an A-bimodule that is free on the right, and One must carefully note that in contrast to the classical case, the differential one forms f · dg and dg · f are not in general equal. The reason is not because A may be noncommutative but rather it is because in general the A-A bimodule Ω 1 (A) is not a symmetric bimodule! That is the left and the right actions of A in Ω 1 (A) are different. This is a feature that may well happen even when A is a commutative algebra. We start with a few examples. α n x i dx x j .
Indeed we can write, using the linearity of d,
and use the following steps dx n = d(x x n−1 ) = dx x n−1 + x dx n−1 = dx x n−1 + x d(x x n−2 ), = dx x n−1 + x dx x n−2 + x 2 dx n−2 = · · · = i+j=n−1
from which the relation (2.1) follows. ϕ(f dg h) = f d ′ g h.
In the example (2.1), two FODCaluli Ω 1 p (A) and Γ 1 q (A) are isomorphic iff p(x) = q(x). Also, notice that if in example (2.1) we choose p(x) = x, then we recover the usual differential calculus over A = C[x]; e.g; dx 2 = x dx + dx x = x dx + x dx = 2x dx; · · · etc.
Next, we would like to define the analogue of the derivative operator ∂ as well. Referring to the example (2.1), we can state the following definition.
Definition 2.2 Because dx is a right A-module basis for Ω
1 p (A), for every f ∈ A there exists a unique element, ∂ x f ∈ A, such that df = dx ∂ x f ≡ dx ∂f ∂x (8) It follows from the uniqueness property due to the freeness on the right in Ω 1 p (A), that the correspondence
is indeed a well-defined and injective mapping, that is called the derivative operator and ∂ x f is called the derivative of f .
We can now verify that
(1) ∂ x is an F-linear mapping:
on the other hand we can also write d(α 1 f 1 + α 2 f 2 ) := dx ∂ x (α 1 f 1 + α 2 f 2 ). Using the uniqueness property (i.e; the freeness on the right) we conclude that ∂ x (α 1 f 1 + α 2 f 2 ) = α 1 ∂ x f 1 + α 2 ∂ x f 2 . (2) ∂ x 1 = 0 follows from d1 = 0. (3) ∂ x does not obey the simple Leibniz rule. In the example (2.1) for instance we may write
. On the other hand we may also write d(f 1 f 2 ) = dx ∂ x (f 1 f 2 ). Using the uniqueness property (i.e. the freeness on the right) we conclude that
This is not a simple derivation of A = C[x], but rather it is the Leibniz rule twisted by an endomorphism A, i.e. a twisted derivation, where the twist is effected by the substitution homomorphism of A defined by p(x).
Remark 2.3 (a) The mapping
, is an algebra homomorphism, called the substitution homomorphism determined by p(x).
Because α(1) = 1, it follows that δ(1) = 0 Therefore, ∂ x in example (2.1) is a p-derivation of A and not simply a derivation of A. From the computations in example (2.1), we can explicitly compute ∂ x :
Again this formula reduces to the classical case ∂ x (x n ) = nx n−1 , if we choose p(x) = x, in which case the endomorphism defined by p(x) becomes the identity endomorphism 1, i.e. p(x) = x. Example 2.2 Let us consider the example (2.1) but take p(x) = qx, where q ∈ C, q = 1. Then the A-A bimodule
Clearly as q −→ 1, we recover the classical case: ∂ x (x + x 2 ) = 1 + 2x. 
Note that as
in the classical case can be represented by the following infinite series
Verification Let us write
. and as we are working with the classical case, we can apply the Taylor expansion to write
It follows that
which is the same as 
Analogously, using the relation (10), we can write
We see that a non-symmetric bimodule structure on Ω 1 (A) results into very interesting and rather surprising differential calculi.
Example 2.3
Another interesting example is obtained by putting p(x) = x + c, c = 0, in the example (2.1) . In this case we obtain f (x) dx = dx f (x + c).
As a specific case let us again take f (x) = x + x 2 ; then
Comparing with df (x) = dx ∂ x f and using the uniqueness property (i.e. freeness of Ω 1 (A) on the right), we obtain
Clearly as c −→ 0, we obtain the classical case. Moreover, writing
where f (x) = x + x 2 helps us to recognize that ∂ x is the following classical operator
In the limit c −→ 0 we recover the usual differentiation of the classical case.
3 First order differential calculi on associative algebra, based on inner derivation Definition 3.1 Let A be an associative algebra.
(1) For any element f ∈ A the mapping
is a derivation of A into A for,
which shows that ad f satisfies the Leibniz rule. It is easily seen to be linear for,
(2) Let M be an A-A bimodule and m ∈ M . The mapping
satisfies the Leibniz rule
which is the Leibniz rule. Clearly ad m is linear as can be easily verified. We conclude that
is a derivation of A into M . It is called an inner derivation of A into M .
Example 3.1 Let us consider the algebra
, and consider the A-A bimodule
such that this A-A bimodule is free from the right as an A-module, and the bimodule structure is specified by p(x) ∈ A according to the following relation
where ∂ x (g) and ∂ x (h) are unique elements of A,
On the other hand we can also write
where ∂ x (gh) is a unique element in A, by the freeness on the right. Equating the right hand sides of these two expressions, we obtain
The bimodule Ω 
On the other hand 
4 First order coordinate differential calculi (FOCDC) over associative algebra
Now it is important to work with generators and relations for the associative algebra involved. We call an associative algebra A given by
a coordinate algebra, because we would like to interpret A as the algebra of polynomial functions A = F unc(X) over some noncommutative space X, which we usually call a quantum space. This resembles the situation in algebraic geometery. Homogeneous ideals corresponding to graded algebras (projective case). Roughly speaking coordinate algebras are quantum analogue of algebraic varieties.
We will see in this section that a noncommutative differential calculus is best handled by means of commutation relations among the generators of the algebra and their differentials. That is why it is crucial to work with presentations of the algebras of interest.
Let F = F x 1 , . . . , x n be the free algebra on the generators x 1 , . . . , x n , over a field F and let I ⊳ F be a two sided ideal in F . The quotient algebra A = F / I is of basic interest here:
The canonical algebra epimorphism η I is
when there is no danger of confusion, we shall simply write the relation (30) as
Let us write the bimodule of one form as Ω 
in a unique manner, for unique elements f i ∈ A, i = 1, . . . , n. For this reson d is called a "free" differential. This uniqueness property allows us to define the partial derivatives (= vector fields), linear mapping
where summation over k from 1 to n is assumed and where ∂ k f, k = 1, . . . , n are unique elements of A. It follows immediately from the relation (33) that
At this stage we can move along two different paths. 
where the summation over repeated up and down indices is assumed. This relation completely determines the module Ω 
On the other hand, using the relation (33), we can directly write
which shows that the mapping
is an algebra homomorphism. This argument also demonstrates that, conversely, given any algebra homomorphism T by the relation (37), one obtains a unique bimodule Ω 1 d (A) of one forms, and hence a unique FOCDC Ω
Hence there exists a one to one correspondence
Applying the relation (35) to the generators of A (which are to be thought of as the coordinates of a noncommutative space) we obtain
is a n × n matrix belonging to M n (A), in which i is the column and k is the row index. We can now go on to compute the derivatives ∂ i , i = 1, . . . , n. As we shall see the derivatives do not satisfy the simple Leibniz rule but a twisted one.
Equating these two expressions and using the freeness of
This shows that
. . , n. is a derivation of A into A twisted by the homomorphism T . There is however one property that ∂ k should possess for it to be a twisted homomorphism, and that is
We now show that this is a consequence of the relation (40): Using this relation we can write
As a final point, using the property of the free differential (or the coordinate differential), we conclude that
which was obtained in the relation (34). Method 2. Derivative approach
In this method we shall use the partial derivatives to define a FOCDC over A. For this purpose we must go through the following steps.
(a) Let ∂ k : A −→ A, k = 1, . . . , n, be linear mappings which satisfy
where for each f ∈ A, T i k (f ) are some elements of A. We shall use the relation (42) and the associativity of product in A to show that T is an algebra homomorphism:
on using the relation (42) we can write
Applying the relation (42) again we can write
This should hold for all f, g, h and in particular for h = x l . Using this choice we obtain
Now, by the relation (41) ∂ j x l = δ l j , and hence we obtain
. and this proves that the mapping
is an algebra homomorphism. (b) Consider the set of n symbols {d
be the free right A-modul on this set, that is
Let us pick d
by an endomorphism of this module. We know that the endomorphism algebra of the relation (44) is M n (A). We conclude that
where we have deliberately chosen the endomorphism T : A −→ M n (A) of the method 1. the relation (45) defines the left action of
, and hence fixes the bimodule structure. let us next consider the following mapping
where ∂ k : A −→ A is defined by the relations (41) and (42). This mapping is F-linear for
We now verify that d ′ as given by the relation (46) satisfies the Leibniz rule:
Hence d
′ is a (coordinate) differential mapping or a free differential. We conclude that the pair
′ is a FOCDC over A. Moreover since we have used the same T ∈ Hom alg (A, M n (A)) that was used to construct the FOCDC (Ω
, by what we said in the relation (38), these two FOCDC over A are essentially the same. To put it in a more formal language, these two differential calculi are isomorphic. To verify this let us define a mapping of free right A-modules
since ϕ is given on the generators as indicated. it can be extended to an isomorphism of these free right A-bimodules. It follows that
So, ϕ satisfies the requirement ϕ(f dg h) = f d ′ g h for every f, g, h ∈ A, and makes the diagram
The bimodule of vector fields
Suppose we have constructed a FOCDC over A, say
by M , for the simpicity of the notations. Recall that M is a free right A-module of one form. Let M * be a free left module over A, freely generated by the partial derivatives ∂ i , i = 1, . . . , n. We may define a right A-module structure on M * by the transpose commutation rules
In this manner we define a bimodule M * of vector fields as a dual to a bimodule M of differential forms, togather with a pairing
where we have used
A vector field Y ∈ M * can be characterized as a linear map Y : A −→ A, which satisfies the twisted Leibniz rule
where 
where
Construction of FOCD Calculi over a given algebra
We have seen so far that specifing an algebra homomorphism T : A −→ M n (A), uniquely determines a FOCDC over A, by the relation (39). So, we are now faced with the problem of how to specify such a homomorphism. Clearly if A is a free algebra, any assignment
uniquely extends to an algebra homomorphism, and so in this case it is enough to arbitrary choose n × n matrices T (x i ), , i = 1, . . . , n. However, if the algebra A is not free, then there will be constraints among T (x i ), i = 1, . . . , n, coming from relations in A. To clarify this point, let I ⊳ F = F x 1 , . . . , x n be a 2-sided ideal in F say
where each R l (x 1 , . . . , x n ) is a polynomial in the generators x 1 , . . . , x n . It is clear that any algebra homomorphism
(55) which can be more explicity written as
where here T i j are the components of the n × n matix M n (A). i is the column and j the row indices. We can equivalently write the relations (55) and (56), as
What has here happened is mentioned in the following: If we choose T (x i ) i = 1, . . . , n, arbitrarily, we obtain a homomorphism T : F −→ M n (F ). But T induces T : A = F / I −→ M n F / I according to the following commutative diagram
whereT is the homomorphism induced from T in passing to the quotient A = F / I , and where η I and M n (η I ) are the canonical quotient maps. The commutativity of the diagram requires that the composite mappings 
be equal (notice that T (I) is an ideal in M n (F )). This implies
which in component form is the relations (56) and (57). In what follows for the sake of simplicity of notations, we shall denoteT by T andx i by x i whenever it causes no confusion.
(
1) An ideal I ⊳ F is called a T-Consistent ideal if it satisfies the relation (55) (or its alternatives relations (56) and (57)). (2) An ideal I ⊳ F is called T-derivative Consistent if the following conditions hold
where ∂ i are the partial derivatives defined by the differential d corresponding to T .
(3) An ideal I ⊳ F is said to be supported by T if the quotient algebra A = F / I has a FOCDC given by the commutation rules relation (39).
Remark 5.2 (1) Notice that if we write
then the T-derivative consistency implies
where Ker(η I ⊗ id) = Ker η I ⊗ id = M n (I), and where η I ⊗ id = M n (η I ).
We can now state the following result. 
where the freeness on the right in Ω Let T : F −→ M n (F ) be a homogeneous homomorphism and suppose I(T ) ⊳ F is the largest ideal in F that is supported by T . (such an ideal is simply the sum of all ideals in F that are supported by T .) Then the quotient algebra
However, this condition, on uzing
is the smallest algebra which has a FOCDC determined by T . A(T ) is called optimal algebra that has a FOCDC determined by T (as given by the relation (39)). It is easily verified that a sufficient condition for optimacy of A is given by
We shall comeback to this concept in the next section.
In this final part of this section we shall determine some FOCDC over algebras of interest.
Case 1. Free algebra on 2-generators Let F = F x 1 , x 2 . We want to determine the homogeneous FOCD Calculi on F . Because we are interested in the homogeneous case, the homomorphism T : F −→ M 2 (F ) must act linearly on the generators x 1 , x 2 . Therefore, we may assume that
where A, B, C, D ∈ M 2 (F). Note that the relation (63) can be collectively be written as
Let us assume that
and also write the relation (63) in the form 
(66) can be written more explicity as
where the components t 
Using the relation (67) and (68), we can now write
•
Summing up, we have the following commutation rules among the coordinates and their differentials
Notice that the communication relations (73) can be compactly written in the form
For any arbitrary choice of A, B, C, D ∈ M 2 (F), there exists a homogeneous FOCDC on F = F x 1 , x 2 , with the communication rules among coordinates and their differentials given by the relations (73). These relations and those coming from the Leibniz rules define the bimodule Ω 1 d (F ), a FOCDC which is also homogeneous. When we go over to A = F / I the restrictions on I:
(i) T-Consistency:
will impose restrictions on the matrices A, B, C, D and consequently the commutation rules (73) will be affected. We shall now consider two important cases to demonstrate how things work.
Case 2. 2-generated Grassman algebra
We shall prove that each homogeneous FOCDC on the Grassmann algebra A is defined by commutation rules whose related homomorphism 
Proof (i) Let us first write out the condition of T-derivative Consistency for the relation ideal
where the relation (73) has been used in the first line, since we require 
Similarly, we can write using the relatin (73),
since T is an algebra homomorphism.
Similarly, from T (x 2 ) 2 ≡ 0 we obtain CD = DC.
and finally from above relations we obtain Finally we demonstrate that A is the optimal algebra for every homogenous FOCDC defined on it. To this end, notice that as a linear space over F, A is spanned by the elements {1,
If there is an ideal J ⊳ A such that I ⊂ J, then J must contain the element x 1 x 2 ∈ A and consequently the condition d(x 1 x 2 ) = 0 must hold. We show that this condition can not be satisfied!
However, this implies det c 11 b 12 c 21 b 22 = −1 = 0, which contradicts the result obtained earlier, namely this determinant must be zero. This proves the required optimacy for A.
It turns out that a variety of coordinate diff. calculi on H 2 crucially depends on q being or not equal to −1. Just as in the Grassmann case, we start off with applying T-derivative invariance for the relation ideal I = (
. Using the relation (73) we compute:
This shows that I is T-derivative invariant iff
Next, we apply the condition of T-invariance,
The conditions (83) and (84) can be solved to determine the matrices A, B, C and D. One obtains several classes of solutions as given by [1] Remark 5.5 (1) The algebra 
transforms the commutation rules given by
such transformations do not mix up distinct set of solutions {A, B, C, D}.
(2) It can be shown that on the quantum hyperplane (for n ≥ 3)
there exists only one FOCDC (up to the exchange of q with q −1 ) which is given by
This is called the Pusz-Woronowicz calculus
About the optimacy of the algebra (85) the following result has been obtained:
Let {q} denote the minimal positive natural numbers m such that q 2m = 1. If no such number exists, we write {q} = 0.
Theorem 5.6 For P-W calculus (86), the optimal algebra is (i) H n , as given by the relation (85), if {q} 1.
(ii) If {q} = m > 1, the optimal algebra is
Optimal algebras for FOCD Calculi
As before let F = F x 1 , . . . , x n and T : F −→ M n (F ) be an algebra homomorphism. Recall that a 2-sided ideal I ⊳ F is said to be T-Consistent (or T-invariant) if T Given the homomorphism T , there exists the largest T-Consistent and T-derivative Consistent ideal I(T ) ⊳ F , (which is the sum of all ideals which are T-Consistent and T-derivative Consistent).
Definition 6.1 Let I(T ) be the sum of all T-Consistent and T-derivative Consistent ideals in F . The factor algebra
is said to be the optimal algebra for the FOCDC given by the commutation rule
, where d is the cover differential, is called an optimal calculus. We have seen that the free algebra F admits a FOCDC for arbitrary commutation rules (i.e for arbitrary homomorphism T : F −→ M n (F )). In order to define the homomorphism T , it is enough to set its values on generators via
where {t i j k l1 l2··· } are arbitrary tensor coefficients. If we require the homomorphism T to preserve degree (in which case it is called a homogeneous homomorphism) it must acts linearly on the generators
The general case has been considered in [3] We shall here consider the homogeneous case (90) and determine the optimal algebras for such homogeneous FOCDCalculi. It is seen from the relation (85) that a homogeneous homomorphism T is determined by a 2-Covariant 2-Contravariant tensor T = (t i j k l ). Using the relation (89) in (90) we can write the commutation rule of such calculi as
In this notation
where T j is an n × n matrix in M n (F ), whose (i-k) entries is given by the relation (92). The entries of T j are linear in x 1 , . . . , x n , i.e. T j i k ∈ lin F {x 1 , . . . , x n }. To make contact with our previous notations notice that
where in the case of two generators x 1 , x 2 , this is just the notation of free algebra on 2-generators ( Case 1):
. Therefore, in the notation (92), (i, k) are the column, row indices of the matrix T j . When the tensor t j i l k is used, one must notice that the indices (j, l) determine different matrices and each (j, l) matrix has (i, k) as its column and row indices, respectively. 
in the following manner:
Assume that I s−1 (T ) has been defined and let U s be the space of all polynomials f of degree s such that
Then I s (T ) is the largest T-Consistent (i.e. T-invariant) subspace of U s . The ideal I(T ) is a maximal T-Consistent ideal in F .

Proof See Ref ([1] and [2])
This result shows that in particular if a homogeneous element is such that all elements of the invariant subspace generated by it have all partial derivatives equal to zero, that element equals zero in the optimal algebra.
We shall now consider some explicit examples which show how to determine the optimal algebra.
Example 6.1 We show that for the commutation rules given by
The optimal algebra is A(
.
Let d be the free differential for F (which is also called the cover differential). We notice that
d(x 1 x 2 ) = dx 1 x 2 + x 1 dx 2 = dx 1 x 2 − dx 1 x 2 = 0. Similarly, d(x 2 x 1 ) = dx 2 x 1 + x 2 dx 1 = dx 2 x 1 − dx 2 x 1 = 0.
This shows that the ideal I is T-derivative Consistent (where T is hidden in the relations (94)). Next, we show that I is T-Consistent. For this purpose we must use the general form of the commutation relations for
where (i, l) specify a 2 × 2 matrix and (j, k) are the column and row indices of such a matrix. We first consider the commutation relations (94) as if they are for F (we can do this because F admits any arbitrary calculus) and determine the form of T ; i.e. we find the matrices T 1 := T (x 1 ) and T 2 = T (x 2 ); T i , i = 1, 2. Using the relations (94), we can write
Similarly, using the relation (95) we write:
From the relations (96) and (97) we obtain, using the definition
where relations (96) and (97) are used. So
Next we use the relation (91) to write
=⇒ t 
Similarly, using the relation (91) we write
It follows that
Using the relations (98) and (101) we can write
Similarly,
This proves that I is a T-Consistent ideal. We therefore, conclude that A(T ) := F / I admits the FOCDC given by the relations (94).
We now consider the question of optimacy of A(T ). In the algebra F x 1 , x 2 (x 1 x 2 , x 2 x 1 ) every element has a unique presentation in the form
We will show that
and this, by the result (6.1), will imply that A(T ) is the optimal algebra for the commutation rule (94). We compute:
Similarly we compute,
But,
Next, we compute,
Similarly we can write, using the relation (106),
which, on substitution in the relation (106) yields
We may now go back to f ∈ A(T ), given by the relation (102) and compute
where we used the fact that ∂ 1 (x 2 ) n = 0.
similarly, one may show that
. that is f ∈ I. This proves that I is a maximal ideal in F that is T-Consistent and T-derivative Consistent. Hence by the result (6.1) 
is the optimal algebra for the FOCDC on it given explicity by the relation (94).
Example 6.2 Consider the diagonal commutation rules
We will prove that (1) 
Proof ( 
and we immediately get
We must show that the ideal
given by the relation (108). To this end let l < j so q lj x l x j − x j x l ∈ I, and compute
This shows that I is T-Consistent (or T-invariant).
Next we use the partial derivatives corresponding to T (i.e. the partial derivatives corresponding to the cover differential of F defined by T ) and compute
This shows that I is T-derivative Consistent. We conclude that the factor algebra
has a FOCDC with the commutation rules (107). In other words the relations (107) defines a FOCDC on the factor algebra A.
For this algebra to be optimal, by the result (6.1) , it is enough to verify that any homogeneous element of positive degree which has all partial derivatives zero is equal to zero in A (i.e. zero modulo I).
We compute
we write this as
Similarly, the relation (109) , we obtain
Substituting this expression for
Next, we notice that an arbitrary element of the algebra A has a unique presentation in the form
where i ≡ (i 1 , i 2 , . . . , i n ) is a multi-index. Thus, by the relation (110) we can write,
Now, suppose m is the least positive integer such that non of the scalars
(q kk ) [m] , k = 1, . . . ,
n is zero. Then the relation (109) implies
. Therefore, we must have (x j ) mj = 0 in the optimal algebra for i = 1, . . . , s. Let us consider the algebra
It follows that every element of this algebra has a unique presentation 
If T : F −→ M n (F ) is the zero homomorphism, it follows from the relation (113) that x j dx i = 0, ∀i, j = 1, . . . , n. Hence, F d(F ) = 0; and in this case the cover differential is a linear mapping of F -modules, d : as an algebra. Then
∂ k (f ) = 0 f or all k = 1, . . . , n ⇐⇒ f k = 0 f or all k = 1, . . . , n =⇒ f = 0. Therefore, the ideal I ⊳ F cannot have a non-zero algebra is F .
Example 6.4 Let x
i dx j = −dx i x j , i, j = 1, . . . , n. We shall prove that the optimal algebra is the smallest possible algebra generated by the space V = lin F {x 1 , . . . , x n }; that is A(T ) = F x 1 , . . . , x n (x i x j |i, j = 1, . . . , n) .
Proof As before, because we know that F = F x 1 , . . . , x n accept any differential calculus, we consider
as a FOCDC on F and work with the free differential map d of F (i.e. the cover differential). We immediately obtain, using the relation (116),
Further we know that the space of all quadratic forms is T-invariant, since T is a homogeneous homomorphism. Therefore, we conclude, by the result (6.1) , that in the optimal algebra we must have x i x j = 0, i, j = 1, . . . , n.
Example 6.5 Let
The optimal algebra is almost isomorphic to the algebra of polynomial in 1-variable. More precisely,
Proof From the given commutation rules (117), we immediately obtain
Let I ⊳ F = F x 1 , . . . , x n be an ideal generated by 
This proves that I is a T-Consistent (or T-invariant) ideal.
Next, any element of the factor algebra has a unique presentation of the form
If k = 1, we have
Now, by the relations (118),
Therefore, if df = 0 in A, then γ k = ∂ k (f ) = 0 holds for k ≥ 2; and 
