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We explore a thermodynamical effect of anharmonicity present in quantum mechanical oscillators. We show
in the context of an exactly solvable model that quartic perturbations to the quantum harmonic oscillator poten-
tial lead to the enhancement of performance of quantum refrigerators. A similar nonlinearity driven enhance-
ment of performance is also observed for an analogous spin-qubit model. Our results are illustrated for both the
Otto and Stirling quantum refrigeration cycles. Finally, we investigate the energy cost for creating anharmonic-
ity. The robustness of improvement of the coefficient of performance versus the energy cost can be demonstrated
for the experimentally realizable Otto refrigerator.
PACS numbers: 03.65.Ud, 03.67.Mn, 03.65.Ta
Introduction:- Microscopic configuration with restricted
degrees of freedom enables a system to exhibit quantum me-
chanical supremacy [1] beyond the limits set by classical ther-
modynamics [2, 3]. Quantum behaviour of working media,
such as quantum harmonic oscillators [4, 5], two-level [6, 7]
and multi-level spin systems [8, 9] is inherently connected
to the figures of merit belonging to various thermodynamic
cycles. Quantum thermodynamics has attracted an upsurge
of interest in recent years revealing certain novel features
and generalizations over its classical counterpart [10–12],
such as various forms of the second law of thermodynam-
ics [2, 13, 14], and linkages with resource theories of quantum
coherence [15, 16].
Quantum heat engines or refrigerators are appropriate test
grounds for quantum thermodynamics, having potential ap-
plications in diverse areas such as nanotechnology [17, 18]
and information processing [19, 20]. Single-mode bosonic
(or spin- 12 ) systems are widely used as working substances
for quantum heat engines [4–6, 11, 12, 21]. Single mode
harmonic oscillators have experimental realizations in trapped
ions [22] and optomechanical systems [23]. However, imple-
mentation of the ideal harmonic oscillator is quite difficult in
practice. On the other hand, since no realistic oscillator is per-
fectly harmonic, a small quartic perturbation term can be in-
troduced in the potential [24, 25], leading to exactly solvable
energy eigenvalues. Such anharmonic oscillators are realiz-
able through experiments [26, 27].
Non-linear perturbations in the arena of quantum optical
set-ups [28, 29] have been studied to investigate various kinds
of non-classical effects [30, 31]. Interesting proposals for gen-
erating and stabilizing quantum entanglement aided with non-
linearity have been formulated [32, 33]. In the present work
we are motivated to investigate the impact of non-linearity
on thermodynamic processes. To this end here we specifi-
cally consider the quantum Otto [11] and Stirling refrigera-
tors [34]. The Otto and Stirling engines are prototypical ther-
modynamic cycles extensively studied in the literature [35]
with recent progress in experimental implementation at the
quantum level [36, 37].
Our approach here is to employ first the exactly solvable
and experimentally implementable anharmonic oscillator with
quartic correction to the potential [24, 25]. We study the Otto
and Stirling refrigeration cycles in the above framework. We
find that the co-efficient of performance of the two refrig-
erators are enhanced through increased non-linearity in the
form of larger strength of anharmonicity. We further construct
a spin analogue of the anharmonic oscillator as a separate
working medium, and show that this unexpected feature of
improved performance of refrigeration persists even here for
both the Otto and Stirling cycles. The improved co-efficient of
performance achieved through a higher magnitude of anhar-
monicity obviously comes at the cost of the energy supplied,
as we next show by evaluating the quantitative change in the
average energy fluctuation. However, the generic enhance-
ment of performance for the Otto refrigerator grows surpris-
ingly with increasing energy, thus exhibiting the robustness of
anharmonicity as a resource vis-a-vis the energy cost.
Anharmonic Oscillator(AO):- The Hamiltonian for AO
with quartic perturbation term upto first-order of λ can be writ-
ten as [24, 25],
Hao =
p2
2
+
ω2x2
2
+ λx4 (1)
where, x, p, ω are position, momentum and frequency of the
oscillator. By setting mass of the oscillator, m = 1 and
} = kB = 1 (kB being Boltzmann constant), we have, x = a+a
†√
2ω
,
p = a−a
†
i
√
2ω
in terms of creation(a†) and annihilation(a) opera-
tors and the dimension of λ ∼ (frequency)3. Thus, the dimen-
sionless variable, λ
ω30
(0 < λ
ω30
<< 1) serves as the entity of an-
harmonicity, where ω0 is a constant characteristic frequency
pertaining to λ. The energy eigenvalues of the Hamiltonian in
Eq.(1) have the form,
En = (n +
1
2
)ω +
3λ
2ω2
(n2 + n +
1
2
) (2)
where n is any non-negative integer. The canonical partition
function of AO by taking corrections upto second-order in λ
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2turns out to be,
Zao =
1
2
csch(
βω
2
)
[
1 − 3βλ
4ω2
coth2(
βω
2
)
+
9β2λ2
32ω4
(
1 + 3csch4(
βω
2
)
(
1 + cosh(βω)
))]
(3)
AO-like spin system:- The operator form of AO can be sim-
ulated in terms of ladder operators of spin angular momentum
for spin- 12 particles [39]. In order to make the normal ordered
form of Hamiltonian consistent with that of AO, we consider
that a spin- 12 particle is placed in a magnetic field Bz along the
z-direction and a constant driving Hamiltonian (Ω1 2) acts on
the system. Hence, the total Hamiltonian of the system is,
Hsp = γBzS z + Ω1 2 (4)
where, the constants γ and Ω can be represented in terms of
λ and ω of AO as, γ = 1Bz (ω +
3λ
ω2
) and Ω = (ω + 9λ4ω2 ). By
decomposing the z-component of spin angular momentum, S z
(=σz2 ) by means of ladder operators S + and S −, and taking
normal order1, we get
Hsp = (S +S − +
1
2
)ω + (4S +S − + 1)
3λ
4ω2
(5)
which has two energy eigenvalues corresponding to the two
levels, E0 = ω2 +
3λ
4ω2 and E1 =
3ω
2 +
15λ
4ω2 . It is straightforward
to obtain the corresponding partition function given by, Z sp =∑1
n=0 exp(−βEn). Here too λ is of dimension (frequency)3, and
we treat λ
ω30
∈ (0, 1) as the parameter of anharmonicity, with
ω0 a non-negative constant.
Quantum Otto cycle:- The four-step Otto refrigerator [11,
35, 39, 40] (see Fig.1) can be described as follows: (i)
Isochoric-1 (A→B): The system is coupled to a cold reservoir
maintained at temperature Tc while the system Hamiltonian is
kept fixed at H′. The amount of heat absorbed from the cold
bath during isochoric cooling is given by,
Qc =
∑
n
E
′c
n (P
h
n − Pcn) > 0, (6)
where E
′c
n = En|ω=ω′ is either of the form given by Eq.(2) for
AO, or of the form of the eigen-energy of the spin system,
depending on the case considered. Pcn =
exp(−βEn)
Zao(sp) |β=βc,ω=ω′ and
Phn =
exp(−βEn)
Zao(sp) |β=βh,ω=ω are the occupation probabilities of the
system in the n-th eigenstate corresponding to the points A
and B, respectively. (ii) Adiabatic-1 (B→C): As the process
conserves entropy (S) at points B and C, i.e., S B = SC , the
occupation distribution remains invariant under the adiabatic
1 In terms of (a, a†), the normal ordered form of x4 is given by (a†)4 +
4(a†)3a + 6(a†)2 + 6(a†)2a2 + 12a†a + 4a†a3 + 6a2 + a4 + 3. We replace
a† and a by the spin raising and lowering operators S + =
(
0 1
0 0
)
, and
S − =
(
0 0
1 0
)
, respectively, and use (S +)2 = (S −)2 = 0.
evolution which alters the Hamiltonian from Hao(sp)(B) = H′
to Hao(sp)(C) = H (or frequency from ω′ to ω) adiabatically.
(iii) Isochoric-2 (C→D): The system rejects heat to the hot
reservoir at temperature Th during isochoric heating, keeping
the Hamiltonian fixed at H, by an amount,
Qh =
∑
n
Ehn(P
c
n − Phn) < 0, (7)
where Ehn = En|ω=ω having the corresponding forms for the
AO and spin qubit cases, respectively. Phn and P
c
n are the
occupation probabilities for the system to remain in the n-
th eigenstate corresponding to points C and D, respectively.
(iv) Adiabatic-2 (D→A): During this process the Hamilto-
nian changes from Hao(sp)(D) = H to Hao(sp)(A) = H′ (or
frequency from ω to ω′) quasi-statically keeping the entropy
constant for points D and A, S D = S A which, in turn, keeps
the occupancies unaltered. The net work done on the system
per cycle can be calculated as, WO = Qh+Qc < 0 (|Qc| < |Qh|).
The ratio of heat removed from the cold reservoir (Qc) to the
total amount of work (WO) done on the system is called as the
co-efficient of performance (COP) for Otto refrigerator, given
by
O =
Qc
|WO| (8)
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FIG. 1. (a) Temperature-Entropy (T-S) diagram of 4-step Quantum Otto
cycle. (b) Schematic diagram of internal energy vs Hamiltonian(U-H) for
4-step Quantum Stirling cycle.
Quantum Stirling cycle:- The four-step Stirling refrigera-
tor [34, 41] (see Fig.1) is as follows: (i) Isothermal-1 (A→B):
The system is coupled to a cold reservoir maintained at tem-
perature Tc, and the Hamiltonian of the system changes slowly
from Hao(sp)(A) = H to Hao(sp)(B) = H′ (or frequency from
ω to ω′) to keep the system in thermal equilibrium with the
cold bath. Meanwhile, the entropy of the system changes from
S A = S ao(sp)|β=βc,ω=ω to S B = S ao(sp)|β=βc,ω=ω′ . The amount of
heat thereby absorbed is
QAB = Tc(S B − S A) > 0, (9)
(ii) Isochoric-1 (B→C): The Hamiltonian is kept fixed at H′
while the temperature of the system increases from Tc to
3Th. The mean internal energy of the system increases from
UB = Uao(sp)|β=βc,ω=ω′ to UC = Uao(sp)|β=βh,ω=ω′ . As a result,
the system gains heat by an amount,
QBC = UC − UB > 0, (10)
(iii) Isothermal-2 (C→D): The system is now attached to a
hot reservoir at temperature Th and the quasi-static change in
the Hamiltonian from Hao(sp)(C) = H′ to Hao(sp)(D) = H (or
frequency from ω′ to ω) governs the change in entropy from
SC ≡ S ao(sp)|β=βh,ω=ω′ to S D ≡ S ao(sp)|β=βh,ω=ω. Thus, the heat
rejected to the bath is given by,
QCD = Th(S D − SC) < 0, (11)
(iv) Isochoric-2 (D→A): The system Hamiltonian remains
constant at H, and the temperature changes from Th to Tc
leading to the decrease in mean internal energy from UD =
Uao(sp)|β=βh,ω=ω to UA = Uao(sp)|β=βc,ω=ω. Thus, the released
heat amounts to
QDA = UA − UD < 0. (12)
In each case the internal energy and entropy can be derived
from the partition function as, Uao(sp) = − ∂
∂β
lnZao(sp) and
S ao(sp) = lnZao(sp) + βUao(sp). The Stirling refrigeration cycle
is a regenerative cycle as the input in the isochoric-1 process
comes via plugging in the output of the isochoric-2 process.
The net work done on the system is WS = QAB +QBC +QCD +
QDA < 0 (|QAB| + |QBC | < |QCD| + |QDA|). The co-efficient of
performance (COP) of the Stirling refrigerator is given by,
S =
QAB + QBC
|WS | (13)
Improved COP of Otto refrigerator:- Ingraining anhar-
monicity in the oscillator and spin- 12 system, the amount of
heat absorbed from the cold bath during the Isochoric-1 pro-
cess, is respectively2
Qaoc =
ω′
2
(
coth
[βhω
2
]
− coth
[βcω′
2
])
+ λ Qaoc1(ω,ω
′, βh, βc) + λ2 Qaoc2(ω,ω
′, βh, βc) + ...,
(14)
Qspc =
ω′
2
(
tanh
[βcω′
2
]
− tanh
[βhω
2
])
+ λ Qspc1(ω,ω
′, βh, βc) + λ2 Q
sp
c2(ω,ω
′, βh, βc) + ....
(15)
The heat rejected to the hot reservoir during the Isochoric-2
2 In the Eqs.(14-29) below the co-efficients of λ and λ2 are given in the
Supplementary Material [42], and ”...” indicate higher order terms
process by the AO and qubit are respectively,
Qaoh = −
ω
2
(
coth
[βhω
2
]
− coth
[βcω′
2
])
+ λ Qaoh1(ω,ω
′, βh, βc) + λ2 Qaoh2(ω,ω
′, βh, βc) + ...,
(16)
Qsph = −
ω
2
(
tanh
[βcω′
2
]
− tanh
[βhω
2
])
+ λ Qsph1(ω,ω
′, βh, βc) + λ2 Q
sp
h2(ω,ω
′, βh, βc) + ....
(17)
Therefore, the COPs of the Otto refrigerator corresponding to
the AO and spin system respectively become,
aoO =
ω′
ω − ω′ +
3λ
2ω2ω′2
(ω3 − ω′3)
(ω − ω′)2
(
coth
[βhω
2
]
+ coth
[βcω′
2
])
+ λ2aoO2(ω,ω
′, βh, βc) + ..., (18)

sp
O =
ω′
ω − ω′ +
3λ
2ω2ω′2
(ω3 − ω′3)
(ω − ω′)2 + λ
2
sp
O2(ω,ω
′, βh, βc) + ....
(19)
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FIG. 2. (Color Online) COP of Otto refrigerator(O) versus anharmonic-
ity with ω=5 and ω′=4, βh = 12 , βc = 1 and ω0 = 2. The upper(blue),
middle(red) and lower(black) lines imply COP corresponding to AO, AO-like
qubit and harmonic oscillator respectively.
The negative work condition of the Otto refrigerator for
both AO and spin systems dictates, ω > ω′ and βcω′ > βhω,
making the co-efficients of λ and λ2 (λ > 0) in the expres-
sion of aoO and 
sp
O positive (see, Supplementary Materials for
further details). Hence, the COP of the Otto refrigerator cor-
responding to both the working substances monotonically in-
creases with the anharmonicity parameter (for the harmonic
oscillator it is essentially ω
′
ω−ω′ ). It can be observed from Fig.2
that the COP for AO is higher than the COP for the spin sys-
tem for all λ.
Improved COP of Stirling refrigerator:- Corresponding to
change in frequency (ω → ω′) during the Isothermal-1 pro-
cess at inverse temperature, βc, the absorbed heat from the
4cold bath by AO and qubit are respectively,
QaoAB =
ω′
2
coth[
βcω
′
2
] − ω
2
coth[
βcω
2
] +
1
βc
ln
[ sinh[ βcω2 ]
sinh[ βcω
′
2 ]
]
+ λ QaoAB1(ω,ω
′, βh, βc) + λ2 QaoAB2(ω,ω
′, βh, βc) + ...
(20)
QspAB =
ω
2
tanh[
βcω
2
] − ω
′
2
tanh[
βcω
′
2
] +
1
βc
ln
[cosh[ βcω′2 ]
cosh[ βcω2 ]
]
+ λ QspAB1(ω,ω
′, βh, βc) + λ2 Q
sp
AB2(ω,ω
′, βh, βc) + ....
(21)
The heat absorbed by AO and qubit during Isochoric-1 process
due to rise in temperature turns out to be,
QaoBC =
ω′
2
(
coth[
βhω
′
2
] − coth[βcω
′
2
]
)
+ λ QaoBC1(ω,ω
′, βh, βc)
+ λ2 QaoBC2(ω,ω
′, βh, βc) + ... (22)
QspBC =
ω′
2
(
tanh[
βcω
′
2
] − tanh[βhω
′
2
]
)
+ λ QspBC1(ω,ω
′, βh, βc)
+ λ2 QspBC2(ω,ω
′, βh, βc) + ... (23)
The heat rejected to the bath during Isothermal-2 process at
inverse temperature, βh by AO and spin system are respec-
tively,
QaoCD = −
ω′
2
coth[
βhω
′
2
] +
ω
2
coth[
βhω
2
] − 1
βh
ln
[ sinh[ βhω2 ]
sinh[ βhω
′
2 ]
]
+ λ QaoCD1(ω,ω
′, βh, βc) + λ2 QaoCD2(ω,ω
′, βh, βc) + ...
(24)
QspCD = −
ω
2
tanh[
βhω
2
] +
ω′
2
tanh[
βhω
′
2
] − 1
βh
ln
[cosh[ βhω′2 ]
cosh[ βhω2 ]
]
+ λ QspCD1(ω,ω
′, βh, βc) + λ2 Q
sp
CD2(ω,ω
′, βh, βc) + ....
(25)
Finally, in the Isochoric-2 process, the heat rejected by AO
and spin are respectively,
QaoDA = −
ω
2
(
coth[
βhω
2
] − coth[βcω
2
]
)
+ λ QaoDA1(ω,ω
′, βh, βc)
+ λ2QaoDA2(ω,ω
′, βh, βc) + ... (26)
QspDA = −
ω
2
(
tanh[
βcω
2
] − tanh[βhω
2
]
)
+ λ QspDA1(ω,ω
′, βh, βc)
+ λ2QspDA2(ω,ω
′, βh, βc) + .... (27)
From the Eqs.(20-27), we obtain the COP of Stirling refriger-
ator for AO and qubit system respectively as,
aoS =
ω′ coth[ βhω
′
2 ] − ω coth[ βcω2 ] + 1βc ln
[ sinh2[ βcω2 ]
sinh2[ βcω
′
2 ]
]
1
βh
ln
[ sinh2[ βhω2 ]
sinh2[ βhω
′
2 ]
]
+ 1
βc
ln
[ sinh2[ βcω′2 ]
sinh2[ βcω2 ]
]
+ λ aoS 1(ω,ω
′, βh, βc) + λ2aoS 2(ω,ω
′, βh, βc) + ..., (28)

sp
S =
ω tanh[ βcω2 ] − ω′ tanh[ βhω
′
2 ] +
1
βc
ln
[ cosh2[ βcω′2 ]
cosh2[ βcω2 ]
]
1
βh
ln
[ cosh2[ βhω′2 ]
cosh2[ βhω2 ]
]
+ 1
βc
ln
[ cosh2[ βcω2 ]
cosh2[ βcω
′
2 ]
]
+ λ 
sp
S 1(ω,ω
′, βh, βc) + λ2
sp
S 2(ω,ω
′, βh, βc) + .... (29)
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FIG. 3. (Color Online) COP (S ) w.r.t. anharmonicity for Stirling refrig-
erator using AO (upper (blue) curve) and AO-like qubit system (lower (red)
curve) as working medium are compared with COP for harmonic oscillator
(upper (black) straight line), and for spin system (lower (brown) straight line).
The values of parameters are βh = 12 , βc = 1, ω=5, ω
′=4 and ω0 = 2.
The negative work condition for the Stirling refrigerator,
ω > ω′, βh < βc makes the functions 
ao(sp)
S 1 and 
ao(sp)
S 2 positive
in Eq.(28-29). The COP of the Stirling refrigerator thereby
increases w.r.t. the dimensionless anharmonicity parameter
0 ≤ λ
ω30
≤ 1 for both the working substances compared to that
of the harmonic oscillator or the analogous spin- 12 system (see
Fig.3).
Energy cost for for improved refrigeration:- The physical
reason for the variation in COP with λ is the change in the
Hamiltonian which can be driven externally. So, it is impera-
tive to analyse the performance of refrigerators due to average
fluctuation in the energy at thermal equilibrium responsible
for anharmonicity of a working medium. This average cal-
culated over all possible energy eigenstates, is called ”energy
cost” in the context of thermodynamic cycles [30]. For the
anharmonic oscillator, it is given by
δH :=
∞∑
n=0
exp(−βEn)
Zao
[En − (n + 12)ω]
=
1
Zao
3λ
8ω2
csch(
βω
2
)
[
coth2(
βω
2
) − 3βλ
4ω2
(
1 + 3csch4(
βω
2
)
× (1 + cosh(βω))) + ...], (30)
5and for the AO-like spin system,
δH :=
1∑
n=0
exp(−βEn)
Z sp
[En − (n + 12)ω]
=
1
Z sp
3λ
4ω2
exp(−3βω
2
)
[
(5 + exp(βω))
− 3βλ
4ω2
(25 + exp(βω)) + ...
]
. (31)
We study two cases, namely (i) β = βh, ω = ω, and (ii)
β = βc, ω = ω′, to observe the variation of COP compared
to δH. For the choice of parameters: βh = 12 , βc = 1, ω = 5
and ω′ = 4, the variation of δH lies in the range [0, 0.27] for
AO, and [0, 0.28] for qubit, corresponding to case (i), and in
[0, 0.36] for both AO and qubit corresponding to case (ii). The
COP for Otto and Stirling refrigerators are plotted against δH
in Fig.4 and Fig.5 respectively, corresponding to the case (i)
and case (ii) above. In all the cases, COP increases with δH
compared to the harmonic counterparts (with δH=0 (or λ=0)).
The improvement of COP is higher for AO compared to the
AO-like qubit.
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FIG. 4. (Color Online) In the array of figures, (a) and (b) indicate COP of
Otto refrigerator(O) as a function of δH using case(i) and case(ii) respec-
tively.The upper(blue), middle(red), lower(black) lines imply the working
media as AO, AO-like qubit and harmonic oscillator respectively. The pa-
rameters are βh = 12 , βc = 1, ω=5, ω
′=4 and ω0 = 2.
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FIG. 5. (Color Online) COP(S ) vs energy cost for Stirling refrigerator, (a)
corresponding to case(i) and (b) corresponding to case(ii). The upper (blue)
and lower (red) curves, and the upper (black) and lower (brown) straight lines
indicate the working media for AO, AO-like qubit system, harmonic oscillator
and qubit analogous to harmonic oscillator, respectively. The parameters are
βh =
1
2 , βc = 1, ω=5, ω
′=4 and ω0 = 2.
Conclusions:- To conclude, anharmonic substances out-
perform harmonic ones in terms of the COP for both Otto
and Stirling refrigerators provided the contribution of anhar-
monicity is small. To certify the robustness between anhar-
monic oscillator and spin- 12 particle, the slopes of  vs λ plots
are compared. In case of Otto refrigerator, d
ao
O
dλ :
d spO
dλ =
χ(λ, βh, βc, ω, ω′) > 1 for all λ, ω > ω′ and βh < βc. This
implies that, anharmonic oscillator is more useful than qubit
by means of growth in COP. Whereas the robustness cor-
responding to Stirling refrigerator can not be determined in
general from the ratio d
ao
S
dλ :
d spS
dλ because it changes depend-
ing on the parameter values λ, ω, ω′, βh, βc. Moreover energy
fluctuations due to anharmonicity through external parame-
ters shows monotonic behaviour as that of λ. This establishes
anharmonicity as a resource for certain thermodynamic pro-
cesses. Our results are thus significant from the perspectives
discussed in [10, 43].
Proper implementation of Otto refrigerator requires very
slow adiabatic processes to maintain no further coherence
generation in the eigen states of the Hamiltonian, otherwise
mean population will change. Also to achieve thermal equi-
librium with the reservoir, the system has to spend much time
during thermalisation processes. It may be noted here that al-
though generating non-linearity in Hamiltonian requires some
energy cost, one needs to design such non-linearity in appro-
priate manner – as for example, in the present work – to get a
better effect compared to the corresponding linear case. Also
note that, we have considered here a specific way of calcu-
lating the energy cost for creating anharmonicity – based on
which, we have seen (in Fig.4 and 5) enhancement in COP
of Otto and Stirling refrigerators as we increase the energy
cost. It may be interesting to look for some other (in par-
ticular, some experimentally driven) types of energy cost for
creating anharmonicity and thereby its effect on COP.
Further investigation by modelling different higher ordered
forms of potential [30, 44] is needed under the aforemen-
tioned framework to develop nonlinearity as a better resource
in the applicable areas [45] of quantum theory. For exam-
ple, possible application of the same in coupled working
media [39, 40, 46, 47] and utilizing non-Markovian reser-
voirs [48] may be fascinating to explore.
Acknowledgements: SD acknowledges financial support
through INSPIRE Fellowship from Department of Science
and Technology, Govt. of India (Grant No.C/5576/IFD/2015-
16). SG thankfully acknowledges the hospitality during his
recent visit at S. N. Bose National Centre for Basic Sciences,
during which, part of the work was done. SG would like to
thank George Thomas and Subhashish Banerjee for useful dis-
cussions.
∗ sourav.karar91@gmail.com
† shounak.datta@bose.res.in
‡ sibasish@imsc.res.in
§ archan@bose.res.in
[1] J. Gemmer, M. Michel, and G. Mahler, Quantum Thermody-
namics: Emergence of Thermodynamic Behavior within Com-
6posite Quantum Systems (Springer, Berlin, Heidelberg, 2009).
[2] T. D. Kieu, “Quantum heat engines, the second law and
maxwell’s daemon,” Eur. Phys. J. D 39, 115–128 (2006).
[3] H. T. Quan, P. Zhang, and C. P. Sun, “Quantum-classical tran-
sition of photon-carnot engine induced by quantum decoher-
ence,” Phys. Rev. E 73, 036122 (2006).
[4] B. Lin and J. Chen, “Performance analysis of an irreversible
quantum heat engine working with harmonic oscillators,” Phys.
Rev. E 67, 046105 (2003).
[5] Y. Rezek and R. Kosloff, “Irreversible performance of a quan-
tum harmonic heat engine,” New J. Phys. 8, 83 (2006).
[6] J. He, J. Chen, and B. Hua, “Quantum refrigeration cycles us-
ing spin- 12 systems as the working substance,” Phys. Rev. E 65,
036145 (2002).
[7] F. Altintas and O¨. E. Mu¨stecaplıog˘lu, “General formalism of
local thermodynamics with an example: Quantum otto engine
with a spin-1/2 coupled to an arbitrary spin,” Phys. Rev. E 92,
022142 (2015).
[8] H. T. Quan, P. Zhang, and C. P. Sun, “Quantum heat engine
with multilevel quantum systems,” Phys. Rev. E 72, 056110
(2005).
[9] E. A. Ivanchenko, “Quantum otto cycle efficiency on coupled
qudits,” Phys. Rev. E 92, 032124 (2015).
[10] F. G. S. L. Branda˜o, M. Horodecki, J. Oppenheim, J. M. Renes,
and R. W. Spekkens, “Resource theory of quantum states out of
thermal equilibrium,” Phys. Rev. Lett. 111, 250404 (2013).
[11] H. T. Quan, Y-x. Liu, C. P. Sun, and F. Nori, “Quantum ther-
modynamic cycles and quantum heat engines,” Phys. Rev. E 76,
031105 (2007).
[12] H. T. Quan, “Quantum thermodynamic cycles and quantum
heat engines. ii.” Phys. Rev. E 79, 041129 (2009).
[13] M. O. Scully, “Extracting work from a single thermal bath via
quantum negentropy,” Phys. Rev. Lett. 87, 220601 (2001).
[14] F. Branda˜o, M. Horodecki, N. Ng, J. Oppenheim, and
S. Wehner, “The second laws of quantum thermodynamics,”
Proceedings of the National Academy of Sciences 112, 3275–
3279 (2015).
[15] T. Rudolph M. Lostaglio, D. Jennings, Nature Communications
6, 6383 (2015).
[16] M. B. Plenio A. Streltsov, G. Adesso, “Quantum coherence as
a resource,” Rev. Mod. Phys. 89, 041003 (2017).
[17] Y. V. Rostovtsev, A. B. Matsko, N. Nayak, M. S. Zubairy, and
M. O. Scully, “Improving engine efficiency by extracting laser
energy from hot exhaust gas,” Phys. Rev. A 67, 053811 (2003).
[18] A. O. Niskanen, Y. Nakamura, and J. P. Pekola, “Informa-
tion entropic superconducting microcooler,” Phys. Rev. B 76,
174523 (2007).
[19] J. Goold, M. Huber, A. Riera, L. del Rio, and P. Skrzypczyk,
“The role of quantum information in thermodynamics – a topi-
cal review,” J. Phys. A: Math. and Theo. 49, 143001 (2016).
[20] A. Misra, U. Singh, S. Bhattacharya, and A. K. Pati, “Energy
cost of creating quantum coherence,” Phys. Rev. A 93, 052335
(2016).
[21] B. Reid, S. Pigeon, M. Antezza, and G. De Chiara, “A self-
contained quantum harmonic engine,” EPL (Europhysics Let-
ters) 120, 60006 (2017).
[22] D. Leibfried, R. Blatt, C. Monroe, and D. Wineland, “Quantum
dynamics of single trapped ions,” Rev. Mod. Phys. 75, 281–324
(2003).
[23] M. Aspelmeyer, T. J. Kippenberg, and F. Marquardt, “Cavity
optomechanics,” Rev. Mod. Phys. 86, 1391–1452 (2014).
[24] M Jafarpour and D Afshar, “An approach to quantum anhar-
monic oscillators via lie algebra,” Journal of Physics: Confer-
ence Series 128, 012055 (2008).
[25] A. Adelakun, “Solution of quantum anharmonic oscillator with
quartic perturbation,” Advance in Physics Theories and Appli-
cation 27, 38–43 (2014).
[26] O. Gygi, H. G. Katzgraber, M. Troyer, S. Wessel, and G. G.
Batrouni, “Simulations of ultracold bosonic atoms in optical lat-
tices with anharmonic traps,” Phys. Rev. A 73, 063606 (2006).
[27] M. H. Matheny, M. Grau, L. G. Villanueva, R. B. Karabalin,
M. C. Cross, and M. L. Roukes, “Phase synchronization of two
anharmonic nanomechanical oscillators,” Phys. Rev. Lett. 112,
014101 (2014).
[28] J P Home, D Hanneke, J D Jost, D Leibfried, and D J Wineland,
“Normal modes of trapped ions in the presence of anharmonic
trap potentials,” New Journal of Physics 13, 073026 (2011).
[29] J. C. Sankey, C. Yang, B. M. Zwickl, A. M. Jayich, and J. G. E.
Harris, “Strong and tunable nonlinear optomechanical coupling
in a low-loss system,” Nature Physics 6, 707 (2010).
[30] F. Albarelli, A. Ferraro, M. Paternostro, and M. G. A. Paris,
“Nonlinearity as a resource for nonclassicality in anharmonic
systems,” Phys. Rev. A 93, 032112 (2016).
[31] V Peano and M Thorwart, “Nonlinear response of a driven
vibrating nanobeam in the quantum regime,” New Journal of
Physics 8, 21 (2006).
[32] C. Joshi, M. Jonson, E. Andersson, and P. O¨hberg, “Quantum
entanglement of anharmonic oscillators,” Journal of Physics B:
Atomic, Molecular and Optical Physics 44, 245503 (2011).
[33] V. Montenegro, A. Ferraro, and S. Bose, “Nonlinearity-induced
entanglement stability in a qubit-oscillator system,” Phys. Rev.
A 90, 013829 (2014).
[34] X-L. Huang, X-Y. Niu, X-M. Xiu, and X-X. Yi, “Quantum stir-
ling heat engine and refrigerator with single and coupled spin
systems,” The European Physical Journal D 68, 32 (2014).
[35] Y. Rezek R. Kosloff, “The quantum harmonic otto cycle,”
arXiv:1612.03582 [quant-ph] (2017).
[36] C. Bechinger V. Blickle, “Realization of a micrometer sized
stochastic hear engine,” Nat. Phys. 8, 143 (2012).
[37] K. N. Tolazzi O. Abah E. Lutz F. Scmidt-Kaler K. Singer
J. Robnagel, S. T. Dawkins, “A single atom heat engine,” Sci-
ence 352, 325 (2016).
[38] E. Geva and R. Kosloff, “On the classical limit of quantum ther-
modynamics in finite time,” The J. of Chem. Phys. 97, 4398–
4412 (1992).
[39] G. Thomas, M. Banik, and S. Ghosh, “Implications of coupling
in quantum thermodynamic machines,” Entropy 19 (2017).
[40] G. Thomas and R. S. Johal, “Coupled quantum otto cycle,”
Phys. Rev. E 83, 031135 (2011).
[41] G. Thomas, D. Das, and S. Ghosh, “Quantum heat en-
gine using energy quantization and resources of ignorance,”
arXiv:1802.07681 (2018).
[42] See Supplementary Material.
[43] M. Horodecki and J. Opperneim, “(quantumness in the context
of) resource theories,” Int. J. Mod. Phys. B 27, 1345019 (2013).
[44] G. Auberson and M. Capdequi Peyrane`re, “Quantum anhar-
monic oscillator in the heisenberg picture and multiple scale
techniques,” Phys. Rev. A 65, 032120 (2002).
[45] M. Huber, M. Perarnau-Llobet, K. V Hovhannisyan,
P. Skrzypczyk, C. Klckl, N. Brunner, and A. Acn, “Thermody-
namic cost of creating correlations,” New J. Phys. 17, 065008
(2015).
[46] T. Zhang, W-T. Liu, P-X. Chen, and C-Z. Li, “Four-level entan-
gled quantum heat engines,” Phys. Rev. A 75, 062102 (2007).
[47] J. Wang, Z. Ye, Y. Lai, W. Li, and J. He, “Efficiency at max-
imum power of a quantum heat engine based on two coupled
oscillators,” Phys. Rev. E 91, 062134 (2015).
[48] G. Thomas, N. Siddharth, S. Banerjee, and S. Ghosh, “Thermo-
7dynamics of non-markovian reservoirs and heat engines,” Phys.
Rev. E 97, 062108 (2018).
8SUPPLEMENTARY MATERIAL
Co-efficient of λ in Eq.(14),
Qaoc1(ω,ω
′, βh, βc) =
3
4ω2ω′2
(
ω2(βcω′ coth(
βcω
′
2
) − 1)csch2(βcω
′
2
) + csch2(
ωβh
2
)(ω2 − βh(ω′)3 coth(ωβh2 ))
)
(32)
Co-efficient of λ2 in Eq.(14),
Qaoc2(ω,ω
′, βh, βc) =
9
32ω4ω′4
(
− ω4β2cω′(9 cosh(
βcω
′
2
) + cosh(
3βcω′
2
))csch5(
βcω
′
2
) + 2ω4βc(2 cosh(βcω′) + 3)csch4(
βcω
′
2
)
+ 2βhω′2csch4(
ωβh
2
)(βh(ω′)3(sinh(ωβh) + 5 coth(
ωβh
2
)) − ω2(2 cosh(ωβh) + 3))
)
(33)
Co-efficient of λ in Eq.(15),
Qspc1(ω,ω
′, βh, βc) =
3
4ω2ω′2
(
ω2(tanh(
βcω
′
2
) + βcω′sech2(
βcω
′
2
) − tanh(ωβh
2
)) − βhω′3sech2(ωβh2 )
)
(34)
Co-efficient of λ2 in Eq.(15),
Qspc2(ω,ω
′, βh, βc) =
9
8ω4ω′4
(
βhω
′2sech2(
ωβh
2
)(βhω′3 tanh(
ωβh
2
) − ω2) − ω4βc(βcω′ tanh(βcω
′
2
) − 1)sech2(βcω
′
2
)
)
(35)
Co-efficient of λ in Eq.(16),
Qaoh1(ω,ω
′, βh, βc) = − 34ω2ω′2
(
(ω3βc coth(
βcω
′
2
) − ω′2)csch2(βcω
′
2
) − ω′2(ωβh coth(ωβh2 ) − 1)csch
2(
ωβh
2
)
)
(36)
Co-efficient of λ2 in Eq.(16)
Qaoh2(ω,ω
′, βh, βc) = − 932ω4ω′4
(
− ω5β2c(9 cosh(
βcω
′
2
) + cosh(
3βcω′
2
))csch5(
βcω
′
2
) + 2ω2βc(ω′)2(2 cosh(βcω′) + 3)csch4(
βcω
′
2
)
+ βhω
′4csch5(
ωβh
2
)(ωβh(9 cosh(
ωβh
2
) + cosh(
3ωβh
2
)) − 2(2 sinh(ωβh
2
) + sinh(
3ωβh
2
)))
)
(37)
Co-efficient of λ in Eq.(17),
Qsph1(ω,ω
′, βh, βc) = − 34ω2ω′2
(
ω3βcsech2(
βcω
′
2
) − ω′2(− tanh(βcω
′
2
) + tanh(
ωβh
2
) + ωβhsech2(
ωβh
2
))
)
(38)
Co-efficient of λ2 in Eq.(17),
Qsph2(ω,ω
′, βh, βc) = − 98ω4ω′4
(
βhω
′4(ωβh tanh(
ωβh
2
) − 1)sech2(ωβh
2
) − ω2βc(ω3βc tanh(βcω
′
2
) − ω′2)sech2(βcω
′
2
)
)
(39)
Co-efficient of λ2 in Eq.(18),
aoO2(ω,ω
′, βh, βc) =
1
128ω4ω′4(ω − ω′) ×
(
9(ω2 + ω′(ω′ + ω))csch3(
ω
4
)csch(
1
4
(ω − 2ω′))csch3(ω
′
2
)
× (−8(ω′)2(sinh(1
2
(ω − ω′)) − 2 sinh(ω
′
2
)) sinh3(
ω′
2
) + 32ω′ sinh(
ω
4
) sinh(
1
4
(ω − 2ω′)) sinh2(1
4
(2ω′ + ω)) sinh(
ω′
2
)
+ 2ω(2 sinh(
ω
2
− ω′) + sinh(ω′) + sinh(2ω′) + sinh(ω′ + ω) − sinh(2ω′ + ω
2
) − 2ω(4 sinh3(ω
4
) sinh(
ω
4
− ω′) + cosh(ω))
− 6ω − sinh(ω
2
) − sinh(ω) + 8ω cosh(ω
2
)))
)
(40)
9Co-efficient of λ2 in Eq.(19),

sp
O2(ω,ω
′, βh, βc) =
9(ω + ω′)(ω3 − ω′3)
4ω4ω′4(ω − ω′)2 (41)
Co-efficient of λ in Eq.(20),
QaoAB1(ω,ω
′, βh, βc) =
3
8
βc
(
sinh(ωβc)csch4(
ωβc
2 )
ω
− sinh(βcω
′)csch4( βcω
′
2 )
ω′
)
(42)
Co-efficient of λ2 in Eq.(20),
QaoAB2(ω,ω
′, βh, βc) =
9
32
βc
(
csch5(ωβc2 )(2 sinh(
ωβc
2 ) + sinh(
3ωβc
2 ) − ωβc(9 cosh(ωβc2 ) + cosh( 3ωβc2 )))
ω4
+
csch5( βcω
′
2 )(−2 sinh( βcω
′
2 ) − sinh( 3βcω
′
2 ) + βcω
′(9 cosh( βcω
′
2 ) + cosh(
3βcω′
2 )))
ω′4
)
(43)
Co-efficient of λ in Eq.(21),
QspAB1(ω,ω
′, βh, βc) =
3βc
2ωω′
(
ω′
cosh(ωβc) + 1
− ω
cosh(βcω′) + 1
)
(44)
Co-efficient of λ2 in Eq.(21),
QspAB2(ω,ω
′, βh, βc) =
9
8
βc
(
(1 − ωβc tanh(ωβc2 ))sech2(ωβc2 )
ω4
+
(βcω′ tanh(
βcω
′
2 ) − 1)sech2( βcω
′
2 )
ω′4
)
(45)
Co-efficient of λ in Eq.(22),
QaoBC1(ω,ω
′, βh, βc) =
3
16ω′2
(
sinh(βhω′)(sinh(βhω′) − 2βhω′)csch4(βhω
′
2
) − sinh(βcω′)(sinh(βcω′) − 2βcω′)csch4(βcω
′
2
)
)
(46)
Co-efficient of λ2 in Eq.(22),
QaoBC2(ω,ω
′, βh, βc) =
9
32ω′4
(
2βc(2 cosh(βcω′) + 3)csch4(
βcω
′
2
) − 2β2cω′(cosh(βcω′) + 4) coth(
βcω
′
2
)csch4(
βcω
′
2
)
+ βhcsch5(
βhω
′
2
)(βhω′(9 cosh(
βhω
′
2
) + cosh(
3βhω′
2
)) − 2(2 sinh(βhω
′
2
) + sinh(
3βhω′
2
)))
)
(47)
Co-efficient of λ in Eq.(23),
QspBC1(ω,ω
′, βh, βc) =
3sech2( βcω
′
2 )sech
2( βhω
′
2 )
8ω′2
(
βhω
′ cosh(βcω′) + βhω′ + sinh(βhω′) − βcω′ − sinh(βcω′)
− sinh(ω′(βc − βh)) − βcω′ cosh(βhω′)
)
(48)
Co-efficient of λ2 in Eq.(23),
QspBC2(ω,ω
′, βh, βc) =
9
8ω′4
(
βc(2 − βcω′ tanh(βcω
′
2
))sech2(
βcω
′
2
) − βh(2 − βhω′ tanh(βhω
′
2
))sech2(
βhω
′
2
)
)
(49)
Co-efficient of λ in Eq.(24),
QaoCD1(ω,ω
′, βh, βc) = −38βh
(
sinh(ωβh)csch4(
ωβh
2 )
ω
− sinh(βhω
′)csch4( βhω
′
2 )
ω′
)
(50)
10
Co-efficient of λ2 in Eq.(24),
QaoCD2(ω,ω
′, βh, βc) = − 932βh
(
csch5(ωβh2 )(2 sinh(
ωβh
2 ) + sinh(
3ωβh
2 ) − ωβh(9 cosh(ωβh2 ) + cosh( 3ωβh2 )))
ω4
+
csch5( βhω
′
2 )(−2 sinh( βhω
′
2 ) − sinh( 3βhω
′
2 ) + βhω
′(9 cosh( βhω
′
2 ) + cosh(
3βhω′
2 )))
ω′4
)
(51)
Co-efficient of λ in Eq.(25),
QspCD1(ω,ω
′, βh, βc) = − 3βh2ωω′
(
ω′
cosh(ωβh) + 1
− ω
cosh(βhω′) + 1
)
(52)
Co-efficient of λ2 in Eq.(25),
QspCD2(ω,ω
′, βh, βc) = −98βh
(
(1 − ωβh tanh(ωβh2 ))sech2(ωβh2 )
ω4
− (1 − βhω
′ tanh( βhω
′
2 ))sech
2( βhω
′
2 )
ω′4
)
(53)
Co-efficient of λ in Eq.(26),
QaoDA1(ω,ω
′, βh, βc) = − 316ω2
(
sinh(ωβh)(sinh(ωβh) − 2ωβh)csch4(ωβh2 ) − sinh(ωβc)(sinh(ωβc) − 2ωβc)csch
4(
ωβc
2
)
)
(54)
Co-efficient of λ2 in Eq.(26),
QaoDA2(ω,ω
′, βh, βc) = − 932ω4
(
βhcsch5(
ωβh
2
)(ωβh(9 cosh(
ωβh
2
) + cosh(
3ωβh
2
)) − 2(2 sinh(ωβh
2
) + sinh(
3ωβh
2
)))
− βccsch5(ωβc2 )(ωβc(9 cosh(
ωβc
2
) + cosh(
3ωβc
2
)) − 2(2 sinh(ωβc
2
) + sinh(
3ωβc
2
)))
)
(55)
Co-efficient of λ in Eq.(27),
QspDA1(ω,ω
′, βh, βc) = −
3sech2(ωβc2 )sech
2(ωβh2 )
8ω2
(
sinh(ωβc) + sinh(ω(βc − βh)) + ωβc(cosh(ωβh) + 1)
− ωβh(cosh(ωβc) + 1) − sinh(ωβh)
)
(56)
Co-efficient of λ2 in Eq.(27),
QspDA2(ω,ω
′, βh, βc) = − 98ω4
(
βc(2 − ωβc tanh(ωβc2 ))sech
2(
ωβc
2
) − βh(2 − ωβh tanh(ωβh2 ))sech
2(
ωβh
2
)
)
(57)
Co-efficient of λ in Eq.(28),
aoS 1(ω,ω
′, βh, βc) =
3βcβh
8ω2ω′2
(
βc ln
[ csch( βhω′2 )
csch( ωβh2 )
]
+ βh ln
[ csch( ωβc2 )
csch( βcω
′
2 )
])2
(
(−ωβcβhω′2 coth3(ωβc2 ) + βhω
′2 coth2(
ωβc
2
)(2 ln(csch(
βcω
′
2
))
− 2 ln(csch(ωβc
2
)) + βcω′ coth(
βhω
′
2
)) − βhω′2 coth2(ωβh2 )(2 ln(csch(
βcω
′
2
)) − 2 ln(csch(ωβc
2
)) + βcω′ coth(
βhω
′
2
))
− ω(−ωβcβhω′ coth3(βhω
′
2
) + 2ωβc coth2(
βhω
′
2
)(ln(csch(
ωβh
2
)) − ln(csch(βhω
′
2
))) + ωβc coth2(
βcω
′
2
)(βhω′ coth(
βhω
′
2
)
+ 2 ln(csch(
βhω
′
2
)) − 2 ln(csch(ωβh
2
))) + ω′(βc ln(csch(
βhω
′
2
)) − βh ln(csch(βcω
′
2
)) − βc ln(csch(ωβh2 )) + βh ln(csch(
ωβc
2
)))
(ωβh sinh(βhω′)csch4(
βhω
′
2
) − βcω′ sinh(ωβc)csch4(ωβc2 ))) + ωβcβh coth(
ωβc
2
)(ω2(coth2(
βcω
′
2
) − coth2(βhω
′
2
))
+ ω′2 coth2(
ωβh
2
)))
)
(58)
11
Co-efficient of λ2 in Eq.(28),
aoS 2(ω,ω
′, βh, βc) = −
9β2cβ
3
h
32ω4ω′4
(
βc ln
[ csch( βhω′2 )
csch( ωβh2 )
]
+ βh ln Big[
csch( ωβc2 )
csch( βcω
′
2 )
])3
(
2 ln
[ csch(ωβc2 )
csch( βcω
′
2 )
]
+ ω coth(
ωβc
2
)βc − coth(βhω
′
2
)βcω′
)
×
(
(coth2(
βcω
′
2
) − coth2(βhω
′
2
))ω2 + (coth2(
ωβh
2
) − coth2(ωβc
2
))ω′2
)2
+
9βcβ2h
64ω4ω′4
(
βc ln
[ csch( βhω′2 )
csch( ωβh2 )
]
+ βh ln
[ csch( ωβc2 )
csch( βcω
′
2 )
])2
((
2 ln
[csch( βcω′2 )
csch(ωβc2 )
]
− ω coth(ωβc
2
)βc + coth(
βhω
′
2
)βcω′
)
×
(
sinh(
3ωβc
2
)βcω′4csch5(
ωβc
2
) + 2βcω′4csch4(
ωβc
2
) − (2 cosh(ωβh) + 3)csch4(ωβh2 )βhω
′4
+ ω4((−2 cosh(βcω′) − 3)βccsch4(βcω
′
2
) + (2 cosh(βhω′) + 3)csch4(
βhω
′
2
)βh)
)
+ 2ωβc
(
(coth2(
βhω
′
2
) − coth2(βcω
′
2
))ω2 + (coth2(
ωβc
2
) − coth2(ωβh
2
))ω′2
)
×
(
sinh(ωβc)βcω′2csch4(
ωβc
2
) − 2ωcsch2(βcω
′
2
) + ωcsch2(
βhω
′
2
)(2 − 2 coth(βhω
′
2
)βhω′)
))
+
9βcβh
64ω4ω′4
(
βc ln
[ csch( βhω′2 )
csch( ωβh2 )
]
+ βh ln[
csch( ωβc2 )
csch( βcω
′
2 )
])
(
− 9ω sinh(ωβc)β2cω′4csch6(
ωβc
2
) + 2βc(sinh(
3ωβc
2
)
− ω cosh(3ωβc
2
)βc)ω′4csch5(
ωβc
2
) + 4βcω′4csch4(
ωβc
2
) + 2ω4
(
(2 cosh(βcω′) + 3)βccsch4(
βcω
′
2
) − 8csch2(βhω
′
2
)βh
+ 2csch4(
βhω
′
2
)βh((cosh(βhω′) + 4) coth(
βhω
′
2
)βhω′ − 5)
))
(59)
Co-efficient of λ in Eq.(29),

sp
S 1(ω,ω
′, βh, βc) =
3βcβ2h
4ω2ω′2
(
βc ln
[ cosh( βhω′2 )
cosh( ωβh2 )
]
+ βh ln
[ cosh( ωβc2 )
cosh( βcω
′
2 )
])2
(
ω′2
(
tanh(
ωβc
2
) − tanh(ωβh
2
)
)
+ ω2
(
tanh(
βhω
′
2
) − tanh(βcω
′
2
)
))
×
(
2 ln
[ cosh(ωβc2 )
cosh( βcω
′
2 )
]
− ωβc tanh(ωβc2 ) + βcω
′ tanh(
βhω
′
2
)
)
−
3βcβh
(
− 2ω tanh( βcω′2 ) − βcω′2sech2(ωβc2 ) + ω
(
βhω
′ + sinh(βhω′)
)
sech2( βhω
′
2 )
)
4ωω′2
(
βc ln
[ cosh( βhω′2 )
cosh( ωβh2 )
]
+ βh ln
[ cosh( ωβc2 )
cosh( βcω
′
2 )
]) (60)
12
Co-efficient of λ2 in Eq.(29),

sp
S 2(ω,ω
′, βh, βc) = −
9βcβh
(
βcω
′4(ωβc tanh(ωβc2 ) − 1)sech2(ωβc2 ) − ω4(βcsech2( βcω′2 ) + βh(βhω′ tanh( βhω′2 ) − 2)sech2( βhω′2 )))
8ω4ω′4
(
βc ln
[ cosh( βhω′2 )
cosh( ωβh2 )
]
+ βh ln
[ cosh( ωβc2 )
cosh( βcω
′
2 )
])
+ βcβh
(
1
βc
ln
[cosh( βcω′2 )
cosh(ωβc2 )
]
+
1
2
ω tanh(
ωβc
2
) − 1
2
ω′ tanh(
βhω
′
2
)
)
×
(9β2cβ2h(ω′2( tanh(ωβc2 ) − tanh(ωβh2 )) + ω2( tanh( βhω′2 ) − tanh( βcω′2 )))2
4ω4ω′4
(
βc ln
[ cosh( βhω′2 )
cosh( ωβh2
]
+ βh ln
[ cosh( ωβc2 )
cosh( βcω
′
2 )
])3
−
9βcβh
(
βcω
′4sech2(ωβc2 ) − βhω′4sech2(ωβh2 ) + ω4
(
βhsech2(
βhω
′
2 ) − βcsech2( βcω
′
2 )
))
8ω4ω′4
(
βc ln
[ cosh( βhω′2 )
cosh( ωβh2 )
]
+ βh ln
[ cosh( ωβc2 )
cosh( βcω
′
2 )
])2
)
− 9β
2
cβ
2
h
8ω3ω′4
(
βc ln
[ cosh( βhω′2 )
cosh( ωβh2 )
]
+ βh ln
[ cosh( ωβc2 )
cosh( βcω
′
2 )
])2
×
(
ω′2
(
tanh(
ωβc
2
) − tanh(ωβh
2
)
)
+ ω2
(
tanh(
βhω
′
2
) − tanh(βcω
′
2
)
))
×
(
2ω tanh(
βcω
′
2
) + βcω′2sech2(
ωβc
2
) − ω
(
βhω
′ + sinh(βhω′)
)
sech2(
βhω
′
2
)
)
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