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Abstrakt
V sou£asné dob¥ neexistuje ºádné výrazné propojení problematiky tvorby p°eklada£· a ná-
vrhu procesor· a jejich instruk£ních sad ve výuce. Cílem této práce je vytvo°it snadno
roz²i°itelný modulární p°eklada£, který bude umoº¬ovat experimentovat s instruk£ní sa-
dou pouºitého cílového procesoru. P°eklada£ implementuje n¥kolik optimaliza£ních technik,
jejichº vliv je v práci diskutován. Jednou z pokro£ilej²ích pouºitých technik je kontextové ge-
nerování cílového kódu, které vykazuje mnohem lep²í metriky výsledného kódu v porovnání
s prostým slepým generování.
Abstract
There is currently no big link between creation of compilers and processor design and their
instruction sets in courses. The goal of this work is to create easily extensible and modu-
lar compiler, which will enable experiments with instruction sets of used target processor.
Compiler implements several optimization techniques. Their impact is more closely discused.
One of the advanced used techniques is context generation of output code. This technique
generates less code than common blind generation.
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Kapitola 1
Úvod
Kurzy zam¥°ené na problematiku tvorby p°eklada£· a návrhu procesor· a jejich instruk£ních
sad se zpravidla vyu£ují izolovan¥, bez ²ir²í návaznosti. Neexistuje mezi nimi ºádné logické
propojení, které by zaru£ilo zachycení v²ech souvislostí spojených s p°ekladovou £inností
zdrojových soubor· do strojového kódu nebo instrukcí assembleru a jejich následné zavedení
a zpracování na cílovém procesoru.
Hlavní motivací pro vytvo°ení dal²ího p°eklada£e je podpora výuky a umoºn¥ní experi-
mentování s r·znými implementacemi jednotlivých £ástí p°eklada£e, s r·znými instruk£ními
sadami, p°ípadn¥ s moºností roz²í°ení cílového procesoru. Cílem je vytvo°it p°eklada£ do-
state£n¥ dokumentující výstupy a s nimi spojené metriky v²ech fází p°ekladu, moºnost
libovolných kombinací zvolených optimalizací £i instruk£ních sad a tím pak sledovat jejich
dopad na velikost £i efektivitu výsledného kódu.
Struktura p°eklada£e je postavena na základních postupech vyu£ovaných na Fakult¥
informa£ních technologií a vychází z b¥ºných zaºitých postup· pro jeho tvorbu. V kapitole
2 si deﬁnujeme základní teoretické podklady, na kterých jsou postaveny pouºité postupy
p°i implementaci p°eklada£e. Sou£asn¥ si stanovíme základní princip p°ekladu a modely pro
jejich vytvo°ení. Velký význam pro tento projekt má rovn¥º problematika návrhu procesor·
a instruk£ních sad v kapitole 4.
Jako implementa£ní jazyk byl zvolen skriptovací jazyk Python, p°edev²ím díky jeho
objektov¥ orientovaném p°ístupu a dynamickému typování, usnad¬ující docílení nezávislosti
modul· a tím i moºnost jejich vým¥ny. Sou£asn¥ je pro tento jazyk dostupná °ada nástroj·
usnad¬ující tvorbu p°ední £asti p°eklada£e. Z t¥chto nástroj· jsem vybral t°i v sou£asné
dob¥ nejpouºívan¥j²í a nejznám¥j²í a podrobil je bliº²í analýze v kapitole 3.
V kapitole 5 je popsáno v²e spojené s implementací p°eklada£e. V²echny £ásti jeho p°e-
kladu, pot°ebné deﬁnované struktury a p°ipadné problémy, které jsem musel p°i tvorb¥
p°eklada£e °e²it p°ípadn¥ moºnosti, mezi kterými jsem se rozhodoval. Po samotné imple-
mentaci p°eklada£e jsem se v¥noval testováním vytvo°eného projektu a experimentování, kde
jsem demonstroval vliv r·zných jev· (roz²í°ení procesoru, pouºití optimalizací, . . . ) na veli-
kost výsledného cílového kódu. Více o t¥chto experimentech a jejich zhodnocení je uvedeno
v kapitole 6.
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Kapitola 2
Úvod do teorie p°eklada£·
Implementace p°eklada£· vychází z matematických disciplín a teorie formálních jazyk·.
P°ed samotným popisem konkrétní implementace p°eklada£e jazyka C je vhodné stru£n¥
vysv¥tlit základní pojmy, metody a modely popisu pro tvorbu p°eklada£·. Deﬁnujme si
v prvé °ad¥ základní stavební kameny, na kterých zvolené postupy a nástroje stojí [4]. Se
stru£ným úvodem do teorie jazyk· pak lze popsat základní £innost p°eklada£e [9] a popsat
jeho základní modely a metody pro realizaci tzv. p°ední £ásti p°eklada£e [9, 3].
2.1 Stru£ný úvod do teorie formálních jazyk·
Teorie formálních jazyk· je jednou z hlavních oblastí informatiky, která se výrazn¥ proje-
vila p°i vývoji p°eklada£· a mimo jiné umoºnila vznik základních princip· syntaxí °ízeného
p°ekladu, na kterých je poloºena výsledná implementace. Její základní my²lenkou je forma-
lizace popisu p°irozeného jazyka tak, aby slouºil ke komunikaci mezi £lov¥kem a po£íta£em.
Pracujeme tak se dv¥ma matematickými entitami  s gramatikou a s automatem které do-
hromady p°edstavují abstraktní matematický stroj.
P°ed samotnou deﬁnicí jazyka (viz 2.1.3) je nejprve nutno vymezit, co je to abeceda (viz
2.1.1) a °et¥zec (viz 2.1.2).
Deﬁnice 2.1.1. Abeceda Σ je kone£ná, neprázdná mnoºina element·, které nazýváme,
symboly.
Deﬁnice 2.1.2. Nech´ Σ je abeceda. Pak , tzv. prázdný °et¥zec neobsahující ºádný symbol,
je °et¥zec nad abecedou Σ. Pokud x je °et¥zec nad abecedou Σ a a ∈ Σ, pak xa je také °et¥zec
nad abecedou Σ.
Deﬁnice 2.1.3. Nech´ Σ je abeceda a Σ∗ zna£í mnoºinu v²ech °et¥zc· nad abecedou Σ v£etn¥
prázdného °et¥zce. Pak kaºdá podmnoºina L ⊆ Σ∗ se nazývá jazyk nad abecedou Σ.
Nejznám¥j²ím prost°edkem pro reprezentaci kone£ných i nekone£ných jazyk· je gra-
matika (viz 2.1.4). Gramatika vyuºívá dvou kone£ných disjunktních abeced nonterminál·
(aneb syntaktické kategorie) a terminál· (identické s abecedou, nad kterou deﬁnujeme ja-
zyk). Jejich sjednocení nazýváme slovníkem gramatiky. V gramatice lze za pomocí p°episo-
vacích pravidel generovat °et¥zce tvo°ené pouze terminály, reprezentující v¥ty gramatikou
deﬁnovaného jazyka.
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Deﬁnice 2.1.4. Gramatika G je £tve°ice G = (N,Σ, P, S), kde N je kone£ná mnoºina
nonterminál·, Σ je kone£ná mnoºina terminál·, kdy N ∩ Σ = ∅, P je mnoºina p°episova-
cích pravidel, ve tvaru uspo°ádané dvojice (α, β) °et¥zc·, která stanovuje moºnou substituci
°et¥zce β namísto °et¥zce α, a S ∈ N je po£áte£ní symbol gramatiky
V p°eklada£ích pak pracujeme s bezkontextovými jazyky, kterými jsme schopni popsat
v¥t²inu sou£asných programovacích jazyk· a sou£asn¥ pro n¥ existují algoritmy pro analýzu
v¥t z nich generovaných. Popis programovacího jazyka a jeho analýza za pomocí bezkontex-
tové gramatiky je hlavní podstatou implementace p°ední £ásti p°eklada£e.
2.2 Fáze kompilace
Proces kompilace zpravidla sestává z ²esti fází, které v kaºdém kroku transformují vstupní
program z jedné reprezentace do jiné. Po£áte£ní vstupní reprezentace programu je rozbita
pomocí lexikální analýzy do samostatných lexikálních jednotek zvaných lexémy, veriﬁkuje
jejich správnou formu a zasílá je syntaktickému analyzátoru ve form¥ tzv. token·.
Syntaktická analýza rozhoduje o syntaktické správnosti tokenizovaného vstupního sou-
boru. Syntaktický analyzátor aplikuje pravidla speﬁcifované gramatiky a postupn¥ vytvá°í
deriva£ní strom, kde uzly jsou tokeny, a vztahy otec-syn reprezentují graﬁcky pravidla. Vy-
tvo°ený deriva£ní strom je následn¥ zpracován pomocí sémantické analýzy, která kontroluje
sémantické konvence vstupního jazyka, jako je nap°íklad typová kontrola nebo pozice p°í-
kaz· v kódu. Lexikální, syntaktická a sémantická analýza spole£n¥ tvo°í tzv. p°ední £ást
p°eklada£e, pro kterou existují bliº²í teoretické podklady (viz. podkapitoly 2.3 a 2.4).
Pokud první t°i fáze prob¥hly bez chyb, m·ºeme vygenerovat mezikód reprezentující
sémanticky ekvivalentní program. Hlavní význam má mezikód nejen u kompilátor· nezá-
vislých na cílové architektu°e, ale i pro následnou optimalizací a efektivního generování
cílového kódu. Pátou fází je pak optimalizace, jenº je zpravidla závislá na cílové architek-
tu°e a pouºité výstupní instruk£ní sad¥. Jejím hlavním významem je p°evod mezikódu do
krat²í a/nebo efektivn¥j²í formy. Ve ﬁnální fázi provádíme generování cílového kódu, kdy
mezireprezentaci programu p°eloºíme do sekvence instrukcí assembleru.
2.3 Modely lexikální analýzy
Rozpoznávané lexémy vstupního souboru m·ºeme popsat pomocí slovního popisu, gramatik,
kone£ných automat· a nebo regulárních výraz·. V praxi se pouºívají v²echny vyjmenované
zp·soby, blíºe se v²ak budeme zabývat posledními dv¥ma, které jsou vzájemn¥ p°evoditelné
a snadno implementovatelné.
Regulární výrazy speciﬁkují vzor symbolu, kdy kaºdý vzor odpovídá pojmenované mno-
ºin¥ °et¥zcu. Ne v²echny jazyky jsou v²ak regulárními výrazy popsatelné (zejména jedná-li
se o po£ítání hloubky zano°ení, apod.), pro základní jazyky nám v²ak posta£í. Výcházíme
z následující deﬁnice:
Deﬁnice 2.3.1. Nech´ Σ je abeceda. Regulární výrazy nad abecedou Σ a jazyky, které zna£í,
jsou deﬁnovány následovn¥: ∅ je regulární výraz zna£ící prázdnou mnoºinu,  je regulární
výraz zna£ící jazyk {} a a, kde a ∈ Σ, je regulární výraz zna£ící jazyk {a}.
Tuto základní deﬁnici dále roz²í°íme o operátory konkatenace (.), sjednocení (+) a ite-
raci (*), kde pro dva regulární výrazy r a s zna£ící jazyky Lr a Ls, deﬁnujeme sémantiku
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vyjmenovaných operací následovn¥: (r.s) je regulární výraz zna£ící jazyk L = LrLs, (r+ s)
je regulární výraz zna£ící jazyk L = Lr ∪ Ls a (r∗) je regulární výraz zna£ící jazyk L = L∗r .
Alternativním modelem jsou pak kone£né automaty. Kone£ný automat je p¥tice M =
(Q,Σ, R, s, F ), kde Q je kone£ná mnoºina stav· automatu, Σ vstupní abeceda, R kone£ná
mnoºina pravidel ve tvaru pa → q (kde p, q ∈ Q, a ∈ Σ ∪ {}), s ∈ Q je po£áte£ní stav
automatu a F ⊆ Q je mnoºina koncových stav·. Oba deﬁnované modely jsou vzájemn¥
zam¥nitelné, jelikoº existují algoritmy pro p°evod kone£ných automat· na regulární výrazy
a naopak.
2.4 Metody syntaktické analýzy
Z nej£ast¥ji pouºívaných metod syntaktické analýzy budeme uvaºovat pouze dva základní
zp·soby shora dol· a zdola nahoru [3, 9]. Metody se v principu odli²ují podle postupu skrz
posloupnost token· získaných z lexikální analýzy a tvo°ení výsledného deriva£ního stromu.
Metoda shora dol· vytvá°í deriva£ní strom od jeho ko°ene. Jednou z moºných imple-
mentací je rekurzivní sestup, kdy pro analýzu kaºdého nonterminálního symbolu vytvo°íme
samostatnou proceduru. Pro kaºdý nonterminál existují pravidla, v jejichº t¥le se nachází
dal²í symboly, pro které voláme p°íslu²né procedury a postupn¥ se zano°ujeme do analy-
zovaného °et¥zce. Jednotlivé procedury zji²´ují výskyt poºadovaného symbolu, podle t¥la
pravidla, a v p°ípad¥ jeho nep°ítomnosti zahlásí syntaktickou chybu. V opa£ném p°ípad¥ se
navrátí do otcovské procedury a umoºní postupné vytvá°ení deriva£ního stromu.
Druhý p°ístup, zdola nahoru, konstruuje deriva£ní strom od jeho listu sm¥rem ke ko°eni,
za pomocí tzv. p°esun· a redukcí. P°i kaºdém reduk£ním kroku nahradíme pod°et¥zec,
který se shoduje s pravou stranou p°episovacího pravidla, symbolem na jeho levé stran¥.
Implementace analyzátoru tohoto typu vyºaduje zásobník s ozna£eným dnem. Proud token·
z lexikálního analyzátoru postupn¥ vkládáme na vrchol zásobníku dokud není rozpoznána
pravá strana n¥kterého z reduk£ních pravidel. V tu chvíli lze provést reduk£ní pravidlo,
z vrcholu zásobníku odstranit tokeny pravé strany a na vrchol umístit stranu levou. Redukce
provádíme tak dlouho dokud nedojde k chyb¥ nebo dokud se na vrchol zásobníku nedostane
startovací symbol, kdy se algoritmus zastaví a úsp¥²n¥ ukon£í analýzu.
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Kapitola 3
Prost°edky pro tvorbu p°eklada£·
V dne²ní dob¥ existuje nespo£et nástroj· usnad¬ující vytvá°ení p°eklada£·, p°edev²ím
k urychlení vývoje lexikální a syntaktické analýzy. Programovací jazyk Python v tomto
ohledu není výjimkou a poskytuje spoustu parsovacích prost°edk·, a´ uº klasických £i p°ed-
stavujících netradi£ní p°ístupy k analýze zdrojového textu.
Z °ady existujících modul· v Pythonu jsem se rozhodl zanedbat star²í moduly jako jsou
nap°íklad Flex, Plex, £i Bison, a zam¥°il jsem se na ty nov¥j²í a nejvíce pouºívané i udr-
ºované. Mezi hlavní kandidáty pro tvorbu cílového p°eklada£e jsem vybral reimplementaci
klasických nástroj· pro rozbor gramatik Lex a Yacc zvanou PLY [14], generátor lexikálních
a syntaktických analyzátor· z popisu gramatiky pro cílovou platformu Python ANTLR
[11] a také mírn¥ odli²ný p°ístup, jenº nabízí modul PyParsing [8], který analyzuje kód
tvo°ením parsovacích element·. Poslední diskutovanou moºností je vytvo°ení vlastního par-
sovacího nástroje ²itého na míru cílové gramatice. V²echny tyto £ty°i p°ístupy jsem zkoumal
a zam¥°il se p°edev²ím na rychlost zpracování a nárok· na implementaci z hlediska po£tu
°ádk· kódu.
Rychlost byla zkoumána pomocí skriptu, ve kterém jsem implementoval parser jedno-
duché aritmetické kalkula£ky ve v²ech vybraných nástrojích, a £asoval dobu provád¥ní na
del²ích a sloºit¥j²ích výrazech. Gramatika aritmetické kalkula£ky na obrázku 3.1 sestává
ze £ty°ech operátor· (s£ítání, od£ítání, násobení a d¥lení), s moºností uzávorkování výraz·
a operand· zadávaných ve £ty°ech moºných £íselných soustavách (dekadická, hexadecimální,
oktálová a binární), viz gramatika 3.1.
addsubExpression ::= muldivExpression ('+'|'-' muldivExpression)*
muldivExpression ::= atomicOperand ('*' | '/' atomicOperand)*
atomicOperand ::= '(' expression ')'
| decadicNumber | hexadecimalNumber | octalNumber | binaryNumber
decadicNumber ::= [0-9]+
hexadecimalNumber::= '0h' [0-9a-fA-F]+
octalNumber ::= '0o' [0-7]+
binaryNumber ::= '0b' [01]+
Obrázek 3.1: BNF jednoduché aritmetické kalkula£ky, pouºité pro testování rychlosti par-
sovacích nástroj· v jazyce Python
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3.1 PLY
PLY je parsovací nástroj vytvo°ený Davidem Beazleym reimplementující klasické UNIXové
parsovací nástroje Lex a Yacc [14]. Hlavní d·raz v tomto nástroji je kladem na pouºití
regulárních výraz· a samoz°ejm¥ bezkontextové gramatiky pro popis syntaxe.
Tento nástroj jednozna£n¥ rozli²uje mezi lexikální a syntaktickou analýzou. Jeho lexer je
navíc tak silný, ºe si na zpracování jednoduchých gramatik vysta£íme pouze s ním. PLY si
hluboce zakládá na jmenných konvencích, které musíme p°i tvorb¥ analyzátoru respektovat.
Jak lexer tak parser pracuje s prom¥nnou tokens, seznamem jmen token· gramatiky. Ke
kaºdému z token· p°íslu²í korespondující funkce nebo prom¥nná s preﬁxem t_ obsahující
regulární výraz popisující formu tokenu nebo alternativn¥ akce, která se p°i parsování tokenu
vykoná (p°íkladem m·ºe být odstran¥ní bílých znak· nebo p°evod v²ech znak· na malá
písmena). Speciální funkcí je t_error(), volaná p°i nerozpoznaném nebo chybném tokenu
a umoº¬uje o²et°ení tohoto stavu nebo ukon£ení analýzy.
Parser je zaloºen na podobných konvencích, kdy pro kaºdé pravidlo BNF vytvo°íme ko-
respondující funkci s preﬁxem p_ a s docstringem1, ve kterém je napsána p°esná podoba
pravidla. K jednotlivým £ástem pravidla je pak moºné p°istupovat pomocí indexu. Pre-
cedence a asociativita se nastavuje pomocí prom¥nné precedence, které se p°edá seznam
podle priority, která indikuje asociativitu token·. Podobn¥ jako u lexeru i zde je speciální
funkce p_error() pro o²et°ení chybových stav·.
Implementace kalkula£ky
P°i vytvá°ení kalkula£ky v PLY se nejprve stanovily tokeny vyskytující se v modelované
gramatice. Pro kaºdý z t¥chto token· se vytvo°ily p°íslu²né funkce a prom¥nné speciﬁkující
jejich podobu a p°ípadnou funkci. Poté se pro kaºdé pravidlo gramatiky vytvo°ila korespon-
dující funkce, v jejimº t¥le se vykonávaly p°idruºené akce. Implementace vyºadovala 100
°ádk· kódu.
3.2 ANTLR
ANTLR (ANother Tool for Language Recognition) [11], je framework pro automatické gene-
rování lexikálních a syntaktických analyzátoru na základ¥ gramatického popisu podporující
°adu cílových jazyk·. Sou£ástí ANTLR je aplikace ANTLRWorks pro visualizaci, testování
a tvorbu vstupní gramatiky. Z popisu gramatiky se poté vygeneruje modul syntaktické a le-
xikální analýzy v kódu podle zvoleného cílového jazyka.
P°i tvorb¥ analyzátoru musíme nejprve vytvo°it gramatiku, která popisuje formu v²ech
lexikálních jednotek v zdrojovém souboru s p°íponou .g. Do vytvo°ených gramatických
element· pak vloºíme na p°íslu²né pozice úseky nativního cílového kódu, které se p°i analýze
provedou. Po vygenerování lexeru a parseru získáme dva moduly a seznam token· v dob°e
£itelné podob¥.
ANTLR mimo to poskytuje alternativní p°ístup vyuºívající strom·. Pouºije se vytvo°ený
popis gramatiky, ale místo vestav¥ného kódu p°i°adíme pravidla pro vytvo°ení abstraktního
syntaktického stromu. Po vytvo°ení stromu pouºijeme parser strom· pro spu²t¥ní vestav¥-
ných akcí. Procházení abstraktní stromu je u sloºit¥j²ích gramatik mnohem rychlej²í neº
vestav¥né kódy.
1°et¥zcový literál speciﬁkovaný ve zdrojovém kódu slouºící v Pythonu pro dokumentaci funkcí a umíst¥ní
dokumenta£ních test·
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Implementace kalkula£ky
V¥t²ina práce p°i tvorb¥ kalkula£ky za se odehrála v nástroji ANTLRWorks, speciﬁkací
gramatiky a p°i°azení vestav¥ných akcí k jednotlivým pravidl·m. Z tohoto popisu se ve stej-
ném nástroji vygenerovaly moduly lexeru a parseru, které se pak inicializovaly v jednoduché
n¥kolika °ádkové funkci testovacího skriptu. Velkou výhodou ANTLR je p°edev²ím nástroj
ANTLRWorks, pomocí kterého se dob°e ladí, visualizuje i pí²e vstupní gramatika. Na dru-
hou stranu jeho hlavní nevýhodou v souvislosti s pouºitím v Pythonu je fakt, ºe dostupnou
cílovou verzí generovaného kódu i samotného modulu je Python verze 2.X.
3.3 PyParsing
PyParsing je mírn¥ odli²ným p°ístupem vytvo°ený Paulem McGuirem [8]. Jeho hlavní p°ed-
ností je schopnost vytvá°et parsery s minimálním po£tem °ádk· kódu. Narozdíl od nástroj·
Lex a Yacc, PyParsing nerozli²uje mezi lexikální a syntaktickou analýzou a poskytuje funkce
a t°ídy pro vytvá°ení parsovacích element·. Sou£ástí modulu jsou p°eddeﬁnované elementy,
které m·ºeme kombinovat a vytvá°et tak vlastní elementy, nap°íklad spojováním dohromady
pomocí operátoru +, nebo p°es operátor |, který umoº¬uje vytvá°ení alternativ. PyParsing je
v podstat¥ kolekce parsovacích element· sdruºených a zkombinovaných dohromady. K takto
vytvo°eným parsovacím element·m m·ºeme p°idruºit akce, které se p°i analýze pouºijí.
Implementace kalkula£ky
Samotná implementace aritmetické kalkula£ky zabrala pouze 50 °ádk·. Pro realizaci pri-
ority operátor· se v PyParsingu naskytly dv¥ moºnosti, jak daný problém vy°e²it. Bu¤
pomocí b¥ºných element· pyparsingu nebo za pomocí dostupné modulové funkce operator-
Precedence, která priority operátoru °e²í sama bez nutnosti na²eho zásahu.
P°i implementaci jsem vyhodnotil ob¥ moºnosti a dosp¥l k názoru, ºe i p°es uleh£ení
práce p°es modulovou funkci, se vyplatí pouºít pouze b¥ºné elementy k dosáhnutí dostate£né
rychlosti parsování. Verzi kalkula£ky, ve které bylo vyuºito funkce operatorPrecedence,
totiº trvalo p°i v¥t²ím zano°ením výraz· (jiº 4 zano°ení byly problémové) analyzování vý-
raz· aº stokrát v¥t²í dobu neº ostatní zkoumané nástroje. Implementovaná funkce, realizujíci
zpracování pomocí pyparsingu, pak sestává z deﬁnice parsovacích element· a následné za-
volání jediné funkce pro zahájení parsování. Ke kaºdému elementu je p°idruºena akce bu¤
provád¥jící aritmetickou operaci a nebo zpracování operandu.
3.4 Vlastní nástroj
Poslední zvaºovanou moºností je vytvo°ení vlastního lexikálního a syntaktického analyzátoru
pro cílový p°eklada£. Je z°ejmé, ºe tento zp·sob zaru£í nejvy²²í rychlost zpracování na
úkor doby nutné k jeho vývoji. Navrhovaný nástroj se skládá ze dvou £ástí  lexikálního
analyzátoru a syntaktického analyzátoru.
3.4.1 Lexikální analyzátor
Lexikální analyzátor, který p°evádí vstupní soubor/°et¥zec na posloupnost lexikálních jedno-
tek  token·  jsem modeloval jako jedinou funkci p°ijímající analyzovaný °et¥zec a vracející
lexikální jednotku. Funkce byla implementována jako generátor pro zaji²t¥ní nízké pam¥´ové
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náro£nosti, kdy se postupn¥ podle ºádostí syntaktického analyzátoru poskytují tokeny. Sa-
motná analýza je modelována jako kone£ný automat procházející vstupní °et¥zec po znacích
a v p°ípad¥ rozpoznání tokenu je p°es p°íkaz yield vrácen a funkce je tím do£asn¥ poza-
stavena. Z hlediska udrºovatelnosti v²ak není tento p°ístup moc vhodný, jelikoº roz²í°ením
gramatiky je nutno p°idat nové stavy a p°ípadn¥ aktualizovat jiº vytvo°ené úseky kódu. Ja-
kákoliv lexikální chyba je o²et°ena vyvoláním vlastní výjimky, která je potom v syntaktickém
analyzátoru odchycena a zpracována.
3.4.2 Syntaktický analyzátor
Hlavní p°edností vlastního syntaktického analyzátoru je moºnost volby ze ²iroké ²kály metod
syntaktické analýzy, jako je nap°íklad metoda rekursivního sestupu nebo preceden£ní ana-
lýza (viz 2.4). V p°ípad¥ jednoduché kalkula£ky je nejlep²í volbou práv¥ metoda preceden£ní
analýzy.
Metoda je zaloºena na zásobníku a preceden£ní tabulce, kdy se gramatika skládá z ter-
minál· a neterminál· uchovaných na zásobníku. Na po£átku vloºíme do zásobníku speciální
terminál symbolizující konec analýzy a získáme první terminál od lexikálního analyzátoru.
Poté se v opakované smy£ce vykonává hlavní £ást analýzy, kdy se podle nejvrchn¥j²ího ter-
minálu na zásobníku (nemusí být nutn¥ na vrcholu, jelikoº jsou na zásobníku uloºeny i ne-
terminály) a terminálu p°e£teného na vstupu vybere z preceden£ní tabulky pat°i£ná akce,
která se v dané iteraci provede. Preceden£ní tabulka je implementována jako dvourozm¥rné
pole indexované typy prvk· zásobníku (terminál· a neterminál·).
První moºnou akci je, ºe se vstupní terminál pouze vloºí na zásobník, bez ºádného dal²ího
zásahu. Alternativn¥ se p°ed vloºením na zásobník najde nejvrchn¥j²í terminál a za n¥j se
vloºí zaráºka, která poté slouºí k vybírání variabilního po£tu prvk· zásobníku p°i reduk£ních
pravidlech. Poslední akcí je reduk£ní pravidlo, kdy se z vrcholu zásobníku odebere pat°i£ný
po£et prvk· a pouºije se odpovídající reduk£ní pravidlo. Výsledek redukce je zp¥t uloºen
na zásobník jako neterminál. Cyklus se opakuje dokud se nejvrchn¥j²í terminál a terminál
na vstupu nerovná ukon£ujícímu terminálu nebo nedojde k chyb¥. Výsledek analýzy se pak
získá z vrcholu zásobníku.
3.5 Experimentální vyhodnocení rychlosti zkoumaných par-
ser·
Pro pot°eby experimentálního vyhodnocení byl vytvo°en testovací skript, jehoº cílem bylo
m¥°it rychlost vybraných parser· na modelované gramatice jednoduché kalkula£ky. Skript
byl spu²t¥n se zapnutným garbage collectorem, z d·vodu vysoké pam¥´ové náro£nosti (ergo
mohl mírn¥ ovlivnit výsledky experimentu), a m¥°il rychlost parsování modelované grama-
tiky na sad¥ r·zn¥ velkých a zano°ených aritmetických výraz· spu²t¥né tisíckrát, viz tabulka
3.1.
PLY je zástupcem klasického p°ístupu k analýze vstupního kódu podobn¥ jako uni-
xové nástroje Lex a Yacc. Sou£asn¥ se p°i vyhodnocení prokázalo, ºe je i nejrychlej²ím ze
zkoumaných nástroj·, ale sou£asn¥ také nástrojem produkujícím parser zabírající nejv¥t²í
po£et °ádk· (mimo vlastního parseru). Postup p°i tvorb¥ analyzátoru je intuitivní a lexi-
kální a syntaktická £ást analyzátoru je od sebe jasn¥ odd¥lená a korespondence s klasickými
unixovými nástroji Lex a Yacc je p°íjemná pro zku²ené unixové programátory. PLY se díky
své rychlosti i intuitivnosti psaní kódu jeví jako nejvhodn¥j²í volba pro tvorbu p°eklada£·
v Pythonu.
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Naopak PyParsing je nejpomalej²ím ze zkoumaných nástroj·, nicmén¥ umoº¬uje rychlou
tvorbu a vyºaduje malé mnoºství °ádk· kódu. P°i testování parsování za pomocí modulové
funkce operatorPrecedence zprost°edkující preceden£ní analýzu operátor· do²lo k výraz-
nému zpomalení kódu a proto je vhodn¥j²í pouºívat pouze základní jednoduché elementy
p°i tvorb¥ parseru.
ANTLR se jeví jako vhodný p°ístup pro tvorbu rychlých a efektivních p°eklada£·. S ve²-
kerými testovacími výrazy si poradil bez problém·, i s hlub²ím zano°ením. Vstupem tohoto
nástroje je gramatický popis syntaxe, coº poskytuje intuitivní postup p°i tvorb¥ parser·.
Výstupem generátoru jsou potom dva moduly, které se pouºijí v p°eklada£i, kdy samotná
analýza vstupního kódu v samotné aplikaci zabere nejvý²e deset °ádk·.
Podle o£ekávání je analyzátor ²itý na míru gramatice nejlep²í z hlediska rychlosti, ov²em
na úkor velikosti kódu a dob¥ vývoje. Tento postup navíc vyºaduje vysokou míru invektivity
a spoustu plánování a analýzy, coº by za nás mohly d¥lat p°edchozí zkoumané nástroje.
Vyuºití vlastního analyzátoru pro tvorbu výsledného p°eklada£e jsem tímto zavrhl, jelikoº
pro gramatiku velikosti jazyka C by se výrazné zpomalení vývoje za cenu vy²²í rychlosti dle
mého názoru nevyplatilo.
Evaluací výsledk· se potvrdil prvotní p°edpoklad, ºe vlastní parsovací nástroj je nej-
rychlej²í ze zkoumaných moºností. Dostupné nástroje jsou tedy pomalej²í na úkor urychlení
vývoje a generi£nosti pouºití. Z t¥chto nástroj· je pak nejrychlej²í klasický p°ístup pytho-
novského modulu PLY, který sou£asn¥ poskytuje intuitivní zp·sob popisu parseru. Z hle-
diska sloºitosti kódu a rychlosti vývoje jsou na tom dostupné nástroje podobn¥ a nejedná
se tedy o vlastnosti, které bychom m¥li p°i výb¥ru nástroje zohled¬ovat. V²echny nástroje
jsou intuitivn¥ pouºitelné a dob°e zdokumentované s kvalitní dostupnou literaturou. D·leºi-
tým aspektem bych v²ak ozna£il je²t¥ verzi cílového kódu, kdy nástroj ANTLR neposkytuje
cílový kód ve verzi Python 3, narozdíl od PLY a PyParsingu.
Velikost výrazu ANTLR PyParsing PLY Vlastní nástroj
[znaky] [s/cyklus] [s/cyklus] [s/cyklus] [s/cyklus]
3 0.00012 0.00081 0.00165 0.00009
300 0.00696 0.01411 0.00514 0.00245
400 0.00972 0.02127 0.00614 0.00304
800 0.01939 0.04512 0.01208 0.00621
1200 0.03172 0.06570 0.01627 0.00965
20000 0.50598 0.97399 0.23571 0.15383
40000 1.02822 1.95895 0.47967 0.31881
60000 1.58434 2.95396 0.73639 0.49561
80000 2.14490 3.96229 1.00295 0.68467
100000 2.84151 5.09380 1.28975 0.88024
Tabulka 3.1: Srovnání rychlostí parsovacích nástroj· pomocí testovacího skriptu.
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Kapitola 4
Návrh procesoru a instruk£ních sad
Pro pot°eby zadní £ásti p°eklada£e je nutno speciﬁkovat instruk£ní sadu cílového procesoru,
ve které bude výstup p°ekladu. Z programového hlediska nás p°edev²ím zajímá rozhraní,
které nám poskytuje abstraktní pohled na konstrukci procesoru nazývané ISA1. ISA deﬁnuje
základní soubor procesorových instrukcí, dostupné adresové módy, datové typy a uloºi²´¥,
jako jsou sady registr· a pam¥´ové bu¬ky viditelné programátorovi, ale také dostupné peri-
ferie a hardwarové jednotky.
4.1 Instrukce
Ú£elem instrukce je speciﬁkace provád¥né operace a jejich operand·, které se se p°i provád¥ní
operace vyuºijí, zahrnujíc argumenty, vstupy a výstupy. Opera£ní kód (n¥kdy taký opcode)
i operandy jsou zpravidla reprezentovány bitov¥, £ástmi instrukce. Operandy pak zahrnují
adresy do datových uloºi²´ v pam¥ti nebo procesoru. Alternativní sou£ásti operací jsou
n¥kdy i implicitní operandy, které se p°ed provedením operace musí nahrát do procesoru
p°edem známe oblasti.
Jednou z pouºívaných klasiﬁkací je rozd¥lení na horizontální a vertikální instrukce [10],
kdy horizontální instrukce jsou charakteristické dlouhým formátem, schopností vyjád°ení vy-
soké míry paralelismy a °ídce zakódovanou °ídicí informací. Oproti tomu vertikální instrukce
mají krátké formáty s hustým kódováním °ídicích informací a malou podporou paralelismu.
Instrukce m·ºeme d¥lit na aritmetické, logické, ukládací, nahrávací, instrukce pro zm¥nu
toku a dal²í, podle jejich sémantiky. Instrukce vyuºívají r·zné adresovací módy, které £leníme
na p°ímé, relativní, registrové a pseudo-p°ímé. P°ímé adresování není vºdy moºné realizovat,
pokud nemáme velmi limitovaný adresový prostor, abychom pokryli v²echny moºné adresy
pomocí adresové £ásti instrukce. Tento prostor je práv¥ vºdy p°ístupný pomocí registrového
nebo registrov¥ nep°ímého adresování, za p°edpokladu, ºe velikost registru je minimáln¥
stejn¥ velká jako velikost adresy. asto pouºívané pak m·ºe být relativní adresování, kdy
vyuºíváme malých konstant vm¥stnaných do instruk£ního slova. Pseudo-p°ímé adresování
vyuºívá segmentového registru nebo vrchní bity programového £íta£e spojeného s p°ímou
adresou adresové £ásti instrukce.
Nejjednodu²²ím zp·sobem adresování pam¥ti je bezprost°ední2 adresování, kdy poºado-
vaná data vloºíme jako konstantu p°ímo do instruk£ního slova. P°i registrovém adresování
zna£íme v operandu £íslo registru, ve kterém se nacházejí data, u nep°ímého registrového
1Instruction Set Architecture
2anglicky immediate
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adresování ur£ujeme £íslo registru, ve kterém se nachází adresa poºadovaných dat. Velice
uºite£né je pak adresování s posunutím3, kdy v £ásti instrukci máme index, který p°ipo£-
teme k adrese uloºené v registru pro výpo£et ﬁnální pouºité adresy. Jistou modiﬁkací tohoto
chování je výpo£et adresy ze dvou registr·.
Zpracování operand· a bitová struktura instrukcí se li²í podle pouºitých konvencí, které
tuto formu deﬁnují. Jednou z nejstar²ích je pouºití jednoho a více akumulátor· pro uloºení
jednoho z operand· a výsledku. Druhý, explicitní, operand m·ºeme uloºit bu¤ v pam¥ti
nebo do n¥kterého z registr·. Pouºitím akumulátorové architektury dosáhneme úspory pa-
m¥´ového místa i výraznou redukci pot°ebných bit· pro zakódování instrukce. Dal²í pa-
m¥´ov¥ výhodnou architekturou je zásobníková architektura, kdy operace pracují s vrcho-
lem zásobníku a výsledek operace uloºí zp¥t na vrchol. Nejobecn¥j²í a sou£asn¥ i v dne²ní
dob¥ nej£ast¥ji uºívaná je registrová architektura. Instrukce zahrnují n¥kolik index· registr·
(podle po£tu vstupujících operand· a výsledk·), které se v operaci pouºijí. Existuje více
typ· registrových architektur. Nejb¥ºn¥j²í z nich je load-store, kde musíme nejprve nahrát
operandy do registr· pomocí instrukcí load a výsledek uloºit p°es instrukce typu store. Dal²í
typy registrových architektur rozli²ují, zda-li se jeden nebo více operand· mohou nacházet
v pam¥ti  hovo°íme tak o architekturách register-memory a memory-memory.
4.2 Návrh procesoru
P°i návrhu procesoru se v¥t²inou snaºíme p°iblíºit ke konkrétnímu programovacímu jazyku
vy²²í úrovn¥ a optimalizovat pro n¥j výstup p°eklada£e. Tento p°ístup v²ak v mnohých
aspektech ztroskotává. Nikdy totiº nepouºíváme pouze jediný programovací jazyk pro psaní
program· pro mikrokontrolery. Navíc se procesory vesm¥s pouºívají pro speciﬁcké ú£ely
a nejsou vhodné pro b¥ºné pouºití. V zásad¥ nezáleºí na programovacím jazyce, ale na cha-
rakteristice algoritmu, který hodláme na procesoru implementovat, podle kterého bychom
m¥li navrhovat, m¥nit a vybrat vhodný procesor. Hovo°íme o tzv. ASIP4 procesoru.
Proces návrhu procesoru za£íná zachycením funk£ních a nefunk£ních poºadavk·. Funk£-
ními poºadavky chápeme p°edpokládané aplikace, které na procesoru pojedou a jeho ope-
ra£ní prost°edí. Jedná se o vesm¥s jednoduché poºadavky. Dal²ím krokem je vý£et operací
nebo prototypových instrukcí, které se vyuºijí pro námi známe algoritmy. Sou£asn¥ mu-
síme deﬁnovat adresaci operand· a nej£ast¥ji pouºívané datové typy. N¥které poºadavky
jsou závislé na opera£ním prost°edí nebo pam¥´ovém podsystému £i vstupn¥ výstupních
za°ízeních. Na pomezí m·ºeme povaºovat poºadavky na po£et hodinových cykl·, p°ípadn¥
laten£ní dobu okolních £ástí systému. Mezi nefunk£ní poºadavky °adíme cenu, po£et pin·
nebo spot°ebu.
Návrh instruk£ních sad a jejich kódování do binární formy £asto provádíme iterativn¥.
Hledáme kompromis mezi horizontálním a vertikálním p°ístupem. Snaºíme se o maximální
paralelizaci a zachycení v²ech °ídicích signál· v instruk£ním slov¥, coº v²ak vede k dlouhým
instruk£ním slov·m. V opa£ném p°ístupu kódujeme operace do co nejmen²ího po£tu bit·,
coº nás omezuje u pouºitelných kombinací prost°edk·. Vhodným kompromisem je pouºití
instrukcí ve form¥ n¥kolika r·zných formát· s n¥kolika r·znými velikostmi. Sou£ástí návrhu
m·ºeme ud¥lat proﬁlování, díky kterému se dozvíme, které instrukce se pouºívají nej£ast¥ji.
Jedním z problému, na které v²ak m·ºeme narazit je p°íli² malý adresový prostor. Adresy
zpravidla limitujeme primárn¥ pro sníºení velikosti instrukcí, velikosti registr· a po£tu pin·.
3anglicky oﬀset
4Application-speciﬁc instruction-set
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4.3 Cílová architektura
Cílovou architekturou p°eklada£e bude jeden z jednodu²²ích dostupných mikrokontrolér·.
Hlavním ú£elem vytvo°eného p°eklada£e je p°edev²ím podpora výuky, demonstrace a ex-
perimenty. Proto jsem jako cílovou architekturu zvolil FPGA projekt vyuºívaný ve výuce
v p°edm¥tu INP5. FPGA projekt obsahuje jednoduchý 16-bit procesor s registrovou architek-
turou, pam¥tí RAM pro uloºení dat a programu, °adu podp·rných komponent a p°edev²ím
jednoduchou instruk£ní sadu. Procesor lze ovládat mikrokontrolerem FITkitu za pomocí
sb¥rnice SPI, ke které je procesor a pam¥´ p°ipojena prost°ednictvím adresových dekodér·.
Cílová architektura je ﬂexibilní a lze ji dále roz²i°ovat pomocí kódu v jazyce VHDL.
Pam¥´ programu a dat je implementovaná jako spole£ná. Je dvouportová s organizací
1024 ²estnácti bitových slov. Komunikace s perifériemi je umoº¬¥na pomocí 16-ti bitového
vstupn¥-výstupního portu, pomocí kterého je moºné adresovat aº 256 externích za°ízení.
Základní instruk£ní sada je výpo£etn¥ úplná a sestává z instrukcí pro práci s pam¥tí a re-
gistry, skokových instrukcí, s£ítání a práce s porty. Instrukcím jsou dostupné £ty°i registry,
jejichº po£et je v²ak moºné v projektu roz²í°it.
Tento velice jednoduchý procesor proto p°edstavuje °adu výzev. P°edev²ím z d·vodu
omezené instruk£ní sady je pro podporu instrukcí z mnoºiny gramatiky jazyka C zapo-
t°ebí více instrukcí, £ímº naroste velikost cílového kódu. V kombinaci s omezeným po£tem
instrukcí programu je nutno v¥novat výraznou pozornost optimalizacím výsledného kódu
a vyhnout se zbyte£nému generování kódu. Dal²ím omezením cílového procesoru je chyb¥-
jící hardwarový zásobník, díky kterému je nutno volání podprogramu realizovat vlastními
silami, nap°íklad jeho simulací v pam¥ti za pomocí ukazatel·.
5Návrh po£íta£ových systému
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Kapitola 5
Implementace p°eklada£e jazyka C
v prost°edí Python
P°eklada£ je napsán kompletn¥ v programovacím jazyce Python verze 3.x. parametrizova-
telný pomocí argument· z p°íkazové °ádky. P°eklada£ je tvo°en skupinou spolupracujících
modul· a n¥kolika extérních knihoven. Vstupem je seznam parametr· zadaných na p°íkazové
°ádce a posloupnost zdrojových soubor· s programy v jazyce C, které skript transformuje do
assembleru cílového procesoru. Samotný p°eklad sestává z ²esti krok·. Kaºdý vstupní soubor
je nejprve p°edzpracován pomocí Preprocesoru jazyka C (alternativn¥ m·ºe být vstupem
skriptu jiº zpracovaný soubor s p°íponou .i), kdy se provede zpracování na textové úrovni
a dojde k rozvinutí maker a podmín¥ných p°eklad·. Výstup je následn¥ zpracován do formy
abstraktního syntaktického stromu (dále jen AST) p°es lexikální a syntaktickou analýzu. P°i
zvolení argumentu optimalizace je výsledný AST optimalizován a p°eveden do vnit°ní repre-
zentace instrukcí mezikódu. Nad t¥mito instrukcemi m·ºeme provést dal²í vlnu optimalizací.
Z optimalizovaného mezikódu získáme jeho transformací program v cílovém kódu.
5.1 Preprocesor jazyka C
Samotnému vytvo°ení abstraktního syntaktického stromu a jeho následné kompilaci do cí-
lového kódu, p°edchází p°edzpracování vstupního souboru tzv. preprocesorem. Preprocesor
jazyka C je implementován jako samostatný modul, jehoº vstupem je soubor se zdrojovým
kódem jazyka C a jeho výstupem je zpracovaný a vy£i²t¥ný kód p°ipravený pro lexikální
a syntaktickou analýzu. Výsledný preprocesor byl vytvo°en v souladu se standardy jazyka
C99 [1] a s podobným chováním jako má preprocesor referen£ního UNIXového p°eklada£e
GCC [13]. Hlavním podn¥tem pro vytvo°ení vlastního preprocesoru byla nedostupnost jiného
vytvo°eného nástroje v Pythonu dodrºující nejnov¥j²í normu a sou£asn¥ získání nezávislosti
od program· t°etí stran, coº by nastalo v p°ípad¥ pouºití preprocesoru nástroje GCC.
P°edzpracování probíhá ve dvou logických celcích. Nejprve dochází k po£áte£nímu p°ed-
zpracování kódu, který se poté v druhém kroku rozbije na posloupnost °ádk·, které se
sekven£n¥ prochází.
V po£áte£ní fázi se nejprve spojí v²echny rozbité °ádky (rozbitými °ádky myslíme °e-
t¥zce s escapovaným koncem °ádku). Ze zdrojového textu jsou následn¥ nahrazeny v²echny
°ádkové a blokové komentá°e mezerou a rozvinuty tzv. trigraphy. Trigraphy [13] jsou sek-
vence t°í znak·, které se pouºívají jako substituce znak· d·leºitých pro syntaxi jazyka C,
viz tabulka 5.1. Jako sekundární efekt po£áte£ní fáze se do zpracovaného textu p°idají direk-
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Trigraph: ??( ??) ??< ??> ??= ??/ ?¾ ??! ??-
Nahrazen za: [ ] { } # \ ^ | ~
Tabulka 5.1: P°ekladová tabulka trigraph· na znaky [13]
tiva s informacemi o °ádkování, které se vyuºijí p°i výpisu informacích o vzniklých chybách
v p°ední £ásti p°eklada£e.
P°edzpracovaný text je poté rozbit na seznam °ádk·, které jsou sekven£n¥ procházeny
a prohledány na výskyt direktiv preprocesoru, které jsou p°í úsp¥²ném vyhledání provedeny.
V opa£ném p°ípad¥ dojde k rozvinutí v²ech maker v práv¥ zpracovávaném °ádk· a následn¥
p°ipojení rozvinutého textu do cílového obsahu. Kaºdá direktiva za£íná pevným znakem #,
který m·ºe být p°edcházen libovolným po£tem bilých znak·. Jiné znaky jsou povaºovány za
chybu. Kaºdý p°íkaz direktivy se skládá z kli£ového slova, popisující operaci, a alternativn¥
i jeho t¥la.
Základním p°íkazem preprocesoru je directiva define pro deﬁnování maker. Makro je
deﬁnováno svým identiﬁkátorem, po£tem argument· a t¥lem. Identiﬁkátor m·ºe obsahovat
alfanumerické znaky, £árku, závorky a podtrºítko, musí v²ak vºdy za£ínat písmenem (stejn¥
jako kaºdý validní identiﬁkátor jazyka C). Jako identiﬁkátor makra lze tedy uvést libo-
volné kli£ové slovo jazyka C, s výjimkou jiº deﬁnovaného makra defined, které se pouºívá
v podmín¥ném p°ekladu pro testování existence makra. V t¥le makra mohou být obsaºeny
libovolné znaky a deﬁnují posloupnost znak·, kterými je identiﬁkátor nahrazen po rozvinutí
parametr· maker.
P°i deﬁnování makra se nejprve zpracuje jeho t¥lo, které se normalizuje pro sémantickou
jednozna£nost a poté se spole£n¥ s po£tem parametru uloºí do slovníku maker, kde je iden-
tiﬁkátor makra kli£em ve slovníku. Rozli²ujeme dva typy direktiv  funk£ní a jednoduché.
Rozdíl mezi nimi je v po£tu argument·, kdy funk£nímu makru musí následovat závorka
s reálnými parametry i p°i nulovém po£tu argument· maker. Jinak se makro nerozvine. P°i
redeﬁnici makra platí, ºe pro sémanticky odli²né makra1 je vypsáno varování o jeho rede-
ﬁnici. Kaºdé makro lze oddeﬁnovat pomocí direktivy undef p°ijímající identiﬁkátor makra
jako t¥lo p°íkazu.
Standard C99 p°edstavil makra s variabilním po£tem argument·, tzv. variadická makra.
Variadické makro m·ºe obsahovat libovolný po£et pozi£ních argument· a jako poslední
argument se uvede °et¥zec ... reprezentující variabilní po£et parametr·. Ve²keré realné
parametry jsou poté p°i rozvinutí spojeny do jediného °et¥zce, odd¥lené £árkou, a vloºeny
na pozi£ní místo. K variabilnímu parametru lze v t¥le makra p°istupovat p°es klí£ové slovo
__VA_ARGS_ (toto klí£ové slovo se nesmí vyskytovat jinde neº ve variadických makrec) nebo
pomocí vlastního identiﬁkátoru speciﬁkovaného p°ed °et¥zcem ....
Úseky kódu, p°edev²ím deﬁnice funkcí a konstant, se mohou nacházet v tzv. hlavi£kových
souborech, které se k zpracovávanému souboru p°ipojují p°es direktivu include. Direktiva
musí nejprve lokalizovat, kde v adresá°ové strukt·°e se hlavi£kový soubor nachází, pro-
hledáním stanovených adresá°· (adresa° s p°ekládaným souborem, adresá°e speciﬁkované
uºivatelem z p°íkazové °ádky a systémové adresá°e). Obsah nalezeného hlavi£kového sou-
boru je na£ten, zpracován po£áte£ním p°edzpracováním, rozbit na seznam °ádku a p°ipojen
k seznamu °ádk· £ekajících na zpracování. Jako optimalizace p°ipojování hlavi£kových sou-
bor· je zaznamenávání jiº p°ipojených soubor· z kompilovaného zdrojového kódu, tedy není
1dva makra mají stejnou sémantiku, pokud se rovnají jejich t¥la i pozice argument· v t¥le
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t°eba pouºívát direktivy pragma nebo podmín¥ného p°ekladu.
Obsah p°ekládaného souboru m·ºe být °ízen pomocí podmín¥ného p°ekladu. O podmí-
n¥ný p°eklad se starají direktiva if, ifdef, ifndef, elif, endif a else. Základní séman-
tikou t¥chto p°íkaz· je vyhodnocení podmínky, která pokud je pravdivá, tak zahrneme kód
t¥la do p°ekladu. T¥lem direktivy if je sémanticky platná podmínka z b¥ºné syntaxe C
roz²i°ené o funkci defined, která p°ijímá jako argument identiﬁkátor makra a vrací boo-
leovskou hodnotu, o tom, zda je makro daného identiﬁkátoru deﬁnované a sou£asn¥ jsou
v²echny ostatní identiﬁkátory nahrazeny nulou. Oproti tomu direktivy ifdef a ifndef p°i-
jímají v t¥le identiﬁkátor makra a následující °ádky zahrne pouze, pokud je makro o daném
identiﬁkátoru deﬁnované a nebo ne. Alternativní podmínky v p°ípad¥ neúsp¥chu lze stanovit
pomocí direktivy elif a else.
Implementa£n¥ je kaºdá podmínka normalizovaná (funkce defined a dal²í operátory jsou
p°evedeny do pythonovské notace) a vyhodnocena. Pro kaºdý blok if-endif je vyhrazeno,
podle zano°ení, místo v zásobníku booleovských p°íznak·, které ur£ují poslední evaluovanou
podmínku a p°íznak, zda se mají zahazovat dal²í °ádky, nebo nikoliv. Podle kombinací t¥chto
dvou parametr· a typ· direktiv se °ádky na vstupu p°ipojují k výslednému výstupu nebo
se zahodí.
Posledními podporovanými typy direktiv jsou direktiva error a warning pro vypsání
chyb a varování na standardní chybový výstup a v neposlední °ad¥ direktiva s informacemi
o °ádkování tvo°ená uvnit° zejména uvnit° preprocesoru. Tato direktiva pouze aktualizuje
informace v preprocesoru o £íslu °ádku a souboru, ze kterého jsou °ádky zpracovávány.
Norma C99 navíc deﬁnuje direktivu pragma, u které nespeciﬁkuje konkrétní význam a proto
nebyla do preprocesoru zahrnuta.
Pokud se na °ádku nejedná o direktivu preprocesoru, je text rozd¥len pomocí generátoru
na makro-podez°elé2 a zbytky textu, které jsou postupn¥ p°ipojovány k výslednému °ádku.
Generátor funguje jako kone£ný automat o p¥ti stavech  ºádné makro nerozpoznáno (tj.
základní stav), detekován podez°elý na makro, uvnit° stringu, hledání levé závorky a na-
£tení argument· makra. Generátor postupn¥ prochází °ádek po znacích, dokud nenarazích
na znak z mnoºiny povolených znak· identiﬁkátoru. V tom p°ípad¥ p°ejde do dal²ího stavu
a je²t¥ p°edtím p°ipojí dosud na£tené znaky k výsledku. Následn¥ na£ítá povolené znaky
dokud nerozpozná identiﬁkátor, který je vyhledán v slovníku deﬁnovaných maker a v p°í-
pad¥ úsp¥chu jsou podle po£tu jeho argument· na£teny reálné argumenty z textu. Poté je
moºno rozvinout t¥lo makra, které je znovu zkontrolováno pomocí tohoto generátoru, a se
v²emi makry rozvinutými, je p°ipojeno k výsledku a automat se navrací do po£áte£ního
stavu. V p°ípad¥ detekce uvozovek v po£áte£ním stavu, jsou ve²keré znaky v uvozovkách
nekontrolovány, a nakonec p°ipojeny k výsledku. Jedním z parametr· generátoru je taky
seznam jiº rozvinutých maker, které jiº nebude generátor kontrolovat. Tento seznam slouºí
pro ochranu p°ed zacyklením v p°ípad¥ vlastní nebo nevlastní rekurze, kdy by se makra cyk-
licky v t¥le expandovalo aº do vypr²ení pam¥ti. Kaºdé makro je tedy ve svém t¥le rozvinuto
pouze jednou. Výsledný obsah poté m·ºeme získat pomocí £lenské funkce a dále zpracovat
a p°ípadn¥ uloºit. Argumenty funk£ních maker se mohou vyskytovat na n¥kolika °ádcích.
Pokud p°i analýze procházením po znacích narazíme na konec °ádku a aktuálním stavem
kone£ného automatu je zpracovávání argument·, pak p°ipojíme znaky následujícího °ádku
k práv¥ zpracovávanému textu.
2rozpoznaný identiﬁkátor, který m·ºe být makrem
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5.2 P°ední £ást p°eklada£e
Kód zpracovaný preprocesorem jazyka C je nutno následn¥ p°evést do vhodné vnit°ní re-
prezentace pro následné p°evedení do kódu cílové architektury. P°i tomto procesu probíhá
lexikální a syntaktická validace, zda se jedná o korektn¥ zapsaný program v jazyce C. Navíc
jsou provedeny sémantické operace jako je kontrola typ· operand· a °ízení tok·. Hovo°íme
o jisté form¥ tzv. syntaxí °ízeného p°ekladu.
V pop°edí p°eklada£e stojí syntaktický analyzátor, který od lexikálního analyzátoru po-
stupn¥ poºaduje rozpoznané tokeny. V b¥ºném syntaxí °ízeném p°ekladu by spole£n¥ se
syntaktickými pravidly byly provád¥ny i sémantické akce, ty jsou v²ak odd¥leny a prová-
d¥ny aº poté co prob¥hne syntaktická analýza. Za vnit°ní reprezentaci programu v p°eklada£i
byl zvolen abstraktní syntaktický strom. AST je vytvo°en syntaktickým analyzátorem p°i
formování validních v¥t náleºících gramatice jazyka C z token·. Vytvo°ený AST je pak zpra-
cován sémantickou analýzou, jejimº výstupem je korektní reprezentace programu p°ipravená
pro p°eklad.
5.2.1 Abstraktní syntaktický strom
Abstraktní syntaktický strom je grafová struktura, v niº uzly reprezentují jednotlivé ele-
menty modelované gramatiky a hrany vyjad°ují vztahy a p°islu²nost mezi nimi. K uzl·m
mohou být navíc p°i°azeny atributy, vyjad°ující dodate£né informace, jako jsou typy, jména
nebo hodnoty uzl·. Vyuºitím AST zachytíme podstatnou strukturu vstupu a sou£asn¥ zane-
dbáme zbyte£né syntaktické detaily, jako jsou nap°íklad st°edníky ukon£ující p°íkazy nebo
sloºené závorky pro blokové p°íkazy.
Existuje n¥kolik zp·sob· pro vnit°ní implementaci AST. P°i výb¥ru vhodného kandidáta
se zam¥°íme na základní idiomy dle typ· programovacích jazyk· [7]. Díky objektové orientaci
Pythonu m·ºeme pouºít Objektov¥ orientovaný idiom, který implementuje uzly stromu
jako instance t°íd, kdy v²echny t°ídy uzl· jsou p°ímo nebo nep°ímo odvozeny od základní
abstraktní bázové t°ídy. Alternativn¥ bychom mohli pouºít idiom pro funkcionální jazyky
s vyuºitím datatyp· a nebo sloºit¥j²ích schémat.
Pro modelování konkrétních t°íd uzl· pak musíme zvolit vhodnou míru abstrakce. P°íkla-
dem mohou být binární operace, kdy kaºdou binární operaci lze modelovat jako samostatný
uzel, nebo je sdruºit do jednoho globálního typu uzlu reprezentujícího binární operace a roz-
li²it jednotlivé typy vnit°ním atributem objektu.
Implementace stromu vychází ze struktury popsané v technické zpráv¥ [6] zam¥°ené pro
jazyk C++. V Pythonu je tato struktura realizována pomocí d¥di£nosti. Deﬁnujeme bázovou
t°ídu Node, která reprezentuje jeden uzel AST, od kterého d¥dí dal²í blíºe speciﬁkované uzly
gramatiky jazyka C, jako mohou být nap°íklad výrazy, bloky, volání funkcí, deklarace apod.
Kaºdý uzel je reprezentován svým typem, a svými potomky. Tento zp·sob je zahrnut uvnit°
pouºitého extérního modulu pro syntaktickou analýzu pycparser.
Existuje n¥kolik moºností, jak procházet AST, li²ících se p°eváºn¥ v umíst¥ní v objektu
[7, 6]. V²e záleºí na mí°e abstrakce jednotlivých uzl· a poºadované nezávislosti struktury
nad funk£ností vykonávanou p°i pr·chodu stromem. Jednou z moºností pr·chodu stromu
je zahrnutí provád¥né funkce jako £lenské metody uzlu. Pr·chod stromem se zapo£ne vo-
láním funkce ko°enového uzlu, který postupn¥ volá metody svých potomk· a vykonává
tak implementovaný algoritmus. Tímto v²ak získáme výraznou závislost algoritmu na uz-
lech a ²patnou udrºovatelnost kódu. Alternativiní moºností by bylo implementovat jedinou
funkci, která by uvnit° kontrolovala, jaký typ uzlu má na vstupu, tento zp·sob by v²ak byl
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p°ílí² sloºitý a neefektivní. Daleko vhodn¥j²í je návrhový vzor Visitor [5].
Tento návrhový vzor umoº¬uje odstinit realizaci algoritmu od deﬁnované struktury
a s vyuºitím moºností jazyka Python navíc modiﬁkovat strom a p°idávat uzl·m nové atri-
buty. Jeho implementace nevychází z jeho b¥ºné struktury, ale je vyuºito p°edností jazyka
Pythonu. Pro kaºdý typ uzlu je deﬁnována v objektu Visitor vykonávaná funkce obsahu-
jící jméno uzlu jako suﬃx, která pobírá jako argument uzel stromu. Nad t¥mito funkcemi
mimoto existuje generická pr·chodová metoda, která vybere konkrétní metodu, podle t°ídy
p°ijmutého uzlu. To v²e je moºné pomocí získání informace o názvu t°ídy objektu spojené
s dynamickým vyhledáním deﬁnovaných metod objektu v jeho slovníku obsahující £lenské
prom¥nné a metody (i metoda je v Pythonu prom¥nnou a tudiº m·ºe být uvnit° kontej-
neru). V t¥le konkrétních funkcí pak speciﬁkujeme provád¥ný algoritmus a p°ípadné volání
náv²t¥vnické metody nad d¥tmi daného uzlu. V základu tento vzor pouze prochází stromem
a neprovádí ºádnou modiﬁkaci struktury stromu. P°i n¥kterých algoritmech (nap°. optima-
lizace stromu, viz 5.3.1) v²ak poºadujeme redukci nebo vkládání nových uzl·, kdy musíme
vzor modiﬁkovat, aby kaºdý pr·chod uzlem vracel hodnotu uzlu.
5.2.2 Syntaktická analýza
AST je vytvo°en pomocí spolupráce lexikální a syntaktické analýzy implementované v extér-
ním modulu pycparser, zaloºeném na PLY (viz 3.1), který byl zvolen jako vhodný nástroj
pro implementaci p°ední £ásti p°eklada£e. Vstupem syntaktického analyzátoru je kód zpra-
covaný preprocesorem napsaný v jazyce C a výstupem je pak abstraktní syntaktický strom.
Jediným omezením tohoto modulu je zpracování chyb, kdy p°i první syntaktického chyb¥
nenastane zotavení zp¥t do procesu syntaktické analýzy, ale tvorba stromu se ukon£í.
Vzhledem k tomu byl modul upraven pro pot°eby p°eklada£e a sémantické analýzy. První
zm¥nou bylo vlastní zpracování chybových hlá²ení za pomoci modulu ErrorManager, sesku-
pujího v²echny prob¥hlé varování a chyby vzniklé v modulech podílejících se na £innosti
p°ekladu. Dal²í zm¥nou modulu je podpora zna£kování listu deﬁnicí po°adovým £íslem.
V základu totiº pycparser jsou v²echny deﬁnice vyskytující se na jednom °ádku, tedy
nap°íklad int i, j, k;, transformovány do posloupnosti deﬁnicí vyskytujících se na sa-
motných °ádcích. Sou£asn¥ v²ak, p°i deﬁnici strukturovaných typ· a enumerátor·, lze i de-
ﬁnovat prom¥nné t¥chto typ·, £ímº se pro kaºdou takovou prom¥nnou vytvo°í uzel s celou
deﬁnicí jejího typu a vytvo°ením prom¥nné tohoto typu a tím znesnadní sémantickou ana-
lýzu redeﬁnice struktur. Tyto rozbalené deﬁnice jsou tedy ozna£eny postupn¥ generovaným
po°adovým £íslem a umoºní tím detekovat redeﬁnici typu.
5.2.3 Sémantická analýza
Vytvo°ený AST je zpracován pomocí sémantických kontrol, které zahrnují akce typového
systému, implicitní p°etypování, kontrolu toku, vytvo°ení tabulky symbol· a dal²í. Séman-
ticky správný kód, ve form¥ AST, poté m·ºe být p°eveden do vnit°ní reprezentace ve form¥
t°í-adresného kódu. Ve²keré sémantické analýzy jsou realizovány pomocí návrhového vzoru
Visitor. Sémantickou analýzu realizují t°i t°ídy Visitor pro tvorbu tabulky symbol·, ty-
povou analýzu a kontrolu tok·.
Tvorba tabulky symbol·
V prvním kroku sémantické analýzy se pokusí p°eklada£ vytvo°it tabulku symbol· napln¥-
nou v programu deﬁnovanými prom¥nnými. Tabulka symbol· je objektem skládajícím se
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z jednotlivých rozsah·. Rozsah je vytvo°en p°i vstupu do kaºdého sloºeného p°íkazu a deﬁ-
nice t¥la funkce. Implementa£n¥ je uvnit° tabulky pouze odkaz na ko°enový rozsah (globální
rozsah souboru) a poté odkaz na rozsah, ve kterém se práv¥ nacházíme podle pozice kódu
p°i pr·chodu stromem. Tabulka symbol· musí umoº¬ovat vstup do rozsahu p°i°azenému
konkrétnímu bloku kódu a sou£asn¥ jeho opu²t¥ní. Kaºdý rozsah uchovává odkaz na svého
otce, tedy nad°azený rozsah, slovník deklarovaných prom¥nných, jmen enumerátor· a poté
také deﬁnovaných uºivatelských typ·.
Prom¥nná je deﬁnovaná rodinou t°íd odvozených od bázové t°ídy Variable, která ob-
sahuje základní informace o prom¥nné, jako je její identiﬁkátor, základní typ (zda se jedná
o pole, ukazatel, strukturu, unii nebo b¥ºné základní typy), konkrétní podtyp (nap°. ukazatel
na integer), inicializa£ní hodnotu a v rámci programového a optimaliza£ního hlediska také
informace o ºivosti a konkrétní hodnot¥. Speciﬁ£t¥j²í t°ídy obsahují konkrétn¥j²í informace
o prom¥nných a dodate£né pomocné metody. Pole uchovává informace o svých dimenzích,
struktury a unie o svých £lenech, ukazatel pak odkazovanou pam¥´. Pro kaºdou prom¥nnou
uchováváme v tabulce také její bliº²í speciﬁkace, jako jsou informace o umíst¥ní (extern
a static a jiných kvaliﬁkátorech, jako jsou nap°íklad p°íznaky const pro vynucení kon-
stantní hodnoty prom¥nné, tedy vynucení nemoºnosti zápisu do prom¥nné a nebo volatile
pro zakázání optimalizací nad danou prom¥nnou).
Tabulka symbol· musí umoº¬ovat p°idávat a získávat prom¥nné zadaného idenﬁtikátoru
z aktuálního rozsahu nebo se dotazovat na existenci konkrétního identiﬁkátoru. V jazyce
C vzniká hierachický strom rozsah·, ve kterém jsou deﬁnované prom¥nné. Pokud není pro-
m¥nná nalezena v aktuálním rozsahu, p°esune se hledání o úrove¬ vý² do otcovského rozsahu,
aº dokud se nenarazí na globální rozsah souboru. Tímto je umoº¬¥no v programech v jazyce
C tzv. p°ekrývání prom¥nných, kdy se prom¥nná o daném identiﬁkátoru m·ºe nacházet
v tabulce symbol· na n¥kolika místech. Výjimkou jsou náv¥²tí, která jsou vºdy deﬁnovány
v globálním rozsahu.
P°i pr·chodu stromem nás zajímají ve²keré uzly obsahující identiﬁkátory a deklarace.
Uzel t°ídy Decl, reprezentující ve²keré deklarace a deﬁnice v programu, je rozcestníkem,
který volá konkrétní metody realizující p°idávání prom¥nných daných typ· do tabulky sym-
bol·. V kaºdém p°ípad¥ se vkládá do tabulky symbol· prom¥nná o speciﬁkovaném identiﬁ-
kátoru a sou£asn¥ se uvnit° tabulky provede ², zda nedochází k redeﬁnici prom¥nné v daném
rozsahu. P°i deklaraci pole, se z °et¥zu uzl· získají informace o jeho dimenzích a jeho typ,
u struktur a unií, které se li²í pouze svým základním typem, se pak získají jejich £lenové,
kte°í se p°idají k prom¥nné do tabulky.
U funkcí se navíc rozli²uje, zda jde o jejich deklaraci nebo jejich deﬁnici, podle £ehoº se
provádí kontrola. Byla-li funkce deklarovaná a probíhá její deﬁnice, pak jsou zkontrolovány,
zda odpovídají parametry a návratová hodnota prototypu a práv¥ deﬁnované funkce. Pokud
se snaºíme znovu deﬁnovat nebo znovu deklarovat funkci stejného jména, je zahlá²ená chyba,
jelikoº tak dochází k redeﬁnici prom¥nné. U funkcní navíc probíhá, v p°ípad¥ p°ítomnosti
speciﬁkátoru inline, kontrola, zda funkce v·bec m·ºe být inlinována. Inline funkce jsou
speciálním typem funkcí s implementa£n¥-speciﬁckým chováním. Jejich hlavním cílem je
zaji²t¥ní efektivn¥j²ího kódu, zejména rozbalením t¥la funkce v míst¥ volání. Vytvo°ený
p°eklada£ inline funkce rozbaluje, ale pouze za p°edpokladu, ºe neobsahují rekursivní volání
sama sebe.
Speciální analýzu si vyºádává funkce pojmenovaná main. Tyto funkce jsou ve v¥t²in¥
C programech po£áte£ním místem provád¥ní programu a mají speciﬁckou hlavi£ku. Main
funkce vºdy vrací celo£iselný výsledek a obsahuje bu¤ ºádné argumenty nebo celo£íselný
po£et argument· z p°íkazové °ádky a pole ukazatel· na typ char uchovávající textovou
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podobu argument·. Toto je p°i této sémantické analýze kontrolováno.
P°i pr·chodu uzlu reprezentujícího identiﬁkátor nebo referenci struktury je provedena
kontrola deﬁnovanosti daného identiﬁkátoru, jména struktury a jejího £lenu. Výjimkou p°i
kontrole jsou náv¥²tí u p°íkaz· goto, které v tuto po£áte£ní chvíli nemohou být zkontrolo-
vány, jelikoº mohou odkazovat na náv¥²ti, deﬁnována pozd¥ji v kódu.
Vý£tový typ, enumerátor, je uvnit° kódu kompatibilní s celo£íselným typem integer.
Norma nespeciﬁkuje ºádnou konkrétní kontrolu prom¥nných typu enum. Uvnit° p°eklada£e
jsou tedy v²echny prom¥nné vý£tového typu p°evedeny na celo£íselné konstanty a je nad
nimi provád¥na stejná typová kontrola jak nad b¥ºnými prom¥nnými.
Kontrola programového toku
Dal²í krokem sémantické analýzy je kontrola toku, která ov¥°uje správnou pozici p°íkaz·
return, case, default, break a continue. P°i kaºdé náv²t¥v¥ cyklu, p°íkazu switch £i
funkce se pozna£í pozice v kódu. Zkontrolujeme, zda se nacházíme ve správné pozici v kódu,
pokud nikoliv pak zahlásíme chybu.
Dle normy C99 [1] nemusí obsahovat funkce p°íkaz return, nicmén¥ p°i této analýze
je navíc provedeno ov¥°ení ve²kerých tok· informací ve funkci pro zamezení moºných chyb
vzniklých nedbalostí programátora. Pro kaºdý podmín¥ný skok je do seznamu nevyhodnoce-
ných cest p°idán pat°i£ný po£et cest, podle po£tu podmínek. Pokud pak narazíme na p°íkaz
return je podle aktuálního rozsahu ode£ten pat°í£ný po£et cest (záleºí na zano°ení a v¥tvi
v podmínkách). Na konci funkce je poté seznam vyhodnocen a v p°ípad¥, ºe se v kódu
nachází cesty, které nemají p°íkaz return je vypsáno varování, ºe ne v²echny cesty funkce
mají návratový p°íkaz.
Jako vedlej²í ú£inek této sémantické analýzy se u v²ech vytvo°ených náv¥²tí v programu
analyzuje, zda mají v kódu korespondující p°íkaz goto a tato informace se zaznamená do
tabulky symbol·. Nyní je jiº moºno tuto kontrolu provést, jelikoº v²echny náv¥t²í jiº byla
deﬁnována b¥hem tvorby tabulky symbol·. Tato analýza nemá ºádný význam pro sémantiku
programu, ale vyuºije se v dal²ích volitelných fázích p°ekladu p°i optimalizacích.
Typová analýza
Sou£ástí typové analýzy je kontrola typ· výraz·, identiﬁkátor·, po£t· dimenzí polí, re-
alných parametr· a sou£asn¥ i implicitní konverze podle typového systému jazyka C [1].
Programovací jazyk C obsahuje sérii jiº deﬁnovaných typ· a sou£asn¥ umoº¬uje vytvá°et
programátorské vlastní typy. Mezi základní typy pat°í typy z rodiny integer (int, short
int, long int, . . . ) a z rodiny realných £ísel (double, float, . . . ), které souhrn¥ nazýváme
jako aritmetické. Aritmetické typy spole£n¥ s ukazateli nazýváme typy skalárními. P°i ty-
pové analýze se kaºdý element jazyka, který m·ºe mít typ, ozna£í konkrétním typem, který
vznikne vyhodnocením jeho operand·  synovských uzl·.
P°i kaºdé deklaraci se v p°ípad¥ p°ítomnosti inicializa£ního výrazu kontroluje, zda od-
povídá typu deklarované prom¥nné a v p°ípad¥, ºe se jedná o aritmetický typ, provede se
implicitní konverze inicializa£ního výrazu. V p°ípad¥ polí se navíc kontroluje typ výrazu p°i
deﬁnování dimenzí, které musí být typu z rodiny integer. Potom p°i samotné referenci pole
musí mít pouºitý index celo£íselný typ a sou£asn¥ se i testuje, v prípad¥, ºe meze polí ²ly
vy£íslit, zda se neindexuje mimo pole.
U binárních operací se kontrolují oba operandy a podle moºností se provede implicitní
p°etypování operand· a získá se výsledný typ. Podobn¥ je to i u unárních operací, kde se
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kontroluje jejich jediný operand. Pro binární i unární operace platí následující sémantika
a typové omezení:
• Bitové operace (&, ^, |, ~, , )  oba operandy musí mít typ z rodiny integer,
výsledek bitové operace je typu integer
• Modulo (%)  levý operand operace modulo musí být typem aritmetickým a pravý
operand musí být integer, neprobíhají zde ºádné implicitní typové konverze. Výsle-
dek je stejného typu jako je levý operand.
• Logické spojky (&&, ||)  oba operandy musí být skalárního typu. Výsledek operace
je typu integer nabývající hodnoty 0 nebo 1.
• Rela£ní operátory rovná se a nerovná se (==, !=)  oba operandy porovnání
musí být bu¤ aritmetického typu, oba ukazateli a nebo jeden z nich ukazatelem a druhý
tzv. null pointer, který je deﬁnován jako nulová konstanta nebo nula p°etypovaná na
prázdný ukazatel (typ void*)3. Výsledek operace je typu integer nabývající hodnoty
0 nebo 1.
• Ostatní rela£ní operátory (>, >=, <, <=, !)  oba operandy rela£ních operací
musí být aritmetického typu nebo oba ukazateli. Výsledek operace je typu integer
nabývající hodnoty 0 nebo 1.
• Aditivní operace (+, ++)  oba operandy musí být aritmetického typu nebo první
ukazatelem a druhý z rodiny integer. Výsledkem operace je první z typ·.
• Substraktivní operace (−, −−)  oba operandy musí být aritmetického typu nebo
první ukazatelem a druhý z rodiny integer. Výsledkem operace je první z typ·.
Alternativn¥ mohou být oba operandy ukazateli, kdy je výsledek operace v typu im-
plementa£n¥ speciﬁckém reprezetující rozdíl mezi dv¥mi ukazateli.
• Multiplikativní operace (*, /)  oba operandy musí být aritmetického typu.
P°i operacích zahrnujících aritmetické typy dochází k implicitnímu p°etypování operand·
a získání výsledného typu operace následujícím zp·sobem: pokud oba operandy mají stejný
datový typ, nedochází k ºádné typové konverzi a výsledkem je spole£ný datový typ. Pokud
jeden z operand· je typu long double, druhý operand je p°etypován a výsledek je rovn¥º
typu long double. Pokud je jeden z operand· typu double, postupujeme stejn¥ jako v p°ed-
chozím p°ípad¥, pouze s typem double. Jinak provedeme stejnou kontrolu pro typ float.
V opa£ném p°ípad¥ se jedná o celo£íselné typy. Pokud oba operandy jsou se znaménkem,
jako výsledek vypo£ítáme nejv¥t²í znaménkový typ integer, který pojme oba rozsahy a ten
bude výsledkem. Pokud jsou oba bezznaménkové, pak vypo£ítáme nejv¥t²í bezznaménkový
3(void *) 0 nebo 0
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celo£íselný typ. Je-li jeden operand bezznaménkového typu a pojme rozsah druhého ope-
randu, pak bude výsledkem tento typ. Stejná kontrola následuje pro znaménkový typ. Pokud
nebyla ani jedna podmínka spln¥na, pak získáme nejv¥t²í moºný bezznaménkový typ, který
by pojal oba rozsahy.
Konverzi typ· zaji²´uje v jazyce C tzv. cast operátor, reprezentovaný názvem typu
v závorkách p°ed p°etypovaným výrazem. Rozli²ujeme dva typy konverzí  explicitní (ty
uvedené programátorem) a implicitní (ty, které provádí sémantický systém p°eklada£e).
Z implementa£ního hlediska znamená implicitní konverze obalení výrazu uzlem Cast. P°i
sémantické analýze se navíc u tohoto uzlu kontroluje, zda je v·bec moºno p°etypovat daný
typ. Mezi p°etypovatelné typy pak pat°í aritmetické typy a ukazatele.
Operatory p°í°azení, inkrement a dekrement vyºadují na levé stran¥ operátoru tzv. lva-
lue, coº je prvek obsahující adresu. Tímto prvkem tedy m·ºe být prom¥nná nebo £len
struktury £i pole, u kterých není speciﬁkován modiﬁkátor const a tedy je moºno do n¥j
zapisovat Konkrétní typy operand· p°i°azení, se poté li²í podle p°íslu²né operace p°i°azení
respektující stejné podmínky jako jejich binární ekvivalenty.
5.3 Optimalizace
Vzhledem k tomu ºe cílová architektura obsahuje jednoduchý 16-bit procesor s omezenou
instruk£ní sadou a pam¥tí, je vhodné mezikód i výsledný kód v pr·b¥hu p°ekladu optimalizo-
vat (p°edev²ím redukovat po£et instrukcí). Protoºe je nutné n¥které binární instrukce °e²it
výrazn¥j²ím po£tem instrukcí cílového procesoru, nabývá výstupní program na velikosti.
Mezi dostupné optimalizace tedy pat°í zejména rozbalení konstant a vyhodnotitelných vý-
raz·, odstran¥ní redundantního kódu a nebo také transformace binárních operací na jejich
sémantické ekvivalenty vyºadující mén¥ instrukcí.
Z hlediska rozsahu lze obecn¥ optimalizace rozd¥lit na globální a lokální. Globální opti-
malizace jsou provád¥ny nad celým vstupním programem v C, zatímco lokální jsou provedeny
v rámci konkrétních blok· kódu. Z implementa£ního hlediska pak m·ºeme rozli²ovat opti-
malizace podle struktury, nad kterou jsou vykonávány  optimalizace AST a optimalizace
vnit°ního t°í-adresného mezikódu.
5.3.1 Optimalizace AST
Ve²keré optimalizace AST jsou realizovány upraveným návrhovým vzorem Visitor [5],
podle struktury popsané v podkapitole 5.2.1, který byl modiﬁkován, aby umoº¬oval na-
vrácení hodnoty a tím i modiﬁkaci stromu. Mezi moºné optimalizace stromu pat°í analýza
konstantích výraz· a jejich rozbalení v stromu a transformace aritmetických výraz· apliko-
váním matematických vztah· a zákon·.
Rozbalení vyhodnotitelných výraz·
První z implementovaných optimalizací je rozbalení a analýza konstantních výraz·. V²echny
operandy binárních a unárních operací jsou testovány na konstanty. Pokud jsou v²echny ope-
randy operace konstantami, je moºné tento výraz vyhodnotit jiº v dob¥ p°ekladu a nahradit
jedinou konstantou vzniklou evaluací operace. Postupným pr·chodem stromu a vyhodnoco-
váním uzl· do hloubky tak dochází k výrazné redukci po£tu uzl· a tím i po£tu pot°ebných
provedených operací ve výsledném kódu.
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Sou£ástí rozbalení konstant je i analýza vyhodnotitelných podmínek °ídicích p°íkaz·
a eliminace mrtvého kódu. Je-li v podmínce konstantní výraz, který lze vyhodnotit jako
pravdivý nebo nepravdivý, pak m·ºeme modiﬁkovat strukturu stromu odstran¥ním n¥kte-
rých uzl·. Cykly s nepravdivou podmínkou na za£átku (For a While) nebudou nikdy vyko-
nány a tudiº mohou být odstran¥ny z výsledného kódu. Oproti tomu cyklus DoWhile je p°i
nepravdivé podmínce nahrazen jedinou posloupností p°íkaz· svého t¥la, která by p°i spu²t¥ní
kódu byla vykonána pouze jednou. Naopak p°i pravdivé podmínce je generováno varování
o moºném nekone£ném cyklu. Tento úkaz nelze povaºovat za chybu, ani nijak odstrantit
z kódu, jelikoº nekone£ný cyklus m·ºe být zastaven z extérního zdroje pomocí p°eru²ení,
zm¥nou volatilních hodnot, nebo p°íkazem break uvnit° t¥la.
U podmín¥ných p°íkaz· analyzujeme v²echny v¥tve. V p°ípad¥ pravdivé podmínky zahr-
neme pouze její t¥lo, jinak odstraníme v²echny nepravdivé £ásti podmín¥ných v¥tví, dokud
nenarazíme na vºdy pravdivou nebo nevydnotitelnou podmínku, kterou musíme v kódu
ponechat. Podobný postup je pouºit pro p°íkaz switch v p°ípad¥, ºe se v jeho podmínce
nachází konstantní výraz. Procházením jeho v¥tví case pak porovnáváme získanou hodnotu
s hodnotou v¥tve a podle rovnosti zahrneme £ástí kódu do výsledku.
U vyhodnotitelných podmínek v²ak m·ºe nastat problém s chybným p°edpokladem, ºe
t¥lo nebude vykonáno. Uvnit° t¥la se m·ºe nacházet náv¥²tí pro v budoucnu proveditelný
skok a tímto ho nem·ºeme odstranit realizováním optimalizace. V pr·b¥hu analýzy tok· se
p°i pr·chodu goto uzlem ozna£í v tabulce symbol· u korespondujícího náv¥²tí, ºe se v t¥le
nachází p°íslu²ná skoková instrukce a nem·ºeme ji proto odstranit.
Transformace aritmetických výraz·
Dal²í sérií optimalizací je transformace aritmetických operací za pomocí aplikace vybra-
ných matematických výraz· a zákon· [2]. Aplikací t¥chto vztah· m·ºeme odstranit £ásti
výraz· nebo je transformovat na jiný výraz o stejné sémantice, av²ak vyºadující men²í po£et
operací. Mezi tyto vztahy pak pat°í nap°íklad zákony Boolovy algebry. Jinou transformací
je pak nahrazení násobení a d¥lení mocninami £ísla dv¥ za bitový posun doleva a nebo
doprava o odmocninu z d¥litele/násobitele. Posuny jsou ve výsledku instruk£n¥ mén¥ ná-
ro£nou operací a výrazn¥ se projeví na výsledném po£tu instrukcí assembleru. Tato rodina
optimalizací také zahrnuje r·zné b¥ºné vztahy, které nebudeme podrobn¥ zmi¬ovat, jedná
se nap°íklad o násobení jedni£kou, p°i£ítání nuly a podobné neutrální operace, které mohou
být nahrazeny jediným operandem.
Distributivita: (x ∨ y) ∧ (x ∨ z) = x ∨ (y ∧ z) (x ∧ y) ∨ (x ∧ z) = x ∧ (y ∨ z)
Neutralita: x ∨ 0 = x x ∧ 1 = x
Komplementarita: x ∨ ¬x = 1 x ∧ ¬x = 0
Absorbce: x ∨ (x ∧ y) = x x ∧ (x ∨ y) = x
Agresivita: x ∨ 0 = x x ∧ 1 = x
Idempotence: x ∨ x = x x ∧ x = x
Absorbce negace: x ∨ (¬x ∧ y) = x ∨ y x ∧ (¬x ∨ y) = x ∧ y
Dvojitá negace: ¬(¬x) = x
De Morganovy zákony: ¬x ∧ ¬y = ¬(x ∨ y) ¬x ∨ ¬y = ¬(x ∧ y)
Transformace násobení: x ∗ 2y = x << y
Transformace d¥lení: x/2y = x >> y
Tabulka 5.2: Vybrané matematické vlastnosti, vztahy a zákony aplikované p°i optimalizaci
kódu [2]
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5.3.2 Optimalizace Mezikódu
Samotnému procesu optimalizace mezikódu p°edchází statická analýza vstupního kódu 
vytvo°ení a napln¥ní tabulek základních blok·. Základním blokem chápeme posloupnost
p°íkaz·, které se provedou vºdy v²echny nebo ºádný z nich. Z pohledu kódu je blok ur£en tzv.
vedoucím, coº je první p°íkaz základního bloku, a posloupností p°íkaz· aº do výskytu dal²ího
vedoucího. Vedoucím je pak úpln¥ první p°íkaz programu, náv¥²tí a p°íkaz následovaný za
skokem goto. Tabulka základních blok· sestává z °ádk·, které zahrnují p°íslu²ící instrukci
a informace o aktuálních stavech prom¥nných a jejich dal²í pouºití v kódu. Z pohledu stavu
je prom¥nná ºivá nebo mrtvá, kde úmrtím prom¥nné rozumíme, ºe v blízké dob¥ bude její
hodnota p°epsána p°i°azovacím p°íkazem.
Pro pot°eby této struktury je nutno roz²í°it uloºené informace v tabulce symbol· o stav
prom¥nné a její dal²í pouºití. P°ed samotným vypln¥ním provedeme inicializaci tabulky,
nastavením dal²ích pouºití prom¥nných na None, stav programátorských prom¥nných (de-
ﬁnované uºivatelem) na ºivé a stav do£asných prom¥nných na mrtvé. adek tabulky pak
vypl¬ujeme pozpátku od její poslední p°íslu²ící instrukce. Pro kaºdou instrukci provedeme
kontrolu pouºitých operand·, z tabulky získáme jejich stavy a dal²í pouºití. Následn¥ ak-
tualizujeme informace v tabulce symbol·. Operandy, do kterých ukládáme výsledek, jsou
operací usmrceny a dal²í pouºití nastaveno na None, zbylé operandy jsou naopak ºivé. Dal²í
pouºití operand· je nastaveno na £íslo °ádku aktuáln¥ zpracovávané instrukce.
Identiﬁkace duplikátních výraz·
V kódu se mohou vyskytovat opakující se operace, které p°i vysoké náro£nosti na po£et
°ádk·, mohou výrazn¥ zv¥t²it velikost výsledného kódu. V rámci základního bloku analyzu-
jeme v²echny operace. Kaºdou operaci, která se v kódu vyskytuje více neº jednou a této ope-
raci nep°edchází p°i°azovací instrukce, která by p°epsala její p°edchozí hodnotu, vyjmeme,
vytvo°íme pro ni nové pam¥´ové místo a výpo£et operace vloºíme na za£átek základního
bloku (pokud je první instrukcí náv¥²tí skoku, pak za toto náv¥²tí). V²echny opakující se
operace takto výjmeme a nahradíme prom¥nné získávající tento výsledek. Základní blok
takto opakovan¥ analyzujeme dokud jsou vyjímatelné operace.
Odstran¥ní redundantního kódu
Jednoduchá optimalizace odstra¬ující instrukce a £ásti kódu, které nemají ºádný význam
a provád¥jí redundantní akce. V tuto chvíli p°edpokládáme, ºe byly provedeny p°edchozí op-
timalizace a byl odstran¥n maximální po£et konstantních výraz·. První redukcí je odstran¥ní
p°i°azení sama sebe (x = x), který m·ºe v kódu vzniknout práv¥ v d·sledku p°edchozích
optimalizací a nemá pro výsledek ºádný význam. Dal²ími redundantními instrukcemi jsou
instrukce mezikódu NoOperation a náv¥²tí bez p°íslu²né skokové instrukce.
5.4 Generování mezikódu
Jako mezikód p°eklada£e jsem zvolil t°í-adresný kód, p°i kterém instrukce sestává z prová-
d¥né operace, a t°ech adres  levého a pravého operandu a adresy výsledku. Z této generické
instrukce jsou poté odvozeny konkrétní opera£ní instrukce, mezi které pat°í binární a unární
instrukce, podmín¥ný a nepodmín¥ný skok, volání a návrat z podprogramu, instrukce p°e-
sunu a práce s ukazateli a indexací polí.
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Generování mezikódu je op¥t provád¥no pomocí návrhového vzoru Visitor. Pro kaºdý
nav²tívený uzel jsou generovány odpovídající instrukce mezikódu. Pro ukládání do£asných
prom¥nných v programu, tedy neprogramátorských prom¥nných, které se budou nacházet
p°i provád¥ní v registrech nebo na zásobníku, se generuji v tabulce symbol· do£asná uloºi²t¥
podle vyhodnoceného typu uzlu b¥hem sémantické typové analýzy. Kaºdý uzel p°edstavující
výraz je ozna£en náleºející prom¥nnou v tabulce symbol· a odkaz na tuto prom¥nnou je
uloºen v generované instrukci.
B¥hem pr·chodu a generování instrukcí je nutno uchovat n¥kolik náv¥²tí v £lenských
prom¥nných a to p°edev²ím náv¥²tí vzniklé p°i generování °ídících p°íkaz·. Je nutno ucho-
vat náv¥²tí pro p°íkazy break a continue, aby bylo moºné vygenerovat p°íkaz nepodmín¥-
ného skoku p°i pr·chodu p°íslu²ným uzlem. Sou£asn¥ je nutno si pozna£it °ídící prom¥nnou
switch p°íkaz·, aby bylo moºné generovat mezikód pro porovnání hodnoty case s touto
°ídící prom¥nnou a konec podmín¥ného p°íkazu if pro jeho dal²í podmínky. Jelikoº jazyk
C umoº¬uje libovolné zano°ení °ídících p°íkaz· musí být tyto informace uloºeny v struktu°e
typu zásobník a podle zano°ení pouºít p°íslu²né náv¥²tí nebo prom¥nnou.
5.4.1 Zpracování polí
Jazyk C umoº¬uje vytvo°ení multidimenzionálních polí, v cílovém assembleru v²ak není
ºádná speciﬁcká podpora pro tyto typy a je tedy nutné ve²keré vícedimenzionální informace
p°evést do jediného rozsahu, jedné dimenze. Pro tyto pot°eby existuje mapovací funkce (5.1),
která zaji²´uje konverzi vícedimenzionálního prostoru do jediného rozsahu. Pole budeme
ukládat v pam¥ti po °ádcích, tedy rychlost zm¥ny index· se zvy²uje z leva do prava. Samotné
mapování pak probíhá podle jednoduché my²lenky  pro kaºdou dimenzi si vypo£ítáme, kolik
prvk· ve vy²²ích dimenzích je jiº obsazených, násobením velikostí vy²²ích dimenzí indexem,
ke kterému v poli práv¥ p°istupujeme. Výpo£et provedeme pro kaºdý index a kaºdou dimenzi
a následnou sumou v²ech násobk· získáme náleºející index z jediné dimenze (5.2).
B[i1, i2, . . . in]→ A[f(i1, i2, . . . in)] (5.1)
f(i1, i2, . . . in) =
n∑
k=1
(Dk ∗ ik) (5.2)
Dk =
n∏
l=k+1
(Dl) (5.3)
Tento zmi¬ovaný zp·sob v²ak platí jen pro indexaci pole pouze za pomocí konstant,
to tedy znamená, ºe vytvo°ení jednodimenzionálního indexu je realizovatelné jiº b¥hem
p°ekladu. V p°ípad¥ pouºití výraz· nebo prom¥nných pro indexaci pole proto musíme im-
plementovat mapovací funkci sami instrukcemi mezikódu. Pro minimalizaci výsledného kódu
sou£asn¥ o²et°íme speciální p°ípad jednodimenzionálního pole, kdy nemá smysl pouºít jaké-
koliv mapování. V tomto p°ípad¥ bude operandem indexace prom¥nná z tabulky symbol·
(indexace identiﬁkátorem) nebo do£asná prom¥nná uchovávající výsledek výpo£tu výrazu
pouºitého pro indexaci.
P°i multidimenzionální indexaci pak vypo£teme výsledný index za pomoci instrukcí ná-
sobení a s£ítání. Kaºdý výraz (prom¥nná z tabulky symbol·, konstanta, výsledek výpo£tu
výrazu) p°islu²ící dimenze indexu vynásobíme koeﬁcientem dimenze (5.3) a p°ipo£teme k do-
£asné prom¥nné, ve které uchováváme výsledek mapovací funkce. Tímto vytvo°íme °et¥zec
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násobení a s£ítání postupující p°esn¥ podle vzorce pro vytvo°ení mapovací funkce (5.2), kdy
do£asná prom¥nná uchovávající výsledek se stane operandem pro indexaci pole.
Po získání operandu s indexem následuje vytvo°ení instrukce indexace. Celkov¥ rozli²u-
jeme t°i typy indexací polí, podle jejich výskytu v kódu  p°ímé p°i°azení hodnoty na daném
indexu pole do tzv. lvalue4, p°i°azení hodnoty z pam¥ti nebo registru na daný index pole
a nebo uloºení hodnoty z pole do do£asné prom¥nné. První dva výskyty jsou generovány
z £lenského uzlu AST t°ídy Assignment (p°i°azení) a t°etí typ je vyuºit ve v²ech ostatních
binárních a unárních výrazech.
5.4.2 Volání funkcí
S p°íchodem normy C99 byly do jazyka C zavedeny tzv. inline funkce [1]. Inline funkce
se zpravidla sémanticky chová tak, jako kdyby v míst¥ jejího volání bylo vloºeno její t¥lo
s deﬁnovanými prom¥nnými, kterým byly p°i°azeny hodnoty získané z funk£ních argument·.
Toto chování v²ak není vynuceno normou a p°eklada£e nejsou povinny rozbalení t¥la funkce
provést. Navrºený p°eklada£ v²echny inline funkce rozbalí, pokud neobsahují volání sama
sebe, ergo vlastní rekursi. P°i deﬁnování inline funkce získáme posloupnost instrukcí jejího
t¥la, kterou p°i°adíme prom¥nné funkce v tabulce symbolu. V p°ípad¥ b¥ºných funkcí se
funk£ní t¥lo umístí do kódu s náv¥²tím pro skok. Sou£asn¥ se, v p°ípad¥, ºe poslední instrukcí
není p°íkaz return, vygeneruje prázdný návrat z funkce (return ;). Instrukce t¥la main
funkce, se speciální sémantikou, jsou umíst¥ny vºdy na zá£átek seznamu instrukcí, aby po
zahájení programu byly vykonány jako první. Uºivatelské funkce se tak nachází na konci.
P°i volání funkce se z tabulky symbolu se v p°ípad¥, ºe se nejedná o inline funkci, vygene-
ruje podle návratového typu prom¥nné instrukce bu¤ volání procedury nebo volání funkce.
V opa£ném p°ípad¥ zahrneme instrukce funk£ního t¥la do výsledného kódu. Problémem
je v²ak p°ekrývání prom¥nných a sou£asn¥ také n¥kolikanásobné volání funkce v programu,
proto musíme nejprve zpracovat a transformovat v²echny jeho instrukce, tak aby mohly exis-
tovat v jediném rozsahu s unikátními jmény. To provedeme p°idáním preﬁxu prom¥nným
podle jména volané funkce a po°adového £ísla jejího volání.
Speciální transformace je provedena nad instrukcí mezikódu RoutineReturn reprezentu-
jící návrat z podprogramu. V kódu z nefunk£ního rozsahu se tato instrukce nesmí vyskytovat
a i v p°ípad¥ funkce by tato instrukce neodpovídala sémantice návratu z rutiny. Proto, po-
dobn¥ jako u polí, rozli²ujeme mezi t°emi moºnými vyskyty funkce  v prvním p°ípad¥, m·ºe
existovat funkce voln¥ v kódu, aniº bychom vyzvedli a uloºili její návratovou hodnotu do
ur£ité prom¥nné, alternativn¥ m·ºeme její návratovou hodnotu zachytit do prom¥nné v pa-
m¥ti a nebo se m·ºe volání funkce vyskytovat v binárním nebo unárním výrazu (v tomto
p°ípadu, zachytíme výsledek do do£asné prom¥nné).
Ve v²ech p°ípadech musíme vygenerovat instrukci nepodmín¥ného skoku na náv¥²tí na
konci t¥la funkce symbolizující ukon£ení provád¥ní podprogramu. V posledních dvou zmi-
¬ovaných p°ipadech v²ak je²t¥ musíme nejprve zachytit návratovou hodnotu do do£asné
prom¥nné nebo do pam¥ti pomocí instrukce CopyOperation pro kopii mezi pam¥tí, registry
nebo pam¥tí a registrem.
P°ed p°ipojením seznamu transformovaných instrukcí zpracujeme reálné parametery vo-
lání inline funkce. Extrahujeme z uzlu reálné argumenty a pro kaºdý parametr inline funkce
pak vytvo°íme instrukci mezikódu pro p°esun dat (CopyOperation) mezi reálnou hodnotou
parametru a p°id¥leným pam¥´ovým místem parametru funkce. Prakticky bychom mohli
4l-value rozumíme bu¬ku, prom¥nnou, mající p°i°azenou adresu a s umoº¬eným zápisem
27
zanedbat nepouºité parametry v t¥le inline funkce a negenerovat pro n¥ inicializa£ní in-
strukce, nicmén¥ výsledný program by nemusel být semanticky ekvivalentní s výsledným
assemblerem. Proto generujeme tyto instrukce pro v²echny parametry funkce.
5.4.3 Strukturované a ukazatelové typy
Podobn¥ jako u polí a funkcí, i u ukazatel· rozli²ujeme instrukce podle sm¥ru toku dat
do/z ukazatel· a podle typu druhého ú£astnícího se operandu (do£asná prom¥nná v regis-
trech nebo zásobníku versus programátorská prom¥nná v pam¥ti). Sou£asn¥ existují dva
typy unárních operací spojených s ukazatelovými typy  operátor dereference * pro získání
hodnoty uloºené na adrese obsaºenou ukazatelem a operátor reference & pro získání ad-
resy operandu. Ve spojení se sm¥rem toku pak m·ºeme rozd¥lit ukazatelové instrukce typu
AddressPointer na kopírování do ukazatele, kopírování z ukazatele do pam¥ti a z ukazatele
do registru a nahrání adresy do registru nebo pam¥ti. P°ed samotným vytvo°ením ukazate-
lové instrukce a jejím následným p°ipojením je v²ak nutné získat úrove¬ dereference, jelikoº
operátory dereference mohou být do sebe libovoln¥krát vno°ené.
U strukturovaných typ· (struktur a unií) je v p°ípad¥ reference jejich £len· vytvo°ena
nová prom¥nná reprezentující tento £len (za p°edpokladu, ºe jiº nebyla vytvo°ena jinou
referencí). Jméno této prom¥nné je vytvo°eno spojením identiﬁkátoru struktury spole£n¥
s názvem odkazovaného £lena.
5.5 Generování cílového kódu
Poslední fází p°ekladu je generování cílového kódu v jazyce Assembler. V této fázi se po-
stupn¥ generuje výstupní soubor z posloupnosti instrukcí voliteln¥ optimalizovaného mezi-
kódu. Jsou dva moºné zp·soby, jak generovat cílový kód, tzv. slepé a kontextové generování.
První z nich pro kaºdou instrukci mezikódu, podle typu operand·, generuje ²ablonov¥
posloupnost instrukcí assembleru. Registry jsou operacím p°i°azovány cyklicky rovnom¥rn¥,
za p°edpokladu, ºe se nejedná o mezivýsledek, který je pak uloºený v n¥kterém z registr·
nebo na zásobníku, který musíme pak lokalizovat.
Alternativou tomuto generování je kontextové generování, které nep°ijímá pouhou po-
sloupnost instrukcí, ale vyºaduje vytvo°enou tabulku základních blok·, podle kterých gene-
ruje cílový kód. P°i tomto generování je kladen d·raz na uchování prom¥nných v registrech
co nejdel²í dobu, za p°edpokladu, ºe budou v blízké dob¥ znovu pouºity. Tím jsou u²et°eny
zbyte£né instrukce p°esun· mezi pam¥tí a registry. Kontextové generování vychází z postup·
vyu£ovaných v p°edm¥tu IFJ5 a uvedených ve zdroji [3]. Oba zp·soby byly implementovány
a lze je v p°eklada£i zvolit pomocí parametr·.
Procesu generování cílového kódu p°edchází normalizování tabulky symbol· do jediného
rozsahu. V rámci sémantické analýzy bylo nutné £lenit deﬁnované prom¥nné do pat°i£ných
rozsah· podle zano°ení, jelikoº prom¥nné o stejném identiﬁkátoru mohly být v rámci dvou
rozsah· p°ekryty a bez problému existovat. Generovaný kód assembleru v²ak existuje pouze
v jediném rozsahu a proto je nutné napln¥nou tabulku do n¥j p°evést p°ejmenováním dupli-
kát· na unikátní jména.
Oba zp·soby generování vyºadují n¥kolik pomocných strukturu. První z nich, vyuºí-
vaná pouze pro kontextové generování, je tabulka základních blok· napln¥ná informacemi
o stavu prom¥nných (ºivá vs. mrtvá prom¥nná) a také o dal²ím pouºití prom¥nných v rámci
5Formální jazyky a p°eklada£e
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základního bloku. Dal²í strukturou je tabulka registr·, ve které se nachází informace o stavu
registr·  zda je registr volný, reservovaný nebo obsazen a v p°ípad¥ obsazení je zde uvedena
uloºená prom¥nná. Hlavní metodou této tabulky je získání registru vyuºitého v konkrétní
operaci. Implementace této metody se pak li²í podle pouºitého zp·sobu generování  bu¤ se
registr získá cyklicky nebo pomocí sloºit¥j²ího kontextového algoritmu. Poslední pomocnou
strukturou je tabulka adres, ve které jsou uloºeny detailní informace o uloºení prom¥nných 
zda se nachází prom¥nná v pam¥ti, nikde nebo v registru a v kterém registru, nebo na které
adrese se nachází.
5.5.1 Porovnání slepého a kontextového generování
Ve výchozím nastavení probíhá generování cílového kódu pomocí jednoduchých ²ablon, bez
ºádné znalosti kontextu. Jedná se o tzv. slepé generování. P°i tomto zp·sobu se generují
zbyte£né informace p°esun· mezi pam¥tí a registry a p°edev²ím instrukce spojené s jejich
reºií. To jsou nap°íklad uloºení do£asných výsledk· do pam¥ti do simulovaného zásobníku,
pro uchování mezivýsledk·, které budou pouºity pozd¥ji. Kaºdé takové uloºení a získání
hodnoty ze zásobníku vyºaduje zhruba £ty°i instrukce. P°i slepém generování tak získáme
mnoho °ádk·, které by mohly být odstran¥ny.
Odpov¥dí na neefektivní generování je kontextové generování, vycházející z postup· uve-
dených v [3]. Samotnému kontextovému generování p°edchází vytvo°ení a napln¥ní tabulky
základních blok·. Po provedení statické analýzy m·ºeme generovat cílový kód. Hlavní rozdíl
od slepého generování je ve zp·sobu získání registru pro operand v operaci.
P°i slepém generování se p°id¥lovaly registry cyklicky podle dostupnosti. Zde v²ak po-
stupujeme odli²n¥. Pokud prom¥nná, pro kterou hledáme registr pro uloºení, se jiº v registru
nachází a nemusí být nahrána z pam¥ti, vrátíme tento registr. Jinak pokud existuje volný
registr, tak vrátíme první z volných. Pokud není ºádný registr volný, pak musíme vyuºit
n¥který ze zapln¥ných. Zde p°ichází na °adu tabulka základních blok· a výsledky p°edchozí
statické analýzy. Vybereme registr v n¥mº je prom¥nná, která je pouºitá nejpozd¥jí, nebo
je mrtvá. U kaºdé prom¥nné v základním bloku máme informace o jejím dal²ím pouºití,
vrátíme tedy registr té prom¥nné, která má nejvy²²í £íslo °ádku, na které bude pouºita.
Tímto udrºujeme prom¥nné, které budou v blízké dob¥ pouºity v registrech a nemusíme tak
generovat instrukce p°esunu do pam¥ti nebo uloºení mezivýsledk· na zásobník.
P°edtím neº poskytneme registr pro nahrání nového operandu musíme uloºit p°edchozí
obsah registru. Generujeme tak bu¤ instrukci pro uloºení do pam¥ti nebo uloºení na zásob-
ník. Aktualizujeme tabulku registr· a tabulku adres podle zm¥n¥ných údaj·. U instrukcí,
které mohou uloºit výsledek do stejného registru, jako je jeden z operand· (nap°. s£ítání,
od£ítání a bitové posuny), pouºijeme pro výsledek tento registr, £ímº u²et°íme jeden registr.
5.5.2 Základní speciﬁkace výstupního souboru
Výstupní soubor assembleru lze roz£lenit do n¥kolika £ástí. Hlavní smy£ka programu je ur-
£ená t¥lem funkce main, která je reprezentována po£áte£ním náv¥²tím a speciální funk£ní
sémantikou. P°íkazy návratu z rutiny jsou totiº p°ekládány na instrukci zastavení provád¥ní
halt. Za hlavní £ástí kódu pak následují t¥la uºivatelských funkcí, deﬁnované prom¥nné
a systémov¥ deﬁnované prom¥nné. Jelikoº cílový procesor podporuje pouze jeden typ dat 
celo£íselných int  jsou v²echny prom¥nné deﬁnovány pomocí assemblerovské direktivy db.
P°i deﬁnici struktur jsou pak deﬁnovány v²echny její £lenské prom¥nné s preﬁxem ur£eným
názvem prom¥nné struktury. Podobn¥ se p°i deﬁnování pole ur£í po£áte£ní náv¥²tí a poté
jsou podle jeho velikosti pouºity instrukce db. Na konci pam¥ti se pak nachází t°i pomocné
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systémové prom¥nné  ph pomocná prom¥nná pro práci s n¥kolikanásobnou dereferencí uka-
zatel·, sp ukazatel na vrcholek simulovaného zásobníku a pak stack, jeº reprezentuje místo
v pam¥ti pro simulaci zásobníku. Cílová architektura v základu neobsahuje hardwarový zá-
sobník, proto pro realizaci sloºit¥j²ích £ástí jazyka C (funkce) bylo nutné tento zásobník
simulovat v pam¥ti za pomocí ukazatele.
Inicializa£ní hodnoty prom¥nných jsou jiº zpracovány b¥hem tvorby instrukcí mezikódu.
U polí je implementováno pouze základní inicializování p°es vý£et hodnot, zbytek hodnot
je inicializován na nulu. U struktur m·ºeme inicializovat konkrétní £leny struktury. V p°e-
klada£i není p°ímo implementováno chování prom¥nné s nedeﬁnovanou hodnotou. V²echny
prom¥nné jsou totiº v p°ípad¥ chyb¥jící inicializace nastaveny na nulovou hodnotu.
5.5.3 Implementace aritmetických a rela£ních instrukcí
Mezi jedno z omezení cílové architektury (viz podkapitola 4.3) pat°í práv¥ minimální in-
struk£ní sada poskytující v základní verzi pouze s£ítání a p°esun dvojkového dopl¬ku hod-
noty uloºené v registru. P°i implementaci ²irokého repertoáru operací jazyka C je tedy nutno
improvizovat a pouºit alternativních algoritm· pro jejich implementaci.
U v²ech instrukcí (binárních, unárních) musíme vºdy ve v²ech p°ípadech na£íst hodnoty
v²ech operand· do registr· a získat registr pro uloºení výsledku. Z hlediska lokací a typ·
operand· rozli²ujeme £ty°i moºnosti na£ítání operand·. Pokud je operandem konstanta,
provedeme nahrání její hexadecimální hodnoty (s kterou pracuje výstupní assembler) po-
mocí assemblerovské instrukce mload. Dal²ími p°ípady jsou neprogramátorské prom¥nné
uchovávající do£asné výsledky, které se mohou nacházet bu¤ v registru, který pro operand
lokalizujeme, nebo (nap°íklad v p°ípad¥ výsledku ternárního operátoru), se mohou nacházet
na zásobníku (v na²em p°ípad¥ simulovaném zásobníku). Posledním typem jsou programá-
torské prom¥nné, které na£teme z pam¥ti.
P°i s£ítání si vysta£íme pouze s instrukcí add, u od£ítání musíme nejprve provést negaci
operandu na jeho dvojkový dopln¥k a následn¥ provést sou£et operand·.
Sémantika logických spojek konjunkce a (&&) a disjunkce nebo (||) vrací jako vý-
sledek první z operací logickou pravdu, pokud oba operandy jsou pravdivé, druhá z ope-
rací, pokud alespo¬ jeden z operandu je pravdivý. P°i implementaci konjunkce vycházíme
z p°edpokladu, ºe výsledek je nepravdivý. Poté testujeme oba operandy na nulu (tedy na
nepravdu), a v p°ípad¥ úsp¥chu podmínky sko£íme na náv¥²tí reprezentující konec instrukce.
Pokud není ani jeden z podmín¥ných skok· proveden, coº znamená, ºe oba operandy byly
pravdivé, provedeme inkrementaci výsledku o jedna a tím získáme jako výsledek pravdu.
U logické disjunkce postupujeme podle stejné logiky, s tím rozdílem, ºe na po£átku p°ed-
pokládáme, ºe výsledek je pravdivý a oba operandy testujeme na nenulovou hodnotu pro
potvrzení na²eho p°edpokladu. Pokud nebyl ná² p°edpoklad potvrzen, výsledek dekremen-
tujeme o jedna a tím získáme nulovou hodnotu jako logickou nepravdu.
U rela£ních operací, rovná se, nerovná se, v¥t²í, v¥t²í rovno, men²í a men²í rovno vy-
uºíváme substrakce dvou vstupujících operand· a následné porovnání výsledku na nulu,
kladné £i záporné £íslo. I u t¥chto operací vycházíme z p°edpokladu o výsledku, který podle
úsp¥²ných podmínek upravíme na pravdu nebo p°ípadn¥ nepravdu. U £istého porovnání
dvou hodnot po ode£tení operand· testujeme výsledek na nulu. Pokud je nulou tak prvotní
p°epoklad platí (nepravda pro nerovná se a pravda pro rovná se), v opa£ném p°ípad¥ vý-
sledek inkrementujeme nebo dekrementujeme, tedy negujeme. U zbylých £ty°ech rela£ních
operátoru p°edpokládáme na za£átku kódu instrukce výsledek jako pravdivý a po ode£tení
operand· testujeme v p°ípad¥ operace men²í neº pomocí instrukce brneg (výsledek ode£tení
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je negativní, ergo je první operand men²í) a v p°ípad¥ operace v¥t²í neº pomocí instrukce
brpos (výsledek ode£tení je positivní, ergo je první operand v¥t²í). V p°ípad¥ nespln¥ní
podmínek skoku je primární p°edpokládaný výsledek dekrementován na nulu.
Jednou z problémových partií aritmetických operací jsou bitové operace. Cílová in-
struk£ní sada v základní verzi neobsahuje ºádné instrukce pro manipulaci s konkrétními bity.
Bitové instrukce je tedy nutno implementovat pomocí po£ítaných cykl· s pevným po£tem
iterací podle po£tu bit· v datovém typu operandu (zde se jedná o celo£íselnou aritmetiku
integer·, tedy se jedná o 16 bit·).
V²echny operace vycházejí z obecného algoritmu 1. Posun bit· v operandu o jedno místo
doleva je realizován nasobením operandu dv¥ma, tedy se£tením operandu sama se sebou
a jeho následné uloºení stejného uloºi²t¥. Poté podle konkrétní operace provedeme testo-
vání operandu, zda je záporný, nulový nebo kladný. Záporné operandy jsou reprezentovány
jedni£kou na nejlev¥j²ím bit· v operandu, testováním na zápornost operandu tedy testu-
jeme výskyt jedni£ky na nejlev¥j²ím bitu operandu. Posouváním operandu doleva postupn¥
otestujeme v²echny bity operand· a tvo°íme výsledek p°i£ítáním jedni£ky k výsledku a jeho
posouvání doleva, podle vyhodnocených podmínek pro jednotlivé operace, kdy konjunkci
náleºí podmínka (5.5), disjunkci (5.6) a inklusivní disjunkci (5.4) (funkce práv¥ jeden z bit·
je jedni£kou).
(A < 0 ∧B ≥ 0) ∨ (A ≥ 0 ∧B < 0) (5.4)
(A < 0) ∧ (B < 0) (5.5)
(A < 0) ∨ (B < 0) (5.6)
Algoritmus 1: Generický algoritmus pro implementaci binárních bitových operací za
pouºití s£ítání a skok·
Input: Operand a a b, operace op, kde op ∈ (|,&,^)
Output: Výsledek operace result = a op b, kde op ∈ (|,&,^)
result = 0
for i = 1 to pocet_bitu_operandu do
result += result
if vyhodnocení podmínek operace then
result++
end
a += a
b += b
end for
Protoºe cílový procesor neobsahuje hardwarovou násobi£ku ani d¥li£ku, musíme operace
násobení a d¥lení °e²it softwarov¥ pomocí alternativních algoritm·. Pro násobení vyuºijeme
algoritmus 2 skládající se pouze z jednoho cyklu, testování nejprav¥j²ího bitu operandu
a posun· doleva a doprava. Jelikoº procesor neobsahuje ani testovaní konkrétních bit·,
musíme testování nejprav¥j²ího bitu realizovat jiným zp·sobem. Nejjednodu²ím postupem
je odstranit nejprav¥j²í bit posunem doprava a následn¥ se návratit o zp¥t o jeden bit
doleva a ode£íst od p·vodního operandu. Pokud výsledek je nenulový, pak nejlev¥j²í bit
byl jedni£kou a podmínka tímto byla spln¥na. Takto procházíme první operand po bitech
a p°i£ítáme postupn¥ posouvaný druhý operand k výsledku.
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Algoritmus 2: Softwarové násobení dvou celo£iselných operand·
Input: initelé a a b
Output: Sou£in £initel·
result = 0
while b != 0 do
if b % 2 == 1 then
result += a
end
a = 1
b = 1
end
V¥t²í problém nastává se softwarovým d¥lením a operací modulo (zbytek po d¥lení).
Existuje °ada algoritm· pro jeho realizaci, nicmén¥ jejich p°epis do instrukcí assembleru
sestává z velkého po£tu instrukcí a proto bylo nutné vybrat algoritmus s optimálním výsled-
ným po£tem instrukcí. Algoritmy pro celo£íselné d¥lení se znaménkem nejsou moc efektivní
a sou£asn¥ pro n¥ neexistují dostate£né prost°edky na cílové architektu°e, proto je vhodn¥j²í
pouºít d¥lení bez znaménka. Samotnému d¥lení p°edchází úprava operand· získáním jejich
absolutní hodnoty, tedy odstran¥ní znaménka.
Jako algoritmus d¥lení byla zvolena metoda Shift double word divident method [12] (viz
algoritmus 3) pro výpo£et podílu a zbytku po d¥lení. Tento algoritmus je pln¥ realizova-
telný s dostupnou instruk£ní sadou a sou£asn¥ je implementovatelný malým po£tem in-
strukcí. Podle realizované operace (d¥lení nebo modulo) je pak podle znamének po£áte£ních
operand· upraven výsledek na záporný nebo kladný. Spole£n¥ s po£áte£ní a koncovou úpra-
vou výsledk· a operand· sestává podle zvolené operace p°i slepém generování cílový kód
v assembleru ze 33 instrukcí u d¥lení a 37 u modula.
Samotný algoritmus d¥lení zarovná d¥lence do dvou slova (reprezentované dv¥ma pro-
m¥nnými v registrech (r, q), kdy v r získáme ve výsledku zbytek po d¥lení a v q podíl) a poté
provádíme podle po£tu bit· operand· v iteracích testování, ode£tení a posunutí. Kaºdou
iterací tak získáme jeden bit výsledku.
Algoritmus 3: Softwarové d¥lení dvou bezznaménkových celo£iselných operand· me-
todou Shift double word dividend
Input: D¥lenec x a d¥litel y
Output: Podíl operand· q, zbytek po d¥lení r
r = 0, q = x, i = po£et_bit·
while i != 0 do
r += r + (q / 2pocet_bitu−1)
q += q
if r >= y then
r -= y
y += 1
end
i -= 1
end
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5.5.4 Práce s poli v assembleru
Jak jiº bylo zmín¥no v 5.5.2, pole je reprezentováno posloupností hodnot v pam¥ti uspo°á-
dané do jediné dimenze. Práce s poli pak probíhá s vyuºitím pomocné prom¥nné v pam¥ti
pointer_helper pro získání a nebo uloºení hodnoty. Z generování mezikódu rozli²ujeme t°i
typy sm¥ru toku mezi pam¥tí a registry (pole-register, pole-pam¥´, pam¥´-pole).
Ve v²ech p°ípadech se nejprve vypo£ítá a uloºí index do registru. Následn¥ se uloºí
do druhého registru po£áte£ní adresa pole a provede se její sou£et s indexem vypo£teným
v p°edchozím kroku. Tím získáme výslednou adresu adresovaného prvku, kterou nahrajeme
do pomocného ukazatele pointer_helper, který m·ºeme vyuºít pro do£asnou práci s poli.
V prvním p°ípad¥, p°i toku pam¥´-pole, nahrajeme hodnotu prom¥nné z pam¥ti do registru
a následn¥ p°es pomocný ukazatel na pat°i£né místo v poli. V opa£ném p°ipad¥, p°i získávání
hodnoty z pole, nahrajeme p°es ukazatel tuto hodnotu do registru. V t¥chto p°ípadech
aktualizujeme pozici dat v tabulce adres.
5.5.5 Práce s ukazateli v assembleru
V pam¥ti jsou reprezentovány ukazatele pomocí dvou byt·, podobn¥ jako prom¥nné celo-
£íselného typu. Uvnit° assembleru nedochází k vnit°ní typové kontrole, o správné vyuºití
operací a operandu se tedy stará v po£áte£ní fázi kompilace sémantická kontrola.
Pro práci s pam¥tí a registry jsem m¥l k dispozici p¥t instrukcí  nahrání konstanty
mload, nahrání z adresy dload, nahrání z adresy uloºené v pam¥ti iload a komplemen-
tární operace k p°edchozím dvou istore a dstore pro uloºení na dané adresy v pam¥ti.
Pro jednoúrov¬ové operace tyto instrukce bohat¥ sta£í, pro nahrání adresy pomocí ope-
race reference si vysta£íme s uloºením konstantní adresy náv¥²tí prom¥nné (které se poté
v p°eklada£i assembleru p°eloºí na fyzickou adresu v pam¥ti) mload a následné uloºení této
hodnoty z registru do pam¥ti prom¥nné ukazatelového typu.
Podobn¥ jednoduchá je i realizace jednoúrov¬ové dereference. P°i uloºení hodnoty z pa-
m¥ti do místa, kam ukazuje ukazatel, nejprve nahrajeme hodnotu pravého operandu do
registru a následn¥ tuto hodnotu nahrajeme do referencovaného místa. U komplementární
operace na£tení hodnoty se pomocí iload instrukce na£te obsah ukazované pam¥ti do do£as-
ného registru, ve kterém se bu¤ uchová nebo p°esune do druhého ú£astnícího se operandu.
Problém nastává u vícenásobné dereference, kdy nám nesta£í jediné pam¥´ové místo
a sou£asn¥ nám chybí instrukce pro práci s pam¥ti podle adresy uloºené v registru. Toto
musíme °e²it oklikou p°es pam¥´, kdy se ke konci pam¥´ového rozsahu adres alokuje jedna
pomocná prom¥nná nazvaná jako pointer_helper. Nejprve provedeme úvodní dereferenci,
kdy nahrajeme p°es registr z po£áte£ního ukazatele jeho hodnotu do pomocné prom¥nné
a poté provedeme je²t¥ tolik na£tení z adresy uloºené v pomocné pam¥ti a následné uloºení
na tuto adresy podle úrovn¥ dereference mínus dv¥. Tímto následujeme °et¥z dereferencí,
neº se dostaneme na jeho konec, kdy nám zbývá poslední jednoúrov¬ová dereference, kdy
postupujeme stejn¥ jako bylo zmín¥no na za£átku podkapitoly.
5.5.6 Implementace funkcí
Sémantika inline funkcí byla probrána v podkapitole 5.4.2, a v etap¥ generování cílového
kódu nehraje ºádnou roli. Funkce jsou reprezentovány svým t¥lem, které za£íná náv¥²tím
pro skok na její za£átek. Pozi£n¥ jsou pak umíst¥ny ke konci assemblerovského kódu za t¥lem
main funkce.
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Volání a realizace funkcí, p°edev²ím vlastní a nevlastní rekurze, bylo nejv¥t²ím výzvou
celého projektu. Díky absenci hardwarového zásobníku bylo nutné provést jeho simulaci
v pam¥ti za pomoci dvou prom¥nných (za£átek zásobníku a ukazatel do zásobníku, tzv.
stack pointer) a ukazatelových operací.
Hlavním problémem je v²ak re²ení rekurze. Jednou z moºností implementací funkcí by
bylo úpln¥ zakázat rekurzi. Alternativn¥ lze deﬁnovat ve²keré parametry a prom¥nné deﬁ-
nované uvnit° funk£ního t¥la do pam¥ti. P°i výskytu rekurze by v²ak hrozilo p°epsání jiº
vypo£tených hodnot v t¥le funkce a proto by bylo nutno v²echny hodnoty prom¥nných,
respektive registr·, uschovat v pam¥ti na zásobník·. Z hlediska výsledné velikosti kódu
a sou£asn¥ moºnosti rekurze v programu jsem se proto rozhodl pro ²etrn¥j²í °e²ení a ve²keré
funk£ní prom¥nné a parametry realizovat p°es zásobník.
V²echny prom¥nné deﬁnované uvnit° t¥la funkce se tedy nachází na simulovaném zá-
sobníku. V rámci p°eklada£e udrºujeme vnit°n¥ informaci o stavu zásobníku a v p°ípad¥
instrukcí pro práci s funk£ními prom¥nnými získáme index prom¥nné uloºené na zásobníku.
Tedy jak hluboko se nachází a kterým £íslem musíme zdrojovou adresu vystupujícího ope-
randu upravit. P°i nereduk£ní práci se zásobníkem, tedy prom¥nnou ponecháme na svém
míst¥, vyuºijeme podobn¥ jako u ukazatel· pomocného místa v pam¥ti, do kterého uloºíme
výslednou adresu, která jest výsledkem ode£tení indexu poloºky od aktuální adresy uloºené
v ukazateli na vrchol zásobníku. Podle vypo£tené adresy poté bu¤ uloºíme nebo nahrajeme
na/z pat°i£né/ho místo/a.
P°eklada£ v rámci generování instrukcí mezikódu generuje instrukce pro volání procedury
(funkce nevracející hodnotu) a funkce. P°i generování cílové kódu probíhá reºie spojená s vo-
láním podprogramu identicky. Jediný rozdíl v instrukcích je v následném získání návratové
hodnoty.
P°i volání subrutiny se nejprve vypo£ítá návratová adresa a vloºí se na vrchol zásobníku.
K výpo£tu návratové adresy m·ºeme p°istoupit n¥kolika zp·soby. Jednou z nich je pouºití
aktuální adresy a vypo£ítat ji jiº v p°eklada£i nebo ji vypo£ítat v programu. Daleko jed-
nodu²²í je v²ak vytvo°it nové náv¥²tí, které p°ipojíme za v²echny instrukce spojené s reºií
volání funkce, a adresu tohoto náv¥²tí vloºit na zásobník.
Následuje zpracování skute£ných parametr· p°edaných funkci, podle typu parametru
se postupn¥ uloºí na zásobníku ve²keré parametry. Posledním krokem je skok na za£átek
t¥la funkce. Za instrukcí skoku se poté v p°ípad¥ funkcí realizuje získání výsledku prove-
dení funkce. Výsledek se bu¤ uloºí do pam¥ti p°i°azením do prom¥nné nebo alternativn¥
v p°ípad¥, ºe je funkce volána ve výrazu je ponechán v registru.
Návrat z podprogramu pomocí instrukce mezikódu RoutineReturn za£íná uvoln¥ním
spot°ebovaných prost°edk· alokovaných na simulovaném zásobníku. Toto je realizováno ode-
£tením po£tu prom¥nných deﬁnovaných v t¥le funkce. Ve skute£nosti se prom¥nné samo-
z°ejm¥ stále nacházejí v pam¥ti a mohou být op¥t zp°ístupn¥ny. Odstran¥ním alokovaných
prom¥nných ze zásobníku se dostane na vrchol návratová adresa, kterou na£teme do regis-
tru a pomocí instrukce skoku podle adresy v registru provedeme návrat do místa volání
funkce. V p°ípad¥ funkcí v²ak p°ed tímto skokem provedeme uloºení návratové hodnoty na
vrchol zásobníku. V prvotní implementaci v²ak instrukce skoku podle obsahu registru nebyla
zahrnuta a je proto nutno instruk£ní sadu o tutu operaci roz²í°it.
5.5.7 Práce s porty
Sou£ástí instruk£ní sady jsou také instrukce pro práci s porty speciﬁcké pro architekturu
pouºitého FPGA procesoru. Samotný jazyk C neposkytuje ºádné mechanismy pro práci
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s porty, nebo externí pam¥tí, proto musíme tyto instrukce zpracovat samostatn¥.
Jednou z moºností umoºn¥ní zápisu a £tení do/z port· by bylo roz²í°ení gramatiky ja-
zyka C o nové syntaktické konstrukce speciﬁcké pro tuto komunikaci. Tímto bychom v²ak
ztratili nezávislost p°ední £ásti p°eklada£e a v p°ípad¥ vým¥ny nebo modiﬁkace cílové ar-
chitektury by bylo nutné ve²keré moduly p°ed¥lat. Pro zachování nezávislosti jednotlivých
£ástí p°eklada£e je proto nutné sáhnout do prost°edku poskytovaných samotným vstupním
jazykem. Jinou moºností se nabízí vyhrazení speciální funkce pro zápis a £tení z portu, av²ak
sémantika volání funkce neodpovídá zcela mechanism·m práce s porty.
Jako cílové °e²ení jsem proto zvolil práci s porty stejn¥ jako s poli. V p°ípad¥, ºe poºadu-
jeme ve zdrojových souborech komunikaci s porty mikrokontroleru za pomocí instrukcí inp
a outp, nadeﬁnujeme v kódu externí pole integer·6 s vyhrazeným jménem port. Toto °e-
²ení nikterak nezasahuje do vstupních a výstupních jazyk· a p°itom umoº¬uje práci s porty
pomocí b¥ºných instrukcí pro práci s polem.
Implementa£n¥ pak podobn¥ jako u polí rozli²ujeme jednotlivé toky dat (do portu,
z portu do pam¥ti, z portu do registeru) a pro £tení a zápis vyuºíváme instrukcí inp a outp,
které p°ijímají jako argumenty £íslo portu a registr, ze kterého £teme nebo do kterého za-
pisujeme.
6extern int port[256];
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Kapitola 6
Experimentální vyhodnocení
a ov¥°ení navrºeného p°eklada£e
ást testování p°eklada£e prob¥hla pomocí regresních test· sestávající z o£ekávaných vý-
stup· porovnávaných se skute£nými výstupy. Velká £ast v²ak byla testována p°edev²ím
pomocí visuální validace výsledk·, vybrané úlohy pak byly nahrány do cílového procesoru
a byla otestována jejich korektní funkce. V¥t²í d·raz byl v²ak kladen na experimentování
s mnou vytvo°eným p°eklada£em a nastavením r·zných kombinací parametr· p°eklada£e,
jako jsou optimaliza£ní techniky a podobn¥. Experimentováním a zkoumáním vlivu jednot-
livých optimaliza£ních technik a parametr· na efektivitu generovaného kódu jsem ov¥°oval,
zda vytvo°ený produkt spl¬uje po£áte£ní stanovené cíle. Pro vyhodnocení jsem pouºil n¥-
kolik testovacích problem·, které budou podrobeny bliº²ím experiment·m roz²í°ení proce-
soru, aplikace optimalizací a pouºití kontextového generování na místo slepého.
6.1 Roz²í°ení procesoru a jeho instruk£ní sady
Abychom mohli vyhodnotit vliv instruk£ní sady na velikost výsledného kódu, do²lo k roz-
²í°ení cílového procesoru. Po£et dostupných registr· byl zdvojnásoben na osm, byl p°idán
válcový posouva£ implementující efektivn¥j²í operace posuv· a také hardwarový zásobník
návratových adres umoº¬ující p°ímou podporu volání a návratu z podprogram·. P°idané
instrukce umoº¬ují mnohem efektivn¥j²í implementaci volání funkcí a následný návrat a sou-
£asn¥ i dal²ích konstrukcí jazyka C jako je práce s ukazateli, poli a násobení.
Mezi nové instrukce pak pat°í práce s pam¥tí pomocí adresy uloºené v registru (instrukce
irload a irstore) usnad¬ující práci s ukazatelovými typy (i poli tedy). Repertoár aritme-
tických operací byl roz²í°en o implementaci binárních operací and, or a xor a sou£asn¥
i v²ech typ· binárních posuv· (aritmetických i logických).
Jak je známo, dostupný po£et registr· m·ºe výrazn¥ ovlivnit velikost výsledného kódu.
Abychom mohli tuto skute£nost potvrdit, bylo zapot°ebí roz²í°it po£et dostupných registr·.
Pro adresování registru byly v prvotním návrhu instruk£ní sady vyhrazeny pouze dva bity
(coº dává moºnost adresovat maximáln¥ £ty°i registry). Tento po£et bit· v²ak neumoº¬uje
adresovat osm registr· a proto jsou registry sdruºeny do dvou tzv. bank·. Abychom nemuseli
zv¥t²it ²í°ku instruk£ního slova a p°esto m¥li moºnost adresovat více registr·, byla p°idána
instrukce swbank, která m¥ní zvolené banky pro v²echny registrové £ásti instruk£ní sady.
Tato instrukce defacto ur£uje jak budou p°idávány horní bity do t¥chto £ástí.
Moºnost libovoln¥ m¥nit instruk£ní sadu cílového procesoru v p°eklada£i prokázala ﬂe-
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xibilitu navrºeného °e²ení. e²ení tohoto problému bylo dosaºeno objektov¥. Vyuºitím prin-
cip· d¥di£nosti jsem vytvo°il novou t°ídu pro roz²í°ený procesor d¥dící od p·vodního pro-
cesoru. V nov¥ vytvo°ené t°íd¥ pak sta£ilo pouze modiﬁkovat metody vyºadující implemen-
tovat daný problém efektivn¥j²ím zp·sobem. Pomocí parametru lze snadno zvolit jednu
z pouºitých architektur.
Rovn¥º ve spojení se zvý²ením po£tu registr· v procesoru a jejich sdruºením do bank·,
byl i upraven algoritmus realizující kontextové generování. P°i p°id¥lování registr· se nejprve
vybere seznam nejvhodn¥j²ích kandidát· (takové, které mají nap°. stejné pozdní pouºití).
Kaºdý z t¥chto kandidátu se poté ohodnotí £íslem od nuly do t°í, kdy v po£átku je ohodnocen
nulou a za kaºdý momentáln¥ nastavený bank pro jedno ze t°í registrových míst instrukcí,
který odpovídá banku registru, je zvý²eno ohodnocení o jedni£ku. Takto se vrátí první bank
s nejlep²ím ohodnocením, který má také velkou pravd¥podobnost, ºe bude v instrukci usazen
na správné místo a nebude tak zapot°ebí generovat instrukce pro p°epnutí banku.
6.2 Pr·b¥h experimentování
Pro experimentální ú£ely bylo vybráno p¥t demonstra£ních úloh. Omezení pam¥ti a po£tu
instrukcí znemoºnilo testovat sloºit¥j²í problémy, pro základní demonstrace nám tyto vstupní
programy posta£í. K procesoru jsou namapovány t°i periférie  led dioda mapovaná na port
£íslo 1, LCD displej mapován na port £íslo 2 a 3 a £íta£. První dv¥ úlohy mají za úkol prov¥°it
funk£nost t¥chto periferií. Dal²í úlohy pak implementují metodu °azení posloupnosti X prvk·
bubblesort, test na dokonalé £íslo (takové, které je sou£tem v²ech svých kladných d¥litel·)
a test základních aritmetických operací. Jejich kompletní zdrojový kód je uveden v p°íloze
C. Získané výsledky shrnuje tabulka 6.1.
Úloha
Procesor INP [instrukce assembleru]
Slepé gen. Kontextové gen.
Bez opt. S opt. Bez opt. S opt.
demo_diode_test.c 81 91 45 43
demo_lcd_test.c 207 207 133 133
demo_bubblesort.c 216 216 146 146
demo_operations.c 206 206 164 164
demo_perfect_number.c 219 193 157 125
Úloha
Procesor INP po roz²í°ení[instrukce assembleru]
Slepé gen. Kontextové gen.
Bez opt. S opt.
Vynucení
Bez opt. S opt.
Vynucení
4 registr· 4 registr·
demo_diode_test.c 97 112 91 54 51 43
demo_lcd_test.c 233 233 205 134 134 131
demo_bubblesort.c 239 239 209 150 150 139
demo_operations.c 195 195 158 134 134 116
demo_perfect_number.c 263 224 193 171 141 125
Tabulka 6.1: Vliv parametr· p°ekladu na velikost výsledného kódu
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6.3 Vyhodnocení testování a experiment·
V tabulce 6.1 lze sledovat vliv jednotlivých parametr· p°ekladu na velikost výsledného
kódu m¥°ený v po£tu instrukcí pot°ebných pro implementaci daného problému. Úlohy byly
p°eloºeny vytvo°eným p°eklada£em a následn¥ za pomocí graﬁckého rozhraní programu
QDevKit ve spojení s pluginem cpuide, pro p°eklad assembleru do cílového kódu, nahrány
do projektu na FitKitu a visuáln¥ veriﬁkovány.
6.3.1 Vliv roz²í°ení procesoru
P°edpokladem roz²í°ení procesoru bylo sníºení velikosti cílového kódu. Sou£asn¥ zvý²ení po-
£tu registru umoº¬uje mít více do£asných uloºi²´ a generovat tak mén¥ instrukcí p°esun·
mezi pam¥tí a registry. Velikost instruk£ního slova je v²ak pevné délky (16-bit) a proto
pro zdvojnásobení po£tu registru bylo nutno zavést banky, mezi kterými m·ºeme m¥nit po-
mocí instrukce assembleru. P°i b¥ºném slepém generování sice dochází k redukci pot°ebných
instrukcí assembleru, nicmén¥ ji nahrazuje nutnost generovat instrukce pro zm¥nu banku,
£ímº m·ºe docházet ke zvý²ení velikosti výsledného kódu. Zvý²ení po£tu registr· procesoru
proto nemusí být prioritní pot°ebou p°i roz²i°ování procesoru s pevnou délkou instrukce.
P°i vynucení pouºití pouze £ty° registr· p°i slepém generování do²lo k o£ekávanému sníºení
po£tu operací.
Nejv¥t²í vliv na velikost výsledného kódu má hardwarová podpora aritmetických in-
strukcí, coº lze p°edev²ím vid¥t na p°íkladech poloºených na t¥chto operacích. Sou£asn¥ tim
umoºnilo aktualizovat dal²í softwarové algoritmy (nap°. násobení) a tím sníºit výslednou
velikost.
6.3.2 Vliv pouºití optimalizací
Je zcela patrné, ºe slepé generování kódu je mén¥ efektivn¥j²í neº jeho kontextový prot¥j²ek,
který negeneruje tolik zbyte£ných operací. Slepé generování je stav¥no tak, ºe generuje
p°esn¥ podle vzorových ²ablon a nezískává ºádné informace o dal²ím uºití prom¥nných
a do£asných uloºi²´ a tudiº v²echny mezivýsledky musíme uloºit na simulovaném zásobníku.
Kontextové generování je v²ak mnohem propracovan¥j²í, nebo´ si ukládá informaci o tom,
kdy bude dále prom¥nná pouºita a nechává ji déle v registrech. V p°ípad¥, ºe je registr
s do£asnou prom¥nnou vyºádán a ta je²t¥ bude v následujících instrukcích pouºita, pak se
teprve uloºí na zásobník a v p°ípad¥ pot°eby z n¥j odebere.
Z tabulky 6.2 lze vid¥t, ºe díky kontextovému generování se generuje men²í po£et in-
strukcí na£tení operand·, ale i jejich následné uloºení. Jelikoº se tabulka registr· v tomto
typu generování soub¥ºn¥ snaºí vrátit registr nejvhodn¥j²í i z hlediska aktuálních bank·,
sníºil se i rapidn¥ po£et instrukcí swbank pro zm¥nu banku registr·. Posledním výrazným
sníºením jsou instrukce inkrementu a dekrementu, které jsou vyuºívány b¥hem práce se
simulovaným zásobníkem, spole£n¥ s instrukcemi pro práci s pam¥tí.
Protoºe se jednalo o krátké ukázky, £asto jiº ru£n¥ optimalizované ve zdrojových kó-
dech, nelze sledovat výrazný vliv implementovaných optimaliza£ních technik na velikost
výsledného kódu. Výrazný p°ínos optimalizací je v²ak p°i psaní £iteln¥j²ích program·, kdy
namísto magických konstant rozepí²eme po£ítané výrazy na více operací nebo v p°ípad¥
psaní program· laikem, které zaru£í transformaci tohoto kódu do jeho krat²ího ekvivalentu.
Z t¥chto pouºitých optimalizací pak nejv¥t²ím p°ínosem pro výsledný kód povaºuji aplikaci
matematických výraz·, které zaru£í £itelnost a p°edev²ím transformaci d¥l¥ní a násobení
mocninami dvojky na jejich ekvivalenty ve form¥ bitových posun·.
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Instrukce Slepé Kontextové
assembleru generování generování
mload 22 21
dload 25 7
iload 8 0
irload 2 2
dstore 11 5
istore 11 1
inc 13 5
dec 13 4
swbank 28 3
Tabulka 6.2: Srovnání po£tu vybraných instrukcí assembleru p°i slepém a kontextovém
generování na roz²í°eném procesoru a demonstra£ním p°íkladu demo_lcd_test.c
6.3.3 Záv¥re£né zhodnocení
Experimentální výsledky ukazují význam a p°ednosti kontextového generování p°ed b¥ºným
slepým podle pevných vzorových ²ablon. Sou£asn¥ ve v²ech úlohách, z pohledu velikosti
kódu, zvít¥zila kombinace roz²í°eného procesoru o nové instrukce s pouºitím optimalizací,
generováním podle kontextu a vynucením pouze £ty° registr·. Lze vid¥t, ºe si v procesoru
bohat¥ vysta£íme s minimálním po£tem registr· (kde minumum je rovno maximálnímu
po£tu pot°ebných registr· nejnáro£n¥j²í operace, v na²em p°eklada£i to jest 4 u d¥lení
a násobení), za p°edpokladu ºe pouºijeme kontextové generování cílového kódu, které se
svým zp·sobem snaºí napodobit alokaci registr· provád¥nou p°i manuální optimalizaci kódu
na úrovni instrukcí. V hrani£ních p°ípadech dosahujeme redukce aº o polovinu, coº znamená
u procesor· s omezeným prostorem pro program mnoho.
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Kapitola 7
Záv¥r
Cílem práce bylo vytvo°it p°eklada£ umoº¬ující experimentovat s r·znými parametry p°e-
kladu a demonstrovat jejich dopad na velikost výsledného kódu. Jeho hlavní význam spo£ívá
v moºnosti vyuºití navrºeného p°eklada£e p°i výuce pro propojení problematiky p°ekladu
zdrojových program·, jejich následné nahrání do procesoru a spu²t¥ní £innosti.
P°ední £ást p°eklada£e podporuje v¥t²inu konstrukcí jazyka C, podle normy C99 [1]
a jeho výsledný abstraktní syntaktický strom je tak univerzální pro pouºití u jiného p°ekla-
da£e. P°eklada£ korektn¥ transformuje vstupní programy do instrukcí cílového assembleru
podle moºnosti, které poskytoval cílový procesor. Z hlediska typ· podporuje pouze celo-
£íselný typ integer, struktury, ukazatele a pole p°i jednodu²²ích pouºití. Ve zdrojových
programech psaných v jazyce C lze pouºit ve²keré °ídicí a podmín¥né konstrukce jazyka
a sou£asn¥ i tvo°it podprogramy s vlastní i nevlastní rekurzí. Alternativní moºností pro
úsporu psaného kódu jsou pak inline funkce, jejichº t¥la se rozvinou v míst¥ jejich volání.
Výsledný kód lze dále p°eloºit do strojového kódu a spustit v procesoru b¥ºícím na vývojo-
vém p°ípravku FITkit.
S vytvo°eným p°eklada£em jsem blíºe experimentoval a soub¥ºn¥ demonstroval vliv n¥-
kterých parametr· na velikost výsledného kódu. Hlavním p°ínosem je práv¥ demonstrace
jak se projeví roz²í°ení procesoru a jeho instruk£ní sady. P°eklada£ lze takto vyuºít p°i
výuce, kdy ve spojení s procesorem ve form¥ FPGA projektu, kdy m·ºeme vid¥t, které in-
strukce má smysl doimplementovat do cílového procesoru, p°ípadn¥, které operace má smysl
°e²it hardwarovými jednotkami a nebo pouºit alternativní softwarové algoritmy. Toto má
p°edev²ím význam u architektur s výrazným omezením zdroj· a prost°edk·.
A£koliv bylo v¥nováno mnoho úsilí, z·stává stále n¥kolik konstrukcí jazyka C, které
nebyly implementovány. Jedná se nap°íklad o n¥které z datových typ·. Tento nedostatek
v²ak nikterak neomezuje pouºití p°eklada£e a jeho nasazení ve výuce. Abychom dále sníºili
po£et generovaných instrukcí, bylo by vhodné roz²í°it cílovou architekturu nap°. o FPU
jednotku nebo o hardwarový zásobník nejen pro návratové adresy funkcí, £ímº by odpadla
nutnost simulace zásobníku v pam¥ti, který zábírá relativn¥ hodn¥ pam¥ti.
Interakce s procesorem probíhá p°es prost°edí QDevKit, které zaji²´uje komunikaci s mik-
rokontrolerem, p°eklad FPGA projekt· a jejich následné uloºení do mikrokontroleru. QDev-
Kit umoº¬uje tvorbu plugin· ve form¥ skript· Pythonu. Realné by bylo vytvo°it graﬁckou
nadstavbu nad vytvo°eným p°eklada£em a tím umoºnit psát zdrojové kódy v jazyce C
a následn¥ je nahrát do procesoru rovnou v tomto prost°edí a tím usnadnit jejich spu²t¥ní.
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P°íloha A
Instruk£ní sada pouºitého procesoru
Formát instrukce Instrukce Popis instrukce
15 14 13 12 11 10 09 08 07 06 05 04 03 02 01 00
0 0 0 0 - - - - - - - - 0 0 0 0 halt Zastav provád¥ní programu
0 0 0 0 - - - - - - - - 1 1 1 1 nop Prázdná operace
0 0 0 1 a a v v v v v v v v v v mload rA, V Nahrej do registru rA hodnotu V
0 0 1 0 a a d d d d d d d d d d dload rA, D Nahrej do registru rA hodnotu ulo-
ºenou na adrese D
0 0 1 1 a a d d d d d d d d d d iload rA, D Nahrej do registru rA hodnotu ulo-
ºenou na adrese M[D]
0 1 0 0 b b d d d d d d d d d d dstore D, rB Uloº hodnotu z registru rB na ad-
resu D
0 1 0 1 b b d d d d d d d d d d istore D, rB Uloº hodnotu z registru rB na ad-
resu M[D]
0 1 1 0 - - d d d d d d d d d d branch D Sko£ na adresu D
0 1 1 1 b b d d d d d d d d d d brzero rB, D Sko£ na adresu D, pokud je hodnota
v registru rB rovna nule
1 0 0 0 b b d d d d d d d d d d brpos rB, D Sko£ na adresu D, pokud je hodnota
v registru rB v¥t²í neº nula
1 0 0 1 b b d d d d d d d d d d brneg rB, D Sko£ na adresu D, pokud je hodnota
v registru rB men²í neº nula
1 0 1 0 a a b b - - - - 0 0 0 0 mov rA, rB Uloº do registru rA hodnotu z re-
gistru rB
1 0 1 0 a a b b - - - - 0 0 0 1 movn rA, rB Uloº do registru rA dvojkový dopl-
n¥k hodnoty z registru rB
1 0 1 0 a a b b - - - - 0 0 1 0 inc rA, rB Uloº do registru rA inkrement hod-
noty z registru rB
1 0 1 0 a a b b - - - - 0 0 1 1 dec rA, rB Uloº do registru rA dekrement hod-
noty z registru rB
1 0 1 0 a a b b c c - - 0 1 0 0 add rA, rB, rC Uloº do registru rA sou£et hodnot
z registru rB a rC
1 0 1 1 b b - 0 d d d d d d d d outp D, rB Zapi² na port s adresou D hodnotu
z registru rB
1 0 1 1 a a - 1 d d d d d d d d inp rA, D Na£ti do registru rA hodnotu
z portu na adrese D
Tabulka A.1: Instruk£ní sada cílové architektury
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P°íloha B
Roz²í°ení instruk£ní sady pouºitého
procesoru
Formát instrukce Instrukce Popis instrukce
15 14 13 12 11 10 09 08 07 06 05 04 03 02 01 00
0 0 0 0 - - - - - - - - 0 0 0 0 halt Zastav provád¥ní programu
0 0 0 0 - - - - - - - - 0 0 0 1 ret Návrat z podprogramu
0 0 0 0 a a - - b b - 0 0 0 1 1 irload rA, rB Nahrej do registru rA hodnotu z pa-
m¥ti na adrese ur£enou rB
0 0 0 0 a a - - b b - 1 0 0 1 1 irstore rA, rB Nahrej do pam¥ti na adrese ur£ené
rB obsah registru rA
0 0 0 0 a a b b c c - - 0 1 0 0 swbank A, B, C Zm¥na banky pro jednotlivé regis-
trové £ásti instrukcí
0 0 0 0 a a b b c c - - 1 0 0 0 and rA, rB, rC Logický sou£in registr· rA a rB s
výsledkem v rC
0 0 0 0 a a b b c c - - 1 0 0 1 or rA, rB, rC Logický sou£et registr· rA a rB s
výsledkem v rC
0 0 0 0 a a b b c c - - 1 0 1 0 xor rA, rB, rC Exkluzivní logický sou£et registr·
ra a rB s výsledkem v rC
0 0 0 0 a a b b n n n n 1 0 1 1 shr rA, n, rB Logický posun rB o N bit· doprava
s výsledkem v rA
0 0 0 0 a a b b n n n n 1 1 0 0 shl rA, n, rB Logický posun rB o N bit· doleva s
výsledkem v rA
0 0 0 0 a a b b n n n n 1 1 0 1 sra rA, n, rB Aritmetický posun rB o N bit· do-
prava s výsledkem v rA
0 0 0 0 a a b b n n n n 1 1 1 0 sla rA, n, rB Aritmetický posun rB o N bit· do-
leva s výsledkem v rA
1 0 1 0 - - d d d d d d d d d d call D Volání rutiny na adrese D
Tabulka B.1: P°idané instrukce cílového procesoru po roz²í°ení
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P°íloha C
Pouºité demonstra£ní p°íklady
/∗
∗ Demo for Fi tKi t 1 . 2 .
∗ Implementation o f s imple b u b l e s o r t
∗/
// dec l a ra t i on fo r us ing por t s
extern int port [ 2 5 6 ] ;
int main ( ) {
// sor t ed va lue s f o r 1 to 5 , a l l have +304 to ge t t h e i r
// a s c i i va lue and with command fo r l c d wr i t e
int po le [ 5 ] = {307 , 308 , 305 , 309 , 306} ;
int pom;
int index ;
// wh i l e por t i s busy
while ( port [ 2 ] != 0 ) ;
port [ 2 ] = 128 ;
// bu b b l e s o r t par t
for ( int j = 0 ; j < 4 ; j++) {
for ( int i = 0 ; i < 4 ; i++) {
index = i + 1 ;
i f ( po l e [ i ] > po le [ index ] ) {
pom = pole [ index ] ;
po l e [ index ] = po le [ i ] ;
po l e [ i ] = pom;
}
}
}
// l cd output
for ( int k = 0 ; k < 5 ; k++) {
while ( port [ 2 ] != 0 ) ;
port [ 2 ] = po le [ k ] ;
}
}
Listing C.1: Bublinkové °azení
/∗
∗ Demo for Fi tKi t 1 . 2 .
∗ Implementation o f diode t e s t , d iode w i l l be b l i n k i n g
∗/
// dec l a ra t i on fo r us ing por t s
extern int port [ 2 5 6 ] ;
int main ( ) {
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int t e s t , a , b , c , d ;
// i n f i n i t e c y c l e with some redundant computation
while (1 ) {
a = port [ 3 ] ;
t e s t = a ;
b = a ;
t e s t += a ;
b = a + a ;
c = a + a + 1 ;
c += a ;
d = c + t e s t ;
// wr i t e to por t with diode
port [ 1 ] = d ;
}
}
Listing C.2: Test blikání diody D4
/∗
∗ LCD Demotest f o r Fi tKi t 1 .2
∗/
extern int port [ 2 5 6 ] ;
// i n l i n e func t i on used fo r wa i t ing wh i l e busy
i n l i n e void wait ( ) {
while ( port [ 2 ] != 0 ) ;
return ;
}
int main ( ) {
int l o g i n [ 8 ] = { 120 , 102 , 105 , 101 , 100 , 111 , 48 , 49} ;
// busy , wa i t ing f o r 0
wait ( ) ;
// s e t cursor to s t a r t
port [ 2 ] = 128 ;
for ( int i = 0 ; i < 8 ; i++) {
wait ( ) ;
// 256 i s command fo r l c d otuput
port [ 2 ] = l o g i n [ i ] + 256 ;
}
wait ( ) ;
port [ 2 ] = 167 ;
for ( int j = 8 ; j >= 0 ; j−−) {
wait ( ) ;
port [ 2 ] = l o g i n [ j ] + 256 ;
}
return 0 ;
}
Listing C.3: Test zobrazení textu na LCD FitKitu
/∗
∗ Demo for Fi tKi t 1 . 2 .
∗ Computation o f s e v e r a l opera t ions
∗/
int main ( ) {
int f i r s t_op = 120 ;
int second_op = 15 ;
int r e s u l t s [ 5 ] ;
r e s u l t s [ 0 ] = f i r s t_op / second_op ; // = 8 (8)
r e s u l t s [ 1 ] = f i r s t_op % second_op ; // = 0 (0)
r e s u l t s [ 2 ] = f i r s t_op | second_op ; // = 127 (7F)
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r e s u l t s [ 3 ] = f i r s t_op & second_op ; // = 8 (8)
r e s u l t s [ 4 ] = f i r s t_op ^ second_op ; // = 119 (77)
}
Listing C.4: Zpracování n¥kolika aritmetických operací
/∗
∗ Demo for Fi tKi t 1 . 2 .
∗ Implementation o f t e s t f o r p e r f e c t number
∗/
// dec l a ra t i on fo r us ing por t s
extern int port [ 2 5 6 ] ;
int main ( ) {
int t e s t ed = 6 ;
int r e s u l t = 1 ;
// t e s t a l l d i v i s o r s o f number
for ( int i = 2 ; i <= te s t ed / 2 ; i++) {
i f ( t e s t ed % i == 0) {
r e s u l t += i ;
}
}
/// s e t l c d cursor to 0
while ( port [ 2 ] != 0 ) ;
port [ 2 ] = 128 ;
// i f r e s u l t i s same as sum of a l l p o s i t i v e d i v i s o r s o f
// number then number i s p e r f e c t and 1 i s shown on l cd
// e l s e 0
while ( port [ 2 ] != 0 ) ;
i f ( r e s u l t == te s t ed ) {
// 256 (command) + 48 ( to a s c i i ) + 1 = true
port [ 2 ] = 305 ;
} else {
// 256 (command) + 48 ( to a s c i i ) + 0 = f a l s e
port [ 2 ] = 304 ;
}
}
Listing C.5: Test, zda je £íslo dokonalé (tj. jest sou£tem svých kladných d¥litel·)
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P°íloha D
Obsah p°iloºeného CD
• /architectures  cílové architectury
 /inp  základní verze cílového procesoru
 /inp-ext  roz²í°ená verze cílového procesoru
• /demos  sada demonstra£ních zdrojových soubor· v jazyce C
• /software  implementace p°eklada£e jazyka C
 /common  kolekce pomocných modul·
 /compiler moduly spojené s p°ekladovou £innosti
 /libs  pouºité moduly t°etích stran
• /thesis  textová £ást bakalá°ské práce
• /tools  dodate£né nástroje
 /cpuide  plugin do QDevKitu pro práci s assemblerem cílového procesoru
 /cpuide-ext  roz²í°ená verze pluginu
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