Abstract-As distributed online communication becomes increasingly common, and audiences for live online presentations grow larger, the ability to receive meaningful feedback from audience members who are distant and distributed becomes a necessity. To this end, we have built upon previous work to create a tool that is capable of providing real time feedback to an online presenter about the engagement level of the audience. The tool makes inferences by using computer vision and machine learning techniques to analyze the faces of audience members.
INTRODUCTION
As the world continues to advance into the digital age, and the demand for access to online education in particular and distributed presentations in general continues to grow, unabated [5] , the need for a comprehensive set of tools for the online presenter grows apace.
In both business and educational settings, the ability of a presenter to judge the effectiveness of their presentation and the attentiveness of their audience at a glance is paramount, and is notably lacking in modern tele-presentation technology. This paper focuses on just such a technology: a tool which allows presenters, at a glance, to gather information about their audience and adjust their presentations accordingly. We have built on this work in three main ways. First, our user study includes a more diverse and large sample of individuals and targets scenarios closer to those that might occur in distributed lectures. Second, our software... Thirdly our evaluation ... In the remainder of the paper we describe our work in more detail, answering the following questions: How reliable is the software in real-world application, and how practical is its use?
II. SOFTWARE
The means by which facial data is gathered and classified is relatively straightforward (though a more comprehensive examination can be read in the paper by Benzaid and Dewan to finding a lecture interesting were different enough to motivate a change of subject matter. Theoretically, the shift from interest to boredom would be somewhat harder to detect in a lecture setting. Additionally, it was predicted that users would not experience just one state during one lecture, but move from boredom to engagement and back again as each lecturer moved from topic to topic.
Specifically, the videos used covered topics ranging from art and music to biology and robotics;
III.
R ESULTS
Using a five-fold cross-validation test, on sets of data pre labeled by participants, our results were somewhat mixed.
Collection of data and, to a lesser extent, classification accuracy seemed to hinge largely on two factors: These factors become more apparent as data is divided into general categories. As can be seen in Figure 5 , the presence of hair in the face made a significant different in the machine's capability to classify moods. This is very likely because it is more difficult to observe small differences in facial features 
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.. It is also the case that, unsurprisingly, the accuracy of the algorithmic classification was determined in part by the style of manual classification on the part of the study participant.
For the purposes of this paper, a participant is identified as using coarse grained classification when found to have classified one or more (out of six) entire videos as either "bored or engaged", without allowing for neutral or opposing engagement states. While it is possible that a participant was genuinely engaged or bored throughout the entirety of the video, the correlation of such tagging with overall accuracy suggests that this predilection toward tagging in large chunks is worthy of note.
IV.
D ISCUSSION
In performing this study we have identified the need for a system which provides passive feedback to online presenters, 
