Abstract. This paper presents a novel approach for recognition of lower facial movements using motion features and hidden Markov models (HMM) for visual speech recognition applications. The proposed technique recognizes utterances based on mouth videos without using the acoustic signals. This paper adopts a visual speech model that divides utterances into sequences of smallest, visually distinguishable units known as visemes. The proposed technique uses the viseme model of Moving Picture Experts Group 4 (MPEG-4) standard. The facial movements in the video data are represented using 2D spatial-temporal templates (STT). The proposed technique combines discrete stationary wavelet transform (SWT) and Zernike moments to extract rotation invariant features from the STTs. Continuous HMM are used as speech classifier to model the English visemes. The preliminary results demonstrate that the proposed technique is suitable for classification of visemes with a good accuracy.
Introduction
Machine analysis of human motion is a growing research area with vast potential applications. The classification of human movements is challenging due to complex motion patterns of the human body [17] . Human movements are very diversified ranging from running to more subtle motions such as the facial movements while speaking. Identification of facial movements is an important aspect in recognition of utterances. Speechbased systems are emerging as attractive interfaces that provide the flexibility for users to control machines using speech.
In spite of the advancements in speech technology, speech recognition systems has yet to be used as mainstream human-computer interfaces (HCI). The difficulty of audio speech recognition systems is the sensitivity of such systems to changes in acoustic conditions. The performance of such systems degrades drastically when the acoustic signal strength is low, or in situations with high ambient noise levels [21] . To overcome this limitation, the non-acoustic modalities are used. Possible methods are such as visual [21] , recording of vocal cords movements [5] and recording of facial muscle activity [2] . The vision-based techniques are more desirable options as such techniques are non intrusive and do not require placement of sensors on the speaker.
Research where audio visual speech recognition (AVSR) systems are being made more robust, and able to recognize complex speech patterns are being reported [21, 10] . While AVSR systems are useful for applications such as for telephony in noisy environment, such systems are not suitable for people with speech impairment. AVSR systems are also not useful when it is essential to maintain silence. The need for visualonly, voice-less communication systems arises. Such systems are also known as visual speech recognition (VSR) systems.
The design of a typical pattern recognition system would involve three stages : 1) data acquisition and preprocessing, 2)data representation and, 3) decision making [11] . Similarly, the design of a VSR system consists of the recording and preprocessing of video, extraction of visual speech features and a speech classifier. The visual speech features represent the movements of the speech articulators such as the lips and jaw. The advantages of VSR system are : (i) not affected by audio noise (ii) not affected by change in acoustic conditions (iii) does not require the user to make a sound. The visual cues contain far less classification power for speech compared to audio data [21] and hence it is to be expected that VSR systems would have a small vocabulary.
Visual features proposed in the literature can be categorized into shape-based, pixelbased and motion-based features. The shape-based features rely on the shape of the mouth. The first VSR system was developed by Petajan [20] using shape-based features such as height and width of the mouth. Researchers have reported on the use of artificial markers on speaker's face to extract the lip contours [12, 1] . The use of artificial markers is not suitable for practical speech-based HCI applications. VSR systems that use pixelbased features assume that the pixel values around the mouth area contain salient speech information [14, 21] .
Pixel-based and shape-based features extracted from static frames and can be viewed as static features. Such features attempt to model visual speech through the different static poses of the mouth in frames of the video. Features that directly utilize the dynamics of speech are the motion-based features. Few researchers have focused on motionbased features for VSR. The dynamics of the visual speech is important in the design and selection of visual features [22] . Goldschen et. al. [8] demonstrates that dynamic visual features are most discriminative when comparing static and motion features. One of the early motion features are based on the optical flow analysis [19] . Image subtraction techniques are used to extract motion-based features for visual speech recognition in [24] . Motion feature based on image subtraction are demonstrated to outperform optical flow analysis method [9] . This paper proposes a novel VSR technique based on motion features extracted using spatial-temporal templates (STT) to represent the dynamics of visual speech. STT are grayscale images that contain both spatial and temporal information of the motion in the video data. This paper proposes a system where the camera is attached in place of the microphone to the commonly available head-sets. The advantage of this is that it is no longer required to identify the region of interest, reducing the computation required. This paper reports on the use of wavelet transform and Zernike moments to extract rotation invariant features from the STT and hidden Markov models (HMM) to classify the features.
Background

Visual Speech Model
Speech can be organized as sequences of contiguous speech sounds known as phonemes. Visemes are the atomic units of visual movements associated with phonemes. This paper proposes the use of visemes to model visual speech. The motivation of using viseme as the recognition unit is because visemes can be concatenated to form words and sentences, thus providing the flexibility to increase the vocabulary of the system. The total number of visemes is much less than phonemes as speech is only partially visible [10] . While the video of the speaker's face shows the movement of the lips and jaw, the movements of other articulators such as tongue and glottis are often not visible. The articulation of different speech sounds (such as /p/ and /b/) may be associated with identical facial movements. Each viseme may corresponds to more than one phoneme, resulting in a many-to-one mapping of phonemes-to-visemes. It is difficult to differentiate phonemes with identical facial motions based solely on the visual speech signals and hence other information from other sensory components is required to disambiguate these phonemes.
There is no definite consensus about how the sets of visemes in English is constituted [10] . The number of visemes for English varies depending on factors such as the geographical location, culture, education background and age of the speaker. The geographic differences in English is most obvious where the sets of phonemes and visemes changes for different countries and even for areas within the same country. This paper adopts a viseme model established for facial animation applications by an international audiovisual object-based video representation standard known as MPEG-4. This model is selected to enable the proposed VSR system to be easily coupled with any MPEG-4 supported facial animation or speech synthesis systems to form an interactive speech-based HCI. Based on the MPEG-4 viseme model shown in Table 1 , the English phonemes can be grouped into 14 visemes.
Motion Segmentation
This proposed technique adopts a motion segmentation approach based on spatialtemporal templates (STT) to extract the lower facial movements from the video data. STT are grayscale images that show where and when facial movements occurs in the video [3] . The spatial information of the motion is encoded in the pixel coordinates of the STT whereas the temporal information of the facial movements are implicitly represented by the intensity values of the pixels that varies linearly with the recency of the lower facial motion [26] .
STT are generated by using accumulative image difference approach. Image subtraction is applied on the video of the speaker by subtracting the intensity values between successive frames to generate the difference of frames (DOF). The DOFs are binarised using an optimum threshold value, a that is determined through experimentation. The delimiters for the start and stop of the motion are manually inserted into the image sequence of every articulation. The intensity value of the STT at pixel location 
where N is the total number of frames of the mouth video. B t (x, y) represents the binarised version of the DOF of frame t. In Eq. 1, B t (x, y) is multiplied with a linear ramp of time to implicitly encode the temporal information of the motion into the STT. By computing the STT values for all the pixels coordinates (x, y) of the image sequence using Eq. 1 will produce a grayscale image (STT) where the brightness of the pixels indicates the recency of motion in the image sequence. Figure 1 illustrates the STTs of fourteen visemes used in the experiments. This motivation of using STT to segment the facial movements is because of the ability of STT to remove static elements and preserve the short duration facial movements in the video data. The STT approach is computationally inexpensive. Also, STT is insensitive to the speaker's skin color due to the image subtraction process. The speed of phonation of the speaker might vary for each repetition of the same phone. The variation in the speed of utterance results in the variation of the overall duration and there maybe variations in the micro phases of the utterances. The details of such variations are difficult to model due to the large inter-experiment variations. This paper suggests a model to approximate such variations by normalizing the overall duration of the utterance. This is achieved by normalizing the intensity values of the STT to in between 0 and 1.
STT is a view sensitive motion representation technique. STT generated from the sequence of images is dependent on factors such as position, orientation and distance of the speaker's mouth from the camera. Also STT is affected by small variations of the mouth movements while articulating the same phone. This paper proposes the use of approximate image of discrete stationary wavelet transform (SWT) to obtain a timefrequency representation of the STT that is insensitive to small variations of the facial movements. Figure 2 shows a block diagram of the proposed visual speech recognition technique.
Preprocessing of Spatial-Temporal Templates
This proposed technique uses discrete stationary wavelet transform (SWT) to obtain a transform representation of the STT that is insensitive to small variations of the facial movements. While the classical discrete wavelet transform (DWT) is suitable for this, DWT results in translation variance [16] where a small shift of the image in the space domain will yield very different wavelet coefficients. SWT restores the translation invariance of the signal by omitting the downsampling process of DWT, and results in redundancies. 2-D SWT at level 1 is applied on the STT to produce a spatial-frequency representation of the STT. Haar wavelet has been selected due to its spatial compactness and localization property. Another advantage is the low mathematical complexity of this wavelet. SWT decomposition of the STT generates four sub images. The approximate (LL) sub image is the smoothed version of the STT and carries the highest amount of information content among the four images. The LL subimage is used to represent the STT. The paper proposes to use Zernike moments to represent the SWT approximate image of the STT to reduce the dimension of the data.
Feature Extraction
Zernike moments are one of the image moments used in recognition of image patterns [13, 25] . Zernike moments have been demonstrated to outperformed other image moments such as geometric moments, Legendre moments and complex moments in terms of sensitivity to image noise, information redundancy and capability for image representation [25] . The proposed technique uses Zernike moments as visual speech features to represent the SWT approximate image of the STT.
Zernike moments are computed by projecting the image function f (x, y) onto the orthogonal Zernike polynomial V nl of order n with repetition l is defined within a unit circle. The main advantage of Zernike moments is the simple rotational property of the features [13] . Zernike moments are also independent features due to the orthogonality of the Zernike polynomial V nl [25] . Changes in the orientation of the mouth in the image result in a phase shift on the Zernike moments of the rotated image as compare to the original (non rotated image) [26] . Thus, the absolute value of Zernike moments are invariant to the rotation of the image patterns [13] . This paper uses the absolute value of the Zernike moments, |Z ′ nl | as the rotation invariant features. 49 Zernike moments that comprise of 0 th up to 12 th order moments are extracted from the approximate image of the STT.
Hidden Markov Models Classifier
To assign the motion features to an appropriate viseme group (class), a number of possible classifiers exists such as artificial neural network (ANN), support vector machines (SVM) and hidden Markov models (HMM). Left-right HMM is the most commonly used classifiers in speech recognition [21] . HMM is a finite state network that is constructed based on the theory of stochastic processes [6] . The strength of left-right HMM lies in its ability to statistically model the time-varying speech features [23] .
A HMM is characterized by parameters the number of states in the model, the number of possible observation symbols, the state transition probability distribution ,observation symbol probability distribution and initial state distribution. Based on the appropriate values of HMM parameters, the HMM can generate a sequence of observation vectors (feature vectors) by sampling a sequence of hidden states according to the transition probability distribution [23] .
This paper adopts single-stream, continuous HMMs to classify the motion features of the visemes. Continuous HMMs is used as opposed to discrete HMMs to avoid the loss of information occur in the quantization of the features. The motion features are assumed to be Gaussian distributed. Each viseme is modelled using a left-right HMM with three states, one mixture of Gaussian component per state and diagonal covariance matrix. To use a continuous observation density in HMM, the observation probability distribution is assumed to be finite Gaussian mixture of the form
where the v represents the state of the HMM and O t is the observed features at time t. The K s mixture weights w v,k are positive and add to one, and N l (O; m, s) is the l-variate normal distribution with mean m and a diagonal covariance matrix s. During training of the HMMs, the unknown HMMs parameters vectors consisting of the transition probability and observation probability are estimated iteratively using Expectation-Maximization (EM) algorithm [4] based on the training samples. In the classification stage, the unknown motion features are presented to the 14 trained HMMs and the features are assigned to the viseme class whose HMM produces output with the highest likelihood.
Methodology
Experiments were conducted to test the proposed visual speech recognition technique. The experiments were approved by the university's Human Experiments Ethics Committee. Fourteen visemes from the viseme model of MPEG-4 standard (highlighted in bold fonts in Table 1 ) were evaluated in the experiments. Video data was recorded using an inexpensive web camera in a typical office environment. This was done towards having a practical voiceless communication system using low resolution video recordings. The camera focused on the mouth region of the speaker and was kept stationary throughout the experiment. The following factors were kept the same during the recording of the videos : window size and view angle of the camera, background and illumination. 280 video files (240 x 240 pixels) were recorded and stored as true color (.AVI) files.The frame rate of the AVI files was 30 frames per second. One STT was generated from each AVI files. An example of STT for each visemes are shown in Figure 1 . SWT at level-1 using Haar wavelet was applied on the STTs and the approximate image (LL) was used for analysis. 49 Zernike moments have been used as features to represent the SWT approximate image of the STT. The Zernike moments features were used to train the hidden Markov models (HMM) classifier. One HMM was created and trained for each viseme. The leave-one-out method was used in the experiment to evaluate the performance of the proposed approach. The HMMs were trained with 266 training samples and were evaluated on the 14 remaining samples (1 sample from each viseme group). This process is repeated 20 times with different sets of training and testing data. The average recognition rates of the HMMs for the 20 repetitions were computed.
Results and Discussion
The classification accuracies of the HMM are tabulated in Table 2 . The average recognition rate of the proposed visual speech recognition system is 88.2%. The results indicate that the proposed technique based on motion features is suitable for viseme recognition. Based on the results, the proposed technique is highly accurate for vowels classification using the motion features. An average success rate of 97% is achieved in recognizing vowels. The classification accuracies of consonants are slightly lower due to the poor recognition rate of one of the consonant -/n/. One of the possible reason for the misclassifications of /n/ is due to the inability of vision-based technique to capture the occluded speech articulators movements. The movement of the tongue within the mouth cavity is not visible (occluded by the teeth) in the video data during the pronunciation of /n/. Thus, STT of /n/ does not contain information on the tongue movement which may have resulted a high error rate for /n/.
To compare the results of the proposed approach with other related work is inappropriate due to the different video corpus and recognition tasks used. In a similar visual-only speech recognition task (based on the the 14 visemes of MPEG-4 standard) reported in [7] , a similar error rate was obtained using shape-based features (geometric measures of the lip) extracted from static images. Nevertheless, the errors made in our proposed system using motion features are different compare to the errors reported in [7] that uses static features. This indicates that complementary information exist in static and dynamic features of visual speech. For example, our proposed system has a much lower error rate in identifying visemes /m/, /t/ and /r/ by using the facial movement features as compare to the results in [7] . This shows that motion features are better in representing phones which involve distinct facial movements (such as the bilabial movements of /m/). The static features of [7] yield better results in classifying visemes with ambiguous or occluded motion of the speech articulators such as /n/.
The results demonstrate that a computationally inexpensive system which can easily be developed on a DSP chip for voice-less(mime speech) communication application. The proposed system has been designed for specific applications such as control of machines using simple commands consisting of discrete utterances without requiring the user to make a sound.
Conclusion
This paper reports on a facial movement classification technique using HMM for visual speech recognition. The proposed technique recognizes utterances based on the visible movements of the jaw and mouth of the speaker. The facial movements of the video data are represented using spatial-temporal templates (STT). This paper adopts the MPEG-4 viseme model as the visual model to represent English phonemes. The proposed technique employs continuous hidden Markov models (HMM) as the supervised classifier. A low error rate of 12% is obtained in classifying the visemes using the proposed approach. Our results demonstrate that the proposed technique based on motion features is suitable for facial movement recognition.
The differences in classification errors of the proposed technique using motion features compare to the approach using static features [7] suggest that complementary information may exists between dynamic and static features. For future work, the authors intend to combine static and dynamic features for recognition of facial movements.
Such a system could be used to drive computerized machinery in noisy environments. The system may also be used for helping disabled people to use a computer and for voice-less communication.
