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Addressing the high cost of RF instrumentation has motivated significant research 
activity, where researchers have proposed various non-standard and alternative test 
methods of RF circuits to mitigate high test cost. This dissertation describes a test 
methodology for RF receivers, whereby simple digital circuits comprise the core of the 
otherwise complex and costly broadband RF/analog signal generation. The proposed test 
methodology relies on a digital clock, commonly available to RF ICs for the purpose of 
digital communication, to generate the broadband RF stimulus needed for the receiver 
analog tests. The test method also utilizes commonly available baseband signal 
digitization (on-chip or off-chip) to acquire the baseband signal. It then relies on 
sophisticated, but inexpensive, signal processing to extract and compute standard RF 
 ix 
performance parameters, like gain, noise figure (NF), and input-referred third-order 
intercept point (IIP3). In addition, the test method can extract important baseband (BB) 
parameters like the BB filter 3 dB bandwidth (BW), filter rejection at specific BB 
frequencies, or the BB filter profile. 
The motivation behind the proposed test methodology can be categorized as both 
architectural and cost reduction-oriented. Architecturally, the proposed test method aims 
at shifting the complexity involved in the test of RF receivers from the hardware (input) 
RF signal generation side to the signal processing done on the (output) baseband side. 
The process of shifting the complexity from the hardware design side to the signal 
processing side involves significant complex and sophisticated analysis, which is part of 
this dissertation. Cost-wise, the proposed test methodology enables the use of digital 
automatic test equipment (ATE) with limited baseband capability, instead of the full 
standard RF testers. Such a step reduces the initial tester cost and impacts the cost/sec 
figure spent on test for the life of the ATE tester, thus leading to test cost reduction.  
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1.1 Standard Testing of RF Receivers  
RF receiver integrated circuits (IC) go through numerous tests during production 
to guarantee their performance. Such screening is necessary to reduce the number of 
defects at the final system-level assembly, where a non-functional or defective chip can 
render the whole system or device defective. Although the test sequence that an RF 
receiver undergoes in production can be long and composed of many steps at different 
settings, gain-states, and channel frequencies, it is ultimately comprised of just a few tests 
that aim to acquire a measure of performance of the RF receiver sensitivity, linearity, and 
gain. This evaluation of the test sequence consciously leaves out basic and necessary tests 
like the ones that check for correct digital communication with the chip, proper locking 
of the PLL, and others. Sensitivity describes the receiver’s ability to detect small signals. 
The smaller the signals that the receiver can detect, while satisfying a minimum signal-to-
noise ratio, the better the sensitivity. Linearity, on the other hand, describes the receiver’s 
ability to cope with large signals, without sacrificing sensitivity performance or 
introducing spurious in-band components. Finally, gain on the receiver is understood as 
conversion gain, from the ratio of the receiver’s baseband output to the receiver’s RF 
input (more on receiver operation in Section ‎2.2). Several tests can be run to check for the 
sensitivity, linearity, and gain performance of the DUT, but commonly used ones are 
noise figure (NF), input-referred third-order intercept point (IIP3), and gain. The detailed 





1.2 Literature Overview 
The high cost of RF instrumentation presents a major challenge in wireless system 
research and product development. Many researchers have investigated new methods of 
addressing RF test. Some have addressed the problem of signal generation, utilizing 
digital circuitry and sigma-delta modulators with low-pass [1], band-pass [2], and more 
recently with high-pass schemes to allow the generation of frequencies close to and 
beyond    the Nyquist rate [3] [4]. This approach is promising for RF signal generation, 
but it requires sophisticated modulator design and the presence of long bit streams. 
Moreover, unless the signal is limited to fs/2, the natural loss in the higher Nyquist bands 
as well as the simultaneous presence of the first Nyquist band signal need to be addressed 
properly. Other researchers have addressed the issue of measurement and data acquisition 
through embedding RF power sensors [5] or amplitude detectors [6] to offer on-chip RF 
amplitude measurement, assisting in gain, linearity, or compression measurements. These 
approaches can also be utilized for the refinement of RF BIST, but they do not offer 
significant cost or area reduction, especially when it comes to RF signal generation. 
Some researchers have used alternate methods where complex RF specifications are 
predicted based on spectral features [7] or the response to specially designed stimuli that 
are applied to the Device Under Test (DUT) [8] [9], thereby, inferring the specifications 
rather than directly measuring them. This approach, while effective, sometimes requires a 
sophisticated and flexible crafting of external stimuli as well as knowledge of the 
behavioral models for the DUT. Signature-based tests using transient inputs with 
synchronized digitization of the DUT response have also been reported [10] [11], but 
they also rely on inferring performance parameters as opposed to directly measuring 
them. Test schemes, including built-in ones, with simplified hardware and sophisticated 
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signal processing have been attempted, but the approaches targeted low frequency analog 
circuits [12] or were specific to narrowband RF components and required stimulus band-
pass filters [13]. Loopback test schemes have also been addressed, where only baseband 
signals are considered [14]. However, while loopback schemes can be employed in 
transceiver DUTs, they cannot be used for testing receiver-only DUTs like those used in 
broadcast applications. Moreover, having a method for testing broadband receivers using 
minimal RF hardware can be utilized in conjunction with loopback test schemes to 
facilitate and verify the receiver-transmitter parameter decoupling operation. 
 
1.3 Motivation 
The proposed RF receiver test methodology involves a system that comprises RF 
broadband multitone (MT) signal generation and characterization, baseband signal 
acquisition, and signal processing. Architecturally, the method aims to simplify the 
otherwise complex circuits needed for the RF signal generation at the cost of 
complicating the signal processing done on the acquired low-frequency baseband signal. 
The reasoning behind such a scheme is that the baseband signal processing, though 
complex, is less expensive. Moreover, the complex analysis that forms the basis for the 
signal processing is presented in this dissertation, thus significantly reducing the signal 
processing implementation complexity in general. On the other hand, while the cost 
reduction is ultimately measured in “dollars”, it can be manifested in different ways. One 
aspect of cost reduction is related to the initial ATE tester cost, which dictates what the 
cost/sec value on the tester is, over the number of years of the tester service. Being able 
to use a basic digital tester with limited baseband capability instead of having to use a full 
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RF tester reduces the initial tester cost, and thus the equivalent cost for every second of 
test. Furthermore, aside from the reduction of the cost per unit time, the proposed 
methodology may help reduce the test time itself, thus resulting in further, multiplied, 
cost savings. The test time reduction may be attributed to the increased capability of 
adding multiple test sites with little or no effect on tester cost because of the additional 
test sites requiring only simple baseband capability. Furthermore, test time reduction may 
also be partially attributed to the fact that the MT signal generation scheme does not 
require frequency tuning, and thus eliminates the tuning and settling times associated 
with traditional RF signal generators. Finally, in the case of on-chip implementation of 
the signal generation scheme for BIST applications, the proposed methodology offers 










2.1 RF Signal Generation Methodology Fundamentals 
In the proposed methodology we employ a periodic impulse train as the input 
waveform to the DUT. A periodic impulse train can be expressed as a Fourier series that 
is characterized by a discrete uniform multitone spectrum that extends to infinity in the 
frequency domain and has a frequency tone spacing that is the inverse of the time-domain 
signal period, [15], as shown in Fig. ‎2.1. With the periodic impulse (Comb) signal period 
being  , the corresponding multitone spectrum will have tones at      , where       
    . Mathematical analysis and practical aspects of this generation scheme are covered 
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 Fig. ‎2.1: Correspondence of time-domain periodic impulse (Comb) signal 
and frequency-domain multitone spectrum 
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2.2 RF Receiver Fundamentals 
In this section we cover the RF receiver basics and fundamentals. We start by 
going over the receiver building blocks, and then we cover the general receiver operation 
before finally discussing the receiver’s specific operation on a MT signal.  
2.2.1 RF RECEIVER BUILDING BLOCKS 
At a high level, we consider the RF receiver’s block diagram as consisting of 4 
sub-blocks as shown in Fig. ‎2.2. The first is the synthesizer block that contains a 
controlled local oscillator (LO) that can be tuned to the center of any channel within the 
desired frequency band. The second is the RF front-end block, symbolized by a low-noise 
amplifier (LNA), whose task is to amplify the RF input signal with minimal addition of 
noise. The third block is the RF mixer, whose task is to multiply the amplified incoming 
RF signal with the LO, thus resulting in shifting the RF signal in frequency by  the LO 
frequency. The fourth and last block is the output baseband filter block, whose task is to 
filter out the unwanted neighboring baseband channels, in addition to filtering out the 
much higher frequency components. Any variable gain functionality, as required is 
assumed to be embedded within the LNA and baseband filters.  
2.2.2 RF RECEIVER GENERAL OPERATION 
From the RF performance characterization perspective, the RF 
receiver/downconverter is a two-port device, with one RF input port and one baseband 
(BB) output port, where the baseband output port is composed of an in-phase (I) 
component and a quadrature (Q) component, as shown in Fig. ‎2.2. Unlike simpler RF or 
analog non-frequency-translating devices, the RF receiver’s input and output signals can 
be at significantly different frequencies. The RF input port accepts signals across a wide 
range of frequencies and whose spectrum often includes multiple communication 
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channels within the receiver’s bandwidth. The baseband port provides relatively low 
frequency signals, the highest frequency of which corresponds to half the bandwidth of a 
single channel, assuming direct downconversion. Downconversion is the process of 
capturing the information contained in a single desired channel in the RF spectrum and 
frequency translating it to baseband. The downconversion process starts by tuning the LO 
to a center frequency of a specific RF channel. The incoming RF signal then gets 
multiplied (mixed) with the LO, resulting in frequency translation of the RF signal band 














 Fig. ‎2.2: RF receiver block diagram 
2.2.3 RF RECEIVER OPERATION ON A MT SIGNAL 
2.2.3.1 Overview 
Consider the scenario where the MT signal described in Fig. ‎2.1 is used as the 
input to the DUT as shown in Fig. ‎2.3. Tuning the DUT LO to within, say ‘x’ kHz of one 
of the RF signal tones (termed Hj), results in a tone at the baseband frequency of ‘x’ kHz. 
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For a DUT baseband filter bandwidth (BB Filter BW) that is larger than ‘x’ and smaller 
than the RF MT signal tone spacing (i.e. ‘x’ < BB Filter BW <     ), the tone Hj shows 
up as the primary baseband signal while other tones are attenuated by the DUT BB filter. 






















e ‘x’‎‎=    LO – jfclk
‘x’‎‎=    LO – jfclk
 
 Fig. ‎2.3: DUT operating on the RF MT signal 
2.2.3.2 Contrast to Traditional Operation 
To understand the difference between the traditional use of a MT signal (an 
impulse or a periodic impulse signal) in the characterization of simple non-frequency-
translating DUTs and in the proposed characterization of a receiver, we first consider 
Fig. ‎2.4, which demonstrates the traditional utilization of an impulse signal. In Fig. ‎2.4, 
the time domain perspective is shown on top, where the DUT (LNA or LPF…etc) takes 
an impulse signal as an input and generates a modified version of the impulse signal. The 
modification can consist of scaling as well as changing the shape of the impulse signal, 














































 Fig. ‎2.4: Traditional characterization use of an impulse signal 
Applying an FFT on the time-domain signals, at both the input and output, yields the 
respective spectra of the input and output signals. The input impulse signal spectrum is 
ideally perfectly flat with infinite frequency response; practically it is finite, but still flat 
with high frequency content relative to the output spectrum of the DUT. Dividing the 
output frequency response by the input frequency response yields the DUT transfer 
function, which is typically the characterization goal. On the other hand, we now consider 
Fig. ‎2.5, demonstrating the use of the same impulse signal on an RF receiver DUT. 
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Starting with the impulse signal spectrum, and knowing both where the DUT LO is tuned 
to within that spectrum, and how big the DUT BB filter BW is, we can decisively point 
out the portion of the spectrum that gets downconverted to baseband. Notice that the 
spectrum within the BB BW shown in X(s) (between the dashed red lines) is divided to 
two portions by the LO. Both portions get downconverted and overlap in the baseband 
spectrum shown in Y(s). Moving from the frequency domain to the time domain, shown 
on top in Fig. ‎2.5, one can clearly see the contrast to the traditional use of the impulse 
signal. The output signal is not an impulse signal in nature, but a baseband signal 
representing only the portion of the impulse spectrum that got downconverted through the 
receiver to BB.  
In the case of a MT signal (a periodic impulse), where the LO is tuned next to one 
of the MT tones, the portion of the spectrum within the BB BW is only that single-tone. 

















































 Fig. ‎2.5: Use of an impulse in the characterization of a receiver 
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Knowing the RF signal tone levels and measuring the downconverted tone level at the 
DUT baseband output, one would be able to calculate the conversion gain of the DUT at 
the frequency of the downconverted tone. Consequently, measuring the DUT gain at a 
broad range of RF frequencies is possible by tuning the DUT LO close to tones that 
correspond to these frequencies. 
 
2.3 Standard RF Receiver Tests 
2.3.1 TEST PROCEDURES 
In this section, the standard procedure for performing receiver measurements is 
described; specifically, the measurements covered are gain, NF, and IIP3.  
2.3.1.1 Gain 
As alluded to in Section ‎2.2.3.2, the gain measurement involves providing the RF 
receiver DUT with a single tone at the desired RF frequency of characterization. 
Knowing what the input tone level is to a matched load in dBm, and assuming the DUT’s 
single-tone baseband output is measured in VRMS (Volts Root-Mean-Square) into a 50Ω 
load, the conversion gain in dB can be computed as follows: 
      (  )          (





    
)      (‎2.1) 
where        is the RMS voltage of the single-tone measured at the DUT’s output,     
is the input power (tone level) in dBm, and    is the characteristic impedance, a property 
that relates to the ratio of the distributed inductance and capacitance in the signal 
operating medium. The common characteristic impedance for RF systems is 50 , for 
audio/video systems is 75 , and in free-space is √    ⁄       . This procedure, 
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while standard and typically accurate for an impedance matched DUT (to within one or 
two tenths of a dB), is not a calibration-grade procedure, because it assumes that 
knowledge of the input power for a matched load would apply to the DUT with no error. 
A calibration-grade procedure, actually measures the input to the DUT using a 
calibration-grade power splitter (such as the one described in [16]), a calibration-grade 
power sensor (such as the ones described in [17], [18], or [19]), in addition to also 
measuring the output power (or voltage). Having touched on the difference between the 
standard and calibration-grade procedures, we emphasize that the standard procedure is 
the commonly used one on automatic test equipment (ATE) testing of RF IC receivers, 
while the calibration-grade procedure is typically used for instrumentation purposes (i.e. 
calibration of the instruments and ATEs). In our study and experimental work, we shall 
refer to the standard procedure for evaluating the proposed method’s accuracy.  
2.3.1.2 Noise Figure 
The Noise Figure of a receiver is a measure of the noise that the receiver 
inherently adds to the incoming signal, and thus it is a measure of the degradation it 
causes to the signal-to-noise ratio (SNR). Similar to gain, NF can be computed in 
different ways, some more accurate than others. An accurate method to measure NF is the 
Y-Factor method, in which NF is calculated from two relative measurements done 
involving a calibrated noise source; details of the Y-Factor method can be found in [20] 
or [21]. Another method, often referred to as the gain-method [20], is used to measure NF 
by finding the noise density (in dBm/Hz) at the receiver input and comparing it to the 
fundamental noise floor expected at the input of a perfectly matched ideal receiver in a 1 
Hz noise bandwidth. Some methods go to the extent of extracting the DUT noise density 
from below the measuring instrument’s noise floor, by adding a noise floor calibration 
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step [22]. Regardless of the method used, quantifying NF requires the capability to 
measure noise density or to integrate noise power in a given bandwidth, which is 
discussed in detail in Section ‎3.3.3. In this dissertation, the gain method is one used as the 
standard reference method. Below are the details necessary for conducting the 
measurement procedure.  
The theoretical fundamental (thermal) noise floor (    ) is expressed as: 
             (
   
    
) (‎2.2) 
where   is Boltzmann’s Constant =            in SI units of Joules/K,   is 
temperature in  , and   is the noise bandwidth in Hz. For a NF standard measurement 
temperature of 290 K, the fundamental noise floor is -173.975 dBm in a 1 Hz bandwidth 
(Note that -174 dBm/Hz is more commonly used as a rule-of-thumb). 
To measure the receiver’s noise density at its input, a common method is to 
measure it at the baseband output and then use the conversion gain to refer it back to the 
receiver’s input as follows: 
                             ( ) (‎2.3) 
where    is the noise density in dBm/Hz and   is the receiver’s conversion gain in dB. 
The subtraction of         ( ) or 3.01 dB is specific to direct-conversion receivers, to 
compensate for the fact that for such receivers, the receiver’s output noise density reflects 
a doubling that occurs from the folding of the RF channel spectrum, as described in 
Section ‎2.2.3.2, when considering either of the I or Q channels separately. This procedure 
assumes that the signal is present at only one side of the LO, and that the noise of the 
image (other side of LO) is equal to that on the signal’s side. The standard measurement, 
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thus, is technically a double side-band noise measurement emulating a single side-band 
one, and it is commonly understood as such in direct conversion or single-stage 
conversion receiver literature. It is worth noting that the input-referred noise-density 
measurement’s accuracy is dependent on the accuracy of the gain measurement itself.  
Knowing         from (‎2.3) and      from (‎2.2),   can be expressed as: 
    (  )                                     (‎2.4) 
For practical purposes, the gain-method is more commonly used on ATEs for testing RF 
IC receivers, partially because it does not require a switching scheme to multiplex and 
connect the receiver’s input to a calibrated noise source at one time and to a signal source 
at another. The switching mechanism would add its own anomalies and can defeat the 
purpose of a more accurate test methodology.  
2.3.1.3 Input-Referred Third-Order Intercept Point 
Input-Referred Third-Order Intercept Point, commonly abbreviated as IIP3 or 
ITOI, is a measure of the RF receiver’s linearity. IIP3 is measured in dBm; the higher the 
IIP3 value, the better and more linear the DUT is. A standard method of characterizing 
IIP3 of a DUT is by presenting a two-tone signal centered at the desired RF frequency at 
its input, where the tones’ levels are usually equal and where the frequency difference 
between the tones is relatively small and comparable to, but smaller than, the channel or 
BB filter BW. The procedural calculation of IIP3 is as follows: 
      (   )  
                    
 
   (‎2.5) 
where          is the average two-tone signal baseband output level in dBm,           
is the average baseband output level of the Inter-Modulation Distortion (IMD) tones in 
 15 
dBm, and   is the receiver’s conversion gain in dB. The two IMD tones are located to the 
left main tone and to the right of the right main tone, each spaced from the closest main 
tone by the frequency difference between the main tones, as illustrated in Fig. ‎2.6.  
 
 Fig. ‎2.6: Two-Tone and IMD signals as measured at DUT’s baseband 
2.3.2 TEST FUNDAMENTALS 
This section covers the underlying principles of the tests discussed in 
Section ‎2.3.1 and touches on the fundamentals relating to the tested parameters. 
2.3.2.1 Gain 
2.3.2.1.1 Conversion Gain 
In the case of an RF receiver DUT, the term gain implicitly indicates two things. 
Firstl gain indicates frequency conversion, as in “conversion gain”, and second it 
indicates linearity, as in “linear gain”. In the analysis that follows, as well as in the rest of 
this dissertation, frequency translation or conversion is considered understood, with the 
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input signal being an RF signal of frequency from a few MHz to many GHz, and the 
output signal being a baseband frequency that is typically limited from a few MHz to a 
few tens of MHz.  
2.3.2.1.2 Linear and Non-Linear Gain 
Let   be the DUT baseband output, which includes linear and non-linear gain 
components as shown in (‎2.6).    represents non-input related output signals (e.g. DC 
offset, noise, residual spurs…etc),    represents the small-signal linear gain, and    and 
   are the considered non-linear gain components.  
              
     
  (‎2.6) 
For a single-tone input       (   ), the output   is evaluated as: 
            (   )     
     (   )     
     (   ) ( 2.7) 
But,  
    
 (   )  






     (   )  
    (   )     (    )
 
 ( 2.9) 
Substituting (‎2.8) and (‎2.9) into (‎2.7), we arrive at the expression for   shown in (‎2.10) 
below. 
 
  (   
   
 
 
)  (    
    
 
 
)    (   )  
   
 
 
   (    )
    
    (    ) 
( 2.10) 
 17 
The expression of the baseband output   shown in (‎2.10), includes the main 
content at the expected frequency    as well as signals resulting from the harmonic 
generation of   . Performing the gain measurement as described in Section ‎2.3.1.1 and 
using (‎2.1) assumes that the baseband signal is specifically a single-tone. In reality, even 
if the baseband signal is dominated by a single-tone, it contains other signals as well, 
such as noise. The gain measurement requires the ability to discern and extract single-
tone information as detailed later on in Section ‎3.3.2. However, even if we zoom in on 
only the single-tone information in  , as expressed in (‎2.10), we not only get the 
baseband output resulting from the linear gain, but also that due to non-linear gain. 
Considering only the single-tone content at    of the baseband output, the gain of the 
DUT can be expressed as, 
 
     
    




    





Or in dB as follows: 
     (  )         (   
    
 
 
) ( 2.12) 
The gain expressed in (‎2.12) is what one measures in reality when attempting to measure 
the linear gain. There is a third-order non-linear gain component whose frequency is that 
of the linear gain output that is added to the theoretical linear gain expressed in (‎2.13).  
           (  )         (  ) ( 2.13) 
2.3.2.1.3 Practical Forgiveness of Gain Measurement 
The measured gain from (‎2.12) is typically designed to be close to the theoretical 
linear gain expressed in (‎2.13) over the signal range specified by the system. Consider the 
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following example, where the values are actual and taken from a real DUT that was 
characterized during the work of this dissertation. For a DUT whose |  |      and 
|  |          at a given frequency, one can compute the theoretical linear gain to be 
53.1 dB, independent of the input signal level. The measured gain, on the other hand, is 
dependent on what the input signal is, as expressed in (‎2.12); the graph below shows two 
plots, one for the theoretical linear gain, which as expected reflects a flat constant level of 
~53.1 dB, and a second for the measured gain as it changes versus the input signal level.  
 
 
 Fig. ‎2.7: Measured gain compared to theoretical linear gain vs. the input 
single-tone signal level 
As one can see from Fig. ‎2.7, the design ensures that the measured gain remains to within 
0.04 dB of the theoretical linear gain up to an input single-tone level of -40 dBm, which 
given the DUT gain, corresponds to an output baseband level of +13.1 dBm. In CMOS 
receiver DUTs using state-of-the-art technology nodes, an output of +13.1 dBm is a high 
number assuming a 50  output. Signal compression or even DUT output stage 
saturation can take place before such a level is achieved. This is especially true if the 
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DUT is configured for high-sensitivity, as is this DUT, with a gain as high as 50 dB. For 
the applications considered here, a DUT whose gain is in the neighborhood of 50 dB may 
employ a signal level of less than -70 dBm. However, depending on the DUT’s linearity, 
signals in the -80 dBm to -100 dBm range may be preferred. For an input of less than -70 
dBm, the difference between measured gain and theoretical linear gain is less than a 
single thousandth of a 1 dB, which is why the measured gain is considered to be the 
linear gain, as long as the input single-tone level does not saturate or compress the DUT. 
2.3.2.2 Noise Figure 
2.3.2.2.1 Thermal Noise 
Noise, otherwise understood as thermal or Johnson-Nyquist noise, is a random 
signal that results from the random motion of electrons at temperatures above absolute 
zero (0 K). While noise is typically inherent to the input signal of a receiver DUT, NF of 
a receiver quantifies the noise that the DUT adds to the signal, or in other words it 
quantifies the degradation in the signal quality or signal-to-noise ratio. The procedural 
calculation for noise figure presented in Section ‎2.3.1.2, in conjunction with the details 
on noise density evaluation discussed further ahead in Section ‎3.3.3, suffices for 
performing the NF measurement. However, below are some notes on the conditions that 
influence the accuracy of the NF measurement. 
2.3.2.2.2 The Effect of the Source Used in Gain-Method 
Because NF is generally tied to and meant to measure thermal noise, care should 
be taken when performing the measurement. This is especially true when using methods 
other than the standard Y-Factor method, where a signal can be present during the 
evaluation of noise density, even if outside the direct noise integration bandwidth. If the 
single-tone input signal used to compute the gain, as part of the gain-method, is not 
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turned off during noise density evaluation, then it becomes necessary to verify two 
things, in addition to making sure that the single-tone is outside of the integration 
bandwidth or that the single-tone bins are notched out and not considered when 
calculating the integrated noise power. First, it is necessary to ensure that the noise floor 
of the input signal itself is not dominating or contributing to the integrated noise density 
at the DUT output other than what a matched 50 Ω termination contributes, within the 
matching constraints that are discussed in detail next, in Section ‎2.3.2.2.3. This is not 
typically challenging because of the signal levels used in receiver testing, where for the 
case considered here, -90 dBm or -100 dBm is a common signal level; at such levels it is 
not uncommon to have zero excess noise and have the source’s output noise floor be 
limited to what the fundamental noise floor is for the specific source output impedance. 
Second, it is necessary to ensure that the band range over which the noise is integrated is 
farther out from the single-tone signal frequency, enough for the single-tone signal’s 
phase noise not to “leak” into the noise integration bandwidth. Phase noise close to the 
single-tone is composed of flicker (   ) noise and higher order      noise. At 
sufficiently large spectral distance from the single-tone, the phase-noise becomes 
dominated by thermal noise. While the single-tone’s phase noise at baseband can be 
dominated by or resulting from the DUT’s LO phase noise after mixing, and is thus a 
property of the DUT, it is not appropriate to roll its effect in the noise figure 
measurement, which strictly relates to thermal noise. 
2.3.2.2.3 The Error Due to Source Mismatch 
As mentioned earlier, the source that is connected to the input of the receiver 
DUT is supposed to emulate a perfect 50Ω source, as only then the      would be 
exactly as found to be in Section ‎2.3.1.2, for a 50Ω DUT. In this section, the 
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mathematical analysis quantifying the NF error due to source impedance deviation from a 
perfect 50Ω, and thus due to the error in the used      value, is presented, and the 
results of a mathematical simulation that uses the latter analysis are used to demonstrate 
the error range involved, given practical source impedance value ranges. 
Fig. ‎2.8 shows the signal source-DUT interface as it pertains to the “delivery” of 
the “noise signal”,   . The value of      is derived from the thermal noise of the 
source resistance,   , the real part of the source impedance,   . The ideal DUT input 
impedance is modeled as a noiseless 50Ω resistor. The thermal noise generated within the 
source resistance is presented in (‎2.14) 
    √       ( 2.14) 
where,  ,  , and   are as previously defined for (‎2.2) in Section ‎2.3.1.2,    is the real 
part of the source impedance   , and where    is in     √  ⁄ . Performing the voltage 
division between the source impedance and the ideal DUT 50Ω input resistor, to compute 










Fig. ‎2.8: Noise Delivery from Signal Source to DUT  
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√       ( 2.15) 
The noise power density delivered to the DUT, in dBm/Hz, can be computed in terms of 
   (and its real part   ) from the delivered noise voltage as follows, where   is 1 Hz,   
is 290°K, and   is                 Joules/°K. 
 
                 (  
 




        (    
 
     
(     ) 
) 
( 2.16) 
 The error in NF gain-method measurement resulting from the computation using 
the ideal      instead of the delivered noise from the actual source can be assessed by 
computing the delivered noise for the particular source impedance and then comparing it 
to the ideal     . A mathematical simulation was built towards this end, and the source 
impedance    was swept based on a practical range of associated Voltage Standing Wave 
Ratio (VSWR) or Reflection Coefficients ( ). Fig. ‎2.9 and Fig. ‎2.10 show the noise 
density (or     ) at the input of an ideal DUT and the error in      compared to ideal, 
respectively, versus the source impedance real and imaginary parts, which correspond to 
a VSWR that ranges from 1:1 (ideal) to ~ 2:1, or a | | that ranges from 0 (ideal) to 0.33 
with swept phase. A VSWR of 2:1 is not particularly good, per se, and thus it is worse 
than most typical source impedances in the realm of 50Ω systems, and it corresponds to a 
return loss of around 9.5 dB. Even with a source impedance that is as bad as having a 
VSWR of 2:1 or return loss of 9.5 dB, the error in NF or      still does not exceed 0.5 
dB as demonstrated in Fig. ‎2.11. 
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 Fig. ‎2.9: Noise density at the ideal DUT input vs. source impedance 
 
 Fig. ‎2.10: NF error (or TFNF error) vs. source impedance 
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 Fig. ‎2.11: NF error vs. VSWR 
2.3.2.3 Input-Referred Third-Order Intercept Point 
2.3.2.3.1 IIP3 or ITOI a Measure of Non-Linearity 
Input-referred third-order intercept point, otherwise abbreviated as IIP3 or ITOI, 
is a measure of device non-linearity, particularly third-order non-linearity. Thus, as shall 
be discussed in this section, IIP3 relates to the third-order non-linear gain component   , 
shown in (‎2.6). In the next section, mathematical analysis is presented, which ties the 
IIP3 of a device to its fundamental, linear and non-linear, gain components. Additionally, 
the analysis serves to shed light and make sense of the IIP3 measurement procedure 
presented in Section ‎2.3.1.3. 
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2.3.2.3.2 Tying IIP3 to Gain Components 
Performing a similar analysis to that done in Section ‎2.3.2.1.2, we start by 
considering the input being a two-tone signal, where the two tones are of equal 
magnitudes. Formulated accordingly,    (   (   )     (   )), where    and   , 
the angular frequencies of the two tones, are already presented for baseband analysis and 
take into account the frequency translation by the LO from RF to baseband. Substituting 
  into (‎2.6) yields the following: 
 
     (   (   )     (   ))     
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( 2.17) 
Expanding (‎2.17) yields (‎2.18). 
 
     [   (   )     (   )]
    
 [    (   )     
 (   )      (   )    (   )]
    
 [    (   )     
 (   )
      (   )    (   )      
 (   )    (   )] 
( 2.18) 
Using (‎2.8) and (‎2.9), in addition to the transformation equations presented in (‎2.19) and 
(‎2.20), (‎2.18) can be rewritten into (‎2.21). 
Below is the transformation equation for the    ( )    ( ) term.  
     (   )    (   )     ((     ) )     ((     ) ) ( 2.19) 
The transformation shown in (‎2.20) applies to both the     ( )    ( ) terms of (‎2.18). 
 
    (   )    (   )
 




Finally, (‎2.21) expresses   in terms of first-order sine and cosine elements, which 
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For the purpose of IIP3 computation, we are interested in two tones, the tone at   , which 
is representative of the tone at    due to symmetry, and the tone at (      ), which is 
similarly representative of the tone at (      ). (‎2.22) shows the component of   that 
is at  , while (‎2.23) shows the component that is at (      ). 
      (    
    
 
 
)    (   ) ( 2.22) 
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   ((      ) ) ( 2.23) 
Following the procedure laid out in Section ‎2.3.1.3, the tone levels, both the main and the 
IMD, are to be computed in dBm. Expressing the IMD tone level in dBm is shown in 
(‎2.24), where (    
  ⁄ ) is       of the IMD tone and where    is the load impedance 
that the DUT output is driving, which in a 50Ω system is nominally 50Ω. This would be 
the value of           shown in (‎2.5). 
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 27 
Similarly, expressing the main tone level in dBm is shown in (‎2.25). This would be the 
value of          shown in (‎2.5).  
 |    |(   )         (|(    
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Continuing with the procedure, the remaining term of (‎2.5) is  , whose expression for 
measured value is found in (‎2.12) and that for theoretical value is found in (‎2.13). Thus, 
the IIP3 measured value can be computed as shown in (‎2.26).  
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Simplifying the IIP3 expression in (‎2.26) results in the final measured IIP3 form of 
(‎2.27). 
     (   )         (|
(        
 )    
     (         ) 
|) ( 2.27) 
2.3.2.3.3 Measured vs. Theoretical IIP3 
Whereas (‎2.27) shows the expression for the IIP3 measured value, the IIP3 
theoretical value, not including secondary effects, is presented in this section and 
compared to the measured value. For the theoretical IIP3 computation, the gain used for 
the purpose of referring the IP3 value to the DUT input is the theoretical linear gain, and 
the output main tone level value used is simply the input main tone level multiplied by 
the theoretical linear gain. Thus, the theoretical IIP3 value is computed as shown in 
(‎2.28), following the same structure as in (‎2.26).  
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( 2.28) 
Simplifying the expression in (‎2.28) results in (‎2.29), which is the more common form of 
IIP3, especially if    is replaced with 50Ω, where it becomes simply        (  |
   
   
|). 
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Comparing the measured IIP3 value to the theoretical value results in the plots shown in 
Fig. ‎2.12. In a similar manner to how gain behaves, measured IIP3 tracks the theoretical 
IIP3 for values of the input two-tone signal level specified by the system. For the -40 
dBm per tone case, the difference is less than 0.14 dB. For the -43 dBm per tone case, 
which corresponds to a -40 dBm overall two-tone signal level, the difference is around 
0.07 dB. Finally, the difference drops below one thousandth of a dB for levels below -61 
dBm. In the following section, the gain measurement is revisited; analysis is done with 
the two-tone input signal instead of the single-tone input used in Section ‎2.3.2.1.3. 
 
 Fig. ‎2.12: Measured IIP3 value compared to the theoretical value vs. the 
input two-tone signal level 
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2.3.2.3.4 Revisiting the Forgiveness of Gain Measurement 
Notice that the component of   that is at    shown in (‎2.22) is different from that 
shown in (‎2.10), although the input signal directly (linearly) corresponding to the output 
tone at    did not change. It remained as     (   ), exactly as presented in 
Section ‎2.3.2.1.2. This change, a 3-time multiplication of the non-linear component, 
means that Fig. ‎2.7 needs to be revisited for the case where a two-tone input signal is 
used and where one of the tones is used for measuring gain, in the presence of the second 
tone. Fig. ‎2.13 is the version of Fig. ‎2.7 that compares the measured gain to the 
theoretical linear gain versus the input tone level when a two-tone signal is at the input of 
the DUT. While Fig. ‎2.13 reflects an earlier separation between the theoretical and 
measured gain, the difference at an input of -40 dBm per tone is still only ~ 0.12 dB, 
which while being 3 times the 0.04 dB of difference reflected in Fig. ‎2.7 is still small. 
Moreover, working from the output stage limitation of handling strong signals, one can 
argue that for an apple-to-apple comparison, the condition of a -40 dBm single-tone input 
ought to be compared to that of a -43 dBm two-tone signal, to maintain the same power at 
the output. In this case, the difference seen between the measured and theoretical gain of 
the DUT is less than 0.06 dB. For levels up to around -55 dBm, the difference remains 
under one thousandth of a dB.  
2.3.2.3.5 The IIP3 Measurement Procedure 
The DUT’s output stage typically gets compressed and even experiences “hard-
clipping” well before the main tone level becomes dominated by its third order 
component presented in (‎2.22). That is why it is standard practice to consider the IIP3 as 
that expressed in (‎2.29), where the linear gain and linear-gain-amplified main tones are 




 Fig. ‎2.13: Measured gain compared to theoretical linear gain vs. the two-
tone signal tone’s level 
the IMD tone starts lower than the main tone, it grows at a faster rate versus the input 
signal level. In Fig. ‎2.14 one can see the IMD tone rate growing at a 3:1 rate compared to 
the input, while the main tone is growing at a 1:1 rate with the input. This also means that 
the IMD tone grows at a 3:1 rate compared to the output main tone in the dB scale. This 
applies to the practical range where the main tone’s level (        
  ⁄ ), shown in 
(‎2.22), is dominated by the (   ) component. And given the IMD tone’s level of 
(    
  ⁄ ), it is clear why the main tone grows at 1:1 with the input signal level   and 
the IMD tone grows at cubic rate of  . However, since the levels are plotted in dBm, the 




















 Fig. ‎2.14: IIP3/OIP3 resulting from 3:1 IMD3 and 1:1 Main/Wanted Tones 
Growth Rates 
From the graph above, one can express the IMD tone level in dBm as follows: 
     (   )          ( 2.30) 
where   is the input signal level in dBm and where      is a constant that can be 
determined by knowing the IMD level      in dBm at any given input   in dBm. The 
main tone level is similarly expressed as follows: 
      (   )          ( 2.31) 
where       is also a constant that can be found at any given input   by knowing the 
main tone level      , as (       ). Thus,       is essentially the DUT gain   in dB. 
IIP3 is the input   itself when      and       become at the same level, when the plots 
shown in Fig. ‎2.14 above intersect.  
                         ( 2.32) 
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And,       can be written as: 
       
          
 
 ( 2.33) 
Substituting the value of       and      from (‎2.30) and (‎2.31) at a given point  , 
results in (‎2.34).  
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    ( 2.34) 
By adding and subtracting       to the right side of (‎2.34), one can rewrite (‎2.34) into 
(‎2.35).  
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( 2.35) 
Since       is nothing but the DUT gain   in dB, (‎2.35) is essentially the procedural IIP3 
calculation shown in (‎2.5), where        and       are the main and IMD tone levels in 
dBm at a given input level. In (‎2.5) these are termed          and          , 





3 BUILDING BLOCKS OF THE TEST METHODOLOGY 
3.1 Overview 
As discussed below, the proposed methodology comprises digital-based RF signal 
generation and characterization, common baseband signal acquisition and baseband 
measurements, and signal processing. The methodology seeks to reduce the complexity 
in RF receiver generation for receiver testing. Consequently, with the digital-based signal 
generation implemented on the DUT load-board, the methodology enables less expensive 
digital testers with limited baseband capability to test RF receivers and extract RF 
parameters, which are otherwise impossible to measure on such ATEs. This chapter 
covers in detail the hardware as well as the measurement building blocks of the presented 
test methodology. 
 
3.2 RF Signal Generation 
3.2.1 TOPOLOGY 
A simple digital circuit is proposed for the broadband MT generation scheme. At 
the core of it is a 2-input XOR gate, whose first input is sourced by a digital clock and 
whose second input is sourced by a delayed version of the same clock, as shown in 
Fig. ‎3.1. The delay can be implemented using 2 cascaded inverters if the multitone signal 
generator (MTSG) is designed on chip, or using controlled traces with calculated 
different lengths if the implementation is on a load board, as in the experimental case 
covered in this dissertation and explained in detail in Section ‎3.2.3.2. Alternatively, the 
delay can be implemented using a single inverter in front of one of the inputs of an AND 
gate, as described in [13]. The delay corresponds to the MTSG signal’s designed pulse 
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width, and thus for very small delays, the MTSG signal approaches a periodic impulse. 
Practically, any time-domain impulse signal involves a non-zero pulse width and non-
zero rise-time as well as other anomalies, which alter the transformation shown in 
Fig. ‎2.1. This results in a limited and non-uniform corresponding spectrum with a well-
known     ( ) shaping superimposed on the tonal spectrum, where      , with   
being the frequency and   being the delay illustrated in Fig. ‎3.1.   also corresponds to 
the pulse width. However, in this application the pulse width is designed to be 
sufficiently small such that the first     ( ) null occurs at sufficiently high frequency 
such that the MTSG output signal can be approximated by a periodic impulse, whose 
relatively-flat spectrum is composed of multiple tones in the band of operation. 
Furthermore, while the MTSG signal tones are theoretically harmonics of twice the input 
clock frequency (Fig. ‎3.1b, T2 = T1/2), in reality they are harmonics of the input clock 
frequency itself. This is because the rising and falling edges of the digital logic are not 
symmetrical. Therefore, the impulse generated at the output of the XOR gate is different 
for the rising input clock edge compared to the falling input clock edge. So, instead of 
having an impulse train of twice the input clock frequency, we have a pseudo-impulse 
signal whose frequency is that of the input clock, and whose period contains two distinct 
impulses, one corresponding to the rising edge of the input clock and one to the falling 
edge. On the other hand, the AND gate implementation discussed in [13] inherently 
results in a pulse train of frequency equal to the clock frequency, because the pulse is 
generated on only the rising edge of the original, un-delayed and un-inverted clock. 
Because the AND gate implementation requires only one inverter to implement the delay, 
as opposed to 2 inverters required for the XOR gate implementation, the AND gate 
implementation can achieve narrower pulses, corresponding to smaller delays, and thus 
can more closely approach the ideal impulse train if logic is used to implement the delay. 
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However, where controlled impedance trace length difference is used to implement the 
delay, the AND gate method cannot be used, as it requires at least one inverter to be used 
at the AND gate input. For the work of this dissertation, the XOR gate implementation 
was chosen, in conjunction with length difference of two traces with controlled 





























Period, T2 = T1/2
Pulse Width = Delay
 
(b)   
 Fig. ‎3.1:  Multitone Signal Generator (MTSG) (a) MTSG block diagram (b) 
MTSG operation demonstration 
Another aspect of the RF signal generation block is the RF Digital-Step 
Attenuator (DSA) that allows for providing the test system with multiple RF input levels. 
RF DSAs are commonly available for board use and have been implemented on chips for 
over a decade. They are composed of cascaded “power-of-2” resistive attenuators that 
can be switched in and out resulting in nominal attenuation values that range between 0 
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dB and 63 dB, with available typical attenuation step or resolution of 1 dB, 0.5 dB, or 
0.25 dB. For the experimental work covered in Section ‎3.2.3, two 5-bit off-the-shelf RF 
DSA parts were cascaded to achieve a 0 dB to 62 dB attenuation range with a 1 dB step 
size. For an on-chip implementation, the design of the RF DSA needs to be considered 
separately, [23] [24].   
3.2.2 PRACTICAL CONSIDERATIONS AND SIMULATION RESULTS 
The spectrum of a practical periodic impulse signal like the MTSG’s output is 
limited in bandwidth and is non-uniform, as mentioned earlier. However, it can still be 
useful in the testing of RF receivers in the low-GHz range, where the spectrum can be flat 
to within 1 dB. The peak voltage of harmonic tones of a 1V peak pulse train with first 
order transient behavior, whose pulse width is       , frequency is   , and whose equal 
edge rise and fall time is   , can be expressed as follows: 
 |     |  |
             (        )
         ⁄
| (‎3.1) 
where   is the harmonic tone frequency and   is a constant that relates the rise and fall 
time of a first order system to its bandwidth. For a 10% to 90% rise and 90% to 10% fall 
time definition   equals 2.1972245. The expression of |     | is derived based on an 
ideal pulse train of a pulse width        applied to a first order low-pass filter, whose 
bandwidth is determined by the desired rise/fall time   . Fig. ‎3.2 illustrates the harmonic 


















 Fig. ‎3.2: MTSG Sinc envelope illustration 
Using the expression for |     | in (‎3.1), a 3-D plot of the harmonic tone 
frequency corresponding to 1 dB flatness is presented versus the pulse width        and 
the rise and fall time,   . Fig. ‎3.3a shows a 3D view of the 1 dB flatness frequency 
response versus        and   , while Fig. ‎3.3b shows the planar projection, with the 
value of the 1 dB flatness frequency in GHz being color coded per the graph legend. The 
flatness of the MTSG response is dependent on both       and   .  
Whereas the maximum level corresponding to the fundamental tone of the MTSG 
signal can be seen from the expression of |     | in (‎3.1) to depend on the pulse train 
frequency   , the pulse width       , and the rise/fall time   , its dependence on    is 
very weak for practical values of    and       . In fact, for values of    that are on the 
order of or smaller than 10 times       , the dependence of the maximum level on    is 
sufficiently negligible that it can be ignored without practical implications. Even for    
values ranging up to 100 times the desired       , the maximum MTSG level varies by 
only 0.5 dB versus   . This is caused by the slow rise/fall time starting to significantly 
reduce the energy contained in the pulse. However, such large rise/fall times are not 
useful for RF applications as they severely affect the flatness of the MTSG spectrum and 
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limit its bandwidth much before the effect on the maximum level becomes significant. 
Fig. ‎3.4 presents the MTSG maximum level corresponding to a 10 MHz pulse train, 
expressed in dBm into a 50 Ω load. Fig. ‎3.4a shows the 3-D view, which demonstrates 
the max level’s near-perfect independence of   , for the range of        and    shown. 
Fig. ‎3.4b shows the projection of the 3-D plot and presents the max level versus      .  
 
(a)                  (b)   
 Fig. ‎3.3: MTSG 1 dB flatness frequency versus Wpulse and tr (a) 3D View (b) 
Projection 
For load board applications, the variation encountered is primarily in rise/fall 
time, which has a negligible effect on the maximum level. The reason is that the delay is 
best implemented on board via a calculated difference in controlled trace length feeding 
the clock to the two inputs of the XOR gate, as mentioned earlier. The tolerance in trace 
length (even considering the effective electrical length that takes into account the 
dielectric constant variation across the board) is typically negligible and much smaller 
than that corresponding to the cascaded inverters implementation’s variation. This results 
in a load board MTSG source that has low part-to-part performance variation in terms of 
the fundamental tone level and also has a sufficiently flat response up to at least 1 GHz.  
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(a)                         (b) 
 Fig. ‎3.4: MTSG max harmonic tone level in dBm (a) 3D view (b) Projection 
Using moderately demanding delay and rise-time means () and conservative 
standard-deviations () chosen based on [25] and [26] (rise-time = 100 psec, rise-time = 8 
psec, delay = 100 psec, and delay = 8 psec) a Monte-Carlo simulation was run to show the 
histogram of the 1 dB flatness frequency and the max level resulting from the interaction 
of varying        and    simultaneously. The simulation is a statistical perturbation of 
the lowest 1 dB flatness point presented in Fig. ‎3.3, corresponding to a 100 psec rise/fall 
time and a 100 psec pulse width. Fig. ‎3.5 shows that the 1.46 GHz mean 1 dB flatness 
varies from around 1.2 GHz to 1.7 GHz given the perturbations in rise/fall time and pulse 
width. The max level varies by less than ±2 dB from the expected mean. For load board 
implementation, the MTSG can simply be characterized once per board and the results 
can serve as calibration inputs for the testing of many DUTs, and thus the limited 
variation of the response flatness and the max level is not critical or necessary. However, 
for a possible BIST implementation, since calibration of individual on-chip MTSGs is not 
feasible or practical, the knowledge of the MTSG level and response is based on pre-
production DUT characterization, which generates a mean response for on-chip MTSGs 
adding a white line. 
 40 
 
(a)                (b)                (c)  
 Fig. ‎3.5: MTSG Monte Carlo simulation on combined effect of rise-time (a) 
MTSG harmonic level (b) Fund. ampl. histogram (c) 1 dB-freq. histogram 
that can be used as a reference response, and thus the limited variation in max level and 
response flatness becomes critical. 
Note that while Fig. ‎3.5a shows continuous profiles for the MTSG harmonic 
levels, it is considered understood that the tones at which the DUT can be tested exist at 
only harmonic frequencies of     . Consequently, if the DUT is to be tested at specific 
frequencies, then      is to be chosen such that its harmonics cover these specific 
frequencies. In many cases, analog performance of wideband DUTs does not have to be 
evaluated at very specific frequencies, and thus the use of existing clock works well to 
cover the range of interest with acceptable frequency resolution. 
3.2.3 HARDWARE IMPLEMENTATION AND EXPERIMENTAL RESULTS 
3.2.3.1 Hardware Implementation Overview 
The RF signal generation topology described above was implemented in hardware 
and its performance was characterized. The hardware implementation was done on a test 
board using off-the-shelf parts. A Texas Instruments (TI) 2-input XOR gate 
 41 
SN74LVC1G86 (datasheet, [27]) was used for the core signal generation and a MACOM 
MAAT-SS-0002 (datasheet, [28]) 5-bit digital step RF attenuator was used for the level 
control. The choice of the digital attenuator for the experimental section, as MAAT-SS-
0002, was driven by the requirement of being able to solder the part in a simple lab 
environment, in addition to its specifications being sufficient for the application at hand. 
If a professional-grade lab and soldering capability is readily available or higher 
bandwidth or higher step-resolution is required, then using other off-the-shelf digital 
attenuators like PE43703 from Peregrine Semiconductor (datasheet, [29]) can be 
considered. While rise-time is inherently set by the used XOR gate, and hence was 
mostly uncontrollable, the delay corresponding to the desired pulse-width was designed 
by calculating the trace length difference as covered in Section ‎3.2.3.2, next. 
3.2.3.2 Designing and Implementing the Delay as a Trace Length Difference 
On a controlled-impedance trace, the signal propagates as a wave at a certain 
speed,   , also known as velocity of wave propagation. In free-space the signal (wave) 
speed is given by the speed of light, that is  √    ⁄                   , where    
and    are the permittivity and permeability of free-space (vacuum), respectively. In a 
given medium, the wave propagation velocity      √  ⁄  , where   and   are the 
effective permittivity and permeability of the propagation medium, respectively. 
Knowing the signal speed, and knowing how much time (delay) is needed, the length that 
the signal should undergo can be calculated by: 
                  (‎3.2) 
Where        is the trace length that the signal should traverse,    is the signal 
speed, and        is the desired time delay. Thus, to be able to design a trace length 
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corresponding to a desired delay, one needs to know what the wave propagation velocity 
is in the specific propagation medium.  
On the circuit boards employed for this work, the effective magnetic permeability 
can be assumed to be the same as that of free space. The effective dielectric permittivity 
however can be significantly different from that of free space. For the MTSG hardware 
implementation, a standard FR4 material with relative dielectric constant (  ) of 4.8 was 
used.  
Knowing the relative dielectric constant of the board material along with the 
details of the controlled-impedance trace geometry one can calculate the effective 
dielectric constant. For a Coplanar-with-Ground transmission line structure, which is the 
structure used in the work of this dissertation, the effective dielectric constant    can be 
calculated as follows, ignoring the effect of trace thickness, which is typically negligible, 
especially in the low-GHz range [30]: 
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and the function  ( ) is the Elliptical Integral of the first kind, and finally where  ,  , 
and   are the height of the board dielectric material, the trace width, and the air-gap 






 Fig. ‎3.6: Coplanar-with-Ground Transmission Line Cross-Section 
For the MTSG hardware implementation,   was set by the board to 62 mils or 
1.5748 mm, G was chosen to be 10 mils or 0.254 mm, and  was designed to be 52 mils 
or 1.3208 mm corresponding to a 50  characteristic impedance (50.36  actual 
designed) according to (‎3.8).  
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For the values above, the resulting effective dielectric constant on the board was 
found to be                  . Thus, the signal propagation velocity on the board 
can be calculated as            √     ⁄                    . Designing for ~75 
psec delay (72.34 psec actual designed) resulted in a physical trace length (difference) of 
12.51 mm or 492.5 mils, according to (‎3.2), and as shown in Fig. ‎3.7. The “cascaded 
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inverter” delay implementation block shown in Fig. ‎3.7 was ultimately not used for the 
work of this dissertation. 
 
 
 Fig. ‎3.7: MTSG Hardware  Implementation with Trace-Length-Difference 
as Delay 
3.2.3.3 Experimental Results 
Feeding the MTSG hardware with a 10 MHz clock and characterizing the 
harmonics’ amplitudes and phases across both the various DSA attenuation levels and 
frequency, we arrived at the graphs shown in Fig. ‎3.8. Fig. ‎3.9 shows the differences in 
amplitude levels experienced between a couple MTSG circuits upon characterization.  
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(a)      (b) 
 Fig. ‎3.8: MTSG Tone Amplitude and Phase Characterization (a) Amplitude 
(b) Phase 
 
(a)             (b)  
 Fig. ‎3.9: MTSG Part-to-Part Amplitude Differences (b) 3-D (b) Stacked 2-D 
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3.3 Basic Baseband Measurements 
3.3.1 OVERVIEW 
After the baseband signal is acquired, whether through an on-chip Analog-to-
Digital Converter (ADC) or through an off-chip digitizer or signal acquisition instrument, 
two basic measurements are needed for the proposed test methodology: single-tone level 
extraction and noise density evaluation. These measurements are done at static MTSG 
settings (i.e. at a given MTSG attenuation setting). Both measurements require some 
basic signal processing including the Discrete Fourier Transform (DFT) or the Fast 
Fourier Transform (FFT is an efficient algorithm for performing DFT). This signal 
processing does not have to be done on-chip, even if the digitization is on-chip. The 
digitized signal time-domain samples can be transferred off-chip to the test platform, 
which can then handle the processing required. The test software on most test platforms 
includes libraries whose functions facilitate making these measurements. However, for 
the completeness of the presented methodology, we cover these measurements in detail 
over the next two sections, presenting all the needed analysis and assuming no 
availability of ready-made functions. The procedure of each measurement shall be 
general, although for the purpose of the experimental portion of this work it is applied 
specifically to a baseband signal, as explained earlier. 
3.3.2 SINGLE-TONE LEVEL EXTRACTION 
3.3.2.1 Operation Flow 
Fig. ‎3.10 shows the flow chosen in the experimental setup discussed in this study. 
As shown in Fig. ‎3.10, amplitude scaling is first performed on the time-domain signal, 
followed by applying a Hann window. Then the DFT of the resulting time-domain signal 
is computed. Finally, processing of the DFT bins is performed to find the needed single-
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tone parameters: the exact tone’s frequency, amplitude, and phase. Note that from here 
onwards, we shall use the general term DFT, with FFT being understood as a common 













Time Domain Frequency Domain
Real Signal Samples
Parameter Domain
Complex Spectral Bins Real Parameters
 
 Fig. ‎3.10: Single-tone level extraction flow 
3.3.2.2 Amplitude Scaling 
The amplitude scaling step aims at preparing the time-domain signal samples for 
the DFT step, using the “Energy Theorem” to properly scale the time-domain samples, so 
that the resulting DFT spectrum correctly corresponds to the time domain signal level. 
The basis for this scaling step starts with the fundamental definition of the DFT and 
Inverse-DFT (IDFT), presented below, where {  }  {              } is the DFT 
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 (‎3.9) 
Derived from the definitions in (‎3.9), the Energy Theorem, also known as the 
Rayleigh Energy Theorem, is a special form of Parseval’s Theorem which states that: 
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 (‎3.10) 
Simple operations on (‎3.10) yield a more useful form, where the root-mean-
square (RMS) value of the time-domain samples    is expressed as follows 
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 (‎3.11) 
For a single-tone, the DFT spectrum bins,   , contain only two non-zero equal 
elements corresponding to the single-tone and its image above and with-respect-to the 
Nyquist (   ⁄ ) frequency. Consequently, the single-tone level that will show up in the 
DFT spectrum (referring to one of the two equal tones, the single-tone within the Nyquist 
rate) can be found as follows 
       
 
 
√ |  |   |  |  
     
√ 
 (‎3.12) 
So, for 1000 samples of a       sine wave, the level of the tone that shows up in 
the DFT spectrum is ~ 707.1, and in order to obtain a value of 1 (corresponding to the 
     ) we need to divide the spectrum values (or pre-divide the time-domain samples) 
by 707.1. In general, the acquired time-domain samples in this first scaling operation step 
are multiplied by √  ⁄  before proceeding to the next steps and ultimately to the DFT 
operation. 
3.3.2.3 Applying Hann Windowing 
Applying a window to a time-domain signal, also known as “windowing”, is done 
by multiplying the time-domain sample block by an array of values of the same size, 
called a window. Windows of all kinds have non-zero values in the middle, with 
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continuous tapering towards zero edges. Windowing is meant to remove discontinuities 
between the consecutive acquired frames or sample blocks. Discontinuities in the 
acquired time domain signal frames result in high-frequency spectral content, which 
otherwise does not exist in the actual signal. To understand the effect of windowing, first 
observe Fig. ‎3.11, which demonstrates the non-continuous, non-synchronous acquisition 
of a sine waveform. The black signal is the actual sine signal whereas the thick red signal 
demonstrates the acquired frames.   
 
 Fig. ‎3.11: Non-continuous non-synchronous acquisition of a sine wave 
 
 Fig. ‎3.12: Windowing of a single acquired frame 
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Note how the digitized (acquired) signal is not phase-continuous across frames, 
which is expected in standard non-synchronous digitization. Fig. ‎3.12 shows the 
windowing operation applied to one of the acquired frames, where the black signal is the 
raw acquired frame, the red plot is the Hann window itself, and the blue plot is the 
windowed acquired frame. Note how the windowed plot is zero-valued on the frame 
edges, so that consecutive frames become continuous. The value of the used Hann 
window in the center is designed such that the integration over the window span yields 
unity. Since the standard Hann window is mathematically defined to have a peak of unity 
(unlike the area-normalized Hann window shown in (‎3.13), the standard Hann window 
has a 0.5 multiplier for the entire expression), the integration across the window span (i.e. 
from n = 0 to N-1) yields (   )  ⁄ , half the area corresponding to a standard flat 
window. Hence, the properly scaled Hann window that achieves unity integration value is 
the area-normalized Hann window, which is shown in (‎3.13). As such, the window does 
not change the overall energy content of the signal. 
      ( )   (     (
   




 Fig. ‎3.13: The actual sine wave signal and its spectrum 
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Fig. ‎3.13 shows the actual sine wave signal along with its corresponding 
spectrum. Fig. ‎3.14 shows the concatenated raw (non-windowed) acquired frame signal 
along with its “rich” spectrum (i.e having false high-frequency content). Finally, 
Fig. ‎3.15 demonstrates how windowing addresses the problem seen in Fig. ‎3.14 to a great 
extent. 
 




 Fig. ‎3.15: The concatenated windowed acquired frame signal and its 
spectrum 
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3.3.2.4 Performing DFT and Processing the DFT Bins 
3.3.2.4.1 Generating a proper spectrum 
After the time domain samples, referred to in Section ‎3.3.2.2 as {  }, get scaled 
by √  ⁄  as described right after (‎3.12), and after they get windowed properly by 
multiplying the time domain samples by the Hann windows presented in (‎3.13), as 
described in Section ‎3.3.2.3, the spectral DFT bins, {  }, are computed in accordance to 
(‎3.9). Before proceeding to the actual single tone extraction, two things are done to the 
spectrum to make it a proper spectrum of a real signal. First, the imaginary spectrum 
(above the Nyquist rate,     ) is ignored or discarded. Second, the DC bin value is 
corrected.  
Regarding the removal of the spectrum elements corresponding to frequencies 
above     , it should be noted that for an odd number of samples  , the spectrum does 
not contain any bin that corresponds to exactly     . For the case when   is odd, the 
number of spectral bins to consider or keep are the first (   )   samples. These 
samples would not include any bins corresponding to above     . For instance, if   
  , then the number of considered bins would be 16, and starting from the first bin, 
corresponding to DC or zero Hz, the 16
th
 bin would correspond to 
  
  
  . However, this 
16
th
 bin covers or represents the spectrum of bandwidth       centered about it, so it 
does account for the spectrum up to 
  
  






    
  
   
  
 
, which is exactly the 
Nyquist rate. For the case where   is even, the spectral bins do include a bin that 
corresponds to exactly     . Whether or not to include such a bin is a dilemma, because 
the bin centered at      covers spectrum above the Nyquist rate in addition to spectrum 
of equal bandwidth below the Nyquist rate. The common standard, which is also used in 
the work of this dissertation is that for even  , the number of considered bins is    , 
 53 
thus stopping short of including the Nyquist,     , bin. For example, for     , the 
number of considered bins is 16, which makes the last bin centered at 
  
  
  . Even with 
this last bin covering a bin bandwidth of 
  
  
, the highest covered frequency would be 
  
  






    
  
   
  
 
.  Needless to say, having an odd number of samples yields a 
better and easier to interpret spectrum. As for the DC bin value correction, the DC bin 
represents only half the size of a standard bin, because it stops at zero on the lower end 
and is itself centered at zero. Consequently, the corrected value of the DC bin should 
halve the bin power corresponding to halving the bin bandwidth, and thus the new DC 
bin value is the original “amplitude” value divided by √ .  
3.3.2.4.2 Single-Tone Extraction 
The next step is to process the available DFT bins to find the single tone’s exact 
amplitude, phase, and frequency. Extracting the single tone’s information accurately is 
not as trivial as it may appear. Firstly, the spectrum may contain more than one tone, and 
in challenging cases, an abundance of tones, whose levels exceed that of the tone whose 
information is desired. Secondly, because of the coarse nature of the spectrum bins, 
where each bin corresponds to a specific discrete frequency, the desired tone’s frequency 
can be such that there is no single bin that exactly corresponds to it (i.e. the desired tone 
frequency is in between bins). Such misalignment between the desired tone’s actual 
frequency and the closest bin frequency, not only results in a frequency error should the 
bin frequency be used as the tone frequency, but also results in an amplitude and a phase 
error if the bin’s amplitude and phase are used to represent the tone’s amplitude and 
phase. There are a few ways to address the issue of discrete bins representing the 
continuous spectrum, including a single tone that may lie anywhere in the spectrum. 
Taking the weighted average for both frequency and amplitude is one method. Another 
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common method is interpolation. Such interpolation methodologies can usually be found 
ready-to-use in software analytical toolkits that contain signal processing. The specific 
interpolation methodology covered in this dissertation is a popular and accurate sinc-
based interpolation, where     ( )     ( )  ⁄ , which is implemented in the Extract 
Single Tone Information VI within LabVIEW, [31].  
The sinc-based interpolation bases the single tone extraction on the highest 
spectral bin in the neighborhood of the desired tone along with its two neighboring bins, 
the adjacent lower frequency bin to the left and the adjacent higher frequency bin to the 
right. Fig. ‎3.16 demonstrates the bins forming the single tone desired for extraction. Note 
that the single tone is not treated as a single bin, as once assumed in Section ‎3.3.2.2 to 
formulate (‎3.12). This is due to the windowing effect on the spectrum, which causes the 
single tone to be spread across multiple bins. As designated in Fig. ‎3.16, the highest 
spectral bin is     , while the neighboring bins are    and   , to the left and right, 
respectively. Before presenting the calculation needed for extracting the single tone 
parameters, we make the following definitions. {  } represents the spectral bins ranging 
from    to     ; the indices (0 through N-1) correspond to the frequency, ranging from 
0 (or DC) to   [(   )  ⁄ ]. Thus, a bin index   corresponds to a specific frequency, 
     ⁄ . For real signals, the bin corresponding to frequencies above    ⁄  are ignored, as 
discussed earlier in Section ‎3.3.2.4.1. A frequency resolution term is formally defined 
herein as          ⁄ , which indicates the bandwidth represented in each spectral bin. 
This is the bandwidth that a bin covers as also previously alluded to in ‎3.3.2.4.1. A search 
window,        , within which the single tone is expected, is also defined herein. The 
search window is useful where the spectrum is expected to contain tones other than the 
desired one. The methodology presented below excludes some corrections that are 
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typically implemented in signal processing toolkits, such as [31], to account for aliasing 
near DC and     , which are not needed in the work of this dissertation. Also, note that 
the single-tone detected phase is necessarily an absolute phase, the phase at which the 
time domain sine wave starts, as captured. For instance, if the sine wave starts at exactly 
the zero-crossing prior to its positive cycle, then its phase is zero. If it starts at exactly its 
positive peak then its phase is 90°. If it starts at exactly its negative peak then its phase is 
270° or -90°. Similar conditions can be deduced for other phases.  
Frequency / Spectral Bins
The Highest Spectral Bin,





 Fig. ‎3.16: The single-tone represented by multiple spectral bins 
Below is the algorithm used for accurately extracting the single-tone parameters: 
 If |  |   |  |  
o      represents the desired single-tone precisely 
o The desired single-tone frequency =         ⁄   
o The desired single-tone peak amplitude = |    |√  
o The desired single-tone phase =           
Where      is the index or bin number of     , |    | is the magnitude of 
    , and       is the phase of      in degrees 
 If |  |   |  | 
o The actual single-tone lies between    and      
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o The desired single-tone frequency =   (         )  ⁄  
o The desired single-tone peak amplitude = |    |√ (
      
 
    (     )
) 
o The desired single-tone phase =   ⌊         ⌋      [(      )  
⌊      ⌋]      
Where   ⌊         ⌋ is the phase of the ⌊         ⌋
   bin, [(      )  
⌊      ⌋] is simply the fractional, non-integer portion of (      ), and 
where      is the left Fractional Interpolation Index = 
(
|    |
|  |
  ) (
|    |
|  |
  )⁄  
 If |  |   |  | 
o The actual single-tone lies between      and    
o The desired single-tone frequency =    (         )  ⁄  
o The desired single-tone peak amplitude = |    |√ (
      
 
    (     )
) 
o The desired single-tone phase =   ⌊         ⌋      [(      )  
⌊      ⌋]      
Where      is the right Fractional Interpolation Index = 
(   
|    |
|  |
) (
|    |
|  |
  )⁄  
3.3.3 NOISE DENSITY EVALUATION 
3.3.3.1 Operation Flow 
The noise density evaluation operation flow is very similar to that of single tone 
extraction described in Fig. ‎3.10, except for the last step, where processing of the DFT 
bins is done. Thus, for the first three steps shown in Fig. ‎3.10, refer to Section ‎3.3.2. The 
last step, processing of the DFT bins to integrate the noise density, is covered next in 
Section ‎3.3.3.2, with all the nomenclature and analysis developed in Section ‎3.3.2 being 
maintained and understood.  
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3.3.3.2 Processing of the DFT Bins 
Evaluating noise density (ND) is done over a desired band of interest with 
specific beginning (      ) and end (     ) frequencies. Given these frequency band 
limits, the evaluation of noise density can be done as shown below given the following 
necessary definitions.    is the DFT bin at index   referenced to       (according to the 
amplitude scaling done in Section ‎3.3.2.2).        and       are the indices of the spectral 
bins corresponding to the closest frequencies to        and      , respectively.  
    (     ⁄ )         (
    ∑ |  |
      
        
  ((             )     )  
) (‎3.14) 
where    is the system impedance (i.e. 50 Ω),     is a compensation factor for the 
bandwidth error resulting from computing the noise bandwidth exactly as (      
       ), due to misalignment between each of        and       and the band edges 
defined by the closest spectral bin, and where    is a compensation factor for the 
equivalent noise bandwidth of the used window (i.e. Hann window, in this case) being 
other than that of a flat window.  
To properly express    , first consider Fig. ‎3.17, which shows the various 
scenarios of such misalignment. The blue shaded areas shown in Fig. ‎3.17 are frequency 
bands whose energy is included in the ∑ |  |
      
        
 expression in (‎3.14), but which are 
not accounted for in the expression of noise bandwidth (             ). Assuming the 
noise density does not change significantly over the bandwidth of a single spectral bin, 
the noise density can be corrected by adding the     term to the noise bandwidth 
(             ) term when calculating the noise density.         ⁄ , as defined in 
Section ‎3.3.2.4 earlier.     is expressed in (‎3.15), below. 
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 Fig. ‎3.17: BWerror demonstrated for each of Fstart and Fstop in the two possible 
scenarios (a) higher than and (b) lower than the closest spectral bin 
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)} (‎3.15) 
where the bracket operator, [  ], in [
      
    
] and [
     
    
] indicated rounding to the nearest 
integer value, with one exception when the operand is an (integer + 0.5) (e.g. 9.5, 10.5, 
11.5…etc), in which case, it rounds up for 
      
    
 and rounds down for 
     
    
. Accordingly, 
in the case where        or       are equidistant to bordering bins (i.e. lie exactly in the 
middle of two bins), the index of the higher bin should be considered as        in the case 
of        while the index of the lower bin should be considered as       in the case of 
     .   
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 Regarding the term   , it is to compensate for the fact that windowing, while 
crucial to the process of presenting signal spectra and to extracting single-tone 
information, actually alters some signal properties, including the noise density level of 
the signal. Each type of window has an Equivalent Noise BW (ENBW) associated with it, 
and this ENBW factor can be used to extract correct noise density level from the FFT of 
the windowed signal. For the Hann window used in the work of this dissertation, ENBW 
is 1.5. There is more information on ENBW in Hann and other windows in [32].  
 
3.4 Transient Phase-Shift Measurement 
3.4.1 INTRODUCTION AND OPERATION FLOW 
 Phase shift measurements have been extensively discussed in the literature. The 
use cases for such measurements range from electro-mechanical systems [33], to power 
systems and energetics [34], to optical and laser systems [35], and more. Many proposed 
methods require significant hardware and/or sophisticated instruments. Some methods 
require the use of heterodyne and sometimes multi-channel receivers [36] [37] [38]. 
Others require stepped phase modulators and microwave detectors [39]. Some present a 
system utilizing audio amplifiers, attenuators, bolometers, and synchronous differential 
null detectors [40]. Other methods address the accuracy aspect and present special 
calibration schemes using “phaso-meters” [41]. Estimation of the phase-shift between 
two sine waves (of the same frequency) using Farey Fractions has been proposed in 
another method. In this method digital circuitry is utilized to generate pulses associated 
with the sine waves as well as a higher frequency reference pulse. The ratio of counted 
pulses results in an approximate value of the phase-shift between the two sine waves 
[42]. Most of the methods described above require significant additional hardware to 
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perform the phase-shift measurement. Also, they all require the simultaneous presence of 
the signals (sine waves) whose phase difference is to be found. Finally, they all require 
that both signals have the same frequency, or that the device under test (DUT) through 
which the phase-shift occurs is not a frequency-translation device. More recently, 
specialized instruments such as VNAs were used within custom systems utilizing swept-
frequency phase-coherent sources and receivers in measuring phase shifts in mixers [43]. 
This method requires frequency normalization, phase stitching, and computation of a 
calibration mixer response for comparison to a measured response. This is in addition to 
the specialized and sophisticated instrumentation described above, which is necessary if 
an absolute measure of the phase response of the mixer is desired. However, this is not 
the case in the problem addressed in this dissertation. 
The measurement needed in the methodology’s toolbox, as will be further 
clarified Section ‎4.3.2, is supposed to capture and assess the phase-shift that the down-
converted single tone signal at baseband undergoes as the attenuation level of the RF 
MTSG signal at the receiver input is changed. Thus, unlike the previous two basic 
measurements discussed in Section ‎3.3, this measurement takes place not at a static 
MTSG level, but exactly during the transition from one MTSG level to another. This is 
why the measurement is referred to as a transient phase-shift measurement. This 
measurement is the most sophisticated among all three discussed herein, and it involves 3 
stages: an acquisition and transition detection stage, a coherent sine synthesis stage, and a 
phase-shift computation stage.  
 61 
3.4.2 ACQUISITION AND TRANSITION DETECTION 
3.4.2.1 Signal Acquisition and Event Synchronization 
As alluded to in Section ‎3.4.1, the transition that causes the to-be-measured 
phase-shift is event-induced, since it results from the MTSG attenuation level change. 
Thus, to ensure that a baseband signal acquisition contains a transition, one has to either 
properly synchronize the acquisition with the MTSG level transition event or run signal 
acquisition asynchronously and continuously in a software thread parallel to that 
controlling the MTSG transition (with the MTSG transition also taking place 
continuously back and forth between two given attenuation levels) and monitor the 
acquired signal for a transition to take place. Because the acquired data is used to 
compute the phase-shift that the single tone signal underwent, it is important to have an 
acquired record that sufficiently spans the signal before and after the transition. It is not 
sufficient to acquire the signal right after the transition or even exactly during the 
transition, as will be further discussed in Section ‎3.4.2.5.4. As a result of the latter 
requirement, synchronous signal acquisition cannot be triggered by the MTSG 
attenuation level change event unless a properly buffered acquisition is set up for the 
operation, since the acquisition needs to include a long enough data record of the signal 
before the transition to accurately compute the phase shift as discussed in ‎3.4.2.5.4. 
Alternatively, MTSG level change events can be pre-padded with an acquisition trigger 
followed by a specific delay that ensures that the pre-transition record length is adequate.  
3.4.2.2 Synchronous Triggered Acquisition 
As briefly mentioned ‎3.4.2.1, there are two general methods to address the 
synchronous acquisition problem. The first method is to have the MTSG level change 
event trigger buffered acquisition that contains data record preceding the trigger point. 
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The second method is to have the MTSG level change event be pre-padded with standard 
(non-buffered) acquisition followed by properly chosen delay. Fig. ‎3.18 demonstrates the 
first method, where the MTSG level change event simultaneously triggers the MTSG 
transition and the buffered acquisition.         designates the delay between the 
acquisition event trigger and the actual (buffered) acquisition start time.          
designates the delay between the MTSG level change event trigger and the actual 
transition start time. The latter two delays result partially from system software latencies 

















































Buffered Acq. Starts (scenario 1)
Buffered Acq. Starts (scenario 2)
DBuffer
RLPreTran  
 Fig. ‎3.18: Phase-Transition and buffered acquisition event timeline 
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Using Fig. ‎3.18, we formulate the needed buffer length for capturing an adequate 
pre-transition record length. Fig. ‎3.18 shows two possible scenarios (colored in green and 
orange) concerning the timing of the actual buffered acquisition start in relation to the 
actual transition start. We consider these two scenarios so as not to assume any particular 
inequality between         and         . Considering scenario 1 (orange), where 
                , it follows that for a desired pre-transition record length          , 
the buffer depth         should be expressed as in (‎3.16) below. 
                    (                 ) (‎3.16) 
Considering scenario 2 (green), where                 ,         can be expressed as 
in (‎3.17) below. Note, that (‎3.16) and (‎3.17) are the same inequalities, only written 
differently for easier correlation to Fig. ‎3.18. 
                    (                ) (‎3.17) 
Fig. ‎3.19 demonstrates the second synchronous acquisition method, where the 
MTSG level change event is primed with standard (non-buffered) acquisition followed by 
a carefully chosen delay,          . Note that the delay is defined to start from the 
acquisition trigger, and not from when the actual acquisition starts, and its end defines the 
transition trigger. From Fig. ‎3.19 one can express           as in (‎3.18) below. 
                                       (‎3.18) 
The expression for           is no different from the expression of         in 
either of its scenarios. Thus, whichever method of synchronous acquisition is used, 
knowing the inherent delays involved is necessary to design the acquisition for proper 










































 Fig. ‎3.19: Phase-transition and acquisition-primed transition event timeline 
3.4.2.3 Asynchronous Parallel Acquisition 
As introduced in Section ‎3.4.2.1, the asynchronous operation is where the MTSG 
transition and the signal acquisition events run in parallel, independent threads. While 
this method relieves the timing constraints, it can be less efficient than the synchronous 
method, due to the possible acquisition of frames that may not include a transition, which 
then have to be discarded. However, careful setting of acquisition parameters that will be 
discussed in detail in Section ‎3.4.2.5 can greatly improve the method’s efficiency. In the 
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experimental work of this dissertation, the asynchronous method was the one chosen and 
implemented as the easier and less hardware-demanding of the available options. 
3.4.2.4 Transition Detection 
3.4.2.4.1 Overview 
As defined in Section ‎3.4.2.2, properly designed synchronous acquisition methods 
automatically guarantee a transition event getting captured in acquired signal frames. The 
transition detection aspect of the methodology is thus primarily discussed for the 
asynchronous acquisition’s sake, since an acquired frame does not necessarily contain a 
transition, as mentioned in Section ‎3.4.2.3. The asynchronous method relieves the timing 
constraints and shifts the complexity to post-acquisition signal processing. This signal 
processing has to be fast in determining whether an acquired frame contains a transition 
or not and if so, whether the transition occurs sufficiently centered in the acquired record, 
so that it includes enough signal data before and after the transition to accurately compute 
the transient phase-shift as further discussed in ‎3.4.2.5.4. A custom signal processing 
method was developed for this transition-detection purpose. While the goal is to detect 
the transition to measure the resulting phase-shift, it is also given that such a transition 
does induce an amplitude change as well, because in the end it is resulting from the 
MTSG attenuation level change. Thus, this developed transition detection method is 
amplitude based and uses a small number of operations. It is experimentally shown to be 
efficient and fast in making a decision on whether a captured frame contains a desired 
transition, with sufficient pre- and post-transition waveform length.  
3.4.2.4.2 Windowed-RMS Stage 
The transition detection method operates on the time domain baseband signal and 
can be divided into two stages. The first stage takes in the raw baseband signal, such as 
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the one shown in the zoomed-in plot in Fig. ‎3.20, and computes its RMS envelope. This 
changes a sine signal transition, which involves an amplitude and a phase change as well 
as a potential transient that contains higher frequency contents, to a simpler step function-
like signal, such as the one shown in Fig. ‎3.21. The specific example shown in Fig. ‎3.20 
and Fig. ‎3.21 correspond to around a -1 dB step. The RMS envelope computation done in 
the first stage requires operating on a specific window size,     , which is a fixeds 
being added. 
 
  Fig. ‎3.20: Raw baseband signal zoomed-in at transition 
 
 Fig. ‎3.21: Processed baseband signal zoomed-in at transition 
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number of samples. It is an integer number of half-cycles of the fundamental baseband 
frequency, as computed in (‎3.19), where       is the baseband sampling frequency,     
is the fundamental baseband frequency, and where   is an integer multiplier. From the 
raw baseband waveform, each block of      samples are taken and replaced with their 
single equivalent RMS value, sequentially. 
       
     
    
 ( 3.19) 
For completeness, the RMS value is defined as the root-mean-square of the input block or 
array of     elements. Thus, each block or array of      elements first goes through a 
squaring function, then the mean/average of the resulting squares is computed, before a 
square-root is applied to the single resulting mean/average value. 
This means that for a number of acquired frame samples        , which is the 
total number of points in the non-zoomed-in version of Fig. ‎3.20, the processed 
waveform whose zoomed-in version is in Fig. ‎3.21 contains  only         samples. 
         
       
    
 ( 3.20) 
The choice of the integer multiplier   shown in (‎3.19), while not very critical to the 
success of the detection event, determines or influences two things. First, it directly 
affects the RMS window size used. This determines the time resolution of the processed 
signal frame, as indirectly indicated in (‎3.20), where the same acquired signal time is 
divided in the case of the processed waveform over a smaller number of points, and 
where each of the processed waveform signal points represents      points of the raw 
acquired waveform signal. Second, it affects the processing time needed to determine 
whether a captured frame contains a proper transition or not. 
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3.4.2.4.3 FOM Computation Stage 
The second stage of the transition detection method operates on the step function-
like waveform signal represented in the processed frame. It computes a single value, 
        , which is a figure of merit for the processed frame, whose value increases with 
the appropriateness of the transition included in the waveform and is theoretically 
(excluding noise effect) zero if a transition is not present. 
          
       
       
 ( 3.21) 
The terms         and         are the standard deviation and the mean, respectively, of 
all the points of the step-like waveform in the processed frame. To visualize how the 
value of          corresponds to the appropriateness of the waveform transition, 
consider the plot shown in Fig. ‎3.22. The          (unit-less) is plotted versus the 
location of the transition within the waveform (in % of the total waveform length), where 
the transition location  is  swept  from 0.1% to 99.9%  in steps of 0.1%, and where 0.1%  
 
 Fig. ‎3.22: FOMTrans vs. the location of the transition within the waveform 
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means that the transition occurred almost at the beginning of the frame and 99.9% means 
that the transition occurred almost at the end of the frame. As can be seen in Fig. ‎3.22, the 
value of          is maximized when the transition is centered within the processed 
frame and drops to low values when the transition occurs towards either of the processed 
frame ends. Consequently, one can specify a threshold for         , above which the 
processed frame, and thus the acquired frame, is considered acceptable, as it contains a 
transition sufficiently-centered within the acquired frame. Quantifying how well-centered 
(within an acquired frame) the transition is relates to the frame length and to the 
minimum pre- and post-transition data records required for accurate phase-shift 
computation, as discussed in ‎3.4.2.5.4. For example, if the pre- or post-transition portions 
of the acquired frame need to be at least 100 µsec each and the frame length is 0.5 msec, 
then the          threshold can be chosen as the larger of the          values shown 
in Fig. ‎3.22 at 20% and 80%, which for the -1 dB step example considered herein is 
0.0435. Note that while the          plot shown in Fig. ‎3.22 looks symmetrical, it 
actually is not. Furthermore, the          plot would be flipped horizontally about a 
vertical axis that passes through the 50% transition location if the step sign changes. 
Thus, for a +1 dB step, the          value at 20% becomes that at 80% and vice-versa, 
leaving the larger of the two the same as in the -1 dB step case.  
While the experimental work of this dissertation utilized a MTSG hardware 
scheme that offers a 1 dB level stepping capability,          for steps other than 1 dB is 
computed for a selection of stepping schemes. Results are presented in Fig. ‎3.23 and 
Fig. ‎3.24, where the transition location is swept from 1% to 99% with a 1% step. Note 
that the          algorithm yields more symmetrical results for smaller step transitions. 
This means that for higher level transitions, the transition location ends up being biased 
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 Fig. ‎3.23: FOMTrans vs Trans. Loc. for various stepping schemes (stacked) 
 
 
 Fig. ‎3.24: FOMTrans vs Trans. Loc. for various stepping schemes (3-D) 
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For an acceptable 20% minimum requirement on pre- and post-transition data, this 
algorithm works well up to at least 10 dB gain steps. For gain-transitions beyond 10 dB, 
the FOM definition can be improved to yield a symmetric profile versus the transition 
location at the cost of a slight increase in computation time. The expression for 
            , the improved and symmetric FOM, is presented in (‎3.22) 
              
       
       
 
         
         
 ( 3.22) 
where           and           are the standard deviation and the mean, respectively, of 
the inverse of all the points of the processed step-like waveform. The symmetric FOM 
computation takes only slightly more than the standard FOM computation because the 
change is at the processed waveform level, which contains relatively a small number of 
points. Fig. ‎3.25 shows the symmetric FOM,             , for 6 levels, with 8 dB,  16 
dB, and 32 dB added on the upper end to the transition levels simulated earlier . Note that 
in Fig. ‎3.25, all FOM plots shown are symmetrical.  
 
 Fig. ‎3.25: FOMTrans_Sym for transition levels up to 32 dB 
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Fig. ‎3.26 shows plots of the symmetric FOM for the same transition levels 
considered in Fig. ‎3.25, but with noise considered in the simulation. The FOM of each of 
the transition levels is shown in 11 SNR cases (10 dB, 11 dB, 12 dB…20 dB). The SNR 
in the simulation is defined as the signal-to-noise ratio, where the considered signal is the 
smaller of the pre- and post-transition signals. The results demonstrate the robustness of 
the method, where the results of the FOMs for all SNRs from 10 dB to 20 dB overlap, 
with the exception of the 1 dB transition (lowest group of plots shown in Fig. ‎3.26) 
whose plots corresponding to the various SNRs diverge below the 10% and above the 
90% transition location. Even for a 1 dB transition, the detection method works well for 
detecting transitions more centered than 10% to 90%.  
 
 
 Fig. ‎3.26: FOMTrans_Sym for transition levels up to 32 dB, each considered 
with 11 SNR cases (10 dB to 20 dB with 1 dB steps) 
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3.4.2.5 Acquisition and Transition Detection Efficiency 
3.4.2.5.1 Overview 
In this section, the efficiency of frame acquisition and transition detection is 
studied, where the key element considered is the time it takes to arrive at a successful 
acquisition; that is an acquisition containing an appropriate, centered enough transition. 
Similar to Section ‎3.4.2.4 on transition detection, this section on the efficiency of 
acquisition and transition detection pertains primarily to the asynchronous scheme, as the 
synchronous methods, if designed as discussed in Section ‎3.4.2.2, guarantee success on 
each acquisition, albeit requiring timing and triggering as also discussed in the same 
section.  
3.4.2.5.2 Transition Event Thread 
As introduced in Section ‎3.4.2.1 and further defined in Section ‎3.4.2.3, the 
asynchronous acquisition scheme consists of two parallel threads that run independently, 
requiring no synchronicity, triggering lines, or special timing. One of the threads is the 
one that controls the transition events on the MTSG hardware. This thread simply 
contains the software that controls and switches the MTSG attenuation level back and 
forth between the two desired and consecutive attenuation levels. The frequency of 
switching the MTSG hardware in this thread is arbitrary. It is only limited on the upper 
end by the hardware rise/fall and settling times on the digital-step attenuators and by the 
computer/controller capability to control the MTSG hardware fast enough. The digital-
step attenuators used have rise/fall and settling times in the µsec range, as listed in [28] 
and [29]. Consequently, the transition event can be designed to have a frequency in the 
tens or perhaps a hundred kHz, if the computer/controller permits. For simplicity, and not 
to seek to push limits of this aspect of the previously mentioned hardware, an upper limit 
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of 10 kHz is arbitrarily chosen. Thus, the first thread, controlling the MTSG transition 
events, can be designed (programmed) to switch periodically at any frequency at or lower 
than 10 kHz.  
3.4.2.5.3 Acquisition Event Thread 
The other thread is the one in which consecutive acquisition and transition 
detection takes place. This thread contains the software that continuously acquires frames 
of the baseband waveform, processes each of these frames, and makes a decision on 
whether the captured frame actually contains a transition in the desired manner, as 
discussed in Section ‎3.4.2.4. If a transition is found it halts the loop and delivers the 
captured frame, otherwise it continues looping. The frequency at which this thread can 
run is dependent on more elements compared to the previously discussed transition event 
thread. To understand the constraints on how fast this thread can run, consider one period 
of this thread. Every period of this thread, when it is looping, consists of three time slots. 
First, there is a timeslot for sampling the waveform. Second, there is a timeslot for 
transferring or communicating the sampled waveform frame to the computer (assuming a 
standard digitization method is used, without needing to use a state-of-the-art real-time 
digitizer that streams directly to the computer). Third, there is a timeslot for processing 
the frame data and making the decision on whether the captured frame contains the 
needed transition information. However, using a digitizer with onboard memory, such as 
the one used in the experimental work of this dissertation (NI PXI-5142), results in 
technically having only one time slot, the acquisition time slot, with the data transfer and 
processing occurring during the same time the next acquisition is taking place. This 
requires that the signal processing (i.e. the decision making in regards to transition 
detection appropriateness) is relatively fast. Even if the transfer and processing takes 
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longer than an acquisition time slot, the process can typically continue for many 
acquisition cycles before the digitizer onboard buffer gets full. 
3.4.2.5.4 Acquired Frame Length Criterion 
The minimum acquisition time is related to the minimum number of cycles 
needed before and after the transition, and ultimately on the total number of samples 
needed. As alluded to earlier, simply acquiring a couple of cycles before and after the 
transition does not result in an accurate phase-shift measurement, primarily due to phase-
noise translated into cycle-to-cycle jitter. Fig. ‎3.27 and Fig. ‎3.28 show the measured 
phase-shift and associated amplitude-step vs. the number of considered cycles (pre- and 
post-transition). This data is a result of an empirical experiment, in which a single 
acquired frame was post-processed to generate 500 frames. The first frame contains only 
1 cycle on each side of the transition and then gradually the number of cycles is increased 
by 1 on each side of the transition until reaching 500 cycles and then the measurement is 
done on each. From Fig. ‎3.27, it is clear that the measured phase settles at a final value as 
more cycles are considered in the measurement. From the same data, one can also see 
that in this case, 100 cycles are sufficient to yield a good measurement, accurate to within 
~ 0.1 degree of the final value. Thus, for a 20% minimum requirement of pre- and post-
transition data on the transition detection algorithm, the frame length will need to be 500 
cycles long for the considered example, which for the used 1 MHz baseband signal is 0.5 
msec. For the timing diagram discussed next, the second and third time slots are not 
considered, or assumed hidden behind the acquisition time as discussed earlier. This 
assumption is fair as long as the number of acquisitions needed is such that the digitizer’s 
onboard memory is sufficient. A single acquisition of the ones discussed here (i.e. 0.5 
msec long) comprises 50kS at the 100MS/s rate of the NI PXI-5142 digitizer. The 
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onboard memory (64MB and 256MB options available) allows for at least 32MS, which 
translates to at least 640 0.5 msec-acquisitions, which is a couple of orders of magnitude 
more than what is needed for an optimized asynchronous acquisition, as shall be seen 
later on. 
 
 Fig. ‎3.27: Measured phase-shift vs. number of considered cycles 
 
 Fig. ‎3.28: Measured gain-step vs. number of considered cycles 
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3.4.2.5.5 Transition and Acquisition Event Timeline 
Fig. ‎3.29 shows an event timeline where acquisition events (or acquired frames) 
are presented at consecutive rectangular blocks, whose time span is 0.5 msec each, and 
where transition events are presented as impulses. The frequency of the acquisition event 
blocks,     , is determined by the acquisition length needed, which was found earlier to 
be 0.5 msec. Thus, the acquisition events repeat at a 2 kHz rate. The transition event 
frequency,       , which is controlled by the first thread, is arbitrary as discussed earlier, 
and thus can be used to optimize the asynchronous acquisition efficiency as long as it 
does not exceed the hardware limit of 10 kHz, set earlier. However, given the acquisition 
repeat frequency of 2 kHz, the transition event frequency can also not exceed 2 kHz, in 
order not to have a case where one acquisition contains two transitions. Note that the two 
events shown on the timeline in Fig. ‎3.29 are non-coherent. Consequently, for a given 
transition event frequency, such as the one shown in Fig. ‎3.29, the entire transition event 
plot can be shifted laterally in time (left or right) for up to a whole cycle of the transition 
event. The actual coincidence of a transition event in the middle of (or well-centered in) 
the first acquisition cycle cannot be used to judge acquisition efficiency. In fact, to find 
the optimum       , the phase of each simulated transition event should be swept from 0 
to 360 degrees (in steps of 1 or 0.1 degrees, for example) and at each phase the first 
transition event in time that lies within the successful transition threshold (say 20% to 
80% of acquired frame) gets reported. The first successful capture time for a given        
is considered as the worst-case time across all the swept phases for that given       . 
This is because in this asynchronous scheme, there is no control over the phase at which 




 Fig. ‎3.29: Event timeline showing acquisition and transition events 
Because of the asynchronous nature of the acquisition, it is possible, for a non-
optimized acquisition to theoretically take infinite time before a successful acquisition 
takes place. An example of the latter scenario is demonstrated in Fig. ‎3.30, where a bad 
choice of 2 kHz was made for       . The reason why 2 kHz is a bad choice for        
(as well as 1 kHz, 666.67 Hz, 500 Hz... etc), is that for a few starting phases, which 
correspond  to where  the first  transition  event  occurs at either edge of the first acquired  
 
 Fig. ‎3.30: Event timeline showing bad transition event frequency choice 
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frame, the transition event continues to always occur at the same location within the 
acquired frame, because      is an integer-multiple of chosen       . There are starting 
phases where the same 2 kHz        yields a first successful acquisition in less than 0.5 
msec, but that should not be considered in the optimization process. Only the worst-case 
phase should be considered because there is no control over the start phase between the 
two events.   
Fig. ‎3.31 shows the worst-case (in regards to start phase) first successful capture 
time versus the transition frequency,       . For each of the points shown in Fig. ‎3.31, a 
0-to-360 degrees phase sweep was made to find the worst-case first successful capture 
time. For the given problem, with 0.5 msec acquisition time and 20%-to-80% transition-
location threshold, the optimum transition frequency was found to be 1430 Hz, the 
minimum shown in Fig. ‎3.31. Fig. ‎3.32 shows the first successful capture times for a 
       of 1430 Hz versus the swept initial phase; a similar plot can be shown for each of 
the        points shown in Fig. ‎3.31. Note that the first successful capture time can be as 
low as 100 µsec, just enough to get the 20% threshold on the lower edge of the first 
acquired frame, or as high as 1.3 msec, which is the value reported in Fig. ‎3.31, and 
which lies in the third acquisition. In conclusion, while the scheme proposed is 
asynchronous, requiring no special triggering or timing, as introduced in Section ‎3.4.2.3, 
it was demonstrated in this section to provide efficient transition detection when the 
transition event frequency is chosen methodically. By properly designing the transition 
event frequency, not only can lengthy transition detection attempts or “harmonic race 
conditions” be easily avoided, but it can also be designed such that there is a cap on the 
maximum number of acquisitions needed before a successful one is achieved, and this 
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cap can be optimized to as few as three acquisitions, for a 0.5 msec acquired frame length 
and 20%-to-80% transition-location threshold. 
 
 Fig. ‎3.31: First successful acquisition time vs. transition frequency 
 
 Fig. ‎3.32: First successful capture time vs. initial phase for 1430 Hz 
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3.4.2.5.6 Analysis of Event Timeline 
In this section, the analysis needed to find the worst-case first successful 
acquisition time for a given transition frequency,       , is presented. From the results of 
the previous section, Section ‎3.4.2.5.5, it can be seen that the worst-case first-successful 
acquisition time versus        cannot be expressed in a single continuous function, as it is 
piecewise continuous as shown in Fig. ‎3.31. Plots such as the ones shown in Fig. ‎3.31 or 
Fig. ‎3.32 can be either generated empirically by means of a transient simulation or 
derived from event timeline analysis, such as the one presented in this section.  
Consider Fig. ‎3.33, where   ,   , and    are the times at which the first, second, 
and third transition events take place, respectively. Consequently,    is the time at which 
the (   )   transition event takes place. Also in Fig. ‎3.33,      and        are the 
periods corresponding to      and       , the acquisition and transition frequencies, 
respectively. Finally,   is a fraction that corresponds to the minimum required pre- and 
post-transition waveforms, in terms of the acquired frame length. For the 20% 
requirement discussed in the example earlier (i.e. the transition is considered successful if 
located within 20% to 80% of acquired waveform),   is simply 0.2.  
Given the above,    can be expressed in terms of   ,  , and        as follows. 
                ( 3.23) 
Because of the incoherency of the acquisition and transition events, the first transition can 
occur anywhere within the first        time period. Thus    can be expressed as in (‎2.24). 
    [            [ ( 3.24) 
Also, because        is limited to      on the upper end, as discussed earlier in 















 Fig. ‎3.33: Event timeline showing three examples of various transition-event 
start phases resulting in success on first acquisition (top), second 
acquisition (middle), and fourth acquisition (bottom) 
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       too large, as that makes transition events too spaced out and successful 
acquisitions will take longer to achieve. In fact, the optimum        is between      and 
     ⁄ . This can be seen in Fig. ‎3.31, where the worst-case first successful acquisition 
gets minimized between 1 kHz and 2 kHz, where 2 kHz is the acquisition frequency. 
Also, as the text beneath Fig. ‎3.29 describes, at exactly 2 kHz and 1 kHz (and 666.67 Hz, 
500 Hz, 400 Hz,..      ), the system gets into a harmonic race condition, where a 
transition event start phase, if it results in an unsuccessful acquisition, continues to do so 
for every acquisition thereafter, resulting in an infinite worst-case first-successful 
acquisition time. Given that the transition frequencies to be avoided are     ,      ⁄ , 
     ⁄ , …     ⁄ ,  it makes sense to limit the search for the optimum frequency to the 
highest range between      and      ⁄ , as expressed in (‎2.25). 
 
    
 
                                          ( 3.25) 
Given (‎3.25) and (‎3.24), one can conclude that depending on       ,    can be 
anywhere in a scaling range from [       [, to [         [. Since the acquisition frames, 
shown in Fig. ‎3.33 as adjacent red boxes, are divided into three  zones  each  (two orange 
dashed  zones on the frame  edges and a clear non-colored zone in the middle),    can be 
re-expressed to reflect the different zones, as shown in (‎3.26), where ‘{ ‘ reflects the 
logical OR of the expressed zones. Note that clear or successful zones are inclusive of 
boundary values, while orange-dashed or unsuccessful zones are exclusive of them.  






[         [
[        (   )     ]
](   )          (       (   )     )[
[   (       (   )     )     (       (   )     )]
]   (       (   )     )     (             ) [
   ( 3.26) 
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To find the worst-case (with respect to transition start phase) first successful acquisition, 
  , the time of the first transition event, has to be assumed not in the clear zone of an 
acquisition cycle that lie within the first transition period       , as such a condition 
results from the coincidence of two non-coherent events, and shall not be relied on for 
finding the worst-case successful acquisition time. Thus to find the worst case first 
successful acquisition, the second and fourth zones expressed in (‎2.26) are ignored when 
evaluating   .  
 Given that    is assumed to be in an unsuccessful zone (an orange dashed zone in 
Fig. ‎3.33), it becomes necessary to find out, for a certain       , the value of   that 
would result in all the unsuccessful zones of    to be mapped to successful zones of    or 
  , where   is lower than  . Below, we express the pessimistic, worst-case   , as     . 
      {
[         [
](   )          (       (   )     ) [
]   (       (   )     )     (             )[
 ( 3.27) 
Substituting      for    in (‎3.23) results in    as shown below. 
    {
         [         [
         ](   )          (       (   )     ) [
         ]   (       (   )     )     (             )[
 ( 3.28) 
The first successfully captured transition,   , will be at   that will result in all three zones 
expressed in (‎3.28) being in clear zones of acquisition. Clear or success zones of 
acquisition, similar to the second and fourth expressions in (‎3.26), can be generalized in 
the expression below, where   is used to indicate the acquisition number and     stands 
for zone of successful acquisition;      is the zone of success for the 
   acquisition.  
      [(   )     (     )    ] ( 3.29) 
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Note that  , and not  , is used to identify the acquisition number, as an     transition 
can occur at an    acquisition, where  and   may be, but are not necessarily equal. 
3.4.2.5.7 Examples of Event Timeline Analysis 
 Considering a few examples of        points taken from Fig. ‎3.31 helps to 
crystallize the methodology of finding the worst-case first successful acquisition time 
and/or the number of first successful acquisition. Starting with the best        found in 
simulation, given the 20% and 2 kHz      criteria, which is 1430 Hz (found in simulation 
with 10 Hz resolution sweep; note that actual best frequency is 1428.57 Hz), we first 
present Table ‎3.1 below. 
 
 Table ‎3.1: Event timeline analysis for fTrans of 1428.57 Hz 
In Table ‎3.1,    is computed from (‎3.28) for the different values of   for each of the three 
zones expressed in (‎3.31). This is expressed in Table ‎3.1 as Zone 1, Zone 2, and Zone 3, 
and     is computed from (‎3.32), where   is chosen so that     corresponds to the same 
zone as   . Only one row after the base,    , row was needed for an        of 1428.57 
Hz, because success was achieved for    , as demonstrated in    of each of Zone 1 
and Zone 2 lying within their corresponding    . Fig. ‎3.34 below shows the transient 
simulation result for the first successful acquisition versus the start phase for        of 
1428.57 Hz. The plot is almost indistinguishable from that shown in Fig. ‎3.32. Note that 
the short and long top lines in Fig. ‎3.34 correspond to    (   for    ) for Zone 1 and 
y n Z SA y n Z SA y n Z SA
0 [0.0m , 0.1m[ [0.1m , 0.4m]2 ]0.4m , 0.6m[ [0.6m , 0.9m]2 N/A1 N/A1
1 [0.7m , 0.8m[ [0.6m , 0.9m] ]1.1m , 1.3m[ [1.1m , 1.4m] N/A
1 N/A1
1   Zone 3 is N/A because zones for 1428.57Hz  f Trans  are limited to 0.7msec, whereas Zone 3 starts at (2 - α )T acq  = 0.9msec.
2   For n = 0, yn is always picked to be in unsuccessful zones to avoid relying on coincidental success. 
Transition 
Number, n
Zone 1 Zone 2 Zone 3
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Zone 2, respectively, as they range from 0.7 msec to 0.8 msec and from 1.1 msec to 1.3 
msec, respectively. The lower lines in Fig. ‎3.34 belong to the non-considered clear zones 
for     , which are shown in Table ‎3.1 under     in the first row, ranging from 0.1 
msec to 0.4 msec and from 0.6 msec to 0.9 msec for Zone 1 and Zone 2, respectively. 
Given Table ‎3.1, the worst-case first successful acquisition time is 1.3 msec, which 
occurs during the third acquisition, capturing the second transition (or the first considered 
transition, given actual first transition is ignored). 
 
 Fig. ‎3.34: First successful capture time vs. initial phase for 1428.57 Hz 
The second example is for one of       = 1900 Hz, an extreme values that come 
close to the upper edge of the range limited by      and       . Table ‎3.2 presents the 
event timeline analysis for a 1900 Hz        in a similar way to how Table ‎3.1 does for 
1428.57 Hz. This time however, the worst-case time requires analyzing up to the 9
th
 
transition to arrive at a successful acquisition. To better understand the table, consider 
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each zone separately. Starting with Zone 1, go from top to bottom and check for whether 
the    range fits within the     range. For Zone 1,     is the first row that completely 
satisfies the condition. Note that once the condition is satisfied (for a given zone) at some 
value of   (call it   ), then   values above    do not matter for that zone. This is because 
for the given zone, the “first successful acquisition” occurred at or below   . In reality, 
when looking at the simulation plot shown in Fig. ‎3.35 one notices that even for the row 
with values of   lower than 4, partial lines exist in the plot, where the corresponding 
condition is satisfied. Thus, not all the 0.1 msec time (Zone 1), which corresponds to 
68.4° for 1900 Hz, is in the range of 2.11 msec to 2.21 msec (   ). There are lines that 
correspond to the ranges of   being 3, 2, and 1, in addition to the ignored values 
corresponding to     . Consider    , the    range of 0.53 msec to 0.63 msec 
partially satisfies the corresponding     range from 0.6 msec to 0.63 msec. This is why 
there is a line of values around 0.6 msec, towards the end of Zone 1 (ending with 68.4°). 
For    , the range below 0.6 msec does not pass the success criterion, thus higher 
levels of   can be the “first successful acquisition” if it is applicable to them. Moving up 
in   levels happens until the entire zone, Zone 1 in this case, is finished.  
 
 Table ‎3.2: Event timeline analysis for fTrans of 1900 Hz 
y n Z SA y n Z SA y n Z SA
0 [0.0m , 0.1m[ [0.1m , 0.4m]2 ]0.4m , 0.53m[ [0.6m , 0.9m]2 N/A1 N/A1
1 [0.53m , 0.63m[ [0.6m , 0.9m] ]0.93m , 1.05m[ [1.1m , 1.4m] N/A1 N/A1
2 [1.05m , 1.15m[ [1.1m , 1.4m] ]1.45m , 1.58m[ [1.6m , 1.9m] N/A1 N/A1
3 [1.58m , 1.68m[ [1.6m , 1.9m] ]1.98m , 2.11m[ [2.1m , 2.4m] N/A1 N/A1
4 [2.11m , 2.21m[ [2.1m , 2.4m] [2.51m , 2.63m[ [2.6m , 2.9m] N/A1 N/A1
5 [2.63m , 2.73m[ [2.6m , 2.9m] [3.03m , 3.16m[ [3.1m , 3.4m] N/A1 N/A1
6 [3.16m , 3.26m[ [3.1m , 3.4m] [3.56m , 3.68m[ [3.6m , 3.9m] N/A1 N/A1
7 [3.68m , 3.78m[ [3.6m , 3.9m] [4.08m , 4.21m[ [4.1m , 4.4m] N/A1 N/A1
8 [4.21m , 4.31m[ [4.1m , 4.4m] [4.61m , 4.74m[ [4.6m , 4.9m] N/A
1 N/A1
1   Zone 3 is N/A because zones for 1900Hz  f Trans  are limited to 0.526msec, whereas Zone 3 starts at (2 - α )T acq  = 0.9msec.
2   For n = 0, yn is always picked to be in unsuccessful zones to avoid relying on coincidental success. 
Transition 
Number, n
Zone 1 Zone 2 Zone 3
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Following from Fig. ‎3.35, the line from 68.4° to 273.6° corresponds to the non-
considered clear zone, which ranges from 0.1 msec to 0.4 msec. After 273.6°, Zone 2 
starts. The first    to satisfy the beginning of Zone 2 is   , where 4.61 msec clears the 
lower limit of 4.6 msec. This is why the highest points shown in Fig. ‎3.35 are around 4.6 
msec. However, Zone 2 does not stay at 4.6 msec, and as soon as lower levels satisfy 
their corresponding conditions, they take over and show up in the plot. For example, level 
7 just fails the success range with 4.08 msec being less than 4.1 msec. However, after 
0.02 msec, which corresponds to 13.68°, level 7 clears the lower condition and starts 
showing up in the plot. This is why level 8 only lasts on the plot for exactly 13.68°. The 
same process continues, going down from one level to another, as seen in Fig. ‎3.35, from 
level 8 all the way to level 3, at which point Zone 2 ends.  
 
 Fig. ‎3.35: First successful capture time vs. initial phase for 1900 Hz 
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The third and last example is for an        of 1050 Hz, a frequency that comes 
close to the lower end of the      to        range. Because the period for 1050 Hz is 
0.9523 msec, this example actually uses Zone 3, which for an   of 0.2 and      of 2 kHz 
starts at 0.9 msec. Similar to the previous example, we shall start with Zone 1. The first 
level to start partially satisfying the corresponding condition is level 3, where 2.86 msec 
satisfies the success range of 2.6 msec to 2.9 msec. However, level 3 stops satisfying the 
success condition at 2.9 msec, which is why upper levels get shown on the plot where 
their conditions are satisfied. Zone 1, 0.1 msec total, is 37.8° for 1050 Hz. After 37.8°, 
the ignored successful zone starts, from 0.1 msec to 0.4 msec, which ends at 151.2°. 
Then, Zone 2 starts from level 1, where 1.35 msec satisfies the range of 1.1 msec to 1.4 
msec, and then goes in higher levels beyond 1.4 msec, until the maximum level 5 is 
reached at 5.36 msec at 226.8°. After Zone 2 comes a second ignored success zone, 
which belongs to the second acquisition, from 0.6 msec to 0.9 msec. Zone 3 starts at 0.9 
msec or 340.2°, showing a line from level 1, where the range of    being ]1.85 msec , 1.9 
msec[ satisfies the corresponding     range of [1.6 msec , 1.9 msec]. 
 
 
 Table ‎3.3: Event timeline analysis for fTrans of 1050 Hz 
y n Z SA y n Z SA y n Z SA
0 [0.0m , 0.1m[ [0.1m , 0.4m]1 ]0.4m, 0.6m[ [0.6m , 0.9m]1 ]0.9m , 0.95m[ [0.6m , 0.9m]1
1 [0.95m , 1.05m[ [1.1m , 1.4m] ]1.35m, 1.55m[ [1.1m , 1.4m] ]1.85m , 1.9m[ [1.6m , 1.9m]
2 [1.90m , 2.00m[ [1.6m , 1.9m] ]2.3m, 2.5m[ [2.1m , 2.4m] ]2.8m , 2.85m[ [2.6m , 2.9m]
3 [2.86m , 2.96m[ [2.6m , 2.9m] ]3.46m, 3.66m[ [3.1m , 3.4m] ]3.76m , 3.81m[ [3.6m , 3.9m]
4 [3.81m , 3.91m[ [3.6m , 3.9m] [4.21m , 4.41m[ [4.1m , 4.4m] ]4.71m , 4.76m[ [4.6m , 4.9m]
5 [4.76m , 4.86m[ [4.6m , 4.9m] [5.16m , 5.36m[ [5.1m , 5.4m] ]5.66m , 5.71m[ [5.6m , 5.9m]
1   For n = 0, yn is always picked to be in unsuccessful zones to avoid relying on coincidental success. 
Transition 
Number, n
Zone 1 Zone 2 Zone 3
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 Fig. ‎3.36: First successful capture time vs. initial phase for 1900 Hz 
 
3.4.3 COHERENT SINE SYNTHESIS 
3.4.3.1 Determining the Transition Location 
After having a captured frame whose waveform is known to contain a transition, 
and before a coherent sine wave can be synthesized based on the pre-transition portion of 
the waveform, the transition location within the captured frame needs to be determined. 
Since the waveform has already been captured, all processing presented after this point is 
done “off line” (i.e. not between acquisitions; with no further acquisitions pending the 
outcome of this processing), and is thus relatively relieved of timing constraints similar to 
those of the transition detection presented in Section ‎3.4.2.4. What is known is that the 
waveform contains an appropriate transition that consists of pre- and post-transition data 
of at least the desired length, for instance 20% of the entire waveform, but it is not known 
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where the transition location is between 20% and 80%. One algorithm to determine 
where the transition location is divides the whole waveform into many smaller 
concatenated waveforms, where each mini waveform is the length of a couple (say 1, 2, 
3, or 4) of baseband single tone cycles (one can speak of a baseband single tone cycle, 
because the frequency of the baseband signal does not change, whether before or after the 
transition). The more cycles in a mini waveform the faster the location-pointing 
algorithm is, but the coarser the location pointed to. Then, starting from the whole 
waveform beginning and considering each of these mini waveforms with the one after it, 
sequentially (i.e. mini waveform 0 and mini waveform 1, then mini waveform 1 and mini 
waveform 2, then mini waveform 2 and mini waveform 3…etc), one can apply the single-
tone detection algorithms presented in Section ‎3.3.2 to each of these mini waveforms and 
compute the ratios of the resulting amplitudes (i.e. amplitude extracted from mini 
waveform 1 divided by amplitude extracted from mini waveform 0, then amplitude 
extracted from mini waveform 2 divided by amplitude extracted from mini waveform 1, 
and so on) and inverting the ratio if it is less than 1. In all the waveforms except those 
near the transition location, these ratios are expected to yield approximately unity value. 
At the transition, the value is expected to be greater than one, as shown in Fig. ‎3.37. 
Similarly, the waveform shown in Fig. ‎3.21 can also be used for the purpose of pointing 
to the transition location using the algorithm presented above, as each point in the plot 
shown in Fig. ‎3.21 represents the RMS value of a “mini waveform”. Thus, the ratio of 
consecutive points of the plot can be considered and processed as discussed above. 
However, Fig. ‎3.21 is generated for the purpose of quick transition detection, thus the 
mini waveform length (referred to as window size earlier) may be optimized for efficient 
transition detection and not for accurate transition locating. This algorithm locates the 
transition to within an acceptable resolution of a few cycles (down to 1 cycle) and 
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ultimately leads to splitting the waveform into three waveform types. Two of the 
waveforms are large or long, which are the pre- and post- transition waveforms, and one 
is a short waveform consisting primarily of the transition itself with a few cycles before 
and after it. Fig. ‎3.38 shows the entire captured frame containing pre- and post-transition 
sub-waveforms, while Fig. ‎3.39 shows the three waveforms as described above, where 
the ones on the edges are dense and long (in the 100’s of µsec) while the one in the 
center, is short (4 µsec long) and contains the transition itself. 
In this example, where the entire waveform is 0.5 msec, the transition occurred at 
~ 50% of the waveform length or ~ 250 µsec. Having the pre-transition waveform 
isolated, one can apply the single tone detection algorithm covered in Section ‎3.3.2 on the 
whole pre-transition waveform, thus resulting in a detected frequency, amplitude, and 
phase value for the pre-transition waveform. The to-be-synthesized waveform should be 
designed to have the frequency and phase (and amplitude, although it is inconsequential 
space 
 




 Fig. ‎3.38: Captured frame containing entire waveform with pre- and post-
transition sub-waveforms (for -1 dB transition) 
 
 
 Fig. ‎3.39: Splitting the waveform into 3 types 
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except for visual presentation reasons) of the pre-transition waveform, but it is to span the 
length of the whole capture frame and not just the pre-transition waveform. It is, 
essentially, a longer version of the pre-transition waveform. 
3.4.3.2 Synthesizing Frame-Long Pre-Transition Waveform 
Knowing the length of the whole capture frame, either directly in terms of number 
of samples or indirectly in terms of covered time period and given a sampling rate, one 
can ultimately know what the total number of points,  , that needs to be synthesized is. 
And, knowing what the synthesized sine waveform frequency, amplitude, and phase need 
to be, a loop can be built to generate the waveform points and build them into an array, 
one point at a time, where the loop index, starts from zero and increases in steps of 1 until 
it reaches (   ), and where the output values,       , are expressed as shown in (‎3.30). 
              (
      
     
    ) ( 3.30) 
where,    ,    , and     are the pre-transition waveform extracted amplitude, 
frequency, and phase, respectively, where   is the loop index, and where       is the 
sampling rate for the captured frame, whose pre-transition portion is being emulated. 
Showing the original captured frame, which is the one shown in Fig. ‎3.38, on the same 
graph as the synthesized waveform       , results in the graph shown in Fig. ‎3.40. 
 Notice that while the actual captured frame (black) shows a drop in the peak-to-
peak signal level after the transition, the synthesized waveform (red) continues at almost 
the same level as the pre-transition waveform, albeit for differences due to noise, because 
the synthesized waveform is mathematical and noise-free. Zooming into the graph shown 




 Fig. ‎3.40: Captured frame with frame-long synthesized pre-trans. waveform 
shown in Fig. ‎3.41. As one can see from Fig. ‎3.41, the synthesized waveform (red) 
overlaps and gets hidden under the actual captured frame before the transition, and only 
appears after the transition, visually presenting itself as a continuation of the pre-
transition signal into the post-transition realm and readying the system for the next step of 
computing the phase shift that the signal undergoes during transition. 
 
 Fig. ‎3.41: Captured frame with frame-long synthesized pre-trans. Waveform 
(zoomed in) 
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3.4.4 PHASE-SHIFT COMPUTATION 
3.4.4.1 Two Approaches to Phase-Shift Computation 
After having detected a transition and captured a frame containing such a 
transition, and after pinpointing the location of the transition within the frame and 
synthesizing a coherent sine wave that is frame-long and based solely on the pre-
transition portion of the waveform, the last step of the transient phase shift capture 
scheme is to consider the post-transition portion of the captured frame, the right-most 
shown in Fig. ‎3.39, with an equally-sized portion of the waveform synthesized in 
Section ‎3.4.3.2 taken from the waveform’s end. Thus, given the size of the post-transition 
waveform, say containing     samples, one can take the last     samples of the 
synthesized waveform as well, and then yield two waveforms that are equal in size, 
nominally having the same frequency, but one having the phase and amplitude 
representative of the signal before the transition and one having the phase and amplitude 
representative of the signal after the transition. The first approach to computing the 
phase-shift between the two waveforms is FFT-based, whereas the second approach is 
time domain-based. The next two sections cover both approaches in detail.  
3.4.4.2 FFT-Based Phase Shift Computation 
Given what has been accomplished thus far, that is having two waveforms of 
equal length whose frequencies are nominally equal, but whose amplitudes and phases 
are different and representative of pre- and post-transition portions of the captured frame, 
it makes most sense to utilize the FFT-based single tone extraction method presented in 
Section ‎3.3.2 to extract the single tone information of each waveform. Having the 
extracted phase information of both waveforms, one can simply take the difference of the 
two phases and arrive at the phase-shift that the signal undergoes during transition. It 
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makes sense to utilize this method because it requires no special processing of the 
waveforms obtained thus far. This is true because coherent synthesis had already taken 
place, before arriving at the two waveforms herein, where one is a continuation of the 
pre-transition waveform and the other is the post-transition waveform itself, and most 
importantly with both considered under the same time period, as if both are captured in 
one snapshot. While this is the method used throughout the work of this dissertation, 
another method is discussed next, which utilizes time domain-based signal processing 
instead of the FFT-based processing done within the single-tone extraction algorithm. 
3.4.4.3 Time Domain-Based Phase-Shift Computation 
Starting from the fundamentals of this method, consider the expressions of two 
sine waveforms, which have the same frequency, but different amplitudes and phases: 
  ( )       (       ) and   ( )       (       ). Starting from (‎2.19), one 
can rewrite the waveform multiplication to become what is shown in (‎3.31). 
   ( )  ( )      
   (     )     (          )
 
 ( 3.31) 
Thus, if the two waveforms are multiplied, then the resulting waveform would contain a 
DC component (non-time dependent) that is proportional to the phase difference of the 
waveform, in addition to a time dependent component, which is a also a single tone, but 
of twice the frequency as the original waveforms. If the resulting waveform is integrated 
over a whole number of cycles of the latter single tone, then the result would be solely 
dependent on the phase difference between the original waveforms as well as their 
amplitudes, as the single-tone integration over a whole number of its cycles yields zero. 
As far as the algorithm implementation is concerned, this means that subsets of the two 
waveforms (arrays) are taken starting from either side of the arrays, as long as the same 
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number of samples is considered in both waveforms and as long as that number 
corresponds to a whole number of half-cycles of the original waveform frequency. 
Treating the resulting waveform subsets as the new two waveforms, the waveforms then 
get multiplied with each other, point by point, then multiplied by 2, and then finally all 
the points of the resulting multiplication are averaged into a single value, which 
corresponds to        (     ). The mathematical representation of the algorithm 
described above is expressed below, starting from (‎3.32), as derived from (‎3.31). 
        (     )     ( )  ( )         (          ) ( 3.32) 
Integrating both sides of (‎3.32) from 0 to 
 
  
 and then dividing by 
 
  
, where   is a 
constant, means taking the average of the expression over a whole number of cycles of 
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 ( 3.34) 
And,  
 
   (          )







   
[   (         )     (     )]
      
→      
( 3.35) 
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From (‎3.34) and (‎3.35), it is concluded that the last term of (‎3.33) is zero, and thus (‎3.33) 











       (     )  | 
 
  
        (     ) 
( 3.36) 
The result shown in (‎3.36) summarizes the time domain-based phase-shift computation 
algorithm, where the two waveforms,   ( ) and   ( ), are multiplied by each other and 
by 2, point-by-point, and then the resulting waveform is averaged over a whole number 
of half-cycles, to yield a single value constant that is proportional to the phase shift 
between the waveforms and the waveform amplitudes. To finally compute the phase-
shift, the waveform amplitudes are needed. To call for the single tone extraction 
algorithm at this point, to get a measure of the waveform amplitudes, defies the purpose 
of the time-domain approach; and it is also meaningless because the single tone 
extraction algorithm could have been used earlier to extract the phase information to 
begin with, as described in ‎3.4.4.2.  Consequently, the waveform amplitudes are to be 
computed in a time-domain approach. Because it is known that each of these waveforms 
are single tones, one can compute the RMS (Root-Mean-Square) value of each of these 
waveforms and then multiply the results by √  to arrive at the peak amplitude of the 
waveforms,    and   , as can be seen, going from (‎3.36) to (‎3.37) below.  
 
   (     )  
  
 ∫    



















The RMS of each waveform can be computed, as shown in the denominator on the right 
side of (‎3.37), by simply considering the value of each of the points of the waveforms, 
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squaring the values, averaging them into a single value, and then taking the square-root of 
the result. Finally, the mathematical expression for the phase-shift can be written as 
follows, where the numerator is the whole-cycle average of    ( )  ( ) and the 
denominator is twice the multiplication of the square roots of the whole-cycle averages of 
  
 ( ) and   












4 CORE OF THE TEST METHODOLOGY 
4.1 Extracting RF Performance Parameters 
4.1.1 INTRODUCTION 
The accurate computation and extraction of the RF performance parameters, from 
the basic measurements done at baseband in response to the designed and characterized 
MTSG signal, remains at the heart of this problem as the challenging and compelling 
portion of this proposed test methodology and is described below.  
4.1.2 SYSTEM ANALYSIS 
Let   be the MTSG input to the DUT, which is the summation of many sinusoids 
and described in (‎4.1) below, 
   ∑     (           )
 
   
 ( 4.1) 
where    is the amplitude of the sinusoid,    is the phase of the sinusoid,   is the index 
corresponding to the harmonic number of the sinusoid, and   is the index of the last 
considered (or last significant) harmonic of     . Correctly choosing   is important and 
will be studied in Sections ‎4.2.3 and ‎4.3.4, within the simulation and experimental results 
sections, respectively.  
Let   be the DUT baseband output, including linear and non-linear gain 
components as shown in (‎4.2), with the frequency translation being understood. In (‎4.2), 
   represents non-input related output signals (e.g. DC offset, noise, residual spurs…etc), 
   represents small-signal linear gain, and    and    are the non-linear gain components. 
Higher order terms are negligible in most practical RF systems, and are not considered in 
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this analysis. The same equation is expressed in (‎2.6), but repeated here for ease of 
reference.  
              
     
  ( 4.2) 
The receiver (conversion) gain at the set LO frequency can be computed from    as 
follows in (‎4.3), which was also derived earlier in (‎2.13). 
      (  )         (|  |) ( 4.3) 
The input third order intercept point (IIP3) at the set LO frequency can be computed from 
   and    as follows in (‎4.4), [45], and as can also be achieved from (‎2.29) with the 
replacement of    with 50Ω. 
      (   )          (  |
   
   
|) ( 4.4) 
For small  , the primary and most significant component of   is    , which is the 
baseband single tone corresponding to down-converted   , as described in Section ‎2.2.3, 
and whose frequency is |        |. The down-conversion of    is demonstrated in 
Fig. ‎2.3. Expressing     in a similar manner to   in (‎4.2) requires the substitution of (‎4.1) 
in (‎4.2) and performing the necessary calculations and trigonometric operations to find 
the resulting components of    ,    
 , and    
  that appear at    ’s baseband 
frequency of |        |. While finding the analytical expression of     in terms of the 
components generated from a general multitone signal going through a non-linear device 
is instrumental in determining the parameters   ,   , and    and consequently in 
computing the Gain and IIP3 of the receiver, it is quite involved due to the large number 
of combinations among the general set of   MTSG tones that can result in down-
converted components at    ’s frequency. This occurrence of a large number of 
components at the same frequency is primarily due to the equal tone spacing inherent to 
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the proposed MTSG signal, which complicates the analysis, as described in [44]. First, 
    is expressed as 
       ( )     ( 
 )     ( 
 )   ( 4.5) 
where ( )  , ( 
 )  , and ( 
 )   are the components of  ,  
 , and    respectively that 
line up with    and consequently get down-converted to     at a frequency of  |   
     |. ( )  , ( 
 )  , and ( 
 )   are analyzed next, in Section ‎4.1.3, where closed-form 
expression are presented for each.  
4.1.3 EXPRESSING MTSG MATRIX COEFFICIENTS 
( )   is the input component that gets down-converted through linear conversion 
gain    to     , and thus is simply    (the j
th
 sinusoid), and it is expressed as follows. 
 ( )        (           ) ( 4.6) 
(  )   and ( 
 )   are more complicated and analytically intensive, and thus only some 
representative steps are shown in this section before the final closed forms are presented. 
Detailed derivations of (  )   and ( 
 )   are presented separately in Sections ‎4.1.6 
and ‎4.1.6.2, respectively. Also, since all the components of ( )  , ( 
 )  , and ( 
 )   
are either sines or cosines of          with some amplitude and phase, they will all be 
converted to sines and use the following convention. 
     (          )    (    ) ( 4.7) 
Re-expressing ( )   in (‎4.6) in accordance with (‎4.7) yields 
 ( )   (      ) ( 4.8) 
The analysis towards finding (  )   and ( 
 )   assumes that    and    are frequency 
independent within the receiver bandwidth. For narrowband RF receivers, or broadband 
RF receivers whose response rolls off within the band of operation, one may consider 
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mathematically shaping the MTSG response to improve the method’s accuracy. This 
shaping technique applies different attenuation coefficients to the different MTSG tones 
before using them in computing the matrix coefficients ( )  , ( 
 )  , and ( 
 )  . The 
response of the attenuation coefficients versus frequency approximates the inverse of a 
nominal receiver response. Section ‎4.2.4 discusses the shaping technique in detail and 
demonstrates and quantifies the improvement it brings to the proposed methodology. 
We start with the calculation of (  )  . 
    [∑     (           )
 
   
]
 
 ( 4.9) 
Expanding the expression above results in many components that fall in two forms and 
they are gathered and expressed in the following two summations 
∑   
     (           )
 
    and ∑ ∑         (           )    (         
 
     
   
   
  ), but 
     ( )  
     (  )
 
 ( 4.10) 
and 
    ( )    ( )  
   (   )     (   )
 
 ( 4.11) 
Expanding (‎4.9) and then substituting the resulting components in accordance to (‎4.10) 
and (‎4.11), and then considering only the resulting cosine terms whose frequency is       
in order to extract (  )   from the general  
  expression, and finally converting the 
cosines to sines, we arrive at the closed form expression for (  )   that is shown in 
(‎4.12), where the first non-summation term of index    ⁄  exists only for even  . 
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⌉
   
 
( 4.12) 
A similar procedure for (  )   starts with expressing  
  as 
    [∑     (           )
 
   
]
 
 ( 4.13) 
Expanding the expression above results in more components than in (‎4.9) that fall in 
three forms and they are gathered and expressed in the summations 
∑   
     (           )
 
   , ∑ ∑    
      
 (           )    (         
 
      
 
   
  ), and ∑ ∑ ∑           (           )    (         
 
     
   
     
   
   
  )    (           ), but 
     ( )  
    ( )     (  )
 
 ( 4.14) 
and 
     ( )    ( )  
   ( )
 
 
   (    )     (    )
 
 ( 4.15) 
and 
 




[   (     )     (     )
    (      )      (     )] 
( 4.16) 
Expanding (‎4.13) and then substituting the resulting components in accordance to (‎4.14), 
(‎4.15), and (‎4.16), and then considering only the resulting sine terms whose frequency is 
      in order to extract ( 
 )   from the general  
  expression, we arrive at the closed 
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form expression for (  )   as shown in (‎4.18), where    has a value 0 for even   and 1 
for odd  , as defined in (‎4.17). 
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( 4.18) 
Treating the components of (  )   and ( 
 )   as phasors or complex values and 
adding them up yields a single phasor value for each of (  )   and ( 
 )  , understood 
as a sine of         , as in the case of ( )  .  
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4.1.4 MATRIX EQUATION BUILDING OPTIONS 
4.1.4.1 Targeting Complex-Valued Least-Square Regression 
Having multiple attenuation levels available at the output of the MTSG, with each 
corresponding to certain known ( )  , ( 
 )  , and ( 
 )   and corresponding to a 
certain measured    , a least-squares fit of   ,   , and    is possible, as shall be shown 
in this section. Whereas in [46], the magnitude of both sides of (‎4.5) is taken to enable the 
use of real-valued least-square (LS) regression, as shown in detail in the following 
section, direct complex regression is possible where the baseband tone     is measured as 
a phasor, as in the final phase-aware form of the methodology presented in this 
dissertation. Stacking (‎4.5), as is, for each of the  MTSG levels yields the matrix shown 
in (‎4.19). A complex-valued LS regression is then performed to yield   ,   , and   . 
With    and    known, gain and IIP3 can be computed from (‎4.3) and (‎4.4), and NF can 
be found as discussed in Section ‎2.3.1.2.  
In (‎4.19) below, the number subscript stands for the MTSG level, at which     is 
measured and, for which ( )  , ( 
 )   and ( 
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] ( 4.19) 
Alternatively, and as an improvement to the method, one may find    separately, from 
one of the lowest rows of (‎4.19) where (  )   and ( 
 )   are negligible due to the low 
MTSG levels, as    ( )  ⁄ , and  then (‎4.19) can be expressed as follows, where 
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] ( 4.20) 
Part of optimizing this measurement system for a given DUT type is to carefully 
choose the range of possible attenuations. Firstly, given the MTSG signal, the highest 
attenuation setting,  , should invoke high enough attenuation, such that the non-linearity 
components at     are minimal. This can be checked by verifying that the measured gain, 
  , from the lower rows of (‎4.19) as discussed above, matches well with that of single-
tone standard measurement method. Secondly, The lowest attenuation setting, 0, should 
be chosen such that no MTSG level would trigger baseband saturation or clipping, which 
in turn involves a “hard non-linearity”, which would dominate the third order non-
linearity we are trying to measure. Additionally, the lowest attenuation setting can be 
optimally chosen for a nominal DUT during test design stage to minimize the extracted 
measurements errors. 
4.1.4.2 Targeting Real-Valued Least-Square Regression 
This section covers the initial procedure used in [46], where the magnitude of 
both sides of (‎4.5) is taken to enable the use of real-valued least-square (LS) regression, 
because only |   | was measured. The method has been improved since to include phase 
measurements of    , and consequently requires complex least-square regression, as 
shown in the previous section and as discussed in [47]. The real-valued regression 
scheme, however, is presented herein for reference. Taking the magnitude of both sides 
of (‎4.5) results in nine real terms on the right side, as shown in (‎4.21).  
 
|   |  |  ||( )  |  |  ||( 
 )  |  |  ||( 
 )  |  
              (             )(( )   ( 
 )    ( )   ( 
 )   )  
              (             )(( )   ( 
 )    ( )   ( 
 )   )  
( 4.21) 
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              (             )(( )   ( 
 )    ( )   ( 
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       (             )(( 
 )   ( 
 )    ( 
 )   ( 
 )   ) 
where the subscripts   and   indicate the real and imaginary components of the 
subscripted parameters. While only the main |  |, |  |, and |  | are needed, the real-
valued least-square regression on the matrix equation built from stacking (‎4.21) for 
various attenuation levels results in also solving for other “unknowns”. The main 
rectangular matrix is clearly more complicated, contains nine unknowns, and can 
possibly run into singularity issues if some of its columns have inter-dependencies.  
4.1.5 SOLVING THE LINEAR MATRIX EQUATION 
Solving for (‎4.19), (‎4.20), or the stacked matrix equation, whose rows correspond 
to (‎4.21) for various MTSG attenuation settings, is essentially solving a linear system of 
equations, as shown in (‎4.22), where      represents the known vector of   elements, 
     the input -by-  matrix, and      the set of   elements in the solution vector.  
                 ( 4.22) 
Since there are more attenuation levels (up to 63, per the hardware scheme discussed in 
Section ‎3.2.1) than there are unknowns (2 or 3, depending on whether (‎4.19) or (‎4.20) is 
used), then    , and consequently the system has more equations than unknowns, and 
it is called over-determined. Generally, the solution that satisfied      may not exist, 
which is why a least-square regression is done to find the solution that minimizes 
‖    ‖. Linear equation solvers, whether real- or complex-valued, exist in various 
software packages, such as the one included in LabVIEW, which is also used in the 
experimental work of this dissertation, [48].  
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4.1.6 FULL DERIVATION OF MATRIX COEFFICIENTS  
In this section, we provide details on the analysis leading to (‎4.12) and (‎4.18), 
starting with (‎4.12), discussed in Section ‎4.1.6.1 and followed by (‎4.18), discussed in 
Section ‎4.1.6.2. 
4.1.6.1 Full Derivation of (X2)ST 
We start by expanding on the transition from (‎4.9) to (‎4.12) using (‎4.10) and 
(‎4.11). The [∑      (           )
 
   ]
  term in (‎4.9) expands into two types of terms, a 
    ( ) and a    ( )    ( ) terms, as shown in (‎4.23). 
 
[∑     (           )
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 ∑ ∑         (           )    (           )
 
     
   
   
 
( 4.23) 
The     ( ) term in (‎4.23) yields, according to (‎4.10), a DC component as well as 
a    ( ) component whose frequency is double what is in the     ( ) term. Thus, for the 
    ( ) term to yield a component that lands at   , it will need to be resulting from a term 
whose frequency is exactly half that of   , when   is even. Consequently, the first non-
summation term of (‎4.12) comes from,  
   
 
     (  
 
 
        
 





    (            
 






    (            
 










) per the definition 
in (‎4.7), and where the 
 
 
 reflects the conversion from a cosine to a sine, per (‎4.29).  
The    ( )    ( ) term in (‎4.23) yields according to (‎4.11) the cosines of the 
difference and sum, as shown below. 
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∑ ∑         (           )    (           )
 
     
   
   
 ∑ ∑     {   [  (   )           ]
 
     
   
   
    [  (   )           ]} 
( 4.25) 
Treating the two cosine terms separately, and considering only the terms where |   |  
  and |   |   , respectively, we present the following analysis to arrive at the 
   ( )     ( ) terms of (‎4.25) that show up at   . Note that the acceptable sign of the 
absolute value operand is based on   being greater than  , since the summation of   starts 
with    . We start by the first cosine term below. 
 
{∑ ∑        [  (   )        
 
     
   
   
   ]}
             |   |   
      
→          
 ∑         [                 ]
   
   
 
( 4.26) 
However, to maintain the highest considered harmonic at   we change the     limit of 
the summation constant   to    , so that the highest tone in (‎4.26),     , is    when 
     . Moreover, we replace the summation index   with  , and we invert the sign of 
the cosine operand, per (‎4.27), to yield the result shown in (‎4.28). 
    (  )      ( ) ( 4.27) 
 
{∑          [                 ]
   
   
}
              
 ∑         [                ]
   




Changing the cosine term to a sine term according to (‎4.29), and using the definition in 
(‎4.7) we yield the term in (32), which forms the second, first summation, term of (‎4.12). 
    ( )     (  
 
 
) ( 4.29) 
 




   
   




   
   
 
( 4.30) 
We now consider the second cosine term in the summation shown in (‎4.25), when 
|   |   . 
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( 4.31) 
For   to be greater than  , we write      , thus   
 
 
, which in general, for all 
integer  , is expressed as   ⌈
 
 
  ⌉ or   ⌈
   
 
⌉. And, similar to the first cosine term, 
we replace the summation index   with  , we convert the cosine to a sine according to 
(‎4.29), and we use the definition in (‎4.7) to arrive at the final form of the second cosine 
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( 4.32) 
This concludes the derivation of (‎4.12). 
4.1.6.2 Full Derivation of (X3)ST 
Below we provide details on the analysis leading to (‎4.18) by expanding on the 
transition from (‎4.13) to (‎4.18) using (‎4.14), (‎4.15), and (‎4.16). The 
[∑      (           )
 
   ]
  term in (‎4.13) expands into three types of terms,       ( ) 
terms,  (   )     ( )    ( ) terms, and   [  (   ) ]⁄     ( )    ( )    ( ) terms, as 
shown in (‎4.33). 
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( 4.33) 
The     ( ) term in (‎4.33) yields, according to (‎4.14), two    ( ) components, one 
at the same frequency of the     ( ) and one at three times that frequency. Thus, for the 
    ( ) term to yield a component that lands at   , it will need to be resulting from either 
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a term at    itself or a term at a third of the frequency of   , if   is divisible by three. 
Consequently, the first non-summation terms of (‎4.18) come from,  
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) per the definition in (‎4.7). 
 The     ( )    ( ) term in (‎4.33) expands according to (‎4.15) to three 
   ( ) terms, as shown below. 
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( 4.35) 
Starting with the first term,   has to be equal to   for all values of  , except for    . 
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Replacing the summation variable   with   and using the definition in (‎4.7), (‎4.36) 
can be rewritten as 
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       . 
For the second term of (‎4.35), |    | has to be equal to  ; thus,        for 
all values of  , except for    , which translates to the condition     . The second 
term is thus composed of two summations. Starting with the summation corresponding to 
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( 4.37) 
The start point for   is based on making       
      
→      ⌈
   
 
⌉, which can also be 
expressed as     ⌊
 
 
⌋. The upper limit for   is based on ensuring that       
      
→      ⌊
   
 
⌋. Replacing the index   with an index  , such that     ⌊
 
 
⌋, yields an 
index start and end limits of 1 and ⌊





⌋, respectively, and changes the subscripts   
and      inside the summation to   ⌊
 
 
⌋ and  (  ⌊
 
 
⌋)         , respectively, as 
presented as the second summation in (‎4.18). 






⌉ for  . We continue with the 
second term of (‎4.35) for the condition        while ignoring the trivial exception 
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( 4.38) 
The upper limit for   is based on ensuring that       
      
→      ⌊
   
 
⌋. Replacing 
the summation index   with index   yields the third summation term of (‎4.18).  
For the third term of (‎4.35), |    | has to be equal to  , thus       , for all 
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The upper limit for   is based on ensuring that       
      
→      ⌊
   
 
⌋. Replacing the 
index   with index   yields the fourth summation term of (‎4.18), and concludes the 
derivation for the terms of (‎4.35), which completes the derivation for the second term of 
(‎4.33), the     ( )    ( ) term.  
In (‎4.40), the third and last term of (‎4.33), the    ( )    ( )    ( ) term, expands 
according to (‎4.16) to four sine terms. Because        , it can be shown that for a 
given set of  ,  , and  , only one of (     ), (     ), (      ), or (     ) 
can be equal to  . For example, if (     )   , then (     )     (   ), 
(      )     (   ), and (     )      .  
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( 4.40) 
We start with the term corresponding to        , and rewrite the summation 
as follows. 
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( 4.41) 
In (‎4.41), the summation indices are shifted. Whereas in the left side of the equation   
starts at (   ), it starts at   in the right side of the equation, with the offset   being 
accounted for by replacing   with     everywhere in the equation. Thus, the condition 
        becomes   (   )     
      
→        (    ). The upper limit for   
is determined based on the highest indices summation   (   )  (   )   
      
→      
   
 
, and generally for a   that is a non-multiple of 3, the upper limit for   is 
  ⌊
   
 
⌋.  The upper limit for   is determined based on the condition that the index 
  (    ) is greater than the index    , which is written as follows:        
   
      
→      
    
 
. For all integer values of   and  , we write the condition as   
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⌉. The result in (‎4.41), with a replacement of the summation variable 
  with  , and   with  , forms the last shown term of (‎4.18).  
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( 4.42) 
The indices in (‎4.42) are shifted as in (‎4.41). The condition        
      
→        
   indicates that for a minimum   of  ,      
      
→         , hence the upper limit 
of   is    . The same condition above indicates that   
   
 
      
→      ⌈
   
 
⌉    
⌈
     
 
⌉, hence the upper limit for   is ⌈
     
 
⌉. The result in (‎4.42), with a replacement of 
the summation variable   with  , and   with  , forms the first double summation term of 
(‎4.18). 
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( 4.43) 
The indices in (‎4.43) are shifted as in (‎4.41) and (‎4.42). The condition        
      
→        indicates that the upper limit of   is    . The condition      
      
→      
    indicates that the upper limit for   is    . The result in (‎4.43), with a 
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replacement of the summation variable   with  , and   with  , forms the second double 
summation term of (‎4.18). Finally, the term that corresponds to         expands as 
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( 4.44) 
The indices in (‎4.44) are shifted as in (‎4.41), (‎4.42), and (‎4.43). The condition     
      
      
→        indicates that the lower limit of   is    . The condition      
   
      
→      
     
 
 indicates that for a minimum   of  ,   
     
 
, hence the upper 
limit for   is ⌈
     
 
⌉. The same latter condition dictates that         , which sets 
the upper limit for   to       . The result in (‎4.44), with a replacement of the 
summation variable   with  , and   with  , forms the third double summation term of 
(‎4.18). This concludes the derivation for the third and last term of (‎4.33), which also 
completes the derivation for (‎4.18). 
4.1.7 ON COMPUTING THE MATRIX COEFFICIENTS 
In the previous sections, Sections ‎4.1.3 and ‎4.1.6, the matrix coefficients ( )  , 
(  )  , and ( 
 )   are computed from the spectral components of the MTSG signal. An 
equivalent time domain-based approach allows the computation of the matrix coefficients 
from the time-domain description of the MTSG signal. In the time-domain approach, the 
non-linearity is applied to the time domain signal before the Fourier transform is applied 
to it. Thus,  { ( )}  [( )  ],  { 
 ( )}  [(  )  ], and  { 
 ( )}  [(  )  ], where 
 { } is the Fourier of  , and where [( )  ], [( 
 )  ], and [( 
 )  ] are the arrays 
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consisting of ( )  , ( 
 )  , and ( 
 )   at all the harmonic frequencies, respectively. 
However, whereas the spectral approach shown in the previous section presents the 
expressions of ( )  , ( 
 )  , and ( 
 )   in terms of elementary functions, it is not 
possible to do so in the time-domain approach without making assumptions about the 
MTSG time-domain signal shape. The spectral approach presented above makes no 
assumptions about the MTSG signal shape and consequently models all the amplitudes 
and phases of the signal harmonics as arbitrary and independent. The expression forms 
presented in Section ‎4.1.3 and derived in detail in Section ‎4.1.6 are considered closed-
form expressions for finite  , which is the case in this methodology, as is discussed in 
more detail in the simulation and experimental sections that follow.  
 
4.2 Simulation Results 
4.2.1 SYSTEM MODELING 
A transient simulation was used to verify and validate the proposed test 
methodology, where the system components have been modeled to represent the actual 
ones used in the experimental setup discussed in Section ‎4.3. The MTSG was modeled to 
reflect a pulse-width of 75 psec and a signal rise-time of 50 psec, and a low-pass filter 
was added to the model as a bandwidth limiter, whose parameters were empirically tuned 
to approximate the response seen in the hardware bandwidth limiter used in the 
experimental setup. The DUT receiver was modeled as a multistage memory-less system 
and included an LNA, a mixer, a TIA with a single-pole, three bi-quad stages, and a PGA 
stage, all with specific gains (GM for mixer and Z for TIA), NF, and IIP3 parameters 
closely approximating the real DUT used in Section ‎4.3. The proposed test methodology 
was fully implemented in simulation in a manner that emulates the experimental setup. 
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Additionally, a standard measurement test bench was also simulated and used as a 
reference. 
4.2.2 DETAILED RESULTS ON MODELED DUT 
The modeled DUT was tested in simulation using both the standard measurement 
methods (i.e. single-tone test for gain and NF, and two-tone test for IIP3) and the MTSG 
proposed method, and the results compared as shown in Fig. ‎4.1. Fig. ‎4.2 shows the 
details of the MTSG-based measurement simulation at 650 MHz.    ’s amplitude, as well 
as its phase referenced to the phase corresponding to the first MTSG level, is measured 
for all MTSG levels, and then a complex LS regression is applied to find the complex 
parameters    and    and consequently extract gain and IIP3 at 650 MHz. Fig. ‎4.2c 
presents both the MTSG-Based extracted measurements as well as the corresponding 
standard measurement values for gain and IIP3 at 650 MHz. 
 
(a)                               (b)    (c) 
 Fig. ‎4.1: Comparison of MTSG-based (solid) and standard (dashed) results 
(a) Gain (b) Noise Figure (c) Input 3
rd
 Order Intercept Point 
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(a)       (b)                  (c) 
 Fig. ‎4.2: Simulated MTSG-based measurement (points) and LS regression 
(plain) of the complex baseband signal YST for LO frequency 650 MHz (a) 
YST amplitude vs. Hj amplitude (b) YST amplitude vs. Hj amplitude (c) 
Extracted parameters 
4.2.3 PROPER CHOICE OF N 
Another aspect of the proposed method is the proper choice of   where   is first 
defined in (‎4.1). Considering the analysis involved in the proposed methodology, covered 
in Sections ‎4.1.2 and ‎4.1.3, one can easily see how the choice of   can impact the 
resulting extracted parameters. For this reason, it is important to provide guidance as to 
how to properly choose  . 
An empirical study on the proper choice of   was carried out as part of the 
MTSG-based measurement simulation on this DUT, whose results are presented in 
Fig. ‎4.3,  and  was then redone with the experimental data, which is presented in 
Section ‎4.3. Fig. ‎4.3a shows the cumulative power in the harmonics considered versus  . 
Expectedly, as   increases, the cumulative power of the considered harmonics approach 
100%, which indicates that with the proper choice of  , the remaining harmonics can 
contribute very little to the total power of the signal. Fig. ‎4.3b shows the RMS error in 
extracted IIP3 values versus  . The general trend by which the error decreases as we 
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consider more harmonics of the MTSG is as expected. Fig. ‎4.3c combines the 
information shown in Fig. ‎4.3a and Fig. ‎4.3b to present the IIP3 RMS error versus the 
considered cumulative power of the MTSG. Based on the results of this study, an 
acceptable RMS error can be achieved when the computations account for around 90% of 
the MTSG signal power, which corresponds to all MTSG tones up to the 90th harmonic 
in the case of the simulated MTSG.  
 
(a)                               (b)                                            (c) 
 Fig. ‎4.3: Results of the study on the proper choice of N (a) Cumulative 
power vs. N (b) IIP3 RMS error vs. N (c) IIP3 RMS error vs. Cumulative 
Power 
For MTSG hardware whose response far exceeds the DUT’s bandwidth, 
characterization of the MTSG hardware can be made more efficient (i.e.   can be 
limited) by using a low-pass filter (LPF) as part of the test system. This also makes the 
offline computation of the matrix in (‎4.19) or (‎4.20) more efficient. For Section ‎4.3 on 
experimental results, a discrete LPF (Mini-Circuits SLP-1000+), with a bandwidth of ~1 
GHz was used, as the used DUT’s bandwidth of operation is limited to 800 MHz. 
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4.2.4 THE EFFECT OF MTSG SHAPING 
As touched on briefly in Section ‎4.1.3, the methodology’s analysis assumes that 
   is frequency independent within the receiver bandwidth. Thus, predicted IIP3 can be 
more flat and less accurate than that measured using standard methods. MTSG shaping 
can be implemented to mitigate this problem. MTSG shaping involves mathematically 
shaping the known MTSG response for linearity computation purposes, in such a way to 
exaggerate the tones where the linearity of the DUT is expected to be better. Since the 
physical MTSG hardware does not change, the measured response     does not change 
either, and hence using a higher input tone level in the computation yields better linearity. 
Analytically, starting from (‎4.5) and multiplying the input signal   with a frequency-
dependent coefficient   (i.e. a shaping filter) results in having different extracted DUT 
parameters   ,   , and    because the measured output     is unchanged. We denote the 
new DUT parameters with a subscript   to yield the form in (‎4.45). 
        (  )      ((  )
 )      ((  )
 )   ( 4.45) 
The matrix coefficients (  )  , ((  )
 )  , and ((  )
 )   can be calculated from 
(‎4.6), (‎4.12), and (‎4.18) respectively, and hence     and     can be found per (‎4.19) or 
(‎4.20). For designing   for a given DUT, using a filter whose response trend is the 
inverse of a nominal DUT response trend is often sufficient. Tuning   to minimize the 
IIP3 error for the nominal receiver can also be done. Fig. ‎4.4a shows the simulated 
nominal DUT response having approximately 5.5 dB of roll-off. The   designed in the 
case of the simulated DUT is a high-pass filter composed of two cascaded first order 
filters whose 3 dB point is at 800 MHz. The response of   is shown in Fig. ‎4.4b having 
approximately 6 dB gain increase over the same bandwidth as the nominal DUT gain. 
The response shown in Fig. ‎4.4b has a trend that approximates the inverse of the response 
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trend shown in Fig. ‎4.4a, ignoring the absolute level of either response. The absolute 
level of   does affect the outcome when solving for     and    , and thus it needs to be 
accounted for when computing    and    from     and    , respectively. Given that 
measured     is unchanged, the first, second, and third order components of     are also 
unchanged. Hence, 
    (  )     ( )   ( 4.46) 
and  
    ((  )
 )     ( 
 )    ( 4.47) 
Therefore, when computing    from      and    from     the ratio of their 
respective coefficients, i.e. (  )   ( )   and ((  )
 )   ( 
 )  , should be known. 
Considering (‎4.6) it follows that (  )   ( )   is   itself, whose response is shown in 
Fig. ‎4.4b. ((  ) )   ( 
 )   is more challenging and requires the separate computation 
of ((  ) )   and ( 
 )   from (‎4.18) and taking the ratio of the two. The computed 
response of ((  ) )   ( 
 )   is shown in Fig. ‎4.4c. Whereas    can be computed as 
   (  )   ( )   or     ,    is computed as     , where β is a constant equal to 
((  ) )   ( 
 )   evaluated at the peak of the response in the band of operation. The 
difference in the treatment of    and    is due to that     is accurately computed, as a 
frequency dependent parameter, at each frequency, whereas     is not. In the use case 
presented in this section, the ((  ) )   ( 
 )   response peaks around -29.3 dB or ~ 
0.034. 
Fig. ‎4.5a and Fig. ‎4.5b show the MTSG simulated IIP3 measurement with and 
without shaping used (solid lines) in comparison to IIP3 simulated measurement using 
the reference standard two-tone method (dashed lines). The non-shaped MTSG measured 
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(a)                   (b)                  (c) 
 Fig. ‎4.4: Design of shaping filter k and its effect on matrix elements (a) 
Nominal DUT response (b) Change in coefficient of 1 (c) Change in 
coefficient of 3 
IIP3 reflects a more flat, less accurate response. As one can see, the MTSG measured 
IIP3 follows the actual IIP3 trend versus frequency more closely when shaping is used. 
Fig. ‎4.5c shows the error between the MTSG measured IIP3 and the standard measured 
IIP3 for each of two cases, without (solid line) and with (dashed line) MTSG shaping 
used. The error in the case where shaping is used is more flat across the frequency range 
and is limited to less than 1 dB in magnitude, whereas the error in the case where shaping 
is not used is tilted, such that it is positive for lower frequencies and negative for higher 
frequencies, and ranges up to ~ 1.5 dB in magnitude. The RMS error, considering the 
whole band, is 0.42 dB when shaping is used and 0.95 dB when shaping is not used. 
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(a)                   (b)                  (c) 
 Fig. ‎4.5: MTSG IIP3 measurements without and with shaping compared to 
standard measurements and the IIP3 error in each (a) IIP3 measurement 
without shaping (b) IIP3 with shaping (c) IIP3 error (MTSG – Standard) 
4.2.5 MONTE-CARLO: RESULTS ON DUT VARIATION 
The DUT modeled and simulated in this section is based on an actual DUT tested 
in Section ‎4.3. To account for part-to-part variation and its impact on the effectiveness of 
the proposed approach, a Monte-Carlo simulation was performed to test variations of the 
modeled DUT, where the various block parameters are altered and nominal as well as 
corner cases are selected to represent the DUT population. It is worth noting that the   
designed for MTSG shaping is kept the same for all DUTs and is based on the nominal 
DUT. 
Fig. ‎4.6 shows the RF performance of the selected DUT population as measured 
using standard methods. These measurements form the reference for the MTSG 
measurements done on the same population of DUTs. Fig. ‎4.7 shows the error involved 
in measuring the RF performance parameters using the proposed MTSG-based approach 
for the same DUT population. The simulation results show an overall RMS error of 0.235 
dB for gain, 0.640 dB for NF, and 0.882 dB for IIP3. 
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(a)                   (b)                  (c) 
 Fig. ‎4.6: RF performance of DUT population (a) Gain (b) NF (c) IIP3 
 
 Fig. ‎4.7: MTSG measurements error for DUT population (a) Gain error (b) 
NF error (c) IIP3 error 
 
4.3 Experimental Results 
4.3.1 SETUP DESCRIPTION AND MTSG CHARACTERIZATION 
The proposed test method was fully-automated on a 65nm UHF receiver test 
bench, where MTSG hardware resided on a test board, shown in Fig. ‎4.8, and the signal 
processing was coded in LabVIEW. BIST aspects of and the tested receiver’s die 
photomicrograph are presented in [49]. The tone amplitude and phase of a few MTSG 
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units were characterized versus frequency and output attenuations, and saved as 
calibration data for DUT testing. Results presented in Fig. ‎4.9 (also shown earlier in 
Section ‎3.2.3) demonstrate MTSG performance characterization data and show that part-
to-part differences in tone levels seen on two tested units are relatively small (0.33 dB 
RMS). As also mentioned in earlier in Section ‎3.2.3.2, the delay designed for this 
experimental setup of the MTSG was implemented via a difference of controlled trace 
lengths. Fig. ‎4.8b shows a zoomed-in image of the MTSG delay implementation, where 
the trace length difference is illustrated and shown to be ~ 490 mils, which on the shown 
board corresponds to ~75 psec of delay.  
 
 
(a)                       (b) 
 Fig. ‎4.8: MTSG experimental setup (a) MTSG hardware setup (b) Trace-




(a)                     (b)                  (c) 
 Fig. ‎4.9: MTSG characterization data and part-to-part differences (a) MTSG 
tone amplitude (b) MTSG tone phase (c) part-to-part amplitude 
differences 
4.3.2 ON YST PHASE MEASUREMENT 
An ideal attenuator has no phase shift associated with it. However, a practical 
attenuator introduces phase shift at higher attenuation levels. This phase shift, if not 
measured, can be a source of error in the complex regression done on (‎4.19) or (‎4.20) to 
find    and   , because the phase of     at the various attenuation levels will be assumed 
to be the same when it is not. While the first two of the three intermediate measurements 
discussed in detail in Section ‎3.3 are done at static MTSG levels, the third, measuring the 
phase-shift seen on the down-converted baseband tone,    , as the MTSG levels change, 
needs to be performed during the MTSG level transition itself. If the MTSG level is 
swept from 62 dB to 0 dB, for instance, then the goal is to ultimately know what the     
amplitude is at each of these MTSG levels and what the     phase at each of these levels 
is relative to the    ’s phase at 62 dB attenuation.  
Once the baseband signal is acquired during an MTSG level transition, as shown 
in Fig. ‎4.10, signal processing is employed to find the phase shift induced by the MTSG 
level change. The custom signal processing developed for this purpose synthesizes a 
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signal that is synchronous to and based on pre- transition    . The synthesized signal 
continues unchanged after the transition, and thus the phase-shift can be measured 
between the synthesized signal and post-transition    . The phase measurement method is 
discussed in detail in Section ‎3.4. Fig. ‎4.10a and Fig. ‎4.10b show sample captured 
transitions between 25 dB and 0 dB MTSG levels, going-up and going-down, 
respectively, at 650 MHz. The thick (black) trace is the real signal     undergoing 
transition and the thin (red) trace is the synthesized signal that is synchronous and equal 
to pre-transition    . As expected, the phase-shift seen in both cases is approximately 
equal in magnitude and opposite in sign. Fig. ‎4.10c provides a big picture 3D summary of 
the phase-shifts measured for all MTSG levels relative to attenuation of 62 dB, at all 
frequencies. 
 
(a)                    (b)                  (c) 
 Fig. ‎4.10: YST phase-shift () due to MTSG transition, sample up and 
down transition @ 650 MHz, and a summary 3D graph (a) 25dB-to-0dB 




4.3.3 RF PARAMETER EXTRACTION AND RESULT COMPARISON 
Fig. ‎4.11 presents the measurement results from testing the 65nm UHF DUT  
receiver and shows that the phase-aware MTSG-based measurement performs fairly well 
compared to standard RF measurement methods. The method and the results, published 
in [47], reflect an improvement of at least 1 dB on the central IIP3 measurement over the 
amplitude-only regression methodology, briefly discussed earlier in Section ‎4.1.4.2 and 
published in [46]. Fig. ‎4.11a, b, and c show the gain, NF, and IIP3 responses measured 




(a)                   (b)                  (c)  
 Fig. ‎4.11: Comparison of MTSG-based (solid) and standard (dashed) results 
(a) Gain (b) NF (c) IIP3 
4.3.4 PROPER CHOICE OF N 
As mentioned earlier in Section ‎4.1.2, the section on experimental results studies 
the proper choice of  . Fig. ‎4.12 presents the results of the hardware measurement-based 
study on the proper choice of N, similar to the ones presented in Section ‎4.2.3 based on 
simulation data. The measurement data seems to agree with the simulation data on the 
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percentage of harmonic power needed to be accounted for in order to achieve the settled 
IIP3 RMS error. Fig. ‎4.12b shows that the IIP3 RMS error settles close to its final value 
after the 90th harmonic is considered, which is shown in Fig. ‎4.12c to correspond to 
around 90% of the harmonic power content of the signal. The residual RMS error, 
observed to a lesser extent in Section ‎4.2.3, can be attributed to a few sources, some of 
which relate to inherent assumptions made using this methodology. Limiting the DUT 
non-linear model to 3
rd
 order (i.e. assuming 4th, 5th…order non-linearity is zero), is one 
example. Moreover, while the MTSG shaping technique attempts to mitigate the 
frequency-independence assumption concerning the model’s non-linear coefficients, the 
designed shaping filter is generally not perfect and can have residual errors. 
 
 
(a)                  (b)                  (c)    
 Fig. ‎4.12: Results of the study on the proper choice of N (a) Cumulative 






4.4 On Measuring Gain-Related Parameters 
In exactly the same way the gain of the DUT can be measured at high attenuation 
levels, as discussed in Section ‎4.1.4.1 towards writing (‎4.20), other DUT parameters, 
such as baseband filter-related parameters or IQ imbalance parameters can be measured 
using the MTSG signal and basic baseband processing. Such measurements are almost 
free to obtain given the system in-place, including the signal generation and the basic 
measurement blocks available. Below we address a few of the relevant measurements. 
4.4.1 BASEBAND FILTER-RELATED MEASUREMENTS 
4.4.1.1 Traditional Method 
All baseband filter parameters (filter 3 dB BW, filter rejection…etc) can be 
computed once a filter response is measured. To measure the filter response of a receiver, 
traditionally, a single-tone signal generator is used. The input frequency of the single 
tone, initially parked at a frequency corresponding to or close to a specific channel center, 
and thus appearing at or close to DC in baseband, is swept across the filter bandwidth, 
with the DUT settings, including LO frequency, kept the same. This results in the 
baseband signal moving across the baseband frequency of the filter, where at each 
location or frequency, the gain (absolute or relative to the first measurement) can be 
computed to yield the filter response. While technically the response measured as such 
includes an RF component to it, resulting from the roll-off of the RF response 
superimposed over the baseband response, it is typically very minimal across the 
baseband filter bandwidth (a few MHz), especially compared to the inherent baseband 
filter response itself. This traditional method, also assumes that the amplitude of the used 
RF signal at the DUT’s input is constant as the frequency is swept. This is also typically a 
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fair assumption, given that the frequency sweep of the RF signal is very small (a few 
MHz for an RF signal that is at a few hundreds of MHz or a few GHz).  
4.4.1.2 MTSG Method 
The only change in measuring the baseband filter-related parameters in this 
methodology lies in the measurement of the filter response itself. All the computation of 
the various filter parameters remain the same. For measuring the filter response at a given 
channel using the MTSG signal, the DUT LO is tuned close to the single tone component 
of the MTSG that is close to or at the center of the channel. Then, instead of tuning the 
input signal away from the LO, the DUT LO itself is tuned away from the input “single-
tone”, since it is non-tunable. The resulting baseband single tone output gets swept across 
the baseband filter bandwidth, where measuring the gain at each location results in the 
filter response, in the same manner it was found in Section ‎4.4.1.1. Note that when 
extracting the single-tone information at baseband in order to compute the absolute or 
relative gain, the baseband frequency search window will have to be defined properly. As 
the LO is tuned away from the specific RF tone used, it gets closer to the neighboring 
tone within the MTSG signal. Thus as the resulting output tone moves higher in 
frequency along the baseband bandwidth, another tone may appear at lower frequency at 
potentially higher level. The baseband search window has to always correspond to the 
known location of the expected tone. With the filter response found, say normalized to its 
gain at low frequency (e.g. 10 kHz or 100 kHz), the 3 dB filter BW can be found by 
tracing the filter response and looking for the frequency point resulting in closest loss to 3 
dB. The filter ripple can be found by taking the filter peak response below the 3 dB BW 
and comparing it to the filter minimum response within the 3 dB BW. The filter rejection 
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at specific frequencies can also be assessed directly from the normalized filter response at 
those frequencies.   
4.4.2 RESIDUAL SIDEBAND  / IQ-IMBALANCE MEASUREMENTS 
Measuring the IQ imbalance of a receiver, traditionally requires a single tone at 
the desired RF frequency and baseband processing of the I and Q outputs, just as if a gain 
measurement is performed. The I and Q signals, baseband single tones for a single-tone 
RF input, ideally have the same amplitude and a 90° phase-shift between them. Keeping 
the baseband processing the same, to look for amplitude imbalance and phase-shift 
deviation from 90°, and simply replacing the RF input with the proposed MTSG signal 
(at a high or proper attenuation level), one would be able to do the same measurement 
with no change to the procedure.  
 
4.5 Conclusion 
In this dissertation, we have demonstrated that the phase-aware MTSG method, a 
digitally-assisted RF receiver test method, requiring minimal RF equipment during test 
and relying instead on baseband signal processing, can extract RF performance 
parameters like gain with under 0.5 dB RMS error, and NF and IIP3 with a RMS errors 
of under 1 dB. The proposed test methodology calls for a basic digital-based comb 
generator circuit with level selection (MTSG), whose characteristics and performance are 
measured and known, and from which DUT-independent matrix elements ( )  , ( 
 )  , 
and (  )   can be computed during post-processing. Testing of DUTs can then proceed 
by characterizing the DUT’s baseband response to the MTSG signal, including the down-
converted single-tone (   ), at the desired test frequencies and for the various MTSG 
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levels. Having the DUT baseband response and the MTSG matrix, the DUT parameters 
(   and   ) can be computed, and consequently, a measure of Gain, NF, and IIP3 can be 
determined. 
The proposed approach can significantly reduce the test overhead in an RF system 
by enabling fast and less expensive digital and baseband testers to perform specialized 
RF tests. From a short-term cost perspective, it is clear that using a basic digital/baseband 
tester helps reduce the initial investment cost. This can be important if initial single up-
front investment capital is limited, as in the case of some start-up companies. However, 
when discussing the general and longer term cost impact, tester cost is evaluated over the 
expected number of years of service and results in test time cost on the tester valued in 
(cost/sec). Test cost on a basic digital/baseband tester can be as low as 1 cent/sec. On an 
RF tester, it ranges from 4 to 6 cents/sec or more. This means that actual test time using 
this methodology can be 4 times longer and still be cost effective. Moreover, adding more 
sites per tester can be explored. Adding more sites on an RF tester translates to more RF 
test equipment/channels on the tester, which in turn translates to higher tester cost. While 
this is also true on digital baseband testers, the additional cost of adding more baseband 
channels is not as nearly expensive as adding RF channels. Thus, adding test sites can 
make the cost ratio of this method of using a digital/baseband tester, to using standard 
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