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KERNEL AND WAVELET DENSITY ESTIMATORS
ON MANIFOLDS AND MORE GENERAL METRIC SPACES
G. CLEANTHOUS, A. G. GEORGIADIS, G. KERKYACHARIAN, P. PETRUSHEV,
AND D. PICARD
Abstract. We consider the problem of estimating the density of observations
taking values in classical or nonclassical spaces such as manifolds and more
general metric spaces. Our setting is quite general but also sufficiently rich
in allowing the development of smooth functional calculus with well localized
spectral kernels, Besov regularity spaces, and wavelet type systems. Kernel
and both linear and nonlinear wavelet density estimators are introduced and
studied. Convergence rates for these estimators are established, which are
analogous to the existing results in the classical setting of real-valued variables.
1. Introduction
A great deal of efforts is nowadays invested in solving statistical problems, where
the data are located in quite complex domains such as matrix spaces or surfaces
(manifolds). A seminal example in this direction is the case of spherical data. Devel-
opments in this domain have been motivated by a number of important applications.
We only mention here some of the statistical challenges posed by astrophysical data:
denoising of signals, testing stationarity, rotation invariance or gaussianity of sig-
nals, investigating the fundamental properties of the cosmic microwave background
(CMB), impainting of the CMB in zones on the sphere obstructed by other radia-
tions, producing cosmological maps, exploring clusters of galaxies or point sources,
investigating the true nature of ultra high energy cosmic rays (UHECR). We refer
the reader to the overview by Starck, Murtagh, and Fadili [27] of the use of various
wavelet tools in this domain as well as the work of some of the authors in this
direction [1] and [22].
Dealing with complex data requires the development of more sophisticated tools
and statistical methods than the existing tools and methods. In particular, these
tools should capture the natural topology and geometry of the application domain.
Our contribution will be essentially theoretical, however, our statements will be
illustrated by examples issued from different fields of applications.
Our purpose in this article is to study the density estimation problem, namely,
one observes X1, . . . , Xn that are i.i.d. random variables defined on a space M and
the problem is to find a good estimation to the common density function.
Date: February 4, 2019.
2010 Mathematics Subject Classification. Primary 62G07, 58J35; Secondary 43A85, 42B35.
Key words and phrases. kernel density estimators, wavelet density estimators, adaptive density
estimators, non-parametric estimators, Ahlfors regularity, heat kernel, Besov spaces.
We thank the anonymous referees for a very thorough reading of an earlier version which
enabled us to substantially improve the paper.
Corresponding author: Galatia Cleanthous, E-mail: galatia.cleanthous@newcastle.ac.uk.
1
2 G. CLEANTHOUS, A. GEORGIADIS, G. KERKYACHARIAN, P. PETRUSHEV, D. PICARD
This problem has a long history in mathematical statistics especially when the
set M is Rd or a cube in Rd (see e.g. the monograph [29] and the references herein).
Here we will consider very general spaces M such as Riemannian manifolds or
spaces of matrices or graphs and prove that with some assumptions, we can build
an estimation theory with estimation procedures, regularity sets and upper bounds
evaluations quite parallel to what has been neatly done in Rd. In particular we
intend to develop kernel methods with upper bounds and oracle properties as well
as wavelet thresholding estimators with adaptative behavior.
If we want to roughly summarize the basic assumptions that will be made in
this work, let us mention that some of them are concerning the basic dimensional
structure of the set (doubling conditions), whereas others are devoted to construct
an environment where regularity spaces can be defined as well as kernels or wavelets
can be constructed.
This setting is quite general but at the same time is sufficiently rich in allowing
the development of smooth functional calculus with well localized spectral kernels,
Besov regularity spaces, and wavelet type systems. Naturally, the classical setting
on Rd and the one on the sphere are contained in this general framework, but also
various other settings are covered. In particular, spaces of matrices, Riemannian
manifolds, convex subsets of (non-compact) Riemannian manifolds are covered.
As will be shown in this general setting, a regularity scale and a general nonpara-
metric density estimation theory can be developed in full generality just as in the
standard case of [0, 1]d or Rd. This undertaking requires the development of new
techniques and methods that break new ground in the density estimation problem.
Our main contributions are as follows:
(a) In a general setting described below, we introduce kernel density estima-
tors sufficiently concentrated to establish oracle inequalities and Lp-error rates of
convergence for probability density functions lying in Besov spaces.
(b) We also develop linear wavelet density estimators and obtain Lp-error esti-
mates for probability density functions in general Besov smoothness spaces.
(c) We establish Lp-error estimates on nonlinear wavelet density estimators with
hard thresholding in our general geometric setting. We obtain such estimates for
probability density functions in general Besov spaces.
To put the results from this article in perspective we next compare them with
the results in [2]. The geometric settings in both articles are comparable and the
two papers study adaptive methods. In [2] different standard statistical models
(regression, white noise model, density estimation) are considered in a Bayesian
framework. The methods are different (because we do not consider here Bayesian
estimators) and the results are also different (since, again, we are not interested
here in a concentration result of the posterior distribution). It is noteworthy that
the results in the so called dense case exhibit the same rates of convergence. It
is also important to observe the wide adaptation properties of the thresholding
estimates here which allow to obtain minimax rates of convergence in the so called
sparse case, which was not possible in [2].
The organization of this article is as follows: In Section 2, we describe our
general setting of a doubling measure metric space in the presence of a self-adjoint
operator whose heat kernel has Gaussian localization and the Markov property. We
provide motivation and inspiration for our developments and we present some first
examples, both elementary and more involved. In Section 3, we review some basic
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facts related to our setting such as smooth functional calculus, the construction
of wavelet frames, Besov spaces, and other background. This section can be read
quickly by a reader more motivated by the introduction of estimation procedures.
We develop kernel density estimators in Section 4 and establish Lp-error estimates
for probability density functions in general Besov spaces. We also introduce and
study linear wavelet density estimators. In Section 5, we introduce and study
adaptive wavelet threshold density estimators. We establish Lp-error estimates for
probability density functions in Besov spaces. Section 7 is an appendix, where we
place the proofs of some claims from previous sections.
Notation: Throughout 1E will denote the indicator function of the set E and
‖ · ‖p := ‖ · ‖Lp(M,µ). We denote by c, c′ positive constants that may vary at every
occurrence. Most of these constants will depend on some parameters that may
be indicated in parentheses. We will also denote by c0, c1, . . . as well as c⋆, c⋄
constants that will remain unchanged throughout. The relation a ∼ b means that
there exists a constant c > 1 such that c−1a ≤ b ≤ ca. We will also use the notation
a∧ b := min{a, b}, a∨ b := max{a, b} and Ck(R+), k ∈ N∪ {∞}, will stand for the
set of all functions with continuous derivatives of order up to k on R+ := [0,∞).
2. Setting and motivation
We assume that (M, ρ, µ) is a metric measure space equipped with a distance ρ
and a positive Radon measure µ.
Let X1, . . . , Xn be independent identically distributed (i.i.d.) random variables
on M with common probability having a density function (pdf) f with respect to
the measure µ. Our purpose is to estimate the density f .
To an estimator fˆn of f , we associate its risk:
Rn(fˆ , f, p) = Ef
(∫
M
|fˆn(x)− f(x)|pµ(dx)
) 1
p
= Ef‖fˆn − f‖p, 1 ≤ p <∞
as well as its L∞ risk:
Rn(fˆ , f,∞) = Ef
(
ess supx∈M|fˆn(x)− f(x)|
)
= Ef‖fˆn − f‖∞.
We will operate in the following setting. Most of the material can be found in
an extended form in the papers [4, 17]. Note that, depending on the results we
are going to establish, some of the following conditions will be assumed, others will
not.
2.1. Doubling and non-collapsing conditions. The following conditions are
concerning properties related to ’dimensional’ structure of M.
C1. We assume that the metric space (M, ρ, µ) satisfies the so called doubling
volume condition:
(2.1) µ(B(x, 2r)) ≤ c0µ(B(x, r)) for x ∈M and r > 0,
where B(x, r) := {y ∈M : ρ(x, y) < r} and c0 > 1 is a constant. The above implies
that there exist constants c′0 ≥ 1 and d > 0 such that
(2.2) µ(B(x, λr)) ≤ c′0λdµ(B(x, r)) for x ∈M, r > 0, and λ > 1,
The least d such that (2.2) holds is the so called homogeneous dimension of (M, ρ, µ)
From now on we will use the notation |E| := µ(E) for E ⊂M.
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In developing adaptive density estimators in Section 5 we will additionally as-
sume that (M, ρ, µ) is a compact measure space with µ(M) < ∞ satisfying the
following condition:
C1A. Ahlfors regular volume condition: There exist constants c1, c2 > 0 and d > 0
such that
(2.3) c1r
d ≤ |B(x, r)| ≤ c2rd for x ∈M and 0 < r ≤ diam(M).
Clearly, condition C1A implies conditions C1 and the following condition C2 as
well, with d from (2.3) being the homogeneous dimension of (M, ρ, µ).
These doubling conditions have been introduced in Harmonic Analysis in the
70’s by R. Coifman and G. Weiss [3].
It is interesting already to notice that d will indeed play the role of a dimension
in the statistical results as well. Condition C1A is obviously true for M = Rd with
µ the Lebesgue measure.
Also, the doubling condition is precisely related to the metric entropy using the
following lemma whose elementary proof can be found for instance in [2, Proposition
1]. For ǫ > 0, we define, as usual, the covering number N(ǫ,M) as the smallest
number of balls of radius ǫ covering M.
Lemma 2.1. Under the condition C1A and if M is compact, there exist constants
c′ > 0, c′′ > 0 and ǫ0 > 0 such that
(2.4)
1
c′
(1
ǫ
)d
≤ N(ǫ,M) ≤ 2
d
c′′
(1
ǫ
)d
,
for all 0 < ǫ ≤ ǫ0.
C2. Non-collapsing condition: There exists a constant c3 > 0 such that
(2.5) inf
x∈M
|B(x, 1)| ≥ c3 > 0.
This condition is not necessarily very restrictive. For instance, it is satisfied if M
is compact. It is satisfied for Rd if µ is the Lebesgue measure, but untrue for R if
µ is a Gaussian measure.
2.2. Smooth operator. Here comes an important assumption which may seem
strange to the reader at first glance. Before entering into the specificity of the set
of assumptions described below, let us explain some motivations.
One rather standard method in density estimation is the kernel estimation method,
i.e. considering a family of functions indexed by δ > 0: Kδ : M ×M −→ R an
associated kernel density estimator is defined by
(2.6) K̂δ(x) :=
1
n
n∑
i=1
Kδ(Xi, x), x ∈M.
In Rd, an important family is the family of translation kernels Kδ(x, y) =
[ 1δ ]
dG(x−yδ ), where G is a function R
d −→ R. When M is a more involved set
such as a manifold or a set of graphs, of matrices, the simple operations of trans-
lation and dilation may not be meaningful. Hence, even finding a family of kernels
to start with might be a difficulty. It will be shown in Section 4 that the following
assumptions provide quite ’naturally’ a family of kernels.
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When dealing with a kernel estimation method, it is standard to consider two
quantities :
bδ(f) := ‖Ef K̂δ − f‖p, ‖ξf‖p := ‖K̂δ − Ef K̂δ‖p.
The analysis of the second term (stochastic term) ‖ξf‖p, can be reduced via
Rosenthal inequalities to proper bounds on norms ofKδ(·, ·) and f (see the Lemmas
4.7, 4.8), where in particular the assumptions of the previous subsection are also
important).
The analysis of the first term bδ(f) is linked to the approximation properties of
the family Ef K̂δ. One can stop at this level and precisely express the performance
of an estimator in terms of ‖EfK̂δ − f‖p. This is the purpose of oracle inequalities
(see Theorem 4.3).
However, it might seem more convincing if one can relate the rate of approxi-
mation of the family ‖EfK̂δ − f‖p to regularity properties of the function f . It is
standardly proved (see e.g. [14]), that in Rd if K is a translation family with mild
properties on K, then polynomial rates of approximation are obtained for functions
with Besov regularity.
Hence, an important issue becomes finding spaces of regularity associated to a
possibly complex set M. On a compact metric space (M,ρ) one can always define
the scale of s-Lipschitz spaces defined by the following norm
(2.7) ‖f‖Lips := ‖f‖∞ + sup
x 6=y
|f(x)− f(y)|
ρ(x, y)s
, 0 < s ≤ 1.
In Euclidian spaces a function can be much more regular than Lipschitz, for in-
stance differentiable at different orders, or belong to some Sobolev or Besov spaces.
When M is a set where there is no obvious notion of differentiability, one can
make the observation that in Rd or Riemannian manifolds, regularity properties can
also be expressed via the associated Laplacian. The Laplacian itself is an operator
of order 2, but its square root is of order 1 and can be interpreted as a substitute
for derivation.
We will use this analogy to introduce an operator L playing the role of a Lapla-
cian. However, conditions are needed to ensure that this analogy makes sense and
can lead to a scale of spaces with suitable properties (which for instance, for small
regularities correspond to Lipschitz spaces). This is why we adopt the setting intro-
duced in [4, 17]. This setting is rich enough to develop a Littlewood-Paley theory
in almost complete analogy with the classical case on Rd, see [4, 17]. In particular,
it allows to develop Besov spaces Bspq with all sets of indices. At the same time
this framework is sufficiently general to cover a number of interesting cases as will
be shown in what follows.
Our main assumption is that the space (M, ρ, µ) is complemented by an essen-
tially self-adjoint non-negative operator L on L2(M, µ), mapping real-valued to
real-valued functions, such that the associated semigroup Pt = e
−tL consists of
integral operators with the (heat) kernel pt(x, y) obeying the following conditions:
C3. Gaussian localization: There exist constants c4, c5 > 0 such that
(2.8) |pt(x, y)| ≤
c4 exp
(
− c5ρ2(x,y)t
)
(|B(x,√t)||B(y,√t)|)1/2 for x, y ∈M, t > 0.
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C4. Ho¨lder continuity: There exists a constant α > 0 such that
(2.9)
∣∣pt(x, y)− pt(x, y′)∣∣ ≤ c4(ρ(y, y′)√
t
)α exp(− c5ρ2(x,y)t )(|B(x,√t)||B(y,√t)|)1/2
for x, y, y′ ∈M and t > 0, whenever ρ(y, y′) ≤ √t.
C5. Markov property:
(2.10)
∫
M
pt(x, y)dµ(y) = 1 for x ∈M and t > 0.
Above c0, c1, c2, c3, c4, c5, d, α > 0 are structural constants. These technical as-
sumptions express that fact that the Heat kernel associated with the operator L
’behaves’ as the standard Heat kernel of Rd.
2.3. Typical examples. Here we present some examples of setups that are covered
by the setting described above. We will use these examples in what follows to
illustrate our theory. More involved examples will be given Section 6.
2.3.1. Classical case on M = Rd. Here dµ is the Lebesgue measure and ρ is the
Euclidean distance on Rd. In this case we consider the operator
−L(f)(x) =
d∑
j=1
∂2i f(x) = div(∇f)(x)
defined on the space D(Rd) of C∞ functions with compact support. As is well
known the operator L is positive essentially self-adjoint and has a unique extension
to a positive self-adjoint operator. The associate semigroup et∆ is given by the
operator with the Gaussian kernel: pt(x, y) = (4πt)
− d2 exp
(− |x−y|24t ).
2.3.2. Periodic case on M = [−1, 1]. Here dµ is the Lebesgue measure and ρ is the
Euclidean distance on the circle. The operator is L(f) = −f ′′ defined on the set on
infinitely differentiable periodic functions. It has eigenvalues k2π2 for k ∈ N0 and
eigenspaces
ker(L) = H0 = span
{ 1√
2
}
, ker(L− k2π2) = Hk = span {cos kπx, sin kπx}.
2.3.3. Non-periodic case on M = [−1, 1] with Jacobi weight. (This example is fur-
ther developed in Subsection 6.1.) Note that this example can arise when dealing
with data issued from a density which itself has received a folding treatment such
as in the Wicksell problem ([15, 18]). Now, the measure is
dµα,β(x) =Wα,β(x)dx = (1 − x)α(1 + x)βdx, α, β > −1,
the distance ρ is the Euclidean distance, and L is the Jacobi operator
−L(f) = 1
Wα,β(x)
Dx
(
(1− x2)Wα,β(x)Dx
)
f.
Conditions C1-C5 are satisfied, but not the Ahlfors condition C1A, unless α =
β = − 12 . The discrete spectral decomposition of L is given by one dimensional
spectral spaces:
L
2(M,µα,β) =
⊕
Eλα,βk
, Eλα,βk
= ker(L− λα,βk Id) = span
{
pα,βk (x)
}
,
where pα,βk (x) is the kth degree Jacobi polynomial and λ
α,β
k = k(k + α+ β + 1).
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2.3.4. Riemannian manifold M without boundary. If M is a Riemannian manifold,
then the Laplace operator ∆M is well defined on M (see [13]) and we consider
L = −∆M .
IfM is compact, then conditionsC1-C5 are verified, including the Ahlfors condition
C1A. Furthermore, there exists an associated discrete spectral decomposition with
finite dimensional spectral eigenspaces of L:
L
2(M, µ) =
⊕
Eλk , Eλk = ker(L− λkId), λ0 = 0 < λ1 < λ1 < · · · .
2.3.5. Unit sphere M = Sd−1 in Rd, d ≥ 3. This is the most famous Riemannian
manifold with the induced structure from Rd. Here dµ is the Lebesgue measure on
Sd−1, ρ is the geodesic distance on Sd−1:
ρ(ξ, η) = arccos(〈ξ, η〉Rd),
and L := −∆0 with ∆0 being the Laplace-Beltrami operator on Sd−1. The spectral
decomposition of the operator L can be described as follows:
L
2(Sd−1, µ) =
⊕
Eλk , Eλk = ker(L − λkId), λk = k(k + d− 2).
Here Eλk is the restriction to S
d−1 of harmonic homogeneous polynomials of degree
k (spherical harmonics), see [28]. We have dim(Eλk) =
(
d−1
d+k−1
)− ( d−1d+k−3).
2.3.6. Lie group of matrices: M = SU(2). This example is interesting in astrophys-
ical problems, especially in the measures associated to the CMB, where instead of
only measuring the intensity of the radiation we also measure spins. By definition
SU(2) :=
{( a b
−b a
)
, a, b ∈ C, |a|2 + |b|2 = 1
}
.
Thus
q ∈ SU(2)↔ q ∈M(2,C), q−1 = −q∗, det(q) = 1.
This a compact group which topologically is the sphere S3 ⊂ R4. So, if
x =
(
x1 + ix2 x3 + ix4
−(x3 − ix4) x1 − ix2
)
; y =
(
y1 + iy2 y3 + iy4
−(y3 − iy4) y1 − iy2
)
with ‖y‖2 =∑i y2i = 1 = ‖x‖2 =∑i x2i , then
〈x, y〉4 =
∑
i
xiyi =
1
2
Tr[xy∗].
Thus
ρSU(2)(x, y) = arccos
1
2
Tr[xy∗])
and for any q, x, y ∈ SU(2)
v = ρSU(2)(qx, qy) = ρSU(2)(xq, yq) = ρSU(2)(x, y).
The eigenvalues of L = −∆ are λk = k(k + 2) and the dimension of the respective
eigenspaces Eλk is (k + 1)
2.
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Remark 2.2. Looking at some of these examples an important question already
arises: how to choose in a given problem the distance ρ as well as the dominating
measure before even choosing the operator L and a class of regularity? In Rd,
most often the euclidean distance and the Lebesgue measure seems more or less
unavoidable. In some other cases it might not be so obvious.
Let us take for instance the simple case of M being an interval [−1, 1]. The cases
of the ball, the simplex (see Section 6) and more generally sets with boundaries give
rise in fact to identical discussions therefore we will focus on the case of the interval.
So, if M = [−1, 1], a possible choice -and probably the most standard one in
statistical examples could be taking ρ as the euclidean distance and µ as the Lebesgue
measure. Then the usual translation kernels are available as well as the standard
wavelet bases. However “something” -which generally is often swept under the
carpet or not really detailed- has to be “done” about the boundary points {−1, 1}.
Often special regularity conditions are assumed about these boundary points such as
f(−1) = f(1) = 0 (subsection 2.3.2), which de facto lead to different methods for
representing the functions to be estimated.
Let us now look at the choices (again for the interval [−1, 1] Subsection 2.3.3) that
are made in the “Jacobi” case. The distance ρ(x, y) = | arccosx−arccos y|, suggests
a one-to-one correspondance with the semi-circle. The measure µ (dµα,β(x) =
(1 − x)α(1 + x)βdx, α, β > −1) suggests that the points in the middle of the
interval (say [− 12 ,+ 12 ], where the measure behaves as the Lebesgue measure) will
not be weighted in the same way as the points near the boundary. And in some
cases, this makes perfect sense: for instance if one needs to give a hard weight on
these points because they require special attention, or at the contrary a small one.
Apart from these considerations, there are in fact two measures in the fam-
ily µα,β, that are undeniable in the case M = [−1, 1] equipped with the distance
ρ(x, y) = | arccosx − arccos y|. The first one is the Lebesgue measure (because
Lebesgue is always undeniable), corresponding to α = β = 0. The second one is
µ− 12 ,−
1
2
, because in that case there is a one-to-one identification between (M, ρ, µ− 12 ,−
1
2
)
and the semi circle equipped with the euclidean distance and Lebesgue measure.
If we look more precisely into these two choices, we see that for the last case, all
the required conditions including the Ahlfors one are satisfied, and the dimension
d = 1, which is intuitively expected. Let us now observe that the case of the Lebesgue
measure µ0,0 would lead to a larger dimension d = 2.
3. Background
In this section we collect some basic technical facts and results related to the
setting described in Section 2 that will be needed for the development of density
estimators. Most of them can be found in [4, 11, 17].
3.1. Functional calculus. A key trait of our setting is that it allows to develop a
smooth functional calculus. If we recall that the operator L has been introduced as
a substitute for Laplacian, we also have to recall that in Rd, regularity properties
of the functions are most often expressed in terms of Fourier transforms which
are corresponding to spectral decompositions of the Laplacian. Hence there is
no surprise that we will consider the spectral decomposition of L and define an
associated functional calculus.
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Let Eλ, λ ≥ 0, be the spectral resolution associated with the operator L in our
setting. As L is non-negative, essentially self-adjoint and maps real-valued to real-
valued functions, then for any real-valued, measurable, and bounded function h on
R+
(3.1) h(L) :=
∫ ∞
0
h(λ)dEλ,
is well defined on L2(M). The operator h(L), called spectral multiplier, is bounded
on L2(M), self-adjoint, and maps real-valued to real-valued functions [30]. We will
be interested in integral spectral multiplier operators h(L). If h(L)(x, y) is the
kernel of such an operator, it is real-valued and symmetric. From condition C4 of
our setting we know that e−tL is an integral operator whose (heat) kernel pt(x, y)
is symmetric and real-valued: pt(y, x) = pt(x, y) ∈ R.
3.1.1. Examples. Let us revisit some of the examples given in Subsection 2.3:
(a) Let M = [−1, 1] be in the periodic case (Subsection 2.3.2). It is readily seen
that the projection operators are:
PH0(x, y) =
1
2
, PHk(x, y) = cos kπ(x− y).
Hence, formally,
h(L)(x, y) =
1
2
h(0) +
∑
k≥1
h(k2π2) cos kπ(x− y), x, y ∈ [−1, 1].
(b) If M is a Riemanian manifold (Subsection 2.3.4), then h(L) is a kernel oper-
ator with kernel
h(L)(x, y) =
∑
k
h(λk)Pk(x, y)
with Pk(x, y) =
∑
i v
λk
i (x)v
λk
i (y), where v
λk
i (x), i = 1, . . . , dim(Eλk) is an orthonor-
mal basis of Eλk .
(c) In the case of the sphere (Subsection 2.3.5), the orthogonal projector operator
PEλk : L
2(Sd−1) 7→ Eλk is a kernel operator with kernel of the form
PEλk (ξ, η) = Lk(〈ξ, η〉Rd), where Lk(x) =
1
|Sd−1|
(
1 +
k
ν
)
Cνk (x), ν =
d− 2
2
.
Here Cνk (x) is the Gegenbauer polynomials of degree k. Usually, the polynomials
{Cνk (x)} are defined by the generating function
1
(1− 2rx+ r2)ν =
∑
k≥0
rkCνk (x), |r| < 1, |x| < 1.
Hence, formally
h(L)(ξ, η) =
∑
k
h(k(k + d− 2))Lk(〈ξ, η〉Rd ), ξ, η ∈ Sd−1.
(d) In the case of SU(2) (Subsection 2.3.6), the orthogonal projector operator
PEλk : L
2(SU(2)) 7→ Eλk is the operator with kernel
PEλk (f)(ξ, η) = Lk
(1
2
Tr[ξη∗]
)
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where Lk(x) =
1
|S3| (1 + k)C
1
k(x). Hence, formally
h(L)(ξ, η) =
∑
k
h(k(k + 2))Lk
(1
2
Tr[ξη∗]
)
, ξ, η ∈ SU(2).
Our further development will heavily depend on the following result from the
smooth functional calculus induced by the heat kernel, developed in [17, Theo-
rem 3.4]. It asserts the localization properties of general spectral multipliers of
the form g(δ
√
L) (corresponding to functions of the form h(u) = g(δ
√
u) in (3.1)).
Again the appearance of the square root is by analogy with the Laplacian, which
is an operator of degree 2. It is also interesting to remark that (3.2) is valid in
R
d when g(δ
√
L) is replaced by [ 1δ ]
dG(x−yδ ), where G is a bounded compactly sup-
ported function Rd −→ R for instance. This result is a building block for the
properties of the kernel estimators defined in the sequel.
Theorem 3.1. Let g ∈ CN (R), N > d, be even, real-valued, and supp g ⊂ [−R,R],
R > 0. Then g(δ
√
L), δ > 0, is an integral operator with kernel g(δ
√
L)(x, y)
satisfying
(3.2)
∣∣g(δ√L)(x, y)∣∣ ≤ c|B(x, δ)|−1(1 + δ−1ρ(x, y))−N+ d2 , ∀ x, y ∈ M,
where c > 0 is a constant depending on ‖g‖∞, ‖g(N)‖∞, N , R and the constants
c0, c4, c5 from our setting.
Furthermore, for any δ > 0 and x ∈M
(3.3)
∫
M
g(δ
√
L)(x, y)dµ(y) = g(0).
3.2. Geometric properties. Conditions C1 and C2 yield
(3.4) |B(x, r)| ≥ (c3/c0)rd, x ∈M, 0 < r ≤ 1.
To compare the volumes of balls with different centers x, y ∈ M and the same
radius r we will use the inequality
(3.5) |B(x, r)| ≤ c0
(
1 +
ρ(x, y)
r
)d
|B(y, r)|, x, y ∈M, r > 0.
As B(x, r) ⊂ B(y, ρ(y, x) + r) the above inequality is immediate from (2.2).
We will also need the following simple inequality (see [4, Lemma 2.3]): If τ > d,
then for any δ > 0
(3.6)
∫
M
(
1 + δ−1ρ(x, y)
)−τ
dµ(y) ≤ c|B(x, δ)|, x ∈M,
where c = (2−d − 2−τ )−1.
3.3. Spectral spaces. We recall the definition of the spectral spaces Σpλ, 1 ≤ p ≤
∞, from [4]. Denote by C∞0 (R) the set of all even real-valued compactly supported
functions. We define
Σpλ :=
{
f ∈ Lp(M) : θ(
√
L)f = f for all θ ∈ C∞0 (R), θ ≡ 1 on [0, λ]
}
, λ > 0.
We will need the following proposition (Nikolski type inequality):
Proposition 3.2. Let 1 ≤ p ≤ q ≤ ∞. If g ∈ Σpλ, λ ≥ 1, then g ∈ Σqλ and
(3.7) ‖g‖q ≤ c⋆λd(1/p−1/q)‖g‖p,
where the constant c⋆ > 1 is independent of p and q.
KERNEL AND WAVELET DENSITY ESTIMATORS 11
This proposition was established in [4, Proposition 3.12] (see also [17, Proposition
3.11]). We present its proof in the appendix because we need to control the constant
c⋆.
3.4. Wavelets. In the setting of this article, wavelet type frames for Besov and
Triebel-Lizorkin spaces are developed in [17]. Here, we review the construction of
the frames from [17] and their basic properties. Indeed, in this setting the ’wavelets’
do not form an orthonormal basis but a frame. In this case, the construction of a
’dual wavelet system’ is necessary to get a representation of type (3.14).
This construction is inspired by to the Littlewood-Paley construction of the
standard wavelets introduced by [7],[8], [9].
The construction of frames involves a “dilation” constant b > 1 whose role is
played by 2 in the wavelet theory on R.
The construction starts with the selection of a function Ψ0 ∈ C∞(R+) with the
properties: Ψ0(λ) = 1 for λ ∈ [0, 1], 0 ≤ Ψ0(λ) ≤ 1, and suppΨ0 ⊂ [0, b]. Denote
Ψ(λ) := Ψ0(λ) − Ψ0(bλ) and set Ψj(λ) := Ψ(b−jλ), j ∈ N. From this it readily
follows that
(3.8)
J∑
j=0
Ψj(λ) = Ψ0(b
−Jλ), λ ∈ R+.
For j ≥ 0 we let Xj ⊂ M be a maximal δj−net on M with δj := c6b−j . It is easy
to see that for any j ≥ 0 there exists a disjoint partition {Ajξ}ξ∈Xj of M consisting
of measurable sets such that
B(ξ, δj/2) ⊂ Ajξ ⊂ B(ξ, δj), ξ ∈ Xj .
Here c6 > 0 is a sufficiently small constant (see [17]).
Lemma 3.3. If M is compact, then there exists a constant c7 > 0 such that
(3.9) card(Xj
) ≤ c7bjd, j ≥ 0.
Proof. Assume M is compact and let Xδ be a maximal δ-net on M, δ > 0. Then∑
ξ∈Xδ
∫
B(ξ,δ/2)
dµ(x)
µ(B(x, δ)
≤
∫
M
dµ(x)
µ(B(x, δ))
≤
∑
ξ∈Xδ
∫
B(ξ,δ)
dµ(x)
µ(B(x, δ))
.
Therefore, using (2.2) we get
(3.10)
1
c04d
card(Xδ) ≤
∫
M
dµ(x)
µ(B(x, δ)
≤ c02d card(Xδ).
Since M is compact we have µ(M) < ∞ and B(x,D) = M for x ∈ M, where D
is the diameter of M, which is finite (see [4]). Using again (2.2) we get µ(M) =
µ(B(x,D)) ≤ c0(Dδ )dµ(B(x, δ) for x ∈M . Hence
1
c04d
card(Xδ) ≤
∫
M
dµ(x)
µ(B(x, δ))
≤ c0(D/δ)d,
which implies (3.9). 
The jth level frame elements ψjξ are defined by
(3.11) ψjξ(x) := |Ajξ|1/2Ψj(
√
L)(x, ξ), ξ ∈ Xj .
We will also use the more compact notation ψξ := ψjξ for ξ ∈ Xj .
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Let X := ∪j≥0Xj , where equal points from different sets Xj will be regarded
as distinct elements of X , so X can be used as an index set. Then {ψξ}ξ∈X is
Frame #1.
The construction of a dual frame {ψ˜ξ}ξ∈X = ∪j{ψ˜jξ}ξ∈Xj is much more involved;
we refer the reader to §4.3 in [17] for the details.
By construction, the two frames satisfy
(3.12) Ψj(
√
L)(x, y) =
∑
ξ∈Xj
ψjξ(y)ψ˜jξ(x), j ≥ 0.
A basic result from [17] asserts that for any f ∈ Lp(M, dµ), 1 ≤ p <∞,
(3.13) f =
∑
j≥0
Ψj(
√
L)f (convergence in Lp)
and the same holds in L∞ if f is uniformly continuous and bounded (UCB) on M.
As a consequence, for any f ∈ Lp(M, dµ), 1 ≤ p ≤ ∞, (L∞ = UCB) we have
(3.14) f =
∞∑
j=0
∑
ξ∈Xj
〈f, ψ˜jξ〉ψjξ (convergence in Lp).
Furthermore, frame decomposition results are established in [17] for Besov and
Triebel-Lizorkin spaces with full range of indices.
Properties of frames in the Ahlfors regularity case. We next present some
properties of the frame elements in the case when condition C1A is stipulated (see
[17]).
1. Localization: For every k ∈ N, there exists a constant c(k) > 0 such that
(3.15) |ψjξ(x)|, |ψ˜jξ(x)| ≤ c(k)bjd/2
(
1 + bjρ(x, ξ)
)−k
, x ∈M.
2. Norm estimation: For 1 ≤ p ≤ ∞
(3.16) c⋄
−1bjd(
1
2−
1
p ) ≤ ‖ψjξ‖p, ‖ψ˜jξ‖p ≤ c⋄bjd(
1
2−
1
p ), ξ ∈ Xj , j ≥ 0.
3. For 1 ≤ p ≤ ∞
(3.17)
∥∥∥ ∑
ξ∈Xj
λξψjξ
∥∥∥
p
≤ c⋄bjd(
1
2−
1
p )
( ∑
ξ∈Xj
|λξ|p
)1/p
, j ≥ 0,
with the usual modification when p =∞. Above the constant c⋄ > 1 depends only
on p, b, Ψ0, and the structural constants of the setting.
3.5. Besov spaces. We will deal with probability density functions (pdf’s) in
Besov spaces associated to the operator L in our setting. These spaces are de-
veloped in [4, 17]. Definition 3.4 coincides in Rd with one the definitions of usual
Besov spaces with L replaced by Laplacian (−∆ in fact to get a positive operator).
Here we present some basic facts about Besov spaces that will be needed later
on.
Let Φ0,Φ ∈ C∞(R+) be real-valued functions satisfying the conditions:
(3.18) suppΦ0 ⊂ [0, b], Φ0(λ) = 1 for λ ∈ [0, 1], Φ0(λ) ≥ c > 0 for λ ∈ [0, b3/4],
(3.19) suppΦ ⊂ [b−1, b], Φ(λ) ≥ c > 0 for λ ∈ [b−3/4, b3/4].
Set Φj(λ) := Φ(b
−jλ), for j ≥ 1.
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Definition 3.4. Let s > 0, 1 ≤ p ≤ ∞, and 0 < q ≤ ∞. The Besov space
Bspq = B
s
pq(M, L) is defined as the set of all functions f ∈ Lp(M, µ) such that
(3.20) ‖f‖Bspq :=
(∑
j≥0
(
bsj‖Φj(
√
L)f‖p
)q)1/q
<∞,
where the ℓq-norm is replaced by the sup-norm if q =∞.
Note that as shown in [17] the above definition of the Besov spaces Bspq is inde-
pendent of the particular choice of Φ0,Φ satisfying (3.18)-(3.19). For example with
Ψj from the definition of the frame elements in §3.4 we have
(3.21) ‖f‖Bspq ∼
(∑
j≥0
(
bsj‖Ψj(
√
L)f‖p
)q)1/q
with the usual modification when q = ∞. The following useful inequality follows
readily from above
(3.22) ‖Ψj(
√
L)f‖p ≤ cb−sj‖f‖Bspq , f ∈ Bspq, j ≥ 0.
As in Rd, we will need some embedding results involving Besov spaces. Recall
the definition of embeddings: Let X and Y be two (quasi-)normed spaces. We say
that X is continuously embedded in Y and write X →֒ Y if X ⊂ Y and for each
f ∈ X we have ‖f‖Y ≤ c‖f‖X , where c > 0 is a constant independent of f .
Proposition 3.5. (i) If 1 ≤ q ≤ r ≤ ∞, 0 < τ ≤ ∞, s > 0, and µ(M) <∞, then
Bsrτ →֒ Bsqτ .
(ii) If 1 ≤ r ≤ q ≤ ∞, 0 < τ ≤ ∞ and s > d( 1r − 1q ), then Bsrτ →֒ Bs−d( 1r− 1q )qτ .
(iii) If 1 ≤ r ≤ ∞, 0 < τ ≤ ∞, and s > d/r, then Bsrτ →֒ L∞.
(iv) If 1 ≤ p ≤ r ≤ ∞, 0 < τ ≤ ∞, s > 0, and µ(M) <∞, then Bsrτ →֒ Lp.
To streamline our presentation we defer the proof of this proposition to the
appendix.
Besov spaces in the Ahlfors regularity case. For the development of adaptive
density estimators in Section 5 we will need some additional facts from the theory
of Besov spaces when condition C1A is assumed. We first introduce the Besov
bodies.
Definition 3.6. Assume s > 0, 1 ≤ p ≤ ∞, 0 < q ≤ ∞, and let X := ∪j≥0Xj be
from the definition of the frames in §3.4. The Besov body bspq = bspq(X ) is defined
as the set of all sequences {aξ}ξ∈X of real (or complex) numbers such that
(3.23) ‖a‖bspq :=
(∑
j≥0
bjsq
( ∑
ξ∈Xj
[
b−jd(
1
p−
1
2 )|aξ|
]p)q/p)1/q
<∞,
where the ℓq-norm is replaced by the sup-norm if q =∞.
One of the principle results in [17] asserts that the Besov spaces Bspq can be
completely characterized in terms of the Besov bodies bspq of the frame coefficients
of the respective functions. To be specific, denote
(3.24) βjξ(f) := 〈f, ψ˜jξ〉, ξ ∈ Xj , j ≥ 0.
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We will also use the more compact notation: βξ(f) := βjξ(f) for ξ ∈ Xj . In the
current setting, assume s > 0, 1 ≤ p ≤ ∞, and 0 < q ≤ ∞. In light of [17,
Theorem 6.10] f ∈ Bspq if and only if {βξ(f)} ∈ bspq with equivalent norms:
(3.25) ‖f‖Bspq ∼ ‖{βξ(f)}‖bspq .
This implies that if f ∈ Bspq for some s > 0, p ≥ 1, and 0 < q ≤ ∞, then
(3.26)
( ∑
ξ∈Xj
|βjξ(f)|p
)1/p
≤ cb−j(s+d( 12− 1p ))‖f‖Bspq , j ≥ 0,
where c = c(s, p, q) > 0.
By (3.17) and (3.26) it follows that, if f ∈ Bspq for some s > 0, p ≥ 1, and
0 < q ≤ ∞, then
(3.27)
∥∥∥ ∑
ξ∈Xj
βjξ(f)ψjξ
∥∥∥
p
≤ cb−sj‖f‖Bspq , j ≥ 0.
4. Kernel density estimators on the metric measure space M
Our goal in this section is to introduce and study kernel density estimators (kde’s)
on a metric measure space (M, ρ, µ) in the general setting described in Section 2.
More precisely, in this section, we assume that conditions C1–C5 are satisfied, and
do not necessarily assume the Ahlfors regular volume condition C1A.
To explain our construction of kernel estimators we begin by considering the clas-
sical example of the periodic case on M = [−1, 1], presented in Subsection 2.3.2. It
will be commonly admitted among nonparametric statisticians to define an estima-
tor of the form
fˆT (x) =
1
2
+
1
n
n∑
i=1
∑
1≤k≤T
cos kπ(x−Xi).
It falls into the category of orthogonal series estimator. It is well known that these
estimators have nice L2 properties but can drastically fail in Lp, p 6= 2, or locally.
In our setting we will replace fˆT by a ’smoothed version’:
Kˆδ(x) =
1
2
K(0) +
1
n
n∑
i=1
∑
k≥1
K(δk) cos kπ(x−Xi) =: 1
n
n∑
i=1
Kδ(x,Xi),(4.1)
where K is a smooth function R+ −→ R eventually vanishing at infinity, and
Kδ(x, y) =
1
2K(0) +
∑
k≥1K(δk) cos kπ(x− y).
In analogy to this case, replacing the circle by M and the Laplacian by the
operator −L we can naturally introduce kde’s on M by means of the machinery of
spectral multipliers.
Let K : R+ → R be a bounded and measurable function. As we already alluded
to in §3.1, if Eλ, λ ≥ 0, is the spectral resolution associated with the operator L,
then the operator
(4.2) K(
√
L) :=
∫ ∞
0
K(
√
λ)dEλ
is well defined on L2(M). Furthermore, the operator K(
√
L) is self-adjoint and
bounded on L2(M) with norm ‖K(√L)‖2→2 := suph,‖h‖2≤1 ‖H(h)‖2 ≤ ‖K‖∞.
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We are interested in multiplier operators K(
√
L) that are integral operators.
In this case, since the functionK is real-valued its kernel K(
√
L)(x, y) is real-valued
and symmetric. We will use Theorem 3.1 to define a family of multiplier operators
whose kernels are suitable for the construction of kernel density estimators on M.
We now introduce the kde’s in the general setting of this article.
Definition 4.1. Let X1, . . . , Xn be i.i.d. random variables on M in our setting.
Let K(δ
√
L)(x, y) with 0 < δ ≤ 1 (the bandwidth) be the kernel of the integral
operator K(δ
√
L), where K : R+ → R. The associated kernel density estimator is
defined by
(4.3) K̂δ(x) :=
1
n
n∑
i=1
K(δ
√
L)(Xi, x), x ∈M.
Remarks 4.2. - The analogy with the Torus again explains why we take
√
L in-
stead of L: in the torus, case the eigenvalues are π2k2. It is mostly a comfort
choice. Replacing
√
L by L is possible but would lead to a different regularity scale.
- Again the analogy with the Torus case could lead to a choice of the form K to be
the indicator function of the interval [0, 1] for instance. This choice would induce
L2 properties, but not Lp because this function is not smooth enough to get the
concentration inequalities of Theorem 3.1.
- If K(λ) = e−λ
2
, then K(δ
√
L)(x, y) = pδ2(x, y) (the “heat kernel”) can be used
to define a kernel density estimator. This choice relies to the Bayesian estimator
provided in [2].
- This type of kernel estimators although constructed upon orthogonal projectors, be-
cause of the smoothing function K will finally have properties which are comparable
to translation kernel estimators in Rd. In Rd some properties such as a number of
moment annulation (see for instance [29]) to get a correct biais are required which
will be here replaced by the vanishing properties at infinity of the function K and
the smoothness of the function K.
4.1. Upper bound estimates for kernel density estimators. We will espe-
cially study kernel density estimators induced by compactly supported C∞ multi-
pliers, often called Littlewood-Paley functions. In fact other type of kernels among
the family of multipliers could lead to quite similar results. The Littlewood-Paley
are especially powerful technically to obtain upper-bounds. More explicitly, let Φ
be an even C∞(R) real-valued function with the following properties:
(4.4) suppΦ ⊂ [−1, 1] and Φ(λ) = 1 for λ ∈ [−1/2, 1/2].
By Theorem 3.1 it follows that Φ(δ
√
L) is an integral operator with well localized
symmetric kernel Φ(δ
√
L)(x, y) and the Markov property:
(4.5)
∫
M
Φ(δ
√
L)(x, y)dµ(y) = 1.
As before we assume that X1, . . . , Xn (n ≥ 2) are i.i.d. random variables with
values on M and common probability density function (pdf) f with respect to the
measure µ on the space M. Let Xi ∼ X . We will denote by E = Ef the expectation
with respect to the probability measure P = Pf . We are interested in the kernel
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density estimator
(4.6) Φ̂δ(x) = Φ̂δ(x,X1, . . . , Xn) :=
1
n
n∑
i=1
Φ(δ
√
L)(x,Xi), ∀ x ∈M.
4.2. Examples of Littlewood Paley kernel estimates. Let us take some ex-
amples issued from section 3.1.1. We already discussed the case [−1, 1] as a Torus
in the introduction this section.
- For [−1, 1] in the Jacobi framework, (section 2.3.3), we get the following estimator:
Φ̂δ(x) =
1
n
n∑
i=1
∑
k
Φ(δ
√
k(k + α+ β + 1))pα,βk (x)p
α,β
k (Xi), ∀ x ∈ [−1, 1]
where pα,βk (x) is the normalized Jacobi polynomial (
∫ 1
−1
|pα,βk (x)|2(1 − x)α(1 +
x)βdx = 1).
- For the sphere, (section 2.3.5), we get the following estimator
Φ̂δ(x) =
1
n
n∑
i=1
∑
k
Φ(δ
√
k(k + d− 2))Lk(〈x,Xi〉Rd), ∀ x ∈ Sd−1
where
Lk(x) =
1
|Sd−1|
(
1 +
k
ν
)
Cνk (x), ν =
d− 2
2
- For SU(2), (section 2.3.6), we get the following estimator,
Φ̂δ(x) =
1
n
n∑
i=1
∑
k
Φ(δ
√
k(k + 2))Lk
(1
2
Tr[Xix
∗]
)
, ∀ x ∈ SU(2)
with Lk(x) =
1
|S3| (1 + k)C
1
k(x).
4.3. Upper bound results. We next study the approximation of pdf’s f by such
kernel estimators. We first establish oracle inequalities:
Theorem 4.3. Assume 1 ≤ p ≤ ∞ and let Φ be a Littlewood-Paley function as
above. In the setting described above and with Φ̂δ from (4.6) we have:
(i) If 2 ≤ p <∞, then
E‖Φ̂δ − f‖p ≤ c(p)
(nδd)1−
1
p
+
c(p)
(nδd)
1
2
‖f‖
1
2
p
2
+ ‖Φ(δ
√
L)f − f‖p, 0 < δ ≤ 1.
(ii) If 1 ≤ p < 2 and supp(f) ⊂ B(x0, R) for some x0 ∈M and R > 0, then
E‖Φ̂δ − f‖p ≤ c(p)
(nδd)
1
2
|B(x0, R)|
1
p−
1
2 + ‖Φ(δ
√
L)f − f‖p, 0 < δ ≤ 1.
(iii) There exists a constant c such that for any q ≥ 2 and 0 < δ ≤ 1 we have
E‖Φ̂δ − f‖∞ ≤ cδ−
d
q
( q
(nδd)1−
1
q
+
q1/2
(nδd)
1
2
‖f‖
1
2−
1
q
∞
)
+ ‖Φ(δ
√
L)f − f‖∞.
We next estimate the rates of Lp-approximation of pdf’s f lying in Besov space
balls by kernel estimators. Denote
(4.7) Bspτ (m) :=
{
f is pdf : ‖f‖Bspτ ≤ m
}
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and
(4.8) Bspτ (m,x0, R) :=
{
f ∈ Bspτ (m) : supp f ⊂ B(x0, R)
}
, x0 ∈M, m,R > 0.
Here is our main result on the properties of these estimators, for density functions
in Besov spaces, when the risk and the regularity classes are defined with the same
norm.
Theorem 4.4. Assume s > 0, 1 ≤ p ≤ ∞, 0 < τ ≤ ∞, m > 0, and let Φ be
a Littlewood-Paley function as above. In the setting described above and with Φ̂δ
from (4.6) we have:
(i) If 2 ≤ p <∞ and δ = n− 12s+d , then
(4.9) sup
f∈Bspτ (m)
E‖Φ̂δ − f‖p ≤ cn− s2s+d ,
where c = c(p, s,m, τ) > 0.
(ii) If 1 ≤ p < 2, x0 ∈M, R > 0, and δ = n− 12s+d , then
(4.10) sup
f∈Bspτ (m,x0,R)
E‖Φ̂δ − f‖p ≤ cn− s2s+d ,
where c = c(p, s,m, τ, x0, R) > 0.
(iii) If δ =
(
logn
n
) 1
2s+d , then
(4.11) sup
f∈Bs
∞τ (m)
E‖Φ̂δ − f‖∞ ≤ c
( logn
n
) s
2s+d
,
where c = c(s,m, τ) > 0.
Remarks 4.5. - Note that we do not claim that the above rates are necessarily
minimax, although they show similarities with the results established in Rd. The
length of the paper does not allow to investigate the full lower bounds results. Let
us just mention that if we add in this setting the Ahlfors condition C1A, then the
lower bounds can be obtained in accordance with the upper bounds using a proof
which is a direct adaptation of the one given in the case of the sphere in [1]. In the
case where the Ahlfors condition is not valid, the problem is more complex since
not only the regularity might be non-homogeneous due to Besov conditions but also
the dimension itself may vary spatially. In this case, the upper bounds might not be
optimal.
- It is interesting to compare the obtained upper bounds for M = [−1, 1] in the
different cases (Torus or Jacobi). In the Torus case, no surprise: the rate is the
usual one with dimension d = 1. In the Jacobi case, the dimension is d = 1+(2α+
1)+ ∨ (2β + 1)+, which in particular in the case α = β = 0 (corresponding to µ the
Lebesgue measure), gives a slower rate than the usual one. This is due to the fact
that the ’boundaries’ are playing a role so the spaces of approximation are not the
same. The case α = β = − 12 , which was corresponding to perfect identification with
the semi-circle (see Remark 2.2) provides the expected rate with dimension d = 1.
We next compile some additional facts we need about kernels in the setting of
this article and then carry out the proof of Theorems 4.3 and 4.4.
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4.4. Spectral multiplier integral operators. The operator Φ(δ
√
L) and its
symmetric kernel Φ(δ
√
L)(x, y) from above have a number of useful properties that
we describe and prove next.
(a) For any k > d there exists a constant ck > 0 such that
(4.12) |Φ(δ
√
L)(x, y)| ≤ c(k)|B(x, δ)|−1(1+δ−1ρ(x, y))−k, x, y ∈M, 0 < δ ≤ 1,
where the constant c(k) > 0 depends only on k, Φ, and constant from the seting in
Section 2. This inequality follows immediately from Theorem 3.1.
(b) For any 1 ≤ p ≤ ∞
(4.13) ‖Φ(δ
√
L)(x, ·)‖p ≤ c|B(x, δ)|
1
p−1 ≤ c⋆δ−d(1−
1
p ), x ∈M, 0 < δ ≤ 1,
where the constant c⋆ > 0 is independent of p. This estimate follows readily by
(4.12), (3.6), and (3.4), just as the estimates in (7.3).
(c) Let X be a random variable on M and X ∼ f(u)dµ(u). Then
(4.14) E
(
Φ(δ
√
L)(x,X)
)
=
∫
M
Φ(δ
√
L)(x, u)f(u)dµ(u) = Φ(δ
√
L)f(x), x ∈M.
This is a well known property of expected values.
We next estimate the bias term of the risk.
Proposition 4.6. Let s > 0, 1 ≤ p ≤ ∞, 0 < q ≤ ∞. If f ∈ Bspq, then f ∈ Lp and
(4.15) ‖Φ(δ
√
L)f − f‖p ≤ cδs‖f‖Bspq , 0 < δ ≤ 1,
where c = c(s, p, q) > 0.
This statement is quite standard. For completeness we give its proof in the
appendix.
We will also need the following two lemmas:
Lemma 4.7. Let 2 ≤ p <∞ and 0 < δ ≤ 1. Then for any pdf f on M we have
(4.16)
( ∫
M
∫
M
|Φ(δ
√
L)(x, u)|pf(u)dµ(u)dµ(x)
)1/p
≤ c⋆δ−d(1−1/p)
and
(4.17)
( ∫
M
(∫
M
|Φ(δ
√
L)(x, u)|2f(u)dµ(u)
)p/2
dµ(x)
)1/p
≤ c⋆δ−d/2‖f‖1/2p/2,
where c⋆ > 0 is the constant from (4.13); c⋆ is independent of p.
Proof. Denote by S1 the quantity on the left-hand side in (4.16). To estimate S1
we use Fubini’s theorem, (4.13), and the fact that
∫
M
f(u)dµ(u) = 1. We obtain
(4.18) S1 =
(∫
M
‖Φ(δ
√
L)(·, u)‖ppf(u)dµ(u)
) 1
p ≤ c⋆δ−d(1−1/p).
which confirms (4.16).
Let S2 denote the quantity on the left-hand side in (4.17) and consider the
integral operator T with kernel
T (x, y) := |Φ(δ
√
L)(x, y)|2.
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By (4.13) it follows that ‖T (x, ·)‖1 = ‖T (·, y)‖1 ≤ c2⋆δ−d. Therefore, by Schur’s
lemma (see e.g. [10, Theorem 6.36]) we obtain
(4.19) S22 = ‖Tf‖p/2 ≤ c2⋆δ−d‖f‖p/2
and inequality (4.17) follows. 
Lemma 4.8. Let 1 ≤ p < 2. Then there exists a constant c = c(p) > 0 such that
for any δ > 0 and any pdf f supported in a ball B(x0, R) with x0 ∈M and R ≥ δ/2
we have
(4.20)
( ∫
M
(∫
M
|Φ(δ
√
L)(x, u)|f(u)dµ(u)
)p/2
dµ(x)
) 1
p ≤ c|B(x0, R)|
1
p−
1
2 .
Proof. We split the region of integrationM into two: B(x0, 2R) and M\B(x0, 2R).
Since 1 ≤ p < 2, there exists 1 < r <∞ such that p2 + 1r = 1. Applying Ho¨lder’s
inequality we obtain
I :=
∫
B(x0,2R)
(∫
B(x0,R)
|Φ(δ
√
L)(x, u)|f(u)dµ(u)
)p/2
dµ(x)
≤
(∫
B(x0,2R)
∫
B(x0,R)
|Φ(δ
√
L)(x, u)|f(u)dµ(u)dµ(x)
)p/2
|B(x0, 2R)|1/r.
We now use Fubini’s theorem, (4.13) with p = 1, the fact that
∫
M
f(u)dµ(u) = 1,
and the doubling property (2.1) to obtain
(4.21)
I ≤
(∫
B(x0,R)
‖Φ(δ
√
L)(·, u)‖1f(u)dµ(u)
)p/2
|B(x0, 2R)|1/r ≤ c|B(x0, R)|1−
p
2 .
To estimate the integral over M \B(x0, 2R) we observe that if u ∈ B(x0, R) and
x ∈ M \ B(x0, 2R), then ρ(x, x0) ≤ ρ(x, u) + ρ(u, x0) < ρ(x, u) + R < 2ρ(x, u).
Then by (3.5) and (4.12) we get
|Φ(δ
√
L)(x, u)| ≤ c|B(x, δ)|−1(1 + δ−1ρ(x, u))−k
≤ c|B(x0, δ)|−1
(
1 + δ−1ρ(x, x0)
)−k+d
.
Choose k > d(1 + 2/p). Then using (3.6) we obtain∫
M\B(x0,2R)
( ∫
B(x0,R)
|Φ(δ
√
L)(x, u)|f(u)dµ(u)
)p/2
dµ(x)
≤ c|B(x0, δ)|−p/2
∫
M
(
1 + δ−1ρ(x, x0)
)−(k−d)p/2
dµ(x)
( ∫
M
f(u)dµ(u)
)p/2
(4.22)
≤ c|B(x0, δ)|1−p/2 ≤ c|B(x0, 2R)|1−p/2 ≤ c′|B(x0, R)|1−p/2,
where we used that R ≥ δ/2, p < 2, and ∫
M
f(u)dµ(u) = 1.
Inequality (4.20) follows by (4.21) and (4.22). 
4.5. Proof of Theorem 4.3 and Theorem 4.4. We will only prove Theorem 4.3.
Theorem 4.4 follows readily.
By the triangle inequality we obtain the standard decomposition of the risk as
the sum of stochastic and bias terms:
(4.23) E‖Φ̂δ − f‖p ≤ E‖Φ̂δ − Φ(δ
√
L)f‖p + ‖Φ(δ
√
L)f − f‖p.
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For the estimation of the bias term ‖Φ(δ√L)f − f‖p we will use estimate (4.15).
We next focus on the estimation of the stochastic term E‖Φ̂δ −Φ(δ
√
L)f‖p. In the
case 1 ≤ p <∞, using Jensen’s inequality, we get
E(‖Φ̂δ − Φ(δ
√
L)f‖p) ≤
(
E‖Φ̂δ − Φ(δ
√
L)f‖pp
) 1
p
=
(∫
M
E
∣∣∣ 1
n
n∑
i=1
Φ(δ
√
L)(x,Xi)− Φ(δ
√
L)f(x)
∣∣∣pdµ(x)) 1p .(4.24)
(i) Assume the pdf f ∈ Bspτ (m) and let X ∼ Xi. We first prove estimate (4.9)
for p = 2. Clearly
E
∣∣∣ 1
n
n∑
i=1
Φ(δ
√
L)(x,Xi)− Φ(δ
√
L)f(x)
∣∣∣2 ≤ 1
n
E[Φ(δ
√
L)(x,X)]2
=
1
n
∫
M
|Φ(δ
√
L)(x, u)|2f(u)dµ(u).
This coupled with (4.24) yields
E‖Φ̂δ − Φ(δ
√
L)f‖2(4.25)
≤ 1
n1/2
(∫
M
∫
M
|Φ(δ
√
L)(x, u)|2f(u)dµ(u)dµ(x)
) 1
2 ≤ c
(nδd)1/2
,
where we used (4.16) with p = 2. Combining (4.23), (4.15), and (4.25) we get
E‖Φ̂δ − f‖2 ≤ c
(nδd)1/2
+ cmδs.
With δ = n−
1
2s+d , i.e. δs = 1
(nδd)1/2
, this yields (4.9) when p = 2.
Let 2 < p <∞. We will use the following version of Rosenthal’s inequality that
can be derived for instance from [14], p. 245, inequality (C.5) with τ = P2 +1 ≤ p+1:
If Y1, . . . , Yn are i.i.d. random variables and Yi ∼ Y , then
(4.26) E
∣∣∣ 1
n
n∑
i=1
Yi − EY
∣∣∣p ≤ (p+ 1)p
np−1
E|Y |p + p(p+ 1)
p/2ep/2+1
np/2
(
E|Y |2)p/2.
We get
E
∣∣∣ 1
n
n∑
i=1
Φ(δ
√
L)(x,Xi)− Φ(δ
√
L)f(x)
∣∣∣p
≤ c
np−1
E
∣∣Φ(δ√L)(x,X)∣∣p + c
np/2
(
E
∣∣Φ(δ√L)(x,X)∣∣2)p/2.
This and (4.24) imply
E‖Φ̂δ − Φ(δ
√
L)f‖p ≤ c
n1−1/p
(∫
M
∫
M
|Φ(δ
√
L)(x, u)|pf(u)dµ(u)dµ(x)
)1/p
+
c
n1/2
( ∫
M
(∫
M
|Φ(δ
√
L)(x, u)|2f(u)dµ(u)
)p/2
dµ(x)
)1/p
(4.27)
=
c
(nδd)1/2
+ c(nδd)−1‖f‖p/2,
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where we used (4.16) and (4.16). Since 1 ≤ p2 < p and ‖f‖1 = 1, we obtain by
interpolation
(4.28) ‖f‖ p
2
≤ ‖f‖
1
p−1
1 ‖f‖
p−2
p−1
p = ‖f‖
p−2
p−1
p ≤ c‖f‖
p−2
p−1
Bspτ
≤ cm p−2p−1 .
Here we also used Proposition 3.5 (iv).
Combining (4.27)-(4.28) with (4.23) and (4.15), and taking into account that
δ = n−
1
2s+d , i.e. δs = 1
(nδd)1/2
we arrive at
(4.29) E‖Φ̂δ − f‖p ≤ c
(nδd)1/2
+ cmδs ≤ c′n− s2s+d .
The proof of part (i) of the theorem is complete.
(ii) Let 1 ≤ p < 2 and f ∈ Bspτ (m,x0, R). We use Jensen’s inequality and the
fact that |Φ(δ√L)(x, u)| ≤ c|B(x, δ)|−1 ≤ c′δ−d, using (4.12) and (3.4), to obtain
E
∣∣∣ 1
n
n∑
i=1
Φ(δ
√
L)(x,Xi)− Φ(δ
√
L)f(x)
∣∣∣p
≤
(
E
∣∣∣ 1
n
n∑
i=1
Φ(δ
√
L)(x,Xi)− Φ(δ
√
L)f(x)
∣∣∣2) p2
≤ 1
n
p
2
(
E|Φ(δ
√
L)(x,X)|2) p2
=
1
n
p
2
(∫
M
|Φ(δ
√
L)(x, u)|2f(u)dµ(u)
) p
2
≤ c
(nδd)
p
2
( ∫
M
|Φ(δ
√
L)(x, u)|f(u)dµ(u)
) p
2
.
This and (4.24) lead to
E‖Φ̂δ − Φ(δ
√
L)f‖p ≤ c
(nδd)
1
2
( ∫
M
(∫
M
|Φ(δ
√
L)(x, u)|f(u)dµ(u)
) p
2
dµ(x)
) 1
p
.
We now invoke Lemma 4.8 to obtain
E‖Φ̂δ − Φ(δ
√
L)f‖p ≤ c
(nδd)
1
2
|B(x0, R)|
1
p−
1
2 ≤ c
′
(nδd)
1
2
.
Using this and (4.15) we complete the proof of (4.10) just as above in (4.29).
(iii) Assume the pdf f ∈ Bs∞τ (m) and let q > 2 be arbitrary. Since by construc-
tion suppΦ ⊂ [−1, 1], the function Φ̂δ(x) − Φ(δ
√
L)f(x) belongs to the spectral
space Σ1/δ. Then by Proposition 3.2
‖Φ̂δ − Φ(δ
√
L)f‖∞ ≤ c⋆δ−
d
q ‖Φ̂δ − Φ(δ
√
L)f‖q,
where the constant c⋆ > 1 is independent of q. This along with Jensen’s inequality
and Fubini’s theorem lead to
(4.30) E‖Φ̂δ − Φ(δ
√
L)f‖∞ ≤ c⋆δ−
d
q
(∫
M
E|Φˆδ(x, ·) − Φ(δ
√
L)f(x)|qdµ(x)
) 1
q
.
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We now apply Rosenthal’s inequality (4.26) to obtain
E|Φ̂δ(x)− Φ(δ
√
L)f(x)|q
≤ (q + 1)
q
nq−1
E|Φ(δ
√
L)(x,X)|q + q(q + 1)
q
2 e
q
2+1
n
q
2
(
E|Φ(δ
√
L)(x,X)|2) q2
=
(q + 1)q
nq−1
∫
M
|Φ(δ
√
L)(x, u)|qf(u)dµ(u)
+
q(q + 1)
q
2 e
q
2+1
n
q
2
( ∫
M
|Φ(δ
√
L)(x, u)|2f(u)dµ(u)
) q
2
.
This coupled with (4.30) and the fact that 1/q < 1 imply
E‖Φˆδ − Φ(δ
√
L)f‖∞
≤ c⋆δ−
d
q
q + 1
n1−
1
q
( ∫
M
∫
M
|Φ(δ
√
L)(x, u)|qf(u)dµ(u)dµ(x)
) 1
q
+ c⋆δ
− dq
q
1
q (q + 1)
1
2 e
1
2+
1
q
n
1
2
(∫
M
( ∫
M
|Φ(δ
√
L)(x, u)|2f(u)dµ(u)
) q
2
dµ(x)
) 1
q
(4.31)
≤ c⋆δ−
d
q
( 2c⋆q
(nδd)1−
1
q
+
e2c⋆q
1/2
(nδd)1/2
‖f‖1/2q/2
)
,
where we used (4.16), (4.17), and the inequality q
1
q (q+1)
1
2 e
1
2+
1
q ≤ e2q1/2, (q > 2).
Observe that the constant c⋆ above is from (4.13) and is independent of q.
By Proposition 3.5 (iii) it follows that f ∈ L∞ and since ‖f‖1 = 1 we obtain
‖f‖q/2 ≤ ‖f‖1−2/q∞ ‖f‖1 ≤
(
c‖f‖Bs
∞τ
)1−2/q ≤ (cm)1−2/q ≤ cm+ 1.
Let n ≥ e2 and choose q := logn. By assumption δ = ( lognn )1/(2s+d). Now, it is
easy to see that n1/q = e, δ−d/q ≤ e, δs = q1/2
(nδd)1/2
=
(
logn
n
)s/(2s+d)
, and
q
(nδd)1−1/q
≤ q
(nδd)3/4
≤ logn
n
3s/2
2s+d
≤ c
( logn
n
)s/(2s+d)
if n ≥ e2.
Putting all of the above together we obtain
(4.32) E‖Φˆδ − Φ(δ
√
L)f‖∞ ≤ c
( logn
n
)s/(2s+d)
.
If 2 ≤ n < e2, then estimate (4.32) follows readily from (4.31) with q = 2.
As before we use (4.32) and (4.15) to obtain (4.11). The proof of Theorem 4.4
is complete.
A closer examination of the above proof shows that the oracle inequalities from
Theorem 4.3 are valid. 
4.6. Linear wavelet density estimators. In this section we establish Lp-error
estimates for linear wavelet density estimators. Let {ψjξ}, {ψ˜jξ} be the pair of dual
frames described in Subsection 3.4. We adhere to the notation from Section 3.4.
For any j ≥ 0 and ξ ∈ Xj we define the empirical coefficient estimators by
(4.33) βˆjξ :=
1
n
n∑
i=1
ψ˜jξ(Xi).
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Using this we define the linear wavelet density estimator by
(4.34) f∗(x) =
J∑
j=0
∑
ξ∈Xj
βˆjξψjξ(x), x ∈M,
where the parameter J = J(n) ∈ N is selected so that the factor b−J de facto
behaves as a bandwidth. More precisely, we define J as the unique positive integer
such that
(4.35) bJ ≤ n1/(2s+d) < bJ+1.
It is easy to see that f∗ can be written in the following way
f∗(x) =
1
n
n∑
i=1
J∑
j=0
∑
ξ∈Xj
ψjξ(x)ψ˜jξ(Xi)(4.36)
=
1
n
n∑
i=1
J∑
j=0
Ψj(
√
L)(Xi, x) =
1
n
n∑
i=1
Ψ0(b
−J
√
L)(Xi, x).
where we used (3.12) and (3.8).
Thus, this linear wavelet estimator is in fact a particular case of the linear estima-
tors investigated in the previous subsection. This enables us to state the following
upper bound theorem, which is an immediate consequence of Theorem 4.4.
Theorem 4.9. Let s > 0, 0 < τ ≤ ∞, m > 0, x0 ∈M and R > 0.
(i) If 2 ≤ p <∞ and J is as in (4.35), then
(4.37) sup
f∈Bspτ(m)
E‖f∗ − f‖p ≤ cn−s/(2s+d),
where c = c(p, τ, s,m) > 0.
(ii) If 1 ≤ p < 2 and J is as in (4.35), then
(4.38) sup
f∈Bspτ(m,x0,R)
E‖f∗ − f‖p ≤ cn−s/(2s+d),
where c = c(p, τ, s,m, x0, R) > 0.
(iii) If J is the unique integer satisfying bJ ≤ ( nlogn)1/(2s+d) < bJ+1, then
(4.39) sup
f∈Bs
∞τ (m)
E‖f∗ − f‖∞ ≤ c
( logn
n
) s
2s+d
,
where c = c(τ, s,m) > 0.
5. Adaptive wavelet density estimation by thresholding
If we want to parallel the achievements obtained in density estimation theory
in -say- [0, 1]d, one important feature is lacking: adaptation (i.e. obtaining -up to
logarithmic factors- optimal rates of convergence without knowing the regularity).
There are various techniques for this. For instance, Lepski’s method (see [23, 12])
could be applied to our kernel estimators.
We choose to develop here nonlinear wavelet estimators, where we apply hard
thresholding. This method has been developed in the classical case of R in [6] and
on the sphere in [14]. We will operate in the general setting described in Section 2.
Unlike the case of the kernel or linear wavelet density estimates considered in the
previous section, here we assume that the space M is compact (µ(M) <∞) and all
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conditions C1–C5 (including the Ahlfors regularity condition C1A) are satisfied,
see Section 2.
As before we assume that X1, . . . , Xn (n ≥ 2) are i.i.d. random variables with
values on M and with a common density function f with respect to the measure
µ on M. Let Xj ∼ X . We denote by E = Ef the expectation with respect to the
probability measure P = Pf .
In addition, we assume that f is bounded. Denote
(5.1) A := max
{‖f‖∞, 4} and set κ := c⋄(8A)1/2,
where c⋄ > 1 is the constant from the norm bounds of the frame elements in (3.16).
We will utilize the pair of frames {ψjξ}, {ψ˜jξ} described in §3.4. We adhere to
the notation from §3.4. Recall that any f ∈ Lp(M, dµ) has the frame decomposition
(5.2) f =
∞∑
j=0
∑
ξ∈Xj
βjξ(f)ψjξ , βjξ(f) := 〈f, ψ˜jξ〉 (convergence in Lp).
Assuming the pdf f fixed, we will use the abbreviated notation βjξ := βjξ(f).
We introduce two parameters depending on n:
(5.3) λn := κ
( logn
n
)1/2
and Jn uniquely defined by the following inequalities
(5.4) bJn ≤ ( n
logn
)1/d
< bJn+1.
As in §4.6 we introduce the empirical coefficient estimators
(5.5) βˆjξ :=
1
n
n∑
i=1
ψ˜jξ(Xi), j ≥ 0, ξ ∈ Xj .
We now define the hard threshold coefficient estimators by
(5.6) βˆ∗jξ := βˆjξ1{|βˆjξ|>2λn}, j ≥ 0, ξ ∈ Xj .
Then the wavelet threshold density estimator is defined by
(5.7) fˆn(x) :=
∑
0≤j≤Jn
∑
ξ∈Xj
βˆ∗jξψjξ(x), x ∈M.
Remark 5.1. Note that the density estimator fˆn of the pdf f depends only on the
number n of observations, the geometric constant c⋄, and the L
∞-norm of f .
We now state our main result on the adaptive wavelet threshold estimator defined
above.
Theorem 5.2. Let 1 ≤ r ≤ ∞, 0 < τ ≤ ∞, 1 ≤ p < ∞, s > d/r, and m > 0.
Then there exists a constant c = c(r, τ, p, s,m) > 0 such that in the setting described
above and with fˆn from (5.7) we have:
(i)
(5.8) sup
f∈Bsrτ (m)
E‖fˆn − f‖∞ ≤ c
( logn
n
) s− dr
2[s−d( 1
r
−
1
2
)]
.
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(ii) In the regular case s ≥ dp2
(
1
r − 1p
)
(5.9) sup
f∈Bsrτ (m)
E‖fˆn − f‖p ≤ c logn
( logn
n
) s
2s+d
.
(iii) In the sparse case s < dp2
(
1
r − 1p
)
(5.10) sup
f∈Bsrτ (m)
E‖fˆn − f‖p ≤ c logn
( logn
n
) s−d( 1r− 1p )
2[s−d( 1
r
−
1
2
)]
.
Remark 5.3. Several observations are in order:
(a) The assumption s > d/r leads to ‖f‖∞ ≤ c‖f‖Bsrτ ≤ cm, by Proposi-
tion 3.5 (iii). In addition in the sparse case it implies p > 2.
(b) The geometry of the setting is represented by the dimension d. Note that the
exponents of lognn are the same as in the case of the sphere [1].
(c) In the regular case (modulo the logarithmic terms) we have the same rate of
convergence n−s/(2s+d) as in the case of the linear wavelet estimator.
(d) Just as in the case of kernel density estimators (see Remark 4.5) we note
that since we assume here all conditions C1-C5 (including C1A) it would not
be a problem to obtain lower bounds matching up to logarithmic terms the rates
established above by a direct adaptation of the proof of the lower bounds in the case
of the sphere from [1].
5.1. Preparation for the proof of Theorem 5.2. We first recall the classical
Bernstein inequality (see e.g. [25]): Let Y1, . . . , Yn be independent random variables
such that EYi = 0, EY
2
i ≤ σ2, and |Yi| ≤M , i = 1, . . . , n. Then for any v > 0
P
(∣∣∣ 1
n
n∑
i=1
Yi
∣∣∣ ≥ v) ≤ 2 exp(− nv2
2(σ2 +Mv/3)
)
≤ 2 exp
(
− nv
2
4σ2
∧ 3nv
4M
)
(5.11)
= 2 exp
(
− nv
2
2σ2
)
1
{v≤ 3σ
2
M }
+ 2 exp
(
− 3nv
4M
)
1
{v> 3σ
2
M }
.
We next use Rosenthal’s inequalities (4.26) to derive several useful estimates in
the current setting. Clearly,
βjξ :=
∫
M
ψ˜jξ(x)f(x)dµ(x) = E(ψ˜jξ(X))
and using (3.16) we obtain
(5.12) E|ψ˜jξ(X)− βjξ|2 ≤ E|ψ˜jξ(X)|2 =
∫
M
f(x)|ψ˜jξ(x)|2dµ(x) ≤ c⋄2A
and
(5.13) |ψ˜jξ(X)− βjξ| ≤ 2‖ψ˜jξ‖∞ ≤ 2c⋄bjd/2.
Also
E|ψ˜jξ(X)− βjξ|p ≤ 2pE|ψ˜jξ(X)|p = 2p
∫
M
f(x)|ψ˜jξ(x)|pdxµ(x) ≤ (2c⋄)pAbjd(
p
2−1).
Therefore, using (5.11)
(5.14) P
(|βˆjξ − βjξ| > λ) ≤ 2 exp(− nλ2
4c⋄2A
∧ 3nλ
8c⋄bjd/2
)
.
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From this with the notation
(5.15) µj :=
3
2
c⋄Ab
−jd/2
we obtain
(5.16) P
(|βˆjξ − βjξ | > λ) ≤ 2 exp( − nλ2
4c⋄2A
)
if 0 ≤ λ ≤ µj ,
and
(5.17) P
(|βˆjξ − βjξ| > λ) ≤ 2 exp(− 3nλ
8c⋄bjd/2
)
if λ ≥ µj .
In particular, if 0 ≤ j ≤ Jn, then
(5.18) P
(|βˆjξ − βjξ| > λn) ≤ 2
n2
.
Now, by (4.26), for any p ≥ 2 there exists c = c(p) > 0 such that
(5.19) E|βˆjξ − βjξ |p ≤ c
(c⋄2A
n
)p/2(
1 + 2p
( bjd
nA
)p/2−1)
.
Moreover, for any j ≥ 0 such that bjd ≤ nA
(5.20) E|βˆjξ − βjξ|p ≤ c
(c⋄2A
n
)p/2
.
On the other hand, by Jensen inequality, for any 0 < p ≤ 2
(5.21) E|βˆjξ − βjξ |p ≤
(cc20A
n
)p/2
.
The following two lemmas will be instrumental in the proof of Theorem 5.2.
Lemma 5.4. For any n ≥ 2, 0 ≤ j ≤ n, and ξ ∈ Xj we have
(5.22) Ijξ :=
∫ ∞
0
P
(
|βˆjξ − βjξ |1{|βˆjξ−βjξ|>λn} > λ
)
dλ ≤ cA1/2
( log n
n
)1/2 1
n2
.
where c = c(c⋄) > 0.
Proof. We will use the following well known inequality:
(5.23)
∫ ∞
a
e−K
λ2
2 dλ ≤ e
−Ka
2
2
K1/2
(
(π/2)1/2 ∧ 1
aK1/2
)
, K, a > 0.
We split the integral in (5.22) into three:
Ijξ =
(∫ λn
0
+
∫ µj
λn
+
∫ ∞
µj
)
P
(
|βˆjξ − βjξ|1{|βˆjξ−βjξ|>λn} > λ
)
dλ =: S1 + S2 + S3.
From the definitions in (5.3) and (5.15) it readily follows that µj ≥ λn.
To estimate S1 we use (5.16) and the definitions of λn, κ in (5.3), (5.1). We get
S1 ≤ λnP(|βˆjξ − βjξ| > λn) ≤ λn2 exp
(
− nλ
2
n
4c⋄2A
)
≤ 2κ
( logn
n
)1/2
n
− κ
2
4c⋄2A ≤ 2κ
( logn
n
)1/2
n−2,
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where we used that κ
2
4c2A = 2. For S2 we use inequality (5.23) and again (5.16) to
obtain
S2 ≤
∫ ∞
λn
2 exp
(
− nλ
2
4c⋄2A
)
dλ ≤ 2(π/2)1/2
(2c⋄2A
n
)1/2
exp
(
− nλ
2
n
4c⋄2A
)
≤ 6c⋄A1/2n−1/2n−
κ2
4c⋄2A = 6c⋄A
1/2n−5/2.
We now estimate S3. Using (5.17) we obtain
S3 ≤
∫ ∞
µj
2 exp
(
− 3nλ
8c⋄bjd/2
)
dλ =
16c⋄b
j d2
3n
exp
(
− 3nµj
8c⋄bjd/2
)
=
16c⋄b
j d2
3n
exp
(
− 9A
16
nb−jd
)
≤ 6c⋄
(n logn)1/2
n−
9A
16 ≤ 6c⋄
(n logn)1/2
n−9/4,
where for the second equality we used the definition of µj in (5.15), for the former
inequality we used that b−jd ≥ b−Jnd = log nn , and for the last inequality that A ≥ 4.
Putting the above estimates for S1, S2, and S3 together we arrive at
Ijξ ≤ 2κ
( logn
n
)1/2
n−2 + 6c⋄A
1/2n−5/2 +
6c⋄n
−9/4
(n logn)1/2
≤ cA1/2
( logn
n
)1/2
n−2
as claimed. 
Lemma 5.5. Let F be a finite family of functions φ : R → R with N := card(F)
and let X be a random variable. Assume
(5.24) sup
φ∈F
‖φ‖∞ ≤M/2, and sup
φ∈F
E
(
φ2(X)
) ≤ σ2.
Let X1, . . . , Xn be i.i.d. random variables and Xi ∼ X. Then
(5.25) E
[
sup
φ∈F
∣∣∣ 1
n
n∑
i=1
(
φ(Xi)− E
(
φ(X)
))∣∣∣] ≤ 4σ( log(2N)
n
)1/2
+ 4M
log(2N)
n
.
Proof. By Bernstein’s inequality (5.11) it follows that for any φ ∈ F
(5.26) P
(∣∣∣ 1
n
n∑
i=1
φ(Xi)− E[φ(X)]
∣∣∣ ≥ λ) ≤ 2 exp(− nλ2
4σ2
∧ 3nλ
4M
)
.
Let λ0 :=
3σ2
M and Zφ := | 1n
∑n
i=1(φ(Xi)− E[φ(X)])|. Then
sup
φ∈F
Zφ = sup
φ∈F
{Zφ1{Zφ≤λ0} + Zφ1{Zφ>λ0}} ≤ sup
φ∈F
Zφ1{Zφ≤λ0} + sup
φ∈F
Zφ1{Zφ>λ0}.
From (5.26) it follows that for any λ > 0
P(Zφ1{Zφ≤λ0} > λ) ≤ 2e−
nλ2
4σ2 and P(Zφ1{Zφ>λ0} > λ) ≤ 2e−
3nλ
4M .
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We use these inequalities and (5.23) to obtain
E
[
sup
φ∈F
Zφ
]
≤ E
[
sup
φ∈F
Zφ1{Zφ≤λ0}
]
+ E
[
sup
φ∈F
Zφ1{Zφ>λ0}
]
=
∫ ∞
0
P
(
sup
φ∈F
Zφ1{Zφ≤λ0} > λ
)
dλ+
∫ ∞
0
P
(
sup
φ∈F
Zφ1{Zφ>λ0} > λ
)
dλ
≤ a+
∑
φ∈F
∫ ∞
a
P
(
Zφ1{Zφ≤λ0} > λ
)
dλ+ b+
∑
φ∈F
∫ ∞
b
P
(
Zφ1{Zφ>λ0} > λ
)
dλ
≤ a+N
∫ ∞
a
2e−
nλ2
4σ2 dλ + b+N
∫ ∞
b
2e−
3nλ
4M dλ
≤ a+ 2N 2σ
2
na
e−
na2
4σ2 + b+ 2N
4M
3n
e−
3nb
4M .
We now optimize with respect to a and b by taking 2Ne−
na2
4σ2 = 1 and 2Ne−
3nb
4M = 1.
We obtain
E
[
sup
φ∈F
Zφ
]
≤ a+ 2σ
2
na
+ b+
4M
3n
= 2σ
( log(2N)
n
)1/2
+
σ
(n log(2N))1/2
+
4M
3n
log(2N) +
4M
3n
= σ
( log(2N)
n
)1/2(
2 +
1
log(2N)
)
+
4M
n
1 + log(2N)
3
≤ 4σ
( log(2N)
n
)1/2
+
4M
n
log(2N),
where we used that 2 log(2N) ≥ log 4 ≥ 1. The proof of (5.25) is complete. 
Remark 5.6. Note that by assumption (5.24) it follows that for any φ ∈ F
(5.27) |φ(X)− E(φ(X))| ≤M and E|φ(X)− E(φ(X))|2 ≤ σ2.
5.2. Proof of Theorem 5.2. We will carry out this proof in several steps.
First, assuming that f ∈ Lp, 1 ≤ p ≤ ∞, we use (3.13)-(3.14) and (5.7) to write
fˆn − f =
∑
0≤j≤Jn
∑
ξ∈Xj
(
βˆjξ1{βˆjξ>2λn} − βjξ
)
ψjξ +
∑
j>Jn
Ψj(
√
L)f,
which implies an estimate on the risk as a sum of stochastic and bias terms:
E‖fˆn − f‖p ≤
∑
0≤j≤Jn
E
∥∥∥ ∑
ξ∈Xj
(βˆ∗j,ξ − βjξ)ψj,ξ
∥∥∥
p
+
∥∥∥ ∑
j>Jn
Ψj(
√
L)f
∥∥∥
p
.
5.2.1. Estimation of the bias term. By the triangle inequality we get∥∥∥ ∑
j>Jn
Ψj(
√
L)f
∥∥∥
p
≤
∑
j>Jn
‖Ψj(
√
L)f‖p.
Two cases are to be considered here. Let r ≤ p ≤ ∞ and set s1 := s−d(1r − 1p ) > 0.
Then using Proposition 3.5 (ii), (3.22), and (5.4) we obtain∑
j>Jn
‖Ψj(
√
L)f‖p ≤ ‖f‖Bs1pτ
∑
j>Jn
b−js1
≤ c‖f‖Bsrτ b−Jns1 ≤ c‖f‖Bsrτ
( logn
n
) s
d−(
1
r−
1
p )
.
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Let p < r ≤ ∞. By Ho¨lder’s inequality (using µ(M) <∞) and (3.22) we get∑
j>Jn
‖Ψj(
√
L)f‖p ≤ c
∑
j>Jn
‖Ψj(
√
L)f‖r ≤ c‖f‖Bsrτ
∑
j≥Jn
b−js ≤ c‖f‖Bsrτ
( logn
n
) s
d
.
Therefore, we have the following estimate for the bias
(5.28)
∥∥∥ ∑
j>Jn
Ψj(
√
L)f
∥∥∥
p
≤ c‖f‖Bsrτ
( log n
n
) s
d−(
1
r−
1
p )+
.
We next show that the rate from above is negligible compared to the rates in
(5.8)-(5.10). First, if p =∞, we have to verify that
s
d
− 1
r
>
s− dr
2(s− d(1r − 12 ))
=
(s
d
− 1
r
) d
2(s− dr ) + d
.
But this is obvious as s > dr .
If s ≤ dp2 (1r − 1p ), we have 2 < p <∞ and r < p as s > dr . We have to verify that
s
d
−
(1
r
− 1
p
)
>
s− d(1r − 1p )
2(s− d(1r − 12 ))
=
(s
d
−
(1
r
− 1
p
)) d
2(s− dr ) + d
,
which is obvious.
If s > dp2 (
1
r − 1p ) and p ≤ r, we have to show that sd > s2s+d , which again is
obvious.
If s > dp2 (
1
r − 1p ) > 0 (hence r < p) we have to verify that
s
d
−
(1
r
− 1
p
)
>
s
2s+ d
⇐⇒ s
d
− s
2s+ d
>
1
r
− 1
p
.
In fact, we have
s >
dp
2
(1
r
− 1
p
)
∨ d
r
=: a(p, r).
As the function s 7→ sd − s2s+d is strictly increasing, we just need to show that
a(p,r)
d − a(p,r)2s+d ≥ (1r − 1p ). However,
dp
2
(1
r
− 1
p
)
≤ d
r
⇐⇒ p ≤ r + 2 ⇐⇒
d
r
d
−
d
r
2s+ d
≥ 1
r
− 1
p
and
r + 2 < p ⇐⇒
dp
2 (
1
r − 1p )
d
−
dp
2 (
1
r − 1p )
2s+ d
>
1
r
− 1
p
,
as it can be easily verified.
From above it follows that the rate in (5.28) is faster than the rates in (5.8)-
(5.10).
5.2.2. Evaluation of the stochastic term. Note that by (3.17) we have
(5.29)
E
∥∥∥ ∑
ξ∈Xj
(βˆ∗jξ − βjξ)ψjξ
∥∥∥
p
≤ cbjd( 12− 1p )E
[( ∑
ξ∈Xj
|βˆ∗jξ − βjξ |p
)1/p]
, 1 ≤ p <∞,
and this holds with the usual modification when p =∞.
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To estimate the stochastic term we will use the following representation
βˆ∗jξ − βjξ = (βˆjξ − βjξ)1{|βˆjξ |>2λn} − βjξ1{|βˆjξ|≤2λn}
= (βˆjξ − βjξ)1{|βˆjξ |>2λn}1{|βjξ|≤λn}
+ (βˆjξ − βjξ)1{|βˆjξ|>2λn}1{|βjξ|>λn}
− βjξ1{|βˆjξ|≤2λn}1{|βjξ|≤3λn}
− βjξ1{|βˆjξ|≤2λn}1{|βjξ|>3λn}.
In the case when 1 ≤ p <∞, we use this and (5.29) to write
(5.30)
∑
0≤j≤Jn
E
∥∥∥ ∑
ξ∈Xj
(
βˆjξ1{|βˆjξ|>2λn} − βjξ
)
ψjξ
∥∥∥
p
≤ c(I + II + III + IV ),
where
I :=
∑
0≤j≤Jn
b−jd(
1
p−
1
2 )E
[( ∑
ξ∈Xj
|βˆjξ − βjξ|p
]
1{|βˆjξ−βjξ|>λn}
) 1
p
,
II :=
∑
0≤j≤Jn
b−jd(
1
p−
1
2 )E
[( ∑
ξ∈Xj
|βˆjξ − βjξ|p1{|βˆjξ|>2λn}1{|βj,ξ|>λn}
) 1
p
]
,
III :=
∑
0≤j≤Jn
b−jd(
1
p−
1
2 )E
[( ∑
ξ∈Xj
|βjξ|p1{|βˆjξ|≤2λn}1{|βjξ|≤3λn}
) 1
p
]
IV :=
∑
0≤j≤Jn
b−jd(
1
p−
1
2 )E
[( ∑
ξ∈Xj
|βjξ|p1{|βˆjξ−βjξ|>λn}
) 1
p
]
.
In the case p =∞ we have
(5.31)
∑
0≤j≤Jn
E
∥∥∥ ∑
ξ∈Xj
(
βˆjξ1{|βˆjξ|>2λn} − βjξ
)
ψjξ
∥∥∥
∞
≤ c(I ′ + II ′ + III ′ + IV ′),
where
I ′ :=
∑
0≤j≤Jn
bj
d
2 E
[
sup
ξ∈Xj
(|βˆjξ − βjξ|1{|βˆjξ−βjξ|>λn}
]
,
II ′ :=
∑
0≤j≤Jn
bj
d
2 E
[
sup
ξ∈Xj
|βˆjξ − βjξ|1{|βˆjξ|>2λn}1{|βjξ|>λn}
]
,
III ′ :=
∑
0≤j≤Jn
bj
d
2 E
[
sup
ξ∈Xj
|βjξ|1{|βˆjξ|≤2λn}1{|βjξ|≤3λn}
]
,
IV ′ :=
∑
0≤j≤Jn
bj
d
2 E
[
sup
ξ∈Xj
|βjξ|1{|βˆjξ−βjξ|>λn}
]
.
Estimation of I and I′. As card(Xj) ≤ cbjd by (3.9), we derive
I ≤
∑
0≤j≤Jn
b−jd(
1
p−
1
2 )(card(Xj))
1
pE
[
sup
ξ∈Xj
|βˆjξ − βjξ|1{|βˆjξ−βjξ|>λn}
]
≤ c
∑
0≤j≤Jn
bj
d
2 E
[
sup
ξ∈Xj
|βˆjξ − βjξ|1{|βˆjξ−βjξ|>λn}
]
= cI ′.
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Now, in light of Lemma 5.4 we obtain
I ≤ cI ′ = c
∑
0≤j≤Jn
bj
d
2 E
[
sup
ξ∈Xj
(|βˆjξ − βjξ|1{|βˆjξ−βjξ|>λn}
]
≤ c
∑
0≤j≤Jn
bj
d
2
∑
ξ∈Xj
E
[|βˆjξ − βjξ|1{|βˆjξ−βjξ|>λn}]
= c
∑
0≤j≤Jn
bj
d
2
∑
ξ∈Xj
∫ ∞
0
P
(|βˆjξ − βjξ|1{|βˆjξ−βjξ|>λn} > λ)dλ
≤ c
( logn
n
)1/2 1
n2
∑
0≤j≤Jn
b3j
d
2 ≤ c
( logn
n
)1/2 1
n2
b3Jn
d
2 =
c
n logn
.
Therefore,
(5.32) I ≤ cI ′ ≤ c
n logn
,
and hence the terms I and I ′ are negligible compared to the rates in (5.8)-(5.10).
Estimation of IV and IV ′. Observe that
IV ′ =
∑
0≤j≤Jn
bj
d
2E
[
sup
ξ∈Xj
|βjξ|1{|βˆjξ−βj,ξ|>λn}
]
≤
∑
0≤j≤Jn
bj
d
2 sup
ξ∈Xj
|βjξ|
∑
ξ∈Xj
P(|βˆjξ − βjξ| > λn) =: IV ′′.
On the other hand, Jensen’s inequality and the fact that card(Xj) ≤ cbjd yield
IV ≤
∑
0≤j≤Jn
bj
d
2 b−j
d
p
(
E
[ ∑
ξ∈Xj
|βjξ|p1{|βˆj,ξ−βj,ξ|>λn}
]) 1
p
≤
∑
0≤j≤Jn
bj
d
2 b−j
d
pE
[
sup
ξ∈Xj
|βjξ|1{|βˆj,ξ−βj,ξ|>λn}
]
(card(Xj)
1
p
≤ c
∑
0≤j≤Jn
bj
d
2 E
[
sup
ξ∈Xj
|βjξ |1{|βˆj,ξ−βj,ξ|>λn}
] ≤ cIV ′′.
Now, as P(|βˆj,ξ − βj,ξ| > λn) ≤ 2n−2, 0 ≤ j ≤ Jn, by (5.18), and
(5.33) |βjξ| ≤ cb−j(s+d( 12− 1r ))‖f‖Bsrτ , ξ ∈ Xj
by (3.26), we derive
IV ′′ ≤ cn−2
∑
0≤j≤Jn
bjd/2 sup
ξ∈Xj
|βjξ| card(Xj)
≤ cn−2‖f‖Bsrτ
∑
0≤j≤Jn
bj
3d
2 b−jsbjd(
1
r−
1
2 )
≤ cn−2‖f‖Bsrτ bJnd
∞∑
j=0
b−j(s−
d
r )
≤ cn−2‖f‖Bsrτ
n
logn
= c‖f‖Bsrτ
1
n logn
.
Above we also used the fact that s > d/r. Therefore,
(5.34) IV, IV ′ ≤ c
n logn
,
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and hence the terms IV and IV ′ are also negligible.
Estimation of II′ and III′. We first estimate III ′. Using (5.33) we get
III ′ ≤
∑
0≤j≤Jn
sup
ξ∈Xj
(bj
d
2 |βjξ|) ∧ (3bj d2 λn)
≤ c
∑
0≤j≤Jn
(b−j(s−
d
r )‖f‖Bsrτ ) ∧ (3bj
d
2 λn).
We now introduce a new parameter J ′n by the identity:
b−J
′
n(s−
d
r )‖f‖Bsrτ = bJ
′
n
d
2 λn.
Hence,
bJ
′
n(s−d(
1
r−
1
2 )) =
‖f‖Bsrτ
λn
=
‖f‖Bsrτ
κ
( n
logn
) 1
2
.
Then we obtain, taking into account that s > d/r,
III ′ ≤ cλn
∑
0≤j<J′n
bj
d
2 + c‖f‖Bsrτ
∑
J′n≤j<Jn
b−j(s−
d
r )
≤ cλnbJ
′
n
d
2 + c(s, r)‖f‖Bsrτ b−J
′
n(s−
d
r )
≤ c‖f‖Bsrτ b−J
′
n(s−
d
r ) ≤ c‖f‖
d
2
s−d( 1
r
−
1
2
)
Bsrτ
(
κ
√
logn
n
) s− dr
s−d( 1
r
−
1
2
)
≤ c(s, r, κ)‖f‖
d
2(s−d( 1
r
−
1
2
)
Bsrτ
( logn
n
) s− dr
2(s−d( 1
r
−
1
2
))
.
Therefore,
(5.35) III ′ ≤ c
( logn
n
) s− dr
2(s−d( 1
r
−
1
2
))
.
To estimate II ′ we first observe that
II ′ =
∑
0≤j≤Jn
bj
d
2 E
[
sup
ξ∈Xj
|βˆjξ − βjξ|1{|βˆjξ|>2λn}1{|βj,ξ|>λn}
]
≤
∑
0≤j≤Jn
bj
d
2 E
[
sup
ξ∈Xj
|βˆjξ − βjξ|1{|βjξ|>λn}
]
.
By (5.33) we have
κ
( logn
n
) 1
2
= λn < |βjξ| ≤ c‖f‖Bsrτ b−j(s−d(
1
r−
1
2 )), 0 ≤ j ≤ Jn.
Therefore, necessarily 0 ≤ j ≤ J˜n, where
bJ˜n ∼
(‖f‖Bsrτ
κ
) 1
s−d( 1
r
−
1
2
)
( n
logn
) 1
2(s−d( 1
r
−
1
2
))
and consequently
II ′ ≤
∑
0≤j<J˜n
bj
d
2 E
[
sup
ξ∈Xj
|βˆj,ξ − βjξ|
]
.
We next utilize Lemma 5.5. Consider the family F := {ψ˜jξ : ξ ∈ Xj} with
card(F) ≤ cbjd and by (3.16)
‖ψ˜jξ‖∞ ≤ c⋄bjd/2 =:M/2 and E|ψ˜jξ(X)|2 ≤ c⋄‖f‖∞ =: σ2.
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Then applying Lemma 5.5 we get
E
[
sup
ξ∈Xj
|βˆj,ξ − βjξ|
] ≤ c‖f‖ 12∞( log(bjd)
n
) 1
2
+ cbj
d
2
log(bjd)
n
≤ c‖f‖
1
2
∞
( j
n
) 1
2
+ cbj
d
2
j
n
.
Since also J˜n ≤ c(s, r) log n, we get
II ′ ≤ c
∑
0≤j≤J˜n
bj
d
2
(
‖f‖
1
2
∞
( j
n
) 1
2
+ bj
d
2
j
n
)
≤ c‖f‖
1
2
∞
(
bdJ˜n
J˜n
n
) 1
2
+ cbdJ˜n
J˜n
n
.
But
bdJ˜n
J˜n
n
≤ c‖f‖
d
s−d( 1
r
−
1
2
)
Bsrτ
( n
logn
) d
2(s−d( 1
r
−
1
2
)) logn
n
= c‖f‖
d
s−d( 1
r
−
1
2
)
Bsrτ
( logn
n
) (s− dr )
(s−d( 1
r
−
1
2
))
.
Thus, because s > d/r we conclude, using Proposition 3.5 (ii),
II ′ ≤ c
(
‖f‖1/2Bsrτ‖f‖
d
2(s−d( 1
r
−
1
2
))
Bsrτ
+ ‖f‖
d
s−d( 1
r
−
1
2
)
Bsrτ
)( logn
n
) s− dr
2(s−d( 1
r
−
1
2
))
.
Therefore,
(5.36) II ′ ≤ c
( logn
n
) s−dr
2(s−d( 1
r
−
1
2
))
.
Estimation of II and III. As p ≥ 1 Jensen’s inequality implies
II ≤
∑
0≤j≤Jn
bjd(
1
2−
1
p )E
[( ∑
ξ∈Xj
|βˆjξ − βjξ|p1{|βjξ|>λn}
) 1
p
]
≤
∑
0≤j≤Jn
bjd(
1
2−
1
p )
(
E
[ ∑
ξ∈Xj
|βˆjξ − βjξ|p1{|βjξ|>λn}
]) 1
p
=
∑
0≤j≤Jn
(
bjd(
p
2−1)
∑
ξ∈Xj
1{|βjξ|>λn}E
[
|βˆjξ − βjξ |p
]) 1
p
.
By (5.20) and (5.21) it follows that E[|βˆj,k − βj,k|p] ≤ c
(
A
n
)p/2
and hence
II ≤ c
(A
n
) 1
2
∑
0≤j≤Jn
(
bjd(
p
2−1)
∑
ξ∈Xj
1{|βjξ|>λn}
) 1
p
.
Let q < p. Using the Bienayme-Chebyshev inequality we get
II ≤ c
(A
n
) 1
2
∑
0≤j≤Jn
(
bjd(
p
2−1)
1
λqn
∑
ξ∈Xj
|βjξ|q
) 1
p
(5.37)
= c(logn)−1/2λ
1− qp
n
∑
0≤j≤Jn
(
bjd(
p
2−1)
∑
ξ∈Xj
|βjξ|q
) 1
p
.
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For the term III we have
III ≤
∑
0≤j≤Jn
bjd(
1
2−
1
p )E
[( ∑
ξ∈Xj
|βjξ|p1{|βjξ|≤3λn}
) 1
p
]
=
∑
0≤j≤Jn
(
bjd(
p
2−1)
∑
ξ∈Xj
|βjξ|p1{|βjξ|≤3λn}
) 1
p
.
Assuming that λ > 0, 0 < q < p, and σ is a positive measure on a measure space
X , we have∫
X
1{|f |≤λ}|f |pdσ ≤
∫
X
(|f | ∧ λ)pdσ =
∫ λ
0
pxp−1σ(|f | > x)dx
≤
∫ λ
0
pxp−1
‖f‖qq
xq
dx =
p
p− q ‖f‖
q
qλ
p−q.
Therefore, if q < p we have
III ≤
∑
0≤j≤Jn
(
bjd(
p
2−1)
∑
ξ∈Xj
|βjξ|p1{|βjξ|≤3λn}
) 1
p
≤ c(p, q)
∑
0≤j≤Jn
(
λp−qn b
jd( p2−1)
∑
ξ∈Xj
|βjξ|q
) 1
p
≤ cλ1−
q
p
n
∑
0≤j≤Jn
(
bjd(
p
2−1)
∑
ξ∈Xj
|βjξ|q
) 1
p
.
This coupled with (5.37) yields
(5.38) II + III ≤ cλ1−
q
p
n
∑
0≤j≤Jn
(
bjd(
p
2−1)
∑
ξ∈Xj
|βjξ |q
) 1
p
, 0 < q < p.
Assuming 0 < q < p we set s′ := d(p−q)2q . By (3.26) it follows that∑
ξ∈Xj
|βjξ(f)|q ≤ cb−jq(s
′+d( 12−
1
q ))‖f‖q
Bs′qτ
, j ≥ 0
We combine this with (5.38) and the fact that Jn ≤ c logn to obtain
II + III ≤ cλ1−
q
p
n ‖f‖
q
p
Bs′qτ
∑
0≤j≤Jn
(
bjd(
p
2−1)b−jq(s
′+d( 12−
1
q ))
) 1
p
(5.39)
≤ cλ1−
q
p
n ‖f‖
q
p
Bs′qτ
Jn ≤ c logn
(
κ
logn
n
) p−q
2p ‖f‖
q
p
Bs′qτ
.
Thus, in what follows we have to show that ‖f‖Bs′qτ ≤ c‖f‖Bsrτ for a suitable q < p.
5.2.3. Proof of Theorem 5.2 (i). Let 1 ≤ r ≤ ∞, 0 < τ ≤ ∞, s > d/r, and m > 0.
Assume f ∈ Bsrτ and ‖f‖Bsrτ ≤ m. Then combining (5.31), (5.32), (5.34), (5.35),
(5.36), and (5.28) we obtain
E‖fˆn − f‖∞ ≤ c(m)
( logn
n
) s−dr
2(s−d( 1
r
−
1
2
))
,
which confirms (5.8).
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5.2.4. Proof of Theorem 5.2 (ii). Let 1 ≤ r ≤ ∞, 0 < τ ≤ ∞, 1 ≤ p <∞, s > d/r,
and m > 0. Assume f ∈ Bsrτ , s ≥ dp2
(
1
r − 1p
)
, and ‖f‖Bsrτ ≤ m. Choose s′ = s.
Then using that from above
d(p− q)
2q
= s′ = s ≥ dp
2
(1
r
− 1
p
)
we obtain
q =
dp
2s+ d
< p,
p− q
2p
=
s
2s+ d
and q ≤ r.
From Proposition 3.5 (i) and (iii) it follows that
‖f‖Bs′qτ = ‖f‖Bsqτ ≤ c‖f‖Bsrτ ≤ cm and ‖f‖∞ ≤ c‖f‖Bsrτ ≤ cm.
and from (5.39) we conclude
II + III ≤ c logn
(
κ
logn
n
) s
2s+d
‖f‖
d
2s+d
Bsrτ
≤ c(m) logn
(
logn
n
) s
2s+d
.
This estimate along with (5.30), (5.32), (5.34), and (5.28) imply (5.9).
5.2.5. Proof of Theorem 5.2 (iii). Under the hypotheses of Theorem 5.2 let f ∈ Bsrτ ,
s < dp2
(
1
r − 1p
)
, and ‖f‖Bsrτ ≤ m. In this case we choose s′ := s− d
(
1
r − 1p
)
> 0. As
above s′ = d(p−q)2q and hence
q =
dp
(
1
2 − 1p
)
s− d( 1r − 12) ≥ r, p > 2, and
p− q
2p
=
s− d( 1r − 1p)
2
(
s− d( 1r − 12)) .
By Proposition 3.5 (ii) it follows that ‖f‖Bs′qτ ≤ c‖f‖Bsrτ and hence from (5.39)
II + III ≤ c(m) logn
( logn
n
) s−d( 1r− 1p )
2(s−d( 1
r
−
1
2
))
.
Combining this with (5.30), (5.32), (5.34), and (5.28) imply (5.10).
The proof of Theorem 5.2 is complete. 
6. Examples of settings covered by our theory
In this section we present a number of examples of settings that are covered by
the general framework from Section 2.
Clearly, the classical setup of M = Rd equipped with the Euclidean distance
and Lebesgue measure, and with L = −∆ the Laplacian obeys conditions C1–C5,
together with C1A from Section 2. Therefore, our results on density estimators
apply. They are compatible with the existing upper bound results. For instance,
our result on adaptive wavelet estimators (Theorem 5.2) is compatible with the
result in the classical setting on Rd from [6].
The unit sphere Sd in Rd+1 equipped with the standard (geodesic) distance,
measure, and −L being the Laplace-Beltrami operator is another example of a setup
that obeys conditions C1–C5, together with C1A. Our upper bound result on
adaptive wavelet estimators (Theorem 5.2) is compatible with the upper bound
estimate on the adaptive needlet estimator in [1].
A natural generalization of the above setup is the case of a compact Riemann-
ian manifold M ⊂ Rm equipped with the natural Riemannian measure, geodesic
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distance, and −L being the Laplace-Beltrami operator. Then conditions C1–C5,
together with C1A from Section 2 are satisfied.
For other examples on Riemannian manifolds and Lie groups we refer the reader
to [4] and the references therein.
We next describe the recently developed in [19] general setting of a subset of Rn
complemented by a differential operator L that is a realization in local coordinates
of a weighted Laplace operator on suitable subset of a Riemannian manifold. In this
setting conditions C1–C5 and in some cases C1A from Section 2 are obeyed. This
setting covers the weighted settings on the interval, ball, and simplex, which we
will describe in more detail as well.
6.1. Convex subsets of Riemannian manifolds and counterparts on Rn.
We assume that V ⊂ Rm is a connected open set in Rm with the properties: X := V
is compact, X˚ = V , and X \V is of Lebesgue measure zero. Let L be a differential
operator of the form
(6.1) L =
m∑
i,j=1
aij(x)∂i∂j +
m∑
j=1
bj(x)∂j ,
where aij and bj are polynomials of degrees two and one, respectively. The un-
derlying space is L2(V, µ), where dµ(x) := w˘(x)dx with w˘ ∈ C∞(V ), w˘ > 0, and∫
V w˘(x)dx <∞.
On the other hand, we assume that there is (a closely related) counterpart to
the above setup. Namely, we assume that (M,d, ν) is an m-dimensional complete
Riemannian manifold and M ⊂ Rm, where the Riemannian metric is induced by
the inner product on Rm. We stipulate two conditions on (M,d, ν): (i) the volume
doubling condition is valid, and (ii) the Poincare´ inequality holds true (see [19]).
Further, we assume that (U,ϕ) is a chart on M , where U is a convex open
relatively compact subset of M such that ϕ maps diffeomorphically U onto V ,
where V ⊂ Rd is from above. We set φ := ϕ−1 and Y := U .
The key assumption is that the map φ provides an one-to-one correspondence
between the elements of the setting on X from above and the setting on Y . More
precisely, it is assumed that the distance ρ(·, ·) on X is induced by the geodesic
distance d(·, ·) on Y ⊂ M . The weighted measure dµ(x) := w˘(x)dx on X is also
induced by the respective wighted measure νw on Y . Namely, assuming that g(x) =
(gij(x)) is the Riemannian tensor it is stipulated that w > 0 is a C
∞(U) weight
function that is compatible with w˘ from above in the following sense:
(6.2) w˘(x) := w(φ(x))
√
det g(x), x ∈ V,
It is assumed that νw = wdν. It is also assumed that the operator L from (6.1) is
a realization in local coordinates (via the chart (U,ϕ)) of the weighted Laplacian
∆wf :=
1
w
div(w∇f) on Y ⊂M (see [19]).
In addition, it is assumed that the volume doubling condition (2.1) on Y (and hence
on X) is valid, and a natural regularity condition on the weighted functions and
suitable Green’s theorem are verified. See [19] for the details.
In [19] it is shown that under the above conditions the heat kernels associated
to the operator L and weighted Laplacian ∆w have Gaussian localization just as in
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(2.8) and as a consequence the Ho¨lder continuity (see (2.9)) is valid. Furthermore,
these heat kernels have the Markov property (see (2.10)).
As a result, in the above described general setting conditionsC1–C5 in Section 2
are obeyed and our results on kernel and linear wavelet density estimators apply to
the settings on X ⊂ Rm and on Y ⊂M . Furthermore, if the weight function w ≡ 1
on Y , then the measures µ on X and νw on Y verify the Ahlfors condition (2.3),
i.e. condition C1A is satisfied, and consequently our result on adaptive wavelet
estimators (Theorem 5.2) applies.
We next show how the general theory described above is implemented in specific
settings on [−1, 1], the ball and simplex.
6.2. Specific examples where our kernel and wavelet estimators work.
6.2.1. Jacobi operator on [−1, 1]. We consider the classical setting of M = [−1, 1]
equipped with the weighted measure
dµ(x) := w(x)dx = (1− x)α(1 + x)βdx, α, β > −1,
and the distance ρ(x, y) := | arccosx − arccos y|, complemented with the classical
Jacobi operator, defined by
Lf(x) := −
[
w(x)(1 − x2)f ′(x)]′
w(x)
.
As is well known the Jacobi polynomials are eigenfunctions of this operator. Denote
B(x, r) := {y ∈ [−1, 1] : ρ(x, y) < r}. It is easy to see that (see e.g. [4])
(6.3) |B(x, r)| ∼ r(1 − x+ r2)α+1/2(1 + x+ r2)β+1/2, x ∈ [−1, 1], 0 < r ≤ π.
Hence, we have a doubling metric measure space with homogeneous dimension
d = 1+ (2α+ 1)+ ∨ (2β + 1)+. More importantly, as is shown in [4] the associated
heat kernel has Gaussian localization, Ho¨lder continuity, and the Markov property
(see also [19]). Therefore, conditions C1–C5 in Section 2 are obeyed.
Ahlfors space on [−1, 1]. In the above setting, if α = β = −1/2 then from (6.3)
|B(x, r)| ∼ r, x ∈ [−1, 1], 0 < r ≤ π.
Therefore, condition C1A (see §2) is obeyed with d = 1.
6.2.2. Weighted unit ball. Consider the case when M is Bm :=
{
x ∈ Rm : ‖x‖ < 1}
the unit ball in Rm equipped with the measure
dµ := (1− ‖x‖2)γ−1/2dx, γ > −1,
and the distance
ρ(x, y) := arccos
(〈x, y〉+√1− ‖x‖2√1− ‖y‖2),
where 〈x, y〉 is the inner product of x, y ∈ Rm and ‖x‖ :=
√
〈x, x〉. Denoting
B(x, r) := {y ∈ Bm : ρ(x, y) < r} it is easy to show (see [5]) that
(6.4) |B(x, r)| ∼ rm(1− ‖x‖2 + r2)γ ,
which implies that (M, µ, ρ) obeys the doubling condition (2.1) and non-collapsing
condition (2.5) and it is of homogeneous dimension d = m+ 2γ+.
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Consider the operator
L := −
m∑
i=1
(1− x2i )∂2i + 2
∑
1≤i<j≤m
xixj∂i∂j + (n+ 2γ)
m∑
i=1
xi∂i,
acting on sufficiently smooth functions on Bm. This operator is essentially self-
adjoint and positive (see [5] and also [19]). More importantly, its heat kernel has
Gaussian localization, Ho¨lder continuity, and the Markov property (see [19]). In
fact, L is a realization of a weighted Laplace operator on the upper hemisphere of
Rm+1 in local coordinates (see [19]). Consequently, conditions C1–C5 in Section
2 are verified and this setting falls in the general framework from Section 2.
Ahlfors space on the unit ball. Assume that in the above setting γ = 0, i.e.
the measure on Bm is dµ := (1− ‖x‖2)−1/2dx. Then from (6.4)
|B(x, r)| ∼ rm, x ∈ Bm, 0 < r ≤ 1,
and hence condition C1A in Section 2 is obeyed with d = m. Thus this is another
example of an Ahlfors space.
6.2.3. Weighted simplex. We now consider the simplex
T
m :=
{
x ∈ Rd : x1 > 0, . . . , xm > 0, |x| < 1
}
, |x| := x1 + · · ·+ xm,
in Rm equipped with the measure
dµ(x) =
m∏
i=1
x
κi−1/2
i (1 − |x|)κm+1−1/2dx, κi > −1/2,
and distance
ρ(x, y) = arccos
( m∑
i=1
√
xiyi +
√
1− |x|
√
1− |y|
)
.
Similarly as before we use the notation: B(x, r) := {y ∈ Tm : ρ(x, y) < r}. It is
known (see [19]) that
(6.5) |B(x, r)| ∼ rm(1 − |x|+ r2)κm+1
m∏
i=1
(xi + r
2)κi .
Hence, the doubling condition (2.1) and non-collapsing condition (2.5) are satisfied.
Moreover d = m+ 2
(
(κ1)+ + · · ·+ (κm+1)+
)
.
It is natural to consider the operator
L := −
m∑
i=1
xi∂
2
i +
m∑
i=1
m∑
j=1
xixj∂i∂j −
m∑
i=1
(
κi +
1
2 − (|κ|+ m+12 )xi
)
∂i
with |κ| := κ1 + · · · + κm+1. In [19] (see also [20]) it is shown that this operator
is essentially self-adjoint and positive. Furthermore, its heat kernel has Gaussian
localization, Ho¨lder continuity, and the Markov property. It is important to point
out that the operator L is a realization of a weighted Laplacian on the sphere in
the first octant in local coordinates (see [19]). Thus, conditions C1–C5 in §2 are
verified and this setup is covered by the general setting from Section 2.
KERNEL AND WAVELET DENSITY ESTIMATORS 39
Ahlfors space on the simplex. If above κi = 0, i = 1, . . . ,m + 1, then the
measure is given by dµ(x) =
∏m
i=1 x
−1/2
i (1 − |x|)−1/2dx, and (6.5) yields
|B(x, r)| ∼ rm, x ∈ T, 0 < r ≤ 1.
Therefore, conditionC1A is again satisfied and this is also an example of an Ahlfors
space with d = m where our result on adaptive wavelet estimators (Theorem 5.2)
applies.
7. Appendix
7.1. Proof of Proposition 3.2. Let 1 ≤ p < q ≤ ∞ and g ∈ Σpλ, λ ≥ 1.
Let ϕ ∈ C∞0 (R) be an even function with the properties: suppϕ ⊂ [−2, 2],
0 ≤ ϕ ≤ 1, and ϕ(u) = 1 for u ∈ [−1, 1].
By Theorem 3.1 ϕ(δ
√
L) is an integral operator whose kernel ϕ(δ
√
L)(x, y) is
real-valued, symmetric, and such that for any k > d, x, y ∈M, and δ > 0
(7.1) |ϕ(δ
√
L)(x, y)| ≤ c(k)|B(x, δ)|−1(1 + δ−1ρ(x, y))−k,
where the constant c(k) > 0 depends only on k, ϕ, and the constants from the
setting in Section 2.
Observe that since ϕ(u) = 1 for u ∈ [−1, 1] and g ∈ Σpλ, we have
(7.2) ϕ(δ
√
L)g = g if δ = 1/λ.
Set δ := 1/λ and k := d+1. Define r > 1 from the identity 1/p− 1/q = 1− 1/r.
Using (7.1), (3.6), and (3.4) we obtain
‖ϕ(δ
√
L)(x, ·)‖r ≤ c(d+ 1)|B(x, δ)|−1
( ∫
M
(1 + δ−1ρ(x, y))−r(d+1)dµ(y)
)1/r
≤ cdc˜|B(x, δ)|1/r−1 ≤ cdc˜(c0/c3)1−1/rδd(1/r−1) ≤ c⋆δd(1/r−1).(7.3)
Here c˜ := (2−d − 2−d−1)−1, cd = c(d + 1) is from (7.1), the constants c0, c3 > 0
are from (2.1) and (2.5). We may assume that c0/c3 ≥ 1 and take c⋆ = cdc˜(c0/c3),
which is independent of p and q.
Thus, using the symmetry we have
‖ϕ(δ
√
L)(x, ·)‖r = ‖ϕ(δ
√
L)(·, y)‖r ≤ c⋆δd(1/r−1) = c⋆δd(1/q−1/p)
We now use the well known Theorem 6.36 from [10] to conclude that
‖g‖q = ‖ϕ(δ
√
L)g‖q ≤ c⋆δd(1/q−1/p)‖g‖p = c⋆λd(1/p−1/q)‖g‖p.
Here we also used (7.2). The proof is complete. 
7.2. Proof of Proposition 3.5. (i) Let 1 ≤ q ≤ r, 0 < τ ≤ ∞, s > 0, µ(M) <∞,
and f ∈ Bsrτ . Let Φj , j ≥ 0, be the functions from the definition of Besov spaces, see
Definition 3.4. Then by Ho¨lder’s inequality ‖Φj(
√
L)f‖q ≤ µ(M)
1
q−
1
r ‖Φj(
√
L)f‖r,
which readily implies ‖f‖Bsqτ ≤ µ(M)
1
q−
1
r ‖f‖Bsrτ as claimed.
(ii) Let 1 ≤ r ≤ q ≤ ∞, 0 < τ ≤ ∞, and s > d( 1r − 1q ). Assume f ∈ Bsrτ .
Let Φj , j ≥ 0, be the functions from the definition of Besov spaces. Clearly,
Φj ⊂ [bj−1, bj+1] and hence Φj(
√
L)f ∈ Σbj+1 . Applying Proposition 3.2 we obtain
(7.4) ‖Φj(
√
L)f‖q ≤ cbjd(
1
r−
1
q )‖Φj(
√
L)f‖r.
From this it readily follows that ‖f‖
B
s−d( 1
r
−
1
q
)
qτ
≤ c‖f‖Bsrτ as claimed.
40 G. CLEANTHOUS, A. GEORGIADIS, G. KERKYACHARIAN, P. PETRUSHEV, D. PICARD
(iii) Assume 1 ≤ r ≤ ∞, 0 < τ ≤ ∞, s > d/r, and f ∈ Bsrτ . Let the functions
Φj , j ≥ 0, in the definition of Besov spaces be selected so that
∑∞
j=0 Φj(λ) = 1 for
λ ≥ 0. For example, the functions Ψj , j ≥ 0, from the definition of the frames in
§3.4 have this property. Then as in (3.13) we have f =∑∞j=0 Φj(√L)f . Just as in
(7.4) by Proposition 3.2 we have
‖Φj(
√
L)f‖∞ ≤ cbjd/r‖Φj(
√
L)f‖r.
Also, evidently by the definition of Besov spaces ‖Φj(
√
L)f‖r ≤ cb−js‖f‖Bsrτ . We
use these two estimates and the fact that s > d/r to obtain
‖f‖∞ ≤
∞∑
j=0
‖Φj(
√
L)f‖∞ ≤ c
∞∑
j=0
bjd/r‖Φj(
√
L)f‖r
≤ c
∞∑
j=0
b−j(s−d/r)‖f‖Bsrτ ≤ c‖f‖Bsrτ .
(iv) Let 1 ≤ p ≤ r ≤ ∞, 0 < τ ≤ ∞, s > 0, and µ(M) < ∞. Assume f ∈ Bsrτ .
Let Φj , j ≥ 0, be as in the proof of (iii) above. Since p ≥ 1 and s > 0 we have
‖f‖p ≤
∞∑
j=0
‖Φj(
√
L)f‖p ≤ c
∞∑
j=0
b−js‖f‖Bspτ ≤ c‖f‖Bsrτ ,
where for the last inequality we used (i). 
7.3. Proof of Proposition 4.6. Let Φ˘0 be just as the function Φ in the definition
of Besov spaces in §3.5 (see (3.18)), that is, Φ˘0 ∈ C∞(R+) is a real-valued function
with the properties: supp Φ˘0 ⊂ [0, b], Φ˘0(λ) = 1 for λ ∈ [0, 1], and Φ˘0(λ) ≥ c > 0
for λ ∈ [0, b3/4]. Set Φ˘(λ) := Φ˘0(λ)− Φ˘0(bλ) and Φ˘j(λ) := Φ˘(b−jλ), j ≥ 1. Clearly,∑
j≥0 Φ˘j(λ) = 1, λ ∈ [0,∞).
Let 0 < δ ≤ (2b2)−1. The case when (2b2)−1 < δ ≤ 1 is easier; we omit it.
Choose ν ≥ 2 and ℓ ≥ 1 (ν, ℓ ∈ N) so that bν ≤ 1/(2δ) < bν+1 and 1/δ ≤ bν+ℓ
(ℓ := ⌊log(2b)/ log b⌋ + 1 will do). From above and the properties of Φ in (4.4) it
readily follows that
1− Φ(δλ) = (1− Φ(δλ))
ν+ℓ∑
j=ν
Φ˘(b−jλ) +
∞∑
j=ν+ℓ+1
Φ˘(b−jλ).
Set
(7.5) Λ(λ) := (1− Φ(δbνλ))
ℓ∑
j=0
Φ˘(b−jλ) and Θ(λ) :=
ν+ℓ+2∑
j=ν−1
Φ˘(b−jλ).
By the construction of Φ˘j it follows that suppΛ ⊂ [1, bℓ+1] and Θ(λ) = 1 for
λ ∈ [bν , bν+ℓ+1], implying Λ(b−νλ) = Λ(b−νλ)Θ(λ). Therefore, we have
1− Φ(δλ) = Λ(b−νλ) +
∞∑
j=ν+ℓ+1
Φ˘(b−jλ) = Λ(b−νλ)Θ(λ) +
∞∑
j=ν+ℓ+1
Φ˘(b−jλ).
From this we infer that for any f ∈ Lp
f − Φ(δ
√
L)f = Λ(b−ν
√
L)Θ(
√
L)f +
∞∑
j=ν+ℓ+1
Φ˘(b−j
√
L)f
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and hence
(7.6) ‖f − Φ(δ
√
L)f‖p ≤ ‖Λ(b−ν
√
L)Θ(
√
L)f‖p +
∞∑
j=ν+ℓ+1
‖Φ˘(b−j
√
L)f‖p
From the definition of Λ(λ) in (7.5) it follow that Λ ∈ C∞(R+), suppΛ ⊂ [1, bℓ+1],
and ‖Λ(r)‖∞ ≤ cr for r = 0, 1, . . . with the constant cr > 0 depending only on r,
Φ, Φ˘, b. Now, we invoke Theorem 3.1 to conclude that Λ(b−ν
√
L) is an integral
operator with kernel Λ(b−ν
√
L)(x, y) satisfying
|Λ(b−ν
√
L)(x, y)| ≤ c(k)bdν(1 + bνρ(x, y))k, x, y ∈M, k > d.
As in (4.13) this with k = d+1 implies ‖Λ(b−ν√L)(·, y)‖1 = ‖Λ(b−ν
√
L)(x, ·)‖1 ≤ c.
and applying Schur’s lemma it follows that ‖Λ(b−ν√L)‖p→p ≤ c < ∞. As a
consequence, we get
‖Λ(b−ν
√
L)Θ(
√
L)f‖p ≤ c‖Θ(
√
L)f‖p ≤ c
ν+ℓ+2∑
j=ν−1
‖Φ˘(b−j
√
L)f‖p.
This coupled with (7.6) implies, when 0 < q <∞,
‖f − Φ(δ
√
L)f‖p ≤ c
∞∑
j=ν−1
‖Φ˘(b−j
√
L)f‖p ≤ c′b−sν
( ∞∑
j=ν−1
(
bsj‖Φ˘(b−j
√
L)f‖p
)q)1/q
≤ cδs
( ∞∑
j=0
(
bsj‖Φ˘(b−j
√
L)f‖p
)q)1/q ≤ cδs‖f‖Bspq .
For the second inequality above we use Ho¨lder’s inequality if q > 1 and the q-
inequality if 0 < q ≤ 1; for the last inequality we used the fact that the definition of
the Besov space Bspq is independent of the particular choice of the functions Φ0 and
Φ satisfying (3.18)-(3.19) in its definition, hance Φ˘ produces an equivalent norm.
The case when q = ∞ is as easy; we omit it. The proof of Proposition 4.6 is
complete. 
References
[1] P. Baldi, G. Kerkyacharian, D. Marinucci, D. Picard, Adaptive density estimation for direc-
tional data using needlets, Ann. Statist. 37 (2009), no. 6A, 3362–3395.
[2] I. Castillo, G. Kerkyacharian, D. Picard, Thomas Bayes’ walk on manifolds, Probab. Theory
Relat. Fields, 158 (2014), no. 3-4, 665–710.
[3] R. Coifman, G. Weiss, Analyse Harmonique Non-commutative sur Certains Espaces Homo-
genes. Lecture Notes in Math. Vol. 242. Springer,Berlin 1971.
[4] T. Coulhon, G. Kerkyacharian, P. Petrushev, Heat Kernel Generated Frames in the Setting
of Dirichlet Spaces, J. Fourier Anal. Appl. 18 (2012), no. 5, 995–1066.
[5] F. Dai, Y. Xu, Approximation theory and harmonic analysis on spheres and balls, Springer
Monographs in Mathematics, Springer 2013.
[6] D. L. Donoho, I. M. Johnstone, G. Kerkyacharian, D. Picard, Density estimation by wavelet
thresholding, Ann. Statist. 24 (1996), no. 2, 508–539.
[7] M. Frazier, B. Jawerth, Decomposition of Besov spaces, Indiana Univ. Math. J. 34 (1985),
777–799.
[8] M. Frazier, B. Jawerth, A discrete transform and decomposition of distribution spaces, J.
Funct. Anal. 93 (1990), 34–170.
[9] M. Frazier, B. Jawerth, G. Weiss, Littlewood-Paley theory and the study of function spaces,
CBMS No 79 (1991), AMS.
42 G. CLEANTHOUS, A. GEORGIADIS, G. KERKYACHARIAN, P. PETRUSHEV, D. PICARD
[10] G. Folland, Real Analysis: Modern techniques and their applications, 2nd edn. Wiley-
Interscience, New York, 1999.
[11] A. G. Georgiadis, G. Kerkyacharian, G. Kyriazis, P. Petrushev, Homogeneous Besov and
Triebel-Lizorkin spaces of distributions associated to non-negative self-adjoint operators, J.
Math. Anal. Appl. 449 (2017), no. 2, 1382–1412.
[12] A. Goldenshluger, O. Lepski, On adaptive minimax density estimator on Rd, Probab. Theory
Relat. Fields, 159 (2014), 479–543.
[13] A. Grigor’yan, Heat kernel and analysis on manifold, AMS/IP studies in advance mathemat-
ics, 47, AMS Providence, RI; International Press, Boston, MA, 2009.
[14] W. Ha¨rdle, G. Kerkyacharian, D. Picard, A. Tsybakov, Wavelets, approximation, and statis-
tical applications, Lecture Notes in Statistics, 129, Springer-Verlag, New York, 1998.
[15] I. M. Johnstone and B. Silverman, Speed of estimation in positron emission tomography and
related inverse problems, Ann. of Statist. 18 (1990), 251–280.
[16] A. Juditsky, S. Lambert-Lacroix, On minimax density estimation on R, Bernoulli, 10 (2004),
no. 2, 187–220.
[17] G. Kerkyacharian, P. Petrushev, Heat kernel based decomposition of spaces of distributions
in the framework of Dirichlet spaces, Trans. Amer. Math. Soc. 367 (2015), 121–189.
[18] G. Kerkyacharian, P. Petrushev, D. Picard, T. Willer, Needlet algorithms for estimation in
inverse problems, Electron. J. Stat. 1:30–76 (electronic), 2007.
[19] G. Kerkyacharian, P. Petrushev, Y. Xu, Gaussian bounds for the weighted heat kernels on
the interval, ball and simplex, Constr. Approx. to appear. arXiv:1801.07325
[20] G. Kerkyacharian, P. Petrushev, Y. Xu, Gaussian bounds for the heat kernels on the ball and
simplex: Classical approach, Studia Math. to appear. arXiv:1801.07326
[21] G. Kerkyacharian, D. Picard, Density estimation in Besov spaces, Statist. Probab. Lett. 13
(1992), 15–24.
[22] G. Kerkyacharian, T. M. Pham Ngoc, D. Picard, Localized spherical deconvolution, Ann.
Statist. 39 (2) (2011), 1042–1068
[23] O. V. Lepski˘ı, Asymptotically minimax adaptive estimation. I. Upper bounds. Optimally
adaptive estimates. Teor. Veroyatnost. i Primenen. 36(4) (1991), 645–659.
[24] O. V. Lepski, E. Mammen, V. G. Spokoiny, Optimal spatial adaptation to inhomogeneous
smoothness: an approach based on kernel estimates with variable bandwidth selectors, Ann.
Statist. 25 (1997), no. 3, 929–947.
[25] D.Pollard, Convergence of stochastic Processes, Springer, New York,1984.
[26] B. W. Silverman, Density estimation for statistics and data analysis, Monographs on Statistics
and Applied Probability, Chapman & Hall, London, 1986.
[27] J. L. Starck, F. Murtagh, J. M. Fadili, Sparse image and signal processing: wavelets, curvelets,
morphological diversity, Cambridge University Press, Cambradge, 2010.
[28] E. Stein, G. Weiss, Introduction to Fourier analysis on Euclidean spaces, Princeton Mathe-
matical Series, No. 32. Princeton University Press, Princeton, N.J., 1971.
[29] A. B. Tsybakov, Introduction to nonparametric estimation, Revised and extended from the
2004 French original. Translated by Vladimir Zaiats. Springer Series in Statistics, Springer,
New York, 2009.
[30] K. Yosida, Functional Analysis, Springer, Berlin, 1980.
Department of Mathematics, Statistics and Physics, Newcastle University, Newcas-
tle Upon Tyne, NE1 7RU, UK
E-mail address: galatia.cleanthous@newcastle.ac.uk
Department of Mathematics and Statistics, University of Cyprus, 1678 Nicosia, Cyprus
E-mail address: gathana@ucy.ac.cy
University Paris Diderot-Paris 7, LPMA, Paris, France
E-mail address: kerk@math.univ-paris-diderot.fr
Department of Mathematics, University of South Carolina
E-mail address: pencho@math.sc.edu
University Paris Diderot-Paris 7, LPMA, Paris, France
E-mail address: picard@math.univ-paris-diderot.fr
