Abstract This work presents and analyzes, on unstructured grids, a discrete duality finite volume method (DDFV method for short) for 2D-flow problems in nonhomogeneous anisotropic porous media. The derivation of a symmetric discrete problem is established. The existence and uniqueness of a solution to this discrete problem are shown via the positive definiteness of its associated matrix. Properties of this matrix combined with adequate assumptions on data allow to define a discrete energy norm. Stability and error estimate results are proven with respect to this norm. L 2 -error estimates follow from a discrete Poincaré inequality and an L ∞ -error estimate is given for a P 1 -DDFV solution. Numerical tests and comparison with other schemes (especially those from FVCA5 benchmark) are provided.
Introduction and the model problem
Efficient schemes are required for addressing flow problems in geologically complex media. The most important criteria of efficiency are (1) mass conservation in grid blocks, (2) accurate approximation of Darcy velocity, (3) capability for dealing with anisotropic flow on unstructured grids and diverse heterogeneities (relevant to absolute permeability, porosity, etc.), and (4) easy implementation. The following schemes are well known for meeting many of the previous efficiency criteria: (1) mixed finite element methods (see, for instance, [7, 36] ), (2) control-volume finite element methods (see, for instance, [10, 38] ), (3) mimetic finite difference methods (see, for instance, [6, 8] and references therein), (4) cell-centered finite volume methods (see, for instance, [14] [15] [16] [17] [18] and certain references therein; see also [5, 24, 25] ), (5) multipoint flux approximation (with pioneer works from [2, 37] ; see also [1, 11] and some contributions to convergence analysis of MPFA O-scheme like [23] ), and (6) discrete duality finite volume methods (DDFV methods for short). The DDFV methods come in two formulations. The first formulation to appear is based on interface flux computations for primary and dual meshes, accounting with the interface f lux continuity. The pioneer works for this formulation are [31] and [21] followed by [20, 27, 30, 32] and [19] . The second formulation of DDFV is based on pressure gradient reconstructions over a diamond grid. This formulation has been first introduced in [13] (see also [33, 34] ). Note that this second formulation has been given focused attention by some mathematicians as Andreianov, Boyer, and Hubert who have greatly contributed to its mathematical development. Indeed, key ideas involved in the pressure gradient reconstruction approach have been generalized by these authors (see [3] ) to nonlinear operators of Leray-Lions type. Motivated by the possibility of increasing the order of convergence of the pressure gradient reconstruction method for nonlinear operators, Boyer and Hubert have proposed in [9] the so-called modified DDFV.
In what follows, the first formulation of DDFV is named flux-based DDFV and the second one is called gradient-based DDFV. Note that flux is understood here in the sense of outward normal component of the Darcy velocity on cell boundaries.
As shown in FVCA5 benchmark test problems, the flux-based DDFV and gradient-based DDFV may lead to very different orders of convergence for some diffusion models. In fact, these two formulations describe two different ways for solving flow problems in the framework of DDFV. The theoretical analysis strategy of the flux-based DDFV developed in [30, 32] on a rectangular mesh follows closely ideas from [14] . Very different ingredients are used in [3] and [9] for getting either the numerical scheme or the error estimates.
AS pointed out by some authors (namely Moukouop-Nguena and Njifenjou in FVCA5 benchmark [22] ), there exist many variants for the flux-based DDFV. Following the ideas exposed in [14] , some authors (see [30] ) have, on a square grid, investigated the stability and convergence properties of a variant of the flux-based DDFV, named reused-value method. This work is a continuation of the one in [30] . In other words, our purpose in this paper was to look for sufficient conditions on general grids for proving the stability and the convergence of the reused-value method. More precisely, the main points of our work are the following:
1. A theoretical analysis of the flux-based DDFV on general grids for flow problems in polygonal (possibly nonconvex) anisotropic nonhomogeneous media 2. Numerical validations on general meshes, thanks to some FVCA5 benchmark problems exposed in Section 4 3. Comparison of our flux-based DDFV with other numerical schemes (including gradient-based DDFV methods) in terms of convergence rate of approximate pressure and pressure gradient for L 2 -norm.
Let us emphasize that one novelty of this work may be exhibited in terms of methodology for formulating and theoretically analyzing a DDFV model on general grids in two dimensions. We start with a 2D linear diffusion problem: Find a real function ϕ defined over such that −div(K grad ϕ) = f in (1.1)
where is a given open polygonal domain and its boundary and where f is a given function. K = K(x), with x = (x 1 , x 2 ) t ∈ , is a full matrix which meets the following conditions (symmetry, boundedness, and uniform ellipticity):
where γ min and γ max are strictly positive real numbers independent of x, | . | denotes the euclidian norm in R 2 , and K ij (.) is the component of K.
Remark 1.1 Note that the flux-based DDFV analyzed here applies to 3D diffusion phenomena. We should come back to this point in further developments.
The elliptic operator involved in the left-hand side of Eq. (1.1) is similar to the one arising in subsurface single-or multiphase flows (in petroleum and hydrogeology engineering), and this motivates our study.
The discrete problem: existence and uniqueness
We start with exhibiting the discrete problem. Then, we focus on existence and uniqueness of a discrete solution.
Domain discretizations: some definitions and notations
For the polygonal (not necessarily convex) domain , we consider matching unstructured primary meshes P made up of arbitrary convex polygons called primary cells (see Fig. 1 ). Nevertheless, the method applies to nonmatching meshes as numerically demonstrated in Definition 2.1 An edgepoint is any point (from , the closure of in the sense of the usual topology of R 2 ) located over an edge from P and different from the extremities of that edge.
Definition 2.2
Two edgepoints I and J are called neighboring edgepoints if they share some vertex V in the sense that I and J belong to two different edges intersecting in V.
In the context of unstructured primary meshes, the definition of a discrete energy norm similar to the one in [30] requires that the cellpoints lie inside certain perimeters to be defined. For this reason, the main steps for defining the cellpoints are as follows: (1) Choose arbitrarily one point (different from a vertex) on each edge of the mesh P. This process generates a finite family of edgepoints, denoted by E. (2) Join every pair of neighboring edgepoints by a dotted straight line. By this way, we generate an auxiliary mesh denoted by A. (3) Fix arbitrarily one point inside any auxiliary cell completely embedded in a primary cell. By doing so, one generates a finite family of cellpoints that may be identified with the set P of primary cells. Figure 2 illustrates the location of edgepoints and cellpoints.
Remark 2.3
Note that in 3D, for a given primary mesh on , the associated auxiliary mesh is generated easily. Indeed, since each primary cell C involves a finite number of faces, there is the same number of face points lying on the boundary of C. Therefore, one could associate with these face points the smallest polyhedron containing all of them.
According to the variational theory of linear elliptic problems, the system (1.1)-(1.2) possesses a unique solution ϕ in the so-called Sobolev space H 1 0 ( ), under the assumptions (1.3)-(1.4) and the condition that f ∈ L 2 ( ). Let us assume that the diffusion matrix coefficient K is a piecewise constant matrix function over . This assumption is realistic for engineering problems as reservoir or aquifer simulations. Definition 2.4 A mesh M defined over is compatible with the discontinuities of K in if these discontinuities are confined in the interfaces of M.
Main assumptions We assume that the primary mesh P is compatible with the discontinuities of K in and that these discontinuities divide into a finite number of convex subdomains { s } s∈S . On the other hand, we suppose that the restriction over s of the exact solution to Eqs. (1.1)-(1.2), denoted by ϕ | s , satisfies to
Formulation of the discrete problem
Let us now focus on investigating the flux-based DDFV formulation of Eqs. (1.1)-(1.2). The investigated DDFV scheme should be a linear system involving the quantities {u P } P∈P and {u P * } P * ∈D as discrete unknowns, where D represents the dual mesh (to be defined later). These unknowns are expected to be reasonable approximations of {ϕ P } P∈P (cellpoint pressures) and {ϕ P * } P * ∈D (internal vertex pressures), respectively, where
Molecules for DDFV computation of f luxes
Let C P be a primary cell, where P is the corresponding cellpoint. We integrate the two sides of the balance Eq. (1.1) in C P . Applying the Ostrogradski's theorem to the integral in the left-hand side of this equation leads to computing the flux across the bound- 
Then, it is easily seen that the following identity holds:
where the real numbers a h K P and b h K P are given by the relations , and therefore, 0 < cos θ 
Flux computations across the primary grid edges
For estimating the truncation error T P I(A * ,B * ) , we start with some useful notations. First of all, recall that E is the set made of edgepoints (from the primary mesh of course). We denote by E int the subset of E made up of edgepoints lying in , E ext the subset of E made up of edgepoints lying on the boundary of , and E P (for P ∈ P) the subset of E made up of edgepoints lying on the boundary of the primary cell C P .
Remark 2.5
Note that the set E will sometimes be identified with the set of primary edges since there is a trivial bijection between the two sets. In the same order of ideas, the set of cellpoints and the set of vertices will sometimes be identified with the set P of primary cells and the set D of dual cells, respectively. At last, primary mesh and primal mesh mean the same thing in this work.
We should also need the following key notion: Definition 2. 6 The system (P, E) defines a regular mesh system if the following condition is fulfilled:
• Let us give some examples of regular mesh system in the sense of the previous definition: (1) An obvious example is obtained with P being the set of square cells and E the set of edge midpoints. In this example, θ = π 4
. (2) Another example is got with P taken to be the set of equilateral triangles and E the set of edge midpoints. In this example, it is clear that we may take θ = π 6 . Ingredients are gathered for estimating truncation errors. In this connection, it is easily seen that the following result holds: Proposition 2.7 Assume that the mesh system (P, E) def ines a regular mesh system in the sense of the previous def inition and that there exists 0 < ≤ 1, mesh independent, such that 
14)
The relation (2.14) is a consistency property and so naturally allows to approximate Q P [A * B * ] as it follows 
where the real numbers a h K L and b h K L are given by the relations
where θ Fig. 3 ), leads to 
Thus, this flux can be approximated with the expression 
This is a consistent approximation for ϕ I in the sense that the corresponding truncation error vanishes when h goes to zero (thanks to Proposition 2.7). So, replacing ϕ I in Eq. 2.15 by its approximate value yields the following conservative scheme:
DDFV f lux balance equations in primary cells
Using the previous notations and thanks to the consistency of the previous DDFV flux approximations (see Proposition 2.7), the approximate flux balance within C P is
with
where A * and B * are extremities of the edge containing I and lying on the boundary of the primary cell C P and where
Necessity of def ining a dual grid
It is clear that the number of discrete unknowns {ϕ P } P∈P and {ϕ P * } P * ∈D is greater than the number of equations in the system (2.23)-(2.24). For closing this system, we look for discrete equations corresponding to flux balance over dual cells. For this purpose, we define a dual mesh as described in Fig. 4 . For carrying out our technique, we need to introduce the notion of pseudoedge associated with dual cells. This notion, illustrated in Fig. 5 , is defined as A dual cell (blue discontinuous line) with its four pseudoedges that intersect primal edges at red points from E Definition 2.8 Let P and L be two cellpoints from the primary mesh (i.e., P, L ∈ P) such that the corresponding primary cells C P and C L are adjacent, and Remark 2.9 Note that in our presentation, I is in general an angular point of [PI L]. To our knowledge, only the particular case corresponding to [PI L] defined as a straight line has been theoretically investigated so far (see [9] for instance).
We will say that a pseudo-edge is associated with a dual cell C A * if it is part of the boundary of C A * .
Remark 2.10
Note that the boundary of any dual cell is a union of a finite number of pseudo-edges (see Fig. 5 ).
DDFV f lux balance equations in dual cells
Let us now look for discrete balance equations over dual cells. This is carried out through the following steps:
Step 1: Local integration of mass balance equation
We start with integrating the two sides of Eq. (1.1) in a dual cell C B * represented in Fig. 5 . Applying the Ostrogradski's theorem and exploiting Remark 2.10 leads to
where n B * stands for the outward unit normal vector to the boundary of C B * and where [PI L] is a pseudoedge associated with the dual cell C B * . Recall that E B * is the set of edgepoints lying in the boundary of the dual cell C B * .
Step 2 
We should first focus on computations of the flux across [PI] . So, define the following decomposition of
[PI] :
where σ P and τ h are unit vectors defined by Eq. (2.3). It is clear that
denotes the angle defined by the vectors σ P and ξ
where
[PI],A * and exploiting Eq. (2.21) yields the following approximation:
Similarly, let us focus on the computation of the flux across [IL] . For this purpose, we set
where the coefficients c h K L and d h K L are given by the following relations:
So, the same ideas as those developed for the flux computation over [PI] lead to
where truncation errors T B *
[IL],A * are neglected and read as Step 3: Summary
We summarize the flux approximation across the pseudo-edge [PI L] in the following way:
where we have set
Conclusion We deduce from the previous developments that the discrete balance equation in any dual cell C B * reads
where E B * is the set of edgepoints lying on the boundary of the dual cell C B * . 
Definition of the DDFV discrete problem
with:
defines the interface between the primary cells C G and C H . Note that the definition of ω h (G, H, J) is analogous to that of ω h (P, L, I) (see relation (2.38)).
Concluding remarks
• Assuming that the primary mesh P is a square grid does not necessarily lead to a much simpler discrete system in the sense that the system matrix reduces to a 2 by 2 block diagonal matrix, even if E is made up of midedge points, and cellpoints are taken to be cell centers. This is exclusively due to the anisotropy of the porous medium . Indeed, if moreover the permeability matrix K that governs the flow is taken to be a (strictly positive) real scalar (not necessarily uniformly constant in ), then the system matrix reduces to a 2 by 2 block diagonal matrix. Moreover, each block corresponds to either cell-centered or vertex-centered finite volumes (see [30] for details).
• The DDFV technique exposed in this work applies to nonmatching grids (and especially to locally refined grids). Indeed, our approach is based upon the fact that any primary cell is a (convex) polygon and so is perfectly defined with a finite sequence of vertices clearly identified. Recall that a primary mesh is nonmatching if it possesses a cell, let us say C, with (at least) one side (i.e., one edge) denoted by [A * B * ] that involves a family of vertices {M * z } 1≤z≤Z such that A * and B * are different from M * z for all z ∈ {1, ..., Z }. So, for any z ∈ {1, ..., Z }, M * z is not associated with the primary cell C but is associated with some cell C ∈ P adjacent to C. 
Since each of these segments involves an edgepoint from E, let us say I, the corresponding pressure ϕ I may be eliminated from the expression of the approximate value of the exact flux Q
), thanks to the flux continuity principle on the interface between the cells C and C. Note that in the context of nonmatching grids, the construction of auxiliary and dual meshes meets the same rules as those imposed to a matching grid (in Section 2.1). Concerning the numerical validation of our DDFV approach for especially locally refined grids, we refer to Section 4 and more specifically to test problem no. 2 with rectangular nonconforming grids. The theoretical analysis on nonmatching grids of the DDFV method exposed in the current work is in preparation. Moreover, we should mention that a stability result and error estimates (for our DDFV method) have been proven in a forthcoming work on rectangular locally refined grids.
Existence and uniqueness for a solution of the discrete problem
Assume that all the cellpoints and all the interior vertices (with respect to the primary mesh) are numbered.
On the other hand, Card(P) and Card(D) denote respectively the total number of cellpoints and interior vertices. The preliminary result is It is sufficient to prove Proposition 2.12 as it implies Proposition 2.13.
Proof It is easily seen that the symmetry of the matrix associated with the linear system (2.40)-(2.42) essentially follows from the symmetry of the diffusion coefficient K (see assumption (1.3)). We should now prove the positive definiteness of that matrix. This will be done in three steps. Before starting, let us set
First step Development of the quadratic expression:
where A is a Card(P) × Card(P) symmetric matrix, C is a Card(D) × Card(D) symmetric matrix, B is a Card(P) × Card(D) matrix, and B t is the transpose form of B, which are the block elements of the system matrix. It is clear that
with the convention that
where G and H represent respectively the boundaries of primary cells C G and C H ; J is the edge point lying
Second step We should prove that the homogenized symmetric permeability matrix K GH is positive definite. For this purpose, define
Then, we have
Let us prove that the homogenized symmetric permeability tensor K GH is positive definite, i.e., K
it is easy to check that
where N 1 and N 2 are strictly positive numbers defined as
and
Since the diffusion matrix K is symmetric and positive definite (see assumptions (1.3)-(1.4)), the CauchySchwarz inequality for the inner product associated with K ensures that
as either ξ 
Thanks to the discrete boundary conditions in Eq. 
Stability and error estimates
Fist of all, we assume that the primary mesh is regular in the sense of Definition 2.6. On the other hand, we use in what follows the terminology node as the generic name of cellpoints and vertices (with respect to the primary mesh).
DDFV piecewise constant solutions
Let us consider the auxiliary mesh A introduced in the previous section (see Fig. 2 ). Note that the closure of any cell of A contains one node and only one that may be inside or on the boundary of .
Definition 3.1 An auxiliary mesh cell is degenerate if the corresponding node is lying on the boundary of .
As soon as the discrete unknowns (located at cellpoints and vertices with respect to the primary mesh) are computed, an important issue concerns the definition of an approximate solution to the continuous problem (1.1)-(1.2) in terms of function.
• For addressing this issue, some authors have in the literature proposed the following: Let us denote by ϒ T the characteristic function of any cell T (from primary, dual, or auxiliary mesh). Define almost everywhere in
Following those authors, the DDFV solution ϕ approx is defined as
Recall that ϕ denotes the exact solution of the continuous problem (1.1)-(1.2) and set
Since one can show that (see Theorem 7.1 in [3] , p. 27)
• We propose another formulation of the DDFV piecewise constant solution based upon the auxiliary mesh A. The idea is to introduce the set N of nodes as the set made of cellpoints and vertices with respect to the primary mesh P. Then, we define our DDFV piecewise constant solution ϕ h almost everywhere in as
It is our purpose in what follows to show that
The L 2 −convergence should follow from Lemma 3.2.
A stability result
We denote by S(A) the space of functions v defined almost everywhere in such that v gets a constant value in any auxiliary cell, except in degenerate ones where it vanishes. Note that ϕ h ∈ S(A) and that the solution of the discrete system (2.40)-(2.42) could clearly be identified with ϕ h . We endow S(A) with the following discrete energy norm. For all v ∈ S(A), define
where V Y is the constant value of v ∈ S(A) in the auxiliary cell associated with the node Y. We now analyze the stability (in the sense of the norm (3.4) 
where S(P) and S(D) are spaces of cellwise constant functions associated respectively with primary and dual grids and where
a.e. in .
So v P and v D are in some sense projections of v on S(P) and S(D), respectively. The function spaces S(P) and S(D) could respectively be equipped with the following discrete norms:
where I P represents the set of primary mesh interfaces. The following lemmas are the key ingredients for our purpose:
Lemma 3.2 (Discrete version of Poincaré inequality)
There exists a strictly positive number C, not depending on h, such that
(3.8)
Remark 3.3
In the framework of DDFV analysis of 2D linear and nonlinear elliptic problems, the inequality (3.8) is well known. In a general case where L 2 ( ) is replaced by L P ( ), with 1 < P < +∞, the proof can, for instance, be found in [3] (see also [4] Proof The eigenvalues λ of the symmetric positive definite matrix K GH satisfy to the so-called characteristic equation associated with K GH , i.e.,
The least eigenvalue of K GH denoted by λ GH min is given by the relation
] is a strictly positive number. One can easily deduce that
2 is a strictly positive number. We should bound the quantities K GH 11 , K GH 22 and det(K GH ) by strictly positive, mesh independent, real numbers. Let us start first with det(K GH ). We consider a change of coordinates by moving from the initial Cartesian coordinates to a local one, namely (J, 
i.e.,
where det(.) denotes the determinant. Similarly, we have for the cell C H
(3.13)
It follows from what precedes that
where N 1 and N 2 are given by the relations (2.47) and (2.48).
On one hand, we can deduce from assumptions (1.4), (2.12), and (2.13) that
On the other hand, we remark that
where the set S (introduced in Section 2.1, Eq. [2.1]) depends exclusively on the lithologic structure of the medium . Then, we deduce that
(3.17)
Remarking that
and exploiting again the assumptions (1.4), (2.12), and (2.13) leads to the following inequality: 
where C is a strictly positive, mesh-independent real number.
Proof Multiplying Eq. (2.40) by ϕ P and Eq. (2.41) by ϕ D * and summing over P ∈ P and D * ∈ D respectively leads to
We know from Lemma 3.4 that under the conditions (2.12) and (2.13), there exists a strictly positive, meshindependent number α such that
On the other hand, we have
We get from the Cauchy-Schawrz inequality that 
Error estimates for the DDFV solution ϕ h
Following the ideas developed in [30] , we investigate here error estimates (in the sense of the discrete energy norm (3.4)) for the piecewise constant approximate solution ϕ h .
Exact nodal potentials as a solution of a discrete system
Adding the truncation error to the flux approximation (2.22) across [A * B * ] = P ∩ L leads to the following identity:
where I is the edgepoint fixed in [A * B * ] and where the truncation error R P I(A * ,B * ,L) is defined by
Similarly, according to Eq. (2.37), the exact flux across [PI L] (part of the boundary of the dual cell C B * ) meets the identity (3.26) where the truncation error R
Let us give some estimates related to flux errors not only for the set of primal edges but also for the set of dual edges. Proof It essentially follows from Proposition 2.7 that
On the other hand, according to Proposition 2.7 and Proposition 2.11, the following inequality holds: All the ingredients are gathered for writing the system of equations satisfied by the vector of exact nodal potentials {ϕ P } P∈P and {ϕ D * } D * ∈D :
with (P, L, I ) and define similarly ω h (G, H, J).
Error analysis of the piecewise constant solution ϕ h
Our purpose in this subsection is to investigate some error estimates (for convenient norms) when ϕ h is taken to be an approximate solution of the diffusion problem (1.1)-(1.2). Due to the conservativity of the flux approximations, the truncation errors obey to the following relation:
where a and b are two cellpoints or vertices and E a and E b are sets of edgepoints respectively associated with a and b (that also represent two primary or dual adjacent cells: see Remark 2.5).
The notion of diamond cell plays a key role in what follows. So, let us now introduce this notion after what follows. We mean by adjacent cellpoints two cellpoints lying in two adjacent primary cells. is lying on the domain boundary, the corresponding diamond cell is degenerate since it is defined as a triangle (see illustrations in Fig. 6 ). The following assumption plays a key role in what follows:
Definition 3.8 Given two adjacent cellpoints P and
where ν and ζ are strictly positive, mesh-independent numbers and meas(.) is the Lebesgue measure in any spatial dimension. Let us set
An adequate linear combination of Eqs. 
with same matrix. Consequently, it follows from Lemma 3.4 and scheme conservativity that
and where δ is some strictly positive number that is mesh independent. Due to Eqs. (3.30) and (3.29), there exists C > 0, mesh independent, such that
On the other hand, define the following:
Lebesgue measure of the diamond cell defined by the points P, L, A * , and B * and associated with I ∈ E int , S I(P,A * ,B * ) = 2D Lebesgue measure of the degenerate diamond cell defined by the points P, A * , and B * and associated with I ∈ E ext . Therefore, thanks to the Cauchy-Schawrz inequality, it follows from Eq. (3.39) that
We conclude with the help of the assumption (3.35) that 
Under the conditions (1.3), (1.4), (2.12), and (2.13), the function E h ∈ S(A), associated with the error vector whose components are {E N = ϕ N − ϕ N } N∈N , satisf ies the following estimates:
where C represents diverse, strictly positive, meshindependent constants.
Remark 3.10
The second inequality in Proposition 3.9 follows directly from Lemma 3.2. The first inequality ensures the convergence with order 1 (at least) of ϕ P and ϕ D for the norms . P and . D defined by Eqs. (3.6) and (3.7), respectively.
Error estimates for piecewise linear approximate solutions
It is shown in [30] for square meshes that the solution ϕ to the problem (1.1)-(1.2) could be approximated with diverse continuous cellwise polynomial functions over . Moreover, in [30] , error estimates have been obtained for cellwise linear, bilinear, and biquadratic solutions. A generalization of these results to nonstructured meshes does not seem obvious, except for cellwise linear solution that can be obtained in a general grid context as follows. Any cell from the primary mesh P is a (convex) polygon and so can be split into a finite number of triangular elements (see Fig. 7 ). Let {T} T∈T (P) be the triangular mesh generated by this way. So, the set of vertices of each triangular element T ∈ T (P) is made up of nodes where approximate 
where ∧ h represents the classical linear Lagrange interpolation operator associated with the set of nodes and where C stands for diverse, strictly positive, meshindependent constants.
Numerical tests and comparison with other methods
We deal in this section with test problems extracted (with corresponding grids) from FVCA5 benchmark (see [22] ). Let us start with recalling some variants of the DDFV method exposed in this work. In diverse test problems analyzed in this section, the proposed DDFV method is referred to as reused-value method.
Variants of the proposed method
The method exposed in this work could be slightly modified in the following way: One performs the flux approximation over each (primary and dual) cell boundary with imposing the flux continuity per halfedge. This is a variant named half-edge method in [27] . Alternatively, one could impose the flux continuity per edge for primary cell boundaries and per half-edge for dual cell boundaries. This process leads to another variant named mixed method in [27] . For more details concerning these variants, see [27] .
Notations
We have adopted the same notations as in [22] . Indeed, we denote by nunkw the number of unknowns, nnmat the number of nonzero terms in the discrete problem matrix, and sumflux the discrete flux balance, i.e., sumflux = flux0 + flux1 + fluy0 + fluy1 − sumf, where flux0, flux1, fluy0, and fluy1 are respectively the outward approximate fluxes across the following boundaries: {(x, y); x = 0 and 0 ≤ y ≤ 1}, {(x, y); x = 1 and 0 ≤ y ≤ 1}, {(x, y); 0 ≤ x ≤ 1 and y = 0}, and {(x, y); 0 ≤ x ≤ 1 and y = 1} and where sumf = P∈P meas(C P ) f (x P ) with x P denoting the coordinates of the cellpoint P associated with the primary cell C P . min is the minimum value of the approximate solution while max is its maximum value. When the analytical solution is available and the mesh is refined, we set
which is the relative discrete L 2 -norm of the error for the exact potential. Defined by analogy, ergradL2 is the relative discrete L 2 -norm of the error on the exact potential gradient. We denote by erL2(i) (resp. ergradL2(i)) the relative discrete L 2 -norm (resp. ergradL2) of the error on the exact potential (resp. exact potential gradient) corresponding to a level i (integer ≥ 2) of refinement for a given mesh. Let us set for all integers i ≥ 2
We define ratiogradL2(i), for all integers i ≥ 2, with the same relation as for ratioL2(i), except that erL2 is replaced by ergradL2. We respectively denote by erflx0, erflx1, erfly0, and erfly1 the relative error between flx0, flx1, fly0, and fly1 and the corresponding exact flux. erflm stands for L ∞ -norm of the error on the mean value of the flux across the mesh edges. In other words, we have
where Q σ and Q σ are respectively the exact and the approximate flux across σ which is either a primary edge or a dual edge. Note that a dual edge is actually a pseudo-edge and recall that the notion of pseudo-edge is defined in Definition 2.8. We denote by ocvL2 (resp. ocvgradL2) the order of convergence of the approximate potential (gradient of potential) in L 2 -norm. ocvL2 is given by the formula
where imax is the maximum level of refinement of a given mesh and h(imax) the corresponding mesh size. ocvgradL2 is defined by the same formula as for ocvL2 except that erL2 is replaced by ergradL2. ocvdisennorm 
Test problems
Remark 4.1 If we had to comment on how the irregular grids are refined, we would say that irregularity is imposed on all refinement levels. We equip alternatively with the classes of meshes depicted in Fig. 8 , which are triangular, distorted quadrilateral, and nonconforming rectangular.
• Test problem no. 1: The exact solution to Eqs.
Note that it is easy to get the corresponding source term f .
Triangular mesh solutions:
For this test case, computations in Table 1 confirm our theoretical result for the reused-value method (see estimates in Proposition 3.9). On the other hand, these computations exhibit a quadratic convergence in L 2 -norm for the pressure and its gradient (no contradiction with estimates from Proposition 3.9). According to the FVCA5 benchmark report (see [22] ), only a few methods have achieved this level of performance. Many of them (including our contribution within that benchmark, namely the halfedge method (Table 2) ) have displayed a quadratic convergence for pressure and only a linear convergence for pressure gradient in L 2 -norm. The flux errors for L ∞ -norm exhibited in Table 3 are in accordance with the theoretical results given in Proposition 3.6 which states that the flux error for L ∞ -norm is of the same magnitude order for both primal and dual edges (see also Remark 3.7).
Distorted quadrilateral mesh solutions Hereafter, i = 1 is the coarse level and i = 2 corresponds to the refined level of gridding.
According to Table 7 , the quadrilateral mesh solution to the diffusion problem (1.1)-(1.2) converges much faster than the above triangular mesh one for the norm (3.4) . This quadrilateral mesh solution and its gradient converge at the same rate as the triangular mesh ones for L 2 -norm. The Half-edge and the mixed methods possess a common convergence rate. From the flux computation viewpoint, both of these methods are less powerful than the reused-value method (see Tables 4, 5 , 6, and 7).
• Test problem no. 2: The exact solution to the diffusion problem (
Note that it is easy to determine the corresponding (source term) function f .
In this second test problem, we have first performed the solution computations over triangular meshes (see Fig. 8 ) for the reused-value method and its two variants. Numerical results are shown in Tables 8, 9 , 10, and 11. The reused-value method displays a quadratic convergence in L 2 -norm for pressure and pressure gradient, but only a linear convergence for the discrete energy norm defined by Eq. 3.4. This last result confirms our theoretical convergence result given in Proposition 3.9. The mixed method gets a less performance, while the half-edge method deceives with a poorer performance. In [22] , some schemes have displayed such a poor performance for the current test problem.
Rectangular nonconforming mesh solutions. Solving the current test problem on a rectangular nonconforming mesh with the reused-value method, half-edge method, and mixed method leads to the results shown in Tables 12, 13 , and 14, respectively.
Concluding remarks
The convergence rates for the pressure are in concordance with the ones obtained in [22] . Concerning the pressure gradient, the reusedvalue method and the mixed method show equal performance, while the half-edge method is weaker. Note that flux errors for L ∞ -norm exhibited in Table 9 confirm our theoretical result as the numerical magnitude orders of these errors are the same for both primal and dual edges (see Proposition 3.6 and Remark 3.7).
Part II:
We now consider a nonhomogeneous anisotropic porous medium =]0, 1[×]0, 1[ whose perme- ability matrix K is defined as follows (see [22] and [3] ):
• Test problem no. 3: It is easy to exhibit the unique f such that the diffusion problem (1.1)-(1.2) governed by the previous permeability matrix possesses as unique solution:
According to [22] , this test case led to numerical locking difficulties for some participating schemes. We have used the same family of square meshes as the one in [22] for computing the reused-value method solutions (see Table 15 ). A quadratic convergence of the pressure and its gradient for L 2 -norm is exhibited. Due to the homogeneous geological structure of for test problems of Part I, the approximate pressure gradient and the approximate flux have the same rate of convergence. In Part II (and the next one), the situation is different as is taken to be inhomogeneous; so, it is necessary to investigate the rate of convergence of approximate interface fluxes. Let Rate denote the investigated quantity (for L ∞ -norm); it could be defined as follows:
Using the relation (4.3), one can see from Table 16 that the convergence rate of the flux is almost 1.93 across the primal edges and 1.97 on the dual edges. This is a confirmation of our theoretical results which claim that the rates of convergence of the flux on primal and dual edges have the same magnitude order at least equal to 2 for L ∞ -norm (see Proposition 3.6 and Remark 3.7).
Part III: Following [22] for the test case exposed now, =]0, 1[×]0, 1[ is taken to be a geologically complex porous medium (see Fig. 9 ). More precisely, is a pile } (see, for instance, [26] concerning details about this point of view). This discontinuity line geometrically divides into two parts. Therefore, one may define as a union of two anisotropic heterogenous materials, namely 1 and 2 , with 2 = \ 1 and 1 = The figure below illustrates the geological structure of the anisotropic nonhomogeneous porous domain . The medium permeability tensor K is defined as
with K 11 = 10 2 and K 22 = 10 for (x 1 , x 2 ) ∈ 1 (4.7)
(4.8)
• Test problem no. 4: The pressure ϕ is prescribed on the domain boundary (Dirichlet boundary conditions): and the source term f is taken to be zero. According to the (continuous) maximum principle, the exact solution for the system (1.1)-(1.2) should be bounded by 0 and 1. Our purpose in this test case is to check if the computed solution takes its values between 0 and 1. For this purpose, a rectangular coarse mesh (see Fig. 10 ) and a refined conforming square mesh (made up of 20 × 20 cells) have been considered.
We are also interested in (1) knowing whether the proposed method meets the global mass conservation in and (2) computing the rate of convergence for the approximate interface fluxes. Since the global energy dissipated (in by viscous forces related to the flow) could be used to compute the effective permeability tensor of (see, for instance, [29, 35] but also [12] and the references therein), we are interested in in- Fig. 9 Geological architecture of the porous medium vestigating the capabilities of the reused-value method to compute this energy (whose exact value is almost 43.2E00 and could be obtained from a reference square mesh made of 320 × 320 cells).
Let us start with some definitions and notations (inspired from [22] ). We denote by Ener1 and Ener2 two approximations of the same quantity (namely the global energy dissipated in ) based on two integral expressions (perfectly identical in their continuous setting): The relative error Eren is defined by relation (4.10)
On the other hand, Eren denotes the quantity defined by the relation Eren = |Ener1 − Ener2| max{Ener1, Ener2}
. (4.10)
Thanks to relation (4.3), one can see from Table 17 that the convergence rate of the flux is 1.95 across the primal edges and grows into 1.99 on the dual edges. So, the flux globally converges slightly faster on dual edges than it does on primal edges. These convergence rates confirm our theoretical results that assert a convergence of order 2 (at least) for edge fluxes in L ∞ -norm. On the other hand, it is clear from Table 18 that if the mesh becomes finer and finer, the DDFV approximation of the energy expressions given by Eq. (4.9) leads to almost the same real value that converges to the energy dissipated by viscous forces in .
Conclusions and perspectives
In this work, we have presented a theoretical analysis and a numerical implementation of the DDFV method for subsurface flow problems. The discrete solutions are nothing than approximate pressures at cellpoints and vertices. With any discrete solution, a P 1 -finite volume solution is associated. We have proven the stability and some error estimates for the discrete solution (see Proposition 3.5 and Proposition 3.9). From these error estimates, the convergence of a P 1 -finite volume solution with order 1.00 for L 2 -norm and 0.50 for L ∞ -norm is derived. From the implementation and comparison point of view, the efficiency and competitiveness of the reused-value method have been shown for diverse unstructured and/or nonconforming meshes. Especially, convergence (with the same magnitude order) of approximate fluxes across primal and dual edges is theoretically and computationally proven. The theoretical analysis of this method for nonconforming unstructured meshes could be an interesting challenge.
