Abstract-The aim of this correspondence is to improve the performance of the least mean square (LMS) and normalized-LMS (NLMS
I. INTRODUCTION
The simplicity of the LMS algorithm has made it an important benchmark for other algorithms. The ability of the LMS algorithm to operate in a nonstationary environment has been investigated by many authors [1] - [5] . We consider here the nonstationarity that arises in system identification when an adaptive filter is used to model a smoothly time-varying system. In such a situation, the weight error vector may be expressed as the sum of the noise weight vector and the lag weight vector. The tradeoff between weight vector noise and weight vector lag produced by conventional LMS adaptation in a nonstationary environment was modeled with a Markov process of first order by Widrow et al. [1] and Macchi [2] (see also [3] - [5] ).
Multistep algorithms that are well-known in the field of numerical analysis have been introduced in the field of stochastic approximations of the Robbins-Monro type. Benveniste [3] has presented a design method for multistep adaptive algorithms in the case of slowly time-varying systems to improve the tracking capability when some prior information is available on the time variations of the true system. He has also pointed out the connection between the Kalman filter approach and smoothness priors [6] .
In this correspondence, we simplify the Kalman filter to obtain a two-step LMS/NLMS adaptive algorithm. The adaptation process in the proposed algorithm is implemented in two steps. The first step consists of the same process as the conventional LMS/NLMS algorithm. The second step consists of the estimation of the weight increment vector and prediction of weights for the next iteration. The computational efficiency of the two-step algorithm (particularly in Manuscript received October 7, 1997; revised November 11, 1998. The associate editor coordinating the review of this paper and approving it for publication was Dr. Mahmood R. Azimi-Sadjadi.
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combination with the block processing methods such as frequency block LMS and normalized frequency block LMS) and its fast tracking performance are the advantages that make it practical for a wider class of applications.
In Section II, we present the mathematical formulation and assumptions for a smoothly time-varying model. The optimal Kalman filter is derived in Section III. Simplifying Kalman algorithm in Section IV, the proposed algorithm is obtained. The relation between this algorithm, smoothing technique, and the conventional LMS is clarified. The convergence of the algorithm is discussed in Section V. In Section VI, simulation results confirm the efficiency of the algorithm. In the last section, we draw some conclusions. 3) N n is white noise with zero mean and autocorrelation
II. MATHEMATICAL FORMULATION
W o;n ; N n and X n are statistically independent. We note that in the development of the Kalman algorithm, X n is considered to be a deterministic process, but in the analysis of the algorithm, it is considered to be a random process. In the literature, the plant coefficients are often assumed to be first-order Markov processes for the tracking performance analysis of the LMS-based adaptive algorithm. Here, based on assumption 2, (2) represents a second-order Markov process, and W o;n is smoothly time-varying in comparison with the variations of Nn and Xn. Hence, we are able to estimate W o;n properly and then update it. The algorithms presented based on the model in (2) are stable, whereas the dynamic in (2) itself is critically unstable. Simulation results illustrate the robustness of the algorithm to the assumption made in this section.
III. THE KALMAN ALGORITHM
Given these assumptions, we first find the Kalman algorithm as follows [7, p. 2) It requires a high order of computation and memory.
3) It requires a large number of bits in digital implementation.
IV. THE PROPOSED ALGORITHM
To overcome these difficulties, we may simplify the Kalman algorithm to obtain a suboptimum algorithm that is less expensive in terms of computational complexity and VLSI implementation. We replace G n in (3b) and _ G n in (3c) by and , respectively. Note that Gn and _ Gn are positive definite matrices; thus, both and must be positive. To close one iteration of the adaptive algorithm, we use (3a)-(3d). Simplifying the notation, we obtain a variation of the well-known LMS algorithm
where W n and W njn01 , respectively, denote the vectors of the estimated model parameters and the one step predicted model parameters at time n. In the above equations substituting by different values, we obtain different algorithms, e.g.,
In this correspondence, we assume that both and are scalers.
It is interesting to note that by substituting (4d) in (4b) and then substituting the result in (4c), we obtain the following smoothing filter over the increment of W n that may be used to replace (4c) in
where 0 < 1 is the smoothing constant and controls the forgetting amount of the past in a compromise with an accurate estimate. Here, we note that _ W n is an estimate of variation of plant tap weight vector averaged over a number of iterations. The value of (10) plays the role of a forgetting factor introducing an exponential window over the increments of the past estimation of tap-weight vector.
V. MEAN CONVERGENCE ANALYSIS
In this section, we study the mean behavior and the bias of the adaptive algorithm. Let us define the following state error vector:
We obtain, in the Appendix 
where R E[X n X j . In this case, the absolute values of both eigenvalues will be the same, and we have . On the other hand, the number of unknown weights in the new algorithm is doubled. Thus, we expect intuitively that the amount of necessary information (that is proportional with convergence time) for initial learning should be at least doubled to achieve the same precision. After the initial learning time (i.e., ' 4 mean i ), the algorithm is capable of using the information about weight speeds to reduce the lag errors.
VI. SIMULATION RESULTS
We show by simulation the convergence and the tracking behavior of the algorithm in accordance with the mentioned results and compare its performance with the conventional LMS/NLMS algorithm. We actually consider a filter of M = 8 tap weights and uncorrelated additive noise with a SNR equal to 20 dB. Each experiment is repeated 100 times; then, the results are averaged and illustrated. First, we consider stationary situations and illustrate that the behavior of the modified LMS/NLMS algorithm remains almost equal to that of conventional LMS/NLMS algorithm. We fix Wo;n = Wo (a time-invariant random vector) in the first part of the simulations. Fig. 2 compares the performance of the conventional LMS (the case = 0) and the performance of the LMS algorithm combined with a new procedure for = =20 and a step size equal to = 0:1 and = 0:01. Simulation results confirm the theoretical results and show that the convergence time is increased by a factor of 2 for all step sizes. The steady-state excess MSE of the proposed algorithm is almost the same as conventional LMS. The case of correlated data inputs is considered, and the same obtained results confirm the theoretical expressions. Our simulations also confirm that NLMS could also be combined with the proposed procedure with the similar steady-state behavior and a doubled initial learning time. Thus, we conclude that 1) The algorithm is not sensitive to the smoothing factor when is assumed 1 to be greater than tr[R] 3) Its initial learning time is doubled; this is due to the fact that the number of estimated parameters is doubled.
In Fig. 3 , we have considered a sine wave W 0;n = 4:47 sin(0:002n + ) as the plant weight. Fig. 3(a) shows the true and estimated weight. The LMS algorithm exhibits a firstorder lowpass AR filter with the given time constant. The lag due to the time constant of LMS produces a considerable bias and makes the algorithm impractical in fast varying environments. This bias is removed in the proposed algorithm, which exhibits a second-order AR response with damped oscillation. Thus, the proposed algorithm is capable of tracking even fast but smooth variations of the plant. output MSE by 5 and 3 dB for different values of equal to 0.003 and 0.01, respectively (see [8] for more practical results). In all simulations, the following results are observed:
1) The algorithm remains stable for all and satisfying 0 < < max 
The errors tend to infinity when tends to zero or max . We note that stability range of the new algorithm for (
is independent with the dynamic of environment and, in the same situation, is identical to that of the conventional LMS algorithm, i.e., = 0.
2) Under this stability condition, the rate of convergence of this algorithm is proportional to the convergence time of the LMS algorithm. The convergence time of the algorithm is infinitely large when the step-size is very small or close to the stability bound max and lower bounded as a function of . The time constant of the covariance error of the speed estimation is very large when the smoothing factor is very small.
VII. CONCLUSION
When the time increment of the parameters are not zero mean, their estimates in the LMS algorithm are biased. We have proposed a new procedure based on the use of estimated increments, which is proved to yield unbiased estimates. The connection of the proposed algorithm and Kalman filter is highlighted. The convergence of the algorithm is confirmed by simulation results. The performance is improved significantly for a smoothly time-varying environment when we simultaneously estimate the tap weights and their increments. It is shown that the algorithm has the capability of tracking for a wider class of smoothly (slow or fast) time-varying models. The price paid for this improvement is that the initial learning time constant is doubled. Simulations demonstrate the efficiency and the robustness of the algorithm to the assumption made in Section II. The algorithm is robust in terms of finite bit precision and both parameters of step-size and smoothing factor .
In addition, all steps of the algorithm involve a computational complexity (memory) of order O(M), where M is the filter length.
Hence, this parallel inherent algorithm can be implemented quite easily. Moreover, this procedure could be combined with a wide class of adaptive filters (e.g., normalized and transform domain LMS, variable step size LMS, RLS, FBLMS, gradient lattice algorithm, etc.) to improve their behaviors.
APPENDIX ITERATIVE EQUATION OF ESTIMATED ERROR
Substituting (1) where 1W njn01 = W njn01 0W o;n . To proceed, from (4d), we find that 1W njn01 = 1W n01 + 1 _ W n01 . We replace the later result in (12) and in (13). By the definition of n in (5), we may rewrite the results of (12) and (13) in a matrix form and, thus, obtain (6a).
