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Abstract
This Thesis aims at characterizing the linear properties of electrostatic drift insta-
bilities arising in a toroidal plasma and the mechanisms leading to their development
into turbulence. The experiments are performed on the TORoidal Plasma EXperiment
(TORPEX) at CRPP-EPFL, Lausanne.
The first part of the Thesis focuses on the identification of the nature of the instabil-
ities observed in TORPEX, using a set of electrostatic probes, designed and built for
this purpose. The global features of fluctuations, analyzed for different values of con-
trol parameters such as the magnetic field, the neutral gas pressure and the injected
microwave power, are qualitatively similar in different experimental scenarios. The
maximum of fluctuations is observed on the low field side, where the pressure gradi-
ent and the gradient of the magnetic field are co-linear, indicating that the curvature
of the magnetic field lines has an important role in the destabilization of the waves.
The power spectrum is dominated by electrostatic fluctuations with frequencies much
lower than the ion cyclotron frequency. Taking advantage of the extended diagnostics
coverage, the spectral properties of fluctuations are measured over the whole poloidal
cross-section. Both drift and interchange instabilities develop and propagate on TOR-
PEX, with the stability of both being affected by the curvature of the magnetic field.
It is shown that modes of different nature are driven at separate locations over the
plasma cross-section and that the wavenumber and frequency spectra, narrow at the
location where the instabilities are generated, broaden during convection, suggesting
an increase in the degree of turbulence.
The transition from coherent to turbulent spectral features and the role of nonlinear
coupling between modes in the development of turbulence are treated in the second
part of this work. It is found that nonlinear mode-mode coupling is responsible for
the redistribution of spectral energy from the dominant instabilities to other spectral
components and that this mechanism is independent of the nature of the instabilities.
Nonlinear interactions between the mode and its nonlinearly generated harmonics are
responsible for the filling of the spectral regions between harmonics. Later in the de-
velopment along the convection path, the unstable mode transfers energy to spectral
components with significantly larger frequencies. This transfer of energy can be inter-
preted in the investigated plasma scenarios as a forward cascade in wavenumbers, with
transfer of energy from large to small scales.
Keywords: electrostatic fluctuations, instabilities, drift waves, interchange, turbu-
lence, nonlinear, toroidal, plasma, Volterra.
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Version abre´ge´e
La caracte´risation des proprie´te´s line´aires des instabilite´s e´lectrostatiques pre´sentes
dans un plasma toro¨ıdal ainsi que la mise en e´vidence des me´canismes conduisant a`
leur de´veloppement en turbulence consituent l’objectif de cette the`se. Les expe´riences
sont re´alise´es sur TORPEX (TORoidal Plasma EXperiment) au Centre de Recherches
en Physique des Plasmas de Lausanne. La premie`re partie de ce travail est de´die´e a`
l’identification de la nature des instabilite´s observe´es dans TORPEX. Les fluctuations
de densite´, tempe´rature et potentiel sont analyse´es pour divers valeurs des parame`tres
de controˆle, tels que le champ magne´tique, la pression de gaz neutre et la puissance
micro-onde injecte´e. Les caracte´ristiques globales de ces fluctuations sont similaires
pour les diffe´rents sce´narios expe´rimentaux explore´s. Les fluctuations sont maximales
dans la region ou` le gradient de pression et le gradient du champ magne´tique sont
co-line´aires, indiquant que la courbure des lignes de champ magne´tique joue un roˆle
important dans la de´stabilisation des ondes. Le spectre de puissance est domine´ par
des fluctuations e´lectrostatiques, dont les fre´quences sont nettement plus basses que
la fre´quence cyclotronique des ions. Les proprie´te´s spectrales des fluctuations sont
e´galement mesure´es sur toute la section polo¨ıdale du plasma, montrant que des in-
stabilite´s de de´rive et d’interchange se de´veloppent et se propagent, en e´tant toutes
deux affecte´es par la courbure du champ magne´tique. Des modes de diffe´rente nature
apparaissent dans des endroits distincts de la section du plasma et les spectres en nom-
bre d’onde et en fre´quence des fluctuations sont e´troits dans les re´gions ou` se forment
les instabilite´s, puis s’e´largissent pendant la convection, sugge´rant une augmentation
du niveau de turbulence. La transition d’un comportement spectral cohe´rent vers un
comportement spectral turbulent ainsi que le roˆle des couplages non line´aires entre
les modes dans le de´veloppement des turbulences sont traite´s dans la deuxie`me partie
de ce travail. Nous avons montre´ que les couplages non line´aires entre modes sont
responsables de la redistribution d’e´nergie spectrale des instabilite´s dominantes vers
les autres composantes spectrales et que ce me´canisme est inde´pendant de la nature
des instabilite´s. Les interactions non line´aires entre le mode et ses harmoniques provo-
quent le remplissage des re´gions spectrales situe´es entre les harmoniques. Le long de
la trajectoire de convection, le mode instable transfert l’e´nergie aux composantes spec-
trales de fre´quence significativement plus e´leve´e. L’observation d’une relation line´aire
entre nombre d’onde et fre´quence permet d’interpre´ter ce transfert d’e´nergie comme
un transfert d’e´nergie des grandes vers petites e´chelles.
Mots-cle´s : fluctuations e´lectrostatiques, instabilite´s, ondes de de´rive, interchange,
turbulence, non line´are, plasma.
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Chapter 1
Introduction and motivation
Most plasma magnetic confinement schemes are affected by levels of particle and
heat flux across the magnetic field much higher than those induced by collisional pro-
cesses [1]. Drift waves and related turbulence have received increasing attention over
the past two decades, due to their role in the regulation of such ‘anomalous’ cross-field
transport [2][3]. Drift waves are driven by gradients in the equilibrium pressure profile,
a feature that makes them universally present in laboratory plasmas, and are charac-
terized by low frequencies and long wavelengths. In low-β plasmas, drift waves have
electrostatic character, leading to perturbations in density and plasma potential, but
not in the magnetic field. Although it is at present generally accepted that plasma
transport across the magnetic field is controlled by low-frequency drift wave fluctu-
ations, a complete understanding of the mechanisms leading from linearly unstable
modes to turbulence and the link between turbulence and transport is still missing.
To explain how drift waves, initially unstable in a limited frequency range, give rise
to a broad spectrum, nonlinear mechanisms based on three-wave coupling are invoked
[4]. Theoretical models for drift wave induced turbulence have been developed for
non-collisional [5][6] and collisional [7] regimes. For ion Larmor radius much smaller
than the density gradient scale length, the dominant nonlinearities in the continuity
equation for the ion dynamics arise from the E˜×B term in the convective derivative
applied to density and vorticity [5][6][8][9].
A systematic comparison of theoretical results with experimental data in fusion
devices is not possible due to the intrinsic difficulty, in high performance tokamaks or
stellarators, to diagnose the plasma with adequate coverage, and spatial and temporal
resolution. Density gradients are often extremely steep close to the plasma edge, where
the level of density fluctuations can be as high as 10%-100% of the background density,
compared to 0.1%-1% measured in the central regions [2]. Direct measurements of
fluctuating quantities are often limited to the Scrape Off Layer (SOL) plasma where
the wavenumber and frequency spectra have evolved to a strongly turbulent stage.
Although some coherent features are still detectable in the measured spectra, it is
difficult to trace the source of turbulence to any linear wave or instability underlying
the turbulence [10][11]. These intrinsic difficulties motivate the development of basic
plasma physics experiments dedicated to fluctuations, turbulence and transport studies.
Since the first detailed observations in Q machines [12], drift waves have been exten-
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sively studied in linear devices in collisionless [13][14] and collisional [15][16] regimes.
In these experiments the pressure profile is centered on the axis of the device and is
radially symmetric. Drift waves are therefore excited at a well defined radial position,
where the density gradient is maximum, then propagate perpendicularly to the mag-
netic field, along the azimuthal direction. As the absence of magnetic field curvature
limits the development of turbulence, an ad hoc electric field is in some cases applied
externally, to introduce an effective gravity term and investigate its effects [17].
Although some aspects of the physics of drift waves and turbulence related transport
can be addressed in linear devices, toroidal geometry is important in order to have the
ingredients that drive turbulence in fusion experiments, namely magnetic field line
curvature in combination with plasma gradients [18][19]. The gradient of the magnetic
field intensity and the curvature of the field lines contribute to the destabilization of low
frequency fluctuations in bad curvature regions, where the pressure and the gradient of
the magnetic field are co-linear. Basic plasma physics experiments in toroidal geometry
offer the possibility of investigating electrostatic instabilities, their development into
turbulence and their implications for anomalous transport in fusion plasmas in well
controlled and reproducible experimental scenarios with extensive diagnostic coverage.
Aspects of the physics of low frequency fluctuations have been studied in a number
of experiments with simple magnetized toroidal plasmas, namely a toroidal magnetic
field with a superimposed small vertical field component. The combined effect of
pressure gradient and interchange drive on the dispersion relation was investigated in
Ref. [20]. The resistive drift turbulence was shown to be dominated by the interchange
effect in the long wavelength limit, but measurements could be taken and compared
with predictions only in limited regions of the plasma, at the plasma edge. Recently,
several experiments addressed the spatio-temporal evolution of density and potential
fluctuations [21][22][23], mainly using cross-correlation techniques.
For a complete investigation of the nature of the instabilities, the analysis of the
spatio-temporal dynamics of the fluctuations needs to be integrated with measurements
of their spectral properties. The dispersion relation should be measured in both per-
pendicular and parallel directions, over extended regions of the plasma. The results
should then be compared with a theory that takes into account the combined effects
of pressure gradient and interchange drive. Such a comprehensive investigation has
not been undertaken so far, to our knowledge, in any toroidal experiment with simple
magnetic configuration, and constitutes the main goal of the first part of this work.
The role of nonlinear coupling in the development of turbulence has been investigated
in linear devices, both in the frequency [15] and in the wavenumber [24] domain. First
comparisons of the measured spectral and spatial features of electrostatic turbulence
with the predictions of a nonlinear fluid model were attempted in a basic toroidal de-
vice [25][26]. Up to date, no systematic measurements of the nonlinear properties of
fluctuations leading to the development of turbulence from an initial drift-interchange
instability have been performed in a simple magnetized toroidal plasma. Of particular
interest is the study of the evolution of the spectra during convection. These aspects
constitute the motivation for the second part of this work.
This Thesis contributes to the characterization of the linear and nonlinear prop-
erties of electrostatic instabilities that develop in toroidal plasmas, via a number of
4
experiments performed on the simple magnetised toroidal plasma TORPEX [27][28].
A local kinetic dispersion relation for electrostatic instabilities is derived in slab
geometry in the limit for drift waves in Chap. 2. Inhomogeneities in the density and
temperature profiles are allowed in the equilibrium distribution function of ions and
electrons. The effect of the magnetic field curvature and of the gradient in the mag-
netic field magnitude are included as external forces. The numerical solution of this
dispersion relation constitutes our main reference for the identification of the nature
of the observed instabilities.
Arrays of electrostatic probes have been designed and built to measure fluctuation
levels and the dispersion relation at fixed locations along the azimuthal direction. The
distance between the probes is sufficiently small to resolve wavelengths of approxi-
mately 3 mm and the dedicated electronics has been designed to guarantee low phase
distortion up to the largest frequencies acquired (i.e. 125 kHz). This set of probes
is integrated with movable probe arrays for the measurement of the radial profile of
fluctuations in the density, electron temperature and electrostatic plasma potential,
and of the dispersion relation parallel and perpendicular to the magnetic field. Almost
200 electrostatic Langmuir probes are installed on TORPEX. They are described in
Chap. 4, while the TORPEX experimental setup is described in Chap. 3.
To isolate the driving mechanism for instabilities it is necessary to identify the
plasma location where instabilities are excited by measuring the fluctuating quantities
over most of the plasma cross-section. The location where the fluctuation amplitude
is maximum is expected to correspond to the location where the drive is the largest.
In order to treat efficiently the very large amount of data from such a comprehen-
sive set of probes, a semi-automatic method for the reconstruction of the profile of
the amplitude of fluctuations and their distribution in frequency has been developed
(Sec. 5.3). Based on the measurement of the power spectra over the whole plasma
cross-section and taking advantage of the reproducibility of the plasma discharges, this
method allows one to separate the regions where individual modes are driven. When
instabilities of different nature coexist in the same plasmas, the determination of the
driving mechanism is an essential step for the identification of their nature.
The dispersion relation is reconstructed by means of statistical techniques, described
in Sec. 5.4. Particular care is taken in the measurement of the parallel wavenumber
(Sec. 5.4.4), which is important for the discrimination between pure interchange and
drift instabilities. This measurement is particularly delicate and affected by many fac-
tors, due to the low ratio of the parallel to the perpendicular wavenumber (Sec. 5.4.4
and App. D). The width of the parallel and perpendicular wavenumber spectra, re-
lated to the degree of turbulence and to the correlation length, is measured for each
frequency component. Chapter 6 describes the spectral techniques used to quantify
the nonlinear coupling among spectral components. An equation for the nonlinear
dynamics of fluctuations in the laboratory frame is derived and used to quantify the
transfer of energy in mode-mode interactions.
The general properties of the instabilities observed on TORPEX and the depen-
dence of their spectral features on selected control parameters is discussed in Chap. 7.
It is shown that density fluctuations peak on TORPEX on the low field side, where
the pressure gradient and the magnetic field gradient are co-linear, indicating that the
5
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curvature of the magnetic field is essential for their destabilization. Both drift and in-
terchange instabilities can develop in TORPEX plasmas. Drift modes with k⊥ρi < 0.1,
where ρi is the ion Larmor radius and k⊥ the wavenumber perpendicular to the mag-
netic field, are strongly affected by the curvature of the magnetic field lines. Chapter
8 focuses on the characterization of the linear properties of these modes, which are
referred to as drift-interchange. The linear properties of pure interchange instabilities
are described in Chap. 9.
The second part of the Thesis is dedicated to the identification of the mechanisms
leading to electrostatic turbulence from linear drift instabilities. This represents the
subject of Chap. 10, aimed at characterizing the evolution of the nonlinear properties
of fluctuations at different stages of the development of turbulence. The extended diag-
nostics coverage is an important tool also for this part of the research. Fluctuations are
measured at different locations over the plasma cross-section, starting form the region
where the instabilities are generated and following the direction of convection. The
wavenumber and frequency spectra broaden during convection indicating development
of turbulence. By measuring the strength of the nonlinear coupling at different loca-
tions along the convection path, the role of three-wave interactions in the broadening
of the spectrum has been elucidated. The development of turbulence begins with a
phase where harmonics of the unstable modes are generated. The strong nonlinear
coupling among the lowest order harmonics is at this stage responsible for the filling
of the spectral regions at frequencies intermediate to the harmonics themselves. At
subsequent stages, the unstable modes interact nonlinearly with spectral components
with significantly larger frequencies and energy is transferred in the frequency domain
away from the modes. These mechanisms leading to turbulence seem to be indepen-
dent of the nature of the instabilities. The transfer of energy from the frequency of
the unstable mode to spectral components with larger frequencies can be interpreted
as a forward cascade in wavenumber space, with transfer of energy from large to small
scales. This extension is justified by the strong E0×B drift in TORPEX plasmas and
by the measurement of a linear dispersion relation along the direction of convection in
an extended range of frequencies. Chapter 11 summarizes the main results achieved
and their implication, and outlines some of the possible future lines of research on
TORPEX.
6
Chapter 2
Linear drift instabilities in a
toroidal plasma
Plasmas that are inhomogeneous across the magnetic field are subject to a large
class of instabilities, which go under the name of gradient instabilities [29][18]. The
instabilities are considered universal because gradients in the density, temperature and,
in particular configurations, also in the magnetic field, are inevitable in laboratory
plasmas. This Thesis work will address the case of weak inhomogeneities, i.e. plasmas
in which the ion Larmor radius is small compared to the typical scale length of the
inhomogeneities. Instabilities driven in such plasmas are called drift instabilities and
the corresponding propagating perturbations drift waves [18].
In this Thesis the term drift will therefore be used in general to indicate all those
instabilities developing in weakly inhomogeneous plasmas, in the presence of gradients
in the background pressure profile combined to a curved magnetic field. However, a
distinction will be made between drift waves with k · B0 ' 0, which represent the
interchange limit, and can be called interchange modes, and drift waves with k ·B0 6= 0
(see Table 2.2). In toroidal geometry the stability of drift waves is affected by the
presence of a curved magnetic field, which contributes to the destabilization of modes
in regions where the density gradient is co-linear to the magnetic field gradient. Drift
modes whose stability properties are strongly affected by the interchange mechanism
can be referred to as drift-interchange.
Resonance phenomena between particles and waves are important for the stability
of drift waves. For this reason the stability will be analyzed using a Vlasov equation,
rather than the moments equations. The properties of drift waves in presence of a
density gradient and the effect of collisions on their stability will be briefly summarized
in Sec. 2.1. The interchange mechanism will be discussed in Sec. 2.2. Section 2.3 will
provide a description of the kinetic dispersion relation used in the next Chapters to
compare the measured dispersion relation and to identify the nature of the instabilities
observed on TORPEX. The contribution of a gradient in the amplitude of the magnetic
field and the curvature of the field lines are included as an external force parallel to the
background pressure profiles. Numerical solutions will be derived in the limit of straight
magnetic field (Sec. 2.4.1) and in the interchange limit (Sec. 2.4.2), and calculated for
the typical plasma parameters on TORPEX. The implications of these results will be
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summarized at the end of the Chapter.
2.1 Elementary properties of drift instabilities
Drift waves are collective low frequency oscillations in the ion and electron popu-
lation, existing in the presence of a gradient in the background density profile. While
the propagation is essentially perpendicular to the magnetic field, a small component
of the phase velocity is usually allowed along B, with k‖/k⊥  1. If the phase veloc-
ity along the magnetic field is sufficiently low (ω  k‖vthe) the electrons can respond
adiabatically and the linearized Boltzmann distribution applies in the form:
n˜e = n0
eφ˜
Te0
. (2.1)
Here n0 and Te0 are the background density and electron temperature, having assumed
quasi-neutrality Zni0 = ne0 = n0, while n˜e and φ˜ represent the fluctuating density and
electrostatic potential. Assuming that perturbations propagate across the magnetic
field and are of the form eı(kyy−ωt), the dispersion relation ω∗e = kyvde is obtained from
the linearized ion continuity equation. Under the hypothesis of adiabaticity, n˜e and φ˜
are in phase and the perturbations propagate with the electron diamagnetic velocity
vde:
vde =
Te0
eB20
∇ lnn0 ×B = Te0
eB0
d lnn0
dx
ey (2.2)
The mechanism for development and propagation of drift waves in inhomogeneous
plasmas is illustrated in Fig. 2.1. In the collisional regime the hypothesis of adiabatic
response of the electrons is broken by dissipation, and the electron-ion collisions give
rise to a phase difference of the order of ωνe/k
2
zv
2
e compared to unity [3]. Instead of
Eq. (2.1), the parallel dynamics for the electrons gives the following relation between
density and potential fluctuations [18]:
n˜e = n0
eφ˜
Te0
1− ıω∗emeνei/k2zTe0
1− ıωmeνei/k2zTe0
(2.3)
The dispersion relation is finally obtained [18]:
1− ω∗e
ω
+ k2⊥ρ
2
s
(
1− ıωmeνei
k2zTe0
)
= 0 (2.4)
whose solution for positive imaginary ω describes the drift resistive instability. In the
collisionless regime the phase difference between n˜e and φ˜ is produced by the interaction
between the wave and resonant electrons, i.e. electrons with parallel velocity vz close
to the parallel phase velocity ω/kz. The role of the wave-particle resonance in the
destabilization of drift waves is shown in Fig. 2.2. For an overview of drift waves and
the discussion of the stability in function of the various parameters, the interested
reader is addressed to the review papers by Krall [29] and Mikhailovsky [18].
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n
0
ñññ φ∼φ∼φ∼
d
Figure 2.1: (Courtesy of S. Brunner). Basic mechanism for drift waves. Let’s consider a
perturbation quasi-perpendicular to B that develops in a plasma with density gradient
∇n0 along x at the equilibrium. If electrons can respond adiabatically, density (n˜) and
electrostatic fluctuations (φ˜) are in phase. The convection of the plasma is clockwise
around a maximum of n˜ and counter-clockwise around a minimum of n˜. This causes an
increase of the density to the left of the maximum in n˜. The perturbation propagates
to the left in the figure, in the direction of the electron diamagnetic current vde.
n
0
d ñ ññ ñ
φ φ φ φ∼ ∼ ∼ ∼
Figure 2.2: (Courtesy of S. Brunner). Mechanism for destabilization of drift waves
via the resonant interaction along the magnetic field with particles having velocity
vz close to the phase velocity of the waves ω/kz. The destabilizing effect arises from
the fact that these particles undergo a constant vE drift that reinforce the density
perturbation leading to instability.
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2.2 The interchange mechanism
The interchange mechanism arises when a charge independent force opposes the
density gradient of a plasma supported by a magnetic field. It is similar to the hydro-
dynamic instability occurring in a gravitational field when a heavy liquid is supported
by a lighter liquid. In linear devices it is also called centrifugal instability, because it
raises from the centrifugal effect due to the rotation of the plasma column induced by
a background electric field. The interchange mechanism is illustrated in Fig. 2.3. Let’s
consider a plasma inhomogeneous along x and subject to an external force F, charge
sign independent and anti-parallel to the density gradient. The force F will induce a
drift with velocity:
vF =
F×B
qαB2
(2.5)
The drifts are opposite for electrons and ions and cause a separation of charges. The
resulting electric field induces a cross-field drift, E × B, which amplifies density per-
turbations. Conversely, if the force is parallel to the density gradient, the effect is to
damp out the perturbations.
Gradient and curvature of the magnetic field
In the presence of a gradient in the magnitude of the magnetic field ∇B, the
magnetic moment µ = mv2⊥/2B, related to the gyro-motion of the charged particle,
gives rise to a force Fµ = −µ∇⊥B. In the presence of curvature of the magnetic field,
the particle is submitted to the centrifugal force Fc = −mv2‖e‖ · ∇e‖. Here v⊥ and v‖
are the components of the velocity perpendicular and parallel to B, and e‖ = B/B.
One can show that, for a low-β plasma, e‖ · ∇e‖ = ∇⊥ lnB, and these two forces can
be combined:
FB = Fµ + Fc = −m
(
v2⊥
2
+ v2‖
)
∇⊥ lnB (2.6)
This total force depends on the velocity of particles. However, for the simple purposes
of calculating the drift induced by the curvature, we can consider the average of FB
over the equilibrium particle distribution, which gives:
FB = −2 T
Rc
ex (2.7)
The sign is such that FB opposes the density gradient, necessary condition for the
interchange instability. By comparing the curvature drift:
vB =
mα
qα
(
v2⊥
2
+ v2‖
)
Rc ×B
R2cB
2
(2.8)
where ∇⊥B = −BRc/R2c , with the gravitational drift
vg =
mg ×B
qαB2
(2.9)
10
2.2. THE INTERCHANGE MECHANISM
B
x
y
z
Plasma
Vacuum
n
B
F
F x B
qB2
v
F
 = 
v
F
  
q > 0 q < 0
F independent of sign(q)
B
E
++
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++
++−−
−
−
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v
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v
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B 2
v
E
 = 
Initial 
 Perturbation
0
Figure 2.3: (Courtesy of S. Brunner). Basic mechanism for the interchange instability.
(a) Initial state, with an inhomogeneous plasma with density gradient ∇n0 along x,
subject to an external force F, independent of the charge sign and anti-parallel to ∇n0.
(b) The force F induces a drift vF with opposite directions for ions and electrons. The
resulting electric field originates an E×B drift that reinforces the perturbation.
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B
∇n , ∇T
x
y
z
ρi
F
0 0
Figure 2.4: Slab geometry used for the calculation of the dispersion relation. Density
and temperature gradients are along x, as well as the external force F, the magnetic
field is along z. The Larmor orbit, of radius ρ, is shown for a positive charge.
it can be seen that the gravitational drift provides a good model for the drifts in a
curved magnetic field, provided the vectors g and Rc are in the same direction, and an
effective gravity g is defined as:
g =
(
v2⊥
2
+ v2‖
)
1
Rc
=
2T
MRc
(2.10)
2.3 The dispersion relation for inhomogeneous plas-
mas
The evolution of the distribution function fα(r,v, t) for the species α is governed
by the Vlasov equation:
∂fα
∂t
+ v · ∇fα + 1
mα
(qαv ×B+ F) · ∇vfα = 0 (2.11)
where qαv × B is the Lorentz force and F is an external force. We’ll assume in the
following that the plasma is subject to an electric field E0 = FE/qα and to a curved
magnetic field, so that F = FE + FB. The evolution of the system in the electrostatic
approximation 1 is entirely described by the Vlasov equation together with the Poisson
equation:
∇ · E = 1
ε0
∑
α
qα
∫
dvfα (2.12)
where the electric field derives from the potential φ, E = −∇φ. All physical quantities
are assumed to be the superposition of an equilibrium and a fluctuating part, fα =
1The experiments presented in this Thesis are run in plasmas with β ∼ 10−5, where β = 2µ0nT/B2
is the ratio of the plasma pressure nT to the magnetic field pressure B2/2µ0. In the rest of this Thesis
it is implied that B ≡ B0, where B0 denotes the background magnetic field.
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fα0 + f˜α and φ = φ0 + φ˜. Figure 2.4 shows the slab geometry adopted, with the
magnetic field along z and inhomogeneities and external forces along x. With the
inhomogeneities along x, the perturbed quantities can be written as:
φ˜ = φˆ eı(kyy+kzz−ωt)
f˜α = fˆα e
ı(kyy+kzz−ωt)
with the amplitude of fluctuations, φˆ and fˆα assumed to be small. The hypothesis
that perturbations are independent of x, also called local approximation, is valid for
wavelengths k⊥ > d lnn0/dx. The dispersion relation is obtained from the Poisson
equation written in Fourier space:
k2φ˜ =
1
ε0
∑
α
qαn˜α
where the perturbed density n˜α is obtained by integrating the perturbed distribution
function over velocities. The dispersion relation is given by the zeros of the dielectric
function (k, ω):
(k, ω) = 1−
∑
α
qα
ε0k2
nˆα
φˆ
= 0. (2.13)
2.3.1 The equilibrium distribution function
The equilibrium distribution function is a function of the constants of motion, the
energy H and the momentum py and pz:
py = mvy + q
∫
dxB0(x) ' mvy + qxB0 (2.14a)
pz = mvz (2.14b)
H =
1
2
mv2 − Fx (2.14c)
In writing Eq. (2.14a) we have assumed that the magnetic field is constant over the
Larmor radius. It follows from Eq. (2.14a) that X = x + vy/Ω is also a constant of
motion, where Ω = qαB0/mα is the cyclotron frequency. The equilibrium distribution
function can thus be chosen to be a function of X, f0(X,H⊥, vz). Assuming that the
characteristic lengths L = |d lnn0/dx|−1, |d lnT0/dx|−1 of the inhomogeneities are large
compared to the average Larmor radius ρ of the particles, one can expand to first order
in ρ/L:
f0(X,H⊥, vz) = f0(x,H⊥, vz) +
∂f0(x,H⊥, vz)
∂x
vy
Ω
+O(2) (2.15)
The local distribution function f0(x,H⊥, vz) is defined as:
f0 =
(
m
2piT0(x)
)3/2
n0(x)e
F
T0(x)
x
e
− mv2
2T0(x) (2.16)
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where T0(x) and n0(x) define the local temperature and density, respectively. The dis-
tribution function is thus a Maxwellian with the modified local density n0(x)e
Fx/T0(x).
With this choice, it results that:
∂f0
∂x
=
[
d lnn0(x)
dx
+
F
T0(x)
+
d lnT0(x)
dx
(
H
T0(x)
− 3
2
)]
f0. (2.17)
In the last equation we have identified f0 ≡ f0(x,H⊥, vz). The term F/T0(x) represents
the inverse scale length associated with the external force F. It is easy to prove that
the condition ρ/L 1 implies:
ρ
F
T0
=
F
qαB0
1
vth
=
|vF |
vth
 1 (2.18)
where vF = (F×B)/(qαB2) is the drift related to F. The condition of weak inhomo-
geneities implies that the drifts associated to external forces must be small compared
to thermal velocities.
Average drift velocities
The average velocity is obtained by integrating over velocities:
vd(x) =
∫
dv v f0(X,H⊥, vz)∫
dv f0(X,H⊥, vz)
=
1
n0
∫
dv v f0(x,H⊥, vz) +
1
n0
∫
dv v
∂f0
∂x
vy
Ω
At x = 0 this gives:
vd(x = 0) =
1
qαB2
(
−∇p0
n0
+ F
)
×B. (2.19)
The first term is the diamagnetic drift vdα, which results from the interplay between
spatial inhomogeneities and the finite Larmor radius. The second term is the drift
induced by the presence of an external force F = F eˆx, given by Eq. (2.5). In the
presence of a background electric field E0 and of a gravity type force, Fg, the resulting
drift velocity is:
v⊥α =
∇p0α ×B
qαn0B2
− E0 ×B
B2
− mα
qαB2
g ×B (2.20)
where the second and third term on the right hand side are respectively the background
E0×B velocity vE and the drift due to the gradient and the curvature of the magnetic
field. The latter has been represented as a gravitational drift using Eq. (2.6) and
Eq. (2.10). On TORPEX the electron diamagnetic drift velocities range typically
between 200 and 1200 m/s, while vE can reach 2.5× 103 m/s and the curvature drift is
approximately 100 m/s. On the low field side usually |vde|  |vE| and the dominant
drift is therefore the E0 ×B drift.
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2.3.2 The perturbed distribution function
The perturbed distribution function f˜α is solution of the linearized Vlasov equation:
D
Dt
∣∣∣∣
u.t.p.
f˜α =
[
∂
∂t
+ v · ∂
∂v
+
1
m
(qαv ×B+ FE + FB) · ∂
∂v
]
f˜α =
qα
mα
∇φ˜ · ∂fα0
∂v
(2.21)
where D/Dt|u.t.p. stands for the total derivative along the unperturbed trajectories,
[r′(t′),v′(t′)], defined by:
dr′
dt′
= v′ (2.22a)
dv′
dt′
=
1
m
(qv′ ×B+ FE + FB) (2.22b)
with the initial conditions r′(t′ = t) = r, v′(t′ = t) = v. The Eq. (2.21) can thus be
solved for f˜α by integrating along the unperturbed trajectories of the particles:
f˜α(r,v, t) =
qα
mα
∫ t
−∞
dt′ ∇φ˜ · ∂fα0
∂v
∣∣∣∣
r′(t′),v′(t′),t′
(2.23)
having assumed =(ω) > 0 to impose causality, so that f˜α(t = −∞) = 0. After some
algebra, the argument of the integral in Eq. (2.23) is written as:
∇φ˜ · ∂fα0
∂v
= ı(ωn + ω
′
T + ωE − k · v)
fα0
v2th
φˆ eı(k·r−ωt) (2.24)
where:
ωn =
Tαky
qαB0
d lnnα
dx
(2.25a)
ω′T =
Tαky
qαB0
dTα
dx
∂
∂Tα
(2.25b)
ωE = −kyE0
B0
(2.25c)
The term ω′T is an operator acting on the distribution function through the partial
derivative ∂/∂Tα. After integration along the unperturbed trajectories, the amplitude
of f˜α can be written as:
fˆα = −qαφˆ
Tα
1− (ωn + ω′T + ωE − ω) +∞∑
N,N ′=−∞
JN
(
kyv⊥
Ω
)
JN ′
(
kyv⊥
Ω
)
eı(N−N
′)θ
kzvz +NΩ + ωE + ωB − ω
 fα0
(2.26)
where JN are the Bessel functions and ωB = kyvB with vB given by Eq. (2.8). To
obtain the density fluctuations amplitude nˆα and the dielectric function at the surface
x = 0, one must therefore integrate fˆα over velocities:
nˆα = −nα qαφˆ
Tα
1− (ωn + ω′T + ωE − ω) +∞∑
N=−∞
∫
dv
fα0
nα
J2N
(
kyv⊥
Ω
)
kzvz +NΩ + ωE + ωB − ω

(2.27)
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where the integral over θ leads to N = N ′. The integral in (2.27) must be evaluated
numerically over the perpendicular and parallel velocities, due to the dependence of
ωB on both v⊥ and v‖.
2.4 Analytical solution for drift waves
The effect of a constant, background electric field on the dispersion relation is a
Doppler shift in the real frequency of the instability. Equation (2.27) can therefore be
written as a function of the Doppler-shifted frequency ω′ = ω − ωE:
nˆα = −nα qαφˆ
Tα
1− (ωn + ω′T − ω′) +∞∑
N=−∞
∫
dv
fα0
nα
J2N
(
kyv⊥
Ω
)
kzvz +NΩ + ωF − ω′
 (2.28)
The term ωF is now related to an external charge independent force F = Fex. Under
the hypothesis that F is independent of the velocity, the integral can be computed
analytically. Replacing f0 from Eq. (2.16) the integral over vz gives:
1√
2pi
∫ +∞
−∞
dvz
vth
e−v
2
z/2v
2
th
kzvz +NΩ + ωF − ω′ =
1
ω′ − ωF −NΩ
[
W
(
ω′ − ωF −NΩ
|kz|vth
)
− 1
]
where the plasma dispersion function W (·), defined as:
W (z) =
1√
2pi
∫
Γ
dx
x
x− z e
−x2/2 (2.29)
accounts for the resonant interactions along the magnetic field. The integral over v⊥
gives the scaled modified Bessel functions ΛN(·):∫ +∞
0
v⊥dv⊥
v2th
e−v
2
⊥/2v
2
thJ2N
(
kyv⊥
Ω
)
= e−(kyρ)
2
IN [(kyρ)
2] = ΛN(ξ)
The terms ΛN(ξ), with ξ = (kyρ)
2, represent the finite Larmor radius effects. In the
limit of low frequency fluctuations, with ω  Ωe,Ωi, only terms with N = 0 need to be
taken into account in Eq. (2.28). In the long wavelength limit, kyρ 1, Λ0(ξ) can be
expanded as Λ0(ξ) ' 1− ξ. For the electrons in particular, Λ0(ξe) ' 1 because ξe  1.
The dispersion relation can finally be written as:
(k, ω) = 1+
∑
α
1
(kλDα)2
{
1 +
ω′ − ωn − ω′T
ω′ − ωF
[
W
(
ω′ − ωF
|kz|vth
)
− 1
]
Λ0(ξ)
}
= 0 (2.30)
where λDα = (0Tα/n
2
0)
1/2 is the Debye length. Under the hypothesis that ∇Te,i = 0,
we’ll calculate the analytic solution of the dispersion relation in two cases, namely in
the limit of a straight magnetic field and in the interchange limit.
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2.4.1 Drift waves in straight magnetic fields
In the simple case where only the density gradient is present, i.e. ∇Te,i = 0, and
Fe,i = 0, the dispersion relation Eq. (2.30) reduces to:
(k, ω) = 1 +
1
(kλDe)2
{
1 +
(
1− ωne
ω
)[
W
(
ω′
|kz|vthe
)
− 1
]}
+
1
(kλDi)2
{
1 +
(
1− ωni
ω
)[
W
(
ω′
|kz|vthi
)
− 1
]
Λ0(ξi)
}
= 0
For drift waves kzvthi  ω  kzvthe, i.e. the phase velocity along the magnetic field is
sufficiently low that electrons can respond adiabatically. After expanding the plasma
dispersion function using these limits for ions and electrons, the real frequency ωR is
calculated imposing (k, ωR) = 0, while the growth rate is given by γ = =[(k, ωR)] ·
(∂<[(k, ωR)]/∂ωR)−1 (resonant approximation).
After some algebra the real and the imaginary parts of the frequency can be expressed
as:
ωR = ωne
Λ0
1 + Te
Ti
(1− Λ0) + (kλDe)2
(2.31a)
γ =
√
pi
2
ω2ne
|kz|vthe
Λ0
[(
1 + Te
Ti
)
(1− Λ0) + (kλDe)2
]
[
1 + Te
Ti
(1− Λ0) + (kλDe)2
]3 (2.31b)
where Λ0 ≡ Λ0(ξi). In the limit of ξi  1 and ρi  λDe,i Eq. (2.31) reduces to the
fluid result:
ωR ' ωne
1 + (kyρs)2
(2.32a)
γ '
√
pi
2
ω2ne
|kz|vthe
1
[1 + (kyρs)2]
2 (2.32b)
where ρs = cs/Ωi is the ion Larmor radius evaluated at the sound speed cs =
√
Te/mi.
Numerical solution for typical TORPEX plasmas
We have run the dispersion relation in the limit of a straight magnetic field for
Hydrogen and Argon plasmas, in a range of parameters typical for TORPEX (see
Table 2.1). A gradient scale length Ln = 4 cm is taken for both gases, corresponding
to the value measured at the location of maximum ∇n0. Electron and ion temperature
are assumed to be constant, with Te0/Ti0 = 40, and no external forces are added in the
dispersion relation. In the local approximation a constant background electric field E0
causes a shift in the real frequency, equal to ωE = kyvE, without affecting the imaginary
part and is not included in these examples.
Figure 2.5 shows the dependence of the numerical solution on kz for fixed kyρi = 0.1,
as well as the variation with ky, for the value kz corresponding to the maximum growth
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H2 Ar
ωci/2pi (Hz) 1.3× 106 30× 103
ρi 0.4× 10−3 2× 10−3
(ρi/λDi)
2 500 105
Ln (cm) 5 5
Te/Ti 40 40
mi/me 1836 1836 · 40
ky (m
−1) (10,250) (5, 100)
kz (m
−1) (10−3, 0.4) (10−3, 0.4)
kyρi 0.01, 0.1 0.1
Table 2.1: Parameters used to calculate the numerical solution of the dispersion relation
for Hydrogen and Argon plasmas.
rate. The behavior is similar for Hydrogen and Argon, with unstable drift waves
predicted for kzρi < 4×10−3 in Hydrogen and kzρi < 2×10−2 in Argon, corresponding
to kz . 10 m−1. The maximum growth rates are predicted around kzρi ' 5 × 10−5,
which corresponds to kz ' 0.02 m−1 in Argon and kz ' 0.14 m−1 in Hydrogen plasmas.
Across the magnetic field, the most unstable drift mode has kyρi = 0.1, corre-
sponding to ky = 50 m
−1 in Argon and ky = 250 m−1 in Hydrogen plasmas. Negative
frequencies indicate propagation along the electron diamagnetic drift direction, i.e. the
negative y axis in Fig. 2.4. The most unstable solution has ωde/2pi ' 1 kHz in Hydrogen
and ωde/2pi ' 8 kHz in Argon plasmas; to these values one should then add the E0×B
drift frequency ωE to compare with the value measured in the laboratory frame. As it
will be discussed in the Sec. 8.5, in Argon plasmas these values are consistent with the
parallel and perpendicular wavenumbers typically measured on TORPEX. Conversely,
in Hydrogen plasmas, the perpendicular wavenumber is approximately a factor ten
lower than the value of ky = 250 m
−1, which corresponds to the most unstable drift
wave.
In the case of Hydrogen plasmas the stability has been studied also for kyρi =
0.01, for three values of the density gradient scale length, Ln = 2, 4 and 10 cm. No
solution has been calculated for Argon plasmas in this limit, which would correspond
to wavenumbers of 5 m−1, much lower than those commonly measured on TORPEX.
Figure 2.6 shows the dependence of the numerical solution on the amplitude of ky
and kz for the three values of Ln. For Ln/ρi = 100, drift waves are predicted to
be unstable for kzρi < 3 × 10−6 with maximum growth rate at kzρi ' 1.5 × 10−6,
corresponding to kz ' 4 × 10−3 m−1. The growth rate sharply decreases for larger
values of the parallel wavenumber and no unstable solutions are predicted for drift
waves for kzρi & 2.5 × 10−6, i.e. for kz & 6 × 10−3 m−1. This limit increases up to
kz = 0.01 m
−1 when Ln is decreased by a factor of two. As expected, the growth
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Figure 2.5: Numerical solution of the kinetic dispersion relation for drift waves, cal-
culated for Hydrogen (thick curve) and for Argon (thin curve) plasmas, assuming
Ln = 4 cm, Te/Ti = 40, Ln/LT = 0, Ln/R = 0 and kyρi = 0.1. For Hydro-
gen Ln/ρi = 100, (ρi/λDi)
2 = 500 and mi/me = 1836. For Argon Ln/ρi = 20,
(ρi/λDi)
2 = 105 and mi/me = 40× 1836. Left: variation with kzρi for fixed kyρi = 0.1.
Right: variation with kyρi for kz corresponding to the maximum growth rate.
rate increases for smaller Ln, i.e. for larger density gradients. At the same time, the
perpendicular wavenumber of the most unstable mode slowly increases with decreasing
Ln. Note that, in the case of Ln = 10 cm, the limit above which the numerical solution
is stable is shifted towards larger values of the parallel wavenumber, kz = 0.75 m
−1. For
the small values of kyρi considered here, typical of Hydrogen plasmas on TORPEX,
drift waves with parallel wavenumbers larger than 0.01 m−1 are not expected to be
unstable.
2.4.2 Drift waves in curved magnetic fields, interchange limit
In the limit of perturbations propagating exactly across the magnetic field, kz = 0,
the particles cannot interact resonantly with the waves. The plasma dispersion function
W (z) is zero for both species. As in the previous section, we neglect the temperature
gradient and retain the density gradient. The external force, charge independent, is
assumed independent of the velocity. From Eq. (2.30), at the lowest order in the Larmor
radius, we find:
1 +
1
(kλDe)2
[
1− ω − ωde
ω − ωFe
]
+
1
(kλDi)2
[
1− ω − ωdi
ω − ωFiΛ0
]
= 0 (2.33)
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Figure 2.6: Numerical solution of the kinetic dispersion relation for drift waves, calcu-
lated for mi/me = 1836, Te/Ti = 40, (ρi/λDi)
2 = 500, Ln/R = 0, Ln/LT = 0 and for
three values of Ln, corresponding to scale length of 2, 4 and 10 cm. Left: variation
with kzρi for fixed kyρi = 10
−2. Right: variation with kyρi for kz corresponding to the
maximum growth rate.
where Λ0 ≡ Λ0(ξi) and Λ0(ξe) ' 1. After some algebra, the dispersion relation can be
expressed in compact form as [30]:(
ω − ωFe
ωFi
)2
− [µ+ ν(1− Λ0)] ω − ωFe
ωFi
+ µν = 0. (2.34)
with
µ = 1− ωFe
ωFi
(2.35)
ν =
ωni
ωFi
1
(kλDi)2 + 1− Λ0 (2.36)
The solutions of Eq. (2.34) are given by:
ω − ωFe
ωFi
=
1
2
{
µ+ ν(1− Λ0)±
√
[µ+ ν(1− Λ0)]2 − 4µν
}
(2.37)
By imposing the condition for instability, [µ+ ν(1− Λ0)]2−4µν < 0, one can calculate
the growth rate:
γ =
|ωFi|
2
√
4µν − [µ+ ν(1− Λ0)]2 (2.38)
As µ > 0, because the drifts are opposite, a necessary (but not sufficient) condition for
instability is that ν > 0. This implies:
Fi
d lnn0
dx
< 0 (2.39)
i.e. the force must oppose the density gradient.
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Figure 2.7: Numerical solution of the kinetic dispersion relation for interchange modes,
calculated for Hydrogen (thick curve, left axis) and Argon (thin curve, right axis)
plasmas, assuming Te/Ti = 40, Ln/LT = 0 and for Ln = 4 cm. For Hydrogen Ln/ρi =
100, (ρi/λDi)
2 = 500 and mi/me = 1836. For Argon Ln/ρi = 20, (ρi/λDi)
2 = 105 and
mi/me = 40 × 1836. Left: variation with kzρi for fixed kyρi = 0.1. Right: variation
with kyρi for kzρi = 10
−6.
Numerical solution for typical TORPEX plasmas
The reference background values are the same as in the previous section, namely
constant ion and electron temperatures, with Te0/Ti0 = 40 and Ln = 4 cm. The
effect of the curvature is quantified by including an external, gravity type force in
the dispersion relation, Eq. (2.30). Figure 2.7 shows the numerical solution calculated
for Hydrogen and Argon plasmas, assuming kyρi = 0.1. The behavior is similar for
the two gases, with growth rate large and approximately constant for perpendicular
wavenumbers in the range of kyρi ∈ [0.01, 0.1]. For kz approaching zero, the numerical
solution tends to the analytical solution, Eq. (2.38), then the growth rate sharply goes
to zero for kzρi > 5 × 10−6 in the case of Hydrogen and kzρi > 5 × 10−5 in the case
of Argon. These values correspond to a parallel wavenumber of ∼ 0.03 m−1. The
numerical solution for kyρi = 10
−2 does not need to be shown in this case, as it is very
similar to that for kyρi = 0.1. The growth rate is in fact approximately constant in the
range kyρi ∈ [0.01, 0.1]. The only differences are in the real frequency, related to the
perpendicular wavenumber by ω = kyvB.
2.5 Summary and discussion
We have presented in this Chapter the theoretical background for the analysis
of electrostatic plasma instabilities on TORPEX, deriving a local, kinetic dispersion
relation for non collisional drift waves in slab geometry (S. Brunner [30]). In the
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Drift instabilities
Properties Pure drift Drift-interchange Interchange
phase velocity vde + vE vde + vE vE
Frequency ωde + ωE ωde + ωE ωE
k‖ 6= 0 6= 0 0
k‖/k⊥  1  1 0
Driving mechanism ∇n0 ∇n0+curvature ∇n0+curvature
Table 2.2: Classification of instabilities adopted in this Thesis. Frequency and phase
velocity are written in the laboratory frame.
original version, the effect of curvature was included as an external, constant, gravity
type force, described by Eq. (2.7).
The numerical solution has been calculated for Hydrogen and Argon plasmas in the
range of parameters routinely measured on TORPEX in the limit of straight magnetic
field and in the interchange limit. For the typical wavenumbers measured on TORPEX
perpendicular to the magnetic field, it is found that drift instabilities can develop in
Argon plasmas in the presence of the density gradient alone. The effect of the curvature
is to further destabilize the modes with small parallel wavenumbers.
Conversely, in the case of Hydrogen plasmas, for the measured perpendicular wave-
numbers, only drift waves with very small parallel wavenumbers can be unstable in the
presence of a density gradient alone. Modes with k‖ & 0.01 m−1 are unstable only in
the presence of the curvature, with a predicted growth rate decreasing rapidly to zero
for k‖ & 0.2 m−1. In this limit of marginally unstable solutions, the approximation of
a constant gravity type force fails and Eq. (2.6) should be used instead of Eq. (2.7) to
quantify the magnetic field contribution. The original dispersion relation has therefore
been modified in order to treat correctly also these marginally unstable modes. The
integral over velocities in Eq. (2.27) is calculated numerically over a step grid in the
velocity space.
Although driven by the curvature of the magnetic field, instabilities with parallel
wavenumbers in this range cannot be identified as pure interchange modes, because
their parallel wavenumber is finite. We’ll call them drift-interchange, because they
satisfy a drift wave dispersion relation, but their destabilization requires the curvature
of the magnetic field.
Note that, in deriving the dispersion relation, we have assumed that the distribution
function is nearly Maxwellian. Plasmas are generated and sustained on TORPEX by
microwaves with frequency in the electron cyclotron frequency range (see Sec. 3.4).
At the location of the upper-hybrid resonance, a tail due to suprathermal electrons
is measured in the electron energy distribution function [31]. The numerical solution
of the dispersion relation, modified to allow a bi-maxwellian distribution function is
nevertheless unaffected by the presence of the suprathermal electrons for the measured
values of suprathermal temperature and density.
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The TORPEX device
The experiments presented in this Thesis are performed on the toroidal device
TORPEX (TORoidal Plasma EXperiment, see Fig. 3.1) [27], operational at CRPP-
EPFL, Lausanne, since March 2003. TORPEX is the primary experimental tool of
the CRPP Basic Plasma Physics group, whose research interests include the study of
plasma instabilities and turbulence and their implications on the cross-field particle
and heat transport. The toroidal geometry (Sec. 3.1) was a natural choice to have
the ingredients at the origin of plasma turbulence in tokamaks, i.e. pressure gradients
combined to the curvature of the magnetic field lines. The design of TORPEX started
during autumn 2001 with the goal of providing a device with maximum flexibility in
terms of diagnostics access (Sec. 3.1) and magnetic field configuration (Sec. 3.2).
Figure 3.1: The TORPEX device, with view on one of the movable systems for the
electrostatic Langmuir Probe arrays (green dot) and on the extractable sector on the
right.
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3.1 Geometrical parameters
The TORPEX toroidal vacuum vessel (major radius R0 = 1 m) consists of 12 stain-
less steel sectors, 5 mm in thickness, spanning 30◦ each, with a circular cross-section
of radius a = 0.20 m. The diameter of the vessel was constrained by the size of a set
of coils, available from a previous experiment at CRPP, the LMP (Linear Magnetised
Plasma) Device [32][33]. Four sectors are extractable and toroidally separated 90◦ from
each other. They are provided with removable seals and spacer rings, specifically de-
signed to enhance the ease and limit the duration of interventions, such as installation
and modification of dedicated diagnostics. The remaining eight sectors are fixed, ar-
ranged into four pairs and electrically insulated to limit the induced eddy currents.
Access for pumping and diagnostic instrumentation is provided by 48 port-holes in the
fixed sectors. A visual overview of the diagnostics used for the experiments presented in
this Thesis is given in Fig. 3.2, while the diagnostics setup is discussed more extensively
in Chap. 4.
Four independent turbo-pumps provide a typical vacuum pressure of approximately
5× 10−7 mbar. Two independent lines are available at present to inject neutral gas in
the vessel, at one toroidal position. An upgrade of the gas injection system to double
the number of injection lines is under way. The gas flow is controlled electronically by
means of flow-meters that give the possibility to inject at the same time mixtures of
different gases.
HFLP
HEXTIP
TRIP
TWEEDY
SLP
Figure 3.2: Overview of the TORPEX vacuum vessel with indicated the toroidal posi-
tion of the electrostatic Langmuir probes used in this Thesis.
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Figure 3.3: Left: Sketch of the magnetic field configuration for the simple magnetised
torus, a dominant toroidal field Bϕ and a small vertical field component Bz. Right:
Cylindrical reference used in this Thesis: R is the radial position with respect to the
torus axis, z the vertical position, ϕ the toroidal angle. R0 and a are the major and
minor radius of the TORPEX vessel.
3.2 Magnetic field configuration
The TORPEX magnetic field coil system allows a variety of configurations and
encompasses a toroidal, a poloidal and an ohmic system. The 28 coils for the generation
of the toroidal magnetic field originate from a former experiment at CRPP, the
linear device LMP [32][33], while the other two coil systems have been designed and
built ex novo. The feasibility study and the technical requirements of the magnetic
field system are discussed in a previous Thesis work [34]. The toroidal field can be
varied up to 200 mT on axis; the limit is imposed by the maximum current (400 A)
that can flow into the coils without causing overheating. In this work, however, the
useful range is limited to Bϕ 6 100 mT by the frequency of the available source for
the injection of microwaves and the position of the EC resonance (see Sec. 3.4). All
the experiments presented in this Thesis are run with the toroidal field Bϕ = 76.6 mT
on axis. A cylindrical coordinate system will be used in this Thesis, where R indicates
the radial distance from the main axis of the torus, z is the vertical coordinate and ϕ
denotes the toroidal direction (Fig. 3.3). In this coordinate system, the toroidal field
will be therefore indicated as Bϕ and the vertical field as Bz.
The poloidal coil system, which includes 10 different coils, is used at present to
generate a uniform vertical field, with Bz up to 5 mT, corresponding to a maximum
current of 300 A flowing into the coils (Fig. 3.4). The design and arrangement of the
poloidal coils were optimized to provide also a cusp field up to 100 mT about 10 cm
from the centre of the vessel, with a magnetic null (or X-point) at the centre of the
cross-section [34] (Fig. 3.5). The cusp field configuration, planned to run experiments
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Figure 3.4: (Courtesy of S. H. Mu¨ller [34]). Representation of the magnetic field
lines in the vertical field configuration.
Figure 3.5: (Courtesy of S. H. Mu¨ller [34]). Representation of the magnetic field
lines in the cusp field configuration.
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Figure 3.6: Scheme of the loss mechanisms taken into account in the model for the
confinement time [34][37].
on magnetic reconnection, has not been explored so far. Experiments presented in this
Thesis are conducted for values of Bz in the range of 0.2 to 2.5 mT.
A subset of the poloidal coils can be used to induce in the vessel a loop voltage of
the order of 10 V for approximately 30 ms, to run operations in a tokamak-like con-
figuration. A first proof of principle of these experiments in an ohmic configuration
has been obtained [35]. The transition from open to closed field lines, not explored in
this Thesis, is an interesting field of research for the physics of tokamak. The change
in the topology of the magnetic field lines, occurring moving from the core to the edge
region, results in a modification of the dispersion relation of electrostatic instabilities
and of the properties of turbulence and transport [36].
3.3 Particle Confinement
Plasmas embedded in a purely toroidal magnetic field are not in magnetohydro-
dynamic equilibrium (see [38] and references therein). The ∇B and curvature drifts,
as discussed in Sec. 2.2, induce a charge separation that is at the origin of a vertical
electric field. The resulting cross-field drift causes an outward motion of the plasma.
A vertical magnetic field Bz is commonly used to short-circuit the drifts induced by
the toroidal field [39]. This configuration with open field lines, commonly referred
to as simple magnetized torus provides poor confinement compared to fusion-oriented
devices [38]. The mechanisms leading to a pseudo-equilibrium on TORPEX and the
basic principles of particle confinement have been investigated in [34][37] and summa-
rized in Fig. 3.6. In addition to the drift-induced particle losses, perpendicular to the
magnetic field, the parallel dynamics of ions and electrons causes particles to be lost at
the intersection of the magnetic field lines with the vessel. This mechanism is directly
affected by the ratio of Bz to Bϕ and is expected to be more efficient for large values
of Bz. The competition between parallel and perpendicular losses has been studied
on TORPEX. An optimal value of the vertical field leading to maximum confinement
time has been found theoretically, then verified experimentally in a limited region of
the plasma cross-section [34][37]. The main limitations of such a simplified model is
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Figure 3.7: Profile of the average value of Isat (units of 10
16 m−3), measured with the
HEXTIP array (see Fig. 3.2 for the probe layout and Chap. 4 for a general description)
in a plasma from Argon, with p0 = 2.5× 10−5 mbar, for Bz = 0 (left) and Bz = 1 mT
(right).
that it assumes homogeneous plasma profiles. A possible reason for the discrepancies
observed is that the global confinement time is finally determined by the background
profiles and by the particle dynamics, including collisions [40].
Once the pseudo-equilibrium is formed, the time-averaged profiles and the particle
dynamics are affected by the macroscopic fluid drifts that develop in the presence of
inhomogeneities (Sec. 2.3.1). These drifts are the E0 × B drift, due to a background
electric field, vE = E0/B
2
0 and the vB drift due to the gradient and curvature of
the magnetic field, vB = 2T/qB0Rc, Eqs. (2.8)-(2.10). The former is charge sign
independent and causes a convection of the plasma along a direction that depends on
the magnetic field orientation and on the background profile of the plasma potential
φp0. The vB drift has opposite direction for ions and electrons and causes the ions to
shift upward and the electrons to shift downward. Figure 3.7 reports two examples
of density profiles measured in an Argon plasma, for Bz = 0 and for Bz = 1 mT,
the estimated optimal value for maximum particle confinement in Argon plasmas. In
the case of a purely toroidal magnetic field, the plasma tends to accumulate on the
upper part of the plasma cross-section, where the maximum of density is measured.
If a vertical component of the magnetic field is added to compensate for the effect of
the fluid drifts, a better up-down symmetry is achieved, and the plasma appears more
centered vertically.
3.4 Plasma production by microwaves
A magnetron, delivering up to 30 kW in pulsed mode during 100 ms or up to 5
kW in continuous mode, is used as a source of radio-frequency (hereafter RF) waves
at frequency fRF = (2.45 ± 0.02) GHz. The RF waves are injected perpendicularly
to the toroidal magnetic field from the low field side with O-mode polarization, i.e.
with their electric field parallel to the magnetic field (see Fig. 3.9). The choice of
the polarization originates from the presence of a low-density cut-off for the X-mode
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Figure 3.8: Layout of the system for the injection of microwaves.
close to the antenna. The RF waves propagate in the vacuum vessel, giving rise to a
population of energetic electrons that ionise the neutrals, building up and sustaining
plasmas with densities up to n0 ∼ 1017 m−3 and electron temperatures up to Te . 5
eV. A kinetic resonance exists with the electrons at their cyclotron frequency at the
position where the magnetic field is Bϕ = 87.5 mT. For the imposed value of Bϕ = 76.6
mT on axis, the position of the EC resonance is at R − R0 = −12.5 cm. Due to the
transition from a rectangular to a circular waveguide at the entrance into the vessel, the
waves penetrate into the vessel with a mixed polarization, combination of the ordinary
and extraordinary mode. Due to the low value of k⊥ρe, where ρe is the electron Larmor
radius, only a fraction of the wave power is absorbed at the EC resonance layer [41],
most of it being reflected back with mixed polarization from the HFS wall. The X-
mode is partly absorbed at the UH resonance layer, at the location where the frequency
is equal to fUH = (f
2
EC + f
2
p)
1/2, where fp = (e
2ne/pime)
1/2 is the plasma frequency.
The characterization of the ionization processes and the reconstruction of the plasma
source on TORPEX are detailed in Refs. [42] [43] and were the subject of a previous
Thesis work [40].
A sketch of the microwave propagation in the plasma, including the profiles of fUH
and fEC and the expected resulting density profile, is given in Fig. 3.9. Figure 3.10
shows instead an example of the density profile measured on TORPEX in a plasma from
Hydrogen gas, including the calculated position of the EC and of the UH resonances,
where fRF = fEC and fRF = fUH respectively. Due to the finite bandwidth of the
injected microwaves, the plasma source profile extends between the EC resonance,
at R − R0 = −12.5 cm and the outer boundary of the resonance layer, as shown in
Fig. 3.10. The profile of the particle source is reconstructed with a simple code based on
a Monte Carlo approach, which takes into account the finite bandwidth of the injected
microwave, the effect of the curvature and of the ∇B drifts, as well as collisions [43].
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Figure 3.9: (Courtesy of M. Podesta` [40]). Scheme of the propagation of microwaves
inside the vacuum vessel, including the layer where mode conversion into Electron
Bernstein waves (EBW) can occur. Also represented is a sketch of the profiles of the
Electron Cyclotron and Upper Hybrid frequencies as well as position of the resonance
layers, where fRF = fEC and fRF = fUH.
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Figure 3.10: Left: density profile (units of 1016 m−3) measured in a plasma from
Hydrogen at p0 = 6 × 10−5 mbar and absorbed microwave power of 400 W. The
toroidal and the vertical magnetic field are Bϕ = 76.6 mT on axis and Bz = 0.6 mT.
The dash and the dash-dot lines indicate respectively the position of the EC and of
the UH resonances. Right: profile of the particle source for the same plasma (units of
1015 m−3s−1) reconstructed from a code based on a Monte Carlo approach [43].
30
Chapter 4
Diagnostics
Plasmas in basic experiments are characterized by low values of density and tem-
perature, comparable to those typically measured at the edge of tokamaks (on the TCV
tokamak, e.g., Te0 < 50 eV and n0 < 10
19 m−3). Electrostatic probes can therefore be
used to measure the background and the fluctuating values of density, temperature and
electrostatic potential over the whole plasma cross-section. Almost 200 electrostatic
Langmuir probes (hereafter LPs) [44][45] are installed on TORPEX, with different ge-
ometry and configuration. Some of these probes, installed before the first experimental
campaign, were designed when the background profiles and the level and spectrum of
fluctuations were still unknown. This set of first generation diagnostics includes two
LPs, installed in front of the microwave source, and four LPs toroidally separated from
the first two. These two groups of LPs were mainly used to monitor the plasma param-
eters close to the microwave source and to verify the toroidal symmetry of the plasma.
In addition to these fixed LPs, an 8-tip LP array provided the measurement of the
background parameters (SLP, Sec. 4.3) and three arrays of LPs monitored the den-
sity fluctuations along the azimuthal direction, at 4 cm from the vessel (referred to as
FLP, Sec. 4.4). Both SLP and FLP are still operational. After initial experiments, in
which plasma profiles were reconstructed, the set of second generation diagnostics were
designed with specific requirements. It includes an 86-tip array for a direct monitoring
of the space-time evolution of density and floating potential over the whole plasma
cross-section (HEXTIP, Sec. 4.4) and a 4-tip LP array, specifically aimed at the mea-
surement of the fluctuation driven particle flux and of the dispersion relation on the
midplane (TRIP, Sec. 4.4). The other diagnostics presently operational on TORPEX
include magnetic probes for the measurement of magnetic field fluctuations and two
Rogowsky coils for the measurement of the plasma current during ohmic experiments.
This Chapter focuses on electrostatic probes directly used during the experiments pre-
sented in this Thesis. After a brief review of the basic principles for the interpretation
of the LP characteristic curve and of the different regimes of operation used in the ex-
periments (Sec. 4.1), Sec. 4.3 and Sec. 4.4 provide a description of the probes used for
the measurement of the background parameters and of the fluctuations, respectively.
The Chapter is concluded with examples of the typical time-averaged profiles and of
fluctuation spectra measured on TORPEX (Sec. 4.5).
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4.1 Electrostatic Langmuir Probes
A typical Langmuir probe usually consists of a tip, made of a refractory material
(e.g. platinum, tungsten or molybdenum), capable of sustaining large energy fluxes,
surrounded by an insulating jacket (alumina and fused silica material are widely used)
and a shield. When immersed in a plasma, a LP can carry a current I that depends
on the value of the applied voltage V . Measurements with electrostatic probes are
perturbing, the nature of the perturbation depending on the probe potential, on the
current driven by the probe itself and, naturally, on the probe size. Under the hypoth-
esis of quasi-neutrality, negligible ion temperature, and assuming that the electrons
satisfy a Boltzmann distribution function, the I − V characteristic is given by [44]:
I =
1
2
Aen
√
Te
M
[
1− exp
(
V − φf
Te/e
)]
. (4.1)
Here e is the electron charge, n and Te are respectively the plasma density and the
electron temperature in the unperturbed plasma 1, and A is the effective surface of
the probe, i.e. the surface exposed to the particle flux. In a strongly magnetized
plasma and for probes oriented perpendicularly to the magnetic field, A represents
the projection of the surface perpendicularly to B. Equation (4.1) is valid as far as
the probe voltage is lower than the electrostatic plasma potential φp. The presence of
suprathermal electrons results in a distorted curve, and can affect the measurement of
the plasma parameters [40][31]. The hypotheses and methods to analyze the I − V in
the different TORPEX experimental configurations are discussed in [40]. An example
of the measured time-averaged I − V curve is given in Fig. 4.1. When the probe is
at the plasma potential φp, the measured current is, ideally, the electron saturation
current, as for applied voltages above this level, the electron current cannot further
increase. If a triangular voltage, ranging between ±V0 is applied to the LP, then
the time-average parameters n0, Te0 and φp0 can be estimated from the mean I − V
curve, Eq. (4.1). Two regimes of operation can be selected, in particular: the floating
potential configuration and the ion saturation current configuration, which are used
in this Thesis for the measurement of the time trace of fluctuations in the plasma
potential and in the density.
Floating potential - If the ion and electron fluxes on the probe are equal, the mea-
sured current is zero. In this condition, the measured voltage is defined as floating
potential φf , as results from Eq. (4.1). In this configuration the probe is at a negative
potential with respect to the plasma (see Fig. 4.1). In principle, the plasma potential
can be extracted from the knee of the curve, where the electron current saturates,
though in practice the saturation regime does not manifest as clearly. Following stan-
dard techniques [44], the time-averaged plasma potential can be estimated from the
1Under the hypothesis that thermal equilibrium is satisfied for both ions and electrons, one expects,
in general, the perturbing effect of a charge to be of the order of the Debye length λD. For the typical
plasma parameters measured on TORPEX, density of 1017 m−3 and temperature of 5 eV, λD ' 40 µm.
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Figure 4.1: Experimental I − V characteristics (black points), measured in a plasma
from Hydrogen gas. The white curve is the result of a fitting procedure over the
experimental points, using Eq. (4.1). The electrostatic plasma potential φp and the
measured φf are indicated for comparison.
floating potential φf0 and from the electron temperature Te0 as:
φp0 = φf0 + µ
Te0
e
. (4.2)
The parameter µ is estimated experimentally for each probe, from a large number of
complete I − V characteristics, measured for different values of Te0 [42].
Ion saturation current - For sufficiently large and negative applied voltages, |V | 
φf , the response of the LP is independent of V and equal to
Isat ' 1
2
Aen
√
Te
M
(4.3)
For a given Te0, the average value of Isat is proportional to the background density n0.
It results from Eq. (4.3) that, provided that the electron temperature fluctuations are
negligible, the density fluctuations can be directly inferred from the fluctuating part
of Isat. Details on the measurement of fluctuations and on the effect of temperature
fluctuations on the measurement of density fluctuations will be discussed in Chap. 5
and App. E.
4.2 Probe design and specifications
All the electrostatic probes installed on TORPEX have been designed and con-
structed by members of the TORPEX group, in collaboration with the CRPP tech-
nical staff. Both geometrical and mechanical design have been developed in order to
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guarantee the highest flexibility in terms of operation, installation and modification
of the probe setup. The use of standard components allows, for example, the same
mechanical system to be adapted to a large variety of diagnostics, and individual parts
to be interchangeable among different probes.
Ceramic materials are used for the probe holders. Although not as easy to machine
as softer materials, like Teflon or PVC, ceramic provides a better resistance to the
thermal stresses induced by electron fluxes, thus preventing the release of impurities.
For similar motivations, liquid ceramic is preferred to glue to stick small pieces, and
soldering of metallic parts is done with a tin containing silver rather than lead. Stain-
less steel has been chosen as material for the probe tips, because of its good thermal
resistance and the high threshold against the emission of secondary electrons. Multi-
pin, vacuum-tight electrical feed-throughs provide the transmission of signals from the
probe to a dedicated electronics for the pre-treatment of signals. The connection be-
tween the probe tip and the feed-through is done using single shielded cables, passing
inside the ceramic holders.
Besides these solutions, which are common to almost all the probes (with an ex-
ception represented by the FLP and TRIP arrays, for which special cables have been
used, as discussed in Sec. 4.4), specific requirements have been considered each time
according to needs, for example in terms of the size and the shape of the probe holder.
On the one hand we want to maximize the number of tips in the same array to cover a
plasma region as larger as possible. On the other hand we must limit the perturbations
introduced by the probe itself, because of its size and because of the alteration of the
charge balance induced by the large current it drives. A good compromise is the use
of a movable support, which allows rotation and sliding of the probe on a shot to shot
basis, with the advantage of an almost arbitrarily high spatial resolution. This choice,
although time consuming for the reconstruction of a complete profile, because the probe
must be moved between two shots, minimizes the amount of material inserted into the
plasma. Most of the probes installed on TORPEX are mounted on a movable support,
of ‘standard’ manifacture to fit in the same flange type and to ease the installation of
probes at different toroidal positions. Three remotely-controlled positioning systems
are at present available. The radial displacement and the rotation are provided by a
stepping motor, controlled through a JAVA interface. The error in the positioning is
± 0.2 cm for the radial displacement and ±3◦ for the rotation.
The signals are sent to dedicated electronics, which provide amplification and fil-
tering in a selected bandwidth. The amplification factor and the bandwidth are im-
posed by the technical specifications of the acquisition system, a set of two D-TACQ
ACQ32CPCI digitizers2, with sampling rate of 250 kHz. Low-pass filters at 125 kHz
are used to avoid the aliasing of fluctuations with frequency larger than the Nyquist
frequency. The 64 channels dedicated to the measurement of the saturation current
with the FLP arrays (see Sec. 4.4 and App. C) have a band pass from 30 Hz to 250
kHz. Although this upper limit, above the Nyquist frequency, could be at the origin
of aliasing effects in the measurement of fluctuation spectra, tests with an acquisition
system at 10 MHz have confirmed the absence of spectral components at frequency
2Website: http://www.d-tacq.com
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Figure 4.2: LPs for the measurement of background parameters: the 8-tip SLP array
(left), and the 4× 3 TWEEDY array (right).
larger than 100 kHz. A set of 24 identical modules, independent from each other,
provide alternatively the measurement of the complete I − V characteristics, of the
floating potential or of the saturation (electron and ion) current. These modules were
specifically designed for the measurement of the background parameters, paying thus
attention to the DC part of the signal rather than to the high frequency response. Nev-
ertheless, because of the low phase distortion and the constant amplitude response up
to approximately 30 kHz (see App. C, Fig. C.6), which is identical for all the modules,
they are also used to measure the density and potential fluctuations, as well as the
dispersion relation for waves in the drift wave frequency range.
4.3 LPs for the measurement of the background pa-
rameters
The set of probes commonly used for the measurement of the background param-
eters includes an 8-tip and a 12-tip LP array, respectively named SLP (Slow LP) and
TWEEDY (TWo Dimensional), shown in Fig. 4.2. These two arrays are mounted on a
remotely-controlled positioning system, installed on the equatorial plane and separated
from each other by pi/2 in the toroidal direction. Technical details on the construction
of these probe arrays and on the measurements of the background parameters are given
in a previous Thesis work [40]. The time-averaged plasma parameters, n0, Te0 and φp0,
are reconstructed from fits of the complete I−V curves, obtained with a sweeping volt-
age of maximum amplitude 100 V and frequency 330 Hz during a stationary discharge
ranging typically 200 to 300 ms.
The SLP array (Fig. 4.2) provides measurements of n0, Te0 and φp0 in the region
|R−R0| ≤ 12 cm and |z| ≤ 13 cm. The separation between adjacent tips is approxi-
mately 1.8 cm, but the spatial resolution along z can be further increased by rotating
the array.
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Figure 4.3: The HEXTIP array (left) and the position of the tips over the poloidal
cross-section (right).
The TWEEDY array consists of 12 ring-shaped tips arranged in a 4×3 rectangular
grid, with horizontal and vertical separation of 1 cm and 1.8 cm. TWEEDY is used to
measure the background parameters between R − R0 = ±19 cm, and the gradients of
pressure and plasma potential at midplane along the radial and the vertical direction.
Both SLP and TWEEDY are usually connected to the standard LP modules. They
can be therefore configured with tips to measure independently the floating potential
or the ion saturation current. In the latter configuration they are routinely used to
measure the wavenumber parallel to the magnetic field, as extensively described in
Sec. 5.4.4.
4.4 LPs for the measurement of fluctuations
The set of probes commonly used for the measurement of fluctuations includes the
HEXTIP array and three arrays of fixed LPs (hereafter FLP). A picture of the layout
of these probes is given in Fig. 3.2. Contrary to the probes used for the measurement of
the time-averaged parameters, this set of probes can only be used in floating potential
configuration or biased at a constant voltage. This choice was dictated on one hand by
the necessity of simplifying as possible the electronics for a large number of channels, 86
in the case of HEXTIP and 66 in the case of FLP. On the other hand, the current driven
by 86 probes in sweeping configuration would have introduced a large perturbation of
the charge equilibrium.
The HEXTIP (HEXagonal Turbulence Imaging Probe) array [34][46] consists of
86 ring-shaped tips, arranged in a hexagonal grid with a spatial resolution of 3.5 cm,
maximizing the coverage of the poloidal cross-section (Fig. 4.3). HEXTIP can measure
either the ion saturation current, Isat, or the floating potential, φf . It is routinely used
36
4.4. LPS FOR THE MEASUREMENT OF FLUCTUATIONS
Figure 4.4: Left: the three FLP arrays installed in the vessel. Right: Particular of one
of the arrays with the connections.
for a fast reconstruction of the density profiles from a single shot, e.g. during scans of
the external control parameters. The main application of HEXTIP is for the statistical
reconstruction of coherent structures in the density fluctuations [34][47]. In this Thesis
it is used mainly to reconstruct the profile of the rms value of density and floating
potential fluctuations in selected frequency ranges, as described in Sec. 5.3.
The three FLP arrays (see Fig. 4.4) measure the ion (or electron) saturation current
(with bias at ±50 V or ±100 V) on the same poloidal cross-section. The geometry of
these probes was planned before the first experimental campaign, when the background
plasma profiles and the location of the maximum pressure gradient were still unknown.
The existence of three ports on the same poloidal cross-section influenced the geometry
of the probes (see App. C). The wavelength and the amplitude of fluctuations are
measured along the azimuthal direction, at the same radial position, r = (4.0±0.3) cm
from the wall. Each array consists of eleven pairs of LPs, equally spaced by 1 cm. The
separation between tips within the same pair is 0.13 cm, allowing the measurement of
wavenumbers up to 24 cm−1, corresponding to wavelengths longer than 0.3 cm.
THERMOCOAXr cables with external diameter of 1 mm have been employed to
satisfy requirements of vacuum, thermal stress for the transmission of high frequency
and low amplitude signals. The inner conductor (diameter of 0.4 mm) and the external
jacket, both made of stainless-steel, are insulated with alumina. The drawback is that
these cables are semi-rigid, with a large bending radius, and cannot easily be soldered.
Specially designed connectors and feed-throughs are available on the market. Due to
the large number of signals to be transmitted and to avoid technical complications due
to the size and weight of the connectors, a low-cost solution was adopted, using the inner
conductor as the probe tip and crimping the other head of the cable to a stainless-steel
pin. Both the inner and the external conductor are then transmitted to the dedicated
electronics, which provides the amplification of the probe signal, after the subtraction of
the reference. Insulation and separation between adjacent probes is obtained by fitting
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Figure 4.5: Left: Picture of the TRIP array. Right: Sketch of the configuration used
for the measurement of the particle flux and of the dispersion relation (a) and for the
measurement of temperature, density and plasma potential fluctuations (b).
the cables into ceramic tubes equipped with two 1 mm diameter holes. An electric
circuit based on capacity coupling and low noise, low phase distorsion amplification,
has been designed to measure the fluctuating part of Isat in the range [0.03,250] kHz.
The frequency response in amplitude and phase for the different channels is reported
in App. C.1.1.
The set of probes for the measurement of fluctuations is completed by a movable
four-tip array (hereafter TRIP, TRansport Probe) with vertical separation of approx-
imately 0.25 cm, specifically designed for the measurement of the fluctuation-induced
particle flux. As for the FLP arrays, each probe in the TRIP array is made of a
THERMOCOAXr cable, one end of which is used as probe tip. Contrary to the FLP
arrays, due to the limited number of channels for the TRIP array, special connectors
and feed-throughs have been adopted.
The TRIP array can be used in two different configurations, both represented in
Fig. 4.5. The configuration indicated as (a) is routinely used to measure the particle flux
[48] and the dispersion relation associated with n˜ and φ˜f . The configuration indicated
as (b) allows the measurement of the electron temperature and of the electrostatic
plasma potential fluctuations [49][50] (see App. E). The TRIP array is mounted on the
third remotely-controlled positioning system. A prototype of a more sophisticate 2D
positioning system has recently been installed on TORPEX and used to positioning a
Rogowski coil [51]. The probe shaft is mounted on a sphere, capable to rotate around
a horizontal axis passing through the center. Combining the sliding of the probe and
the rotation of the joint, almost the whole plasma cross-section can be covered. A
safety margin of approximately 4 cm, to prevent the probe hitting the wall, is provided
by a mechanical control system, external to the vessel. The importance of a complete
coverage of the poloidal cross-section is illustrated in the following section, where some
examples of time-average profiles measured on TORPEX are given.
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Figure 4.6: Left: time-averaged profiles of density, temperature and plasma potential,
measured in a Hydrogen plasma from the I − V curve of SLP, during a stationary
discharge of 300 ms, with constant absorbed microwave power of 400W. The neutral gas
pressure is p0 = 6×10−5 mbar, the toroidal and vertical magnetic field are respectively
Bϕ = 76.6 mT on axis and Bz = 0.6 mT. Right: radial profile at the midplane of
density, temperature and electrostatic potential fluctuations, measured with the TRIP
array configured as in Fig. 4.5b.
4.5 Typical parameters of TORPEX plasmas.
Experiments on plasmas produced from Hydrogen, Helium and Argon gases have
been conducted on TORPEX, for different values of neutral gas pressure, injected
microwave power, and vertical magnetic field. Typical values for density, electron
and ion temperatures, and plasma potential are ni0 ' ne0 = n0 ' 1016 − 1017 m−3,
Te0 . 5 eV, Ti0 . 0.1 eV, φp0 ' 10− 20 V. The upper limit to Ti0 was obtained from
spectroscopic measurements in Argon and Hydrogen plasmas.
While we can talk about typical values of the plasma parameters on TORPEX,
we cannot define a typical profile. The profile of the bulk plasma over the poloidal
cross-section depends in fact on the external control parameters, in particular the
absorbed microwave power and the magnetic field configuration. Their effect on the
time-averaged profiles and on the spectral properties of fluctuations will be discussed
in detail in Chap. 7. The examples presented in this Section are intended to show
what information can be extracted from the various diagnostics. Figure 4.6 shows the
time-averaged profiles of density, temperature and plasma potential, measured with the
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Figure 4.7: Profile of the time-averaged value (left) and the standard deviation (right)
of Isat, measured with HEXTIP in a plasma with the same magnetic field and neutral
gas pressure as in Fig. 4.6. The black dots indicate the position of the FLP arrays.
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Figure 4.8: Left: Space-time evolution of the fluctuating part of Isat, measured at the
bottom of the plasma cross-section with one of the FLP arrays. Right: power spectrum
of density fluctuations, measured from the time trace of Isat at θ = −1.3 rad (see figure
on the left).
SLP array in a Hydrogen plasma, at neutral gas pressure p0 = 6× 10−5 mbar and with
a constant absorbed microwave power of 400 W. The toroidal field is Bϕ = 76.6 mT
on axis, and the vertical field Bz = 0.6 mT. It is worth noting that this is a particular
case, chosen for the symmetry of the profiles; it will be analyzed in detail in Chap. 8
for a complete characterization of drift-interchange instabilities in Hydrogen plasmas.
The time-averaged profiles are centered with respect to the poloidal cross-section
and density fluctuations peak on the low field side with respect to the maximum of n0.
Temperature fluctuations are below 10% of maximum Te0, while density fluctuations
can reach 80% of the background density level. The profile of the background and the
fluctuating part of the density, measured from HEXTIP in the same plasma, is shown in
Fig. 4.7. The density profile is estimated from the average value of the time trace of Isat,
calculated over the whole discharge duration, assuming a uniform electron temperature
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Figure 4.9: Left: time-averaged profiles of density, temperature and plasma potential,
measured in a Hydrogen plasma with p0 = 3.5 × 10−5 mbar, 400 W of absorbed
microwave power, Bϕ = 76.6 mT and Bz = 2.3 mT. Right: time-averaged profiles
of density, temperature and plasma potential, measured in an Argon plasma with
p0 = 2.5× 10−5 mbar, Bz = 0.2 mT and 6 kW of absorbed microwave power.
of 5 eV. The profiles are qualitatively similar, with differences in the density amplitude
that can vary between 15% on the high field side, where the temperature is constant,
and 70% on the low field side, where the temperature gradient is large. The profile
of density fluctuations is estimated from the standard deviation of Isat, neglecting the
contribution of temperature fluctuations. The error done in neglecting temperature
fluctuations is discussed more in detail in App. E.
Figure 4.8 shows the time traces of the fluctuations of Isat, measured at the bottom
of the plasma cross-section with one of the FLP arrays. The oblique stripes indicate the
presence of coherent density fluctuations propagating along the azimuthal direction. A
frequency of approximately 3.3 kHz can be estimated from the time separation between
adjacent stripes, and an average propagation velocity of approximately 800 m/s from
the ratio of the poloidal displacement to the time delay for a single stripe. The power
spectrum of density fluctuations is peaked at 4 kHz, consistently with what observed
in the space-time domain.
We conclude this Chapter presenting two cases of plasma parameter profiles that
do not satisfy the symmetry properties, shown in Fig. 4.9. The first example refers to a
slab-like Hydrogen plasma, with the same injected power and the same value of Bϕ as
in Fig. 4.6, but with Bz = 2.3 mT. No azimuthal propagation can be predicted in this
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case from the time-average profiles and the FLP arrays provide only information about
the plasma edge condition, but cannot be used to infer information on the fluctuation
dispersion relation. In this case, the pressure gradient is mainly along R, therefore the
TRIP array can be used to measure the radial profile of the dispersion relation kz(ω)
at midplane.
The second example refers to a plasma from Argon and it has been chosen to
emphasize the importance of an extended coverage of the poloidal cross-section. The
injected power is in this case approximately 6 kW, thus the maximum of the density
is shifted toward the low field side because of the dependence of the position of the
upper hybrid resonance on the density [42]. The upward shift is due to the value of
the vertical magnetic field, Bz = 0.2 mT, a factor five lower than the optimal value
for the confinement time estimated for Argon [37]. It is clear from the figure that
in this case neither the FLP nor the TRIP array can be used to infer the dispersion
relation, because no measurements are available at the location where the pressure
gradient is maximum. The power spectra of density and potential fluctuations can
be measured with the HEXTIP array, but the large separation between tips and the
phase distortion for frequency larger than 10 kHz, prevent the measurement of the
wavenumber. The use of a mechanical system with large spatial coverage is in this case
the most appropriate solution.
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Measurement of the linear
properties of fluctuations
The analysis of plasma fluctuations is traditionally based on Fourier spectral anal-
ysis [48], which considers fluctuating quantities as the superposition of statistically
independent modes. In a stationary, infinite, homogeneous and isotropic medium, they
can be described as simple plane waves, Aeı(k·r−ωt), oscillating at frequency ω, with
constant amplitude A and wavenumber k = Nω/c, where N is the index of refrac-
tion of the medium along the direction of propagation. In a weakly inhomogeneous
plasma, fluctuations - e.g. in the density - can still be represented as superposition of
plane waves with a slowly varying amplitude |n(k, ω)|, where the coefficients n(k, ω)
are defined by the Fourier transform: 1
n(k, ω) =
∫∫∫∫
n˜(r, t)e−ı(k·r−ωt)drdt (5.1)
Space-frequency representation
As time and space are decoupled, it is possible to consider separately fluctuations
in frequency or in wavenumber. Representation in the k-space only is commonly used
in theoretical models, but is impractical in experiments, because the estimate of the
Fourier coefficients n(k, t) requires measurements at a large number of grid points. As
time sequences are easier to obtain, the frequency representation is more practical and
1 The notation used in MATLABr routines is consistent with the notation most common among
engineers:
f(r, t) =
∫∫∫∫
F (k, ω)eı(k·r+ωt)
dk
(2pi)3
dω
2pi
F (k, ω) =
∫∫∫∫
f(r, t)e−ı(k·r+ωt)drdt
where the complex term e±ı(k·r+ωt) represents a wave travelling in the negative k direction. The
difference with the notation adopted in this Thesis, dominant among physicists, is a complex conjugate
eıωt. The output of the MATLABr FFT (Fast Fourier Transform) algorithms in the time domain
should be transformed accordingly.
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widely used. A frequency representation will be adopted in the rest of this Thesis:
n˜(r, t) =
∑
ω
nω(r)e
−ıωt (5.2a)
nω(r) = |nω(r)| eıθω(r) (5.2b)
where nω(r) are the discrete Fourier coefficients of the time series measured at position
r, with amplitude |nω(r)| and phase eıθω(r). The sum is over discrete frequencies ω ≡ ωm
defined as ωm = mpi(Nδt)
−1, wherem = {1, · · · , N} and δt is the time resolution. If all
spectral components of interest have frequency below the Nyquist frequency ωN, then
the discrete, finite representation, Eq. (5.2), is a good approximation of the continuous
spectrum of fluctuations.
5.1 Stationary and homogeneous processes
Fluctuations in a plasma depend on space and time. Let n(r, t) and n(r′, t′) denote
the density measured at different positions r, r′ and times t, t′. A random process is
said to be stationary if time-averaged quantities, such as the average value or the
correlation function, are invariant to translations in time, but depend only on the time
separation, i.e.:
n0(r) = lim
T→∞
1
T
∫ T0+T
T0
n(r, t)dt (5.3a)
R(r, r′, τ) = lim
T→∞
1
T
∫ T0+T
T0
n∗(r, t) n(r′, t+ τ)dt (5.3b)
are independent of T0. Note that these averages still depend on the position.
Similarly, a random process is said to be homogeneous if the space averaged value
and the correlation function in space do not depend on position, but only on the spatial
separation ξ = r− r′:
n0(t) = lim
V→∞
1
V
∫
V
n(r, t)dr (5.4a)
R(ξ, t, t′) = lim
V→∞
1
V
∫
V
n∗(r, t)n(r+ ξ, t′)dr (5.4b)
5.2 Measurement of fluctuations rms
Stationarity is satisfied in all the experiments presented in this Thesis. Physical
quantities will therefore be represented as the superposition of a time invariant and a
fluctuating component, n(r, t) = n0(r)+ n˜(r, t). The former corresponds to an average
value:
n0(r) = lim
T→∞
1
T
∫ T
0
n(r, t) dt,
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while the significance of the fluctuating part can be described by the variance:〈|n˜(r, t)|2〉 = lim
T→∞
1
T
∫ T
0
[n(r, t)− n0(r)]2 dt
Using the Parseval theorem, the rms value of fluctuations can be estimated from the
power spectrum, after removal of the time-averaged value: 2〈|n˜(r, t)|2〉 = 1
2pi
∫ +∞
−∞
P (r, ω)dω (5.5)
where
P (r, ω) = lim
T→∞
1
T
n∗(r, ω)n(r, ω) (5.6)
is the power spectrum. For discrete signals and for a large number M of identical
realizations of the same physical quantity, the power spectrum is calculated as the
ensemble averaging:
P (ω) = 〈nω(r)n∗ω(r)〉 =
1
M
M∑
j=1
n(j)ω (r)n
∗(j)
ω (r) (5.7)
where we have dropped the explicit dependence on r. It follows from Eq. (5.5), that,
if one or more modes at frequencies ωm are present in the power spectrum, the rms
value of fluctuations associated with individual modes can be calculated from the area
under the peak as [48]: 〈|nωm|2〉 = P (ωm)∆ωm (5.8)
If the peak is fitted by a gaussian curve of width σω centered at ωm, P (ωm) is the
height of the curve at ωm and ∆ωm = σω.
5.2.1 Measurement of density fluctuations
Density fluctuations are estimated from the fluctuating part of the ion saturation
current, Eq. (4.3), assuming constant electron temperature:
n˜ ≈ 2
eA
√
Te0
M
I˜sat = n0
I˜sat
I0
(5.9)
2 The power spectrum of a stationary signal of mean value n0(r) is given by a delta function of
strength 2pi|n0(r)|2 positioned at ω = 0 superposed to the power spectrum of the fluctuating part.
This can be easily proved [52] calculating the correlation function of n(r, t) = n0(r) + n˜(r, t):
Rn(r, τ) = lim
T→∞
1
T
∫ T/2
−T/2
[n0(r) + n˜(r, t)] [n0(r)∗ + n˜(r, t+ τ)∗] dt = n20(r) +Rn˜(r, τ)
The Fourier transform gives then:
Pn(r, ω) = 2pin0(r)2δ(ω) + Pn˜(r, ω)
The contribution of the time-independent component is a constant value and can be recovered at
any time. The symbol ‘∼’ will be therefore dropped in the following when referring to fluctuations
represented in the Fourier domain.
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Figure 5.1: Left: Radial profile of φ˜f and φ˜p measured at midplane. Right: Phase
shift between φ˜f and T˜e measured at midplane, at R−R0 = 6 cm. The time-averaged
profiles of n0, Te0 and φp0 are shown in Fig. 4.6.
The corrections to the power spectrum of n˜ due to T˜e are negligible, as discussed in
App. E.2. The power spectrum of density fluctuations is therefore approximated with
the power spectrum of I˜sat.
5.2.2 Measurement of electrostatic potential fluctuations
Plasma potential fluctuations are measured from temperature and floating potential
fluctuations as:
φ˜p = φ˜f + µ
T˜e
e
(5.10)
where φ˜f and φ˜p indicate respectively the fluctuating part of the floating and of the
plasma potential. The power spectrum of φ˜p is related to that of T˜e and φ˜f by:
Pφp = Pφf +
µ2
e2
PTe + 2
µ
e
< [〈φ∗f,ωTe,ω〉] . (5.11)
The amplitude of Pφp depends not only on the amplitude of PTe and Pφf , but also on
the sign of the phase between φ˜f and T˜e. To illustrate this, Fig. 5.1 shows the radial
profile of potential fluctuations measured at midplane, in a plasma from Hydrogen,
with Bϕ = 76.6 mT and Bz = 0.6 mT (see Fig. 4.6). In this example the difference
between φ˜f and φ˜p is approximately a factor two, with φ˜p < φ˜f because of the negative
value of the phase shift ∠(φ˜f , T˜e).
5.2.3 Measurement of the phase between n˜ and φ˜p
The measurement of the phase shift between density and potential fluctuations is
important for the estimate of the fluctuation induced particle flux. Moreover it is
commonly used as a parameter for the identification of the nature of the instabilities.
Under the hypothesis that electrons are adiabatic, the phase should be zero for colli-
sionless plasmas, as results from Eq. (2.1) written in the Fourier space. Non-adiabatic
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Figure 5.2: Phase shift between density and potential fluctuations, calculated between
n˜ and φ˜f (open circles) and between n˜ and φ˜p (black circles). The dashed line represents
the additional correction to θφp−θn given by the tip separation, assumed to be constant
over R. Plasma parameters are the same as in Fig. 5.1.
electrons, as well as the presence of collisions, alter this value, cfr Eq. (2.3). The phase
shift between density and potential fluctuations is calculated from the argument of the
cross spectrum between n˜ and φ˜p:
Pnφp = Pnφf +
µ
e
[〈n∗ωTe,ω〉] (5.12)
where we have used Eq. (5.10). If T˜e = 0, the phase shift can be measured from the
floating potential fluctuations, but in general temperature fluctuations should be taken
into account. Beside the error done by neglecting the effect of T˜e, another source of
error is represented by the finite separation between tips that measure I˜sat and φ˜p
(or φ˜f ). Both of these effects, discussed in App. E, are taken into account whenever
the measurements of T˜e are available. Figure 5.2 shows an example of the effect of
temperature fluctuations on the measurement of the phase shift between density and
plasma potential for the same case as in Fig. 5.1.
5.3 Reconstruction of the 2D profile of fluctuations
rms
As it will be discussed in Chap. 7, instabilities are generated in TORPEX at specific
locations over the plasma cross-section, depending on the local value of the background
profiles of plasma pressure and electric field. As discussed in Sec. 2, drift waves are
associated with gradients in the background pressure profile. We expect to measure
the maximum amplitude of fluctuations at the location of maximum ∇(n0Te0), corre-
sponding to the location of the maximum linear drive. Interchange modes are driven
where the pressure gradient is co-linear with the magnetic field gradient. Their ampli-
tude will therefore be maximum in the region of unfavourable curvature, where they
are most (linearly) unstable.
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Figure 5.3: Left: Measured power spectrum (thick black) for an Hydrogen plasma,
with the fitted exponential background (thick green) and the gaussian fit of the two
dominant peaks (thin black). Right: Histogram of the central frequency of each fitted
peak, independently on the amplitude and width of the peaks.
The identification of the location where individual modes are generated is there-
fore the first step to identify the mechanism that has driven the instabilities. The
distribution of mode amplitudes over the plasma cross-section is reconstructed from
the HEXTIP array on a statistical basis, using a semi-automatic method. First, the
power spectrum of density and floating potential fluctuations is estimated from I˜sat
and φ˜f , at each position (R − R0, z) covered by the array. The power spectrum is
then decomposed into a monotonic background and a discrete series of coherent com-
ponents at frequencies fj. After the subtraction of the background, which is generally
well fitted by an exponentially decreasing function of frequency, coherent components
of the residual spectrum appear. These are recursively fitted with a gaussian function
to determine frequency, height and width of each peak, starting from the mode with
the largest amplitude and retaining only those modes whose amplitude is larger than
a chosen fraction of the background level 3.
An example of the fitting procedure is shown in Fig. 5.3 for an experimental sit-
uation with a low degree of turbulence. The exercise is repeated over a number of
identical discharges to increase statistics. For sufficiently long discharges, because of
the stationarity, more sub-samples can be extracted from the same discharge. After
fitting the power spectrum measured over the whole poloidal cross-section, the his-
togram of the central frequency of each peak can be used to separate frequency ranges,
as shown in Fig. 5.3. The histogram is normalized to the number of shots used for the
estimate, thus it represents the average number of counts per shot, i.e. it indicates
how many times a peak with frequency in the range f ±∆f/2 (∆f is the bin length)
is measured, on average, in one shot.
The histogram contains global information for all positions, independently on the
amplitude and on the width of peaks in the power spectrum. Nevertheless, it con-
tains useful information on the measured power spectrum. For example, in Fig. 5.3
3The choice of the threshold depends on the number of modes present in the power spectrum and
on the degree of turbulence. A level of 10% to 30% is in most cases chosen to discard most of spurious
contributions coming from the higher frequencies.
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Figure 5.4: Left: Example of the reconstruction of the profile of the average frequency,
spectral width and amplitude of peaks measured in the power spectrum. Profiles refer
to density fluctuations with frequency in the range [4.5,5.5] kHz. Right: standard
deviation from the average value, same units.
the maximum number of counts is measured around 5 kHz, with a low dispersion in
frequency, indicating that a mode at this frequency dominates the power spectrum of
n˜. After selecting the range of frequency from the histogram, the average value of the
fluctuations rms in that frequency range, measured at each position, is calculated from
all the shots.
Figure 5.4 shows the reconstruction of fluctuations with frequency in the range
[4.5, 5.5] kHz. The region of the plasma cross-section where the mode has its maximum
amplitude is quite localized and is referred to as ‘source’. A comparison with the
background profiles at the same location provides then an indication of the driving
mechanism. The plasma parameters at this location should be used as inputs for
numerical codes with which to compare the measured dispersion relation.
As shown in Fig. 5.4(c), the region where the mode has its maximum amplitude has
a spatial extension between 7 and 10 cm, where the uncertainty is given by the spatial
resolution of HEXTIP, 3.5 cm. Over this region the deviation around the mean value of
amplitude is minimum (' 40%), while the width of the peak is 0.9 kHz. The apparent
decreasing of the peak width, measured away from the source region, is mainly an
artifact of the automatic fitting procedure. Broad peaks with low amplitude are in fact
detected as sharp peaks with close frequencies.
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5.4 Measurement of the dispersion relation
The dispersion relation is a way for characterizing the space-time nature of a wave.
Let’s assume, for the time being, that nonlinear interactions are negligible, and that the
background pressure profiles have a gradient along R; the resulting drifts are therefore
along z 4. Using the polar representation, Eq. (5.2b), the space variation of nω(r) along
z is given by the derivative:
∂nω(z)
∂z
=
[
1
|nω(z)|
∂|nω(z)|
∂z
+ ı
∂θω(z)
∂z
]
nω(z). (5.13)
The first term, which represents the relative amplitude variation, is related to the
growth (damping) of the wave, while the second, which represents the phase variation,
is related to its dispersion:
kz(ω) ≡ ∂
∂z
θω(z)
If the medium is homogeneous along z, the wavenumber is constant in space and the
measured phase shift depends only on the probe separation dtip, kω = ∆θω/dtip. If n1,ω
and n2,ω denote the Fourier components of density fluctuations measured at position
z1 and z2 = z1+dtip, the dispersion relation along z, kz(ω), can then be estimated from
the argument of their cross-spectrum
〈
n2,ωn
∗
1,ω
〉
:
kz(ω) =
1
dtip
arg
〈
n2,ωn
∗
1,ω
〉
(5.14)
where
arg
〈
n2,ωn
∗
1,ω
〉
= arctan
(
= 〈n2,ωn∗1,ω〉
< 〈n2,ωn∗1,ω〉
)
.
Here < and = denote the real and imaginary part of the cross-spectrum. If dtip is
sufficiently small that the variation of the amplitude and the phase is negligible over
the probe separation, the medium can be considered homogeneous and Eq. (5.14) be
used to calculate the dispersion relation. In general dtip should be kept smaller than
the correlation length. Another condition, which will be discussed more in detail in
Sec. 6.4 is that the variation of the amplitude and phase due to nonlinear interactions is
negligible over dtip. These conditions are cast in the so-called wave packet assumptions
[53]: ∣∣∣∣ 1|nω(z)| ∂
m|nω(z)|
∂zm
∣∣∣∣ |kmz (ω)| , (5.15a)∣∣∣∣ 1kz(ω) ∂
mkz(ω)
∂zm
∣∣∣∣ |kmz (ω)| . (5.15b)
4This hypothesis is valid in general. In most experimental situations and in all the cases analyzed
in this Thesis, the pressure gradient and the electric field are at midplane along R. The dispersion
relation kz(ω) is therefore routinely measured at midplane using two probes separated along z (usually
the TRIP array). Without loss of generality, z is the direction of propagation. In some cases the
dispersion relation is measured with the FLP arrays along the azimuthal direction. When this is the
case, the direction of measurement will be specified.
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The dispersion relation, calculated in this way, does not accounts for the broadening of
the power spectrum P (k, ω) in the wavenumber space. If a coherent mode is present in
the plasma, the power spectrum is peaked at the frequency and at the wavenumber of
the mode and the power spectrum can be easily recovered from the frequency spectrum
as 5:
P (kz, ω) = P (ω)δ[kz − kz(ω)] (5.16)
In a weakly turbulent medium, the power spectrum can be peaked in ω, but broad in kz.
In this case, corresponding to most experimental scenarios investigated in this Thesis
work, the power spectrum P (kz, ω) can be statistically reconstructed from two-point
measurements [53] as described in the following section.
5.4.1 Estimate of P (kz, ω)
If a large number of independent realizations of the same physical process are avail-
able, the power spectrum P (kz, ω) can be reconstructed using the discrete representa-
tion of Eq. (5.16):
P (kz, ω) =
1
M
M∑
j=1
I∆kz [kz − k(j)z (ω)]
1
2
[P
(j)
1 (ω) + P
(j)
2 (ω)], (5.17)
where P (ω) in Eq. (5.16) is replaced by the mean of the power spectra measured at z1
and z2, and the wavenumber k
(j)
z (ω) is calculated for each sample from the argument
of the cross-spectrum, Eq. (5.14).
k(j)z (ω) =
1
dtip
arg
[
n
(j)
2,ωn
(j)∗
1,ω
]
(5.18)
The indicator function I∆kz , the discrete equivalent of the delta function, is defined as:
I∆kz [kz − k(j)z (ω)] =
{
1 kz ≤ k(j)z (ω) < kz +∆kz
0 elsewhere.
(5.19)
P (kz, ω) is estimated from two probes with mutual separation dtip, using the method
described in Ref. [53]. The bin width ∆kz is chosen to minimize the variance of the
estimate. The tip separation must be small enough that kz,max = pi/dtip is larger than
the maximum wavenumber associated with spectral components of interest, to avoid
aliasing in the measured wavenumbers.
The time sequences from each probe are divided intoM samples of length T = Nδt,
with a 50% overlapping, where δt is the sampling time and N the number of points
in each sample. The sample length T is chosen such that the frequency resolution
5 As the wavenumber kω is measured with two probes aligned along a particular direction, P (k, ω)
defined in this way is one-dimensional. This definition is consistent with the linearity of the Fourier
Transform operator:
P (kz, ω) =
∫
dkxdky P (kx, ky, kz, ω)
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Figure 5.5: Wavenumber and frequency power spectrum P (kz, ω), frequency spectrum
P (ω) and wavenumber spectrum P (kz), calculated from P (kz, ω) by summing respec-
tively over kz or over ω.
δω = pi/T is small enough to resolve the spectral components of interest. For each
sample j the Fourier coefficients n
(j)
1,ω and n
(j)
2,ω are estimated using the Fast Fourier
Transform (FFT) algorithm.
For a fixed frequency ω, the final power spectrum P (kz, ω) is peaked at the most
probable wavenumber k0. An example of the reconstruction of P (kz, ω) is shown in
Fig. 5.5 for an experimental situation where a coherent mode at 5 kHz is measured in
the power spectrum. The wavenumber spectrum P (kz) is calculated from P (kz, ω) by
summing over frequencies. The value of kz and its spectral width σkz are estimated
from a fit of P (kz) with a gaussian function, respectively as the central value and the
FWHM. The inverse of the spectral width, σ−1kz , provides an estimate of the correlation
length along z. It is common to indicate as weakly turbulent those spectra with σkz . kz
and as strongly turbulent those with σkz > kz.
5.4.2 Statistical dispersion relation
A statistical estimate of the dispersion relation, which takes into account the broad-
ening of the spectrum in the wavenumber space, was proposed by Iwama and Tsuk-
ishima [54]. They introduced the concept of conditional wavenumber-frequency spec-
trum p(kz|ω) whose discrete representation is [53][55]: 6
p(kz|ω) = P (kz, ω)∑
kz
P (kz, ω)
. (5.20)
6 The exact definition of the conditional spectrum is in terms of the normalized power spectrum
p(k, ω):
p(k|ω) = p(k, ω)∫
dk p(k, ω)
with p(k, ω) =
P (k, ω)∫∫
dkdω P (k, ω)
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Figure 5.6: Statistical dispersion relation reconstructed in a H plasma in a case of weak
turbulence. The power spectrum P (kz, ω) is shown in Fig. 5.5
The conditional spectrum p(kz|ω) gives the normalised power spectrum of kz for fixed
ω. The quantity p(kz|ω)dkz represents the fraction of spectral power at frequency ω due
to fluctuations with wavenumbers in the range kz to kz+ dkz. Taking advantage of the
analogy between the conditional spectrum and a probability density function, the value
of k¯z(ω) and σ¯kz(ω) - respectively the mean wavenumber and the mean wavenumber
spectral width - can be estimated from the first and second moment of the spectral
density in wavenumber space using fixed probe pairs [56][53]:
k¯z(ω) =
Nc∑
m=1
kmz p(k
m
z |ω), (5.21a)
σ¯2kz(ω) =
Nc∑
m=1
[kmz − k¯z(ω)]2 p(kmz |ω), (5.21b)
where Nc = 2pi/(dtip∆kz) is the number of grid points in kz-space.
Figure 5.6 shows the statistical dispersion relation reconstructed from P (kz, ω) for
the same case shown in Fig. 5.5. Fluctuations with frequency larger than 5 kHz prop-
agate with the same group velocity, as indicated by the linear dependence of k¯z(ω)
As the total spectral power
∫∫
dkdω P (k, ω) is a constant, the two definitions are equivalent. Note
that p(k, ω) defined in this way has the mathematical properties of a probability function, i.e.:
p(k, ω) > 0 ∀ k, ω∑
k,ω
p(k, ω) = 1
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Figure 5.7: Same as Fig. 5.6, but for larger degree of turbulence.
on the frequency. The wavenumber dispersion σ¯kz(ω) has a drop at the frequency of
the dominant mode, then increases with ω, indicating broadening for larger frequen-
cies, i.e. a decreasing of the correlation length associated with fluctuations with large
frequencies.
Figure 5.7 shows, for comparison, the reconstruction of the dispersion relation in an
experimental situation with more developed turbulence, with a broad feature measured
around 10 kHz. The broadening of the wavenumber spectrum is larger in this case,
with σ¯kz(ω) > k¯z(ω) already for frequencies above 20 kHz and it is not possible to define
a group velocity. It should be underlined that the estimate of the statistical dispersion
relation from Eq. (5.21) is valid in those frequency ranges where σ¯kz(ω) < k¯z(ω).
The weak turbulence approximation, which is at the basis of the analysis, fails when
σ¯k(ω) > k¯(ω).
5.4.3 Phase velocity
The phase velocity along z is estimated as the average value of the ratio ω/kz,
weighted over the power spectrum P (kz, ω):
7
vph =
∑
kz,ω
ω
kz
P (kz, ω)∑
kz,ω
P (kz, ω)
(5.22)
The phase velocity estimated in this way accounts for the spectral broadening, because
each component (kz, ω) contributes proportionally to its spectral amplitude. For given
(kz, ω), the power spectrum is fitted with a bi-dimensional gaussian function centered
7 The exact definition of the phase velocity is in term of the normalized power spectrum, p(kz, ω).
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Figure 5.8: Geometrical setup of the SLP and TWEEDY arrays for the measurements
of the parallel wavenumber. The arrays are positioned at the midplane (black dashed
line) and are separated by pi/2 along the toroidal direction. Numbers indicate which
tips are connected. The green line indicates the field line that intersects TWEEDY
tip#2.
at ω and kz. The sum in Eq. (5.22) is then calculated over a range of frequencies and
wavenumbers ω ± σω, kz ± σkz defined by the peak width in the ω- and kz-space. For
the two cases shown in Figs. 5.6-5.7, for example, the phase velocity calculated from
Eq. (5.22) is vph = (1.0± 0.2) km/s in the case where a coherent mode is detected and
vph = (0.5± 0.2) km/s in the case of turbulent spectrum.
5.4.4 Measurement of the parallel wavenumber
The value of the component of the wavenumber parallel to the magnetic field is very
important not only for wave identification, but also as it is a key parameter for wave-
particle interaction, in particular for the energy exchange. As discussed in Chap. 2,
interchange modes propagate purely across B, and have k‖ ' 0, while drift waves
(including drift-interchange) propagate obliquely to B and have k‖ 6= 0, with k‖  k⊥.
Parallel wavenumbers are routinely measured on TORPEX from the phase shift
between the SLP and the TWEEDY arrays, using the setup shown in Fig. 5.8. This
measurement is very delicate, as many factors can introduce errors in the measurement
of k‖, especially when the ratio of k‖ to k⊥ is low. In this case the measurement
is strongly affected by the projection of k⊥ along the direction of measurement (see
App. D).
Figure 5.10 shows an example of the effect of k⊥ on the measurement of k‖, for two
cases where a coherent mode can be identified in the power spectrum, i.e. P (k⊥, ω) is
peaked at a specific frequency and wavenumber. The two examples refer respectively
55
CHAPTER 5
−40 −20 0 20
0
5
10
15
20
25
30
35
k (m−1)
0 5 10 15 20 25 30
−50
−40
−30
−20
−10
0
10
20
30
ω/2pi (kHz)
k 
(m
−
1 )
P(k,ω) P(k)
Figure 5.9: Power spectrum (left) and wavenumber spectrum (right) measured with
the TWEEDY array, using two tips with separation of 1.8 cm.
to a mode with k‖ ≈ 0 and a mode with k‖ 6= 0. For each combination of pairs
SLP-TWEEDY, we have measured the wavenumber and frequency power spectrum
P (k, ω). The error bars in the figure represent the width of the wavenumber spectrum.
In both cases the measured wavenumbers increase linearly with the vertical separation
between tips, the slope being a function of k⊥ (see App. D). It results from the figure
that measurements done with probes not exactly aligned along the same field line result
in an overestimate of |k‖|. For given Bϕ and Bz, a field line that intersects a reference
tip of the TWEEDY array, will intersect the SLP array at the coordinate z0:
z0 = R∆ϕ
Bz
Bϕ
, (5.23)
where R is the radial position of the probes and ∆ϕ their toroidal separation, measured
on the midplane. The alignment of the probes with the field line is verified by looking
at the value of the coherence spectrum γ2 at the frequency of the mode. As shown in
Fig. 5.10, in both cases the maximum of the coherence is measured at those coordinates
that are closest to the calculated z0.
The toroidal separation between the probes that measure k‖ must be sufficiently
large that tips can be considered point-like. An example of this is shown in Fig. 5.9,
which reports the spectrum reconstructed with the TWEEDY array, rotated by 90◦
to have tips aligned along the toroidal direction. The distance between tips is 1.8 cm
and the diameter of the ring-shaped tips is 3 mm; the value of z0 calculated for this
distance is 0.16 mm, much smaller than the diameter of the probes.
Two problems arise. First, the alignment of the tips along the field line is practically
impossible. Second, due to the finite probe size, the measured phase shift will be
the result of an integral over the tip surface, giving an overestimate of the parallel
wavenumber [56]. The separation between SLP and TWEEDY was chosen on the
basis of these considerations to minimize the errors introduced in the measurements
by the finite probe size, yet maintaining high the level of coherence. Measurements
performed with a third array, positioned at 120◦ from SLP, revealed in some cases a
reduction of the coherence of a factor 3.
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Figure 5.10: Examples of the effect of k⊥ on the measurement of k‖, for a case of
a mode with k‖ 6= 0 (left), and a mode with k‖ ' 0 (right). Top: value of the
coherence spectrum measured at the frequency of the mode. The dashed line indicates
the coordinate z0 of the field line, calculated from Eq. (5.23).
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Chapter 6
Measurement of the nonlinear
properties of fluctuations
The spectral analysis discussed in the previous Chapter is suitable to the study of
the amplitude distribution of fluctuations in frequency and wavenumber, and of the
linear dispersion relation. When nonlinear processes are at play, Fourier analysis is
of limited use, as no information on the phase coupling among different modes can
be inferred from the power spectrum or the cross-spectrum. When the departure
from linearity is weak, the standard Fourier analysis can be generalized to include
information on the nonlinear phase coherence among different modes.
In this Chapter, we describe a spectral method to reconstruct the coefficients of
nonlinear interactions. The basic assumption made is that nonlinear interactions are
sufficiently weak that fluctuations can still be represented as the superposition of in-
dependent Fourier modes. A Volterra model, introduced in Sec. 6.1, is used to write
the equations for the nonlinear dynamics of fluctuations. These equations are then
used to derive an expression for the transfer of spectral energy in terms of the linear
growth rate and of the nonlinear coupling coefficients (see Sec. 6.2). The latter are
reconstructed by means of a multivariate regression analysis, described in Sec. 6.3,
where the convergence of the solution with respect to the number of samples and to
the level of noise is discussed. The Chapter is concluded with the quantification of
the effect of nonlinear interactions on the measurement of the wavenumber from two
probes (Sec. 6.4).
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6.1 Spectral evolution of fluctuations due to non-
linear interactions
Under the hypothesis of small amplitude fluctuations and weak departure from
linearity, and assuming a convective propagation along z, the dynamics of n˜(z, t) can
be modeled with a series expansion [57]:
∂n˜(z, t)
∂z
=
∞∑
m=1
fm(n˜) (6.1)
where fm(n˜) are convolution integrals of increasing order:
f1(n˜) =
∫
g(τ1)n˜(z, t− τ1)dτ1 (6.2a)
f2(n˜) =
∫∫
g(τ1, τ2)n˜(z, t− τ1)n˜(z, t− τ2)dτ1dτ2 (6.2b)
· · ·
The Volterra kernels g(τ1, · · · , τm) describe the dynamics of the system at order m. By
taking the Fourier transform in time of the series n˜(z, t) and for discrete values of the
frequency, Eq. (6.1) can be written as:
dnω
dz
= Γω nω +
∑
ωl≥ωm
ω=ωl+ωm
Γl,mω nlnm +
∑
ωl≥ωm,ωp
ω=ωl+ωm+ωp
Γl,m,pω nlnmnp + · · · (6.3)
where nl, nm, np denote the spectral components of n˜ at frequency respectively ωl,
ωm and ωp. The linear term Γω is related to the growth rate and the wave dispersion,
as it can be easily seen by taking Γl,mω = Γ
l,m,p
ω = 0 and comparing this equation
with Eq. (5.13). We’ll write this term as Γω = γω + ıkω. The quadratic coupling
coefficients Γl,mω describe nonlinear interactions involving three waves that satisfy the
resonance condition ωl + ωm = ω. Similarly, the cubic coupling coefficients Γ
l,m,p
ω
describe nonlinear interactions involving four waves that satisfy the resonance condition
ωl + ωm + ωp = ω.
6.1.1 Nonlinear dynamics in the laboratory frame
Frequencies are measured in the laboratory frame, where they are Doppler shifted
by a flow velocity vp, which, on TORPEX, corresponds to the E0 × B drift velocity
vE:
ωlab = ωpl + k · vE (6.4)
where ωpl is the frequency measured in the plasma frame. For drift waves, the measured
frequency will be the sum of the electron diamagnetic frequency k ·vde and the E0×B
frequency k · vE:
ωlab = k · (vde + vE) (6.5)
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For interchange modes, the measured frequency will be essentially ωE, because in TOR-
PEX plasmas vB  vE:
ωlab = k · (vB + vE) ' k · vE (6.6)
In most of the experimental situations verified on TORPEX, the background profiles of
pressure and plasma potential are similar in shape, with maximum at the same R−R0
and parallel gradients. At midplane, in particular, where the gradients are along R
and the corresponding drifts are along z, one can write:
ωlab = ωpl + kzvE. (6.7)
Making the Galileian transform n(z, t) → n(z, t′ = t − z/vE) and using the shifting
properties of Fourier transforms, the Fourier coefficients in the laboratory frame are
written as:
exp
(
ı
ω
vE
z
)
nω. (6.8)
Equation (6.3) assumes in the laboratory frame the form:
d
dz
(
eıωz/vE nω
)
= Γωe
ıωz/vE nω +
∑
ωl≥ωm
ω=ωl+ωm
Γl,mω e
ı(ωl+ωm)z/vE nl nm + · · · , (6.9)
where the explicit dependence on z in the Fourier components nω(z) has been dropped.
Expanding the space derivative on the left hand side and using the resonance condition
ωl + ωm = ω, we obtain:
dnω
dz
=
(
Γω − ı ω
vE
)
nω +
∑
ωl≥ωm
ω=ωl+ωm
Γl,mω nlnm + · · · (6.10)
As expected, the E0×B velocity affects the imaginary part of the linear term, related
to the dispersion relation, without affecting the growth rate and the quadratic coupling
coefficients.
6.1.2 Spatial versus temporal representation
Equation (6.3) is a particular case of a general model that describes both spatial and
temporal dynamics. In the general case, the resonance condition must be interpreted
as a conservation both in energy and in momentum:
ωl + ωm = ω (6.11a)
kl + km = k (6.11b)
The frequency measured in the laboratory frame, as discussed in the previous section,
can be written as:
ωlab = k · vp ' kzvp (6.12)
where vp is the phase velocity measured in the laboratory frame and we have assumed
that the dynamics is one-dimensional along z. It follows from Eq. (6.12) that, in those
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cases where a linear phase velocity is measured in a frequency range ∆ω, the time
dynamics can be extracted from the space dynamics using the relation: 1
∂
∂t
= vp
∂
∂z
where vp = ∆ω/∆kz. In this case the resonance among frequencies ωl+ωm = ω implies
a resonance among wavenumbers conjugate to z, kz(ωl) + kz(ωm) = kz(ω). It should
be underlined that this extension is valid as far as the degree of turbulence is low. In
case of strong turbulence, in fact, the wavenumber and frequency spectrum P (kz, ω)
is broad in kz and a resonance between specific frequencies does not necessarily imply
that the associated wavenumbers are also resonant.
6.2 Spectral power transfer
In a plasma, instabilities generally evolve from a fluctuation spectrum that covers a
limited range of frequency. This spectral energy is then redistributed through nonlinear
wave-wave interaction over the wider regions of the spectrum. An equation for the
evolution of the spectral power in a weakly turbulent plasma is obtained multiplying
Eq. (6.3) by n∗ω and averaging over a large number of samples:
2
1
2
d
dz
〈nωn∗ω〉 = <(Γω) 〈nωn∗ω〉+
∑
ωl≥ωm
ω=ωl+ωm
< [Γl,mω 〈nlnmn∗ω〉]
+
∑
ωl≥ωm,ωp
ω=ωl+ωm+ωp
< [Γl,m,pω 〈nlnmnpn∗ω〉]+ · · · (6.14)
where the relation:
dnω
dz
n∗ω =
1
2
d
dz
(nωn
∗
ω)
has been used. The variation of spectral power 〈nωn∗ω〉 moving along the distance dz is
due to the linear term through the average linear growth rate <(Γω) and to nonlinear
interactions through the terms:
T l,mω = <[Γl,mω 〈nlnmn∗ω〉] (6.15a)
T l,m,pω = <[Γl,m,pω 〈nlnmnpn∗ω〉] (6.15b)
1 Space and time derivative can be switched in Eq. (6.1), and an expression equivalent to Eq. (6.3)
can be written for the space dynamics [58]:
dnk
dt
= Lknk +
∑
kl,km
k=kl+km
Ql,mk nlnm (6.13)
where the fluctuating field is written in terms of the Fourier components in wavenumber, nk(t). The
Hasegawa-Mima equation for collisionless plasmas or the Hasegawa-Wakatani equations, for example,
can be reconduced to a model represented by Eq. (6.13).
2 As the energy is invariant for Galileian transforms of coordinate, the equation representing the
transfer of energy assumes the same form also in the laboratory frame, as can be easily proven by
multiplying Eq. (6.10) by e−ıωz/vE n∗ω.
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The terms T l,mω represent the amount of spectral power transfer due to three-wave
interactions. This transfer depends on the coupling coefficients Γl,mω and on the strength
of three-wave coupling, quantified by the bispectrum 〈nlnmn∗ω〉. Positive values of
T l,mω correspond to three-wave interactions in which spectral components with angular
frequencies ωl,m transfer energy to the component ω = ωl + ωm. Conversely, negative
values correspond to decay processes ω → ωl + ωm. The amplitude of individual
coefficients T l,mω is usually small, although the contribution of all triplets of waves
(ωl, ωm, ω) to the power spectrum at ω can be significant.
The terms T l,m,pω represent the amount of spectral transfer due to four-wave inter-
action processes. They depend on the cubic interaction coefficients Γl,m,pω and on the
trispectrum 〈nlnmnpn∗ω〉. In most experimental situations the cubic coupling coeffi-
cients are vanishing and Eq. (6.14) can be truncated to the second order. It is worth
noting that, in any case, the validity of this assumption must be verified by comparing,
for example, the relative amplitudes of the bispectrum and of the trispectrum.
Estimate of the bispectrum
An estimate of the bispectrum is given by the ensemble average [59]:
B(ωl, ωm) =
1
M
M∑
j=1
n
(j)
l n
(j)
m n
∗(j)
l+m (6.16)
If waves at frequency ωl, ωm and ωl+ωm are independent, each wave may be character-
ized by statistically independent random phases. The phase (θl+θm−θl+m), calculated
for each realization j = 1, · · · ,M , is randomly distributed over [−pi, pi]. In this case a
statistical averaging over a large number of samples leads to a vanishing bispectrum.
On the other hand, if the three spectral components are nonlinearly coupled, the total
phase, averaged over the ensemble, converges to a finite value. From Eq. (6.16), using
the relation n−ω = n∗ω, it can be shown that the bispectrum satisfies the following
symmetry relations:
B(ωl, ωm) = B(ωm, ωl) = B
∗(−ωl,−ωm) (6.17a)
B(ωl, ωm) = B(−ωl − ωm, ωm) = B(ωl,−ωl − ωm) (6.17b)
These symmetries are such that the frequency range for the calculation of the bispec-
trum can be reduced to the area enclosed between dotted lines in Fig. 6.1. The number
of samples M over which to calculate the average in Eq. (6.16) must be chosen to have
convergence of the bispectrum. An example is shown in Fig. 6.1, where the ansolute
value of the bispectrum corresponding to a fixed triplet of frequencies (ωl, ωm, ω) is
plotted as a function of the number of samples. It is found that the value of the
bispectrum strongly oscillates for M < 2000, then reaches saturation for larger M .
An estimate of the phase coupling independent of the power spectral amplitude,
the so-called bicoherence [59], is obtained normalizing the bispectrum:
b2(ωl, ωm) =
∣∣〈nlnmn∗l+m〉∣∣2
〈|nlnm|2〉 〈|nl+m|2〉 (6.18)
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Figure 6.1: Left: Absolute value of the bispectrum, |B(ωl, ωm)|, calculated from a
synthetic signal (see Sec. 6.3.1). Frequencies are in units of the Nyquist frequency ωN .
Right: Convergence of the value of the bispectrum on the number of samples; the curve
refers to the value of |B(ωl, ωm)| calculated at the frequencies (ωl, ωm) indicated by a
cross in the left figure.
As a natural extension of the definition of the bispectrum, four-wave interactions can
be estimated by the ensemble average:
B(ωl, ωm, ωp) =
1
M
M∑
j=1
n
(j)
l n
(j)
m n
(j)
p n
∗(j)
l+m+p (6.19)
and the corresponding tricoherence as:
b2(ωl, ωm, ωm) =
∣∣〈nlnmnpn∗l+m+p〉∣∣2
〈|nlnmnp|2〉 〈|nl+m+p|2〉 (6.20)
The resonance condition ωl+ωm+ωp = ω defines a thetraedron in the frequency domain.
One should therefore fix a frequency component, for example ωp, and use Eq. (6.16) to
calculate the equivalent bispectrum associated with the resonance condition ωl+ωm =
ω − ωp. The calculation of the trispectrum is time consuming because this operation
should be repeated over all spectral components of interest.
6.3 Estimate of the quadratic coupling coefficients
The coupling coefficients can be estimated from two-point measurements by a dif-
ference approach [58]. If n1,ω and n2,ω denote the spectral components of density
fluctuations at frequency ω measured respectively at positions z1 and z2 = z1 + dtip,
the derivative Eq. (5.13) can be approximated by:
dnω(z)
dz
≈ 1
dtip
lim
dtip→0
[ |n2,ω| − |n1,ω|
|n1,ω| + ı∆θω
]
n1,ω. (6.21)
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Here ∆θω = θ2,ω − θ1,ω is the phase shift measured between n1,ω and n2,ω, and the z
axis is oriented such that the measured phase shift ∆θω is positive. In practice one
should measure the phase shift between two probes and attribute an upstream and a
downstream position according to the measured phase shift.
Replacing Eq. (6.21) into Eq. (6.10) and solving for n2,ω with dtip small, the fluc-
tuations measured at z1 and z2 can be written as part of an input-output system:
n2,ω =
(
Lω − ı ω
vE
dtip
)
n1,ω +
∑
ωl>ωm
ω=ωl+ωm
Ql,mω n1,l n1,m
+
∑
ωl>ωm,ωp
ω=ωl+ωm+ωp
C l,m,pω n1,l n1,m n1,p + · · · (6.22)
where
Lω = (1 + Γωdtip − ı∆θω) eı∆θω (6.23a)
Ql,mω = Γ
l,m
ω dtip e
ı∆θω (6.23b)
C l,m,pω = Γ
l,m,p
ω dtip e
ı∆θω (6.23c)
Equation (6.22) can be solved by iteration [58] or by means of multivariate linear
regression techniques [57]. We choose the latter approach because it can be most easily
extended to include cubic interaction terms.
The time series from two probes separated by a distance dtip are divided into M
samples of length T = Nδt, with 50% overlapping, where δt is the sampling time. As
discussed in Sec. 5.4.1, the number of points N in each sample must be large enough
that the frequency resolution δω = piδt/N is sufficient to resolve spectral components of
interest. After subtraction of the mean value and evaluation of the Fourier coefficients
for each sample, we build for each value ω of the frequency the system of M linear
equations:
Yω = XωAω (6.24)
where the output Yω contains the Fourier components of the downstream probe:
Yω = [n
(1)
2,ω, n
(2)
2,ω, · · · , n(M)2,ω ]T . (6.25)
Aω is the array of unknown coefficients, defined as:
Aω =
[
Lω, Q
ω1,ω−ω1
ω , · · · , QωN ,ω−ωNω
]T
. (6.26)
The input array Xω contains the terms involving linear and quadratic interactions
between Fourier components of the upstream probe, with:
Xω =
n
(1)
1,ω n
(1)
1,ω1
n
(1)
1,ω−ω1 · · · n(1)1,ωNn
(1)
1,ω−ωN
...
...
...
n
(M)
1,ω n
(M)
1,ω1
n
(M)
1,ω−ω1 · · · n(M)1,ωNn
(M)
1,ω−ωN
 (6.27)
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The number of unknown coefficients depends on the value of the frequency ω and on
the number of possible combinations ωl ± |ωm| = ω given by the resonance conditions.
The solution of this system is given by the model that minimizes the squared residual
errors ω between the measured Yω and the predicted output Ŷω
ω = |Yω − Ŷω|2 (6.28)
In order for the solution of Eq. (6.24) to be numerically stable and physically relevant,
the matrix Xω must be non singular and the number of equations much larger than the
number of unknown coefficients. A compromise is thus needed between the number of
samples M and the number of Fourier modes N , which must be large enough to yield
sufficient frequency resolution. Secondly, the frequency range should be truncated at
a frequency above which the power spectral content becomes negligible. A further
reduction of the frequency range can be done when the nonlinear interactions are very
localised in frequency space.
6.3.1 Test of convergence
We have built an exact quadratic model, with Lω and Q
l,m
ω defined as in [60]:
Lω = 1.0− 0.4 ω
2
ω2N
+ i0.8
ω
ωN
(6.29a)
Ql,mω =
i
5ω4N
ωlωm(ω
2
m − ω2l )
1 + ω
2
ω2N
(6.29b)
where frequencies are normalized to the Nyquist frequency ωN and ω = ωl+ωm. Three
regions can be identified in Fig. 6.2, indicated as I, II, III. The triangular region (I) gives
the quadratic transfer function at the highest frequency ω involved in the interactions,
ω > ωl, ωm. Region (II) gives the strength of the coupling at the intermediate frequency
ω due to wave-wave coupling with a spectral component of larger frequency ωl and one
with a smaller frequency ωm, ωl > ω > |ωm|. The triangular region (III) shows |Ql,mω |
at the lowest frequency component ω due to coupling with the two others, ω < ωl, |ωm|.
We have constructed M = 10000 realizations of a gaussian signal, with N = 128
points. This represents the first input signal, which is passed through a black box
consisting of Lω and Q
l,m
ω as defined above. The output is then used as input for an
identical black box. The process is iterated 10 times, using each time the output of the
nth− 1 box as input for the nth box. The iteration is necessary to ensure that the final
input and output signals are non gaussian [60]. Figure 6.2 shows the power spectra of
the finals input and output signals, Xω and Yω.
In a second step, we estimate the linear and quadratic coefficients using the method
described above and in Ref. [57]. Half of the total number of samples are used to solve
the system, while the other half are kept for cross-validation. The error on the estimate
is given by the cross-coherence between the output signal Yω and the prediction of the
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Figure 6.2: Top left: Power spectra of the input and output signals, Xω and Yω.
Top right: Quadratic coefficients for the transfer of energy associated with three-wave
interaction, Eq. (6.15a). Bottom: Synthetic linear and quadratic term, defined from
Eq. (6.29).
model, Ŷω, [57]:
γ2ω =
|
〈
YωŶ
∗
ω
〉
|2
〈|Yω|2〉
〈
|Ŷω|2
〉 (6.30)
Figure 6.3 shows the results of the reconstruction of Lω and Q
l,m
ω from M = 20
and M = 100 samples. Perfect correspondence is found for M = 100, as indicated by
the unity value of the cross-coherence. Conversely, the reconstruction of the quadratic
coefficients is poor for an insufficient number of equations. For comparison, we also
show in the figure the value of the coherence calculated assuming a linear system:
Ŷω = LωXω (6.31)
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Figure 6.3: Top left: Linear term Lω reconstructed with 20 and 100 samples. Top right:
coherence between the measured output and the estimate of the model for M = 20
(dashed line) andM = 100 (thick line) samples. The thin line represents the coherence
calculated assuming a linear model. Bottom: Absolute value of quadratic coefficients
|Ql,mω | reconstructed from M = 20 (left) and M = 100 (right) samples.
where Lω is calculated as:
Lω =
〈YωX∗ω〉
〈XωX∗ω〉
. (6.32)
As shown in Fig. 6.3, the error done in neglecting the quadratic contributions is small,
resulting in a variation of γ2ω smaller than 0.3%.
The number of samples needed to reconstruct the linear and quadratic coefficients
increase in the presence of noise. This effect has been quantified adding to each
sample X
(j)
ω and Y
(j)
ω the Fourier Transform of a gaussian noise signal of amplitude√〈XωX∗ω〉(S/N)−1 (resp. √〈YωY ∗ω 〉(S/N)−1), where S/N is the signal-to-noise ratio.
Figure 6.4 shows the results of the reconstruction in the case of S/N = 30 and
S/N = 100. The presence of noise results in an offset in the estimate of the real part of
Lω, related to the growth rate, and in an underestimate of the slope of the imaginary
part of Lω, related to the wave dispersion, cfr Eq. (6.23a). The offset increases and the
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Figure 6.4: Reconstruction of the linear and quadratic terms in the presence of gaussian
noise, for signal to noise ratio S/N = 30 and S/N = 100 for M = 5000 samples. Top
left: Linear term Lω; the black line is the reference linear term. The reconstruction for
the case of S/N = 100 and M = 100 is shown for comparison. Top right: coherence
between the measured output and the estimate of the model, same cases. Bottom:
Absolute value of quadratic coefficients, |Ql,mω |, reconstructed from M = 5000 samples,
in the case of S/N = 100 (left) and S/N = 30 (right).
slope decreases with increasing noise levels. Increasing the number of samples does not
remove the offset, as shown in Fig. 6.4 for the case of S/N = 100 and for M = 100 and
M = 5000. The value of γ2ω is on average 5% lower if less samples are used, but the
average value of Lω at fixed frequency ω is comparable in the two cases. Increasing the
number of samples in the presence of noise reduces the statistical noise in the estimate
of the coefficients, but does not eliminate the effect of gaussian noise in the signals. The
underestimate of <(Lω) is reflected in an overestimate of the quadratic terms |Ql,mω |,
although the qualitative features are preserved. A direct consequence is that the power
spectral transfer due to quadratic interactions is overestimated and that associated to
the linear term is underestimated, as shown in Fig. 6.5.
Figure 6.6 shows the offset level and the variation of the slope of the real and
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Figure 6.5: Left: Spectral power transfer calculated in the case of noise-free signals.
The quadratic coefficients are calculated using M = 100 samples (see Fig. 6.3), while
the bispectrum is calculated with M = 100 and M = 1000 samples. (a) Total con-
tribution of the quadratic coefficients T l,mω , Eq. (6.15a). (b) Relative power transfer,
∆P/P = 2(P2 − P1)/(P1 + P2) and relative power transfer associated with nonlinear
interactions 2ΣT l,mω /P . Right: Same as left figure, but for two levels of noise and
for M = 5000 samples. (c) Total contribution of the quadratic coefficients T l,mω , for
S/N = 100 (thick curve) and S/N = 30 (thin curve). (d) Relative spectral power
transfer 2γω + 2ΣT
l,m
ω /P (thick curves). The thin lines represent the contribution to
the spectral power transfer due to the linear term.
imaginary part of the linear term Lω for signal to noise ratio between 2 and 1000.
Plotted quantities are referred to the reference values from Eq. (6.29). The linear and
quadratic term have been calculated using M = 5000 samples to reduce the statistical
noise in the analysis. For S/N > 100 the deviation from the reference value tends to
zero, the reconstruction of the linear and quadratic coefficients is almost unaffected
by noise. Conversely, the results are strongly affected by the noise level for decreasing
signal to noise ratio down to S/N < 20. Below this limit the reconstruction of the
coefficients becomes unreliable.
6.4 Measurement of the wavenumber from two probes
The wavenumber related to a fluctuating quantity is routinely measured from the
argument of the cross-spectrum between two probes with finite separation dtip, using
Eq. (5.14). By multiplying Eq. (6.22) times n∗1,ω and averaging over many samples, we
obtain:
〈
n2,ωn
∗
1,ω
〉
= Lω
〈
n1,ωn
∗
1,ω
〉
+
∑
ωl≥ωm
ω=ωl+ωm
Ql,mω
〈
n1,l n1,mn
∗
1,ω
〉
+
〈
n∗1,ω
〉
. (6.33)
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Figure 6.6: Left: Variation of the offset in the estimate of the real part of Lω with the
value of the signal to noise ratio. Right: Variation of the slope of the imaginary part
of Lω with respect to the reference slope, as a function of the signal to noise ratio.
Using Eq. (6.23a), which relates Γω = γω + ıkω and Lω, the real and the imaginary
part of Γω can be written respectively as:
γω =
1
dtip
[< (Lωe−ı∆θω)− 1] (6.34a)
kω =
1
dtip
[
∆θω + =
(
Lωe
−ı∆θω)] (6.34b)
where ∆θω is the measured phase shift over distance dtip. If nonlinear contributions
are negligible, the system reduces to a linear input-output system:〈
n2,ωn
∗
1,ω
〉
= Lω
〈
n1,ωn
∗
1,ω
〉
and the phase variation is given by:
tan∆θω =
=[〈n2,ωn∗1,ω〉]
<[〈n2,ωn∗1,ω〉] = L
I
ω
LRω
(6.35)
where LIω and L
R
ω denote, respectively, the real and imaginary part of Lω. Using the
relation:
eı∆θω =
〈
n2,ωn
∗
1,ω
〉
| 〈n2,ωn∗1,ω〉 |
and replacing it in Eq. (6.34b), the imaginary term inside the parentheses cancels out
and the wavenumber is given by the ratio of the phase shift to the distance. In the
general case, however, the expression for the total phase variation ∆θω inludes also
nonlinear terms:
tan∆θω =
LIω +
Y IQ
PX
+ P
I

PX
LRω +
Y RQ
PX
+ P
R

PX
(6.36)
where PX =
〈
n1,ωn
∗
1,ω
〉
and P = P
R
 + ıP
I
 =
〈
n∗1,ω
〉
. Y RQ and Y
I
Q denote the real and
the imaginary part of the total contribution of quadratic interactions:∑
ωl≥ωm
ω=ωl+ωm
Ql,mω
〈
n1,ln1,mn
∗
1,l+m
〉
= Y RQ + ıY
I
Q = YQ (6.37)
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In this case, the imaginary part in Eq. (6.34b) reduces to:
LIω
LRω
1− PX + Y IQLIω
PX +
Y RQ
LRω

This term represents the correction to the measured kω due to quadratic interactions.
It can be neglected if the real and imaginary part of the total quadratic contribution
are much smaller than the corresponding linear terms. The condition Y RQ /L
R
ω  1
implies that the variation of the amplitude due to quadratic interactions is negligible
with respect to the growth rate. The condition Y IQ/L
I
ω implies that the phase variation
due to quadratic interactions is negligible with respect to the linear wave dispersion.
Using Eq. (6.23b), which relates Ql,mω to Γ
l,m
ω , YQ can be written as:
YQ = dtip e
ı∆θω
∑
ωl≥ωm
ω=ωl+ωm
Γl,mω
〈
n1,ln1,mn
∗
1,l+m
〉
The measured coefficients Ql,mω increase in amplitude with increasing dtip, simply be-
cause fluctuations have more time to interact non linearly. For the measurement of the
wavenumber the probe separation should be kept as small as possible to minimize the
corrections on the phase shift due to nonlinear interactions. Conversely, if one is inter-
ested in the reconstruction of the coupling coefficients, the probe separation should be
not too small. How large dtip can be, depends on the degree of plasma inhomogeneity
and on the limits of validity of the Fourier representation, Eq. (5.15).
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General properties of the
instabilities observed on TORPEX
The instabilities observed on TORPEX have general features that are common to
different experimental scenarios. The largest level of density fluctuations is measured
where the pressure gradient is maximum and co-linear with the gradient of the magnetic
field. Large-scale bipolar structures are usually detected in the density fluctuations.
These structures form in the region of high fluctuation level, typically at the lower part
of the plasma cross-section and on the low-field side of the maximum of the background
density, then are observed to propagate (in the laboratory frame) along the E0 × B
direction. There are indications that their size is related to the wavelength and to the
degree of turbulence in the spectrum [28].
Experiments in Hydrogen, Helium and Argon plasmas have been conducted on TOR-
PEX, for different values of neutral gas pressure, injected microwave power, and vertical
magnetic field. Typical values for density, electron and ion temperatures, and plasma
potential are respectively n0 ' 1016−1017 m−3, Te0 . 5 eV, Ti0 . 0.1 eV, φp0 ' 10−20
V. The background profiles are affected by external control parameters. This Chap-
ter gives an overview of the dominant effects of selected control parameters on the
time-average profiles and on the spectra of density fluctuations. Most of the examples
are selected from Hydrogen plasmas, in which we have constructed the widest and
most complete database for the identification and the characterization of the observed
instabilities. The motivations leading to this choice are discussed in Sec. 7.1, where
examples of plasmas from both Argon and Hydrogen are presented and the effect of the
ion mass on the profiles and on the spectra is shortly discussed. In general, the value
of the toroidal magnetic field is kept fixed at Bϕ = 76.6 mT on axis and the vertical
field is set at the value calculated for the optimization of the confinement time, namely
Bz = 0.6 mT for Hydrogen and Bz = 1.0 mT for Argon [37], as discussed in Sec. 3.3.
The effect of the variation of the magnetic field on the background profiles and on the
fluctuation spectra is discussed in Sec. 7.3 for the toroidal component and in Sec. 7.4
for the vertical component. A neutral gas pressure of p0 = 6.0 × 10−5 mbar is taken
as a reference, noting that this parameter has minor effects on the profiles and on the
fluctuation spectra, as discussed in Sec. 7.5. When a control parameter is varied, the
others are kept fixed at the relevant reference value, indicated in Table 7.1.
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Bϕ (mT) Bz (mT) p0 (10
−5 mbar) PRF (kW)
reference 76.6 0.6 (Hydrogen) 6 0.4
value 1.0 (Argon) 2
range (71,89) (0.2,1.8) (2.5,14) 0.4, 1.0
Table 7.1: List of control parameters used for the scan and range of variation of each
parameter. When one parameter is varied in a scan, the others are kept fixed at the
reference values reported in the first line.
Argon Hydrogen
Neutral pressure (mbar) 2× 10−5 3.5× 10−5
Bz (mT) 1 0.6
Connection length (m) 42 58
Collision type σ[10−20 m2] λmfp (m) σ[10−20 m2] λmfp (m)
Coulomb 8.2 76 8.2 76
e/n scattering 10.7 5.8 1.87 20
Ionization 2.6 23 0.61 60
Table 7.2: Collision cross-sections and corresponding mean-free paths for Coulomb
collisions, scattering of electrons on neutrals and ionisation for Argon and Hydrogen
plasmas. Values refer to a test electron with parallel energy equal to 5 eV. A repre-
sentative value of 50 eV is assumed for the perpendicular energy of the suprathermal
electrons responsible for ionisation [40]. The length of a field line connecting the bottom
to the top of the vacuum vessel at the center is also reported.
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7.1 Ion mass
The ratio of the ion to electron mass can affect the drift wave dispersion relation,
introducing electromagnetic corrections. As mentioned in Sec. 2.4, the phase velocity
of drift waves along the magnetic field is in the range vthi < ω/k‖ < vthe. When
ω/k‖ approaches the Alfve´n speed, vA = (B20/µ0ρ0)
1/2, the magnetic field lines are
expected to be distorted by the perturbation. Using the definition of β, the ratio of
the plasma pressure n0Te0 to the magnetic pressure, B
2
0/2µ0, the condition vA < vthe
implies β > m/M . Although on TORPEX β is typically 10−4 − 10−5, it can be larger
than m/M if ions are sufficiently heavy. For fixed temperature and magnetic field
there is then a ‘critical’ density value above which the electrostatic approximation is
expected to fail. For B0 ' Bϕ = 76.6 mT and Te0 = 3 eV, this value is approximately
7 × 1016 m−3 for Argon plasmas, a limit often reached even in case of low absorbed
power, as shown in Fig. 7.1. Conversely, in Hydrogen plasmas the measured densities
are well below the corresponding ‘critical’ value of 2×1018 m−3. This Thesis focuses on
electrostatic instabilities and preference is given to plasmas from Hydrogen, for which
β can be assumed to be zero.
Figure 7.1 shows examples of time-averaged profiles measured in Hydrogen and
Argon plasmas for the reference values of magnetic field and pressure. The density is
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Figure 7.1: Left: time-averaged profiles of density, temperature and plasma potential
for an Hydrogen plasma at p0 = 2.5× 10−5 mbar, with 0.3 kW of absorbed power, and
Bz = 0.6 mT. Center: same as left column, but for an Ar plasma at p0 = 2.5 × 10−5
mbar, with 0.6 kW of absorbed power, and Bz = 1.0 mT. Right: same as center column,
but for 2 kW of absorbed power.
75
CHAPTER 7
higher in Argon than in Hydrogen plasmas, because of the larger ion inertia and the
higher cross section for the ionization [42]. Typical values for the collision cross-sections
and the corresponding mean free paths, calculated for the two gases, are reported in
Tab. 7.2 and in [42]. The electron temperature is similar for the two gases, although
slightly larger values are measured in Hydrogen plasmas. In the latter case the density
profiles are also generally more symmetric along the vertical direction and less extended
along R. This symmetry is usually maintained for injected power up to 10 kW, while
Argon plasmas assume in some cases a bean-like shape. The database available for
plasmas from Helium is still incomplete, and limited to the measurement of the ion
saturation current from the HEXTIP array. Density profiles appear to be qualitatively
similar to Hydrogen plasmas. The profiles of temperature and plasma potential are not
available, but - on the basis of the comparison between Hydrogen and Argon plasmas -
there are reasons to believe that the maximum temperature is similar to that measured
in the other two gases. The effect of control parameters, as the vertical field and the
neutral gas pressure, on the profile of the total density and on the statistical properties
of coherent structures in Helium plasmas is discussed in a previous Thesis work [34].
7.1.1 Spectral features
The ion mass M has a direct effect on the value of the ion cyclotron frequency,
ωci = ZeB/M . For the reference value of the toroidal field, the ion cyclotron frequency
is approximately 30 kHz for Argon and 1.2 MHz for Hydrogen plasmas. Figure 7.2
shows two examples of the power spectrum of n˜ measured in Argon plasmas. The
absorbed microwave power is respectively 2 and 10 kW. The power spectrum of n˜ is
peaked at frequencies close to the ion cyclotron frequency, thus the approximation of
ω  ωci fails. In this Thesis we focus on low frequency electrostatic fluctuations, with
ω  ωci. The general properties of plasma profiles and fluctuations spectra and their
dependence on the various control parameters will therefore be discussed in the rest of
this Chapter only for Hydrogen plasmas.
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Figure 7.2: Power spectrum of density fluctuations, measured in an Argon plasma,
with Bz = 1.0 mT, p0 = 2×10−5 mbar, and absorbed power approximately 2 kW (left)
and 10 kW (right).
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Figure 7.3: Time averaged profiles of density, temperature and plasma potential for
a Hydrogen plasma at p0 = 6 × 10−5 mbar, with 0.3 kW (left) and 1 kW (right) of
absorbed power.
7.2 Microwave power
Plasmas on TORPEX are generated and sustained by microwaves. As discussed
in Sec. 3.4, the main absorption and ionization occur at the Upper Hybrid resonance
layer [40][42]. Due to the dependence of the UH resonance frequency on the plasma
frequency, ωpe = (4pie
2ne/me)
1/2, the position of the UH layer depends on the value of
the plasma density. If the background density profiles are known from the experiments,
the position of the UH layer can be found from the equation [42]:
nUH[10
17 m−3] =
f 2RF[GHz]
8
[
1−
(
REC
R
)2]
(7.1)
where nUH denotes the value of the density at the position where fUH = fRF. Figure
7.3 shows an example of the time-averaged profiles measured in a Hydrogen plasma,
for two values of absorbed power, PRF ∼ 0.3 kW and PRF ∼ 1 kW. Working at a low
level of absorbed power offers two practical advantages.
First, the position of the maximum of n0, Te0 and φp0 is centered with respect to
the plasma cross section. This allows one to measure the background gradients and
the fluctuations over an extended region around the maximum of the peak density, and
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Figure 7.4: Left: number of counts related to the frequency of peaks detected in the
power spectrum of n˜ measured over the whole plasma cross-section, for two levels of
absorbed power. Right: profile of the amplitude of n˜ associated with the mode at 4
kHz for PRF = 0.3 kW (top) and PRF = 1.0 kW (bottom). The black crosses indicate
the position where the spectra in Fig. 7.5 are measured.
to compare the destabilizing role of the pressure gradient and of the curvature of the
magnetic field lines.
Second, the fluctuation level is lower than with larger absorbed power. Fluctuations
can be treated as small perturbations on top of a constant background, identified with
the time-averaged value (Sec. 5.2). A univocal dispersion relation can be defined and
measurements can be compared to linear models for the drift-wave dispersion relation.
For all the experiments presented herein, the injected power is kept constant at 0.4
kW, with an absorbed power of approximately 80%.
7.2.1 Spectral features
The general characteristics of density fluctuations do not show appreciable vari-
ations when the absorbed power is increased by a factor of three. A mode at low
frequency, with f0 ∼ 4 kHz is measured in the power spectrum of n˜ both for low
and high absorbed power, as shown in Fig. 7.4. Here we represent the histogram of
the frequencies of peaks detected in the power spectrum of n˜, reconstructed using the
method described in Sec. 5.3. The maximum amplitude for this mode is measured in
both cases on the low field side of the maximum of n0 and at the lower part of the
plasma cross-section. The wavenumber and frequency spectrum P (kθ, ω) measured at
the lower part of the poloidal cross-section with one of the FLP arrays is shown in
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Figure 7.5: Left: Wavenumber and frequency spectrum measured at the lower part
of the poloidal cross-section with one of the FLP arrays, at the positions indicated
in Fig. 7.4. Right: Frequency spectrum (top) and wavenumber spectrum (bottom)
calculated from P (kθ, ω), for the two levels of absorbed power.
Fig. 7.5. The mode is fairly localized both in ω- and kθ-spaces, indicating a low degree
of turbulence. Increasing the microwave power from 0.3 to 1 kW results in a decrease
of the frequency and the wavenumber of the mode of 0.7 kHz and 30 m−1, respectively.
This variation is consistent with the local values of the background parameters, under
the hypothesis that the velocity in the laboratory frame is the electron diamagnetic
drift velocity corrected for the E0 ×B drift.
7.3 Toroidal magnetic field
As discussed in Sec. 3.2, an upper limit of 100 mT to the amplitude of the toroidal
field is imposed by the frequency of the microwave source. For Bϕ = 76.6 mT on axis,
the position of the EC resonance layer is at R − R0 = −12.5 cm. If Bϕ is increased,
the position of the EC resonance layer shifts towards larger R. This causes also the
position of the UH resonance, thus that of the maximum density, to move towards the
low field side, as indicated by Eq. (7.1).
Figure 7.6 shows the profiles of n0 and n˜ measured for different values of Bϕ in
the range [72,85] mT. In this range the position of the EC resonance layer moves from
-19 to 1.4 cm. The profiles of n0 and n˜ are calculated respectively from the average
value and from the standard deviation of Isat, measured with HEXTIP, assuming an
uniform electron temperature of 5 eV. For each value of Bϕ the injected microwave
power is ramped up from 0 to 10 kW during 100 ms. The profiles shown in the figure
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are measured during the first 30 ms of discharge, where the level of absorbed power is
constant and approximately equal to 0.3 kW.
7.3.1 Spectral features
The power spectrum of density fluctuations is peaked at 4 kHz for toroidal field
values in the range between 73 mT and 85 mT, as shown in Fig. 7.7. The case at 77
mT is the same as described in the previous section, and the wavenumber and frequency
spectrum P (kθ, ω) measured at the lower part of the plasma cross-section is shown in
Fig. 7.5.
The amplitude of the mode is maximum at the lower part of the plasma cross-
section, and always on the low field side with respect to the maximum n0. When
Bϕ is increases from 73 mT up to 85 mT, the frequency of the mode decreases by
approximately 10%. However, we cannot conclude that this effect is merely due to a
variation of Bϕ, because it cannot be excluded that the background pressure and the
electric field vary as well.
7.4 Vertical magnetic field
As discussed in Sec. 3.3, particle losses along the magnetic field lines are directly
affected by the pitch angle, i.e. the ratio Bz/Bϕ. For given Bϕ, the larger Bz, the
shorter the connection length. We expect therefore the direct particle losses to dom-
inate with increasing vertical magnetic field. On the other hand, owing to a more
efficient compensation of the particle drifts associated with the curvature and the gra-
dient of the magnetic field, a better up-down symmetry can be achieved. Figure 7.8
shows the time-averaged profiles of density, temperature and plasma potential, recon-
structed from the I − V characteristics of the SLP array, during 300 ms of stationary
plasma discharge, with absorbed power of approximately 0.4 kW. The vertical mag-
netic field is increased from 0.2 to 1.8 mT. The case with a purely toroidal magnetic
field is not considered here, neither are vertical fields larger than 3 mT, because of the
loss of toroidal symmetry. For 3 mT the vertical displacement of a magnetic field line
after a complete turn, calculated on axis, is 36 cm, comparable to the diameter of the
vessel.
The connection length1, calculated as the length of the field line connecting the
bottom to the top of the vessel at R0, varies from 147 m for Bz = 0.2 mT down to
approximately 16 m for Bz = 1.8 mT. With reference to Fig. 7.8, the density profile
is centered with respect to the cross-section and symmetric along R, at least in the
range of Bz considered here. A variation of the maximum n0 below 20% is measured
when the vertical field is increased by a factor of three, while the temperature and the
1For a toroidal magnetic field the connection length depends on the distance from the torus main
axis:
Lc = 2
Bϕ
Bz
√
a2 − (R−R0)2 (7.2)
where a = 0.2 m and R0 = 1 m are respectively the minor and major radius. The toroidal field Bϕ is
defined as Bϕ = B0R0/R, where B0 = 76.6 mT is the value at R0.
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Figure 7.8: time average profiles of density (top), temperature (middle) and plasma
potential (bottom) for different values of the vertical field
electrostatic potential increase approximately by 40%. The profiles of Te0 and φp0 are
generally more elongated along z than density profiles.
7.4.1 Spectral features
Figure 7.9 shows the radial profile of the normalized density fluctuations, n˜/n0,
for Bz ∈ [0.4, 1.8] mT, measured at the midplane with the TRIP array. With an
exception represented by the lowest value of Bz, for which the normalized fluctuations
are comparable for all the radial positions, for Bz > 0.4 mT the largest values of n˜ are
measured on the low field side of the maximum n0. The power spectra of n˜, measured
at R − R0 = −9 cm and at R − R0 = 6 cm, exhibit distinct features. A mode with
frequency f0 ' 4 kHz is measured for Bz > 0.6 mT on both the high and the low
field side, with spectral power larger on the low field side. The frequency and the
spectral width of the mode are barely affected by the value of Bz. A second mode
with frequency larger than f0, indicated in the following as f1, is measured only on the
low field side. Contrary to the mode at f0, the frequency, amplitude and width of this
mode are strongly affected by the value of the vertical field.
Differences in the radial localization and in the dependence on Bz indicate that
the two modes are related to two distinct instabilities. Their spectral properties will
therefore be analyzed separately. The dispersion relation of the mode at frequency f0
will be analyzed for Bz = 0.6 mT and discussed more in detail in Chap. 8. For this
value of the vertical field, in fact, the instability at frequency f1 does not develop and
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Figure 7.10: Time-averaged profiles of n0, Te0 and φp0, for p0 ∈ [2.5, 14]× 10−5 mbar.
the power spectrum is peaked at frequency f0. The spectral properties and the linear
dispersion relation of the mode at frequency f1 will instead be discussed in Chap. 9.
7.5 Neutral gas pressure
The neutral gas pressure affects the plasma production mechanisms [43] and the
rate of collisions of plasma particles with neutrals. For the values of p0 considered here,
[2.5, 14]×10−5 mbar, the electron-neutral collision frequency varies in the range [2, 20]×
104 s−1. Density profiles are barely affected by the value of the neutral gas pressure, as
shown in Fig. 7.10. The maximum value of n0 does not show appreciable variations with
increasing p0, while the temperature and the electrostatic plasma potential decrease
by approximately 30% when p0 increases from 2.5× 10−5 mbar to 6× 10−5 mbar. No
appreciable variations are measured for further increases of the neutral gas pressure.
7.5.1 Spectral features
No major variations of the main spectral features are observed with increasing p0
from 2.5 × 10−5 to 1.4 × 10−4 mbar. The global, statistical spectral features for each
value of the pressure are summarized by the histogram of the central frequency of peaks
detected in the power spectrum of n˜, shown in Fig. 7.12. The histogram is obtained
from the measurement of Isat from HEXTIP, over the whole plasma cross-section, using
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Figure 7.11: Wavenumber and frequency spectrum for density fluctuations, measured
with the FLP array at the lower part of the plasma cross-section, at (R − R0, z) =
(3,−15.5) cm.
the method described in Sec. 5.3. Results for floating potential fluctuations are very
similar and are not shown here. As the number of shots used for the statistical estimate
of the histogram is not the same for the different configurations, the number of counts in
each frequency range has been normalized to the number of shots used for the analysis.
The values indicated on the vertical axis represent therefore the average number of
counts per shot.
Increasing the gas pressure from 2.5× 10−5 to 6.0× 10−5 mbar results in a decrease
of the frequency of approximately 0.5 kHz, as results from the position of the maximum
of the ‘most probable’ frequency in the histogram. This frequency shift seems to be
related to differences in the pressure profile and in the background electric field. No
variations of the central frequency of the mode are in fact observed for a further increase
of the pressure, where the time-averaged profiles of pressure and plasma potential do
not vary. For all values of p0, the fluctuations associated with the dominant mode
have their maximum amplitude at the lower part of the plasma cross-section and in
the unfavourable curvature region (Fig. 7.12).
Figure 7.11 shows the power spectrum P (kθ, ω) measured at the lower part of the
plasma cross-section with one of the FLP arrays. The power spectrum is peaked in
frequency and wavenumber for all the values of p0. The amplitude of the dominant
mode decreases, possibly because of a larger degree of turbulence. The development
of turbulence is indicated in particular by a broadening of the wavenumber spectrum,
whose width is representative of the correlation length. The decrease of the correlation
length is accompanied by a decrease of the wavelength of the dominant mode when p0
increases from 6× 10−5 mbar up to 10−4 mbar [28].
The main effect of the neutral gas pressure is therefore on the degree of turbulence,
rather than on the nature of the instabilities or in their linear dispersion relation, the
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Figure 7.12: Left: Average number of counts per frequency per shot, reconstructed
from the power spectrum of density fluctuations measured from the Isat of the HEXTIP
array. The plots refer to different values of the neutral gas pressure between 2.5×10−5
mbar and 14 × 10−5 mbar (from top to bottom). Right: reconstructed profile of the
amplitude of density fluctuations with frequency approximately equal to 4 kHz.
effect being more evident for larger injected powers [28].
86
7.6. SUMMARY AND DISCUSSION
7.6 Summary and discussion
We have shortly presented in this Chapter an overview of the main features of
plasmas on TORPEX and their dependence on external control parameters. We have
discussed in particular the effect of the gas type and neutral gas pressure, of the level
of microwave power and of the amplitude of the magnetic field on the time-averaged
profiles and on the power spectra. We concentrate primarily on Hydrogen plasmas,
because of the high ion cyclotron frequency, much larger than the frequency of the ob-
served fluctuations. Moreover, time-averaged plasma profiles maintain their symmetry
along R and z when the external control parameters are varied.
The time-averaged profiles are mostly influenced by the microwave power level
through the mechanisms of absorption and ionization at the Upper Hybrid resonance
layer. The maximum of the density shifts towards larger R with increasing power, as
discussed in detail in [40][42]. A configuration with PRF ' 0.3 kW will be taken in the
rest of this Thesis for the analysis of the linear properties of electrostatic instabilities
on TORPEX. At low power the time-averaged pressure profile is centered with respect
to the poloidal cross-section and the fluctuation level is below 40%.
The maximum of n0 is barely affected by the other control parameters and the
density profiles maintain horizontal and vertical symmetry when the magnetic field
or the neutral gas pressure are changed. Conversely, the temperature and plasma
potential profiles are affected by the value of p0 up to 6× 10−5 mbar and become more
elongated along z with increasing vertical field.
Among the control parameters, the vertical magnetic field has the strongest influ-
ence on the character of the instabilities. Two modes with distinct features are detected
in the power spectrum of density fluctuations for different Bz values, most probably
related to instabilities of different nature. These instabilities will be discussed more in
detail in the next Chapters. At low vertical field, Bz = 0.6 mT, one of the two modes
dominates the power spectrum of density fluctuations. Its frequency is barely affected
by the other control parameters, the only variations being related to modifications in
the background profiles.
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Chapter 8
Identification and characterization
of drift-interchange instabilities
Two distinct types of instabilities can be identified in Hydrogen plasmas, as dis-
cussed in the previous Chapter. The first is detected both on the high and on the low
field side with respect to the maximum of the density profiles. The characterization of
its linear dispersion relation is the subject of this Chapter.
The analysis is conducted in an experimental configuration characterized by a low
degree of turbulence, where the power spectrum peaks at a definite frequency and
wavenumber. The relatively low level of fluctuations makes it possible to define a
background profile, distinct from a small, fluctuating component superimposed onto
it. The microwave power level is fixed at PRF = 0.3 kW to maintain pressure profiles
centered on the poloidal cross-section. This simplifies the analysis of the properties of
fluctuations and the effect of the curvature of the magnetic field lines over an extended
region around the maximum of the density profile. Other parameters are set to standard
values (see Table 7.1).
After a brief introduction on the background and fluctuation profiles (Sec. 8.1), we
discuss the spectral properties of density and potential fluctuations (Sec. 8.2). The
source region, i.e. the geometrical location where an instability is generated, is iden-
tified from measurements of the power spectra of n˜ and φ˜f over the whole plasma
cross-section (Sec. 8.2). The linear dispersion relation is measured at different loca-
tions, starting from the source region and following the convection path. It will be
shown in Sec. 8.3 that the power spectrum of n˜ is narrow at the frequency and the
wavenumber of the mode close to the location of generation, then broadens during
convection away from the source region. The dispersion relation, measured across and
along the magnetic field, is consistent with the drift-wave dispersion relation and the
perpendicular phase velocity, corrected for the E0 ×B Doppler shift, is comparable to
the electron diamagnetic drift velocity. A comparison with the numerical solution of
the kinetic dispersion relation derived in Chap. 2 demonstrates that the curvature is
essential for the destabilization of these modes, which are identified as drift-interchange.
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8.1 Background and fluctuation profiles
Figure 8.1 shows the background profiles of n0, Te0, and φp0, reconstructed from
the time-averaged value of the corresponding parameters, calculated from the I − V
characteristics of the SLP array during 200 ms of discharge with constant absorbed
power of 0.3 kW. The profiles of pressure and plasma potential are vertically elongated
and have their maximum at R ' R0, where n0 ' 1.8 × 1016 m−3 and φp0 ' 9 V. The
electron temperature is approximately constant to 4 eV for R < R0 and decreases for
R > R0. The inverse temperature gradient scale length, L
−1
T = |∇Te0/Te0|, is maximum
at rs = R− R0 ' 5 cm. At this position LT is comparable with Ln = |∇n0/n0|−1 ' 5
cm. The profile of φp0 is reconstructed from the floating potential φf0 and from the
electron temperature as φp0 = φf0+µTe0/e [44][45], with µ = 3.15 [42], as described in
Sec. 4.1. The strong gradient of φp0 on the low field side gives rise to a inhomogeneous
electric field whose maximum value is reached at rs. This results in a non-uniform
E0 ×B drift:
vE =
E0 ×B
B2
=
B×∇φp0
B2
. (8.1)
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Figure 8.1: Left: Background profiles of n0, T0 and φp0 estimated from the I − V
characteristics of the SLP array. Profile of |∇n0|, |vde| = Te0/(eBLn) and |vE|. The
toroidal field Bϕ is directed into the plane of the figure, the electron diamagnetic
velocity vde is clockwise and vE is counter-clockwise. The extension of the plasma
source for this plasma is shown in Fig. 3.10.
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Figure 8.2: (a): Poloidal profiles of the rms value of n˜ and φ˜f estimated from the power
spectrum, integrated over the frequency range (0, 125) kHz. (b): Profile of n˜/n0 (full
circles) and eφ˜f/Te0 (open circles) at the midplane, measured with the TRIP array. (c):
Average phase shift between n˜ and φ˜f at midplane, in the frequency ranges [0.7, 1.4]
kHz (open squares) and [3.7, 5] kHz (full squares).
The electron diamagnetic drift vde, in general directed in the opposite direction, is
calculated from the background profiles as:
vde =
1
eB2
∇(n0T)
n0
×B (8.2)
The rms values of density and potential fluctuations, n˜ and φ˜f , are estimated as the
square root of their power spectra, integrated over the frequency range covered by the
measurements, (0, 125) kHz. Normalized temperature fluctuations, T˜e/Te0, are much
lower in amplitude than density and potential fluctuations and are neglected in these
measurements. Plasma potential fluctuations are therefore approximated by floating
potential fluctuations, φ˜p ≈ φ˜f .
Figure 8.2 shows the 2D profile of the rms values of n˜ and φ˜f , measured with the
HEXTIP array. Density fluctuations have their maximum for R > R0, where ∇n0 and
∇B are co-linear. This is a general feature on TORPEX, verified experimentally for
a large variety of scenarios in Argon and Hydrogen plasmas, with microwave power in
the range [0.1, 30] kW and neutral gas pressure in the range [1, 20]× 10−5 mbar. The
normalized density and potential fluctuations, n˜/n0 and eφ˜f/Te0, are comparable in
amplitude and vary at midplane between 20% and 50%, as shown in Fig. 8.2b.
Figure 8.2c shows the phase difference between n˜ and φ˜f , ∠(n˜, φ˜f ), measured at the
frequency of the dominant modes in the spectrum (see Fig. 8.3). The phase difference
is below pi/2 and constant over a wide range of positions over the midplane, with
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Figure 8.3: Left: Power spectral density of n˜, measured at R−R0 = 1.75 cm, z = −3
cm, in the region of largest level of fluctuations. Right: Histogram of the central
frequency of the peaks resulting from a recursive fit of the power spectrum of n˜ (left)
and φ˜f (right), evaluated over a set of 24 discharges with HEXTIP in Isat and 22
discharges with HEXTIP in floating potential configuration.
∠(n˜, φ˜f ) ' 0 for R−R0 > rs for fluctuations with frequency in the range [0.7, 1.4] kHz.
Deviations from these values are measured at rs for fluctuations with frequency in the
range [3.7, 5] kHz, probably due to the combined effect of the strong electric field and
the large temperature gradient.
8.2 Spectral properties
The main contributions to the spectral power, measured at different locations over
the cross-section, come from fluctuations below 30 kHz. Figure 8.3 shows the power
spectrum of n˜, measured at R − R0 = 1.75 cm, and z = −3 cm, i.e. in the region
of large fluctuation level (see Fig. 8.2). Three modes dominate the power spectrum
measured at this location, with frequency approximately 1, 2 and 4 kHz. Peaks at
the same frequency are observed in the spectra measured over most of the poloidal
cross-section, with deviations from the central value of less than 0.5 kHz. Neverthless,
depending on the location of measurement, the amplitude of the peaks can vary by
more than one order of magnitude.
8.2.1 Reconstruction of the profile of spectral amplitude
The profile of the amplitude of fluctuations for the individual modes is reconstructed
using the statistical method described in Sec. 5.3. From the HEXTIP array we measure
at each position (R − R0, z) the power spectral density of n˜ and φ˜f over a set of
discharges with the same parameters and background profiles.
The histogram of the central frequency of all peaks resulting from the fit of the
power spectra of n˜ and φ˜f , shown in Fig. 8.3, contains several pieces of information.
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Figure 8.4: Profile of rms value of n˜ (left) and φ˜f (right) estimated in the frequency
ranges [0.7,1.4] kHz (a), [1.4,3.7] kHz (b), and [3.7,5.0] kHz (c). The average frequency
of the modes in each frequency range is, respectively, 1.0 kHz, 2.5 kHz and 4.3 kHz.
First, the histograms for n˜ and φ˜f are very similar and modes with the same frequency
are measured in the power spectrum of both quantities, indicating that density and
potential fluctuations are coupled. Second, the largest number of counts corresponds
to frequencies below 5 kHz. The power spectrum shown in Fig. 8.3 is therefore repre-
sentative of the frequencies detected in most of the poloidal cross section. Finally, the
modes are distinct, with a statistical deviation from the central value of the frequency
among different discharges smaller than the separation between adjacent peaks. This
is also an indirect indication of good reproducibility of the plasma discharges.
Three non-overlapping frequency ranges are identified from the local minima in the
histogram, namely [0.7,1.4] kHz, [1.5,3.5] kHz, and [3.6,5.0] kHz. Provided a frequency
peak is measured at a given position over the poloidal cross-section, the rms value of
n˜ and φ˜f is estimated, for each range, as the square root of the amplitude of the peak
times its width, Eq. (5.8). The results of this operation for n˜ and φ˜f in each of the
three frequency ranges are displayed in Fig. 8.4.
The regions of maximum amplitude of n˜ for the peaks at 1 and 4 kHz are separated,
indicating that these modes are generated at different locations. The region where the
mode at 2 kHz is generated is at an intermediate position between the other two and
partially overlaps with them. The profiles of n˜ and φ˜f appear quite different. However,
the values of n˜/n0 and eφ˜f/Te0 associated with each mode are comparable in amplitude
at the location where the modes are generated. They increase from approximately 6%
for the modes at 1 and 2 kHz up to approximately 15% for the mode at 4kHz. The
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linearized Boltzmann relation, n˜/n0 ∼= eφ˜/Te0, is therefore verified separately for the
amplitude of each mode. One cannot conclude that in general electrons behave adia-
batically as, for example, along the radial profile at the midplane, the phase ∠(n˜, φ˜f )
varies between 0 and pi/2. After generation waves are subject to convection. Depend-
ing on the background profiles and the level of turbulence, a loss of the correlation
between n˜ and φ˜f is observed.
The measurement of the phase shift between density and potential fluctuations is
commonly used as a parameter for the identification of the nature of the instabilities.
Under the hypothesis that electrons are adiabatic, the phase shift should be zero for
non collisional drift waves, as results from Eq. (2.1) written in the Fourier space. The
presence of collisions alters this value, cfr Eq. (2.3). A phase shift in the range of
[0, pi/4] is usually attributed to collisional drift waves, while a phase shift close to pi/2
is attributed to interchange modes [26][12][61].
The value of the phase is nevertheless affected by many factors, usually not taken
into account in simplified linear theories. The presence of a temperature gradient, or the
nonlinear coupling between n˜, T˜e and φ˜p introduce corrections in the expression relating
density and electrostatic potential. Apart from these physical factors, measurements
are in practice affected by T˜e, neglected in most cases, and by the finite distance between
tips, both effects quantified in App. E.3. As shown in Fig. 8.2, no clear conclusion on
the nature of the instability can be drawn from the measurement of the phase shift
between density and potential fluctuations.
The value of the phase shift has direct implications on the estimate of the fluctuation-
induced particle flux. If the phase is independent of the nature of the instabilities, one
cannot define ‘typical’ particle fluxes associated with instabilities of different nature.
Experiments on TORPEX have demonstrated in fact that interchange and drift insta-
bilities give comparable values of the particle flux related to fluctuations [40].
8.3 Measurement of the dispersion relation
In addition to the determination of the region where unstable modes are generated,
a reconstruction of the dispersion relation both perpendicular and parallel to B is
necessary to determine the nature of the instabilities. We measure the wavenumber
and frequency spectrum P (k, ω) by applying the two-point correlation technique [53]
to the I˜sat signals from two probes with small separation with respect to the correlation
length (Sec. 5.4.1):
P (k, ω) =
1
M
M∑
j=1
I∆k[k − k(j)(ω)] 1
2
[
P j1 (ω) + P
j
2 (ω)
]
. (8.3)
Here M is the number of independent realizations extracted from the time traces of
the probes and the function I∆k[k − kj(ω)] is defined in Sec. 5.4.1. In Eq. (8.3) P j1 (ω)
and P j2 (ω) are the power spectra of the two probe signals measured for each sample
j, while kj(ω) represents the local wavenumber estimated from their cross-spectrum.
The width of the bins in k-space, ∆k, is chosen to minimize the variance of P (k, ω) at
the values of k and ω associated with the observed peaks.
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Figure 8.5: Left: Wavenumber and frequency spectrum P (k⊥, ω); the insets show the
position of measurements on the poloidal cross-section, namely (R−R0, z) = (−9, 0) cm
(a), (R−R0, z) = (0.5, 16) cm (b), (R−R0, z) = (6, 0) cm (c), (R−R0, z) = (3.5,−15.3)
cm (d). Plot (c) should be compared with Fig. 8.4a-b, plot (d) should be compared to
Fig. 8.4c. Center : Frequency spectrum P (ω), calculated as integral of P (k⊥, ω) over all
wavenumbers k⊥. Right: Wavenumber spectrum P (k⊥) calculated from the integral of
P (k⊥, ω) over ω±σω, where ω and σω are defined by a fit over P (k⊥, ω) with a gaussian
function. The dashed lines refer to P (k⊥) relative to the mode at 1 kHz, continuous
lines to the mode at 4 kHz. The peak at 18 kHz in the power spectrum measured on
the high field side (a) is not related to any mode.
8.3.1 Perpendicular wavenumbers
The power spectrum in terms of the wavenumber perpendicular to the magnetic field
is measured at midplane, at different values of R−R0, with the TRIP probe array and
along the azimuthal direction with the FLP arrays. In the first case we can estimate the
statistical dispersion relation along z, in the second case that along θ. In this Section
we’ll indicate case by case the power spectrum for the different components, P (kz, ω) or
P (kθ, ω), as P (k⊥, ω). Figure 8.5 shows the measurements taken at four positions over
the poloidal cross-section, azimuthally separated by approximately 90◦. The frames
have been arranged from bottom to top in Fig. 8.5 according to the (counter-clockwise)
direction of the E0 × B drift, starting from the bottom of the poloidal cross-section,
where the amplitude of the mode at 4 kHz is the largest. Positive values of k⊥ in
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Figure 8.6: Radial profile of the phase velocity vph of the mode at 4 kHz (full circles)
measured at midplane, z component of vde (squares) and of vE (diamonds). The
difference |vde · zˆ| − |vE · zˆ| is reported for comparison (dash-dot line).
Fig. 8.5 indicate propagation along the direction of vE.
Frames (a) and (c) in the figure refer to measurements performed with the TRIP
probe array at two midplane positions, respectively in the region of good and bad
curvature, R−R0 = −9 cm and R−R0 = 6 cm. At these positions the scale lengths of
the density gradient are comparable and approximately equal to 5 cm, but on the LFS
the amplitude of n˜ is one order of magnitude larger. This is also the location where
∇n0, ∇Te0 and E0 have their maximum amplitude, and is identified in Sec. 8.2 as
‘source’ region for the mode at 1 kHz. It is worth noting that at midplane the density
gradient is directed along R, as can be seen from the profiles in Fig. 8.1, thus k⊥ ≡ kz
at R−R0 = −9 cm and R−R0 = 6 cm. Frame (d) shows measurements in the region
identified as ‘source’ for the mode at 4 kHz, while frame (b) shows measurements in the
upper portion of the poloidal cross-section. The background profiles are not available
at these locations.
The power spectral density is localized both in ω and k⊥ at the location where the
mode at 4 kHz has its maximum amplitude, as can be seen comparing Fig. 8.5d and
Fig. 8.4. The frequency and the wavenumber of the mode, as well as the spectral width
in ω and k⊥, are estimated from a two-dimensional gaussian fit. We find ω/2pi = 4.6
kHz and σω/2pi = 1.2 kHz, consistently with the mean value and the spread of frequen-
cies in the range [3.7, 5.0] kHz calculated over the whole plasma cross-section. The fit
over the wavenumbers gives k⊥ = 48 m−1, which corresponds to a perpendicular wave-
length of 12 cm. The inverse width of the wavenumber spectrum σ−1k⊥ ≈ 13 cm, gives
a local estimate of the correlation length on the plane perpendicular to the magnetic
field.
At the upper part of the cross-section (Fig. 8.5b), the power spectrum P (k⊥, ω)
broadens. The value of σk⊥ increases, indicating a reduction of the correlation length,
i.e. an increase in the degree of turbulence. At the same time, the maximum of P (k⊥)
shifts towards lower values of k⊥ for both the modes, although a secondary peak at
40 m−1, possibly associated with the mode at 4 kHz, can still be detected in P (k⊥).
The broad band feature observed in the range [8,25] kHz corresponds to a coherent
spectrum in k⊥, with maximum at 55 m−1. As it will be discussed in next Chapter, the
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Figure 8.7: Convention adopted in the numeration of tips in the TWEEDY and SLP
arrays.
dispersion properties of this mode are consistent with a pure interchange instability, as
observed for Bz > 0.6 mT.
8.3.2 Phase velocity
The profile of the phase velocity of the mode at 4 kHz is estimated at midplane as
the average value of the ratio ω/kz weighted on P (kz, ω), using Eq. (5.22). The power
spectrum P (kz, ω) is fitted with a bi-dimensional gaussian function centered on the
frequency and wavenumber of the mode. The sum is then calculated over a range of
frequencies and wavenumbers ω±σω, kz±σkz defined by the spectral width of the peak
in ω- and in kz-space. Figure 8.6 shows the radial profile of the phase velocity, as well
as the projection along z of vde and vE, calculated from the time-averaged profiles. As
results from the profiles of n0 and φp0 in Fig. 8.1, vde and vE have opposite directions.
The density and the plasma potential gradients are directed radially at midplane and
the corresponding drifts are vertical. The phase velocity measured in the laboratory
frame is in good agreement with the difference of their amplitudes, |vde · zˆ| − |vE · zˆ|.
Deviations from the exact value are within the errors due to the estimate of E0 from
φp0.
8.3.3 Parallel wavenumber
The parallel wavenumber is measured at midplane from the phase shift between the
SLP and the TWEEDY arrays, with the geometrical arrangement shown in Fig. 5.8.
Figure 8.7 reproduces a sketch of the two arrays along with the convention used to nu-
merate the tips. The SLP tip#1 and the TWEEDY tip#2 are located on the equatorial
plane and toroidally separated by pi/2. During measurements over the radial position,
they are kept at the same R. The wavenumber and frequency spectrum P (k, ω) is
calculated for each combination of pairs SLP-TWEEDY.
Figure 8.8 shows measurements done with respect to TWEEDY tip#2 at different
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Figure 8.8: P (k, ω) measured between each tip in the SLP array and the TWEEDY
tip#2 at different radial positions. The value of R−R0 increases from left to right in
the figure. SLP tip#1 is on top, SLP tip#8 is on bottom of the figure, the vertical
coordinate of each tip (units of cm) is reported in the plot. The thick axes indicate
measurements corresponding to the best alignment with the magnetic field line.
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radial positions. The coordinate z0 that corresponds to the vertical displacement of the
field line that intersects TWEEDY tip#2 and the SLP array increases from 0.9 to 1.5
cm in the range −14 ≤ R−R0 ≤ 4 cm. As shown in the figure, for a fixed position R,
the measured wavenumber increases in absolute value with the vertical distance from
the field line, because of the contribution of the projection of k⊥ along the direction of
measurement (see Sec. 5.4.4 and App. D). The aliasing effect in k in the reconstruction
of P (k, ω) is visible for measurements taken at R − R0 = −10 cm and R − R0 > 7
cm, when ∆z approaches 10 cm. Differences in the value of k measured at the same
vertical position, but at different R, are most probably due to the effect of k⊥, which
is not constant along R (see Fig. 8.6).
Figure 8.9 shows the value of the coherence spectrum measured at 4 kHz, at R −
R0 = −14 cm and at R − R0 = 4 cm. At both positions the maximum value of the
coherence is measured with the SLP tip closest to z0, then it decreases with increasing
the distance from the field line. At R−R0 = −14 cm, in particular, a second maximum
is measured in the coherence, at a distance of approximately 4.5 cm from the first. This
position corresponds to the intersection of a field line that passes through the position
occupied by TWEEDY after a complete turn:
z1 =
Bz
Bϕ
R(∆ϕ+ 2pi)
The measured wavenumber as a function of the vertical separation between tips is
shown in Fig. 8.9. For the sake of completeness and to increase the statistical signif-
icance of the linear fit, we have added in the figure also the wavenumbers measured
using TWEEDY tip#6 and tip#10. At R−R0 = −14 cm k‖ = 0.21 m−1 at the position
where the coherence is maximum; this value corresponds to a parallel wavelength of 30
m, shorter than the connection length at this location, Lc = 41 m. For comparison, the
wavenumber measured at the second maximum of coherence, correcting for the total
length of the field line, is 0.16 m−1, comparable with the measurement taken at the
absolute maximum of coherence. On the low field side k‖ = 0.39 m−1, almost twice
than the value measured on the high field side.
8.4 Comparison with linear theory
The measured dispersion relation is compared with the numerical solution of the
theoretical dispersion relation derived in Chap. 2. The ion temperature is assumed
to be uniform, while a gradient is allowed in the temperature profile. The effect of
the E0 ×B drift and of the gradient and curvature of the magnetic field are included
as ‘external’ forces F perpendicular to B in the dispersion relation, Eq. (2.13) and
Eq. (2.27), which we report here below for simplicity:
(k, ω) = 1 +
∑
α
1
(kλD)2
[
1−
∫
dv
f0α
nα
ω − (ωn + ω′T + ωE)
ω − (ωE + ωB + k‖v‖) J
2
0
(
kzv⊥
Ω
)]
. (8.4)
The cartesian reference used in Chap. 2 to derive the slab dispersion relation is re-
placed here by the cylindrical coordinates adopted in Chap. 3. The x and y directions,
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Figure 8.9: Top: Value of the coherence spectrum associated with the unstable mode
at 4 kHz, measured between the 8 tips in the SLP probe array and the TWEEDY
tip#2. Bottom: wavenumber measured with respect to TWEEDY tips#2, 6, 10. Plots
refer to measurements done at R−R0 = −14 cm (left) and R−R0 = 4 cm (right).
respectively associated with the background gradients and with the drifts, are replaced
by R and z, while the magnetic field direction is indicated with ‘‖’. The various drift
terms are defined in Chap.2, Eq. (2.25). The dependence on the velocity in the term
ωB is maintained and the integral over the perpendicular and parallel velocities is eval-
uated numerically to correctly represent the resonant denominator, which is essential
to study marginal stability.
Figure 8.10 shows the solution of the dispersion relation calculated at midplane, on
the high and on the low field side, for the local values of the background parameters.
Equation (8.4) has been solved first assuming the pressure gradient as the only driving
mechanism, then adding the curvature term. The solution has been calculated on
the high field side for kz = 20 m
−1 and k‖ = 0.2 m−1 and on the low field side
for kz = 40 m
−1 and k‖ = 0.4 m−1. After having calculated the solution for these
values, the dependence of the real frequency and of the the growth rate on k‖ has been
studied keeping fixed kz. On the high field side the measured frequency is in fairly
good agreement with the real frequency in the range of the measured k‖. For the local
values of Ln, LT and E0, unstable solutions are found for k‖ < 0.4 m−1, although the
most unstable solution has a value of k‖ almost ten times smaller than the measured
values.
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Figure 8.10: Left: Solution of the dispersion relation calculated on the high field side
without the curvature term, for Ln = 5 cm, Ln/LT = 0, E0 = 20 V/m. The thick
horizontal bar represents the measured k‖, including the error bar. In the top figure
k‖ is plot at the vertical coordinate corresponding to the measured frequency, in the
bottom plot it is plotted on the horizontal axis. Right: Solution of the dispersion
relation calculated on the low field side, for kz = 40 m
−1, Ln = LT = 5 cm, E0 = 90
V/m. The thick horizontal lines refer to the result with the curvature term, the thin
lines refer to the result without the curvature. In the latter case the growth rate is
multiplied times 100 for graphical representation.
On the low field side the pressure gradient alone is not sufficient to destabilize the
modes in the measured k‖ range. The solution of the dispersion relation is unstable
only if the curvature is taken into account. In the latter case the growth rate increases
with decreasing k‖, as expected for interchange drive, and decreases with increasing k‖
down to approximately 10−3 times the real frequency for the experimental k‖ values.
The dispersion relation has been solved including the curvature also for R < R0, where
the pressure gradient opposes the magnetic field gradient. Here the curvature has a
stabilizing effect on drift waves [18][29] and no unstable solutions are found. These
results confirm the hypothesis that the unstable mode is driven in the bad curvature
region, therefore it can be referred to as drift-interchange.
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Figure 8.11: Time-averaged profiles of density, temperature and plasma potential,
measured in Argon plasmas, with Bϕ = 76.6 mT, Bz = 1.0 mT, p0 = 2.5× 10−5 mbar,
with 2 kW of absorbed power.
8.5 Drift instabilities in Argon plasmas
We conclude this Chapter illustrating an example of drift instabilities measured in
Argon plasmas. Figure 8.11 shows the time-averaged profiles of n0, Te0 and φ0, mea-
sured during 80 ms of a stationary phase of plasma discharge, with 2 kW of absorbed
power. The density profile is shifted toward the low field side [42] and the maximum n0
is almost 20 times larger than the value measured in Hydrogen plasmas. The temper-
ature is fairly constant across the section and slightly increases at the plasma edge, on
the low field side. The plasma potential profile is similar to the density profile. Even
in this plasma the electron diamagnetic drift velocity and the E0 × B velocity have
opposite directions.
The power spectrum of density fluctuations, measured at midplane exhibits a pro-
nounced peak at 8.5 kHz (Fig. 8.12). The same peak is detected also on the upper
part of the plasma cross-section, but not on the bottom and on the high field side with
respect to the maximum of n0. The wavenumber and frequency spectrum is peaked at
54 m−1, a value comparable to that measured in Hydrogen plasmas and correspond-
ing to a wavelength of approximately 12 cm. The turbulence is weakly developed, as
indicated by the low value of the wavenumber spectral width σkθ = 18 m
−1 < kθ. The
average phase velocity associated with the mode is vph = (1.0 ± 0.09) km/s along the
poloidal direction.
The poloidal counter-clockwise propagation is also confirmed by the phase delay at
8.5 kHz measured between all the tips in the FLP-HOR array with respect to one tip
located upstream with respect to the direction of propagation, shown in Fig. 8.13 (see
Fig. C.1 for the numeration of tips). The phase velocity is estimated from a linear fit
of the curve as:
vph = 2pif
r
m
(8.5)
where f is the frequency of the mode, m is the poloidal wavenumber, which is equal
to the coefficient of the linear term and r = 16.5 cm is the distance of the FLP array
with respect to the center of the vessel poloidal cross-section. We obtain vph = 944
m/s, comparable with the value measured locally from P (kθ, ω). The measured phase
102
8.5. DRIFT INSTABILITIES IN ARGON PLASMAS
−100
0
100
200
k θ
 
(m
−
1 )
0
50
100
k θ
(ω
) (
m−
1 )
0 10 20 30 40 50 60 70 80
0
50
100
150
200
ω/2pi (kHz)
σ
k 
(ω
) (
m−
1 )
−200 −100 0 100 200
0
0.005
0.01
0.015
0.02
kθ (m
−1)
0 10 20 30
0
0.01
0.02
0.03
0.04
0.05
0.06
ω/2pi (kHz)
_
_
P(ω)
P(k  )θ
θ
Figure 8.12: Left: conditional spectrum p(kθ|ω) (top), and statistical dispersion rela-
tion measured at midplane, at R− R0 = 16.3 cm. Right: Frequency and wavenumber
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velocity should be compared to the E0 × B drift velocity, vE = (1.3 ± 0.1) km/s and
the electron diamagnetic drift velocity, vde = (0.3 ± 0.1) km/s, calculated from the
background profiles. The difference between the two is consistent with the measured
phase velocity.
The parallel wavenumber was measured with two probes toroidally separated by
0.9 m and fixed on the equatorial plane, at 4 cm from the vessel edge. An upper
estimate to the parallel wavenumber, is 2 m−1, much larger than the value measured
in Hydrogen plasmas.
Figure 8.14 shows the numerical solution of the dispersion relation calculated for
the local background parameters at the same location where the dispersion relation
has been measured and for k⊥ = 50 m−1. The curvature term is not included in these
calculations. As shown in the figure, the measured dispersion relation is consistent
with the existence of an unstable solution for drift waves, even in the case where the
curvature of the magnetic field is not taken into account. Fairly good agreement is
found between the measured frequency and the real frequency for drift waves in a wide
range of k‖.
Note that for Argon plasmas the term k⊥ρs ' 0.5 should be taken into account in the
estimate of the electron diamagnetic drift frequency from the background parameters
from Eq. (2.32a) and Eq. (8.2). We obtain 2.5 kHz that, subtracted to the E0 × B
frequency of 11.5 kHz, gives 9 kHz, consistent with the measurements.
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Figure 8.14: Numerical solution of the kinetic dispersion relation for drift waves, cal-
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8.6 Summary and discussion
We have presented in this Chapter the characterization of the linear properties of
electrostatic drift instabilities in Hydrogen and Argon plasmas. In both cases density
fluctuations peak on the low field side of the maximum of n0 and at the location of
maximum density gradient.
In Hydrogen plasmas a mode at approximately 4 kHz is measured both on the high
and on the low field sides, with amplitude much larger on the low field side. The density
fluctuations associated with this mode have their maximum amplitude in a delimited
region at the bottom of the plasma cross-section. The power spectrum is narrow in
frequency and wavenumber at this location, then it broadens during the convection
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path.
The phase velocity of the unstable mode, measured at midplane, is consistent with
the electron diamagnetic velocity for drift waves, corrected for the Doppler shift induced
by the E0×B drift. The parallel wavenumber is larger than zero both on the high and
the low field side, with a ratio of k‖ to kz of the order of 10−3.
The measured dispersion relation has been compared with the numerical solution
of the kinetic dispersion relation derived in Chap. 2. It is found that the curvature of
the magnetic field is essential to drive the observed modes unstable.
Note that a mode at 4 kHz is detected also on the high field side, as shown in
Fig. 8.5 and Fig. 7.9. It is narrow in frequency and wavenumber for R − R0 . −10
cm and it is broad between -10 cm and the maximum of n0. This region corresponds
to the location of the EC resonance layer, where density profiles have a secondary
maximum and background gradients are steep, as discussed in [40][42]. Because of
the presence of this local minimum in the density profiles, a region of unfavourable
curvature exists also on the high field side, between the EC resonance layer, at −12.5
cm, and approximately −9 cm. With the data available at present we cannot conclude
whether the mode detected on the high field side is a remnant of the drift-interchange
instability generated at the bottom of the plasma cross-section and convected from the
source region to the high field side, or it is a seed of the drift-interchange instability
observed later on the low field side.
Further investigations are foreseen. Experimentally, measurements of the dispersion
relation with higher spatial resolution are needed around the EC resonance layer and,
possibly, in an extended vertical region, to highlight asymmetries in the wavenumber
spectra above and below the equatorial plane. On the theory side, insight could be
gained by nonlinear models of electrostatic turbulence in toroidal geometry, which take
into account the effect of the plasma source at the EC and at the UH resonance layers
[40].
In Argon plasmas the measured dispersion relation is also consistent with the disper-
sion relation for drift waves and the measured frequency comparable to the difference
between the E0 × B and the electron diamagnetic drift frequency. Contrary to Hy-
drogen plasmas, according to the kinetic linear model, curvature does not need to be
invoked to justify the detection of unstable drift waves on the low field side of the
maximum of n0. In Argon, the drift mode is not detected on the high field side. This
excludes the hypothesis that it is generated as a drift wave on the high field side, is
convected to the low field side by the E0 × B drift and is saturated here by the in-
terchange mechanism. Further investigations are required in this direction, possibly
choosing configurations with background profiles centered over the vessel cross-section,
in order to separate the contribution of the curvature and of the pressure gradients.
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Chapter 9
Identification and characterization
of interchange instabilities
As discussed in Chap. 7, two low frequency modes with different properties are
detected in the power spectrum of density fluctuations. One of the modes has fre-
quency ≈ 4 kHz, is measured both on the high and the low field side, and is identified
as a drift-interchange instability. The other mode is measured only on the low field
side. Its frequency is larger and is strongly affected by the value of the vertical field.
This Chapter focuses on the characterization of the nature and spectral features of this
second mode. After a short summary of the experimental setup and the background
profiles, the power spectra of density and plasma potential fluctuations are compared
in Sec. 9.2. Section 9.3 illustrates the measured dispersion relation across and along
the magnetic field and the comparison of the measured phase velocities with the drift
velocities calculated from the background profiles. The experimentally reconstructed
dispersion relation is then compared with the numerical solution of the kinetic disper-
sion relation derived in Chap. 2. The observed instability is demonstrated to be an
interchange mode, with a wavelength across the magnetic field that is consistent with
the vertical displacement of the magnetic field lines after a complete toroidal turn.
9.1 Time-averaged profiles
The main properties of the background profiles and the variation of n0, Te0 and
φp0 with the vertical field have been discussed in Sec. 7.4. We nonetheless report in
Fig. 9.1 the time-averaged profiles for four selected values of Bz in the range (0.8, 1.8)
mT. The density profile is centered with respect to the vessel cross-section, and has
good symmetry along R and z. Temperature and plasma potential profiles are more
elongated in the z direction and approach a slab-like configuration with increasing
vertical field magnitude. The maximum density stays approximately constant, with
relative variations below 20% across the full range of the vertical field variations. On
the other hand, the relative increase in temperature and plasma potential is twice as
large.
Figure 9.2 shows the variations of the density and temperature gradient scale lengths
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Figure 9.1: time averaged profiles of density (top), temperature (middle) and plasma
potential (bottom) for different values of the vertical field, increasing from left to right.
and of the background electric field as a function of the vertical field. The plotted values
correspond to measurements on the low field side, at the position of the maximum
gradient of n0, Te0 and φp0. As shown in Fig. 9.1, for a fixed value of Bz, the radial
position where∇n0,∇Te0 and E0 peak is the same and approximately equal to R−R0 =
6 cm. The density gradient scale length stays approximately constant up to Bz = 1.2
mT and is comparable to the temperature gradient scale length for all values of vertical
field. Although the maximum value of electrostatic potential monotonically increases,
the electric field varies between 80 and 150 V/m, without a clear trend with Bz. The
variations are anyhow within the large error bars in the measured electric field.
9.2 Power spectrum of fluctuations
Figure 9.3 shows the power spectrum of n˜ and φ˜p, measured at midplane, for Bz ∈
[0.4, 1.8] mT. The power spectrum of n˜ is normalized to the local value of n20, while
the power spectrum of φ˜p is normalized to T
2
e0/e
2. The square root of the area under a
peak represents therefore the normalized rms value of fluctuations, n˜/n0 and eφ˜p/Te0,
associated with the mode, Eq. (5.8). The power spectra shown in the figure refer to
measurements taken on the high field side, at R − R0 = −9 cm and on the low field
side, at the position of maximum level of density fluctuations.
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Figure 9.2: Left: Variation of the density gradient scale length Ln (black squares) and
of the temperature gradient scale length LT (open squares) with the amplitude of the
vertical field. Negative values of Ln and LT indicate that the relative gradients decrease
with R. Right: variation of the radial electric field with Bz.
A mode with frequency f1 larger than that of the drift-interchange mode, is mea-
sured on the low field side, in a layer with radial extension between 5 and 8 cm. Its
spectral features are strongly affected by the value of the vertical field, as shown in
the figure. The peak associated with the mode is broad for low values of Bz and its
amplitude is smaller than that of the drift-interchange mode for Bz < 1.0 mT. With
increasing vertical field amplitude the peak becomes more and more narrow and its
amplitude increases. The variation of the frequency and of the spectral width for
Bz ∈ [0.8, 1.8] mT is shown in Fig. 9.5. The frequency decreases from 15 kHz to 5
kHz and the spectral width from 8 kHz to 0.8 kHz. The ratio of the spectral width
of a peak to its central value can be taken as a measure of the degree of coherence of
the associated mode in the time domain. The corresponding correlation time increases
from 0.125 to 1.25 ms in the range of Bz considered.
As shown in Fig. 9.3, the normalized values of density and potential fluctuations,
integrated over the whole range of frequencies, are comparable on the high field side
for all values of Bz. Conversely, on the low field side, n˜/n0 > eφ˜p/Te0 for Bz > 0.6 mT.
These differences are mostly due to the unstable mode detected on the low field side.
They are in fact negligible for Bz < 0.8 mT, where the mode does not develop, but are
large for Bz ≥ 0.8 mT, where the area of the peak in the power spectrum of n˜ is much
larger than the area in the power spectrum of φ˜p. From the square root of the area of
the peaks, Eq. (5.8), it follows that n˜/n0  eφ˜p/Te0 for the unstable mode.
The asimmetry between the high and the low field side appears evident from the
power spectrum P (kθ, ω) measured with the FLP arrays, shown in Fig. 9.4. Contrary
to the mode at frequency f0, which is measured both on the high and the low field
side, the mode at frequency f1 is measured only on the low field side.
At the upper part of the plasma cross-section the two modes are also separated, but
the drift-interchange mode is not detected on the low field side. Figure 9.4 shows the
profile of the rms value of fluctuations associated with the drift-interchange instability
and with the instability at f1 = 12 kHz, reconstructed from the power spectrum of n˜
measured with the HEXTIP array (see Sec. 5.3) for Bz = 1.2 mT. The drift-interchange
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mode has its maximum amplitude at the lower part of the plasma cross-section, as al-
ready remarked in Sec. 8.2.1 for the case at lower Bz, while the other mode has its
maximum amplitude in a region extended along the z direction. In order to identify
the nature of this mode we need to measure its dispersion relation along and perpen-
dicularly to the magnetic field.
9.3 Dispersion relation
We proceed as in Sec. 8.3 and measure the wavenumber and frequency spectrum
across and along the magnetic field, at different locations over the plasma cross-section.
9.3.1 Dispersion relation across B
Figure 9.6 shows the wavenumber and frequency spectra of density and floating
potential fluctuations, respectively indicated as Pn(kz, ω) and Pφ(kz, ω), measured at
midplane using the TRIP array. The configuration for these measurements is shown in
Fig. 4.5(a). The power spectra shown in the figure are taken on the low field side and,
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for each value of Bz, at the position of the maximum level of density fluctuations.
Even for low values of Bz, where the frequency spectrum is broad, can a wavenum-
ber kz be identified. With increasing vertical field amplitude the spectrum becomes
narrower both in the ω- and in the kz-space and peaks at lower values of frequency
and wavenumber, as shown in Fig. 9.5. The plotted values are the central ω and kz
resulting from a fit of Pn(kz, ω) with a bi-dimensional gaussian function; the error bars
represent the wavenumber spectral width σkz .
For all values of Bz is σkz < kz, indicating that turbulence is weakly developed even
for the lowest vertical fields. The correlation length, estimated as the inverse of the
spectral width in kz, increases from 17 to 48 cm when Bz is increased from 0.8 to 1.8
mT.
The power spectrum Pφ(kz, ω) is peaked at wavenumbers larger than Pn(kz, ω) for
all values of Bz. This difference is most likely due to temperature fluctuations, not
taken into account in the measurement of Pφ(kz, ω), as discussed in App. E.4.
9.3.2 Radial profile of the phase velocity
Figure 9.7 shows the radial profile of ω/kz, measured at midplane, for Bz = 0.9,
1.0 and 1.8 mT. For each Bz value, the measured phase velocity is compared with the
radial profile of the electron diamagnetic drift vde and of the E0×B drift velocity, vE.
As the background density gradient ∇n0 and the electric field E0 are at midplane along
R, the component along z of vde and vE is represented in the figure. As vE and vde are
in opposite directions, the resulting velocity at midplane is the difference between their
absolute values. Over most of the radial profile |vde| < |vE| for all the values of Bz and
the difference between the two is close to vE. As the instability is measured only on
the low field side, the comparison between the phase velocity and the drift velocities is
possible only in a limited region of the equatorial plane. The measured phase velocity
is in good agreement with vE for Bz = 0.9 mT and Bz = 1.0 mT. For Bz = 1.8 mT the
amplitude of vde is much lower than that of vE and it is difficult to conclude whether
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Figure 9.6: Wavenumber and frequency spectrum of n˜ (left) and φ˜f (right), measured
at midplane from two LPs with vertical separation ∆z = 0.6 cm, as a function of the
vertical field. Measurements have been done for each value of Bz at the radial position
of the maximum level of fluctuations. The value of P (kz, ω) is normalized to the total
power, Σkz,ωP (kz, ω).
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Figure 9.8: Phase velocity of the interchange mode (black circles) and phase velocity
of the drift-interchange mode (empty circles) measured for different values of Bz.
the measured phase velocity is consistent with vE or with |vE| − |vde|.
For those values of Bz where both instabilities are observed on the low field side,
the phase velocity of the drift-interchange mode is, on average, 300 m/s lower than
that of the other mode, as shown in Fig. 9.8. Such difference suggests that the mode
observed on the low field side is related to an instability of different nature, with pure
interchange nature. Nevertheless, a reconstruction of the dispersion relation in terms of
the parallel wavenumber and a comparison with theory are needed for an unambiguous
identification.
9.3.3 Dispersion relation along B
The parallel wavenumber has been measured with the SLP and the TWEEDY
arrays using the method described in Sec. 5.4. Figure 9.9 shows the results of the
measurements for Bz = 1.6 mT. The value of the coherence spectrum measured at
the frequency of the mode, ω/2pi ' 9 kHz, is maximum at a coordinate z close to the
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Figure 9.9: Wavenumber measured at R − R0 = 5 cm, for Bz = 1.6 mT with the SLP
and the TWEEDY arrays. Left: Variation of the amplitude of the coherence spectrum,
calculated at the frequency of the mode, with the vertical separation between tips. ∆z
is calculated with respect to the TWEEDY tip. The dashed line indicates the vertical
coordinate z0 where the magnetic field line that passes through the reference tip at the
location of TWEEDY intersects the SLP array. Center: Measured wavenumber with
respect to the vertical separation between tips. The plotted value of km is the center
of the gaussian curve that fits the wavenumber spectrum P (km), the error bar is its
spectral width. Right: Wavenumber spectrum measured around z0, at ∆z ' 3 cm
(k = −0.1 m−1) and ∆z = 5 cm (k = −0.22 m−1).
ideal position of the magnetic field line, z0, indicated in the figure with a dashed line.
The measured wavenumber changes its sign across z0, suggesting that k‖ is close to
zero and only an upper estimate of k‖ can be given (see App. D). The wavenumber
estimated from the spectrum P (k) at the coordinate where the coherence is maximum
is k‖ = 0.1 m−1, with a width σk‖ = 0.1 m
−1, see Fig. 9.9. An interpolation of k at
the coordinate z0, using the parameters of a linear fit, gives k‖ ' 0.06 m−1. The same
sign inversion in the measured k is observed for all values of Bz, suggesting that the
instability detected at the low field side has interchange characteristics.
9.4 Comparison with theory
The measured dispersion relation has been compared with the numerical solution of
the kinetic dispersion relation described in Chap. 2. We have assumed as background
values Ln = 5 cm, Te0 = 4 eV, E0 = 100 Vm
−1. The solution has been calculated for
kz = 39 m
−1 and k‖ = 10−3 m−1, the wavenumbers measured at Bz = 1.8 mT. The
stability with respect to the value of kz or k‖ has been studied by varying one of the
two at a time.
As discussed in Sec. 2.4.1, for the experimental parameters typical on TORPEX,
unstable solutions for drift waves exist in the limit of k‖ < 5× 10−3 m−1. Figure 9.10
shows the solution of Eq. (2.30), for Ln = 5, 10 cm and in the limit of straight magnetic
field.
Unstable solutions for pure drift waves exist for small values of k‖ with the most
unstable solution calculated for k⊥ ' 40 m−1 and k‖ ' 4 × 10−3 m−1. Nevertheless,
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Figure 9.10: Results of the kinetic dispersion relation for drift waves, calculated using
Eq. (2.30) in the limit of straight magnetic field, assuming Ln = 5 cm, Te0 = 4 eV,
Te0/Ti0 = 40, a constant background electric field E0 = 100 V/m. Left: dispersion
relation as a function of the parallel wavenumber, for kz = 25 m
−1 and Ln/LT = 0 (thick
curve) and Ln/LT = 1. Right: dispersion relation as a function of the perpendicular
wavenumber kz, for k‖ = 10−3 m−1 and Ln/LT = 0 (thick curve) and for Ln/LT = 1
and E0 = 150 V/m, k‖ = 3× 10−3 m−1 (thin curve).
the growth rate falls rapidly to zero for k‖ ' 5 × 10−3 m−1 and the real frequency is
not consistent with the measured frequency for large kz. The frequency measured at
large kz cannot be justified neither including a temperature gradient, nor assuming a
larger background electric field.
Figure 9.11 shows the solution of the dispersion relation calculated in the inter-
change limit. The curvature and the gradient of the magnetic field are represented
as an external gravity-type force, Eq. (2.7). For fixed kz = 25 m
−1, the growth rate
saturates to a constant value for k‖ → 0 and the real frequency is approximately con-
stant for k‖ < 10−2 m−1. This is the limit of the analytical solution for interchange
instabilities, Eq. (2.38). The value of the real frequency is in this limit the E0×B drift
frequency, ωE = kzvE.
For fixed k‖ = 10−3 m−1 the growth rate is approximately constant for kz ∈
(4, 100) m−1, while the real frequency is predicted to decrease with increasing kz. This
is inconsistent with the dispersion relation measured perpendicularly to B, as shown
in Fig. 9.5, which reveals an increase of both the frequency and the wavenumber. The
measured frequency is thus inconsistent with the numerical solution of the dispersion
relation both in the drift and in the interchange limits. In the latter case, however, the
predicted growth rate is constant for a wide range of values of kz and k‖, indicating
that modes with parallel and perpendicular wavenumbers in a wide range of values are
unstable.
The monotonic variation of kz with Bz is most likely related to the value of the
connection length, Lc. Larger values of the vertical field correspond to shorter connec-
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Figure 9.11: Results of the kinetic dispersion relation for interchange modes, calculated
using Eq. (2.30), assuming ∇Te0 = ∇Ti0 = 0, Te0 = 4 eV, Te0/Ti0 = 40, E0 = 100 V/m
and Ln = 5 cm. Left: dispersion relation as a function of the parallel wavenumber, for
kz = 39 m
−1. Right: dispersion relation as a function of the perpendicular wavenumber
kz, for k‖ = 10−3 m−1.
tion lengths; when Bz increases from 0.6 to 1.8 mT, Lc, calculated at R−R0 = 5 cm,
decreases from 45 to 14 m.
According to the numerical solution shown in Fig. 9.11, an interchange instability,
with k‖ ' 0, can ‘choose’ its perpendicular wavenumber in a wide range of allowed
values, from 2 up to 200 m−1. All these modes correspond in fact to equally probable
unstable solutions of the dispersion relation. It is most likely that the perpendicular
wavelength is selected to satisfy periodicity along the magnetic field line. The optimal
wavelength would coincide with the vertical displacement of the magnetic field line after
a complete turn, z2pi = 2piRBz/Bϕ. Larger values of Bz correspond to longer ‘optimal’
perpendicular wavelengths. The measured kz is consistent with this hypothesis, as
shown in Fig. 9.12, where kz is compared with 2pi/z2pi.
Once the value of the wavenumber is fixed, the real frequency is imposed by the
value of vE as ωE = kzvE. The real frequency for interchange instabilities is in fact
much lower than ωE and the frequency measured in the laboratory frame is essentially
the E0 ×B drift frequency.
According to this picture, for lower values of Bz, associated with longer connec-
tion lengths, we expect to observe interchange instabilities with shorter perpendicular
wavelengths. This is indeed consistent with the measurements. The broadening of the
wavenumber for low values of the vertical field can be interpreted as a decrease of the
correlation length associated with shorter perpendicular wavelengths.
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Figure 9.12: Variation of the perpendicular wavenumber (black circles) of the mode
with the amplitude of the vertical field. The vertical bar represent the spectral width
in the wavenumber space. The open circles represent the wavenumber calculated from
the vertical displacement of a field line after a complete turn.
9.5 Drift-interchange vs interchange instabilities
Measurements from the same plasma scenarios described above show that inter-
change and drift-interchange instabilities coexist on the low field side of the maximum
of n0 for Bz ≤ 1.0 mT (see Fig. 9.3 and Fig. 9.6). The amplitude of the interchange
mode is much larger than that of the drift-interchange mode, which, for Bz > 1.0 mT,
can no longer be detected at midplane.
It was also shown that the drift-interchange mode is detected both on the high and
on the low field side. This is the case not only for measurements taken at midplane,
as shown in Fig. 9.3, but also for measurements taken at the upper and at the lower
part of the plasma cross-section, as shown in Fig. 9.4 for the case at Bz = 1.2 mT.
Figures 9.13-9.15 show the wavenumber and frequency spectrum P (kθ, ω) measured at
a number of positions along the azimuthal direction using the FLP arrays, at the lower
and at the upper part of the plasma cross-section, for Bz = 1.0, 1.4 and 1.6 mT.
For Bz = 1.4 mT the two modes are separated in frequency and detected at distinct
locations. At the lower part of the plasma cross-section, moving from the high to the
low field side along the θ direction, the spectra change from being dominated by the
drift-interchange mode to being dominated by the interchange mode. At intermediate
positions both modes are visible, although the amplitude of the drift-interchange de-
creases during convection and the amplitude of the interchange increases and becomes
dominant. At the upper part of the plasma cross-section, moving from the low to the
high field side, the opposite process is observed: the interchange mode decreases in
amplitude and eventually disappears, until the drift-interchange mode is again visible
on the high field side.
The same behavior is observed for lower values of the vertical field, with the two
modes separated in frequency and detected at distinct locations at the upper part of the
plasma cross-section. Note that for Bz ≤ 1.0 mT, the interchange mode is not detected
at the lower part of the plasma cross-section. For Bz = 1.6 mT the frequencies of
the two modes become comparable. At the lower part of the plasma cross-section the
situation is similar to that observed for lower Bz, but at the upper part of the plasma
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cross-section only the interchange mode is detected.
These measurements suggest that, because of the different value of the parallel
wavenumber, the two instabilities maintain their individual properties, both being
convected by the E0 × B. A discussion of their weak nonlinear interactions (much
weaker than for the drift-interchange and its harmonics, for example) will be undertaken
in Sec. 10.4.
9.6 Summary and discussion
We have identified in this Chapter interchange instabilities in Hydrogen plasmas
and characterized their linear properties. This instability is observed only on the low
field side, as confirmed by the measurement of the power spectrum over the whole
plasma cross-section. The parallel wavenumber is close to zero and it does not show
apparent dependence on the vertical field. The perpendicular wavenumber and the
frequency of the mode decrease with increasing the amplitude of the vertical field and
the peak associated with the mode becomes narrower. The phase velocity of the mode
stays almost constant with increasing the amplitude of Bz and is comparable to the
E0 ×B drift velocity.
The vertical field has a direct effect on the wavelength perpendicularly to the mag-
netic field. Measurements are consistent with the hypothesis that the instability, essen-
tially elongated along the magnetic field, ‘selects’ its perpendicular wavelength in order
to satisfy periodicity conditions. This hypothesis is consistent with the measurement
of structures in the spatio temporal domain, extremely elongated along the magnetic
field line and periodic along the z direction [62].
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Figure 9.13: Wavenumber and frequency spectrum P (kθ, ω), measured at the bottom
(left) and at the top (right) of the plasma cross-section for Bz = 1.0 mT. The plots
are arranged from top to bottom according to the direction of the E0 ×B convection.
Measurement are done at the azimuthal positions (radians units) indicated in the plots.
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Figure 9.14: Same as Fig. 9.13, but for Bz = 1.4 mT.
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Figure 9.15: Same as Fig. 9.13, but for Bz = 1.6 mT.
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Chapter 10
Development of turbulence from
drift-interchange instabilities
The previous Chapters have addressed the linear properties of fluctuations and drift
instabilities on TORPEX, including a comparison of the measured dispersion relation
with that calculated using a kinetic linear dispersion relation for electrostatic waves.
We have found that both interchange and drift-interchange instabilities can develop.
We have shown in Chap. 8 that drift-interchange instabilities have a coherent character
at the location where they are generated and that the power spectrum broadens in
frequency and wavenumber along the direction of convection.
The present Chapter is aimed at characterizing the evolution of the nonlinear prop-
erties of fluctuations at the various stages of development of turbulence. This is done
by comparing the amplitude of the bispectrum measured at different locations over the
plasma cross-section, starting from the region where the drift-interchange instability
is generated and following the direction of convection. We show that the broadening
of the spectrum is mainly due to three-wave interactions (Sec. 10.1), in which the lin-
early unstable mode loses its energy to the partner components (Sec. 10.2.3). Based
on the measurement of a linear dispersion relation along the direction of convection,
the cascade in frequency can be interpreted as a cascade in wavenumber, indicating
an energy transfer from large to small scales (Sec. 10.3). We discuss in Sec. 10.4 the
nonlinear properties of interchange instabilities and possible interactions with the drift-
interchange instabilities at the location where both are present, namely on the low field
side. Section 10.5 summarizes some properties of the coherent structures commonly
detected on TORPEX, and attempts a comparison of their spatio-temporal properties
with the locally measured spectral features.
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Figure 10.1: (Same as Fig. 4.6). Left: Time-averaged background profiles, recon-
structed during 300 ms of stationary discharge, with 0.4 kW of absorbed power. Center:
profile of the amplitude of the background pressure gradient, of the electron diamag-
netic drift velocity vde and of the E0×B drift velocity, vE. The toroidal magnetic field
is directed into the plane of the figure, vde is clockwise and vE is counter-clockwise.
Right: Radial profile of the rms value of n˜, T˜e and φ˜p measured at midplane from the
power spectra, measured over 1.5 s of stationary discharge.
The experimental configuration used in this Chapter is the same as in Chap. 8,
namely an Hydrogen plasma at standard values of p0, Bϕ and Bz, except the absorbed
microwave power, which is 10% larger. This causes the maximum of n0 to shift towards
the low field side [42], without affecting the typical pressure gradient scale length and
the spectral properties of fluctuations. The characteristics of the time-averaged profiles
of density, temperature, and plasma potential, as well as the corresponding fluctuating
quantities have already been discussed in Sec. 8.1. For the sake of completeness, these
profiles are reported in Fig. 10.1. Density fluctuations have their maximum amplitude
on the low field side, at the position of maximum pressure gradient, where they reach
n˜/ne ≈ 60%. Normalized fluctuations, n˜/ne and eφ˜p/Te are comparable in amplitude,
although electrons are strongly non adiabatic.
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Figure 10.2: Left: rms value of fluctuations of n˜ associated with the mode at frequency
f0 ∼ 4 kHz. The crosses indicate the positions where the bispectra in Fig. 10.3 have been
measured. Right: power spectrum of n˜, measured at midplane, on the high and on the low
field side.
10.1 Nonlinear coupling
Figure 10.2 shows the profile of the rms fluctuations associated with the drift-
interchange instability, reconstructed using the method described in Sec. 5.3. The
mode amplitude is maximum on the low field side, where the pressure gradient and the
magnetic field gradient are co-linear. On the midplane the mode amplitude increases
by a factor of four moving from the high to the low field side, as indicated by Fig. 10.2.
This increase in amplitude is accompanied by an increase in the level of fluctuations
at frequencies larger than f0, from 10% to 40%, suggesting a development of turbu-
lence during convection. Under the hypothesis of a weak departure from linearity, the
development of turbulence can be described in terms of the energy cascade from an
unstable mode to other spectral components via three-wave interactions [8]. A measure
of the statistical dependence between three waves is provided by the bispectrum, whose
estimate is given, e.g. for density fluctuations, by the ensemble average [59], Eq. (6.16):
B(l,m) =
1
M
M∑
j=1
n
(j)
l n
(j)
m n
∗(j)
l+m.
Here M is the number of independent realizations and nl, nm and nl+m denote the
spectral components of density fluctuations at frequency ωl, ωm and ωl + ωm, respec-
tively. If the modes are independent, the bispectrum vanishes due to random phase
mixing effects. Only if the three spectral components are coupled to each other, can
the total phase, averaged over a large number of samples, converge to a nonzero value.
A measure of the phase coupling, independent of the amplitude of fluctuations, is
given by the bicoherence, a normalized bispectrum [59]. Figure 10.3 shows the bispec-
trum and the bicoherence measured at two locations: at the lower part of the plasma
cross-section, where the instability at frequency f0 is generated, and at the midplane,
at R − R0 = 10 cm, where the magnitude of n˜ is maximum. Due to the symme-
try B(l,m) ≡ B(m, l) ≡ B(−l,−m)∗, the bispectrum needs to be estimated only in
a restricted region of the frequency plane (ωl, ωm), delimited in the figure by thick
125
CHAPTER 10
0 10 20 30
0
0.1
0.2 (a)
P(
ω
)/P
to
t
0 10 20 30
−20
−10
0
10
ω
l+ωm=2pi3f 0
1
2
3
0 10 20 30
−20
−10
0
10
0.1
0.2
0.3
0 10 20 30
0
0.02
0.04
0.06 (b)
0 10 20 30
−20
−10
0
10
0.2
0.4
0.6
0.8
1
0 10 20 30
−20
−10
0
10
l
0.02
0.04
0.06
0.08
0.1
0.12
0 10 20 30
0
0.1
0.2 (c)
0 10 20 30
−20
−10
0
10
0.1
0.2
0.3
0 10 20 30
−20
−10
0
10
0.02
0.04
0.06
0.08
0.1
0.12
ω l+ωm=2pi2f0
ω /2pi (kHz)lω /2pi (kHz) lω /2pi (kHz)
m
ω
  /
2pi
 
(kH
z)
m
ω
  /
2pi
 
(kH
z)
ω /2pi (kHz) ω /2pi (kHz) ω /2pi (kHz)
2f0
2f0f 0
f 0 f 0
ω l+ωm= 2pif0
Figure 10.3: Top: Power spectrum of n˜, normalized to the total power, measured at
(a) R−R0 = 0 cm, z = −16 cm, (b) R−R0 = 5 cm, z = −15 cm. (c) R−R0 = 10 cm,
z = 0. Middle: Bispectrum of n˜, measured at the same positions, estimated from more
than 15000 samples, with a frequency resolution of 0.25 kHz. Bottom: Bicoherence of
n˜, measured at the same positions.
dashed lines. Note that both sum and difference combinations between frequencies are
allowed by the resonance condition ωl ± ωm = ω, with |ωl| > |ωm|. For purposes of
representation, all quadratic interactions are indicated by a sum where ωl > 0 and ωm
can assume both positive and negative values. Interactions among components with
ωl, ωm > 0, referred to as “sum” interactions, are represented in the upper triangle
in Fig. 10.3, while interactions among components with ωl > 0 and ωm < 0, referred
to as “difference” interactions, are represented in the lower triangle. The interactions
occurring among triplets with comparable frequencies, ωl ∼ ωm ∼ ω, will be indicated
in the following as “local”, and those where one frequency is much smaller than the
others as “nonlocal”.
The dominant nonlinear coupling close to the location where the drift-interchange
instability is generated [Fig. 10.3(a)] is between the fundamental f0 and the second
harmonic 2f0, with f0 = ω0/2pi, indicated by the value of |B(l,m)| at (ω0, ω0) and
(2ω0,−ω0). To facilitate the interpretation of the bispectrum, parallel dotted lines are
added to Fig. 10.3. Spectral components (ωl, ωm) lying on the same line are quadrati-
cally coupled to the same frequency ω, indicated by the value at the intersection with
the positive vertical axis. For example, the peak at 2f0 in the power spectrum is the
result of the interactions f0+f0 and 3f0−f0, both represented by the same dotted line.
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The same considerations apply to the dominant peak, f0, which is quadratically cou-
pled to all spectral components with frequency 2f0 6 ωl/2pi 6 3f0, and |ωm|/2pi 6 2f0.
The power spectral density of fluctuations with frequency f > 2f0 increases moving
toward the LFS [Fig. 10.3(b)], while the fundamental harmonic decreases in amplitude
(see Fig. 10.2), becoming comparable to the second harmonic. Interactions become
more nonlocal in character along the E0×B convection path, with coherent phase cou-
pling among f0 and fluctuations with significantly larger frequency. Spectral regions
between harmonics are rapidly filled in, and the value of |B(l,m)| is comparable for
interactions between f0 and fluctuations with frequency in the range [2f0, 3f0]. It will
be shown in Sec. 10.2.3 that in these interactions the unstable mode at f0 loses its
energy to the partner components, causing the filling of the spectrum.
In addition to the mode at f0, a mode at lower frequency is detected at midplane
[63], with f1 ' 1.5 kHz. The amplitude of the bispectrum indicates phase coupling
between the two modes and among all spectral components with frequency in between
[see Fig. 10.3(c)]. Proceeding along the direction of convection, the harmonics of f0 are
not detectable in the power spectrum of n˜, and quadratic coupling is measured between
f0 and fluctuations with frequency f ≥ f0. The ridges corresponding to interactions
(ωl/2pi,±|f1|) and (ωl/2pi,±|f0|) indicate that the modes at f1 and f0 are phase coupled
to spectral components with larger frequency.
10.2 From nonlinear coupling to energy cascade
The bispectrum can be used to identify the frequency range over which quadratic
coupling occurs, but does not provide direct information on the energy transfer. The
measured phase coupling could be, in fact, the signature of nonlinear interactions
occurred upstream with respect to the location of measurement and then convected
at that location. To discriminate between these processes and nonlinear interactions
active at the location of measurement, two-point techniques are needed [60][64]. Let
n1,ω and n2,ω denote the Fourier coefficients of density fluctuations at frequency ω,
measured respectively at positions z1 and z2 = z1 +∆z. Considering the plasma as a
causal input-output system with unknown response function, n2,ω can be written as a
function of n1,ω using a network representation [60] (see Sec. 6.3):
n2,ω =
(
Lω − ı ω
vE
dtip
)
n1,ω +
∑
ωl>ωm
ω=ωl+ωm
Ql,mω n1,ln1,m + ω. (10.1)
Here the sum is evaluated over all frequencies such that ωl + ωm = ω. As discussed in
Sec. 6.3, the complex linear term Lω contains information about the “amplification”
and phase variation, and is related to the linear growth (damping) rate and dispersion.
The coupling coefficients Ql,mω describe quadratic interactions among triplets of waves
satisfying the resonance condition ωl ± |ωm| = ω. Contributions not directly included
in the model, such as nonlinear interactions of order larger than second and dissipation,
are cast into the error term ω. Cubic interaction terms, not introduced in Eq. (10.1),
are related to processes involving four waves, which can be quantified by the ensemble
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Figure 10.4: Left: Density profile (same as Fig. 10.1). Arrows indicate the direction of
propagation of instabilities in the laboratory frame, resulting from the vector sum of the
electron diamagnetic and the E0×B drift velocities. The arrow length is proportional to
the velocity strength. Right: (a) Conditional spectrum of density fluctuations, p(kz|ω),
measured at the midplane, R − R0 = 10 cm, from the ion saturation current signal of
two probes with vertical separation ∆z = 0.6 cm. Statistical dispersion relation (b)
and spectral width (c), calculated from Eq. (5.21).
average < nlnmnpn
∗
l+m+p >, Eq. (6.19). The measured four-wave phase coherence is
very localized in frequency and is significant only for combinations of modes involving
f0. Nevertheless, the amplitude of the trispectrum corresponding to these interactions
is two orders of magnitude smaller than the amplitude of the bispectrum, thus justifying
truncation to second order.
10.2.1 Hypotheses and limits of the model
Equation (10.1) is derived from a Volterra model, assuming that fluctuations are
stationary and the spatial evolution is one dimensional, with the z axis taken along the
direction of propagation and oriented to have the measured phase shift positive [65]
(see Sec. 6.1). In the laboratory frame the measured phase velocity of drift waves is
the vector sum of the electron diamagnetic and the E0 ×B drift velocities, Eq. (6.5).
If the background pressure gradient and the electric field are anti-parallel, as in the
experiments presented herein, so are the resulting drifts; the one dimensional approx-
imation is valid also in the laboratory frame. The error in the estimate of the linear
and quadratic coefficients will therefore be minimum if the probes are aligned along
the direction of propagation. At midplane, at the position where n˜ is maximum, the
pressure gradient and the background electric field are mainly directed along R. The
corresponding drifts are thus along z, as shown in Fig. 10.4. The strong convection at
this location justifies the one-dimensional approximation for these plasma scenarios.
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The model represented by Eq. (10.1) can be used as long as the turbulence is
weakly developed, as discussed in Sec. 6.1.1 and in [57][64]. A measurement of the
degree of turbulence associated with fluctuations at frequency ω is given by the second
moment of the conditional wavenumber and frequency spectrum p(kz|ω), Eq. (5.21).
The conditional spectrum measured at midplane with two probes separated by dtip =
0.6 cm, as well as the statistical dispersion relation k¯z(ω) are shown in Fig. 10.4.
Density fluctuations with frequency in the range 10 to 60 kHz propagate along z with
the same group velocity. The value of σ¯kz(ω) is minimum at the frequency f0 of
the most coherent component of the spectrum and smoothly increases with increasing
frequency, indicating a development of turbulence, also indicated by the broadening
of p(kz|ω) in kz. For frequencies up to 60 kHz the degree of turbulence is low, i.e.
σ¯kz(ω) < k¯z(ω). For frequencies f & 80 kHz, the low signal-to-noise ratio precludes
any clear conclusion. The estimate of the quadratic coefficients is therefore limited to
fluctuations with f ≤ 60 kHz.
10.2.2 Estimate of the nonlinear coupling coefficients
The linear and quadratic coefficients in Eq. (10.1) are estimated by means of multi-
variate regression techniques, as described in Sec. 6.3 and in [57]. The time sequences
n˜1(t) and n˜2(t) are divided into M samples of length N , with 50% overlapping. The
value of N is chosen in order to have the minimum frequency resolution required to re-
solve significant spectral components. After having calculated the Fourier components
for each sample, the following system of M linear equations is built [57] for each value
of the frequency:
Yω = XωAω
with Aω, Xω and Yω defined by Eqs. (6.25)-(6.27). The choice of M strongly depends
on the amplitude of the power spectrum, thus on the noise level. For simulated,
noise-free, test signals, M ≈ N is sufficient to reconstruct the coupling coefficients
with an accuracy of γ2ω ' 99%, with γ2ω defined by Eq. (6.30) (see Sec. 6.3.1). The
required number of samples can significantly increase for real data, because of the slow
convergence of the bispectrum for spectral power low with respect to the noise level.
The mean value of the bicoherence, calculated in frequency ranges having negligible
quadratic interactions, is approximately 7× 10−4, which is taken as background noise
level. As a reference, the bicoherence of a gaussian signal, obtained by mixing up
the phases of the measured signals, is 8 × 10−5. The bicoherence measured at the
midplane is approximately 12% at the frequency of the dominant mode f0, but decreases
significantly for interactions involving spectral components with larger frequencies (see
Fig. 10.3). For frequencies above 20 kHz the phase coherence is only 10 times larger
than the background noise level, reducing the statistical significance of the estimate of
the quadratic coefficients.
The coherence between the measured fluctuations, n2,ω, and the prediction of the
model, Yω, is shown in Fig. 10.6 for measurements taken at midplane. The accuracy of
the estimate is good at the frequency of the instability, then decreases with increasing
frequency. The coherence saturates for M larger than a critical value that depends
on the signal-to-noise ratio: increasing the number of samples over this value does not
129
CHAPTER 10
0 10 20 30 40 50 60
−10
−5
0
5
10
−0.05
0
0.05
ω  /2pi (kHz)
ω
   
/2
pi
 
(kH
z)
0 10 20 30 40 50 60
−10
−5
0
5
10
15
−0.01
−0.005
0
0.005
0.01
0 20 40
−0.02
0
0.02
0.04
 Σ T (a.u.)
ω  /2pi (kHz)
ω
   
/2
pi
 
(kH
z)
ll
m
m
Figure 10.5: Left: Spectral power transfer due to quadratic interactions for n˜, measured
at R − R0 = 5 cm, z = −15 cm, using two probes with 0.1 cm separation along
the azimuthal direction. The bispectrum measured at the same location is shown in
Fig. 10.3(b). Scales of red indicate positive values of T l,mω , while scales of blue indicate
negative values. Right: Relative spectral power transfer due to quadratic interactions
measured at midplane, at R − R0 = 10 cm, using two probes with 0.6 cm separation
along z. The values of T l,mω are normalized in this plot to the power spectral density
of the sum component, Pω, to highlight nonlocal interactions in the range from 20 to
60 kHz. The corresponding bispectrum is shown in Fig. 10.3(c). Scales of red indicate
positive values of T l,mω , scales of blue indicate negative values. The insert shows the
total contribution of quadratic interactions, ΣT l,mω .
lead to a better estimate (see Sec. 6.3.1). We believe the largest source of error in the
estimate of the quadratic coupling stems from the low signal-to-noise ratio at large
frequency, which affects the measurement of the phase, causing the error term ω in
Eq. (10.1) to increase with frequency. A concomitant effect is given by the increase of
the degree of turbulence with frequency, which causes a spread of the distribution of
the measured phases around the average value.
10.2.3 Spectral power transfer
A measure of how accurately the quadratic model describes the evolution of the
fluctuating field is obtained by comparing the measured relative variation of spectral
power, moving from z1 to z2, with the predictions from the quadratic model, Eq. (6.14):
1
2
dPω
dz
= <(Γω) Pω +
∑
ωl>ωm
ω=ωl+ωm
< [Γl,mω B(l,m)] . (10.2)
Here Pω = 〈|nω|2〉 is the power spectral density and the terms T l,mω = <[Γl,mω B(l,m)]
quantify the spectral power transfer due to three-wave interaction processes. According
to this model, the variation of Pω at frequency ω occurring during propagation over the
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distance dz is the result of the linear growth (or damping) of the mode plus the total
contribution of quadratic interactions among triplets involving the same component ω.
The amount of spectral transfer depends on the strength of the coupling coefficients
Γl,mω and on the amount of coherent phase coupling, quantified by the bispectrum
B(l,m) =
〈
nlnmn
∗
l+m
〉
. Positive T l,mω values indicate a transfer of spectral power from
the components ωl, ωm to the sum component ω = ωl + ωm, while negative values
indicate a transfer in the opposite direction, ω → ωl, ωm. Figure 10.5(a) shows the
quadratic power transfer measured at the lower part of the plasma cross-section using
two probes with 0.1 cm separation along the azimuthal direction. The corresponding
bispectrum is shown in Fig. 10.3(b). A direct measurement of the background parame-
ters is not available at this location, as shown in Fig. 10.1. The measured ion saturation
current profile from an 86-tip LPs array and the statistical dispersion relation along the
azimuthal direction, k¯θ(ω), confirm that the propagation is mostly azimuthal at this
location. The largest spectral power transfer occurs for interactions involving the first
three harmonics, as expected by the amplitude of the measured bispectrum. The hor-
izontal stripe corresponding to ωm/2pi = −|f0|, with T l,mω > 0, indicates that energy
is transferred through difference interactions from components with frequency ωl to
components with frequency ω/2pi ∈ [f0, ωl/2pi]. These interactions are responsible for
filling in the spectral valley between the first two harmonics, enclosed between dotted
lines, and for the broadening of the frequency spectrum. The gain of spectral power at
frequency ω reflects in a negative value of T l,mω for interactions involving the partner
components, as indicated by the horizontal stripe at ωm/2pi ' f0 and the region where
ωl ' |ωm|, with ωm < 0.
Figure 10.5(b) shows the quadratic power transfer, measured at midplane at R−R0 =
10 cm, using two probes with 0.6 cm separation along z. The pressure gradient and
the electrostatic field at this location are mainly along R, giving rise to propagation
along z. Local interactions among spectral components with f < 10 kHz and nonlo-
cal interactions are measured, as discussed in Sec. 10.1, the power transfer due to the
former being much larger.
To highlight nonlocal interactions, each coefficient T l,mω in Fig. 10.5(b) is normalized
to the power spectral density Pω of the sum component. T
l,m
ω represents the relative
contribution of the triplet ωl, ωm, ω to the power spectral density measured at frequency
ω. The horizontal stripe with constant ωm indicates that nonlocal interactions between
spectral components with frequency ωl  ωm transfer energy to frequency ω > ωl, ωm.
This gain of spectral power is reflected by the negative values of T l,mω in the region
corresponding to difference interactions.
The relative variation of spectral power along z due to quadratic coupling, 2ΣT l,mω /Pω,
is shown in Fig. 10.6(a) for measurements taken at midplane. It is negative at f0 and
positive for ω/2pi < f0 and f0 < ω/2pi < 20 kHz, indicating that in quadratic interac-
tions involving the unstable mode f0, this loses energy on the partner components. The
relative spectral transfer is negative for frequencies around 30 kHz, probably because
of errors in the estimate of the coupling coefficients due to a low signal-to-noise ratio.
In fact, this inversion is not observed in those cases where turbulence is more developed
and the power spectral density is large up to higher frequencies.
This is observed, for example, when the injected microwave power is increased by a
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Figure 10.6: (a) Relative variation of power due to quadratic interactions, 2ΣT l,mω /Pω,
measured at R − R0 = 10 cm, from two probes with vertical separation ∆z = 0.6
cm. (b) Relative variation of power measured over ∆z (solid thick line), compared
with the relative variation estimated from Eq. (10.2) (solid thin line). The dashed line
indicates the relative variation of power due to the linear term. (c) Coherence between
the fluctuations measured at midplane, at R − R0 = 10 cm, and the estimate from
Eq. (10.1). The coefficients Lω and Q
l,m
ω have been estimated from M = 8655 samples.
factor of three, and the magnetic field and neutral gas pressure are kept constant. The
comparison between the relative variation of power, modeled by the right hand side of
Eq. (10.2) and the measured variation, ∆Pω/Pω = 2(Pω,2−Pω,1)/(Pω,1+Pω,2), is shown
in Fig. 10.6(b). Differences between probe tip size are estimated to affect ∆Pω/Pω by
less than 5%, thus the variation of spectral power over the distance ∆z, which is 20%
at f0, must be interpreted as an effect of spatial inhomogeneity. The measured relative
variation of power is qualitatively reproduced by the quadratic model. Nevertheless,
the damping rate is overestimated, probably because of deviations of the dynamics
from one dimensional. This can occur if the diamagnetic and the E0 × B drift are
not perfectly parallel, or if the probes are not exactly aligned along the direction of
propagation. Both cases result in an underestimate of the coupling coefficients, as the
energy redistribution along R is not taken into account.
10.3 From frequency to wavenumber cascade
Three-wave phase coupling is measured in the frequency domain at different lo-
cations of the plasma cross-section, along the direction of the E0 × B convection,
starting from the region where the observed drift-interchange instability is generated.
It is shown that the frequency spectrum broadens mainly because of three-wave in-
teractions, which make the unstable mode lose its energy to the partner components.
Equation (10.1) is a particular case of a more general description of two-dimensional
turbulence, where the resonance condition, considered here only in the frequency do-
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main, is written as ω(kl + km) = ω(kl) + ω(km). Space and time derivatives are
interchangeable in the Volterra representation, as discussed in Chap. 6 and, provided
that the medium is homogeneous, an equation for the temporal dynamics of n˜ can be
derived using a Fourier representation in space. If probes are close enough that the am-
plitude variation of fluctuations over the probe separation due to nonlinear interactions
is small, local homogeneity can be invoked. In this case, the measurement of a linear
dispersion relation can be used to relate time and space dynamics and to interpret the
cascade in frequency as a cascade in wavenumber.
Figure 10.7 shows the conditional spectrum p(kR|ω) measured at midplane, at the
position of maximum |n˜|, from two LPs with a radial separation of 1 cm. The value
of k¯R(ω) reflects the scale length of density fluctuations at different frequencies. The
fluctuations are coherent at frequency f0, with k¯R(ω) ∼ 80 m−1. This is consistent
with the observations of macroscopic coherent structures in the time domain, which
exhibit typical radial extensions ∼ 3− 7 cm, and are advected in the vertical direction
by the E0 × B drift [28]. For larger frequencies the degree of turbulence is high, i.e.
σ¯R(ω) > k¯R(ω), and the measurement of k¯R(ω) becomes unreliable. In the experiments
presented, the extension of the results from the frequency to the wavenumber domain
is justified for fluctuations with f > 10 kHz. In this range k¯R(ω) is almost independent
of frequency, with |k¯R(ω)|  k¯z(ω), and the forward cascade in frequency can be
interpreted as a forward cascade in wavenumber, with transfer of energy from large to
small scales. Conversely, for frequencies below 10 kHz, i.e. for interactions local in
frequency involving large scale fluctuations, both k¯z(ω) and k¯R(ω) vary with frequency,
and it is impossible to infer the direction of the wavenumber cascade. A complete
characterization of the nonlinear coupling should include measurements both in the
frequency and in the wavenumber domain. This is particularly important in those
cases where the turbulence is isotropic in kR and kz.
10.4 Nonlinear interactions between pure interchange
and drift-interchange instabilities
As discussed in the previous Chapter (Sec. 9.5), interchange and drift-interchange
instabilities can coexist on the low-field side. For Bz ≤ 1.0 mT the interchange mode is
not detected at the lower part of the plasma cross-section, its amplitude at midplane is
lower than that of the drift-interchange mode and the associated frequency spectrum
is broad. For Bz ≥ 1.2 mT the interchange mode is detected also at the bottom of
the plasma cross-section and its amplitude at midplane is larger than that of the drift-
interchange mode. If the frequencies of the two modes are sufficiently far apart, they
maintain their individual spectral properties and are both convected by the E0 × B
field. Conversely, if the frequencies of the modes are comparable, as in the case of
Bz = 1.6 mT (Fig. 9.15), there are indications that the drift-interchange mode becomes
dominated by the interchange mode. At the upper part of the plasma cross-section, in
fact, the drift-interchange mode cannot be detected.
The question arises whether or not the two instabilities interact nonlinearly and if
there exists a significant energy transfer from one to the other. The answer to this
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Figure 10.7: Left: (a) Conditional spectrum of density fluctuations, p(kR|ω), estimated
from two probes located at R − R0 = 10 cm, with radial separation ∆R = 1 cm. (b)-
(c) statistical dispersion relation and wavenumber spectral width, Eq. (5.21). Right:
(a) p(k‖, ω) estimated from two probes located at R − R0 = 10 cm, and toroidally
separated by pi/2. The probes are misaligned with respect to the magnetic field line
by approximately 0.5 cm, the measured k is therefore an upper limit of k‖. (b)-(c)
statistical dispersion relation and wavenumber spectral width.
question can be found in the bispectra shown in Figs. 10.8-10.10. Figure 10.8 refers to
measurements at midplane, for some values of the vertical field in the range [0.8,1.8]
mT, while Fig. 10.9 and Fig. 10.10 refer to measurements done at the lower part of
the plasma cross-section for Bz = 1.4 and 1.6 mT respectively. Nonlinear coupling
between the two modes is measured at midplane, for Bz ≤ 1.4 mT, with a stronger
phase coherence for larger vertical field values. This is possibly related to the increase
in amplitude and coherence of the interchange mode when Bz increases.
However, nonlinear coupling between modes is significantly weaker than between
each mode and its harmonics, as indicated by the value of the bicoherence. This is seen
in particular at the lower part of the plasma cross-section (see Fig. 10.9). Moving from
the high to the low field side along the azimuthal direction, the value of the bicoherence
decreases from 15% to approximately 5%, then increases again. The regions where
the bicoherence is large correspond to geometrical locations where only one of the
two modes is detected, while the regions where the bicoherence is low correspond to
locations where both modes are detected. The phase coupling between the two modes
is lower than the phase coupling between the interchange mode and its harmonics also
at Bz = 1.6 mT, as shown in Fig. 10.10. Note that, for Bz = 1.4 mT, the frequency of
the interchange instability is comparable to the frequency of the second harmonic of the
interchange instability. Care should be taken in the interpretation of the bispectrum.
These preliminary results suggest that weak nonlinear interactions take place be-
tween the two modes. Although the nonlinear coupling increases when the two frequen-
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Figure 10.8: Bispectrum (left), bicoherence (center) and power spectrum (right), mea-
sured at midplane for different values of the vertical field, increasing from top to bottom
in the figure.
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sured for Bz = 1.4 mT at the bottom part of the plasma cross-section.
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Figure 10.10: Same as Fig. 10.9, but for Bz = 1.6 mT.
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cies are sufficiently close, the two modes maintain there individual character throughout
the interaction. No clear indications of energy transfer from one mode to the other are
provided by the analyzed data.
In general, the mechanism leading to a turbulent spectrum from an interchange in-
stability, regardless of its nonlinear interactions with drift-interchange modes, seems to
be similar to the mechanism described in the previous Sections for the drift-interchange
mode. As shown in Fig. 10.10, generation of harmonics occurs when the amplitude of
the mode is sufficiently large and the dominant interactions are those between low-
est order harmonics. Proceeding along the convection path, the dominant instability
interacts nonlinearly with spectral components with significantly larger frequencies.
10.5 Spectral features versus spatio-temporal dy-
namics
In most experimental situations on TORPEX, the amplitude of density fluctuations
peaks on the low field side of the maximum of n0. In the case of drift-interchange
instabilities the region of maximum amplitude of n˜ is usually localized at z < 0 and
on the low field side, as shown in Fig. 8.4 and Fig. 10.2. In the case of interchange
instabilities, the region of maximum amplitude is usually vertically elongated, as shown
in Fig. 9.4.
The region of maximum amplitude corresponds also to the location where large-
scale coherent structures are detected in the density fluctuations [28]. These structures
have a bipolar nature, with alternate negative and positive maxima, and propagate in
the E0 ×B direction.
Figure 10.11 shows two examples of the profile of n˜ measured with the HEXTIP
array in Hydrogen plasmas, respectively at Bz = 0.6 mT and Bz = 1.2 mT. The time
traces of Isat have been filtered in the range of [1, 20] kHz to eliminate the contribution
of the time-averaged part and of the high frequency spectral components. In this
frequency range the power spectrum of n˜ is dominated in one case by a drift-interchange
instability, in the other by a pure interchange instability. The fluctuation amplitude
is large enough on the low field side that the propagation of wave crests are observed
directly in the time evolution of the n˜ profile or at any individual time frame.
The statistical properties of structures, including size, velocity and trajectories
can be reconstructed by means of a pattern-recognition method [34][47]. The global
statistical space-time properties can then be compared to the local statistical spectral
features of fluctuations.
For example, the geometrical orientation of structures in Fig. 10.11 seems to be
related to the direction of the background pressure gradients. The structures appear in
fact elongated and are oblique in the case of lower Bz, while they are almost horizontal
for larger Bz, when the pressure profiles appear more slab-like. In the latter case
the propagation is essentially vertical, consistent with the E0 ×B calculated from the
measured background electric field along R (see Fig. 9.1).
This is confirmed by the statistical reconstruction of the trajectories of their center
of mass, shown in Fig. 10.11. The velocity field of the structures (i.e. the trajectories)
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Figure 10.11: Top: Instantaneous profile of density fluctuations, measured in Hydrogen
plasmas, for Bz = 0.6 mT (left) and Bz = 1.2 mT (right). The profile of the amplitude
of n˜ associated with the dominant mode is shown in Fig. 8.4 for Bz = 0.6 mT and
in Fig. 9.4 for Bz = 1.2 mT. Bottom: Statistical reconstruction of the trajectories of
structures for Bz = 0.6 mT (left) and Bz = 1.2 mT (right). Color bars indicate the
area of the structures in cm2.
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is mainly vertical in the case of larger Bz and in both cases follows the direction of the
E0 ×B convection, as can be seen comparing the case at Bz = 0.6 in Fig. 10.11 with
the profile of the phase velocity in Fig. 10.4.
The detection of finite size structures on the low field side is also consistent with the
measurement of a finite kR at this location, cfr Fig. 10.7. Their extension is comparable
to the half wavelength of the mode pi/k⊥ and there are indications that their size is
related to the degree of turbulence of the spectrum [28][34].
We showed in Sec. 7.5.1 (Fig. 7.11) that the wavenumber spectrum broadens with
increasing neutral gas pressure and that P (k) peaks at larger k. The broadening of
the spectrum was ascribed to the effect of collisions with neutrals, which increase with
the gas pressure, as discussed in [28]. The effect is even more pronounced if the level
of absorbed microwave power is increased, as in the experiments presented in [28].
Increasing the pressure from 2.5 × 10−5 to 1.4 × 10−4 mbar results in a decreasing
of the correlation length of almost a factor of three, from 25 to 8 cm, and in larger
wavenumbers, as shown in Fig. 7.11, consistently with the detection of smaller size
structures, whose average area shrinks from approximately 45 to 30 cm2.
In experimental scenarios where a drift-instability is observed, the structures fade
away approaching the equatorial plane and the probability of finding them in the up-
per half plane drastically reduces. This is possibly related to the cascade of energy
measured in the Fourier domain, from the mode to spectral components with larger
frequency and, according to the interpretation given in Sec. 10.3, to larger wavenum-
bers. If the energy is transferred to small scales we expect the probability of observing
large scale structures to lower with increasing distance from the region where they are
generated. Note that the space resolution of HEXTIP prevents detecting structures
with area smaller than approximately 14 cm2, which limits the extent of a quantitative
analysis of structure decay.
In those situations where a strong E × B sheared profile exists, isolated density
structures, or blobs, detach intermittently from the coherent mode and propagate radi-
ally towards the low field side edge. The dynamics of these blobs and the mechanism
leading to their formation are investigated in detail in [40] [62] [66].
The presence of blobs may affect transport, as it adds a second particle transport
mechanism in addition to the fluctuation induced, second order flux, Γ =< n˜v˜ >.
Specific scenarios have been identified [40][62], akin to tokamak SOL, in which a clear
distinction exists between the core plasma region (where the plasma itself and the
instabilities originate), and a source-free region, where plasma is convected by blobs
[40][62]. In these scenarios, transport is dominated by fluctuation-induced flux in the
core region, and by the radial propagation of blobs in the source-free region [40].
10.6 Summary and discussion
In this Chapter we have addressed the transition from linearly unstable drift-
interchange instabilities to turbulence. We have shown that three wave interactions are
responsible for the transfer of spectral power from the unstable mode to spectral com-
ponents with significantly larger frequency. It has been found that close to the region
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where the mode has its maximum amplitude the dominant interactions are among the
lowest order harmonics. Proceeding along the convection path the amplitude of the
mode decreases, harmonics are not detected anymore and the spectral regions within
harmonics are filled in.
These experimental results are consistent with a nonlinearity induced by the fluc-
tuating E˜ × B in the ion continuity equation [8][9][67]. This nonlinearity is expected
to dominate for non adiabatic electrons and k⊥ρs  cs/(Lnνe) ≡ δ (cs is the ion acous-
tic speed and νe the electron collision rate) [67][68]. For the experiments described
herein, δ ≈ 0.7 and k⊥ρs = 0.1 for the unstable mode. We expect therefore the E˜×B
nonlinearity to dominate for fluctuations with k⊥ . 250 m−1, i.e. for frequencies be-
low 60 kHz, where most phase coupling is measured. Note that other mechanisms,
such as temperature gradient effects, may introduce additional nonlinear terms in the
continuity equation [69]. As the coupling coefficients are proportional to (k⊥LTe)
−1,
these terms are expected to dominate in the limit of small wavenumbers. Preliminary
measurements of the nonlinear coupling for interchange instabilities suggest that the
mechanism leading to the formation of a turbulent spectrum is independent of the
nature of the instability.
We have interpreted the forward cascade in frequency as a cascade in wavenumber,
from large to small scales. This hypothesis is supported by the measurement of a
linear dispersion relation along z for frequencies larger than 10 kHz and by an almost
constant kR(ω) in the same frequency range. Conversely, around the frequency of the
mode, the value of kR(ω) strongly increases. In this frequency range the direction of
cascade in wavenumber cannot be extracted from the measurements in frequency, but
should be verified experimentally calculating the quadratic coupling coefficients in the
wavenumber space, for example using the HEXTIP array.
It is worth mentioning that there are some limitations to this analysis and interpre-
tation. The first is represented by the hypothesis of homogeneity, which is necessary
to calculate the Fourier coefficients in the space domain, and fails in some regions of
the plasma cross-section, close to the source region. This problem can be reduced
limiting the analysis to those regions where the wave-packet assumptions, Eq. (5.15),
are satisfied. Another solution would be to use wavelet transforms in space, with the
advantage that homogeneity does not need to be invoked [70]. The other limitation
comes from the low spatial resolution of the HEXTIP array, which limits wavelength
resolution to 7 cm. As shown in Fig. 10.4, the energy cascade can be studied only in
a limited range of wavenumbers, lower than 90 m−1.
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Conclusions and outlook
This Thesis addresses two important problems in plasma physics, the identifica-
tion and characterization of linear properties of electrostatic instabilities developing in
toroidal magnetized plasmas, and their evolution to turbulence.
The first part of the research has been conducted by analyzing plasmas in a wide
range of configurations and values of the external control parameters. The instabilities
observed on TORPEX are found to have features that are common for different exper-
imental scenarios, with density fluctuations peaking on the low field side, where the
pressure gradient is large and co-linear to the magnetic field gradient. This indicates
that the interchange mechanism is the dominant drive for the observed electrostatic
instabilities. A theoretical dispersion relation based on the kinetic model has been cal-
culated for TORPEX geometry and compared with the measured dispersion relation.
Experiments presented in this Thesis are run primarily in Hydrogen plasmas, in which
fluctuations have electrostatic nature. Increasing the ion mass would have two main
effects. The first, as discussed in Sec. 7.1, would be to increase the ratio of β to m/M ,
the electron to ion mass ratio, and could lead to electromagnetic effects both on the
dispersion properties and on the nonlinear developments. The second would be to give
rise to finite Larmor radius effects, which would modify the dispersion relation of drift
waves and the properties of turbulence for k⊥ρs & 1. These effects can be explored on
TORPEX in plasmas from noble gases such as Argon, Neon or Xenon.
Both interchange and drift instabilities develop on TORPEX. Their complete iden-
tification and characterization is the first result of this Thesis [63]. The extended
diagnostic coverage has been essential for the identification of the nature of the insta-
bilities. Arrays of electrostatic probes have been developed for the measurement of the
wavenumbers associated with density and potential fluctuations. The distance between
probe tips was minimized in order to resolve small scale fluctuations and the dedicated
electronics was designed to guarantee low amplitude and phase distortion in the whole
range of measured frequencies. Some of these arrays are installed at fixed positions
close to the edge and aligned along the azimuthal direction. Other arrays are installed
on movable systems and are used to measure the radial profile of the parallel and the
perpendicular wavenumbers, at positions that are varied shot by shot, with an almost
arbitrarily good spatial resolution.
The nature of the electrostatic instabilities has been identified on the basis of a
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number of measurements. First, the region where instabilities are driven has been
identified, by reconstructing the profile of the amplitude of fluctuations associated with
individual modes (Sec. 5.3). Second, the dispersion relation both perpendicularly and
parallel to the magnetic field has been measured at different locations over the plasma
cross section and compared to predictions of linear theory. The role of the phase shift
between density and potential fluctuations in the identification of the nature of low
frequency electrostatic instabilities has been explored. We find that in TORPEX the
measurement of the phase shift, though extended over the entire plasma region, is
not crucial for the identification of the nature of the instabilities, neither is the ratio
between normalized density and electrostatic potential fluctuations. The radial profile
of the phase shift depends on the local background parameters and on the degree
of turbulence in the spectrum, but seems to be independent on the nature of the
instabilities. Many factors can affect the value of the phase shift between n˜ and φ˜p,
usually not taken into account in linear theories. In particular, temperature fluctuations
may have major effects on the measurement of electrostatic potential fluctuations and
thus on the value of the phase shift between n˜ and φ˜p, as our results demonstrate.
For both pure interchange and drift-interchange instabilities, the normalized density
fluctuations are larger than normalized electrostatic potential fluctuations.
Most of the results presented in this Thesis are based on a Fourier representation of
the fluctuations in the frequency domain, justified by the stationarity of the physical
quantities at play. The distribution of fluctuations in the wavenumber space has been
reconstructed using standard statistical methods applied to the time traces from two
probes with small separation. The reconstruction of the distribution of fluctuations
both in the frequency and in the wavenumber domain is important to quantify the
degree of turbulence. Information on the development of turbulence was inferred from
the broadening of the spectra measured at different locations over the plasma cross-
section. Moreover, by comparing the wavenumber spectra measured perpendicularly to
the magnetic field, along crossed directions, the question of the turbulence anisotropy
was addressed.
The power spectrum of density fluctuations is found to be narrow both in the fre-
quency and the wavenumber close to the location where the instabilities are generated,
then to broaden during convection, suggesting development of turbulence. The iden-
tification of the mechanism behind the generation of a turbulent spectrum represents
the second main result of this work [71]. The analysis has focused on weakly turbulent
plasmas to highlight the first stage of the transition from a coherent to a turbulent
spectrum, although stronger turbulence can be achieved in TORPEX by increasing,
for example, the neutral gas pressure or the level of injected power. The measurement
of the bispectrum at different locations along the convection path has revealed the
occurrence of three-wave nonlinear interactions between drift-interchange instabilities
and spectral components with significantly larger frequencies. In these interactions the
unstable mode loses its energy on the partner components causing the filling of the
spectrum at large frequencies.
There are indications that the mechanisms leading to the development of turbulence
do not depend on the nature of the instabilities. In plasmas dominated respectively by
drift-interchange or interchange instabilities the generation of higher order harmonics
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is the first step in the process. Strong nonlinear coupling is measured in both cases
between the dominant mode and harmonics up to the third order. These interactions
are responsible for the filling of the spectral regions intermediate to harmonics. Pro-
ceeding along the direction of convection, the unstable mode interacts with spectral
components with larger frequencies. These results can be extended from the frequency
to the wavenumber domain, leading to an interpretation of the forward cascade in fre-
quency as a cascade in wavenumber, with transfer of energy from large to small scale
fluctuations. This extension is justified for interactions nonlocal in frequency, which in-
volve the unstable mode and spectral components with significantly larger frequencies.
In this range, in fact, propagation is mainly along the E0 × B direction. Conversely,
around the frequency of the mode, the wavenumber measured along the drift direction
is lower than that measured perpendicularly to it. For fluctuations with frequencies
in this range one cannot conclude that a forward cascade in frequency corresponds to
a forward cascade in wavenumber. In such case the coupling coefficients should be
directly calculated in the wavenumber domain.
The measurement of a finite wavenumber along the radial direction is consistent
with the detection of large scale coherent structures in the density fluctuations on the
low field side. These structures have sizes that are comparable to the half wavelength of
the mode, originate in the region of unfavourable curvature and propagate according to
the E0×B drift direction. The spatio-temporal properties of the structures are related
to the spectral properties of the instabilities detected in the spectrum of density fluctu-
ations, suggesting that the structures detected on the low field side may be the spatial
representation of a saturated drift wave (either drift-interchange or interchange). For a
correct interpretation of the nonlinear dynamics, the spectral properties of fluctuations
cannot be separated from their spatio-temporal properties.
Measurements on TORPEX indicate that turbulence is mainly driven by the E˜×B
term in the ion continuity equation [8][9][67], acting on density fluctuations through the
convective derivative, although we cannot exclude that other mechanisms, such as the
electron temperature gradient, may affect the nonlinear dynamics in the limit of small
perpendicular wavenumbers [69]. Future research should include the investigation of
regimes in the opposite limit, e.g. in terms of k⊥ρs & 1, where a nonlinearity induced
by the polarization drift is expected to dominate [67][68][7]. The comparison between
the two regimes could give insight into the competition between direct and inverse
cascade and the role of the observed structures in the transfer of energy.
The plasma conditions investigated on TORPEX have similarities with those of
tokamak Scrape Off Layer (SOL), for example in terms of high relative fluctuation
levels, due to strong, localized pressure gradients, or in terms of plasma parameters
and even of magnetic field configuration, with open field lines characterized by long
connection lengths. Although electrostatic fluctuations, the related turbulence and the
resulting structures (or plasma blobs) are observed to play a dominant role in the SOL
dynamics, e.g. in terms of particle transport, the limitations in the diagnostic cover-
age and resolution in high performance tokamaks and stellarators, prevents conclusive
investigations. For example, the turbulence level measured at the edge can possibly
be traced to one of the low frequency linear instabilities that develop in tokamaks, for
example electron and ion drift waves or electromagnetic drift-Alfve´n waves. However,
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because the measured spectra are generally broad [2], a conclusive identification is not
possible.
By providing a direct reconstruction of the dynamics of the development of drift
waves into turbulence in a magnetized toroidal plasma, the results of this Thesis provide
an extensive reference for the development and the benchmarking of numerical codes
for electrostatic turbulence in magnetic fusion plasmas. An effort in this direction
is being conducted at CRPP, with the implementation of a two-fluid code [72][34],
based on the Braginskii equations for transport [73] with a semi-empirical model for
the particle source term [40][43]. The model is two-dimensional and takes into account
the curvature of the magnetic field lines and the contribution of electron temperature
fluctuations. Density, temperature and plasma potential are evolved independently.
The measured plasma source and background profiles and the linear properties
of fluctuations can be used as input parameters for the code, while the same linear
and nonlinear analysis techniques developed for experimental data can be applied to
the output of the code. The result could be a fully quantitative theory-experiment
comparison, necessary for the identification of the essential ingredients in the theoretical
model to account for the measured spatio-temporal dynamics of the turbulence.
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Typical plasma parameters on
TORPEX
symbol parameter H2 Ar
n0 (m
−3) background density . 1017 . 1017
Te0 (eV) electron temperature . 5 . 5
Ti0 (eV) ion temperature < 1 < 1
β thermal/magnetic energy ratio 10−5 − 10−4
Frequencies (Hz)
ωpe/2pi electron plasma frequency 1.3× 109 2.8× 109
ωpi/2pi ion plasma frequency 2.0× 108 1.0× 107
ωce/2pi electron cyclotron frequency 2.45× 109 2.45× 109
ωci/2pi ion cyclotron frequency 1.3× 106 30× 103
Lengths (m)
λDe electron Debye length 1.0× 10−4 0.5× 10−4
λDi ion Debye length 2.0× 10−5 0.7× 10−5
ρe electron Larmor radius 0.5× 10−4 0.5× 10−4
ρi ion Larmor radius 0.4× 10−3 2.3× 10−3
ρs drift scale lenght 0.3× 10−2 2× 10−2
Velocities (m/s)
vth,e electron thermal velocity 0.8× 106 0.8× 106
vth,i ion thermal velocity 3× 103 0.5× 103
cs ion sound speed 2.5× 104 0.4× 104
Table A.1: Characteristic lengths, velocities and frequencies for electron and ion species
measured on TORPEX. Physical quantities are calculated assuming Bϕ = 76.6 mT,
Te0 = 4 eV, Ti0 = 0.1 eV and n0 = 2 × 1016 m−3 for Hydrogen plasmas and n0 =
1017 m−3 for Argon plasmas.
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Normalizations used in the
dispersion relation
The kinetic dispersion relation described in Chap. 2 uses normalized quantities.
Let’s write here again the dispersion relation:
(k, ω) = 1 +
∑
α
1
(kλD)2
[1− (ωN + ω′T + ωF − ω)
·
+∞∑
n=−∞
∫
dv
fα0
Nα
J2n
(
kyv⊥
Ω
)
kzvz + nΩ + ωF + ωB − ω

The various terms are defined as follows:
ωN =
Tky
qB0
1
LN
(B.1a)
ω′T = ωTT
∂
∂T
with
∂f0
∂T
=
(
H
T
− 3
2
)
f0, ωT =
Tky
qB0
1
LT
(B.1b)
ωF = kyvF = − F
qB0
ky (B.1c)
ωB = kyvB (B.1d)
Frequencies are normalized to the ion cyclotron frequency Ωi = ZeB/M , ω¯ = ω/Ωc.
Wavenumbers are normalized to the ion Larmor radius λi = vthi/Ωi, k¯z = kzλi, k¯⊥ =
k⊥λi. Forces are in units of Ti/λi, F¯ = Fλi/Ti. Using these normalizations and
inserting the equilibrium distribution function f0, the dispersion relation is written in
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the form:
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∑
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with normalized quantities indicated with a bar. Perpendicular and parallel velocities
are normalised to the thermal velocity, v¯⊥ = v⊥/vth, v¯z = vz/vth. The term εA is
the squared ratio of the ion Larmor radius to the Debye length, εA = (λi/λDi)
2. The
various terms are defined as follows:
ω¯N =
k¯y
L¯N
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Ti
q
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(B.2a)
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(B.2d)
In particular, if F = qE0ex, one has ω¯E = −E¯0k¯y, with E¯0 = qiE0λi/Ti. Note that
this contribution is the same for both ions and electrons. Introducing the ratio of
the electron to ion temperature τ = Te/Ti, and using qi = Ze, qe = −e, the ion and
electron terms are written as:
ω¯Ni ω¯Ne = −ω¯NiZτ
ω¯Fi = −F¯ik¯y ω¯Fe = ZF¯ek¯y
ω¯Bi = εN
k¯y
L¯N
(
v¯2⊥
2
+ v¯2z
)
ω¯Be = −ZτεN k¯yL¯N
(
v¯2⊥
2
+ v¯2z
)
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Complements to Chap. 4
C.1 The FLP arrays
The layout of the FLP arrays is shown in Fig. C.1. The three array have been
dubbed FLP-U, FLP-H and FLP-L, where U, H, L stay respectively for upper, hori-
zontal and lower. Each array contains 11 pairs of Langmuir probes, numerated from 1
to 11 according to the clockwise direction, and the tips in each pair are indicated as
A, B. With this convention, for example FLP-U 4AB denotes the second tip, in the
seventh pair of the upper array. Data from the FLP arrays are acquired on the boards
2 and 3 of the D-TACQ and a list of the channels is given in Table C.1. The FLP-H
array measures fluctuations at r = 163± 3 mm from the center of the vessel, while the
other two arrays measure at r = 158 ± 3 mm; the value is taken at the center of the
tip length, the error corresponds to the tip half length.
HFS LFS
FLP-U
FLP-H
FLP-L
1 11
1
11
11 1
A B
C1
C1
C1
C2
C2
C2
Figure C.1: Sketch of the layout of the FLP arrays and convention used for the numer-
ation of tips.
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Figure C.2: Scheme of the circuit for the measurement of saturation current. Numbers
1 and 14 refer to the circuit for the measurement of the signal and of the ground
respectively.
C.1.1 Transfer function of the FLP electronic modules
The probes on the FLP arrays are made of coaxial cables, the probe tip being the
inner conductor. Both the inner conductor and the external shield are grounded to the
vessel and the current measured from each probe is referred to its own shield. Figure
C.2 shows a schematic of the circuit for the measurement of saturation current for one
of the probes. The nominal amplification factor is 10 and the pass band is limited
between 30 Hz and 250 kHz. The resistance R at the input of the system can be
changed according to the amplitude of the saturation current, to avoid saturation of
the signals. The output impedance of the electronic modules is 50 Ohm. This ensures
the maximum transmission to the acquisition system.
The electric insulation between adjacent tips has been verified by applying a volt-
age of 1250 V between tips and measuring the corresponding current. Good insulation
exists for all tips, with values of resistance well above 100 MΩ, apart for pair FLP-
H 11 on the horizontal array, for which the resistance is 1 MΩ. Electrical insulation
between signal and ground is particularly delicate, because crimping can damage the
insulation of the coaxial cable (sometimes this was actually the case); the measured
values are reported in Table C.2. The measured resistance varies in a wide range of
values, because of the strength used to crimp. Taking into account that the insulation
of THERMOCOAX cables is about 1 MΩ at 1250 V, with differences of 20% measured
on individual tips, it is easy to deduce that insulation is damaged on those tips whose
insulation is below this value. The broken tips are reported in italic in Table C.1.
The acquired time traces from different channels have different offset levels, which can
be calculated from the part of the time series after the plasma discharge. This offset
is usually not removed during shot downloading, because the mean average is in any
case routinely subtracted before the calculation of the Fourier transforms.
The gain and the phase distortion for each signal have been first tested for each chan-
nel with a sinusoidal input signal with amplitude V0 = 500 mV and frequency f0 = 50
kHz. The amplification factor results to be 10, as expected, and the phase distortion
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Figure C.3: Amplitude and phase of the transfer function for the electronic modules
of the FLP-U array, in the frequency range [1, 100] kHz.
negligible. These measurements have been done with a capacitor of 3.3 µF at the
output of the function generator; the corresponding cutoff frequency is 1 kHz. The
frequency response function in amplitude and phase has then been calibrated with an
input sinusoidal signal whose frequency is varied logarithmically from 0.5 to 125 kHz.
The resulting transfer function is shown in Figs. C.3-C.5. The deviation for frequencies
above 30 kHz are an artifact of calibration when the sweeping frequency approaches
the acquisition frequency. The deviations for frequencies below 2 kHz are due to the
cutoff frequency of the capacitor used for the calibration. The frequency response is
the same for all channels in a wide range of frequencies.
The wavenumber is routinely calculated applying the two-point correlation technique,
described in Sec. 5.4. When applied to the FLP arrays, the value of kθ is measured from
two adjacent probes belonging to different pairs, with a distance of 0.8 cm. Neglecting
the phase correction induces an error in the estimate of the wavenumber of approxi-
mately 1 m−1 at 20 kHz. The resulting shift of the wavenumber spectrum would be in
any case negligible with respect to the measured broadening in wavenumber space (see
for example Fig. 5.5).
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Figure C.4: Amplitude and phase of the transfer function for the electronic modules
of the FLP-H array, in the frequency range [1, 100] kHz.
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Figure C.5: Amplitude and phase of the transfer function for the electronic modules
of the FLP-L array, in the frequency range [1, 100] kHz.
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C.1. THE FLP ARRAYS
Table C.1: List of channels on D-TACQ boards 2-3.
Board 2 Board 3
ch probe ch probe
1 LP-U 1A 1 LP-H 6A
2 LP-U 1B 2 LP-H 6B
3 LP-U 2A 3 LP-H 7A
4 LP-U 2B 4 LP-H 7B
5 LP-U 3A 5 LP-H 8A
6 LP-U 3B 6 LP-H 8B
7 LP-U 4A 7 LP-H 9A
8 LP-U 4B 8 LP-H 9B
9 LP-U 5A 9 LP-H 10A
10 LP-U 5B 10 LP-H 10B
11 LP-U 6A 11 LP-H 11A
12 LP-U 6B 12 LP-H 11B
13 LP-U 7A 13 LP-L 1A
14 LP-U 7B 14 LP-L 1B
15 LP-U 8A 15 LP-L 2A
16 LP-U 8B 16 LP-L 2B
17 LP-U 9A 17 LP-L 3A
18 LP-U 9B 18 LP-L 3B
19 LP-U 10A 19 LP-L 4A
20 LP-U 10B 20 LP-L 4B
21 LP-U 11A 21 LP-L 5A
22 LP-U 11B 22 LP-L 5B
23 LP-H 1A 23 LP-L 6A
24 LP-H 1B 24 LP-L 6B
25 LP-H 2A 25 LP-L 7A
26 LP-H 2B 26 LP-L 7B
27 LP-H 3A 27 LP-L 8A
28 LP-H 3B 28 LP-L 8B
29 LP-H 4A 29 LP-L 9A
30 LP-H 4B 30 LP-L 9B
31 LP-H 5A 31 LP-L 10A
32 LP-H 5B 32 LP-L 10B
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Table C.2: Insulation tests
PIN pair R(MΩ) PIN pair R(MΩ)
1-14 1A 25 1-14 7A 7
2-15 1B 8 2-15 7B 3
3-16 2A 12 3-16 8A 3.75
4-17 2B 4 4-17 8B 1
5-18 3A 1.5 5-18 9A 5
6-19 3B 2 6-19 9B 3
7-20 4A 6 7-20 10A 18
8-21 4B 1 8-21 10B 0.5
9-22 5A 7 9-22 11A 7.5
10-23 5B 0.5 11B 3.5
11-24 6A 1
12-25 6B 1.5
PIN pair R(MΩ) PIN pair R(MΩ)
1-14 1A 20 1-14 7A 14
2-15 1B 16 2-15 7B 1
3-16 2A 25 3-16 8A 6
4-17 2B 18 4-17 8B 20
5-18 3A 22 5-18 9A 20
6-19 3B 9 6-19 9B 4.5
7-20 4A 25 7-20 10A 12
8-21 4B 6 8-21 10B 30
9-22 5A 22 9-22 11A 20
10-23 5B 14 11B 30
11-24 6A 22
12-25 6B 18
PIN pair R(MΩ) PIN pair R(MΩ)
1-14 1A 6 1-14 7A 0.5
2-15 1B 16 2-15 7B 1.5
3-16 2A 18 3-16 8A 7.5
4-17 2B 20 4-17 8B 14
5-18 3A 1 5-18 9A 0.5
6-19 3B 20 6-19 9B 1.5
7-20 4A 16 7-20 10A 20
8-21 4B 20 8-21 10B 16
9-22 5A 1.5 9-22 11A 20
10-23 5B 25 11B 1
11-24 6A 20
12-25 6B 1.5
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C.2. TRANSFER FUNCTION OF LP MODULES AND HEXTIP MODULES
C.2 Transfer function of LP modules and HEXTIP
modules
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Figure C.6: Amplitude and phase of the transfer function of one of the Langmuir
modules for the measurement of the ion saturation current.
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Figure C.7: Amplitude and phase of the transfer function of the HEXTIP array. Only
two channels are shown here.
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Table C.3: List of connections on feedthroughs C1-C2.
C1 C2
PIN SIGNAL PIN GROUND PIN SIGNAL PIN GROUND
1 1A 14 1A 1 7A 14 7A
2 1B 15 1B 2 7B 15 7B
3 2A 16 2A 3 8A 16 8A
4 2B 17 2B 4 8B 17 8B
5 3A 18 3A 5 9A 18 9A
6 3B 19 3B 6 9B 19 9B
7 4A 20 4A 7 10A 20 10A
8 4B 21 4B 8 10B 21 10B
9 5A 22 5A 9 11A 22 11A
10 5B 23 5B 10 11B 23 11B
11 6A 24 6A 11 24
12 6B 25 6B 12 25
13 13
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Geometrical effects on the
measurement of k‖
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Figure D.1: Geometry of probes during the measurement of k‖. ϕ and z denote re-
spectively the toroidal and the vertical direction in our cylindrical reference, ψ is the
pitch angle, with tanψ = Bz/Bϕ, α is the angle formed by the SLP array with the z
axis. The distance between the tips is indicated with sn and sp, respectively when the
SLP array is oriented downward (along negative z) or upward (along positive z).
The parallel wavenumber is measured from the phase difference between two probes
located at the same radial position and separated by ∆ϕ along the toroidal direction,
aligned along the same field line.
A sketch of the probe geometry used for this measurement is shown in Fig. D.1. A
picture of the arrangement was reported in Fig. 5.8. The TWEEDY array is located
at the toroidal position indicated as P , while the SLP array is located at position O,
with their axes both on the equatorial plane, separated by the distance OP = R∆ϕ.
The SLP can rotate around its axis, the angle α being measured with respect to the
positive z axis. The directions of k‖ and k⊥ are shown in the figure, with k‖ along the
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magnetic field line and k⊥ on the plane perpendicular to it.
Taking P as the reference position, there is a field line at P that intersects the SLP
array; its z coordinate is calculated from Eq. (5.23):
z0 = R∆ϕ
Bz
Bϕ
,
The SLP arrays contains eight tips with mutual separation of approximately 1.8 cm;
there is good probability that at least one of them is close to this field line. The
measured wavenumber, indicated in Fig. D.1 as kn for the SLP oriented downward and
as kp when the SLP array is oriented upward, will be a combination of k‖ and k⊥. Due
to the low ratio of k‖ to k⊥, the measurement can be strongly affected by the projection
of k⊥ along the direction of measurement.
Indicating with γn and γp the angle between the direction of measurement and the z
axis for α > 90◦ and α < 90◦, respectively, the measured wavenumbers can be expressed
as:
kn = k‖ cos γn + kz sin γn (D.1)
kp = k‖ cos γp − kz sin γp (D.2)
where cos γn = (kn · zˆ)/|kn| and cos γp = (kp · zˆ)/|kp|. After some algebra and using
trigonometric relations, the measured wavenumber km can be written as:
km(z) =
k⊥√
1 +
(
z
L
)2√
1 +
(
Bz
Bϕ
)2
[
k‖
k⊥
+
Bz
Bϕ
− z
L
(
1− Bz
Bϕ
k‖
k⊥
)]
(D.3)
where L = R0∆ϕ + z tanα is the toroidal distance between tips, measured at the
midplane. In our experiments Bz/Bϕ ∈ [3 × 10−3, 2.4 × 10−2] for Bz ∈ [0.2, 1.8] mT
and typically k‖/k⊥ < 10−2. The term (Bz/Bϕ)(k‖/k⊥) can therefore be neglected with
respect to unity. Moreover
√
1 + (z/L)2 ∼= 1, as the correction to unity is ≈ 0.2% at the
maximum distance z = 10 cm. With these approximations the measured wavenumber
finally results to be:
km ∼= k⊥
(
k‖
k⊥
+
Bz
Bϕ
)
− k⊥
L
z (D.4)
Note that km = k‖ when z = z0 = R0∆φBz/Bϕ. In particular, if k‖ = 0, the measured
wavenumber changes its sign crossing the magnetic field line, as it can be easily proven
replacing z = z0± ζ in Eq. (D.4). In this case the measured wavenumber is simply the
projection of k⊥ along the direction of measurement:
km = −k⊥
L
ζ (D.5)
In general, for k‖/kz  1 and for measurements not taken along the field line, the
measured wavenumber is dominated by the contribution of k⊥. For k‖ 6= 0 the error
on the measurement can be quantified as:
km − k‖
k‖
∼= k⊥
k‖
z − z0
L
(D.6)
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For k‖/k⊥ ∼ ×10−2 and assuming that z0 falls at exactly half the distance between
two SLP tips, the relative error on the estimate of k‖ is 100%. It can be larger for a
lower ratio k‖/k⊥. The error can be minimized by adjusting the angle of rotation of
the probes. Note anyway that measurements with α = 110◦ have revealed a strong
shadowing effect. The best results are obtained with the SLP array kept almost vertical.
Equation (D.4) can be used to infer the value of k‖ from a linear fit of km. Comparing
with Eq. (D.4) it follows that the value of k⊥ and k‖ can be inferred from a and b
(km = az + b):
k⊥ = aL
k‖ = b− aLBz
Bϕ
The value of k⊥ can then be compared to independent measurements, such as the
value of kz measured during the same session with two tips of the TWEEDY array
aligned along z. Alternatively, the angular coefficient from the linear fit can be used
to interpolate the value of k‖ at z0. In this case, the error on the estimate of z0 should
be taken into account.
Error on the estimate of z0
The optimal position z0 is calculated as:
z0 =
Bz
Bϕ
R∆ϕ
where R is the radial position and ∆ϕ is the toroidal separation between probes,
calculated at the midplane. The relative error on the estimate of z0 is calculated as
the sum of all relative errors:
δz0
z0
=
δR
R
+
δ(∆ϕ)
∆ϕ
+
δBz
Bz
+
δBϕ
Bϕ
(D.7)
with δBz/Bz = 0.02 and δBϕ/Bϕ = 0.01. The error on the radial position of the
probes is given by the precision of the mechanical system, ±0.2 cm, to which we add
the uncertitude on the SLP tip length and on the tip diameter for TWEEDY. In total,
δR = 0.5 cm.
The arrays are installed at fixed toroidal positions and their separation is calculated
at the midplane, with respect to the center of the ports. Assuming that horizontal
oscillations of the shaft are absent and that the array shafts are centered on the port,
an upper limit to the error on ∆ϕ is given by the diameter of shafts, ∆ϕ = ±0.01
rad. For R = 1 m and ∆φ = pi/2, the error on the estimate of z0 is approximately
δz0 = 0.04z0. The error due to δz0 on the estimate of k‖ from a linear fit over the
measured km is anyway negligible with respect to the broadening of the spectrum in
wavenumber space.
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Error on the measurement of k‖ due to the distance between tips
Wavenumbers are routinely measured by the ratio of the phase shift to the sepa-
ration between probes. If probes are aligned along the magnetic field line, the error
on the measurement of k‖ is mainly given by the uncertitude on the probe separation.
The distance between tips is given by:
s2 = L2 + z2
where z = |zT − zS| is the vertical distance between tips and L = R∆ϕ + l sinα their
toroidal distance, zT and zS denote respectively the vertical coordinate of the tips
belonging to the TWEEDY and the SLP array. The error on the estimate of s is given
by the error propagation:
δs =
LδL+ zδz√
L2 + z2
where
δL = Rδ(∆ϕ) + δR∆ϕ+ l cosα δα+ sinα δl
δz = δzT + δzS with δzT = 0.2 cm
The error δzS is calculated from zS = l cosα, using the error propagation:
δzS = l| sinα| δα + | cosα| δl (D.8)
where δα = 0.05 rad is the error on the positioning of the mechanical system, and
δl = 0.1 cm is the error on the position of tips along the support, estimated as the
diameter of the tip. For α = pi/4, this gives δzS = 0.44 cm. Assuming |zT − zS| . 12.8
cm and α = pi/2, an upper estimate to the error is δs = 1.2 cm. The error on
the estimate of the distance between probes induces an error lower than 6% in the
measurement of the wavenumber, much lower than the width in k-space commonly
measured applying the two-point correlation technique. The latter should be therefore
assumed as an estimate of the error in the measurement of k‖.
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Corrections due to temperature
fluctuations
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Figure E.1: Sketch of the TRIP probe with the configurations for the measurement
of particle flux and the dispersion relation (a), and temperature and plasma potential
fluctuations (b).
Figure E.1 illustrates the configuration used to measure the wavenumber associated
with n˜ and φ˜f (a) and that used to measure the fluctuations of n˜, T˜e and φ˜p (b). In
the configuration (b), the first and second tip from the top measured a positive and
negative, constant voltage ∆V = V +−V −, such that V − < φf < V +. The temperature
is measured from the following equation:
2[1 + β(φf − V −)] = (1 + e−
∆V
Te/e ) exp
(
V + − φf
Te/e
)
(E.1)
where β introduce a correction to the measurements in regimes of non complete ion
saturation, and has been estimated experimentally to be≈ −0.05 [40]. Good agreement
with the temperature measured with the other probes is found for ∆V between 24 and
36 Volts.
163
APPENDIX E
E.1 Corrections to the measurement of φ˜p
The plasma potential φp is calculated from temperature and floating potential as:
φp = φf + µ
Te
e
(E.2)
The coefficient µ is estimated experimentally from the I(V ) curves, as described in
[40][42]. The corresponding fluctuations can therefore be calculated as:
φ˜p = φ˜f + µ
T˜e
e
(E.3)
The power spectrum of φ˜p is calculated as the ensemble average:
Pφp =
〈
φ∗p,ωφp,ω
〉
=
〈(
φ∗f,ω +
µ
e
T ∗e,ω
)(
φf,ω +
µ
e
Te,ω
)〉
(E.4)
where φ∗p,ω, φ
∗
f,ω, and Te,ω denote the Fourier components in frequency of the corre-
sponding fluctuating quantities. It follows that:
Pφp = Pφf +
µ2
e2
PTe + 2
µ
e
<(PφfTe) (E.5)
where Pφf and PTe are the power spectrum of φ˜f and T˜e and PφfTe =
〈
φ∗f,ωTe,ω
〉
is the
cross spectrum between temperature and floating potential. If T˜e/eφ˜f = x, the relative
difference between Pφp and Pφf is given by:
Pφp − Pφf
Pφp
' µ2x2 + 2µx cos θφfTe (E.6)
This correction depends on the sign of θφfTe , the phase shift between φ˜f and T˜e. For
Hydrogen plasmas and for x = 0.25, it can be 60% if θφfTe = pi/2 and up to 200% if
φ˜f and T˜e are in phase.
E.2 Corrections to the measurement of n˜
For sufficiently large and negative applied voltage, V , the current collected by a
Langmuir probe is independent on V , as discussed in Sec. 4.1, and proportional to
the density. Writing density and electron temperature as the sum of an average and a
fluctuating part, the ion saturation current can be written as:
Isat =
1
2
eA(n0 + n˜)
√
Te0
M
√
1 +
T˜e
Te0
Assuming 1 T˜e/Te0  1, the second square root can be expanded and the measured
ion saturation current, Isat = I0 + I˜, finally written as:
I0 + I˜ = I0
(
1 +
n˜
n0
+
1
2
T˜e
Te0
+
1
2
n˜
n0
T˜e
Te0
)
(E.7)
1In the experimental situations analyzed for this Thesis T˜e/Te0 . 20%.
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where:
I0 =
1
2
eA n0
√
Te0
M
is the time-averaged value of Isat. Neglecting the nonlinear term n˜T˜e, density fluctua-
tions are related to the measured I˜ from:
I˜
I0
=
n˜
n0
+
1
2
T˜e
Te0
(E.8)
If temperature fluctuations are negligible, density fluctuations can be directly estimated
from the power spectrum of I˜. The error done by neglecting T˜e in Eq. (E.8) is smaller
than 0.1 n˜/n0. It is worth noting that correction for temperature fluctuations includes
the cross-spectrum between n˜ and T˜e, as can be easily proven multiplying Eq. (E.8)
times I˜∗. The error introduced by the finite distance between tips on the measurement
of the phase between n˜ and T˜e is in this case larger than the error done by neglecting
T˜e.
E.3 Corrections to the phase between n˜ and φ˜p
The phase shift between density and potential fluctuations is one of the quantities
commonly used for the identification of instabilities. Measurements should be done
at the same location, but this is in practice impossible. To minimize the error due
to the propagation of waves from one tip to the other, the separation between the
probes that measure n˜ and φ˜p should be kept as small as possible. A further error
is introduced by the temperature fluctuations, which are commonly neglected. Even
when the amplitude of T˜e is much lower than that of n˜ or φ˜p, the correction in the
measurement is not negligible due to the phase shift between T˜e and n˜.
We assume that the phase shift between n˜ and φ˜p is ideally measured at z0 and derive
an expression that takes into account the corrections due to both T˜e and dtip. We start
from the measured phase shift between n˜ and φ˜f :
θφf ,ω(z0)− θn,ω(z0 − dtip) = θφf ,ω(z0)− θφp,ω(z0) + θφp,ω(z0)− θn,ω(z0 − dtip) (E.9)
where we have added and subtracted θφp,ω(z0). The term θφf ,ω(z0)− θφp,ω(z0) is calcu-
lated from the cross-spectrum between φf,ω and φp,ω, both measured at z0:
φ∗p,ωφf,ω = φ
∗
f,ωφf,ω −
µ
e
φ∗f,ωTe,ω, (E.10)
which gives:
θφf ,ω(z0)− θφp,ω(z0) =
µ
e
= [〈φ∗fTe〉]
µ
e
< [〈φ∗fTe〉]− Pφf . (E.11)
For T˜e/eφ˜f = x, Eq. (E.11) can be approximated by:
θφf ,ω(z0)− θφp,ω(z0) '
µ
e
x sin(θφfTe)
µ
e
x cos(θφfTe)− 1
. (E.12)
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Figure E.2: Dependence of the phase shift between φ˜f and φ˜p on the phase shift between
φ˜f and T˜e.
where θφfTe = θTe,ω(z0) − θφf ,ω(z0). The dependence of θφf ,ω(z0) − θφp,ω(z0) on θφfTe
is shown in Fig. E.2 for x = 0.1 and x = 0.25. The term θφp,ω(z0) − θn,ω(z0 − dtip) in
Eq. (E.9), which accounts for the finite separation between tips, can be written as:
θφp,ω(z0)− θn,ω(z0 − dtip) =θφp,ω(z0)− θn,ω(z0) + θn,ω(z0)− θn,ω(z0 − dtip) =
θn,φp(z0) + kn,ωdtip (E.13)
where kn,ω = [θn,ω(z0)− θn,ω(z0− dtip)]/dtip is the wavenumber associated with density
fluctuations. For the typical values of kn measured on TORPEX, kn . 50 m−1, the
correction to the phase shift is smaller than 0.25 radians.
Using Eqs. (E.12)-(E.13), the difference between the phase shift measured between n˜
and φ˜p and that measured between n˜ and φ˜f can finally be written as:
θn,φf (z0)− θn,φp(z0) '
µ
e
x sin θφfTe
µ
e
x cos θφfTe − 1
+ kndtip (E.14)
The second term can be reduced by keeping the tips as close as possible, while the
first term depends on the phase shift between T˜e and eφ˜f and on the ratio of T˜e to
eφ˜p. The two contributions on the right hand side of Eq. (E.14) add when θφfTe > pi
and subtract in the opposite case. Note that the effect of finite separation can be
eliminated by measuring φ˜f at two positions, for example using the configuration for
the measurement of particle flux. In this case, the measured phases are:
θφ2,n = θφf (z0 + 2dtip)− θn(z0 + dtip) (E.15a)
θφ1,n = θφf (z0)− θn(z0 + dtip) (E.15b)
Using kφ =
[
θφf (z0 + 2dtip)− θφf (z0 + dtip)
]
/dtip, Eq. (E.15a) can be written as:
θφ2,n = θφf (z0 + dtip) + kφdtip − θn(z0 + dtip) (E.16a)
θφ1,n = θφf (z0 + dtip)− kφdtip − θn(z0 + dtip) (E.16b)
By taking the average value between θφ2,n and θφ1,n, the term including kφ cancels out.
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E.4 Corrections to the wavenumber associated with
φ˜p
Let’s consider the typical configuration used for the measurement of flux, shown in
Fig. E.1(a). The phase shift of potential fluctuations is measured from the argument
of the cross-spectrum between φf (z0 + 2∆) and φf (z0), θφf (z0 + 2dtip) − θφf (z0). By
adding and subtracting φp(z0) and φp(z0 + 2dtip), the phase shift can be written as:
θφf (z0 + 2dtip)− θφf (z0) = kφp2dtip + θφp(z0)− θφf (z0) + θφf (z0 + 2dtip)− θφ(z0 + 2dtip)
(E.17)
Replacing Eq. (E.11) into Eq. (E.17) gives:
θφf (z0+2dtip)−θφf (z0) = kφp2dtip−
µ
e
=(PφfTe)
µ
e
<(PφfTe)− Pφf
+
µ
e
=(Pφf,2Te,2)
µ
e
<(Pφf,2Te,2)− Pφf,2
(E.18)
where PφfTe is measured at z0 and Pφf,2Te,2 is measured at z0 + 2dtip. Let’s indicate
with x and x2 the ratio of T˜e to φ˜f measured respectively at positions z0 and z0+2dtip.
The difference between kφf and kφp can be approximated as:
kφf − kφp ' −
1
2dtip
µ
e
[
x22 sin(θφfT,2)
µ
e
x22 cos(θφfT,2)− 1
− x
2 sin(θφfT )
µ
e
x2 cos(θφfT )− 1
]
. (E.19)
It is easy to prove that kφf − kφp = 0 when θφfT,2 = θφfT and x2 = x, i.e. if the
amplitude and phase of fluctuations do not change with space, for example in the
case of linear fluctuations. In the presence of turbulence, the amplitude and phase of
fluctuations change because of nonlinear interactions and the presence of temperature
fluctuations affects the difference kφf − kφp .
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