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Abstract
In this paper the ”strong” Maxwell operator defined on fields from the Sobolev space
W 12 , and the ”weak” Maxwell operator defined on the natural domain are considered. It
is shown that in a convex domain, and, more generally, in a domain, which is locally
(W 23 ∩W 1∞)-diffeomorphic to convex one, the ”strong” and the ”weak” Maxwell operators
coincide. 1
Introduction
0.1 Functional spaces
Let Ω be a bounded domain in R3 and let ε and µ be measurable (3×3)-matrix-valued functions
in Ω. The functions ε and µ describe the electric permittivity and the magnetic permeability of
the medium filling the domain. We assume that they are real, positively definite and bounded:
ε(x) = ε(x), µ(x) = µ(x), 0 < ε011 6 ε(x) 6 ε111 , 0 < µ011 6 µ(x) 6 µ111 . (0.1)
The Hilbert spaces
F (Ω, s) = {u ∈ L2(Ω,C3) : rotu, div(su) ∈ L2}, s = ε or µ,
endowed with the norm
‖u‖2F (Ω,s) = ‖ rotu‖2L2 + ‖ div(su)‖2L2 + (su, u)L2
are natural settings in studying electromagnetic waves. We distinguish the subspaces of func-
tions satisfying boundary conditions of perfect conductivity
F (Ω, ε, τ) = {E ∈ F (Ω, ε) : Eτ |∂Ω = 0},
F (Ω, µ, ν) = {H ∈ F (Ω, µ) : (µH)ν|∂Ω = 0}.
Here τ and ν mean, respectively, the tangent and the normal components of a vector on the
boundary ∂Ω; conditions
Eτ |∂Ω = 0 and (µH)ν|∂Ω = 0 (0.2)
are understood in the sense of integral identities.
∗The first author was supported by grant RFBR 14-01-00306, the second author was supported by grant
NIR SPbSU 0.38.237.2014.
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Definition 0.1. Let w ∈ L2(Ω,C3), rotw ∈ L2(Ω,C3). The equality wτ |∂Ω = 0 means that∫
Ω
〈w, roth〉dx =
∫
Ω
〈rotw, h〉dx ∀ h ∈ L2(Ω,C3) : roth ∈ L2(Ω,C3).
Here 〈 . , . 〉 denotes the standard scalar product in C3.
Definition 0.2. Let w ∈ L2(Ω,C3), divw ∈ L2(Ω). The equality wν |∂Ω = 0 means that∫
Ω
〈w,∇ϕ〉dx = −
∫
Ω
divwϕdx ∀ ϕ ∈ W 12 (Ω).
Remark 0.3. If ∂Ω is Lipschitz and w ∈ W 12 (Ω,C3), then these definitions of equalities wτ |∂Ω =
0 and wν |∂Ω = 0 are equivalent to the definitions in the sense of traces.
For
ε, µ ∈ W 13 (Ω), (0.3)
we introduce the subspaces of Sobolev space with appropriate boundary conditions:
W 12 (Ω, τ) = {u ∈ W 12 (Ω,C3) : uτ |∂Ω = 0},
W 12 (Ω, µ, ν) = {v ∈ W 12 (Ω,C3) : (µv)ν |∂Ω = 0}.
Assumptions (0.1) and (0.3) for domains with Lipschitz boundary ensure the implication
u ∈ W 12 (Ω) ⇒ su ∈ W 12 (Ω),
therefore,
W 12 (Ω, τ) ⊂ F (Ω, ε, τ), W 12 (Ω, µ, ν) ⊂ F (Ω, µ, ν).
Our goal is to prove the coincidence of these spaces
F (Ω, ε, τ) = W 12 (Ω, τ), F (Ω, µ, ν) =W
1
2 (Ω, µ, ν) (0.4)
in domains locally (W 23 ∩W 1∞)-diffeomorphic to convex domains (see Definition 0.6 below).
0.2 Maxwell operator
Let us distinguish the subspace
J = {E ∈ L2(Ω,C3) : div(εE) = 0} ⊕ {H ∈ L2(Ω,C3) : div(µH) = 0, (µH)ν|∂Ω = 0}
in the space L2(Ω,C
6; ε, µ) endowed with the norm
∥∥∥∥
(
E
H
)∥∥∥∥
2
L2(Ω,C6;ε,µ)
=
∫
Ω
(〈εE,E〉+ 〈µH,H〉) dx.
The Maxwell operator acts on the subspace J by the formula
M
(
E
H
)
=
(
iε−1 rotH
−iµ−1 rotE
)
(0.5)
2
on the domain
DomM = {E ∈ F (Ω, ε, τ) : div(εE) = 0} ⊕ {H ∈ F (Ω, µ, ν) : div(µH) = 0}.
Here E and H are electric and magnetic components of field, subject to the divergence free
condition
div(εE) = div(µH) = 0 (0.6)
and to the boundary conditions of perfect conductivity (0.2). It is easy to show (see [4]), that
the Maxwell operator is self-adjoint, M = M∗. One introduces also the ”strong” Maxwell
operator Ms, determined by the same expression (0.5) on the domain
DomMs = {E ∈ W 12 (Ω, τ) : div(εE) = 0} ⊕ {H ∈ W 12 (Ω, µ, ν) : div(µH) = 0}.
It is well known that the ”strong” Maxwell operator does not always coincide with the ”weak”
one: if the domain Ω is a polyhedron with an incoming edge, ε = µ = 11 , then the ”strong”
operator Ms is symmetric, but not self-adjoint, and has infinite deficiency indices.
One consider the extended Maxwell operator L besides the operators M and Ms. It acts
on the space L2(Ω,C
8; ε, µ) with the norm
‖X‖2L2(Ω,C8;ε,µ) =
∫
Ω
(〈εE,E〉+ |ϕ|2 + 〈µH,H〉+ |η|2) dx, X =


E
ϕ
H
η

 .
The operator L is determined by the formulas
L =


0 0 iε−1 rot i∇
0 0 −i div(µ·) 0
−iµ−1 rot −i∇ 0 0
i div(ε·) 0 0 0

 , (0.7)
L


E
ϕ
H
η

 =


iε−1 rotH + i∇η
−i div(µH)
−iµ−1 rotE − i∇ϕ
i div(εE)


on the domain
DomL = F (Ω, ε, τ)⊕W 12 (Ω,C)⊕ F (Ω, µ, ν)⊕ W˚ 12 (Ω,C).
It is easy to see that the operator L is also self-adjoint, L = L∗.
The subspace
{E ∈ L2(Ω,C3) : div(εE) = 0} ⊕ {0} ⊕ {H ∈ L2(Ω,C3) : div(µH) = 0, (µH)ν |∂Ω = 0} ⊕ {0}
reduces the operator L, and the restriction of the operator L on this subspace is unitarily
equivalent to the operator M. The functions from DomL admit a multiplication by smooth
cut-off functions, but divergence free conditions (0.6) break under such a multiplication, so it
is more convenient to work with the operator L.
The ”strong” operator Ls is determined by the expression (0.7) on the domain
DomLs =W 12 (Ω, τ)⊕W 12 (Ω,C)⊕W 12 (Ω, µ, ν)⊕ W˚ 12 (Ω,C).
The operator Ls, as opposed toMs, is elliptic. We will show (see Theorem 1.1 below) that under
assumptions (0.1) and (0.3) in domains locally (W 23 ∩W 1∞)-diffeomorphic to convex domains,
the equality L = Ls (and hence, M =Ms) holds, as well as the equalities (0.4) .
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0.3 Domains
In this subsection we describe the classes of the domains under consideration.
Definition 0.4. A domain Λ ⊂ Rn is called special Lipschitz domain, if
Λ = {(x′, xn) ∈ Rn : xn > φ(x′)},
where φ : Rn−1 → R is a Lipschitz function,
|φ(x′)− φ(y′)| 6 K|x′ − y′| ∀ x′, y′ ∈ Rn−1,
and K is the Lipschitz constant of the domain Λ.
Definition 0.5. If for every point x ∈ ∂Ω there exists a neighborhood D of the point x and
a special Lipschitz domain Λ, such that D ∩ Ω = D ∩ Λ, then a bounded domain Ω ⊂ Rn is
called domain with Lipschitz boundary.
Definition 0.6. Let X(D,Rn) be a space of functions defined in a domain D ⊂ Rn. We say
that the bounded domain Ω ⊂ Rn belongs to the class C(X), if for every point x ∈ ∂Ω there
exists a neighborhood U of the point x, a bijection
ψ : U → U˜ , ψ ∈ X(U), ψ−1 ∈ X(U˜),
and a special Lipschitz domain V , such that ψ(U ∩ Ω) = U˜ ∩ V , and the set U˜ ∩ V is convex.
It is clear that the convex domains and the domains with boundary of class X belong to
C(X).
Further, consider Ω ⊂ Rn, x ∈ ∂Ω. Denote the open ball of radius R centered at the point
x by BR(x). Denote
R(x) = sup{R : ∃ z ∈ Rn such that |x− z| = R, BR(z) ∩ Ω = ∅}
to be the radius of the biggest ball, which can touch the point x from outside the domain Ω, if
such balls exist, and set R(x) = 0 if such balls do not exist.
Definition 0.7. A domain Ω ⊂ Rn is said to satisfy external ball condition (EBC) if
R(Ω) := inf
x∈∂Ω
R(x) > 0.
Examples:
• Every convex domain Ω satisfies EBC; moreover, R(Ω) = +∞.
• Every bounded domain with C2-smooth boundary satisfies EBC.
• Corner on the plane, described in the polar coordinates by the formula
Ω = {(ρ, θ) : θ ∈ (π/2, 2π)} does not satisfy EBC, because R(0) = 0.
It turns out that external ball condition can be described in terms of diffeomorphisms.
Theorem 0.8. For bounded domains with Lipschitz boundary, EBC is equivalent to belonging
to the class C(C2).
We will prove this theorem in §2.1.
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1 Regularity of electromagnetic fields
1.1 Statement of the result
Theorem 1.1. Let Ω be a bounded domain in R3, Ω ∈ C(W 23 ∩W 1∞). Let ε, µ be matrices-
functions satisfying conditions (0.1) and (0.3). Then the ”weak” Maxwell operators coincide
with the ”strong” Maxwell operators, L = Ls, M =Ms, the equalities (0.4) and the estimates
‖E‖W 1
2
6 C‖E‖F (Ω,ε) ∀ E ∈ F (Ω, ε, τ), ‖H‖W 1
2
6 C‖H‖F (Ω,µ) ∀ H ∈ F (Ω, µ, ν) (1.1)
hold. Thus, the F -norm and the W 12 -norm in these spaces are equivalent.
Remark 1.2. The bounded domains with Lipschitz boundary, satisfying EBC meet the re-
quirements of the Theorem (see Theorem 0.8). Our class C(W 23 ∩W 1∞) is bigger. For example,
the domain
Ω = {(x′, x3) ∈ R3 : −|x′|3/2 < x3 < 1− |x′|3/2, |x′| < 1}
does not satisfy EBC, because R(0) = 0, but belongs to C(W 23 ∩W 1∞); one can take the mapping
(x′, x3)→ (x′, x3 + |x′|3/2) as a bijection ψ.
Remark 1.3. The assumptions on the coefficients ε, µ and the boundary ∂Ω can be slightly
relaxed. As follows from the proof, it is enough to require (0.1) and the next condition in the
spirit of the theory of multipliers (see [17]): for every positive δ there exists a number C(δ),
such that ∫
Ω
|∂js|2|u|2dx 6 δ‖∇u‖2L2(Ω) + C(δ)‖u‖2L2(Ω), u ∈ W 12 (Ω), s = ε or µ. (1.2)
For s ∈ W 13 (Ω) the condition (1.2) is satisfied (see below Lemma 3.2). For diffeomorphisms ψ
which map the domain Ω locally to the convex domain, it is sufficient to require ψ ∈ W 1∞ and
the property (1.2) for s = ∇ψ.
For simplicity, we formulate and prove Theorem 1.1 only for bounded domains. It is clear
from the proof, that it can be extended to unbounded domains with appropriate modification
of the assumptions on the coefficients. We now state the case of the operator with periodic
coefficients in the infinite cylinder.
Theorem 1.4. Let Ω = U × R be a cylinder, U ⊂ R2 be a bounded domain, U ∈ C(W 2p ),
p > 2. Let ε, µ satisfying (0.1) be periodic along the axis of the cylinder with period a and
ε, µ ∈ W 13 (U × [0, a]). Then L = Ls, M =Ms and the relations (0.4) and (1.1) hold.
Remark 1.5. Assumptions on the boundary of the domain were relaxed to C(W 2p ), p > 2,
since corresponding diffeomorphisms depend only on two variables; it is easy to see that if
s = s(x1, x2), s ∈ W 1p (U), p > 2, then the requirement (1.2) is fulfilled for Ω = U × [0, a].
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1.2 Comments
It is natural to consider the Maxwell operator on manifolds of arbitrary dimension, see [23, 7].
In the present paper we consider only the case of the domain in R3. Inequalities (1.1) for
ε = µ = 11, written in the language of differential forms, are known as the Gaffney-Friedrichs
inequalities. They were proved (without connection with the Maxwell operator) respectively by
Gaffney for manifolds without boundary [11] and by Friedrichs in the case of smooth manifolds
with boundary [10]. It should be noted that the inequalities (1.1), established only for fields in
W 12 , do not imply that the spaces (0.4) coincide: for example, in a polyhedron with an incoming
edge, (1.1) holds for ε = µ = 11, but (0.4) fails.
Without claiming completeness of the review, we list some known results for bounded do-
mains. R. Leis proved in 1968 equalities (0.4) for ∂Ω ∈ C3, ε, µ ∈ C5(Ω) [16]. J. Gobert
obtained in 1971 the result (in multidimensional case) for ∂Ω ∈ C2, ε = µ = 11 [12], and C. We-
ber in 1981 for ∂Ω ∈ C2, ε, µ ∈ C1(Ω) (see also the next subsection) [22]. In 1982 J. Saranen
proved ”electric” equality (0.4) in the case of convex domain Ω ⊂ R3 for ε ∈ Lip(Ω) [20].
”Magnetic” equality (0.4) for convex domains was established by F. Kikuchi and S. Kaizu in
1986 for µ = 11 [14]. In 2001 M. Mitrea found out (0.4) for Lipschitz domains, satisfying EBC,
for ε = µ = 11 [18]. In a recent paper [1] G. Alberti and Y. Capdeboscq investigated regularity of
solutions of Maxwell system with nonselfadjoint ε and µ. In particular, they established equal-
ities (0.4) in bounded domains with C1,1 smooth boundary under the following assumptions
about the coefficients:
ε+ ε∗ > ε011 > 0, µ+ µ
∗
> µ011 > 0, ε, µ ∈ W 1p (Ω), p > 3.
Thus, one can say that the ”electric” case of Theorem 1.1 was practically known. On the
contrary, ”magnetic” case for varying coefficients µ in the convex domain was not analyzed.
For convenience, we give one proof for both cases.
It should be noted that the question of compactness of embeddings
F (Ω, ε, τ) ⊂ L2(Ω) and F (Ω, µ, ν) ⊂ L2(Ω)
was also actively studied. This compactness provides Fredholm solvability for corresponding
problems and discreteness of spectra of the corresponding operators. If the equalities (0.4) hold,
then the embeddings are certainly compact. But compactness of this embeddings takes place
already for arbitrary Lipschitz manifolds with boundary (see [19] and the references therein).
1.3 Result in the smooth domain
In this paragraph we follow the papers [2, 4]. We introduce the spaces of gradients of solutions
of scalar elliptic problems
E(Ω, ε, τ) = {∇ϕ : ϕ ∈ W˚ 12 (Ω), div(ε∇ϕ) ∈ L2(Ω)},
E(Ω, µ, ν) = {∇η : η ∈ W 12 (Ω), div(µ∇η) ∈ L2(Ω), (µ∇η)ν|∂Ω = 0}.
These spaces are subspaces of F (Ω, ε, τ) and F (Ω, µ, ν) respectively. For bounded domains
with Lipschitz boundary, the following decomposition takes place
F (Ω, ε, τ) = W 12 (Ω, τ) + E(Ω, ε, τ). (1.3)
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In [2] it was proved for the case ε = 11, but the proof works without changes for ε ∈ W 13 (Ω).
The similar decomposition for magnetic fields
F (Ω, µ, ν) = W 12 (Ω, µ, ν) + E(Ω, µ, ν) (1.4)
is not always true. In [3] it was shown that this decomposition holds for µ ∈ C1(Ω) in ”domains
with edges and vertices”; see [3] for the precise description of the class of domains; it includes
all domains locally C2-diffeomorphic to polyhedrons. In [9], (1.4) was shown in the case of
∂Ω ∈ C3/2+ǫ, ǫ > 0, µ ∈ W 13 (Ω). Also the domain Ω with the boundary of class C3/2 was
constructed there, for which the equality (1.4) does not hold (for µ = 11). It should be noted
also, that equalities (1.3), (1.4) take place for ”domains with screens” [5, 8].
If the equality (1.3) (resp. (1.4)) holds, then possible singularities of functions from the
class F (Ω, ε, τ) (resp. F (Ω, µ, ν)) are reduced to the singularities of functions from E(Ω, ε, τ)
(resp. E(Ω, µ, ν)), i.e. gradients of the solutions of the Dirichlet (resp. Neumann) problem
for scalar elliptic equation of the second order with right hand side from L2(Ω). Scalar elliptic
problems are well studied. Strong solvability is known both for smooth and for convex domains,
or more generally, for domains of class C(W 23 ∩W 1∞) in our terminology (see [15] and [13]) 2.
The inclusions
E(Ω, ε, τ) ⊂W 12 (Ω, τ) and E(Ω, µ, ν) ⊂W 12 (Ω, µ, ν)
follow from the strong solvability of scalar problems for ε, µ ∈ W 13 (Ω). These results, in
particular, imply
Theorem 1.6. Let Ω ⊂ R3 be a bounded domain, ∂Ω ∈ C2, ε, µ be matrices-functions satisfying
conditions (0.1) and (0.3). Then the equalities (0.4) and the estimates (1.1) hold.
1.4 Plan of the paper
Using localization and admissible diffeomorphisms, we reduce the proof of Theorem 1.1 to the
case of special Lipschitz domain. Considering this case, we follow the idea of [18]: model
domains are approximated by smooth ones (§2), in smooth domains uniform a priori estimates
are proved (§4), where the crucial point was the algebraic Lemma 3.1 (§3). It should be noted,
that the estimate (1.1), established in Theorem 1.6 for smooth domains, is not sufficient for
our purposes. We need the estimate, which is uniform with respect to the smooth domain,
approximating the convex nonsmooth domain. Finally, in §5 Theorem 1.1 is deduced from a
priori estimates.
2 Classes of domains
2.1 Domains, satisfying EBC
Lemma 2.1. Let Ω be a special Lipschitz domain,
Ω = {(x′, xn) ∈ Rn : xn > φ(x′)}, (2.1)
|φ(x′1)− φ(x′2)| 6 K|x′1 − x′2| ∀ x′1, x′2 ∈ Rn−1. (2.2)
2As a matter of fact, it was the analogy with scalar equations of second order that stimulated our confidence
that in convex domains the ”weak” Maxwell operator coincides with the ”strong” one.
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If Ω satisfies EBC on the part of the boundary ∂Ω ∩ {x = (x′, xn) : |x′| < ρ}, then there are
positive constants ǫ0, C0, such that
φ(y + z) + φ(y − z)− 2φ(y) > −C0|z|2 ∀ y ∈ Rn−1 : |y| < ρ, ∀ z ∈ Rn−1 : |z| < ǫ0. (2.3)
Proof. Fix a point y ∈ Rn−1, |y| < ρ. Let (p, q) be a center of a ball of radius R = R(Ω),
touching the domain Ω from outside at the point (y, φ(y)),
|y − p|2 + (φ(y)− q)2 = R2. (2.4)
This external ball lies outside the cone {(x′, xn) ∈ Rn : xn > φ(y) + K|x′ − y|}. Hence,
|y−p|
φ(y)−q
6 K and
φ(y)− q > R√
1 +K2
. (2.5)
Further,
φ(y + z)− q >
√
R2 − |y + z − p|2 =
√
R2 − |y − p|2
(
1− 2〈z, y − p〉
R2 − |y − p|2 −
z2
R2 − |y − p|2
)1/2
.
In view of (2.4) and the Taylor formula
√
1 + α = 1 +
α
2
− α
2
8
+O(α3), α→ 0,
we obtain
φ(y + z)− q > φ(y)− q − 〈z, y − p〉
φ(y)− q −
z2
2(φ(y)− q) −
〈z, y − p〉2
2(φ(y)− q)3 +O(|z|
3), z → 0. (2.6)
Due to (2.5) we can choose ǫ > 0 independent on y such that
|2〈z, y − p〉+ z2|
(φ(y)− q)2 6
1
2
for |z| 6 ǫ.
In this case the constant in the simbol O in the formula (2.6) is uniform with respect to
y ∈ Rn−1, |y| < ρ. Summarizing the equation (2.6) for vectors z and −z, we get
φ(y + z) + φ(y − z)− 2φ(y) > − z
2
φ(y)− q −
〈z, y − p〉2
(φ(y)− q)3 +O(|z|
3) > −C0|z|2 for |z| 6 ǫ0
for sufficiently small ǫ0.
Lemma 2.2. Let Ω ⊂ Rn be a domain, 0 ∈ ∂Ω,
Bˆ = {(x′, xn) ∈ Rn : |x′|2 + |xn − R|2 < R2} ⊂ B1(0),
and Bˆ ∩ Ω = ∅. Let ψ : B1(0) → U be a C2-diffeomorphism. Then the set U contains a ball
B˜ of radius a, nonintersecting with ψ(Ω ∩ B1(0)). Also, ψ(0) ∈ ∂B˜, and the radius a depends
only on R and on ‖ψ−1‖C2(U).
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Proof. Denote the new variables as y = ψ(x), x = ψ−1(y). Without loss of generality, one may
assume that
x(0) = 0,
∂xn
∂yi
(0) = 0, i = 1, . . . , n− 1, ∂xn
∂yn
(0) > 0. (2.7)
Let us show that for sufficiently small a the implication
(yn − a)2 + |y′|2 < a2 ⇒ (xn −R)2 + |x′|2 < R2. (2.8)
holds. Since ψ−1 belongs to C2(U), and (2.7) holds, we have
|x| 6 c1|y| and xn > γyn − c2|y|2, γ > 0.
Substituting this estimates in (2.8), we get that it is sufficient to establish an implication
|y|2 < 2ayn ⇒ −2Rγyn + (2Rc2 + c21)|y|2 < 0.
It is true for a <
Rγ
2Rc2 + c
2
1
.
Proof of the Theorem 0.8. Let Ω be a Lipschitz domain, satisfying EBC, x0 ∈ ∂Ω. Let D
and Λ be a neighbourhood of the point x0 and a special Lipschitz domain from the Definition
0.5 respectively. Without loss of generality, we may suppose that x0 = 0, D = B2ρ(0). By
Lemma 2.1 the function φ defining Λ satisfies (2.3) with some constants C0 and ǫ0. Consider
C2-diffeomorphism ψ : Rn → Rn,
ψ : (x′, xn) 7→ (y′, yn) = (x′, xn + ξ(x′)),
where ξ is a smooth function of x′, ξ(x′) = C0|x′|2 for |x′| < ρ, and ξ satisfies also the Lipschitz
condition on the whole Rn−1. Domain ψ(Λ) is the special Lipschitz domain, which is determined
by function φ˜, satisfying inequality
φ˜(y′ + z) + φ˜(y′ − z)− 2φ˜(y′) > 0 ∀ y′ ∈ Rn−1 : |y′| < ρ, ∀ z ∈ Rn−1 : |z| < ǫ0.
Thus, the set ψ(Λ)∩Br(0), r < ρ is convex; one can take ψ(Λ) and ψ−1(Br(0)) with sufficiently
small r as the neighbourhoods V and U from the Definition 0.6. Therefore Ω ∈ C(C2).
Let us establish the inverse inclusion. Since convex domains satisfy EBC, it follows from
Lemma 2.2 that at every point of the boundary of a domain of class C(C2) there is an external
ball, and its radius can be chosen to be independent of the point.
Remark 2.3. Actually we have shown that the class of domains with Lipschitz boundary,
satisfying EBC, coincides with C(C∞) too.
2.2 Approximation of the convex domains by the smooth ones
Theorem 2.4. Let Ω ⊂ Rn be a special Lipschitz domain (2.1), (2.2), and the set
Ω ∩ {x = (x′, xn) : |x′| < 2ρ}
be convex. Then there exists an ascending collection of special Lipschitz domains {Ωα}α∈(0,1) of
class C∞, such that
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1) The domains Ωα are described by the formula
Ωα = {(x′, xn) ∈ Rn : xn > φα(x′)}, (2.9)
|φα(x′1)− φα(x′2)| 6 K|x′1 − x′2| ∀ x′1, x′2,⋃
α∈(0,1)
Ωα = Ω, and the domains Ωα ∩ {x = (x′, xn) : |x′| < ρ} are convex.
2) There are extension operators
Pα : W
1
2 (Ωα)→W 12 (Rn), ‖Pα‖ 6 C1,
such that ‖∇(Pαu)‖L2(Rn) 6 C1‖∇u‖L2(Ωα) for all u ∈ W 12 (Ωα).
3) For n > 2
‖u‖L 2n
n−2
(Ωα) 6 C2‖∇u‖L2(Ωα) ∀ u ∈ W 12 (Ωα).
The constants C1, C2 do not depend on α.
Remark 2.5. Theorem 2.4 is taken from [18], where its analogue in more general case of special
Lipschitz domains satisfying EBC was obtained. The case of convex domains is sufficient for
our purposes. To give a complete picture, we provide the corresponding proof.
Proof. Take
ω ∈ C∞0 (Rn−1), suppω ⊂ Bρ(0), ω(x′) > 0,
∫
Rn−1
ω(x′) dx′ = 1.
Define functions φα as mollifications of functions φ, shifted by a constant:
φα(x
′) = Mα +
∫
Rn−1
ω(z′)ϕ(x′ − αz′) dz′, (2.10)
where M > K
∫
Rn−1
ω(z′)|z′| dz′. Then
∂φα(x
′)
∂α
=M −
∫
Rn−1
ω(z′)〈z′,∇ϕ(x′ − αz′)〉dz′ > M −K
∫
Rn−1
ω(z′)|z′| dz′ > 0. (2.11)
We define the domains Ωα by the formula (2.9).
1) It is clear that
|φα(x′1)− φα(x′2)| =
∣∣∣∣
∫
Rn−1
ω(z′) (φ(x′1 − αz′)− φ(x′2 − αz′)) dz′
∣∣∣∣ 6 K|x′1 − x′2|. (2.12)
It follows from definition (2.10) that
φα(x
′ + y′) + φα(x
′ − y′)− 2φα(x′)
=
∫
Rn−1
ω(z′) (φ(x′ + y′ − αz′) + φ(x′ − y′ − αz′)− 2φ(x′ − αz′)) dz′ > 0
for all x′, y′, such that x′ ± y′ ∈ Bρ, i.e. functions φα are convex in Bρ.
By (2.11) and convergence φα(x
′)−→
α→0
φ(x′) we get that the domains Ωα are ascending and
together they cover the whole Ω,
⋃
α∈(0,1)
Ωα = Ω.
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2) It is well known (see [21]) that for special Lipschitz domains there exists an extension op-
erator Pα : W
1
2 (Ωα)→W 12 (Rn), ‖Pα‖ 6 C1, and the estimate ‖∇(Pαu)‖L2(Rn) 6 C1‖∇u‖L2(Ωα)
holds with constant C1 depending only on the Lipschitz constant of the domain Ωα. It remains
to refer to (2.12).
3) By the Sobolev inequality we have
‖u‖L 2n
n−2
(Ωα) 6 ‖Pαu‖L 2n
n−2
(Rn) 6 C‖∇(Pαu)‖L2(Rn) 6 CC1‖∇u‖L2(Ωα) ∀ u ∈ W 12 (Ωα).
3 Auxiliary statements
3.1 Algebraic lemma
Lemma 3.1. Let B be a self-adjoint (3× 3) matrix,
0 < β011 6 B 6 β111 ,
U be an arbitrary (3× 3) matrix. Then
tr(BUBU) + β21
(
tr(UU∗)− tr(UU)) > β20 tr(UU∗). (3.1)
Proof. The matrix B can be diagonalized, B = OΛO∗, where O is the unitary matrix,
Λ = diag(λ1, λ2, λ3), β1 > λ1 > λ2 > λ3 > β0.
Put W = O∗UO. Then (3.1) is equivalent to the inequality
tr(ΛWΛW ) + β21
(
tr(WW ∗)− tr(WW )) > β20 tr(WW ∗)
or ∑
i,j
(
λiλjwijwji + β
2
1(wijwij − wijwji)
)
> β20
∑
i,j
wijwij.
Since λi > β0, it is sufficient to consider the terms with i 6= j. The corresponding inequality
”splits” into three independent inequalities:
λ1λ2(w12w21 + w21w12) + β
2
1
(|w12|2 + |w21|2 − w12w21 − w21w12) > β20 (|w12|2 + |w21|2) (3.2)
and the same inequality for pairs of indices {1, 3} and {2, 3}. Clearly, the left hand side of (3.2)
can be estimated from below in the following way:
β21
(|w12|2 + |w21|2)− 2(β21 − λ1λ2) Re(w12w21)
> β21
(|w12|2 + |w21|2)− (β21 − λ1λ2) (|w12|2 + |w21|2) > β20 (|w12|2 + |w21|2) .
3.2 Estimates of minor terms
Lemma 3.2. Let Ω ⊂ R3 be a special Lipschitz domain, the set Ω ∩ {x = (x′, xn) : |x′| < 2ρ}
be convex, 0 ∈ ∂Ω. Let v be a vector-function with compact support, v ∈ W 12 (Ω,R3), supp v ⊂
Ω ∩ Bρ(0). Let s be a self-adjoint (3× 3)-matrix-function, s ∈ W 13 (Ω ∩ Bρ) and
0 < β011 6 s 6 β111 .
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Take δ > 0. Then ∫
Ωα∩Bρ
|∂isjk|2|vl|2dx 6 δ‖∇v‖2L2(Ωα) + C(δ, ρ, s)‖v‖2L2(Ωα) (3.3)
and ∫
Ωα∩Bρ
|sij∂kslmvn∂pvq| dx 6 δ‖∇v‖2L2(Ωα) + C(δ, ρ, s)‖v‖2L2(Ωα), (3.4)
where {Ωα} is the collection of domains, constructed in Theorem 2.4; the constant C(δ, ρ, s) is
independent on α and v.
Remark 3.3. These estimates are well known. To give a complete picture, we provide the
proof.
Proof. For any δ0 > 0, the function ∂isjk ∈ L3(Ω ∩Bρ) can be represented in the form ∂isjk =
ν1 + ν2, where ν1 ∈ L∞(Ω ∩Bρ), ν2 ∈ L3(Ω ∩ Bρ), and ‖ν2‖L3(Ω∩Bρ) 6 δ0. Therefore,
‖∂isjkvl‖L2(Ωα) 6 ‖ν1‖L∞(Ω∩Bρ)‖vl‖L2(Ωα)+δ0‖vl‖L6(Ωα) 6 Cδ0‖∇vl‖L2(Ωα)+C(δ0, ρ, s)‖vl‖L2(Ωα),
(3.5)
where we used the statement 3) of the Theorem 2.4. Thus, (3.3) is proved. Furthermore, in
view of (3.5) we have the estimate∫
Ωα∩Bρ
|sij∂kslmvn∂pvq| dx 6 β1‖∂kslmvn‖L2(Ωα)‖∂pvq‖L2(Ωα)
6 β1
(
Cδ0‖∇vn‖L2(Ωα) + C(δ0, ρ, s)‖vn‖L2(Ωα)
) ‖∇vq‖L2(Ωα),
which implies (3.4).
From lemmas 3.1 and 3.2 one can deduce
Lemma 3.4. Let Ω ⊂ R3 be a special Lipschitz domain, the set
Ω ∩ {x = (x′, xn) : |x′| < 2ρ}
is convex, 0 ∈ ∂Ω. Let v be a vector-function with compact support,
v ∈ W 12 (Ω,R3), supp v ⊂ Ω ∩ Bρ(0).
Let s be a self-adjoint (3× 3) matrix-function, s ∈ W 13 (Ω ∩ Bρ) and
0 < β011 6 s 6 β111 .
Then∫
Ωα∩Bρ
(|∇(sv)|2 − | rot(sv)|2 + β21 | rot v|2) dx > β202
∫
Ωα
|∇v|2dx− C(ρ, s)
∫
Ωα
|v|2dx,
where {Ωα} is the collection of the domains, constructed in Theorem 2.4; the constant C(ρ, s)
is independent on α and v.
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Proof. We have
|∇v|2 = tr(UU∗), |∇v|2 − | rot v|2 = tr(UU), where Ukj = ∂jvk.
Therefore,
|∇(sv)|2 − | rot(sv)|2 + β21 | rot v|2 = tr(U˜ U˜) + β21
(
tr(UU∗)− tr(UU)) ,
where U˜ij = ∂j(sikvk). So, the main terms on the left hand side (when all derivatives fall on v)
are estimated by Lemma 3.1, applied to matrices B = s, Ukj = ∂jvk,∫
Ωα∩Bρ
(
tr(BUBU ) + β21
(
tr(UU∗)− tr(UU ))) dx > β20
∫
Ωα
|∇v|2dx.
The minor terms do not exceed
β2
0
2
‖∇v‖2L2(Ωα) + C(ρ, s)‖v‖2L2(Ωα) by virtue of Lemma 3.2.
3.3 Density of smooth functions
We will need to approximate functions from Sobolev space, satisfying tangent or normal boun-
dary condition, by smooth functions with the same boundary condition. We give the proof of
this fact for the convenience of the reader.
Lemma 3.5. Let Ω ⊂ R3 be a special Lipschitz domain,
Ω = {x ∈ R3 : x3 > φ(x1, x2)},
and φ ∈ C3(R2), φ(0) = 0. Then
a) for every u ∈ W 12 (Ω, τ), supp u ⊂ Bρ, there exists a sequence of functions
uk ∈ W 12 (Ω, τ) ∩ C2(Ω,R3), such that supp uk ⊂ Bρ, uk
W 1
2−→
k→∞
u;
b) for every u ∈ W 12 (Ω, 11, ν), supp u ⊂ Bρ, there exists a sequence of functions
uk ∈ W 12 (Ω, 11, ν) ∩ C2(Ω,R3), such that supp uk ⊂ Bρ, uk
W 1
2−→
k→∞
u.
Proof. Let us consider the matrix-function
M(x) =

 1 0 ∂1φ(x1, x2)0 1 ∂2φ(x1, x2)
−∂1φ(x1, x2) −∂2φ(x1, x2) 1

 .
This matrix is nondegenerate, detM = 1 + |∇φ|2 6= 0. Take u ∈ W 12 (Ω,C3), supp u ⊂ Bρ.
Denote v =Mu ∈ W 12 (Ω,C3), supp v ⊂ Bρ. Then
uτ |∂Ω = 0⇔ v1|∂Ω = v2|∂Ω = 0,
uν |∂Ω = 0⇔ v3|∂Ω = 0.
We will consider electric case. Magnetic case is treated in a similar way. We can approximate
v1, v2 by v
k
1 , v
k
2 ∈ C∞0 (Bρ), and v3 by vk3 ∈ C2(Ω), supp v ⊂ Bρ. Then
uk = M−1vk ∈ W 12 (Ω, τ) ∩ C2(Ω,R3), uk
W 1
2−→
k→∞
u.
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4 A priori estimates
4.1 Magnetic fields
Lemma 4.1. Let Ω ⊂ R3 be a special Lipschitz domain,
Ω = {x ∈ R3 : x3 > φ(x1, x2)},
and φ ∈ C3(R2). Let w ∈ W 12 (Ω), wν|∂Ω = 0. Then the integration by part formula∫
Ω
(| rotw|2 + | divw|2) dx = ∫
Ω
|∇w|2dx+
∫
∂Ω
〈Aw,w〉dS
holds, where
A(x1, x2, φ(x1, x2)) =
1√
1 + |∇φ(x)|2

 ∂21φ(x) ∂1∂2φ(x) 0∂1∂2φ(x) ∂22φ(x) 0
0 0 0

 (4.1)
is the Weingarten mapping (see [6]).
Proof. In view of Lemma 3.5 it is sufficient to consider smooth functions w. We have∫
Ω
(|∇w|2 − | rotw|2) dx = ∫
Ω
∂jwk∂kwj dx = −
∫
Ω
wk∂j∂kwj dx+
∫
∂Ω
νjwk∂kwj dS
=
∫
Ω
| divw|2dx+
∫
∂Ω
νjwk∂kwj dS −
∫
∂Ω
νkwk∂jwj dS, (4.2)
where
ν(x1, x2, φ(x1, x2)) =
1√
1 + |∇φ(x)|2

 ∂1φ(x)∂2φ(x)
−1


is the unit external normal to the boundary ∂Ω. We assume 〈w, ν〉|∂Ω = 0, therefore the last
term in (4.2) vanishes. Moreover, wk∂k(νjwj) = 0, since the operator wk∂k acts in the tangent
plane only. Thus, ∫
Ω
(| rotw|2 + | divw|2 − |∇w|2) dx = ∫
∂Ω
∂kνjwkwj dS.
Furthermore,
∂kν =
1√
1 + |∇φ|2 ∂k

 ∂1φ∂2φ
−1

+ ∂k
(
1√
1 + |∇φ|2
)
 ∂1φ∂2φ
−1

 .
Using again the condition 〈w, ν〉|∂Ω = 0, one can deduce from here that
〈w, ∂kν〉 = 1√
1 + |∇φ|2
〈
w,

 ∂1∂kφ∂2∂kφ
0


〉
and wkwj∂kνj = 〈Aw,w〉.
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Theorem 4.2. Let Ω be a special Lipschitz domain,
Ω = {x ∈ R3 : x3 > φ(x1, x2)},
the set Ω ∩ {x ∈ R3 :
√
x21 + x
2
2 < 2ρ} be convex, Ωα = {x ∈ R3 : x3 > φα(x1, x2)} be the
collection of domains constructed in Theorem 2.4. Let 0 ∈ ∂Ω, matrix-function µ be defined in
Ω ∩ Bρ(0) and satisfy (0.1) and (0.3) in Ω ∩ Bρ(0). Then
‖v‖W 1
2
(Ωα) 6 C(ρ, µ)‖v‖F (Ωα,µ) ∀v ∈ W 12 (Ωα, µ, ν), supp v ⊂ Bρ,
the constant C(ρ, µ) does not depend on v and α.
Proof. Take v ∈ W 12 (Ωα, µ, ν), supp v ⊂ Bρ. By virtue of Lemma 4.1, applied to the domain
Ωα and the function w = µv, we have ∫
Ωα
| div(µv)|2dx+ µ21
∫
Ωα
| rot v|2dx
=
∫
Ωα
(|∇(µv)|2 − | rot(µv)|2 + µ21| rot v|2) dx+
∫
∂Ωα
〈Aαµv, µv〉dS =: I1 + I2,
where the matrix Aα is determined by the formula (4.1) with the function φ changed by φα.
By Lemma 3.4
I1 >
µ20
2
∫
Ωα
|∇v|2dx− C(ρ, µ)
∫
Ωα
|v|2dx.
Furthermore, by Theorem 2.4 D2φα > 0 for
√
x21 + x
2
2 < ρ, therefore I2 > 0. Thus,∫
Ωα
| div(µv)|2dx+ µ21
∫
Ωα
| rot v|2dx > µ
2
0
2
∫
Ωα
|∇v|2dx− C(ρ, µ)
∫
Ωα
|v|2dx.
4.2 Electric field
Recall that we assume the coefficient s to be real. Note that it is the subsection where we use
this assumption.
Lemma 4.3. Let Ω ⊂ R3 be a bounded domain, ∂Ω ∈ C2. Let u ∈ C2(Ω,R3), s be a (3 × 3)
matrix-function with real entries, s ∈ W 13 (Ω). Then∫
Ω
(| rot(su)|2 + | div(su)|2) dx = ∫
Ω
|∇(su)|2dx+
∫
∂Ω
K(x, u(x)) dS + I3,
where
K(x, u(x)) = sjmskn(νk∂jum − νj∂kum)un, (4.3)
ν(x) is the unit external normal to ∂Ω, I3 is the linear combination of integrals of type∫
Ω
∂isjk∂lsmnupuqdx and
∫
Ω
sij∂kslmun∂puqdx. (4.4)
Remark 4.4. In this proof we will denote different linear combinations of type (4.4) by the
same letter I3.
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Proof. We have ∫
Ω
(|∇(su)|2 − | rot(su)|2) dx = ∫
Ω
∂k(sjmum)∂j(sknun)dx
=
∫
Ω
sjm∂kumskn∂jundx+ I3 = −
∫
Ω
sjm∂j∂kumsknundx+
∫
∂Ω
sjm∂kumsknνjundS + I3
=
∫
Ω
sjm∂jum∂k(sknun)dx+
∫
∂Ω
sjm∂kumsknνjundS −
∫
∂Ω
sjmνk∂jumsknundS + I3
=
∫
Ω
| div(su)|2dx−
∫
∂Ω
K(x, u(x)) dS + I3.
Lemma 4.5. Let ∂Ω ∈ C2, 0 ∈ ∂Ω. Assume that in the neighbourhood of zero domain Ω is
described by the formula x3 > ψ(x1, x2), and
ψ(0) = 0, ∇ψ(0) = 0, D2ψ(0) > 0.
Let s be a fixed matrix with real entries, s > 0. Let u ∈ C1(Ω,R3), uτ |∂Ω = 0. Then
K(0, u(0)) = sjmskn(νk(0)∂jum(0)− νj(0)∂kum(0))un(0) > 0.
Proof. We have
ν(x) =
1√
1 + |∇ψ(x)|2

 ∂1ψ(x)∂2ψ(x)
−1

 ,
and in particular,
ν(0) =

 00
−1

 . (4.5)
If we introduce the tangent vectors
τ1(x) =

 10
∂1ψ(x)

 , τ2(x) =

 01
∂2ψ(x)

 ,
then the condition uτ |∂Ω = 0 can be rewritten in the form
〈u(x1, x2, ψ(x1, x2)), τj(x1, x2)〉 = 0, j = 1, 2; (4.6)
At the origin it becomes
u1(0) = u2(0) = 0. (4.7)
Differentiating (4.6) with respect to xi, i = 1, 2, at the point 0, and taking into account the
equality ∇ψ(0) = 0, we get
∂iuj(0) = −u3(0)∂i∂jψ(0), i, j = 1, 2. (4.8)
According to (4.5) and (4.7)
K(0, u(0)) = −sjms33∂jum(0)u3(0) + s3msk3∂kum(0)u3(0).
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The terms with m = 3 cancel out. Moreover, the first term with j = 3 cancels with the second
term with k = 3. Therefore,
K(0, u(0)) =
∑
j,m=1,2
(sjms33 − s3msj3) ∂j∂mψ(0)|u(0)|2,
where we used (4.8). Without loss of generality, one may assume that matrix (∂j∂mψ(0)) is
diagonal,
(D2ψ(0)) =
(
λ1 0
0 λ2
)
, λi > 0.
Therefore,
K(0, u(0)) =
∑
j=1,2
(sjjs33 − s3jsj3) λj|u(0)|2 > 0,
because the matrix s is positively definite.
Theorem 4.6. Let Ω be a special Lipschitz domain, 0 ∈ ∂Ω, the set
Ω ∩ {x ∈ R3 :
√
x21 + x
2
2 < 2ρ}
be convex, Ωα = {x ∈ R3 : x3 > φα(x1, x2)} be domains constructed in Theorem 2.4 and filling
Ω. Let ε be a matrix-function defined in Ω∩Bρ(0) and satisfying (0.1) and (0.3) in Ω∩Bρ(0).
Then
‖u‖W 1
2
(Ωα) 6 C(ρ, ε)‖u‖F (Ωα,ε) ∀u ∈ W 12 (Ωα, τ), supp u ⊂ Bρ,
and the constant C(ρ, ε) does not depend on v and α.
Proof. Due to Lemma 3.5 it is sufficient to consider smooth functions u. By virtue of Lemma
4.3 ∫
Ωα
| div(εu)|2dx+ ε21
∫
Ωα
| rotu|2dx
=
∫
Ωα
(|∇(εu)|2 − | rot(εu)|2 + ε21| rotu|2) dx+
∫
∂Ωα
K(x, u(x)) dS + I3,
where K(x, u(x)) is defined by (4.3), I3 is a linear combination of integrals of type (4.4). By
Lemma 3.4∫
Ωα
(|∇(εu)|2 − | rot(εu)|2 + ε21| rotu|2) dx > ε202
∫
Ωα
|∇u|2dx− C(ρ, ε)
∫
Ωα
|u|2dx.
By construction of Ωα, (D
2φα)(x) > 0 for
√
x21 + x
2
2 < ρ. The trace of a positive definite
matrix-function on the boundary is also positive definite, so K(x, u(x)) > 0 for a.e. x ∈ ∂Ωα
due to the Lemma 4.5. Therefore, ∫
∂Ωα
K(x, u(x)) dS > 0.
Finally, by Lemma 3.2
|I3| 6 ε
2
0
4
∫
Ωα
|∇u|2dx+ C(ρ, ε)
∫
Ωα
|u|2dx,
and therefore∫
Ωα
(| div(εu)|2 + ε21| rotu|2) dx > ε204
∫
Ωα
|∇u|2dx− C(ρ, ε)
∫
Ωα
|u|2dx.
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5 Proof of Theorem 1.1
5.1 Case of special Lipschitz domain
Lemma 5.1. Let {Ωk} be an ascending sequence of domains, Ωk ⊂ Ωk+1, ∪kΩk = Ω. Suppose
that fk ∈ L2(Ωk), ‖fk‖L2(Ωk) 6 C0, and there exists f ∈ L2(Ω), such that fk|Ωm → f |Ωm weakly
in L2(Ωm)
3 for all m. Then
(fk, z)L2(Ωk) → (f, z)L2(Ω) ∀ z ∈ L2(Ω).
Proof. Let ε > 0. Choose m such that
(C0 + ‖f‖L2(Ω)) ‖z‖L2(Ω\Ωm) 6 ε/2.
Then for k > m we have
|(fk, z)L2(Ωk) − (f, z)L2(Ω)|
6 |(fk, z)L2(Ωm) − (f, z)L2(Ωm)|+ (‖fk‖L2(Ωk) + ‖f‖L2(Ω))‖z‖L2(Ω\Ωm)
6 |(fk, z)L2(Ωm) − (f, z)L2(Ωm)|+ ε/2.
It remains to choose k such that the first term is less than ε/2.
Recall that the operators L and Ls are determined by the formula (0.7) on the domains
D(Ω) := F (Ω, ε, τ)⊕W 12 (Ω,C)⊕ F (Ω, µ, ν)⊕ W˚ 12 (Ω,C)
and
A(Ω) :=W 12 (Ω, τ)⊕W 12 (Ω,C)⊕W 12 (Ω, µ, ν)⊕ W˚ 12 (Ω,C).
It is natural to introduce the graph norm ‖X‖2D(Ω) = ‖LX‖2L2 + ‖X‖2L2 as a norm in the space
D(Ω), and the W 12 -norm as a norm in the space A(Ω).
Theorem 5.2. Let Ω ⊂ R3 be a special Lipschitz domain, the set
Ω ∩ {x ∈ R3 :
√
x21 + x
2
2 < 2ρ}
be convex, 0 ∈ ∂Ω. Let ε and µ be matrix-functions defined in Ω ∩ B2ρ(0) and satisfying there
conditions (0.1) and (0.3). Let
X =


E
ϕ
H
η

 ∈ D(Ω), suppX ⊂ Ω ∩ Bρ/2(0).
Then
X ∈ A(Ω), ‖X‖W 1
2
6 C(ρ, ε, µ)(‖LX‖L2 + ‖X‖L2).
Remark 5.3. The idea of the proof of this theorem is borrowed from [18].
3Here and in similar situations below we mean tendency via the sequence k = m,m+ 1, . . . .
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Proof. Let Ωα be the domains constructed in Theorem 2.4. Put
fα = ((L − iI)X)|Ωα∩B2ρ , fα ∈ L2(Ωα ∩ B2ρ,C8; ε, µ).
Let Lα be the self-adjoint operator, defined by formula (0.7) on the domain D(Ωα ∩ B2ρ).
Introduce X1,α = (Lα − iI)−1fα ∈ D(Ωα ∩ B2ρ). We have
‖X1,α‖D(Ωα∩B2ρ) = ‖fα‖L2(Ωα∩B2ρ) 6 ‖X‖D(Ω) ∀ α ∈ (0, 1).
Let us consider the field
X2,α := X|Ωα∩B2ρ −X1,α, ‖X2,α‖D(Ωα∩B2ρ) 6 2‖X‖D(Ω).
Without loss of generality one can assume that X2,αk →αk→0X3 (see footnote to Lemma 5.1)
weakly in the space
F (Ωβ ∩ B2ρ, ε)⊕W 12 (Ωβ ∩B2ρ,C)⊕ F (Ωβ ∩B2ρ, µ)⊕W 12 (Ωβ ∩B2ρ,C) (5.1)
for any fixed β > 0, and
X3 ∈ F (Ω ∩ B2ρ, ε)⊕W 12 (Ω ∩ B2ρ,C)⊕ F (Ω ∩B2ρ, µ)⊕W 12 (Ω ∩B2ρ,C).
Let us show that the components of the field
X3 =


E3
ϕ3
H3
η3


satisfy appropriate boundary conditions, i.e. X3 ∈ D(Ω∩B2ρ). Indeed, let h ∈ L2(Ω∩B2ρ,C3),
roth ∈ L2(Ω ∩ B2ρ,C3). By virtue of Lemma 5.1 we have
(E3, roth)L2(Ω∩B2ρ) − (rotE3, h)L2(Ω∩B2ρ)
= lim
αk→0
(
(E2,αk , roth)L2(Ωαk∩B2ρ) − (rotE2,αk , h)L2(Ωαk∩B2ρ)
)
= lim
αk→0
(
(E, roth)L2(Ωαk∩B2ρ) − (rotE, h)L2(Ωαk∩B2ρ)
)
= (E, roth)L2(Ω) − (rotE, h)L2(Ω) = 0,
since fields X1,α and X satisfy the conditions (E1,α)τ
∣∣
∂(Ωα∩B2ρ)
= 0 and Eτ |∂Ω = 0 respectively.
Thus, (E3)τ |∂(Ω∩B2ρ) = 0. One can establish similarly the equalities (µH3)ν |∂(Ω∩B2ρ) = 0 and
η3|∂(Ω∩B2ρ) = 0. Finally, ((Lαk − i)X1,αk)|Ωβ∩B2ρ = fβ for αk 6 β. Therefore,
((L − i)X2,αk)|Ωβ∩B2ρ = 0 for αk 6 β,
where L is understood as differential expression (0.7). Hence, (L − i)X3 = 0 in Ω. Since
X3 ∈ D(Ω), we conclude that X3 = 0. Therefore, X1,α converges to X weakly in the space
(5.1) for all β > 0.
Further, introduce the vector Xα = χρX1,α ∈ D(Ωα ∩B2ρ). Here χρ ∈ C∞0 (R3),
χρ(x) =
{
1, x ∈ Bρ/2
0, x /∈ Bρ .
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On the boundary of the set Ωα ∩ B2ρ the function Xα can be different from zero only on ∂Ωα.
By Theorem 1.6 Xα ∈ A(Ωα). According to Theorems 4.2 and 4.6
‖Xα‖W 1
2
(Ωα) 6 C(ρ, ε, µ)‖Xα‖D(Ωα) 6 C(ρ, ε, µ)‖X‖D(Ω).
Thus, there exists a sequence αk → 0 and the field X0 ∈ W 12 (Ω,C8) such that Xαk → X0 weakly
in W 12 (Ωβ ,C
8) (see footnote to Lemma 5.1) for all β > 0; ‖X0‖W 1
2
(Ω) 6 C(ρ, ε, µ)‖X‖D(Ω). So,
X = X0 ∈ A(Ω).
5.2 (W 23 ∩W 1∞)-diffeomorphisms
Lemma 5.4. Let Ω, Ω˜ be bounded domains in R3, ψ : Ω→ Ω˜ be a bijection such that
ψ ∈ W 23 ∩W 1∞(Ω), ψ−1 ∈ W 23 ∩W 1∞(Ω˜).
Let u and v be functions, connected via the relation
uj(x) = ∂jψk(x)vk(ψ(x)). (5.2)
Let s be a matrix-function. Denote Jjk(x) = ∂jψk(x), y = ψ(x). Then for a.e. x ∈ Ω
(rotx u)(x) = (| det J |(J−1)t roty v)(y),
(divx(su))(x) =
(
| det J | divy
(
J tsJv
| detJ |
))
(y).
Proof. We have
(rotx u)i = [∇x, u]i = 〈ei, [J∇y, Jv]〉 = | detJ |〈J−1ei, [∇y, v]〉 = | det J |((J−1)t roty v)i.
Here in the third equality the derivatives of J cancel out, since
∂xjJkmvm − ∂xkJjmvm = (∂j∂kψm − ∂j∂kψm)vm = 0.
Using the definition of the divergence in terms of distributions, we have∫
Ω
divx(su)ηdx = −
∫
Ω
〈su,∇xη〉dx = −
∫
Ω˜
〈sJv, J∇yη〉| detJ |−1dy
=
∫
Ω˜
divy
(
J tsJv
| det J |
)
ηdy =
∫
Ω
| det J | divy
(
J tsJv
| detJ |
)
ηdx, ∀η ∈ C∞0 (Ω,R).
Theorem 5.5. Let Ω, Ω˜ be bounded domains in R3, ψ : Ω → Ω˜ be a bijection such that
ψ ∈ W 23 ∩W 1∞(Ω), ψ−1 ∈ W 23 ∩W 1∞(Ω˜). The transformation (5.2) maps the space F (Ω, ε, τ)
to the space F (Ω˜, ε˜, τ), F (Ω, µ, ν) to F (Ω˜, µ˜, ν), W 12 (Ω, τ) to W
1
2 (Ω˜, τ), and W
1
2 (Ω, µ, ν) to
W 12 (Ω˜, µ˜, ν). Here the matrix-functions
ε˜(y) =
J tε(x)J
| detJ | , µ˜(y) =
J tµ(x)J
| detJ |
satisfy (0.1) and (0.3) simultaneously with ε and µ, y = ψ(x), Jjk(x) = ∂jψk(x). Moreover,
the norm estimates
c1‖u‖F (Ω,s) 6 ‖v‖F (Ω˜,s˜) 6 c2‖u‖F (Ω,s), s = ε or µ,
c1‖u‖W 1
2
(Ω) 6 ‖v‖W 1
2
(Ω˜) 6 c2‖u‖W 12 (Ω)
take place. Here c1 and c2 depend only on the norms of ψ and ψ
−1 in W 23 and W
1
∞ .
20
Proof. Let u and v satisfy the relation (5.2), u ∈ F (Ω, s), s = ε or µ. Lemma 5.4 implies that
v ∈ F (Ω˜, s˜), and two-sided estimates take place.
Further, let
u ∈ F (Ω, ε, τ), h ∈ L2(Ω,C3), rot h ∈ L2(Ω,C3), h˜(y) = J(x)−1h(x).
Then
(roty v, h˜)L2(Ω˜) = (rotx u, h)L2(Ω) = (u, rotx h)L2(Ω) = (v, roty h˜)L2(Ω˜),
Therefore, vτ |∂Ω˜ = 0. Similarly, if u ∈ F (Ω, µ, ν), ϕ ∈ W 12 (Ω,C), then
(divy(µ˜v), ϕ)L2(Ω˜) = (divx(µu), ϕ)L2(Ω) = −(µu,∇xϕ)L2(Ω) = −(µ˜v,∇yϕ)L2(Ω˜),
which means that (µ˜v)ν |∂Ω˜ = 0. Finally, multiplication by J ∈ W 13 ∩ L∞ is the bounded
operator in Sobolev space W 12 .
5.3 Localization
It is easy to see that multiplication by smooth bounded function does not move elements of the
space D(Ω) from this space (see e.g. [2]).
Lemma 5.6. Let Ω ⊂ R3, X ∈ D(Ω), ζ ∈ C∞0 (R3). Then
ζX ∈ D(Ω), ‖ζX‖D(Ω) 6 C (‖∇ζ‖L∞ + ‖ζ‖L∞) ‖X‖D(Ω).
Proof of Theorem 1.1. Let Ω be a bounded domain, Ω ∈ C(W 23 ∩W 1∞). By Definition 0.6 the
boundary ∂Ω can be covered by finite number of domains Dj , such that for each of them there
exists a corresponding diffeomorphism ψj . This collection of domains may be completed up to
covering of the whole domain Ω. Denote the new covering as Wj and denote the subordinate
partition of unity as ζj:
ζj ∈ C∞0 (Rn), 0 6 ζj(x) 6 1, supp ζj ⊂ Wj ,
∑
j
ζj(x) = 1 for x ∈ Ω.
Let
X =


E
ϕ
H
η

 ∈ D(Ω) and Xj = ζjX =


Ej
ϕj
Hj
ηj

 .
By Lemma 5.6
Xj ∈ D(Ω), ‖Xj‖D(Ω) 6 C‖X‖D(Ω) and suppXj ⊂ Wj .
Put
Yj(y) =


Jj(x)
−1Ej(x)
ϕj(x)
Jj(x)
−1Hj(x)
ηj(x)

 ,
where the variables x and y are connected by the formula y = ψj(x), Jj is the Jacobi matrix of
mapping ψj .
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By virtue of Theorem 5.5 Yj ∈ D(ψj(Wj)∩ Vj), where Vj is the corresponding special Lips-
chitz domain. Since supp Yj ⊂ ψj(Wj), the vector Yj belongs to the space D(Vj). Furthermore,
due to Theorem 5.2 Yj ∈ A(Vj). Applying Theorem 5.5 once again, we get Xj ∈ A(Wj ∩ Ω)
and
‖Xj‖W 1
2
(Ω) 6 C1‖Yj‖W 1
2
(Vj) 6 C2‖Yj‖D(Vj) 6 C3‖Xj‖D(Ω).
Hence,
X =
∑
j
Xj ∈ A(Ω) and ‖X‖W 1
2
(Ω) 6
∑
j
‖Xj‖W 1
2
(Ω) 6 C4
∑
j
‖Xj‖D(Ω) 6 C5‖X‖D(Ω).
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