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ABSTRACT
The problem of having an accurate description of the spacetime around neutron stars
is of great astrophysical interest. For astrophysical applications, one needs to have
a metric that captures all the properties of the spacetime around a neutron star.
Furthermore, an accurate appropriately parameterised metric, i.e., a metric that is
given in terms of parameters that are directly related to the physical structure of the
neutron star, could be used to solve the inverse problem, which is to infer the properties
of the structure of a neutron star from astrophysical observations. In this work we
present such an approximate stationary and axisymmetric metric for the exterior of
neutron stars, which is constructed using the Ernst formalism and is parameterised by
the relativistic multipole moments of the central object. This metric is given in terms
of an expansion on the Weyl-Papapetrou coordinates with the multipole moments
as free parameters and is shown to be extremely accurate in capturing the physical
properties of a neutron star spacetime as they are calculated numerically in general
relativity. Because the metric is given in terms of an expansion, the expressions are
much simpler and easier to implement, in contrast to previous approaches. For the
parameterisation of the metric in general relativity, the recently discovered universal
3-hair relations are used to produce a 3-parameter metric. Finally, a straightforward
extension of this metric is given for scalar-tensor theories with a massless scalar field,
which also admit a formulation in terms of an Ernst potential.
Key words: gravitation – stars: neutron – equation of state – X-rays:binaries –
accretion discs – methods: analytical.
1 INTRODUCTION
Neutron stars (NSs) are excellent physics laboratories. Being
astrophysical objects of high density and strong gravity, they
can be used on the one hand to investigate the properties of
matter at supranuclear densities and constrain the equation
of state (EoS) and on the other hand to test the predictions
of the established theory of gravity, general relativity (GR),
as well as probe for possible modifications or deviations from
it (Lattimer & Prakash 2001; Berti et al. 2015).
The properties of isolated NSs are of relevance for sys-
tems such as low mass X-ray binaries (LMXBs) that might
host them, were the interaction of the NS with its compan-
ion star result in astrophysical processes that can probe the
spacetime around it, such as accretion discs or X-ray bursts.
The NS properties are encoded in the surrounding spacetime
and affect the motion of test particles, fluids or photons in
the vicinity of the NS, encoding in turn these properties to
the astrophysical observables.
Such astrophysical processes are for example the quasi-
? E-mail: gpappas@olemiss.edu
periodic oscillations (QPOs) of the X-ray flux observed from
LMXBs (for a review, see Lamb 2003; van der Klis 2006) or
the fluorescent iron lines also observed from these systems
(see for example Ingram & Done 2012; Bambi 2013; Jiang
et al. 2015; Cao et al. 2016, with exotic applications mostly).
In the former case the spacetime characteristic frequencies of
orbital and precessional motion (which encode information
of the structure of the NS) can be either straightforwardly
related to the QPOs, as in the case of the relativistic pre-
cession model1 (see Stella & Vietri 1998, 1999; Stella 2001)
or the case of corrugation (c-)modes (and other modes) of
thin accretion discs (see for example Tsang & Pappas 2016),
or alternatively be more indirectly related as is the case of
thick disc or donut-like models (see for example Rezzolla
et al. 2003). In the latter case the information about the NS
structure are encoded in both the orbital motion of the fluid
in the accretion disc as well as in the orbits that the photons
travel around the star.
1 Recently it was shown by Ingram et al. (2016) that low fre-
quency QPOs of thin accretion discs around black holes are re-
lated to the Lense-Thirring precession of the inner disc.
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Therefore, an accurate spacetime for the exterior of
NSs that is also parameterised in terms of the properties of
the structure of the central object would be very useful. A
first approach on describing the spacetime around NSs was
the slow rotation approximate solution by Hartle & Thorne
(1968), where the metric is expressed in terms of an expan-
sion up to second order in the rotation (see for example Berti
et al. (2005)). Apart from this approach, there have been at-
tempts to describe the spacetime exterior to NSs by analytic
stationary and axisymmetric spacetimes that are not con-
strained to be only slowly rotating (see for example work by
Stute & Camenzind (2002); Berti & Stergioulas (2004); Pap-
pas (2009); Teichmu¨ller et al. (2011); Pacho´n et al. (2006);
Pappas & Apostolatos (2013); Manko & Ruiz (2016)), where
the spacetime is parameterised by a number of parameters
and it is a vacuum solution of GR. Some of these analytic
vacuum solutions have been found to be quite accurate (see
for example Pappas (2009); Pappas & Apostolatos (2013)
for the two-soliton analytic solution of Manko et al. (1995)),
but a big obstacle in the implementation of these solutions
to astrophysical problems has been the extremely compli-
cated form that they have. Although the generating algo-
rithm for stationary axisymmetric solutions in GR via the
Ersnt potential (Ernst 1968a) is very powerful (see Sibgat-
ullin (1991); Manko & Sibgatullin (1993); Ruiz et al. (1995);
Manko et al. (1995)) and can accommodate any number of
parameters, the resulting metric expressions can be horrific.
For this reason in this work we will take advantage of
the powerful tool of the Ernst formalism and instead of con-
structing an exact vacuum solution we will construct an ap-
proximate vacuum solution in the form of an expansion in
the Weyl-Papapetrou coordinates (ρ, z) by starting with an
expansion of the secondary Ernst potential ξ which we will
turn to an expansion of the Ernst potential E . From this
Ernst potential one can straightforwardly calculate the met-
ric functions of the Papapetrou (1953) line element. The
initial ξ expansion will be expressed in terms of the rela-
tivistic multipole moments (Geroch 1970a,b; Hansen 1974),
therefore the resulting metric will be parameterised by the
moments as well.
This type of approximate spacetime solution can be ex-
tended from GR to the case of a scalar-tensor theory with
a massless scalar field. The resulting scalar field and space-
time, expressed in the Jordan (physical) frame, will be pa-
rameterised by the multipole moments as they have been
recently defined by Pappas & Sotiriou (2015a) and by a set
of coupling parameters characteristic to the specific theory,
i.e., corresponding to a specific choice of the conformal factor
that relates the Einstein and the Jordan frame and couples
the scalar field to matter (see for example Pappas & Sotiriou
2015b).
1.1 Executive summary
This work is lengthy and there are some technical parts that
may not be of interest to every reader. To help the reader
navigate through these parts of the paper, we provide here
a brief summary of the various topics.
First we start by giving the main result of this pa-
per, which is a stationary and axisymmetric spacetime
parametrised in terms of the first five relativistic multipole
moments, i.e., the mass M , the angular momentum J , the
mass quadrupole M2, the spin octupole S3, and the mass
hexadecapole M4. The spacetime is given in the form of the
Papapetrou (1953) line elemet,
ds2 = −f (dt− ωdϕ)2 + f−1 [e2γ (dρ2 + dz2)+ ρ2dϕ2] , (1)
where (ρ, z) are the Weyl-Papapetrou coordinates and the
metric functions f, ω, and γ are given as
f(ρ, z)=1− 2M√
ρ2 + z2
+
2M2
ρ2 + z2
+
(
M2 −M3
)
ρ2 − 2 (M3 +M2) z2
(ρ2 + z2)5/2
+
2z2
(−J2 +M4 + 2M2M)− 2MM2ρ2
(ρ2 + z2)3
+
A(ρ, z)
28 (ρ2 + z2)9/2
+
B(ρ, z)
14 (ρ2 + z2)5
, (2)
ω(ρ, z)=− 2Jρ
2
(ρ2 + z2)3/2
− 2JMρ
2
(ρ2 + z2)2
+
F (ρ, z)
(ρ2 + z2)7/2
+
H(ρ, z)
2 (ρ2 + z2)4
+
G(ρ, z)
4 (ρ2 + z2)11/2
, (3)
γ(ρ, z)=
ρ2
(
J2
(
ρ2 − 8z2)+M (M3 + 3M2) (ρ2 − 4z2))
4 (ρ2 + z2)4
− M
2ρ2
2 (ρ2 + z2)2
, (4)
where,
A(ρ, z)=
[
8ρ2z2
(
24J2M + 17M2M2 + 21M4
)
+ρ4
(−10J2M + 7M5 + 32M2M2 − 21M4)
+8z4
(
20J2M − 7M5 − 22M2M2 − 7M4
)]
, (5)
B(ρ, z)=
[
ρ4
(
10J2M2 + 10M2M
3 + 21M4M + 7M
2
2
)
. +4z4
(−40J2M2 − 14JS3 + 7M6 + 30M2M3
+14M4M + 7M
2
2
)− 4ρ2z2 (27J2M2 − 21JS3
+7M6 + 48M2M
3 + 42M4M + 7M
2
2
)]
, (6)
H(ρ, z)=
[
4ρ2z2
(
J
(
M2 − 2M3
)− 3MS3)
+ρ4 (JM2 + 3MS3)
]
(7)
G(ρ, z)=
[
ρ2
(
J3
(− (ρ4 + 8z4 − 12ρ2z2))
+JM
((
M3 + 2M2
)
ρ4 − 8 (3M3 + 2M2) z4
+4
(
M3 + 10M2
)
ρ2z2
)
+M2S3
(
3ρ4 − 40z4 + 12ρ2z2))] (8)
F (ρ, z)=
[
ρ4
(
S3 − JM2
)− 4ρ2z2 (JM2 + S3)] . (9)
The derivation of this spacetime will be discussed in section
2 where we give some background on finding analytic solu-
tions of the Einstein field equations in GR and setup the
setting for constructing an approximate spacetime for the
exterior of NSs. In order to customise this general spacetime
to the case of NSs, we make use of the recently found prop-
erties of the multipole moments of NS spacetimes (Pappas
& Apostolatos 2014; Stein et al. 2014; Yagi et al. 2014). This
also provides a more economic description of NS spacetimes
in terms of the number of parameters, something that can
facilitate the astrophysical application of the spacetime (see
for example Pappas 2015). We further explore some of the
general properties of this spacetime in Section 3. In Section 4
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we test how well the present solution compares to the Hartle
& Thorne (1968) spacetime, the two-soliton analytic space-
time, and numerically calculated spacetimes and discuss the
range of parameters for which this spacetime is appropriate.
In Section 5 we construct the corresponding scalar-tensor so-
lution by extending the aforementioned GR solution to the
case of scalar-tensor theory with a massless scalar field. Fi-
nally we end in Section 6 with the conclusions. Throughout
we use geometric units, where G = c = 1 and the masses are
given in km, unless some other unit is specified.
2 THE APPROXIMATE NS SPACETIME
One can calculate a spacetime for a NS by implementing the
following two approaches, either use a slow rotation limit and
have a solution as it is given by the Hartle & Thorne (1968)
approach (see also Berti et al. 2005), or implement a numer-
ical algorithms for solving the full Einstein field equations
for axisymmetric spacetimes around rotating fluid configu-
rations (for example see Stergioulas & Friedman (1995) and
for more details the review by Stergioulas (2003)). Alterna-
tively, a lot of work has been done on analytic axisymmetric
spacetimes that can match the exterior of NSs, as was men-
tioned in the Introduction. These last attempts are based on
algorithmically constructing parameterised stationary and
axisymmetric solutions of the vacuum Einstein’s field equa-
tions (see Sibgatullin 1991; Manko & Sibgatullin 1993; Ruiz
et al. 1995; Manko et al. 1995). The approximate solution
that is presented here will not make use of these algorithms
and will only be based on solving the Ernst equations.
2.1 General setup
The vacuum region of a stationary and axially symmetric
spacetime in GR, i.e., a spacetime that admits a timelike
Killing vector associated to time translations and a space-
like Killing vector associated to rotations around an axis
of symmetry, can be described, as we have mentioned, by
the line element (1) introduced by Papapetrou (1953). In
the line element (1), f, ω, and γ are functions of the Weyl-
Papapetrou coordinates (ρ, z). By introducing the complex
potential E(ρ, z) = f(ρ, z) + ıψ(ρ, z), where ψ is the scalar
twist of the timelike Killing vector, Ernst (1968a) reformu-
lated the Einstein field equations in the form of the complex
equation
(Re(E))∇2E = ∇E · ∇E , (10)
where∇ and∇2 are respectively the gradient and the Lapla-
cian in flat cylindrical coordinates (ρ, z, ϕ), while the third
metric function satisfies the following set of equations
∂γ
∂ρ
=
ρ
4f2
[(
∂f
∂ρ
)2
−
(
∂f
∂z
)2]
−f
2
4ρ
[(
∂ω
∂ρ
)2
−
(
∂ω
∂z
)2]
, (11)
∂γ
∂z
=
1
2
[
ρ
f2
∂f
∂ρ
∂f
∂z
− f
2
ρ
∂ω
∂ρ
∂ω
∂z
]
. (12)
The scalar twist ψ(ρ, z) is related to the metric function
ω(ρ, z) through the identity (Ernst 1968a)
f−2∇ψ = −ρ−1nˆ×∇ω, (13)
where as before ∇ is the gradient in the cylindrical flat co-
ordinates and nˆ is a unit vector in the azimuthal direction.
One can generate a solution of the Ernst equation by
making a choice for the Ernst potential along the axis of
symmetry of the spacetime, in the form of a rational function
E(ρ = 0, z) = e(z) = P (z)
R(z)
, (14)
where P (z), R(z) are polynomials of z of order n with com-
plex coefficients in general. A choice of these polynomials
introduces a number of parameters in the form of the coeffi-
cients of the polynomials, which can later be given a specific
physical meaning. An example of this form of solutions is
the vacuum two-soliton solution (proposed by Manko et al.
(1995)) that is generated from the ansatz
e(z) =
(z −M − ia)(z + ib)− k
(z +M − ia)(z + ib)− k , (15)
where all the parameters M,a, k, b are real (for more de-
tails on the algorithm for generating solutions and for the
two-soliton spacetime in particular see Manko et al. (1995);
Pappas & Apostolatos (2013); Manko & Ruiz (2016)). The
parameters that are introduced by this ansatz can be related
to physical properties of the spacetime and the NS and in
particular they can be related to the relativistic multipole
moments. The first few multipole moments of the two-soliton
spacetime as they are expressed in terms of the four param-
eters introduced are,
M0 = M, M2 = −(a2 − k)M,
M4 =
[
a4 − (3a2 − 2ab+ b2)k + k2 − 1
7
kM2
]
M
S1 = aM, S3 = −[a3 − (2a− b)k]M, (16)
where M0 = M is the mass, M2 = Q is the quadrupole
moment, M4 is the mass hexadecapole, S1 = J is the angular
momentum, and S3 is the spin octupole moment.
In principle one could introduce a very large number of
parameters increasing this way the accuracy of the matching
between an actual NS spacetime and the analytic solution
(see for example Teichmu¨ller et al. (2011)), but as one in-
creases the order of the polynomials of the axis ansatz, one
also dramatically increases the complexity of the analytic
solution (see for example how the Pacho´n et al. (2006) solu-
tion, which is a third order ansatz, compares to the Manko
et al. (1995) solution, which is a second order ansatz, even
though the former ansatz has been constrained to have the
same number of parameters as the latter ansatz).
To avoid this complication, we will try to generate an
approximate spacetime that is based on an expansion of the
Ernst potential in terms of the Weyl-Papapetrou coordi-
nates. Fodor et al. (1989) have shown that the secondary
Ernst potential,
ξ =
1− E
1 + E , (17)
admits an expansion in terms of the Weyl-Papapetrou coor-
dinates that is of the form,
ξ˜ = (1/r¯)ξ =
∞∑
i,j=0
aij ρ¯
iz¯j , (18)
where ρ¯ = ρ/(ρ2 + z2), z¯ = z/(ρ2 + z2), and r¯2 = ρ¯2 + z¯2 =
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r−2 = (ρ2 + z2)−1 are asymptotic coordinates related to
the usual Weyl-Papapetrou coordinates, while the complex
coefficients aij are constrained to satisfy specific relations
between them (due to the field equations) and are related to
the relativistic multipole moments of the spacetime (Fodor
et al. 1989).
The shot for approximate solution will be constructed
as follows. We will first truncate the expansion of ξ˜, which
will result in an expansion for ξ of the form
ξ =
1√
ρ2 + z2
n,k∑
i,j=0
aij
(
ρ
ρ2 + z2
)i(
z
ρ2 + z2
)j
. (19)
From this, we can calculate the Ernst potential
E = 1− ξ(ρ, z)
1 + ξ(ρ, z)
. (20)
This admits an infinite expansion in powers of r¯, so we will
truncate it again up to the required order. The real part of E
is the metric function f(ρ, z), while the imaginary part is the
function ψ(ρ, z), from which the metric function ω(ρ, z) can
be calculated through the identity (13). This equation can be
integrated to give the metric function ω(ρ, z) in terms of the
moments (see discussion by Ryan 1995). The last remain-
ing metric function, γ(ρ, z) can be calculated by integrating
equations (11,12).
2.2 The metric in terms of moments
As it was outlined in the previous subsection, we will start
with the expansion of ξ, up to some order, given by equation
(19). The coefficients aij in that expression can be given in
terms of the coefficients a0j = mj of the expansion of ξ˜ along
the axis of symmetry, ξ˜(ρ¯ = 0) =
∑∞
j=0mj z¯
j . Also aij = 0
if i is an odd number (see Fodor et al. 1989, for details).
The coefficients mj are related to the relativistic multipole
moments of the spacetime and can be found by solving the
expressions given by Fodor et al. (1989). In Appendix A we
give the relations between aij , mj , and relativistic multipole
moments.
We will start by setting the order of the expansion of
the potential ξ to be O(r¯6), which means that the sum in
equation (19) will have terms of order O(r¯5) and the coef-
ficients aij that will appear in the expansion will have to
satisfy i+ j 6 5, since any higher summation term will cor-
respond to a higher order term. Also, these coefficients will
introduce terms of multipole order up to S5. If we further
require the same order expansion for the Ernst potential E ,
then no term with a coefficient aij with i + j > 5 could
appear. Therefore, the potential ξ will have the expansion
ξ(ρ, z) =
1
r
(
a00 +
za01
ρ2 + z2
+
z2a02
(ρ2 + z2)2
+
z3a03
(ρ2 + z2)3
+
z4a04
(ρ2 + z2)4
+
z5a05
(ρ2 + z2)5
+
ρ2a20
(ρ2 + z2)2
+
ρ2za21
(ρ2 + z2)3
+
ρ2z2a22
(ρ2 + z2)4
+
ρ2z3a23
(ρ2 + z2)5
+
ρ4a40
(ρ2 + z2)4
+
ρ4za41
(ρ2 + z2)5
)
,
(21)
where, as we have mentioned earlier, the coefficients aij are
complex numbers which can be expressed in terms of the
coefficients mj = a0j . With ξ at hand it is straightforward
to calculate the Ernst potential E from equation (20). The
metric function f(ρ, z) can then be evaluated to be the real
part of the Ernst potential, while the function ψ(ρ, z) will
be the imaginary part,
f(ρ, z) =
1
2
(E + E∗) , (22)
ψ(ρ, z) =
1
2i
(E − E∗) . (23)
We should also note here that under the assumption of equa-
torial reflection symmetry, a reasonable assumption for ro-
tating fluid configurations such as NSs, the coefficients aij
are real for even j and imaginary for odd j. Using the re-
lations between the aij coefficients and the relations for the
relativistic multipole moments, the metric function f(ρ, z)
will take the form,
f(ρ, z)=1− 2M√
ρ2 + z2
+
2M2
ρ2 + z2
+
(
M2 −M3
)
ρ2 − 2 (M3 +M2) z2
(ρ2 + z2)5/2
+
2z2
(−J2 +M4 + 2M2M)− 2MM2ρ2
(ρ2 + z2)3
+
A(ρ, z)
28 (ρ2 + z2)9/2
+
B(ρ, z)
14 (ρ2 + z2)5
,
where,
A(ρ, z)=
[
8ρ2z2
(
24J2M + 17M2M2 + 21M4
)
+ρ4
(−10J2M + 7M5 + 32M2M2 − 21M4)
+8z4
(
20J2M − 7M5 − 22M2M2 − 7M4
)]
,
B(ρ, z)=
[
ρ4
(
10J2M2 + 10M2M
3 + 21M4M + 7M
2
2
)
. +4z4
(−40J2M2 − 14JS3 + 7M6 + 30M2M3
+14M4M + 7M
2
2
)− 4ρ2z2 (27J2M2 − 21JS3
+7M6 + 48M2M
3 + 42M4M + 7M
2
2
)]
.
where, in order to calculate the metric function in the form
of an expansion, we have expanded the Ernst potential up
to order O(r¯6), as we had done for ξ.2 A similar expression
can be derived for ψ(ρ, z), which we will not reproduce here,
since the object of interest is the metric function ω(ρ, z)
instead.
The function ω(ρ, z) can be evaluated from the function
ψ(ρ, z) by using the identity (13),3 which after integration
gives
ω(ρ, z)=− 2Jρ
2
(ρ2 + z2)3/2
− 2JMρ
2
(ρ2 + z2)2
+
F (ρ, z)
(ρ2 + z2)7/2
+
H(ρ, z)
2 (ρ2 + z2)4
+
G(ρ, z)
4 (ρ2 + z2)11/2
,
2 We should note that up to the chosen order, the expansion has
a05 terms as well, which would introduce an S5 dependence. Since
we are interested in parameters only up to M4 we have set the
a05 terms to zero.
3 The identity results in a pair of equations which give the deriva-
tives of ω in terms of f and the derivatives of ψ. These expressions
are also expanded up to O(r¯6), so that they can be integrated.
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where,
H(ρ, z)=
[
4ρ2z2
(
J
(
M2 − 2M3
)− 3MS3)
+ρ4 (JM2 + 3MS3)
]
G(ρ, z)=
[
ρ2
(
J3
(− (ρ4 + 8z4 − 12ρ2z2))
+JM
((
M3 + 2M2
)
ρ4 − 8 (3M3 + 2M2) z4
+4
(
M3 + 10M2
)
ρ2z2
)
+M2S3
(
3ρ4 − 40z4 + 12ρ2z2))]
F (ρ, z)=
[
ρ4
(
S3 − JM2
)− 4ρ2z2 (JM2 + S3)]
The remaining undetermined metric function γ(ρ, z)
can be calculated, in a similar manner from the expressions
(11,12), to be
γ(ρ, z)=
ρ2
(
J2
(
ρ2 − 8z2)+M (M3 + 3M2) (ρ2 − 4z2))
4 (ρ2 + z2)4
− M
2ρ2
2 (ρ2 + z2)2
.
Thus, with the three functions f(ρ, z), ω(ρ, z), and γ(ρ, z)
we have fully determined the spacetime, which is expressed
in terms of the relativistic multipole moments, and is given
by the line element (1). For this metric, it can be verified
that the spacetime is Ricci flat up to order O(r¯6), i.e.,
Rab = 0 +O(r¯6).
2.3 The NS spacetime
The metric as it is given so far can describe up to the order of
O(r¯6) the vacuum spacetime around any object with a spe-
cific set of relativistic multipole moments up to M4. There-
fore, in principle, if the appropriate multipole moments were
used this metric could approximate the spacetime around a
black hole, a NS, a quark star or any other object that has
no other extra fields.4
To describe a NS one needs to prescribe the right set
of multipole moments. Recent work by Pappas & Aposto-
latos (2014); Yagi et al. (2014) has shown that for NSs (and
this has been extended to quark stars as well by Yagi et al.
(2014)) the first few relativistic multipole moments can be
expressed in a Kerr-like fashion as,
M2 = −αj2M3, (24)
S3 = −βj3M4, (25)
M4 = γj
4M5, (26)
. . . ,
where M is the mass and j is the spin parameter, i.e., the an-
gular momentum over the mass J/M2. The difference from
the Kerr case is that for NSs the coefficients α, β, and γ are
not equal to 1 but instead can be much larger (Laarakkers
& Poisson 1999; Pappas & Apostolatos 2012b; Pappas &
4 The same construction could be done with the addition of elec-
tromagnetic multipole moments, since electro-vacuum spacetimes
also admit a description in terms of an Ernst potential and the
definition of multipole moments extends to these cases as well (see
Ernst 1968b; Hoenselaers & Perjes 1990; Sotiriou & Apostolatos
2004; Stephani et al. 2003)
Apostolatos 2012a; Pappas & Apostolatos 2014; Yagi et al.
2014). Furthermore it has been shown by Pappas & Apos-
tolatos (2014); Stein et al. (2014); Yagi et al. (2014) that
for realistic EoSs the NS multipole moments are not all in-
dependent between them. In particular one can express the
first moments that are higher than the quadrupole in terms
of the quadrupole itself. Specifically, if we define the reduced
moments as
M¯n =
Mn
jnMn+1
, S¯n =
Sn
jnMn+1
, (27)
then the spin octupole and the mass hexadecapole of a NS
will be related to the quadrupole by relations of the form
y = A+B1x
ν1 +B2x
ν2 , (28)
where y can be either
3
√
−S¯3 = 3√β or 4
√
M¯4 = 4
√
γ and x
is
√
−M¯2 = √α. Therefore the first higher moments of a
NS spacetime can be expressed in terms of only three pa-
rameters, the mass M , the angular momentum J , and the
quadrupole M2 = Q. Additionally, these relations between
the moments have been found to be approximately indepen-
dent of the realistic EoS used, which means that if one were
to use these expressions to produce a spacetime, then one
could have an EoS independent description of the spacetime
around a NS. To clarify the last statement, using the uni-
versal relations between the moments, one could construct
a spacetime metric parameterised by only three parameters
(mass, spin, and quadrupole) which will be suitable to de-
scribe the exterior of any NS constructed using any of the
realistic EoSs that we have developed so far.
For the construction of the spacetime in the previ-
ous subsection we used the first five moments, M,J,M2, S3
and M4, therefore we will need the relation between the
quadrupole and S3 (Pappas & Apostolatos 2014) as well as
the relation between the quadrupole and M4 (Yagi et al.
2014), i.e.,
y1 = −0.36 + 1.48x0.65, (29)
y2 = −4.749 + 0.27613x1.5146 + 5.5168x0.22229, (30)
where y1 =
3
√
−S¯3 = 3√β, y2 = 4
√
M¯4 = 4
√
γ and x =√
−M¯2 = √α. We should note here that these expressions
do not come from the Table I of Yagi et al. (2014), because
those fits were constructed for both NSs and quark stars.
Instead the expressions for y1 and y2 come from Pappas &
Apostolatos (2014) and only the NS data of Yagi et al. (2014)
(see Appendix C) respectively. Therefore, the description of
the spacetime and the various properties of the geodesics
that we will calculate, will depend on the dimensional mass
M , expressed in units of km, and two additional dimension-
less parameters, i.e., the spin parameter j = J/M2 and the
reduced quadrupole α = −M2/(j2M3).
2.4 Quasi-isotropic coordinates
When constructing numerical NS models with numerical
schemes like the RNS code (Stergioulas & Friedman 1995)
the coordinate system usually used is that of quasi-isotropic
coordinates. In these coordinates the metric is expressed in
the form,
ds2 = −e2νdt2 + r2 sin2 θB2e−2ν(dϕ− ωdt)2 + e2α(dr2 + r2dθ2)
= gttdt
2 + 2gtϕdtdϕ+ gϕϕdϕ
2 + grr(dr
2 + r2dθ2). (31)
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Therefore one might be interested in the transformation
from Weyl-Papapetrou (ρ, z) coordinates to quasi-isotropic
(r, θ) coordinates. The Weyl-Papapetrou coordinate ρ is de-
fined from the determinant of the t − ϕ part of the metric
as ρ2 = g2tϕ − gttgϕϕ. It is therefore straightforward to show
that the coordinate ρ is given in terms of r and θ as
ρ(r, µ) = r sin θB(r, θ) = r
√
1− µ2B(r, µ), (32)
where µ = cos θ. In vacuum, the coordinate ρ is a harmonic
function and the coordinate z is its harmonic conjugate.
From this property one can derive the form of the coor-
dinate z as a function of r and θ (see Pappas & Apostolatos
2008, for details), which is given from the expression,
z(r, µ) =
∫ µ
0
(
r2
∂B
∂r
+ rB
)
dµ′, (33)
where the integration takes place in vacuum at constant ra-
dius r and from the equatorial plane µ = 0 up to the required
angle µ.5 As one can see, the coordinate transformation de-
pends on knowing the function B of the quasi-isotropic met-
ric. As it was shown by Butterworth & Ipser (1976), the
metric function B has the form,
B =
∞∑
l=0
B2l(r)T
1/2
2l (µ)
=
(pi
2
)1/2(
1 +
B˜0
r2
)
T
1/2
0 (µ) +
(pi
2
)1/2 B˜2
r4
T
1/2
2 (µ) + . . .
= 1 +
B˜0
r2
+ (4µ2 − 1) B˜2
r4
+ . . . , (34)
where the functions T
1/2
2l (µ) are the Gegenbauer polynomi-
als (defined in Butterworth & Ipser 1976) and the coeffi-
cients B˜2l depend on the internal structure of the particu-
lar NS. From numerical models one can see that the gen-
eral behaviour for the zero order coefficient is B˜0/M
2 ≡
b0 = −1/4 + β˜0j2 (Pappas & Apostolatos 2012b; AlGendy
& Morsink 2014), while for the next order coefficient the
behaviour is B˜2/M
4 ≡ b2 = β˜2j2. One can also see that β˜0
can be expressed as a function of the reduced quadrupole α
of the form, β˜0 ∝ α−ν , where ν is positive, while β˜2 can be
related to α linearly, i.e., β˜2 ∝ α. The coefficients β˜0 and
β˜2 seem to have a weak dependence on the spin parame-
ter j and their dependence on α seems to be approximately
EoS universal, but the further exploration of this property
is beyond the scope of this work.6
Finally, in order to have the metric in the quasi-isotropic
form one only needs the transformation of the r-θ part of the
metric, which is,
e2γ
f
(dρ2 + dz2) =
e2γ
f
[(
∂ρ
∂$
)2
+
(
∂ρ
∂ζ
)2]
(dr2 + r2dθ2),
(35)
where $ = r sin θ and ζ = r cos θ.
5 Of course since z is a harmonic function the path of integration
doesn’t matter as long as we are in vacuum, but the expression
given here is not the general one. Instead it is a special case that
assumes integrations along constant r.
6 The coefficients B˜0 and B˜2 as well as the moments up to M4
have been calculated for a large number of models and for a va-
riety of EoSs in the context of the work by Yagi et al. (2014).
3 PROPERTIES OF THE SPACETIME
With the spacetime at hand we should briefly investigate
some of its properties, to make sure that there are no
pathologies that would make the spacetime unsuitable for
NSs. Such problematic properties would be the presence of
singularities, horizons or closed timelike curves (CTCs). Fur-
thermore one could also check for the existence of ergore-
gions.
With respect to horizons, by construction in Weyl-
Papapetrou coordinates, a horizon will be located at coordi-
nate ρ = 0. This is due to the following reason. A horizon is
the boundary that separates the region of space where there
can exist stationary observers from the region where there
cannot. When the spacetime is stationary and axisymmetric,
there exist two Killing vectors associated to the symmetries,
one timelike and one spacelike. In this case, the fourvelocity
for a general stationary observer can be written as a linear
combination of the timelike and the spacelike Killing vectors,
of the form
uµ = λ (ξµ + Ωηµ) , (36)
where ξµ is the timelike and ηµ is the spacelike Killing vec-
tor, while Ω = dϕ/dt is the observer’s angular velocity and
λ is a normalisations factor so that gµνu
µuν = −1, i.e., the
fourvelocity is timelike.7 This leads to the constrain for λ,
λ−2 = −gtt − 2Ωgtϕ − Ω2gϕϕ > 0. (37)
If gϕϕ is positive (negative), the expression takes positive
values only if Ω is between (outside) the two roots of the
quadratic expression and the horizon is at the coordinates
for which there is only one real root for Ω, i.e., when the dis-
criminant is zero, or (gtϕ)
2−gttgϕϕ = 0. In Weyl-Papapetrou
coordinates, this is the definition of the coordinate ρ2, there-
fore any horizon would correspond to ρ = 0.
The boundary of the ergoregion, or the static limit, i.e.,
the point beyond which there cannot be any non-rotating
observers is given by the condition of having gtt = 0, while
the boundary for the region of CTCs is given by the condi-
tion gϕϕ = 0. Since the gρρ = gzz components of the metric
depend on f−1 = (−gtt)−1, the condition for the ergoregion
boundary could also be related to possible singularities. For
this reason we will plot the curves on the (ρ, z) plane which
correspond to these conditions being satisfied. In Figure 1
we have plotted the behaviour of the metric functions for
indicative values of j and α. The metric functions are gen-
erally well behaved outside the region |ρ/M, z/M | <∼ 2 (the
possible pathologies are well inside that region), which is al-
ways inside the surface of a NS for the various EoSs that
we have investigated, therefore the given metric will be able
to describe the exterior of NSs without problems. Further
analysis of the spacetime properties and these pathologies is
beyond the scope of this work.
4 COMPARISON OF THE SPACETIME
AGAINST NS SPACETIMES
We now proceed to test how good an approximation of the
spacetime around rotating NSs the analytic spacetime pre-
7 Essentially this λ is the redshift factor, dt/dτ , between coordi-
nate time and proper time.
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Figure 1. Typical plots of the behaviour of the metric functions gtt (top row), gϕϕ (middle row), and gρρ (bottom row), for different
values of the spin parameter j and the quadrupolar deformability α (j = 0.5, α = 8 for the left column, j = 0.25, α = 5 for the middle
column, and j = 0.125, α = 3 for the right column). The red lines indicate the locations where the metric functions are zero. The regions
where the functions are negative are with dark colour, while the region where the functions are positive are with beige colour. Finally
the blank regions indicate regions where the functions have singular behaviour.
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Figure 2. Typical relative difference plots for the metric functions on the equatorial plane and along the axis of symmetry. The plots
are made using EoS FPS for a numerical model of M = 1.4M = 2.0876km rotating with a spin parameter of j = 0.453 and having
α = 4.209. The plots show three curves which correspond to the metric proposed here (red solid curve), the two-soliton spacetime (blue
dotted curve), and the Hartle-Thorne metric (orange dashed curve).
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sented here is. To do this we compare the analytic spacetime
against numerical spacetimes produced with the RNS code
(Stergioulas & Friedman 1995) for various EoSs. The mod-
els and the EoSs that we are using are the same as the ones
used by Pappas & Apostolatos (2013) for the evaluation of
the two-soliton spacetime (Manko et al. 1995), which are
the same as some of the models used by Berti & Stergioulas
(2004) for the evaluation of the Manko et al. (2000) solution.
This is done because these previous investigations form a
baseline for the comparison which we will take advantage of
here. For comparison purposes we will also use the Hartle &
Thorne (1968) exterior solution.
The NS models that we are using are constructed with
three EoSs of varying stiffness. These are, the AU EoS (soft),
the FPS EoS (moderate stiffness) and the L EoS (stiff). One
can find details for these EoSs in the work of Cook et al.
(1994) or in the supplemental material of Pappas & Aposto-
latos (2014) and the references therein. The models used are
sampling the parameter space of j and α covering the range
from small values of j up to maximum spin (at the Kepler
limit) and high values of α ∼ 8 (lower mass models) down
to low values of α ∼ 1.5 (corresponding to models close to
and above the maximum non-rotating mass).
The quantities that we are using for the compari-
son of the spacetimes are the metric functions themselves
and quantities that have to do with the properties of the
geodesics of the spacetime, which are the radius of the in-
nermost stable circular orbit (ISCO) and the various char-
acteristic frequencies, i.e., the orbital and the epicyclic or
the precession frequencies (see Pappas & Apostolatos 2013,
for details). For the comparison, an analytic spacetime is
identified to a numerical spacetime by assuming the same
multipole moments (which in the case of the present work
this is done using the mass, the spin, and the quadrupole
that correspond to a given numerical model while for the
spin octupole and mass hexadecapole the universal relations
(29,30) are used).
Figure 2 shows plots of the relative difference of the
analytic metric function from the numerical metric function
∆gab =
∣∣∣∣gNab − gabgNab
∣∣∣∣ (38)
as a function of ρ/M on the equatorial plane or as a function
of z/M on the axis of symmetry.
The spacetimes that are used for the comparison are
the two-soliton spacetime (blue dotted), the Hartle-Thorne
exterior spacetime (orange dashed), and the approximate
spacetime proposed here (red solid). The comparison is done
in Weyl-Papapetrou coordinates and the Hartle-Thorne and
numerical spacetimes are transformed to these coordinates
first (see Berti & Stergioulas 2004; Pappas & Apostolatos
2008, 2013, for details on the transformation). The plots
in Figure 2 show the comparison between the gtt, gtϕ,
Rcirc =
√
gϕϕ, and gρρ = gzz metric functions on the equa-
torial plane and the gtt metric on the axis of symmetry.
In general one can see that the metric proposed here is as
good as the two-soliton and in some cases even better, with
the relative difference being in the order of 10−2 − 10−3
for gtϕ and 10
−3 − 10−4 for the rest of the functions.8 For
8 For models with masses lower than the maximum non-rotating
some models that are rapidly rotating and have very small
α <∼ 1.5 − 2, i.e., for models with masses close to the max-
imum mass sequences of their respective EoSs, we observe
that the accuracy of the proposed spacetime deteriorates.
With respect to the properties of the geodesics of the
spacetime, we focus on circular equatorial orbits and their
perturbations. Equatorial particle orbits on a Papapetrou
spacetime follow the equation of motion
−gρρ
(
dρ
dτ
)2
=
(
1− E˜
2gϕϕ + 2E˜L˜gtϕ + L˜
2gtt
ρ2
)
eq
≡ V (ρ),
(39)
where E˜ is the conserved energy per unit mass of the parti-
cle and L˜ is the conserved angular momentum with respect
to the axis of symmetry per unit mass and everything is cal-
culated on the equatorial plane for z = 0. Circular orbits in
this case satisfy the conditions V (ρ) = 0 and dV (ρ)/dρ = 0,
which are conditions for a minimum of the effective poten-
tial. The additional condition that the second derivative of
the potential is also zero, i.e., d2V (ρ)/dρ2 = 0, which corre-
spond to a turning point, specify the location of the ISCO.
Additionally, for circular geodesics the orbital frequency is
given by the expression
Ω(ρ) =
−gtϕ,ρ +
√
(gtϕ,ρ)2 − gtt,ρgϕϕ,ρ
gϕϕ,ρ
, (40)
where the commas indicate the derivative with respect to
the coordinate, while the energy and angular momentum
per unit mass for these orbits is given in terms of the metric
functions and Ω from the expressions,
E˜ =
−gtt − gtϕΩ√−gtt − 2gtϕΩ− gϕϕΩ2 , (41)
L˜ =
gtϕ + gϕϕΩ√−gtt − 2gtϕΩ− gϕϕΩ2 . (42)
From the energy per unit mass one can also define the energy
change per logarithmic change in the orbital frequency as
one goes from one circular orbit to the next,
∆E˜ = −ΩdE˜
dΩ
, (43)
which also characterises the circular equatorial orbits of a
spacetime.
For general orbits, i.e., orbits that can be outside the
equatorial plane, the previous equation of motion becomes
−gρρ
(
dρ
dτ
)2
− gzz
(
dz
dτ
)2
= V (ρ, z), (44)
and if we assume small perturbations around circular equa-
torial orbits along the radial direction or in the vertical di-
rection, then we find that the perturbations have a harmonic
behaviour with a radial and a vertical frequency which are
given respectively as,
κ2ρ =
(
dτ
dt
)2
gρρ
2
∂2V
∂ρ2
∣∣∣∣
c
, (45)
κ2z =
(
dτ
dt
)2
gzz
2
∂2V
∂z2
∣∣∣∣
c
, (46)
mass of any particular EoS and not close to the maximum rota-
tion rate, the accuracy is usually better than that by an order of
magnitude.
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Figure 3. Typical relative difference plots for the various geodesic properties of the spacetime between the numerical spacetime and the
corresponding analytic spacetime. The top left plot gives the relative difference of the ISCO for the approximate metric (black circles)
and the Hartle-Thorne metric (red squares). The models are constructed with the FPS EoS and we have plotted all the NS models that
have an ISCO outside the surface of the star and for which the proposed metric has an ISCO (see discussion in the main text). The top
middle plot shows the relative difference in the orbital frequency of circular equatorial orbits, ∆Ω, as a function of the circumferential
radius over the mass, between the three analytic metrics and the numerical metric. The top right plot shows the relative difference for the
radial oscillation frequency of radially perturbed orbits and the bottom left plot shows the relative difference for the vertical oscillation
frequency of slightly off-equatorial orbits. The bottom middle plot shows the nodal precession frequency M × Ωz for the numerical
and the analytic spacetimes (we remind that Ωz = 2piνz). Finally the bottom right plot shows the relative difference of ∆E˜ between
the numerical and the analytic spacetimes. The frequency and ∆E˜ plots are constructed using the same model as in figure 2, but the
results are similar for all the EoSs. The curves correspond to the metric proposed here (red solid curve), the two-soliton spacetime (blue
dotted curve), and the Hartle-Thorne metric (orange dashed curve). The nodal precession frequency plot (bottom middle) shows also
the numerical frequency (black) which follows the proposed metric curve.
as they are measured by an observer at infinity. The relevant
precession frequencies will then be given by the difference
Ωa = Ω−κa, where a is either ρ for the periastron precession
or z for the nodal precession.
We will use here all these properties of the geodesics
to compare the approximate analytic spacetime against the
numerical spacetime, since they constitute a test of how well
the proposed spacetime captures the physical properties of
NS spacetimes.
The first property is the radius of the ISCO. The top
left plot of figure 3 shows the relative difference of the nu-
merical ISCO and the analytic ISCO of the proposed metric
(black circles) and of the Hartle-Thorne metric (red squares)
for models constructed with the FPS EoS for various rota-
tions and masses. One can see that the analytic metric gives
an accurate ISCO radius for almost all of the models that
an ISCO exists outside the surface of the star. For rapidly
rotating models (j > 0.6) and very low values of α (α <∼ 1.5)
the analytic metric has no co-rotating ISCO. This happens
for the models close and beyond the maximum stable mass
for some of the EoSs as figure 4 shows. This is not partic-
ularly problematic, since NSs that are rotating this rapidly
and are this close to the maximum mass limit are not very
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Figure 4. Mass radius plot for the models used to calculate the
ISCO in Fig. 3, for the co-rotating case (left plot) and the counter-
rotating case (right plot). The red squares correspond to models
that have a NS radius larger than the ISCO, while the black circles
correspond to models with radius smaller than the ISCO. The
blue empty squares correspond to models for which the analytic
spacetime does not have an ISCO or the relative difference is
larger than 6 per cent.
likely to be observed.9 Therefore we can say that it is safe to
9 Martinon et al. (2014) have shown that cooling of proto-neutron
stars results in zero temperature configurations with mass lower
than the maximum allowed by an EoS, so the range of inter-
est is between masses lower than that and down to the lowest
well-constrained NS mass currently measured at ∼ 1.0M-1.1M
(Lattimer 2012; Martinez et al. 2015) - this, of course, ignores evo-
lutionary considerations, like accretion of mass, but this may raise
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use this metric in general for α >∼ 1.5−2, which corresponds
to models close to the maximum mass and up to α <∼ 10,
which corresponds for some EoSs to NSs with masses around
1.1M.
The next properties to compare are the various frequen-
cies, i.e., the orbital frequency, the radial perturbation os-
cillation frequency, and the vertical perturbation oscillation
frequency. The top middle plot of figure 3 shows the relative
difference of the three analytic orbital frequencies with re-
spect to the numerical orbital frequency, while the top right
and the bottom left show the relative differences of radial
and the vertical oscillation frequencies respectively. One can
see that the approximate spacetime captures the behaviour
of the orbital frequency quite accurately, almost 1 order of
magnitude better than the other two spacetimes, and it does
quite well with respect to the other two frequencies as well.
The frequencies are important physical characteristics
of the spacetime and have direct astrophysical relevance
since they can be related to QPOs. In particular it is im-
portant for the analytic spacetime to be able to capture ac-
curately a behaviour of the frequencies that is characteristic
of NSs and is absent in the case of black holes. That is the
behaviour of the nodal precession frequency Ωz = Ω − κz,
which for NSs can display a turnover at inner radii and
in some cases can become even negative, as it has been
discussed in the past by Morsink & Stella (1999); Pappas
(2012); Gondek-Rosin´ska et al. (2014); Pappas (2015); Tsang
& Pappas (2016). The turnover effect is demonstrated at the
bottom middle plot in figure 3, where one can see that the
proposed approximate spacetime exhibits the turnover be-
haviour in the same way as the numerical spacetime does,
while the other two metrics fall either too far or too short
of the right behaviour. Here we will briefly sketch why this
happens, but a detailed investigation will appear elsewhere.
The reason why the approximate metric does better
than the other two metrics and traces the numerical fre-
quency that well is no surprise and has to do with the con-
tribution of each multipole moment to the nodal precession
frequency. If one expresses Ωz as an expansion in terms of
inverse powers of Rcirc and multipole moments, one can
separate the contribution that the individual multipole mo-
ments have. Then one can see that the mass quadrupole and
the mass hexadecapole have negative contributions, while
the angular momentum and the spin octupole have positive
contributions. This means that the Hartle&Thorne space-
time, which has vanishing spin octupole and mass hexade-
capole (see Pappas & Apostolatos 2013, for details), is miss-
ing a positive contribution from the S3 and the negative
quadrupole contribution turns the frequency over early with
respect the other curves. On the other hand, the two-soliton
spacetime has the right S3 contribution but underestimates
M4, which for this spacetime depends on the values of the
first four moments. This means that the frequency is miss-
ing a negative contribution from M4 that would have con-
tributed further in (higher order moments contribute more
at smaller radii) missing in this way the turnover. Finally,
the approximate spacetime has the correct moments contri-
the mass by only up to ∼ 0.1M (Alpar et al. 1982; Tauris et al.
2012).
butions up to the M4 and this leads to the frequency turning
over in the same way as the numerical spacetime.
This behaviour, i.e., the turning over of the nodal pre-
cession frequency, is an effect that is absent in the Kerr
geometry where the higher order moments have α = β =
γ = . . . = 1. As we have discussed previously for the effect
to manifest one needs a spacetime with higher order mass
moments that are larger than that of Kerr, which in the case
of NS spacetimes translates to having α >∼ 4 (the plot in fig-
ure 3 corresponds to α = 4.209) depending on the rotation
rate (spin parameter j). The models that have large enough
α are the low-mass models with masses around and lower
than the “canonical” mass of 1.4M, depending on the EoS.
Recent studies have shown that such objects exist in the
range around 1.25M as parts of X-ray binaries (Valentim
et al. 2011; Horvath & Valentim 2016, see), therefore this be-
haviour of the nodal precession frequency might have some
interesting phenomenology in these systems (see Tsang &
Pappas 2016, for example) and it will be important for NS
spacetime models to be able to capture it.
The last property that we compare is the energy change
per logarithmic change in the orbital frequency, ∆E˜. The rel-
ative difference with respect to the numerical spacetime for
the proposed approximate metric and the other two metrics
is show in the bottom right plot of figure 3. One can see that
the proposed metric does well and specifically it does much
better than the other two.
In general, the comparison has shown that the proposed
approximate metric captures very well overall and individu-
ally the various properties and characteristics of a NS space-
time and can therefore be used to describe the exterior of
NSs.
5 THE GEOMETRY AROUND SCALARIZED
NSS IN SCALAR-TENSOR THEORY
Up to this point we have discussed NSs in the context of
GR. Compact objects in general and NSs in particular are of
interest with respect to theoretical extensions of GR. Scalar-
tensor theory is one of the most extensively studied exten-
sions of GR (Jordan 1949; Fierz 1956; Jordan 1959; Brans
& Dicke 1961; Dicke 1962; Damour & Esposito-Farese 1992;
Fujii & Maeda 2007; Capozziello & Faraoni 2011) and there
has been a lot of work on studying NSs in this theory (see
Damour & Esposito-Farese 1993; Horbatsch & Burgess 2011;
Doneva et al. 2013, 2014a,b, for example). The theory can
be derived by the following action
S =
∫
d4x
√−g
(
ΦR− ω(Φ)
Φ
∇µΦ∇µΦ
)
+ Sm(gµν , ψ) ,
(47)
where g is the determinant and R is the Ricci scalar of the
metric gµν , ∇µ denotes the corresponding covariant deriva-
tive, Sm is the matter Lagrangian, and ψ collectively denotes
the matter fields which are taken to couple minimally to the
metric gµν (not to be confused with the scalar twist intro-
duced in section 2).
Respectively the scalar field Φ is nonminimally cou-
pled to gravity and has a noncanonical kinetic term. This
representation of the theory is called the Jordan frame
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(or physical frame). The conformal transformation g˜µν =
16piGΦ gµν , together with the scalar field redefinition
dφ =
√
2ω(Φ) + 3
4
d ln Φ , (48)
bring action (47) to the following form
S =
1
16piG
∫
d4x
√
−g˜
(
R˜− 2∇˜µφ∇˜µφ
)
+Sm(gµν , ψ) , (49)
where the matter fields still couple minimally to gµν , but
the redefined scalar field φ is now coupled to the matter
fields, and it is this coupling that encodes any deviation
from standard GR with a minimally coupled scalar field.
This frame is called the Einstein frame. The advantage of
the Einstein frame is that the field equations outside the
matter sources take the form,
R˜ab = 2∂aφ∂bφ, (50)
g˜ab∇˜a∇˜bφ = 0, (51)
which are essentially GR with a minimally coupled scalar
field.
This similarity to GR allows (see for more details Pap-
pas & Sotiriou 2015a,b; Cardoso & Gualtieri 2016), in the
stationary and axisymmetric cases, for the possibility of
casting the field equations of scalar-tensor theory in the form
of an Ernst equation (10), as in GR, with the addition of a
Laplace equation for the scalar field,
∇2φ = 0 (52)
where, as for the Ernst equation, ∇ is the gradient in 3-
dimensional flat cylindrical coordinates, while the line ele-
ment has the Papapetrou form (1) and the metric function
γ(ρ, z) is given in this case by the modified equations,
∂γ
∂ρ
=
(
∂γ
∂ρ
)
GR
+ ρ
[(
∂φ
∂ρ
)2
−
(
∂φ
∂z
)2]
, (53)
∂γ
∂z
=
(
∂γ
∂z
)
GR
+ 2ρ
(
∂φ
∂ρ
)(
∂φ
∂z
)
. (54)
This means that with respect to the Ernst equation and
the metric functions f(ρ, z) and ω(ρ, z), the equations will be
exactly the same as before and a solution can be constructed
in the same way as in GR in terms of the potential ξ given
in equations (19,21). The new component that is introduced
and modifies the equations for the function γ(ρ, z), i.e., the
scalar field φ, will have to be expressed, as ξ was, in terms
of an asymptotic expansion,
φ˜ = (1/r¯)φ =
∞∑
i,j=0
bij ρ¯
iz¯j , (55)
where, from the Laplace equation that φ must satisfy, we
have that the coefficients bij should satisfy the recursive re-
lation,
bi+2,j = − (j + 2)(j + 1)
(i+ 2)2
bi,j+2, (56)
and that b1,j = 0. If one further assumes reflection sym-
metry about the equatorial plane, then the coefficients of
odd powers of z¯ should be bi,2j+1 = 0. As was the case for
ξ, all the bij coefficients can be calculated from the expan-
sion of φ˜ along the symmetry axis, φ˜(ρ¯ = 0) =
∑∞
j=0 wj z¯
j
(see Pappas & Sotiriou 2015a). The multipole moments in
scalar-tensor theory are expressed in terms of the wj and mj
coefficients, therefore wj and mj can be expressed in terms
of the scalar moments Wn and the mass, Mn, and angular
momentum Sn, moments.
Proceeding to write down the metric functions f(ρ, z),
ω(ρ, z), and γ(ρ, z) in terms of the scalar-tensor multipole
moments we have,
f(ρ, z)=1− 2M√
ρ2 + z2
+
2M2
ρ2 + z2
+
CST (ρ, z)
3 (ρ2 + z2)5/2
+
DST (ρ, z)
3 (ρ2 + z2)3
+
AST (ρ, z)
420 (ρ2 + z2)9/2
+
BST (ρ, z)
630 (ρ2 + z2)5
, (57)
ω(ρ, z)=− 2Jρ
2
(ρ2 + z2)3/2
− 2JMρ
2
(ρ2 + z2)2
+
FST (ρ, z)
5 (ρ2 + z2)7/2
+
HST (ρ, z)
30 (ρ2 + z2)4
+
GST (ρ, z)
60 (ρ2 + z2)11/2
, (58)
γ(ρ, z)=
ρ2
4 (ρ2 + z2)4
[
ρ2
(
J2 +M4
)− 4z2 (2J2 +M4)
− (W0 (2M2W0 +W 30 + 3W2)+ 3MM2) (4z2 − ρ2)]
−ρ
2
(
M2 +W 20
)
2 (ρ2 + z2)2
, (59)
where,
CST (ρ, z)=
[
ρ2
(
3(M2 −M3) +MW 20
)
−2z2 (3 (M3 +M2)+MW 20 )] , (60)
DST (ρ, z)=
[
2z2
(
M
(
3M3 + 2MW 20 + 6M2
)− 3J2)
−2Mρ2 (MW 20 + 3M2)] , (61)
AST (ρ, z)=
[
8ρ2z2
(
360J2M + 91M3W 20 + 255M
2M2
+63MW 40 + 270M2W
2
0 + 90MW2W0 + 315M4
)
−ρ4 (150J2M − 105M5 − 154M3W 20
−480M2M2 + 63MW 40 + 90MW0W2
+270M2W
2
0 + 315M4
)− 8z4 (−300J2M
+105M5 + 112M3W 20 + 330M2M
2 + 21MW 40
+30MW0W2 + 90M2W
2
0 + 105M4
)]
, (62)
BST (ρ, z)=
[
ρ4
(
M
(
2M
(
225J2 + 84M2W 20 + 112W
4
0
+135W2W0) + 945M4) + 30M2
(
15M3
+34MW 20
)
+ 315M22
)
+4z4
(−18 (J (100JM2 + 21JW0
+35S3)− 35MM4) + 150M2
(
9M3 + 5MW 20
)
+M2
(
315M4 + 462M2W 20 + 161W
4
0
+180W0W2) + 315M
2
2
)
−4ρ2z2 (27 (J (45JM2 − 21JW0
−35S3) + 70MM4) + 30M2
(
72M3 + 61MW 20
)
+M2
(
315M4 + 756M2W 20 + 413W
4
0
+540W0W2) + 315M
2
2
)]
, (63)
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HST (ρ, z)=
[
ρ2
(
M
(−120JM2z2 + JW0 (5W0 (ρ2 + 4z2)
+27
(
ρ2 − 4z2))+ 45S3 (ρ2 − 4z2))
+15JM2
(
ρ2 + 4z2
))]
, (64)
GST (ρ, z)=
[
ρ2
(
15J
(
ρ4
(
M4 − J2)− 8z4 (J2 + 3M4)
+4ρ2z2
(
3J2 +M4
))
+M2
(
JW0
(
10W0
(
ρ4
−8z4 + 20ρ2z2)+ 9 (3ρ4 − 40z4 + 12ρ2z2))
+15S3
(
3ρ4 − 40z4 + 12ρ2z2))
+30JM2M
(
ρ4 − 8z4 + 20ρ2z2))] , (65)
FST (ρ, z)=
[
ρ2
(−5JM2 (ρ2 + 4z2)
= − (4z2 − ρ2) (3JW0 + 5S3))] . (66)
These metric functions, together with the scalar field,
φ(ρ, z) =
W0√
ρ2 + z2
[
1−
(
M2W0 +W
3
0 + 3W2
) (
r2 − 2z2)
6W0 (r2 + z2)
2
]
(67)
constitute a solution of the Einstein field equations, g˜µν ,
and the scalar field equation in the Einstein frame. For the
calculation of the metric functions and the scalar field again
we have assumed as in GR an expansion which is truncated
at order O(r¯6). This solution can approximate up to the
given order any spacetime that is characterised be a given set
of moments. If the moments are chosen so as to correspond
to a scalarized NS, then the spacetime will correspond to
that of the particular NS.
To connect this spacetime to observables, one should
perform a conformal transformation and go to the physical
or Jordan frame, since particles follow the geodesics of the
metric of that frame. One can have a general description
of the spacetime in the Jordan frame if one assumes a con-
formal factor of the form Φ−1 = A2(φ), which can then be
Taylor expanded around the value of the scalar field at infin-
ity (see Pappas & Sotiriou 2015b). This expansion therefore
can be written in terms of the coupling parameters defined
by Damour & Esposito-Farese (1992); Damour & Esposito-
Fare`se (1996) and therefore one can have a general descrip-
tion of the spacetime without subscribing to a particular
choice for the conformal factor. The Jordan frame metric
will then be,
gµν = A
2(φ)g˜µν . (68)
6 CONCLUSIONS
In this work we have presented an approximate solution for
the spacetime around NSs that is parametrised by the first
multipole moments up to the mass hexadecapole, i.e., the
moments M , J = S1, Q = M2, S3, and M4. This solution is
produced using the Ernst (1968a) formulation of GR.
Furthermore, we have taken advantage of the recently
discovered 3-hair relations for the NS multipole moments
(Pappas & Apostolatos 2014; Yagi et al. 2014) to present
an EoS independent description of the NS spacetime that
depends on only three parameters, the mass M , the spin
parameter j = J/M2, and the quadrupolar deformability
α = −M2/(j2M3).
The resulting approximate spacetime has been com-
pared against numerically constructed NS spacetimes for
different realistic EoSs and has been shown to be of better
accuracy than previously tested analytic spacetimes, such as
the two-soliton spacetime or the exterior Hartle & Thorne
spacetime, in the range 1.5 − 2 <∼ α <∼ 10. In particular the
most interesting characteristic of this new analytic space-
time is the more accurate description of geodesic proper-
ties such as the orbital and precession frequencies of equato-
rial orbits. This is of particular astrophysical relevance since
these frequencies can be associated to observables such as
QPOs. An interesting result of the analysis presented here
is that the mass hexadecapole M4 plays a part in shaping the
profile of the nodal precession frequency in the region close
to the innermost stable circular orbit even for a moderate
quadrupolar deformability (α ' 4.2). A detailed analysis of
this is a work in progress.
Additionally to the accuracy, the advantage of the pro-
posed approximate spacetime is its functional simplicity
(the metric is no more complicated than the exterior Har-
tle & Thorne metric, see Berti et al. 2005, for example) which
makes it more attractive to use than other analytic solutions
that have been proposed so far (Watts et al. 2016). In addi-
tion, the parameterisation of the spacetime with respect to
the mass, the spin and the quadrupole moment could prove
to be useful for solving the inverse problem of determining
the EoS from observations (see Pappas & Apostolatos 2014;
Pappas 2015).
Finally, the approximate spacetime has been extended
to the scalar-tensor theory of gravity with a massless scalar
field. What remains to be seen is whether the scalarised
spacetime will be as accurate as its GR counterpart in de-
scribing the exterior of NSs. This can be done by calculating
NS models and the corresponding spacetime in these theo-
ries (see work by Doneva et al. 2013, 2014a,b, on developing
the numerical codes for rapidly rotating NSs in scalar-tensor
theory) and using them to test the approximate analytic
spacetime presented here.
As a final note we should mention that, if needed, the
approximate spacetime presented here can be easily calcu-
lated at a higher order of accuracy by taking into account
the contribution of higher order moments and keeping higher
order terms in the expansion. This can be done without a
significant increase in the complexity of the final analytic
spacetime.
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APPENDIX A: COEFFICIENTS AIJ IN GR
AND IN SCALAR-TENSOR THEORY
In the main text the metric in both GR and scalar-tensor
theory is constructed by an ansatz for the potential ξ that is
given in equation (21) in terms of the coefficients aij . Here
we give the relation of these coefficients to the mi coeffi-
cients, which are related to the multipole moments,
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a20 = −1
2
(
m∗0m
2
0 +m2
)
, (A1)
a21 = −1
2
(3m3 +m0 (4m1m
∗
0 +m0m
∗
1)) , (A2)
a22 =
1
2
(−4m∗0m21 − 4m0m∗1m1 − 6m4
−m0
(
6m2m
∗
0 +m0
(
m0 (m
∗
0)
2
+m∗2
)))
, (A3)
a23 = −2m∗1m21 − 1
2
(
5m20 (m
∗
0)
2
+ 12m2m
∗
0 + 4m0m
∗
2
)
m1
− 5m5 − 1
2
m0
(
6m2m
∗
1 + 2m
∗
0
(
m∗1m
2
0 + 4m3
)
+m0m
∗
3
)
,
(A4)
a40 =
1
8
(
−m∗0m21 +m0
(
2m20 (m
∗
0)
2
+ 3m2m
∗
0
−1
2
m0
(
−m0 (m∗0)2 −m∗2
))
+
1
2
(
4m∗0m
2
1 + 4m0m
∗
1m1
+6m4 +m0
(
6m2m
∗
0 +m0
(
m0 (m
∗
0)
2
+m∗2
))))
,
(A5)
a41 =
1
8
(
5m∗0m
∗
1m
3
0 +
(
15m1 (m
∗
0)
2
+
1
2
(
m1 (m
∗
0)
2
+4m0m
∗
1m
∗
0 + 3m
∗
3))m
2
0 + (12m3m
∗
0 + 3m2m
∗
1
−2m1
(
−m0 (m∗0)2 −m∗2
))
m0 −m21m∗1 − 3
(−2m∗1m21
− 1
2
(
12m2m
∗
0 +m0
(
5m0 (m
∗
0)
2
+ 4m∗2
))
m1 − 5m5
−1
2
m0 (8m3m
∗
0 + 6m2m
∗
1 +m0 (2m0m
∗
0m
∗
1 +m
∗
3))
))
.
(A6)
The relations between these mi coefficients and the moments
can be found in the work by Fodor et al. (1989); Pappas
& Sotiriou (2015a) for GR and scalar-tensor theory respec-
tively. For the case of scalar-tensor theory one also needs the
bij coefficients in terms of the wj = b0j coefficients. These
are calculated from equation (56).
APPENDIX B: M¯4 − M¯2 FIT FOR NSS
Using only the NS data of Yagi et al. (2014) one can try
and fit the mass hexadecapole as a function of the mass
quadrupole using a fitting expression of the form of Eq. (28).
The result of that fit is the expression presented in the main
text, i.e.,
y2 = −4.749 + 0.27613x1.5146 + 5.5168x0.22229, (B1)
where y2 =
4
√
M¯4 = 4
√
γ and x =
√
−M¯2 = √α. The ac-
curacy of this fit is shown in Figure B1, where on the up-
per panel we have plotted the NS data points (reduced M4
against reduced M2) using grey crosses with the best fit
curve going through them, while the bottom panel shows
the relative difference of the fit from the actual NS values.
One can see that the relative difference is always better than
4 − 5 per cent. The fact that one could achieve better ac-
curacy in the fitting relation between the moments if one
considered only NSs had already been noted by Yagi et al.
(2014). Figure B1 is equivalent to Figure 1 by Yagi et al.
(2014).
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Figure B1. Plot of
4
√
M¯4 as a function of
√
−M¯2 for various
realistic EoSs (top plot). All the models constructed fall on the
same line. The accuracy of the fitting formula is better than 5 per
cent (bottom plot).
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Figure C1. Plots of β˜0 (upper) and β˜2 (lower) as a function of
−M¯2 ≡ α for various realistic EoSs. The data could be fitted with
a curve of the form y = A+Bxν .
APPENDIX C: RELATION OF β˜0 AND β˜2 TO
M¯2 FOR NSS
It was mentioned in section 2.4 that the coefficients β˜0 and
β˜2, of the B function expansion in the quasi-isotropic coordi-
nates, could be expressed in terms of α in an approximately
EoS independent way. For completeness we present in figure
C1 the relation of these coefficients to α for the same models
and EoSs used in Appendix B.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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