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ABSTRACT
We show that correlations between the phases of the galaxy density field in redshift
space provide additional information about the growth rate of large-scale structure
that is complementary to the power spectrum multipoles. In particular, we consider
the multipoles of the line correlation function (LCF), which correlates phases between
three collinear points, and use the Fisher forecasting method to show that the LCF
multipoles can break the degeneracy between the measurement of the growth rate
of structure f and the amplitude of perturbations σ8 that is present in the power
spectrum multipoles at large scales. This leads to an improvement in the measurement
of f and σ8 by up to 220 per cent for kmax = 0.15 hMpc−1 and up to 50 per cent
for kmax = 0.30 hMpc−1, with respect to power spectrum measurements alone for the
upcoming generation of galaxy surveys like DESI and Euclid.
Key words: Cosmology: theory – large-scale structure of the Universe
1 INTRODUCTION
Galaxy clustering is a powerful cosmological probe that provides a way of measuring the growth of structure and constraining
cosmological parameters. The standard way of extracting information from galaxy clustering is to measure the two-point
correlation function, or its Fourier-space counterpart, the power spectrum. Since observations are performed in redshift-space,
the power spectrum is sensitive not only to the matter density distribution, but also to the peculiar velocities of galaxies,
through the so-called redshift-space distortions (RSD). These distortions generate anisotropies in the power spectrum, in the
form of a quadrupole and hexadecapole. Measuring these multipoles along with the monopole provides a measurement of three
key variables in our Universe: the growth rate of structure f , the amplitude of fluctuations σ8, and the linear galaxy bias
b1 (Kaiser 1987). However, these quantities are not measured independently: at large scales the power spectrum is sensitive
to fσ8 and b1σ8. Although in theory these degeneracies can be overcome by including information from non-linear scales, in
practice additional data like the Cosmic Microwave Background (CMB) or gravitational lensing are used.
Instead, in this paper we show that by using Fourier phase information it is possible to break the degeneracies and
constrain f , b1 and σ8 separately, without relying on external data sets. This method has the strong advantage of being
model-independent, which is not the case if one uses CMB data, where translating the measured primordial amplitude of
perturbations into a measurement of σ8 requires assuming a cosmological model for both the expansion history and growth of
density perturbations (Alam et al. 2017). Similarly, lensing data provide a measurement of S8 ≡ σ8
√
Ωm/0.3, which requires
a knowledge of the matter density parameter Ωm to extract σ8 (Abbott et al. 2018; Hildebrandt et al. 2017, 2020; Hikage
et al. 2019; Hamana et al. 2020). A model-independent determination of f , b1 and σ8 is particularly important in the current
situation where tensions exist between different data sets (Verde et al. 2019).
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Various estimators have been proposed in the past to measure information contained in Fourier phases (k) ≡ δ(k)/|δ(k)|,
where δ(k) is the density field. Here we focus on the line correlation function (LCF) that measures a type of three-point
correlation function restricted to phases along a line (Obreschkow et al. 2013). Geometrically, the LCF can be interpreted
as a quantification of the amount of filamentary structure in the cosmic web on different scales (see Obreschkow et al. 2013
for details). The LCF has been modelled in real space using both perturbation theory and effective non-linear kernels and
was shown to agree well with measurements from N-body simulations over a wide range of scales (Wolstenhulme et al. 2015).
Eggemeier & Smith (2017) demonstrated that the LCF used in combination with the power spectrum improves the constraints
on cosmological parameters by up to a factor of 2 compared with the power spectrum alone. Ali et al. (2018) then extended
these forecasts to models beyond ΛCDM, including warm dark matter models and modified gravity models, and showed that
the LCF also improves parameter constraints in these cases.
These previous works have shown the potential of the LCF to improve parameter constraints in real space. The goal of
this work is to extend these analyses to redshift space, where observations are made. In Eggemeier et al. (2015), the LCF was
modified to be more sensitive to RSD, and the resulting anisotropic LCF estimator was applied to toy mocks. More recently,
Franco et al. (2019) used tree-level perturbation theory to model the LCF multipoles in redshift space. They showed that even
though in principle an infinite number of multipoles are generated by RSD, nearly all of the information about the velocity
phase correlations is contained in the monopole, quadrupole and hexadecapole. In this work we explore how these multipoles
may be used in combination with the power spectrum multipoles to break the degeneracy between f , b1 and σ8, with data from
the upcoming generation of large-scale structure surveys like the Dark Energy Spectroscopic Instrument (DESI; Aghamousa
et al. 2016) and Euclid (Laureijs et al. 2011).
We note that this study of the information content of the LCF multipoles is within the larger context of how higher-order
statistics can complement and strengthen cosmological constraints from power spectrum analyses. In real-space, Byun et al.
(2017) showed that even though the LCF does not constrain ΛCDM parameters as well as the full bispectrum or the modal
bispectrum, it still provides an efficient way to compress information and gives improvements in cosmological parameter
constraints ranging from a few per cent to 70 per cent, depending on the parameter. In redshift space, analyses of the Baryon
Oscillation Spectroscopic Survey (BOSS) have combined the bispectrum monopole with power spectrum multipoles (Gil-Mar´ın
et al. 2017) and detected the bispectrum quadrupole (Sugiyama et al. 2019), while for future surveys, Gagrani & Samushia
(2017), Yankelevich & Porciani (2019) and Gualdi & Verde (2020) have explored the additional benefit of using the anisotropic
bispectrum beyond the monopole for cosmological constraints. We defer a comparison of the information in the redshift-space
LCF and redshift-space bispectrum to a future work.
The main results of this work are Fisher forecasts for how well the LCF multipoles may further improve constraints on f
and σ8 from the power spectrum multipoles that will be measured by upcoming surveys such as DESI and Euclid. To provide
guidance for our forecasts, we compare our theoretical model for the power spectrum and LCF multipoles with simulations
and find that the model reproduces well the measured power spectrum multipoles up to kmax = 0.3 hMpc−1 and the LCF
multipoles down to rmin = 20 h−1Mpc. We also use perturbation theory to calculate the full covariance of the power spectrum
and LCF multipoles, and we compare it with the covariance measured from 500 l-picola simulations at redshift z = 0. We find
that using the theoretical covariance matrix underestimates the forecasted errors on cosmological parameters by 20 per cent
at most, compared with constraints obtained using the simulated covariance matrix, and we find a similar level of agreement
when comparing constraints with measured or predicted values of the Fingers-of-God velocity dispersions. We also show that
neglecting the cross-covariance between the power spectrum and LCF changes the resulting constraints by less than 10 per
cent. To estimate the future constraints that may be achievable with a joint power spectrum and LCF multipoles analysis, at
present we must rely more heavily on our theoretical models, but the encouraging results of these checks support the extension
of our forecasting pipeline to upcoming surveys.
For upcoming surveys like DESI and Euclid, we calculate Fisher forecasted constraints for f and σ8 in each redshift
bin and compare constraints from only the power spectrum multipoles with constraints from the combined power spectrum
and LCF multipoles. Our forecast estimates that the LCF multipoles could strengthen the constraints on f and σ8 from the
power spectrum multipoles by up to 220 per cent if scales up to kmax = 0.15 hMpc−1 are included. If kmax = 0.3 hMpc−1, the
improvement from the LCF multipoles is smaller but still significant, up to 50 per cent. If CMB measurements from the Planck
survey (Aghanim et al. 2018) are included through a prior on σ8, the improvement brought by the LCF multipoles becomes
marginal, less than ∼ 10 per cent. However, we note again that the advantage of using the LCF multipoles instead of external
CMB data is that CMB constraints on σ8 depend on an assumed cosmological model, such as ΛCDM and general relativity.
The outline for this paper is as follows. In Section 2, we summarise the theoretical models we use for the halo power
spectrum and LCF multipoles. Section 3 describes the simulation data and the power spectrum and LCF multipole estimators.
Section 4 summarises the theoretical models we use for the covariance matrices, while the detailed derivations are in Appendices
A and B. In Section 5, we compare our model predictions with measurements from simulations, and in Section 6 we validate
our forecasting pipeline with Fisher forecasts based on the simulation boxes. We present our forecasts for surveys like DESI
and Euclid in Section 7, and we end with our conclusions in Section 8.
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2 THEORETICAL MODELING
In this section, we specify the models we use for the power spectrum and line correlation function (LCF) multipoles in redshift
space. Galaxy clustering observables measure the correlations between galaxy overdensities,
∆(x) ≡ N(x) − N¯
N¯
, (1)
where N(x) is the number density of galaxies at position x and N¯ is the average number density. The LCF is defined as the
correlation between the phases of ∆ at three collinear points,
` (r) ≡ V3
(
r3
V
)3/2
〈 (x + r)  (x)  (x − r)〉
=
V3
(2pi)9
(
r3
V
)3/2 ∭
k1,k2,k3≤ 2pir
d3k1d
3k2d
3k3e
ix·(k1+k2+k3)eir·(k1−k2) 〈 (k1)  (k2)  (k3)〉 , (2)
where (x) is the inverse Fourier transform of (k) ≡ ∆(k)|∆(k) | and ∆(k) is the Fourier transform of ∆(x).
In principle the 3-point correlation function of phases depends on the bispectrum and all higher-order cumulants, but in
the mildly non-Gaussian regime, it can be expressed in terms of the power spectrum and bispectrum of ∆ using the Edgeworth
expansion as (Matsubara 2003; Wolstenhulme et al. 2015)
〈 (k1)  (k2)  (k3)〉 = (2pi)
3
V
(√
pi
2
)3 B(k1, k2, k3)√
VP(k1)P(k2)P(k3)
δD(k1 + k2 + k3). (3)
In Franco et al. (2019), the ratio in eq. (3) was calculated using tree-level perturbation theory, where two types of contributions
arise: an intrinsic contribution due to the fact that the density, velocity and bias are non-linear, and a mapping contribution
generated by the non-linear mapping between real space and redshift space. In this paper, we modify the intrinsic contribution
in the bispectrum and use a non-linear model for the power spectrum to better describe the LCF down to smaller scales where
tree-level perturbation theory breaks down. In the following subsections, we summarise how we model these quantities using
established models in the literature.
The LCF multipoles are then given by
Qn(r) = 2n + 12
∫ 1
−1
dν `(r, ν)Ln(ν) , (4)
where ν depends on the orientation of the line with respect to the direction of observation, ν ≡ rˆ · nˆ, and Ln is the Legendre
polynomial of degree n.
2.1 Power spectrum modeling
For the redshift-space power spectrum, we use a variant of the model from Vlah et al. (2013), as implemented in Howlett
(2019). To summarise, the model accounts for the large-scale coherent motions of galaxies towards overdensities (the Kaiser
effect), random non-linear motions of these galaxies within virialised halos, and the non-linear and non-local bias of galaxies
with respect to the underlying matter field. It does this using a distribution function approach, where different contributions
to the full anisotropic power spectrum are broken down into terms containing unique powers of the mass-weighted velocity
(momentum) field. Each of these contributions is then evaluated using standard (one-loop) perturbation theory for biased
tracers.
For consistency with the Fingers-of-God modeling used in the bispectrum and LCF, we remove the terms dependent on
the velocity dispersion from within the various components of the model and replace them with a single, global damping term,
DP
FoG
. We adopt three different forms of the damping term, which are described in Section 2.3.
Following this, we write the anisotropic power spectrum as
P(k, µ) = DPFoG(k, µ, σP)
[
P00(k) + µ2(2P01(k) + P02(k, µ)) + P11(k, µ) + µ4(P12(k, µ) + 1/4P22(k, µ))
]
, (5)
where µ = kˆ · nˆ and
P00 = b
2
1Pδδ + 2b1(b2K00 + bsKs00 + b3nlσ23 Pm) + 1/2b22K01 + 1/2b2sKs01 + b2bsKs02 , (6)
P01 = f b1(Pδθ + 2b1I10 + 6k2Pmb1J10 − b2K11 − bsKs11) − f (b2K10 + bsKs10 + b3nlσ23 Pm) , (7)
P02 = f
2b1(I02 + µ2I20 + 2k2Pm(J02 + µ2J20)) − f 2(b2(K20 + µ2K30) + bs(Ks20 + µ2Ks30)) , (8)
P11 = f
2(µ2(Pθθ + 4b1I22 + b21I13 + 12k2Pmb1J10) + b21I31) , (9)
P12 = f
3(I12 + µ2I21 − b1(I03 + µ2I30) + 2k2Pm(J02 + µ2J20)) , (10)
P22 = 1/4 f 4(I23 + 2µ2I32 + µ4I33) . (11)
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Here f is the growth rate of structure, and b1, b2, bs and b3nl are the galaxy bias parameters under a Eulerian bias expansion
relating the galaxy overdensity δg and matter overdensity δ,
δg(x) = b1δ(x) + b22 (δ
2(x) − 〈δ〉) + bs
2
(s2(x) − 〈s〉) + b3nl
6
δ3(x). (12)
In deriving the power spectrum model, the above bias expansion is renormalised following Saito et al. (2014) and from which
we also adopt bs = −4/7(b1 − 1) and b3nl = 32/315(b1 − 1). The terms Ii j , Ji j , Ki j and σ3 are integrals over the matter power
spectrum Pm and are presented in the appendices of Vlah et al. (2012) and Howlett (2019). s(x) is the Fourier transform
of s(k), which is also presented in Vlah et al. (2013). Finally, Pδδ , Pδθ and Pθθ are the non-linear density-density, density-
velocity divergence and velocity divergence-velocity divergence power spectra. In Vlah et al. (2013) these were computed using
one-loop standard perturbation theory, but in this work we use the non-linear real-space matter power spectrum measured
from the simulations in Section 3 for Pδδ and to compute the non-linear RSD terms. As such we also set Pm = Pδδ in the
above equations. For Pδθ and Pθθ , we use the fitting formulae from Jennings (2012), again with the measured simulation
matter power spectrum as input. Although the use of the simulated non-linear power spectrum in the above model is not
strictly consistent from a theoretical point of view, this gave the best fit to the simulation redshift-space power spectrum and
is suitable for the forecasts in this work.
2.2 Bispectrum modeling
As our model for the redshift-space halo bispectrum, we have implemented the fitting formula in Gil-Marin et al. (2014)
that extends the tree-level expression for the bispectrum to smaller scales by modifying the perturbation theory kernels that
describe the non-linear density and peculiar velocity.
The standard perturbation theory expression for the tree-level halo bispectrum in redshift space is
Btree(k1, k2) = 2Z1(k1)Z1(k2)Z2(k1, k2)Pm(k1)Pm(k2) + 2 cyclic permutations , (13)
Z1(ki) ≡ b1 + f µ2i , (14)
Z2(k1, k2) ≡ b1F2(k1, k2) + f µ2G2(k1, k2) + b22 +
bs2
2
S2(k1, k2) + b1 f µk2
(
µ1
k1
+
µ2
k2
)
+
f 2µk
2
µ1µ2
(
µ2
k1
+
µ1
k2
)
, (15)
where µi ≡ kˆi · nˆ, µ ≡ (µ1k1 + µ2k2)/k, and k2 ≡ (k1 + k2)2. F2 and G2 are the non-linear density and velocity kernels at
second-order in perturbation theory (Bernardeau et al. 2002). The first four terms in eq. (15) give rise to the intrinsic kernel
of the 3-point phase correlations, called W int2 in Franco et al. (2019), while the last two terms give rise to the mapping kernel,
Wmap2 . Here we modify the intrinsic part following Gil-Marin et al. (2014), by replacing the F2 and G2 kernels in the above
expression with the fitted effective kernels Feff2 and G
eff
2 given in eqs. (2.19), (2.20), (5.1), (5.2), and Appendix A of that paper.
Each effective kernel depends on nine free parameters that are fitted using a subset of triangle configurations of the matter
bispectrum monopole measured from simulations at 0 ≤ z ≤ 1.5. As shown in Gil-Marin et al. (2014), these parameters depend
only weakly on cosmology, and therefore we do not vary them in our Fisher forecasts.
Similarly to the power spectrum model in eq. (5), we also multiply the bispectrum by a global damping factor DB
FoG
to include the Fingers-of-God effect. The three different forms of this damping factor that we implement in this work are
described in Section 2.3. Thus the bispectrum model we use is
B(k1, k2) = DBFoG(k1, k2, σB)
[
2Z1(k1)Z1(k2)Zeff2 (k1, k2)Pm(k1)Pm(k2) + 2 cyclic permutations
]
, (16)
Zeff2 (k1, k2) ≡ b1Feff2 (k1, k2) + f µ2Geff2 (k1, k2) +
b2
2
+
bs2
2
S2(k1, k2) + b1 f µk2
(
µ1
k1
+
µ2
k2
)
+
f 2µk
2
µ1µ2
(
µ2
k1
+
µ1
k2
)
. (17)
Strictly speaking, for the tree-level halo bispectrum in perturbation theory, the matter power spectrum Pm in eq. (13) is the
linear matter power spectrum, since non-linearities are encoded in Z2. However, as in Gil-Marin et al. (2014), we will use the
average real-space non-linear matter power spectrum measured from simulations for Pm in eq. (16).
2.3 Fingers-of-God
In both the power spectrum and bispectrum models summarised above, we multiplied a phenomenological damping factor to
account for the Fingers-of-God (FoG) effect on small scales. Damping factors for the power spectrum and bispectrum have
taken different analytic forms in the literature, each with free parameters representing the velocity dispersions of galaxies.
Previous works that have jointly analysed simulation power spectra and bispectra include a damping factor for each (Gil-Marin
et al. 2014; Hashimoto et al. 2017), and we follow the same procedure to create a damping factor for the LCF by appropriately
combining damping factors that have been used previously for the power spectrum and bispectrum.
We explore three choices for the functional forms of the damping factors. The first is a Gaussian function (Hashimoto
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et al. 2017; Yankelevich & Porciani 2019),
DPFoG(k, µ, σP) = exp
(
−1
2
k2µ2σ2P
)
, DBFoG(ki, µi, σB) = exp
(
−1
2
[k21 µ21 + k22 µ22 + k23 µ23]σ2B
)
, (18)
while the second is from Gil-Marin et al. (2014),
DPFoG(k, µ, σP) =
(
1 +
1
2
k2µ2σ2P
)−2
, DBFoG(ki, µi, σB) =
(
1 +
1
2
[k21 µ21 + k22 µ22 + k23 µ23]2σ2B
)−2
, (19)
and the third form is a Lorentzian function (Hashimoto et al. 2017),
DPFoG(k, µ, σP) =
(
1 +
1
2
k2µ2σ2P
)−1
, DBFoG(ki, µi, σB) =
(
1 +
1
2
[k21 µ21 + k22 µ22 + k23 µ23]σ2B
)−1
. (20)
The velocity dispersions σP and σB generally depend on the halo populations and will evolve with redshift, so we do not
adopt the exact values of the velocity dispersions from the previously mentioned papers. Instead, we either fit their values to
the l-picola simulations at z = 0 that we use in this work, or for the survey forecasts at higher redshifts, we use the linear
prediction for the velocity dispersion, given by
σ2P =
2 f 2
3
∫
d3k
(2pi)3
Pm(k)
k2
, (21)
where, consistently with the rest of our analysis, we use the non-linear real-space matter power spectrum for Pm.
In perturbation theory, assuming that the power spectrum and bispectrum are treated consistently, one might expect
that the velocity dispersions σP and σB are the same (Hashimoto et al. 2017). However, in this work we conservatively treat
σP and σB as two separate nuisance parameters that reflect our lack of knowledge about clustering on very small scales. For
this reason, we allow the damping factors for the power spectrum and bispectrum to have independently varying velocity
dispersions and constrain both at the same time. For the survey forecasts, we choose the fiducial values such that σB = σP ,
but treat σP and σB as two independently varying nuisance parameters.
2.4 Shot noise
Lastly, our models of the halo power spectrum and LCF must include the effect of shot noise. To calculate the shot noise
effect on the LCF, we include Poissonian shot noise in the power spectrum and bispectrum in eq. (3) by adding the following
Pnoise and Bnoise terms to the halo power spectrum and bispectrum, respectively (Eggemeier & Smith 2017):
Pnoise =
1
n
, Bnoise(k1,k2,k3) = 1n [P(k1) + P(k2) + P(k3)] +
1
n2
, (22)
where P(ki) here is the redshift-space halo power spectrum without shot noise. Replacing P and B in eq. (3) by P + Pnoise and
B + Bnoise gives
〈 (k1)  (k2)  (k3)〉 = (2pi)
3
V
(√
pi
2
)3 √
νeff(k1)νeff(k2)νeff(k3)
VP(k1)P(k2)P(k3)
[
B(k1, k2, k3) + 1n [P(k1) + P(k2) + P(k3)] +
1
n2
]
δD(k1 + k2 + k3) , (23)
where
νeff(k) ≡
nP(k)
1 + nP(k) . (24)
Shot noise therefore has two effects on the LCF. First, it suppresses the signal coming from the bispectrum, i.e. the
term proportional to the bispectrum B, due to the shot noise suppression factor νeff . This term is called the effective LCF in
Eggemeier & Smith (2017). Second, shot noise adds a noise contribution to the signal, made of the last two terms in eq. (23).
The predicted effective LCF and total LCF are plotted as dashed and solid curves in Figure 2, where the theoretical LCF
multipoles are compared with measurements from simulations.
As in the case of the bispectrum, the shot noise contribution to the LCF depends on cosmology. As discussed in Yankelevich
& Porciani (2019), there are then two possible ways to treat the shot noise terms when performing the forecasts. The first option
is to conservatively assume that the shot noise modeling is not accurate enough to extract information from its cosmology
dependence, and therefore not to vary this term in the Fisher forecast derivatives. In this case, the observable is the effective
LCF, as in Eggemeier & Smith (2017). The second option is to assume that the cosmology-dependence of the shot noise is
accurately modeled by the form of Bnoise, such that we can use the cosmology-dependence of the shot noise as a source of
information about the parameters of interest. In this case, the observable is the total LCF. In Section 6, we compare Fisher
forecasts for both options, to demonstrate how much constraining power can be gained through the cosmology-dependence of
the shot noise.
MNRAS 000, 1–27 (2020)
6 Byun, Franco, Howlett, Bonvin & Obreschkow
2.5 Summary of theoretical modeling
We use the halo power spectrum model in eq. (5), which is originally from Vlah et al. (2013) but modified according to Howlett
(2019), and further modified in this work to accommodate a global Fingers-of-God damping factor. Including the additive
shot noise term in eq. (22), our theoretical model for the power spectrum multipoles is then given by
P`(k) ≡ 2n + 12
∫ 1
−1
dµ [P(k, µ) + Pnoise] Ln(µ). (25)
Our model for the LCF multipoles is built from a combination of eq. (5) and the bispectrum model from Gil-Marin et al.
(2014) in eq. (16). To obtain our predictions for the LCF multipoles, we combine eqs. (2), (4) and (23). This results in an
expression for Qn that contains a 7-dimensional integral. To simplify this expression, we first note that `(r, ν) depends only on
the angle ν = rˆ · nˆ and not on the angle φ, which describes a rotation of r around nˆ. We can therefore average the multipoles
in eq. (4) over φ. We then rewrite the exponential in eq. (2) and the Legendre polynomial in eq. (4) using
eir·κ1 = 4pi
∞∑
l=0
l∑
m=−l
il jl (κ1r)Ylm (κˆ1)Y∗lm (rˆ) , (26)
where κ1 ≡ k1 − k2, and
Ln (ν) = 4pi2n + 1
n∑
p=−n
Ynp (rˆ)Y∗np (nˆ) . (27)
Using these substitutions and noting the orthonormality of the spherical harmonic functions,∫
dΩrˆ Ylm (rˆ)Y∗np (rˆ) = δKnlδKpm , (28)
we obtain our theoretical prediction for the LCF multipoles as
Qn(r) = (2n + 1) in V
2
(2pi)6
(
r3
V
)3/2 (√
pi
2
)3 ∬
k1,k2, |k1+k2 | ≤ 2pir
d3k1d
3k2 jn (κ1r) Ln (κˆ1 · nˆ)
×
√
νeff(k1)νeff(k2)νeff(k3)
VP(k1)P(k2)P(k3)
[
B(k1, k2, k3) + 1n [P(k1) + P(k2) + P(k3)] +
1
n2
]
. (29)
We note the LCF modeling in this work is comprised of a combination of existing models in the literature for the power
spectrum and bispectrum which are themselves derived from different assumptions and frameworks. Thus they are not fully
consistent from a perturbation theory point of view. However, for the purposes of the first forecast using the redshift-space
LCF that is in this work, we implement this model and check how it compares with simulations in Section 5 before proceeding
with the Fisher forecasts.
We end this section on the theoretical modeling for the LCF multipoles by discussing in more detail how they aid in
breaking parameter degeneracies. Franco et al. (2019) derived explicit expressions for the multipoles of the LCF using tree-
level perturbation theory and found that they depend on different combinations of the growth rate f and the amplitude of
perturbations σ8. For example, eq. (40) in that work showed that the intrinsic part of the monopole takes the simple form
Qint0 (r) =
r9/2
8pi
√
2
∫ 2pi/r
0
dk1k
2
1
∫ 2pi/r
0
dk2k
2
2
∫ αcut
−1
dα
√
PL (|k1 + k2 |) PL (k1)
PL (k2)
{
F2(−k1 − k2, k1)
+ (F2(−k1 − k2, k1) − G2(−k1 − k2, k1))
(
arctan
√
f /b1√
f /b1
− 1
)
+
(
b2
2b1
+
bs2
2b1
S2(−k1 − k2, k1)
) (
arctan
√
f /b1√
f /b1
) } 3∑
i=1
j0(κir) , (30)
where α ≡ kˆ1 · kˆ2, αcut ≡ min{1,max{−1,
[(2pi/r)2 − k21 − k22 ]/[2k1k2]}} enforces the condition |k1 + k2 | ≤ 2pi/r, κ1 ≡ k1 − k2,
κ2 ≡ k1 + 2k2 and κ3 ≡ −2k1 − k2. The monopole is directly proportional to σ8 through the ratio of power spectra in the
first line of eq. (30), but it depends on the growth rate f through the arctangents and the square roots in the second line of
eq. (30). This explicitly shows that the monopole of the LCF can be used in conjunction with the power spectrum multipoles
to break the degeneracy between the measurements of f and σ8. Similar expressions have been derived for the intrinsic and
mapping parts of the other multipoles in Franco et al. (2019). Going beyond tree-level perturbation theory, eq. (30) must be
modified; in particular, the integrals over k1, k2 and ν in eq. (4) can no longer be reduced to three integrals over k1, k2 and α,
as in eq. (30). However, the fact that the Qn multipoles can break the degeneracy between f and σ8 remains valid.
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3 SIMULATIONS AND ESTIMATORS
In this work, we rely on simulations to check multiple components of our forecasting pipeline. Here, we describe the simulation
data that we use, as well as the power spectrum and LCF multipole estimators. The LCF multipole estimator in eq. (35) is
presented and implemented for the first time in this work.
3.1 Simulations
The simulations are the same as those of Ali et al. (2018) and consist of 500 unique dark matter realisations generated using
the l-picola approximate simulation code (Tassev et al. 2013; Howlett et al. 2015b,a). The authors of these previous works
have demonstrated that the COLA algorithm is able to reproduce well the two- and three-point clustering, and the LCF, for
scales k < 0.3 hMpc−1 and r > 10 h−1Mpc, which are the scales of interest to this work and next generation surveys.
The simulations were generated using 2563 particles in a box of length 512 h−1Mpc. This corresponds to a mass resolution
of 6.7 × 1011h−1M. Halos were then identified in each of the realisations using a Friends-of-Friends algorithm (Davis et al.
1985) limited to a minimum of 10 particles per halo. We do not expect the l-picola simulations to accurately reproduce the
mass function of halos down to these scales, nor the internal properties of the halos. We also do not extract subhalos from the
simulations. Nonetheless, they are adequate for checking the theoretical modelling presented in Section 2. The average halo
number density in the simulations is n = 3.57 × 10−4 h3Mpc−3. Details of how measurements of the power spectra and LCF
were made from the simulated halo catalogs are given below.
3.2 Power spectrum estimator
The estimator for the bin-averaged isotropic power spectrum is
Pˆ (k) = 1
V
∫
k
d3q
∆ (q)∆ (−q)
VP (k) , (31)
where the integrals run over the interval q ∈ [k − ∆k/2, k + ∆k/2], ∆k is the bin width, and VP ≡ 4pik2∆k is the volume of modes
in a spherical shell. Similarly, assuming the global plane-parallel approximation, one can define an estimator for the power
spectrum multipoles as
Pˆn (k) = 2n + 1V
∫
k
d3q
∆ (q)∆ (−q)
VP (k) Ln (qˆ · nˆ) . (32)
3.3 LCF estimator
The LCF multipoles are defined by eq. (4). To derive an estimator for Qn we first use the fact that `(r, ν) depends only on
ν ≡ rˆ · nˆ, and not on the angle φ which describes a rotation of r around nˆ. We can therefore average the multipoles over φ to
obtain
Qn(r) = 2n + 14pi
∫ 2pi
0
dφ
∫ 1
−1
dν `(r, ν)Ln(ν). (33)
The estimator for `(r) is given by
`(r) = V
2
(2pi)6
(
r3
V
)3/2 ∬
k1,k2, |k1+k2 | ≤ 2pir
d3k1d
3k2 e
ir·(k1−k2) 〈(−k1 − k2)(k1)(k2)〉 . (34)
The exponential in eq. (34) and the Legendre polynomial in eq. (33) can be written in terms of spherical harmonics using
the identities in eqs. (26) and (27). Then the orthonormality of the spherical harmonic functions in eq. (28) gives the final
expression for the estimator,
Qˆn(r) = (2n + 1) in V
2
(2pi)6
(
r3
V
)3/2 ∬
k1,k2, |k1+k2 | ≤ 2pir
d3k1d
3k2 jn (κ1r) Ln (κˆ1 · nˆ) 〈(−k1 − k2)(k1)(k2)〉 . (35)
3.4 Estimating means and covariance matrix
We estimate the mean of the power spectrum and LCF multipoles as
X i =
1
Nsims
Nsims∑
n=1
Xˆ(n)
i
, (36)
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while the covariance matrix is estimated as
Cˆ∗,i j =
1
Nsims − 1
Nsims∑
n=1
(
Xˆ(n)
i
− X i
) (
Xˆ(n)
j
− X j
)
. (37)
Nsims = 500 is the total number of independent realisations of the l-picola simulations, and Xˆ
(n)
i
is the measured data vector
in the n-th realisation.
For calculating signal-to-noise ratios and the Fisher forecasts that follow, we require estimates of the inverse covariance
matrix. Taking the direct inverse of Cˆ∗ results in a biased estimate of the true inverse covariance. To remedy this, we apply
an approximate correction by multiplying the inverse of Cˆ∗ with the Anderson-Hartlap factor (Anderson 2003; Hartlap et al.
2006) and estimate the inverse covariance as
Cˆ
−1
=
Nsims − Nbins − 2
Nsims − 1 Cˆ
−1
∗ , (38)
where Nbins is the length of the data vector.
4 THEORETICAL COVARIANCE MATRICES
We first review expressions for the leading-order power spectrum multipoles covariance. Then we present for the first time the
leading-order contributions to the LCF multipoles covariance and the cross-covariance between the power spectrum multipoles
and the LCF multipoles. In this section we briefly summarise the equations and defer the detailed derivations to Appendices A
and B.
For the DESI and Euclid galaxy surveys that we consider in this work, the redshift bins have widths of ∆z ≥ 0.1, so we
expect that the covariance between different redshift bins is negligible. All covariance expressions we present are therefore
implicitly for one fixed redshift bin.
4.1 Power spectrum covariance
The Gaussian covariance for the power spectrum multipoles is
cov
[
Pn1 (ki), Pn2 (k j )
]
= δi j
(2n1 + 1)(2n2 + 1)
VP(ki)
(2pi)3
V
∫ 1
−1
dµ
[
P(ki, µ) + 1n
]2
Ln1 (µ)Ln2 (µ), (39)
where P(ki, µ) is given by eq. (5).
4.2 LCF covariance
The Gaussian covariance for the LCF multipoles is
cov
[
Qn1 (ri) ,Qn2
(
rj
) ]
=δKn1n2
(2n1 + 1) (−1)n1
(
rirj
)9/2
4pi4V
∫ 2pi/R
0
dk1k
2
1
∫ 2pi/R
0
dk2k
2
2
∫ αcut
−1
dα jn1 (κ1ri)
× [ jn1 (κ1rj ) + 2 jn1 (κ2rj ) Ln1 (κˆ1 · κˆ2)] , (40)
with R ≡ max (ri, rj ), α ≡ kˆ1 · kˆ2, κ1 ≡ k1 − k2, and κ2 ≡ k1 + 2k2. αcut = min{1,max{−1, [(2pi/R)2 − k21 − k22]/[2k1k2]}} is imposed
to keep |k1 + k2 | ≤ 2pi/R satisfied. The argument of the Legendre polynomial is given by
κˆ1 · κˆ2 =
k21 + k1k2α − 2k22√(
k21 − 2k1k2α + k22
) (
k21 + 4k1k2α + 4k
2
2
) . (41)
The covariance between different multipoles of the LCF is zero. A complete derivation of this covariance is presented in
Appendix A.
We note that this covariance in eq. (40) is independent of both cosmology and shot noise, like the Gaussian covariance of
the real-space LCF. This is due to the fact that the Gaussian covariance is proportional to products of two-point functions of
the phases,
〈(k1)(k2)〉 = (2pi)
3
V
δD(k1 + k2) , (42)
which do not depend on the power spectrum and are therefore unaffected by shot noise and cosmology. The only dependence
it has on the survey of interest is through the survey volume. Cosmology dependence would appear in the LCF covariance
through additional non-Gaussian terms that we do not include here, but we expect that these contributions would be small,
because in Section 6.2 and Figure 11 we find that the Gaussian covariance is a good approximation for the LCF scales of
interest in this work.
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4.3 Power spectrum and LCF cross-covariance
The covariance between the power spectrum and LCF multipoles is intrinsically non-Gaussian because it is a 5-point correlator.
As shown in Appendix B, there are two contributions: one containing the product of the bispectrum and power spectrum and
one containing a connected 5-point correlator term,
cov
[
Pn1 (ki) ,Qn2
(
rj
) ]
=
V
(2pi)3
(√
pi
2
)3 ©­«
r3
j
V
ª®¬
3/2 [
C(n1,n2)
PB
+ C(n1,n2)
P5
]
. (43)
The expression for C(n1,n2)
PB
derived in Appendix B, and modified to include shot noise, is
C(n1,n2)
PB
= 2 (2n1 + 1) (2n2 + 1) in2
(
2√
pi
)3 ∫
ki
d3k2
VP (ki)
[
P (k2) + 1n
]
Ln1
(
kˆ2 · nˆ
)
Θ
(
1 − k2rj
2pi
)
×
∫
k1, |k1+k2 | ≤ 2pir j
d3k1 〈 (k2)  (−k1 − k2)  (k1)〉
[
jn2
(
κ1rj
)
Ln2 (κˆ1 · nˆ) + jn2
(
κ2rj
)
Ln2 (κˆ2 · nˆ) + jn2
(
κ3rj
)
Ln2 (κˆ3 · nˆ)
]
, (44)
where for the 3-point phase correlations we use eq. (23). The expression for C(n1,n2)
P5
is in eq. (B10). κ1 and κ2 are defined in
the same way as before, while κ3 ≡ −2k1 − k2.
The contribution from C(n1,n2)
P5
is expected to be subdominant for combined power spectrum and bispectrum galaxy
clustering analyses on large scales (Sefusatti et al. 2006), and it is also more difficult to compute this term, so in our theoretical
model for the cross-covariance we do not include it. We assess the impact of this assumption to the power spectrum–LCF
cross-covariance in Section 6.2 by comparing the forecasts obtained using the full measured covariance from simulations with
the forecasts obtained using the theoretical covariance matrix. We will see that the impact of ignoring the cross-covariance
between the power spectrum and the LCF is similarly minimal in both cases, implying that it is a good approximation to
neglect the C(n1,n2)
P5
term or even the cross-covariance cov
[
Pn1 (ki) ,Qn2
(
rj
) ]
entirely.
5 COMPARING MODELS AND SIMULATIONS
In this section we compare theoretical predictions for the power spectrum and LCF multipoles, and their covariance, with
measurements from 500 l-picola simulations. This comparison, described in detail below, validates our implementation of
the theoretical predictions and estimators, and gives valuable guidance on the modelling choices, range of scales and fiducial
values to use in the Fisher forecasts that we present later in Sections 6 and 7.
5.1 Mean power spectrum and LCF at fiducial cosmology
In Section 2, we presented the models that we use for the halo power spectrum and LCF multipoles. Here we compare
these models to the simulations by fitting them to the mean of 500 l-picola simulation measurements obtained using the
estimators in Section 3. This comparison checks that our theoretical predictions and measurements are in good agreement
before proceeding to the Fisher forecasts in the rest of this work.
In the ideal scenario, we would perform a fully joint fit to both the P` and Qn multipoles at the same time. However, the
LCF predictions are computationally very demanding, so for each model we perform the fit in two stages. In the first stage,
we fit the P` multipoles by running an MCMC chain with a Gaussian likelihood and the P` covariance matrix measured from
simulations. We fit the shot noise-corrected P0, while P2 and P4 do not have any shot noise contribution in our model. We
include all k bins up to some kmax and consider the 3-dimensional parameter space of b1, b2 and σP . We leave out σB because
it does not appear in the power spectrum, and for simplicity we fix the values of f and σ8 to the values that correspond to
the known ΛCDM cosmology of the simulations. Then in the second stage, we fix b1, b2 and σP to their best-fit values from
the power spectrum fit, and only fit the LCF data for the last remaining parameter, σB. We note that we fit the total LCF,
which includes both the effective and shot noise terms discussed in Section 2.4. The LCF fitting procedure is not performed
using MCMC chains because the LCF predictions are computed too slowly; instead, we maximize the likelihood interpolated
over a grid in the 1-dimensional σB parameter space. Assuming that the likelihood is approximately Gaussian, the error σθ
on the parameter θ is estimated as
1
σ2
θ
=
1
2
∂2 χ2
∂θ2
, (45)
where the second derivative is evaluated numerically at the maximum likelihood point.
The results from this fitting procedure with kmax = 0.30 hMpc−1 are shown in Table 1 for all three models, where the only
difference between them is whether the analytic form of the Fingers-of-God damping factor is a Gaussian, the same as in
Gil-Marin et al. (2014), or a Lorentzian.
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Power spectrum LCF
Model kmax b1 b2 σP min χ
2(P` ) σB min χ2(Qn)
Vlah + GM fit + Gaussian FoG 0.30 1.642 ± 0.023 0.406+0.063−0.080 4.18 ± 0.10 11.5 2.73 ± 0.90 4.3
Vlah + GM fit + GM FoG 0.30 1.650 ± 0.023 0.406+0.062−0.078 3.169 ± 0.088 9.2 8.11 ± 2.54 5.7
Vlah + GM fit + Lorentzian FoG 0.30 1.657 ± 0.023 0.408+0.060−0.078 4.81 ± 0.15 9.1 3.17 ± 1.01 4.3
Table 1. Constraints on the galaxy bias parameters b1 and b2 and the Fingers-of-God velocity dispersions σP and σB from fitting halo
power spectrum and LCF multipoles to the mean of 500 l-picola simulations.
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Figure 1. The best-fit power spectrum multipoles with Lorentzian FoG are compared to the mean of 500 l-picola simulations. The
shot noise has been corrected for in the measurements and models of the P0 shown here. The gray dotted vertical lines indicate the
kmax = 0.3hMpc−1 that was used in the fit, and the solid lines are the best-fit model predictions. The model predictions in the left panel
use the best-fit values from Table 1, while the model in the right panel is different only in setting the value of σP to the theory prediction,
while b1 and b2 are still the best-fit values as in the left panel. The measurements shown in both panels are identical.
For the power spectrum multipoles, we find that all three models perform well up to kmax = 0.30 hMpc−1, but the Lorentzian
form returns the lowest value of the minimum χ2.1 The best-fit P` with Lorentzian FoG are compared with the data in the
left column of Figure 1, where we show that the model for the monopole and quadrupole is consistent with the measurements
to within 1σ up to kmax = 0.3 hMpc−1. The hexadecapole is at most 2σ away from the measurements for the same k bins.
The choice of kmax = 0.3 hMpc−1 is our optimistic case, but in later sections we also explore a more conservative forecast
by using kmax = 0.15 hMpc−1. However, we do not show fits separately for this lower kmax because the MCMC analysis showed
that b2 cannot be constrained independently from the other parameters using this limited range of scales. The MCMC chains
resulted in a bimodal posterior, with one of the modes being consistent with the best-fit from kmax = 0.3 hMpc−1.
Once the power spectrum fits are complete, we fit the halo LCF multipoles using each model. For this we fix the parameter
values for b1, b2 and σP to the best-fit values from the power spectrum, and subsequently only fit the LCF multipoles for σB
using the rmin value that corresponds to kmax = 0.3 hMpc−1.
As seen in eq. (2), the LCF integrates modes up to k = 2pi/r, and indeed as shown in Wolstenhulme et al. (2015), the
integral is dominated by this upper bound. Therefore, to trust the LCF at a scale rmin we need to trust the modelling of
the power spectrum and bispectrum up to kmax = 2pi/rmin. We use this to determine the cut-off scale, i.e. rmin = 21 h−1Mpc if
kmax = 0.30 hMpc−1. Similarly, for the more conservative forecast with kmax = 0.15 hMpc−1, we use rmin = 43 h−1Mpc. We note,
however, that the cutoff for ki in the integrals of eq. (2), and the choice of corresponding kmax for a chosen rmin, sometimes
1 We note that because we are fitting the mean of 500 simulations, the fitted data has very little statistical noise, which results in reduced
χ2 values that are very small (much less than 1). However, here we only use the minimum χ2 values to compare between models with
the same number of data bins and free parameters, so the absolute magnitude of the reduced χ2 is not especially important.
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Figure 2. The best-fit LCF multipoles with Lorentzian FoG are compared to the mean of 500 l-picola simulations. The gray dotted
vertical lines indicate the rmin = 20h−1Mpc that was used in the fit, and the solid lines are the best-fit model predictions. The effective
LCF is shown in dashed curves, while the total LCF (the sum of the effective and shot noise LCF terms) is shown as a solid curve. The
model predictions in the left panel use the best-fit values from Table 1, while the model in the right panel is different only in setting the
value of σP = σB to the theory prediction. b1 and b2 in the right panel are the same best-fit values as in the left panel. The measurements
shown in both panels are identical.
differ in previous works on the LCF. For example, in the Fisher forecasts of Eggemeier & Smith (2017) and Byun et al.
(2017), though the cutoff was also ki ≤ 2pi/r as we use here, the LCF bins down to rmin = 10 h−1Mpc were combined with
power spectrum bins up to kmax ≈ 0.30 hMpc−1. Both works used kmax = pi/rmin, which comes from arguing that a density
perturbation with wavelength λ = 2pi/k corresponds to an overdensity of size r = λ/2 = pi/k. In this work, our different way of
choosing kmax and our more conservative choices for rmin ensure that both the power spectrum and the LCF only have access
to Fourier modes up to kmax = 0.30 hMpc−1 in both the theoretical modeling and the estimation of these observables.
The resulting best-fit values for σB are shown in Table 1, where we find that the Gaussian and Lorentzian FoG give the
same minimum χ2 value that is lower than from the Gil-Marin FoG. The best-fit model using the Lorentzian FoG is shown
in the left column of Figure 2, where we see that the model for the LCF multipoles is in good agreement with the simulations
down to rmin ≈ 20 h−1Mpc: the quadrupole and hexadecapole are within 1σ agreement with the measurements, while the
monopole is at most 1.2σ away from the measurements.
The panels on the right sides of Figures 1 and 2 are only different from the left panels in that, rather than using the
best-fit values of σP and σB, they use the linear theory prediction in eq. (21), which for z = 0 is σP = σB = 4.5 h−1Mpc. This
changes the power spectrum at the highest k-bins, while the LCF monopole is 2σ away from the measurement in the smallest
r ≈ 20 h−1Mpc bin. In Section 6.3, we explore in more detail the impact of using the theoretical velocity dispersions in the
Fisher forecasts.
Given these results from the power spectrum and LCF fits, we choose to use the model with Lorentzian FoG for our Fisher
forecasts, since it has a lower minimum χ2 value for both the power spectrum and LCF, while also providing best-fit σP and
σB that are more in agreement. In the following sections, we present the forecasts for both an optimistic kmax = 0.30 hMpc−1
(rmin = 20 h−1Mpc) and a conservative kmax = 0.15 hMpc−1 (rmin = 40 h−1Mpc). When the fiducial values of the parameters are
set to their best-fit values, we will take these to be the best-fit values from the full range of scales, i.e. up to kmax = 0.3 hMpc−1,
even for the forecasts where only the k bins up to kmax = 0.15 hMpc−1 are used.
Lastly, in Figure 3 we show the two-dimensional 2-point correlation function and LCF from both simulations and the best-
fit model with Lorentzian FoG. In all panels, we only show contours in the regions where r ≥ 20 h−1Mpc to correspond to the
range of scales that we use in the fits. The simulation 2PCF is the average of the 2PCF measured in 500 l-picola simulations
using the direct pair counting method implemented in nbodykit (Hand et al. 2018), while the theoretical 2PCF is calculated by
taking the inverse Fourier transform of the best-fit anisotropic power spectrum. In both the simulation and theoretical 2PCF
panels, we see the characteristic Kaiser squashing along the line of sight that is indicative of linear redshift-space distortions.
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Figure 3. Visualization of the 2-point correlation function (top row) and LCF (bottom row) from simulations (left column) and theory
predictions (right column). Only scales with 20 < r < 100h−1Mpc are shown. The 2-point correlation functions in the top panels both
show the mild squashing along the line of sight that is characteristic of linear redshift-space distortions, but no visible signatures of the
Fingers-of-God effect, which would typically be on smaller scales (inside the white circles). The LCF in the bottom panels show that
peculiar velocities cause the phases to be slightly more correlated when the three points are along the line of sight.
The non-linear Fingers-of-God effect resulting from virialized subhalos typically appears as a strong elongation along the line
of sight, but we do not see it here because the halos in the l-picola simulations are larger than 6.7 × 1012 h−1M and do not
include subhalos.
In the bottom panels of Figure 3, the simulation LCF is reconstructed from the average Qn measured in the simulations,
while the theoretical LCF is reconstructed from the best-fit Qn. In both the measured and theoretical LCF panels, we see a
slight elongation along the line of sight which comes from the positive quadrupole Q2. This higher correlation along the line of
sight is a general feature of RSD in the LCF on these scales: it is present even for tree-level matter densities in redshift-space
when we do not include halo biasing, shot noise, or the Fingers-of-God effect. The counter-intuitive enhancement of the LCF
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Figure 4. The standard deviations from the simulations (solid lines) and theoretical predictions (dashed lines) are compared for the
power spectrum (left panel) and LCF multipoles (right panel). The agreement between theory and simulations is better than ≈ 10 per
cent for all scales shown, except for the r < 30h−1Mpc bins of the LCF multipoles in the right panel.
along the line of sight is qualitatively explained by the inverse relationship between the LCF amplitude and the number
density of filaments, as discussed Section 3.4 of Obreschkow et al. (2013) and Section 3.3 of Eggemeier et al. (2015). Briefly,
the addition of spatially uncorrelated filamentary structure aligned with a particular direction reduces the LCF signal along
the same direction due to the increased random phase noise from the different filaments. In the case of RSD, the Kaiser effect
works in the opposite way: it reduces the apparent density of filamentary structure along the line of sight, and the resulting
decreased phase noise boosts the LCF along the line of sight.
5.2 Covariance matrices at fiducial cosmology
Here we present the covariance matrix measured from simulations and compare it with the theoretical covariance matrix in
Section 4, evaluated at the best-fit model from the previous subsection.
Figure 4 compares the standard deviations of the power spectrum and LCF multipoles measured from simulations (solid
lines) with theoretical predictions (dashed lines). We find that the predictions for the power spectrum standard deviations
match the measured ones to within approximately 10 per cent in all k bins. For the LCF multipoles, the bins with r > 30 h−1Mpc
have standard deviations that are also predicted to within 10 per cent, but this grows up to 30 per cent for the smallest r bin
shown in Figure 4.
In Figure 5 we compare the correlation coefficients of the simulation and theoretical covariance matrices,
Ci j ≡
cov[Xi, Xj ]√
cov[Xi, Xi]cov[Xj, Xj ]
, (46)
where Xi are elements of the data vector containing P0(k), P2(k), P4(k),Q0(r),Q2(r) and Q4(r). We note that the theoretical
covariance here is not internally fully consistent, since for the power spectrum multipoles and the LCF multipoles we include
only the Gaussian contribution, while we include a non-Gaussian contribution for the cross-covariance between the power
spectrum and the LCF multipoles. Still, Figure 5 shows that the theoretical covariance matrix captures some of the most
prominent features in the simulation covariance matrix: for example, the covariance between different P` multipoles in the
same k bins, the covariance between neighboring r bins of Qn, and the cross-covariance between P0 and Q0.
In Figure 6, we show the cumulative signal-to-noise ratio as a function of kmax for the power spectrum, LCF, and their
combination. Each panel is computed using either the simulation covariance matrix on the left or the theoretically predicted
covariance matrix on the right. In all cases, the signal is fixed to the average measurement from the simulations, so differences
between the two panels are due only to differences in the covariance matrices. We see that the total signal-to-noise from the
P +Q combination begins to be overestimated by the theoretical covariance by more than 10 per cent for kmax & 0.12 hMpc−1.
We also note that the signal-to-noise does not appear to be sensitive to the cross-covariance between the power spectrum
and LCF; in both panels, neglecting the cross-covariance changes the total signal-to-noise for the combined probes by less
than 5 per cent for all kmax shown. Interestingly, the LCF multipoles do not appear to contribute noticeably to the total
signal-to-noise, but we expect that how the available signal-to-noise is translated into parameter constraints depends on the
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Figure 5. Correlation coefficients for the simulation covariance (lower left) compared to the theoretical covariance (upper right). Bins
for kmax = 0.30hMpc−1 are shown, and the grid of black vertical and horizontal lines delineate the different multipoles. Starting from the
upper left corner of each matrix and going down or to the right, k increases for P` and r increases for Qn .
0.05 0.10 0.15 0.20 0.25 0.30
kmax [hMpc
−1]
0
25
50
75
100
125
150
175
200
cu
m
u
la
ti
ve
S
/N
Simulation covariance
P
Q
P +Q with cross− covariance
P +Q without cross− covariance
0.05 0.10 0.15 0.20 0.25 0.30
kmax [hMpc
−1]
Theory covariance
Figure 6. The cumulative signal-to-noise ratio from the power spectrum (solid red lines), LCF (solid navy lines), their combination with
cross-covariance (dashed purple lines), and their combination without cross-covariance (dotted teal lines) are compared. The left panel
uses the simulated covariance matrix, while the right panel uses the theoretically predicted covariance matrix. The signal in both panels
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matrices.
modelling of the signal and the parameters under consideration. In the next section, we will present the results of Fisher
forecasts based on the simulation data that explore the parameter constraints in more detail.
6 FORECASTS BASED ON SIMULATIONS
We present power spectrum and LCF Fisher forecasts which are based on our simulation data. We first present our benchmark
forecast in Section 6.1, which relies most heavily on the simulations and least on theoretical assumptions. Then in Sections 6.2
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kmax = 0.15hMpc−1
P P +Q Planck + P Planck + P +Q
b1 0.676 0.286 (137%) 0.0164 0.0160 (2.1%)
b2 0.571 0.271 (10%) 0.0754 0.0725 (4.0%)
f 0.218 0.103 (113%) 0.0332 0.0327 (1.3%)
σ8 0.331 0.141 (134%) 0.006 00 0.005 99 (0.1%)
kmax = 0.30hMpc−1
P P +Q Planck + P Planck + P +Q
b1 0.120 0.0779 (54%) 0.0139 0.0135 (2.8%)
b2 0.0962 0.0683 (41%) 0.0220 0.0216 (1.7%)
f 0.0458 0.0340 (35%) 0.0171 0.0167 (2.1%)
σ8 0.0577 0.0382 (51%) 0.005 97 0.005 93 (0.7%)
Table 2. Fisher forecasted constraints on b1, b2, f and σ8 from the benchmark forecast for both kmax = 0.15hMpc−1 and 0.30hMpc−1.
All constraints are marginalised over the σP and σB velocity dispersions. The per cent values in parentheses are the reduction in the
forecasted errors as a result of including the LCF multipoles. The last three columns show the constraints when a Planck prior on σ8 is
included.
and 6.3, we test the modelling of the covariance matrix and the velocity dispersions by comparing forecasts with more
theoretical modelling to the benchmark forecast. We end this section by discussing how we obtain predictions for the galaxy
bias that we will use for the survey forecasts in Section 7.
6.1 Benchmark forecast
In this work, we use the Fisher forecasting method to estimate parameter constraints (Tegmark et al. 1997). Assuming the
likelihood is a multivariate Gaussian and the data covariance does not vary with the parameters of interest, the Fisher
information matrix is
F =
∂D
∂θ
T
· C−1 · ∂D
∂θ
, (47)
where our data vector D is comprised of the power spectrum and LCF multipoles, θ are the parameters of interest, and C is
the data covariance matrix. Both the partial derivatives and the data covariance are evaluated at a fiducial cosmology. Then
F−1 is the forecasted parameter covariance matrix.
For the data vector, we use the same data bins that were used in Section 5.1. This means that for the power spectrum
forecast, we include P0, P2 and P4, with all k-modes between kmin = 0.018 hMpc−1 and kmax = 0.15 hMpc−1 or kmax = 0.3 hMpc−1.
Equivalently, for the LCF forecast, we include all separations between rmin = 40 h−1Mpc or rmin = 20 h−1Mpc and rmax =
100 h−1Mpc.
We calculate all of our Fisher matrices for six parameters, θ = ( f , σ8, b1, b2, σP, σB), where the σP and σB velocity
dispersions are considered nuisance parameters and marginalised over. Fiducial values of these parameters are evaluated at
the known cosmology or best-fit parameter values discussed in Section 5.1. All other cosmological parameters are kept fixed to
their fiducial values, which match those of the simulations, since our goal is to determine how the LCF multipoles can break
degeneracies between f , σ8, b1 and b2. In ΛCDM, f is fully determined by Ωm. Therefore, by keeping Ωm fixed and varying
f , we promote f to a free parameter that is used to test models beyond ΛCDM. We evaluate the derivatives of the power
spectrum and LCF multipoles with respect to the parameters numerically.
The covariance matrix measured from simulations is representative of a survey at redshift z = 0 that has volume Vsim =
0.13 h−3Gpc3, but upcoming surveys will be much larger than this by covering large sky areas in multiple redshift bins.
Therefore, for the forecasts in this section, we rescale the simulation covariance to a comoving volume of V = 3 h−3Gpc3, which
approximates more closely the effective volume of a single redshift slice of width ∆z = 0.1 from upcoming surveys at z ≈ 0.75.
More explicitly, the inverse covariance matrix we use in the benchmark forecast is C−1 = Cˆ−1 V/Vsim, where Cˆ−1 is the inverse
covariance matrix that we estimate from the simulations.
The results from the benchmark forecast for both kmax = 0.15 hMpc−1 and 0.30 hMpc−1 are shown in Figure 7 and Table 2.
The per cent values in the table show the amount of improvement in the forecasted error that is brought by the LCF
multipoles. We see that the constraints from the LCF give significant improvements to the power spectrum for both kmax,
but the improvement is significantly larger for kmax = 0.15 hMpc−1. This is due to the fact that if kmax is smaller, the power
spectrum is more degenerate in the parameters, so the LCF has a larger opportunity to help by breaking some of these
degeneracies. In the case where kmax is higher, the mild non-linearities in the power spectrum at smaller scales also help in
breaking the degeneracies, so as a consequence, the LCF gives less improvement. Still, for both kmax values, adding the LCF
multipoles provides noticeable improvements in constraining these parameters.
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Figure 7. Constraints from the benchmark forecast using the power spectrum only (blue dashed) and the power spectrum combined
with the LCF (red solid) for kmax = 0.15hMpc−1 (left) and 0.30hMpc−1 (right). These constraints are the same as those in Table 2 (without
Planck). All constraints are marginalised over the σP and σB velocity dispersions.
In Figure 8, we show the correlation coefficients of the parameter covariance matrix from the power spectrum, LCF and
their combination for kmax = 0.3 hMpc−1. Compared to the power spectrum (left panel), which has strong degeneracies for
all pairs of parameters, the LCF (central panel) exhibits a very different pattern of correlations. In particular, as expected,
σ8 is much less degenerate with f and b1 in the LCF than in the power spectrum, showing that the LCF contains new,
complementary information with respect to the power spectrum. The amount of new information is, however, lessened by the
fact that the overall constraining power of the power spectrum is much stronger than that of the LCF. As a consequence,
the correlation coefficients from the joint constraint (right panel) are more similar to the power spectrum than to the LCF,
except now with less severe degeneracies between parameters. Another way to see that the main advantage of the LCF is to
break degeneracies is by forecasting the constraints on ( f , σ8, σP, σB) while fixing the values of b1 and b2. In this case, we find
that the improvement from the LCF is negligible—less than 3 per cent for both kmax values. This is due to the fact that when
b1 and b2 are fixed, the power spectrum multipoles are sensitive to different combinations of σ8 and fσ8. As a consequence,
the power spectrum multipoles alone can break the degeneracy between f and σ8, and there is little benefit to including the
LCF multipoles.
What impact does the cross-covariance between the power spectrum and LCF multipoles have on the parameter con-
straints? In Section 5.2, we saw that the impact of the cross-covariance on the signal-to-noise ratio was small. Similarly, the
impact of the cross-covariance on the benchmark forecast is also small. For both kmax values, we confirm that neglecting the
cross-covariance between the power spectrum and the LCF changes the forecasted constraints minimally, by less than 7 per
cent. This confirms the expectation that an estimator targeted at measuring the phases of the density and velocity fields is
minimally correlated with the power spectrum, which is only sensitive to the amplitude of these fields. As a consequence, the
information in the LCF multipoles is minimally redundant with that in the power spectrum multipoles.
To determine which multipoles of the LCF are most relevant for breaking the degeneracies between parameters, we
compare forecasts where the LCF multipoles are included cumulatively: first, only the monopole of the LCF is combined with
the power spectrum multipoles, then the LCF monopole and quadrupole are added, and finally all three LCF multipoles are
included. The results in Figure 9 show that most of the improvement comes from the first two multipoles, Q0 and Q2. In the
left panel of the figure, we find that for kmax = 0.15 hMpc−1 combining only the monopole of the LCF, Q0, with the power
spectrum gives an improvement of 60 to 70 per cent, depending on the parameter, with respect to the power spectrum alone.
Further adding the quadrupole of the LCF, Q2, nearly doubles the per cent improvement, while adding the hexadecapole, Q4,
changes the constraints by less than 1 per cent. The right panel of Figure 9 is for kmax = 0.30 hMpc−1, where we find again
that nearly all of the improvement from the LCF multipoles is contained in Q0 and Q2. In this case, Q0 gives an improvement
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Figure 8. Correlation coefficients of the parameter covariance matrix for the power spectrum (left), LCF (center) and their combination
(right) for kmax = 0.30hMpc−1. Comparing the left and center matrices shows that the LCF multipoles exhibit very different degeneracies
between parameters, but because the LCF constraint is much weaker overall, the final joint constraint in the right panel has correlation
coefficients that are similar to those from the power spectrum except the correlation coefficients are slightly closer to zero.
f σ8 b1 b2
0
20
40
60
80
100
120
140
160
%
im
p
ro
ve
m
en
t
ov
er
P
`
on
ly
kmax = 0.15hMpc
−1
f σ8 b1 b2
kmax = 0.30hMpc
−1 P` +Q0
P` +Q0 +Q2
P` +Q0 +Q2 +Q4
Figure 9. Percentage improvement in the forecasted constraints from including LCF multipoles one by one, relative to the P` -only
forecast, when kmax = 0.15hMpc−1 (left panel) or 0.30hMpc−1 (right panel). For each parameter, the bars show the improvement in the
forecasted constraint from adding only the monopole Q0 (red bar on the left), adding the monopole Q0 and quadrupole Q2 (blue bar
in the middle), and adding all three LCF multipoles Q0, Q2 and Q4 (turquoise bar on the right), to the P` multipoles. Most of the
constraining power of the LCF comes from the monopole Q0 and the quadrupole Q2, while adding the hexadecapole Q4 provides less
than 1 per cent of additional improvement.
of 25 to 45 per cent and further including Q2 adds another 10 per cent improvement. Again, including Q4 does not strengthen
the constraints any further.
As discussed in Section 2.4, the forecasts can be done either with or without the shot noise term in the LCF. Our
benchmark forecast includes the shot noise term, which implicitly assumes that the cosmology-dependence of the shot noise
is modelled accurately enough to extract information from it. On the other hand, calculating the forecast without the shot
noise term requires both assuming that the shot noise is modelled accurately enough to isolate the effective term, and that
the true cosmology is already known very accurately. When we compare the forecasts for the joint power spectrum and LCF
multipoles with and without the shot noise term in the LCF, we find that the constraints are almost identical. This is due to
the fact that most of the constraining power comes from the power spectrum. On the other hand, if only the LCF multipoles
are used to constrain the parameters, then the inclusion of the shot noise term makes a noticeable difference, as shown in
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Figure 10. Fisher forecasted constraints using the only the LCF multipoles for kmax = 0.30hMpc−1. The blue contours show the
constraints when only the effective LCF term is used as the observable, and the shot noise term is not included. The red contours show
the constraints when the total LCF, including the shot noise term, is used. The latter case in red gives stronger constraints, because the
cosmology-dependence of the shot noise term provides additional constraining power.
Figure 10. The constraints are stronger for all parameters if the shot noise term is included. This is what we would expect,
since when the shot noise term is included, we also get information from the cosmology-dependence in the LCF shot noise.
Finally, we check the impact of including a CMB prior from the Planck 2018 results (Aghanim et al. 2018). The forecasts
with a Gaussian 1σ prior on σ8 of ∆σ8 = 0.0060 are shown in the last three columns of Table 2.2 In this case, the improvement
from the LCF multipoles is very small, less than 4 per cent, because the parameter degeneracies in the power spectrum are
broken by the external constraint on σ8, such that there is less opportunity for the LCF to further improve the constraints. As
discussed in the introduction, however, an important benefit of using additional galaxy clustering data to break the parameter
degeneracies is that the combination of large-scale structure data is model-independent. In contrast, the combination of
large-scale structure data with CMB analyses is model-dependent, since CMB data constrains the primordial amplitude of
perturbations, and in order to translate this into a prior on σ8, a cosmological model, such as ΛCDM and general relativity,
must be assumed. The growth rate f measured in this way is therefore not model-independent and cannot be consistently
used to test models beyond ΛCDM.
6.2 Theoretical covariance matrices
To calculate Fisher forecasts for upcoming surveys, we require theoretical predictions for the forecasting ingredients that we
have so far measured in simulations. Previously, we measured the full covariance matrix in simulations and fitted simulation
data to find our fiducial values of b1, b2, σP and σB. Here, and in the rest of Section 6, we examine how the benchmark
forecasts presented in Section 6.1 change when these quantities are replaced with theoretical predictions.
First, we check how well our theoretical model for the covariance matrix can recover the benchmark forecast. We compute
the Fisher matrix as in the benchmark forecast, with the only difference that we use the theoretically predicted covariance
matrix (shown in the upper right part of Figure 5) instead of the covariance matrix estimated from simulations. The results are
shown in Figure 11 as the bars labelled “Fitted σPB” (in the left side of each panel) to indicate that the forecast is evaluated at
the best-fit values of σP and σB from Section 5.1. The height of the bars corresponds to the per cent difference in the forecasted
constraints relative to the benchmark forecast with the simulation covariance matrix. For kmax = 0.30 hMpc−1 (bottom row in
the figure), we find that using the theoretical covariance instead of the simulated one for the power spectrum-only constraints
underestimates the forecasted parameter error by up to 10 per cent. A similar difference is seen for the LCF-only constraints.
2 We use the data combination called base_plikHM_TTTEEE_lowl_lowE_lensing_post_BAO, which is the baseline model in Section 2.18
of https://wiki.cosmos.esa.int/planck-legacy-archive/images/4/43/Baseline_params_table_2018_68pc_v2.pdf.
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Figure 11. Comparison of Fisher forecasted constraints using the simulation covariance matrix vs the theoretical covariance matrix. The
bar heights correspond to the per cent change in the forecasted parameter errors on f (red), σ8 (blue), b1 (purple) and b2 (turquoise)
as a result of using the theoretical covariance matrix. The constraints from the power spectrum only, LCF only and their combination
are in the left, center and right columns, respectively. Constraints in the top row are for kmax = 0.15hMpc−1, while those in the bottom
row are for kmax = 0.30hMpc−1. Within each panel, the bars labelled “Fitted σPB” use the fitted values of σP and σB from Section 5.1,
while the bars labelled “Theory σPB” use the values of σP = σB predicted by linear theory in eq. (21).
For the power spectrum-LCF joint constraints, using the theory covariance matrix underestimates the constraints by up to
20 per cent. This larger mismatch for the joint constraints does not seem to be due to our model for the cross-covariance; we
have checked that ignoring the cross-covariance between the power spectrum and LCF in the theoretical covariance matrix
only changes the constraints by less than 3 per cent for both kmax values, which is similar to the behaviour we found for the
simulation covariance matrix in the benchmark forecast. If kmax = 0.15 hMpc−1 (top row of Figure 11), the agreement is better:
using the theoretical covariance matrix changes the power spectrum-only constraints by 4 per cent, the LCF-only constraints
by 10 per cent, and the joint constraints by 10 per cent.
Figure 12 shows the per cent improvement that is gained in the forecasted constraints by adding the LCF to the power
spectrum. The red bars correspond to the same per cent improvements that are in Table 2 (without the Planck prior). The blue
bars show that when the theoretical covariance is used with the fitted σP and σB, the per cent improvement is overestimated
by 9 to 14 per cent when kmax = 0.15 hMpc−1 and by 14 to 17 per cent when kmax = 0.30 hMpc−1.
The comparisons between the theoretical and simulation covariance matrices in this section show that the modelling for
the covariance matrices presented in Section 4 is accurate enough to return forecasted constraints to within ∼ 10 per cent of
the benchmarks for kmax = 0.15 hMpc−1 and within ∼ 20 per cent of the benchmarks for kmax = 0.30 hMpc−1. We note that the
comparisons in this work are necessarily done at redshift z = 0 and for the halo catalogs which we are able to identify with the
l-picola simulations available to us. The modelling may perform differently for different number densities and halos, but in
general we would expect that the theoretical modelling becomes more accurate at the higher redshifts that are more relevant
for upcoming surveys, since non-linearities are less important at high redshift. In the next section, we consider the impact of
assuming the linear predictions for the fiducial velocity dispersions, in place of the fitted values of σP and σB that we have
used here.
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Figure 12. Comparison of the improvement brought by the LCF multipoles in the Fisher forecasted constraints using the simulation
covariance matrix vs the theoretical covariance matrix. The bar heights correspond to the per cent improvement in the forecasted
parameter error from including the LCF multipoles, relative to the case with only the power spectrum multipoles. The left panel is for
kmax = 0.15hMpc−1, while the right panel is for kmax = 0.30hMpc−1. For each parameter on the x-axis, the constraints are shown using
the simulation covariance (red), the theoretical covariance with fitted values of σP and σB from Section 5.1 (blue), and the theoretical
covariance with values of σP = σB predicted by linear theory in eq. (21) (turquoise).
6.3 Theoretical velocity dispersions
In addition to theoretical predictions for the covariance matrices, the Fisher forecasts for upcoming surveys will also require
fiducial values for the velocity dispersions σP and σB, so we now check the impact of using the linear theory prediction for the
velocity dispersions, rather than their fitted values. In Section 5.1, we found that the best-fit σP and σB values in the Lorentzian
FoG model are consistent with each other and with the linear prediction from eq. (21), which at z = 0 is σP = 4.5 h−1Mpc.
Therefore, in our forecast with theoretical velocity dispersions, we choose as fiducial values σP = σB = 4.5 h−1Mpc, but we
still treat these as two separate nuisance parameters which vary independently. We note that this requires not only changing
where in the parameter space the Fisher derivatives are evaluated, but we also recompute the full theoretical covariance, which
depends on the fiducial σP and σB.
We compare the constraints with the benchmark forecast in Figure 11 as the bars labeled “Theory σPB” (right side of each
panel) to indicate that the forecast is evaluated at the values of σP and σB predicted by linear theory. For kmax = 0.3 hMpc−1
(bottom row of the figure), we find that the power spectrum-only constraints with the theoretical covariance underestimates
the forecasted parameter error from simulated covariances by up to 15 per cent, and the LCF-only constraints agree to within
20 per cent. For the joint power spectrum-LCF constraints, using the theory covariance makes the constraints match to within
10 per cent. If kmax = 0.15 hMpc−1 (top row of the figure), the agreement is roughly similar: within 10 per cent for power
spectrum-only constraints, 30 per cent for LCF-only constraints, and 10 per cent for the joint constraints. Figure 12 shows that
for both kmax, the theory covariance with the theory prediction for the velocity dispersions returns a per cent improvement
that is within a 12 per cent difference with the simulation forecasts.
These results show a remarkable agreement with the benchmark forecast, considering that they are different by both
covariance matrix modelling and fiducial values of σP and σB. We consider this agreement good enough for our purposes of
forecasting constraints from future surveys, and in particular, estimating the benefit of combining the LCF multipoles with
the power spectrum, so we proceed to use the theoretical covariance matrix modelling with the linear predictions for the
velocity dispersions for the survey forecasts in Section 7.
We note that we also calculated a forecast where the two velocity dispersions σP and σB were treated as if they were
the same single nuisance parameter, following the discussion in Hashimoto et al. (2017) and Yankelevich & Porciani (2019).
This results in much stronger constraints—the per cent improvement from the LCF is roughly 2 to 6 times larger. However,
since this requires a very strong assumption about the relationship between the Fingers-of-God damping factors in the power
spectrum and bispectrum, we do not make this assumption in this work.
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6.4 Theoretical galaxy bias
We now briefly discuss how we obtain theoretical predictions for b2 when performing the survey forecasts presented in the
next section. For dark matter halos, b1 and b2 depend on the halo mass, and fits for b2 as a function of b1, calibrated to
N-body simulations, have been presented in Lazeyras et al. (2016) and Hoffmann et al. (2017). In this work, we use the fit from
Lazeyras et al. (2016) to obtain our fiducial values of the quadratic bias: b2 = 0.412 − 2.143b1 + 0.929b21 + 0.008b31. In general,
this relation is not guaranteed to hold for galaxies, and to predict the galaxy b1 and b2 from the halo biases requires modeling
how galaxies populate halos using prescriptions such as subhalo abundance matching or a halo occupation distribution. In
Yankelevich & Porciani (2019), the latter was used to calculate the galaxy b2 for the Hα galaxies that will be observed by
Euclid. In that work, the galaxy b2 was very well approximated by the halo b2, which implies that the galaxy bias is insensitive
to the details of the HOD. Our forecasts in this work will assume this is also the case for the DESI galaxy samples, and we
leave it to future work to include more precise modeling of the galaxy-halo connection for these surveys.
We note that when the fit for b2 is applied to the best-fit b1 from the l-picola simulations in Section 5.1, we obtain a
value of b2 = −0.55, which is not in agreement with our best-fit b2 = 0.41. This is most likely due to the fact that our halo
catalogs from the l-picola simulations contain all halos above a minimum halo mass of 6.7× 1012h−1M, so our fitted values
of the halo biases are effective values that cover a large population of halos of different masses, whereas the fit derived in
Lazeyras et al. (2016) has been calibrated on halos that fall within narrow mass bins.
7 FORECASTS FOR UPCOMING SURVEYS
In this section, we apply our forecasting method to the upcoming DESI and Euclid galaxy surveys using the theoretical
predictions that were validated in the previous section.
For DESI, we consider the Bright Galaxy Sample (BGS), Emission Line Galaxies (ELGs), Luminous Red Galaxies (LRGs),
and quasars (QSOs) with 14,000 deg2 of sky coverage and the redshift bins and galaxy number densities in Tables 2.3 and 2.5
of Aghamousa et al. (2016). All redshift bins have width ∆z = 0.1, and the bin centers are: zBGS = 0.05−0.45, zELG = 0.65−1.65,
zLRG = 0.65−1.15, and zQSO = 0.65−1.85. As in that work, we set the fiducial linear bias for each sample by imposing constant
b1(z)D(z), where D(z) is the linear growth factor that is normalized to one at z = 0: bBGS(z)D(z) = 1.34, bELG(z)D(z) = 0.84,
bLRG(z)D(z) = 1.7, and bQSO(z)D(z) = 1.2. For Euclid, we assume the survey parameters for the Hα emitting galaxies from
Table 3 of Blanchard et al. (2019), where there are four redshift bins centered around zHα = 1.00, 1.20, 1.40, 1.65, and the bin
widths are ∆z = 0.2 for the first three bins and ∆z = 0.3 for the highest redshift bin.
In each redshift bin, we forecast the constraints on f (z) and σ8(z), marginalised over b1(z), b2(z), σP(z), and σB(z). We
compute a theoretical covariance matrix for each redshift bin, and we assume that there is no cross-covariance between the
power spectrum and LCF multipoles, since we found in Section 6.1 that the cross-covariance made a difference of less than 3
per cent in the forecasted constraints, compared to the theoretical covariance with cross-covariance included.
The constraints on f (z) and σ8(z) are shown in Figure 13 for kmax = 0.15 hMpc−1 (top row) and kmax = 0.30 hMpc−1
(bottom row). For DESI, we choose to focus on the forecasts from the BGS and ELG samples, because these two samples
together span a large range of redshifts, z = 0.05 − 1.65, and where the ELG bins overlap with those of LRGs and QSOs, the
ELG forecasts generally give stronger constraints on f (z) and σ8(z) from the power spectrum only. The figure shows a pair of
error bars for each redshift bin and galaxy sample, where within each pair, the error bar on the left is obtained from the power
spectrum multipoles only and the smaller error bar on the right is from the joint power spectrum-LCF multipoles analysis.
We have not combined the constraints from different redshift bins, because doing so would require assuming a model for how
f and σ8 evolve with redshift.
To put the size of the error bars into context, we have also plotted the predictions for f (z) and σ8(z) for models with
different values for the growth rate index γ, which is defined by
f (z) = Ωm(z)γ . (48)
The growth rate index is often used as a simple parametrisation of the growth rate used in searches for modifications to gravity
(Linder 2005; Linder & Cahn 2007). In general relativity, γ ≈ 0.55, but it can take different values modified gravity model,
and the predictions for γ = 0.40 and 0.68 shown in Figure 13 roughly approximate the range of values that are consistent
with the data to within ∼ 2σ in recent analyses combining multiple low redshift probes and Planck CMB data (Mueller et al.
2018; Sanchez et al. 2017; Grieb et al. 2017; Wang et al. 2018; Zhao et al. 2019). The predictions of σ8(z) for different γ are
calculated as
σ8(γ, z) = σ8(z)DGR(z∗)DGR(z)
Dγ(z)
Dγ(z∗) , (49)
where
Dγ(a)
Dγ(a∗) = exp
[∫ ln a
ln a∗
d ln a′Ωm(a′)γ
]
. (50)
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Figure 13. Fisher forecasted constraints on f (z) (left column) and σ8(z) (right column) from different galaxy samples for kmax =
0.15hMpc−1 (top row) and kmax = 0.30hMpc−1 (bottom row). Constraints for DESI BGS (red circles), DESI ELG (light blue squares), and
Euclid Hα galaxies (dark blue diamonds) are shown. Constraints in different redshift bins or different galaxy samples are not combined.
Each bin has a pair of error bars, with the left bar indicating the constraint from the power spectrum only and the right bar indicating the
joint power spectrum and LCF constraint. The panels showing σP/σP+Q on the y-axis give the factor of improvement in the constraint
from including the LCF multipoles. The gray lines show the theoretical predictions for f (z) and σ8(z) for different values of the growth
rate index γ: 0.40 (dotted), 0.55 (solid), and 0.68 (dashed).
We take z∗ = 500 to be a high redshift at which the linear growth factor was very close to that of general relativity.
The panels showing σP/σP+Q in Figure 13 indicate the factor of improvement in the constraint from including the LCF
measurements, which is equal to the ratio of the error bars. The improvement brought by including the LCF multipoles can be
significant. For a fixed kmax, the DESI BGS sample in the lower redshift bins (red circles) gives a larger improvement than in
the higher redshift bins populated by the DESI ELG and Euclid Hα galaxies. For a fixed galaxy sample and redshift bin, the
relative improvement from the LCF is larger when kmax is lower, though the absolute size of the errors is larger. In particular,
our forecast for the DESI BGS sample shows that the LCF multipoles can strengthen the constraints on f (z) and σ8(z) by up
to ∼ 220 per cent for kmax = 0.15 hMpc−1 or ∼ 50 per cent for kmax = 0.30 hMpc−1. These forecasts show that the LCF may be
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very useful for further improving the constraints on the growth rate f with the upcoming generation of galaxy surveys. The
fact that the LCF helps to break the degeneracy between f and σ8 within each individual redshift bin is highly relevant for
performing model-independent analyses that do not need to assume any modelling for the evolution of f (z) and σ8(z) with
redshift.
We also consider combining the forecast with the Planck 2018 prior on σ8(z = 0), as we did in Section 6.1. Assuming
that σ8(z) evolves with redshift according to our fiducial ΛCDM cosmology, we combine the prior with our forecast in each
individual redshift bin. In this case, the improvement from measuring the LCF is minimal, and gives less than 12 per cent
reduction in the errors on f and σ8 for all redshift bins, galaxy samples, and kmax. This is because the CMB prior strongly
breaks the degeneracy between σ8(z) and f (z), such that there is little degeneracy left for the LCF to break further. However,
the resulting f (z) measured in this way is not model-independent and can therefore not be used to consistently test models
beyond ΛCDM. To obtain a constraint solely from galaxy clustering data without having to assume a specific cosmological
model, such as ΛCDM and general relativity, the LCF helps to strengthen constraints on the growth rate f (z) and σ8(z) by
aiding in breaking parameter degeneracies within the power spectrum multipoles.
8 CONCLUSIONS
In this work, we have shown that the correlations between phases provide a powerful way to test general relativity, by
improving the constraint on the growth rate of structure, f , with the coming generation of galaxy clustering surveys like
DESI and Euclid. We have focused on a specific estimator of phase correlations, the line correlation function (LCF), and
studied how the multipoles of the LCF can be used in combination with the multipoles of the power spectrum to improve
the measurement of f . The key property of the LCF which makes it complementary to the power spectrum is the fact that it
contains different combinations of f and σ8, allowing it to break the degeneracy between these parameters that are present
in a power spectrum-only analysis. We have argued that this method has the advantage of being model-independent, which
is not the case for joint clustering-CMB analyses or joint clustering-weak lensing analyses that require a specific cosmological
model to break the degeneracy between f and σ8.
We have constructed a model of the LCF multipoles and of their covariance, which goes beyond linear perturbation theory
and is valid in the non-linear regime. We have tested this model using a large suite of l-picola realizations, and found that it
agrees well with the simulations down to separations of 20 h−1Mpc. Using Fisher matrices we have forecasted the constraints
expected on f and σ8 for surveys like DESI and Euclid and found that adding the LCF leads to an improvement of up to
220 per cent for kmax = 0.15 hMpc−1 and up to 50 per cent for kmax = 0.30 hMpc−1, depending on the redshift bin and galaxy
sample.
This result is a strong motivation to use phase correlations in future analyses of redshift-space distortions, but further
work is necessary before this new estimator can be applied to more realistic data. For example, there are several observational
effects which our modelling and forecast did not include, such as the effect of complex survey window functions. Furthermore,
the numerical calculation of theoretical predictions for the LCF must be improved before it would be fast enough to be part of
a standard MCMC likelihood analysis. In parallel, it would be interesting to study other configurations, beyond correlations
restricted to a line, to see if the impact of redshift-space distortions may be enhanced in specific triangular configurations.
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APPENDIX A: COVARIANCE OF THE LCF MULTIPOLES
Given the form of the estimator for the LCF multipoles in eq. (35), we calculate the covariance of the Qn at lowest order (i.e.
at Gaussian order) in the Edgeworth expansion. We have
cov
[
Qn1 (ri),Qn2 (rj )
]
=
〈
Qˆn1 (ri)Qˆn2 (rj )
〉
, (A1)
since
〈
Qˆn(r)
〉
= 0 at Gaussian order. Eq. (A1) contains the six-point phase correlation
E`` =
〈
−k1−k2k1k2−k3−k4k3k4
〉
G , (A2)
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which can be split into a sum of products of
〈
kq
〉
G through Wick’s theorem. Statistical homogeneity implies that the two-
point phase correlation is given by
〈
kq
〉
G = δ
K
k+q (Wolstenhulme et al. 2015; Eggemeier & Smith 2017). Then, neglecting all
terms that give rise to background modes (k = 0), E`` has six terms
E`` = δKk1+k2+k3+k4δ
K
k1+k3δ
K
k2+k4 + δ
K
−k1−k2+k3δ
K
k1−k3−k4δ
K
k2+k4 + δ
K
−k1−k2+k4δ
K
k1−k3−k4δ
K
k2+k3 + (k1 ↔ k2) . (A3)
Inserting eq. (A3) into eq. (A1) yields
cov
[
Qn1 (ri),Qn2 (rj )
]
=
(2n1 + 1) (2n2 + 1) in1+n2
(
rirj
)9/2
32pi6V
∬
k1,k2, |k1+k2 | ≤ 2pimax(ri ,r j )
d3k1d
3k2 jn1 (κ1ri) Ln1 (κˆ1 · nˆ)
× [ jn2 (κ1rj ) Ln2 (κˆ1 · nˆ) + jn2 (κ2rj ) Ln2 (κˆ2 · nˆ) + jn2 (κ3rj ) Ln2 (κˆ3 · nˆ)] , (A4)
with κ1 ≡ k1 − k2, κ2 ≡ k1 + 2k2 and κ3 ≡ −2k1 − k2. Moreover, since n1 and n2 are even, the third term is equal to the second
one through the transformation k1 ↔ k2.
This expression contains a six-dimensional integral, over the modulus of k1 and k2 and over their directions, which we
denote respectively by (θ1, ϕ1) and (θ2, ϕ2). Three of these integrals can be done analytically. To do this, we first note that
since the multipoles and their covariance do not depend on the line-of-sight direction nˆ, we can integrate eq. (A4) over nˆ and
divide by 4pi. Since the Legendre polynomials are the only contributions that contain nˆ, the integral over nˆ reduces to
1
4pi
∫
dΩnˆLn1 (κˆ1 · nˆ) Ln2 (κˆi · nˆ) =
4pi
(2n1 + 1)(2n2 + 1)
n1∑
m1=−n1
n2∑
m2=−n2
Yn1m1 (κˆ1)Y∗n2m2 (κˆi)
∫
dΩnˆY
∗
n1m1 (nˆ)Yn2m2 (nˆ)
=
δn1n2
2n1 + 1
Ln1 (κˆ1 · κˆi) for i = 1, 2. (A5)
We insert this into eq. (A4) and do the following coordinate transformation: {θ1, φ1, θ2, φ2} → {γ, φ, θ2, φ2}, where cos γ ≡ kˆ1 · kˆ2
and φ is the azimuthal angle of k1 around k2. The Jacobian of this transformation is 1, since it is a rotation. In this coordinate
system, the product κˆ1 · κˆi depends only on k1, k2 and γ. Therefore the integral over φ, θ2 and φ2 can be performed and gives
rise to a factor 8pi2. We obtain
cov
[
Qn1 (ri) ,Qn2
(
rj
) ]
=
(2n1 + 1) (−1)n1
(
rirj
)9/2
4pi4V
∫ 2pi/R
0
dk1k
2
1
∫ 2pi/R
0
dk2k
2
2
∫ αcut
−1
dα jn1 (κ1ri)
× [ jn1 (κ1rj ) + 2 jn1 (κ2rj ) Ln1 (κˆ1 · κˆ2)] · δKn1n2 , (A6)
where R ≡ max (ri, rj ). α is the cosine of the angle between kˆ1 and kˆ2, and αcut ≡ min{1,max{−1, [(2pi/R)2 − k21 − k22]/[2k1k2]}}
is imposed to keep |k1 + k2 | ≤ 2pi/R satisfied. The argument of the Legendre polynomial is given by
κˆ1 · κˆ2 =
k21 + k1k2α − 2k22√(
k21 − 2k1k2α + k22
) (
k21 + 4k1k2α + 4k
2
2
) . (A7)
From eq. (A6), we see that the different multipoles are not correlated.
APPENDIX B: CROSS-COVARIANCE BETWEEN THE POWER SPECTRUM AND LCF
MULTIPOLES
We now calculate the cross-covariance between the power spectrum multipoles and the LCF multipoles
cov
[
Pn1 (ki) ,Qn2
(
rj
) ]
=
〈
Pˆn1 (ki) Qˆn2
(
rj
)〉 − 〈Pˆn1 (ki)〉 〈Qˆn2 (rj )〉 . (B1)
The Gaussian contribution to eq. (B1) exactly vanishes since the first term is a five-point correlation, which is zero for a
Gaussian field, and the second term contains a three-point correlation which is also zero for a Gaussian field. Therefore,
to account for any non-zero correlation between the LCF and the power spectrum, we need to compute the non-Gaussian
contribution to eq. (B1).
Eq. (B1) contains the mixed five-point correlator of phases and amplitudes,
EP` = 〈∆(q)∆(−q)(−k1 − k2)(k1)(k2)〉 − 〈∆(q)∆(−q)〉 〈(−k1 − k2)(k1)(k2)〉 . (B2)
Neglecting the background modes as in Appendix A, we split this expression into its connected correlators using Wick’s
theorem. We find two kinds of contributions
EPB = 〈∆(−q)(k1)〉c 〈∆(q)(k2)(−k1 − k2)〉c + 〈∆(−q)(k2)〉c 〈∆(q)(k1)(−k1 − k2)〉c + 〈∆(−q)(−k1 − k2)〉c 〈∆(q)(k1)(k2)〉c
+ (q↔ −q) , (B3)
EP5 = 〈(−k1 − k2)(k1)(k2)∆(q)∆(−q)〉c . (B4)
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These connected mixed-correlators can be evaluated using the joint PDF of Fourier modes, and at lowest order they are given
by (Eggemeier & Smith 2017)
〈∆(q)(k)〉c =
(2pi)3
V
√
pi
2
√
VP (q)δD (k + q) , (B5)
〈∆(q)(k1)(k2)〉c =
(2pi)3
V
(√
pi
2
)2 √
VP (q)p(3) (q, k1, k2) δD (k1 + k2 + q) , (B6)
〈∆(q1)∆(q2)(k1)(k2)(k3)〉c = (2pi)3
(√
pi
2
)3 √
P (q1) P (q2)p(5) (q1, q2, k1, k2, k3) δD (k1 + k2 + k3 + q1 + q2) , (B7)
where the Nth order cumulants p(N ) are related to the ordinary Nth order spectra P(N ) by
p(N ) (k1, . . . , kN ) ≡ V1−
N
2
P(N ) (k1, . . . , kN )√
P (k1) . . . P (kN )
. (B8)
With this the covariance becomes
cov
[
Pn1 (ki) ,Qn2
(
rj
) ]
=
V
(2pi)3
(√
pi
2
)3 ©­«
r3
j
V
ª®¬
3/2 [
C(n1,n2)
PB
+ C(n1,n2)
P5
]
, (B9)
where the contribution from the connected 5-point correlation function is
C(n1,n2)
P5
= (2n1 + 1) (2n2 + 1) in2
∫
ki
d3q
VP (ki) Ln1 (qˆ · nˆ) P (q)
×
∬
k1,k2, |k1+k2 | ≤ 2pir j
d3k1d
3k2 jn2
(
κ1rj
)
Ln2 (κˆ1 · nˆ) p(5) (q,−q,−k1 − k2, k1, k2) , (B10)
and the C(n1,n2)
PB
contribution is
C(n1,n2)
PB
=
(2n1 + 1) (2n2 + 1) in2
pi9/2
∫
ki
d3q
VP (ki) Ln1 (qˆ · nˆ)
∬
k1,k2, |k1+k2 | ≤ 2pir j
d3k1d
3k2 jn2
(
κ1rj
)
Ln2 (κˆ1 · nˆ) EPB . (B11)
Since n1 is even, Ln1 (qˆ · nˆ) = Ln1 (−qˆ · nˆ), and the last three terms in eq. (B3) have the same contribution as the first three
terms. Moreover, one can rewrite the first term by relabelling the dummy wavenumbers as
k1 → k2
k2 → −k1 − k2
κ1 → κ2,
(B12)
while doing a different relabelling for the third term,
k1 → −k1 − k2
k2 → k1
κ1 → κ3.
(B13)
Then eq. (B11) takes the form
C(n1,n2)
PB
=
2 (2n1 + 1) (2n2 + 1) in2
pi9/2
∫
ki
d3q
VP (ki) Ln1 (qˆ · nˆ)
∬
k1,k2, |k1+k2 | ≤ 2pir j
d3k1d
3k2 〈∆(−q)(k2)〉c 〈∆(q)(−k1 − k2)(k1)〉c
× [ jn2 (κ1rj ) Ln2 (κˆ1 · nˆ) + jn2 (κ2rj ) Ln2 (κˆ2 · nˆ) + jn2 (κ3rj ) Ln2 (κˆ3 · nˆ)] . (B14)
Using eqs. (B5) and (B6), one of the Dirac delta functions allows us to integrate over d3k2, generating a Theta function
Θ
(
1 − k2rj/2pi
)
. The other Dirac delta function is redundant, so it contributes a factor of δD (0) = V/(2pi)3. Then relabelling q
as k2, we obtain
C(n1,n2)
PB
= 2 (2n1 + 1) (2n2 + 1) in2
∫
ki
d3k2
VP (ki)P (k2) Ln1
(
kˆ2 · nˆ
)
Θ
(
1 − k2rj
2pi
) ∫
k1, |k1+k2 | ≤ 2pir j
d3k1p
(3) (k2,−k1 − k2, k1)
× [ jn2 (κ1rj ) Ln2 (κˆ1 · nˆ) + jn2 (κ2rj ) Ln2 (κˆ2 · nˆ) + jn2 (κ3rj ) Ln2 (κˆ3 · nˆ)] . (B15)
Finally, we rewrite the expression in terms of the power spectrum and 3-point phase correlations. Since the P(3) in p(3) is
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simply the bispectrum, we use eq. (3) to write
C(n1,n2)
PB
= 2 (2n1 + 1) (2n2 + 1) in2
(
2√
pi
)3 ∫
ki
d3k2
VP (ki)P (k2) Ln1
(
kˆ2 · nˆ
)
Θ
(
1 − k2rj
2pi
) ∫
k1, |k1+k2 | ≤ 2pir j
d3k1 〈 (k2)  (−k1 − k2)  (k1)〉
× [ jn2 (κ1rj ) Ln2 (κˆ1 · nˆ) + jn2 (κ2rj ) Ln2 (κˆ2 · nˆ) + jn2 (κ3rj ) Ln2 (κˆ3 · nˆ)] . (B16)
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