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We present the first search for the decay B0 → K0SK0SK0L using a data sample of 232 million BB
pairs. We find no statistically significant evidence for the non-resonant component of this decay.
Our central value for the branching fraction, assuming the true Dalitz distribution is uniform and
4excluding the φ resonance, is B(B0 → K0SK0SK0L) = (2.4+2.7−2.5 ± 0.6) × 10−6 where the errors are





L) < 7.4 × 10−6 at 90% confidence level using a uniform prior probability for physical
values. Assuming the worst-case true Dalitz distribution, where the signal is entirely in the region
of lowest efficiency, the 90% confidence level upper limit is B(B0 → K0SK0SK0L) < 16× 10−6.
PACS numbers: 13.25.Hw, 12.15.Hh, 11.30.Er
I. INTRODUCTION
Measurements from the BABAR and Belle experiments
have confirmed the Cabibbo-Kobayashi-Maskawa quark
mixing matrix (CKM) mechanism [1] as the dominant
source of CP violation in flavor-changing weak interac-
tions [2]. In the Standard Model, the mixing-induced,
time-dependent CP asymmetry in B0 decays from b →
sq¯q penguin transitions should be the same as the pre-
cisely measured CP asymmetry in charmonium-K0 de-
cays, namely sin 2β, to within a few percent. New physics
from higher mass scales may contribute to the loop in the
penguin diagram, which could significantly alter the CP
asymmetry in penguin-dominated B decays [3]. Initial
CP asymmetry measurements in b→ sq¯q penguin B de-
cays have suggested a possible violation of this test of the
Standard Model [4],[5],[6].
The b → sq¯q penguin decays fall into two categories.
If the q¯q can be u¯u, a CKM-suppressed tree-level b →
u transition can contribute to the decay in addition to
the dominant b → sq¯q penguin. This introduces some
uncertainty in the Standard Model prediction of the CP
asymmetry, since the b→ u and the penguin amplitudes
have different weak phases. On the other hand, decays













purely b → ss¯s penguin transitions and they can only
include b → u decay amplitudes through rescattering,
thus the Standard Model uncertainty on the predicted
CP asymmetry for these decays is generally smaller [7].
It has been noted that three-body B0 decays of the
form B0 → PPP ′, where P and P ′ are spin-0 CP
eigenstate neutral particles, are CP eigenstates[8], thus














would be a valuable addition to under-
standing the b→ sq¯q penguin CP asymmetry anomaly, if
the branching fraction is large enough. The resonant φK0
S
contribution to this final state, neglecting interference
effects, would not yield a sample of signal events large
enough to make an interesting CP asymmetry measure-
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ant mass in the region of the φ resonance is about eight







final state had not been experimentally
investigated. This search was motivated by the possi-







final state. Large non-resonant S-wave am-
plitudes have been found in the Dalitz amplitude anal-
ysis of B+ → K+K−K+ [9] and B0 → K+K−K0
S
[10].










) × 10−6 in-
cluding the φ resonance. The difference between the
upper and lower limits of this estimate is substantial.
Another prediction, based on isospin and Bose symme-















II. THE BABAR DETECTOR AND DATASET
The results presented here are based on data col-
lected with the BABAR detector [12] at the PEP-II asym-
metric e+e− collider [13] located at the Stanford Lin-
ear Accelerator Center. An integrated luminosity of
211 fb−1, corresponding to 232 × 106 BB pairs, was
recorded at the Υ (4S) resonance (center-of-mass energy√
s = 10.58GeV).
Charged particles from the e+e− interactions are de-
tected and their momenta are measured using five layers
of double-sided silicon microstrip detectors and a 40-layer
drift chamber, both operating in the 1.5-T magnetic field
of a superconducting solenoid. Photons, electrons, and
hadronic showers fromK0
L
interactions are identified with
a CsI(Tl) electromagnetic calorimeter (EMC). Further
charged particle identification is provided by the specific
ionization (dE/dx) in the tracking devices and by an in-
ternally reflecting ring imaging Cherenkov detector cov-
ering the central region. The steel of the magnetic-flux
return for the superconducting solenoid is instrumented
with resistive plate chambers (instrumented flux return,





A. Daughter candidate selection
We reconstruct K0
S
candidates through the decay
K0
S
→ π+π− only. We begin by forming all oppositely-
5charged combinations of reconstructed tracks in the
event. The invariant mass is required to be in the range
of 490 to 506 MeV/c2, assuming the tracks are pions. In
addition, the χ2 probability of the K0
S
vertex fit must
be greater than 1% and the transverse component of the
decay length is required to be greater than 8 mm. Fi-
nally, the angle between the K0
S
flight direction and the
K0
S
momentum vector must be less than 0.2 radians.
We reconstruct K0
L
candidates by identifying clusters
of energy in the EMC and hits in the IFR that are iso-
lated from all charged tracks in the event. The K0
L
can-
didates based on IFR clusters must have hits in at least
two of the 16 to 19 layers in the detector. The K0
L
can-
didates detected by a hadronic shower in the EMC must
have a calorimeter energy of at least 200MeV, where this
energy is from interpreting the calorimeter signal as an
electromagnetic shower. Clusters in the EMC that are
consistent with photons from π0 decay are vetoed by
two methods. If the K0
L
candidate EMC cluster forms
an invariant mass in the range of 100 to 150 MeV/c2
with another EMC cluster with a calorimeter energy of
at least 100MeV, it is rejected. If the K0
L
candidate clus-
ter has a calorimeter energy greater than 1.0GeV and
two local maxima (or two “bumps”) in the spatial distri-
bution of the energy within the cluster, it may be from a
high-energy π0, where the electromagnetic showers from
the two photons are merged into one cluster. If the two
bumps within the cluster form an invariant mass greater
than 110MeV/c2, the candidate is rejected.
Further background rejection for EMC K0
L
candidates
is achieved by using a neural network trained on signal,
qq¯ continuum (where q = u, d, s, c), and BB Monte Carlo
samples to distinguish K0
L
clusters from fake clusters.
The neural network inputs are the EMC cluster energy
and the following six shower-shape variables:
• The lateral moment LAT of the shower energy de-













i ) where the n crystals in the EMC
cluster are ranked in order of deposited energy (Ei)
, r0 = 5 cm is the average distance between crys-
tal centers, and ri is the radial distance of crystal
i from the cluster center.





i where ri is the radial
distance of crystal i from the cluster center.
• The energy sum of a 3×3 block of crystals, centered
on the single crystal with the most energy, divided
by the larger 5× 5 block, also centered in the same
way.
• The energy of the most energetic crystal in the clus-
ter divided by the energy sum of the 3× 3 crystal
block with the most energetic crystal in the center.
• The Zernike moments [15] A2,0 and A4,2 defined
below.












2 − 1 and f4,2(x) = 4x4 − 3x2
where ri and φi are the radial and angular separation of
crystal i with respect to the cluster center, Etot is the
total cluster energy, and R0 is a cutoff radius of 15 cm.
Only K0
L
candidates that pass an optimized cut on the
neural network output are retained. This cut has a signal
efficiency of 85% and rejects 70% of the EMC fake K0
L
background.
B. B0 candidate selection
We reconstruct B0 candidates from selected K0
L
clus-
ters and pairs of K0
S
candidates that do not share any
tracks. We require the sum of the K0
S
momentum
magnitudes in the center-of-mass frame to be at least
2.1GeV/c, which ensures consistency with the kinemat-
ics of a B0 → KKK decay. Only the direction of the K0
L
is reconstructed, from the vector defined by the primary
vertex and the center of the neutral cluster. We com-
pute the K0
L






invariant mass to be the known mass of the B0 [16].
We reject fake K0
L
candidates by using the difference be-
tween the K0
L
transverse momentum, computed from the
B0 mass constraint, and the transverse momentum along
the K0
L
direction that is missing from the event. The re-
constructed event missing transverse momentum is cal-
culated without using the K0
L
cluster in the momentum
sum and projected along the computed direction of the
K0
L
. This missing transverse momentum difference (re-
constructed minus calculated) is required to be greater
than −0.5GeV/c. This requirement and the previously
mentioned requirement on the EMC K0
L
neural network
output were simultaneously optimized to give the great-
est signal significance S/
√
S +B, where S and B are the
expected number of signal and background events, as-
suming a signal branching fraction of 5× 10−6 [7].
The difference in energy ∆E between the reconstructed
B0 candidate and the beam energy in the center-of-mass
frame is the main variable used to distinguish prop-
erly reconstructed signal events from combinatoric back-
ground. The missing transverse momentum difference
distributions for the signal Monte Carlo sample and the
background-dominated ∆E sideband (∆E > 0.010 GeV
in data) are shown in Figure 1.
We distinguish the non-resonant three-body B0 decay
from two-body B0 decays to the same final state in this
analysis. There are four two-body B0 decays through
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FIG. 1: Missing transverse momentum difference distribu-
tions for the signal Monte Carlo sample (solid) and the
background-dominated ∆E sideband (∆E > 0.010 GeV) af-
ter all other selection criteria (see text) have been applied.
The signal Monte Carlo sample distribution has been arbi-
trarily normalized to the number of entries in the sideband
distribution.
are particularly unwanted, since they are from a color-
suppressed tree decay amplitude, not the b → sq¯q pen-
guin decay amplitude. The χc modes have unknown B
0
branching fractions. We veto B0 candidates consistent










mass in the range 3.400 to 3.429 GeV/c2 or 3.540 to 3.585
GeV/c2 respectively. The combined B0 and daughter





are 0.062 and 0.016 times 10−6 respectively. We expect
about two events from two-body B0 decays through char-
monium in our final sample.
We also remove B0 candidates consistent with B0 →
φK0
S









combinations to be above 1.049GeV/c2,
though as a cross check, we measure the branching frac-
tion in only the φK0
S





bination has an invariant mass less than 1.049GeV/c2.
These two-body B0 decay vetos are 96.6% efficient for






signal Monte Carlo sample gener-
ated with a uniform true Dalitz distribution.
C. Event selection







combinations from continuum qq¯ events. We
combine 3 variables in a neural network that is trained
using Monte Carlo samples to distinguish signal from
continuum events. The first input is the cosine of the
angle of the B0 momentum with respect to the beam
axis in the center-of-mass frame θ∗B, which is flat for
continuum background whereas the signal probability is
proportional to sin2 θ∗B . The other two inputs are topo-
logical variables that are commonly used to distinguish
jet-like continuum events from the more isotropic parti-
cle distributions in BB events. The first is the cosine
NN output












FIG. 2: Neural network output (NN) distributions for
the signal Monte Carlo sample (solid) and the background-
dominated ∆E sideband (∆E > 0.010 GeV) after all other
selection criteria (see text) have been applied. The signal
Monte Carlo sample distribution has been arbitrarily normal-
ized to the number of entries in the sideband distribution.
of the angle θT between the thrust axis of the B
0 can-
didate in the center-of-mass frame and that of the rest
of the charged tracks and neutral calorimeter clusters in
the event. The distribution of | cos θT | is sharply peaked
near 1.0 for combinations drawn from jet-like qq¯ pairs,
and nearly uniform for B0 meson decays. The second
is a linear combination of the zeroth and second angu-
lar moments L0,2 of the energy flow about the B
0 thrust
axis. The moments are defined by Lj =
∑
i pi×|cos θi|j ,
where θi is the angle with respect to the B
0 thrust axis
of track or neutral cluster i, pi is its momentum, and the
sum excludes the B0 candidate daughters. Distributions
of the neural network output NN for the signal Monte
Carlo sample and the background-dominated ∆E side-
band are shown in Figure 2. We require NN > 0.5 to
remove events that have little probability of being signal.
After all of the requirements stated thus far, if an event
has more than one B0 candidate, we choose the best one
by selecting on the quality of the K0
L
cluster. If there are
one or more EMC K0
L
candidates, the best K0
L
candidate
is the one with the highest cluster calorimeter energy. If
there are no EMC K0
L
candidates, the best K0
L
candidate
is the one with the highest number of IFR layers with hits
in the K0
L
cluster. If there is more than one K0
S
pair that
uses the same (best) K0
L
cluster, the best B0 candidate
is the one with the lowest K0
S











where δmi is the difference between the reconstructed
invariant mass of K0
S
candidate i and the known
K0
S
mass [16] and σ is the invariant mass resolution
(2.9 MeV/c2).
Our final analysis sample contains 5892 events with
∆E in the range of −0.010GeV to 0.080GeV. Signal
events appear mostly in the range of −0.010GeV to
0.010GeV. The ∆E > 0.010GeV region is dominated
7by combinatoric background. The signal efficiency varies
from 4% to 14% depending on the position in the Dalitz
plot. The signal efficiency as a function of Dalitz plot
position and a histogram of the reconstruction efficiency
for 322 uniformly distributed points in the Dalitz plot
are shown in Figures 3 and 4 respectively. For a uniform





























FIG. 3: The reconstruction efficiency for signal as a function
of position in the symmetrized Dalitz plot.
Signal efficiency




















FIG. 4: A histogram of the reconstruction efficiency for signal
for 322 uniformly distributed points in the Dalitz plot.
D. J/ψK0L control sample
We use a sample of B0 → J/ψK0
L
decays from the
data to calibrate the reconstruction and selection effi-
ciency and the ∆E resolution. The J/ψ is reconstructed
in the e+e− and µ+µ− channels. We apply the same K0
L
selection, projected missing transverse momentum differ-

























compare the number of fitted J/ψK0
L
events to the pre-
dicted number of events, based on the known branching
fractions and the Monte Carlo efficiency. The J/ψK0
L
re-
construction efficiency for all selection criteria is 12.5%.
We find Nobs = 1420±56 J/ψK0L events, consistent with







efficiency by multiplying the MC efficiency by









). The uncertainty on the
correction factor includes the uncertainties on the rele-
vant branching fractions for J/ψK0
L
, the statistical error
from the J/ψK0
L











The ∆E resolution is better for EMC candidates be-
cause the position of the hadronic shower is more pre-
cisely measured. We also use the J/ψK0
L
to measure the
signal ∆E resolution separately for K0
L
candidates recon-
structed in the EMC and IFR. Figure 5 shows the fitted


















































FIG. 5: Fitted ∆E distributions of the J/ψK0L control sample
for EMC (top) and IFR (bottom) K0L candidates. The points
with error bars are histograms of the data sample. The solid
curve is the total PDF. The dot-dashed curve is the signal
PDF and the dashed curve is the background PDF.
8E. Signal yield determination
We use an extended unbinned maximum likelihood fit
to determine the number of signal events in our final sam-
ple. The likelihood for an event is the product of proba-
bility density functions (PDFs) for the two main discrim-
inating variables in the analysis: ∆E and NN . Separate
PDFs are used for EMC and IFR candidates due to the
difference in ∆E resolution and the fact that some back-
ground channels mostly produce fake signal for EMC K0
L
candidates only. The EMC and IFR K0
L
samples are fit-
ted simultaneously and the relative fraction of EMC sig-
nal events is taken from the J/ψK0
L
control sample. Sep-
arate PDFs are also used for signal, combinatoric back-
ground, and three classes of background from B decays
similar to our signal (“peaking backgrounds” described







combinations from BB events
as well as from continuum events.
Figure 6 shows the ∆E and NN PDFs for all five
fit components. The numbers of signal and combina-
toric background events are determined from the fit. The
peaking background yields are fixed to values based on
known and estimated branching fractions and then varied
in the evaluation of systematic uncertainties.
The functional form of the signal PDF for ∆E is a
triple Gaussian distribution. The mean and width of the
core Gaussian distribution are determined separately for
EMC and IFR K0
L
candidates from the J/ψK0
L
control







ing Gaussian parameters for the signal ∆E PDF are de-
termined from the signal Monte Carlo sample and held
fixed. The signal PDF for NN is a 4th-order polynomial.
The polynomial coefficients are determined from the sig-
nal Monte Carlo sample and held fixed in the fit. The
combinatoric background ∆E PDF is an ARGUS func-
tion [17]. The NN PDF for combinatoric background is
the sum of a 1st-order polynomial and an ARGUS func-
tion. The PDF shape parameters for the combinatoric
background component are free in the fit.
F. Backgrounds from other B decays







can look similar to our signal in our discrimi-
nating variables ∆E and NN . We call events from these
decays “peaking backgrounds.” The largest single source







One of the K0
S
can decay to π0π0, where one or more
of the photons from either π0 fakes the K0
L
cluster in the







from the Heavy Flavor Averaging Group (HFAG)[6],[5]













events in our fit sample and vary this number
by ±5 events in the evaluation of the systematic errors.







final state, which can look similar to our signal if the
momentum of the additional π is low. The branching
fractions for the relevant KKK∗ have not been mea-
sured. We assume they are each of the same order as
our expected signal, based on comparing the relative
branching ratios of B → Kπ decays with B → K∗π and
B → Kρ decays. We estimate a total branching fraction
of 30 × 10−6 for this inclusive final state and vary this
assumption by ±15 × 10−6 in the evaluation of system-
atic errors. This gives us an expected 70±35 events from
KKK∗ in the fit sample. In the evaluation of the 90%
C. L. upper limit on the branching fraction, we set the
KKK∗ event yield to zero. This is the most conservative
assumption, since the signal and KKK∗ event yields are
anti-correlated in the fit.




π0 can also mimic our
signal if the π0 is misidentified as a K0
L
in the EMC.
The branching fraction for this mode has also not been
measured. We estimate the branching fraction, relative
to our signal, by assuming that the tree-to-penguin ratio
for the three-body decays is the same as for B0 → π0π0
vs B0 → K0π0 and that our signal branching fraction
is about 5 × 10−6 [7]. Our estimate for the branching




π0) ≈ 1.6 × 10−6 and we vary
this assumed branching fraction in the range [0.1, 5.0]×
10−6 in the evaluation of systematic errors. This gives us





π0 in the fit sample.
The ∆E and NN PDFs for the three peaking back-
ground components above are determined from Monte
Carlo samples. In general, the ∆E shape peaks near
∆E = 0, though there is a substantial tail that extends
to high ∆E values. We use the sum of an ARGUS func-
tion and a Landau function for the peaking background
∆E PDF. The NN shape is quite similar to the signal
shape for all three peaking backgrounds. The form of the
NN PDF is a polynomial. The ∆E and NN PDFs for
the three peaking background components are shown in
Figure 6: c, d, and e.
IV. RESULTS
Table I lists the results of the maximum likelihood fit.
We find 23+23−22 ± 6 events for the K0SK0SK0L signal yield,
where the first errors are statistical and the second error
is systematic. The maximum likelihood fit bias of +0.3
signal events was evaluated from an ensemble of data sets
composed of fully simulated signal and B background
Monte Carlo events. The combinatoric background for
these datasets was generated from the PDF parameters of
the fit to the data. This average bias of 0.3 events and the
expected 2.1 events from B0 decays through charmonium
are subtracted from the fitted signal yield.
The systematic errors on the fitted signal yield and
the signal branching fraction are listed in Table II. The
additive contributions to the systematic error come from
the uncertainty on our estimation of the KKK∗ com-
ponent normalization (5.2 events), varying the yields of













































































FIG. 6: Distributions of ∆E (left) and NN (right) for the




L signal, (b) com-







S , and (e)
KKK∗. The combinatoric NN distribution is from the data
sideband (∆E > 0.010GeV). The rest of the distributions are
from Monte Carlo samples.
fixed PDF parameters (2.6 events), our uncertainty on
the fit bias correction (0.2 events), and the uncertainty
on the charmonium background subtraction (1.1 events).





reconstruction efficiencies (6.8 and
8.0%), the number of BB events in the sample (1.1%),
and the K0
S
→ π+π− branching fraction.
Figure 7 shows the fitted distributions of ∆E and NN ,
where a cut has been made on the fit variable not shown
(e.g. there is a NN cut applied for the ∆E plot) to
enhance the signal. The signal efficiency of this cut is 57%
for the ∆E distribution and 71% for theNN distribution.
 E (GeV)∆














































L fit. The plot of ∆E (NN) is for events passing a cut
on NN (∆E) which enhances the signal. The signal efficiency
of this cut is 57% for the ∆E distribution and 71% for the
NN distribution. The points with error bars are histograms
of data samples. The solid curves are total PDFs. The dashed
curves are combinatoric backgrounds. The dot-dashed curves
are peaking B backgrounds. The dotted curves are signal
PDFs.






events in the Dalitz
plot is unknown. We use the average signal efficiency







branching fraction. We found
no significant dependence of the signal ∆E resolution or
the signal NN shape on the Dalitz plot variables. With














(2.4+2.7−2.5 ± 0.6) × 10−6, where the first error is statisti-
cal and the second error is systematic. The dominant
systematic error is from the uncertainties of peaking B
backgrounds (23% relative).
Figure 8 shows a scan of the negative log likelihood as






branching fraction, where the
minimum negative log likelihood has been subtracted.
In order to remove any dependence on our estimate of
the total KKK∗ branching fraction, we conservatively
fix the KKK∗ yield to zero in the scan of the log likeli-
hood. We compute a one-sided Bayesian 90% confidence-
level upper limit on the branching fraction assuming a
10
uniform prior probability for positive (physical) branch-
ing fraction values. Systematic errors are included by
convolving the fit likelihood with a Gaussian distribu-
tion with a width corresponding to the total systematic
error, excluding the uncertainty on the KKK∗ yield,
since it is fixed to zero in the likelihood scan. The re-
sult for the non-resonant three-body branching fraction






) < 7.4×10−6 at 90% C.L. Assuming
the worst-case true Dalitz distribution, where the signal
is entirely in the region of lowest efficiency (4%), the 90%
C. L. upper limit on the branching fraction is 16× 10−6.















L branching fraction, where the minimum nega-
tive log likelihood has been subtracted. A uniform true Dalitz





solid curve includes the systematic uncertainty with yield of
KKK∗ fixed at 0 to calcuate upper limit.
As a cross check on the analysis, we have performed
the fit only in the φK0
S
region of the Dalitz plot where





than 1.049GeV/c2. The results are given in the sec-
ond column of Table I. We find 8.3+5.5−4.5 signal events,
which corresponds to a branching fraction of B(B0 →
φK0
S
) = (4.0+2.6−2.2)× 10−6, where the errors are statistical
only. This is consistent with the world average value of
0.5 · B(B0 → φK0) = (4.3+0.7−0.6)× 10−6[16].
We checked our estimation of the KKK∗ peaking
background yield by allowing it to float in the fit. This
fit gave a KKK∗ yield of −54 ± 170 events, which is
consistent with our estimation of 70± 35 events.
V. SUMMARY







232 million BB pairs recorded by the BABAR experiment.
We find no significant evidence for this decay. The central
value for the branching fraction, assuming a uniform true
Dalitz distribution for the signal and excluding the φ






) = (2.4+2.7−2.5 ± 0.6) ×
10−6, where the first error is statistical and the second
TABLE I: Results of the fit for yields, branching fraction cal-





L efficiency below assumes a uniform true Dalitz
distribution. The maximum likelihood fit bias and charmo-









Events to fit 5892 210
Signal yield 23+23−22 ± 6 8.3+5.5−4.5
Comb. Bkg 5777 ± 79 202 ± 15









0 Bkg 2.3 (fixed) NA
Estimated fit bias (evt) +0.3 0.0
ccKS/L 2.1 NA
MC ǫ (%) 8.7 6.1
K0S corr. (%) 96.2
K0L corr. (%) 96.1
Corr. ǫ (%) 8.1 5.6∏Bi (%) 47.5 16.2
Corr. ǫ×∏Bi (%) 3.8 0.91
B (×10−6) 2.4+2.7−2.5 ± 0.6 4.0+2.6−2.2
Stat. signf. (σ) 1.0 2.2
Signf. w/ syst. (σ) 0.9
90% CL UL B (×10−6) (stat.) 6.3 NA
90% CL UL B (×10−6) (incl. syst.) 7.4 NA
error is systematic. This corresponds to a Bayesian 90%






) < 7.4 × 10−6.
Assuming the worst-case true Dalitz distribution, where
the signal is entirely in the region of lowest efficiency, the
upper limit on the branching fraction is 16× 10−6. Our






channel will be of limited
use in understanding the b→ sq¯q penguin CP anomaly,
due to the low efficiency times branching fraction, which
limits the yield of signal events.
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TABLE II: Estimates of systematic errors. Multiplicative sys-
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L ∆E PDF param-
eters, and the uncertainties of fixed peaking B background
yields. The fit bias error is one half of the bias. The ccKS/L
error is the uncertainty of charmonium background subtrac-
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