The rank and regression rank score tests of linear hypothesis in the linear regression model are modified for measurement error models. The modified tests are still distribution free. Some tests of linear subhypotheses are invariant to the nuisance parameter, others are based on the aligned ranks using the R-estimators. The asymptotic relative efficiencies of tests with respect to tests in models without measurement errors are evaluated. The simulation study illustrates the powers of the tests.
Introduction
Consider the linear regression model Y ni = β 0 + x ni β + e i , i = 1, . . . , n, (1.1) with observations Y n1 , . . . , Y nn , independent errors e 1 , . . . , e n , identically distributed according to an unknown distribution function F ; x ni = (x i1 , . . . , x ip ) is the vector of covariates, i = 1, . . . , n, β = (β 1 , . . . , β p ) , and β * = (β 0 , β ) are unknown parameters. We shall suppress the subscript n whenever it does not cause a confusion.
Let us consider the situation where the measurement of the covariates can be affected by random errors. Then, instead of x ij , we observe w ij = x ij +v ij , i = 1, . . . , n, j = 1, . . . , p, where v ni = (v i1 , . . . , v ip ) , i = 1, . . . , n are random measurement errors, which are not under our control. We assume that random vectors v ni , i = 1, . . . , n are independent and identically distributed and independent of e 1 , . . . , e n , but their distribution is unknown. Naturally, if we want to model the situation, we must later make some additional general assumptions on their distribution, generally mild. There exists a rich literature on the statistical inference in the error-in-variables (EV) models, beginning with the classical book by Fuller (1987) and the book by Carroll et al. (2006) , dealing with EV in nonlinear models, useful in the study of problems of biostatistics. A recent book covering the standard problems, using the normal theory and some related robustness problems is due to Cheng and van Ness (1999) . The nonparametric methods in EV models are mostly due to Carroll et al. (1999 Carroll et al. ( , 2007 and other references cited therein, and to Fan and Truong (1993) , among others. The regression quantile theory in the area of EV models was started by He and Liang (2000) and by the authors cited in their paper. The problem of mismeasurement is of interest in the econometric literature: Hausman (2001) described the recent developments to treat the effect of mismeasurement on econometric models. Arias et al. (2001) used an instrumental variable estimator for quantile regression, considering biases arising from unmeasured ability and measurement errors. Angrist et al. (2006) studied the situation when the linear model for conditional quantiles is misspecified. Let us also refer to the recent papers published in CSDA, dealing with measurement errors: Vidal and Iglesias (2008) [Bayesian approach], Liu and Wub (2008) [likelihood methods simultaneously addressing measurement error and missing data], Sexton and Laake (2008) [measurement errors in the logistic regression model], Cardot et al. (2007) [smoothing splines in functional linear regression with errors-in-variables], Jacqmin-Gadda et al. (2007) [robustness of the too misspecified error distribution], among others.
However, the literature is practically void with respect to testing hypotheses on parameters in the EV models, based on the rank tests. The asymptotic properties of rank tests in the linear model with stochastic regressors were studied by Ghosh and Sen (1971) , but without a context with measurement errors.
Our primary interest belongs to the rank tests of the hypothesis H 0 : β = 0 [or β = β 1 ] in the linear regression model (1.1). Our problem of interest is whether we can test the hypothesis in such model even if the covariates are eventually measured with random errors, and if so, what are the consequences. The behavior of the parametric tests, as the t-and F -tests, depends on the distribution of the measurement errors. If the sample size n is finite, the measurement errors can change probabilities of both errors of the first and second kinds of the test, while the size of the test can be equal to prescribed α only asymptotically as n → ∞ and under some conditions. Unlike that, the rank tests keep the size α even with finite n, while measurement errors can only affect their powers. In a more general context, (1.1) can be our hypothetical model and β 0 and β are nuisance parameters, while we wish to test another hypothesis. For such situation, a broad class of tests based on the regression rank scores was developed by Gutenbrunner et al. (1993) , and by Jurečková and Sen (1996) for the linear autoregressive model. The regression rank scores, which are dual to the regression quantiles, provide a basic tool which enables to avoid estimation of the nuisance parameters. Also in this context, we are interested in how the measurement errors affect the behavior of such tests. Generally, we shall consider the model:
with unknown parameters β 0 ∈ R 1 , β ∈ R p , δ ∈ R q , and the hypotheses
( with an unknown distribution function G. We shall study how the measurement errors affect the performance of tests of the above hypotheses. In Section 2 we shall study the change of efficiency of the ordinary rank tests of hypothesis H 01 if the regressors are affected by random measurement errors. In Section 3 we shall consider the tests of hypothesis H 02 , based on the regression rank scores, again in the situation that the regressors x ni e precisely observable, while the z ni are affected by random errors. We shall show that we even need no estimation of the nuisance parameters and that we can construct asymptotically distribution free tests based on regression rank scores, only losing some efficiency with respect to tests in models without errors. More complicated is the situation of hypothesis H 03 if the x ni are affected by random errors. In this case the regression rank scores test would be biased; hence we shall use an aligned rank test with estimated nuisance parameter β, the estimator based on ranks (Section 4). The critical region of the test is still asymptotically distribution free. A numerical study in Section 5 illustrates the changes in the efficiency of the tests, caused by the measurement errors.
Linear rank test of regression
Distribution function F is unknown; we only assume that it has an absolutely continuous density f and finite Fisher information
We want to test the hypothesis H 01 : (β , δ ) = 0, β 0 nuisance.
Without loss of generality and for the simplicity of the notation, we can consider the model 
We shall assume that
where Q is a positively definite p × p matrix. In the model without measurement errors, the rank test of H 01 : β = 0 is based on the vector of linear rank statistics S n ∈ R p ,
where R n1 , . . . , R nn are the ranks of Y n1 , . . . , Y nn and a n (i) are the scores generated by a nondecreasing, square integrable score function ϕ : (0, 1) → R 1 in either of the following two ways:
where U n:1 ≤ · · · ≤ U n:n are the order statistics corresponding to the sample of size n from the uniform R(0, 1) distribution. Under the hypothesis H 01 : β = 0, the ranks R n1 , . . . , R nn are uniformly distributed over the n! permutations of {1, . . . , n},
i.e.
P{(R
for every permutation (r 1 , . . . , r n ).
The test criterion for H 01 is the quadratic form in S n ,
where A
(2.10)
We reject the hypothesis H 01 in favor of the alternative H 11 : β = 0 if T 2 n > C α and reject it with probability γ ∈ [0, 1) if T 2 n = C α , where C α is determined so that . . , n and order these n! values in the increasing magnitude. The critical region consists of k largest values, where k is the largest integer satisfying k ≤ n!α. If this can be satisfied only as a sharp inequality, then we add the (k + 1)-st largest value of T 2 n to the critical region, but only with ratio γ , determined so that k + γ = n!α.
However, though precise, this approach becomes laborious for larger values n, and we should look for the asymptotic distribution of the criterion T 2 n under H 01 . We refer to Hájek and Šidák (1967) or to Hájek et al. (1999) for the asymptotic distribution of the linear rank statistics. Under the hypothesis H 01 and under the above conditions on x ni 's and F , the asymptotic distribution of S n is normal N p (0, A 2 (ϕ) Q) and the asymptotic null distribution of T 2 n is χ 2 with p degrees of freedom.
The Pitman efficiency of the test depends on asymptotic distribution of T 2 n under the local alternative 11) which means that the model is Y ni = β 0 + x ni β n + e i , i = 1, . . . , n. This asymptotic distribution is the noncentral χ 2 with p degrees of freedom and with the noncentrality parameter
However, while we observe Y ni 's and their ranks, instead of x ni we can observe only
of the e i . Their distribution is generally unknown, but we assume that they satisfy
where V is a positively definite p × p matrix, for us unknown. Moreover, we assume that Y i and v i are independent, i = 1, . . . , n, and that (x n1 , . . . , x nn ) and (v n1 , . . . , v nn ) are asymptotically uncorrelated, i.e.
(2.14)
Then (2.6), (2.13) and (2.14) imply that, as n → ∞,
In the model with measurement errors, the test of H 01 : β = 0 can be only based on the observable statistics; hence the test will be based on the following vector of linear rank statistics S n ∈ R p ,
The test criterion for H 01 now will have the form
whenever the matrix (Q n + V n ) is regular. It is a statistic based only on the observed data, and for small number of observations we can determine the critical region in exactly the same way as above without measurement errors. This critical region is conditional, given the observed value of w n1 , . . . , w nn , but because its probability of the first kind error is always equal to α, the global (unconditional) probability is also α. However, this approach becomes laborious for larger n, thus we should use the approximative test based on the asymptotic distributions.
Under the above conditions, the asymptotic null distribution of S n is normal N p 0, A 2 (ϕ)(Q + V) , while under alternative H n1 of (2.11) it has the asymptotic p-variate normal distribution 
(2.18)
Then the asymptotic relative efficiency of the test of H 01 based on T 2 n with respect to the same test in the absence of measurement errors is
where λ, λ stand for the minimum and maximum characteristic roots of Q(Q + V) −1 . The main message is that the rank test of hypothesis H 01 : β = 0 in the model (2.5), used in the ignorance of measurement errors, is still distribution free and of size α. The test only loses some efficiency with respect to the rank test in the absence of measurement errors.
Regression rank score tests of hypothesis H 02
In the model (1.2) with unknown parameters β 0 ∈ R 1 , β ∈ R p , δ ∈ R q , we want to test the hypothesis
considering β 0 and δ as a nuisance parameters. Gutenbrunner et al. (1993) constructed a class of tests of H 02 based on regression rank scores, that are defined in (3.21).
The regression rank scores are invariant to the nuisance parameters β 0 , δ, and Gutenbrunner et al. (1993) showed that the tests are equally asymptotically efficient as the corresponding rank tests of H 02 with known δ, under some conditions on the tails of the distribution F of the errors e i .
The hypothetical model has the form (3.20) and the alternative model is (1.2), with the x ni eventually measured with errors. The regression rank scores for the hypothetical model (3.20) are defined as the vector a n (τ ) = (â n1 (τ ), . . . ,â nn (τ )) of solutions of the parametric linear
(3.21)
The regression rank scores (3.21) are not changed if we replace z ij with z ij −z j ,
Hence, we can assume that n i=1 z ij = 0 for j = 1, . . . , q, without a loss of generality.
We should also consider the problem of the identifiability of parameters in the model (1.2). For the simplicity of notation, denote
the matrix of order n × (q + 1), where 1 n = (1, . . . , 1) ∈ R n , and denotez ni the ith row of Z n . If (β 0 , β ) = 0, then X n β is not distinguishable from β 0 + Z n δ, where X n is the projection of X n on the space spanned by the columns of Z n , i.e.
Hence, for the sake of the identifiability, we can rewrite the model (1.2) in the form
where x ni is the ith row of X n . Notice that this does not affect the regression rank scores. Moreover, the restrictions in (3.21) imply that the regression rank scores a n (τ ) are invariant to the transformations
(3.24)
Hence, the regression rank scores calculated for Y n1 , . . . , Y nn coincide with those calculated for the errors e 1 , . . . , e n (unobservable, but identically distributed errors). The regression rank scores are dual to the regression quantiles of Koenker and Bassett (1978) , corresponding to model (3.20), in the linear programming sense. This duality implies that 25) where (β 0 (τ ), δ(τ ) ) is the regression τ -quantile for the hypothetical model (3.20). The other componentsâ ni (τ ) corresponding to the observations satisfying Y ni =β 0 (τ ) + z ni δ(τ ) are determined by the restrictions in (3.21) (notice that the number of such components is q + 1). Gutenbrunner et al. (1993) constructed the tests of H 02 under some conditions on the tail of F and on the z ni , described below. Let ϕ : (0, 1) → R 1 be a nondecreasing square integrable score-generating function such that ϕ (t) exists for 0 < t < t 0 , 1 − t 0 < t < 1 and satisfies
Notice that the condition (3.26) covers the normal (van der Waerden) scores, among others.
Calculate the rank scoresb ni generated by ϕ in the following way: (3.27) and the p-dimensional vector of linear regression rank scores statistics
(3.28)
Let us assume, for the sake of simplicity, that
where D is a positively definite p × p matrix; this assumption, as well as some others, can be eventually weakened. The test criterion for the hypothesis H 02 against the alternative H 12 : β = 0 is the quadratic form 3.30) and the critical region is based on the asymptotic null distribution of T 2 n , which is the χ 2 distribution with p degrees of freedom (see Gutenbrunner et al. (1993) for the detailed proof). The quality of the test is measured by its Pitman efficiency, calculated for the local alternative
which corresponds to the situation that the model is
Under this alternative, the criterion T 2 n has the asymptotic noncentral χ 2 distribution with p degrees of freedom and with the noncentrality parameter
the noncentrality parameter determines the power of the test. For the sake of the complete information, let us describe one set of (sufficient) conditions on F and Z n , under which the above test works (for more details see Gutenbrunner et al. (1993) , and Hallin and Jurečková for autoregressive time series): (F.1) F has an absolutely continuous density f , that is positive for A < x < B and decreases monotonically as x → A+ and x → A−, where
The derivative f is bounded a.e. and
Condition (F.2) demands that E|e 1 | 4+δ < ∞ for some δ > 0, and jointly with condition (F.1) it implies that F has finite Fisher information. Conditions (F.1)-(F.3) are satisfied for distributions with the tails of t distribution with 5 degrees of freedom or lighter; hence they are satisfied e.g. for the normal, logistic and Laplace distributions.
(Z.1) lim n→∞ Q n = Q where Q n = n −1 Z n Z n and Q is a positively definite (q + 1) × (q + 1) matrix. (Z.2) max 1≤i≤n z ni = O(1) and n
Let us now consider the situation that we still want to test the hypothesis H 02 , but the vectors x ni can be only determined with additive errors, i.e. we observe w ni = x ni + v ni , i = 1, . . . , n, where the v ni ∈ R p are random errors. Denote
. . . the n × p matrices and W n = H n W n and V n = H n V n their projections on the space spanned by the columns of Z n . We shall assume that the errors v ni have the finite second moment and that
where G is a positively definite p × p matrix. Moreover, we assume that Y ni and v ni are independent, i = 1, . . . , n, and that (z n1 , . . . , z nn ) and (v n1 , . . . , v nn ) are asymptotically uncorrelated, i.e.
Distribution function F is unknown; we only assume that it has an absolutely continuous density f and finite Fisher information.
In this situation, we are not aware of the measurement errors, and instead of statistic S n we in fact calculate
Then the test criterion T 2 n will be replaced with
(3.37)
The asymptotic distribution of T 2 n is determined similarly as in the model without errors. Under H 02 , it has asymptotic χ 2 distribution with p degrees of freedom, while under the local alternative H n2 in (3.31), its asymptotic distribution is noncentral χ 2 distribution with p degrees of freedom and with the noncentrality parameter
(3.38)
The ratio of the noncentrality parameters (3.38) and (3.32) gives the relative asymptotic efficiency of T 2 n with respect to T 2 n :
We can easily see that
where λ, λ stand for the minimum and maximum characteristic roots of (D + G) −1 D. We conclude that even if X n is affected by measurement errors, we can still use the tests of H 02 based on regression rank scores without a formal change, provided the distribution of errors has the tails as the t-distribution with 5 d.f. or lighter.
The tests are asymptotically distribution free, their asymptotic null distribution is χ 2 (p), only they lose the efficiency with respect to the tests without measurement errors. The ratio (3.39) shows that the test based on T n needs approximately
(1/e)-times more observations than the test based on T 2 n , to obtain the same power against the same alternative.
Aligned rank tests of hypothesis H 03
Let us return to the model (1.2) with unknown parameters β 0 ∈ R 1 , β ∈ R p , δ ∈ R q , where the regressors x ni are observed with errors, and we observe w ni = x ni + v ni instead of x ni , i = 1, . . . , n. Again, we assume (2.6) and (2.13). For the sake of identifiability of parameters β and δ, assume that matrices X n and Z n are orthogonal in the sense that
We assume that v n1 , . . . , v nn is a random sample from a p-variate distribution function G with a density g and we again assume that Y ni and v ni are independent, i = 1, . . . , n, and that (v n1 , . . . , v nn ) are asymptotically uncorrelated with (x n1 , . . . , x nn ) and (z n1 , . . . , z nn ), i.e.
(4.41)
We now want to test the hypothesis
considering β 0 and β as nuisance parameters.
The hypothetical model is 
. . , n. Thus we do not get rid of the nuisance parameter as in Section 3, and the corresponding test would not be asymptotically distribution free.
We shall take a recourse to the aligned rank test, replacing the nuisance slope parameter β with an estimator β n and then constructing the test based on aligned ranks of the residuals. Our estimator β n will be the R-estimator based on the hypothetical model affected by the measurement errors, i.e. 
( 4.44) Assume that the scores a n (1), . . . , a n (n) satisfy a n (i) + a n (n − i + 1) = c = const, i = 1, . . . , n. This is true if the scoregenerating function ϕ is skew-symmetric on (0, 1), i.e. if ϕ(1
It suggests an idea to define the rank estimator of β as the minimizer of the (Jaeckel, 1972) measure of the rank dispersion
The function D n (b) is convex, piecewise linear in b ∈ R p , with the gradient −L n (b). The estimate β n can be also defined as
where · can be the L 1 , L 2 norms, or eventually the sup-norm. The resulting estimators are asymptotically equivalent as n → ∞. The vector L n (·) under model (4.43) is uniformly asymptotically linear in its argument in the sense that 46) as n → ∞ for any C , 0 < C < ∞ with the same matrix Q + V as in (2.15) and
is the Fisher score function corresponding to the joint distribution of the errors e * i = e * i (β) = e i − v ni β, i = 1, . . . , n. The detailed proof of uniform asymptotic linearity (4.46) can be found in Jurečková and Sen (1996) , Hájek et al. (1999) and Koul (2000) . It follows from the convexity of D n and from the linearity (4.46) that n 1/2 ( β n − β) = O p (1) as n → ∞ for every fixed β (see Pollard (1991) or Gutenbrunner et al. (1993) for the convexity arguments). Hence, 
The linear rank statistic S n (β) is also uniformly asymptotically linear in the following sense (Jurečková, 1971; Jurečková and Sen, 1996) :
as n → ∞ for any fixed K > 0, and this further implies, in view of (4.40) and (4.40)
(4.49)
(4.50)
Hence, if β is unknown, the test criterion for the hypothesis H 03 : δ = 0 is based on the vector of the aligned linear rank statistics
(4.51)
Then (4.48) and (4.50) together with Theorem 6.1.5.1 in Hájek et al. (1999) imply that, under validity of H 03 ,
where U 1 , . . . , U n is a random sample from the rectangular R(0, 1) distribution. The test criterion for the hypothesis H 03 : δ = 0 against the alternative H 13 : δ = 0 will be the aligned test statistic
where
and we assume, for convenience, that C n → C as n → ∞, where C is a positively definite q × q matrix.
Regarding the approximation (4.52), we see that the asymptotic distribution of T * n under H 03 is the central χ 2 with q degrees of freedom. The performance of the test under the alternative is described by its asymptotic power under the local alternative
Under H n3 , the asymptotic distribution of T * n is the noncentral χ 2 with q degrees of freedom and with the noncentrality parameter
with γ * (ϕ, f * ) given in (4.47).
The relative asymptotic efficiency of the test with criterion (4.53) with respect to the regression rank score test used if there are no measurement errors, i.e. if X n ≡ W n , is given by the ratio of the noncentrality parameters; hence the ARE is
.
(4.57)
The ARE is equal to 1 either in the absence of measurement errors or if β = 0. For an illustration, consider the ARE (4.57) for the Wilcoxon test with the score function ϕ(u) 
Numerical illustration of the powers
The following simulation study illustrates the performance of the proposed test procedures in the finite sample situation. The first part concerns the ordinary rank test in the regression model with measurement errors in regressors, described in Section 2, while the second part illustrates the aligned rank test in the EV model, described in Section 4.
Linear rank test
Consider the model of the regression line . Generated values:
• design points x 1 , . . . , x n generated from the uniform distribution on the interval (−2, 10); • the measurement errors v i , i = 1, . . . , n generated from the normal N (0, 0.25) and N (0, 1) distributions;
• the errors e i , i = 1, . . . , n, generated from the normal N (0, 1), Laplace L(0, 1) and standard Cauchy distributions. 10 000 replications were simulated and the test on level α = 0.05 was performed every time; the mean power was then calculated. The power values are approximate, because the hypothesis was rejected when the criterion exceeded the asymptotic critical value. The results are presented in Tables 1-3. The computations were made by the standard tools of the software environment R and their package quantreg. 
Aligned rank test
Consider the linear regression model
and the problem of testing the hypothesis H 03 : δ = 0 against the alternative H 13 : δ = 0, considering β 0 , β 1 as nuisance parameters. Assume that instead of x ni we observe w ni = x ni + v ni only, i = 1, . . . , n.
We shall illustrate the powers of the aligned Wilcoxon test proposed in Section 4 by means of frequencies of rejection under various error distributions and various values of δ. The chosen values of the nuisance parameters are β 0 = 1 and β 1 = 1. As in the previous subsection, the regressors x n1 , . . . , x nn , z n1 , . . . , z nn were generated from the uniform distribution on the interval (−2, 10); the measurement errors v ni , i = 1, . . . , n from the normal N (0, 0.25) and N (0, 1) distributions, and the errors e i , i = 1, . . . , n, from the normal N (0, 1), Laplace L(0, 1) and Cauchy distributions. The computations were made again in R. In the case aligned rank test we need to estimate parameter β. It is computed by minimizing function (4.45) with the Wilcoxon scores. This task has to be solved by a numerical method and it is possible to take an implemented minimization routine in statistical packages. The most general minimization routine in R is optim, the underlying algorithm is a quasi-Newton optimizer. An important problem is also the choice of the starting point because we use the nonlinear minimizer. Our simulation experiment suggests that the resulting value of minimization does not depend (or very weakly) on the initial points; but of course an unsuitable choice is the time expensive. Regarding that, we recommend to take the value of another appropriate estimator as the starting value.
Again, 10 000 replications were simulated and the aligned Wilcoxon test with the Wilcoxon R-estimator of β 1 was performed every time on level α = 0.05; the test is invariant to β 0 . The average empirical powers of the tests are given in Tables 4-6.
Conclusion
The simulation study indicates:
(i) The results show a good performance of the both linear and aligned rank tests under the measurement errors model.
(ii) The measurement errors do not seriously affect the power even for a small sample size, provided their variance is not too large.
(iii) The power of the test mainly depends on the distribution of the model errors e i , i = 1, . . . , n.
