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Resumo
O uso de aplicac¸o˜es mo´veis no dia-a-dia esta´ se tornando cada vez mais
comum. As facilidades do uso de redes sem fios podem ser percebidas na possibilidade
de comunicac¸a˜o em qualquer lugar e a qualquer momento, permitindo integrar diver-
sos aplicativos e plataformas. Surge enta˜o, a necessidade de prover uma soluc¸a˜o inte-
grada e homogeˆnea para um ambiente, de forma que ocorra a comunicac¸a˜o, integrac¸a˜o
e gerenciamento de dispositivos mo´veis e embarcados juntamente com as aplicac¸o˜es que
sa˜o executadas nesses dispositivos. Este trabalho visa demonstrar que uma grade com-
putacional pode ser utilizada como software de base para efetuar o gerenciamento e a
integrac¸a˜o de dispositivos mo´veis e embarcados de forma que acontec¸a a homogeinizac¸a˜o
ou virtualizac¸a˜o dos recursos existentes no ambiente. E´ efetuada a ana´lise de um cena´rio-
problema e enta˜o levantados os elementos e interac¸o˜es existentes de forma que sa˜o de-
finidos os requisitos necessa´rios a uma plataforma de grade capaz de ser aplicada a este
cena´rio. Esta plataforma e´ implementada a partir dos conceitos apresentados no trabalho
e seus resultados sa˜o demonstrados atrave´s de testes quantitativos e de um estudo de caso
onde ela e´ aplicada para resolver um problema na a´rea de telemedicina.
Abstract
The usage of mobile applications in day-by-day is becoming more com-
mon. The wireless networks facilities can be noticed in communication possibilities at any
place and any moment, allowing to integrate several devices and plataforms. This calls for
a homogeneous and integrated solution that promotes easy integration and management
of mobile and embedded devices with their applications.
The aim of this study was to demostrate that computacional grid can be
used as base software to manage and integrate that devices, so perfoming the virtualization
of existent resources. We analyzed a problem-scenario to demonstrate existent elements
and interactions, so we could define necessary requisites to a plataform that can be applied
in that case.
A plataform’s prototype was coded using the concepts defined in this
research and its pratical results was demonstrated by quantitative tests and by a case study
in telemedicine area.
Capı´tulo 1
Introduc¸a˜o
O uso de aplicac¸o˜es mo´veis no dia-a-dia esta´ se tornando cada vez mais
comum. As facilidades do uso de redes sem fios podem ser percebidas na possibilidade
de comunicac¸a˜o em qualquer lugar e a qualquer momento, permitindo integrar diversos
aplicativos e plataformas.
O constante aperfeic¸oamento tecnolo´gico proporciona que equipamen-
tos como celulares, smartphones, Personal Digital Assistants (PDAs) e sensores sejam
utilizados nas mais diversas a´reas formando cena´rios mistos, onde dispositivos mo´veis,
sensores e tambe´m dispositivos fixos sejam utilizados em conjunto para soluc¸a˜o de al-
gum tipo de problema. Um exemplo disso e´ o cena´rio apresentado na figura 1.1 onde
diferentes tipos de equipamentos sa˜o utilizados para proporcionar o monitoramento de
um ambiente. Para coletar os dados do ambiente uma rede de sensores (Wireless Sensor
Network (WSN)) e´ utilizada de forma que os dados sejam coletados automa´ticamente. Os
dados sa˜o enta˜o transmitidos via redes sem fios para um sistema central onde sa˜o proces-
sados e armazenados em uma base de dados. Usua´rios localizados no interior do ambiente
podem consultar os dados coletados e tambe´m interagir com os sensores atrave´s de com-
putadores de mesa ou PDAs. Existe ainda a possibilidade de usua´rios localizados fora
do ambiente interno consultem os dados coletados via Internet atrave´s de um navegador,
celular, smartphone ou outro tipo de dispositivo mo´vel.
Nesse cena´rio, existem problemas comuns em redes de sensores (como
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Figura 1.1: Exemplo de um cena´rio onde diferentes tipos de equipamentos sa˜o utilizados para
proporcionar o monitoramento de um ambiente
gerenciamento de energia, roteamento eficiente, auto-organizac¸a˜o e calibragem dos sen-
sores) e tambe´m problemas associados a` computac¸a˜o mo´vel (como heterogeneidade do
ambiente, lateˆncia na comunicac¸a˜o, instabilidades da rede, necessidade de aplicac¸o˜es
sensı´veis ao contexto). Ale´m deles, existe um outro problema que e´ comum aos dois mun-
dos (mo´vel e embarcado) e que apesar dos avanc¸os nas pesquisas cientı´ficas ainda na˜o foi
completamente solucionado: como prover uma soluc¸a˜o integrada e homogeˆnea para um
ambiente formado por dispositivos mo´veis e embarcados que permita a comunicac¸a˜o,
integrac¸a˜o e gerenciamento desses dispositivos juntamente com as aplicac¸o˜es que sa˜o
executadas nesses dispositivos? Outra careˆncia refere-se a como garantir a re-usabilidade
desta soluc¸a˜o para que na˜o seja necessa´rio re-implementar ou alterar a infra-estrutura
existente, sempre que for necessa´rio o desenvolvimento de um servic¸o mo´vel que fac¸a
3uso dos dados coletados a partir de sensores ?
Ao analisar o cena´rio-problema, percebe-se que ele e´ propicio ao uso
de grade computacional devido a` diversidade de equipamentos e tarefas envolvidas na
obtenc¸a˜o e disponibilizac¸a˜o dos dados coletados. A aplicac¸a˜o de grade de computacional,
nesse caso, e´ justificado pois cada equipamento utilizado e´ visto como um nodo da grade
e na˜o como um tipo especı´fico. Dessa forma, na˜o se torna necessa´ria a implementac¸a˜o
de uma interface de comunicac¸a˜o para cada um dos equipamentos existentes no ambi-
ente, sendo que os dispositivos passam a ser gerenciados de uma forma homogeˆnea. Ali-
ado a isto, existe o reaproveitamento tecnolo´gico dos servic¸os de transmissa˜o de dados e
seguranc¸a proporcionados de forma intrı´nseca pela grade.
Entretanto, para ser aplicada no cena´rio, uma plataforma de grade deve
ser capaz de interagir com os sensores e tambe´m com os dispositivos mo´veis e fixos
existentes, ou seja, a grade para esse tipo de aplicac¸a˜o deve possuir uma combinac¸a˜o
das caracterı´sticas de grades de sensores juntamente com as de grades mo´veis. Na li-
teratura existente pode-se concluir que existem propostas de grades de sensores como
descrito em [GHA 04] ou a arquitetura chamada SPRING [LIM 05] as quais poderiam
ser utilizadas em um ambiente formado exclusivamente por sensores. Por outro lado as
plataformas de grades mo´veis como o AKOGRIMO [BEC 06], GRIDKit [COU 04] ou
MAG [dSeS 06] atendem alguns requisitos de mobilidade e poderiam ser utilizadas em
um ambiente mo´vel. Pore´m, no caso do cena´rio acima que e´ composto tanto por disposi-
tivos embarcados quanto por dispositivos mo´veis as plataformas apresentadas na˜o podem
ser usadas para solucionar o problema na totalidade, ou seja, ainda falta uma soluc¸a˜o
completa e re-usa´vel que una os dois tipos de grades e seja voltada para a integrac¸a˜o e o
gerenciamento homogeˆneo dos equipamentos.
Sendo assim, esta situac¸a˜o apresenta uma oportunidade de contribuic¸a˜o
com a construc¸a˜o de um plataforma que permita o gerenciamento e a integrac¸a˜o de
dispositivos mo´veis e embarcados via grade computacional de forma que acontec¸a a
homogeinizac¸a˜o ou virtualizac¸a˜o dos recursos existentes no ambiente. Uma plataforma
de grade formada pela combinac¸a˜o das caracterı´sticas de grades de sensores com gra-
des mo´veis e´ um aspecto inovador com diversas questo˜es que a comunidade cientı´fica
4internacional ainda na˜o apresentou respostas.
Desde ja´ define-se que o escopo desse trabalho e´ fazer uma pesquisa
sobre quais os elementos, interac¸o˜es, requisitos, componentes e me´todos sa˜o necessa´rios
para a integrac¸a˜o de dispositivos mo´veis e embarcados via grade computacional de forma
que o conjunto dessas informac¸o˜es torne possı´vel a construc¸a˜o de uma plataforma que seja
capaz de efetuar a homogeinizac¸a˜o no gerenciamento de um cena´rio semelhante ao apre-
sentado acima. Na˜o sa˜o considerados em profundidade aspectos como seguranc¸a, sensi-
bilidade ao contexto, descobrimento, auto-organizac¸a˜o, roteamento, transmissa˜o e quali-
dade de servic¸o que existem de forma intrı´nseca em grades mo´veis, nem mesmo aspectos
relacionados a redes de sensores sem fios como gerenciamento de energia, seguranc¸a,
protocolos usados, calibragem de sensores, toleraˆncia a falhas e auto-organizac¸a˜o.
1.1 Definic¸a˜o do problema e proposta
Como exposto anteriormente uma grade computacional gene´rica for-
mada pela unia˜o das caracterı´sticas de grades de sensores com grades mo´veis permite que
ambientes mo´veis e embarcados sejam integrados e gerenciados de forma homogeˆnea.
Dessa forma, no presente trabalho pretende-se responder a seguinte
questa˜o:
Qual e´ a estrutura de software necessa´ria para desenvolver grades computa-
cionais capazes de integrar e gerenciar ambientes formados por dispositivos
mo´veis e embarcados?
Para responder a questa˜o, esse trabalho aborda quais sa˜o as pesquisas
existentes na a´rea de computac¸a˜o em grade e tambe´m aquelas que visam levar esse pa-
radigma de computac¸a˜o distribuı´da para aplicac¸o˜es em ambientes mo´veis e embarcados.
Ale´m de abordar pesquisas na a´rea, e´ efetuado um estudo para definir quais os elemen-
tos e interac¸o˜es existem em um ambiente de forma que possam ser definidos requisitos
necessa´rios a uma arquitetura capaz de integra-lo e gerencia-lo. Visando demonstrar o
5comportamento e usabilidade da plataforma implementada - e consequ¨entemente a fun-
cionalidade da arquitetura proposta - e´ efetuado um conjunto de testes quantitativos onde
sa˜o avaliados alguns experimentos que simulam algumas situac¸o˜es de uso da plataforma;
tambe´m e´ apresentado um estudo de caso na a´rea de telemedicina onde a plataforma e´
aplicada em um ambiente que possui uma rede de sensores coletando dados que podem
ser enta˜o visualizados em tempo real atrave´s de dispositivos mo´veis.
No decorrer do trabalho as seguintes sub questo˜es relacionadas sera˜o
respondidas:
• Qual a finalidade de utilizac¸a˜o de uma grade computacional que combine as carac-
terı´sticas de redes de sensores com computac¸a˜o mo´vel ?
Essa pergunta visa demonstrar que uma plataforma de grade que possua a unia˜o
das caracterı´sticas de grades de sensores com grades mo´veis pode ser gene´rica ao
ponto de ser aplicada em ambientes formados tanto por dispositivos mo´veis quanto
por dispositivos embarcados. Com seu uso, o gerenciamento e a integrac¸a˜o dos
dispositivos existentes no ambiente acontece de forma homogeˆnea, ale´m de pos-
sibilitar que as aplicac¸o˜es que fazem uso desses dispositivos sejam desenvolvidas
com maior facilidade.
• Quais as caracterı´sticas e os mo´dulos de software necessa´rios em uma plataforma
para suportar o elementos e interac¸o˜es de um ambiente formado por dispositivos
mo´veis e embarcados ?
Uma vez demonstrado que a aplicac¸a˜o de uma grade que combine caracterı´sticas
mo´veis e embarcadas em um ambiente proporciona uma se´rie de facilidades, e´ feita
uma ana´lise de um ambiente de forma que sejam levantadas as informac¸o˜es ne-
cessa´rias para a definic¸a˜o de uma arquitetura que quando implementada fornec¸a
suporte aos diferentes elementos, interac¸o˜es e requisitos existentes nesse ambiente.
• Como se comporta uma plataforma de grade computacional aplicada na integrac¸a˜o
de um ambiente formado por dispositivos mo´veis e embarcados ?
6Essa pergunta visa demonstrar a implementac¸a˜o da plataforma obtida a partir da
definic¸a˜o da arquitetura proposta e a sua forma de comportamento quando aplicada
em um ambiente formado por dispositivos mo´veis e embarcados. A funcionalidade
e´ demonstrada atrave´s de testes qualitativos e da sua aplicac¸a˜o em um estudo de
caso na a´rea de telemedicina, mais especificamente no monitoramento remoto de
pacientes.
Como contribuic¸o˜es do trabalho, pode-se destacar:
• definic¸a˜o de um modelo conceitual contendo elementos, componentes e interac¸o˜es
necessa´rias para a construc¸a˜o de uma plataforma de grade que e´ capaz de ser apli-
cada no cena´rio-problema.
• apresentac¸a˜o de uma plataforma de grade computacional que possui caracterı´sticas
necessa´rias para ser aplicada em ambientes mo´veis e embarcados cobrindo uma
lacuna existente na literatura.
• abordagem de como o paradigma de grade computacional pode ser utilizado para
efetuar a integrac¸a˜o e o gerenciamento de ambientes mo´veis e embarcados.
1.2 Organizac¸a˜o da dissertac¸a˜o
Para apresentac¸a˜o dos resultados, o trabalho foi dividido nos seguintes
capı´tulos:
• Capitulo 1 - Introduc¸a˜o: Visa introduzir e contextualizar o problema, ale´m de defi-
nir o escopo que o trabalho abordara´ e quais sa˜o as suas contribuic¸o˜es.
• Capitulo 2 - Motivac¸a˜o e Trabalhos Relacionados: Apresenta o cena´rio-problema
que e´ usado como motivac¸a˜o para desenvolvimento desse trabalho e quais os be-
nefı´cios de aplicar grade computacional nesse cena´rio. Em trabalhos relacionados
7sa˜o apresentadas informac¸o˜es referentes a` a´rea de computac¸a˜o mo´vel, redes de sen-
sores, telemedicina e tambe´m sa˜o analisadas algumas plataformas de grade compu-
tacional de forma a demonstrar a inexisteˆncia de uma plataforma capaz de atender a
todos os requisitos de um ambiente formado por dispositivos mo´veis e embarcados.
• Capitulo 3 - Proposta: Analisa um cena´rio-problema de forma a demonstrar quais
os elementos e interac¸o˜es existentes. Sa˜o enta˜o definidos alguns requerimentos
necessa´rios para que seja aplicado o paradigma de computac¸a˜o em grade nesse
ambiente e posteriormente e´ proposta uma arquitetura que contemple todas as ne-
cessidades apresentadas no cena´rio inicial.
• Capitulo 4 - Resultados: Aborda a forma de implementac¸a˜o da proposta em uma
plataforma de grade. Para demonstrar o seu comportamento, sa˜o apresentados re-
sultados de testes quantitativos efetuados em alguns experimentos. Como forma de
exemplificar a utilizac¸a˜o e comportamento na pra´tica e´ apresentado um estudo de
caso na a´rea de telemedicina onde sensores e dispositivos mo´veis sa˜o usados para
coleta e visualizac¸a˜o de dados de pacientes em tempo real.
• Capitulo 5 - Conclusa˜o e trabalhos futuros: Sumariza as concluso˜es obtidas pelo
progresso do trabalho e tambe´m apresenta quais sa˜o os rumos que sera˜o tomados
em trabalhos futuros.
Capı´tulo 2
Motivac¸a˜o e trabalhos relacionados
Este capı´tulo procura abordar quais as vantagens obtidas pelo uso de
grade computacional para a soluc¸a˜o dos problemas inerentes a ambientes formados por
dispositivos mo´veis e embarcados. Ale´m de apresentar o cena´rio-problema onde uma
rede de sensores e´ usada juntamente com dispositivos mo´veis na a´rea da telemedicina,
sa˜o abordados estudos que serviram como base teo´rica para o trabalho.
O capı´tulo esta´ organizado da seguinte forma:
• Sec¸a˜o 2.1 - Apresentac¸a˜o do cena´rio problema: Descreve o cena´rio, abordando
quais sa˜o os seus problemas e os requisitos necessa´rios para que um software seja
capaz de resolver esses problemas. Com base nesses requisitos e´ demonstrado como
o paradigma de grade computacional pode ser utilizado como software de base para
a interligac¸ao e gerenciamento dos dispositivos existentes no cena´rio.
• Sec¸a˜o 2.2 - Trabalhos relacionados: Visa demonstrar quais os trabalhos existen-
tes na a´rea que foram utilizados como base de pesquisa. E´ efetuada uma ana´lise
de diferentes propostas existentes e enta˜o demonstrado como essas propostas na˜o
conseguem atender as necessidades do cena´rio-problema.
92.1 Apresentac¸a˜o do cena´rio problema
Redes de sensores sa˜o formadas a partir da distribuic¸a˜o espacial de dis-
positivos autoˆnomos usando sensores para cooperativamente monitorar condic¸o˜es fı´sicas
ou ambientais como temperatura, som, vibrac¸a˜o, pressa˜o, movimento ou poluic¸a˜o em
diferentes localidades. O contı´nuo avanc¸o tecnolo´gico esta´ permitindo que as redes de
sensores possam ser integradas com dispositivos mo´veis para aplicac¸o˜es de diversos fins.
Um dos exemplos de uso dessas aplicac¸o˜es e´ na a´rea de telemedicina.
Navegador
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Figura 2.1: Cena´rio-problema demonstrando o uso de redes de sensores em conjunto com dispo-
sitivos mo´veis na a´rea de telemedicina
A figura 2.1 apresenta um cena´rio-problema formado pela unia˜o de uma
rede de sensores juntamente com dispositivos mo´veis na a´rea de telemedicina. Nesse
cena´rio um hospital quer disponibilizar um sistema de apoio a` decisa˜o para o seu corpo
me´dico, sendo que os dados vitais dos pacientes internados ficam disponı´veis aos me´dicos
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em tempo real e podem ser acessados de qualquer lugar e a qualquer hora.
A coleta dos dados vitais dos pacientes e´ feita atrave´s de sensores co-
nectados a coletores dispostos de forma fixa ao lado de cada leito ou enta˜o atrave´s de sen-
sores mo´veis que transmitem os sinais atrave´s de ondas de ra´dio para pontos de recepc¸a˜o
de dados dispostos no interior do hospital. Esses dispositivos esta˜o conectados ao sistema
interno do hospital o qual e´ responsa´vel pela catalogac¸a˜o e armazenamento dos dados de
cada paciente.
Nesse ambiente e´ necessa´rio um padra˜o de seguranc¸a rı´gido entre os
dispositivos responsa´veis pela coleta de dados e o sistema de gerenciamento para evitar
perdas de dados ou acessos indevidos. O acesso e ana´lise aos dados sa˜o feitos por as-
sistentes pessoais mo´veis (PDAs) carregados pelos me´dicos da instituic¸a˜o. Os me´dicos
podem visualizar os dados de um ou va´rios pacientes em tempo real a medida que sa˜o co-
letados, tendo um acesso sem precendentes a`s condic¸o˜es vitais de seus pacientes. Ale´m de
monitorar, eles podem tambe´m programar seus assistentes pessoais para receber alarmes
quando certas condic¸o˜es vitais de sau´de dos pacientes sa˜o atingidas.
Outra possibilidade existente e´ que me´dicos localizados em pontos dis-
tantes, externos ao hospital, precisam de acesso aos dados dos pacientes internados.
Usando qualquer dispositivo conectado a Internet (como um navegador internet, celular
ou smartphone) o me´dico pode fazer acesso aos dados da mesma forma como se estivesse
usando o seu PDA no interior do hospital.
Para que os dados dos pacientes possam ser acessados a partir de qual-
quer lugar e a qualquer hora e´ necessa´rio o uso de equipamentos que coletem os dados
dos pacientes de forma contı´nua. Em um ambiente hospitalar sa˜o usados diversos tipos
de sensores que coletam os dados vitais dos pacientes como pressa˜o sangu¨ı´nea, pulsac¸a˜o,
temperatura corporal, respirac¸a˜o abdominal, fluxo nasal, saturac¸a˜o de oxigeˆnio (SpO2),
pressa˜o de ga´s carboˆnico (PCO2), nı´vel de glicose e eletrocardiograma (ECG). Esses da-
dos sa˜o adquiridos de maneira eficiente, sem a necessidade de uma pessoa para execuc¸a˜o
da tarefa e podem ser disponibilizados de forma digital pelo equipamento.
Os maiores problemas encontrados nesse cena´rio sa˜o:
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1. Como fazer para que os diferentes tipos de sensores responsa´veis pela coleta de da-
dos e dispositivos de consulta mo´veis possam ser gerenciados no ambiente de forma
homogeˆnea sem a necessidade de implementac¸a˜o de uma interface de comunicac¸a˜o
para cada uns dos equipamentos usados no ambiente;
2. Como disponibilizar os dados do paciente para os me´dicos em tempo real acessı´vel
de qualquer local e a qualquer hora; e
3. Como lidar com o dinamismo e mobilidade existente no cena´rio.
Para que esses problemas possam ser solucionados sa˜o necessa´rios que
os seguintes requisitos sejam atendidos:
i. me´todo de comunicac¸a˜o para coleta e transmissa˜o dos dados dos sensores sem fios
e tambe´m dos coletores fixos existentes no hospital;
ii. me´todo para garantir que os dados coletados sejam entregues com seguranc¸a ao
destinata´rio;
iii. me´todo de controle de recursos e registro de novos dispositivos no ambiente, como
por exemplo, a entrada de um novo dispositivo de coleta ou outro dispositivo mo´vel
utilizado por um me´dico na rede de comunicac¸a˜o;
iv. uma interface de acesso e visualizac¸a˜o dos dados para os assistentes pessoais dos
me´dicos;
v. uma interface de acesso e visualizac¸a˜o dos dados para acesso via Internet;
vi. mecanismos para interac¸a˜o com os diferentes tipos de sensores usados na coleta de
dados;
vii. mecanismos capazes de efetuar a reconfigurac¸a˜o automa´tica dos dispositivos devido
ao dinaˆmismo existente no ambiente.
viii. mecanismos que proporcionem a construc¸a˜o de aplicac¸o˜es que trabalhem de forma
colaborativa e sejam sensı´veis ao contexto.
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ix. mecanismos que proporcionem a suporte a qualidade de servic¸o.
Optando por uma soluc¸a˜o baseada no uso de grade computacional o
desenvolvedor de aplicac¸o˜es re-aproveita os recursos disponı´veis pela grade, re-usando
assim as caracterı´sticas inerentes ao ambiente da grade computacional como software de
base capaz de fornecer os requisitos de (i) a (iii) descritos acima. Dessa forma ele passa a
concentra-se em aspectos particulares da implementac¸a˜o do sistema, como os requisitos
(iv) e (v).
Os requisitos de (vi) a (ix) na˜o sa˜o atendidos pelo uso de grades compu-
tacionais “convencionais” as quais possuem como finalidade proporcionar a disponibilizac¸a˜o
de recursos em larga escala geralmente necessa´rios por aplicac¸o˜es cientı´ficas. Uma pla-
taforma de grade capaz de lidar com esses requisitos, fornecendo assim recursos para a
integrac¸a˜o e o gerenciamento de ambientes formados por dispositivos mo´veis e embarca-
dos, e´ um aspecto inovador e relevante com diversas questo˜es que a comunidade cientı´fica
internacional ainda na˜o apresentou respostas.
A pro´xima sec¸a˜o aborda quais sa˜o os trabalhos relacionados que foram
utilizados para embasamento teo´rico do trabalho.
2.2 Trabalhos relacionados
Essa sec¸a˜o apresenta informac¸o˜es obtidas a partir de alguns trabalhos
relacionados que foram usadas para embasamento teo´rico. As pesquisas foram efetuadas
no sentido de buscar trabalhos relacionados a`s a´reas de desenvolvimento de aplicac¸o˜es
mo´veis, redes de sensores, grades computacionais e telemedicina.
2.2.1 Aplicac¸o˜es mo´veis, redes de sensores e telemedicina
Com o crescente uso de dispositivos mo´veis e embarcados - como no-
tebooks, PDAs, celulares e sensores - na vida cotidiana surge um novo tipo de ambiente
onde dados sa˜o disponibilizados o tempo todo em qualquer lugar. Esses ambientes sa˜o
conhecidos como ambientes mo´veis. Segundo [PHA 02] ambientes mo´veis sa˜o formados
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por dispositivos com baixo poder de processamento, capacidade de comunicac¸a˜o inter-
mitente e na˜o confia´vel, grandes perı´odos de desconexa˜o, limitac¸o˜es no fornecimento de
energia bem como o uso de interface de comunicac¸a˜o com o usua´rio de tamanho reduzido.
Devido a essa mudanc¸a na abrangeˆncia do ambiente e consequ¨ente-
mente na forma de uso dos dispositivos surge a necessidade de aplicac¸o˜es que sejam
capazes de trabalhar com esse novo contexto no qual esta˜o inseridas. Estas aplicac¸o˜es
possuem algumas diferenc¸as em relac¸a˜o a`s aplicac¸o˜es desenvolvidas para serem executa-
das em dispositivos fixos, como computadores de mesa e servidores. Conforme descrito
em [KOC 05], o desenvolvimento de aplicac¸a˜o mo´veis precisam dar suporte aos seguin-
tes aspectos: cooperac¸a˜o, interface com usua´rio, interface com os elementos do ambiente
(sensibilidade ao contexto) e processos de infereˆncia que possibilitem o desenvolvimento
de sistemas que na˜o sejam puramente reativos, ou seja, que possuam uma certa capaci-
dade de autonomia. Outro fator extremamente importante sa˜o que as aplicac¸o˜es devem
ser capazes de lidar com as limitac¸o˜es existentes no ambiente. [USK 03] propo˜e que es-
sas limitac¸o˜es sa˜o inerentes ao ambiente e devem ser contornadas, pore´m na˜o esquecidas,
pelos desenvolvedores.
Diversos estudos esta˜o sendo feitos para levar o uso de aplicac¸o˜es mo´veis
as diferentes a´reas do conhecimento. Uma das possibilidades emergentes que veˆm sendo
explorada pela comunidade cientı´fica e´ o uso de sensores para a aquisic¸a˜o de dados de
um ambiente em tempo real. Esses dados sa˜o processados e posteriormente podem ser
acessados atrave´s de dispositivos mo´veis.
Como sensores define-se pequenos dispositivos que possuem baixa ca-
pacidade computacional, fornecimento de energia limitado (atrave´s de baterias) e capaci-
dade de comunicac¸a˜o sem fios utilizados para finalidades gene´ricas de aquisic¸a˜o de dados
[STA 07] ou enta˜o dispositivos especializados, com maior capacidade de processamento,
maior tempo de vida (alimentado por baterias ou corrente contı´nua) e usados para tarefas
especı´ficas de monitoramento.
Uma rede de sensores sem fios e´ formada por um conjunto de senso-
res que sa˜o capazes de detectar e transmitir atrave´s de ondas de ra´dio as caracterı´sticas
fı´sicas do fenoˆmeno ou ambiente no qual esta˜o imersos. Os dados coletados sa˜o enta˜o ar-
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mazenados em uma base de dados para posterior consulta [MAL 02]. Segundo [HEI 01]
uma rede de sensores e´ um tipo particular de sistema distribuı´do, onde a comunicac¸a˜o
de baixo nı´vel na˜o depende da estruturac¸a˜o topolo´gica da rede. Devido a natureza dos
dispositivos que formam este tipo de rede, ela possui algumas caracterı´sticas particulares
como por exemplo a extrema necessidade de economia de energia, constantes alterac¸o˜es
de topologia, eleic¸a˜o de nodos que sera˜o os lı´deres e coordenara˜o a aquisic¸a˜o de dados do
ambiente, roteamento eficiente, calibragem para assegurar que os dados que esta˜o sendo
obtidos esta˜o corretos, toleraˆncia a falhas e auto-organizac¸a˜o. Estas caracterı´sticas fazem
com que sejam necessa´rios protocolos e estudos especı´ficos para redes de sensores que
na˜o podem ser aplicados em outras a´reas de sistemas distribuı´dos.
Em [AKY 02] e´ abordado que redes de sensores sa˜o utilizadas em di-
versos campos como militar, sau´de ou dome´stico. No campo militar as caracterı´sticas de
auto-organizac¸a˜o e toleraˆncia a falhas fazem delas um recurso para auxiliar no comando,
controle, organizac¸a˜o e definic¸a˜o de alvos. No campo da sau´de sensores sa˜o usados para
monitorar e assistir pacientes. Esse tipo de aplicac¸a˜o onde ocorre a unia˜o da computac¸a˜o
com a medicina e´ conhecido como teleledicina. Ale´m de proporcionar o monitoramento
de pacientes a distaˆncia os objetivos da telemedicina sa˜o de garantir rapidez, seguranc¸a
e confiabilidade em diagno´sticos. [OBR 02] traz um exemplo de trabalho na a´rea apre-
sentando um framework baseado em agentes para dispositivos me´dicos virtuais. Esse
framework faz o uso de um ambiente de agentes mo´veis para monitoramento, minerac¸a˜o
de dados, e alertas em caso de anormalidades com pacientes.
Ja´ arquitetura apresentada em [BHA 05] descreve a forma como dados
multimı´dia de pacientes podem ser gerenciados e compartilhados por diferentes hospitais
atrave´s de Internet Data Center (IDC). Esses dados podem ser acessados pelos me´dicos
de fora do ambiente hospitalar. A arquitetura teˆm como foco a sensibilidade ao contexto,
proporcionando ao paciente a localizac¸a˜o do centro de tratamento baseado no seu plano
de sau´de e provendo ao me´dico acesso ao registro do paciente que podem estar localizados
de forma distribuı´da em va´rios hospitais.
Em [JAS 05] e´ proposta a construc¸a˜o de uma rede sem fios para implementac¸a˜o
de um sistema de telemedicina em tempo real para propo´sitos gerais. Essa rede seria cons-
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truı´da usando o protocolo Bluetooth, redes Global System for Mobile Communications
(GSM) ou redes General Packet Radio Service (GPRS). O trabalho explora os fatores
que devem ser considerados ou avaliados em aplicac¸o˜es de telemedicina. Ale´m disso e´
demonstrado o projeto e a implementac¸a˜o da plataforma para comunicac¸a˜o usando o pro-
tocolo Bluetooth. Um trabalho como esse, com a existeˆncia de uma plataforma que visa
integrar uma diversidade de dispositivos, teria sua implementac¸a˜o simplificada atrave´s do
re-uso de componentes proporcionados por uma grade computacional.
Uma plataforma chamada UbiMon utilizada para monitoramento de pa-
cientes, usando sensores corporais implanta´veis e´ apresentada em [NG 04]. Tal plata-
forma faz o uso de nodos para desempenhar a tarefa de aquisic¸a˜o, processamento e ar-
mazenamento dos dados de maneira semelhante a` proposta apresentada nesse trabalho.
Pore´m, a abordagem possui limitac¸o˜es e necessita da implementac¸a˜o de mecanismos para
gerenciar diferentes tipos de sensores implanta´veis que possam existir no ambiente.
Outro trabalho que faz o uso de sensores para monitoramento de dados
vitais e´ apresentado por [CHE 03]. Nessa proposta, sensores sa˜o implantados no corpo
do paciente e passam a formar uma rede responsa´vel pela coleta dos dados vitais. Se-
gundo o autor, os dados necessitam ser armazenados de uma forma confia´vel, sendo que
a forma como os dados sa˜o protegidos requer alto poder computacional. Essa necessi-
dade de grande poder de processamento e´ tı´pica de aplicac¸o˜es na a´rea de telemedicina.
Uma forma de atender aos requisitos de infra-estrutura necessa´rios por aplicac¸o˜es que de-
mandam elevados recursos computacionais foi apresentado por [FOS 98]. Nesse trabalho
e´ proposto o uso de grade computacional para fornecer a ide´ia de um metacomputador
capaz de fornecer os mecanismos de base necessa´rios para proporcionar o uso da tele-
medicina em larga escala. O uso de grade computacional na medicina por aplicac¸o˜es
que necessitam de grande poder de processamento tambe´m e´ apresentado por [BER 03b].
Esse trabalho e´ baseado em uma arquitetura voltada a` servic¸os construı´da sobre os padro˜es
de grade e tecnologias web existentes que visam ocultar a complexidade de transformar
as aplicac¸o˜es existentes em servic¸os para grade. A primeira versa˜o ja´ esta´ operacional
disponibilizando proto´tipos para simulac¸o˜es maxilo-facial, simulac¸o˜es cardio-vasculares,
reconstruc¸a˜o avanc¸ada de imagens e tambe´m para simulac¸a˜o e ana´lise de drogas.
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Como percebe-se a telemedicina e´ uma a´rea bastante explorada em pes-
quisas. Pore´m grande parte dos trabalhos existentes concentram-se em usar a telemedi-
cina para atendimento, exames e diagno´stico remotos, simulac¸o˜es de comportamento do
corpo e desenvolvimento de drogas. Sa˜o poucos aqueles que propo˜em o uso da teleme-
dicina para monitoramento remoto de pacientes. Quando procurado sobre trabalhos que
usam grades computacionais na telemedicina todos os encontrados usam os servic¸os for-
necidos pelo paradigma somente para explorar o alto poder de processamento oferecido
pelas grades. O uso de grade computacional para gerenciamento de dispositivos me´dicos
(como sensores corporais) e tambe´m para disponibilizac¸a˜o de dados vitais de pacientes
em tempo real para dispositivos fixos e mo´veis e´ algo inovador e na˜o foi encontrado ne-
nhum trabalho que possuı´sse essas caracterı´sticas.
2.2.2 Grades de computadores
A a´rea de grades computacionais [FOS 04] [BER 03a] [FOS 02a] [FOS 02b]
e´ uma a´rea emergente que usa o paradigma de construir aplicac¸o˜es em larga escala de
forma distribuı´da, colaborativa e segura atrave´s da virtualizac¸a˜o da infraestrutura [KRA 04].
Uma dos benefı´cios fornecidos pelas grades computacionais e´ a possi-
bilidade de gerenciamento homogeˆneo de ambientes. A arquitetura de gereˆncia de redes
baseada em grades de agentes apresentada por [ASS 04] demonstra como uma grade pode
ser utiliza em conjunto com agentes para coletar e analisar grande quantidade de dados de
diferentes equipamentos de forma a ser uma ferramenta de auxilio para o gerenciamento
de um ambiente.
O potencial de gerenciamento de dispositivos fornecido pelas grades
muitas vezes na˜o e´ aproveitado. Em [TIL 06] e´ apresentado um cena´rio para coleta de da-
dos de um lago atrave´s de sensores. O autor propo˜e uma arquitetura orientada a servic¸os
que visa lidar com a heterogeneidade dos sensores em uso e tambe´m formas de usar dis-
positivos mo´veis como PDAs ou smartphones para manipular os sensores. Uma grade
computacional poderia ser emprega para o gerenciamento dos dispositivos de forma ho-
mogeˆnea, pore´m haveria a necessidade de algumas mudanc¸as na grade para ela ser capaz
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de trabalhar com os dispositivos mo´veis.
Tomando como base o trabalho acima, percebe-se que existe a possi-
bilidade de unir grades computacionais com sensores. A unia˜o de grade computacional
com rede de sensores forma um tipo de grade que permite o acompanhamento e ana´lise de
fenoˆmenos ou eventos que acontecem em um ambiente. Esse tipo de grade e´ conhecido
como grade de sensores e possui me´todos capazes de lidar com dispositivos de grande
capacidade de processamento (como computadores de mesa ou servidores) e tambe´m de
interagir com equipamentos de recursos limitados como sensores.
Na a´rea de grades de sensores o trabalho apresentado por [GHA 04] faz
uso do projeto DiscoveryNet [CUR 02] para a construc¸a˜o de uma infraestrutura usada
na ana´lise de poluic¸a˜o do ar e identificac¸a˜o de situac¸o˜es de risco em tempo real. Outro
trabalho existente e´ a arquitetura chamada SPRING [LIM 05] que faz o uso de proxy para
conectar uma rede de sensores a grade. Um proxy tambe´m e´ usado pelo MPAS [YUJ 05]
para coordenar a comunicac¸a˜o e a integrac¸a˜o de diversas redes de sensores a uma estrutura
de grade. Esse framework usa uma estrutura de software baseada em mo´dulos e servic¸os
web para analisar, gerenciar e armazenar os dados de sensores.
Em [THA 05] e´ apresentado que redes de sensores podem ser integra-
das com grades computacionais em uma u´nica plataforma combinando assim a aquisic¸a˜o
de dados em tempo real do ambiente com a vasta disponibilizac¸a˜o de recursos compu-
tacionais. Segundo o objetivo do presente trabalho, a grade computacional na˜o e´ usada
com a finalidade de disponibilizac¸a˜o de recursos em larga escala mas como forma de
gerenciamento e integrac¸a˜o dos sensores existentes no ambiente.
Indo em direc¸a˜o a aplicac¸a˜o de grade computacional em ambiente mo´veis
constata-se que e´ um tema inovador com diversas questo˜es ainda na˜o respondidas pela
comunidade acadeˆmica. Dessa forma alguns conceitos sa˜o usados por alguns autores
pore´m ainda na˜o padronizadas pela comunidade. Um exemplo e´ a definic¸a˜o dada por
[MCK 04] e [KLE 96] apud [dSeS 06] segundo o qual a mobilidade proporcionada pela
infraestrutura de uma grade pervasiva pode ser dividida em dois diferentes mecanismos,
de acordo com o tipo de mobilidade que devera ser suportada pela infraestrutura da
grade: (1) usua´rios noˆmades e (2) usua´rios moveis. A mobilidade noˆmade e´ caracte-
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rizada pelo deslocamento de usua´rios e/ou dispositivos atrave´s de limites institucionais,
permanecendo desconectados enquanto se locomovem, e.g. um usua´rio que esteja uti-
lizando um acesso dial-up em uma localidade deve desconectar-se antes de mudar para
outra localidade,reconectando-se novamente no destino. Ao contra´rio do que ocorre com
usua´rios noˆmades, usua´rios moveis na˜o devem ter suas conexo˜es interrompidas durante
sua locomoc¸a˜o, sendo estas conexo˜es mantidas atrave´s de tecnologias de comunicac¸a˜o
sem fio, e.g. um usua´rio acessando a Internet atrave´s de um Smart-Phone utilizando tec-
nologia GPRS, representa um usua´rio mo´vel. No contexto desse trabalho tanto o suporte
a usua´rios mo´veis quanto noˆmades sera´ tratado como suporte a mobilidade.
No aˆmbito de plataformas de grade em ambiente mo´veis em [NAV 06]
e´ abordado que um middleware para esse tipo de ambiente deve possuir os seguintes re-
quisitos: suporte a colaborac¸a˜o; suporte a sensibilidade ao contexto; suporte a alocac¸a˜o
de recursos; suporte a ambientes dinaˆmicos e suporte a execuc¸a˜o em dispositivos mo´veis.
De forma resumida o autor efetuou a seguinte ana´lise de middlewares de grade computa-
cional baseando-se nos requisitos:
å O GLOBUS [FOS 97] e´ um software de co´digo aberto, desenvolvido pela Globus
Alliance, que oferece um kit de ferramentas para desenvolver aplicac¸o˜es e sistemas
de computac¸a˜o em grade. E´ muito utilizado para o desenvolvimento de aplicac¸o˜es
cientı´ficas que necessitam de alto poder computacional. O Globus possui mecanis-
mos como o Globus Resource Allocation Manager (GRAM), GRid Interoperability
Project (GRIP), GridFTP Tambe´m existe o (c) suporte a alocac¸a˜o de recursos, pro-
vido pelo gerenciador de recursos GRAM que fornece uma interface para envio e
monitoramento de tarefas.
å O GRIDBUS [BUY 07] do laborato´rio de pesquisa e desenvolvimento de software
para computac¸a˜o em grade e sistemas distribuı´dos (GRIDS) da universidade de
Melbourne na Austra´lia, e´ um pacote de co´digo aberto utilizado para arquiteturas
e ferramentas para implementac¸a˜o de grades de computadores para (eScience e
eBusiness applications). Para isso, faz uso de diversos outros middlewares como
Globus, Unicore, Alchemi entre outros.
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å O Legion [GRI 99] [LEG 97] e´ um middleware desenvolvido por um projeto da
universidade da Virginia, definido como um meta-sistema baseado em objetos (re-
cursos) com bilho˜es de hosts e trilho˜es de objetos vinculados por links de alta ve-
locidade conectando redes, estac¸o˜es de trabalho, supercomputadores em um sis-
tema que pode agregar diferentes arquiteturas, sistemas operacionais e localizac¸o˜es
fı´sicas.
å O UNICORE (UNIform Interface to COmputer REsources) [ALM 99] e´ um mid-
dleware que integra os recursos da computac¸a˜o em grade por meio de uma inter-
face gra´fica desenvolvida na linguagem JAVA. Seu suporte a`s caracterı´sticas para
aplicac¸o˜es de servic¸os mo´veis, pode ser encontrado em (a) suporte a colaborac¸a˜o,
provido pelos servidores UNICORE depois de autenticac¸a˜o do cliente e usua´rio. A
colaborac¸a˜o e´ realizada pelos servidores que enviam os jobs (tarefas) a serem exe-
cutadas para os Peer Unicore gateways, que executam e devolvem ao servidor. O
suporte a (c) distribuic¸a˜o de recursos, e´ feito pelo AJO (Abstract Job Object) que e´
uma classe/biblioteca que controla a comunicac¸a˜o, envio e recebimento dos jobs e
faz a distribuic¸a˜o dos recursos.
Baseado nessa ana´lise o autor montou a tabela 2.1 que esquematiza o
suporte dos middlewares aos requisitos definidos.
Conforme detalhado no inicio da sec¸a˜o, ambientes mo´veis possuem
restric¸o˜es inerentes devido a natureza limitada dos dispositivos que formam esses ambi-
entes. Algumas destas restric¸o˜es tambe´m existem em ambientes que fazem uso de redes
de sensores. Dessa forma, usando os requisitos de aplicac¸o˜es mo´veis apresentados anteri-
ormente e assumindo que esses requisitos de forma gene´rica podem ser usados em redes
de sensores devido a similaridade dos dispositivos envolvidos, uma plataforma de grade
computacional para ambientes formados por dispositivos mo´veis e embarcados deve, ba-
sicamente, fornecer suporte a dinamicidade (suporte a ambientes dinaˆmicos), mobilidade
(suporte a usua´rios e dispositivos noˆmades e mo´veis), sensibilidade ao contexto (signi-
fica que o dispositivo e a aplicac¸a˜o que esta´ rodando no dispositivo sa˜o capazes de obter
informac¸o˜es a respeito do ambiente onde esta˜o operando e enta˜o sa˜o capazes de adap-
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Tabela 2.1: Comparac¸a˜o entre os principais middlewares segundo os crite´rios ana´lisados por
[NAV 06]
tar seu comportamento para tirar o ma´ximo proveito desse ambiente), reconfigurac¸a˜o ou
auto-adaptac¸a˜o dos dispositivos existentes (adaptac¸a˜o do dispositivo de forma autoˆnoma
- sem a necessidade de intervenc¸a˜o administrativa - visando adequar-se a alguma situac¸a˜o
ou facilitar a agregac¸a˜o de novos recursos a` grade), mecanismos para qualidade de servic¸o
(proporcionar que as tarefas sejam executadas de forma eficiente) e tambe´m capacidade
de comunicac¸a˜o de forma homogeˆnea com sensores. Pore´m na ana´lise dos middlewa-
res efetuada acima na˜o foram levados em considerac¸a˜o todos esses aspectos, de forma
que acredita-se que a proposta na˜o seria capaz de fornecer o devido suporte as necessi-
dades apresentadas para o cena´rio-problema apresentado inicialmente. Como o foco do
presente trabalho e´ o uso de grade computacional em ambientes mo´veis e tambe´m em-
barcados, abaixo e´ feita uma ana´lise que aborda os requisitos deixados de lado mais a
necessidade de suporte a dispositivos embarcados que na˜o existia no estudo anterior. A
ana´lise teˆm o objetivo de expandir o estudo realizado anteriormente suprindo as careˆncias
do mesmo e tambe´m de abranger as novas necessidades do trabalho corrente.
å MoGRID [dSL 05] e´ um middleware de grade baseado no MoCa [SAC 04] e no In-
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tegrade [GOL 04]. Seu foco e´ o suporte ao desenvolvimento de aplicac¸o˜es mo´veis
sensı´veis ao contexto. O trabalho propo˜e o uso de tecnologias ponto a ponto em gra-
des mo´veis, tendo como elemento central do middleware o P2P Discovery Protocol
(P2PDP). O P2PDP e´ o protocolo responsa´vel pela coordenac¸a˜o de distribuic¸a˜o de
tarefas na grade. Um fator importante, e´ que ele trabalha de forma a atenuar a
sobrecarga de mensagens de controle que sa˜o trocadas entre os nodos otimizando
assim o tra´fego da rede. Segundo os resultados descritos no trabalho o MoGrid esta´
em fases iniciais e seu trabalho futuro envolvera´ a implementac¸a˜o de proxies para
permitir que dispositivos conectados a grade mo´vel possam trocar informac¸o˜es com
os conectados a grades convencionais.
å AKOGRIMO [BEC 06] e´ um projeto Europeu proposto a ser a pro´xima gerac¸a˜o
de grade computacional baseada na Open Grid Services Architecture (OGSA).
Seu foco e´ o desenvolvimento de aplicac¸o˜es para dispositivos mo´veis que fazem
o uso do protocolo IP versa˜o 6 (IPv6). A arquitetura e´ formada por quatro cama-
das: (1) Mobile Internet: camada formada pelos equipamentos que fazem o uso
de IPv6. Teˆm por finalidade permitir que usua´rios de dispositivos mo´veis fac¸am
acesso as suas aplicac¸o˜es de uma forma simplificada. (2) Network Middleware: in-
troduz os mecanismos para manipulac¸a˜o da camada de rede e tambe´m aspectos de
autenticac¸a˜o, autorizac¸a˜o e bilhetagem. (3) Grid Infrastructure Layer: e´ o nu´cleo
dos servic¸os de descoberta e alocac¸a˜o, servic¸o de informac¸a˜o, gereˆnciamento de
energia e notificac¸a˜o assı´ncrona. Para o desenvolvimento dessa camada sera´ usado
Open Grid Service Infrastructure (OGSI) e posteriormente Web Services Resource
Framework (WSRF). (4) Generic Application Support Services Layer: e´ a camada
mais externa da arquitetura. Teˆm por finalidade abstrair ao usua´rio o acesso aos re-
cursos fornecidos pelas camadas mais baixas. O projeto Akogrimo teˆm concentrac¸a˜o
nas a´reas de ensino a distaˆncia, telemedicina e manipulac¸a˜o de desastres. Ainda na˜o
foram apresentados resultados do projeto.
å SOGOS [BEC 06] e´ uma arquitetura especificamente voltada para dar suporte a
auto-organizac¸a˜o em ambientes de grade. A arquitetura proposta pelo trabalho e´
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capaz de trabalhar com ambientes dinaˆmicos atrave´s de informac¸o˜es semaˆnticas
(metadados) que descrevem as organizac¸o˜es envolvidas, pape´is, direitos e capa-
cidades dos agentes participantes e tambe´m da forma como eles interagem para
solucionar o problema. Sa˜o essas informac¸o˜es que coordenam todas as ac¸o˜es do
sistema.
å Grid Mobile Service [PIO 07] faz parte do projeto GridLab [DAV 02]. E´ conside-
rado como um pacote do GridLab, desta forma possui todas as suas caracterı´sticas.
O pacote teˆm por finalidade permitir que as aplicac¸o˜es rodando em dispositivos
mo´veis possam acessar os recursos de uma grade fixa atrave´s de gateways. Uma
das restric¸o˜es desse projeto e´ que os dispositivos mo´veis sa˜o usados u´nica e exclu-
sivamente para consulta de dados e na˜o para compartilhamento de recursos com
outros dispositivos da grade.
å GRIDKit [COU 04] Possui uma arquitetura baseada em componentes sendo que seu
funcionamento e´ orientado a servic¸os atrave´s de servic¸os web (web services). Para
dar suporte as necessidades da grade sa˜o abordados quatro dominios: (i) Prestac¸a˜o
de servic¸os: proporciona os mecanismos de comunicac¸a˜o, integrac¸a˜o e gerencia-
mento de qualidade de servic¸os usando Simple Object Access Protocol (SOAP).
(ii) Descoberta de recursos: fornece flexibilidade para o uso de diferentes tecnolo-
gias para descoberta de servic¸os como GRAM para descoberta de CPU e Peer-to-
Peer (P2P) para descoberta de recursos em geral. (iii) Gerenciamento de recursos:
fornece mecanismos necessa´rios para ajustes dos recursos visando suporte a qua-
lidade de servic¸o (iv) Seguranc¸a da grade: proporciona os mecanismos para que a
comunicac¸a˜o entre os nodos ocorra de forma segura. O projeto merece um estudo
mais aprofundado pois possui quase os mesmos requisitos do trabalho corrente,
pore´m o seu foco na˜o e´ na integrac¸a˜o e gerenciamento de dispositivos atrave´s de
grades e sim na integrac¸a˜o da plataforma com outras redes que usam diferentes for-
mas de interac¸a˜o como as redes overlay - rede overlay (overlay network) e´ uma rede
de computadores construı´da sobre outra rede como por exemplo as redes que usam
protocolos peer-to-peer como Gnutella, Freenet e I2P.
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å Condor [GC 02] utiliza uma arquitetura baseada em camadas de forma que sua
modularidade proporciona que va´rios componentes sejam reutilizados. O seu foco
e´ a incorporac¸a˜o de dispositivos mo´veis como clientes para submissa˜o de tarefas
para grades de grande porte. Para submissa˜o de tarefas e visualizac¸a˜o dos dados e´
utilizado um navegador internet.
å MAG (Mobile Agents for Grid Computing Environments) [dSeS 06] explora a tec-
nologia de agentes mo´veis como uma forma de superar os desafios de construc¸a˜o
de grades de computadores. O MAG executa aplicac¸o˜es carregando dinamicamente
seus co´digos nos agentes mo´veis. O agente do MAG pode ser realocado dinami-
camente entre no´s da grade atrave´ss de um mecanismo de migrac¸a˜o transparente
chamado MAG/Brakes, como uma forma de prover suporte a no´s na˜o dedicados.
O MAG inclui mecanismos de toleraˆncia a falhas de aplicac¸o˜es, de grade perva-
siva e de grade de dados. O paradigma de agentes foi extensivamente utilizado
para projetar e implementar os componentes do MAG formando uma infraestrutura
multiagente para grades computacionais. A sua relac¸a˜o ao trabalho e´ mecanismos
chamado PervMAG que trabalha como um proxy provendo suporte a mobilidade de
forma a permitir que usua´rios nomaˆdes e usua´rios mo´veis consigam interagir com
o MAG para solicitar servic¸os.
å Mobile OGSI.NET [CHU 04] e´ uma extensa˜o do projeto OGSI.NET para disposi-
tivos mo´veis. O trabalho aborda questo˜es de limitac¸o˜es computacionais de proces-
samento, forc¸a, armazenamento e intermiteˆncia na comunicac¸a˜o dos dispositivos
mo´veis. O seu foco principal e´ a colaborac¸a˜o atrave´s dos dispositivos mo´veis. Para
isso e´ proposta uma arquitetura composta de treˆs camadas: um servidor web mo´vel
utilizado para manipulac¸a˜o de requisic¸o˜es usando SOAP; um mo´dulo que manipula
as requisic¸o˜es e as encaminha para o servic¸o correto de servic¸os da grade; e os
servic¸os da grade que sa˜o os responsa´veis pelo processamento. A plataforma pro-
posta ainda e´ restrita a dispositivos que usam o PocketPC como sistema operacional
em conjunto com o .NET Compact Framework.
A tabela 2.2 sumariza a ana´lise efetuada sobre middlewares mo´veis:
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Tabela 2.2: Ana´lise de middlewares mo´veis
Com a ana´lise dos trabalhos acima conclui-se que eles na˜o atendem a
todos os requisitos necessa´rios para o uso de grade computacional em ambientes for-
mados por dispositivos mo´veis e embarcados. Sendo assim, verifica-se a possibilidade
de contribuic¸a˜o na a´rea de grade computacional com uma plataforma que seja capaz de
atender aos requisitos.
No pro´ximo capı´tulo e´ efetuada a ana´lise de um cena´rio e enta˜o a partir
dela sa˜o apresentadas informac¸o˜es que acabam por definir a proposta da plataforma capaz
de suprir a lacuna verificada acima.
Capı´tulo 3
Proposta
Uma plataforma de grade computacional capaz de lidar com ambientes
mo´veis e embarcados deve, basicamente, fornecer suporte a dinamicidade, mobilidade,
sensibilidade ao contexto, reconfigurac¸a˜o ou auto-adaptac¸a˜o dos dispositivos existentes,
suporte a qualidade de servic¸o e tambe´m uma interface que possibilite a comunicac¸a˜o de
forma homogeˆnea com sensores. No capı´tulo anterior destacou-se a inexisteˆncia de uma
plataforma que consiga atender a esses requisitos. Essa falta leva os desenvolvedores a
aderir soluc¸o˜es “ad hoc”, as custas de pouca (ou nenhuma) re-usabilidade.
Este capı´tulo responde a segunda sub pergunta levantada na sec¸a˜o 1.1:
Quais as caracterı´sticas e os mo´dulos de software necessa´rios em uma plataforma para
suportar o elementos e interac¸o˜es de um ambiente formado por dispositivos mo´veis e
embarcados?.
Para isso, o capı´tulo faz um levantamento de um conjunto de informac¸o˜es
que definem uma arquitetura a ser usada, a qual sera´ utilizada para a implementac¸a˜o da
plataforma que sera´ capaz de suprir a falta identificada.
A estrutura do capı´tulo e´ a seguinte: a sec¸a˜o 3.1, apresenta um cena´rio-
problema, fazendo um ana´lise de quais os elementos e interac¸o˜es existentes no cena´rio. A
sec¸a˜o 3.2 aborda quais sa˜o os requisitos necessa´rios em uma arquitetura que estenda o uso
de grades computacionais para esse tipo de ambiente. Esses requisitos levam a definic¸a˜o
dos componentes necessa´rios a` arquitetura, abordados na sec¸a˜o 3.3. A sec¸a˜o 3.4 descreve
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as camadas da arquitetura definidas para estruturar a disposic¸a˜o dos componentes. A
sec¸a˜o 3.5 aborda quais sa˜o as estruturas de dados que precisam ser criadas para atender as
necessidades da arquitetura. Os me´todos existentes sa˜o descritos na sec¸a˜o 3.6 e servem
para definir o comportamento da arquitetura. Por fim, o capı´tulo e´ finalizado na sec¸a˜o
3.7 que conclui como a plataforma implementada a partir das definic¸o˜es do capı´tulo pode
ser aplicada ao cena´rio problema, suprindo assim a falta identificada na sec¸a˜o 2.2 de uma
plataforma de grade computacional que consiga lidar com as caracterı´sticas existentes em
ambientes mo´veis e embarcados.
3.1 Ana´lise do cena´rio problema
A presente sec¸a˜o efetua uma ana´lise empı´rica de um cena´rio-problema
que faz o uso da telemedicina para o monitoramento remoto de pacientes. Esse cena´rio
e´ um exemplo tı´pico de uso de redes de sensores em conjunto com dispositivos mo´veis e
serve como base de ana´lise para a identificac¸a˜o de quais sa˜o os elementos existentes no
ambiente e tambe´m de quais sa˜o as interac¸o˜es que acontecem entre esses elementos. A
partir dessa ana´lise podem ser identificadas as caracterı´sticas do mesmo. Uma plataforma
de grade computacional para ambientes mo´veis e embarcados deve ser capaz de lidar com
essas caracterı´sticas.
Para analise inicial, a figura 3.1 apresenta os seguintes elementos exis-
tentes no cena´rio:
(i) Pacientes sa˜o aqueles que esta˜o internados dentro do ambiente hos-
pitalar e possuem conectados ao seu corpo (ii) sensores responsa´veis pela coleta de dados
vitais. Os sensores podem ser equipamentos fixos ao lado do leito do Paciente ou enta˜o
mo´veis. Tanto os sensores fixos quanto os mo´veis transmitem os dados usando sinal de
ra´dio atrave´s de (iii) Pontos de acesso espalhados no interior do hospital. O (iv) Ambiente
do paciente e´ formado pelo conjunto de (i) e (ii) e fornece condic¸o˜es para que a coleta e
transmissa˜o de dados ocorram com sucesso para o (v) Sistema Interno do hospital. O Sis-
tema Interno e´ responsa´vel pelo gerenciamento dos dispositivos do ambiente, pela coleta,
ana´lise, armazenamento e disponibilizac¸a˜o dos dados coletados para o (vi) dispositivo
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Figura 3.1: Elementos existentes no cena´rio-problema
mo´vel do (vii) Me´dico. O Me´dico atrave´s de seu PDA pode consultar os dados vitais do
paciente em tempo real. O (viii) Ambiente do me´dico e´ formado pelo conjunto de (vi)
e (vii) e fornece condic¸o˜es para que o me´dico consulte os dados vitais e interaja com o
paciente. Ale´m de consultar os dados no interior do hospital, me´dicos localizados em um
(ix) Ambiente Externo tambe´m sa˜o capazes de acessar os dados dos pacientes usando (x)
celulares, navegadores ou algum outro dispositivo que seja capaz de efetuar conexa˜o a`
Internet.
Os elementos fornecem a visa˜o esta´tica do cena´rio. Para que cada ele-
mento possa executar o seu papel, dando dinamismo ao cena´rio, sa˜o necessa´rias que
acontec¸am as interac¸o˜es representadas na figura 3.2. As interac¸o˜es precisam ser abor-
dadas pois sa˜o elas que demonstram como os elementos se relacionam entre si, deter-
minando a forma como o ambiente se comporta e consequ¨entemente a forma como a
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Figura 3.2: Interac¸o˜es existentes no cena´rio-problema
plataforma devera´ se comportar.
1. Interac¸a˜o entre o sensor e o coletor de dados: e´ a interac¸a˜o que existe no momento
em que o sensor troca dados com o dispositivo responsa´vel por transmitir os si-
nais coletados de uma forma inteligı´vel para a plataforma. Essa interac¸a˜o torna
necessa´ria a existeˆncia de uma padronizac¸a˜o dos dados coletados para posterior
processamento e tambe´m algum mecanismo que permita a comunicac¸a˜o de forma
homogeˆnea com os diferentes tipos de sensores existentes.
2. Interac¸a˜o entre o me´dico e o dispositivo mo´vel: aborda a entrada de dados do
me´dico no equipamento mo´vel (como por exemplo, a solicitac¸a˜o de sinais vitais
de um determinado paciente) e a resposta da plataforma para o me´dico (resposta
da solicitac¸a˜o efetuada). Essa interac¸a˜o existe para que o usua´rio consiga fazer
requisic¸o˜es a plataforma e receber as respostas geradas por ela de uma forma trans-
parente na˜o tendo conhecimento da forma interna de seu funcionamento.
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3. Interac¸a˜o entre o coletor e a plataforma: no momento em que o coletor obte´m os
dados do equipamento de monitoramento deve fazer com que esses dados sejam
enviados para a plataforma de uma forma confia´vel e segura. Essa interac¸a˜o tambe´m
torna necessa´ria a padronizac¸a˜o no gerenciamento e na troca de informac¸o˜es entre
os dispositivos existentes no ambiente uma vez que podem existir diferentes tipos,
marcas e modelos e cada um deles pode usar um padra˜o diferente na saı´da dos
dados coletados.
4. Interac¸a˜o entre o dispositivo mo´vel e plataforma: a interac¸a˜o que existe quando
o dispositivo mo´vel do me´dico acessa as informac¸o˜es dos pacientes. Como trata-
se de um dispositivo mo´vel essa interac¸a˜o pode acontecer em diferentes pontos do
ambiente. A plataforma deve reconhecer de onde a requisic¸a˜o partiu e enta˜o garantir
que a informac¸a˜o solicitada chegara´ ao seu destino de forma correta.
5. Interac¸a˜o entre o ambiente do paciente e o ponto de acesso: e´ a interac¸a˜o que efetua
o controle dos dispositivos ligados ao local onde o paciente se encontra e que pro-
porciona a comunicac¸a˜o com os demais dispositivos existentes no ambiente. Essa
interac¸a˜o envolve mecanismos capazes de lidar com a entrada de um sensor no
ambiente, conexa˜o com a plataforma, autenticac¸a˜o, verificac¸a˜o do funcionamento,
ajustes e desconexa˜o quando necessa´rio. Esses mecanismos permitem o gerencia-
mento do ambiente de forma homogeˆnea.
6. Interac¸a˜o entre o ambiente do me´dico e o ponto de acesso: e´ a interac¸a˜o existente
para que o me´dico e seu dispositivo mo´vel possuam as condic¸o˜es necessa´rias para
efetuar a consulta dos dados fornecidos pela plataforma. Assim como a interac¸a˜o
anterior, tambe´m deve prover mecanismos capazes de lidar com a entrada de um
novo me´dico e seu equipamento mo´vel no ambiente, autenticac¸a˜o, verificac¸a˜o do
funcionamento, ajustes e desconexa˜o quando necessa´rio. Os mecanismos da interac¸a˜o
anterior que permitem o gerenciamento de forma homogeˆnea do ambiente podem
ser reaproveitados.
7. Interac¸a˜o entre o ponto de acesso e o sistema interno: sa˜o as interac¸o˜es existen-
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tes para que os pontos de acesso espalhados no interior do hospital sejam capazes
de manipular as mensagens trocadas entre os me´dicos, paciente e o sistema in-
terno. Essa interac¸a˜o necessita de condic¸o˜es para localizac¸a˜o de onde esta˜o vindo
as requisic¸o˜es e para onde devem ser enviadas as respostas.
8. Interac¸a˜o entre o paciente e o me´dico: e´ a interac¸a˜o que ocorre indiretamente no
momento em que o me´dico solicita a visualizac¸a˜o de dados vitais de um paciente ou
quando o paciente necessita de atenc¸a˜o de um me´dico devido a uma anormalidade
dos seus sinais vitais.
9. Interac¸a˜o entre o ambiente externo e o Sistema Interno: e´ a interac¸a˜o que acontece
quando me´dicos localizados em ambiente externo ao hospital acessam os dados
dos pacientes. Essa interac¸a˜o necessita que os dados coletados sejam entregues de
forma correta e segura ao ambiente externo, sendo necessa´rio para isso mecanismos
de seguranc¸a como autenticac¸a˜o e criptografia.
10. Interac¸a˜o entre os dispositivos externos e a plataforma via internet: e´ a interac¸a˜o
que acontece entre o dispositivo que o me´dico esta´ usando e a plataforma. A fim
de garantir a homogeneidade no gerenciamento sa˜o necessa´rios mecanismos capa-
zes de lidar com os dispositivos externos como se eles estivessem localizados no
interior do hospital.
A ana´lise dos elementos e suas interac¸o˜es proporcionam uma melhor
compreensa˜o do cena´rio. Pode-se perceber que existe grande diversidade de dispositi-
vos envolvidos na coleta, ana´lise, armazenamento e posterior disponibilizac¸a˜o dos dados
coletados para usua´rios dentro e fora do ambiente hospitalar. As trocas de informac¸o˜es
entre os dispositivos podem acontecer em diferentes locais devido a mobilidade e dina-
mismo existente no ambiente. Os sensores utilizados podem ser fixos ou mo´veis e serem
de diferentes modelos ou com diferentes finalidades. Dessa forma, as aplicac¸o˜es devem
ser capazes de rodar em dispositivos mo´veis, devem ser capazes de se adaptarem ao local
onde esta˜o sendo executadas, devem possuir algum mecanismo que garanta qualidade de
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servic¸o nas tarefas executadas e tambe´m proporcionarem mecanismos capazes de efetuar
a comunicac¸a˜o com os sensores.
Uma plataforma de grade computacional proporciona de forma intrı´nseca
os mecanismos necessa´rios para o gerenciamento de forma homogeˆnea do ambiente e
tambe´m para auxiliar no desenvolvimento de aplicac¸o˜es para esse ambiente. Pore´m, para
ser capaz de lidar com as caracterı´sticas descritas acima na˜o basta que sejam proporci-
onados os mecanismos de seguranc¸a (autenticac¸a˜o, seguranc¸a de dados), de controle de
recursos (registro e busca de servic¸os), de escalonamento de tarefas (distribuic¸a˜o) e de
comunicac¸a˜o de dados (envio/recebimento de pacotes, enderec¸amento) [GRI 03] presen-
tes em plataformas de grade computacional “convencionais”. Sa˜o necessa´rios que sejam
atendidos mais alguns requisitos que estendam as funcionalidades da grade de forma a
possibilitar que ela saiba lidar com as caracterı´sticas de ambientes mo´veis e tambe´m de
redes de sensores. Esses requisitos sera˜o abordados na pro´xima sec¸a˜o.
3.2 Requisitos da arquitetura
Como visto anteriormente as plataformas de grade “convencionais” na˜o
conseguem lidar com todas as caracterı´sticas existentes em um ambiente formado por
dispositivo mo´veis e embarcados. Usando como base o cena´rio-problema apresentado
acima, foram identificadas alguns requisitos necessa´rios para a arquitetura ser capaz de
lidar com os elementos e interac¸o˜es existentes. Esses requisitos esta˜o listados abaixo:
a) uso de protocolos e padro˜es abertos: protocolos e padro˜es abertos e de propo´sito geral,
possibilitam maior facilidade na integrac¸a˜o dos dispositivos mo´veis e embarcados
juntamente com o desenvolvimento de aplicac¸o˜es. Dessa forma os dados trocados
dentro da arquitetura seguem o mesmo padra˜o atendendo assim as necessidades para
que ocorra a interac¸a˜o 3.
b) coordenac¸a˜o de recursos existentes no ambiente: no contexto desse trabalho sa˜o
os dispositivos mo´veis e embarcados que sera˜o integrados a` grade computacional.
Para atender as interac¸o˜es 5 e 6, o middleware deve proporcionar mecanismos de
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comunicac¸a˜o de dados, autenticac¸a˜o, verificac¸a˜o de conexa˜o e desconexa˜o de dispo-
sitivos de forma que o gerenciamento dos recursos existentes no ambiente seja feito
de forma homogeˆnea.
c) flexibilidade para comunicac¸a˜o com diferentes dispositivos: devido a diversidade de
dispositivos que podem existir em um ambiente, deve haver mecanismos que garan-
tam a padronizac¸a˜o dos dados coletados e tornem a interface de comunicac¸a˜o com
esses dispositivos facilmente adapta´vel. Essa flexibilidade e padronizac¸a˜o atende as
necessidades da interac¸a˜o 1.
d) mecanismos para proporcionar qualidade de servic¸o: o middleware deve ser capaz
de considerar aspectos como lateˆncia, disponibilidade e carga de processamento para
assegurar que os servic¸os sejam executados de forma eficiente. Esse e´ um requisito
necessa´rio pelas interac¸o˜es 3 e 4.
e) mecanismos para gerenciar ambientes dinaˆmicos: um ambiente formado por disposi-
tivos mo´veis e embarcados possui problemas intrı´nsecos de intermiteˆncia de comunicac¸a˜o,
lateˆncia e perda de dados. A topologia da rede pode sofrer constantes alterac¸o˜es de-
vido a mobilidade dos dispositivos o que ocasiona constantes desconexo˜es (por perda
de comunicac¸a˜o ou falta de forc¸a) e conexo˜es (de novos dipositivos ou daqueles que
foram desconectados previamente). Devem haver mecanismos que sejam capazes de
gerenciar a mobilidade e o dinamismo existente no ambiente, atendendo assim as
necessidades da interac¸a˜o 4.
f) mecanismos de descoberta e reconfigurac¸a˜o: devido ao dinamismo existente no am-
biente, deve haver mecanismos que permitam descobrir qual dispositivo que presta
um servic¸o solicitado por outro em determinado momento. Esses mecanismos devem
tambe´m ser capazes de lidar com as constantes mudanc¸as de topologia, permitindo a
reconfigurac¸a˜o ou auto-organizac¸a˜o dos dispositivos de forma autoˆnoma. Esses me-
canismos atendem as necessidades da interac¸a˜o 7.
g) transpareˆncia no acesso aos resultados das tarefas: devem haver mecanismos que per-
mitam que os resultados da execuc¸a˜o das tarefas sejam visualizados de forma correta
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e transparante em qualquer dispositivo. Ou seja, independente do dispositivo em uso,
seja um Personal Digital Assistant (PDA), celular ou navegador internet o resultado
apresentado sera´ formatado automaticamente de acordo com ele. Isso atende a neces-
sidade da interac¸a˜o 2.
Os requisitos apresentados foram definidos tomando como base as interac¸o˜es
do ambiente, de forma que cada um deles atenda a uma interac¸a˜o identificada na sec¸a˜o
anterior. Uma vez que as interac¸o˜es representam a forma de comportamento do ambiente,
uma arquitetura de grade computacional para ambientes mo´veis e embarcados precisa
implementar esses requisitos.
Portanto, se a arquitetura for capaz de implementa-los, consequ¨ente-
mente, ela sera´ capaz de lidar com as interac¸o˜es e assim estaria estendendo-se a aplicac¸a˜o
das grades computacionais para ambientes mo´veis e embarcados, ou seja, conseguiria-se
aplicar o paradigma de grade computacional no cena´rio-problema inicial.
3.3 Componentes da arquitetura
Os requisitos apresentaram quais as funcionalidades que a arquitetura
deve possuir.A seguir sa˜o definidos quais os componentes (mo´dulos de software) que
devem estar presentes na arquitetura. Essa definic¸a˜o visa diminuir o nı´vel de abstrac¸a˜o e
tornar possı´vel a implementac¸a˜o dos requisitos.
De acordo com a figura 3.3 teˆm-se os seguintes componentes e suas
respectivas func¸o˜es:
• Interface sensor: responsa´vel pela troca de informac¸o˜es entre a arquitetura e o sen-
sor. Esse componente possui a finalidade de assegurar a flexibilidade na implementac¸a˜o
da comunicac¸a˜o com os diferentes tipos de sensores que podem existir no ambiente.
Esse componente implementa o requisito (c) flexibilidade para comunicac¸a˜o com
diferentes dispositivos
• Interface usua´rio: disponibiliza mecanismos para que o usua´rio consiga interagir
com a arquitetura. Esse componente possui a finalidade de garantir que qualquer
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Figura 3.3: Componentes da arquitetura
dispositivo suportado pela arquitetura sera´ capaz de enviar tarefas para a arquite-
tura e conseguira´ receber os resultados obtidos pela execuc¸a˜o desta. Implementa o
requisito (g) transpareˆncia no acesso aos resultados das tarefas.
• Gerenciamento: responsa´vel pela coordenac¸a˜o e descoberta de recursos, comunicac¸a˜o
entre os dispositivos existentes, assegurar qualidade de servic¸o no processamento
de tarefas e gerenciamento do dinamismo existente no ambiente ale´m de efetuar
os controles internos necessa´rios para garantir o correto funcionamento da arquite-
tura. Esse componente implementa os requisitos (b) coordenac¸a˜o de recursos exis-
tentes no ambiente; (d) mecanismos para proporcionar qualidade de servic¸o; (e)
mecanismos para gerenciar ambiente dinaˆmicos; e (f) mecanismos de descoberta e
reconfigurac¸a˜o
• Infereˆncia: executa a infereˆncia e a conversa˜o dos dados para o padra˜o utilizado pela
arquitetura. Para permitir a troca de informac¸o˜es de forma estruturada, atendendo
assim ao requisito de padronizac¸a˜o dos dados que sa˜o transmitidos e recebidos na
arquitetura, esse componente faz a codificac¸a˜o e decodificac¸a˜o dos dados usando
padro˜es abertos e reconhecidos por todas as partes da arquitetura. Esse componente
atende ao requisito (a) uso de protocolos e padro˜es abertos
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• Processamento: As tarefas dentro da arquitetura sa˜o definidas como estruturas de
dados que possuem instruc¸o˜es que quando executadas geram um resultado. Esse
componente e´ o responsa´vel pela execuc¸a˜o das instruc¸o˜es que formam as tarefas.
Pelo fato da arquitetura usar tarefas para a execuc¸a˜o de ac¸o˜es, esse mo´dulo contem-
pla de forma indireta todos os requisitos.
A definic¸a˜o dos componentes apresenta como a arquitetura deve ser
organizada e demonstra como os requisitos podem ser implementados. Ale´m disso,
tambe´m auxilia no processo de implementac¸a˜o, uma vez que o desenvolvedor concentra-
se na codificac¸a˜o das funcionalidades que cada componente em especı´fico deve pos-
suir. A ide´ia e´ deixar cada um dos componentes com responsabilidades bem defini-
das tornando a arquitetura modular, com baixo acoplamento (acoplamento mede o grau
de dependeˆncia entre componentes, quais sa˜o os impactos causados quando acontece a
mudanc¸a na implementac¸a˜o de um componente em relac¸a˜o aos demais) e alta coesa˜o
(coesa˜o e´ o nı´vel de integridade interna de uma classe, classes com alta coesa˜o teˆm res-
ponsabilidades bem definidas e sa˜o difı´ceis de dividir em duas ou mais classes;).
3.4 Camadas da arquitetura
Em uma arquitetura camadas sa˜o separac¸o˜es lo´gicas que visam tornar
mais simples a execuc¸a˜o de tarefas complexas, dividindo-as em pequenas sub-tarefas. No
contexto desse trabalho, ale´m de usar camadas para delimitac¸a˜o de sub-tarefas, a arqui-
tetura as usa para auxiliar na separac¸a˜o de responsabilidades, servindo como mecanismo
para alcanc¸ar o baixo acoplamento e alta coesa˜o dos componentes.
A figura 3.4 demonstra a visa˜o em camadas da arquitetura sendo que a
descric¸a˜o de cada uma e´ apresentada a seguir:
• Sensor: e´ a camada mais baixa, interagindo diretamente com os dispositivos em-
barcados (sensores) existentes no ambiente. A sua existeˆncia visa a flexibilidade
para incorporac¸a˜o de novos tipos de dispositivos. No caso de um ambiente hospita-
lar existe equipamentos de diferentes marcas, modelos, fabricantes e com diferentes
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Figura 3.4: Camadas que formam a arquitetura
finalidades os quais na˜o seguem um padra˜o comum de exteriorizac¸a˜o dos dados co-
letados. Nesse caso, basta adaptar essa camada de forma que ela consiga obter os
dados do equipamento em questa˜o e envia´-los no padra˜o requerido pela camada
superior. Essa camada possui me´todos necessa´rios para coleta automatizada dos
dados capturados pelos dispositivos.
• Inference: e´ a camada que possui os me´todos responsa´veis pela infereˆncia e tambe´m
pela conversa˜o dos dados no formato utilizado pela arquitetura.
• Node: uma vez que em um ambiente de grade computacional todos os dispositi-
vos sa˜o vistos como nodos essa camada e´ considerada o “corac¸a˜o” da arquitetura.
Possui me´todos para gerenciamento das func¸o˜es internas do nodo, me´todos de des-
coberta e autoconfigurac¸a˜o e tambe´m aqueles necessa´rios para assegurar qualidade
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de servic¸o. Ale´m disso, possui me´todos relacionados a criac¸a˜o, escalonamento,
coordenac¸a˜o e execuc¸a˜o de tarefas, bem como os necessa´rios para a obtenc¸a˜o de
resultados da execuc¸a˜o destas tarefas.
• Network: e´ a camada responsa´vel pela comunicac¸a˜o entre os nodos. Ela imple-
menta os me´todos relacionados ao nı´vel de rede da arquitetura, como por exem-
plo, roteamento e manipulac¸a˜o do protocolo de comunicac¸a˜o. Para garantir trans-
pareˆncia e organizac¸a˜o dos dados que sa˜o transportados entre os nodos da arqui-
tetura, toda a comunicac¸a˜o ocorre atrave´s de um protocolo pervasivo. O pro-
tocolo escolhido e´ o HTTP devido a ser considerado padra˜o de fato, tendo sua
implementac¸a˜o possı´vel em diversos tipos de dispositivos.
• Interface: e´ a camada acessada diretamente pelo usua´rio. Possui me´todos que
proporcionam a interac¸a˜o do usua´rio com a arquitetura, recebendo tarefas para se-
rem executadas pelas camadas mais baixas e tambe´m formatando os resultados que
sera˜o apresentados de acordo com o dispositivo utilizado.
A visa˜o em camadas possibilita ao desenvolvedor uma melhor compre-
ensa˜o dos me´todos que necessitam serem implementados para que cada camada desem-
penhe a sua func¸a˜o. Na arquitetura, as func¸o˜es desempenhadas por uma camada servem
como base para a camada imediatamente superior ou inferior. Isso garante maior flexibi-
lidade, simplicidade e rapidez na implementac¸a˜o pois estando as func¸o˜es bem definidas
quaisquer alterac¸o˜es feitas em uma camada na˜o afetara˜o o funcionamento de outra.
3.5 Estruturas de dados da arquitetura
Para implementar a arquitetura as estruturas de dados nativas propor-
cionadas pelas linguagens de programac¸a˜o na˜o sa˜o suficientes. Os me´todos, que sera˜o
apresentados logo a seguir, necessitam de estruturas de dados especı´ficas para a arquite-
tura. Essa sec¸a˜o demonstra quais sa˜o as estruturas de dados que precisam ser definidas:
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• XMLTree: encapsula os dados em uma estrutura XML simples. E´ a estrutura utili-
zada como base para a codificac¸a˜o de todas as informac¸o˜es que trafegam na arqui-
tetura. A figura 3.5 representa de forma gra´fica a estrutura de uma XMLTree.
id
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element
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root Elemento
Atributo
Texto
Figura 3.5: Representac¸a˜o da estrutura XMLTree
Os campos existentes nessa estrutura e representados na figura seguem o mesmo
padra˜o de estruturac¸a˜o do XML. A finalidade de criac¸a˜o da estrutura XMLTree e´
de tornar mais simples a manipulac¸a˜o do XML com me´todos especı´ficos para a
arquitetura.
• Tarefa: define a tarefa a ser executada. Conte´m o nome do servic¸o a ser invocado,
o remetente e o destinata´rio, identificac¸a˜o da tarefa, tempo em que ela foi criada,
sua prioridade e tambe´m os paraˆmetros necessa´rios para a sua execuc¸a˜o. A Tarefa
e´ codificada usando XMLTree.
• ResultadoTarefa: conte´m as informac¸o˜es relativas ao resultado da execuc¸a˜o de uma
tarefa, como por exemplo identificac¸a˜o da tarefa original, co´digo de resultado, quem
originou o resultado, tempo em que o resultado foi gerado, destinata´rio, prioridade e
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tambe´m o resultado da execuc¸a˜o. Assim como a Tarefa o ResultadoTarefa tambe´m
e´ codificado usando XMLTree.
• Node: e´ a abstrac¸a˜o de um nodo da grade.
• Sensor: abstrac¸a˜o de um sensor que pode ser conectado a um node.
• Gancho: abstrac¸a˜o dos mecanismos de gancho proporcionados pela arquitetura. Os
ganchos sa˜o estruturas usadas para proporcionar a flexibilidade da arquitetura para
implementac¸a˜o de novas funcionalidades.
Como a arquitetura trabalha com dados e dispositivos diversificados,
tornou-se necessa´rio criar estruturas de dados capazes de representa-los. Essa representac¸a˜o
na˜o seria possı´vel unicamente atrave´s de tipos nativos como inteiros, strings e floats e ou-
tros disponı´veis pelas linguagens de programac¸a˜o. Os tipos definidos acima sa˜o usados
pelos me´todos da arquitetura os quais sera˜o apresentados na pro´xima sec¸a˜o.
3.6 Me´todos da arquitetura
Para ser capaz de desempenhar suas func¸o˜es a arquitetura necessita que
me´todos sejam definidos. A fim de melhor organiza-los, eles esta˜o agrupados em grupos,
segundo as suas finalidades. A visa˜o conceitual da organizaca˜o dos grupos de me´todos e´
representada na figura 3.6.
• Scheduler: grupo de me´todos responsa´vel pelo agendamento de tarefas que sa˜o
executadas em intervalos de tempo.
• Application Programing Interface: conte´m os me´todos disponı´veis para o desen-
volvimento de aplicac¸o˜es.
• Internal Management Methods: sa˜o os me´todos responsa´veis pelo gerenciamento
do nodo como roteamento de mensagens, gerenciamento de logs de eventos, geren-
ciamento de traps, ale´m de mecanismos de “heart beat” (usados para aviso que o
nodo “esta´ vivo”) e de monitoramento de dados de perfil do dispositivo.
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Figura 3.6: Visa˜o conceitual da organizac¸a˜o dos grupos de me´todos de um nodo
• Task Processing Methods: conte´m os me´todos usados para criac¸a˜o, envio, recepc¸a˜o
e processamento de tarefas.
• Communication Methods: formado pelos me´todos usados para comunicac¸a˜o e
troca de informac¸o˜es entre os nodos.
• Hooks Processing Methods: composto de me´todos utilizado para o processamento
dos “ganchos” existentes. Existe a necessidade de dois tipos de ganchos: Service
(gancho responsa´vel pela criac¸a˜o e execuc¸a˜o de novos servic¸os) e Sensor (res-
ponsa´vel pela coleta de dados dos sensores e tambe´m para permitir a flexibilidade
na implementac¸a˜o da comunicac¸a˜o com os diferentes tipos de sensores).
A visa˜o conceitual em grupo de me´todos auxilia na melhor compre-
ensa˜o daquilo que cada grupo devera´ fazer. A descric¸a˜o abstrata de como os me´todos
podem ser implementados esta´ descrita em detalhes no anexo A. Os me´todos possuem a
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finalidade de descrever como a arquitetura deve se comportar para atender aos requisitos
levantados pela ana´lise do cena´rio-problema.
O conjunto das informac¸o˜es apresentadas ate´ o momento fornece os
subsı´dios necessa´rios para a construc¸a˜o de uma plataforma de grade computacional que
e´ capaz de desempenhar func¸o˜es de grades de sensores e tambe´m de grades mo´veis, ou
seja, dessa forma ela e´ capaz de lidar com ambientes formados por dispositivos mo´veis e
embarcados.
3.7 Conclusa˜o do capı´tulo
Esse capı´tulo respondeu a segunda sub pergunta levantada na sec¸a˜o 1.1:
Quais as caracterı´sticas e os mo´dulos de software necessa´rios em uma plataforma para
suportar o elementos e interac¸o˜es de um ambiente formado por dispositivos mo´veis e
embarcados?.
Para responder a pergunta, partindo do cena´rio-problema foram anali-
sados os componentes e as interac¸o˜es existentes. Pela ana´lise, constatou-se que devido
ao dinamismo do ambiente, mobilidade dos dispositivos e emprego de sensores com di-
ferentes finalidades as aplicac¸o˜es devem ser capazes de rodar em dispositivos mo´veis,
de se adaptarem ao local onde esta˜o sendo executadas, possuı´rem algum mecanismo ca-
paz de garantir qualidade de servic¸o e tambe´m mecanismos que permitam a comunicac¸a˜o
com sensores de uma forma homogeˆnea. Como uma plataforma de grade computaci-
onal “convencional” com o Globus ou o Legion na˜o consegue lidar com essas carac-
terı´sticas, verificou-se a oportunidade de proposta de uma plataforma capaz de suporta-
las, formando um misto de caracterı´sticas presentes em grades de sensores com grades
mo´veis. Dessa forma conseguiria-se estender o uso de grades computacionais para ambi-
entes mo´veis e embarcados.
A fim de definir a arquitetura a ser usada como base para a implementac¸a˜o
da plataforma, foi apresentado um conjunto de requisitos que precisam ser atendidos
para a arquitetura ser capaz de lidar com os elementos e interac¸o˜es. Para proporcionar
a implementac¸a˜o dos requisitos foram definidos componentes (mo´dulos de software) que
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devem estar presentes na arquitetura. Cada componente foi concebido com func¸o˜es bem
definidas tornando a arquitetura completamente modular. Conceitualmente a arquitetura
foi organizada em camadas. O uso de camadas visa auxiliar na separac¸a˜o de responsabi-
lidades, servindo como mecanismo para alcanc¸ar o baixo acoplamento e alta coesa˜o dos
componentes.
Para ser capaz de desempenhar suas func¸o˜es foram apresentados abstrac¸o˜es
de me´todos que definem a forma como a arquitetura devera´ comporta-se. Pore´m, para que
os me´todos pudessem ser definidos houve a necessidade de criac¸a˜o de algumas estruturas
de dados especı´ficas para arquitetura, uma vez que os tipos de dados nativos das lin-
guagens de programac¸a˜o na˜o conseguem representar os dados complexos usados pelos
me´todos.
O conjunto das informac¸o˜es da arquitetura apresentadas no decorrer do
capı´tulo fornece os subsı´dios necessa´rios para a implementac¸a˜o da plataforma. Essa plata-
forma sera´ capaz de atender a todos os requisitos necessa´rios para lidar com as interac¸o˜es
e elementos do ambiente estendendo assim o uso de grades computacionais para ambi-
ente mo´veis e embarcados. De forma resumida, os componentes, camadas e me´todos
definidos pela arquitetura sa˜o capazes de atender aos requisitos, ou seja, com o uso da
proposta consegue-se aplicar o paradigma de grade computacional no cena´rio-problema
inicial, solucionando dessa forma o problema. A figura 3.7 ilustra o caminho percorrido
ate´ chegar as definic¸o˜es que solucionam o problema.
O desenvolvimento do capı´tulo apresentado contribui de duas formas:
primeiro, ele adiciona ao estado-da-arte, completando uma deficieˆncia na literatura, apre-
sentada na sec¸a˜o 2.2, de uma plataforma de grade computacional para ambientes formados
por dispositivos mo´veis e embarcados. A segunda contribuic¸a˜o e´ a enumerac¸a˜o de forma
clara do ciclo analı´tico necessa´rio no desenvolvimento de um sistema de computac¸a˜o em
grade capaz de fornecer o suporte as caracterı´sticas existentes no cena´rio-problema.
Para demonstrar a funcionalidade da proposta o pro´ximo capı´tulo apre-
senta a aplicac¸a˜o dos conceitos usados na implementac¸a˜o da plataforma. Sa˜o apresenta-
dos alguns resultados quantitativos obtidos em simulac¸o˜es que buscam demonstrar o seu
comportamento em diferentes situac¸o˜es de uso. Por fim e´ apresentado o desenvolvimento
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Figura 3.7: Caminho analı´tico percorrido para definir a plataforma
de um estudo de caso completo na a´rea de telemedicina onde sensores e dispositivos
mo´veis sa˜o usados para monitoramento remoto de pacientes. Esse estudo de caso servira´
para validac¸a˜o da proposta e estudo de suas limitac¸o˜es.
Capı´tulo 4
Resultados
O capı´tulo anterior efetuou a ana´lise de um cena´rio-problema e enta˜o
propoˆs uma arquitetura capaz de atender aos requisitos necessa´rios para estender o uso
de grade computacional a esse cena´rio. Este capı´tulo, ale´m de demonstrar como a arqui-
tetura proposta e´ implementada, responde a terceira sub pergunta efetuada na sec¸a˜o 1.1:
Como se comporta uma plataforma de grade computacional aplicada na integrac¸a˜o de
um ambiente formado por dispositivos mo´veis e embarcados ?.
Para responder a pergunta, o capı´tulo esta´ estruturado da seguinte forma:
a sec¸a˜o 4.1 demonstra como a plataforma foi implementada a partir das definic¸o˜es da ar-
quitetura efetuadas no capı´tulo anterior. A interface de programac¸a˜o de aplicativos da
plataforma e´ apresentada na sec¸a˜o 4.2. Na sec¸a˜o 4.3 sa˜o apresentados os resultados de
testes quantitativos realizados com a plataforma. Para demonstrar de forma pra´tica o uso
de plataforma a sec¸a˜o 4.4 apresenta um estudo de caso na a´rea da telemedicina. Final-
mente o capı´tulo e´ finalizado na sec¸a˜o 4.5
4.1 Apresentac¸a˜o da plataforma
Uma careˆncia levantada anteriormente em ambientes de grade “conven-
cionais” e´ que eles na˜o sa˜o capazes de lidar com todas as caracterı´sticas presentes em
ambientes mo´veis e embarcados. A plataforma apresentada nesta sec¸a˜o foi obtida a partir
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da implementac¸a˜o da arquitetura proposta. Ela visa tornar mais simples a integrac¸a˜o e
construc¸a˜o de aplicac¸o˜es para dispositivos mo´veis e embarcados usando grade computa-
cional. No contexto do trabalho, a computac¸a˜o em grade e´ o conceito utilizado para a
integrac¸a˜o e gerenciamento dos dispositivos no ambiente.
Implementando a arquitetura a plataforma e´ capaz de fornecer suporte a
dinamicidade, mobilidade, reconfigurac¸a˜o ou auto-adaptac¸a˜o dos dispositivos existentes
no ambiente, suporte a qualidade de servic¸o e tambe´m comunicac¸a˜o de forma homogeˆnea
com dispositivos embarcados, que sa˜o os requisitos apresentados na sec¸a˜o 3.2.
Para lidar com a dinamicidade, mobilidade e tambe´m com a reconfigurac¸a˜o
ou auto-organizac¸a˜o dos dispositivos existem mecanismos internos da plataforma que fa-
zem com que os demais nodos da grade consigam assimilar a mudanc¸a de topologia oca-
sionada pela movimentac¸a˜o, conexa˜o ou desconexa˜o de um dispositivo. Os mecanismos
asseguram que quando um desses eventos acontecer sejam disparados me´todos que ajus-
tam as tabelas de roteamento e de disponibilizac¸a˜o de servic¸os prestados pela grade para
refletir a nova localizac¸a˜o do nodo. Isso assegura que no momento em que uma aplicac¸a˜o
fizer a requisic¸a˜o por determinado servic¸o ela na˜o necessita saber qual o nodo que presta
o servic¸o nem mesmo onde ele se encontra. Basta requisitar o servic¸o e a plataforma
assegura que o mesmo sera´ encontrado e executado caso estiver disponı´vel. Ale´m disso,
esses mecanismos proporcionam facilidades para a agregac¸a˜o de novos recursos a` grade.
O suporte a qualidade de servic¸os e´ proporcionado com o uso de atribu-
tos dinaˆmicos e de perfil os quais sa˜o ı´ndices atualizados em tempo de execuc¸a˜o que re-
tratam o comportamento de cada nodo da rede. O desenvolvedor, com base nesses dados,
pode enta˜o criar diferentes mecanismos para garantir a qualidade esperada na execuc¸a˜o
das tarefas.
A comunicac¸a˜o de forma homogeˆnea com dispositivos embarcados e´
fornecida atrave´s do uso de me´todos que fornecessem flexibilidade para a implementac¸a˜o
de interfaces especı´ficas para cada tipo de dispositivo sem necessitar a alterac¸a˜o na es-
trutura interna da plataforma. Isso e´ de grande valia para os desenvolvedores uma vez
que basta implementar a interface e “pluga-la” a plataforma facilitando o processo de
desenvolvimento.
46
Na concepc¸a˜o da plataforma, tentou-se na˜o sacrificar a flexibilidade,
escalabilidade, confiabilidade e extensabilidade. Outro ponto considerado, foi a inde-
pendeˆncia de plataforma, isso significa que ela e´ capaz de ser executada tanto em peque-
nos dispositivos porta´teis quanto em servidores de grande porte.
As pro´ximas sec¸o˜es descrevem com maior profundidade como a plata-
forma implementa a arquitetura e tambe´m quais sa˜o as suas funcionalidades.
4.1.1 Orientac¸a˜o a servic¸o
A arquitetura definida anteriormente segue o conceito de que grades
computacionais sa˜o prestadoras de servic¸os. Cada nodo e´ um prestador de servic¸os
na organizac¸a˜o virtual a que pertence. Os servic¸os prestados pela grade na˜o sa˜o pre´-
definidos, isso quer dizer que a plataforma possui mecanismos que permitem que os de-
senvolvedores implementem os servic¸os necessa´rios conforme a aplicac¸a˜o.
Para que os servic¸os prestados por um nodo sejam invocados por outro
nodo, de alguma forma, ele deve ser capaz de ser encontrado. A primeira ide´ia que surge
e´ de um reposito´rio central ou direto´rio de servic¸os, onde cada nodo registra seus servic¸os
e enta˜o sempre que um nodo precisar invocar determinado servic¸o ele faz uma consulta
a esse reposito´rio para saber a qual nodo deve fazer a requisic¸a˜o. O problema de usar
um reposito´rio central e´ que ele passa a ser um centralizador de operac¸o˜es. Se ele falhar
por algum motivo a grade deixa de funcionar pois os nodos na˜o tera˜o como encontrar os
servic¸os.
Por esse motivo, a plataforma na˜o faz uso de um direto´rio de servic¸os.
Cada nodo possui os seus pro´prios servic¸os e atrave´s de mecanismos de descoberta in-
ternos da plataforma os demais nodos conseguem encontrar esses servic¸os quando for
necessa´rio. Esse me´todo de funcionamento elimina a possibilidade de interrupc¸a˜o de
prestac¸a˜o de servic¸os pela grade e segue o conceito de que a grade na˜o deve possuir no-
dos que concentrem tarefas que possam fazer com que toda a estrutura de prestac¸a˜o de
servic¸os seja interrompida em caso de falha deles.
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4.1.2 Estrutura das mensagens
Segundo a definic¸a˜o de prestac¸a˜o de servic¸os apresentado anteriormente
a grade proporciona servic¸os atrave´s dos nodos que a formam. A intercomunicac¸a˜o entre
os nodos sempre refere-se a invocac¸a˜o desses servic¸os. Esse axioma conduz a ide´ia da
teoria de dia´logo de atores (speech-act) que ocorre em ambientes multi-agentes. Dessa
forma, a estrutura das mensagens que sa˜o trocadas entre os nodos bem como a forma com
que estas mensagens sa˜o trocadas seguem padro˜es utilizados em ambientes multi-agentes.
Esses padro˜es sa˜o definidos pela Foundation for Intelligent Physical Agents (FIPA).
A estrutura das mensagens segue o padra˜o definido pelo documento
“FIPA XC00061 - FIPA ACL Message Structure Specification” [fIPA 07b]. Esse docu-
mento, conte´m as especificac¸o˜es para os paraˆmetros das mensagens, incluindo: a lista
dos elementos da mensagem corrente, procedimentos para manter esta lista e os crite´rios
para inclusa˜o de novos elementos na lista. A padronizac¸a˜o das mensagens visa auxiliar
na garantia de inter-operabilidade atrave´s de um conjunto comum de estruturas e tambe´m
processos para garantir a manutenc¸a˜o desse conjunto.
As mensagens que sa˜o trocadas entre os nodos sa˜o representadas em
XML, seguindo o padra˜o definido pelo documento “FIPA XC00071 FIPA ACL Message
Representation in XML” [fIPA 07a]. Uma mensagem conte´m um conjunto de um ou mais
elementos. Precisamente quais elementos sa˜o necessa´rios em cada mensagem variam
conforme a situac¸a˜o. Na plataforma, os elementos mandato´rios sa˜o a ac¸a˜o ou servic¸o
a ser executado e o remetente da mensagem, embora seja esperado que as mensagens
tambe´m contenham o destinata´rio e mais algumas informac¸o˜es para execuc¸a˜o da ac¸a˜o
solicitada.
O motivo de uso desse tipo de estrutura de mensagens deve-se ao fato
do padra˜o FIPA ACL ser um padra˜o consolidado e que atende perfeitamente as necessi-
dades da arquitetura. Ressalta-se que os padro˜es definidos pelos documentos acima sa˜o
usados como refereˆncia para a troca de mensagens, ou seja, na˜o sa˜o implementados em
sua totalidade.
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4.1.3 Definic¸a˜o de tarefas
Segundo a documentac¸a˜o do Alchemi [NAD 07] [LUT 07]: As implementac¸o˜es
“convencionais” de grades computacionais fornecem um nı´vel alto de abstrac¸a˜o de “ma´quina
virtual”, onde a menor unidade de execuc¸a˜o paralela e´ um processo (tipicamente referen-
ciado como um trabalho ou job, com va´rios trabalhos constituindo uma tarefa).
Em um ambiente formado por dispositivos mo´veis e embarcados a execuc¸a˜o
de tarefas de forma assı´ncrona pode ser a u´nica forma de fazer as coisas funcionarem.
Nesse tipo de ambiente, os nodos submetem tarefas (que sa˜o estruturas de dados) para
serem executados em outros nodos e recebem uma resposta indicando se a tarefa foi exe-
cutada com sucesso ou se aconteceu algum problema com a execuc¸a˜o da mesma.
A plataforma trabalha exatamente dessa forma: para que um nodo da
grade consiga invocar um servic¸o que esta´ rodando em outro nodo e´ criada uma tarefa
(Task). Assim que o nodo destino recebe a requisic¸a˜o de uma tarefa e a processa, ele
sempre retorna um resultado (TaskResult) a qual indica a situac¸a˜o da tarefa recebida.
A figura 4.1 demonstra conceitualmente a troca de tarefas entre dois
nodos.
nodo-2Nodo-1
(i)  Task
(ii)  TaskResult
Figura 4.1: Visa˜o conceitual de tarefas executadas entre nodos da grade
A estrutura de uma tarefa possui o formato demonstrado na tabela 4.1.
Cada um dos campos utilizados possui a seguinte func¸a˜o:
â Service: define qual servic¸o sera´ invocado no destino.
â Originator: define qual nodo originou a tarefa.
â Destination: define qual nodo sera´ o destinata´rio da tarefa. Se esse
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<task>
<service> ... </service>
<originator> ... </originator>
<destination> ... </destination>
<taskid> .... </taskid>
<timestamp> .... </timestamp>
<priority> ... </priority>
<parameters>
....
</parameters>
</task>
Tabela 4.1: Definic¸a˜o da estrutura de uma tarefa
campo conter um * (asterisco) a grade sera´ responsa´vel por descobrir quem e´ o desti-
nata´rio da tarefa (maiores detalhes sa˜o apresentados na sec¸a˜o 4.1.9).
â Taskid: define a identificac¸a˜o da tarefa. Sempre que uma nova tarefa
e´ criada por um nodo e´ definido um identificador para ela.
â Timestamp: indica o tempo de criac¸a˜o da tarefa. Esse campo e´
utilizado para ca´lculos de qualidade de servic¸o pela plataforma.
â Priority: define qual a prioridade que deve ser dada a` tarefa. A
plataforma possui os seguintes nı´veis de prioridade:
Õ Nı´vel 1 = Prioridade baixa
Õ Nı´vel 2 = Prioridade normal. E´ a prioridade padra˜o na criac¸a˜o de
tarefas
Õ Nı´vel 3 = Prioridade alta
Õ Nı´vel 4 = Prioridade muito alta
Õ Nı´vel 5 = Prioridade tempo-real
â Parameters: esse campo conte´m os paraˆmetros necessa´rios para
execuc¸a˜o do servic¸o. Os paraˆmetros sa˜o codificados usando XML.
A TaskResult possui a estrutura definida na tabela 4.2 e de maneira
ana´loga a estrutura da tarefa, cada um dos campos possui a func¸a˜o descrita a seguir:
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<task-result>
<result-code> ... </result-code>
<originator> ... </originator>
<destination> ... </destination>
<taskid> .... </taskid>
<timestamp> .... </timestamp>
<priority> ... </priority>
<parameters>
....
</parameters>
</task-result>
Tabela 4.2: Definic¸a˜o da estrutura do resultado de uma tarefa
â Result-code: conte´m o resultado da execuc¸a˜o da tarefa. Podendo
conter:
Õ OK = tarefa foi executada com sucesso.
Õ DELAYED = tarefa foi recebida, aceita, pore´m ainda na˜o foi execu-
tada.
Õ TOO-BUSY = O nodo destino estava muito ocupado para executar a
tarefa.
Õ FAILURE = A execuc¸a˜o da tarefa apresentou alguma falha.
Õ NOT UNDERSTOOD = O nodo destino na˜o entendeu a tarefa.
Õ NOT FOUND = O servic¸o solicitado pela tarefa na˜o foi encontrado.
Õ REFUSE = O nodo destino recusou a tarefa.
â Originator: define qual nodo originou a resposta.
â Destination: define a qual nodo sera´ enviado o resultado.
â Taskid: indica a identificac¸a˜o da tarefa executada.
â Timestamp: indica o tempo em que o resultado foi criado. Esse
campo e´ utilizado para ca´lculos de qualidade de servic¸o pela plataforma.
â Priority: indica qual a prioridade que foi dada a` tarefa. Possui os
mesmos nı´veis de prioridade definidos pela tarefa.
â Parameters: conte´m os paraˆmetros retornados pelo nodo que rece-
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beu a tarefa.
4.1.4 Codificac¸a˜o e decodificac¸a˜o dos dados
Conforme descrito na sec¸a˜o 3.5 a estrutura de dados XMLTree serve de
base para representac¸a˜o de algumas estruturas e dos dados utilizados na plataforma. Para
a manipulac¸a˜o da XMLTree a plataforma faz uso dos seguintes me´todos:
â add: acresce um elemento ou sub-a´rvore a uma a´rvore existente
â addText: acresce texto a um elemento
â get: obte´m uma sub-a´rvore na a´rvore
â getSubTrees: obte´m as sub-a´rvores da a´rvore
â getTagCount: obte´m a quantidade de elementos da a´rvore
â getTagNames: obte´m os nomes dos elementos da a´rvore
â getText: obte´m um texto da a´rvore
â setAttribute: define um atributo de um elemento
â setText: define um texto a um elemento ou atributo
A XMLTree e´ uma estrutura de dados criada com a finalidade de tornar
mais simples a representac¸a˜o de dados usando XML. Os me´todos apresentados acima sa˜o
utilizados para manipulac¸a˜o da XMLTree e possibilitam ao desenvolvedor realizar todas
as operac¸o˜es que sa˜o necessa´rias para a representac¸a˜o e trocas de dados que ocorrem no
ambiente no qual a plataforma esta´ sendo utilizada.
4.1.5 Suporte a qualidade de servic¸os
Para proporcionar a implementac¸a˜o de mecanismos que garantam qua-
lidade de servic¸o na execuc¸a˜o de tarefas, a plataforma possui uma relac¸a˜o de atributos
que sa˜o atualizados em tempo de execuc¸a˜o. Por questo˜es de facilidade, cada nodo que
compo˜e a grade controla os seus pro´prios atributos e cada mo´dulo da plataforma possui o
seu conjunto de atributos.
Essa separac¸a˜o de atributos por mo´dulos permite grande flexibilidade
para o desenvolvedor trabalhar com qualidade de servic¸o na plataforma. Ressalta-se, que
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a plataforma controla esses atributos e os disponibiliza ao desenvolvedor, pore´m ela na˜o
implementa os mecanismos que usam esses atributos para garantir qualidade de servic¸o
pois o assunto esta´ fora do escopo do trabalho que foi definido inicialmente.
A descric¸a˜o dos atributos que sa˜o controlados pela plataforma e dispo-
nibilizados para o desenvolvedor e´ apresentada no anexo B.
4.1.6 Agendamento de tarefas
Com a finalidade de automatizar tarefas que sa˜o executadas rotineira-
mente, e´ usado um conjunto de me´todos para agendar a execuc¸a˜o de tarefas em intervalos
definidos de tempo. Os me´todos sa˜o:
â scheduleTimerTask: agenda alguma tarefa para ser executada em
intervalos definidos de tempo.
â scheduleGarbaggeCollect: executa o coletor de lixo de maneira
automa´tica no nodo.
â scheduleLogHeartBeat: efetua a coleta e log dos dados estatisticos
do nodo.
â scheduleHeartBeat: transmite de tempo em tempo os dados estatis-
ticos do nodo para os nodos de monitoramento.
â scheduleSensorCollect: efetua a coleta dos dados de um sensor em
intervalos de tempo definido.
Os me´todos usados para agendamento de tarefas ale´m de efetuarem as
tarefas de rotina interna dos nodos, tambe´m proporcionam ao desenvolvedor uma forma
de expandir a capacidade da plataforma para a execuc¸a˜o de ac¸o˜es que precisam ser exe-
cutadas em intervalos definidos de tempo.
4.1.7 Atributos dinaˆmicos e perfis dos dispositivos
Para auxiliar nos mecanismos de qualidade de servic¸o, de monitora-
mento e localizac¸a˜o de nodos que melhor se enquadrem para execuc¸a˜o de determinada
tarefa a plataforma implementa o conceito de perfil de dispositivos. Ao perfil do dis-
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positivo pertencem as informac¸o˜es que caracterizam o nodo e tambe´m aquelas que sa˜o
atualizadas em tempo de execuc¸a˜o e demonstram a sua situac¸a˜o de funcionamento.
As informac¸o˜es que formam o perfil de um nodo sa˜o as seguintes:
â memoryTotal: total de memo´ria disponı´vel
â memoryFree: total de memo´ria livre
â memoryUsed: total de memo´ria usado
â runningTime: tempo de execuc¸a˜o
â cpuUsage: valor indicando o percentual de uso da cpu
â java version: versa˜o do java
â java vendor: distribuidor do java
â os name: sistema operacional que esta´ em execuc¸a˜o
â os arch: qual a arquitetura usada
â os version: versa˜o do sistema operacional
Se houver a necessidade de monitoramento do perfil de determinado
nodo por outro nodo da grade pode ser usado o me´todo addMonitorDestination(String
destination). Esse me´todo faz com que os dados de perfil sejam enviados a outro nodo em
intervalos de tempo.
A definic¸a˜o de perfil de dispositivo teˆm por finalidade fornecer ao de-
senvolvedor uma forma simples de monitorar o funcionamento de cada nodo e tambe´m de
proporcionar facilidade para implementac¸a˜o de aplicac¸o˜es que precisem executar deter-
minadas ac¸o˜es de acordo com os recursos disponı´veis em cada dispositivo que esta´ sendo
gerenciado pela grade.
4.1.8 Suporte a traps
Usando a ide´ia do Simple Network Management Protocol (SNMP) [CAS 07],
a plataforma possui o conceito de notificac¸a˜o (trap) para reportar notificac¸o˜es a um nodo
alocado (atrave´s do me´todo addMonitorDestination) para ser o responsa´vel pelo moni-
toramento da grade. Enquanto as informac¸o˜es de perfil de dispositivo sa˜o enviadas de
tempo em tempo ao nodo monitor um trap somente e´ enviado quando determinados even-
54
tos acontecerem.
Os traps gerados podem ser de cinco tipos:
â Note: indica uma simples notificac¸a˜o.
â Warn: indica algum aviso, nada de grave.
â Err: indica algum erro considerado crı´tico.
â Urgt: indica algum problema que merece atenc¸a˜o urgente.
â Fatl: indica algum problema fatal que impede o funcionamento.
Os traps possibilitam ao desenvolvedor criar aplicac¸o˜es mais robustas
para o gerenciamento dos dispositivos existentes em um ambiente. Outro ponto im-
portante e´ que o seu uso ocasiona menor sobrecarga de tra´fego na rede pois um nodo
somente ira´ reportar ao monitor quando realmente estiver acontecendo alguma situac¸a˜o
problema´tica que requer atenc¸a˜o.
4.1.9 Descobrimento de servic¸o e auto-organizac¸a˜o
Para atender ao requisito de dinaˆmicidade e reconfigurac¸a˜o a plataforma
possui a capacidade de efetuar o descobrimento de servic¸o e auto-organizac¸a˜o de topolo-
gia. Segundo [AG 06] a auto-organizac¸a˜o substitui a necessidade de intervenc¸o˜es admi-
nistrativas, facilitando a agregac¸a˜o e o uso de recursos pela grade e tambe´m simplificando
o desenvolvimento de aplicac¸o˜es.
A figura 4.2 ilustra o processo de descoberta de servic¸os e reconfigurac¸a˜o
em um cena´rio formado por cinco nodos.
O nodo-0 deseja invocar um servic¸o que se encontra no nodo-4, pore´m
o nodo-0 na˜o possui conhecimento disso, nem sabe da existeˆncia do nodo-4 na grade. O
nodo-0 solicita o servic¸o ao nodo-1. Como o nodo-1 na˜o possui o servic¸o, ele cria uma
tarefa de descoberta do servic¸o tendo como destino o nodo-2. Como o nodo-2 tambe´m
na˜o possui o servic¸o ele repassa a tarefa de descoberta ao nodo-3. O nodo-3 tambe´m na˜o
possui o servic¸o, enta˜o a tarefa de descoberta e´ encaminhada ao nodo-4. Como o nodo-
4 possui o servic¸o solicitado pela tarefa de descoberta, ele responde ao nodo-3 que ele
possui o servic¸o. O nodo-3 repassa essa informac¸a˜o ao nodo-2, que por sua vez repassa
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Figura 4.2: Processo de auto-descoberta de um servic¸o e reconfigurac¸a˜o
a informac¸a˜o ao nodo-1. O nodo-1, por sua vez, acaba informando ao nodo-0 onde esta´
localizado o servic¸o. O nodo-0 enta˜o tenta efetuar contato direto com o nodo-4 enviando
um ping. Quando o nodo-4 responde o ping, o nodo-0 faz uma alterac¸a˜o em sua tabela
de roteamento acrescendo uma rota direta (me´trica = 1) ao nodo-4. Como o nodo-0 agora
“aprendeu” onde esta´ rodando o servic¸o que necessita, a requisic¸a˜o do servic¸o e´ enviada
diretamente ao nodo-4. Por fim o nodo-4 retorna a resposta do servic¸o invocado.
Se por algum motivo o nodo-0 na˜o conseguir resposta ao ping enviado
ao nodo-4 a rota direta na˜o e´ criada. Isso pode acontecer se por exemplo o nodo-4 esta´
atra´s de algum servidor nat ou firewall. Nesse caso, a requisic¸a˜o do servic¸o vai sendo
repassada de nodo em nodo ate´ chegar ao nodo-4. A resposta proveniente da execuc¸a˜o
do servic¸o pelo nodo-4 tambe´m vai sendo repassada de nodo em nodo ate´ chegar ao nodo
requisitante do servic¸o, no caso o nodo-0.
O suporte a descobrimento e auto-organizac¸a˜o possibilita o desenvol-
vimento de aplicac¸o˜es para ambientes onde existe a constante mudanc¸a de topologia de
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rede devido a constante entrada e saı´da de dispositivos em diferentes pontos do ambiente.
O uso de reconfigurac¸a˜o ou auto-organizac¸a˜o permite que um dispositivo seja capaz de
mover-se mesmo estando conectado a grade. A medida que ocorre a movimentac¸a˜o os
mecanismos internos da grade asseguram que os demais nodos assimilem as mudanc¸as
de localizac¸a˜o e sejam capaz de efetuar a comunicac¸a˜o quando necessa´rio. Para uma
aplicac¸a˜o invocar um servic¸o prestado por um nodo da rede ela na˜o necessita saber qual
nodo possui o servic¸o ou mesmo onde encontra-se tal nodo. Basta efetuar a requisic¸a˜o e
a grade fica responsa´vel por localizar o servic¸o e fazer os devidos ajustes de interconexa˜o
entre os nodos para assegurar que o servic¸o sera´ invocado.
4.1.10 Roteamento entre nodos
No ambiente dinaˆmico formado por dispositivos mo´veis e embarcados
as rotas entre os nodos podem sofrer constantes alterac¸o˜es. Visando manter a tabela de
roteamento consistente entre os nodos uma adaptac¸a˜o do Routing Information Protocol
(RIP) [HED 07] e´ utilizada.
Cada nodo da plataforma possui a sua pro´pria tabela de roteamento con-
tendo o nome do nodo destino, enderec¸o de como alcanc¸a-lo (next hop) e me´trica (indica
a distaˆncia para alcanc¸ar o nodo destino). O me´todo scheduleSendRoute e´ o responsa´vel
pelo envio da tabela de roteamento de um nodo para todos os nodos que possuem ligac¸a˜o
direta com ele (me´trica = 1). Assim como no RIP, cada nodo armazena somente as rotas
com menores me´tricas para atingir o nodo destino sendo que quando um nodo recebe a
tabela de roteamento do nodo vizinho e percebe que aconteceu alterac¸o˜es em alguma das
entradas que ele possui em sua tabela local, ele atualiza-a para refletir as alterac¸o˜es que
aconteceram no ambiente. No momento em que na˜o acontecerem mais alterac¸o˜es nas
tabelas de roteamento por propagac¸a˜o de rotas assumi-se que aconteceu a convergeˆncia
das tabelas e todos os nodos do ambiente sabem como alcanc¸arem uns aos outros. Esse
tempo de convergeˆncia varia conforme a quantidade de nodos que existem no ambiente.
A outra forma de atualizac¸a˜o da tabela de roteamento acontece quando
um nodo tenta fazer uma descoberta de servic¸o conforme descreve a sec¸a˜o 4.1.9.
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4.1.11 Ganchos (hooks) para novas aplicac¸o˜es
Os ganchos (hooks) utilizados na plataforma sa˜o definidos em interfa-
ces ou classes abstratas e devem necessariamente ser implementados por uma classe que
contenha o co´digo real da aplicac¸a˜o.
Dois ganchos sa˜o proporcionados:
• No mo´dulo Sensor existe o gancho collect que e´ usado para implementac¸a˜o de
novos me´todos para coleta de dados dos sensores. Esse gancho possibilita que na˜o
seja necessa´ria a re-implementac¸a˜o de um mecanismo de coleta de dados para cada
sensor. Basta implementar os me´todos para um sensor especı´fico e enta˜o “pendura-
los” no gancho do mo´dulo Sensor.
• No mo´dulo Service, existe o gancho execute que e´ o responsa´vel pela execuc¸a˜o
de novos servic¸os que venham a ser implementados. De forma ana´loga ao gancho
anterior, basta implementar o me´todo responsa´vel pelo servic¸o e “pendurar” no
mo´dulo Service.
O ganchos sa˜o de grande valia para desenvolvedores pois proporcionam
facilidades na implementac¸a˜o de novas funcionalidades e extensa˜o daquelas ja´ existentes,
garantindo assim maior flexibilidade e reaproveitamento de co´digo no desenvolvimento
das aplicac¸o˜es para uso em grade.
4.1.12 Acesso aos resultados das tarefas
O acesso aos resultados de tarefas executadas pelas nodos, como por
exemplo dados coletados a partir de sensores, e´ efetuado pelo mo´dulo Network.
No caso do dispositivo possuir a plataforma em execuc¸a˜o, o acesso a
esses dados pode ser efetuado atrave´s de me´todos internos da pro´pria plataforma. Caso
o dispositivo na˜o a possua em execuc¸a˜o tambe´m e´ possı´vel ter acesso aos dados atrave´s
de requisic¸o˜es ao servidor de requisic¸o˜es que fazem uso do HyperText Transfer Protocol
(HTTP) (servlet) que e´ executado de forma acoplada a cada nodo da grade. A ide´ia e´ usar
um servlet com suporte Extensible Style Language Transformation (XSLT) para retornar
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os dados a interface do cliente conforme descrito em [GRA 03]. Nesse caso, o retorno de
resultados acontece da seguinte forma:
I - Cliente faz uma requisic¸a˜o ao enderec¸o do nodo atrave´s de um navegador internet.
II - A plataforma atrave´s de seus mecanismos internos verifica qual e´ o tipo de cliente
que esta´ fazendo a requisic¸a˜o.
III - E´ verificada a existeˆncia de um “template” contendo co´digo Extensible Style Language
(XSL) de acordo com o cliente detectado. Se na˜o existir o template para o cliente,
um template padra˜o e´ selecionado.
IV - E´ executada uma transformac¸a˜o usando o XML retornado pela execuc¸a˜o da tarefa e
o XSL contido dentro do arquivo de template de forma que o resultado e´ formatado
de acordo com as configurac¸o˜es do cliente XSL.
V - O resultado da formatac¸a˜o e´ retornado ao cliente.
Usando essa forma de acesso e´ possı´vel que diferentes tipos de disposi-
tivos como PDAs, navegadores de internet ou ate´ mesmo telefones celulares acessem os
resultados de tarefas sem a necessidade de possuirem a plataforma instalada, garantindo
assim maior capilaridade da grade.
4.1.13 Processos internos Node
A plataforma possui um conjunto interno de me´todos padra˜o que podem
ser invocados por outros nodos para a execuc¸a˜o de tarefas consideradas ba´sicas.
Os me´todos internos disponı´veis sa˜o:
â Stop: solicita que o nodo seja desconectado do ambiente.
â Register: e´ utilizado quando um nodo deseja entrar na grade. Como
na˜o existe um papel de centralizador de registros de novos nodos, cada nodo da grade
possui o me´todo register que se encarrega de registrar o novo nodo e informar ao demais
membros da grade sobre a existeˆncia dele.
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â Ping: envia uma requisic¸a˜o perguntando se um nodo esta´ “operante”
(up). Caso positivo, como resposta e´ retornado um “pong”. Se dentro de um tempo limite
na˜o houver resposta assume-se que o nodo destino esta´ “inoperante” (down).
â Get-delayed: obte´m o resultado de uma tarefa marcada como “de-
layed”
â Route-table: me´todo responsa´vel por receber a tabela de roteamento
de outro nodo e efetuar os devidos ajustes na tabela local (utilizado pelos mecanismos
definidos na sec¸a˜o 4.1.10).
â Add-route: acresce uma rota na tabela de roteamento local.
â Set-default-route: define uma rota padra˜o.
â Discovery: solicita a criac¸a˜o de uma tarefa de descoberta de servic¸o
(o processo de descoberta de servic¸o e´ descrito na sec¸a˜o 4.1.9).
â Check-attached-services: retorna quais sa˜o os servic¸os que esta˜o
disponı´veis no nodo.
â Check-attached-sensors: retorna quais sa˜o os sensores que esta˜o
disponı´veis no nodo.
â Get-statistics: retorna dados estatı´sticos de cada um dos mo´dulos
do middleware.
Como dito anteriormente esses me´todos visam manter o correto fun-
cionamento do nodo. Se for necessa´rio que novas funcionalidades sejam acrescidas a`s
rotinas internas de nu´cleo da platasforma, elas podem ser acrescidas nesse conjunto de
me´todos.
4.2 Interface de Programac¸a˜o de Aplicativos
Interface de Programac¸a˜o de Aplicativos, ou API (Application Pro-
gramming Interface), e´ um conjunto de rotinas e padro˜es estabelecidos por um software
para utilizac¸a˜o de suas funcionalidades por programas aplicativos – isto e´: programas que
na˜o querem envolver-se em detalhes da implementac¸a˜o do software, mas apenas usar seus
servic¸os.
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A API da plataforma foi escrita na linguagem Java devido a portabi-
lidade da linguagem sendo que a versa˜o bina´ria e´ distribuı´da em Java 2 Micro Edition
[SM 07a] e Java 2 Standard Edition [SM 07b]. Seu pequeno tamanho permite o uso no
desenvolvimento de aplicac¸o˜es de computac¸a˜o em grade para dispositivos mo´veis e em-
barcados.
Na pro´xima sec¸a˜o sa˜o demonstrados os passos necessa´rios para a construc¸a˜o
de uma aplicac¸a˜o que faz uso da plataforma.
4.2.1 Passos para uso da API
Para a criac¸a˜o de um ambiente de grade computacional usando a API
sa˜o necessa´rios que sejam executados os seguintes passos para cada nodo que compo˜e a
grade:
I - Criar um nodo: para criar o nodo e´ necessa´rio definir o nome que ele ira´ possuir,
em qual enderec¸o e em qual porta que ocorrera´ a comunicac¸a˜o com os demais
nodos do ambiente.
Exemplo: Node node1 = new Node(”node-1”, ”http://localhost:8001”);
II - Definir a interface de comunicac¸a˜o: e´ o processo de criac¸a˜o da interface (servlet)
que ira´ receber/enviar requisic¸o˜es e associar essa ao nodo.
Exemplo: NetInterface httpNetInterface = new HTTPServerInterface(node1, 8001);
III - Disponibilizar servic¸os: e´ opcional e define se o nodo vai possuir algum servic¸o
que sera´ disponibilizado para ser invocado por outros nodos.
Exemplo: node1.addService(”multiply”, new MathService());
IV - Associar sensores: e´ opcional e visa definir se o nodo possuira´ associado algum
sensor (ou sensores). Caso seja associado algum, torna-se necessa´rio definir o
intervalo de tempo em que dados do sensor sera˜o obtidos, para qual nodo os dados
obtidos sera˜o enviados e qual sera´ o servic¸o que sera´ o responsa´vel por manipular
os dados nesse nodo.
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Exemplo: node1.addSensor(”sensor-1”, new RandomSensor());
node1.scheduleSensorCollect(”sensor-1”, ”monitor node”, ”store”, 5);
V - Definir tabela de roteamento: efetua a ligac¸a˜o do nodo com outro nodo da grade.
Exemplo: node1.addRoute(”node-2”, ”http://localhost:8002”);
VI - Definir configurac¸o˜es especificas: e´ opcional e depende da func¸a˜o do nodo na
grade. Podem ser utilizados me´todos para definic¸a˜o do nı´vel de log, de “snoop” da
interface de comunicac¸a˜o ou tarefas de agendamento de monitoramento do nodo.
Exemplo: node1.setLogLevel(5);
node1.addMonitorDestination(”monitor node”);
VII - Iniciar o nodo: e´ o simples processo de colocar o nodo em funcionamento.
Exemplo: node1.start();
A pro´xima sec¸a˜o visa demonstrar de forma pra´tica como utilizar os pas-
sos abordados acima para a construc¸a˜o de uma aplicac¸a˜o.
4.2.2 Exemplo de uso
Para demonstrar o uso da API foi codificada a aplicac¸a˜o esquematizada
na figura 4.3. Nessa aplicac¸a˜o sa˜o criados dois nodos, sendo que um deles (node-2)
possui um servic¸o chamado multiply que recebe dois nu´meros, multiplica-os e retorna o
resultado. O node-1 enta˜o invoca o servic¸o de multiplicac¸a˜o do node-2 solicitando para
serem multiplicados os nu´meros 3 e 6 e recebe como resposta o resultado enviado pelo
node-2 que e´ 6.
O exemplo apresentado e´ uma simples aplicac¸a˜o que visa demonstrar
a simplicidade e flexibilidade de desenvolvimento de aplicac¸o˜es que fazem uso de grade
proporcionada pela plataforma. Aplicac¸o˜es mais complexas podem ser construı´das facil-
mente atrave´s das func¸o˜es existentes na API.
O co´digo fonte da aplicac¸a˜o e´ apresentado no anexo C e a descric¸a˜o de
todos os me´todos existentes na API pode ser encontrada no site do projeto em http://grid.lrg.ufsc.br.
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TaskResult("node-1", "result=6")
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node-2 responde a
node-1 que o resultado
da multiplicação é 6
Figura 4.3: Esquema da aplicac¸a˜o desenvolvida para demonstrar o uso da API
4.3 Testes quantitativos
Esta sec¸a˜o apresenta resultados de alguns resultados quantitativos obti-
dos em simulac¸o˜es que buscam demonstrar o comportamento da plataforma em diferentes
situac¸o˜es de uso.
Para realizac¸a˜o dos testes foi montado o ambiente representado pela
figura 4.4
No ambiente existem um total de trinta computadores (1) conectados a
sensores. A quantidade de sensores existentes em cada um va´ria conforme o teste reali-
zado. Os dados coletados pelos sensores sa˜o enta˜o armazenados em dois computadores
que possuem o servic¸o de armazenamento (2). Em intervalos definidos de tempo cada
computador do ambiente envia seus dados estatı´sticos para os Monitores (3) os quais ar-
mazenam os dados para posterior ana´lise. Todos os computadores esta˜o interligados entre
si atrave´s de switch.
Nesse ambiente as seguintes situac¸o˜es foram simuladas:
• Experimento 1: Foram usados trinta nodos com cinco sensores cada de forma que
cada nodo possuia seu pro´prio servic¸o para armazenamento dos dados coletados a
partir de seus sensores. Foram dispostos quatro nodos monitores responsa´veis pelo
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Figura 4.4: Ambiente montado para teste quantitativo
recebimento dos dados estatı´sticos dos nodos coletores. O objetivo desse experi-
mento foi verificar o comportamento dos nodos monitores.
• Experimento 2: Tambe´m foram usados trinta nodos com cinco sensores cada.
Pore´m nesse experimento foram disponibilizados dois servic¸os de armazenamento
para os nodos guardarem os dados coletados a partir do sensores.
• Experimento 3: Foram usados trinta nodos com vinte e cinco sensores cada. Fo-
ram disponibilizados dois servic¸os de armazenamento para os nodos guardarem os
dados coletados a partir do sensores.
• Experimento 4: Foram usados trinta nodos com cem sensores cada. Foram dis-
ponibilizados dois servic¸os de armazenamento para os nodos guardarem os dados
coletados a partir do sensores.
4.3.1 Ana´lise dos resultados
Para ana´lise dos resultados foram utilizados os dados estatı´sticos obti-
dos em cada experimento e enta˜o observado o comportamento de treˆs tipos diferentes de
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nodos: Um nodo monitor (Nodo 50906) que e´ o responsa´vel pelo monitoramento dos
nodos do nodos do ambiente, um nodo coletor (Nodo 50910) que e´ o responsa´vel pela
coleta de dados e um nodo de armazenamento (Nodo 50916) que e´ o responsa´vel pelo
armazenamento dos dados coletados.
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Figura 4.5: Gra´fico demonstrando os tempos mı´nimos, me´dio e ma´ximo do nodo monitor (50906)
em cada experimento
Segundo a figura 4.5 os tempos ma´ximo, mı´nimo e me´dio para execuc¸a˜o
da tarefa de recepc¸a˜o dos dados estatı´sticos de um monitor na˜o sofrem grande inter-
fereˆncia com o aumento da quantidade de sensores.
O mesmo na˜o acontece com relac¸a˜o ao consumo de memo´ria. A figura
4.6 demonstra o total de memo´ria consumida em cada um dos experimentos. Pode-se
perceber um aumento significativo do uso de memo´ria no experimento 4.
A figura 4.7 representa o total de bytes enviados e recebidos pelo nodo
coletor(50910), no caso um nodo de coleta de dados. Pode-se perceber que quando maior
o nu´mero de sensores maior e´ quantidade de bytes que trafegam. No caso do experimento
1 o tra´fego de bytes recebidos e´ maior que o experimento 2 pois os dados esta˜o sendo
enviados para o pro´prio nodo armazenar. A partir do experimento 2 comec¸a a ocorrer um
crescimento regular pois os dados esta˜o sendo enviados para um nodo de armazenamento
por isso que a quantidade de bytes enviados e´ maior que recebido.
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Figura 4.6: Gra´fico demonstrando o consumo de memo´ria do nodo monitor (50906) em cada
experimento
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Figura 4.7: Gra´fico demonstrando total de bytes enviados e recebidos pelo nodo coletor (50910)
em cada experimento
A figura 4.8 tambe´m demonstra que quanto mais sensores estiverem
anexados em um nodo coletor maior sera´ o consumo de memo´ria. No caso do experimento
1 percebe-se um consumo maior que o experimento 2, isso deve-se ao fato do nodo ale´m
de coletar dados tambe´m estar disponibilizando o servic¸o de armazenamento.
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Figura 4.8: Gra´fico demonstrando o consumo de memo´ria do nodo 50910 em cada experimento
No caso do nodo de armazenamento 50916 o consumo de memo´ria so-
freu diretamente o impacto da quantidade de dados que estavam sendo armazenados. A
figura 4.9 representa gra´ficamente o consumo.
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Figura 4.9: Gra´fico demonstrando o consumo de memo´ria do nodo 50916 em cada experimento
O mesmo ocorre com a quantidade de bytes recebidos por esse nodo
(figura 4.10). Esse comportamento ja´ era esperado uma vez que todos os nodos esta˜o
enviando os seus dados para serem armazenados pelos nodos que possuem os servic¸os de
armazenamento.
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Figura 4.10: Gra´fico demonstrando total de bytes enviados e recebidos pelo nodo de armazena-
mento (50916) em cada experimento
A figura 4.11 demonstra claramente que a quantidade de requisic¸o˜es
atendidas interfere no tempo de resposta. Com o nodo de armazenamento recebendo
requisic¸o˜es dos nodos coletores com cem sensores (experimento 4) o tempo ma´ximo cres-
ceu muito.
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Figura 4.11: Gra´fico demonstrando os tempos mı´nimos, me´dio e ma´ximo do nodo de armazena-
mento (50916) em cada experimento
Pelos resultados desse conjunto de experimentos pode-se concluir que:
• A quantidade de sensores conectados em um nodo interfere diretamente no con-
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sumo de memo´ria dos dispositivos
• Os nodos monitores na˜o sofrem interfereˆncia no atendimento de requisic¸o˜es com o
aumento de nodos ou sensores
• Como esperado a quantidade de bytes que entra e sai de cada nodo e´ proporcional
a quantidade de nodos e sensores
• Apesar do consumo de memo´ria aumentar a medida que aumenta-se a quantidade
de nodos a plataforma necessita de alguma forma de otimizac¸a˜o de memo´ria. Isso
e´ algo referente especı´ficamente a implementac¸a˜o.
• O uso de XML possibilita maior versatilidade pore´m, aumenta o consumo de banda
e a quantidade de processamento para interpretac¸a˜o. O ideal seria fazer testes com
a plataforma usando uma forma compactada de XML como o WBXML [MAR 07]
e comparar qual e´ o impacto ocasionado pela mudanc¸a.
• O uso da plataforma em rede cabeada na˜o deve sofrer diferenc¸as de consumo de
banda ou no consumo de memo´ria dos nodos. Pore´m o ideal serial que esses testes
fossem efetuados usando redes sem fios.
Nos experimentos a plataforma comportou-se sem problemas ate´ cem
sensores por nodo. Na tentativa de aumentar mais a quantidade de sensores ocorreram
problemas relativos ao consumo de memo´ria e sobrecarga de processamento de cada nodo.
Com trinta nodos o ambiente na˜o apresentou problemas. Pelas avaliac¸o˜es estatı´sticas a
quantidade ma´xima de nodos que podem existir em um ambiente esta´ limitada a dispo-
nibilidade de recursos fı´sicos de cada dispositivo e a largura de banda disponı´vel para
tra´fego de dados e na˜o relacionada a alguma restric¸a˜o da arquitetura.
Os experimentos demonstrados acima visaram fornecer uma visa˜o ini-
cial do comportamento da plataforma em algumas situac¸o˜es de uso, pore´m diferentes
cena´rios e objetivos podem ser definidos e simulados para tornar possı´vel uma ana´lise
mais aprofundada dos dados.
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4.4 Estudo de caso
Para apresentar a funcionalidade da plataforma e sua forma de com-
portamento em uma situac¸a˜o pra´tica esta sec¸a˜o demonstra um estudo de caso na a´rea da
telemedicina. O estudo de caso consiste na demonstrac¸a˜o de como a plataforma pode ser
aplicada para resolver o cena´rio-problema apresentado no capı´tulo 1.
O objetivo e´ automatizar o processo de coleta de dados vitais dos paci-
entes a partir dos equipamentos de monitoramento existentes em um hospital. Os dados
coletados sa˜o enta˜o disponibilizados para consulta pelo corpo me´dico atrave´s de disposi-
tivos mo´veis que podem estar localizados dentro ou fora do hospital.
Seguindo o conceito da plataforma todos os dispositivos usados sa˜o vis-
tos como nodos e nodos formam o ambiente que sera´ responsa´vel pela disponibilizac¸a˜o
dos servic¸os que sera˜o prestados pela grade. Dessa forma, os dados sa˜o coletados por
nodos sensores, usando protocolos ubı´quos trafegam via ondas de ra´dio ate´ os nodos que
possuem o servic¸o de armazenamento e enta˜o podem ser visualizados pelos dispositivos
de consulta atrave´s da invocac¸a˜o do servic¸o de visualizac¸a˜o pelas aplicac¸o˜es mo´veis. A
figura 4.12 demonstra a arquitetura usada no estudo de caso.
Para implementar os (i) nodos sensores e´ usado um equipamento co-
mercial de ra´dio juntamente com uma instaˆncia da plataforma. O equipamento usado e´ da
marca Linksys modelo WRT54G rodando uma versa˜o minimalista do sistema operacional
linux. Algumas alterac¸o˜es no equipamento de ra´dio foram efetuadas para possibilitar que
a comunicac¸a˜o entre ele e o monitor vital seja efetuada via porta serial.
A instaˆncia da plataforma e´ executada no equipamento de forma que
o (ii) mo´dulo que implementa a interface com sensores sa˜o os responsa´veis pela coleta
dos dados que sa˜o enviados pelo monitor de sinais vitais ao equipamento. Apo´s os dados
serem coletados e´ feita a (iii) infereˆncia e a conversa˜o dos dados segundo o padra˜o usado
pela plataforma pelo mo´dulo responsa´vel. O (iv) mo´dulo Network enta˜o os envia atrave´s
da interface de ra´dio do equipamento.
Os (v) nodos prestadores de servic¸o possuem os servic¸os que sera˜o invo-
cados pelos demais nodos do ambiente. Internamente esses nodos executam uma instaˆncia
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Figura 4.12: Arquitetura usada no estudo de caso para monitoramento remoto de pacientes
da plataforma. Usando os ganchos proporcionados por ela, e´ implementado o (vi) servic¸o
de armazenamento que sera´ invocado pelos nodos sensores para armazenar os dados co-
letados. O servic¸o de armazenamento faz uso da biblioteca bdb [ORA 07] para gerenciar
a base de dados obtida pelas requisic¸o˜es de armazenamento.
Os (viii) dispositivos de consulta fazem uso das aplicac¸o˜es mo´veis para
visualizac¸a˜o dos dados armazenados na base de dados. A consulta pode ser feita no in-
terior do hospital atrave´s de PDAs, que usam a mesma infra-estrutura de coleta, ou enta˜o
externamente atrave´s da Internet por celulares ou navegadores. Para efetuar a visualizac¸a˜o
dos dados vitais dos pacientes, os dispositivos de consulta invocam o (vii) servic¸o de
visualizac¸a˜o do ambiente. Enta˜o, atrave´s dos mecanismos internos da plataforma de sen-
sibilidade ao contexto o resultado e´ formatado e exibido de acordo com o dispositivo
usado.
A figura 4.13 demonstram os dados vitais dos pacientes visualizados a
partir de um celular. Em (a) e´ apresentada a tela para selec¸a˜o do paciente (b) apresenta as
opc¸o˜es para visualizac¸a˜o (c) apresenta os dados para visualizac¸a˜o.
A figura 4.14 apresenta a saı´da caso fosse utilizado um PDA para acesso
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(b)  opções de visualização(a) seleção do paciente (c) visualização dos dados
Figura 4.13: Visualizac¸a˜o dos dados atrave´s de um celular
(b)  opções de visualização(a) seleção do paciente (c) visualização dos dados (d) visualização dos dados
Figura 4.14: Visualizac¸a˜o dos dados atrave´s de um PDA
aos dados vitais. (a) apresenta a relac¸a˜o de pacientes ao qual o dispositivo possui acesso.
(b) apresenta a tela onde podem ser selecionados os parametros para visualizac¸a˜o dos
dados vitais. (c) apresenta a visualizac¸a˜o do gra´fico representando o batimento cardı´aco
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de um paciente. (d) apresenta a tela onde sa˜o visualizados os batimentos cardı´acos de
mais de um paciente ao mesmo tempo.
(b)  opções de visualização(a) seleção do paciente (c) visualização dos dados
Figura 4.15: Visualizac¸a˜o dos dados atrave´s de um navegador internet
A figura 4.15 apresenta os dados visualizados atrave´s de um navegador
Internet. (a) e´ a tela para selec¸a˜o do paciente a visualizar. (b) apresenta a tela para selec¸a˜o
de quais dados vitais deseja-se visualizar e qual o intervalo de tempo a ser usado. (c)
apresenta um gra´fico com os dados vitais do paciente selecionado.
Os resultados obtidos no estudo de caso demonstraram como a plata-
forma pode ser aplicada no cena´rio-problema apresentado inicialmente. O uso da pla-
taforma possibilitou atender os requisitos apresentados na sec¸a˜o 2.1 de: (1) mecanismos
para gerenciamento do ambiente de forma homogeˆnea; (2) mecanismos para disponibilizac¸a˜o
dos dados vitais dos pacientes para os me´dicos em tempo real; (3) mecanismos capazes
de lidar com o dinamismo e mobilidade existentes no cena´rio; e (4) mecanismos para
interac¸a˜o com os diferentes tipos de sensores usados na coleta de dados.
4.5 Conclusa˜o do capı´tulo
Esse capı´tulo demonstrou como a plataforma foi implementada a partir
das definic¸o˜es da arquitetura proposta. A sua principal contribuic¸a˜o foi na apresentac¸a˜o
dos conceitos e me´todos usados para tornar a plataforma funcional.
Os resultados quantitativos auxiliaram na demonstrac¸a˜o de comporta-
mento da plataforma. Algo que ficou faltando e que necessita ser feito sa˜o mais testes,
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agora utilizando dispositivos mo´veis para chegar-se a uma conclusa˜o ate´ onde o tipo de
rede e de dispositivos usados interferem diretamente na performance da plataforma.
O estudo de caso serviu para demonstrar o comportamento da plata-
forma na pra´tica e tambe´m como ela pode ser utilizada para solucionar um importante
problema do mundo real. Uma necessidade encontrada no estudo de caso foi o uso de
algum mecanismo de inteligeˆncia artificial (talvez uma rede neural) para construc¸a˜o do
sistema de alerta ao me´dico responsa´vel em caso de problemas com um paciente.
Para finalizar, esse capı´tulo pode ser concluı´do com o seguinte raciocı´nio
lo´gico:
- Ana´lise do cena´rio-problema define componentes e me´todos existentes
- Requisitos da arquitetura sa˜o obtidos com base nos componentes e
me´todos
- Arquitetura e´ definida com base nos requisitos, logo arquitetura atende
requisitos
- Plataforma implementa arquitetura, logo plataforma atende cena´rio-
problema.
Ou seja, os conceitos definidos pelo trabalho solucionam o problema
inicial de forma que consegue-se usar grade computacional para integrac¸a˜o e gerencia-
mento de um ambiente formado por dispositivos mo´veis e embarcados.
O pro´ximo capı´tulo encerra a pesquisa apresentando as concluso˜es fi-
nais e trabalhos futuros.
Capı´tulo 5
Conclusa˜o
Esse trabalho apresentou qual e´ a estrutura de software necessa´ria para
desenvolver grades computacionais capazes de integrar e gerenciar ambientes formados
por dispositivos mo´veis e embarcados. Na literatura utilizada constatou-se que grades
computacionais sa˜o usadas como uma forma de compartilhamento de recursos em larga
escala. Algo desconsiderado pela maioria dos trabalhos analisados foi que grades compu-
tacionais possuem recursos que possibilitam que elas sejam usadas como ferramenta para
interligac¸a˜o e gerenciamento homogeˆneo dos dispositivos existentes em um ambiente. A
proposta do trabalho foi justamente de explorar essa possibilidade, aplicando uma grade
para facilitar a integrac¸a˜o e o gerenciamento de um ambiente formado por dispositivos
mo´veis e embarcados. Pore´m ficou claro que uma grade que possua as caracterı´sticas pre-
sentes em grandes de sensores e tambe´m as presentes em grades mo´veis e´ algo inovador
com requisitos que as plataformas analisadas na˜o foram capazes de atender.
Como passo inicial para o desenvolvimento da plataforma, foi necessa´ria
a definic¸a˜o de maneira conceitual de como ela deveria comportar-se. Para essa definic¸a˜o
no capı´tulo 3 foi efetuada uma ana´lise de um cena´rio formado por dispositivos mo´veis e
embarcados que apontou quais os elementos e interac¸o˜es existentes. Essas informac¸o˜es
acabaram por definir que uma plataforma de grade computacional capaz de lidar com
o cena´rio deve ter como requisitos o uso de protocolos e padro˜es abertos, coordenac¸a˜o
de recursos existentes no ambiente, flexibilidade para comunicac¸a˜o com diferentes dis-
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positivos, mecanismos para proporcionar qualidade de servic¸o, mecanismos para geren-
ciar ambientes dinaˆmicos, mecanismos de descoberta e reconfigurac¸a˜o, transpareˆncia no
acesso aos resultados das tarefas e tambe´m interfaces capazes de efetuarem comunicac¸a˜o
com sensores. Os requisitos serviram como base para a definic¸a˜o de uma arquitetura que
quando implementada possui as caracterı´sticas necessa´rias para ser aplicada na soluc¸a˜o
do cena´rio-problema.
A implementac¸a˜o da plataforma foi apresentada no capı´tulo 4 que de-
monstrou como se comporta um ambiente formado por dispositivos mo´veis e embarcados
integrados por grades de computadores. Como a plataforma implementou a arquitetura,
ela atendeu aos requisitos definidos anteriormente exatamente conforme esperado. Os
resultados dos testes quantitativos obtidos na simulac¸o˜es de uso da plataforma demons-
traram que ela e´ funcional. Analisando os gra´ficos constatou-se que os tempos de aten-
dimento de requisic¸o˜es e disponibilizac¸a˜o de dados estiveram dentro do aceita´vel. Pore´m
pode-se perceber que ela consome muitos recursos de processamento e memo´ria dos dis-
positivos o que demonstra que a implementac¸a˜o deve ser melhorada. Isso e´ aceita´vel uma
vez que a implementac¸a˜o teve como finalidade verificar se os conceitos da arquitetura
apresentados iriam ser capazes de resolver o problema de integrac¸a˜o e gerenciamento do
cena´rio e isso aconteceu. O que realmente demonstrou que os conceitos funcionam foi
o estudo de caso que provou que com o uso da plataforma os dados foram coletados dos
sensores de maneira automatizada, armazenados em servidores que a pro´pria plataforma
controlava e enta˜o puderam ser disponibilizados por ela para visualizac¸a˜o por diferentes
tipos de dispositivos mo´veis e fixos de forma transparente para o usua´rio e possibilitando
ao desenvolvedor re-usar os componentes construı´dos.
Apo´s a conclusa˜o do trabalho ficou comprovado que o paradigma de
grade computacional proporciona que os dispositivos mo´veis e embarcados existentes em
um ambiente sejam integrados e gerenciados de forma homogeˆnea (virtualizada). A pla-
taforma implementada a partir das definic¸o˜es do trabalho foi capaz de ser aplicada para
solucionar o cena´rio-problema apresentado como motivac¸a˜o do trabalho. Dessa forma
conclui-se que os conceitos apresentados conseguiram estender o uso de grades computa-
cionais para ambientes mo´veis e embarcados completando uma deficieˆncia na literatura e
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atendendo a proposta que foi definida inicialmente.
Algumas careˆncias observadas na plataforma proposta e´ a necessidade
de trabalhar com diferentes organizac¸o˜es virtuais, melhorar o mecanismo de descoberta
de recursos, melhorar alguns aspectos ba´sicos de seguranc¸a dos dados e tambe´m tornar
mais compacta e otimizada as estruturas de mensagens que sa˜o trocadas entre os nodos
visando menor consumo de recursos.
Como contribuic¸o˜es do trabalho pode-se destacar a definic¸a˜o de um mo-
delo conceitual de grade computacional que quando implementada proporciona uma pla-
taforma que possui as caracterı´sticas necessa´rias para ser aplicada em ambientes mo´veis
e embarcados. Esta plataforma cobre uma lacuna na literatura de uma plataforma que
possua um misto das caracterı´sticas presentes em grades de sensores e tambe´m em grades
mo´veis. Outro ponto importante foi a abordagem de como o paradigma de grade com-
putacional pode ser utilizado para efetuar a integrac¸a˜o e o gerenciamento de ambientes
mo´veis e embarcados. Grades computacionais na maioria dos casos sa˜o aplicadas como
uma forma de compartilhamento de recursos em larga escala exigidos por aplicac¸o˜es ci-
entı´ficas de forma que seu uso com a finalidade de integrac¸a˜o e gerenciamento sa˜o dei-
xados de lado. Como exposto no decorrer do trabalho usando uma grade para esse fim
proporciona que o desenvolvimento de aplicac¸o˜es para ambientes mo´veis e embarcados
seja simplificado pois sa˜o reaproveitados os recursos proporcionados de forma intrı´nseca
pela grade.
5.1 Trabalhos futuros
O trabalho teve como escopo demonstrar como grades computacionais
podem ser utilizadas para integrac¸a˜o e gerenciamento de ambientes formados por dispo-
sitivos mo´veis e embarcados. Com a conclusa˜o do mesmo verificou-se a abertura de um
leque de a´reas que futuramente podem ser exploradas por trabalhos cientı´ficos:
• desenvolvimento de interfaces que auxiliem na criac¸a˜o de aplicac¸o˜es para a avaliac¸a˜o
dos diferentes aspectos envolvidos no ambiente de aplicac¸a˜o da grade. E´ necessa´rio
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um estudo mais aprofundado visando a definic¸a˜o de quais dados sa˜o relevantes para
a execuc¸a˜o de simulac¸o˜es que avaliem os aspectos relacionados a mobilidade na
grade.
• execuc¸a˜o de um estudo mais aprofundado sobre qualidade de servic¸o para a grade.
Podem ser avaliados quais os aspectos necessitam ser controlados e como diferen-
tes algoritmos podem ser empregados para trabalhar com QoS em uma grade para
dispositivos mo´veis e embarcados.
• estudos relacionados a como garantir a seguranc¸a da infraestrutura da grade. Po-
dem ser abordados quais os paraˆmetros, polı´ticas de seguranc¸a e mecanismos que
devem ser usados para proporcionar que diferentes nı´veis de acesso, autenticac¸a˜o e
autorizac¸a˜o sejam fornecidos.
• estudos para proporcionar o auto-gerenciamento da grade. E´ necessa´ria a definic¸a˜o
de interfaces e estruturas que possibilitem a aplicac¸a˜o de inteligeˆncia artificial para
que a grade seja capaz de adaptar sua infraestrutura de forma autoˆnoma de acordo
com uma situac¸a˜o.
• estender os estudos de auto-gerenciamento para que a grade adapte sua infraes-
trutura de forma autoˆnoma, proporcionando assim, os mecanismos de seguranc¸a e
tambe´m os paraˆmetros de qualidade de servic¸o em resposta a determinadas situac¸o˜es.
• estudos sobre aplicac¸a˜o de diferentes protocolos de roteamento que podem ser em-
pregados em uma grade para ambientes mo´veis e embarcados.
Apeˆndice A
Me´todos da arquitetura
De forma abstrata os me´todos podem ser implementado da seguinte
forma:
I - Me´todos para agendamento de tarefas: sa˜os os me´todos relacionados com a
execuc¸a˜o de tarefas em intervalos definidos de tempo
Ý void agendaTarefa(Tarefa tarefa, int intervalo) - agenda tarefas gene´ricas que sa˜o
executadas em intervalos definidos de tempo.
Ý void agendaColetaLixo(int intervalo) - agenda coleta de lixo do ambiente.
Ý void agendaColetaSensor(Sensor sensor, int intervalo) - agenda coleta de dados
de um sensor.
Ý void agendaHeartBeat(int intervalo) - agenda envio de situac¸a˜o do nodo.
II - Me´todos para manipulac¸a˜o de log: me´todos responsa´veis pela criac¸a˜o e gerenci-
amento de log de cada nodo
Ý void defineNivelLog(int nivel) - define o nı´vel de detalhamento das mensagens
de log do nodo.
Ý boolean verificaNivelLog(int nivel) - verifica se o nodo possui definido um de-
terminado nivel de log.
Ý void log(int nı´vel, int tipo, int evento, string elemento, string mensagem) - cria
uma entrada de log
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III - Me´todos para comunicac¸a˜o entre nodos: sa˜o me´todos que necessa´rios para que
um nodo consiga comunicar-se com outro
Ý void acresceRota(string nodo, string endereco) - acresce rota para determinado
nodo
Ý string encontraRota(string nodo) - retorna o enderec¸o para alcanc¸ar determinado
nodo ou nulo caso na˜o encontrado.
Ý boolean enderecoLocal(string endereco) - verifica se o enderec¸o pertence ao
nodo local
Ý boolean ping(string nodo) - verifica se determinado nodo esta´ respondendo
Ý void defineRotaPadrao(string endereco) - define determinado enderec¸o como
rota padra˜o
IV - Me´todos para manipulac¸a˜o de tarefas: responsa´veis pela criac¸a˜o, codificac¸a˜o,
envio, processamento e recebimento de tarefas e seus resultados
ÝResultadoTarefa enviaTarefa(Tarefa tarefa) - envia uma tarefa atrave´s do canal de
comunicac¸a˜o
Ý ResultadoTarefa recebeTarefa(Tarefa tarefa) - recebe uma tarefa para execuc¸a˜o
retornando o seu resultado.
Ý void registraTarefaRecebida(Tarefa tarefa) - registra os dados de uma tarefa re-
cebida
Ý void armazenaResultadoTarefa(ResultadoTarefa resultado) - armazena o resul-
tado da execuc¸a˜o de uma tarefa que foi executada com atraso (delayed)
Ý void obtemResultadoTarefa(string tarefaIdentificacao) - obte´m o resultado arma-
zenado de uma tarefa que foi executada com atraso (delayed)
Ý void defineSituac¸a˜oResultadoTarefa(Tarefa tarefa, string situacao) - define a
situac¸a˜o de uma tarefa. Situac¸a˜o pode ser definida como tarefa executada, pos-
tergada, nodo ocupado, falha na execuc¸a˜o, na˜o entendida, na˜o encontrada, recusada
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Ý string obtemSituac¸a˜oResultadoTarefa(Tarefa tarefa) - retorna a situac¸a˜o do re-
sultado de uma tarefa
V - Me´todos para gerenciamento interno do nodo: me´todos responsa´veis pelo fun-
cionamento interno de cada nodo
Ý XMLTree verificaServicosConectados(Node nodo) - verifica quais sa˜o os servic¸os
que esta˜o disponı´veis no nodo
Ý XMLTree verificaSensoresConectados(Node nodo) - verifica quais sa˜o os senso-
res que esta˜o disponı´veis no nodo
Ý XMLTree obtemEstatisticas(Node nodo) - obte´m os dados estatı´sticos de cada
componente da arquitetura
VI - Me´todos para qualidade de servic¸o (QoS): permitem quem as tarefas sejam exe-
cutadas com qualidade de servic¸o
Ý void acresceAtributoHistorico(string atributo, string valor) - acresce o valor
histo´rico de um atributo
Ý void defineAtributoEstatico(string atributo, string valor) - define o valor de um
atributo esta´tico
Ý void incrementaAtributo(string atributo, int valor) - incrementa o valor de um
atributo
Ý XMLTree obtemAtributosEstatisticos(Node nodo) - obte´m os atributos estatı´sticos
que sa˜o atualizados durante o tempo de execuc¸a˜o do nodo
Ý void defineTempoMaximoProcessamento(Tarefa tarefa, int tempo) - define o
tempo ma´ximo de execuc¸a˜o da tarefa
Ý int obtemTempoMaximoProcessamento(Tarefa tarefa) - retorna o tempo ma´ximo
permitido para execuc¸a˜o da tarefa
Ý void definePrioridadeTarefa(Tarefa tarefa, int prioridade) - define a prioridade
para execuc¸a˜o da tarefa
81
Ý int obtemPrioridadeTarefa(Tarefa tarefa) - retorna a prioridade definida para a
execuc¸a˜o da tarefa
Ý long obtemTempoTransmissao(Tarefa tarefa) - obte´m o tempo gasto para trans-
missa˜o da tarefa
VII - Me´todos para descoberta e reconfigurac¸a˜o: sa˜o me´todos necessa´rios para permi-
tir que a arquitetura seja capaz de trabalhar com o dinaˆmismo existente no ambiente
Ý void descobreServico(string servico) - solicita a criac¸a˜o de uma tarefa de desco-
berta de servic¸o
Ý void recebeRespostaDescoberta(XMLTree resposta) - processa a resposta obtida
pela execuc¸a˜o da tarefa de descoberta
Ý void enviaTabelaRoteamento(Node nodo) - envia a tabela de roteamento local
para um nodo
Ý void recebeTabelaRoteamento(XMLTree tabela) - recebe a tabela de roteamento
de um nodo remoto efetuando os ajustes necessa´rios na tabela de roteamento local
VIII - Me´todos para manipulac¸a˜o de sensores: me´todos para interac¸a˜o com sensores
Ý void acresceSensor(Node nodo, Sensor sensor) - acresce sensor a determinado
nodo
Ý void removeSensor(Node nodo, Sensor sensor) - remove sensor de determinado
nodo
Ý XMLTree coletaDadosSensor(Node nodo) - efetua a coleta dos dados dos sen-
sores associados a um nodo
Ý boolean existeSensor(sring sensorNome) - verifica se existe determinado sensor
em um nodo
IX - Me´todos para manipulac¸a˜o de servic¸os: me´todos para definic¸a˜o e execuc¸a˜o de
servic¸os
Ý void acresceServico(Node nodo, Servico servico) - acresce um servico a um
nodo
82
Ý void removeServico(Node nodo, Servico servico) - remove um servico de um
nodo
Ý ResultadoTarefa executaServico(Node nodo, Tarefa tarefa) - executa um servic¸o
definido em uma tarefa em determinado nodo
Ý boolean possuiServico)(string servicoName) - verifica se um nodo possui deter-
minado servico.
X - Me´todos para manipulac¸a˜o de ganchos: permitem a flexibilidade para criac¸a˜o de
novas aplicac¸o˜es que podem enta˜o serem “penduradas” nos ganchos
Ý void acresceGancho(string contexto, Gancho gancho) - acresce um gancho a
determinado contexto
Ý void removeGancho(string contexto, Gancho gancho) - remove gancho de deter-
minado contexto
Ý void executaGancho(string contexto) - executa o gancho associado a determi-
nado contexto
Ý Gancho possuiGancho(string contexto) - verifica se existe um gancho para de-
terminado contexto
XI - Me´todos para apresentac¸a˜o de resultados: permitem flexibilidade na apresentac¸a˜o
dos resultados obtidos pela execuc¸a˜o de tarefas
Ý String transformaResultado(string fileTemplate, ResultadoTarefa resultado) - efe-
tua a transformac¸a˜o do resultado da tarefa usando como base um arquivo de tem-
plate
Apeˆndice B
Atributos de qualidade de servic¸o
.
Os atributos de qualidade de servic¸o que sa˜o controlados pela plata-
forma e disponibilizados para uso sa˜o os seguintes:
• Mo´dulo Networker
â totalTaskSent: total de tarefas enviadas
â totalSendingBytesSent: total de bytes enviados pelas tarefas
â totalSendingBytesReceived: total de bytes recebidos pelo envio de tarefas
â totalSendingTimeTransmission: tempo total gasto com a transmissa˜o de tare-
fas.
â historicSendingTimeTransmission: histo´rico contendo os dez u´ltimos tempos
gastos com envio de tarefa.
â numberTaskSendNoRoute: conte´m o total de tarefas enviadas para enderec¸os
que na˜o possuem rota definida
â numberTaskSendException: nu´mero de excesso˜es geradas no envio de tarefas
â historicTaskSendException: histo´rico contendo os dez u´ltimos tempos em que
cada excessa˜o originadas por uma tarefa enviada aconteceu.
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â historicTaskSendProcessingTime: histo´rico contendo os u´ltimos dez tempos
gastos em processamento de tarefas enviadas.
â totalTaskSendProcessingTime: tempo total gasto no processamento de tarefas
enviadas.
â numberTaskReceivedException: nu´mero de excesso˜es que aconteceram de-
vido a tarefas recebidas.
â historicTaskReceivedException: histo´rico contendo os dez u´ltimos tempos em
que cada excessa˜o originadas por uma tarefa recebida aconteceu.
â historicTaskReceivedProcessingTime: histo´rico contendo os u´ltimos dez tem-
pos gastos em processamento de tarefas recebidas.
â totalTaskReceivedProcessingTime: tempo total gasto em processamento de
tarefas recebidas.
â totalTaskReceived: nu´mero total de tarefas recebidas.
â totalReceivingBytesSent: total de bytes enviados devido ao envio de tarefas
â totalReceivingBytesReceived: total de bytes enviados devido ao recebimento
de tarefas
â totalReceivingTimeTransmission: tempo total gasto com o recebimento de
tarefas
â historicReceivingTimeTransmission: gasto no recebimento de resultados de
tarefas.
â numberTaskResultReceived: nu´mero total de resultados de tarefas recebidos.
â totalReceivingBytesReceived: nu´mero de bytes recebidos pelo resultado de
tarefas.
â totalReceivingTimeTransmission: tempo total gasto no recebimento de resul-
tados de tarefas.
â historicReceivingTimeTransmission: histo´rico contendo os u´ltimos dez tem-
pos gastos no recebimento de resultados de tarefas.
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• Mo´dulo Node
â historicServiceProcessingTime: histo´rico contendo os u´ltimos dez tempos gas-
tos em processamento de servic¸os.
â totalServiceProcessingTime: total de tempo gasto em processamento de servic¸o.
â totalServiceNotUnderstood: total de servic¸os que na˜o foram compreendidos
pelo nodo.
â totalServiceSuccess: total de servic¸os executados com sucesso.
• Mo´dulo Sensor
â numberExecutionSuccess: nu´mero de vezes que o sensor foi executado com
sucesso.
â numberExecutionException: nu´mero de vezes que o sensor gerou uma ex-
cessa˜o.
â historicExecutionException: histo´rico contendo os u´ltimos dez tempos em que
o sensor gerou uma excessa˜o durante execuc¸a˜o.
â historicProcessingTime: histo´rico contendo os u´ltimos dez tempos gastos em
processamento pelo sensor.
â totalProcessingTime: tempo total de processamento do sensor.
• Mo´dulo Service
â numberExecutionSuccess: nu´mero de vezes que o servic¸o foi executado com
sucesso.
â numberExecutionException: nu´mero de vezes que o servic¸o gerou uma ex-
cessa˜o.
â historicExecutionException: histo´rico contendo os u´ltimos dez tempos em que
o servic¸o gerou uma excessa˜o durante execuc¸a˜o.
â historicProcessingTime: histo´rico contendo os u´ltimos dez tempos gastos em
processamento pelo servic¸o.
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â totalProcessingTime: tempo total de processamento do servic¸o.
• Mo´dulo de Ganchos (Hook)
â numberExecutionSuccess: nu´mero de vezes que o gancho (hook) foi executado
com sucesso.
â numberExecutionException: nu´mero de vezes que o gancho (hook) gerou uma
excessa˜o.
â historicExecutionException: histo´rico contendo os u´ltimos dez tempos em que
o gancho (hook) gerou uma excessa˜o durante execuc¸a˜o.
â historicProcessingTime: histo´rico contendo os u´ltimos dez tempos gastos em
processamento pelo gancho (hook).
â totalProcessingTime: tempo total de processamento do gancho (hook).
Apeˆndice C
Exemplo de uso da API
O co´digo apresentado a seguir teˆm por finalidade ilustrar o uso da API.
Nele, sa˜o criados dois nodos, sendo que um deles possui um servic¸o chamado multiply
que recebe dois nu´meros, multiplica-os e retorna o resultado:
1 // Set node-1
2 Node node1 = new Node("node-1", "http://localhost:8001");
3 node1.setLogLevel(5);
4 NetInterface httpNetInterface = new HTTPServerInterface(node1, 8001);
5 httpNetInterface.setSnoopMode(true);
6 node1.setNetInterface(httpNetInterface);
7 node1.start();
8
9 // Set node-2
10 Node node2 = new Node("node-2", "http://localhost:8002");
11 node2.addService("multiply", new MathService());
12 node2.setLogLevel(5);
13 httpNetInterface = new HTTPServerInterface(node2, 8002);
14 httpNetInterface.setSnoopMode(true);
15 node2.setNetInterface(httpNetInterface);
16 node2.start();
17
18 // Create route table
19 node1.addRoute("node-2", "http://localhost:8002");
20 node2.addRoute("node-1", "http://localhost:8001");
21
22
23 // Create Task
24 Task task = new Task("node-2", "multiply", null);
25
26 // Set parameters
27 task.addParameters(new XMLTree("value", "" + 2));
28 task.addParameters(new XMLTree("value", "" + 3));
29
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30 // Send task
31 TaskResult result = node1.sendServiceRequest(task);
32
33 // Get result
34 System.out.println("Result=> " +
35 result.getParameters().getText("result") + " <==");
36
A linha 2 cria um nodo chamado node-1 tendo como enderec¸o http://localhost
porta 8001. Na linha 3 o nı´vel de log do nodo e´ setado para 5 (nı´vel ma´ximo de log). A
linha 4 cria a interface de comunicac¸a˜o que sera´ usada pelo nodo. Na linha 5 e´ setado o
modo “snoop” da inteface. Esse modo faz com que todas as requisic¸o˜es que chegarem
e saı´rem pela interface sejam mostradas na tela sendo u´til para debug da aplicac¸a˜o. Na
linha 6 essa interface e´ anexada do nodo. Finalmente a linha 7 faz com que o nodo seja
inicializado.
O segundo nodo e´ criado na linha 10 com o nome de node-2 e tendo
como enderec¸o http://localhost port 8002. Na linha 11 e´ instaˆnciada a classe MathService
e associado o servic¸o Multiply ao nodo. As demais linhas seguem a mesma lo´gica usada
no node-1.
As linhas 19 e 20 sa˜o usadas para criar o roteamento entre os dois nodos.
A linha 24 cria uma tarefa invocando o servic¸o multiply tendo como destino o node-2 (que
possui o servic¸o de multiply). Nas linhas 28 e 29 sa˜o setados os paraˆmetros dessa tarefa.
Na linha 31 o node-1 submete a tarefa e seu resultado e´ obtido na linha 34.
O resultado da execuc¸a˜o desse co´digo e´ mostrado abaixo (a saı´da e´ um
tanto extensa devido ao nı´vel de log estar setado para o ma´ximo).
1 [00000300] 5 node-1 Note HTTPServer http-server addServlet(1) address=/
2 [00000300] 5 node-1 Note HTTPServer http-server addServlet(1) address=/request
3 [00000300] 5 node-1 Note HTTPServer http-server addServlet(1) address=/response
4 [00000040] 5 node-2 Note HTTPServer http-server addServlet(1) address=/
5 [00000040] 5 node-2 Note HTTPServer http-server addServlet(1) address=/request
6 [00000040] 5 node-2 Note HTTPServer http-server addServlet(1) address=/response
7 [00000370] 5 node-1 Note RouteFound networker findRoute(1) host=node-2:url=http://localhost:8002
8 [00000901] 5 node-1 Note HTTPSending http-server httpClient(1) url=http://localhost:8002/request:size=256
9
10 node-1<== HTTP CLIENT SENDING REQUEST (to http://localhost:8002/request)
11 POST /request http
12
13 <task>
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14 <service>multiply</service>
15 <originator>node-1</originator>
16 <destination>node-2</destination>
17 <taskid>task-1000</taskid>
18 <timestamp>1171835000631</timestamp>
19 <priority>2</priority>
20 <parameters>
21 <value>2</value>
22 <value>3</value>
23 </parameters>
24 </task>
25 [00002013] 5 node-2 Note http-servlet HTTPServletReceived doPost(2) task=Task(task-1000,multiply,node-1,node-2,...)
26 [00003425] 5 node-2 Note http-servlet HTTPServletResponding doPost(4) task=Task(task-1000,multiply,node-1,node-2,...):taskresult=TaskResult(task-1000,OK,node-2,node-1,...):status=200
27 [00004386] 5 node-1 Note HTTPReceiving http-server httpClient(2) result=200:message=OK:size=235
28 [00004406] 5 node-1 Note HTTPSending http-server sendTask(4) done:taskResult for tasktask-1000 stored: taskResult.resultCode=OK: queuesize=1
29
30 ==> HTTP CLIENT node-1 RECEIVED RESPONSE (for http://localhost:8002/request)
31 200 OK
32
33 <task-result>
34 <result-code>OK</result-code>
35 <originator>node-2</originator>
36 <destination>node-1</destination>
37 <taskid>task-1000</taskid>
38 <timestamp>1171835003996</timestamp>
39 <parameters>
40 <result>6</result>
41 </parameters>
42 </task-result>
43
44 Result=> 6 <==
Nele pode-se perceber que o node-1 envia a tarefa ao node-2 (linha 10).
O node-2 enta˜o executa a tarefa (linha 25) e retorna a resposta ao node-1 (linha 26). O
nu´mero 6 que e´ o resultado da multiplicac¸a˜o de 2 e 3 e´ retornado ao node-1 (linha 30).
Esse resultado e´ enta˜o apresentado na tela (linha 44).
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