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ABSTRACT 
Any water supply system can be conceptualized as consisting 
of three components--source development fac il ides (inc1ud ing 
treatment), transmission facilities, and a distribution network. 
The scope of this report is limited to the first two--the source 
related facilities upstream from the distribution network. 
In the mathematical modeling of regional rural systems, the 
number of variables, and hence the size of the model, increases 
rapidly as the number of system components and their alternative 
designs increase. Regardless of the method of solution, manual 
preparation of I arge models is cumbersome and is vul nerable to 
human error both in the computations of the matrix coefficients 
as well as in the format requirements. This research is aimed at 
developing a flexible matrix generator for the general rural 
water supply problem and alternative solution methods that can be 
used for especially large problems. The Mixed Integer Pro-
gramming (MIP) method is particularly expensive to use for large 
problems and is not pract ical if the number of variables ap-
proaches a hundred or so, while the alternative solution methods 
can handle hundreds of variables. 
A real-world application problem is solved using the MIP and 
the three alternative methods developed during this research. 
These include the continuous, the nonl inear discrete, and the 
objective bounding methods. The solutions are compared and 
conclusions drawn as to the conditions under which the different 
methods are recommended. 
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PREFACE 
This report is essentially the PhD Dissertation of Mohamed 
L. Al-Eryani. This UWRL publication version includes modifi-
cations, additions and deletions by Trevor Hughes. 
Previous research on this topic by Hughes and others 
resulted in several UWRL publications and technology transfer 
efforts in the form of short courses during the 1970s. The 
software package which was produced by that research was called 
WASOPT (Water Supply Optimization). WASOPT was well received 
by consulting engineers and was used during several planning 
studies. However, it was limited by its proprietary model 
generating language to use on Burroughs computers. The work 
which follows is an extension of WASOP.T which is much more 
portable since the m~del generator and report writer require only 
a Fortran 77 computer. Hence the subtitle WASOPT2. This work 
also includes major improvements to the WASOPT modeling capabil-
ity in the following areas: 
1) The cost tradeoff between energy and pipe diameter is 
modeled more explicitly. 
2) While WASOPT was limited to only a mixed integer pro-
gramming model, WASOPT2 allows several alternative model struc-
tures which are useful for extremely large problems where MIP may 
be intractable. 
xv 
CHAPTER I 
INTRODUCTION 
Statement of the Problem 
The planning of regional water 
supply systems seeks to satisfy peak day 
and seasonal requirements at various 
demand zones by selection of the optimal 
combination of supply sources, amounts 
of water obtained from each source, and 
the spatial and sizing layout of 
transmission fac il ities. Spec ifically, 
design optimization can be formulated to 
minimize the cost of a system that 
consist s of: 
1) Tens of communities (demand 
zones) scattered over a large area, 
2) Numerous existing and proposed 
water supply sources scattered among the 
demand zones, and 
3) A transmission network that can 
combine numerous existing and proposed 
collection and interzonal transfer 
facilities (pipelines and pumps). 
The optimization examined here permits 
both demand and supply availabilities to 
vary seasonally, but the quantity 
demanded during each season and the 
price of water are assumed fixed. A 
detailed description of the system 
components is given in Chapter II. 
In arriving at the optimal design, 
the pI anner ident if ies not onl y the 
least cost combinat ion of sources and 
transmission facilities but also the 
optimal grouping of villages to serve in 
a given region. A single system that 
serves all the villages may be more 
costly than a number of regional systems 
that serves specific groups of villages. 
If this 1S the case, the optimal 
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grouping of villages will be identified. 
Optimal grouping of water supply systems 
has not been emphas ized in prev ious 
works because of the limited number 
of decision variables that could be 
handled by known solution methods. 
Regional village water supply 
optimization has certain distinguishing 
features, namely: 
1) The introduction of proposed 
production and transfer facilities makes 
the problem similar to the well known 
Fixed Charge Problem (FCP), a special 
Linear Programming (LP) problem in which 
certain costs, such as the capital cost 
of a proposed facility, are incurred 
only if a specific action is taken (the 
facility is built). 
2) The interzonal transfer facil-
ities make the problem also similar to 
the well known Transhipment Problem (TP) 
in which some nodes in the network can 
act as receivers and shippers at the 
same time. 
3) The cap ital cos t 0 f a propo sed 
facility (source or transmission) can be 
modeled either by Continuous Cost 
Functions (CCF) or by Discrete Cost (or 
step) Functions (DCF) '. The fact that 
these functions are concave introduces 
difficulty in devising efficient 
solution algorithms. The CCFs represent 
economies of scale but do not limit 
solutions to standard sizes. However. 
DCFs take care of both aspects. 
4) In a regional planning problem 
where several tens of villages are 
considered and where each proposed 
source or transmission facil ity may be 
built 1n several alternate sizes, 
the number of decision variables 
can easil y reach into the hundred s 
(one decision variable per alternate 
size ). 
Operations research provides two 
solution methods. In the first method, 
the problem is formul ated for Mixed 
Integer Programming (MIP) where the 
fixed (or cap~tal) costs are associated 
with binary (0,1) variables, implying 
that DCFs are used, while the annual 
operation and maintenance costs are 
associated with continuous variables. 
Subsequently, standard MIP algorithms 
are used to obtain a sol ut ion. The 
pr inc ipal advantage of this method is 
that a glob al opt imum is guaranteed 
despite the concav ity of the objective 
function. There are, however, two main 
disadvantages. First. most MIP algo-
rithms take large amounts of CPU time 
even for moderately 'small problems. 
Second, MIP algorithms generally have 
large memory requirements that limit the 
number of binary variables they can 
handle (to about 100 for this type of 
problem) . 
In the second method, the CCFs for 
the fixed charges are approximated by 
piece-wise linear functions. A solution 
can then be obtained by using a standard 
LP algorithm with restricted basis 
entry. The main disadvantages of this 
approach are that such algorithms are 
not readily available for many computer 
systems and that they often lead to a 
local optimum. Furthermore, once 
a local optimum is obtained, there is no 
readily available method to improve .the 
solution. 
Objectives of the Study 
The objectives of this study are: 
1. Develop generalized versions of 
the village water supply regional 
planning problem using both discrete and 
cont inuous forms for expressing fixed 
costs. 
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2. Develop a Matrix Generator that 
organizes convent ional engineer ing data 
for input, in either of the two forms 
desired, to the solution algorithms. 
3. Solve an exampl e real-world 
problem using: 
a) The CCF with a nonlinear 
optimization algorithm (MINOS). 
b) The DCF also using a nonlinear 
optimization algorithm (MINOS) to 
approximate an integer programming model 
approach. 
c) The DCF with an iterative 
linear programming approach. 
d) The DCF us ing a Mixed Integer 
Programming approach (MIP). 
4. Compare the work required and 
results from these four applications and 
draw conclusions as to their advantages 
and disadvantages and the appl ications 
for which they should be recommended. 
A Matrix Generator automates 
calculation of the coefficients used in 
an input file to an LP algorithm. EVen 
a modest problem can involve several 
hundred rows and columns (tens of 
thousands of coefficients), and it would 
be a tedious task to create the MPS 
file manually. 
Organization 
Chapter II integrates a literature 
review with short descriptions of the 
system components. This is followed by 
a mathematical formulation of the prob-
lem in Chapter III and development of 
cost functions for the various system 
component s in Ch apter IV. Chapter V 
desc ribes the Matrix Generator and is 
followed by discussion of the genera-
tor's output files in Chapter VI and 
discussion of the known and proposed 
solution methods in Chapter VII. An 
appl ication is presented in Chapter VIII 
and, finally, discussion and conclusions 
in Chapter IX. 
CHAPTER II 
THE SYS TEM COMPONENTS AND LITERATURE REVIEW 
The System Components 
The demand zones 
The model was formulated to handle 
up to a few tens of demand zones (commu-
nities) at varying elevations. The 
demand in each zone has a daily peak for 
the year and average flow requirements 
that vary with the season. The peak 
demand is assumed to occur the same 
day throughout the network. 
The supply sources 
Existing and proposed source 
features consist of wells, springs, and 
treatment plants. The elevation and the 
capacity of each existing and of each 
al ternate design of a proposed source 
feature are assumed known. 
The existing and proposed sources 
are distinguished by need for capital 
investment. An existing source is one 
that is already operational and requires 
no additional capital investment while a 
proposed source needs such investment. 
Further, a proposed source may have 
several alternate capacity designs and 
may be either an expansion of the 
capacity of an existing facil ity or a 
development of a new source. 
Generally speaking, there are two 
categories of proposed sources. The 
first category includes source features 
that can be built fn anyone of K 
alternate sizes. In this case, each 
proposed source will have K alternate 
designs and K build/no build decision 
variables, but only one of these vari-
ables is allowed to be positive in the 
final solution. In the second category 
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are sources that have individual maximum 
capacities, but several can be built 
simul taneously. Wells are an example. 
Here, there are N sources with N build/ 
no build decision variables and any 
number of these variables can be posi-
tive. 
The second category can be trans-
formed into the first by enumerating all 
possible combinations. For example, 
given three equal-capacity wells, one 
can assign decision variable Xl, to 
construction of one well ,X2 to two 
~lls. and X3 to three wells and then 
allow only one X to be selected. How-
ever. if the sources vary in capacity, 
this approach results in too many possi-
ble combinations and is not practical. 
The transmission network 
The source collection facility 
types may include: 
1) Direct flow from one or more 
sources to the nearest demand zone 
(Figure 1a). 
2) Sequent ial Flow from source 
to source and finally to the demand zone 
(Figure 1b). 
3) Radial Flow from two or more 
sources to a collection point and from 
there to the demand zone (Figure 1c). 
4) Water transfer among demand 
zones (Interzonal Flow). 
The first three network features 
constitute a collection network while 
the fourth is an interzonal network. 
The design details for a collection 
(a) (b) (c) 
LEGEND 
x Supply source 
o Demand 
• Collection site 
Figure 1. Direct, sequential, and radial flow collection networks. 
network depend on field cond itions. 
However, since several routes may be 
used from a given source, the flow paths 
are selected with the optimization 
algorithm. 
The flow in any connecting link in 
the transmission network may be in 
either direction. Direct flow is flow 
in the direction that the analyst 
initially assumes, while reverse flow is 
flow in the opposite direction. 
The transmission network includes 
the interzonal and the collection 
networks, both of which consist of 
existing and proposed pipelines and 
pumps. The interzonal network links 
some of the demand zones to each ot"her 
in a manner that produces a continuous 
network. The collection network 1 inks 
each source to a demand zone by one or a 
combination of the three types of 
collection methods. 
Two features are unique to the 
method used to treat transmission links. 
The first is that the direction of flow 
may not be known beforehand (particular-
ly in interzonal 1 inks) . The second 
is that the optimal location of the 
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collection point in the Radial Network 
(Figure Ie) depends on the sources used. 
A large number may have to be investi-
gated. 
The first feature assumes bi-
directional flow in each link where the 
direction of flow is not certain or may 
vary. The opt imal solut ion would then 
indicate the direction of flow. The 
second feature selects a collection 
point, based on an initial guess of 
the sources that will be used, and 
solves the problem. Then if the 
solution indicates another mix of 
sources and if it is felt that a signif-
icantly different solution may be 
obtained by changing the collection 
point, one can re-solve the problem 
using a new collection point. It may be 
necessary to iterate until a satis-
factory solution is obtained. 
Literature Review 
Introduction 
The above formul ation is a special 
case of a Fixed Charge Transportation 
Problem (FCTP) distinguished by: 
1) The transportation matrix is 
very sparse (pipes to only a single 
destination from a given source). 
2) Flows are generally unbalanced 
(the available supply exceeds the 
demand) . 
3) The system permits transhipment 
as some nodes can receive and ship water 
at the same time. 
Because of the vast literature on 
the FCTP, the discussion will concen-
trate on main features and principal 
solution methods. The FCTP can be 
generally written as 
and 
m n 
Min Z = E E Tij(Qij) 
i=l j=l 
m n 
::; E E 
i=l j-l 
(c·· * Q" + F" * X .. ) 1J 1J 1J 1J 
. (l) 
n 
s.t: E Qij < a' _ 1 
j=l 
(i=l ,2, ... ,m) 
n 
E Qij = b' 
i=l J 
(j=l ,2, ... ,n) 
Qij ~ 0, Xij = 0 IF 
::; 1 IF 
The matrix F contains the fixed charges 
associated with routes ij, while Cij 
and Qij are the variable costs and 
production associated with route ij, 
respectively. 
Cost functions 
A linear function T"(Q") looks 
. . 2 1 . 1J 1J . 
as 1n F1gure . A 1near segment 1n 
the form of Figure 2 can be derived from 
the total cost curve for a produc tion 
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facility that can be built 1n any 
one of K alternate sizes. Capital 
costs generally exhibit economies 
of scale such that the capital cost 
pe r unit capac ity dec reases as the 
facility size increases. Thus Fijl/ 
Uijl > Fij2/Uij2 > Fij3/Uij3, where 
the 1, 2 and 3 subscripts are for 
the first, second, and third alter-
nate sizes (size 1 < size 2 < size 
3) and U i j is the up per cap a cit y 
limit of facility 1J. Consequently, 
the cost funct ion is concave as in 
Figure 3. 
If we use discrete cost func-
tions (maybe because of standard 
size avail ab i1 ity), it is neces sary 
to select the desired number of alter-
nate designs, say the alternatives 
represented by points A, B, and C in 
Figure 3, and construct the discrete 
capital cost function as shown in Figure 
4. 
The operation and maintenance 
costs for each facility scale can be 
distinguished into costs that are 
independent 0 f the pI ant out put ( suc h 
as management cost) and costs that 
vary with the output (such as energy, 
c h em i cal s ) • Th e form e r cos t s can 
be lumped with the capital costs. 
The latter will be referred to as 
the average variable costs and be 
assumed to be strictly linearly related 
to output as shown in Figure 5. This 
fonnulation differs from the commonly 
recognized shape for marginal cost 
curves that decrease at low output 
levels, reach a minimum, and then 
increase. Also, we make all the line 
segments join at the origin, thus 
implying zero variable costs at zero 
produc tion. 
Finally, t'he total cost function 
(Tij (Qij» for each alternate size is 
constructed by combining the respective 
captital and variable curves as shown in 
Figure 6. Thus, the fixed charge 
function of Figure 2 is just a segment 
of the discrete total cost function of 
Figure 6. 
Figure 2 . 
.-. 
<I> 
-
($) 
----------------------------------------7 Qij(MGD) 
The fixed charge function. 
Uijl 
I Qij 1 t 
I 
Qijk(£),(MGD) 
Figure 3. Concave continuous capital cost function. 
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-;;;;- F ij 3 ..... - - - - - - -
'-' 
~ 
:;:( 
r.:. Fij2~---
1 
I 
I 
I 
I ~--~--------~------------~-----------+~Qijk(~)' 
U ij 1 U ij 2 U ij 3 (MGD) 
Figure 4. DCF constructed from CFF. 
-c..? ~ 
-
oV> 
'-' 
+-l 
=' Cij2 Q.. +-l Cij3 =' 0 
+-l 
Cij1 
'M 
!=: 
=' 
\.I 
Q) ,. Q.. 
" +-l 
" III 
" 0 u " 
Qijk(R.) , 
U. 'I Uij2 Uij3 . ~J (MGD) 
Figure 5. Discrete variable costs of three alternative facility sizes. 
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F, '3 J.J 
F, '2 J.J 
U •• 3 J.J 
Qijk(R.») (MGD) 
Figure 6. The discrete total cost function of three alternative sizes. 
Application in FCTP 
In one of the earl iest papers on 
FCTP (with linear variable costs), 
Hirsch and Dantzig (1954) established 
that the feasible region of the general 
FCP is a bounded convex set and that if 
any of the fixed costs are positive then 
the objective function is concave. They 
also indicated that a concave objective 
function defined over a convex poly-
hedron has its minimum at an extreme 
po int. However, there are as many 
extreme points as variables with fixed 
costs. Unfortunately, relative minima, 
different from the global minima, may 
occur at some points. Once the stepwise 
solution reaches one of the local 
optima, a move away in any direction 
increases the objective function. This 
feature has made it d iffic ul t to obtain 
computationally efficient solution 
algorithms for the FCTP and the FCP in 
general. Exact solution methods are 
computationally intensive, and approxi-
mations are widely used. A summary of 
alternatives follow. 
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Exact solution algorithms 
The first exact solution algorithm 
published specifically for the FCP was a 
vertex ranking procedure (Murty 1968). 
This algorithm ranks the basic feasible 
solutions for a Linear Programming 
Problem (LPP) in increasing order of the 
magnitude of their objective function. 
Subsequently, Gray (1971) proposed a 
decomposition approach in which the FeTP 
is rewritten in a Mixed Integer Pro-
gramming (MIP) form and then decomposed 
into a master IP problem and a series of 
transportation sub-problems. He then 
attempted to reduce the number of 
vertices to be examined by setting upper 
and lower bounds on· the total fixed 
costs and by extensive ut il ization of 
feasibility conditions for the transpor-
tation problem. In 1970, Steinberg pre-
sented a solution based on the branch-
and-bound al~orithm which he stated 
requires a constant amount of computer 
storage for a problem of any given size. 
He also presented result s from several 
fully dense transportation problems some 
as large as 15 by 30 and requiring up to 
47 minutes of CPU time. Barr, Glover, 
and Kl ingman (1981) presen ted another 
branch-and-bound solution algorithm that 
is specifically efficient for sparse 
transportation matrices. 
Approximate solution methods 
In an early paper, Balinski (1961) 
solved two LP problems. The first is 
the same as the standard FCTP but with 
the integer re str ic t ion repl aced by 
constraints of the form Xij ~ 1 and 
the fixed costs replaced by unit costs, 
i.e., Fij replaced by Fij/Uij' The 
sec 0 nd pro b 1 em i s the s am e as the 
standard FCTP but without the integer 
restriction and with the basic Xs, 
obtained from solution of the first 
problem, set to 1. Balinski (1961) then 
showed that if the optimum values of the 
objective function obtained by solving 
the first and second problems are Z1 
and Zu' respectively, then the optimal 
value of the objective function of the 
FCTP with integer restriction (Z) is in 
the range Z1 to Zu; that is Z1 and 
Zu form lower and upper bounds on Z,' 
respect ively. In addit ion, Bal inski 
also described a method of approximating 
the nonlinear objective function by 
linear function and then solved this 
problem by standard LP transportation 
algorithms. 
Kuhn and Baumol (1962) suggested 
that an approximate solution to the 
problem may be obtained by forcing a 
highly degenerate solution. They 
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accompl ish that by making small adjus t-
ments to the right hand side (demands 
and supplies) of the constraints. 
Another technique which also yields 
a local optimum is to formul ate the 
problem in Separable Programming form 
(Hadley 1964). The basic idea is to 
replace the concave objective function 
by piecewise linear functions and use LP 
algorithms with restric ted basis entry 
to obtain a solution. The principal 
disadvantage of this approach is that 
the solution, if it can be obtained, may 
not be any better than solving the FCP 
by LP and ignoring the fixed charges. 
In addition, no attempt is made to 
improve the local optimum obtained 
(Steinberg 1970). 
Heuristic approaches were suggested 
by several investigators (Cooper and 
Drebes 1967; Steinberg 1970; Walker 
1976). The basic approach is to obtain 
a local optimum by using the simplex 
method with a modification of the rule 
for selection of the variable to enter 
the basis and then search for a better 
extreme point by jumping over adjacent 
extreme points to resume iterating two 
or three extreme points away (Walker 
1976) • 
It is unfortunate that most of the 
above solution algorithms, exact and 
approximate. require special code that 
has generally 1 imited their use. The 
standard practice is to write the 
problem in MIP form and use read ily 
available general purpose branch and 
bound algorithms to obtain a solution. 
CHAPTER III 
MATHEMATICAL FORMULATION 
The mathematical formulation of a 
network flow system involves three main 
types of constraints, namely: 1) 
continuity constraints based on the 
conservation of mass, 2) capacity 
constraints that set upper limits on the 
capacities of each existing and proposed 
facility (pipelines and sources), and 
3) regul atory constraints that prevent 
construction of mutually exclusive 
facilities (e.g., prevent construction 
of more than one al ternate size of the 
same fac il ity) . 
The Continuity Constraints 
A system may be defined to have M 
nodes of which I are existing and 
proposed sources and J are demand 
centers. One might expect the number of 
source nodes (I) to equal the total 
number of nodes (M) minus the number 
of demand nodes (i.e., I = M - J). 
However, because of interzonal trans-
fers, each demand zone can at the same 
time supply an adjacent demand zone. 
Hence, the number of supply nodes may 
effectively be greater than I. 
If the flow (Q) from all source 
nodes (i £ I) that serve a given 
demand node (j £ J) is direct (or 
interzonal) .flow with no sequential or 
radial collection, then the continuity 
constraints consist of one equation for 
each demand node (and for each season t) 
written as follows: 
L Q i j kt + L Q j , j H 
i,k j' ,!l 
. (2) 
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Where j' is a demand node linked to 
demand node j by an interzonal pipeline, 
k =1,2, ... K::: an index of 
alternate designs for produc-
tion facility i (K = 1 for an 
existing facility) 
!l = 1,2, •.• L = an index of 
al ternate designs for pipe-
line j'j, or jj', (L = 1 for 
an existing pipeline) 
t = 1,2, ... T = season index 
(e.g., Peak Day = 1, Annual = 
2, etc.) 
= the requirement at node 
during season t 
j 
The first term in the above con-
straint is the total volume of water 
produced during season (t) by all the 
al ternative designs of all the produc-
tion facilities that are built at every 
node (i) that is connected to demand 
node (j). The second term is the total 
volume of water that is interzonally 
trans ferred to demand node (j) from 
adjacent demand node (j'). The summa-
tion is taken over all the alternative 
sizes (!l's) of pipeline (jj'). The last 
term--which is a reverse flow term--is 
similar to the second term except that 
the flow is in opp.osite direction. 
Notice that in this particular case, 
1.e, where there are no sequent ial 
or radial collections. the collection 
pipes are only implicitly considered. 
That is, each proposed source (i) has a 
pipeline linking it directly to a node 
(j), i.e., K = L. Consequently, the 
capital cost of each alternate size 
for a proposed source is added to that 
of its corresponding proposed pipe-
line and the build/no build decision 
is represented by a sing le dec ision 
variable. The interzonal pipelines, 
on the other hand, are handled ex-
plicitly. 3hus, their cost includes 
that of the pipe (and pump, if needed) 
only. The resulting system of con-
tinuity constraints consists of T x J 
equations. 
In many sit uations, all the pipe-
lines in the network must be handled 
explicitly. For example, an analyst 
may wish to investigate alternate 
collection network layouts for a large 
regional system, such as collection 
of water from two or more adjacent 
sources prior to shipment to the demand 
zone. To further campI icate the prob-
lem, the water may be collected. as 
pointed out earlier, either sequentially 
toward one of the sources (e.g., linking 
two wells together) or radially toward 
a collection point for water from 
several sources. The problem becomes 
even more compl ex when combinations of 
collection and direct flows are con-
sidered and when the flow in a given 
1 ink may be either direct or reverse. 
The problem size increases also since 
flow collection results in a larger 
number of alternative designs for 
pipel ines than that for supply sources 
(i.e., L > K), 
Because of these considerations, 
the continuity constraints need to be 
written for every source, collection, 
and demand node. Moreover, in order to 
be able to write the continuity con-
straints at the source nodes, we also 
need to assign a dummy node (d E D) to 
each source node (i e: I). This trans-
forms every node in the network (except 
the dummy ones) into one of two types of 
collection nodes, namely: 1) nodes with 
no produc t ion and no demand (wh ich 
include the 'radial' collection and the 
'source' nodes), or 2) nodes with no 
prod uc t ion but wi th a demand (' demand' 
nodes). As a result, constraint system 
(2) is repl aced by three systems that 
are derived as follows: 
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Let (Qo) be the flow rate from an 
origin (0) to a destination defined by a 
second subscript, then the continuity 
constraints can be written as: 
at source node (i): 
z: C2d ikt + l: 
k 0, t 
(Qoitt - Qiott) = 0 
(3) 
at collection node (c): 
z: (Qoctt - Qcott) = 0 
o,t 
at demand node (j): 
l: ( Qo j t t - Q j ot t) ~ R j t 
o,t 
• (4) 
• (5) 
The first or source node constraint 
(3) is written for each source node (i) 
and for each season (t), hence there are 
no summations over (0 or (t). The 
first term in this constraint is the 
total flow from dummy node (d) to source 
node (0 during season (t) , or simply 
the prod uc t ion at (i). The second and 
third terms are the seasonal volumes of 
direct and reverse flows in a pipeline 
whose upstream and downstream ends are 
the first and second subscripts, 
respectively. 
In short, constraint (3) simply 
states that: at source node (i) during 
season (t), the s'um of inflows from 
dummy node (d) and from all adjacent 
linked origins (0) must equal the out-
flow from (i) into all adjacent linked 
orlglns. The (0) subscript stands for 
(i'), (d, or (j) - where (i') and (d 
denote an adjacent source node and a 
'radial' collection node, respectively. 
Consequently, the second summation in 
(3) can be expanded as follows: 
. (3a) 
The first summation in (3a) is for 
all 1 inked sources, but both terms are 
used only if the direc tion of flow in 
the pipel ine is uncertain. The second 
summation is for all collection nodes 
linked to node (i). Its first term is 
for situations where a source node (i) 
is used for transshipment of water 
collected at an upstream node (c). The 
second term is the outflow from node (i) 
to collection node (c). Again, if the 
direction of flow between nodes (i) 
and (c) is known, t hen the second 
summation contains only one term. The 
first term in the third summation is for 
cases when a source node is used for 
transshipment from a demand node (j). 
The second term is for direct flow from 
a source node (i) to a demand node (j). 
Finally, since one constraint similar to 
(3-2) is written for each node (i) and 
for each season (t), there will be a 
total of I * T such constraints in any 
network. 
Similarly, a second or collection 
node constraint (4) is written for each 
(zero production, zero demand) collec-
tion node. The (0) subscript covers 
flow from a source node (i), an adjacent 
coll ect ion node (c I), or a demand node 
(j) to collection node (c). The reverse 
flow term, Qcoit' carries the same 
(0) subscripts. Again, direct and 
reverse flow terms need not be used 
in the same constraint unless the 
direction of flow is uncertain. The 
total number of collection node con-
straints would be C * T, where C is the 
number of zero-production, zero-demand 
collection nodes. The transformation of 
nodes into collection nodes by use of 
dummy nodes facilitates solution in that 
the build/no build decision variable of 
each proposed source is handled only 
once--in the source node constraints of 
Equation 3. 
The third system of constraints (5) 
is written for each demand node (j) and 
for each season (t). Thus a total of J 
* T such constraints will be written for 
any network. The (0) subscript stands 
for any origin 1 inked to (j), whether 
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( 1), (j I ), 0 r (c). Th a tis, a Qi j 1 S 
a direct flow from (1) to (j), a Qj'j 
is an interzonal flow, while a Qcj is 
a flow from a collection node (c). The 
reverse flow terms Qji' .Qjjl, ~nd Qjc 
are used when a transsh1pment 18 made 
through an (0, (j'), or (c) node or 
when the direction of flow is not 
certain. 
The Capacity Constraints 
For proposed facil ities, the form 
of the capac ity constraints depends on 
whether one is using discrete or con-
tinuous functions as follows: 
Case 1: Discrete cost functions 
For DCF, the capacity constraints 
are written as: 
QODk(t)t ~ at * bODk(i) * XoDk(t) 
(6) 
in which 
= (0,1) integer (7a) 
= the total volume of flow 
(MG) from the k-th 
alternate source at node 
o (or through the i -th 
alternate pipe from 
origin 0 to destination 
D) during season t. 
= number of days in season 
t 
= daily production capaci-
ty (MGD) of the k-th 
alternate source at node 
o (or daily flow capac-
i ty of the t-th al ter-
nate . pipeline from 
origin 0 to destination 
D) during season t 
= build/no build or 
capacity decision 
variable associated with 
the k-th (l-th) alter-
native of the facility 
under consideration 
The principal function of the 
decision variable X is to accumulate the 
capital cost of the facilities that 
will be built. When the problem is 
solved by algorithms other than the 
Branch and Bound of the MIP, the integer 
restrictions of (7a) are replaced by 
constraints of the form: 
(7b) 
For existing facilities we auto-
matically omit X from the formulation 
and replace constraints (6) and (7) 
by: 
(8) 
Notice that the k and/or the 
9., subscripts are dropped since an 
existing facility has a single (fixed) 
size . 
Case 2: Continuous cost functions 
CCFs have the general form F = 
aQb where a is a known coeffic ient 
and b is a known economies-of-sca1e 
factor (b < 1). Q is a capacity param-
eter which cannot exceed some upper 
limit (U) on the seasonal output of the 
facility in question. The Q carries no 
k or 9., subscript since any desired 
capacity can be satisfied if it is 
within the upper limit (U) of Q. Thus, 
when CCF are used the general form of 
the capacity constraints becomes: 
(9) 
The solution algorithm will then select 
the optimal value of Q which may be = 0 
if the facility is not built or any 
integer or real number less than U. The 
capi tal cos t s are ag ai n acc umu1 ated 
according to the selected value of Q and 
are calculated from F = aQb. CCFs were 
developed for each type of facility 
(wells, treatment plants, and pipes) as 
described in subsequent chapters. For 
existing facilities, constraints such as 
(9) are used. 
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Regulatory Constraints 
These are used to prevent construc-
tion of mutually exclusive alternatives. 
Since alternate sizes are only used 
with DCFs, regu1 atory constraints are 
not needed for the CCF model. 
When the DCFs are used and the 
economies of scale of going to a larger 
size are re1 at ive1y small, regu1 atory 
constraints of the form 
E Xo Dk < 1, 0 r E Xc D9., < 1 
k - 1 
· (1 0) 
are needed to insure that only one size 
of a facility is built. However, such 
constraints were not written by the 
Matrix Generator. The reason was that 
if an optimal solution (without (0» 
says build more than one alternate size, 
it simply means that the largest alter-
nate size was too small. Including (10) 
masks this error. 
Writing the model in its general 
form, 
(3) 
QODk( 9.,h < at * bODk(9.,) * XODk(9.,) 
· (6) 
Xk(9.,) = (0, 1) integers · (7 a) 
XODk(9.,) ~ 1 .(7b) 
QODt ~ at * bOD (8) 
QODt ~ at * UOD (9) 
1: XoDk ~ 1 or E XOD < 1 · (10) 
k 1 
The objective function l.S most 
generally written as: 
Min Z = r r (FODk(~) XODk(~) 
O,D k(£) 
+ r CODk(£) QODk(£)t) 
t 
for the discrete case, and 
Min Z = r 
O,D 
(f(QOD) + r YOD QoDt) 
t 
for the continuous case, where 
C is the annual operation and 
maintenance cost for DCF. 
f(QOD) is the functional relation-
ship between the facility's 
capacity and its capital 
cost, for CCF. 
YOD is the annual operation and 
maintenance cost for CCF. 
The discrete and continuous capital and 
variable cost coefficients are developed 
in subsequent chapters. 
An example network (Figure 7) 
illustrates the notation, and construc-
tion, of the constraint systems pre-
sented in this chapter. There are two 
pipes where the direction of flow is 
uncertain (pipes 4 and 7). The uncer-
tainty in pipe 4 might be due to uncer-
tainty in the trade-offs between the 
annual pumping cost if the flow is from 
2 to 1 and the annual capital cost 
of new pipes (from 2 to 4 to 5) if the 
flow is from 1 to 2. In pipe 7, the 
uncertainty could be due to ample supply 
in the two main supply zones so that the 
analyst wishes to investigate the 
possibility of meeting the total demand 
by developing the sources in one supply 
zone only; or, due to a seasonal short-
age in one zone so that interzonal 
transfer will be needed. 
All the network features that 
we discussed previously are found 1n 
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this network. Sequential flow (3-2-
1-5), radial flow (3-4, 2-4), direct 
flow 0-5, lO-9}, and interzonal flow 
(5-9) are all represented. We now write 
constraint systems. 
(i) Source nodes (example node #2) 
Season 1: 
L3 
-Q2111} - r Q2411 
£ =1 
o 
(ii) Collection nodes (example 
node #4) 
Season 1: 
= 0 
(iii) Demand nodes (example node 
#5) 
Season 1: 
L5 
Q151 + k Q4511 + 
£=1 
In which Kl is the number of alternative 
designs of proposed well at node 2, and 
Ll, L2,'" L6 are the numbers of alter-
native designs of the corresponding 
proposed pipelines. Similar constraints 
are written for each season and each 
node. 
The capac i ty c onst raints are 
written as follows: 
For existing well at node 1: 
Season 1: QSl1 ~ a1 bS1 
PT (10) 
....... _ (9),L.:' 
---> - - ---0- ---> 
o [8J [7J 
(11) 
LEGEND 
(1) Node number 
[2J Pipe number 
0 Demand node 
* 
Proposed source node 
e Existing source node 
• Collection node 0 Dummy node 
->- Proposed pipe 
+- Existing pipe 
EW Existing well 
PW Proposed well 
PS Proposed spring 
PT Proposed TP 
Figure 7. Example network. 
For proposed sources (example PW at node 
2) 
For existing pipes (example pipe 5) 
For proposed pipe (example pipe 6) 
The number of capacity constraints 
written for each existing facility 
(source or pipe) is T (where T = number 
16 
EW (1) 0 (8) 
, 
[4J r:-, 
(5) " 
-- -,----~~ _~32-- ~r (2) 
[6J \ I PW 0 
\ I (7) 
[2J \\" Ii [lJ 
\ / 
, I 
'II' 
PS (3) 
o 
(6) 
of seasons). For proposed facilities, 
the total number is T * K for sources 
and T * L for pipes. 
The regulatory constraints, if 
needed, are written as 
L1 
r X32l ~ 1 for proposed pipes, 
)/'=1 
K1 
r X72k ~ 1 for proposed sources. 
K=1 
CHAPTER IV 
DEVELOPMENT OF THE COST FUNCTIONS 
General 
The literature was reviewed in 
order to define appropriate capital 
and operation and maintenance cost 
functions for pipes, pumps, wells, 
and water treatment plants. No avail-
able functions were found for springs, 
but estimates can be made by summing the 
costs of site development (which must be 
explicitly given by the user because it 
is site-specific) and of transmission 
pipelines. Provision is made in the 
Matrix. Generator to fac il itate changing 
the cost coefficients to meet special 
needs or updating the function to 
account for price changes. The cost 
functions were generally updated to 1982 
prices by using the Engineering News 
Record Construction Cost Index (ENR 
1983) . 
The Cost of Pipes 
Capital costs 
Pip e cos t sin c 1 ud e mat e ria 1 , 
transportation, labor, and equipment. 
Material cost includes cost of pipe plus 
fittings and valves. The transportation 
cost is usually hidden in the material 
cost s although, occasionally, a specific 
pipe diameter may not be available 
locally and have to be shipped in at 
additional expense (Osborne and James 
1973). The 1 abor and equipment costs 
cover laying, jointing, and installation 
in general. The c api tal cost s were 
organized for expression by either 
discrete or continuous functions. 
Discrete representation. The 
material cost of each standard pLpe 
diameter, including fittings and valves, 
17 
is given in $/ft. A pa.rtial list of 
default values are given below--however, 
pipe materials vary greatly with type of 
pipe (ductile iron, PVC, asbestos 
cement, etc.), with type of joints and 
wi th job 1 oca tio n. Ther efo re, the 
expected mode of use is for each model 
user to replace defaul t values with 
his/her own list of unit costs after 
selecting an appropriate type of pipe. 
Diameter 
(inches) 
4 
6 
8 
10 
12 
20 
$/LF 
1.55 
2.70 
4.60 
6.90 
9.65 
23.62 
Pipe installation costs are essentially 
linear with respect to diameter and may 
vary substantially with type of excava-
tion. Therefore it is convenient to 
calculate this cost component as follows 
(and then add to the disc rete material s 
cost above). 
. (11) 
in which 
Cins = total installation cost ($) 
L = pipe length (ft) 
K1 = 0.28 (estimated 1985 default 
in U.S.) 
= pipe installation diffi-
cuI ty f ac tor 
1 for ideal excavation and 
back fill 
1.7 for rougher excavation 
(but no ripping) 
= 3 for below water table ex-
cavation with gravel bedding 
= 6 for rock excavation and 
backfill from borrow 
D = pipe diameter (in.) 
Continuous model representation 
The continuous version of the total 
cost (pipe materials plus installation 
is: 
C = K D(l .. $/LF . (12) 
both the mul t ipl ier (K) and the scale 
factor «l) vary with installation 
difficulty. For example, using the 
discrete default values above, K = 0.275 
and (l = 1.50 for ideal excavation while 
K = 0.71 and (l = 1.33 for below water 
table excavation. 
Operation and maintenance costs 
The operation and maintenance costs 
cover any energy for pumping, system 
operation, and maintenance expenses. 
Power required is 1 inearly related to 
the total head (frict ional plus static) 
and the flow rate and is given by the 
familiar power formula P = KHQ. The 
additional operation and maintenance 
expenses are commonly expressed as a 
fraction of the annual energy cost 
(Linaweaver and Clark 1964; Deb 1978), 
normally about 10 percent is used. The 
problem with this convention is that a 
gravity flow pipe would have no mainte-
nance costs. Therefore, the percentage 
is changed to 10 percent of the annual 
capital cost. This is justified 'by the 
fact that the maintenance costs are 
generally a function of the system size 
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(length and diameter> which is well 
represented by its capital cost. 
The Cost of Pumps 
Capital costs 
The capital cost of a pumping 
system can be expressed either as a 
function of the installed energy capac-
ity (hp or kw) or, equivalently, as a 
function of the design flow and total 
head (friction plus static heads>. The 
most widely used funct ional forms are 
C = KIEK2 or C = K3QK2HK5 where K1 
and K3 are coefficients that increase 
with inflation and K2, K4 and K5 are 
exponents that reflect economies of 
scale and change with the technology 
used in manufacturing. An extensive 
literature review for K-values gave 
results in Table 1. 
The variation in the coefficients 
is due to differences among the systems 
considered, in prices (England vs. 
U.S.), and in the data points used. In 
order to probe the variation among these 
equations, all six were applied to a 
hypothetical problem with Q = 500 gpm, H 
= 200 ft, and a pump motor efficiency = 
0.7. The costs were as follows: 
Equation (1) C2 = $54,460 
(2 ) C2 = $12,520 
(3) C2 = $30,100 
( at £1/1. 7$) 
(4) C2 = $30,020 
(at £1/1.7$) 
(5) C2 = $12,660 
(6) C2 = $48,370 
By comparing the results with 
Equat ions 3 and 5, a hous ing st ruc-
ture was est mated to be about half the 
cost of a pump (the system desc ribed by 
Equation 3 has two pumps and a housing 
structure, and (2.5(12,660) = 31,650» 
approximately equals the results with 
J 
Table 1. Capital costs of pumping systems. 
Adjusted Function 
No. Cost Funct ion System Year (1982 prices) Units Reference 
1 C2 = 77QO.57HO.87 pump & motor 1963 C2 = 289QO.57HO.87 C2 = $ Aron (1969) 
(only 50% use factor) Q = 103AF/yr 
H ;:: ft 
2 C2 = 7.309QO.453HO.642 pump only 1966 C2 = 24.99QO.45~0.642 C2 ;:: $ Dawes (1970) 
Q ;:: gpm 
H ;:: ft 
3 C2 ;:: 0.3418 EO.785 pump & housing 1968 C2 = 1.06EO.785 C2 = 103 £ Miller, Burley, 
s t ruc t ur e and E = HP and Mawer (197O) 
standby plant 
4 C2 = 430.3 EO.785 pumping station 1968 C2 = 1331EO.785 C2 = £ Deb (1976) 
t-I (no details) E = KW \0 
5 C2 16. 14QO.453HO.642 pump only 1976 C2 = 25.26QO.453HO.642 C2 = $ Deb (1978) 
Q = gpm 
H = ft 
6 C2 = 1548QO .64HO. 23 pumping station 1978 C2 2063QO.64HO.23 C2 = $ Demke and Laur ia 
(no details) Q = lIs (1982) 
H=m 
Equation 3). The five equations can 
also be combined to make the following 
additional applications: 
1) Equation 5 is valid with its 
coefficient adjusted from 25.26 to 63 to 
account for a standby pump and a housing 
structure. 
2) If a standby motor is needed 
(e.g. for lack of electric power in the 
area) then its cost is assumed equal to 
twice the pump cost. Thus the above 
coefficient becomes 4.5 * 25.26 = 114. 
The cost estimates do not limit the 
applicability of the model since one 
can always adjust the cost coefficients 
or replace the equation with a cost from 
some other source. We will, however, 
delay explaining how this is accom-
pI ished until we discuss the Matrix 
Generator. 
Operation and maintenance costs 
This includes the energy cost plus 
additional operation and maintenance 
costs. The former is computed using the 
power cost equation P = KQH while the 
latter is assumed a fract ion of the 
annual energy cost. This assumption, as 
with the pipe cost, is justified by the 
fact that the energy cost reflects the 
size and frequency of operation of the 
pump. The defaul t fraction used in the 
Matrix Generator is 10 percent but this 
can be adjusted by the user if desired. 
The Cost of Groundwater Wells 
Capital cost 
Discret~ capital cost functions. 
Published data on the capital cost of 
groundwater wells are extremely rare. 
Dawes (1970) gave an array of functions 
relating the capital cost to the well 
depth, aquifer material. and well 
diameter. A summary of these func-
tions is shown in Table 2 and updated to 
1982 prices. Since the above cost 
functions are very old. advances in well 
drilling technology have probably caused 
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considerable cost changes. Never-
theless. the Matrix Generator can be 
given altered coefficients or costs 
estimated from other sources. 
Continuous capital cost functions. 
Continuous cost functions that relate 
the capital cost of wells to the well 
capacity are even more rare. The 
function used in this study was obtained 
from Hughes, Pugner, and Clyde (l977) 
and is 
C4 = 2010 QO.453 
where C4 is the total capital cost ($) 
and Q is the well capacity (gpm). Using 
the CCI to update the cost from 1977 to 
1982 prices. the above function becomes 
C4 = 2980 QO.453 .(13) 
Again the cost computed by Equation 
13 does not include pump cost. 
Operation and maintenance costs 
Excluding the cost of energy needed 
for pumping, the maintenance cost of 
wells was assumed a fraction of the 
annual capital cost. Five percent is 
the default value used in the Matrix 
Generator, but the user can change this 
percentage. 
The Cost of Water 
Treatment Plants 
Capital costs 
As with most water supply tech-
nologies. the capital cost of water 
treatment plants exhibits strong econ-
omies of scale. Partly for this reason, 
water treatment pI a.nt s, .1 ike other 
capital facilities, are constructed with 
excess capacity to satisfy requirements 
for some years to come. One of the 
earl iest studies on the cost of water 
treatment pI ants (Orlob and Lindorf 
1958) expressed a capital cost function 
of the form: 
.(14) 
Table 2. The capital cost of groundwater 
Maximum Well 
1f: Aquifer depth Diameter 
Material d( ft) (in) 
1 a 11 uv i llIll 300 6-10 
2 (no gravel pack) " 12-15 
3 400 16-20 
alluvium 
4 " 24-34 (with gravel pack) 
5 " 36-26 
6 Shallow bedrock 600 6 
7 (S. S. , L.S., or II 8-12 
8 Dol.) II 15-24 
9 3000 8-12 
Deep S. S. wells 
10 " 15-19 
in which 
Cc = total capital cost of a com-
plete treatment plant ($) 
a = constant that depends on the 
un its 0 f Q a nd a 1 soon the 
base year of the cost data 
used in the analysis 
Q == design capacity of the treat-
ment plant (volume/time, 
usually mgd) 
b = constant that indicates the 
degree of economies of scale 
of the treatment process in 
question 
The value of (a) varies with price 
increases, and a suitable cost index can 
wells (from Dawes 1970). 
Cost Equation 
(C3 = $) 
1966 Prices 1982 Prices 
C3 = 845 dO. 299 C3 = 2890 dO. 299 
C3 = 870 dO. 373 C3 = 2975 dO. 373 
C3 = 710 dO. 408 C3 == 2425 dO. 408 
C3 = 750 dO. 482 C3 = 2565 dO. 482 
C3 == 960 dO. 583 C3 :: 3280 dO. 583 
C3 == 0.716 d1 •413 C3 :: 2.5 d1 .413 
C3 = 0.983 d1 •45O C3 = 3.4 d1. 45O 
C3 = 2.07 d1. 47l C3 = 7.1 d1. 471 
C3 = 0.036 d1 .87 C3 = 0.123 d1 •87 
C3 == 1.565 d1 . 429 C3 = 5.35 d1. 429 
be used for updating. The constant (b) 
depends on the treatment process and 
changes with the treatment technologies 
used. For instance, labor-saving 
devices, installed for plant operation, 
increase investment cost but reduce 
operating cost. Thus, technological 
changes restrict the use of cost indices 
to update cost est imates. 
Investigators have generally 
found similar values - -for (a) and (b). 
Hinomoto (1977), however, found dis-
economies of scale (b > 1). Table 3 
presents the results of known studies. 
These tabulated capital cost 
functions are, presumably, for conven-
tional treatment plants (flocculation, 
sedimentation, and filtration). Less 
expensive treatment techniques such as 
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Table 3. Capital cost coefficients for treatment plants. 
Units 
Author< s) ( a) (b) of Q 
Orlob et al. 25,700 0.67 mgd 
Koeing 307,000 0.68 mgd 
Ackermann 267,000 0.65 mgd 
Hinomoto 320,600 1.173 mgd 
(l)NA = not available. 
direct filtration may be sufficient. 
Furthermore, recent advances in the 
technology of package treatment plants 
have made it possible to satisfy 
the b ac t e rio log i cal and t u r bid i t y 
requirements for small «2.5 mgd) 
water supply systems at even less cost 
than direct filtration (Clark 1980; 
Clark and Morand 1981a; Steive and Clark 
1982). Because treatment requirements 
vary, it was decided to develop separate 
capi tal cost funct ions for these three 
treatment techniques (package, direct 
filtration, and conventional). 
Fortunately, a recent study by the 
EPA (Gumerman, Hansen, and Culp 1979a,b; 
Hansen, Gumerman, and Cu1p 1979) gave 
enough data to facilitate this task. In 
the EPA study, construction cost curves 
were developed for each unit process 
with respect to selected design param-
eters. For example, the curves with 
respect to granular activated carbon are 
presented in terms of cubic feet of 
carbon. To the construction cost, six 
additional costs are added, namely: 
1) Excavation and site work cost, 
normally taken as 5 percent of the sum 
of the construction cost obtained from 
the curves. 
Plant 
Capacity Base 
(mgd) Year Reference 
0.2-120 1956 Orlob -and Lindorf (958) 
0.5-12 1964 Koeing (967) 
NA(l) 1964 Hinomoto (977) 
1-12 1972 Hinomoto (977) 
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2) General contractor's overhead 
and profit, also a fraction of the total 
cost includ ing that of excavation (see 
Appendix A, Figure 14). 
3) Engineering cost, 10 percent of 
all costs including (1) and (2). 
4) Land cost. 
5) Legal, fiscal and adminis-
t r at i v e cos t ; fun c t i on 0 fall cos t s 
including 0) through (4) (see Appendix 
A, Figures 15 and 16). 
6) The cost of interest during 
construction which is a function 
of all the costs through (5) (see 
Appendix A, Figures 17 and 18). 
The total capital cost is then the sum 
of the unit process cost plus (1) 
through (6). The .EPA report also 
contains example cost calcul ations 
for several types and capacities of 
treatment plants. Specifically, ex-
ample designs and cost computations 
were g iv en fo r package treatment 
plants (PTP) with capacities of 0.1, 
0.5 and 1 mgd; direct filtration 
plants (DFP) with 1-, 10- and 100-mgd 
capacities and conventional treatment 
plants (CTP) with 5-, 40- and 130-mgd 
capacities. 
Some modifications of these designs 
and costs were needed to combine 
treatment with other costs in the 
optimization model. Finished water 
pumping was omitted since it is included 
in the pipe cost. Second, in-pI ant 
pumping was added for pI ants that did 
not have it in order to have homogeneous 
estimates. Third, data points were 
added to improve the regression analy-
ses. For the PTPs (Appendix A, Tables 
20-23), one additional plant capacity (2 
mgd) was added. This capacity was 
selected near the breakeven point where 
the treatment cost from a PTP approxi-
mately equals that fram a DFP (Clark and 
Morand 1981 b). For the DFPs (Append ix 
A, Tables 24-29), additional plants with 
capacities of 5, 20 and 50 mgd were 
designed. For comparison, similar 
design capacities were selected for the 
CTPs (Appendix A, Tables 30-35), i.e. 1, 
5, 10, 20, 50, and 100 mgd. 
Next, the construction cost for 
each unit process was computed fram a 
cubic polynomial fit of the construction 
cost data. However, careful examination 
indicated that some data can be fit 
better by other functions (power, 
lin ear, etc. >. Ins uc h cas e s, the 
better functions were used to estimate 
the construction cost. Still, in 
other cases, the tabulated cost data 
given with the curves were directly 
used. In short, some of the costs that 
appeared in the original designs were 
modified in order to insure homogeneity 
of the computation among the original 
and new design capacities. 
Finally, the construction costs 
(which were based on October 1978 
prices) were updated to 1982 prices by 
mul t ipl ication by the ratio of the 
Engineering News Record average CCI for 
1982 to tha·t of October 1978 (i.e. 
356.12/265.38). This cost updating 
procedure was recommended in the EPA 
study as an alternative to a more 
sophisticated cost updating procedure in 
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which several cost indices are used. 
Subsequently, the other six costs (site 
excavation, contractor's overhead, etc.) 
were added then a power regression 
analysis was performed. The results are 
shown in Table 4. 
Clark and Morand (I981b) did a 
similar analysis and derived the capital 
cost equations shown in Table 5 and 
updated to 1982 prices based on the CCl. 
The results of estimates based on the 
equations in Tables 4 and 5 are compared 
in Table 6. The PTP costs from Clark's 
equation are co.nsistently about 20 
percent lower, perhaps due to inaccurate 
cost updating or design differences. 
The DFPs show an inc reas ing percent 
difference from 14 percent for the 1 mgd 
plant to 54 percent for the 100 mgd 
plant. Clark's equation probably gives 
higher DFP costs because of some com-
ponent included in Clark's design but 
not in the wr iter's (e.g., a finished 
water pump). The CTPs show. I ess dis-
crepancy but the reasons for the differ-
ences are about the same. 
Operation and maintenance costs 
Like capital costs, the operation 
and maintenance costs of treatment 
plants are strongly influenced by 
economies of scale. Thus, the cost per 
unit vollDIle decreases with increasing 
plant size in a pattern that can be 
represented by power functions. 
A recent EPA study presents the 
costs of labor (hrs/yr), energy (kw-hr/ 
yr, gal of diesel/yr, etc.), and mainte-
nance material ($/yr) for each unit 
process in terms of an operating param-
eter for that process. For example, the 
operat ing parameter fQr a chlorine-feed 
system is set at about 60 percent of 
capacity. The labor, energy, and 
maintenance costs are computed on the 
basis of the operating parameter. 
The unit prices used in the EPA 
study, together with the adjusted 
values for 1982, are shown in Table 7. 
The labor rate for 1982 was set at the 
Table 4. Summary of capital costs of treatment plants (1982 prices). 
Package ComElete TP Direct Filtration TP Conventional TP 
Plant Plant Plant 
Capacity Cost Capacity Cost Capacity Cost 
(mgd) ($) (mgd) ($) (mgd) ($ ) 
0.1 243,890 1 1,050,240 1 1,250,380 
0.5 571 ,78O 5 2,145,170 5 3,273,060 
1.0 966,270 10 3,260,370 10 5,085,650 
2.0 1,457,430 20 4,831,900 20 .7,785,480 
50 11,527,580 50 15,144,340 
100 18,063,600 100 27,453,660 
Regression Equations: 
C$ = 940 000 QO.600 
, (mgd) C$ = 866 000 QO.635 , (mgd) C$ = 1 159 000 QO.663 , , (mgd) 
(R2 = 0.995) (R2 = 0.977) (R2 = 0.995) 
Table 5. Capital cost equations derived by Clark and Morand (1981b). 
PTPs 
DFPs 
CTPs 
C $/yr 
(1979 Prices) 
60,000 QO.6 
79,000 QO.7 
87,000 QO.7 
Ca $ 
(1979 Prices) 
589,100 QO.6 
775,700 QO.7 
854,200 QO.7 
C $ 
(1982 Prices) 
748~700 QO.6 
985,600 QO.7 
1086 x 103 QO.7 
aAdjusted by the capital recovery factor for 25 years at 9 percent interest. 
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Table 6. Comparison of the capital costs computed by the authors' and Clark's and Morand's (l981b) equa-
tions. 
Cost in $106 , 1982 Prices 
Plant Capacity PTP DFP CTP 
(mgd) Authors' Clark's % Diff. Authors' Clark's %Diff. Authors' Clark's % Diff. 
eq. 1 eq. 2 2-1*100 eq. 1 eq. 2 2-1*100 eq. 1 eq. 2 2-1*100 
2 2 2 
0.1 0.24 0.19 -21 
0.5 0.62 0.49 -21 
1 0.94 0.75 -20 0.87 0.99 14 1.16 1.09 -6 
2 1.42 1.13 -20 1. 34 1.60 19 1.84 1. 76 -4 
5 2.41 3.04 26 3.37 3.35 -1 
IV 
U1 
10 3.74 4.94 32 5.33 5.44 2 
20 5.80 8.02 38 8.45 8.84 5 
50 10.38 15.24 47 15.51 16.79 8 
100 16.13 24.76 54 24.55 27.28 11 
Table 7. Unit prices for component categories of operation and maintenance of 
treatment plants. 
Item 
Labor 
Electricity 
Diesel Fuel 
Maintenance Mat. 
Chemicals 
Alum 
Polymer 
Chlorine 
Sodium Hydroxide 
Units 
hr 
Kw-hr 
gal 
ton 
1b 
ton 
ton 
$8.55/hr for water, steam, and sanitary 
system workers (U.S. Bureau of Labor 
Statistics 1982a). The cost of elec-
tricity was adjusted to $0.05/kw-hr, 
wh il e t hat 0 f die s elf u e 1 was not 
changed. Maintenance material cost was 
adjusted by the ratio of average value 
of the Producer Price Index for Finished 
Goods (PPlFG) in 1982 to that in October 
1978 (280.7/199.7) as recommended in the 
EPA study. Average monthly and annual 
values of the PPIFGare published by the 
U.S. Bureau of Labor Statistics (1982b). 
The cost of chemicals was also adjusted 
to 1982 prices by using the Basic 
Inorganic Chemicals Index (Code 0613) 
also published by the U.S. Bureau of 
Labor Statistics (1982b). The index 
values for 1982 and October 1978 were 
310.3 and 196.1, respectively. 
To illustrate the computation of 
the operatiqn and maintenance cost sand 
to facilitate updating, Table 8 was 
constructed. The annual costs of labor, 
energy, and maintenance material in this 
table are based on those given in Tables 
15-19 and Appendix A, Tables 20-29, 
while the chemical requirements were 
determined by computations similar to 
the one given above. For the package 
treatment plants, however, the chemical 
requirements are those given in the EPA 
study. 
Oct. 1978 Prices 
($/Unit) 
Aver age 1982 Pr ic e 
($/Unit) 
10 
0.03 
0.65 
1 
70 
2 
300 
200 
8.55 
0.05 
0.65 
1.406 
III 
3.2 
475 
316 
Power regression analysis on the 
data in Table 8 gave: 
llo'here 
For PTPs: C a 213.6 Q-0.532 
(R2=0.992) . 
For DFPs: C a 209.1 Q-0.310 
(R2=0.918) . 
For CTPs: C = 269.7 Q-0.320 
(R 2 = 0.989) . 
.(15) 
. (16) 
.(17) 
C = operation and maintenance 
cost in 1982 dollars/million 
gallons 
Q = a v e r ag e pIa n t cap a cit yin 
million gallons/day 
Updating the cost fun'tions 
for future years 
The capital cost functions can be 
easily updated by using the CCl. Strict-
ly speaking, however, the CCl should be 
appl ied to the construe tion cost before 
adding the remaining costs of site work, 
contractors overhead, etc. Subsequently, 
after all the capital costs are updated, 
26 
.I 
Table 8. Annual operation and maintenance costs of treatment plants (in thousands of 1982 dollars). 
Treatment process Chemical(2) 
and operating(l) Labor Elec. Diesel Haint. Alum Polyner Sod. Chlorine Sludge Total Unit cost Cost 
Capacity (mgd) Fuel Hat. Hyd. disposal (C/1000 ($/106 
gal) gal) 
PTP 
.07 18.11 3.56 .03 LOS .244 .176 .157 23.3 91.19 911.9 
.35 ·27.82 11.65 .10 2.60 1.221 .845 .760 45.0 35.23 352.3 
.70 32.70 21.09 3.37 2.442 1. 754 1.568 .240 63.2 24.74 247.4 
1.40 44.89 35.75 4.70 4.884 3.508 3.136 .480 97;3 19.04 190.4 
DFP .7 42.91 14.39 9.01 2.431 .584 .855 2.0 72 .18 28.25 282.5 
3.5 74.34 50.83 .192 16.34 12.21 2.92 4.32 161. 15 12.61 126.1 
7 103.62 83.09 .377 22.97 24.31 5.84 8.67 244.88 9.74 97.4 
IV 
-....J 14 137.37 158.35 .738 39.91 48.62 11.68 17.10 413.77 8.10 81.0 
35 304.78 399.90 1.820 55.20 121. 55 29.20 42.75 955.20 7.48 74.8 
70 375.39 754.10 3.60 117.97 243.09 58.40 95.38 1647.93 6.45 64.5 
CTP .7 41.52 12.18 9.32 6.33 1.17 7.90 .87 2.0 81. 29 31.82 318.2 
3.5 94.48 33.22 2.48 20.92 24.31 5.84 31.6 4.28 217.13 17 .001 170.0 
7 142.70 51.73 4.98 32.68 45.73 11.68 63.2 8.55 361.25 14.31 143.1 
14 156.15 128.39 1.69 53.85 82.14 23.36 94.8 17.58 558.56 10.93 109.3 
35 261.54 211.88 1.95 100.36 206.13 58.40 231.95 43.23 1187.44 9.30 93.0 
70 451.01 625.35 2.08 142.71 308.69 133.15 95.00 1164.11 6.90 69.0 
(I) Operating capacity is 10% of the design capacity. 
(2) To obtain the quantity of any of the chemicals, divide the annual cost by the unit cost shown in Table 1. 
the regression analysis is repeated to 
obtain the new coefficients. 
The operation and maintenance 
cost functions are updated by each 
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individual component as explained 
earlier. Again, once these components 
are updated the regression analysis 
is repeated to obtain the new coeffi-
cients. 
CHAPTER V 
THE MATRIX GENERATOR 
Purpose and General Description 
A larger number of discrete alter-
nat ives (capac it ies, number of seasons, 
and nodes) dramatically increases the 
number of row and column entries in the 
MPS files. Manual preparation of the 
files becomes increasingly cumbersome, 
and errors mUltiply. A matrix generator 
speeds data preparation and reduces 
error. It computes all the necessary 
coefficients, (for the objective func-
tion, constraints, and right hand sides) 
and writes them into the MPS files. 
This chapter begins a description of the 
matrix generator with discussion of the 
nomenclature used for the rows and 
columns. 
Nomenclature for Rows and Columns 
In naming the rows and columns, one 
must comply with the MPS format require-
ment not to exceed eight characters per 
name. If one followed the notation used 
in developing the model (Chapter III), 
the eight character requirement would 
limit the number of nodes to 100 (0-99) 
because Qijkt would require seven 
characters; one for Q, two each for i 
and j, and one each for k and t. In 
order to handle more nodes, an al ter-
native notation was devised. 
Instead of numbering the nodes and 
specifying the pipelines as from node i 
to node j, a separate numbering system 
was established for the pipelines. With 
this system, the nodes are sequentially 
numbered from 1 up to their total and 
the pipelines are also numbered to their 
total. The pipelines need not be 
sequentially numbered; they can be 
numbered starting at any desired number 
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and incremented by any desired number 
provided that the number of digits in 
any number does not exceed 3. In 
addition, the following letter notation 
was adopted. 
P = a prefix for a proposed 
facility (pipe, well, 
etc.) . 
E = a prefix for an existing 
facility (pipe, well, 
etc.) . 
P,W,S,T = abbreviations for pipe-
line, well, spring, and 
treatment plant, respec-
tively. Thus PP, PW, PS, 
and PT denote a proposed 
pipeline, a proposed 
well, a proposed spring 
and a proposed treatment 
plant, respectively, 
while EP, EW, ES and ET 
are their existing 
counterparts. 
C = an abbreviation for 
capacity in the direct 
flow mode; used as a 
prefix in the row names. 
For example, CPP is the 
capacity row of a pro-
posed pipeline while CPW 
is the capacity of a 
proposed well. Other 
possible combinations 
are CPS, CPT, CEP, CEW, 
CES and CET. 
K = a prefix for the capacity 
row in the reverse fl ow 
mode. The only situation 
in which this prefix 18 
used is for KPP. 
A-Z == alphabetical notation for 
seasons or al ternatives. 
The peak season is given 
the letter A. The 
second, third, up to the 
26th season, are given 
subscripts B, C, ... Z. 
Similarly, alternatives 
1 through 26 are deno ted 
by A through Z, respec-
tively. 
The above letter notation permits 
up to 999 nodes (demand + well + spring 
+ treatment plants) and up to 1000 
(0-999) pipelines. Furthermore, each 
flow term (Q) is also given a two-letter 
notation that identifies its nature, 
whether it is in a PP, PW, PS, PT or in 
an existing counterpart. Specifically, 
nnn ,. index number of the network 
nodes (nnn < 999) 
mmm = index number of the network 
pipelines (mmm ~ 1000) 
k = index of alternatives (k = A 
to Z) 
t = index of seasons (t = A to Z) 
The notat ional 
Table 9. 
system is summarized l.n 
In order to illust rate this nota-
tion, the constraints of the example 
network of Figure 7 will be rewritten. 
For the two pipes with uncertain direc-
tion of flow (pipes 4 and 7), flows from 
nodes 1 to 2 and from 5 to 9 will be 
considered direct flows (Q's) while 
those in the opposite directions are 
considered reverse flows (Z's). Thus, 
the continuity constraints at nodes 2, 
4, and 5 (dur"ing season A) become: 
at node 2: 
k1 
E QPW002kA + 
k=A 
L1 
E QPPOOllA + 
I=A 
L3 
L2 
E (QPP0041A 
l=A 
- ZPP004IA) - E QPP0031A = 0 
l=A 
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at node 4: 
L3 L4 L5 
E QPPO03kA + 
l=A 
E QPP002kA -
k=A 
E QPPO06kA 
k-A 
at node 5: 
QEP005A + 
- 0 
L5 
E QPP006kA + 
k=A 
L6 
E (QPP007kA 
L=A 
- ZPP007kA) > R~ 
Similarly, the capacity constraints 
become 
QEW001A ~ aAbEWOOl 
QPW002AA ~ aAbpW002A XPW002A 
QEP005A ~ aAbEP005 
QPPO06AA ~ aAbpP006A XPP006A 
And finally, the regulatory constraints 
are written as 
Ll 
E XPPOOll < 1 and 
l=A 
Kl 
E XPW002k < 1 
k=A 
The integer restrictions, if MIP is 
not used, are replaced by constraints 
similar to the regulatory ones except 
that there is no summation over the 
alternatives. That is individual K (or 
L) constraints replaced the overall 
cons t r aint wi th K (or L) var iab les. 
Alternatively, these constraints can be 
handled in the BOUNDS section of the MPS 
file as will be explained later. 
The Matrix Generator recognizes 
that the flow in PPOOllA is into node 2 
while that in PP0031A is out of node 2 
because the positive flow terms (i.e., 
terms preceded by a plus sign in the 
continuity constraints) are either 
sources "at" node 2 or pipelines whose 
downstream end is node 2. Conversel y. 
negative flow terms are associated with 
Table 9. Notational system of the rows and columns of the MPS files. 
Row/column type 
1) ROWS 
a) Continuity 
b) Capacity 
c) Integer 
restr ic t ion 
2) COLUMNS 
a) Flow 
variables 
Notation 
CONTnnnt 
CPPmmmkt 
KKPPmmmkt 
CEPmmmt 
CPWnnnkt 
CPSnnnkt 
CPTnnnkt 
CEWnnnt 
CESnnnt 
CETnnnt 
RXPPmmmk 
RYPPmmmk 
RXPWnnnk 
RXPSnnnk 
RXPTnnnk 
QPPmmmkt 
,ZPPmmmkt 
QPWnnnkt 
QPSnnnkt 
QPTnnnkt 
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Read as 
Continuity at node nnn, season t 
Capaci ty, in direct flow mode, 0 f 
proposed pipeline number mmm, alter-
native K, season t 
Capacity, in reverse flow mode, of 
proposed pipeline number mmm, alter-
native k, season t 
Capacity of existing pipeline number 
mmm, season t. Notice that no (k) sub-
sc ript is used for existing fac ilities. 
Capacity of proposed well/spring/ treat-
ment plant at node nnn, alternative k, 
season t 
Capacity of existing well/spring/treat-
ment plant at node nnn, season t. No 
(k) subscript for' existing facilities. 
Row of X of proposed pipeline number 
mmm, alternative k; in direct flow 
mode 
Row of Y of proposed pipeline number 
mmm, alternative k; in reverse flow 
mode 
Row of X of proposed well/spring/ 
treatment plant at node nnn, alter-
native k 
Volume of flow in proposed pipeline 
number mmm, alternative k, during 
season t; in direct flow mode 
Volume of flow in proposed pipeline 
number mmm, alternative k, during 
season t; in reverse flow mode 
Volume of water produced from proposed 
well/spring/treatment plant at node 
nnn, alternative k, during season t 
Table 9. Continued. 
Row/column type 
b) Integer 
variables 
Notation 
QEPmmmt 
QEWnnnt 
QESnnnt 
QETnnnt 
XPPmmmk 
YPPmmmk 
XPWnnnk 
XPSnnnk 
XPTnnnk 
pipel ines which have their upstream end 
at node 2. For pipes with reverse flow 
the opposite is true; i.e., posi-
tive. fl ows are assigned to pipes whose 
upstream end is node 2 and negative 
flows are assigned to pipes whose 
downstream end is node 2. Consequently, 
the nodal location of sources as well as 
the upstream and downstream nodes for 
pipelines (and whether or not reverse 
flow should be considered), are all 
essential parts of network specifica-
tion. 
The Input Data File 
File INPUT. DAT contains the net-
work specification data. The file 
sequentially contains: 
1) General specifications 
2) Power specificatio,ns 
3) Demand nodes data 
4) Proposed pipes data 
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Read as 
Volume of flow in existing pipeline 
number mmm during season t 
Volume of water produced from existing 
well/spring/treatment plant at node 
nnn dur ing. season t 
Binary (0,1) decision variable asso-
ciated with building the kth alterna-
tive of proposed pipeline number mmmj 
in direct flow mode 
Binary (0,1) decision variable asso-
ciated with building the kth alterna-
tiveof proposed pipeline number mmm; 
in reverse fl ow mode 
Binary (0,1) decision variables asso-
ciated with building the kth alterna-
tive of proposed well/spring/treatment 
plant at node nnn 
5) Existing pipes data 
6) Proposed wells data 
7) Existing wells data 
8) Proposed springs data 
9) Existing springs data 
10) Proposed treatment plants data 
11) Existing treatment plants data 
The first two units must be input 
in the order shown for processing the 
remaining nine. Units 3 through 11 are 
specified by abbreviated keywords and, 
therefore, c an be input in any order. 
In fact, some of units 3-11 need not 
appear at all if the network does not 
contain some types of facilities. Each 
unit will now be expl ained in detail. 
General specifications 
The general specifications unit 
is read in a NAMELIST whose name is 
GENSPEC. Table 10 summarizes the 
variables. An example GENSPEC is:' 
Table 10. GENSPEC variables. 
IF 
. 1 
2 
3 
4 
5 
6 
7 
8 
9 
Variable name 
PROBNAME 
NSEASONS 
DAYS (NSEASONS) 
TNNODES 
NPP,NPW,NPS,NPT 
NEP ,NEW, NES. NET 
R1 
YEARP1PE, YEARPUMP , 
YEARWELL, YEARTP 
QRAT10 
Meaning 
Problem name (15 
characters or less) 
Number of seasons 
Array of the number of 
days in each season, 
e.g., DAYS(l) is the 
number of days in 
season 1, and so on. 
As many variables as 
the number of seasons 
must be declared. Up 
to 26 are possible. 
The total number of 
source, radial collec-
tion and demand nodes 
in the network 
The total number of 
proposed pipes/wells/ 
springs/treatment 
plants; respectively, 
without regard to the 
number of alternative 
design capacities 
Same as above, but for 
existing counterparts 
Rate of interest 
Useful life of pipes, 
pumps, wells and treat-
ment plants, respec-
tively 
Ratio of average daily 
demand to peak daily 
demand computed at 
each demand node and 
averaged for all 
demand nodes 
33 
Optional 
Yes 
No 
No 
No 
Yes 
Yes 
Yes 
Yes 
Yes 
Defaul t 
Water supply 2 
o 
o 
10% 
The user is prompted 
to enter the value 
Computed by the Matrix 
Generator 
$GENSPEC NSEASONS=2, DAYS(I)=I, 
DAYS(2)=364, TNNODES=lO, NPP=5, 
NPW=3, NPS=2, NEP=7, RI=.I, 
YEARP IPE=4 0 , YEARPUMP=20, 
YEARWELL=20, YE ARTP =2 ° , 
PROBNAME= 'TRIAL l' $ 
Season 1 must be the peak-day season 
with DAYS (I )=1. If the number of days 
in the peak-demand season exceeds 1, the 
user must subd iv ide the peak-demand 
season into a one day season and a 
second season containing the remaining 
number of days. It is also assumed 
that the peak demand occurs during the 
same day at all the demand nodes in the 
network. 
The parameter QRATIO is used in the 
discrete problems to estimate the 
average flow in the pipelines from the 
peak day flow for computing energy cost. 
Power specifications 
This is read from a NAMELIST called 
POWRSPEC and containing the variables 
shown in Table 11. The following points 
apply: 
1) Although all the individual 
variables in POWRSPEC are optional, this 
unit must appear. The input file must 
at least contain the key word POWRSPEC 
(preceded by $ in column 2 and suffixed 
by $). 
2) The variable PMPMOTEF(NPP) 
facilitates assigning an efficiency 
to the pumping unit in a proposed 
pi pel ine. Thi s may be needed when 
different forms of energy are used in 
rural areas where electricity is 
not uniformly available. 
3) The variable EEF is used to 
specify energy cost escalation over the 
life of the system. It is used to 
calculate the equivalent annualized cost 
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of energy whose cost is escalating by a 
constant multiplier (EAE) each year. 
Power requirements are calculated by 
HP = YQH/550e. The equation relating 
EAE to EEF is (Keller and Watters 
1980) 
EAE (1 + EEF)n - (1 + RI)n 
= (EEF - RI) 
* RI (1 + RI)n - 1 
where n is the design life «YEARPlPE + 
YEARPUMP) /2 rounded to the nearest 
integer). To ignore energy cost escala-
tion, the user should specify a small 
value for EEF (say 0.0001). A zero 
value triggers a default EEF. 
4) MINPMPHD is used to prevent the 
solution algorithms from selecting 
unreasonably small pumping heads. Low 
heads lead to erroneous cost estimates 
when Equation 5 and Table 1 are used. 
5) The purpose of MXPRSURE is to 
control the pressure in the pipelines. 
'Where the total (static plus friction) 
head is large, a single pump may have 
the least cost but exceed the pressure 
rating of the pipe. To limit the 
pressure, the pumping may be done 
in stages computed from: MAXLIFT = 
MXPRSURE * 144/62.4. 
Demand node data 
When the command DN is specified in 
the INPUT.DAT file, the Generator reads 
as many data cards as there are real 
demand plus radial collection nodes. 
This number (N) is computed from 
N = TNNODES - (total number of pro-
posed and existing sources) 
For example, in the network of Figure 7: 
N = 7 - 4 = 3 = nodes 9, 5 (real demand) 
and 4 (radial collection). 
Each data card is read in list-
directed format, therefore, the order of 
input data is important. The numbers 
Table 11. POWRSPEC variables. 
Variable Name Meaning 
1 VISCOSITY The kinematic viscosity 
of water 
2 GAMMA 
3 PMPMOTEF(NPP) 
4 PKDADJST(NPP, 
PPNALT) 
5 PUMPTYPE(NPP) 
6 C STOFFUL( 1 ) 
7 (2) 
8 (3) 
9 BHPINFUL(l) 
10 (2) 
11 (3) 
12 EEF 
13 MINPMPHD 
14 MXPR SUR E 
The specific weight of 
water 
An array of pump-motor 
efficiencies. The 
number of elements in 
this array should not 
exceed the number of 
proposed pipelines in 
the network. 
An array of peak-day 
adjustment factors 
(see page Ill) 
An array of pump types. 
Three types (1, 2, and 
3) are possible. Type 
1 is an electric pump, 
type 2 is a diesel pump, 
and type 3 is a national 
gas driven pump 
Cost of fuel of type 1 
pumps 
Cost of fuel of type 2 
pumps 
Cost of fuel of type 3 
pumps 
BHP in a unit of the 
fuel of pump type 1 
BHP in a unit of the 
fuel of pump type 2 
BHP in a unit of the 
fuel of pump type 3 
Equivalent annual rate 
of escalating energy 
cost (decimal) 
Minimum pumping head 
(see page 70) 
Maximum allowable 
pressure in a pipeline 
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Optional? Default 
Yes 1.059 x 10-5 ft 2/sec 
Yes 62.4 lb/ft3 
Yes 0.65 
Yes 1 
Yes 1 
Yes 0.05 $/kw hr 
Yes 0.9 $/gal 
Yes 0.5 $/100 ft3 
Yes 1.34 HP/kw-hr 
Yes 15 HP/gal 
Yes 8.5 HP/I00 ft 3 
Yes Ri"+ 0.01 
Yes 50 ft 
Yes 150 psi 
give the node number, average daily 
demand during season 1 (MG), average 
dail y demand during season 2 (MG) , and 
so on. For Figure 7 with three seasons, 
the demand node data are: 
DN 
4 
5 
9 
o. 
1. 
2. 
o. 
0.9 
1.5 
o. 
0.7 
1.2 
The parameters can be separated by 
commas or by blank spaces. There is no 
need to enter the node numbers in 3-
digit form (e.g., 004) as leading zeros 
will be introduced by the Generator 
(this is also true for pipe numbers). 
Proposed pipe data 
The command for this unit is PP and 
is typed in the first and second columns 
of the INPUT. DAT file. The number of 
proposed pipe data cards is declared as 
NPP in GENSPEC. Each" card should 
contain 10 parameters (except PPTYPE, as 
noted) in the order: 
where 
PPN, PPUS, PPDS, PPLNTH, PPDELH, 
PPREVFLW, PPNALT, PPPKFLW, PPTYPE, 
DIFFACTR 
PPN = proposed pipe number 
PPUS = the upstream node 
PPDS = the downstream node 
PPLNTH = the pipe length in ft 
PPDELH = the elevation head 
difference (= elevation 
of ups t ream node 
elevation of downstream 
node) in ft 
PPREVFLW = rever s e flo w cod e : 
whether or not the 
Generator shoul d con-
sider reverse flow in 
the pipe (1 for yes, 
o for no) 
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PPNALT = the number of alterna-
tive pipe sizes (diam-
eters) to be considered 
for the PPN. If the 
on 1 y pro b 1 em to be 
solved" is the nonlinear 
continuous version, then 
this parameter should be 
set to 1. 
PPPKFLW = the maximum expec ted 
peak-day flow in the 
pip e (MG D ) . Th ere 
should be as many such 
parameters as the number 
of alternatives. 
PPTYPE = proposed-pipe material 
type. Up to four types 
of material s (e.g., PVC, 
cast iron, etc.) are 
possible. The user can 
either specify the 
material (by setting 
PPTYPE to 1, 2, 3 or 4) 
or let the Generator 
select the "optimal" 
material by setting 
PPTYPE to O. If all 
pipes in the network are 
of the same material, 
then PPTYPE should not 
be specified in the data 
card. There will be 
more on this point 
below. 
DIFFACTR = proposed pipe installa-
t ion difficul ty factor. 
This is the variable 
(K2) defined in Equation 
11. 
The parameter PPDELH should match a 
reservoir level. For example; if one of 
the nodes is a supply: well, the pumping 
water level (not the ground surface or 
the static water level) should be used 
as that node's elevation. 
The parameter PPTYPE is specified 
only if the user wishes to consider more 
than one type of pipe material in the 
netwo rk, perhaps bec ause 0 f procurement 
difficulties or the need to use a more 
corrosion-resistant material in some 
areas. However, the pressure ratings of 
all the materials should be about the 
same because the parameter MXPRSURE 
(unit 2) can have only one value. 
Because of this optional feasture, 
the Generator has to be instruc ted on 
what to expect before it starts reading 
the PP data unit. Therefore, if any of 
the requested MPS files are for a 
discrete problem, the user is asked, 
"Does your· INPUT.DAT file contain 
discrete cost data and Hazen-Williams 
and roughness coefficient for all pipe 
material{ s)?" If the continuous version 
MPS file is the only one requested, the 
prompt is not given. 
A positive answer to the above 
question means that one or more proposed 
pipe materials will be used in the 
network. The Generator expects cards of 
the following form to be immediately 
after the PP key word card. 
Card 
1 PP 
2 
3 
4 
Number of 
types of 
materials 
«4) 
The Hazen-
Williams 
coeffi-
cient of 
pipe 
material 1 
The small-
est diam-
eter in 
p1pe 
material 1 
The largest 
diameter in 
pipe mate-
rial 1 
Number of 
available 
standard 
sizes in 
type 1 
(.s.30) 
The rough-
ness co-
efficient 
of pipe 
material 
1 
The pipe 
(material) 
cost $/ft 
The pipe 
(material) 
cost $/ft 
same but 
for type 
2 
. .. 
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There should be as many cards similar to 
(4) as there are standard sizes in pipe 
material 1. These cards should be 
arranged in ascending order starting 
with the smallest diameter. Further-
more, the sequence of cards (3) through 
(4) should be repeated for the number of 
pipe materials declared in card (2). 
The remaining pipe specification 
parameters (Le., PPN, PPDS, ... etc.) 
should follow at one card per pipe. 
However, if only one pipe material was 
declared, PPTYPE need not be specified. 
If the user response to having 
discrete cost data is negative, the 
Generator uses the continuous pipe cost 
function (Equation 12) to compute 
the discrete pipe costs. A prompt 
inquires about the nwnber of diameters 
and the size (inches) of each diameter. 
Subsequently, Equation 12 is used to 
compute the discrete pipe cost. The PP 
data unit in this case would consist of 
the key word PP in card (1) followed by 
the PP specifications of each pipeline. 
Again the parameter PPTYPE should not be 
specified since there will be only one 
pipe material. One use 0 f t he con-
tinuous cost function to generate the 
discrete pipe cost data is to compare 
discrete and continuous solutions at the 
same pipe material cost. 
Existing pipe data 
Th e d a tao n ex i s t i ng pip e s are 
provided on NEP cards identified 
with the key word EP typed as before. 
The value of NEP is declared in GENSPEC. 
Each card should contain values for the 
following parameters: 
EPN, EPUS, EPDS, ~PFLOWl, 
EPFLOWT, EPNF1, ... EPNFT 
... , 
where 
EPN 
EPUS 
= existing pipe 
nwnber 
= the upstream 
node 
EPDS = the downstream 
node 
EPFLOW 1 , ... ,EPFLOWt = the m a x i mum 
flow rate 
(MGD) that can 
be transferred 
through the 
pipe during 
seasons 1, 2, 
... T, where T 
is t he number 
of seasons 
EPNFI, ... ,EPNFT = the variable 
cost ($/MG) of 
t ran sf err ing 
water through 
this pipe 
dur ing seasons 
1, 2, .•. T. 
This cost 
should be the 
energy and/or 
operation and 
maintenance 
cos t • I t 
should not 
include the 
purchase cost 
of water which 
is handled 
with the 
variable cost 
at the source. 
If the flow is in one direction 
dur ing one season and in the opposite 
direction during another, the user 
should treat the pipe as two separate 
pipes and set the appropriate flows and 
costs to zero. Although hydraul ically 
an existing pipe would have a single 
maximum capacity (one EPFLOW), the 
provision of seasonal capacities facili-
tates specification of constraints that 
may be more binding than the hydraul ic 
limitation. In other words, if a single 
daily capacity is used, then the Gener-
ator 'WOuld compute the seasonal capac-
ities by mUltiplying by the number of 
days in each season. However, t his may 
be erroneous, e.g., due to energy 
limitations during certain seasons. 
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Supply availability can also be more 
binding than the hydraulic constraints 
of the pipe, but it is handled in the 
constraint system of the supply source. 
As for the variable costs, seasonal 
values are used (rather than a single 
value) to allow seasonal variability of 
the cost. This can arise, e.g., from 
variation of energy cost with the flow 
rate (higher frictional loss at higher 
flow rates). 
In preparing the variable cost 
coefficients for existing pipes, care 
must be exercised to avoid double 
counting the costs at the source and 
with the pipe costs. For instance, 
suppose that the pipe is connected to an 
existing well and let the pumping water 
level in the well be, say, 100 ft below 
ground. Further, assume that the 
pipe will deliver water to a reservoir 
200 ft above ground surface. Now, if 
the user wishes to consider a proposed 
pipe that is linked to the existing pipe 
at a point 50 ft higher than the well, 
then: 
1) The existing pipe is apportioned 
into two pipes (with two different 
numbers), namely, an upstream portion 
which takes water from the pumping level 
to 50 ft above ground, and a downstream 
portion which takes the water from 50 ft 
to 200 ft. 
2) The variable cost (mainly energy 
cost) of the downstream and upstream 
pi pes are then computed separatel y. 
With the variable costs so apportioned, 
the continuity constraint at the linkage 
point will insure a full variable 
cost for the well water as well as 
for the 50 ft to 200 ft lift of water 
that is coming through the proposed 
linked pipe. If the user had inc1 uded 
all the variable cost of the existing 
pipe with that of the well itself, then 
the water that will come through the 
proposed pipe will incorrectly have zero 
variable cost for the 50 to 200 ft 
lift. 
Proposed well data 
The key word for this unit is PW. 
This is then followed by as many data 
cards as the number NPW declared in 
GENSPEC. Each card should contain the 
following sequence of parameters: 
where 
PWNODE, PWTYPE, PWNALT, PWDIA, 
PWDPTH, PWPKFLW, QPWNF 
PWNODE = the node number 
PWTYPE = the well type (I, 2, 3 or 
4) as explained in 
Chapter IV under The Cost 
of Ground Water Wells, 
that is: 
PWTYPE = 1 for wells 
drilled in 
alluvium without 
gravel pack 
PWTYPE = 2 for wells 
drilled in 
alluvium with 
gravel pack 
PWTYPE = 3 for s hallow 
wells in bedrock 
(S'S, L'S, etc.) 
PWTYPE = 4 for deep wells 
in sandstone 
PWNALT = the number of alternative 
well designs 
PWDIA = the diameter (in) of each 
alternative well size. 
The number of such 
parameters should be the 
same as the value of 
PWNALT. 
PWDPTH = the depth (ft) 0 f each 
al ternati ve we 11 size. 
Again, the number of such 
parameters would corre-
spond to the value of 
PWNALT. 
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PWPKFLW = the expec ted maximum 
daily yield (MG) of each 
alternative well size. 
There should be as many 
such parameters as the 
number of PWNALT. Notice 
that seasonal variation 
is not allowed. There-
fore, PWPKFLW is assumed 
constant year round. 
QPWNF = the variable cost, other 
than energy or mainte-
nance cost ($/MG). This 
can include the cost of 
treatment. There should 
be one such value per 
well node. 
By allowing more than one alterna-
tive well design at the same node, the 
user can investigate both diameter and 
depth variations of the well. Depending 
on the problem version (discrete vs. 
continuous), the Generator processes 
the proposed well data in two different 
ways. Both are explained in Chapter ~I. 
Logically, the above input format 
should be valid when the user intends to 
solve one or more of the discrete 
versions of the problem or a combination 
of the discrete and continuous versions, 
but not the continuous version alone. 
The reason is that some variables are 
only defined for discrete problems 
(e.g., PWTYPE in the above format). In 
other words, if we were solving the 
continuous version problem alone then 
all we need to define is PWNODE and 
PWPKFLW. Notice also that we don't even 
need to define PWNALT (= 1). However, 
if we were to adapt a problem-dependent 
format then it would be difficult for 
the user to, say, change his mind and 
solve a discrete problem without having 
to revise the input data file. Such 
revision can be confusing. Therefore, 
the above format will be used for all 
three possibilities (discrete alone, 
discrete plus continuous, and continuous 
alone>. The main precaution, however, 
18 to follow instructions carefully and 
be consistent. For instance, if we are 
solving the continuous problem alone, 
then the PWTYPE can be set to 1, 2, 3, 
or 4 (PWNALT =1), and the diameter and 
depth set to any reasonable values from 
those in Table 2. It does not matter, 
e.g., if PWNALT is set = 2 as long as 
t'lllO diameters, two depths and two peak 
flows are declared. The reason is that 
the Generator, when working wi th con-
tinuous problems, has a buH t-in logic 
that directs it to select the maximum 
PWPKFLW and use that as an upper 
bound on the well capacity. The PWTYPE, 
PWDIA and PWDPTH are completely ignored. 
More on this point is presented in 
Chapter VI. 
The above argument is also true for 
all proposed facilities that have 
"prob lem-dependent" cos t func t ions 
(Le., discrete and continuous cost 
functions). These include the pipes 
(which we have handled before) and the 
lells. 
Existing well data 
The key word for this unit is EW. 
The number of EW specification cards 
should correspond to the value of the 
variable NEW declared in GENSPEC. Each 
card should contain the following 
parameters: 
where 
EWNODE, EWFLW 1, ... , EWFLWT, 
QEWNF I, '" QEWNFT 
EWNODE = existing well node 
EWFLWl, ... , EWFLWT = the maximum 
daily yield of the well 
(MG) during seasons I, 2, 
••• T 
QEWNF 1, ... , QEWNFT = the variab le 
cost ($!MG) during 
seasons I, 2, ... T 
The variable cost of an existing 
source should be that of providing the 
water to the intake end of the delivery 
pipeline. It should not include any 
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energy cost unless the delivery pipe is 
an existing one and is not linked at 
some downstream po int to any other pipe 
Or source. 
By providing for seasonal vari-
shil ity of the yield and variable cost, 
the Generator is made more flexible in 
terms of capability to incorporate any 
unpredictable circumstance that may 
require such variability. 
Proposed spring data 
The proposed spring data are read 
following the key word PS. There should 
be as many PS data cards as there are 
proposed spr ings as declared in GENSPEC. 
Each card should contain the following 
parameters: 
where 
PSNODE, PSAVSUP, PSNALT, PSALTCAP, 
PSCOST, QPSNF 
PSNODE = proposed spring node 
PS AVS UP = the a v a it a b 1 e d ail y 
supply (MG) during each 
season. Thus, there 
should be as many such 
parameters as the number 
of seasons. 
PSNALT = the number of alterna-
tive capacities to be 
considered 
PSALTCAP = the rel iable year-round 
capacity (MGD) of -each 
al ternat ive 
PSCOST = the capital cost ($) for 
QPSNF 
development of each 
alternative capacity 
= the variable cost 
($!MG) . Th is should 
include such costs as 
the cost of water 
treatment (if needed). 
One such parameter 
should be declared 
for each proposed 
spring. 
As an example, consider the proposed 
spring at node 3 (Figure 7), and assume 
that there are three seasons during 
which the available suppl ies are 0.9, 
0.7, and 0.5 MGD, respectively. Let us 
also assume that the number of alter-
native capacities to be considered 
is two and the capacities of these 
alternatives are 0.8 and 0.5 MGD at 
capital costs of $7000 and $5000, 
respectively; and a variable cost of 
$8/MG. The data card should then be as 
fo llows: 
PS 
3, 0.9, 0.7, 0.5, 2, 0.8, 0.5, 
7000, 5000, 8. 
The remaining variable costs of proposed 
spr ings, as expl ained earl ier, are 
subdivided into maintenance cost 
(fraction of capital cost) and energy 
cost which is handled with the pipe. 
The processing of the PS data is covered 
in Chapter VI. Again, if the con-
tinuous problem version is the only 
one solved, then consistency in de-
claring PSNALT, PSALTCAP, and PSCOST is 
emphasized. 
Existing springs data 
This unit is recognized by the key 
word ES. When this key word is encoun-
tered in the input data file, the 
Generator expects to read NES data cards 
each of which contains the following 
parameters: 
ESNODE, ESFLOW1, ... , ESFLOWT, 
QESNF1, .... , QESNFT 
QESNFl, ... , QESNFT = the vari-
able cost ($/MG) during 
seasons 1, 2, ... , T 
Again, the variable cost coeffi-
cients should be carefully prepared. 
Proposed treatment plant data 
The key word for this unit is PT. 
This is followed by a number of PT data 
cards that equals the value of the 
variable NPT declared in GENSPEC. Each 
card should contain the following 
parameters: 
where 
PTNODE, PTAVSUP, PTNALT, PTALTCAP, 
PTTYPE 
PTNODE = proposed treatment 
plant node 
PTAVSUP = the available daily 
supply (MG) during 
each s.eason. Hence, 
the number of such 
parameters should 
e qua 1 the n um b e r 0 f 
seasons. 
PTNALT = the number of alterna-
tive design capacities 
to be considered 
PTALTCAP = the dependable year-
round capacity (MGD) 
of each al ternativ e 
PTTYPE = the proposed type of 
treatment at this 
node. This variable 
assumes one of the 
following three values: 
where 1 for the pac k age 
treatment plants, 
ESNODE = existing sprlng node 
ESFLOWl , ... , ESFLOWT = the avail-
able daily supply (MG) 
dur ing seasons 1, 2, •.. , 
T 
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2 for the direct 
filtration plants, or 
3 for the convent ional 
treatment plants. 
Notice that the treatment type does not 
vary with the capacity of the treatment 
plant, although this may be the case 
since treatment regulations vary to some 
extent with the plant capacity. How-
ever, this variation can be taken into 
account by increasing the number of 
alternative capacities and assigning 
the appropriate type of treatment to 
each alternative. 
Existing treatment plant data 
These data are read following the 
key word ET. The number of data cards 
for existing TPs should equal the value 
of NET where each card contains the 
following parameters: 
where 
ETNODE, ETFLW 1 , 
QETNF I, QETNFT 
... , ETFLWT, 
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ETNODE = the nodal location 
ETFLWl, ... , ETFLWT = the daily 
output (MG) during seasons 
1, ... , T 
QETNFl, ... , QETNFT = the variable 
cost ($!MG) during seasons 
1,2, ... ,T 
The GO command 
This last key word in the INPUT.DAT 
file instructs the Generator to start 
processing the input data. A number of 
debugging tests were built into the 
Generator to help the user identify any 
mistakes made while preparing the 
INPUT.DAT file. If error is encountered 
loilile reading INPUT. OAT, the Generator 
terminates processing the data after 
indicating the unit in which the error 
was found. 
CHAPTER VI 
THE OUTPUT FILES AND THE PROCESSING OF INPUT DATA 
The Output Files 
The Generator processes data for 
several opt imization approaches supply-
ing up to four of eight files grouped as 
shown in Figure 8. The eight output 
files that may be produced are: 
1) MIP .MPS '" 
2) OBJ.BND = 
3) NONLIN.DIS '" 
4) NONLIN.CON ::: 
the MPS file of 
the MIP prob lem 
version 
the MPS file of 
the objective-
bounding problem 
version 
the MPS file of 
the nonlinear 
disc rete problem 
version 
the MPS file of 
the nonlinear 
continuous problem 
version 
5) CALCFGl.DIS::: the subroutine 
used by MINOS in 
solving the 
nonlinear discrete 
prob lem ver s ion. 
This contains form 
I of t he needed 
transformation 
6) CALCFG2.DIS = same as above but 
contains form 2 
of the needed 
transformation 
7) CALCFC.CON ::: the subroutine 
used by MINOS in 
solving the non-
linear continuous 
problem version 
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8) DISC.DSN = the pipe network 
design for the 
discrete problem 
version 
The first four files must be explicit-
ly requested individually. Files 
5 and 6 are generated only if NONLIN.DIS 
is requested, while file 7 is gen-
erated with NONLIN.CON. File 8 is 
generated whenever a discrete problem 
version is requested. All the above 
fi les are produc ed by the Generator 
before a program can enter the solu-
tion algorithm. An additional file 
(CONT.DSN) is prepared by the solu-
tion algorithm of the continuous 
version problem in which it specifies 
the optimal pipe and supply sources 
design. 
To specify the desired output 
files, the Generator prompts the user to 
enter the number of MPS files to be 
generated (I to 4). Then, if thi s 
number is less than 4, another prompt 
requests identification of the requested 
MPS files. 
The :MPS files 
Any commercial linear programming 
software requires the following two 
files (or perhaps tw.o sections of a 
single file) for defining the problem: 
1) The industry standard form of input 
data itself--usually termed the MPS 
files, and 2) a file which defines the 
problem size, handling of output, etc .. 
which in the c aseo f MINOS (the LP 
algorithm used here) is called the SPECS 
file. The SPECS file consists of the 
following lines: 
I 
I 
I 
L 
Pre-optimize 
and GENERATE 
FILE 
DISC.DSN 
! 
GENERAT! 
FILE 
HIP.liPS 
DISCRETE 
GENERATE 
THE 
GENERATOR 
, 
MPS FILES 
OF DISCREl'E 
PROBLEM 
1 
GENERATE 
FILE 
OBJ.BND 
1 
GENERATE 
FILE 
NONLIN.DIS 
FILE 
CALCFGl.DIS 
FILE 
CALCFG2.DIS 
CONTINUOUS 
r--
I 
I 
.J 
MPS FILE 
CONTINUOUS 
PROBLEM 
GENERATE 
FILE 
NONLIN.CON 
SUBROUTINE 
CALCFG.CON 
GENERATE 
CONT.DSN 
J 
Figure B. Schematic illustration of the output files (dashed line encloses files 
prepared by the Generator). 
BEGIN 
(list of key words and values) 
END 
where the words BEGIN and END are 
themselves key words. Murtagh and 
Saunders (1977) describe all the SPECS 
key words and values. This report 
describes only the key words used. 
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Between the above two key words, 
the Generator writes a sequence of SPECS 
key words and values that vary depending 
on the problem version. For example, 
for the MIP problem version (file 1, 
MIP.MPS) the SPECS file consists of: 
BEGIN 
MIN 
OBJ 
ROWS 
COLUMNS 
RHS 
ELEM 
ITER 
END 
F 
n3 
1000 
The second and third cards indicate that 
an objective function, whose name is F, 
is to be minimized. The fourth and 
fifth cards are overestimations of the 
numbers 0 f rows and col umns in the 
MPS file; where nl = 2 * the actual 
number of rows (as computed by the 
Generator> and n2 = 6 * actual number 
of columns. The sixth card contains the 
name of the RHS (right hand side) 
section of the MPS file (RHSl). The 
seventh card gives the number of ele-
ments in the matrix where the value 
(n3) is approximated by 6 * the number 
of columns. The ITER card sets a 
limit on the maximum allowable number of 
iterat ions. The number of integer 
variables in the problem is transmitted 
to the user via a prompt. The user 
should make a note of that number for 
subsequent use with the MIP package. 
For the objective-bounding MPS file 
(file 2, OBJ.BND), the SPECS file is 
written in one of two forms. The first 
form is ident ical to that of Mip.MPS, 
and the second form contains an addi-
tional card that follows the RHS card 
and contains the key word: 
BOUNDS BNDl 
If the first form is used, then con-
straiJ.1t system (7b) is treated as a 
system of equations. That is, each XPP, 
YPP, XPW, XPS, XPT (all capacity alter-
natives included) is given a row nane 
Un accordance with the nomenclature of 
Table 9) and the RHS of that row is set 
to l. If the second form is used, then 
the constraints of (7b) are handled in 
the BOUNDS section of the MPS file. 
Thus, an upper bound of 1 is set on all 
Xs and Ys. The second form is obviously 
more effic ient since the processing of 
variables in the BOUNDS section is more 
efficient than that of processing rows 
and RHSs. Unfortunately, not every 
opt iniizat ion package is capable of 
handling the BOUNDS section. Hence, it 
was decided to have both forms as 
options. Whenever, file OBJ.BND is 
requested, the Generator inquires 
whether or not the algorithm to be used 
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in solving the objective-bounding 
problem version is capable of handling 
the BOUNDS section. Subsequently, the 
appropriate form is generated. 
The capacity constraints of exist-
ing facilities are also handled in a 
similar way. That is, they' are either 
written in rows or in the BOUNDS sec-
tion. 
The SPECS sections of the third 
and fourth MPS files (files 3 and 4, 
NONLIN.DIS and NONLIN.CON, respectively) 
are written with a BOUNDS specification 
card. The argument for this select ion 
is that the optimization package used in 
the nonlinear problem form (MINOS) can 
handle the BOUNDS section. In addition, 
three more specification cards are 
included : 
CALL .oBJECTIVE WHEN OPTIMAL 
NONLIN n4 
SUPERBASICS n4+l 
The first card is a request for a final 
call to the user's subroutine CALCFG 
when (and if) an optimal solution has 
been obtained. This final call is used 
in adjusting the optimal solution as 
follows: 1) If the problem solved is 
NONLIN.DIS, then the nonlinear variables 
(Xs and Ys) are rounded to unity and the 
objective function is recanputed before 
the final solut ion is pr inted out. 
2) If the problem solved is NONLIN.CON, 
then the final call is used to compute 
the various design parameters (veloc-
ities, diameters, etc.) to be printed 
out in CONT. DSN. The CALL card is 
actually used in conjunction with a 
MINOS variable (NSTATE·). This variab Ie 
informs the user of the current state of 
the optimization process. Thus NSTATE 
is 1 when CALCFG is called for the first 
time, and 2 when the current solution 
is optimal. More on this point is 
presented in Chapter VII. 
The second card declares the 
number of nonlinear variables in the 
problem, where the number n4 is computed 
by the Generator. The third declares 
the number of superbasic variables 
(Murtagh and Saunders 1977). 
In addition to the SPECS section of 
the MPS files, there are five or six 
more sections (depending on whether or 
not a BOUNDS section is included). 
These are ordered as follows: 
NAME 
ROWS 
COLUMNS 
RHS 
BOUNDS 
ENDATA 
The NAME section consists of a 
single card that contains the problem 
name (see GENSPECS) beginning in column 
15. Only the first eight characters of 
the name, however, are saved for print-
1ng with the solution. 
The ROWS section defines the 
constraints types (N, E, L, G) in column 
2. The first row defined is the free 
(N) row of the objective function F. 
The row names begin in column 5 (maxUnmn 
of eight characters per name) and are 
written in accordance with the nomen-
clature developed in Table 9. 
The COLUMNS sect ion is also begun 
in colmnn 5. Each colmnn defir;tes one 
matrix element in terms of the variable 
name (written in columns 5-12), the row 
name (columns 15-22) and the coefficient 
(columns 25-36). The most important 
format requirement in the COLUMNS 
sect ion is that all the nonl inear (or 
integer) variab les (Xs and Ys) must 
appear first (i.e., before the flow 
variables, Qs or Zs). 
Th e R HS sec t ion con t a ins the 
RHS coeffic ients of constraints whose 
RHS is greater than zero - i.e., nodes 
with demand greater than zero; and, 
possibly, the constraint system (7b) 
and the capacity constraints of exist-
ing facilities. As pointed out earlier, 
the last two types of constraints 
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may, instead, appear in the BOUNDS 
section. 
Each variable in the BOUNDS section 
is declared in a card of the form: 
UP BNDl VARNAME VALUE, 
written starting in columns 2,5,15, 
and 25, respectively. The MPS file is 
terminated with a card containing the 
key word ENDATA. 
The MPS files follow a common 
pattern except for the nonlinear 
con tin u 0 us pro b 1 em v e r s ion, f i 1 e 
NONLIN. CON. The only rows in thi s 
file are the continuity rows. There-
fore, the columns section consists 
entirely of the continuity coefficients 
and, for existing facilities, the 
objective function coefficients. The 
capacity limits are all written in the 
BOUNDS section. This formulation is 
used because there are no al ternat ive 
facil ity sizes in the continuous prob-
lem; henc e there are 1 es s rows and 
columns. Also, there are no X or Y 
nonl inear decision variables in the 
matrix as will be further expl ained in 
Chapter VII. 
Instructions for editing 
the MPS fi 1 es 
A generated file may be edited by 
inserting a 'different kind of con-
straint, e.g., a water quality con-
straint. In other situations, the user 
may prefer to change one or more of the 
generated matrix coefficients directly 
by accessing the appropriate MPS file. 
In either case, care must be exercised 
to prevent alteration of the page marks 
and subsequent error <messages when the 
optimization algorithm reads an edited 
MPS file whose nmnber of records exceeds 
the maxUnmn that can be kept in one page 
of memory (655 records). Whenever an 
MPS file is edited, the user should exit 
from the edit mode with ET instead of E 
only. The use of ET prevents the 
editor from inserting page marks or 
numbering the records. 
If the user exits from the edit 
mode by using E, then the records are 
numbered and page marks are inserted 
and, subsequently, when MINDS reads the 
edited file it gives an lIillegal card" 
error message at every page mark 1 ine 
(all 1 ines numbered ignoring the 
SPECS file). For exampl e, if a file 
that contains 1400 records (4 SPECS and 
1391 MPS) is edited and exited with E, 
then an illegal card message is given at 
lines 655 - 9 = 646 and 646 + 655 = 
1301. Furthermore, any column variables 
that were at lines 655, 1301, etc., are 
not recognized and an error message such 
as 'NO VALID ROW ENTRIES FOR ... ' is 
printed for those columns. 
File CALCFG1.DIS 
This file contains subroutine 
CALCFG used by MINDS in obtaining 
a discrete solution by using a nonlinear 
transformation. In addition to the 
call ing arguments and a declarat ion of 
variable types, this file contains the 
fixed costs for each proposed fadl ity 
as well as the transformation specified 
as explained in Chapter VII. 
File CALCFG2.DIS 
This file, is identical to CALCFG1. 
DIS except that a different tr ansforma-
tion is used. When the nonlinear dis-
crete problem version is being solved, 
using this file (or CALCFGl.DIS), 
the file must be first renamed to 
CALC FG . FOR then c omp il ed and linked to 
MINDS. 
File CALCFG. CON 
This file contains subroutine 
CALCFG used by MINDS in solving the 
continuous problem version. It also 
contains another subroutine (named 
GETDATA) which is called by CALCFG to 
obtain some of the needed problem 
spec ificat ions. This file should also 
be renamed, compiled, and then 1 inked 
to MINDS before it can be used. The 
contents of CALCFG.CON are described in 
subsequent sections and in Chapter VII. 
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File DISC .DSN 
Following the pre-optimization 
process (see subsequent section), 
the Generator wr ites the pipe network 
design al ternat ives for the disc rete 
problem version into this file. The 
pipes included in the file are the 
proposed ones only. The pr inted infor-
mat ion inc Iud es: the mode of f1 ow 
(direct or reverse), the pipe's upstream 
and downstream nodes, the pipe munber, 
length, static head, pumping head, 
number of pumps used, the alternative 
pipe size, the assumed peak day flow, 
the pipe material, diameter, the veloc-
ity, t he annual fixed cos t and the 
annual variable cost. It should be 
noted that the contents of this file are 
obtained before the problem is actually 
solved. The purpose of the file is to 
produce a hard copy of the design 
parameters that go into the solution 
algorithm and also of parameters that 
are not d irec tly involved in the con-
straints (pipe material, diameter, 
etc.) . 
File CONT .DSN 
After obtaining the optimal solu-
tion of the continuous problem version, 
sub rout ine CALCFG is c aIled one 1 as t 
time. During this call, file CONT .DSN 
is opened and the design criteria of the 
optimal proposed facilities (pipes, 
pumps, and sources) are printed in two 
sections. The first section describes 
the proposed pipes. It contains the 
pipe number; the mode of flow; the 
diameter; the velocity; the static, 
frict ional and total heads; the number 
of pumps; the seasonal flows in the 
pip e s; the ann u alp i p e, p um pan d 
energy costs; and t-he total annual 
cost. 
Next, CALCFG rounds up the pipe 
diameters to the nearest standard size 
and recomputes the velocities; the 
frictional and total heads; the annual 
pipe, pump and energy cost, and the 
total annual (fixed and variable) 
costs. The second section contains the 
specifications of the optimal sources. 
It consists of the season, the node 
number, the facility type (PW,PS,PT), 
the seasonal production rates, the 
annual fixed cost, the seasonal variab Ie 
costs, and the total annual costs for 
each source. It is worth pointing out 
that the existing pipes and sources are 
not included in CONT.DSN since CALCFG is 
limited to the decision variables of 
proposed facilities only. Another 
significant point is that, contrary to 
DISC. DSN, the design parame ters in 
CONT.DSN are based on the optimal 
solution found by MINOS (although this 
may be a local optimum). 
Processing the INPUT.DAT File 
Broadly speaking, the input data 
are processed according to rhree main 
criteria, namely: 
1) The facility status, existing 
vs. proposed. 
2) The facility type, supply 
sources vs. pipes. 
3) The problem version, discrete 
vs. cont inuous . 
These criteria form the organizational 
basis for subs.equent discussion. 
Without a BOUNDS section 
ROWS 
L CEWnnnA 
COLUMNS 
RUS 
QEWnnnA 
QEWnnnA 
QEWnnnA 
RHSl 
F 
CONTnnnA 
CEWnnnA 
CEWnnnA 
C. 
1. 
1. 
U. 
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Processing existing supply sources 
In this case, the problem ver-
sion is irrelevant since the capital 
costs (sunk costs) are zero and the 
seasonal variable costs are read from 
the input data cards. Therefore, 
the only decision variables in the 
coefficient matrix will be the Qs 
(no Xs). If a BOUNDS section is not 
used, then the ROWS section will con-
tain a capacity row for the source 
~ile the COLUMNS section will contain 
the objective function coefficient 
(variable cost); the continuity co-
efficient, and the capacity coeffi-
cient. Finally, the capacity limit 
of the source is written into the 
RHS section. The writing process 
is then repeated for all seasons 
and for all existing sources. If 
a BOUNDS section can be used, then 
there will be no capacity rows and the 
COLUMNS sec t ion wi 11 not contain a 
cap a cit y c 0 e f fi c i e n t. Th a tis, the 
capacity is handled with. an upper bound 
in the BOUNDS section. As an example, 
consider an existing well at node nnn 
dur ing season A where the variab Ie 
cost is C and the upper capacity is U. 
The MPS format will be one of the 
following: 
With a BOUNDS section 
COLUMNS 
QEWnnnA 
QEWnnnA 
BOUNDS 
UP BNDl 
F 
CONTnnnA 
QEWnnnA 
C. 
1. 
U. 
Notice that the seasonal capacity (U) is 
the total output volume (MG) during the 
season (not daily output, MGD). 
Processing existing pipes 
These are handled somewhat similar 
to existing sources. The only differ-
ence is in the continuity constraints 
where two coef fic ient s (one for the 
upstream node and another for the 
downstream node) are used. Thus, if the 
pipe number is mmm and the upstream and 
downstream nodes are nnn and ddd, 
respectively, then the continuity 
constraints become 
QEPmmmA 
QEPmmmA 
CONTnnnA 
CONTdddA 
-l. 
1. 
Notice that all Q terms are indexed with 
the pipe number mmm as explained in the 
section on nomenclature of rows and 
columns of the MPS files earlier in this 
chapter. 
Processing proposed 
supply sources 
Proposed wells. If discrete well 
cost functions are used, the parameters 
PWTYPE and PWDIA specify the desired 
cost function from those of Table 2. 
Th e cap ita 1 cos tis the n cal cuI at ed 
using the declared PWDPTH, and a frac-
tion of that cost (default • 5 percent) 
is added for maintenance. The tot al 
cost is then annualized and written 
into the objective function. In this 
manner, maintenance becomes a fixed 
cost. This process is repeated for each 
alternative. 
The energy ccmponent of the vari-
able cost is handled with the pipes 
variable cost whit e the treatment cost 
(if needed) is handled with the well 
itself. The Generator assigns the value 
of QPWNF (se~ unit 6) to the objective 
function coefficient of the variable 
QPWnnnkt. If QPWNF is zero, the vari-
able QPWnnnkt is still written into the 
objective function with a zero coeffi-
cient. This was done to facil itate 
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manual insertion of a non-zero coeffi-
cient if the user wishes to do so later 
by editing the MPS file. 
Second, if the continuous well cost 
function (Equation 13) is to be used 
(this can happen only if the continuous 
problem version will be solved either 
alone or with discrete versions), then 
the Generator follows the following 
steps: 
a) The array of alternat ive well 
CapaC1t1eS (PWPKFLW; see proposed well 
data) is searched for the maximum 
value. 
b) The above found maximum is 
used as an upper bound on the well 
capacity at that node (by writing it 
into BOUNDS). 
c) When subroutine CALCFG is. called 
by the solution package, the 'seasonal 
outputs of the well (MG) are searched 
for the maximum average daily' output 
(MGD) . 
d) The maximum da ily output is 
converted to gpm, within CALCFG, and 
Equation 13 (which has already been 
written into CALCFG by the Generator) is 
used to ccmpute the capital cost. 
e) The capital cost is annualized 
and the maintenance fraction is added. 
f) The variable costs (except 
energy) are ccmputed for each season and 
added to the objective value. 
Again, all energy costs associated with 
proposed wells are handled with the 
variable costs of the pipes. It -should 
be pointed out that s-teps c, d, e and f 
are carried out during the solution 
proce ss (not in the Generator). 
The rows, columns, rhs and bounds 
sections of the MPS files (discrete 
and cont inuous) are all wr it ten as 
expl ained before and according to the 
constraint systems developed in Chapter 
III. 
Proposed springs. Hav ing succes s-
fully read the PS input data, the 
Generator does two thi ngs. Fi rst, it 
computes the average capital cost 
($/MGD) of spring development at each 
node. That is, it sums the PSCOST (see 
proposed spring data) of all the alter-
native capacities and divides by the 
product of the sum of the alternative 
capac i ties and the number of al ter-
natives. This average (called AVPSCOST) 
is saved for use in the cont inuous 
problem version (if the latter is 
requested). Therefore, the capital cost 
of spring development (in the continuous 
problem) is assumed linearly related 
to the developed capacity. Second, for 
each proposed alternative, the available 
supply during each season is compared 
with the proposed capacity and the 
minimum of the two is selected and used 
in the capacity constraints. To illus-
trate, consider the example given in 
the PS data unit. In this example, the 
AVPSCOST is computed as: 
( 7000 + 5000) /2 = $9375/MGD 0.8 0.5 
Next, the seasonal supply vs. the 
proposed capacity comparison, for 
the first alternative, is carried out as 
follows: 
- During season A, the available 
supply is 0.9 MGD > 0.8 MGD capacity. 
Thus the available supply exceeds the 
proposed capacity. Hence, the capac ity 
constraint is written as: 
QPS003AA - 0.8 * aA * XPS003A i 0, 
where aA is the number of days in season 
A. 
- During season B, the available 
supply is 0.7 MGD < 0.8 MGD capacity. 
Th us, the sup ply i s 1 e sst han the 
capacity and the capacity constraint is 
written as: 
QPS003AB - 0.7 * as * XPS003A < 0 
- Similarly, dur ing season C. 
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QPS003AC - 0.5 * aC * XPS003A i 0 
Similar constraints are written for the 
second alternative (0.5 MGD). 
In this manner, the seasonal 
variations in supply are incorporated 
into the constraint systems. The main 
point to keep in mind, however, is that 
the model is deterministic in the sense 
that the available suppl ies are not 
explicitly associated with probabili-
ties. But this can be incorporated into 
the model by pre-multiplying the avail-
able supplies by their respective 
probabilities of occurrence. 
The maintenance cost of the spring 
is spl it into that of the spring itself 
and that of the pipeline. The former is 
further subdivided into the maintenance 
cost of the spring intake area (a 
fraction of the annual capital cost) and 
the variable cost of treatment and the 
like which is read in unit 8 under the 
variable name QPSNF. 
The user is prompted to enter the 
appropriate maintenance fraction. The 
maintenance (and energy, if needed) cost 
of the pipe is handled with the pipe 
cost. As was done with proposed wells, 
the proposed spring variables in the 
COLUMNS section (QPSnnkt) are all 
written into the objective function even 
when the coefficients are zeros. This, 
again, was done to facilitate subsequent 
insertion of nonzero coefficients if 
desired . 
Proposed treatment plants. The 
processing of PTs begins with a compari-
son process identical to that of the 
proposed springs. The objective, as 
before, is to identify the supply-
limiting parameter du"iing each season -
be it the available supply or the 
proposed capacity. The constraints are 
then written as was done with the 
proposed spr ings. 
The objective function coefficients 
of proposed treatment plants are com-
puted from the capital and variable cost 
equations developed in Chapter IV. The 
parameter PTTYPE identifies the appro-
priate equations to be used. 
In the disc rete problem versions, 
the proposed capacity of each alterna-
tive design is used to compute the 
capi tal cos t wh ich is then annualized 
and written into the objective function. 
Next, the seasonal variab Ie costs are 
computed on the basis of the design 
capacity of the plant and are then 
written into the objective function. To 
illustrate, consider the treatment plant 
at node 10 (Figure 7) and assume that 
the number of seasons is 3 and the 
number of proposed alternative designs 
is 2. Further, let the design capaci-
ties of these two alternatives be 2 and 
1 MGD, and the available supplies during 
seasons 1, 2, and 3 be 2.2, 1.5, and 0.8 
MGD, respectively. Now, for the first 
alternative, assuming a package treat-
ment plant was specified (i.e., PTTYPE = 
I), the capital cost is computed from 
C = 940 * 103 * (2)0.6. This is then 
annualized by mUltiplying by the capital 
recovery factor for treatment plants and 
the result is written as an objective 
function coefficient either in the 
COLUMNS section (if the MIP, or the 
objective bounding problem is solved) or 
in CALCFGl.DIS and CALCFG2.DIS (if the 
nonlinear discrete problem is solved). 
Next, the variab Ie cost coefficient is 
computed from C = 213.6 * Q-0.532, 
where Q is the design capacity of the 
alternative (2 MGD). The result 
of this operation ($/MG) is then written 
into the objective function as the 
variable cost associated with each unit 
of output irrespective of the season. 
That is, the, same value is used for all 
three seasons. Notice that, although 
the actual seasonal output of the 
treatment plant may be less than the 
design capacity, we do not use different 
variable cost coefficients for different 
seasons. In other words, in spite of 
the fact that the output during season 
2, for example, will be less than or 
equal to the available supply of 1.5 
MGD, we do not compute the variable cost 
during season 2 on the basis of a 1.5 
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MGD output. The reason is t ha t the 
variable cost equation is based on the 
design capacity, not the actual output. 
The above steps are then repeated for 
the second alternative design. 
In the continuous problem version, 
there are no alternat ive designs. The 
continuous cost functions are directly 
minimized in CALCFG. Therefore, the 
optimization algorithm seeks the optimal 
design capacity of the treatment plant 
such that the capital (and variable) 
cost is minimum. The capital cost is 
computed on the basis of the largest 
daily output. That is, the seasonal 
outputs are divided by their respective 
numbers of days in the season and 
the capital cost is based on the largest 
average daily output. The variable 
costs are also based on the design 
capacity of the treatment plant. 
Among the many advantages in 
working with continuous cost functions 
is that the capital costs are calculated 
for the used capacity of the fac i1 ity. 
This is true for all facH ities which 
have continuous capital cost functions 
(pi pes, pumps, we lIs, and treatment 
plants). On the other hand, in the 
discrete problem version, the capital 
cost of each alternative is fixed 
regardless of how much of that alter-
native's capacity is actually used. For 
instance, in the previous example, if 
the 2 MGD pI ant is built, its capital 
cost is incurred irrespective of whether 
it produces 1.1 MGD or 2 MGD. Of 
course, to avoid this problem, and still 
use the discrete problem approach, one 
would have to increase the number of 
alternative capacities. But this may 
not be desirable since the number of 
build/no build decision variables would 
increase. As a result, one can argue 
that discrete capital costs can cause 
the elimination of parts of the solution 
space simply because the smallest 
alternative that was cons idered had a 
too large capital cost. For example, if 
the demand will be satisfied by a 1.5 
MGD facility, and the algorithm is to 
choose between, say, a 2 MGD treatment 
plant at a cost of $50,000 per year and 
a 1.5 MGD well at a cost of $40,000 per 
year, it will choose the well. However, 
the treatment plant might have been the 
best alternative had we introduced the 
1.5 MGD capac ity alternative which may 
cost less than the $40,000 well. 
The continuous cost funct ions, 
however, are not wi thout· the ir own 
prob lems. Not the 1 east, is that of 
concavity which causes local optima. 
Processing the proposed pipe 
data and pre-optimization 
One unique feature of this Gener-
ator is that it carries out a pre-
optimization process that generates the 
minimum capital as well as variable cost 
coefficients for each alternative 
pipel ine. Previous generators (Hughes 
e tal. 1 97 7 ) r e que s t ed the use r to 
manually enter his best guess of these 
coefficients following a prompt. The 
following sections describe the preopti-
mization concept as applied to the dis-
crete and continuous version problems. 
The prefix 'pre-' signifies that 
the selection is made within the Gener-
ator before the problem is suppl ied to 
the optimization algorithm. The results 
are given in the MPS file for disc rete 
problems or in file DISC.DSN for con-
tinuous problems. 
The maj or add i tion that we have 
made is to program this concept into a 
module that is used by the Generator to 
compute the cost coefficient for several 
network arcs in a discrete fashion. 
A second contribution is to program the 
cont inuous cost function approach into 
the Generator. 
The concept of pipe, pump and 
energy cost pre-optimization. Sub-
stantial research has been carried out 
on selecting an economic pipe size that 
will minimize the sum of fixed plus 
operat ing costs. The tradeoff is that 
while the fixed cost of a pipe increases 
with the diameter, the required pump 
size and energy cost to overcome 
the friction loss decreases. The 
objective then 1S to select pipe 
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diameters and pump sizes that will mini-
mize the total annual cost over the 
period of analysis. Numerous investiga-
tors have followed different approaches 
in attacking this problem. Osborne and 
James (1973) used a marginal economics 
approach wherein the diameter is in-
creased until the incremental benefits 
realized diminish to the value of the 
cost. Other investigators have used the 
total cost approach in which all the 
costs of the system, including the 
operation and maintenance costs, for a 
number of different diameters are summed 
and the process is repeated until the 
minimum cost design is found. This is 
essent ially the approach that we have 
used for the discrete problem. Still 
other investigators (Deb 1978) have used 
the first derivative approach where all 
the component cost equations are differ-
entiated, set to zero, and solved 
for the theoretical economic diameter. 
We have used this approach in the 
continuous problem version. 
The discrete cost function ap-
proach. In the discrete problem, the 
user specifies the following input data 
for each proposed pipe: 1) the number 
of alternative capacities to be con-
sidered (PPNALT), and 2) the maximum 
expected peak-day flow for each alter-
native capacity (PPPKFLW). Therefore, 
neither the pipe diameters nor the pump 
sizes (if needed) are explicitly 
specified by the user. 
The Generator processes the above 
data in one of two ways: 
1) If the static head (PPDELH) 
exceeds zero (the flow is by gravity). 
then there will be no annual pump or 
energy cost. Hence, the problem reduces 
to finding the smallest diameter (from 
the set of standar~ sizes) that can 
convey the peak-day flow at a frictional 
head loss that does not exceed the 
available static head and at a velocity 
that does not exceed 6 fps. This 
constraint is assumed to be necessary 
for protection against structural 
failure of pipes from transients (but 
can be modified by the user). Once this 
diameter is found t the capital cost of 
the pipe is computed and the instal-
lation cost is added. The total is then 
annual ized and the maintenance fract ion 
(default 10 percent) is also added. The 
result is then written into the objec-
. tive function and into file DISC.DSN. 
If more than one pipe material is 
allowed, then the process is repeated 
for all pipe materials and the material 
with the least cost is selected. 
This process fa its if the static 
head is not large enough to compensate 
for the frictional head loss when the 
largest available pipe diameter is used. 
The user should resolve the problem by 
changing the static head to zero. This 
will direct the Generator to shift to 
the following procedure and select a 
pump. 
2) If the static head is less than 
or equal to zero, a pump will be needed; 
and in this case, the pre-optimization 
is carried out in a slightly different 
way. First, t he smallest diameter in 
the array of standard diameters is 
selected and the velocity is computed. 
If the velocity exceeds 6 fps then the 
next larger diameter is selected and 
~he process is repeated until a diameter 
that can handle the flow at a velocity < 
6 fps is found (or the largest diameter 
is reached). Based on this minimum 
diameter and the pipe material, the 
installation and maintenance costs are 
computed and annual ized . 
Second, we need to compute the 
frictional head loss, add it to the 
static head and compute the annual 
energy cost. However, energy require-
ments depend on average flow rather than 
on a flow which occurs only one day a 
year. The complication is that the 
user does not know, before the opt imi-
zation is completed, how much flow will 
be going through each pi pe dur ing each 
season. The initial assumption is that 
the seasonal flow in each pipeline will 
have the same general pattern as that of 
the demand. Hence, the parameter QRATIO 
(see GENSPEC) is computed and used to 
estimate the average annual flow. With 
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the average flow thus computed, the 
annual energy cost is computed and the 
pump maintenance fraction (default 5 
percent) is added. The sum is then 
added to that of the pipe material, 
installation and maintenance. 
Third, and last, the capital cost 
of the pump is computed on the basis of 
the sum of the maximum frictional head 
loss--which occurs during peak day--and 
the static head. This is done using 
Equation 5 of Table 2. The result is an-
nualized and added to the previous sum. 
The above three steps are repeated 
fo r each accept ab Ie stand a rd size, 
and the size that produces the minimum 
sum is selected. This procedure is 
repeated for each alternative peak flow. 
If more than one pipe material alter-
native is to be considered, then the 
same procedure is repeated for all 
materials and the optimal pipe material 
is also selected. 
Three important points must be 
recognized. First, the installation 
cos tis added onl y if disc rete pipe 
diameter cost data were declared by the 
user in INPUT.DAT. Otherwise, if the 
continuous cost function was used to 
compute the cost for standard sizes, 
then the installation cost is zero. The 
reason being that the continuous 
version of the cost function already 
includes installation cost. Second, 
both the Hazen-Williams equation and 
the Darcy-Weisbach equation were used in 
the head computations. The former was 
used in selecting the diameter for pre-
opt imizat ion, while the 1 at ter was 
used (through subroutine DARCYWEIS) to 
compute the final frictional head loss. 
That is why both the Hazen-Williams and 
the roughness coeffi,.ients need to be 
specified. The results are written into 
the objective function and into file 
DISC.DSN. The objective function 
coefficients are figured as follows: 
first the capital costs are associated 
with the build/no build decision 
variables (Xs and Ys); and, second, the 
seasonal variable (energy) costs in $/MG 
are obtained by dividing the optimal 
energy cost found above by 365 * PPPKFLW 
* QRATIO * PKDADJST. 
One of the inherent limitations in 
the discrete problem is that of not 
knowing the exact amount of seasonal 
flows in each pipe before the problem is 
solved. That is why we had to multiply 
the peak flow by QRATIO. The con-
sequence is that the computed capital 
and variable costs are only "educated 
guesses" since they are based on esti-
mated flows. There is no straight-
forward answer to this dilemma. How-
ever, after the first solution is 
obtained, the user can examine the 
design capacities and, if these capac-
ities are only partially used, he can 
recompute the costs. Alternatively, 
instead of manual recomputation of these 
costs, the user can change the variable 
PKDADJST factor and have the Generator 
do the recomputations. 
For example, suppose that a pro-
posed pipeline with alternative peak day 
flows 0 f I MGD and 2 MGD was spec Hied 
in PP data. Also, assume that QRATIO 
was computed by the Generator to be 0.7 
and that a pump will be needed (PPDELH = 
-70 ft). Following the steps of 
case 2, the Generator selects the pipe 
diameter and pump size for the first 
alternative on the basis of a 1 MGD fl ow 
~ile the average annual energy cost is 
based on an average flow of 0.7 * I = 
0.7 MGD. Let us assume that the minimum 
total cost design fo r this alternative 
is a l2-inch pipe and a 75ft of head 
pump. Similarly, for the second alter-
native, the pipe and pump are sized for 
a 2 MGD flow while the average annual 
energy cost is based on average flow of 
0.7 * 2 = 1.4 MGD. For this alter-
native, let the pipe diameter and pump 
head be 16 inch and 73 ft, respectively. 
Now, suppose the optimal solution (when 
the problem is solved by one of the 
discrete solution methods) indicates 
that the flows in the pipe will be, say, 
1.2, 1, and 0.8 MGD during seasons 1. 2 
and 3, respectively. Thus, the second 
alternative is used (1.2 MGD is greater 
than the maximum capacity of the first 
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alternative)' However, not all of the 
pipe capacity (2 MGD) was used. There-
fore, both capital and var iab Ie costs 
are over-est imated. The former should 
have been based on a 1.2 MGD capac i ty 
instead of 2 MGD, and the latter should 
have been based on (1.2 * DAYS(I) + 1 * 
DAYS(2) + 0.8 * DAYS(3»/365 or approxi-
mately 0.9 MGD instead of 1.4 MGD 
(assuming seasons 1, 2, and 3 are 1, 
182, and 182 days long, respectively). 
One way to adjust the capital cost 
is to introduce a new alternative pipe 
capacity of 1.2 MGD. However, for this 
pipe, the energy cost will be based on a 
flow of 1.2 * 0.7 = 0.84 MGD which 
is less than the 0.9 MGD. Therefore, 
the parameter PKDADJST (see Table 10) is 
set to 0.9/0.84. Following these 
adjustments, the Generator is rerun, and 
the problem is resolved. One pre-
caution, however, is that the parameter 
PKDADJST is defined for the pipe 
location and its alternative size. The 
two subscripts of this parameter should 
be carefully prepared. The first 
subscript is that of the pipe number 
while the second is that of the a1 ter-
native considered. The latter should 
correspond to the order in which the 
pipe's alternatives were declared in the 
PP data un it. 
The above procedure can be followed 
not only for over-sized facilities but 
also to refine the capital and variable 
cost estimates for proposed pipes. More 
on this point in Section 5 of Chapter 
VII. 
The continuous cost function 
approach. The Hazen-Williams equation 
can generally be written as: 
,(18) 
in which 
Q = flow rate (ft3/sec) 
CHW = Hazen-Williams coefficient 
A = cross sectional area (ft 2) 
Rh = hydraulic radius (ft) = D/4 
for pipes 
S slope of the energy line = 
Hf/L where Hf is the fric-
tional head loss (ft) and L 
is the pipe1ength (ft) 
Solving for the frictional head loss 
Hf, one obtains 
Q1.852 L 
Hf = ---"----:--==-;--:::-= 0.2115 Caw1.852 D4.87 . 
. (19) 
where D is the pipe diameter in ft. If 
the flow rate is expressed in gallons 
per minute (gpm) and the diameter in 
inches, then Equation 19 can be written 
as follows: 
H -_ Q1.852 L . (20) f 0.09567 CHW1.852 D4.87· 
Alternatively, if Q is expressed in 
MGD the numerical constant in the 
denominator of Equation 20 becomes 
5.2237 x 10-7 (=0.09567/ (694.4)1.852; 
where the constant 694.4 is the conver-
sion factor from MGD to gpm). 
Equation 12 gives the total capital 
cost of a pipeline as a function of 
diameter (D) and length (L). If the 
useful life of the pipeline is n1 years 
and the interest rate is i percent, then 
the annual capital cost becomes 
where Rl is the capital recovery factor. 
Assuming that the annual maintenance 
cost is a fraction (f1),of Cl, the total 
annual cost becomes 
.(21) 
Similarly, the capital cost of the 
pump (Table 10, Equation 5) may be 
annualized as follows: 
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in which R2 is the capital recovery 
factor for n2 years at i percent rate, 
and Qm is the maximum average daily 
flow. Using Hazen-Williams equation to 
substitute for Hf, we obtain 
C2 = K3R2Q~4[Hs + (LQ1.852/0.09567 
CHW1.852 D4.81)]K5 . .(22) 
Finally, the energy cost can be 
generally written as follows: 
C3 = K6Qt(1 + f2)[»s + Hf] 
T 
= L K6Qt(1 + f2)[Hs + 
t=l 
(LQ1.852/0.09561 CHW 1.852 D4.81)] 
. (23) 
in which 
Qt = average seasonal fl ows (t = 
1,2, ... T) 
f2 = maintenance cost of 'the pump 
= fract ion of energy cost 
K6 = (BHP)(HRS)(FC)(EAE)/(3962 
EmEp) 
BHP = the energy needed to produce 
one BHP (e.g., 0.746 Kw) 
HRS = number of hours of operation 
per season 
FC fuel cost ($/kw-hr; or $/gal 
of diesel; etc. ) 
Em and Ep = e f f ic i e n c i e s 0 f the 
motor and pump 
EAE = annualized cost factor of the 
escalating energy 
In all the above equat ions, Q and Dare 
in gpm and inch, respect ively. We now 
examine each equation more closely. 
The only physical variables in the 
pipe cost equation are the length and 
diameter. Further, if there is no 
pumping (i.e., the flow is by gravity), 
then the total annual cost for a given 
pipe length becomes solely a function of 
the diameter. However, since the 
decision variables in the continuous 
model are the flows (Q) and not the 
diameters, we cannot minimize the total 
pipe cost by direct optimization of the 
diameters. To overcome this difficulty, 
a maximum velocity (Vmax) of 6 fps is 
assumed and the diameter is solved for 
in terms of Q, i.e., Q = VA = 6 (D/2)2. 
Then D = 0.4607 QO. 5 where D and Q are 
in ft and cfs. Converting to inches and 
gpm, D = 0.2609 QO.5 and Equation 21 
becomes 
Cl = KILRl(1 + fl)(0.2609 QO.5)K2 
. (24) 
Equation 24 can be direc tly minimized 
within MINOS's nonlinear subroutine 
(CALCFG), although a global minimum is 
not guaranteed because of concavity. 
The flow term in (24) is obviously the 
maximum seasonal f1 ow and it should not 
be adjusted (e.g., by mUltiplying by the 
ratio of average to peak flows or 
otherwise). The reason is that the 
diameter to be selected should be 
capable of handling the maximum flow 
rate at velocity less than or equal to 6 
fps. In other words, if average flow is 
used to size the pipe, then the peak 
flow will be at V > 6 fps. 
The validity of Equation 24 as a 
substitute for Equation 21 hinges on the 
assumptions of gravity flow and maximum 
velocity of 6 fps. The first assumption 
is automatically satisfied by restrict-
ing the use of Equation 24 to gravity 
flow pipes. The· second assumption 
will also be satisfied since it is 
always cheaper, in the absence of 
pumping costs, to maximize the velocity 
so that more fl ow can be passed through 
a given diameter. The velocity restric-
tion, however, depends on the optimiza-
tion algorithm since there are no 
velocity constraints in the problem 
formulation. Nevertheless, what will 
happen is that MINOS will select the 
optimum flow that minimizes the pipe 
cost and, subsequently, that flow can be 
used to compute the pipe diameter (if 
desired) such that V = 6 fps. In fact 
this is how the diameters of gravity 
flow pipes are computed and printed 
in the network design file of the 
continuous problem (file CONT.DSN). 
When pumping is needed, the total 
annual cost (TC) of the pipe, pump, and 
energy in a given arc of the network may 
be obtained by summing Cl, C2, and C3' 
However, we are again faced with the 
need to eliminate the diameters from the 
total cost equation. Furthermore, 
because of pumping, we no longer can 
safely fix the velocity at 6 fps since 
the energy cost can force smaller 
velocities to minimize frictional head 
loss and TC in general. Therefore, a 
different approach is needed. Spec ifi-
cally, the derivative of the total cost 
equation is taken with respect to the 
diameter (D) and equated to zero. This 
produces the optimal diameter for 
any flow (Q) which can then be back-
substituted into the cost equation to 
obtain the total annual cost in terms of 
Q. The method is illustrated in the 
following steps. 
'It: = Cl + C2 + C3 
KKK 
= (l+fl)KlRlLD 2 + K3R2Qm4 [Hs+Hf] 5 + 
T 
E K6Qt(1+f2)[Hs+Hf] 
t=l 
.(25) 
Where Hf is as defined before. Further-
more, it will be assumed that the 
diameter is selecte~ on the basis 
of the maximum seasonal flow. This 
means that the (t) subsc ript in the 
above equation can be replaced by 
(m) and the summat ion removed. It 
should be realized that this assumption 
will lead to over-sizing of the pipes 
since the energy cost in the derivative 
equation (Equation 26) will be computed 
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as if the maximum seasonal flow lasts 
year round. 
or 
+ K3K5R2Q~4(Hs + Hf)K5- l * 
-4.87 LQ~·852 
0.09567 Cawl . 852 0 5 . 87 
4.87 LQ1.852 
K6Q(1 + f2) m 
0.09567 Cawl . 852 0 5 . 87 
L<¥t·852 
50.9 K3K5R2Q~4(Hs+Hf}K5-l Cawl .852 05.87 
LQl.852 
- 50.9 K6Qm(1+f2) Caw1.:52 0 5 . 87 
Because Hf is also a function of 0, 
Equation 26 cannot be explicitly solved 
for 0 in terms of Q. Numerical solu-
tion, e.g., by Newton-Raphson's method, 
was performed for several combinations 
of L, Hs ' and Q assuming the following: 
nl == n2 = 30 yrs 
1 = 10 percent 
fl = 0.10 
f2 == 0.05 
BHP = 0.746 
HRS == 24 x 365 
FC == $0.05/Kw hr 
EAE = 3.309 
Em x Ep = 0.8 
Kl == 1.606 
K2 == 1.29 
K3 = 62.5 
K4 == 0.453 
K5 == 0.642 
Caw == 100 
EAE was calculated using an annual rate 
of escalating energy cost of 11 percent. 
Substituting the above values into 
Equation 26 produces, the following 
equation: 
57 
:~C == ° = 0.2417 LOO.29 - 0.0428 Qg.453 
(
H + L~·852 ) -0.358 LQ1.852 
s 484 05.87 05.87 
LQ~·852 
0.003604 0 5 . 87 
Table 12 summarizes the computations. 
Perhaps the most significant 
conclusion that can be drawn from the 
solut ion data of Table 12 is that the 
optimal diameter is generally insensi-
tive to both pipe length and static head 
(for a fixed Q). This is particularly 
true when one also considers the fact 
that commercially available pipe di-
ameters come only in standard sizes. 
Now, if the second term in Equation 
26 is ignored, an explicit relationship 
between the optimal diameter and the 
discharge can be obtained, that is 
o .2417 LOO. 29 
° .003604 LQ~·852 
= ------~~-=----0 5 .87 
and solving for·O 
00pt = 0.5052 Qg.463 (27) 
The validity of this 
ship was examined 
optimal diameters 
numerical solution 
equation with those 
above relationship. 
shown in Table 13. 
explicit relation-
by comparing the 
c om put e d by the 
of the original 
computed by the 
The results are 
The computati~ns of Table 13, 
together with some additional calcula-
tions, demonstrate that for a wide range 
of slows and hydraul ic gradients, the 
optimal diameters, rounded to the 
nearest inch, whether computed by the 
approximating formula (Equation 27) or 
by the original equation (Equation 26), 
are either the same or differ by a 
maximum of 1 inch. 
J 
Table 12. Numerical solution of Equation 26 for several combinations of L, HS and Qpeak. 
L = 1000 ft L = 5000 ft 
Qpeak HS 1st 2nd 3rd Dopt Vopt 1st 2nd 3rd Dopt Vopt (gpm) (ft) term term term (in. ) (fps) term term term (in.) (fps) 
100 1 377 -157 -220 4.65 1.89 1872 -577 -1294 4.52 2.00 
500 463 -121 -342 9.43 2.30 2309 -483 -1826 9.33 2.35 
2000 555 -84 -471 17 .51 2.66 2770 -370 -2400 17.46 2.68 
10000 685 -48 -367 36.36 3.09 3426 -232 -3194 36.34 3.09 
20000 751 -37 -714 49.94 3.28 3756 -182 -3574 49.93 3.28 
100 5 375 -123 -251 4.55 1.97 1868 -519 -1349 4.49 2.02 
500 461 -82 -378 9.27 2.38 2303 -377 -1926 9.24 2.39 
2000 553 -52 -501 17.33 2.72 2763 -250 -2512 17.32 2.72 
10000 684 -28 -666 36.18 3.12 3421 -140 -3280 36.18 3.12 
20000 751 -22 -730 49.75 3.30 3752 -107 -3644 49.76 3.30 
U'1 100 20 373 -90 -282 4.46 2.05 1862 -417 -1444 4.44 2.07 (XI 
500 459 -55 -405 9.16 2.43 2297 "":265 -2032 9.16 2.44 
2000 552 -33 -518 17.23 2.75 2759 -163 -2595 17.22 2.75 
10000 684 -18 -666 36.08 3.14 . 3419 -88 -3331 36.08 3.14 
20000 750 -13 -737 49.67 3.31 3751 -66 -3683 49.67 3.31 
100 50 372 -70 -301 4.41 2.10 1857 -338 -1519 4.4 2.11 
500 459 -41 -419 9.11 2.46 2294 -201 -2093 9.11 2.46 
2000 551 -24 -527 17.18 2.77 2757 -120 -2638 17 .18 2.77 
10000 684 -13 -671 36.04 3.14 3418 -64 -3353 36.04 3.14 
20000 750 -10 -740 49.63 3.32 3750 -48 -3701 49.63 3.32 
~ 
Table 13. Comparison of the opt imal diameters computed by Equations 26 and 27. 
Qpeak (gpm) 
Dopt . (in.) 
Equation 27 HS 
100 4.26 1 
500 8.98 
2000 17.06 
10000 35.93 
20000 49.53 
100 4.26 5 
500 8.98 
2000 17.06 
10000 35.93 
20000 49.53 
100 4.26 20 
500 8.98 
2000 17.06 
10000 35.93 
20000 49.53 
100 4.26 50 
500 8.98 
2000 17.06 
10000 35.93 
20000 49.53 
If the approximating formul a is 
used, and it over (or under) estimates 
the diameter, then error is introduced 
into each of the three component costs 
of Equation 25. That is, the annual 
pipe cost is over (under) estimated 
while the annual pump and energy costs 
are under (over) estimated; since 
frictional head losses are less (more) 
in the larger (smaller) diameter pipe. 
The resultant compensation can, some-
times, be significant •. 
Since the error involved in obtain-
ing the correct coefficients for the 
cont inuous cost functions (Equations 21 
and 22) is probably larger than that 
resulting from over or under estimating 
the diameter, the approximating formul a 
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Dopt . (in.) 
Equation 26 
Dopt . (in.) 
Equation 26 
(L = 1000 ft) (L = 5000 ft) 
4.65 4.52 
9.43 9.33 
17.06 17.46 
36.36 36.34 
49.94 49.93 
4.55 4.49 
9.27 9.24 
17.33 17.32 
36.15 36.18 
49.75 49.76 
4.46 4.44 
9.16 9.16 
17.23 17.22 
36.08 36.08 
49.67 49.67 
4.41 4.40 
9.11 9.11 
17.18 17.18 
36.04 36.04 
49.63 49.63 
will be adopted. Therefore, ignoring 
the second term in Equation 26, the 
general form of the approximat ing 
formul a becomes: 
Q~.852 
50.9 K6Qm(1 + f2) CHW1.852 D5.87 
. (28) 
Now, since the flows in the Generator 
are expressed in MGD. Equation 28 
becomes 
K2KlRl(1 + fl)DK2-l = 50.9 K6 * 
(694.4)I.S52 Ql.S52 
694.4 Qm(l + f ) m 2 CHW 1.S52 D5.S7 
solv ing for the diameter, 
D = 
. (29) 
Except for KG and Om, all the parameters 
in Equation 29 do not vary from pipe to 
pipe (CHW is fixed). Thus Equation 29 
can be re-written as: 
1 
. (30) 
Equation 30 can now be substituted into 
Equations 21, 22, and 23 to obtain the 
cost functions in terms of the flow Q. 
Carrying out the necessary manipulations 
'Miere 
Al = KlRl(l + fl) 
A2 = 6.472 * 109(1 + f2)/ 
CHW l . S52 (1 + fl)(KlK2Rl» 
A3 = K2/(K2 + 4.S7) 
A4 = 2.S52 * A3 
.(31) 
.(32) 
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AS = Al * A2A3 
A6 = K3 * R2 * (694.4)K4 
A7 = 4.S7/(K2 + 4.S7) 
AS = «1.S52*K2)-4.S7)/(K2+4 .S7 ) 
A9 = 1.91 x 106/(CHW~·S52 * A2A7) 
Equations 31 through 33 clearly demon-
strate the interdependence of the three 
basic variables; the flow (Q), the 
energy terms (K6), and the fr ic t ional 
head A9 L~S/K6A7 . 
Rather than describing the pro-
cedure followed in programming the above 
equati.ons into subroutine CALCFG, we 
shall lilustrate how the continuous cost 
functions of the proposed wells and 
treatment plants are processed. The 
processing of these two types of 
facilities is easier to follow and will 
help for a better understanding of the 
processing of the proposed pipes. 
The continuous cost function of 
proposed wells (Equation 13) can be 
generally written, in MGD units, as 
follows: 
'Miere 
C4 = (1 + f3) * K7 * 
(694.4)KS * R3 * QKS . (34) 
C4 = the annual capital cost .of the 
well in $ 
f3 = the fraction of annual capital 
cost of the well used in 
annual maintenance 
K7 = constant = 29S0 in 19S2 prices 
KS = e con om y 0 f s cal e f act 0 r = 
0.453 
R3 = capital recovery factor 
Q = the well capacity in MGD 
Once the user has specified the values 
of f3, K7, K8, and the YEARWELL param-
eters, Equation 34 becomes entirely 
a function of Q. In fact, this equation 
can be rewritten as follows: 
. (35) 
where 
The Generator computes AlO and 
writes it, together with K8, in a DATA 
statement in CALCFG. Therefore, the 
capital cost of proposed wells is 
computed wi thin CALCFG. The variable 
K8 is actually named KPW2 in CALCFG. 
For treatment plants, the coeffi-
cients of both the capital and the 
variable cost equations depend on the 
treatment process. To avoid having to 
provide these coefficients and the 
values of the variables PTTYPE to 
CALCFG, four one-dimensional arrays are 
established and evaluated within the 
Generator and then written into sub-
routine GETDATA, which is called by 
CALCFG, thereby making the specification 
data of treatment plants available to 
CALCFG in a most concise way. To 
illus trate, these arrays are evaluated 
as follows: 
DO I = l, NPT 
TTPl (1) = TPCAPTLI (PTTYPE (I» * 
CRF4 
TTPlEXP(I) = TPCAPTL2(PTTYPE(I» 
TTP2(r) = TPOMI (PTTYPE ( I) ) 
TTP2EXP(I) = TPOM2(PTTYPE(I» 
END DO 
The array TTPl(r), therefore, con-
tains the annualized mul t ipl iers of 
the capital cost equations, while 
TTPlEXP(I) contains the exponents of 
these equations. The arrays TTP2(I) and 
TTP2EXP(r) contain the multipliers and 
the exponents of the operation and 
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maintenance cost equations, respective-
ly. The above illustration gives a 
general idea of how the network specifi-
cations were provided to subrout ine 
CALCFG . 
Much as was done for the treatment 
pI ants, provision was made to specify 
proposed pipes into CALCFG either in the 
form 0 fda t a s tat em en t s (e. g " A 1 
through A9) or in array elements written 
in subroutine GETDATA. Since CALCFG 
recognizes nonlinear variables (in this 
case the flow terms Qs and Zs) by their 
order in the MPS file and not by their 
given names, an elaborate indexing 
scheme had to be established to properly 
address and process each term. In 
essence, this scheme tells the optimi-
zation algorithm that the first Nl 
variab les in the MPS files are proposed 
pipes, t\le next N2 variables are pro-
posed wells, and so on. Also, for 
proposed pipes, another scheme was 
established to d ist inguish between pipes 
with gravity flow and pipes which will 
need pumps, and between direct or 
reverse fl ow. 
The most distinguishing feature in 
the solution of continuous version 
problems, as was pointed out earlier 
in the discussion on the processing 
of treatment plants, is that the pro-
posed facilities (pipes, pumps, wells, 
springs, and treatment plants) are all 
sized for the exact used capacity of 
these facilities. The difficulty 
encountered before when the cost co-
efficients were over estimated because 
the smallest alternative specified was 
too large, is avoided. Again, we should 
point out that the procedure followed in 
the cont inuous version probl em incor-
porates the remarks. made about the 
variables MXPRSURE and MINPMPHD. Also, 
the solution may be a local optimum 
because most of the cost functions are 
concave. The only except ions are the 
pipes I capital cost (convex), and the 
proposed spring capital cost (linear). 
CHAPTER VII 
SOLUTION METHODS 
General 
The solution methods set forth in 
the objectives section can be cate-
gorized into those which solve a dis-
crete vers ion of the problem and those 
'ilhich solve a continuous version. The 
discrete problem can be solved three 
ways: by MIP, by a reduced gradient 
search, and by objective bounding. The 
cont inuous problem is solved by reduced 
gradient search. In this chapter, 
each solution method will be described 
following the outline in Figure 9. 
Solving the Discrete Problem 
by Mixed Integer Programming 
The Generator supplies file MIP.MPS 
for solving the MIP discrete problem 
with the package LINDO. The command 
RMPS (retrieve MPS) is used to instruc t 
LINDO to read the MPS file from the 
user's directory. Subsequently the user 
declares the number of integer variables 
by typing INTEGER followed by that 
number. The user should have recorded 
the number of integer variables from a 
prompt which the Generator gives during 
the processing of the input data. From 
this point on, it is up to the user 
to give whatever commands he wishes 
before instructing LINDO to start 
the solution. 
The main advantage of solving the 
problem using MIP is that a global 
opt imum is guaranteed. The qual ity of 
the solution, however, is limited by the 
tendency pointed out earlier for over-
estimation of capital and variable costs 
for under-used facilities. The princi-
pal disadvantages are the large storage 
requirement and the large amount of 
CPU time. 
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Solving the Discrete Problem 
by Reduced Gradient Search 
The central idea in any fixed 
charge problem is to force a zero 
capital cost for unbuilt facilities and 
the full cost for the built ones. In 
fact, this is the principal function of 
the binary variables of the MIP problem 
version. The objective of this section 
is to develop a way selecting (optimal-
ly) either 0 or 1 values for variab les 
representing build/no build decisions, 
using nonl inear mathematical "tricks" 
rather than integer programming. In 
some sense we will be simulating integer 
programming but using a computationally 
more efficient approach. 
Before discussing the reduced-
gradient-search methodology, we should 
point out that the MPS file (NONLIN.DIS) 
supplied by the Generator is essentially 
identical to that given the MIP problem 
version. The difference is that the 
integer restriction is removed and all 
the integer variables (X's and Y's) are 
declared as nonlinear variables. The 
nonlinear variables are prevented 
from having values greater than unity by 
introducing constraints like those of 
Equation 7b into the BOUNDS section. 
Subroutine CALCFG, written by the 
Generator, contains the arrays: 
COST(I) .. capital cost of the ith 
facility where (i) 
corresponds to the 
facility's sequence 
number within the array 
of nonlinear variables 
T(I) = the transformation 
in evaluating 
used 
the 
I 
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Figure 9. Flow chart of solution methods (dashed line encloses processes carried 
out within the Generator. 
64 
capital cost of each 
facility for the objec-
tive function (All 
the variable costs are 
considered linear and are 
handled outside CALCFG.) 
In addition, MINOS requires the 
user to define an array G(I) containing 
the gradients of the objective function 
(F) with respect to each variable I (see 
Murtagh and Saunders 1977, for more 
details). An ideal transformation 
function is one in which minimum value 
occurs either when the decision variable 
(X or y) is 0 or 1 but never between 
these boundaries. Three transformation 
approaches were tested. The first used 
the transformation: 
T(I) = NINT (X(I) + 0.4999} • (36) 
The function NINT (nearest integer) is 
an intrinsic FORTRAN function that 
rounds up the expression in parentheses 
to the nearest integer, in this case 0 
if 0 < XCI) < 0.0001 and 1 otherwise. 
The cons tant 0.4999 was found mos t 
suitable for the range of flows examined 
in several trial problems (1 to 25 of 
GD). The user can edit subroutine 
CALCFG and change this constant as 
needed. With this transformation, the 
FORTRAN 1 ist ing of CALCFG looks as 
follows: 
SUBROUTINE CALCFG (MODE, N,X,F,G, 
NSTATE, NPROB) 
REAL * 8 X(N),F, T(NONLIN), G(N), 
COST (NONLIN) 
F = 
Cost (1) -
Cost (2) = 
Cost (NONLIN) = 
DO I = I, NONLIN 
x(I) = NINT(X(I) + 0.4999) 
IF(X(I). EQ.O) G(I) = 100000000. 
IF(X(I). EQ.l) G(I) = COST (I) * 
XCI) 
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F = F + T(I) 
END DO 
DO I = 1, NONLIN 
T (I) = 0 
END DO 
RETURN 
END 
Where the variable NONLIN is the number 
of nonlinear variables in the problem. 
The arrays that are not called in the 
subroutine's arguments (COST and T) 
cannot have adjustable dimensions and 
must be dimensioned to the number of 
nonlinear variables. Two remarks must 
be noted: 
1. Since the cost function is 
discrete, the gradient at X = 0 must be 
set to a very large munber (e.g., 108 ). 
2. The objective function F and 
the transformation (T(I» must be re-set 
to zero after each gradient call. 
Otherwise, the objective function will 
keep on increasing and an error message 
will be printed by MINOS. 
The above approach illustrates how, 
with the help of IF statements, a 
discrete cost function can be incor-
porated into a model that can be solved 
using a reduced gradient search. The 
optimal solution obtained by this 
approach (which is usually a local 
optimum) was found far inferior to that 
obtained by the other two transforma-
tions desc ribed next. The reason stems 
fran the combined effect of the discrete 
nature of the cost function and the 
magnitude of G(I) at X = O. A very 
large value increases the step size and 
causes the algorithm to skip nearby 
optima and continue the search at 
far away points. Because an appropriate 
value of G(I) at X = 0 would be problem 
dependent, there can be no single recom-
mended value. For this reason, this 
approach was abandoned; and the Gener-
ator does not produce the needed CALCFG 
subroutine for this transformation. 
The second transformation tried, 
which is written by the Generator into 
file CALCFGl.DIS, was: T(I) = Cost(I) * 
XCI) * (101-100 XCI»~. The property of 
this transformation is that if 0 < XCI) 
< 1 then T(I) is large compared to its 
value if XCI) is either a or 1. There-
fore, one would expect MINOS to force 
the nonlinear variables to a or 1. One 
condition for the transformation to lead 
to the global optimal solution, however, 
is that the problem should not have any 
degeneracy--meaning no basic variables 
at zero level (see Raghavachari 1968). 
As wi 11 be demonstrated in the next 
section, this condition is not met in 
the water supply model. In spite of 
this tendency to miss the global opti-
mum, the above transformation was found 
to save considerable CPU time. The 
application problem (Chapter 8) demon-
strates this point. 
The third, and last, transformation 
(File CALGFG2.Dis) is T(I) = (CosdI) * 
XCI) * X(I»/(X(I) * XCI) + E) where E 
is a very small number (say 0.0001). 
Again if XCI) is zero then T(I) is zero 
and if X(I) is any number greater than 
zero then T(I) is very close to 1. The 
difficulty with this transformation lies 
in the value of E. It was found that 
MINOS will reach a local optimum after a 
few gradient calls but then continues 
attempting to improve the solution by 
making very small adjustments in the 
values of the basic nonlinear variables. 
It takes MINOS several useless gradient 
calls to finally stop this search and 
exit with the original optimum. There 
was no way that a tolerance limit for 
the objective function could be set so 
that the search would stop after few 
such useless gradient calls. For 
several trial problems, the optimum 
value of the objective function was 
found to be superior to any of the other 
transformations. The only disadvantage, 
therefore, lies in the excessive gradi-
ent calls. But even with the wasted CPU 
66 
time due to this disadvantage, a con-
siderable saving can still be made. 
Two additional points should be 
made. First, the variable NSTATE 
together with the SPECS CALL OBJECTIVE 
WHEN OPTIMAL, was used to instruct MINOS 
to round up the X values to the nearest 
integer and recompute the objective 
function value before the final solution 
is printed out (see Append ix C). The 
old value of the objective function, 
however, is saved by MINOS and printed 
with the recomputed one. The old value 
can be easily identified since it will 
be the first value printed immediately 
after MINOS exits with the opt imal 
solution. The second point is that 
there are several uses for the reduced 
gradient approach, namely: 
1. It is very useful for very 
large problems where the number of 
nonlinear variables is in the hundreds. 
2. It saves a substant ial amount 
of CPU time. 
3. Its results can be used as 
starting points for the MIP algorithm. 
Solving the Discrete Prpblem 
by Objective Bounding 
Background 
In 1961, Balinski introduced a 
method that he used to obtain lower 
and upper bound on the optimum value of 
the objective function of the standard 
fixed-charge transportation problem 
(FCTP). The standard FCTP can be 
written as follows: 
n 
s.t. E Qij = ai , ai ~ 0 
j=l 
i=l, ... ,m 
0 
m 
E Qij = b· b' > 0 J , J 
-i=l 
j = I , ... , n 
Qij > 0 all i,j 
-
X· 'e; 1.J (1,0) so that 
X· . 0 if Qij = 0 1.J 
X· . = 1 if Qij > 0 1.J 
Subsequently, Balinski argued that if 
the number of destinations (n) is 
large with respect to the number of 
origins (m) then an optimal solution 
will be such that there will be only 
very few cases where the demand at a 
given destination can be supplied by 
more than one origin. Thus the amount 
shipped from origin (1) to destination 
(j) will frequently be the min (ai, bj) 
= Mij' wi th this conclusion, Balinski 
then replaced the fixed charges (Fij) by 
unit transportation costs (dij) where 
dij = F ij /Mij . 
The firs t problem that Bai inski 
solves is then: 
(P2) Min. Z == E CijQij + E dijQij 
ij ij 
s.t. the same constraints of (PI) 
but without the integer 
restrict ion 
And the objective function value ob-
tained for the solution of (P2) is 
the lower bound (Z) on the global value 
(Z*) of the objective function of (PI). 
Once the solution of (P2) is obtained, 
then all the ij routes that are in the 
solution basis become known. Subse-
quent1y, all we need to do is to make 
sure that the full fixed charges for 
these routes are incurred. The second 
problem to be solved is problem PI, but 
using the basis of the optimal solution 
of P2. Balinski does not explicitly 
expl ain how he accompl ishes this, but 
.. 
most likely he either did that manually 
Or simply by using the simplex algorithm 
with all the Qij' s (and Xij I s) obtained 
in the basis of the solution of P2 fixed 
by equality constraints. The objective 
function value obtained in this way 
forms an upper bound (Zu) on the global 
value (Z*) of the objective funciton of 
(p 1) . In thi s manner, we obtain bounds 
on Z*, i.e., Zl < Z* < Zu' 
Balinski did not discuss the effect 
of degeneracy on his objective bounding 
procedure. However, the only way 
for degeneracy to occur in PI is for the 
number of nonzero variables in any 
feas ible solution to be less than m + n 
-lor for the number of fixed charges 
that are incurred in that solution to be 
1 e sst han m. Th is in t urn can 0 nl y 
happen if a subset of the requirements 
(bj) equals a subset of the available 
resource (ai), an infrequent .situation. 
The importance of degeneracy cannot 
be overemphasized. It is the character-
istic that allows fixed costs savings. 
As will be demonstrated subsequently, 
our objective bounding procedure ex-
ploits the highly degenerate nature of 
the water supply model in reducing the 
upper bound of the optimal value of the 
Objective function. 
The proposed Successive Linear 
Approximation method (SLA) 
Problem PI can be written in MIP 
form as follows: 
(P3) Min Z = E CijQij + E F' 'X- . 
i,j i,j 1.J 1.J 
n 
i: QiJ = ai Xij , a' > 0 1. j=l 
i = I , 2, ... , m 
m 
i: Qij = bj' b' > 0 
i=l 
J 
j = 1, 2, ... , n 
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---cl 
Qij > 0 all i, J 
X' . (1,0) X· . = 0 if Qij = 0 1J IJ 
X· . = 1 if Qij > 0 IJ 
The only difference between P2 and 
P3 is in the RHS of the first constraint 
system. Now, if the integer restriction 
is removed from problem p3 then con-
straints of the form (0 < Xij < 1) are 
needed to prevent a production (Qij) 
that exceeds the available resource 
(ai). Let us call this problem (with 
Xij < 1 and without the integer restric-
tion) P4. 
(P4) MinZ = E C··Q·· + 
. . IJ IJ 
n 
s. t. E 
j=l 
n 
E 
i=1 
1 , J 
Q •• < a-X" 1.J 1 1.J 
a' • IJ > b' J 
o < X·· < 1 
- 1.J -
E F' 'X" IJ IJ 
i,j 
ai > 0 
b' > 0 J -
Notice also that no average trans-
portation costs (dij) are used in the 
objective function SInce the upper bound 
of 'Xij would always insure a fixed cost 
~ Fij' 
It is now claimed that P4 is highly 
degenerate since the number of in-
dependent constraints = m + 2n - 1 while 
the number of routes (or fixed charges) 
that can be in any basic feasible solu-
tion cannot exceed m + n - 1. Further-
more, it is claimed that Bal inski' s 
method of bounding the objective func-
tion applies to P4 as well. In other 
words whether we use P2 or P4 we end up 
with the same Zl and Zu' The differ-
ence, however, is that the degeneracy of 
P4 makes it possible to further reduce 
the upperbound Zu' This is illustrated 
in Figure 10 where nodes 1, 2, and 3 
are proposed wells while node 4 is a 
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three-alternate sizes treatment plant. 
The annual capital cost, the variable 
cost, and the annual capacities are as 
follows: 
Node 1: 10,000 $/yr, 25 $/MG, 
1460 MGY 
2: 10,000 $/yr, 25 $/MG, 
1461 MGY 
3: 10,000 $/yr, 25 $/MG, 
1463 MGY 
4: Size 1: . 50,000 $/yr, 15 $/MG, 
1096 MGY 
Size 2: 60,000 $/yr, 10 $/MG, 
1825 MGY 
Size 3: 70,000 $/yr, 5 $/MG, 
2923 MGY 
The pipeline from A to B has a capital 
cost of 12,000 $/yr and a variable cost 
of $10/MG for flow from B to A and $O/MG 
for flow from A to B (gravity flow). 
The demands at A and Bare 2500 and 1500 
MGY, respectively. 
When this problem was solved using 
a formulation like that of P2, the 
Zl and Zu values were $123,020 and 
$160,000, respectively. Further-
more, none of the variables (Qij) was 
degenerate. The problem was then solved 
using a formulation like that of P4. 
The same bounds were obtained and, 
furthermore, every variable (Xij and 
Qij) that was not in the basIs at 
activity greater than zero was found to 
be degenerate (basic at zero level), 
thus, supporting our claim. 
Now, the nondegenerate variables in 
the lower bound solut ion were: 
(1): X2A = .70979 Q2A = 1037 MG 
X3A = 1.000 Q3A = 1463 MG 
X4B3 = .5317 Q4B3 = 1500 MG 
Obj = 123,020 
(A) ",I.e. 
/' (1) 
"" _0, ---(- -I< (2) (4) 
* .... ~ (B) ,; 
....... 0' 
Figure 10. Example network. 
when Xu and X4B3 are forced to 1 the 
solution becomes: 
(2): X2A 1 
X3A = 1 
X4B3 = 1 
XBA = 0.487 
Q2A = 1077 
Q3A = 0 
Q4B3 = 2923 
QBA = 1423 
Obj = 151,618 - 10,000 = 141,618 
The capital cost of X3A (10000) was 
subtracted since Q3A is zero. Next 
XBA is forced to 1, then the solut ion 
becomes: 
(3) : X2A = 1 Q2A = 1077 
X~B3 = 1 Q4B3 = 2923 
XBA = 1 QBA = 1423 
Obj = 147,000 = Ztermina1 
and no more basic X's with 0 < X < 1 
were encountered. Notice that any 
X variable that enters the basis at 
activity = 1 is fixed at 1 in subsequent 
runs of the SLA, otherwise cycling will 
OCcur. 
, 
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'r, 
'* (3) 
LEGEND 
(1) Supply node 
(A) Demand node 
* Proposed source 
-<-- Proposed pipe 
To illustrate, if X2A and X4B3 are 
left free (not set at 1) in the third 
iteration then we get a solution similar 
to that of iteration 1 but with objec-
tive = 123,020 + the cost of XBA which 
is $12,000 = 145,020. The main ad-
vantage in fixing the X' s that are at 
activity = 1 is to reduce the number of 
needed iterations. In other words, even 
with a solution of 145,020 we would 
eventually get to an iteration similar 
to that of iteration 2 but with the full 
fixed cost of XBA' 
We now assert that the upper bound 
on Z* can be reduced from 160,000 to 
147,000 (i.e., 123,020 < Z* < 147,000). 
This is obvious since-if the optimal 
value (Z*) is > 147,000 then it will be 
inferior to the 147,000 value and the 
latter is a better optimum. 
Discussion 
Perhaps the first thing that ought 
to be pointed out is that the upper 
bound value (Zu) is not necessarily an 
absolute upper limit for Z*, i.e., Zu 
may not be the most expensive solution. 
For this reason, it cannot be guaranteed 
that the SLA method will produce a less 
expensive solution during successive 
runs. However, when a more expensive 
solution is encountered, the solution 
obtained in the preceding run can still 
be used as an upper bound. To ill us-
trate, suppose that in the previous 
example, the cost of the interzonal 
pipeline is actually 28,000 and not 
.12,000. The value of Zl would still 
be 123,020 and hence the manually 
computed Zu is 160,000. Now, the 
first run of the SLA method also pro-
duces the same basis as when the pipe 
cost was 12,000 (but with an objective = 
149,415). However, when XBA is forced 
to 1, the value of the objective func-
tion Zt became 163,770 > 160,000, but 
we would still use Zu = 160,000. 
The SLA algori thm cannot change 
the direction of search in the solution 
Wells 1 and 2 + TP of 2923 MGY capac ity 
2 and 3 + TP " " It It 
1 and 3 + 11 " " " " 
1 and 2 + TP of 1825 MGY capacity 
2 and 3 + " " " " " 
1 and 3 + " " " " " 
Wells 1 , 2 and 3 + interzonal pipe 
and if the pipe cost = 28,000: 
Wells 1, 2 and 3 + interzonal pipe 
So, when the pipe cost is 28,000, 
the global optimum shifts to 2 wells + 
TP of 1825 MGY capacity. Obviously the 
lower bound solution does not correspond 
to an extreme point, but the upper bound 
solution of 160,000 does. When the pipe 
cost is 12,000 the range on Z* (123,020 
~ Z* 147,000) does include the optimal 
value. The solution, using the trans-
formation of CALCFG2.DIS, was 157,500 
which again corresponds to an extreme 
point - and it should. When the pipe 
cost = 28,000, the range on Z* (123,000 
Z* ~ 163,770) also includes the 
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space or terminate the process if Zu 
inceases. However, it is an extremely 
useful method that can be used under the 
following circumstances: 
(I) If the problem is so large 
that the MIP algorithm cannot even be 
started with that many binary variables. 
(2) If the MIP algorithm is not 
available. 
Let us expand our discussion by 
further examining the approximate as 
well as the exact solutions. Theoreti-
cally, the solution space of the example 
problem contains 7 extreme points (one 
per fixed charge = 3 wells + 3 TP sizes 
+ 1 interzonal pipe). These can be 
enumerated as follows: 
Fixed Variable Total 
cost cost cost 
90,000 70,000 160,000 
" " 160,000 
" " 160,000 
80,000 77,500 157,500 
" " 157,500 
" " 157,500 
42,000 100,000 142,000 
(Global 
optimum) 
58, 000 100,000 158,000 
optimal value of 157,500. The solution 
using the above transformation of DCF 
happened to correspond to the global 
optimum of 142,000. 
What remains to be demonstrated 1S 
that the method of SLA: 
(I) terminates after a finite 
number of iterations, and 
(2) the terminal solution 1S 
locally opt imaL 
Both conditions are necessary and 
sufficient to prove that we have a 
workable II a 19ori thm. II We have shown, 
in the example problem, that both (1) 
and (2) are true. Theoretically, since 
the SLA method is based on the simplex 
algorithm, for which 1 and 2 are true, 
one can argue that what holds true for 
the simplex algorithm also holds for the 
SLA method. No formal proof is needed. 
Guidelines for solving 
problem by the S1A method 
The Generator writes the S1A 
problem version into file 2, OBJ.BND. 
The file is written with the 1 < Xijk < 
1 constraints of (P4) either in the ROWS 
section or in the BOUNDS section, 
according to the user's request. In the 
first case, the XIS can be fixed at 
unity by changing the row type from less 
than (1) to equality (E). In the second 
case, this can be accomplished by 
Changing the bound from upper (Up) to 
fixed (FX). 
Solving the Continuous 
Problem Version 
The MPS file for solution with 
continuous cost functions (file 4, 
NON1IN.CON) has been described previous-
ly. We need, however, to emphasize that 
the only decision variables in this file 
are the seasonal flows (Q's and Z's). 
Furthermore, the variab les for proposed 
facilities are declared as nonlinear 
(via the specification card NON1IN = 
n4), and the decision variables for 
existing facilities are all handled as 
linear variables. 
The contents of subroutine CALCFG 
are too compl icated to desc rib e in 
detail. The reader can refer to the 
subroutine of the application problem 
shown in Appendix B. As an overview, 
the subroutine is divided into four 
maj or un its. Each hand1 es one type 0 f 
facility (pipes, wells, springs, and 
treatment pl ant s) . To run the c on-
tinuous problem version, the user needs 
to compile subroutine CALCFG.CON (after 
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re-naming it to CALCFG.FOR) and link it 
to MINOS. 
Solution of the continuous problem 
version was found to be much faster than 
any of the other problem versions. In 
one trial problem involving 72 nonlinear 
variables, the solution was obtained in 
4 CPU seconds, with an objective func-
tion value comparable to that obtained 
by MIP in 18 minutes (1/270 ratio). One 
should not always expect this large a 
ratio since each problem has its unique 
features; nevertheless, an order of 
magnitude in CPU time saving is common. 
Recomputing the Objective 
Function Value after the 
First Solution 
In the discrete problem versions, 
the variable cost coefficients for 
proposed pipel ines were based on est i-
mated average annual fl ow. A high 
capi tal cost may be assigned to under-
used facilities. The objective function 
value obtained in the first solution may 
be over or under-estimated. 
Therefore, after obtaining the 
first solution, the user needs to 
re-evaluate the objective function. The 
Generator provides an easy way to 
accomplish this task. The steps are as 
follows: 
1) For each alternate pipeline 
that appears in the optimal solution, 
compute the rat io of the average daily 
flow to maximum average daily flow. 
That is, compute the total annual 
flow (MGD) and divide by 365 then divide 
the result by the average daily flow 
dur ing the season in which the pipe is 
carrying the maximum average daily flow. 
For exampl e, cons id er a pipe fo r wh ich 
the user had declared PPPKF1W of 3, 
5, and 8 MGD. The optimal solution file 
indicates that the second al ternative 
size (5 MGD) will be bu.ilt and will 
carry 4 MG during season 1 (1 day), 910 
MG during season 2 (182 days), and 546 
MG during season 3 (182 days). Thus the 
av e rage d a it y fl ow in the pipe i s ( 4 + 
910 + 546)/365 = 4 MGD. and the ratio is 
4/5 = 0.8; where the maximum average 
daily flow happened to be dur ing season 
2 (910/182). 
2) In the POWRSPEC unit. declare 
PKDADJST (PPN,~) = 0.8. 
3) Elhninate the alternate PPPKFLW 
al ternat ives that did not appear in 
the optimal solution (in this case the 
3 and 8 MGD). 
4) Repeat for all proposed pipe-
lines appearing in the opthnal solution. 
5) Eliminate all proposed pipes 
that did not appe ar in the opt imal 
solution. This step is not absolutely 
necessary but. if done. can save on the 
solution time. 
6) Set QRATIO, in GENSPEC unit, to 
1. 
7) Re-run the Generator program 
to obtain the new MPS file with the 
modified variable cost coefficient. 
8) Solve the problem by any of the 
discrete methods, as desired. 
The above steps will cause the energy 
cost to be computed on the basis of the 
declared pipe capacity (5 MGD) modified 
by the multiplier of 0.8. The capital 
costs will still be computed on the 
basis of 5 MGD capacity. 
Had the pipe been under-used, say 
the average daily flow during season 2 
is 4.5 MGD, t hen the dec lared alternate 
capac ity should be reduced to 4.5 MGD 
(instead of 5 MGD) and a different 
procedure (explained in Chapter 8) 
shoul d be used. 
The reader should be reminded that 
the procedure outlined in this section 
needs to be followed for the discrete 
problem versions only. The facili ties 
in the continuous problem version are 
sized for their used capacity and need 
not have their cost recomputed. 
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The Problem of Bi-directional Flow 
Pipes that have the reverse flow 
option have different capital costs 
depending on the direction of flow. 
The capital cost of a gravity flow pipe 
is different from that of a pipe and 
pump needed for the flow in the opposite 
direction. Even if the pump cost is 
handled separately, the preopthnization 
of energy and pipe cost will always lead 
to a different (l arger) diameter pipe. 
To properly handle this problem, we had 
to define a binary (or nonlinear) 
variable for one direction and a 
different variable' for the other (X and 
Y). As a result, if the opthnization 
algorithm determines that the flow will 
be in one direction during one season 
and in the opposite direction during 
another, both capital costs will be 
incurred; and there wi 11 be doub Ie 
counting. 
Certainly, if a pipe will actually 
be used bi-directionally, the larger 
(pumping mode) diameter pipe must be 
built. This insures that the gravity 
flow can be handled. Consequently, the 
variable cost (energy) coefficient is 
still valid. However, an additional 
cost must be paid for hydraul ic control 
devices needed to maintain a full pipe 
during gravity flow. Such devices can 
be qui te expens i ve , and one c an argue 
that the doub Ie counting compensates in 
some sense this additional cost. We 
cannot. however, generalize this argu-
ment since each pipe has its own length, 
head difference, etc. On the other 
hand. if one were able to prevent doub Ie 
counting by additional constraints, 
then the objective function will be 
under-evaluated since the cost of 
hyd raul ic devices will, not be included. 
Furthermore, double counting could 
elhninate alternatives that would have 
been less costly had double counting not 
existed. 
The most acceptable interpretation 
for system design is that if the optimal 
solution indicates bi-directional flow 
then both pipes will be built. The 
designer would have the option of using 
the capital cost of the gravity flow 
pipe either to install hydraulic control 
devices or to build the gravity flow 
pipe, whichever is cheaper. If this is 
not acceptable then after obtaining the 
initial solution (with bi-directional 
flow pipes), the user can replace the 
capital cost coefficients of the gravity 
flow pipes (for pipes with reverse flow) 
by the estimated annual cost of the 
control devices; thereby legitimizing 
double counting. A second run of the 
prob lem would then indicate whether or 
not the flow should be b i-direc tional. 
One way to investigate the effect 
of pipes with reverse flow on the 
solution space, is/to solve the problem 
once with the flow in one direction and 
then with the flow in the opposite 
direction. The information gained from 
the two solutions can provide a guide to 
subsequent solution when bi-directional 
flow is considered. 
The double counting problem, in the 
HIP problem version, can be prevented by 
constraints of the form: 
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MIN F = W 
s. t . : 
W - Fji * Yji 0 
That is, for each proposed S1ze with 
reverse flow, the capital cost co-
efficients (Fij and Fji) as well as 
the binary variables (Xij and Yji) 
are removed from the objective func-
tion and written into the above new 
constraint forms. The artificial 
variable (w) is then minimized. The 
above constraints, however, do not 
compl etel y solve the problem since the 
cost of hydraulic devices is still not 
included. 
A somewhat more sophisticated logic 
(within CALCFG) would have to be devel-
oped to achieve a similar resul t in the 
continuous problem verS10n and in the 
discrete version solved by reduced 
gradient search. 
CHAPTER VI II 
THE APPLICATION PROBLEM 
General 
The system optimization modeling 
outl ined above was appl ied to an illus-
trative problem for the following 
purposes: 
1. Test the Generator's capability 
to correctly generate the various MPS 
files, the CALCFG subrout ines, and the 
network design files. 
2. Illustrate the procedure 
followed in adjusting the capital 
and variable cost coefficients of the 
discrete problem versions following the 
init ial solution. 
3. Ascertain the reliability of 
the newly developed solution methods 
(the nonlinear discrete, the objective 
bounding, and the continuous versions) 
in determining the optimal solut ion for 
a relatively large problem. 
4. Examine the relative efficiency 
of the alternative solution methods 
in terms of CPU time savings and 
effic ienc y. 
5. Document the computational 
experiences encountered. during the 
solution of a typical problem. 
The selected application problem is a 
reasonably accurate representation of 
using existing and potential sources to 
supply projected demands (year 2000) for 
23 communities in Cache Valley, Utah. 
The data were obtained from Hughes 
et al. (1976) and from unpublished 
references. However, costs were not 
available for some items such as depths 
and elevations of wells and the site 
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development costs for springs, and were 
estimated from existing facilities at 
nearby nodes. Nevertheless, for the 
Cache Valley problem this is still a 
good representation of a reasonably 
large system in a realistic world 
setting. 
Problem Specifications 
The network (Figure 11) consists of 
74 nodes of which 23 nodes are demand 
centers, 2 nodes are collection points, 
and the remaining nodes are proposed 
wells (17), proposed springs (2), 
proposed treatment plants (I), existing 
wells (15), and existing springs (15). 
The number of proposed pipes is 51 of 
which only one pipe (number 1) has 
the reverse flow option. The number of 
existing pipes is 30. 
Of the 51 proposed pipes, 23 are 
interzonal. There are no existing 
interzonal pipes. The application of 
the study, therefore, is to investigate 
the benefits of regional izing the water 
supply network of the area. 
There are three main demand sea-
sons: the peak day season, the summer 
Season (June through September), and the 
winter season (October through May). 
The peak day demand was assumed to occur 
dur ing the summer season with a demand 
that equals the average daily demand 
during the summer divided by 0.7. 
The Solution 
The prob lem spec i f ic at ions are 
given in the INPUT.DAT file shown 
in Appendix B, Table 36. Notice the 
following: 
(65) 
[68]/ 
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(~(66) 
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Figure 11. Schematic illustration of the application problem's network. 
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1. The parameter QRATIO will be 
computed by the Generator since it was 
not specified in the INPUT.DAT file. 
2. Onl y one pipe mater ial wa s 
allowed and the continuous cost function 
of pipes (Equation 12) is to be used in 
computing the cost per foot for each 
proposed pipe. 
The Generator was then run without 
any changes in the cost equations (i.e., 
the defaul t values were used). Solu-
tions by all four methods were re-
quested. All eight output files (Figure 
8) were generated. On the VAX-II, the 
run time was about 53 CPU seconds. 
Because of the voluminous nature of the 
MPS files (more than 100 pages each) 
only partial listings of the objective 
bounding and nonl inear continuous MPS 
files (files OBJ.BND and NONLIN.CON) are 
given in Appendix B, Tables 37 and 38. 
The remaining discrete version MPS files 
(MIP.MPS and NONLIN.DIS) are similar to 
the OBJ.BND file. Three of the other 
four files, hO'Wever, are shown in full 
in Append ix B, Tables 39-41. (Also see 
AI-Eryani 1985.) 
Solution of the continuous version 
After generating the needed files 
for solution with continuous cost 
functions (the MPS file, NONLIN.CON, and 
the nonlinear function subroutine, 
CALCFG.CON) the next steps are to rename 
CALCFG.CON to CALCFG.FOR, compile the 
latter, and link it to MINOS. The link 
command is system-dependent, but its 
form is illustrated by the command on 
the USU VAX-II which is: 
$ LINK/EXE=MINOS CALCFG, [KIM. 
MINOS] VAX2, VAX3, VAX4, VAXI 
Next, the MPS file (NONLIN.CON) is 
assigned to the input unit of MINOS 
(FOR005), any desired name (e.g., 
NONLIN.OUT) is assigned to the out-
put unit (FOR006), and MINOS is run. 
One .kind of problem encountered 
in running MINOS is illustrated by 
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an undefined exponentiation error-
message at line 26900 of CALCFG.FOR that 
occurred when one of the nonlinear 
variables (the flows, or Xs) was a very 
small negative number (-1.5 * 10-16 ) 
'Which could not be raised to fractional 
power. This problem, caused by a lack 
of precision in the computing system, 
was overcome by inserting the FORTRAN 
statement of line 26810 (shown under-
lined in AI-Eryani (1985), Table 42 of 
Appendix C). 
Another problem is that the gradi-
ents of some of the cost funct ions 
are not defined when the flow (X) is 
zero. For examcle, the general cost 
equation C = ax has values for b of 
Ie sst han 1. Th e de r iva t i v e C I = 
abxb- l , and the gradient's exponent 
(b-I) is negative. Hence, the gradient 
at X = 0 is infinity. In this case we 
have taken the number 108 to represent 
an infinite gradient as shown in the 
subroutine file (CALCFG.CON) the user 
may face problems with the convention 
and it may be necessary to adjust this 
number if MINOS exits with an error 
message. 
Other difficulties were encountered 
When more than four consecutive pipes in 
the input data file were allowed to have 
the reverse flow option. To avoid this 
problem, the user should re-arrange (not 
renumber> the pipes in the input data 
file so that each two, or so, pipes with 
reverse fl ow are fo llowed by a pipe 
without reverse flow. 
Because of these possible problems, 
solution of the problem formul ated with 
continuous cost functions may require 
the user to be more involved in the 
solut ion process. The above areas of 
trouble should be the first to be 
examined if the user faces difficulty in 
obtaining a solution. 
Hav ing corrected the undefined 
exponentiation problem, by setting 
X to zero in 1 ine 26810, the sub-
routine was re-compiled and re-linked to 
MINOS. This time a format probl em was 
encountered while MINOS was writing the 
optimal solution into the solution file. 
This probl em may be encountered in any 
of the 0 ther so 1 ut ion me thods. To 
correct it, the user should insert 
the following two commands into the 
SPECS portion of the MPS file: 
SOLUTION NO 
SOLUTION FILE 6 
These two commands instruct MINOS to 
print the solution file in E-format 
instead of the defaul t fl oating-point 
format. These commands were not built 
into the Generator since it is generally 
more convenient to read fl oating-point 
numbers than E-format ones. 
The compilation, link, and run time 
of the cont inuous version problem were 
33, 11, and 77 CPU seconds, respectively 
(a total of 121 seconds or about 2 
minutes). Partial listing of the 
solution file and the complete con-
tinuous version network design file 
(file CONT.DSN) are shown in Appendix B, 
Table 42. Notice the following: 
1. The objective function value in 
the solution file consists of a linear 
part (existing facilities) and a non-
linear part (proposed facilities). The 
nonlinear part is not adjusted for 
standard sizes of pipes. The adjusted 
nonlinear part is printed at the 
end of the CONT.DSN file. Therefore, 
the actual objective function value is 
the sum of the linear part (5.78919 x 
104 ) plus the value in the CONT.DSN 
file (1.552605 x 106) or a total of 
1.610497 x 106 . 
2. The costs Fl, F2, and F3 in 
CONT.DSN are the annual pipe costs, 
the annual pump costs, and the seasonal 
energy costs, respectively; while C1, 
C2. and C3 are the same costs computed 
using the standard pipe size. 
Solution of the discrete versions 
Since the initial variable (and 
possibly the fixed) cost coefficients of 
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the disc rete problem versions are based 
on an estimated flow, the solution 
process of these versions is iterative. 
There are two important impl ications of 
this fact. First, as the number of 
iterations needed for convergence 
increases, the significance of any CPU 
time savings increases. Second, and 
perhaps most important, is that follow-
ing the adjustment of the initial basis 
cost coefficients, the basis remains 
essent ially unchanged in subsequent 
iterations. The reason is that the cost 
of the facilities that were not in that 
initial basis (and whose coefficients 
were not adjusted) become relatively 
high. The improvement in the objec tive 
function during subsequent iterations is 
mainly due to two things: complete 
el imination of some of the existing 
facilities of the initial basis and 
larger use of the existing facilities. 
As are s u 1 t 0 f t his sec 0 nd poi nt, 
convergence to the optimal solutions 
becomes relatively rapid (within few 
iterations). In addltion, a locally 
optimum solution whose cost coefficient 
has been adjusted cannot be expected 
to produc e the global opt imum when 
supplied as a starting basis to a search 
algorithm such as the branch and bound. 
Only the initial basis (before adjust-
ment) can be used for this purpose. 
This will be clear when we discuss the 
solution of the MIP problem version. 
The mixed integer programming (MIP) 
version. This problem version had 119 
integer variables. The optimization 
package used in finding a solution was 
LINDO. Table 14 summarizes the solu-
tion's progress with CPU time. 
Following the last (initial) 
solution, the search for a smaller 
value for the objective function was 
continued for an additional 130 minutes, 
but no better optimum was obtained, and 
the search was aborted. As indicated by 
solution of the other problem versions, 
this solution is not the global optimum. 
Having obtained an initial solu-
tion, it was reviewed for ways to cut 
Table 14. Progress of the initial solu-
tion of the MIP problem ver-
sion with CPU time. 
CPU time from start Objective function 
value 
Minutes Seconds ($106 ) 
2 0 2.185 
4 1 2.021 
22 35 1.968 
25 19 1.885 
26 56 1.698 
27 19 1.697 
costs by adjusting the cost coeffi-
cients. In this procedure, each pro-
posed nondegenerate facility (one with 
an activity level greater than zero) is 
examined with the objective of: a) 
reducing its capacity if in fact the 
facility is oversized, and b) adjusting 
its var iab Ie cost coeffic ient. Since 
most of the nondegenerate facilities 
were oversized, the cost coefficient 
adjustment procedure used is different 
from that outlined in Chapter VII (under 
the section on recomputing the objective 
function value after the first solu-
tion). To give a numerical exanple of 
this procedure, consider the partial 
listing of the MIP' s initial solut ion 
basis shown in Table 15. 
For proposed pipes, the adjusted 
capacities are based on the maximum 
average daily flow during each season. 
For instance, the capacity of PP004A is 
based on the peak season flow (Season A) 
while that of PP017A is based on the 
flow during Season B. The adjusted 
capacities were made slightly higher 
than needed to investigate the possi-
bility that a pipe becomes more attrac-
tive during subsequent solution runs. 
The PKDADJST factors were computed using 
the average daily flow. Consequently, 
the Generator c omput es the v ariab Ie 
(energy) cost coeffic ients based on 
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the average daily flow rather than the 
actual seasonal flows. This is a rather 
rough approximation since the fr ict ional 
head loss is flow-dependent. However, 
generally speaking, the error involved 
can be serious only when the pipe is 
used during the two main seasons (B and 
C) and the daily flows are greatly 
different dur ing those two seaso ns . 
The current version of the Generator 
doesn't permi t easy correct ion of this 
error but, if desired, the user can 
do so by manual computation of the 
seasonal energy cost and insertion of 
the corrected coefficients into the 
MPS file. 
For proposed wells, the capital 
cost may be adjusted by reducing 
the well's dianeter. The user should 
have a general idea of what the diameter 
should be for any given flow. 
There were no proposed springs or 
treatment plants in the initial solution 
basis but the procedure to correct the 
capital costs of such facilities should 
be obvious. 
Once the above adjustments are 
figured, they are incorporated into 
INPUT.DAT file. The PKDADJST factors 
are written as elements in a two dimen-
sional array whose firs t and second 
subscript s are the pipe and alter-
native number, respectively - e.g., 
PKDADJST(4,1). The user may also want 
to reduce the number of binary decision 
variables by reducing the number of 
alternatives of the basic proposed 
pipes. This was done in all the cost 
adjustments made for the application 
problem including those of the other 
disc rete vers ions. 
The next step is' to run the Gener-
ator, requesting the MIP problem ver-
sion, then access LINDO and solve the 
modified problem. The entire procedure, 
i.e., modifying the costs, running the 
Generator and solving by LINDO, is 
repeated until the solut ion converges; 
that is, until no more cost coefficients 
need to be adjusted. Notice that with 
J 
Table 15. Partial listing of the basis in the initial solution of the MIP problem version. 
Seasonal flows (MG) Adjusted PKDADJST = 
Init ial Average daily capacity (1) 
capacity Season A Season B Season C flow (MGD) (MGD) 
Basis (MGD) (1 day) (122 days) (243 days) (1) (2 ) (2) * QRATIOa 
XPP004A 3.1 0.347 20.496 0 0.1695 0.35 0.9804 
XPPOllA 3.1 0.331 17.568 0 0.1455 0.35 0.8419 
.XPPOl2A 8.5 0.640 0 0 0.64 0.65 1.9938 
XPP017A 3.1 0.075 20.984 27.945 0.1343 0.18 1. 5103 
XPW064A 2.58 2.472 41. 968 0 0.3613 2.5 NAb 
ClO 8qRATIO = 0.49385. It is read from DISC.DSN (Appendix B, Table 39). 0 
bNA = Not applicable. 
each Generator run, a new DISC.DSN file 
that contains the modified capacities 
and variable costs is generated. 
The above outl ined procedure was 
followed for the MIP problem version. 
Table 16 summarizes the solution pro-
gress with CPU time. Unlike the other 
discrete versions, the MIP solution 
procedure was found to converge rapidly. 
No more than two iterations were needed 
following the initial solution. There-
fore, the total CPU time for the MIP 
problem version was about 33 minutes. 
As pointed out earlier, the solution is 
locally optimum and a much larger CPU 
time would have been needed for the 
global optimum. 
The columns section of the solution 
file and the INPUT.DAT file of the last 
iteration are shown in Appendix B, Table 
43. The 1 atter shoul d serve as an 
example of the input data format of the 
modified discrete versions. 
The objective bounding version. 
The lower and upper bounds (Zl and Zu) 
on the objective function of the initial 
problem (with the variable and fixed 
cost coefficients unmodified) were 
$0.373 x 106 and $2.179 x 106 , respec-
tively. The run time of the objective 
bounding procedure was 117 CPU seconds 
for Zl and 113 CPU seconds for Zu' 
Furthermore, none of the degenerate X 
variables in the lower bounds basis 
entered the basis when the upper bound 
was run. Hence, the bases of Zl and 
Zu were identical, and only two runs 
(one for Zl and another for Zu) were 
needed. However, the identical bases 
for the lower and upper bounds basis is 
a special case that cannot be expected 
to happen in every problem. 
The modified objective bounding 
method. The above bounds can be thought 
of as global ones since they are based 
on the initial unmodified cost coeffi-
cients. On the other hand, if the 
object ive bounding procedure is carried 
out for a specific basis, whose cost 
coefficients have been modi fied, local 
bounds wi 11 be obtained. Such bounds 
are desc ribed as local since they are 
based on a specific basis. 
One of the best solut ions of the 
appl ication problem was a solution 
derived as follows: 
a. Starting with the lower global 
bound solution, modify the capacity and 
variable cost coefficients as usual. 
b. Solve the modified problem 
as a standard LP problem without 
reg a r d tot he fix e d cos t s, i. e . , 
as if the fixed costs are propor-
tional to the used capacities. This 
is identical to the procedure of 
Table 16. Solution progress of the modified MIP problem version with CPU time. 
CPU time Objective 
Iteration function value 
number Minute Seconds ($ ) Remarks 
0 27 19 1,697,000 Initial 
solution 
1 5 40 704,158 Converged 
Grand total 32 59 
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-" 
obtaining a lower bound in the SLA 
method. 
c. Examine the solution obtained 
in (b) and 
1. If this solution has con-
verged, set the objective function 
obtained in (b) to Zl and go to 
step (d), 
2. Otherwise, modify the cost 
coefficients and go to step (b). 
d. Fix the X (and Y) variables in 
the basis of Zl to 1 and solve to 
obtain Zu' 
This procedure is slightly differ-
ent from the objective bounding pro-
cedure in that the degeneracy effect is 
handled while working with the lower 
local bound. Therefore, the first three 
steps in this procedure cause the 10'Wer 
bound to increase while the last step 
(d) produces the actual total cost of 
the lower bound basis. A graphical 
illustration of the object ive bounding 
procedure and its modified form is given 
in Figure 12. 
When the above procedure was 
appl ied to the appl ication problem, the 
solution proceeded as shown in Table 17. 
Thus, the total CPU time (including the 
global bounds) was about 8.6 minutes. 
The nonlinear discrete versions. 
The appl icadon prob lem was solved 
using the two transformations of this 
version (i.e., the transformations of 
CALCFGl.DIS and CALCFG2 .DIS). The 
following discussion is organized 
accordingly. 
Solution using the transformation 
of CALCFGl.DIS. The canpilation, link, 
and run times of the initial problem 
using this transformation were 5, 10, 
and 118 CPU seconds, respectively (total 
of 133 seconds). Portions of the file 
are shown in Appendix C of AI-Eryani 
(1985). The fictitious objective 
function of this solution was 9.4078 
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x 106 which consists of a nonlinear 
component of 9.1648 x 106 and a linear 
component of 2.4296 x 105 . The reason 
this value is desc ribed as fictitious is 
that some of the build/no build vari-
ables of proposed facilities (the Xs) 
are fractions of 1 and, hence_, the cost 
of such facilities is larger than what 
it would have been had the XS been set 
to 1. The next page of the solution 
file AI-Eryani (1985) (Appendix C, Table 
47) shows the actual objective function 
value which is 2.2352 x 106 , This is 
the sum of the real nonlinear part and 
the linear part. The columns section of 
the solution fil~ shows the build/no 
build decision variables of the proposed 
facilities and the activity levels of 
the flow variables (Qs and Zs). The 
interesting thing to notice is that the 
production from some of the proposed 
facilities which have their Xs at 1 is 
zero. That is, some facilities are 
needlessly built. This problem is 
perhaps related to the precision of the 
solution algorithm. That is, such 
facilities might have been used in 
previous iterations but their Xs 
'Were not set to zero when the optimal 
solution was reached. For this reason, 
the user needs to carefully examine each 
facility and manually subtract the 
capital cost of unused facilities. In 
the appl ication problem, such facilities 
are: PP024A, PP041A, and PW024A. Their 
capital costs are those of elements 
number 51, 61, and 89 of the cost array 
of CALCFGl.DIS (Table C-5). Therefore, 
the actual objective becomes 2.2352 x 
106 - (19,656.36 + 31,511.58 + 7213.471) 
= 2.1768 x 10 6 . Notice that this 
value is about the same as the upper 
global bound. 
Next, the cost coefficient adjust-
ments were performed and the INPUT. DAT 
file was modified accordingly. Sub-
sequently, the Generator was run re-
questing the NONLIN.DIS MPS file. The 
modified version was then solved and the 
cost of unused facilities was sub-
tracted. The procedure was repeated 
until convergence occurred. Table 18 
summarizes the results. 
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Table 17. Progress of the modified objective bounding procedure with CPU time. 
CPU time Objective 
Iteration function value 
number a Minutes Seconds ($) Converged 
1 1 41 609,569 No 
2 1 44 627,613 Yes 
3 1 23 643,168 Yes 
aFollowing the initial global bound. 
Table 18. Solution progress of the nonlinear discrete problem version uS1ng the 
transformation of CALCFG1.DIS. 
Total a CPU time The netb objective 
function 
Iteration Minutes Seconds ($106) Remarks 
a 2 13 2.1768 Initial solution 
1 2 16 1.4525 Converging 
2 2 15 1.1298 Converging 
3 2 20 0.9925 Converged 
Grand total 9 4 
aIncluding the compilation and link times of CALCFG. 
bThe cost of unused facilities already subtracted. 
Solution using the transformation 
of CALCFG2.DIS. The solution procedure 
using this t'ransformation was identical 
to that of CALCFG1.DIS with the follow-
ing exceptions: 
1. There were no unused facilities 
in the nondegenerate basis. 
2. The transformation of CALCFG2. 
DIS was modified to: 
T(I) = (COST(I) * X(I»/(X(I) 
+ 0.0001) 
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The modification of the trans-
formation was needed to overcome a 
wrong-gradient error message which 
was encountered when the original 
transformation was used. Apparent-
ly, the original transformation of 
CALCFG2.DIS can run into trouble when 
used for large problems. This may be 
due to the fact that the gradient of 
the original transformation goes to zero 
as X goes to zero. Table 19 summarizes 
the results of this transformation's 
solution. 
Table 19. Solut ion progress of the nonl inear disc rete problem vers ion usmg the 
modified transformation of CALCFG2.DIS. 
Total a CPU 
Iteration Minutes 
0 2 
1 2 
2 2 
3 2 
Grand total 8 
time 
Seconds 
11 
13 
18 
06 
48 
Ob jec t ive 
function 
($106 ) 
1.7712 
0.8910 
0.8920 
0.8845 
Remarks 
Initial solut ion 
Converging 
Converging 
Converged 
alncluding the compilation and link times of CALCFG. 
Discussion of Results 
Provided that the problem is small 
enough to obtain a global optimum within 
a reasonable CPU timet the MIP approach 
is the preferred choice. However t the 
test application clearly demonstrates 
that present computers take too much 
time on large problems; and t consequent-
lYt there is an urgent need for computa-
tionally efficient solution methods that 
approximate the global optimum. 
A graphical summary of the objec-
tive function values and run times for 
various solution methods is shown in 
Figure 13. A few general conclusions 
can be drawn from this figure. 
1. The best solut ion, wi th an 
objective function value that is about 9 
percent less than that of the final MIP 
objective function, is obtained by the 
modified objective-bounding procedure in 
about one-fourth the CPU time needed for 
the MIP version. 
2. Transformation 2 (with CALCFG2. 
DIS) produces better results than does 
transformation 1 (CALCFG1.DIS). The 
poor results with transformation 1 may 
be due to the overwhelming burden 
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that the fractional values of X (or 
y) place on .the objective function. 
In other words, the fractional Xs 
(or Ys) may mask the true objective 
func tion. 
3. Of all the solution methods, 
the continuous version's solution 
takes the least CPU-time but is a 
very bad solution. This demonstrates 
the potential dangers associated 
with gradient searches which do not 
guarantee global optima. More appl i-
cations are needed before generalizing, 
however. 
Th e ab ove compar i sons do not 
include the CPU time needed for gener-
ating the modified MPS files. They 
were not included because they were 
small (less than 15 CPU seconds per 
run) and common to all discrete ver-
sions. 
Computational Experience 
Most of the manual work in obtain-
l.ng a solution is in: 
1. Keeping track of the various 
input and output files t particularly 
following the initial solution. 
(II 
> 
'T"4 
... 
(J 
(II 
.,.., 
,.Q 
o 
2.5 
2.0 
1.5 
1.0 
Initial nonlinear discrete 
(transformation 1) 
~ 
8 X"IIf-- Obj ective bounding method 
(CPU of Zu and Zl) 
.--Initia1 nonlinear discrete 
+ (transformation 2) 
e ..... 
Continuous version 
Final nonlinear discrete 
.(transformation 1) 
8 
0 .... MIP ini tia1 
+-.- Final nonlinear discrete 
(transformation 2) o +- MIP final 
X -.- Modified obj ective-bounding procedure 
.50~--------~------~~------~~------~~------
o 500 1000 1500 2000 
Run-time CPU seconds 
Figure 13. Comparison of various solution methods for the application problem (MIP 
final does not mean global opt imum; the search was terminated before 
exhaustion of all branches), 
2. Adjusting the cost coefficients 
and inserting the adjustment factors 
into the INPUT.DAT file. 
Organization of the solution 
procedure is extremely important. For 
this reason, the user may want to 
prepare a solution sheet for each 
iteration of each solution method. The 
sheet would contain a list of the 
nondegenerate variables, the seasonal 
flow in (or output from) that variable's 
facility, the average seasonal flow, the 
adjusted capacity (if needed), and the 
PKDADJST factor. The names of the 
various input and output files asso-
ciated with each iteration should also 
be included in that sheet. 
A lot of work can be saved if 
the user is well acquainted with 
the problem that is being solved. 
Familiarity with the pipe locations, 
their type of flow (gravity vs. pump-
ing) can save considerable time. For 
instance, the PKDADJST factors need 
not be computed for the gravity flow 
pi pe s . 
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CHAPTER IX 
CONCLUSIONS AND RECOMMENDATIONS 
Conclusions 
The two main objectives of this 
research were the development of 
a matrix generator and the derivation 
and testing of approximate solut ion 
methods that can be used for especially 
large problems. Both objectives have 
been accomplished. 
The computational experience gained 
during the solution of the appl ication 
problem and several other smaller 
problems has provided an invaluable 
insight into the complexity of the 
problem and consequently, the difficulty 
of obtaining a good solution. 
A major conclusion that the various 
test problems suggest is that the 
primary emphasis should be placed on a 
good formulation of the problem. The 
complexity of the network arising from 
the interzonal trans fers, the fl ow 
collections, and the need to incorporate 
a suf f ic ient number of al ternat ive 
capac ities (of pipes and sources) can 
sometimes be overwhelming, particul arly 
for large problems. If these complexity 
factors are not well thought out, a 
globally optimum solution of the result-
ing poorly formulated problem may be 
worse than a locally optimum solution of 
the same, but well formulated, problem. 
Hence, the above mentioned factors 
should be given their fair share of 
time and effort during the problem 
formul ation. 
Numerous other conclusions can be 
drawn, namely: 
1. A distinctive feature of the 
method is that the alternative sizes of 
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pipes and pumps are not selected by 
simple rules of thumb such as maximum 
velocity, but rather by an explicit 
balance between the energy and capital 
cost. The pre-optimization process 
during which this selection is made is 
unique to this Generator and is a 
significant contribution to the method-
ology of formulating and solving the 
probl em. 
2. As demonstrated by Figure 13, 
program selection of local optimums is a 
serious problem. Some local solut ions 
are far from the global optimum. An 
important contribution of this study is 
that it offers alternative solution 
methods and, hence, increased . .! ikelihood 
of finding a satisfactory solution. 
3. The Generator greatly simpli-
fies modification of a network's MPS 
file. This feature should be exploited 
to check solutions which intuitively 
seem unacceptab le. For instance, a 
local optimum given as a solution may 
intuitively appear too expensive (due to 
selection of some expensive facilities 
~ich could be substituted by other less 
expensive ones). Such an hypothesis can 
easily be checked by eliminating the 
expensive facilities from the input data 
file and re-solving the problem. 
4. The magnitude of CPU time 
savings in one solution method over the 
other is largely dependent on the 
problem itself. In general, however, 
the continuous solution method requires 
the least CPU time while the MIP method 
requires the most. The CPU time for the 
objective bounding and the nonlinear 
discrete versions are intermediate 
between these two extremes. 
5. For large sys tems (req ui ring 
100 or more integer variables), the 
cont inuous probl em ver sion c an save 
as much as two orders of magnitude 
in CPU time (compared to the MIP 
version) . The disc rete versions may 
save an order of magnitude or so. As 
pointed out in (0, the exact savings 
are probl em dependent. Despite the 
potential weakness of the continuous 
approach (getting trapped in local 
optima), it may still be useful if used 
in a different mo'de. For example, 
because of its e ffic ient computational 
characteristics it could be used to 
rapidly (cheaply) answer many "what if" 
questions where intuitive partial 
solutions are forced. 
6. The e f fec t 0 f s uc h fac tors 
as the interest rate, the cost of fuel, 
and the escalating energy factor should 
rut be overlooked. These factors can 
have a dramatic effect on the solution 
and) hence, they need to be carefully 
selected. 
7. The principal functions of the 
Generator are two: preparing the MPS 
files, and computing and incorporating 
the cost coefficients into the MPS (and 
subroutine) files. The second function 
can be overridden by editing the MPS 
file. This feature is extremely useful 
in manually adjustin~ the cost coeffi-
cients during the iterative solution 
process of the discrete versions. The 
need for manual adj ustment may arise 
when the seasonal variable costs cannot 
be satisfactorily approximated by an 
average cost. 
8. In the iterative solution 
process of the discrete versions, 
the rapidness of solution conver-
gence is dependent on the method of 
so lut ion. The MIP version seems to 
converge faster than the other discrete 
versions. Further, the nonlinear 
discrete version of CALCFG2.DIS will 
generally converge in fewer iterations 
than the objective bounding version or 
the nonlinear discrete version of 
CALCFGl.DIS. 
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Rec ommendat ions 
1. The Continuous Method: 
Solution should always begin 
with the continuous problem version. 
The required amount of work (and CPU 
time) is small (compared to the other 
methods), and the solution may be among 
the best. In one test problem (not 
reported here), the continuous version's 
solution was better than the locally 
optimum solution of the MIP version with 
a CPU time ratio of 1/270. 
2. The Objective Bounding Method: 
The objective bounding and its 
modified procedure should be tried 
next. Solution of the objective bound-
ing version is extremely useful in 
providing an insight into the relative 
attractiveness of each facility. 
3. The Nonlinear Discrete Method: 
Solution of the nonlinear discrete 
version (using the transformation of 
CALCFG2.DIS, or its modified form) 
should be the next in succession. The 
transfonnation of CALCFG2.DIS is pre-
ferred over that of CALCFGl.DIS because 
it does not involve any cost subtraction 
of unused facilities and also because it 
will probably yield a better solution. 
4. The HlP Method: 
For problems that cannot be com-
pletely solved using the MIP fonnula-
tion, it may be worthwhile to still use 
the MIP solution package to examine as 
many extreme points as possible. The 
solution obtained using this method may 
be among the best (as was the case in 
the appl ication problem) al though this 
may not be true for every problem. 
5. Further research is needed in: 
a. Automating the objective 
bounding procedure of the initial 
solution by exploiting the various 
basis files that MINOS generates during 
the solution (e.g., OLD BASIS file, 
DUMP/LOAD files, etc.). 
b. Automating the cost adjustment 
procedure by a suitable FORTRAN sub-
routine (within the Generator) that 
accesses the solution file and adjusts 
the input data accordingly. 
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c. A more sophist icated, and 
perhaps better, version of (b) will read 
the seasonal flows in the last solution 
file and compute the exact seasonal 
variable costs then wr ite it into the 
MPS file. This will correct the approx-
imation problem of the variable costs In 
the iterative solution procedure. 
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Appendix A. Cost Calculations for 
Water Treatment Plants 
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Figure 14. General contractor overhead and profit as percent of total construction 
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Table 20. Design criteria and cost calculation for a 70 gpm package complete 
treatment plant 
5y.tea and de'ign criterl. 
rackase rav vater pumping facilitiea 
Package compl,te treatment plant, 
5 gpa/ft 
Steel backv.sh/clearvell tank 
'ackace high .ervlce puapinc atatlon 
Sand dry Inc beda 
Subtotal (-18 price.) 
(-82 pricea) 
Sitework, interface piping. roada 
@ 51 
Subsurface consideration. 
Standby power 
Total conatructlon 
Ceneral contractor-a overhead and 
proUt @ 12% 
Subtotal 
Engineering @ 101 
Subtotal 
Land, 0.25 acre a @ 52.000/acre 
Legal, flocal. and ad.lnlatratlve 
Intereat during conatructlon - 71 
Total eapltal coat 
aModlfled froa Cumeraan et al. (1979a). 
Figure 
Rucbera· 
Dealgn Conatruction Operatlns 
para .. ter coat parameter 
SO, 51, 52 105 Ipm 
2, ) 4 70 gpm 
.56 lS,OOO Cal 
53, 54, 55 105 gpa 
66, 61, 68 500 ft 2 
$15,650 
81,290 
1.5,950 
11,810 
~ 
133,410 
179,110 
8,950 
o 
o 
188,060 
22,570 
210,6)0 
21,060 
231,690 
500 
7.000 
~ 
243,8'.10 
SO spm 
so lpa 
SO gpa 
500 ft 2 
"Note: Filur .. nuaben rehr to lIaneen ot a1. (1919). 
Energy 
(kw-hr/yr) 
5.800 
58,140 
0 
1,170 
__ 0 
11,110 
Diesel Halntenance 
Fuel 
(gal/yr) 
0 
0 
0 
0 
40 
40 
•• te-cial 
($/yr) 
60 
6~0 
0 
)0 
20 
750 
Labor 
(hr/yr) 
54 
1.705 
0 
104 
--1ll 
2,118 
J 
I-' 
o 
o 
Table 21. Design criteria and cost calculation for a 350 gpm package complete 
treatment plant 
S7It •• and dell,n crlterll 
Plckaae rlv vlter puaplna flCllltl.1 
Plcka,e co.plita tr.ltaent pllnt, 
5 sp-Ift 
St.el blckvash/clearvell tlnk 
PlcklSe bl&h lervlce puaplna atltlon 
Slud&e devlterlna llaoon 
Subtotll (-18 prlcee) 
(-82 prlcee) 
Slt.vork, lnterflce plp1na, roadl 
@ 5% 
Sub.urfac. conllderltlona 
Standb7 pover 
10tl1 conatructloR 
Cenlral contractor'a overhead Ind 
proU t I! 12% 
Subtotal 
En&ln •• rln8 @ lOX 
Subtotal 
Lind, 0.45 Icrel @ $2,OOO/lcra 
LeSII, fllcal, and IdalnlltrltlVe 
Interelt durlna conltructlon - 7% 
Totll clpltal COlt 
IModlfled fro. C ....... n .t II. (1979a). 
flgure 
number.· 
50, 51, 52 
2, 3, 4 
56 
53, 54, 55 
61, 64, 65 
Dulgn Conu rue t1 on 
para •• ter 
500 Ifa 
150 gp. 
100,000 Cil 
500 Spa 
15,000 ft' 
Coat 
$21,280 
181,690 
84,430 
16,570 
-.!...!1! 
111,690 
418,270 
20,920 
o 
o 
439,190 
52,100 
491,890 
49,190 
541,080 
900 
10,800 
~ 
571,780 
'Note: Fl&u," nuabe," ref.r to "Inlen et al. (1979). 
Dluel Maintenance 
Operating Enercy fuel .a,erhl llbor 
par •• eter (k.v-hr/yr) (cal/yr) ($/yr) (hr/yr) 
245 gp. 28,460 0 110 1) 
245 ,pa 160,210 0 1,630 2,940 
0 0 
° ° 
245 ap. 44,nO 0 40 123 
12,000 ft'/7r ___ 0 
---.!.ll 70 -ill. 
233,020 ISS 1,850 3,254 
J 
..... 
o 
..... 
Table 22. Design criteria and cost calculation for a 700 gpm package 
complete treatment plant 
Sy.te. Ind destcn criterll 
'"ckace rlw v.ter puaplnl facilitle. 
'ackage compltte treat.ent pllnt, 
5 Ipm/ft 
Steel baekva.h/clearvel1 tank 
rlckace high aervice pumping atatlon 
Sludge dl.poaal - .anltary .ever 
Subtotal (~78 prleee) 
(,82 pricII) 
Sitework, Interface piping, roada 
@ 51 
Sublurlace c:onalderatlone 
Sundby pover 
Total conltruetlon 
Ceneral contractor'a overhead and 
proUt @ 12% 
Subtotal 
Englneerlna @ 10% 
Subtotal 
tlnd, 0.6 acrea @ $2,OOOI.cre 
Legal, II.e.l, .nd .d.lnlltr.tlve 
lnter •• t durlnc con.tructlon - 7% 
Total caplt.l coat 
"Modlfled lro. Cu.eraan et .1. (1979.). 
Flcure 
nUllbeu" 
SO, 51, 52 
2, 3, 
56 
53, 54, 55 
Dedgn 
para.eter 
1000 Ill'. 
700 gP'" 
Connructlou 
cost 
SH,llft' 
270,800 
250,000 g.l 195,490 
1000 lip. 21,110 
1000 gpd ___ 0 
520,800 
698,870 
34,950 
0 
___ 0 
733,820 
88,060 
821,880 
82,190 
90.,070 
1,200 
18,000 
43,000 
966,270 
"Note: Fllu.e n .. aber. reler to Banaen et .1. (1919). 
OperlUng 
p"u.eter 
500 gp. 
500 gpm 
500 £pm 
700 gpd 
Energy 
(kv~hr/yr) 
58,100 
261,6l0 
0 
102,140 
___ 0 
421,870 
Maintenance 
118urtsl 
(S/yr) 
120 
2,2l0 
0 
50 
0 
2,400 
tabor 
(hr/yr) 
97 
l,593 
0 
0. 
0 
3,824 
J 
I-' 
o 
IV 
Table 23. Design criteria and cost calculation for a 1400 gpm package 
complete treatment plant 
SY'lea and d.alap criteria 
Packaae rav vater pu.pina tacilltl.a 
Packale coapltte treataent plant, 
5 apaltt 
Steel backvaah/clearvell tank; 
belov I 
Figure 
number .. • 
~O, 51, 52 
2, 3, 4 
207 
Package high aervlce pu.plnl atatlon 53, 54, 55 
Sludae dlapoaal - aanltary aever 
Subtotal ('78 prlcea) 
('82 prlcea) 
Sitevork, Interface ptplnl. roada 
@n 
Sub.urface conalderattona 
Standby power 
Total eonatructton coat 
Ceneral contractor'a overhead and 
proUt @ 12% 
Subtotal 
Engtneertng @ 10% 
Subtotal 
Land, 1.0 acrea @ $2,OOO/acre 
Leaal, flac.l, and ad.lntatratlve 
lottre.t durtnl conatructlon - 7% 
Total capital coat 
D~&tgn Conltructlon Operattna Eoergy 
par •• eter coat par~aeter (kv-hr/yr) 
2,100 IP. $47 ,000 1,000 IP" 110,000 
1,400 ap. 474,000 1,000 IP" 405,000 
560,000 gal 235,000 0 
2,100 gp .. 10,000 1,000 IP" 200,000 
2,000 gpd ___ 0 1,000 gpd ___ 0 
786,000 715,000 
1,054,750 
52,740 
0 
-.!! 
1,107,490 
1&900 
1,240,390 
124,040 
1,364,430 
2,000 
20,000 
71,000 
1,457,430 
Matnlenance 
.aterhl 
($/yr) 
160 
3,100 
0 
80 
__ 0 
1,340 
Labor 
(hr/yr) 
110 
5,000 
0 
140 
__ 0 
5,2~0 
.Note' Fllure nu.beta refer to Uanaen a,t d. (1979). except for Figure 207 vhlch 1a In Cu •• r.a" et .1. (l979b). 
Table 24. Design criteria and cost calculation for a 1 MGD direct filtration 
plant. 
Fl." •• O •• llft Con.ttvc.tlon 
'oly ••• hod ayae •• - 0.1 .,/1 
Rap1d .1" - 1 .1n •• C • 600 
Flo .... l&<1on - 20 1I1n., C - 80 
Ctavley tllerat10n - 5 ,pa/te l 
Filter .. d1& - a11<Od .. 41. 
Svrl Ace vlsl\ 
Sbutse 4tspo •• i - •• nl tary lewer 
1.000 a,/l 
Ada,ln1JCraclol\, i.bdtatory, .cuI 
... lncounce b.o1141n, 
S .. bcoeal ('78 prl ... ) 
('82 prl ... ) 
SLtwork. lncetllcl pipina. ro.el • 
• S1 
S",bl:.artlci con.ldlraciona 
Seudby pover 
Cenlral c.onCflctoc", overh •• d aCld 
prolle f 121 
S .. btotd 
$vbto,.l 
lad, 1 acro , H,OOO/a ... 
Le,.I, lhell. In4 14.1nlltrltlve 
lAt.r.,t tl"'r11\1 con,crueal." - 7: 
n",aber.* p.r ••• tat 
101, 202, 203 1.S .. ,d 
16, 17. 18 7 Ib/hr 
21. 22, 23 0.83 1,,/4a7 
1. 2, 3 11 11>/d&y 
SO, Sl, 52 92 fe3 
53. 55. 56 1,851 fe
' 
61. 68, 
" 
1'0 te2 
10 1'0 fe 2 
74, 75, 76 1'0 feZ 
71. 72, 13 1,.250 ap" 
80 20,000 gal 
108. 109. 110 1.5 .,d 
207 100.000 aal 
10 II'. 
%14, 215, 216 1.,d 
aModified fro. G~raan at al. (1919a). 
"Note: Fiaure au.bar. refar to Gu.ar .. n et a1, (1919.). 
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co.t 
527 .210 
19,900 
20,010 
13,600 
H,no 
38.410 
166.990 
8,140 
29.570 
42.100 
81.330 
30,41" 
47.600 
a 
2S,200 
566.100 
38.020 
0 
___ 0 
'98.490 
~ 
894.310 
89,930 
983,740 
2.000 
17. ~OO 
47.000 
1.050.240 
Kllntenanc:. 
Opcratln, Encr" a.ter t.1 Labor 
p.r.atcar ('v-hr/yt) (Sly.) (helyr) 
0.1 8,d 52,HO 100 SI! 
S.O lb/hr 9,260 70 62 
O.S Ib/day 25,310 260 196 
10 11>/d'7 10.660 1.550 '09 
92 tt 3 9,400 20 4S3 
l,8S7 tt3 6.290 440 13S 
1'0 t e 2 4' ,1'0 420 958 
a 0 0 
1'0 te 2 2.300 110 80 
1'0 tel 3.3S0 400 1S0 
0 0 0 
0.1 aad 61.%80 290 520 
0 0 0 
10 ,pm 0 0 0 
1 .,d 57,310 2,OSO 1,546 
181.810 6.410 5.019 
Table 25. Design criteria and cost calculation for a 5 MGD direct filtration 
plant. 
a.v ..,.ttr pvapln& - 100" tdn 
AI ... h.d ., .... - 20 .,/1 
Poly".' (ltd "1Ot •• - 0.1 ",,/1 
ChlorI •• ( .. 4 .y"U. - 2 ag/l 
lipid 01x - 1 ,dn., C - 600 
• FloccuhUon - 20 .tn., C • 80 
C .. yl.y ti1< ... 10n - , "alft2 
Surf.c. • ..,.I,h 
Sl .. d, •••• rl," h,oon 
AdalnlICr.tlon. llbor.tory, .nd 
:oAt •• enonu bulld!., 
S .. bto.al ("78 ,tic .. ) 
('82 pric .. ) 
Slu·vork, leurt.ce piplnl. 1'0.4. 
@ 'I 
Sub.utf.e. c.on.tel,rltlon. 
Sundbr povcr 
toC.1 COQ,cruettoA co.e 
Cenetal concr.eeor", ••• tn,.d Ift4 
, •• fU @ 121 
Subtotd 
tn,luerin, @ 101 
Sub.oul 
Lend, 1., I.t .. II S2 ,OOO/ •• ra 
Toc.l c.'pte.l co.t 
201, 202, 20) 
16, 17, lS 
21, 22. 23 
1. 2, 
'0, n, '2 
H, S4, 
" 
67. 68, 69 
70 
74, 75, 76 
11, 72, 73 
201 
108, '109, 110 
80 
173, 11~, In 
214, 21', 216 
D1e.,1 Kalnten.ftct 
D •• laft Con.tt'uctlon Opet.tln& tncray rutl •• e.erl.1 ldbot 
p ... u.er coat par •••• er (ltv-htl,r) (,dI1') ($/,r) (h,/yr) 
7.'0 -Cd 
l' lb/ll. 
531,000 
23,000 
4.1S Ib/d.y 20,170 
84 1b/d.,. 2',000 
464 tel 11,800 
9,2B~ fc
' 
93.000 
700 tt2 407,080 
700 tt2 25,720 
100 tt2 19,860 
3;470 'P" 65,18' 
'00,000 ad 13',000 
7.' .. ,d 
40,000 gd 
70,000, ttl 
, -ad 
62,000 
12S,OOO 
14,820 
~ 
1.1H,2JS 
1,"6,210 
77,310 
o 
a 
1.62l.'20 
19'. no 
1,Il8,l40 
181.830 
2,000,170 
3,000 
27 ,000 
ilS,OOO 
2,1",170 
3.S .. ,d 370,000 
17 lb/hr 10,200 
2.' IbId I, 25.'10 
'0 lb/day 20,,00 
464 tt 3 41,23' 
9.28' ttl 31.32' 
700 t. 2 1'1,8'0 
a 
700 tc2 9,640 
700 ft2 16,720 
l.' -Sd 18l,6l~ 
la, 000 
~ .gd no.ooo 
·1,016,61$ 
0 840 630 
0 7S 62 
0 220 200 
a 2.000 '00 
a 28 '00 
0 700 15' 
0 2,,~10 1.'00 
a a 0 
a 250 118 
a 1.100 no 
0 
0 700 600 
0 
29' 100 270 
lJ.!!!! ~ 
29' 11,6ll 1.69~ 
.HoC.: 'llur. nuabera refer to Cu.eraan at al. (1979a). 
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Table 26. Design criteria and cost calculation for a 10 MGD direct filtration 
plant. 
,oly ... feed .y .... - 0.1 .S/l 
Chlorln. foed .1 .... - 2 .sll 
"p14 .. Ix - 1 .IIl., C • 600 
Flo.euloC1on - 20 .1" •• C; • 80 
Crnlty fU ... tlon - 5 Ipa/ft2 
Filt ... Cllia - .h.d •• dlo 
tn-phn. " .... pullpln. - 35' tdb 
Slud •• lasoon 
Adalntatracloft, laboratory, and 
... lnten.nc. bulld!n! 
Subtotal ('78 prl.: .. ) 
(#82 prico.) 
Slt.votk, laC''er,c. p1plnl. road' 
@ 5% 
Sundby po .... 
Ceatral contraceor", overh •• d. aad 
proU. @ 10% 
Subtotal 
tn,ln ... ln. @ 10% 
Subtotol 
uft4. 2.2 .er .. @ $2.000/ .... 
Itn.lr.lc. durin, conlttvctioft - 1% 
201. 202. 203 
16. 17, 18 
21. 22. 23 
1. 2. 
SO. 51, 52 
53. 55. S6 
67. 68. 6t 
10 
74. 1's, 76 
71, 72. 73 
207 
108, 109, 110 
80 
173, 174. 175 
214. 215, 216 
aKod1f1ed f~oa Cuaer .. n et a1, (1979a). 
tll •• tl Matnt.enanct 
De.lan Con.ttuctlon Qptt.C!.ftl Entrl1 Fuel •• tarl.l L.bor 
p ..... u~ coa. par •••• n ' ..... br/yt} ,sdlyr) Ulyr) (nrl7r) 
15 .,d $94,500 7 .Sd 525.000 
70 Ib/llr 30.000 50 Ib/hr 17,000 
8.3 Ib/d'1 20.110 5 Ib/dlY 25.510 
167 Ib/d'1 31.000 100 Ib/d'1 30.HO 
928 ft 3 23,800 928 fe3 94,470 
18,570 tt3 130.000 18,570 ttl 62,570 
1.400 ft 2 624,230 1,400 et2 279.070 
1,400 ft 2 U.860 0 
1.400 ft 2 S3,050 1,400 ft 2 22,020 
6,260 ,p. 89,340 1,400 et 2 33.340 
l.OOO.oOO ,at . '205,000 
15 .Sd 98,450 7 .,d 367,270 
100.000 ,al 220.000 
140.000 tt3 U.500 60,000 tt3 
10 _,d 90,000 10 ",d %05,000 
1,716.900 1.661. no 
2,384.470 
119,220 
0 
O. 
2,S03,690 
250.370 
2,754.060 
275,410 
3,029,470 
4,400 
35,000 
191,000 
3.260.370 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
580 
no 
1,060 
15 
230 
2,080 
35 
1,000 
4',020 
0 
)00 
1.800 
1.080. 
160 
',500 
16.340 
670 
62 
200 
540 
510 
195 
2,100 
0 
202 
230 
680 
510 
6,200 
12.119 
*Note: F1gure nuaberl refer to Guaeraan et al. (1979b). 
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Table 27. Design criteria and cost calculation for a 20 MGD direct filtration 
plant. 
S),IC •• and deliln crlceria 
low "au. ",epift, • 100' t<llt 
1.1 ... I .. d .yst ... 20 a,/l 
Poly ... teed .y ..... 0.1 .,/1 
Clllo.loe tud oyou •• 2 .,/1 
aapld ah • 1 .1a •• C • 600 
Floo ... 1&tl0 •• 20 .In •• C • 80 
Craylty f11" .. lon - ~ apalt. 2 
Swrf.cc WI.h 
C1I.r",.11 .torlle - cround l,vel 
l,,·plan, v .... p .. apln, • 35' ,dl> 
SI .. d,. lalooa 
A4alnl.tr.t1on. labor.tory. and 
ulntenanc:. bulldtn, 
S .. lItotal ('78 prlc .. ) 
('82 prlcu) 
Steevork, interrlc.e plp1nl. rQ.d. 
@ 5% 
'."trl1 contractor"", overbead and 
pro.tH @ 10% 
S .. btotal 
En,ln ... ln, @ 10% 
Subtotal-
Total clpU.1 e.6.t 
201. 202. 
16, 17, 
21, 22. 
I, 2, 
SO, n. 
53, 54, 
67, 68, 
70 
74; n; 
71, 72, 
207 
108, 109. 
80 
173. 174, 
21', 21S, 
103 
11 
23 
S2 
55 
69 
76 
13 
110 
17S 
216 
lO a,d 
140 111/11. 
16.6 1b/day 
314 Il1/day 
1;'SS6 tel 
37,140 tt3 
2,800 f,2 
2,800 tt 2 
2.BOO ttl 
13~900 ,p. 
Con.truettoA 
COlt 
$166,000 
39,000 
20,pO 
44,000 
l3,500 
205,000 
900,000 
80,000 
80,460 
1'5,000 
2,000,000 ad 335.000 
JO a,d 
120,000 ,al 
2BO,OOO :.3 
20 .. ,d 
169,400 
245,000 
30,000 
131.000 
2,6l3,nO 
3, S20,5eO 
176,030 
o 
0, 
3,696.610 
369.560 
4,066,270 
406,630 
4,412.900 
lZ,OOO 
40.000 
'lO? ,000 
4,839.900 
aModified froll Cuaer .. n et al. (1979.). 
-Note: fi.ure nuabera refer to Cuaer .. n et al. (197gb), 
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Op ... Un, 
par ••• cu· 
14 _,d 
100 Ib/hr 
10 Ib/day 
200 111/<1a1 
l,aS6 tt' 
37,140 t. 3 
2.800 h 2 
2,800 tt2 
2,BOO ttl 
14 lIid 
140,000 tt' 
21) lIad 
Dle .. l 
,nuIY 1 .. .1 
(k_IIr/yr), (,ally.) 
l,OSO,OOO 0 
2S,OOO 0 
23,510 0 
41,000 0 
~Ba. 940 0 
124.990 
555,000 0 
40,000 0 
67,000 0 
0 
734,S30 0 
0 
l,13S 
315,000 
---
l,166,970 1.13S 
".1 nten.ftc. 
•• tarS.l 
(Sly. ) 
2.060 
80 
240 
2,400 
46 
1,550 
U.200 
32S 
2,000 
2.0S0 
235 
6,200 
28.386 
l.&1>or 
(hr/y<) 
800 
U 
200 
600 
520 
240 
3.800 
2H 
270 
810 
'BO 
7 !~OO 
16,061 
Table 28. Design criteria and cost calculation for a 50 MGD direct filtration 
plant. 
SystclI and destin ct'1tcrh 
"av vatef p",.pine - 100' tdh 
A1". feed oyot •• - 20 .,/1 
'"ly ... to.d .y.t •• - 0.1 ",II 
Chl".I •• C .. d 11"'. - 2 _,II 
lapl.! .Ix - I _In., C • 600 
Floc.c:u.laclon .... 20 .1n., C • 80 
Cravity fUtrltlon - 5 spalft 2 
'l1t •• ud1& - .1.a4 •• dl, 
Surfac.e w •• h 
a.ckv •• h pu.plnl 
CI •• rvlll 1'01'1,1 - bile.., I: round 
In-plant ""'er "".plnc - 35' tdll 
\1 •• 1\ "Itlr lurll b •• in 
Cravlty .luc,. tMckenar - 1 unit 
Filter p.OI. 
D.wat.r.4 a1u4S. h'lilLnll - 20 
IIU .. 
Ada1niJtrU:lcn. laboratory, and 
... lntonanc. buLlel!n, 
Subtoul ('78 prl .... ) 
('82 prlcu) 
Slt.vork. interfac. pipin •• retact. 
@ 5% 
Stancby PO"''' 
Caneral conf.racf.or". overnaad acul 
proUt t 10% 
Subtotal 
Subtotal 
U • .!, IS .er .. @ $2,000/ .... 
Inter •• t durln. conatt'uCf.ion - 7: 
Total capltal coat 
Fleure 
nuooer •• 
201. 202, 203 
16, 17, 18 
21, 22. 23 
1. 2, 
SO, Sl, 52 
53, 55, 56 
67, 68, 69 
70 
74. 7S, 76 
71, 72, 7J 
207 
108, 109, 110 
80 
165, 167, 14a 
177, 17S. 179 
196, 199, 200 
7S .. gd 
3~0 1b/hr 
41. S Ib/dlY 
835 Ib/d.y 
4,640 tt' 
92,850 tt 3 
7,000 ft 2 
1,000 ft 2 
1.000 t: 2 
22.950 liP"' 
COnstruction. 
celt 
$3a1.1l1l0 
S6,OOO 
21,000 
75,000 
64,500 
368.000 
1,907,320 
181,410 
170,210 
214,410 
4,500.noo Cal 1.000,000 
15 "Cd 374,000 
lSO,OOO ,al 280.000 
2,350 te 2 102,000 
190 ttl 700,000 
7,000 ya3/yr 72,000 
225 , 000 
6,191,850 
8,309,000 
415,450 
0 
a 
8,724,450 
872,445 
9,596,890 
"6,690 
10, "6, 580 
lO , 000 
67,000 
874,000 
l1,527.5aO 
107 
Opera, lnc 
p.rametcr 
3S .. gd 
1$0 1b/hr 
2S Ib/d>y 
500 ib/d.y 
4,640 tt3 
92.asO h J 
7,000 tt 2 
7,000 tt 2 
7,000 tt 2 
35 lO,eI 
2,3S0 te Z 
190 te' 
I.or,y 
(kv-h.!yt) 
2,620.IlOO 
,43,000 
15,510 
61,100 
472,350 
312.000 
1,190,160 
90,300 
167,240 
l,8l6,290 
7,000 
660,000 
7,000 ydl/yr 
SO IOBd Hl,OOO 
7,997.950 
D1e.el 
Fuel 
(colly.) 
0 
0 
0 
0 
0 
a 
0 
0 
a 
a 
a 
a 
a 
a 
2,800 
2,800 
H .. lnttC'lancc 
.u~rt.l 
(5/yt) 
~.100 
90 
lSO 
2.S00 
74 
3,000 
21; 600 
400 
3,400 
5,200, 
~50 
4,100 
3,000 
64, S64 
Labot" 
(ht/yr) 
1.100 
62 
20S 
730 
iSS 
325 
7,000 
310 
JOO 
1,150 
190 
10.500 
620 
35.647 
Table 29. Design criteria and cost calculation for a 100 MGD direct filtration 
plant. 
l.t" \lOIter PUClp1nC - 100" tdh 
AI ... hed .y .... - 20 .,/1 
Poly ... feed .y .... - 0.1 .,/1 
Chlorln. t •• d .yate. - 2 .,/1 
aa"ld .Ix - 1 "tn., C - 600 
Flo-cculltlof\ - 20 .1n., C • eo 
Cravity fUtratlon - 5 ,p./fe2 
Filter •• dl. - _'xed •• dta 
Surflce "'llh 
lackv .. 11 p".plns 
Cle.fvcl1 Itoras* - ~o1ov ,round 
tn-;J1II\t Vlccr puap!nc - 3S' Cdh 
U.ln ".ter IU't,C b •• la 
Cravlty &Iud,. thickenct" - 1 unU 
Fl1 ter pre •• 
Dc"a u red .1,,0&. h.uUn, - 20 
.11 •• 
Adatntltrltlon, 1.~ot:.tot1. and 
.... lnt.n.nct' butl d1na 
S.b<ou1 ('78 prlcn) 
('82 prlc.,) 
Slcawork. 1Att:rf.ct: 9ipina, ro.d. 
t S% 
Sultaurtac:e conalder.tion. 
sun4by _er 
Tocal c:on.tructlon coat 
Cen4ral contr.ctor .... ov.rh.ad and 
,rol1< t 9% 
Subcoc.l 
Enal ... rln, t 10% 
$vb:cot.l 
If\tere.t durSn, conacructloft - 7% 
201. 202. 203 
16, 17, U 
21, 22, 21 
1. 2, 
SO. H,n 
Sl, SS. 56 
67, U. 69 
70 
74. H. 76 
71. 72. 73 
207 
108. 109, no 
80 
16.5. 167. 168 
177, 178, 179 
196, 199. 200 
150 '"ld 
700 l~/lIr 
83 Ib/day 
Con.truce1on 
coat 
$738.000 
8l,OOO 
25,000 
1,670 lb/d.y 110.000 
9,280 ttl IDS. 500 
271.520 ttl SSO.OOO 
13.900 It2 1,007,480 
ll,900 It2 3SS. S30 
ll.900 It 2' 139.570 
22.950 CP" 214;410 
8.~~~,OOO 1,700,000 
HO lOad 731.4S11 
300.000,.1 420,000 
4,700le2 160,890 
178 tt' 1,070,120 
1;4g~~. 81.290 
214. 215, 216 100 ",Cd 124.000 
10,016.240 
ll,441,040 
. 672.050 
o 
o 
14.111.090 
1,270.180 
15.381,270 
1.538.130 
16.'21,600 
49.000 
81.000 
1.5S2.000 
18,601.600 
aKod1f1ed fro. Guaeraan et a1. (1979a). 
·Note: F1RUre nu.her. refer to Gu.eraan et a1. (197gb). 
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Opera,,!n, 
par ••• ter 
70 .. ,d 
500 Ib/hr 
50 Ib/d.y 
tn«rlT 
('v-lIr/y.) 
5,245.000 
63.500 
2.S.$lO 
1.110 Ib/d., 113.000 
9.280 Itl 944.700 
185)00 It3 623.200 
13,9001t2 2,165.890 
13.900 It2 202.460 
13.900 1.2 334,460 
70 "lid 1.672,$S0 
4,700 le2 9.2}0 
378 tt' 94l,200 
14 '300 74 17' 
100 '"Sd 739,000 
IS.082.020 
D1 ••• 1 
F,,«l 
(Ial/yr) 
0 
0 
0 
0 
° 
0 
° 
0 
° 
0 
0 
0 
0 
0 
0 
S,S40 
5.S40 
J1.1nU".ncc 
•• tertal 
(1/y.) 
10.200 
105 
260 
3.300 
110 
5,000 
21.600 
sao 
4.200 
10,000 
850 
6.270 
6.060 
U.OOO 
i3.905 
L.abor 
(hr/yr) 
1.9~O 
62 
210 
1.150 
1.000 
400 
1,000 
398 
350 
1.950 
2lS 
lS.660 
1.040 
12,500 
4l,9'>5 
Table 30. Design criteria and cost calculation for a 1 MGD conventional treatment 
plant. 
Dl~ •• l l1Alfttefultlce 
Fl&u-r. n .. ie" Con,ft'ucclon Operat 1nl EnerlY Fue.l •• terlal Labor 
SylCe. and ~e$l£n ct'lt.rla "".bet." par •• ete.r co.t par •• eter (;',,-br/,r) (Id/,r) O/yr) (hr/,r) 
Alu. I .. d .y •••• - 60 .,/1 16. 19. 20 21 Ib/.,,.. $19.SOO 13 Ib/hr 9.600 10 6) 
SocUu. ftydro"idt fe.d ... ,.t ... - 33. 34. )S 210 Iblclay 16.020 139 Ib/ •• y 6.760 0 160 12' 
25 a,/l 
Poly"o. h.d ay.u .. - 0.2 11,/1 21. 22, n 1.7 Ib/cloy 20.170 1 Ib/cloy 25.S10 0 260 198 
•• p1<1 Ilh - 1 IIi •• , C - 600 SO. n. S2 92 ft' 14,150 92 ft' 9.400 0 20 '53 
nocc"latioQ - 30 .10., C - 50 5'. 55, 56 2.aOO ft' 47 .000 2,800 fe' 3,'00 0 400 lOS 
•• cc.ana,,!.t Clarlilal'. - 60. 61, 61 1,000 feZ 96.230 1.000 ftl 4,100 0 400 250 
1,000 IPdl!t 
CroYiey flltrot1on - 5 IPIIl!c2 61, U. 69 140 fe l 166.990 140 fe 2 44,140 0 520 958 
FUta. 1le41. - IIhod .. dll 70 140 fe 2 8.140 0 0 0 0 
Surf.c. va.n 74, 75, 76 140 ft2 29.570 140 fe2 2.300 0 no 80 
aac.wult pUllpinl - 18 IPIIII~2 71. 72. n 1.250 &1'" 42,100 140 ft 2 ',350 0 400 150 
Uath ",.tar aur" basin. ao 20,000 Cal 81,330 0 0 Q 0 
Chlorin. laod .ylt •• - 2 1111/1 1, 2. , 11 Ib/d&y 21,210 10 Ib/doy 10,660 0 1,550 409 
CI •• Nall Itora,. - Ifoun4 laval 201 100.000 gal 41,600 0 0 0 0 
tn-plane .. atlr Puapinl - 3S' cdb 108. 109, 110 1.5 m;d 30,410 .1 mgd 61,280 0 290 520 
Slu4a« (l1spo ... 1 - .ao.ltary •• VA,& 10 CI'II a 10 spa 0 0 0 0 
1,000 .,/1 
Ad.i.tthcraclon. labor.cor)' a.,d 214. 215, 216 1 acd 25. 000 1 .. aa ....ll...ll2. .2 2.050 I. S46 
&l1a,&,,&I\C& bulldln, 
Su~eo .. l ('18 prlc .. ) 613,640 243,110 0 6,630 4,&56 
"82 prlen) 903,970 
Slcevork., lnterhce p1p1ol, road, 45,200 
@ 5% 
$ubc"rf&ca coft.ldatacloQI 0 
S.aft<lby _at 
___ 0 
toed COQ.cr"c~t.oft. coat 949.170 
eta.r.l concractor". ovarh •• 4 all4 113,900 
protiC @ 12% 
Sulltocal l,tl63,070 
Eftllftaarlfte e 10% 106,310 
Subtoeal 1;169.380 
UttG, 1 acr, @ $2,OOO/aera 2,000 
Le,.I. fi.cal, and a4.1nlacrficlvc 19,000 
Illter •• e 4urlnl coft.crucclon ... 7% 60,000 
total capleal COle: 1.250,350 
*Note: Flgure au.bert refer to Cu.er .... et al. (1979b). 
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Table 31. Design criteria and cost calculation for a 5 MGD conventional treatment 
plant. 
01~lcl ,. .. lnt~n .. nc~ 
FlIUt'~ DellK" Conat rue t 10n Ol'eraClns Ener;y Fuel "",,,ect.l t.,,~or 
!:i)'Sum _"Iud dcsl&n crt c~rl .. numbers' p.r •• etcr coat pOira.eter (k .. -h./y.l <,ol/y.) (S/yr) ( hr/rr) 
Alva (v\.·d .)'lit~ .. 
- ~o .. ~/I 16. 19. 20 ~7 Ib/ht 28. no ~o Ib/h. IS. ~oo 0 10 I,] 
SodluQ hydroxide food I-y,t ..... 
20 _.11 33. 34. 3~ 830 lb/d"y 20.600 SSO 1"/41.1 12.630 0 IbO I" 
roly=_r ftca sYlte. - 0.2 .;/1 21. 22. 2l 8.3 Ib/<l3Y 20.170 ~ Ib/<l3Y 25. ~IO 0 no 19? 
A .. pJd .t. -1 IIlln. t C • 600 ~o. S I. S2 464 ftl 18,800 4" ttl 41.235 0 18 '>00 
Floc-cube IOn'" 30 a1fl. f C • SO ~l. 5S, 56 ll,930 h 3 101.000 13,930 16,360 0 820 I~O 
aec.tan;ul,r clar151era -
1,000 ~pd/h 60, 61. 62 5000 ft 2 380, no 5000 ft 2 11,170 0 l,nO 6S0 
Cravlty filtration - S &P./tt 2 67, 68. 69 700 ft 2 407,080 700 ft 2 lSl.850 0 2.$10 l. ~OO 
Filter Mdl. - .txed lII.eU. 70 700 tt 2 25,120 0 
° 
0 0 
Surf.c.e wolin 74, H. 76 100 te 2 19,860 100 ft Z 9.640 0 :SO 11M 
.ackwash puaplna 
- 18 Cp.lft2 71, 12. 7) 3470 IP. n.785 700 tt 2 16.720 0 1,100 ~1('J 
\I.,'h vater aUf,e b •• ln 80 40,000 gal 125,000 0 
Chlorine f ... d .y ..... 2 &,11 I. 2, 84 Ib/day 24,000 50 1blday 20, ~OO 0 2.000 ,o0 
Ch ....... 11 - bolow ,round 207 400,000 a41 195,000 0 
In-plant v,tor pu.pln; - 3S' tdk lOS, lOll, 110 ,.~ .. ;d 62,000 3.5 '"II" 183.635 0 100 (\00 
Sand dry In; beds 188. 139, 190 50.000 fe 2 '158,580 50,000 ft: 0 3,000 1,540 2.100 
O."Jitlced ,lud,. houllna - :0 
850 ydl/yr 850 ydl/yr 
.11c. 196, 199, 200 47,460 0 810 800 2Z6 
Adalntltr, t lon. laboratory and 
•• 1nten.nce bvl1dln& 214, Ill, 216 S ml\d ~ 5 '"gd 150,000 .wJ.2. 3.100 Ull 
Subtotal "78 prl ... ) 1,781,35S 664.HO 14.878 II.O}O 
('82 ,r1<".) 2,390,440 
Sluvork. 'ntlrtace plplnC. roada 
@S% 119,HO' 
Svlt'\a,tace conalderaclon. 0 
Sellndby po",., 0 
Tocal coftltr\acclon co.e 2,509,960 
Cen,ral cOntfIlCtOr". overh •• d and 
prollt • 101 251.000 
Subtotal 2,760.960 
tnC I ...... ln, • 10% ,276.100 
Subtotal 3,0)7 ,060 
L.Rd J 2 ac rei @ $2 ,OOO/o.r. 4.000 
Lel·1! , !tIcal, .uuS adlllnhtrative lZ.OOO 
lntluI' durlna con.eructlon 
- 7% 200.000 
'fol.l ca,Hal co.t 3.273.060 
aMod1 fied fro. C~raao e' al. (1979a), 
·No'.: Fi1ure nu.bera refer to Cuaeraan e' .1. (1979a). 
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Table 32. Design criteria and cost calculation for a 10 MGD conventional treatment 
plant. 
51.(eta and deat,n c.riteria 
Sadlu. hY4rodoe feed ayate .. -
20 a,/1 
Poly ••• feed oyat .. - 0.2 11,11 
"pld lib - I Gin., C • 600 
Floecuhtlon • 30 .In •• C • SO 
.ace.ngular clatl!lera -
1,000 ,pd/ft 
Cuvlty fUttl,I .... - IPlllft 2 
Sv.rfacc vJlsh 
Chl.rlne feed oyst ... - Z .,/1 
Clurv.ll - below IrO\ln4 
Sond dryl .. , bed. 
Dcownerod .1ud,. 1>.,,11 .. , - 20 
lilies 
Ad,IlnllcraUon. labor.tory .n.d-
•• tatenanee build In, 
S"btotal ('78 prlc .. ) 
('82 pUc .. ) 
Sltework, tntarfaee plp1"&. road. 
@ S1 
Svl).urface conaider_clolla 
Standby powar 
Ceneral contractor". overh •• d and 
prof! t @ 10% 
Subtotal 
!nll.ooUn, f1 10% 
Subtotal 
Land, 2.2 .ero • $2,OOO/ocro 
Toul .capital e.oae 
16, 19. 20 
33. 34, 3S 
21, 22, 23 
SO.' 51, 52 
53. 55. 56 
60, 61, 62 
67, 68. 69 
70 
74, H. 76 
71. 72. 13 
80 
I, 2. 3 
207 
108. 109, 110 
188, 189, 190 
196, 199. 200 
214, 215. 216 
01e.~1 "'.t1ntenance 
Oa.1ln Conatructlon OpercUnl tncrl1 F".l •• terlal Labor 
p.r ...... r COlt pAra ..... r Ckw-hr/yr) (,ol/yr) ($/yr) (M/y<) 
156 lb/hr 40,000 
1670'11>/doy 26,800 
16.7 lb/40y 20,110 
9%8 tt 3 23.800 
27.860 tel 14S,OOO 
10,000 fe2 595.650 
1400 tt 2 624,230 
1400 tt2 48,860 
1400 ft Z 53.050 
6260 Spa 89.340 
100.000 gal 220,000 
167 Ib/d.y 31,000 
700,000 ;al 295.000 
'IS "ad 98,450 
'·100.000 ft2 303.370 
5000 y43/yr; 68.000 
90,000 
2.772,720 
3,720,180 
186,040 
o 
o 
3.906,820 
390.680 
4,297.500 
·429,750 
4.727,250 
4,400 
42.000 
94 Ib/h. 24,000 
1,100 lb/d4Y 20.ISO 
10 Ib/dlY 25.510 
928 ft' 94,410 
V860 tt 3 32,810 
10,000 fe2 20,560 
1,.\00 fe 2 279,010 
0 
1.400 te 2 22,020 
1.400 tt 2 33,340 
100 10/4ay 30,570 
a;d 367,270 
100.000 fe2 0 
3, SOO yd3/yr 0 
10 *,4 205,000 
1,154.710 
0 75 63 
0 180 124 
0 280 199 
0 35 510 
0 1.150 210 
0 2,850 1. 220 
0 . 4,020 2, Loo 
0 0 0 
0 300 202 
0 1,800 250 
0 2.080 S40 
0 1,080 650 
6,000 3,090 4,000 
1,650 1,800 400 
4,500 6.200 
*Not.: Figure au.bera refer: to C~er .. n at 11. (19191). 
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Table 33. Design criteria and cost calculation for a 20 MGD conventional treatment 
plant. 
'DIe •• 1 Kalnttnan.ce 
Flau" Dea1,ft Conattuc.clon Opera<l", t"etIY fuel •• ter1.1 lAbor 
S,u .•• and dCllen criteria n"abcr'" par •• etet coa, p,r ••• ,er (',,-b"T') (,.l/y.) ($Iy. l (n,I,,) 
Al". f •• d 'yltt. - 40 .,/1 16. 19. 20 216 lb/h. SO,SOO 169 lb/h. 40,000 SO 63 
Sodh ... hydroJdde t •• d .,.r. •• -
15 .,/1 )). )4. )S 2.S00 lb/d.y 32.800 lUO lb/day 22. )00 0 200 1)0 
roly .. , f ... '7"" • 0,2 aa/l 21, 22, 2) )4.4 lb/day 22.000 20 lb/day 2S,$10 a 185 200 
.. pid "h - 4S •• c •• C • 600 SO, 51. S2 18S6 tt' 33.S00 ISS6 E.) 188,940 a 46 SZO 
Flo,:cUill,loft - 35 .1ft. t C • SO 5). 5S. 
" 
n.ooo f.) 240.000 65.000 ft' 78.810 0 2.UO 295 
.ecC&ne"llr cl.r 11 1«1" ... 60. 61. 61 20.000 ,.2 1.165. )90 20.000 h 2 )8.100 0 5.400 2,290 
1,000 Od/f.t 
CrayUy tn.uUon - 5 ".'tt2 67. 68. 69 2.800 t. 2 900,000 2.800 f.2 SH.OOO a 11,200 ',800 
Fih .. _db 
- ab.d .. db 70 2,800 f.
2 80.000 a a a 
Surfac« ... llh 74. 7S. 76 2.800 fe2 80.460 2.800 f. Z 40.000 a 12S 22S 
aack" •• h pv.pin, - 1& ,,_/ft2 71, 72. 7l Il.900 IP" 14S .000 
, 
2,800 fo- 61.000 0 2.000 270 
WaIn ".,er I\lrc. b •• ln 80 120.00C, S.l 245.000 a 
Chlorine fe.d .yacea - 2 .,/1 I. 2. l34 lb/day 44.000 200 llt/day 41,000 0 2.400 600 
Cl ....... 11 Ito .. , •• ,round loyd 207 1.400i~0 460.000 0 
In-pl.n( "' .... ,...p1n, - )S' tdh 108, 10~, 110 lO acd 169,400 14 .,d 7)4.530 0 2.0S0 870 
CnyUy .hi.ken .. I". 167, 1&8 no h 2 6S.000 6S0 tt2 3.600 21S DO 
auk.t centrU .. ,. ISS. 186. 187 60,000 I'd 265.000 36.000fpd 420.000 0 J.150 890 
Deva'c,cd .lud,. haul!ftl - 20 196. 199, 200 10,000 yd) Iyr 82,000 6,000 rd3/yr Z.600 2.100 SSO 
all •• 
AclDlnl.t:rltlon. laboratory on4 214. 215, 216 20.,d 131,000 20 II$d llS,OOO 6.200 1.500 
•• 1n,enanc. bu1141aa 
Subtotal ('11 pric .. ) 4.S67,790 2.561.790 2.600 )8.300 l8.333 
('82 prh, .. ) S.650.910 
Slc.vork~ lat.crface plpll\,: road. 
@S% 282.550 
S""b."'tfacc con,l.cratioea \I 
Sundby p .... er 0 
Total co".,elAetlol\ COl' 5,93),460 
Ce"er.l concracto,,". o.erh •• d a"d 
proflt , 10% 593.3S0 
S .. b ... al 6,526,810 
Ena1n .. rl .. , f 10% 652.680 
5 .. bto .. l 7.119,480 
Luus. , acr •• @ n.OO%cn 12,000 
L".,l t fleeal .• nd a •• inlaer.tlv. 54,000 
lnc« .. ,u: .\Arill, conacrvctloft - 7% 540.000 
Toeal capleal coae 7.185.480 
*Hot.: F1svr. nvabera refer .0 Cu.eraao e •• 1. (1979.). 
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Table 34. Design criteria and cost calculation for a 50 MGD conventional treatment 
plant. 
Sod I". h)Hlroll1d:e fowd IYlte. -
15 .. ell 
Rapid al. - 45 ICC" C • 600 
FlOC.olatlon - n .10." C • ~o 
aec.canJuhr C}.ttlter. -
1,000 r,pdlft 
C'Ulty tUtr&Uon - " .. /tt 2 
\lalh ",,Iter lur,1 'b,.ln 
Chl.,ln. ! .. 4 .yst ... - Z 11;/1 
Cl •• r\olcU .tor,,&<:; ... below ,round 
In-plant "uor p .... p1n& - 35' tdh 
1.I.et Ctfttt'ifu,e 
O • ., ..... d l1.d8' haulln& - ZO 
IIl1el 
Adotnt.traCl0n, labor.u;ory and 
lIalotn.nee buUdlft& 
Subtotal ('78 prl.n) 
('82 prl ... ) 
Sltevor4. lntlfface pJp1nl. toad. 
@ n 
Sub.vet.c« con.lderaClon. 
Stanc~y po., .. 
Total eonltrucc:lon eOlt 
Central conU'aCtor""', o,,"*rne,d and 
prall t @ ,: 
Subtotal 
£0.&10 •• '10.& @ 10: 
Subtacd 
Land, U ..... @ SZ,OOO/ .... 
Inteult 4;"r1n, conlctuc:cl0ft - 71 
Toc..,l c.pltal c:o.r: 
Otc.~l t\Alntet\Ancce 
OcUI," Conttruction Operating EntrKY Fucel a,ltcert_l LJlo(\r 
par •• O'f.tt COtf. paraDcter (KW-htlyt) (&al/yt) (S/yr) (hr/rr) 
II., 19. 20 6951b/hr 83,000 424 ib/h, 57.S00 0 105 iO 
33. 34. 35 
21. 22, 23 : 
50. 51. 52 
53. 55, 56 
6250 Ib/d.y 
83,4 Ib/d.y 
4640 tt 3 
160,000 ft 3 
60,410 
Z3.900 
64,500 
408.000 
41H 1I>/dny 
50 Ib/ca1 
4640 !~l 
160.000 ft3 
60. 61, 62 50,000 ft2. 2,814,410 50,000 tt 2 
70 
74, 75, 76 
71, 72. 73 
80 
I. 2. 
207 
7000 ft 2 
7000 fe 2 
7000 feZ 
23.000 
200,0001131 
83S 1b/d.y 
108. 109. lIO 75 _ad 
166. 167, 168 950 ft 2 
1.907,320 7000 ft Z 
181.410 
170.210 7000 ft Z 
214,410 7000 tt 2 
335.000 
75,000 500 lb/day 
800.000 
374,000 35 m,d 
75.000 950 ft Z 
335.000 70,000 SPd 
196. 199. 200 20.000 yd'/yr: 105.000 12,000 yd 3/yr 
214. 215. 216 so _Cd 
113 
225,000 50 "Sd 
8,251.570 
Il,072,QQO 
553,650 
a 
o 
11.626.640 
1.046.400 
12,673,040 
1.267,lOO 
1J.940.340 
30.000 
14,000 
1.100.000 
IS.I44.340 
46,150 
H.510 
lu.no 
89.900 
1.190.160 
90,300 
167,240 
25,510 
1.836,290 
4,100 
ssO,OOO 
o 
;1).000 
5,557,740 
o 
o 
o 
o 
o 
a 
o 
o 
o 
o 
o 
o 
300 
190 
~,)50 
IJ.IIO 
21,600 
400 
3.400 
250 
5.200 
)00 
4,000 
3.000 3.100 
15,000 
3,000 7I,J80 
ZIO 
S.4)O 
7,000 
JIO 
300 
I.I~O. 
150 
c,oo 
1 Z. 500 
-~ 
Table 35. Design criteria and cost calculation for a 100 MGD conventional treat-
ment plant. 
D1 •• ,1 t\lln(t!naftc'e 
Flay" lI .. t$n eon.crucc.Loft Opcrattftl [nerlY rut! •• Ctf 181 L.bor 
$,.ac ••• .,d dl.lsn crl C.rla nu.bar.* par ••• tlt cOat p.r ••• eer (kw-hr/rr) (,at/rr) (s/rr> (hr Irf) 
Alu. t .. d oroU. - JO .,/1 16, 19. 20 1090 ll>/hr 10S.000 6JS l~/lIr 74,000 0 liS 7S 
I'oly •• r tud .r .... - 0.2 -Ill 21. 22, Z) 161 lb/d.y 19,000 114 ll>/d~y 27,ZOO 0 290 2U 
","pld _t_ - 60 aln., C • 900 SO, Sl. 52 9280 t. 3 1",000 9280 tt3 3.250,000 0 liS 960 
rloccu.lac.loQ - 25 _La. •• C .. 80 51. SS. 56 232.100 te 3 590.300 232.100 tt3 781. 310 0 6.900 1.40 
.acel'aulae clapt1e .. -
900 Ipd/tt 50, 61. 62 111.000 t: l 6,20a, HO II 1.000 ttl 199,060 0 29,100 11.930 
Cr&vUy Hltratlon - 5 n.lfe l 61. 68. 69 13.900 tt 2 3,001.480 13.900 ft 2 2.165.1190 0 21.600 1.000 
lU.er .... dta - aln4 .ldL_ 10 13.900 ftl lSS.S30 0 
Sutflc, ""alb 74. 15. 16 i). 900 te 2 339,570 11.900 f. 2 201.460 0 sao 3911 
'acic."'&Sh pu.jtln.1 - 11 1~"/f.2 11. 11. 13 23.000 'P" 214.410 13.900 t.2 334.460 a 4.200 lSO 
Volin ",ae..f .ur,e b •• la 80 200.000. &al 325,000 a 
Clolorl.e to.d a,.t." - 2 _;/l I, 2, 3 2170 Ib/doy 110.000 1100 lo/day 113.000 0 3.l00 l.1S0 
ChlNell - below &rovn4 201 5.100.00°.1131 1.080.000 a 
1n.-p1.&"t ",.car pucaplni 
- 15' tdll 108. 109. 110 ISO "Sci 131.450 10 "Sd l.672.SSe 0 10.000 1.9)0 
Cravlc1 thlcken«r 166. 161. 168 14S0 ft 2 89.000 14)0 t.2 5,000 0 400 110 
lnu. pr ... 111. 118. 179 318 cu t: 1.010.120 l78 fC l 943.200 0 6.720 1).660 
Dewltcr,d .ludge h ... lLn, - 20 
"u .. 196. 199. 200 23.000 ydl/'l~ 112.000 14.000 yd3/'1~ 3.300 6)0 0 3.200 
Adola,ljcraC1.cn. lahorleory Ind 
.. lnt ••• n ..... 1141., 214. 21S. 216 100 Dgd 324.000 100 "Sd 139.000 15.000 12. SOO 
S .. btotd ('78 p~1 ... > 14.386.600 12.S07.140 3.200 101.)40 ('82 pric .. ) 19.976.100 
S1Cework.. lnt.rlle. plplnl. roada 
@n 998.nO 
S"',,u" Ice coulld:t:r.tlOAI 0 
S.I nd by power 0 
Tot.~l Conatrue t Loft COlt 20.975.530 
Central contC'.ctor~. overh •• 4 anti 
protlt f U 1,881.aOO 
S .. b.otd 
-
22.&63,310 
b,I ... rL., • 10% 2.286.3l0 
S"itot.1 25,11.9.660 
Laft4. z,.~ Icr •• @ SZ.OOO/ .... 49,000 
L.ad. theal, .04 ,4.Lnletrat1". 105.000 
tnt.re.t ."rtne con,tructlon - 11 l.ISO.COO 
Tocal ':Iplt.l co.t 27,45l.660 
"!Iou: rlaura n ... ben refer to Cu •• run et a1. (1979a). 
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Appendix B. The Application 
Problem's Files 
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Table 36. The application problem's INPUT.DAT file 
$GENSPEC NSEASONS-3,DAYS(1)-1,DAYS(2)=122,DAYS(3)-243,TNNODES-75, 
NPP-51,NPW-17,NPS-2,NPT-1,NEP-30,NEW-15,NES-15,NET-O,RI-.1, 
YEARPUMP-30.,PROBNAME-'TRIAL PROBLEM',YEARPIPE-20, 
YEARTP-30,YEARWELL-20$ 
$POWRSPEC GAMMA-65.,BHPINFUL(1)=1.34, 
PUMPTYPE(11)-1,CSTOFFUL(1)-.05,MXPRSURE-150$ 
DN 
1,13.443,9.41,5.399 
2,4.262,2.984,2. 
3,2.822,1.975,.663 
4,2.904,2.033,1.021 
5,.597,.418,.247 
6,1.007,.705,.403 
7,.117,.082,.078 
8,1.452,1.016,.617 
9,.258,.18,.107 
10,.082,.057,.033 
11,.952,.648,.387 
12,.621,.434,.272 
13,3.56,2.492,1.498 
14,1.019,.713,.473 
15,4.707,3.295,1.193 
16,.714,.5,.444 
17,.082,.075,.037 
18,1.616,1.131,.374 
19,2.412,1.689,1.193 
20,.222,.156,.103 
21,.246,.172,.115 
22,.457,.320,.189 
23,.632,.443,.189 
74,0.,0.,0. 
75,0.,0.,0. 
PP 
1,1,2,2640,200,1,5,3.1,5.4,8.5,12.2,19.,1 
2,1,3,8000,-220,0,3,3.1,5.4,8.5,1 
3,3,4,8000,520,0,3,5.4,8.5,12.2,1 
4,4,5,5000,-400,0,2,3.1,5.4,1 
5,5,6,10000,400,0,2,3.1,5.4,1 
6,~,7,14000,-60,0,1,3.1,1 
7,6,8,5000,150,0,1,3.1,1 
8,8,9,29000,200,0,1,3.1,1 
9,9,10,16500,60,0,1,3.1,1 
10,8,11,30000,-190,0,2,3.1,5.4,1 
11,11,12,28000,-80,0,2,3.1,5.4,1 
12,2,13,15000,-60,0,3,8.5,12.2,19,1 
13,13,14,10000,-240,0,3,3.1,5.4,8.5,1 
14,14,15,17000,0,0,3,5.4,8.5,12.2,1 
15,15,18,31000,0,0,3,5.4,8.5,12.2,1 
16,18,19,20000,-240,0,2,5.4,8.5,1 
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Table 36. Continued 
17,20,21,21000,50,0,1,3.1,1 
18,18,20,40000,-140,0,2,3.1,5.4,1 
19,20,22,7000,440,0,1,3.1,1 
20,23,22,33000,375,0,1,3.1,1 
21,16,23,27000,185,0,3,3.1,5.4,8.5,1 
22,16,17,30000,-15,0,1,3.1,1 
23,15,16,22000,-360,0,4,3.1,5.4,8.5,12.2,1 
24,24,1,600,-300,0,1,2.39,1 
25,25,1,900,-300,0,1,2.39,1 
26,26,1,1000,-300,0,1,2.39,1 
31,31,2,90000,900,0,4,3.1,5.4,8.5,19,1 
32,32,2,400,-300,0,1,3.58,1 
33,33,2,400.-300,0,1,3.58,1 
37,37,3,200,-120,0.1,2.58,1 
41,41,4,700,-600,0,1,1.97,1 
43,43.5,500,-200,0,1,2.58,1 
45,45,6,500,-180.0,1,2.58.1 
46,46,7,400,-120,0,1,.72,1 
49,49.8,400,-200,0,1,1.43,1 
51,51.9,200,-120,0,1,.213,1 
52,52,10,200,-120,0,1,.213,1 
53,53,11,1000,100,0,3,.7,1.4,2.5,1 
57,57,13,500,-440,0,1,2.6,1 
61,61,14,500,-200,0,1,2.58,1 
64,64,15,500,-200,0,1,2.58,1 
65,65,18,500,-240,0,1,1.44,1 
73,73,31,2000,50,0,1,3.,1 
74,73,2,85000,800,0.3,1,2,3,1 
75,32,74.50.-310,0,1,3.58,1 
76,33.74,50,-310,0,1,3.58,1 
77,74,2,350,10,0,2,3.58,7.16,1 
78,25,75,300,-310.0,1,2.39,1 
79,24,75,100,-310,0,1,2.39,1 
80,26,75,500,-310,0,1,2.39,1 
81,75,1,500,10,0,3,2.39,4.78,7.17,1 
EP 
27,27,1,4.84,4.84,4.84,47.6,47.6,47.6 
28,28,1,4.84,4.84,4.84,47.6,47.6.47.6 
29,29,1,4.84,4.84,4.84,47.6,47.6,47.6 
30,30,1,4.84,4.84,4.84,47.6,47.6,47.6 
34,34,2,6.45,6.45,6.45,0.,0.,0. 
35.35,2,3.58,3.58,3.58,34.1,34.1,34.1 
36,36,2.3.58,3.58,3.58,34.1,34.1,34.1 
38,38,3,1.54,1.54,1.54,18.91,18.91,18.91 
39,39,4,1.97,1.97,1.97,59.42,59.42,59.42 
40,40,4,1.92,1.92,1.92,0,0,0 
42,42,5,.25,.25,.25,0,0,0 
44,44,6,.38,.38,.38,0,0,0 
47,47,8,3.21,3.21,3.21,0,0,0 
48,48,8,3.58,3.58,3.58,25.66,25.66,25.66 
50,50,9,.082,.082,.082,18.91,18.91,18.91 
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54,54,11,2,2,2,0,0,0 
55,55,12,.29,.29,.29,0,0,0 
56,56,13,2,2,2,45.92,45.92,45.92 
58,58,13,.92,.92,.92,0.,0.,0. 
59,59,14,.86,.86,.86,25.66,25.66,25.66 
60,60,14,.32,.32,.32,0,0,0 
62,62,15,1.86,1.86,1.86,25.66,25.66,25.66 
63,63,15,.975,.975,.975,0,0,0 
72,72,18,.861,.861,.861,0,0,0 
66,66,19,4.53,4.53,4.53,0,0,0 
67,67,20,.5,.5,.5,0,0,0 
68,68,21,.19,.19,.19,28.19,28.19,28.19 
69,69,22,.262,.262,.262,0,0,0 
70,70,23,.287,.287,.287,0,0,0 
71,71,16,.38,.38,.38,17.22,17.22,17.22 
PW 
24,2,1,36,140,2.39,8.8 
25,2,1,36,140,2.39,8.8 
26,2,1,36,140,2.39,8.8 
32,2,1,36,140,3.58,8.8 
33,2,1,36,140,3.58,8.8 
37,2,1,36,150,2.58,8.8 
41,2,1,36,150,1.97,8.8 
43,2,1,36,150,2.58,8.8 
45,2,1,36,150,2.58,8.8 
46,2,1,36,55,.72,8.8 
49,2,1,36,95,1.43,0 
51,2,1,36,20,.213,0 
52,2,1,36,20,.213,0 
57,2,1,36,150,2.6,8.8 
61,2,1,36,150,2.58,8.8 
64,2,1,36,150,2.58,8.8 
65,2,1,36,54,1.44,8.8 
PS 
31,38.52,38.52,6.45,3,3,10,19,20000,50000,96000,6.6 
73,3,3,1.5,3,3,2,1,3000,2500,1000,6.6 
PT 
53,2.328,2.328,.648,3,.7,1.4,2.3,2 
EW 
27,4.84,4.84,4. 84 i O,0,0 
28,4.84,4.84,4.84,0,0,0 
29,4.84,4.84,4.84,0,0,0 
30,4.84,4.84,4.84,0,0,0 
35,3.58,3.58,3.58,0,0,0 
36,3.58,3.58,3.58,0,0,0 
38,1.54,1.54,1.54,0,0,0 
39,1.97,1.97,1.97,0,0,0 
48,3.58,3.58,3.58,0,0,0 
50,.082,.082,.082,0,0,0 
56,2,2,2,0,0,0 
59,.86,.86,.86,0,0,0 
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62,1.86,1.86,1.86,0,0,0 
68,.19,.19,.19,0,0,0 
71,.38,.38,.38,0,0,0 
ES 
34,6.45,6.45,6.45,6.6,6.6,6.6 
40,1.92,1.92,1.92,6.6,6.6,6.6 
42,.25,.25,.25,6.6,6.6,6.6 
44,.38,.38,.26,6.6,6.6,6.6 
47,3.21,3.21,1.44,3,3,3 
54,2,2,2,3,3,3 
55,.29,.29,.29,6.6,6.6,6.6 
58,.92,.92,.92,6.6,6.6,6.6 
60,.32,.32,.32,6.6,6.6,6.6 
63,.975,.975,.975,6.6,6.6,6.6 
72,.861,.861,.861,6.6,6.6,6.6 
66,4.53,4.53,1.64,6.6,6.6,6.6 
67,.492,.492,.492,3,3,3 
69,.262,.262,.262,6.6,6.6,6.6 
70,.287,.287,.287,6.6,6.6,6.6 
GO 
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file (file OBJ.BND). 
BEGIN 
MIN 
OBJ F 
ROWS 1164 
COLUMNS 3492 
RHS RHSI 
BOUNDS BNDI 
ELEM 3492 
ITER 1000 
END 
AME TRIAL PROBLEM 
OWS 
N F 
G CONTOOIA 
G CONTOOIB 
G CONTOOIC 
E CONT075A 
E CONT075B 
E CONT075C 
L CPPOOlAA 
L CPPOOlBA 
L CPPOOlCA 
L CPPOOlDA 
L CPPOOlEA 
L CPP08lAA 
L CPP08lBA 
L CPP08lCA 
L CPPOOlAB 
L CPPOOlBB 
L CPPOOlCB 
L CPPOOlDB 
L CPPOOlEB 
L CPP08lAB 
L CPP08lBB 
L CPP08lCB 
L CPPOOlAC 
L CPPOOlBC 
L CPPOOlCC 
L CPPOOlDC 
L CPPOOlEC 
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L CPP081AC 
L CPP081BC 
L CPP081CC 
L CPW024AA 
L CPW065AA 
L CPW024AB 
L CPW065AB 
L CPW024AC 
L CPW065AC 
L CPS031AA 
L CPS031BA 
L CPS031CA 
L CPS073AA 
L CPS073BA 
L CPS073CA 
L CPS031AC 
L CPS031BC 
L CPS031CC 
L CPS073AC 
L CPS073BC 
L CPS073CC 
L CPT053AA 
L CPT053BA 
L CPT053CA 
L CPT053AC 
L CPT053BC 
L CPT053CC 
L KPP001AA 
L KPPOOIEA 
L. KPPOOIAB 
L KPPOOIEB 
L KPPOOIAC 
L KPP001EC 
OLUMNS 
XPP001A F 16486.781 
XPP001A CPP001AA -3.100 
XPP001A CPP001AB -378.200 
XPP001A CPP001AC -753.300 
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XPPOOIE F 44067.367 
XPPOOIE CPP001EA -19.000 
XPPOOIE CPP001EB -231S.000 
XPPOOIE CPPOOIEC -4617.000 
XPPOSIA F 2559.414 
XPP081A CPPOSlAA -2.390 
XPPOSIA CPPOSIAB -291.5S0 
XPPOSIA CPPOSIAC -5S0.170 
XPPOSIC F 4946.S13 
XPP081C CPPOSICA -7.170 
XPPOSIC CPPOSICB -S74.740 
XPPOSIC CPPOSICC -1742.310 
XPW024A F 7213 .471 
XPW024A CPW024AA -2.390 
XPW024A CPW024AB -291.5S0 
XPW024A CPW024AC -5S0.170 
XPW065A F 4139.39S 
XPW065A CPW065AA -1.440 
XPW065A CPW065AB -175.6S0 
XPW065A CPW065AC -349.920 
XPS031A F 2349.192 
XPS031A CPS031AA -3.000 
XPS031A CPS031AB -366.000 
XPS031A CPS031AC -729.000 
XPS073C F 117.460 
XPS073C CPS073CA -1.000 
XPS073C CPS073CB -122.000 
XPS073C CPS073CC -243.000 
XPT053A F 73246.273 
XPT053A CPT053AA -.700 
XPT053A CPT053AB -S5.400 
XPT053A CPT053AC -157.464 
XPT053C F 155S99.766 
XPT053C CPT053CA -2.300 
XPT053C CPT053CB -2S0.600 
XPT053C CPT053CC -157.464 
YPPOOIA F 310S3.498 
YPPOOIA KPPOOlAA -3.100 
YPPOOIA KPPOOIAB -37S.200 
YPP001A KPP001AC -753.300 
YPPOOIE F 107646.531 
YPPOOIE KPPOOlEA -19.000 
YPPOOIE KPP001EB -231S.000 
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YPP001E KPP001EC -4617.000 
QPP001AA F 0.000 
QPP001AA CONT002A 1.000 
QPP001AA CONT001A -1.000 
QPP001AA CPP001AA 1.000 
ZPP001AA F 142.754 
ZPPOOlAA CONT002A -1.000 
ZPP001AA CONT001A 1.000 
ZPPOOlAA KPP001AA 1.000 
QPPOOICA F 0.000 
QPP001CA CONT002A 1.000 
QPP001CA CONT001A -1.000 
QPP001CA CPP001CA 1.000 
QPP081AA F 0.000 
QPP081AA CONTOOIA l.000 
QPP081AA CONT075A -1.000 
QPP081AA CPP081AA 1.000 
QPP081CA F 0.000 
QPP081CA CONTOOIA 1.000 
QPP081CA CONT075A -1.000 
QPP081CA CPP081CA 1.000 
QPPOOIAB F 0.000 
QPPOOIAB CONT002B 1.000 
QPPOOIAB CONTOOIB -1.000 
QPP001AB CPPOOIAB 1.000 
ZPP001AB F 142.754 
ZPPOOIAB CONT002B -1.000 
ZPPOOIAB CONTOOIB 1.000 
ZPPOOIAB KPPOOIAB 1.000 
QPP081AB F 0.000 
QPP081AB CONTOOIB 1.000 
QPP081AB CONT075B -l.000 
QPP081AB CPP081AB 1.000 
QPP081CB F 0.000 
QPP081CB CONTOOIB 1.000 
QPP081CB CONT075B -1.000 
QPP081CB CPP081CB 1.000 
QPPOOIAC F 0.000 
QPP001AC CONT002C 1.000 
QPPOOIAC CONT001C -1.000 
QPP001AC CPPOOIAC 1.000 
ZPP001AC F 142.754 
ZPPOOIAC CONT002C -1.000 
ZPP001AC CONTOOIC 1.000 
ZPP001AC KPPOOIAC 1.000 
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QPP081AC F 0.000 
QPP081AC CONT001C 1.000 
QPP081AC CONT075C -1.000 
QPP081AC CPP081AC 1.000 
QPP081CC F 0.000 
QPP081CC CONT001C 1.000 
QPP081CC CONT075C -l.000 
QPP081CC CPPO.81CC 1.000 
QPW024AA F 8.800 
QPW024AA CONT024A 1.000 
QPW024AA CPW024AA 1.000 
QPW065AA F 8.800 
QPW065AA CONT065A 1.000 
QPW065AA CPW065AA 1.000 
QPW024AB F 8.800 
QPW024AB CONT024B 1.000 
QPW024AB CPW024AB 1.000 
QPW065AB F 8.800 
QPW065AB CONT065B 1.000 
QPW065AB CPW065AB 1.000 
QPW024AC F 8.800 
QPW024AC CONT024C 1.000 
QPW024AC CPW024AC 1.000 
QPW065AC F 8.800 
QPW065AC CONT065C 1.000 
QPW065AC CPW065AC 1.000 
QPS031AA F 6.600 
QPS031AA CONT031A 1.000 
QPS031AA CPS031AA 1.000 
QPS031BA F 6.600 
QPS031BA CONT031A 1.000 
QPS031BA CPS031BA 1.000 
QPS073CC F 6.600 
. QPS073CC CONT073C 1.000 
QPS073CC CPS073CC 1.000 
QPT053AA F 233.547 
QPT053AA CONT053A 1.000 
QPT053AA CPT053AA 1.000 
QPT053AB F 233.547 
QPT053AB CONT053B 1.000 
QPT053AB CPT053AB 1.000 
QPT053AC F 239.203 
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QPT053AC CONT053C 1.000 
QPT053AC CPT053AC 1.000 
QEP027A F 47.600 
QEP027A CONT001A 1.000 
QEP027A CONT027A -LOOO 
QEP071A F 17.220 
QEP071A CONT016A 1.000 
QEP071A CONT071A -1.000 
QEP027B F 47.600 
QEP027B CONT001B 1.000 
QEP027B CONT027B -1.000 
QEP071B F 17.220 
QEP071B CONT016B 1.000 
QEP071B CONT071B -1.000 
QEP027C F 47.600 
QEP027C CONT001C 1.000 
QEP027C CONT027C -1.000 
QEP071C F 17.220 
QEP071C CONT016C 1.000 
QEP071C CONT071C -1.000 
QEW071A F 0.000 
QEW071A CONT071A 1.000 
QEW027B F 0.000 
QEW027B CONT027B 1.000 
QEW07lB F 0.000 
QEW071B CONT071B 1.000 
QEW027C F 0.000 
QEW027C CONT027C 1.000 
QEW071C F 0.000 
QEW071C CONT07lC 1.000 
QES034A F 6.600 
QES034A CONT034A 1.000 
QES070A F 6.600 
QES070A CONT070A 1.000 
QES034B F 6.600 
QES034B CONT034B 1.000 
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QES070B F 6.600 
QES070B CONT070B 1.000 
QES034C F 6.600 
QES034C CONT034C 1.000 
QES070C F 6.600 
QES070C CONT070C 1.000 
HS 
RHS1 CONT001A 13.443 
RHS1 CONT001B 1148.020 
RHS1 CONT001C 1311.957 
RHS1 CONT023A 0.632 
RHSl CONT023B 54.046 
RHS1 CONT023C 45.927 
OUNDS 
UP BND1 XPP001A 1.000 
UP BND1 XPPOO1B 1.000 
UP BND1 XPP001C 1.000 
UP BND1 XPP001D 1.000 
UP BND1 XPP001E 1.000 
UP BND1 XPP081A 1.000 
UP BNDl XPPOB1B 1.000 
UP BND1 XPPOB1C 1.000 
UP BND1 XPW024A 1.000 
UP BNDl XPW065A 1.000 
UP BNDl XPS031A 1.000 
UP BND1 XPS031B 1.000 
UP BND1 XPS031C 1.000 
UP BND1 XPS073A 1.000 
UP BND1 XPS073B 1.000 
UP BND1 XPS073C 1.000 
UP BND1 XPT053A 1.000 
UP BND1 XPT053B 1.000 
UP BNDl XPT053C 1.000 
UP BND1 YPP001A 1.000 
UP BND1 YPP001B 1.000 
UP' BND1 YPP001C 1.000 
UP BND1 YPP001D 1.000 
UP BND1 YPP001E 1.000 
UP BND1 QEP027A 4.840 
UP BND1 QEP071A 0.3BO 
UP BNDl QEP027B 590.480 
UP BND1 QEP071B 46.360 
UP BND1 QEP027C 1176.120 
UP BND1 QEP071C 92.340 
UP BNDl QEW027A 4.B40 
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UP BND1 QEW071A 0.380 
UP BND1 QEW027B 590.480 
UP BND1 QEW071B 46.360 
UP BND1 QEW027C 1176.120 
UP BND1 QEW071C 92.340 
UP BND1 QES034A 6.450 
UP BND1 QES070A 0.287 
UP BND1 QES034B 786.900 
UP BND1 QES070B 35.014 
UP BND1 QES034C 1567.350 
UP BND1 QES070C 69.141 
NDATA 
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Table 38. Part ial listing of the application problem's cont inuous version MPS 
file (file NONLIN.CON). 
BEGIN 
MIN 
OBJ F 
ROWS 450 
COLUMNS 1350 
RHS RHSl 
BOUNDS BNDl 
ELEM 1350 
ITER 1000 
CALL OBJECTIVE WHEN OPTIMAL 
NONLlN 216 
SUPER 217 
SOLUTION NO 
SOLUTION FILE 6 
END 
A}m TRIAL PROBLEM 
OWS 
N F 
G CONT001A 
G CONT001B 
G CONT001C 
E CONT075A 
E CONT075B 
E CONT075C 
OLUMNS 
QPP001A 
QPP001A 
ZPP001A 
ZPP001A 
QPP002A 
QPP002A 
QPP081A 
QPP081A 
QPW024A 
QPW065A 
QPS031A 
QPS073A 
QPT053A 
QPP001B 
CONT002A 
CONT001A 
CONT002A 
CONT001A 
CONT003A 
CONT001A 
CONT001A 
CONT075A 
CONT024A 
CONT065A 
CONT031A 
CONT073A 
CONT053A 
CONT002B 
1.000 
-1.000 
-1.000 
1.000 
1.000 
-1.000 
1.000 
-1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
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QPP001B 
ZPP001B 
ZPP001B 
QPP002B 
QPP002B 
QPP081B 
QPP081B 
QPW024B 
QPW065B 
QPS031B 
QPS073B 
QPT053B 
QPP001C 
QPP001C 
ZPP001C 
ZPP001C 
QPP002C 
QPP002C 
QPP081C 
QPP081C 
QPW024C 
QPW065C 
QPS031C 
QPS073C 
QPT053C 
QEP027A 
QEP027A 
QEP027A 
QEP027B 
QEP027B 
QEP027B 
QEP027C 
QEP027C 
QEP027C 
QEP071A 
QEP071A 
Continued 
CONT001B 
CONT002B 
CONT001B 
CONT003B 
CONT001B 
CONT001B 
CONT075B 
CONT024B 
CONT065B 
CONT031B 
CONT073B 
CONT053B 
CONT002C 
CONT001C 
CONT002C 
CONT001C 
CONT003C 
CONT001C 
CONT001C 
CONT075C 
CONT024C 
CONT065C 
CONT031C 
CONT073C 
CONT053C 
F 
CONT001A 
CONT027A 
F 
CONT001B 
CONT027B 
F 
CONT001C 
CONT027C 
F 
CONT016A 
-1.000 
-1.000 
1.000 
1.000 
-1.000 
1.000 
-1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
-1.000 
-1.000 
1.000 
1.000 
-1.000 
1.000 
-1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
47.600 
1.000 
-1.000 
47.600 
1.000 
-1.000 
47.600 
1.000 
-1.000 
17.220 
1.000 
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QEP071A 
QEP071B 
QEP07lB 
QEP071B 
QEP071C 
QEP07lC 
QEP07lC 
QEW027A 
QEW027A 
QEW027B 
QEW027B 
QEW027C 
QEW027C 
QEW07lA 
QEW07lA 
QEW071B 
QEW07lB 
QEW07lC 
QEW07lC 
QES034A 
QES034A 
QES034B 
QES034B 
QES034C 
QES034C 
QES070A 
QES070A 
QES070B 
QES070B 
QES070C 
QES070C 
RHSl 
RHSl 
RHS1 
RHSl 
RHSl 
RHSl 
OUNDS 
UP BNDl 
UP BND1 
UP BND1 
Continued 
CONT071A 
F 
CONT016B 
CONT07lB 
F 
CONT016C 
CONT07lC 
F 
CONT027A 
F 
CONT027B 
F 
CONT027C 
F 
CONT07lA 
F 
CONT07lB 
F 
CONT07lC 
F 
CONT034A 
F 
CONT034B 
F 
CONT034C 
F 
CONT070A 
F 
CONT070B 
F 
CONT070C 
CONT001A 
CONTOOIB 
CONTOOIC 
CONT023A 
CONT023B 
CONT023C 
QPPOOIA 
ZPP001A 
QPP001B 
-1.000 
17.220 
1.000 
-1.000 
17.220 
1.000 
-1.000 
0.000 
1.000 
0.000 
1.000 
0.000 
1.000 
0.000 
1.000 
0.000 
1.000 
0.000 
1.000 
6.600 
1.000 
6.600 
1.000 
6.600 
1.000 
6.600 
1.000 
6.600 
1.000 
6.600 
1.000 
13.443 
1148.020 
1311.957 
0.632 
54.046 
45.927 
19.000 
19.000 
2318.000 
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UP BND1 ZPP001B 2318.000 
UP BND1 QPP001C 4617.000 
UP BND1 ZPP001C 4617.000 
UP BND1 QPP002A 8.500 
UP BND1 QPP002B 1037.000 
UP BND1 QPP002C 2065.500 
UP BND1 QPP081A 7.170 
UP BND1 QPP081B 874.740 
UP BND1 QPP081C 1742.310 
UP BND1 QPW024A 2.390 
UP BND1 QPW024B 291.580 
UP BND1 QPW024C 580.770 
UP BND1 QPW065A 1.440 
UP BND1 QPW065B 175.680 
UP BND1 QPW065C 349.920 
UP BND1 QPS031A 38.520 
UP BND1 QPS031B 4699.440 
UP BND1 QPS031C 1567.350 
UP BND1 QPS073A 3.000 
UP BND1 QPS073B 366.000 
UP BND1 QPS073C 364.500 
UP BND1 QPT053A 2.328 
UP BND1 QPT053B 284.016 
UP BND1 QPT053C 157.464 
UP BND1 QEP027A 4.840 
UP BND1 QEP027B 590.480 
UP BND1 QEP027C 1176.120 
UP BND1 QEP071A 0.380 
UP BND1 QEP071B 46.360 
UP BND1 QEP071C 92.340 
UP BND1 QEW027A 4.840 
UP BND1 QEW027B 590.480 
UP BND1 QEW027C 1176.120 
UP BND1 QEW071A 0.380 
UP BND1 QEW071B 46.360 
UP BND1 QEW071C 92.340 
UP BND1 QES034A 6.450 
UP BND1 QES034B 786.900 
UP BND1 QES034C 1567.350 
UP BND1 QES070A 0.287 
UP- BND1 QES070B 35.014 
UP "BND1 QES070C 69.741 
NDATA 
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133 
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Table 40. The application problem's nonlinear funct ion subroutine; using t rans-
formation 1 (file CALCFGl.DIS). 
SUBROUTINE CALCFG(MODE,N.X.F.G.NSTATE,NPROB) 
REAL*8 X(N).F.T( 119).G(N).COST( 119) 
F-O. 
COST( 1) = 16486.781 
COST( 2) ... 19585.988 
COST( 3) = 33044.809 
COST( 4) ... 44067.367 
COST( 5) - 44067.367 
COST( 6) ... 66322.438 
COST( 7) - 85027.180 
COST( 8) ... 135476.688 
COST( 9) - 59351.477 
COST( 10) .. 100135.789 
COST( 11) - 133537.500 
COST( 12) - 59633.629 
COST( 13) - 81336.078 
COST( 14) - 62449.922 
COST( 15) - 74189.344 
COST( 16) - 94717.648 
COST( 17) ... 31224.961 
COST( 18) ... 215149.094 
COST( 19) - 142499.141 
COST( 20) - 204286.094 
COST( 21) - 250247.531 
COST( 22) .. 185108.719 
COST( 23) - 224851.469 
COST( 24) ... 200833.828 
COST( 25) - 266826.938 
COST( 26) - 276494.531 
COST( 27) - 80185.844 
COST( 28) - 102147.656 
COST( 29) - 163474.469 
COST( 30) - 132653.703 
COST( 31) - 217803.188 
COST( 32) - 289476.875 
COST( 33) - 240177.594 
COST( 34) - 393820.656 
COST( 35) - 523822.125 
COST( 36) - 178474.078 
COST( 37) - 289630.625 
COST( 38) - 181362.563 
COST( 39) - 264899.906 
COST( 40) - 325411.656 
COST( 41) - 43714.945 
COST( 42) - 206084.750 
COST( 43) - 200311.219 
COST( 44) - 233180.406 
COST( 45) - 337958.281 
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Table 40. Continued 
COST( 46) - 193794.469 
COST( 47) - 165475.469 
COST( 48) - 207986.297 
COST( 49) - 333938.063 
COST( 50) - 445919.188 
COST( 51) - 19656.363 
COST( 52) - 21226.014 
COST( 53) !IE 21749.221 
COST( 54) .. 562049.313 
COST( 55) - 777268.063 
COST( 56) ... 1126527.500 
COST( 57) - 1502296.750 
COST( 58) 
-
25093.682 
COST( 59) - 25093.682 
COST( 60) - 9251.570 
COST( 61) - 31511.580 
COST( 62) - 15102.626 
COST( 63) - 14062.620 
COST( 64) - 4417.423 
COST( 65) - 9813.790 
COST( 66) .. 1969.360 
COST( 67) .. 1969.360 
COST( 68) - 2093.350 
COST( 69) .. 4046.009 
COST( 70) - 5118.829 
COST( 71) - 29272.539 
COST( 72) - 15102.626 
COST( 73) - 15102.626 
COST( 74) - 11560.808 
COST( 75) - 10237.657 
COST( 76) .. 343910.750 
COST( 77)- 435100.406 
COST( 78) ... 530824.375 
COST( 79) - 23500.313 
COST( 80) - 23500.313 
COST( 81) - 2185.747 
COST( 82) .. 3462.769 
COST( 83) - 18547.508 
COST( 84) .. 17501.201 
COST( 85) - 19593.797 
COST( 86) .. 2559.414 
COST( 87) - 3709.467 
COST( 88) - 4946.813 
COST( 89) - 7213.471 
COST( 90) - 7213.471 
COST( 91) .. 7213.471 
COST( 92) - 7213.471 
COST( 93) - 7213.471 
COST( 94) - 7509.534 
COST( 95) .. 7509.534 
COST( 96) - 7509.534 
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COST( 97) - 7509.534 
COST( 98) - 4183.918 
COST( 99) - 5753.930 
COST( 100) - 2319.809 
COST( 101) - 2319.809 
COST( 102) - 7509.534 
COST( 103) - 7509.534 
COST( 104) ~ 7509.534 
COST( 105) ~ 4139.398 
COST( 106) • 2349.192 
COST( 107) • 5872.981 
COST( 108) - 11276.123 
COST( 109) - 352.379 
COST( 110) • 293.649 
COST( Ill) - 117.460 
COST( 112) - 73246.273 
COST( 113) - 113746.906 
COST( 114) - 155899.766 
COST( 115) - 31083.498 
COST( 116) - 42177.574 
COST( 117) - 65049.395 
COST( 118)· 87229.313 
COST( 119)· 107646.531 
IF(NSTATE.NE.2)THEN 
DO 1-1, 119 
T(I)-COST(I)*X(I)*(101.-100.*X(I» 
G(I)-COST(I)*(101.-200.*X(I» 
F-F+T(I) 
END DO 
END IF 
DO 1-1, 119 
T(I)-O. 
END DO 
IF(NSTATE.EQ.2)THEN 
DO 1-1, 119 
X(I)-NINT(X(I)+.4999) 
F-F+X(I)*COST(I) 
END DO 
END IF 
RETURN 
END 
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Table 41. The application problem's nonlinear 
formation 2 (file CALCFG2.DIS). 
funct ion subrout ine; using trans-
SUBROUTINE CALCFG(MODE,N,X,F,G,NSTATE,NPROB) 
REAL*8 X(N),F,T( 119),G(N),COST( 119) 
F-O. 
COST( 1) - 16486.781 
COST( 2) ... 19585.988 
COST( 3) - 33044.809 
COST( 4) - 44067.367 
COST( 5) 
-
44067.367 
COST( 6) - 66322.438 
COST( 7) - 85027.180 
COST( 8) - 135476.688 
COST( 9) .. 59351.477 
COST( 10) .. 100135.789 
COST( 11)- 133537.500 
COST( 12) - 59633.629 
COST( 13) .. 81336.078 
COST( 14) - 62449.922 
COST( 15) - 74189.344 
COST( 16) - 94717.648 
COST( 17) .. 31224.961 
COST( 18) - 215149.094 
COST( 19) ... 142499.141 
COST( 20) .. 204286.094 
COST( 21) .. 250247.531 
COST( 22) .. 185108.719 
COST( 23) - 224851.469 
COST( 24) - 200833.828 
COST( 25) .. 266826.938 
COST( 26) - 276494.531 
COST( 27) - 80185.844 
COST( 28) - 102147.656 
COS'!'( 29) - 163474.469 
COST( 30) - 132653.703 
COST( 31) - 217803.188 
COST( 32) - 289476.875 
COST( 33) - 240177.594 
COST( 34) - 393820.656 
COST( 35) - 523822.125 
COST( 36) - 178474.078 
COST( 37) - 289630.625 
COST( 38) - 181362.563 
COST( 39) - 264899.906 
COST( 40) - 325411.656 
COST( 41) - 43714.945 
COST( 42) - 206084.750 
COST( 43) - 200311.219 
COST( 44) - 233180.406 
COST( 45) - 337958.281 
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Table 4l. Continued 
COST( 46) .. 193794.469 
COST( 47) - 165475.469 
COST( 48) - 207986.297 
COST( 49) .. 333938.063 
COST( 50) .. 445919.188 
COST( 51) .. 19656.363 
COST( 52) .. 21226.014 
COST( 53) .. 21749.221 
COST( 54) .. 562049.313 
COST( 55) .. 777268.063 
COST( 56) .. 1126527.500 
COST( 57) - 1502296.750 
COST( 58) .. 25093.682 
COST( 59) 
-
25093.682 
COST( 60) .. 9251.570 
COST( 61) .. 31511.580 
COST( 62) - 15102.626 
COST( 63) - 14062.620 
COST( 64) - 4417.423 
COST( 65) - 9813.790 
COST( 66) - 1969.360 
COST( 67) .. 1969.360 
COST( 68) - 2093.350 
COST( 69) - 4046.009 
COST( 70) - 5118.829 
COST( 71) - 29272.539 
COST( 72) - 15102.626 
COST( 73) - 15102.626 
COST( 74) := 11560.808 
COST( 75) - 10237.657 
COST( 76) - 343910.750 
COST( 77) - 435100.406 
COST( 78) - 530824.375 
COST( 79) - 23500.313 
COST( 80) - 23500.313 
COST( 81) - 2185.747 
COST( 82) - 3462.769 
COST( 83) - 18547.508 
COST( 84) - 17501.201 
COST( 85) - 19593.797 
COST( 86) - 2559.414 
COST( 87) - 3709.467 
COST( 88) - 4946.813 
COST( 89) - 7213.471 
COST( 90) - 7213.471 
COST( 91) - 7213.471 
COST( 92) - 7213.471 
COST( 93) - 7213.471 
COST( 94) - 7509.534 
COST( 95) - 7509.534 
COST( 96) - 7509.534 
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COST( 97) - 7509.534 
COST( 98) - 4183.918 
COST( 99) - 5753.930 
COST( 100) - 2319.809 
COST( 101) - 2319.809 
COST( 102) - 7509.534 
COST( 103) - 7509.534 
COST( 104) - 7509.534 
COST( 105) - 4139.398 
COST( 106) - 2349.192 
COST( 107) - 5872.981 
COST( 108) - 11276.123 
COST( 109) - 352.379 
COST( 110) - 293.649 
COST( 111) - 117.460 
COST( 112) - 73246.273 
COST( 113) - 113746.906 
COST( 114) - 155899.766 
COST( 115) - 31083.498 
COST( 116) - 42177.574 
COST( 117) - 65049.395 
COST( 118) - 87229.313 
COST( 119) - 107646.531 
IF(NSTATE.NE.2)THEN 
DO 1-1, 119 
T(I)-(COST(I)*X(I»/(X(I)+.OOOl) 
G(I)-(.0001*COST(I»/«X(I)+.0001)**2.) 
F-F+T(I) 
END DO 
END IF 
DO 1-1, 119 
T(I)-O. 
END DO 
IF(NSTATE.EQ.2)THEN 
DO 1-1, 119 
X(I)-NINT(X(I)+.4999) 
F-F+X(I)*COST(I) 
END DO 
END IF 
RETURN 
END 
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Table 42. The continuous versionls optimal network design file (CONT.DSN) . 
................ ----_ ....••......•••. -.-................................................•.....................•......•.. --.. 
Oilln' Vllfp.' _Hlft' otlCftl ""I ~'IIIOOO' F2 11'0001 F3 'sIOOOI fAC'I'IOOOI 
". MDF T --------------- •• Iftl ---------------------- OC~.dl 
D211n' V211pol .f2(ItJ ftt:(ft) NP2 CI UIOOOI C2 UIDODI C3 "1000. TAC21t 1000 • 
........ --.-.. -......••••.... _ ....••.•..•..•••••... _---.... -......•.•.•. --.•......... _ ....................... -........ --... . 
011'1 .. 
oal OIR • 
OIR C 
011'1 ... 
011'1 .. 
011'1 • 011'1 • 004 011'1 C 
'.3' 
•. 00 
,. " 
6.00 
10.000 
4. 767 
:t. l32 
1.718 
'20.0 
-400.0 
3:1B. 74 
193. 46 
lB. 4' 
lB. 211 
IBI. 26 0 
326.'4 0 
4:1B 4' 2 
418.211 2 
0.019 
O. 100' 
0.000 
0.000 
0.000 
0.000 
O. 000 
O. 21B 
14.436 
1".74" 
8. '93 
10.4117 
0.000 
0.000 
3.927 
:1.7'4 
0.000 
O.DOD 
0.000 
0.000 
0.000 
0.000 
17.2" 
16. 461 
14.4:16 
1 ... 14 .. 
=". 77~ 
::IO.1I1l1 
--------------------------------------------------------------------------------------------------------------------------00' 0111 .. 
00 .. 
011'1 • 
011'1 C 
OIR ... 
011' I 
DIR • DIR C 
DIA C 
,. '1'3 
•. 00 
:1.86 
4.00 
11.000 
'.B62 
2.227 
:1.074 
400.0 
-60.0 
:17:. :13 
3'4.'" 
1311.33 
116.l2 
24. 117 0 
4:t. II 0 
19B. 33 
17".32 
0.744 
O. 407 
0.221 
0.117 
0.01l2 
0.OB2 
0.078 
0.078 
~O ... 20 
20.933 
16. '91 
17.370 
0.000 
0.000 
t.4':1 
t. :l4~ 
----------------------------------------------------------------ooe 0111 .. 
0111 I 
0111 C 
00'9 0111 .. 
011 
01. 
01" 
011'1 , 
0111 C 
DIR .. 
0111 I 
011'1 • 011'1 C 
PIli C 
0111 
" 
OIR I 
0111 • 0111 C 
011'1 C 
01" .. 
DIR • 0111 a 
OIR ~ 
CII;; C 
3 ..... 
•. 00 
I. '7 
6.00 
•. 2' 
8.00 
8.48 
10. DO 
2 .... 
300 
•. 000 
2.033 
6.000 
0 ... 4 .. 
2. 40~ 
1.4 .. 7 
2. ~2" 
1.01' 
2.100 
I ... 70 
:tOO. a 2010.21 -1818.21 
14 .... 8 ~'.:I:1 
60.0 2240.13 -2IS0.13 
,. B:t '0. I~ 
-80.0 181. 9S 261. '8 
, •. '9 134. '9 
- .. 0.0 74. 7 .. 1:14.7" 
3:3. 4:t 9:3. 4' 
0.0 231 07 .31.07 
1:J2.2' 1:J2.29 
o 
o 
o 
o 
D. :;I'B 
0.<237 
0.140 
0.OB2 
0.057 
0.OJ3 
0.3:31 
0.144 
0.14" 
0.000 
0.000 
O. 640 
0.000 
0.000 
0.000 
0.000 
0.0':1 
o 000 
o 000 
0.000 
o. 000 
30.:100 
60. 706 
B 204 
34. '40 
61.7:i3 
114. "'0 
49,041 
60.68' 
I;;' ", 
14 "3 
0.000 
0.000 
O.DOD 
O.DOD 
<2.780 
1.81:1 
2.44' 
I. 932 
I. II' 
0.181 
0.000 
0.000 
20.11"'0 
20.'ll3 
----------
0.017 
0.0" 
0.'78 
0.894 
1.7"4 
I ... 18 
20.803 
2t. 242 
---.--------------
0.000 
O.DOD 
0.000 
0.000 
0.064 
0.0:1:1 
I. "3 
1.197 
0.000 
O.DOD 
0.0"4 
0.044 
0.000 
0.000 
0.000 
0.000 
o 009 
o 00' 
0.000 
a 000 
0.000 
0.000 
::10.200 
60.106 
B 204 
34. '40 
..... 1'0 
87.991 
". "7 
62.600 
13. 6Bl 
1'.340 
.~---------------~----------------------------------------------------------------------------------------------------------Ot7 0'" ~ 
01" • 
1 ... 3 
4.00 
".000 
a. 993 
'0.0 3'0097 -3'1097 
"' .. ~6 , ",;2 
o 
o 
D. 0'6 
0.000 
8 16~ 
26 G" 
o 000 
o 000 
., 000 
o 000 
8 164 
26. 0" 
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Table 42. Continued. 
IIIR • 0,11:1' 1lI,04S 0111 • 0,112' 1'.010 CUlt C 0,000 0,000 :II. 493 
DIll C 0.000 0.000 21. 7511 
-------- --------Ollt .. 0.000 0.000 
DIll .. 0.000 0.000 
0., Ollt • S,91 2. , ... -200.0 2, 39 202.39 0.71::1 I. 74. 3.3::1::1 13.079 10.00 lI.022 I. ::II> lIOI.31> 2.023 3.32l1 13.013 
Dill e 0.000 0.000 III. U:I 
DIll e 0,000 0.000 111.357 
... _-----
DIll .. lI.'IIO 0.3M 
Drlt .. lI. '80 0.38:1 
0404 DIIt • II>. 17 2.800 -200.0 1.42 lIOI.4l1 2.:100 3. 159 :I.'" 47. 101 
' •. 00 2.2~9 0.114 200.114 4.3111 " '3S 41>.91>:1 
orlt C 0.000 0.0lI0 57. I" 
011. e O.ooq 0,000 ".1>01> 
Ollt .. 0, 7~:I 0, 13' 
0111 .. 0, 7:1:1 O. 13~ 
Ott, DIll • 11.04 2,1>34 -240.0 I, 911 241. 98 I. 131 2.291 4,_ 24,ao, 12.00 2.:I2a 1.3l1 lI4I.32 2. "9 4.'98 lI4. 737 
DIIOI e 0,000 0,000 31. 844 
....... 01 e 0.000 0.000 32.0::10 
oIlo> -----
W 
I 
" 
Table 42. Continued. 
_.-.-----.------_.----------.... _--------_._ .... _--------.... _.--_ ... ------------------------------------------------_ .. ----
""-
NODE 'AC1L1TY TYI'I1: I'AODUCTION IIATI1: itN<lJiOL. FIXED COST fil1:ASONiOL. a • " C05T TOTAL ANNUAL COS T 
II'I<;QI 
._'0001 .. ,0001 '_10001 
------------
A :14 I'W :1.390 0.000 O.O:U 
• :14 I'W :1.3'10 0.000 :I. '66 c: :14 I'W :1.3'10 10. ,.H ,. III IB.:l6' 
------- -------
---------------------------A lZ, I'w I. 373 0.000 0.01:1 
• :I, I'W :1.3'10 0.000 :I. '''6 C lIS I'W 2.390 10.~61 ,. III lB. 2'. 
----------------------------
A :I. I'W 0.000 0.000 0.000 
• :16 I'w 2.390 10.'''7 :I.". 14.4:17 c: :I. I'W 0 .• 1'1 O. QOQ 1.324 
A 33 I'W 0.000 O. 0.000 
• 33 I'W 0.000 0.000 0.000 C 33 I'W 2.000 9.74B 4.277 14. 041' 
A 3" I'W 2. ~BO 0.000 0.023 
• 3" I'W 2. ,SO 10.9.0 :1.770 13.732 c: 3" I'w 0.000 0.000 0.000 
t-' 
------ ------------------------------
01:1- A 43 I'W I. 091 7.408 0.010 11.303 
01:1- • 43 I'W 0.S2' 0.000 O.SS. c: 43 I'W 0.000 0.000 0.000 
II .1 I'W 0.000 0.000 0.000 
• .1 I'W O. 713 •. 109 0.7.' •. 111' c: ., I'W 0.000 0.000 0.000 
A .4 I'w :I. 'so 0.000 0.023 
• .4 I'W 2. 'so 10.9.0 2.770 13.132 c: .4 I'W 0.000 0.000 0.000 
--------
A ., I'W O. 7" 0.000 0.00" 
• 65 I'W I. 131 7. '419 '.214 B.no c ., I'W 0.000 O.QOO O.QOQ 
------- ---:---
TAC • • teA .t •••• "':160'. 163168330 WiQ I1:X I'AC 
Table 43. File INPUT.DAT of the last iteration of the application problem's 
MIP version solution file. 
$GENSPEC NSEASONSc3,DAYS(l)-1,DAYS(2)-122.DAYS(3)-243,TNNODES-75, 
NPP-51.NPW-17.NPS-2.NPT-l,NEP-30.NEWc 15,NES-15,NET-0.RI-.1, 
YEARPUMP=30.,PROBNAME-'TRIAL PROBLEM'.YEARPIPE-20, 
YEARTP=30,YEARWELL=20$ 
$POWRSPEC GAMMAc 65.,BHPINFUL(1)-1.34, 
PUMPTYPE(11)=1,CSTOFFUL(1)-.05t~crPRSURE-150, 
PKDADJST(4,1)=.9804, 
PKDADJST(11,1)=.8419, 
PKDADJST(12,1)-1.99375, 
PKDADJST(14,1)-1.8812, 
PKDADJST(17,1)-1.5103, 
PKDADJST(19,1)-1.8343, 
PKDADJST(21,1)-.91142, 
PKDADJST(22,1)=1.18936, 
PKDADJST(23,1)s.4724, 
PKDADJST(37,1)-.68829, 
PKDADJST(45,1)-.64034, 
PKDADJST(46,1)-1.34416, 
PKDADJST(51,1)-.56115, 
PKDADJST(52,1)=.92801, 
PKDADJST(64,1)-.29264, 
PKDADJST(65,1)-.72988$ 
DN 
1,13.443,9.41,5.399 
2,4.262,2.984,2. 
3,2.822,1.975,.663 
4,2.904,2.033,1.021 
5,.597,.418,.247 
6,1.007,.705,.403 
7,.117,.082,.078 
8,1.452,1.016,.617 
9,.258,.18,.107 
10,.082,.057,.033 
11,.952,.648,.387 
12,.621,.434,.272 
13,3.56,2.492,1.498 
14,1.019,.713,.473 
15,4.707,3.295,1.193 
16,.714,.5, .444 
17,.082,.075,.037 
18,1.616,1.131,.374 
19,2.412,1.689,1.193 
20,.222,.156,.103 
21,.246,.172,.115 
22,.457,.320,.189 
23,.632,.443,.189 
74,0. ,0. ,0. 
75,0.,0.,0. 
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Table 43. Continued. 
pp 
1,1,2,2640,200,1,5,3.1,5.4,8.5,12.2,19.,1 
2,1,3,8000,-220,0,3,3.1,5.4,8.5,1 
3,3,4,8000,520,0,3,5.4,8.5,12.2,1 
4,4,5,5000,-400,0,1,.35,1 
5,5,6,10000,400,0,2,3.1,5.4,1 
6,6,7,14000,-60,0,1,3.1,1 
7,6,8,5000,150,0,1,3.1,1 
8,8,9,29000,200,0,1,3.1,1 
9,9,10,16500,60,0,1,3.1,1 
10,8,11,30000,-190,0,2,3.1,5.4,1 
11,11,12,28000,-80,0,1,.35,1 
12,2,13,15000,-60,0,1,.65,1 
13,13,14,10000,-240,0,3,3.1,5.4,8.5,1 
14,14,15,17000,0,0,1,.5,1 
15,15,18,31000,0,0,3,5.4,8.5,12.2,1 
16,18,19,20000,-240,0,2,5.4,8.5,1 
17,20,21,21000,50,0,1,.18,1 
18,18,20,40000,-140,0,2,3.1,5.4,1 
19,20,22,7000,440,0,1,.2,1 
20,23,22,33000,375,0,1,3.1,1 
21,16,23,27000,185,0,1,.35,1 
22,16,17,30000,-15,0,1,.085,1 
23,15,16,22000,-360,0,1,.8,1 
24,24,1,600,-300,0,1,2.39,1 
25,25,1,900,-300,0,1,2.39,1 
26,26,1,1000,-300,0,1,2.39,1 
31,31,2,90000,900,0,4,3.1,5.4,8.5,19,1 
32,32,2,400,-300,0,1,3.58,1 
33,33,2,400,-300,0,1,3.58,1 
37,37,3,200,-120,0,1,1.3,1 
41,41,4,700600,0,1,1.97,1 
43,43,5,500,-200,0,1,2.58,1 
45,45,6,500,-180,0,1,.65,1 
46,46,7,400,-120,0,1,.12,1 
49,49,8,400,-200,0,1,1.43,1 
51,51,9,200,-120,0,1,.18,1 
52,52,10,200,-120,0,1,.09,1 
53,53,11,1000,100,0,3,.7,1.4,2.5,1 
57,57,13,500,-440,0,1,2.6,1 
6L,61,14,500,-200,0,1,2.58,1 
64,64,15,500,-200,0,1,2.5,1 
65,65,18,500,-240,0,1,.76,1 
73,73,31,2000,50,0,1,3.,1 
74,73,2,85000,800,0,3,1,2,3,1 
75,32,74,50,-310,0,1,3.58,1 
76,33,74,50,-310,0,1,3.58,1 
77,74,2,350,10,0,2,3.58,7.16,1 
78,25,75,300,-310,0,1,2.39,1 
79,24,75,100,-310,0,1,2.39,1 
80,26,75,500,-310,0,1,2.39,1 
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81,75,1,500,10,0,3,2.39,4.78,7.17,1 
EP 
27,27,1,4.84,4.84,4.84,47.6,47.6,47.6 
28,28,1,4.84,4.84,4.84,47.6,47.6,47.6 
29,29,1,4.84,4.84,4.84,47.6,47.6,47.6 
30,30,1,4.84,4.84,4.84,47.6,47.6,47.6 
34,34,2,6.45,6.45,6.45,0.,0.,0. 
35,35,2,3.58,3.58,3.58,34.1,34.1,34.1 
36,36,2,3.58,3.58,3.58,34.1,34.1,34.1 
38,38,3,1.54,1.54,1.54,18.91,18.91,18.91 
39,39,4,1.97,1.97,1.97,59.42,59.42,59.42 
40,40,4,1.92,1.92,1.92,0,0,0 
42,42,5,.25,.25,.25,0,0,0 
44,44,6,.38,.38,.38,0,0,0 
47,47,8,3.21,3.21,3.21,0,0,0 
48,48,8,3.58,3.58,3.58,25.66,25.66,25.66 
50,50,9,.082,.082,.082,18.91,18.91,18.91 
54,54,11,2,2,2,0,0,0 
55,55,12,.29,.29,.29,0,0,0 
56,56,13,2,2,2,45.92,45.92,45.92 
58,58,13,.92,.92,.92,0.,0.,0. 
59,59,14,.86,.86,.86,25.66,25.66,25.66 
60,60,14,.32,.32,.32,0,0,0 
62,62,15,1.86,1.86,1.86,25.66,25.66,25.66 
63,63,15,.975,.975,.975,0,0,0 
72,72,18,.861,.861,.861,0,0,0 
66,66,19,4.53,4.53,4.53,0,0,0 
67,67,20,.5,.5,.5,0,0,0 
68,68,21,.19,.19,.19,28.19,28.19,28.19 
69,69,22,.262,.262,.262,0,0,0 
70,70,23,.287,.287,.287,0,0,0 
71,71,16,.38,.38,.38,17.22,17.22,17.22 
PW 
24,2,1,36,140,2.39,8.8 
25,2,1,36,140,2.39,8.8 
26,2,1,36,140,2.39,8.8 
32,2,1,36,140,3.58,8.8 
33,2,1,36,140,3.58,8.8 
37,2,1,24,150,1.3,8.8 
41,2,1,36,150,1.97,8.8 
43,2,1,36,150,2.58,8.8 
45,2,1,16,150,.65,8.8 
46,2,1,16,55,.12,8.8 
49,2,1,36,95,1.43,0 
51,2,1,30,20,.18,0 
52,2,1,16,20,.09,0 
57,2,1,36,150,2.6,8.8 
61,2,1,36,150,2.58,8.8 
64,2,1,36,150,2.58,8.8 
65,2,1,24,54,.76,8.8 
PS 
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31,38.52,38.52,6.45,3,3,10,19,20000,50000,96000,6.6 
73,3,3,1.5,3,3,2,1,3000,2500,1000,6.6 
PT 
53,2.328,2.328,.648,3,.7,1.4,2.3,2 
EW 
27,4.84,4.84,4.84,0,0,0 
28,4.84,4.84,4.84,0,0,0 
29,4.84,4.84,4.84,0,0,0 
30,4.84,4.84,4.84,0,0,0 
35,3.58,3.58,3.58,0,0,0 
36,3.58,3.58,3.58,0,0,0 
38,1.54,1.54,1.54,0,0,0 
39,1.97,1.97,1.97,0,0,0 
48,3.58,3.58,3.58,0,0,0 
50,.082,.082,.082,0,0,0 
56,2,2,2,0,0,0 
59,.86,.86,.86,0,0,0 
62,1.86,1.86,1.86,0,0,0 
68,.19,.19,.19,0,0,0 
71,.38,.38,.38,0,0,0 
ES 
34,6.45,6.45,6.45,6.6,6.6,6.6 
40,1.92,1.92,1.92,6.6,6.6,6.6 
42,.25,.25,.25,6.6,6.6,6.6 
44,.38,.38,.26,6.6,6.6,6.6 
47,3.21,3.21,1.44,3,3,3 
54,2,2,2,3,3,3 
55,.29,.29,.29,6.6,6.6,6.6 
58,.92,.92,.92,6.6,6.6,6.6 
60,.32,.32,.32,6.6,6.6,6.6 
63,.975,.975,.975,6.6,6.6,6.6 
72,.861,.861,.861,6.6,6.6,6.6 
66,4.53,4.53,1.64,6.6,6.6,6.6 
67,.492,.492,.492,3,3,3 
69,.262,.262,.262,6.6,6.6,6.6 
70,.287,.287,.287,6.6,6.6,6.6 
GO 
148 
