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Abstract
A connected graph G = (V; E), a vertex in V and a non-negative weight function de3ned on
E can be used to induce Chinese postman and traveling salesman (cooperative) games. A graph
G= (V; E) is said to be locally (respectively, globally) Chinese postman balanced (respectively,
totally balanced, submodular) if for at least one vertex (respectively, for all vertices) in V
and any non-negative weight function de3ned on E, the corresponding Chinese postman game
is balanced (respectively, totally balanced, submodular). Local and global traveling salesman
balanced (respectively, totally balanced, submodular) graphs are similarly de3ned.
In this paper, we study the equivalence between local and global Chinese postman balanced
(respectively, totally balanced, submodular) graphs, and between local and global traveling sales-
man submodular graphs.
? 2003 Elsevier B.V. All rights reserved.
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1. Introduction
We study in this paper two classes of cooperative combinatorial games: Chinese
postman (CP) games (cf. [4]) and traveling salesman (TS) games (cf. [12,10]). For both
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these games, balancedness, totally balancedness and submodularity were characterized
in terms of some speci3c classes of graphs. To present these characterizations, we 3rst
need to recall some game theoretical notions.
A cooperative game is an ordered pair (N; c); where N = {1; 2; : : : ; n} is a 3nite set
of players and c : 2N → R is a map that assigns to each coalition S ⊆ N a real number
c(S), called the cost of S, such that c(∅) = 0. In this paper, we will think of (N; c)
as a cost game, in which case c(S) is the cost incurred to members of S when they
create their own coalition. One of the most prominent solution concepts in cooperative
game theory is the core of a game. It consists of all vectors which distribute the cost
incurred to N , c(N ), among the players in such a way that no subset of players can
be better oJ by seceding from the rest of the players and act on their own behalf.
That is, a vector x is in the core of a game (N; c) if 1 x(N ) = c(N ) and x(S)6 c(S)
for all S ⊂ N . A cooperative game whose core is not empty is said to be balanced,
and if the core of any subgame of it is non-empty, it is said to be totally balanced.
A well-known class of (totally) balanced games is the class of submodular games. A
game (N; c) is called submodular if c(S ∪ L ∪M) + c(S)6 c(S ∪M) + c(S ∪ L) for
any S; L;M ⊆ N .
Submodular games are known to have nice properties, in the sense that some solution
concepts for these games coincide and others have intuitive description. For example,
for submodular games, the core is equal to the convex hull of all marginal vectors (cf.
[11,6]), and, as a consequence, Shapley value is the barycentre of the core [11]. Further,
the bargaining set and the core coincide and the kernel coincides with the nucleolus
[9]. Moreover, some of these solution concepts can be computed more eKciently for
submodular games. For example, each marginal vector, which is an extreme point in
the core, can be computed in linear time, the nucleolus can be computed in a strongly
polynomial time [7] and the -value can be easily calculated [13].
Next, we recall the de3nitions of the CP and the TS games. Let G = (V (G); E(G))
be a connected undirected (resp., strongly connected directed) graph in which V (G)
denotes the set of vertices and E(G) denotes the set of edges (arcs). Further, let
v0 ∈V (G) be a 3xed vertex, which will be referred to as the warehouse. Let t :E →
[0;∞) be a non-negative weight function de3ned on the edges (arcs) of E.
CP games 2 arise from situations CP = (E(G); (G; v0); t) in which the players are
identi3ed with the edges (arcs). A (directed) S-tour in G of a non-empty coalition
S ⊆ E(G) is a closed walk that starts at the warehouse v0 and visits each edge (arc)
that is included in S at least once. Then, the cost incurred to a non-empty coalition S
in the CP game is de3ned as the cost of a (directed) minimum weight S-tour. Note that
determining the cost of the grand coalition N is equivalent to solving the CP problem
on G (cf. [1]).
TS games arise from situations TS = (V−(G); (G; v0); t) in which the players are
identi3ed with the vertices, except v0 (i.e. V−(G)=V (G)\{v0}). A (directed) S-Steiner
tour in G of a non-empty coalition S ⊆ V−(G) is a (directed) cycle, not necessarily
simple, that includes all vertices of S ∪ {v0}. Then, the cost incurred to a non-empty
1 For a vector x∈RN and T ⊆ N we let x(T ) =∑j∈T xj .
2 Hamers et al. [4] introduced these games and refer to them as delivery games.
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coalition S in the TS game is de3ned as the cost of a minimum weight (directed)
S-Steiner tour. Note, that determining the cost incurred to a coalition S is equivalent
to solving a Steiner TSP problem (cf. [8]).
Next, we will brieLy introduce some classes of graphs related to CP and TS games.
An undirected (resp., directed) graph G = (V (G); E(G)) is said to be globally CP
balanced (resp., totally balanced, submodular) if the induced CP game is balanced
(resp., totally balanced, submodular) for any location of the warehouse (i.e. for any
v0 ∈V (G)) and any non-negative weight function de3ned on the edges (arcs). Globally
TS submodular undirected (resp., directed) graphs are similarly de3ned. Characteriza-
tions of globally CP balanced (resp., totally balanced, submodular) graphs and globally
TS submodular graphs have already been established. Explicitly, Granot et al. [3] have
shown that an undirected graph is globally CP submodular if and only if it is globally
CP totally balanced, which holds if and only if it is weakly 3 cyclic. They have further
shown that an undirected graph G is globally CP balanced if and only if it is weakly 4
Eulerian. In contrast with the undirected case, Granot et al. [3] have shown that a
directed graph is globally CP submodular if and only if it is weakly cyclic, 5 and that
any strongly connected directed graph is globally CP balanced.
In [5], it is proven that an undirected graph G is globally TS submodular if and
only if G can be obtained by 1-sums of copies of K4 and outerplanar graphs. Finally,
Granot et al. [2] showed that a directed graph G is globally TS submodular if and only
if G is a 1-sum of harmonic digraphs, 6 each of which is outerplanar with a directed
cycle on its outer boundary.
Requiring graphs to satisfy the various properties of balancedness, totally balanced-
ness and submodularity globally, for all vertices in the graph G, may be unnecessarily
restrictive. Indeed, to the extent that the location of the warehouse in G can be chosen,
it would suKce to 3nd a single vertex in G for which the induced CP and TS games
have the desired properties. For this reason, we study in this paper the relationship
between graphs that satisfy the various properties locally and globally. An undirected
(resp., directed) graph G = (V (G); E(G)) is said to be locally CP balanced (resp.,
totally balanced, submodular) if the induced CP game is balanced (resp., totally bal-
anced, submodular) for at least one location of the warehouse and any non-negative
weight function de3ned on the edges (arcs). Undirected (resp., directed) locally TS
submodular graphs are similarly de3ned.
In this paper, we show that the local and global requirements are equivalent for:
(i) undirected CP balanced, totally balanced and submodular graphs, (ii) directed CP
balanced graphs, and (iii) undirected TS submodular graphs. For the directed CP and
TS cases, it is shown that the class of locally CP (resp., TS) submodular graphs
properly contains the class of globally CP (resp., TS) submodular graphs.
3 An undirected graph G is weakly cyclic if every edge therein is contained in at most one circuit.
4 An undirected graph G is weakly Eulerian if after the removal of the bridges in G, the remaining
components are Eulerian or singletons.
5 A directed weakly cyclic graph is a 1-sum of directed circuits, where a 1-sum of a graph G and H is
de3ned as the graph derived from G and H by coalescing one vertex in G with another vertex in H .
6 A digraph is said to be harmonic if each pair of directed circuits therein visit their common vertices in
the same order.
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2. The undirected CP case
In this section, we show that an undirected connected graph is locally CP balanced
if and only if it is a weakly Eulerian graph. Moreover, it is shown that an undirected
connected graph is locally CP submodular if and only if it is locally CP totally balanced,
which holds only if it is weakly cyclic.
Theorem 2.1. The class of undirected locally CP balanced graphs coincides with the
class of undirected globally CP balanced graphs.
Proof. From [3], an undirected graph is globally CP balanced if and only if it is
weakly Eulerian. Clearly, a globally CP balanced graph is locally CP balanced. So, let
G = (V (G); E(G)) be a locally CP balanced graph and assume, on the contrary, that
G is not weakly Eulerian. Then the subgraph that is derived from G by removing all
bridges in G contains a connected component, say C, that is not Eulerian. Thus, there
exists a vertex w in C whose degree, m, in C is odd and m¿ 3. Let C(w) be the edge
set that is incident to w in C. Then, the subgraph (V (G); E(G) \ C(w)), derived by
removing the edges in C(w) consists of a number of connected components, say C1 =
(V1; E1); : : : ; Ct = (Vt; Et), t¿ 2 (See Fig. 1(a)). Obviously, precisely one component,
say C1, contains w. Observe that C1 could possibly consist only of the single vertex
w. Let qC(w) ⊂ C(w) denote the set of all edges in C(w) which are incident to
vertices in Vq; q = 2; 3; : : : ; t. Then, for each q = 2; : : : ; t, the subgraph (V (G); E(G) \
qC(w)), consists of two connected components, one of which is equal to Cq, (q =
2; : : : ; t). Observe that the edges in C(w) \
⋃t
q=2 
q
C(w), if present, are only incident
to w, i.e. each one of them is a loop incident to w. Hence, these edges contribute an
even number to the degree of w in C. Consequently, because m¿ 3 and odd, there
w
C
C1
C2
C3
w
C2
(a) (b)
Fig. 1. (a) Components C1; C2; C3. (b) Subgraph (V (G); E(G) \ 2C (w)).
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exists at least one such subgraph, say (V (G); E(G) \ 2C(w)), for which |2C(w)| = k,
with k¿ 3 and odd (see Fig. 1(b)).
Let us denote the two connected components of (V (G); E(G) \ 2C(w)) by G1 =
(V (G1); E(G1)) and G2 = (V (G2); E(G2)). Clearly, V (G1) and V (G2) form a partition
of V (G), and C2 coincides with one of these two components. Consider the edge
weight function t in which the costs of all edges in 2C(w) are 1 and the costs of all
other edges are zero. Since k¿ 3 and odd, regardless whether the warehouse, v0, is in
V (G1) or in V (G2), a minimum cost CP tour which originates at v0 and traverses all
edges in G must traverse one edge of 2C(w) precisely twice, and all other edges in
2C(w) it traverses precisely once. Let {e1; : : : ; ek} denote the edges in 2C(w) and let i
denote the index of the component which contains v0. Thus, v0 ∈V (Gi). We claim that
the CP game (E(G); c) corresponding to (E(G); (G; v0); t) has an empty core. Indeed,
if the core is not empty, then there exists a vector x, x∈RN , such that
x(E(G)) = c(E(G)) = k + 1;
x({e1; e2; E(Gj)})6 c({e1; e2; E(Gj)}) = 2; j∈{1; 2}; j = i;
x({e2; e3; E(Gj)})6 c({e2; e3; E(Gj)}) = 2; j∈{1; 2}; j = i;
x({ej; ej+1})6 c({ej; ej+1}) = 2; j = 3; 4; : : : ; k − 1; if k ¿ 3;
x({e1; ek})6 c({e1; ek}) = 2;
x(E(Gi))6 c(E(Gi)) = 0: (1)
Summing the inequalities in (1) we obtain that
2x(E(G))6 2k ¡ 2(k + 1) = 2c(E(G)):
We have derived a contradiction, since it was assumed that x(E(G)) = c(E(G)), and
we conclude that (E(G); c) has an empty core. Since this result is independent of the
choice of v0, we can conclude that G is not locally CP balanced.
Theorem 2.2. Let G be a connected undirected graph. Then the following statements
are equivalent:
(i) G is globally CP submodular,
(ii) G is locally CP submodular,
(iii) G is globally CP totally balanced,
(iv) G is locally CP totally balanced.
Proof. By [3], (i) and (iii) are equivalent, and by de3nition we have that (i) implies
(ii). From [11] it follows that (ii) implies (iv). Thus, it remains to show that (iv)
implies (iii). By [3], a connected undirected graph is globally CP totally balanced if
and only if it is weakly cyclic. So, let G be a locally CP totally balanced graph and
assume, on the contrary, that G is not weakly cyclic. Then, G contains a connected
subgraph G∗ = (V (G∗); E(G∗)) of the form shown in Fig. 2.
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Fig. 2. The graph G∗ which is not weakly cyclic.
Let E(G∗) = E1 ∪ E2 ∪ E3, where E1; E2 and E3 are the edges as depicted in Fig.
2, and let w1; w2, as indicated in Fig. 2, be the vertices in G∗ of degree 3. Let v0
be somewhere located in G, and let (E(G); c) be the CP game that arises from the
situation (E(G); (G; v0); t). Since G is connected, there exists a path P1 from v0 to
some vertex v∈V (G∗) such that no other vertex of V (G∗) is contained in P1. Note,
that P1 consists only of v0, if v0 ∈V (G∗). If v = w1; w2, let P2 be a path from v to
w1 that only consists of edges in Ej for some j∈{1; 2; 3}. Consider the non-negative
weight function t, where t(e)=0 for all edges e∈E(P1)∪E(P2); t(Ej \E(P2))=1 for
all j=1; 2; 3 and t(e)=100 for all other edges, E(Pj) is the edge set of Pj; j∈{1; 2},
and t(Ej \E(P2)) is the sum of the edge weights of all edges in Ej \E(P2). The choice
of the weight function t implies that the cost of an optimal CP tour which originates
at v0 and traverses all edges in E(G∗) is 4, and, similarly, the cost of an optimal CP
tour which originates at v0 and traverses Ei ∪ Ej; i = j; i; j∈{1; 2; 3} is 2. Thus, we
claim that the core of the subgame (E(G∗); cE(G∗)) is empty. Indeed, if the core is not
empty, then there exists a vector x, x∈RN ; such that
x(E(G∗)) = c(E(G∗)) = 4;
x(E1 ∪ E2)6 c(E1 ∪ E2) = 2;
x(E1 ∪ E3)6 c(E1 ∪ E3) = 2;
x(E2 ∪ E3)6 c(E2 ∪ E3) = 2: (2)
Summing the inequalities in (2) we obtain that 2x(E(G∗))6 6¡ 8=2(E(G∗)); which
is a contradiction, since it was assumed that x(E(G∗)) = c(E(G∗)), and we conclude
that (E(G∗); c) has an empty core. Hence, (E(G); c) is not totally balanced. Since this
result is independent of the choice of v0, we have reached a contradiction since it
was assumed that G is locally CP totally balanced, and the proof of Theorem 2.2 is
complete.
3. The directed CP case
In this section, we show that any strongly connected directed graph is locally CP
balanced, and that the class of directed globally CP submodular graphs is properly
contained in the class of directed locally CP submodular graphs.
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The 3rst result of this section follows immediately from [3], since they showed that
any strongly connected directed graph is globally CP balanced.
Proposition 3.1. A strongly connected directed graph is locally CP balanced.
In [3] it is proven that a strongly connected directed graph is globally CP submodular
if and only if it is directed weakly cyclic. The next proposition shows that this statement
does not hold for directed locally CP submodular graphs.
Proposition 3.2. The class of directed globally CP submodular graphs is properly
contained in the class of directed locally CP submodular graphs.
Proof. It is suKcient to provide an example of a directed locally CP submodular graph
that is not directed weakly cyclic. In [3], it is shown that a strongly connected graph that
is not weakly cyclic contains vertices w1; w2 and three internally vertex-disjoint directed
paths P1 :w1 → w2, P2 :w1 → w2 and P3 :w2 → w1. Let G consist of these three paths.
Let v0 = w1; w2 be a vertex in P1, and let E2 be the set of arcs contained in P2. Let
(E(G); c) be the CP game corresponding to (E(G); (G; v0); t). Then, c(S)= c(E(G)) if
S ∩ E2 = ∅ and c(S) = c(E(G)) − t(E2) − t(E3) if S = ∅ and S ∩ E2 = ∅. Now, it is
straightforward to check that (E(G); c) is a submodular game. Hence, G is a directed
locally CP submodular graph.
4. The undirected TS case
In this section, we show that an undirected locally TS submodular graph can be
obtained by 1-sums of copies of K4 and outerplanar graphs. Before we state the main
result of this section, we recall the notion of a vertex-cutset. If vs and vt are two vertices
in a graph G, then an s–t vertex-cutset is a set of vertices whose removal from G,
together with the edge (vs; vt), if such an edge exists, results with a disconnected graph
where vs and vt are not contained in the same component. A minimal s–t vertex-cutset
does not contain a proper subset which is an s–t vertex-cutset. The cut condition, as
introduced by Herer and Penn [5], can be stated as follows: for all pairs of vertices vs
and vt in G, every minimal s–t vertex-cutset has a cardinality of at most two. In [5],
it is proven that a graph G is globally TS submodular if and only if G satis3es the
cut condition.
Theorem 4.1. An undirected graph is locally TS submodular if and only if it is glob-
ally TS submodular.
Proof. Clearly, a globally TS submodular graph is locally TS submodular. From [5] it
follows that it is suKcient to show that a locally TS submodular graph satis3es the cut
condition. So, let G be a locally TS submodular graph and assume, on the contrary,
that it does not satisfy the cut condition. Hence, G has a minimal s–t vertex-cutset
K of cardinality greater or equal to three. Fix K; vs and vt , and let (V−(G); c) be the
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Fig. 3. The graph G and the cutset K .
TS game corresponding to (V−(G); (G; v0); t). We need to consider the following four
exhaustive cases.
Case 1: v0 ∈K .
Let v0; v1; v2 be three distinct vertices in K . De3ne the weight function t as follows:
all edges not incident to any vertex in K have weight zero, all edges incident to
precisely one vertex in K have weight one, and all edges incident to two vertices in
K have weight two. The edge (vs; vt), if such an edge exists, has weight two (see
Fig. 3).
Let S={vs; vt}; L={v1} and M ={v2}. Then, by de3nition of t, it is easy to verify
that c(S ∪ L ∪M)¿ 6. Further, the minimality of K guarantees that for every vertex
in K there exists an s–t path that traverses that vertex and not any other vertex in
K, and that every non-trivial 7 s–t path traverses some vertex in K . This implies that
c(S) = c(S ∪ L) = c(S ∪M) = 4. Thus, c(S ∪ L ∪M) + c(S)¿c(S ∪M) + c(S ∪ L):
Hence, (V−(G); c) is not submodular.
Case 2: v0 ∈ K and any path from v0 to vs or from v0 to vt contains a vertex of K .
Let v1; v2; v3 be three distinct vertices in K . Let P be a path from v0 to v3, which does
not contain any other vertex of K . De3ne the weight function, t, as is done in Case
1, except that t(e(v3))= 0, where e(v3) is that edge in P that is incident to v3, and let
the sets S; L and M be de3ned as in Case 1. As a consequence of our assumption on
v0 in this case, and since the cost of the path P is zero, one can easily verify that the
values of the coalitions S; S ∪ L, S ∪ M and S ∪ L ∪ M are the same as in Case 1.
Hence, (V−(G); c) is not submodular.
Case 3: v0 ∈ K and there exists a path from v0 to vt that is vertex-disjoint from K .
Let v1; v2; v3 be three distinct vertices in K . Let the weight function be as de3ned in
Case 1, and let S = {vs; v2}, L = {v1} and M = {v3}. Similarly, as it was in Case 1,
we 3nd that (V−(G); c) is not submodular.
Case 4: v0 ∈ K and there exists a path from v0 to vs that is vertex-disjoint from
K . Let v1; v2; v3 be three distinct vertices in K . Let the weight function be as de3ned
in Case 1, and let S = {vt ; v2}, L = {v1} and M = {v3}. Similarly, as it was done in
Case 1, we 3nd that (V−(G); c) is not submodular.
7 A non-trivial path has two or more edges.
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Fig. 4. The graphs F1 and F2.
Thus, for all possible locations of v0, the associated game (V−(G); c) is not TS
submodular, contradicting our assumption that G is locally TS submodular. Therefore,
we can conclude that G satis3es the cut condition.
Clearly, since a globally TS submodular graph can be constructed by 1-sums of
copies of K4 and outerplanar graphs [5], it follows from Theorem 4.1, that a locally
TS submodular graph can be similarly constructed.
5. The directed TS case
In this section, we show that the class of directed globally TS submodular graphs
is properly contained in the class of directed locally TS submodular graphs.
First, we de3ne two simple directed graphs F1 and F2, as shown in Fig. 4.
The following theorem, due to Granot et al. [2], characterizes directed globally TS
submodular graphs.
Theorem 5.1. Let G be a strongly connected directed graph. Then the following are
equivalent:
(i) G is globally TS submodular,
(ii) G does not contain a subdivision of F1 and F2,
(iii) G is 1-sum of harmonic digraphs, each of which is outerplanar with a directed
cycle on its outer boundary.
The next proposition shows that this statement does not hold for directed locally TS
submodular graphs.
Proposition 5.2. The class of directed globally TS submodular graphs is properly
contained in the class of directed locally TS submodular graphs.
Proof. From Theorem 5.1 it follows that it is suKcient to show that the directed graph
F1 is locally TS submodular. Let (V−(G); c) be the TS game that arises from the
76 D. Granot, H. Hamers /Discrete Applied Mathematics 134 (2004) 67–76
situation (V−(G); (G; v0); t). Then, for any weight function we have c(S) = c(V−(G))
if v2 ∈ S and c(S)6 c(V−(G)) if v2 ∈ S. It is straightforward to verify that (V−(G); c)
is submodular. Hence, F1 is locally TS submodular.
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