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Abstract. We review the non-equilibrium dynamics of many-body quantum systems
after a quantum quench with spatial inhomogeneities, either in the Hamiltonian or in
the initial state. We focus on integrable and many-body localized systems that fail to
self-thermalize in isolation and for which the standard hydrodynamical picture breaks
down. The emphasis is on universal dynamics, non-equilibrium steady states and new
dynamical phases of matter, and on phase transitions far from thermal equilibrium.
We describe how the infinite number of conservation laws of integrable and many-body
localized systems lead to complex non-equilibrium states beyond the traditional dogma
of statistical mechanics.
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1. Introduction
Quantum systems of many particles far from equilibrium pose notable challenges for
theory as they are not susceptible to the general principles and methods that make
many equilibrium systems tractable. Until quite recently, the difficult questions about
what sorts of transport and dynamical processes occurred away from equilibrium were
postponed. These questions are now central to the progress of theoretical physics:
new experiments probe quantum coherent dynamics in regimes where conventional
semiclassical approaches are clearly inadequate, and new theoretical concepts indicate
that quantum effects on many-particle dynamics are richer and more interesting than
previously suspected.
The two categories of non-equilibrium problems that we address in this article
involve two different connections between integrability and spatial inhomogeneity, i.e.,
breaking of spatial translation invariance. Conventional integrable systems, such as the
Heisenberg antiferromagnet or Lieb-Liniger gas, are translation-invariant problems in
one spatial dimension. However, inhomogeneous initial conditions arise in a variety
of physical problems, particularly those related to transport of particles or energy.
Linear response theory gives an approach to near-equilibrium transport based on
dynamical correlation functions at equilibrium, but far-from-equilibrium transport
requires a genuinely non-equilibrium framework, and probably the most natural far-
from-equilibrium transport problem concerns the current that develops between two
reservoirs at different temperatures or chemical potentials. The first part of this review
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is devoted to transport in integrable models induced by inhomogeneous initial states,
where special properties of certain integrable models turn out to be very powerful in
constraining particle and energy flow.
The second category of problems discussed here is related to a different kind of
integrability. It is now understood that the many-body localized (MBL) phase that
generalizes single-particle Anderson localization to strong interactions has, like the
Anderson case, an infinite number of local conserved quantities [1, 2, 3, 4]. Here “local”
means that the conserved operator is exponentially localized in real space, while the
conserved quantities in normal integrable models are translation-invariant sums of local
quantities. The focus here is on universal behavior in the many-body localized phase and
possibly at the localization transition, and specifically on how such behavior can differ
from the Anderson localized case, in part because the conserved quantities interact with
each other in the Hamiltonian in the case of MBL. As we will describe in more detail
below, some of the standard questions about a quantum system need to be modified in
the MBL context because an MBL system does not generally thermalize, but there are
nevertheless important and robust properties in the long-time dynamics that one can
hope will be observed in experiment now that MBL systems are being created [5, 6, 7, 8].
There are several features common to the two categories for the reader to keep
in mind. In both cases, conserved quantities provide the key to understanding many
important properties. Integrable models can be understood as having unconventional
“hydrodynamics”: conventional hydrodynamics results from decay of all but a few
slow modes associated with standard conservation laws of particle number, energy, and
momentum. In an integrable model of either conventional or MBL type, the simple
fact that there is an infinite number of conservation laws suggests that our standard
intuition about hydrodynamical behavior needs to be modified. It is sometimes useful
to think of conventional integrable models starting from free (i.e., quadratic) models
such as free fermions or the XX chain, and to think of the many-body localized phase
starting from the single-particle Anderson localized phase, and we will frequently use free
systems as examples. The interacting system we discuss in greatest detail is the pure or
random XXZ chain, equivalent to spinless fermions with nearest-neighbor interactions.
In both cases the challenge is to obtain non-trivial results on the new physics induced
by interactions.
It is also crucial to remark that both integrable and MBL systems are special – and
interesting! – from the point of view of non-equilibrium quantum dynamics, because
they fail to thermalize. In this review, we will be interested in the dynamics of an
isolated, interacting many-body quantum system after a generic global quench, where
an extensive amount of energy is injected into the system at time t = 0. If the system
is generic (i.e. non-integrable), the natural expectation is that it should eventually go
back to thermal equilibrium, and that statistical mechanics should naturally emerge
from quantum mechanics: this is the scenario of thermalization. The way this happens
in an isolated quantum system is quite nontrivial since the dynamics is unitary and
no information is loss during time evolution, so that in principle, the system always
Nonequilibrium quantum dynamics and transport: from integrability to MBL 4
“remembers” its initial state. However, within such thermalizing systems, the local
memory of the initial condition is essentially lost (by decoherence) and the system acts
as its own heat bath to reach thermal equilibrium with an effective temperature that
will depend only on the energy density of the initial state. In other words, at very
long times the memory of the initial condition is hidden in global degrees of freedom
that cannot be accessed with physical, local observables, so that the system essentially
forgets about its initial state despite the unitary dynamics. This leads to an effective,
statistical mechanics description of local observables in terms of a few parameters like
temperature, chemical potential etc. – one per extensive conserved quantity in the
system.
Interestingly, not all interacting many-body quantum systems thermalize. As we
will see in the following, integrable systems fail to reach thermal equilibrium, leading
to new non-equilibrium steady states and to singular transport properties. However,
integrable systems are in general highly fine-tuned, and generic perturbations will
break integrability. Whereas signatures of integrability can persist for a very long time
corresponding to a “pre-thermalization” regime (see e.g. [9] in this special issue), generic
quantum systems tuned away from special integrable points are commonly expected to
eventually reach thermal equilibrium. MBL systems provide a more robust version of
integrability that emerge naturally in strongly disordered systems, leading to a variety of
new quantum phases and dynamical phase transitions far away from equilibrium. In the
following, we describe how the conserved quantities of integrable and MBL systems lead
to various non-equilibrium states beyond the traditional tenets of statistical mechanics.
2. Quantum transport in integrable systems
We start by summarizing some basic expectations regarding conventional (linear-
response) transport in integrable systems. Linear response transport coefficients are
expressed via the Kubo formula as integrals over equilibrium dynamical correlation
functions. It is worth thinking for a moment about what these formulas mean in a
system that does not thermalize or thermalizes unconventionally (e.g., to a generalized
Gibbs ensemble [10] that includes more conservation laws than just energy).
In a system with global charge conservation, the Kubo formula for electrical
conductivity at zero frequency in a one-dimensional system of length L reads
σ(ω = 0) =
1
2LT
∫ +∞
0
<〈J(t)J(0)〉T dt, (1)
where the angle brackets indicate averaging over the thermal ensemble at temperature T .
The spirit of the Kubo formula (1) is that the return to equilibrium from a perturbation
(an applied electric field), which is described by σ, should be essentially similar to the
return to equilibrium from a spontaneous fluctuation. For an integrable system, we
shall take (1) as the definition of the DC conductivity, realizing that at a minimum the
definition should be generalized to include other conserved quantities in the ensemble.
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Even then σ need not be well-defined as written; a simple example is a system of
one species of charged particles moving in the continuum, which will have a divergent
zero-frequency conductivity as the current cannot relax. More precisely, if current
is proportional to a conserved quantity such as momentum, the time integral in (1)
diverges. We can measure the degree of divergence by generalizing conductivity to finite
frequency and defining the Drude weight D:
σ(ω) = D(T )δ(ω) + . . . . (2)
Integrable systems often have dissipationless transport with a nonzero “Drude weight”
D in their frequency-dependent conductivity [11, 12]. This is naturally connected to a
limited form of thermalization: if thermalization occurs then the current relaxes and
the Drude weight is zero, while if thermalization does not occur then the Drude weight
can still in principle be zero if the current operator is not sufficient to probe the failure
of thermalization.
Considerable progress has been made in recent years on understanding the Drude
weight in integrable models, and particularly in the XXZ spin chain:
H =
L−1∑
i=1
(
Sxi S
x
i+1 + S
y
i S
y
i+1 + ∆S
z
i S
z
i+1 + hS
z
i
)
. (3)
We summarize the expected behavior of integrable and non-integrable models as a
prelude to our study of far-from-equilibrium properties in the following section. The
Drude weight for a current is bounded below by a sum over conserved quantities that
have a nonzero projection on to the current, via the Mazur inequality [13, 11]
lim
t→∞
(〈P (t)P (0)〉 − 〈P 〉2) ≥
∑
α
〈PQα〉2
〈QαQα〉 , (4)
where Qα are independent local conserved quantities [14]. In the XXZ model at zero
magnetic field, the conventional conserved quantities give zero contribution to the Drude
weight by symmetry [15], but a new set of conserved quantities [16] do contribute. These
new quantities were discovered from consideration of far-from-equilibrium steady states
of the type discussed in the following section. At least at high temperatures and some
values of anisotropy ∆, these new quantities appear to saturate the numerical value
of the Drude weight [17] obtained from improved time-dependent matrix-product-state
simulations.
The same numerical methods suggest that when an integrability-breaking staggered
field is added to the XXZ model (but still without disorder), then the conductivity
becomes finite in the region where this perturbation is irrelevant [18]; the values
are consistent with theoretical predictions from a bosonization approach [15, 19] and
may indicate thermalization although that would require longer simulation times and
consideration of additional quantities beyond the current. This demonstrates an
important point that is sometimes obscured in the literature. It is commonplace to think
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t
µR, TRµL, TL
Figure 1. A geometry for far-from-equilibrium transport: two half-line reservoirs
are prepared at one temperature or chemical potential for x < 0 and a different
temperature or chemical potential for x > 0. At t = 0 the left and right reservoirs are
connected in such a way that the final system is translation-invariant.
that an irrelevant operator means one that is unimportant at low frequencies and hence
long times, but this requires some care in the context of integrability breaking. It is true
that as the temperature is lowered, an irrelevant integrability-breaking perturbation will
take longer to have its effect. However, at any nonzero initial temperature, the ultimate
long-time behavior of the system is dominated by the irrelevant perturbation. In other
words, the expectation that integrability-breaking perturbations will ultimately induce
thermalization means that they can be “dangerously irrelevant” perturbations in the
long-time dynamics, even if they are ordinary irrelevant perturbations from the point
of view of thermodynamic properties. Integrability breaking has similar far-reaching
effects in the strongly nonequilibrium situation we now consider.
3. Global quenches and non-equilibrium steady states
3.1. Non-interacting systems and Stefan-Boltzmann law
We now review how free systems, such as the XXZ model at ∆ = 0, behave outside
the linear-response regime. That requires consideration of a genuinely non-equilibrium
situation, and we focus on the popular [20, 21, 22, 23, 24] geometry shown in Figure 1.
Two reservoirs, each at equilibrium, are connected at t = 0, and the subsequent evolution
under a constant translation-invariant Hamiltonian is observed. We focus for now on the
case of a temperature difference at zero chemical potential ‡. This problem is one of the
simplest non-translation-invariant “quantum quenches” if one views the original system
as prepared with a Hamiltonian that is cut at x = 0; then the quench is simply the
restoration of the link at x = 0. We note that quantum quenches have been studied a
great deal over the past ten years (see e.g [25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37]
‡ We use the term “chemical potential” rather than “magnetic field” because all the evolution takes
place in zero magnetic field and the role of the chemical potential is to prepare the initial equilibria.
If we had genuinely different magnetic fields on the two half-lines then the Hamiltonian would not be
translation-invariant)
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Figure 2. Absence of local equilibrium in the free (or conformal) case: excitations are
radiated at one temperature from the left half-line, and a different temperature from
the right half-line. The absence of interactions means that points in the central region
do not have a well-defined temperature, because a different temperature is required to
characterize left- and right-movers.
for related quenches addressing the expansion of a wave-packet into the vacuum), and we
refer the interested reader to the other reviews in this special issue for a more exhaustive
account of quantum quenches in setups different than Fig. 1 (see e.g [38, 39, 40, 41, 42]).
The key idea is shown in Fig. 2: as time increases, there is a larger and larger central
region over which the local state of system can be described as having a distribution of
right-movers equivalent to the distribution of right-movers in the thermal equilibrium
that described the left half-line, and likewise a distribution of left-movers equivalent to
the distribution of left-movers in the right half-line. For the XX model, this leads to
simple calculations for transport in the steady state that can be confirmed by numerical
simulations [22]. A more universal setting for this idea is to consider one-dimensional
quantum systems that are described by conformal field theories: the thermal current at
late times at a point in the central region (for example, the origin) is found to be [20, 21]
j∞E =
pic
12
k2B
~
(
T 2L − T 2R
)
, (5)
where c is the central charge and kB is Boltzmann’s constant.
An intuitive understanding of (5) is that the energy current is given by the difference
in radiated power, described by the Stefan-Boltzmann law, from the two reservoirs:
j∞E (TL, TR) = f(TL)− f(TR), (6)
where the Stefan-Boltzmann function f goes as T 2 in two spacetime dimensions for the
same reasons it goes as T 4 in four dimensions. One way to derive the very universal
form of the formula for f , which depends only on central charge, is to realize that the
thermal conductivity (the derivative of f) multiplies the specific heat, which has the
central charge and an inverse power of the conformal velocity [43], by the velocity.
The same notion of a Stefan-Boltzmann function, albeit of a more complicated
form, applies in a general free theory even without conformal invariance, and applies
equally well to charge transport in such theories. As an explicit example, consider
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the XX model in fermionic variables with k being the energy of the excitation at
wavevector k. We can use the Landauer approach [44] to compute the thermal current:
this amounts to computing the right-moving energy current from a lead at temperature
TL and subtracting the left-moving energy current from a lead at TR. Using k for
momentum, we have that the total energy current (units of energy per time) is
JE = J
R
E − JLE =
∫ pi
0
dk
2pi
[fTL(k)− fTR(k)] kvk. (7)
Here vk = dk/dk and fT (E) is the Fermi factor (e
E/kBT +1)−1, and this is of the desired
Stefan-Boltzmann form.
At small temperatures compared to the bandwidth of Fermi excitations, so that
x = k/kBT runs from −∞ to ∞, then we obtain for a small temperature difference dT
JE
dT
=
kB
2T
2pi~
∫ ∞
−∞
dx
x2ex
(ex + 1)2
=
pi2kB
2T
3h
, (8)
which is consistent with (5) with central charge c = 1 as expected. The universality
in (5) can be viewed as a generalization of the familiar observation that the “quantum
of thermal conductance” is the same for fermions and bosons, as one obtains the same
value for integral by replacing the Fermi factor by the Bose factor and integrating only
from 0 to ∞.
3.2. Non-equilibrium steady states and Fourier’s law
It should be noted that the free case already shows behavior different from the Fourier
law expected in a non-integrable system. In a non-integrable system, left- and right-
moving excitations are expected to interact, leading to local thermal equilibrium. At
long times, there will be a smooth change of local temperature from the left reservoir
to the right reservoir: Fourier’s law predicts a local energy current determined by
the temperature distribution T (x) and the linear-response, near-equilibrium thermal
conductivity κ,
jE(x) = −κ(T (x))∇xT. (9)
In other words, far-from-equilibrium behavior at short times becomes closer to
equilibrium behavior as time increases. The gradient of the temperature distribution
reduces as time increases and there is no nonzero long-time value of the local energy
current. Numerical observations by time-dependent DMRG are consistent with this
scenario [22] although very long times are difficult to access. Of course, (9) is exactly
what one expects in the hydrodynamical regime of even a classical system, and integrable
models can be viewed as exceptions to conventional hydrodynamics – for energy
transport in the XXZ model, this is actually true in a precise sense described below.
There are two more general observations worth making before jumping in to the
integrable interacting case, where several new features arise. First, we focused in the
above on temperature and chemical potential gradients as these are simplest and most
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t = 0
t > 0
"(x)
x
the time t can be thought of as an infrared cutoff that
regularizes δðω ¼ 0Þ ≈ R t−t dt2π ¼ t=π. We thus find
d2Mth1
dt2
¼ 1
t
hJ Eit ¼ DthðTÞ × ðΔTÞ; ð6Þ
withJ E ¼
R
Λ
−Λ jEdx and h$ $ $it refers to the nonequilibrium
expectation value after time t. For the charge current at
constant temperature TR ¼ TL ¼ T, we similarly find
d2Mc1
dt2 ¼ hJ Qit=t ¼ DcΔμ with the charge Drude weight
Dc ¼ βhJ 2Qi=L (if ½H;J Q& ¼ 0), for a small chemical
potential gradient Δμ. These results are easily extended to
the case where both temperature and chemical potential
gradients are present (see below). We also note that these
linear response results remain valid even if the currents are
not fully conserved and contain diffusive parts, like the
charge current in the XXZ spin chain, which provides a
direct way to measure Drude weights via imaging in cold
atom experiments (see also Ref. [60]). We checked this
relation between the charge (resp., thermal) Drude weight
and linear-response rate of the spreading of charge (resp.,
energy) in the XXZ chain (see Fig. 3)—similar relations
also exist for diffusive systems [61].
Nonequilibrium expansion potentials.—The thermody-
namic description, Eq. (5), together with the linear response
prediction implies that the spreading of particles and energy
far from equilibrium are fully characterized by the equi-
librium Drude weights. As an example, let us consider the
rate of energy spread in the XXZ spin chain between two
reservoirs at different temperatures TR and TL and μ ¼ 0.
Then even far from equilibrium
dMth1
dt
∼
t→∞
t ×
Z
TL
TR
DthðTÞdT: ð7Þ
In other words, the nonequilibrium rate of the energy
spread is given by the variation ΔR→LGE ¼ GEðTLÞ −
GEðTRÞ of a state function GEðTÞ with ∂TGE ¼ DthðTÞ.
This can be checked numerically by comparing the rate of
expansion to the thermal Drude weight of the XXZ model
computed by Klümper and Sakai [62] (see Fig. 4).
This is easily generalized to the case of reservoirs R and
L with both different temperatures (TR and TL) and
chemical potentials (μR and μL). If the energy current is
conserved, Eq. (5) implies that the far-from-equilibrium
rate of energy spread is given by the variation of an
expansion potential GEðμ; β ¼ T−1Þ
d2Mth1
dt2
¼ ΔR→LGE ¼
Z
R→L
dGE; ð8Þ
where the differential dGE is exact so that the integral does
not depend on the chosen path. The state function GE is
then fully determined by the equilibrium Drude weights
associated with the conservation of the energy current.
Linear response theory [63] then yields
dGE ¼ β
hJ QJ Ei
L
dμ −
!hJ 2Ei
L
− μ
hJ QJ Ei
L
"
dβ: ð9Þ
Even if J Q is not conserved, the Drude thermopower is a
thermodynamic quantity determined by hJ QJ Ei provided
0 5 10 15
time tJ
0
1
2
in
te
gr
at
ed
 c
ur
re
nt
protocol A
protocol B
90 100 110
position
-0.2
0
e
n
e
rg
y 
de
ns
ity t=0
t=4
t=8
charge
energy
TL=5   TR=1/3
µL=0  µR=1
protocol B
∆=0.5
FIG. 2 (color online). Spatially integrated charge and energy
currents in the XXZ model with open boundary conditions as a
function of time for one choice of parameters TL, μL, TR, μR at
Δ ¼ 0.5 under two protocols, A and B, that differ only in the way
the central bond is dealt with in the initial state [41]. The currents
J ¼ R Λ−Λ jdx are locally integrated around the cut site. The
chemical potentials μL;R prepare the state but are not included in
the real-time evolution (i.e., they are chemical potentials rather
than electric potentials). Inset: energy density profile as a function
of time. The spatially integrated energy current is equal to
dMth1 =dt where M
th
1 is the first moment of energy density.
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FIG. 3 (color online). Comparison between charge Drude
weight (long-time asymptote of hJ QðtÞJ Qð0Þi=LTÞ and
rate of particle spreading d2Mc1=dt
2 ¼ hJ QðtÞit=t for a
small chemical potential difference (Δμ ∼ 10−3 ≪ J ¼ 1) in
the XXZ chain (protocol A). Inset: similar relation for energy
transport between thermal Drude weight and rate of energy
spreading d2Mth1 =dt
2 ¼ hJ EðtÞit=t for a small temperature
difference at half-filling [see Eq. (6)].
PRL 115, 267201 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending
31 DECEMBER 2015
267201-3
Figure 3. Spatial spread of energy density ε(x) after reservoir initial conditions.
Inset: example of numerical data from Ref. [46] obtained using the density matrix
renormalization group (DRMG).
experimentally relevant, but from a theoretical point of view this is an oversimplification.
For an integrable system such as the XXZ model, one can ask more generally whether
two different generalized Gibbs ensembles (i.e., prepared with an infinite number of
Lagrang multipliers, rather than just temperature and chemical potential) prepared in
the two reservoirs lead to a steady state that is homogeneous over a central spatial region
whose size increases with time. It seems likely, based on simulations of the XXZ model,
that such a steady state does exist, but its details (except in the free case) remain
incompletely understood. Fortunately, certain special properties of energy transport
in the XXZ odel, now d scuss d, lead to exact non-pe turbative results that can be
confirmed numerically, but these do not yet lead to a complete und standing of the
non-equilibrium steady state.
Second, as it is not yet known rigorously that a homogeneous steady state exists for
long times in the protocol of Fig. 1, it is perhaps unsurprising that it is also unknown how
steady states prepared in this manner are related to those prepared by other protocols.
The evolution from reservoir initial conditions is widely used both in the present context
and in quantum impurity models [45], where some effort has gone into justifying its
equivalence to experimental situations. An alternative way of creating steady states is
via non-Hermitian boundary conditions on the ends of a finite chain. Such Lindblad-type
boundary conditions for charge (i.e., boundary conditions that add particles to one end
and subtract particles to the other end) were important in Prosen’s approach to steady
states of an open XXZ chain [16], for example, and have interesting connections to the
classical stochastic asymmetric exclusion process. It is not yet known how to make a
non-Hermitian boundary condition equivalent to the thermal reservoirs described here
for energy transport, and it would be valu ble to understand this non-equilibrium version
of the equivalence of ensembles in standard thermodynamics.
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3.3. Integrable case and expansion potentials
In the interacting XXZ model, an important difference emerges between charge and
energy transport, which are equivalently straightforward in free theories. It was observed
numerically some years ago [22] that a Stefan-Boltzmann law, i.e., a function of one
temperature as in (6), appeared to exist to numerical accuracy (of order a few percent)
in the long-time steady state of energy transport but not for charge transport. This
is surprising, as one would generally expect the thermal current to be a function
of TL and TR jointly and not just the difference of one function evaluated at the
two temperatures, and indeed this more complicated dependence is what happens in
theoretical estimates [21, 47].
The reason for this difference is that energy current in the XXZ model has some
additional features that make its behavior even far from equilibrium quite universal.
It turns out that a precise theory can be developed for the spatially integrated energy
current over the interaction region, which is quantitatively connected to the first moment
of the energy distribution (Fig. 3) as might be measured in an experiment with ultracold
atoms. The rate of increase of the integrated energy current in time can be calculated
exactly [46] and verified against the numerical simulations. We review the basic idea
of this calculation here, which uses the fact that energy current in the XXZ model is
itself a conserved charge to show that some features normally associated with continuum
Lorentz- or Galilean-invariant theories become true even in a lattice model.
In the infinite list of conventional conserved quantities of the XXZ model, there is
a special feature: the current of energy is also a conserved charge, i.e.,[∫ ∞
−∞
jE dx,H
]
= 0, (10)
and it appears as the density in a continuity equation,
∂tjE + ∂xP = 0. (11)
This is a stronger statement than simply energy conservation; for example, charge is
conserved, so charge density satisfies a continuity equation with charge current, but the
charge current is itself not the conserved density in any continuity equation.
There is a rather dramatic consequence of this simple fact: the expansion potential
obtained from the thermodynamic average of the “current of energy current” GE(µ, T ) =
−〈P 〉µ,T governs the increase of integrated energy current, and thereby the increase of
the first moment M1 =
∫
xε(x)dx of energy density, arbitrarily far from equilibrium [46]:
d2M1
dt2
= ∆R→LGE =
∫
R→L
dGE, (12)
where the integral is over an arbitrary path in the chemical potential and temperature
plane. In other words, there is a Stefan-Boltzmann relation for the spatially integrated
current, and the expansion potential plays the role of the Stefan-Boltzmann law (Fig. 4).
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Figure 4. Increase of the first moment M1 =
∫
xε(x)dx of energy density far from
equilibrium as a function of TR with fixed TL =∞ and µ = 0. The DMRG data from
Ref. [46] agrees perfectly with the variation of the expansion potential GE than can be
expressed in terms of the thermal Drude weight D(T ).
The derivatives of the expansion potential with respect to µ and T are simply
related to the Drude weights for energy current and thermopower, and some relationships
between these Drude weights [48] that were used to obtain the thermopower exactly [49]
are simply the statement that derivatives of G(µ, T ) commute; in this sense they are non-
equilibrium Maxwell relations. Predictions like (12) for the spatially integrated current
do not imply without additional assumptions that the point current at the junction,
jE(x = 0), also satisfies an equation of the form (6), but at least they explain why such
a relation might hold approximately for the energy current while being strongly violated
for charge currents.
Hence a quick summary of the current state of knowledge for reservoir initial
conditions is as follows. Integrable models tend to have well-defined, homogeneous
steady states that occupy a large region of space at long times. The detailed nature of the
steady state is unclear in the interacting case, and there are unanswered basic questions
such as whether it is a generalized Gibbs ensemble and, if so, how its parameters are
determined by the reservoir parameters. On the bright side, special features of energy
transport in the XXZ model mean that many properties can be understood arbitrarily
far from equilibrium in terms of an extra continuity equation and associated expansion
potential.
There is also considerable numerical information on currents in the XXZ model,
and the validity of the numerics is confirmed even in the interacting case by the high-
accuracy agreement for the case of spatially integrated energy currents shown in Fig. 4.
Two directions for future work are that it should be possible to compare (at least
numerically) the steady states created by reservoir and Lindblad-type non-Hermitian
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boundary conditions, and there are some exciting theoretical predictions for Lorentz-
invariant theories [50, 51] without integrability that might be testable in specific models.
We now turn to the different, more local type of integrability that appears in disordered
systems and has equally profound consequences for dynamics.
4. Quantum dynamics of disordered systems: many-body localization
4.1. Dynamics of isolated quantum systems: thermalization vs localization
Let us go back to the question of the thermalization of a generic (non-integrable)
isolated many-body quantum system after a global quench. As we discussed in the
introduction, thermalizing systems have no local memory of their initial condition, so
that at long times, they can be efficiently described in terms of a few thermodynamic
parameters like temperature. Thermalization should occur independently of the initial
state of the system, and it is instructive to consider the case where the system is
initialized in a highly excited eigenstate at finite energy density. The dynamics is then
trivial, but the thermalization scenario requires that statistical mechanics be encoded
in the chosen eigenstate: this is the so-called eigenstate thermalization hypothesis
(ETH) [52, 53, 54]. Whereas the system remains in a pure (eigen)state at all times,
the eigenstate thermalization hypothesis states that the expectation value of local
observables in such an eigenstate is a smooth function of energy, coinciding with the
prediction of the microcanonical ensemble at the corresponding energy density. In
particular, this implies that the reduced density matrix of a small subsystem should take
a Gibbs form, with an effective temperature that depends only on the energy density
of the chosen eigenstate. It is worth emphasizing that in thermalizing systems, local
observables cannot distinguish between nearby eigenstates in the spectrum, in sharp
contrast with the localized systems we will describe below.
One important consequence of the ETH scenario is that highly excited eigenstates
at finite energy density are highly entangled, as the entanglement entropy of a subregion
A in eigenstates should coincide with a thermal (thermodynamic) entropy, and should
therefore be extensive
SA = sth()Vol(A), (13)
where sth() is the thermodynamic entropy at the energy density of the chosen eigenstate
and Vol(A) is the volume of the subregion A. This volume law scaling of entanglement
is of course natural for excited states, and contrasts with the area law scaling expected
for (gapped) quantum group states. As we saw in the previous section, not all many-
body quantum systems thermalize, and integrable systems for example fail to reach
thermal equilibrium, leading to interesting new nonequilibrium steady states. However,
integrable systems are not generic in that they are highly fine-tuned, and generic
perturbations will break integrability.
Remarkably, in the presence of disorder, it turns out that there exists another
generic scenario, many-body localization (MBL) [55, 56, 57, 58, 59, 60], for the dynamics
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of isolated quantum systems, which can be thought of as a complete breakdown of the
intuitive picture of thermalization and statistical mechanics [61]. To see this, it is useful
to go back to Anderson insulators [55], that are characterized by localized (exponentially
decaying) single-particle orbitals if disorder is strong enough. In particular, in the
following we will be focusing for concreteness on one-dimensional systems of spinless
fermions in a random potential
H =
∑
i
−t
(
c†i+1ci + h.c.
)
+ µini, (14)
where any finite amount of disorder is known to be enough to localize all the single-
particle wave functions at all energies. Such Anderson insulators fail to thermalize
because the excitations that would ordinarily move around and transport energy are
localized by the disorder, thereby preventing the system from acting as its own heat
bath. In particular, the entanglement entropy of the eigenstates of eq. (14) satisfies an
area law S ∼ O(ξ0), with ξ0 the single-particle localization length at the considered
energy density, so that ETH is violated.
A natural objection at this point would be that Anderson insulators such as (14)
are also integrable, as in fact they are non-interacting systems. However, contrary to
integrability, the phenomenon of localization turns out to be generic. Quite remarkably,
localization can persist at finite energy density, in highly excited states, even in the
presence of moderate interactions if the disorder strength is strong enough. In a seminal
work [58], Basko, Aleiner and Altshuler gave strong arguments for the existence of such
many-body localized systems. Further numerical studies [59, 60, 62], mostly restricted
to the random-field XXZ Hamiltonian
HXXZ =
∑
i
J(Sxi S
x
i+1 + S
y
i S
y
i+1) + JzS
z
i S
z
i+1 + hiS
z
i , (15)
with Si = σ
z
i /2 (equivalent to interacting spinless fermions after a Jordan-Wigner
transformation, with the interaction strength being given by Jz), further confirmed
the existence of an MBL phase even at infinite temperature (i.e. extending throughout
the full many-body spectrum) at strong enough disorder. One of the key features of
MBL systems is that excited-eigenstates satisfy a area-law scaling of the entanglement
entropy [63, 1] (S ∼ const in 1D), so that they clearly violate ETH. Intuitively, such
MBL eigenstates “look like” gapped groundstates, and can have properties akin to zero-
temperature quantum groundstates, but now at finite energy density. This will turn out
to have especially interesting consequences that we will discuss in the following, with a
focus on universal dynamical features.
Before we go further, let us emphasize that the following discussion is not meant as a
comprehensive review of all the recent developments the field of many-body localization,
but rather as a partial (and subjective) account of some of the exciting properties of MBL
systems from the perspective of universal quantum dynamics. We refer the interested
reader to the excellent reviews [61, 64] for more details. Among the topics we will not
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cover here, let us mention the recent experimental realizations of many-body localized
systems [6, 7], MBL driven (Floquet) systems [65, 66, 67, 68], MBL systems coupled to
a bath [69, 70, 71, 72], MBL with long-range interactions [73, 74, 75], or (quasi-)MBL
in translation-invariant systems [76, 77, 78, 79, 80].
4.2. Universal dynamics of many-body localized systems
The nonequilibrium dynamics of (noninteracting) Anderson insulators after a global
quench is relatively simple. Let us imagine starting from a random Sz product state
(or, say, a Ne´el state), and look at the time evolution of the bipartite entanglement
and of the variance of the total spin on half of the chain, characterizing transport.
Both quantities behave similarly after such a global quench, as they both grow and
quickly saturate, corresponding to the expansion of wave packets to a size of the
order of the localization length, after which particles “get stuck”, so that quantum
information and conserved quantities stop spreading. Many-body localized systems, on
the other hand, have a much richer universal dynamics. Whereas there is no energy or
charge (spin) transport, the bipartite entanglement entropy was observed numerically
to grow logarithmically [81, 82, 83], reaching a finite value proportional to the size of the
system, corresponding to volume-law (but non thermal) entanglement. This unbounded
growth of entanglement for an infinite system initially appeared hard to reconcile with
the absence of transport and of thermalization. This key observation led to what is
now known as the “local integrability” picture of the MBL phase [83, 1, 2, 3, 84].
The idea is that fully many-body localized systems – MBL systems where there is no
mobility-edge and where (almost) all the eigenstates are MBL and satisfy an area-law
entanglement scaling – have an emergent, generic “integrability” in the sense that they
possess infinitely many (quasi)local integrals of motions. More precisely, starting for
concreteness from eq. (15) at strong disorder, it is possible to define a set of localized
spins τ zi , or “l-bits”, that can be thought of a a dressed version of the physical spins,
such that [τ zi , H] = 0 and [τ
z
i , τ
z
j ] = 0. These l-bits are thus conserved quantities, and
they are local in the sense of being expressed in terms of order ∼ O(ξ) physical spins
(with exponential tails), with ξ the many-body localization length. Note these conserved
quantities are (quasi)local in a sense that is very different from integrable systems, where
the conserved quantities are sum of local (or quasi-local [16, 85, 86]) operators. In the
non-interacting case, τ zi is simply the occupation number of the single particle orbital
localized around the site i, and in the interacting case the l-bits can be thought of as a
generalization of the concept of single particle orbitals, “dressed” by interactions. We
emphasize that this infinite set of local integrals of motion is generic, in sharp contrast
with traditional integrable systems.
The Hamiltonian (15) expressed in terms of l-bits then takes the simple form [1, 2]
H =
∑
i
iτ
z
i +
∑
ij
Jijτ
z
i τ
z
j +
∑
ijk
Kijkτ
z
i τ
z
j τ
z
k + . . . , (16)
where τ±i terms are not allowed since [τ
z
i , H] = 0, and τ
z
i = U
†σziU with U a quasi-
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local unitary transformation (see [87] for an explicit construction). Note that the first
term in the expansion corresponds to a non-interacting Anderson insulators whereas
higher-order terms are due to interactions. This Hamiltonian (16) can be considered as
a phenomenological model for MBL phase [1, 2] (later made rigorous by Imbrie [4] with
minimal assumptions), or alternatively, following Vosk and Altman [3], as a dynamical
renormalization group (RG) fixed point describing the MBL phase. This “fixed-point”
Hamiltonian is then reminiscent of a real space version of a Fermi liquid, where the
typical value of the interaction coefficients decay exponentially with distance, e.g.
Jij ∼ Jze−|i−j|/ξ0 (recall that Jz represents the strength of the interactions), reflecting
the localized nature of the phase.
This local integrability picture explains most of the properties of MBL systems. For
instance, the lack of thermalization follows immediately from the very existence of the
conserved quantities τ zi , while the area-law scaling of the entanglement in eigenstates
can be understood as the “dressing” of the l-bits in terms of the physical spins — the
eigenstates in the l-bit basis being simply τ z product states. Whereas the eigenstates of
eq. (16) in the l-bit basis are trivial, the dynamics is slightly more subtle. Let us focus
on only two l-bits i and j with Hamiltonian H = iτ
z
i + jτ
z
j +Jijτ
z
i τ
z
j where we dropped
the higher-order terms for the sake of simplicity. Starting from a generic (i.e. not an
eigenstate) initial product state, it is straightforward to observe that the entanglement
entropy S(t) of the spin i increases with time because of the interaction term Jijτ
z
i τ
z
j
in H that will induce some dephasing between the two spins, which will be maximal
around tJij ∼ 1 [83]. This can be easily generalized to argue that l-bits separated by a
distance r will eventually dephase on time scales of order tJze
−r/ξ0 ∼ 1, contributing to
the growth of the entanglement entropy [83]
S(t) ∼ ξ0 log (Jzt) , (17)
in perfect agreement with numerical observations.
4.3. Experimental probes of the dephasing nature of many-body localized systems
Combined with the absence of transport and thermalization, this slow, logarithmic
growth of entanglement in MBL systems after a global quench is often considered as
smoking gun of the “dephasing but non dissipative” nature of many-body localization
described in the previous section, allowing one to distinguishing MBL from Anderson
insulators. It is therefore crucial to find realistic ways to measure this entanglement
growth experimentally, with all the usual difficulties associated with measuring
entanglement entropy. Thankfully, the “dephasing” physical mechanism underlying
the slow entanglement growth (17) has in fact little to do with entanglement, and
shows up in various observables that are, in principle, much simpler to access
experimentally [88, 89, 90].
For example, it was argued that MBL could be characterized by the revival (defined
as the return of a time-dependent observable sufficiently close to its initial value after
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FIG. 1. (Color online) Quench protocol and magnetization dy-
namics. (a) We consider the postquench dynamics of a two-level
“qubit” S coupled to a one-dimensional chain of atoms with strength
λ [see Eq. (1)]. (b) Time series for a single instance of disorder, and
influence of the interactions strength Jz = 0.0, 0.025, and 0.05 on
the revivals. (c) Averaged time evolution in the ergodic and MBL
phases. Observe that the disorder-averaged magnetization ⟨Sz(t)⟩ is
only slightly diminished with little or no finite-size scaling in the
MBL phase, in contrast to the ergodic phase where the magnetization
is significantly lower at long times, scaling to zero as L→∞. Note
that the weak oscillations in the MBL phase scale with λ−1, and were
found to be apparently independent of any localization physics.
Fig. 1(a)], described by the Hamiltonian
H = HXXZ[{σi}] + λ4 (S
+σ−1 + S−σ+1 ),
HXXZ =
L−1∑
i=1
J⊥
8
(σ+i σ−i+1 + σ−i σ+i+1) +
Jz
4
σ zi σ
z
i+1 +
hi
2
σ zi ,
(1)
where the σi are Pauli matrices, and the random fields hi
are drawn randomly from the interval [−W,W ]. Throughout,
we will set J⊥ = 1, and restrict ourselves to even L. This
problem is equivalent, via a Jordan-Wigner transformation, to
a model of spinless fermions hopping in the presence of on-site
disorder and nearest-neighbor interaction Jz, with the end of
the chain coupled to a single impurity level. For Jz = 0 and
arbitrarily small W , every eigenstate is Anderson localized,
as appropriate to a one-dimensional noninteracting disordered
system. We will study the different phases of (1) and their
corresponding dynamics as the strength of disorder and the
interactions are varied. We note that it is crucial to be able
to address the qubit and polarize it in the initial state, and
subsequently tune its on-site field to zero, in order to study
the magnetization dynamics in the fashion probed here. In this
sense the qubit is distinct from the rest of the chain; from now
on we set λ = 0.2.
We simulate [37] the time evolution governed by (1),
following a global quench from an initial condition in which
the qubit is initialized to be “up,” while the “bulk” spins are
initially in a state |ψ0⟩:
|$(t = 0)⟩ ≡ |$0⟩ = |↑⟩Sz ⊗ |ψ0[{σi}]⟩. (2)
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FIG. 2. (Color online) Phase diagram of the disordered XXZ
chain, obtained by finite-size-scaling analysis of infinite-time qubit
magnetization Sz∞. Inset: Sample finite-size scaling for two represen-
tative cuts, shown. The dashed extrapolations are shown to guide the
eye; see [37] for a detailed finite-size analysis.
We consider two different alternatives for |ψ0[{σi}]⟩: either a
completely random σ zi product state, or else a random product
state constrained to have total magnetization Sztot = 0; while
the latter choice results in significantly smaller error bars, the
results are otherwise independent of this choice, and indeed we
expect that any initial state of sufficiently high energy density
should yield similar results to those reported here.
Phase diagram. As a first step, we establish the phase
diagram of the disordered XXZ chain by examining the long-
time behavior of the qubit magnetization (see also Ref. [38]).
To do so, we use the numerically computed exact eigenstates
|α⟩ of (1) for a given disorder realization and then average over
disorder to obtain
Sz∞ ≡
∑
α
⟨α|Sz|α⟩ |⟨$0|α⟩|2, (3)
where |$0⟩ is one of the choices of the initial state above, and
the bar denotes disorder averaging. In the MBL phase, finite-
size extrapolation of Sz∞ to L→∞ yields a nonzero constant
for the infinite-time qubit magnetization. In contrast, in the
ergodic phase Sz∞ exhibits strong system-size effects [37], and
decreases to zero with increasing size, as predicted by ETH for
an effectively free spin. The phase diagram as extracted from
this measurement is shown in Fig. 2. In the remainder, we will
work at a fixed disorder strength W = 3.0, chosen sufficiently
high that the system remains in the localized phase for all
interaction strengths studied, with almost no finite-size effects
(L≫ ξ , with ξ the localization length).
Revivals. After simulating the dynamics following the
quench, we analyze the time series for the qubit magnetization
⟨Sz(t)⟩ [see Fig. 1(c)], identifying revivals in the magnetization
[37] (see also [39] and [40,41] for related proposals in the
context of quantum phase transitions). Figure 3 shows the
resulting number of revivals N (T ) on the total time of
evolution T for an L = 10 site chain for the specified disorder
strength (W = 3.0) and for relatively strong interactions
140202-2
RAPID COMMUNICATIONS
R. VASSEUR, S. A. PARAMESWARAN, AND J. E. MOORE PHYSICAL REVIEW B 91, 140202(R) (2015)
0 10 20 30 40 50 60 70 80
0.42
0.44
0.46
0.48
0.50
λ
S σ1 σ2 . . .
0 20 40 60 80 100
0.25
0.30
0.35
0.40
0.45
0.50
t
L=10
L=12
L=16
L=14
L=40L=30L=20L=10MBL
ETH
(a) (b)
(c)
tt
Jz
Jz = 0.4,W = 1.0
Jz = 0.4,W = 5.0
S
z
(t
)
S
z
(t
)
FIG. 1. (Color online) Quenc protocol and magnetization dy-
namics. (a) We consider the postqu nch dynamics of a tw -level
“qubit” S coupled to a one-dimensiona chain of atoms with strength
λ [see Eq. (1)]. (b) Time series for a single instance of disorder, an
influence of the interactions strength Jz = 0.0, 0.025, and 0.05 on
the revivals. (c) Averaged time evolution in the ergodic a d MBL
phases. Observe that the disorder-averaged magnetizatio ⟨Sz(t)⟩ is
only slightly diminished with little or no finite-size scaling in the
MBL phase, in contrast to the ergodic phase where the magnetization
is significantly lower at long times, scaling to zero as L→∞. Note
that the weak oscillations in the MBL phase scale with λ−1, and were
found to be apparently independent of any localization physics.
Fig. 1(a)], described by the Hamiltonian
H = HXXZ[{σi}] + λ4 (S
+σ−1 + S−σ+1 ),
HXXZ =
L−1∑
i=1
J⊥
8
(σ+i σ−i+1 + σ−i σ+i+1) +
Jz
4
σ zi σ
z
i+1 +
hi
2
σ zi ,
(1)
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sense the qubit is distinct from the rest of the chain; from now
on we set λ = 0.2.
We simulate [37] the time evolution governed by (1),
following a global quench from an initial condition in which
the qubit is initialized to be “up,” while the “bulk” spins are
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We consider two different alternatives for |ψ0[{σi}]⟩: either a
completely random σ zi product state, or else a random product
state constrained to have total magnetization Sztot = 0; while
the latter choice results in significantly smaller error bars, the
results are otherwise independent of this choice, and indeed we
expect that any initial state of sufficiently high energy density
should yield similar results to those reported here.
Phase diagram. As a first step, we establish the phase
diagram of the disordered XXZ chain by examining the long-
time behavior of the qubit magnetization (see also Ref. [38]).
To do so, we use the numerically computed exact eigenstates
|α⟩ of (1) for a given disorder realization and then average over
disorder to obtain
Sz∞ ≡
∑
α
⟨α|Sz|α⟩ |⟨$0|α⟩|2, (3)
where |$0⟩ is one of the choices of the initial stat above, and
the bar denotes disorder averaging. In the MBL phase, finite-
size extrapolation of Sz∞ to L→∞ yields a nonzero constant
for the infinite-time qubit magnetization. In contrast, in the
ergodic phase Sz∞ exhibits strong system-size effects [37], a d
decreases to zero with increasing size, as predicted by ETH for
an effectively free spin. The phas diagram as extrac e from
this measurement is shown in Fig. 2. In the remainder, we w ll
work at a fixed disorder strength W = 3.0, chosen sufficiently
high that the system remains in the localized phas for all
interaction strengths studied, with almo t no finite-size ffects
(L≫ ξ , with ξ the localization length).
Revivals. After simulating the dynamics following the
quench, we analyze the time series for the qubit magnetization
⟨Sz(t)⟩ [see Fig. 1(c)], identifying revivals in the magnetization
[37] (see also [39] and [40,41] for related proposals in the
context of quantum phase transitions). Figure 3 shows the
resulting number of revivals N (T ) on the total time of
evolution T for an L = 10 site chain for the specified disorder
strength (W = 3.0) and for relatively strong interactions
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FIG. 3. (Color online) Quantum revivals. Disorder-averaged re-
vival rate N (T )/T as a function of total time, T . Upon adding
interactions of strength Jz, revivals are suppressed beyond T ∗ ∼ J−1z .
Inset: The same data collapses onto a universal curve when plotted
against JzT , with N0(T ) = N (T )|Jz=0.
Jz . 0.4. Clearly, the results depend sensitively on the pres-
ence of interactions. In the noninteracting, Anderson-localized
phase, the revival rateN (T )/T grows with time until it reaches
a constant value. Upon adding interactions of strength Jz,
the revival rate is strongly suppressed, beginning at a time
T ∗ ∼ J−1z (Fig. 3, nd inset); this is also the time scale
corresponding to the onset of logarithmic entanglement growth
previously reported. Finally, and most strikingly, the data
collapses onto a universal curve when time is measured in
units of J−1z .
We now demonstrate that the suppression of revivals traces
its origin to the same dephasing mechanism that is responsible
for entanglement growth. Following Refs. [13,33–35], the
MBL phase ca be understood in terms of a set of conserved
integrals of motion. (Quantum integrable systems that have
an infinite set of conserved local integrals of motion also fail
to obey ETH [42,43] for sufficiently large subsystems (see,
e.g., Refs. [44,45]) but arbitrarily weak generic perturbations
restore ergodicity to these [46]). The τ zs ar exponentially
localized in terms of their overlap with the original degrees of
freedom σµj (physical bits or “p-bits”), and hence are termed
localized bits (“l-bits”). Dephasing occurs solely due to the
exponentially weak interactions between the spins, so that an
effective Hamiltonian for the MBL system is
HMBL =
∑
i
ωiτ
z
i +
∑
i,j
Jijτ zi τ zj + · · · , (4)
where Jij ∼ Jze−|i−j |/ξ and the ellipsis denotes higher-order
[(n > 3)-body] interactions. (Here and below, we take σ⃗0 ≡ S⃗
for conciseness of the resulting expressions.) Neglect of the
higher-order terms is strictly justified deep in the MBL phase,
but we find that the functional forms to be derived from (4)
apply numerically over nearly the whole phase.
To study the suppression of revivals it suffices to ob-
serve that the noninteracting revivals are governed only by
frequencies ωi of the N ∼ ξ l-bits τ zi [see Eq. (4) with
Jz = 0] that have significant overlap with the qubit (N will
change depending on the specific choice of observable).
Since the spectrum in the noninteracting limit is additive, it
suffices to consider these N levels, and require, for instance
[47], ∑Ni=1 |1− cos(2πωi t)| < δ with δ a small parameter
in order that the many-body wave function experiences an
(approximate) revival. We will denote the corresponding
disorder-averaged revival rate '0(T ,N ) defined as the ratio
of the number of such revivals in the time window [0,T ]
to the total time T . This is clearly a decreasing function
of N , but the dependence of '0(T ,N ) on the time T is
complicated and depends on the statistics of the ωi . If we
now turn on interactions, then nearby orbitals experience
random Hartree level shifts as a consequence of the Jij term.
The corresponding energy splitting of levels ωi ,ωj takes the
form δωij ∼ Jze−|i−j |/ξ . For times T ≪ J−1z , the splitting is
unimportant and does not significantly conflict with the revival
criterion. However, for T & J−1z , the Hartree shift of each
nearest-neighbor pair is appreciable enough that, in effect,
an additional frequency enters the revival criterion. As T
increases further, each pair separated by distance x leads to an
additional frequency entering the revival criterion when T &
ex/ξ/Jz, so that at time t the appropriate revival rate is roughly
'0(T ,N + α ln JzT ). Thus, we find for the suppression of
revivals relative to the noninteracting case N−N0
T
≈ '0(T ,N +
α ln JzT )− '0(T ,N). This is not a universal function of
ln(JzT ), due to the explicit dependence of '0 on T . However,
we argue that fo strong disorder this dependence is only
due to the randomness in the frequencies and as such is only
weakly dependent on the number of independent frequencies,
N . Therefore, we may write '0(T ,N ) ≈ γ (T ) + ν(N ) up to
small corrections, so that
N −N0
T
≈ ν(N + α ln JzT )− ν(N ), (5)
which is a universal function of ln JzT , consistent with the
col ap e in Fig. 3. For α ln JzT ∼ ξ ln JzT ≪ 1, we see that
N −N0/T ≈ −α|ν ′(N )| ln JzT .
Clearly, aspects of the preceding analysis are
nonu iversal—for instance, the precise value of N (T )
will depend on the specific choice of time step +t and our
algorithm for counting revivals. Note that this argument does
not depend on precisely how the revival rate depends on the
number of frequencies, although in the long-time limit one
expects an exponential depe dence. However, the mechanism
b hind the revival rate suppr ssion traces its origin to the
same hierarchical structure of the dynamics responsible for
entanglement growth and leads to a similar logarithmic time
dependence. Thus, the suppression of revivals by interactions
is a universal sign ture in accord with the caricature of MBL
systems as “localized but dephasing” [34], and as such reveals
the intrinsically interacting nature of the MBL phase.
Experiments. As we have already observed, ultracold
atomic gases provide a natural experimental setting in which
to explore the question of many-body localization, as they
circumvent the problem, endemic to solid-state systems, of
isolation from external sources of equilibration [1,49–55]. In
addition, they possess a high degree of tunability: the strength
of the int ractions may be controlled by utilizing Feshbach
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Figure 5. Revivals of local observables in a many-body localized system.
(Figures from Ref. [89]) (a) Setup: we consider the post-quench dynamics of a two-
level ‘qubit’ S coupled to a one-dim nsional chain of atoms. (b) Time series for
a single instance of disorder, and influence of the interactions strength Jz on the
revivals. (c) Disorder-averaged revival rate N (T )/T as function of total time, T .
Upon adding interactions of strength Jz, revivals are suppressed beyond T
∗ ∼ J−1z .
(Inset) The same data collapses onto a universal curve when plotted against JzT , with
N0(T ) = N (T )|Jz=0.
deviating sufficiently far from it) rate of local observables [89], r more specific lly
of a single “probe” qubit locally coupled to a one-dimensional reservoir being either
ergodic, Anderson localized or MBL. For an rgo ic reservoir that would act a bath
for the qubit, an approximat revival of th wave function requires synchronizing ∼ 2L
frequencies with L the size of the sys em, so that revival qu ckly becom extremely
unlikely. For a A derson insulator H =
∑
i iτ
z
i however, the qubi effectively sees a
system of size of the order of the localization length ξ, nd si ce th (free fermion)
sp ctrum is additiv , the reviv ls of the qubit are governed only by the frequencies i
of the O(ξ) l-bits τ zi closes to the probe qubit. The revivals are therefore controlled by
N0 ∼ ξ frequencies in that se so that we expect the asymptotic revival rate (number
of revivals per tim unit) to be consta t and to scale as Γ0 ∼ e−N0 ∼ e−ξ, ignoring
unimport nt prefactors. Finally, if the reservoir is any-body localized with interactions
Jz, we expect interactions to start inducing deph sing after a time scale t ∼ J−1z , thereby
slowly destro ing the revivals of the non-interacting case. However, the probe qubit does
not immediately “see” 2L or 2ξ frequencies, but instead, very much like the argument
leading to eq. (17), the effective number of frequencies controlling the approximate
revivals of the probe qubit can be argued to grow logarithmically N(t) ≈ N0 +α log t at
strong enough disorder. This implies that the constant qubit revival rate in the Anderson
insulator is changed to a universal logarithmic decay (resulting from expanding the
power-law scaling of Γ ∼ e−N(t) at strong enough disorder) upon adding interactions.
This logarithmic decay can be precisely related to the dephasing mechanism responsible
for the slow, logarithmic growth of entanglement in the MBL phase and thus provides a
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quantitative, experimentally observable alternative to entanglement growth as a measure
of the “nonergodic but dephasing” nature of many-body localized systems (Fig. 5).
Similar probes have been proposed in the literature, relying on spin echo techniques [88]
or relaxation after a quantum quench [90] (see also [91, 92] for more recent proposals).
4.4. Excited-state quantum criticality
As we already mentioned above, a key property of a (fully) many-body localized system
is the area-law scaling of entanglement satisfied by (almost all) the eigenstates. In
other worlds, the excited eigenstates of an MBL system “look like” gapped quantum
groundstates. This remarkable property provides us with some intuition as to why
MBL systems can host completely new phenomena at finite energy density, that would
ordinarily occur only at zero temperature, in quantum groundstates. MBL indeed
leads to the counterintuitive property that disorder can actually protect symmetry-
breaking [93, 94, 95], topological [93, 63] or symmetry protected topological [96, 97, 98,
99] orders at finite energy density, even in regimes where such orders are forbidden by
statistical mechanics. In particular, the usual Mermin-Wagner or Peierls type arguments
that would imply that thermal fluctuations would destroy quantum order simply do
not apply here since they rely on statistical mechanics. For example, the domain
walls associated with symmetry-breaking quantum order in one-dimension that would
proliferate at finite temperature and destroy quantum order can be localized by disorder,
leading to the existence of distinct 1D MBL phases at finite energy, with or without
spontaneous discrete symmetry breaking in eigenstates [93]. A concrete example is
provided by the transverse field Ising chain [94, 95]
H = −
∑
i
Jiσ
z
i σ
z
i+1 + hiσ
x
i + J
′
iσ
x
i σ
x
i+1, (18)
where we have included weak interactions (J ′i 6= 0) preserving the Z2 symmetry in
order to make the system non-integrable. For strong enough disorder, there are two
distinct MBL phases. In the regime where Ji dominates (log Ji  log hi where O
refers to averaging O over disorder), the local conserved quantities are dressed Ising
terms τ zi = U
†σzi σ
z
i+1U , and the eigenstates come in almost degenerate Schro¨dinger cat
pairs |n〉± = (|n〉 ± C |n〉)/
√
2 that are even/odd under the Z2 symmetry generated
by C = ∏i σxi , where |n〉 is some eigenstate-dependent pattern of σz magnetization
breaking the Z2 symmetry. The energy splitting between the two true eigenstates |n〉±
is exponentially small in system size and scales as ∼ e−L/ξ with ξ the localization length,
implying that the broken-symmetry state |n〉 becomes metastable in the limit of large
systems. This is very similar the usual scenario of spontaneous symmetry breaking
in the groundstate, but now occurring in highly excited eigenstates. Note that the
symmetry is broken is a spin-glass manner, since the correlator 〈σzi σzi+r〉 evaluated in
an eigenstate changes sign every time r crosses one of the (localized) domain walls –
unlike a ferromagnet where all spins would all point in the same direction. This spin-
glass MBL phase can be diagnosed by a non-vanishing value of the Edwards-Anderson
Nonequilibrium quantum dynamics and transport: from integrability to MBL 18
3
i
j k
l
= 0 = dm
m
m
i
j k
l
n=
 
F klij
 n
m
(a) (b)
(c)
FIG. S2: Rules for simplifying fusion diagrams. (a.) ‘No tadpole’ rule. (b.) ‘Loop rule’. (c.) ‘F -move’.
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FIG. S3: RSRG approach to quantum critical glasses. (a) RG rules for combining two spins S1, S2
coupled by a strong bond JS into a new spin S, or into a singlet, and corresponding renormalized couplings
for adjacent spins SL, SR. (b) Sketch of RG procedure on a sample 4-site chain demonstrating how at each
step there are additional possibilities for the e↵ective spin and the spectral tree obtained from the RG for
the same chain. (c) Sketch of typical random-singlet excited state in the quantum critical glass; singlet
bonds (thick red lines) are between ‘superspins’ (colored circles) formed from combining lattice scale spins
(black circles) through non-singlet fusion channels (thin black lines).
then compute the coupling of the fused spins with the remaining ones using perturbation theory.
This procedure is most conveniently implemented using the graphical representation of the fusion
procedure introduced above, and is especially transparent once one realizes that (S1) may be
rewritten by inverting an F -move, so that the operator Qˆi,i+1 represents the exchange of the ‘1’
anyon between sites i, i + 1 (indeed, this is how the form of H was originally inferred6.) The
graphical depiction of the operator Qˆi,i+1 ( rewritten as an anyon exchange) is given in Fig. S4.
We first explain how to handle first-order decimations. Consider the case where two spins S1
and S2 fuse to a new e↵ective spin S; we wish to compute, for instance the e↵ective coupling J˜R
between the spin SR on the right of S2 and S in terms of JR, the old coupling between SR and S2
(the results for J˜L in terms of JL are similar and so we do not show them explicitly.) The fusion of
S1 and S2 is captured by the projection operator Pˆ
12
S , and the corresponding renormalized coupling
is given by Pˆ 12S Qˆ23Pˆ
12
S (see Fig. S5(a)). By performing a (rather tedious) sequence of F -moves, we
find that the coupling between the composite spin S and SR takes the form J˜RQˆSSR , with
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FIG. S3: RSR a roac to q a t critical glasses. (a) RG rules for combining two spins S1, S2
coupled by a strong bond JS into a new spin S, or into a singlet, and corresponding renormalized couplings
for adjacent spins SL, SR. (b) Sketch of RG procedure on a sample 4-site chain demonstrating how at each
step there are additional possibilities for the e↵ective spin and the spectral tree obtained from the RG for
the same chain. (c) Sketch of typical random-singlet excited state in the quantum critical glass; singlet
bonds (thick red lines) are between ‘superspins’ (colored circles) formed from combining lattice scale spins
(black circles) through non-singlet fusion channels (thin black lines).
then compute the coupling of the fused spins with the remaining ones using perturbation theory.
This procedure is most conveniently implemented using the graphical representation of the fusion
procedure introduced above, and is especially transparent once one realizes that (S1) may be
rewritten by inverting an F -move, so that the operator Qˆi,i+1 represents the exchange of the ‘1’
anyon between sites i, i + 1 (indeed, this is how the form of H was originally inferred6.) The
graphical depiction of the operator Qˆi,i+1 ( rewritten as an anyon exchange) is given in Fig. S4.
We first expl i how to handle first-order decimations. Co sider the cas wh re two spins S1
and S2 fuse to a new e↵ective spin ; we wish o compute for instance the e↵ective coupling J˜R
be ween the spin SR on the right of S2 and S in terms f JR, the old cou ling between SR and S2
(the results for J˜L in terms of JL are similar and so we o not show them explicitly.) The fusion of
S1 and S2 is captured by the projection operator Pˆ
12
S , and the corresponding renormalized coupling
is given by Pˆ 12S Qˆ23Pˆ
12
S (see Fig. S5(a)). By performing a (ra her tedious) sequence of F -moves, we
find that the coupling between the composite spin S and SR takes the form J˜RQˆSSR , with
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Figure 6. Quantum critical glasses and critical points between different
MBL phases. (Figures from Ref. [100]) (a) General structure of the renormalization
process and of the decimation rules. (b) Example of renormalization group “spectral
tree” where each branch corresponds to an eigenstate with a different energy,
constructed for a disordered Fibonacci chain [101] and compared against exact
diagonaliz tion results in red. (c) Random singlet structure of the eigenstates, where
“spins” (anyons) of various sizes are paired into singlets.
order parameter mEA = 1/L
2
∑
i 6=j〈σzi σzj 〉2 in the thermodynamic limit, averaged over
eigenstates and over disorder configurations. Up to a Jordan-Wigner transformation,
this corresponds to the survival of Major na edge zero modes in excited states, at
finite ener y density in the presence of in e actions. In th opposite regim wher the
tra sverse field hi dominates (log hi  log Ji), the local conserved quantities are dressed
transverse field terms τ zi = U
†σxi U , and the symmetry remains unbroken with short-
range σz correlations, so that the system is in a many-body localized paramagnetic
phase.
The universal properties of such excited-state critical points (and critical phases)
separating area-law entangled MBL phases can be efficiently captured by strong disorder
real space renormalization group (RSRG) approaches [95, 3, 102, 100]. These new
approaches essentially rely on the RSRG procedure that has proven very useful to study
zero-temperature antiferromagnetic random spin chains [103, 104, 105, 106, 107, 108], in
which strong couplings in the Hamiltonian are decimated before weaker ones, putting the
spins involved in the strongest coupling in their local groundstate. In the example [106]
of the Ising chain (18) (where we consider the noninteracting case J ′ = 0 for the sake
of simplicity), if the strongest coupling is a transverse field hi = Ω, we will first ignore
the rest of the chain (since this largest coupling will be typically much larger than its
neighbors) and put the spin i in the groundstate |→〉i = 1√2(|↑〉i + |↓〉)i of the strong
transverse field, and then deal with the rest of the chain perturbatively. In our example
of a strong transverse field, quantum fluctuations induce an effective Ising coupling
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J˜ = Ji−1Ji/Ω between the neighboring spins i − 1 and i + 1. The case of a strong
Ising coupling Ji can be dealt in a similar way and the Hamiltonian conserves its form
upon renormalization, and weak interactions (J ′i 6= 0) can be argued to be irrelevant
and do not change the resulting picture. The effective disorder strength grows upon
renormalization so that the resulting RSRG flows to infinite randomness [106, 107] and
is said to be asymptotically exact – meaning that it is believed to yield exact results for
universal quantities such as critical exponents. This method was applied successfully to
study the low energy properties of a variety of antiferromagnetic spin chains, including
the Heisenberg chain where the resulting groundstate is made of singlets of various sizes.
It turns out that many infinite-randomness critical points in 1D can be understood as
a property of “random singlet” groundstates, including the Ising example above where
the groundstate is made of “singlets” of Majorana fermions [109].
This approach was recently generalized to target many-body excited states by
observing that at each step, it is possible to project the strong bond onto an excited-state
manifold [95]. Coming back to our example of the Ising model, if the strongest coupling
at a giving step is a transverse field hi, we may choose to project the corresponding
spin onto the excited state |←〉i = 1√2(|↑〉i − |↓〉i), so as to increase the total energy of
the state. Quantum fluctuations then induce effective renormalized couplings as in the
groundstate case, the only difference being that each time a strong coupling is decimated,
we can either choose to minimize or maximize its corresponding energy. The resulting
excited-state RSRG (RSRG-X) iteratively resolves smaller and smaller energy gaps,
corresponding to slow modes in the dynamics [3, 102], and allows one to construct, in
principle, all the many-body eigenstates of the system [95, 100] (see also [110, 111, 112]).
This method was applied to an infinite family of 1D spin chains [100] (or more precisely
disordered “anyon” chains [101, 113]) that can be intuitively thought of as deformations
of the Heisenberg SU(2) chain where the number of irreducible representations (the
largest value of the spin) has been truncated. Such anyon chains provide convenient
lattice regularizations of the minimal models of conformal field theories for uniform
couplings [113], and their disordered versions correspond [114] to the so-called Damle-
Huse infinite randomness fixed points [115] at zero temperature. Quite remarkably, the
highly-excited eigenstates of such 1D models also have quantum critical properties that
are in general different from their equilibrium, zero temperature counterparts.
The general structure of the renormalization steps is quite simple (Fig. 6a): as
a strong bond between the spins S1 and S1 is decimated, the energy levels of the
corresponding local Hamiltonian can be labelled by the fusion channels of S1 ⊗ S2.
For example, if S1 = S2 =
1
2
, there are two fusion channels 0⊕1 with different energies,
a singlet and a triplet. If the strong bond spins fuse to a singlet, then they drop out
of future stages of the RG and virtual excitations of this frozen singlet then mediate
effective coupling between the neighboring spins. Another possibility is that the strong
bond spins fuse to a new effective “superspin” (like the spin one triplet in the example
1
2
⊗ 1
2
= 0⊕1) which continues to participate in later stages of the RG and interacts with
its neighboring spins via renormalized couplings. It is useful to think of the outcome of
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RSRG-X as a tree of possibilities (Fig. 6b), showing the energy of a state as a function of
the number of RG steps (number of couplings decimated), where each node corresponds
to a choice at a given step (either minimizing or maximizing the energy of the strongest
coupling in the example of the Ising model), and each branch corresponds to a many-
body eigenstate. The resulting RG tree can then be sampled numerically [95] by a
Monte Carlo procedure to obtain physical properties, or analytically [100] by writing
down flow equations for the properties of a typical eigenstate in the middle of the
many-body spectrum, corresponding effectively to infinite temperature. The technical
details of this RSRG-X procedure are beyond the scope of this review, and we briefly
discuss instead the physical properties of the resulting critical points (and more generally,
critical phases), dubbed “quantum critical glasses” (QCG) in Ref. [100] .
RSRG-X predicts that the eigenstates of these random anyon chains (which include
the Ising chain (18) for example) have a random singlet structure where the effective
spins created upon renormalization can grow (like the effective spin one obtain by fusing
two spins 1/2 for example), but are eventually paired in singlets of various ranges
(Fig. 6c). This implies that many of the quantum critical properties ordinarily akin to
zero-temperature infinite-randomness groundstates now appear in highly excited states,
near the middle of the spectrum. In particular, such QCG eigenstates are characterized
by a non-thermal logarithmic scaling of the entanglement entropy S ∼ logL (see
also [116]), as in infinite randomness groundstates in 1D [117, 109, 118]. This shows
that QCG are non-ergodic since they violate ETH which would imply S ∼ L in 1D,
while being fundamentally different from MBL which would have area-law entanglement
S ∼ const. They also show power-law average correlations and a glassy scaling of
the entanglement growth after a global quench, S(t) ∼ (log t)α [3, 102], where α > 1
(recall that α = 1 for an MBL system, see also Ref. [119] for a detailed review of
the entanglement growth in various disordered systems). The universal properties of
these quantum critical glass fixed points are generically distinct from their ground state
equilibrium counterparts, and represent novel nonequilibrium critical phases of matter.
QCG are a clear example of universality at very high energy density, far away from
equilibrium, providing us with a quantum critical analog of MBL. We note that phase
transitions between MBL phases remain very poorly understood in general beyond the
examples mentioned above, and it would be very interesting to investigate their general
nature and their physical properties in higher-dimensional systems.
The stability of such QCG “phases” remains an important question: whereas
RSRG-X flows to infinite randomness similarly to the analog T = 0 RSRG, it essentially
assumes the existence of a localized, non-ergodic phase by ignoring resonances that
could lead to thermalization. When a strong coupling is diagonalized (“decimated”)
thereby resolving a large gap in the spectrum, the corresponding spin(s) is (are) frozen
in a given state and RSRG-X assumes that there is no back action on the frozen spin(s)
from weaker couplings which are decimated later on in the procedure. Whereas a formal
proof of stability as in the MBL case [4] is unavailable at this point, some arguments
suggest that resonant processes ignored by RSRG-X become irrelevant near the infinite
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Figure 7. Phase diagram and finite size crossovers of the MBL-ETH
transition. (Figure from Ref. [120]) In the thermodynamic limit, there is a continuous
phase transition at disorder strength W = Wc characterized by a diverging correlation
length ξ ∼ |W − Wc|−ν . In the MBL phase, there is no transport but there is a
slow dephasing L ∼ log τdeph (where the subscript “deph” emphasizes that this is the
dephasing time rather than the energy transport time scale, which is infinite in the
MBL phase) responsible for the logarithmic growth of entanglement. Energy spreads
subdiffusively in the ergodic phase with a continuously evolving dynamical exponent
z ∼ ξ, whereas both entanglement and energy spread as logarithmically (L ∼ log τ) at
the critical point.
randomness fixed point [3, 120], and a pragmatic approach is to consider RSRG-X as
a useful tool to analyze the strong disorder phase assuming localization, which at the
very least would control the crossover towards thermalization if resonances turn out to
be relevant.
4.5. Many-body (de)localization transition
In the previous section, we focused on the excited-state (dynamical) phase transitions
(and critical phases) that can occur at strong disorder, separating distinct MBL phases.
An even more unusual example of excited-state phase transition is provided by the
so-called MBL transition that occurs as a function of disorder strength, for fixed
interactions, separating the MBL regime at strong disorder from an ergodic, delocalized
thermal liquid phase at weak disorder. We will focus on the “infinite temperature”
limit by considering eigenstates in the middle of the many-body spectrum. At the MBL
transition, the entanglement structure of many-body eigenstates changes dramatically,
going from an area-law, quantum groundstate-like entanglement scaling on the MBL side
to a volume law scaling in the ergodic (ETH) phase. This phase transition is very unique
in that respect, and is fundamentally different from ordinary quantum critical and
classical (thermal) phase transitions that separate states with the same entanglement
structure – with area-law and volume-law scaling, respectively. It is also instructive
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to think of this transition as a fundamental frontier between quantum mechanics,
represented by the MBL phase, and the classical equilibrium world, corresponding to
the ergodic ETH phase that will effectively thermalize to very high temperature and
behave effectively classically.
Investigating such MBL transitions theoretically requires facing a daunting
combination of non-equilibrium dynamics, disorder and interactions, and remains a
major challenge. The transition now occurs at finite disorder so that the infinite-
randomness RG schemes described in the previous section breakdown, and even the
notion of renormalization group for such transitions has to be reconsidered, since they
occur in a regime of very high energy, where ordinary thermalizing systems would show
no sign of criticality or universality. Moreover, numerical methods that were remarkably
successful at helping forging some physical intuition of the MBL phase itself most likely
fail near the critical point, since the transition appears to be driven by long-distance
properties whose characteristic length scale (correlation length) diverges as the critical
point is approached. For example, recent numerical studies [94, 62] obtained critical
exponents that contradict fundamental bounds [121, 122], which might suggest that the
systems studied numerically are too small (of order ∼ 20 spins) to access the true scaling
universal regime of the transition. Recently, two phenomenogical renormalization group
approaches [123, 120] were proposed (see also [124]) to describe the MBL transition in
one-dimensional systems, both based on very different physical ingredients. The first
approach [123] relies on the scaling of a parameter generalizing the concept of Thouless
conductance to the many-body case (see also [125]) in a coarse-grained model made
of ergodic and localized blocks. The second approach [120] adopts a more microscopic
perspective and iteratively (and approximately) constructs the collective many-body
resonances that destabilize the MBL phase as disorder is weakened, assuming a self-
similar hierarchical structure of these resonances near the critical point. We will not go
into the technical details of these two RG approaches here, but we will briefly discuss
some aspects of the rich scaling structure of this transition that has emerged in the past
two years.
The transition appears to be continuous (second order), with a diverging correlation
length ξ ∼ |W−Wc|−ν as a function of disorderW , withWc the critical disorder strength
separating the ergodic (ETH) regime (W < Wc) from the MBL phase (W > Wc). The
exponent ν was found to be ν ∼ 3 − 3.5, very different from numerical results [62]
(that found an exponent ν ∼ 0.9) but in agreement with the fundamental bound
ν ≥ 2 [121, 122]. The dynamics at the critical point W = Wc was predicted (and
soon after confirmed numerically [125]) to be “glassy”, with both entanglement and
conserved quantities (like energy) spreading as ∼ log t. This contrasts with the MBL
phase where entanglement also grows logarithmically, but where conserved quantities are
localized. Despite being effectively classical and at very high temperature, the thermal
(ergodic) phase at weak disorder also shows some signatures of the proximity of the MBL
transition. It exhibits a broad regime of anomalously slow subdiffusive equilibration
dynamics and energy transport, where entanglement spreads sub-ballistically, and the
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dynamics of conserved quantities are subdiffusive [123, 126, 127, 120, 128]. In particular,
energy transport in the ergodic phase is characterized by the the following scaling
between time and distances
L ∼ t1/z(W ), with z(W ) ∼ |W −Wc|−η , (19)
where the “dynamical exponent” z(W ) (z = 2 for diffusion) is continuously evolving
and nonuniversal, and diverges at the transition z =∞. This relation should match the
scaling L ∼ log t at the critical point on the scale of the correlation length L ∼ ξ, so that
up to logarithmic corrections, z ∼ ξ and η = ν. This is an example of scaling relation
between (universal) critical exponents, very far away from equilibrium and at very high
energy. This subdiffusive behavior can be understood easily as a Griffiths effect due
to rare events: the key idea is that even in the thermal phase, there are regions that
can be locally more disordered and that will behave as localized (or critical) regions.
While such insulating regions much larger than the correlation length are exponentially
rare, their contribution to transport is exponentially large: they act as bottlenecks for
transport and equilibration as they cannot be bypassed in one dimension. Interestingly,
signatures of this anomalously slow dynamics in the thermal phase can be observed in
the scaling of the optical conductivity [127, 129]
σ(ω) ∼ ω1−2/z, (20)
or in the algebraic relaxation of (sum) of local observables [120, 128] such as the charge
imbalance used in recent cold atom experiments [6] to characterize the MBL phase. The
general scaling structure of the phase transition is summarized in Fig. 7.
There remain many interesting questions regarding the nature of the MBL
transition, and the current RG approaches should mostly be considered as a first step
towards a complete understanding. Among the most challenging and controversial
questions are the nature of the level statistics at the critical point [130, 131], the existence
of an intermediate phase that would be delocalized but non-ergodic [132, 133, 134, 135],
the scaling of the eigenstate entanglement entropy in the critical fan [132], and the
connection to experiments [6, 7] that will hopefully help understanding the discrepancy
between RG approaches and numerics. It would also be very interesting to understand
the nature of the MBL transitions in higher dimensions, in driven (Floquet) systems, or
driven by energy density (addressing the controversial issue of the existence of many-
body mobility edges [136]).
5. Conclusion
In this review, we have described how the infinite number of conservation laws of
integrable and many-body localized systems lead to new states far away from equilibrium
that defy our physical intuition based on standard thermodynamics and hydrodynamics.
For such systems, thermalization does not occur, Fourier’s law does not hold, and
Nonequilibrium quantum dynamics and transport: from integrability to MBL 24
quantum order and universal phase transitions can arise at finite energy density even in
one dimensional systems, even if it is strictly forbidden by usual statistical mechanics
arguments. For both types of systems, many open questions remain and we have given
some specific examples in the final parts of Sections 3 and 4.
On the integrable side, it would be very interesting to develop a generalized
hydrodynamical framework that would capture the structure of non-equilibrium steady-
states in integrable systems, or to generalize the setup of Fig. 1 to include, for example,
a quantum impurity between the two reservoirs (see e.g. [137]). The relation to steady
states generated using open quantum systems and non-hermitian boundary conditions
remains also mysterious. There have been efforts in the high-energy community,
often using holography, to obtain fundamental limits on hydrodynamics [138] and
thermalization, and also classifications of alternative hydrodynamics [139], but at the
moment integrable models lie outside most such efforts and it would be nice to find
connections, especially given the recent efforts to observe hydrodynamical behavior in
electronic materials.
On the disordered side, the field of many-body localization is still in its infancy,
and we expect the future to hold many interesting developments. Among some of
the exciting issues, let us mention the role of symmetries on MBL phases and phase
transitions, the nature of the MBL transition in one and higher dimensions, the
classification of the various types of quantum order that can be stabilized at finite
energy density using localization, or the interplay between quantum order, Floquet
dynamics and many-body localization. We expect that connections between MBL-type
and conventional integrability will continue to emerge in the coming years, along with
additional unexpected consequences of their failure to reach thermal equilibrium.
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