A classic argument for a fixed exchange rate is its promotion of trade. Empirical support for this, however, is mixed. While one branch of research consistently shows a small negative effect of exchange rate volatility on trade, another, more recent, branch presents evidence of a large positive impact of currency unions on trade. This paper helps resolve this disconnect. Our results, which use a new data-based classification of fixed exchange rate regimes, show a large, significant effect of a fixed exchange rate on bilateral trade between a base country and a country that pegs to it. These results suggest an economically relevant role for exchange rate regimes in trade determination since a significant amount of world trade is conducted between countries with fixed exchange rates.
I. Introduction
Until recently, the idea that a fixed exchange rate promotes trade was both well understood and not credible. Exchange rate policy has been influenced by the argument that pegging to, say, the US dollar fosters bilateral trade both with the United States and with all other countries that have a dollar peg. This argument is most compelling for trade with countries whose currencies' values cannot be hedged in forward markets. But, despite the logic of this view, and its use in policy debates, the empirical literature fails to present strong evidence that a reduction in exchange rate volatility is associated with an increase in trade. 1 Those uncomfortable with this dissonance between received wisdom and statistical results may have taken some comfort by a newer branch of empirical research that uses gravity models to study the determinants of bilateral trade. Some of this research finds a big effect of currency unions on trade flows in the modern era. 2 Other work shows that the pre-World War I gold standard had an important role in promoting trade, and its demise contributed in an important way to the reduction in world trade in the interwar period.
3
Yet a careful reading of the results from this research employing gravity models is less supportive than one might suspect of the policy argument that a country can promote its trade by establishing a fixed exchange rate. 4 The regressions on the effects of currency unions on trade use a dummy variable representing the presence of a currency union as well as a separate variable representing exchange rate volatility. While the coefficient on the currency union dummy variable is large and highly significant, the coefficient on exchange rate volatility tends to suggest that the effect of limiting exchange rate volatility, through a means other than the establishment of a currency union, is small. 5 Furthermore, results on fixed exchange rates 1 There is a literature in which exchange rate volatility is used as a regressor in import and export equations and, generally, the coefficients on exchange rate volatility are either insignificant or small enough to suggest that a reduction in exchange rate volatility has a small effect on trade. See, for example, Cushman (1983 Cushman ( , 1986 Cushman ( , 1988 , Gotur (1985) , Hooper and Kohlhagen (1978) , IMF (1984) , Kenen and Rodrik (1986) , Klein (1990) , and Thursby and Thursby (1987) . 2 See, for example, Rose (2000) , Rose and Van Wincoop (2001) , Glick and Rose (2002) , and Frankel and Rose (2002) . 3 See Estevadeordal et al. (2003) and Lopez-Cordova and Meissner (2004) . See also Eichengreen and Irwin (1995) and Ritschl and Wolf (2003) for discussion of the interwar years. 4 Frankel and Wei (1993) used a gravity model that included exchange rate volatility as a regressor, but their results suggest a limited role of exchange rate volatility on trade. 5 Rose (2000) makes a distinction between the effects on trade of a currency union and of a fixed exchange rate, and distinguishes between these systems, writing "Sharing a common currency is a much more durable and serious commitment than a fixed rate." (pp. 10 -11) Tenreyro (2003) writes "…the findings from currency unions do not generalize to other regimes with lower variability".
(rather than a currency union) drawn from the gold-standard period may not translate to the modern era because bilateral fixed exchange rates at that time were part of a more pervasive exchange rate system. Thus, these considerations, along with results from the earlier literature cited above, may raise doubts about the trade effects of a fixed exchange rate in the modern era since the empirical results that suggest a large effect of a currency union or the gold standard on trade also suggest a minor effect, at best, of limiting exchange rate volatility per se.
But the feasible policy set may not include the choice of a currency union, nor membership in a widespread fixed-exchange rate system, and unilateral dollarization is a drastic step. Rather, the realistic choice facing many policy-makers is whether or not to peg their currency to one of the major industrial countries. The question then arises of the effect of this choice on bilateral trade with the country to which they peg, with other countries that also peg to the same country, and with countries that do not share a common peg.
In this paper we address these questions, using a new dataset from Shambaugh (2004) that classifies de facto bilateral exchange rate arrangements in the post-Bretton Woods era.
This data set enables us to create a fixed exchange rate series for use in a gravity model that is comparable to the currency union and gold-standard membership series used in research cited above. 6 We find a fixed exchange rate between two countries raises the amount of their bilateral trade, and that this effect is of the same order of magnitude as policies such as a regional free trade arrangement. 7 These results are especially relevant for policy since they 6 We also include exchange rate volatility as a regressor to ensure that fixed rates are not simply picking up the effect of reducing overall macroeconomic volatility. As will be shown, our core results are robust to the use of another de facto exchange rate classification scheme, the one developed by Reinhart and Rogoff (2004) . 7 In other related work, Fountas and Aristotelous examine US-UK trade from 1900-98 using exchange rate regime dummies in a cointegration framework of export equations and find the free float of 1919-24 has higher than predicted trade when compared to the pegs and managed floats of other eras. The single country pair, though, eliminates the possibility of using year effects to control for other factors, and one may question the labeling of 1973-98 as a managed float. Also, Brada and Mendez (1988) look at a limited sample of countries over a small number of years in the 1970's and find a negative impact of pegs. Their study, though, uses limited data, uses declared not actual exchange rate regimes, and does not include all the controls or fixed effects now seen in the literature today. Our study using expanded methodology and data as well as de facto exchange rate regimes generates opposite conclusions. In a paper distributed after Klein and Shambaugh (2004) was released, Lee and Shin (2004) examine a variety of linkages between the exchange rate regime and the economy. One linkage is trade, and they also find that a fixed exchange rate increases trade. They use a loose definition of pegging by combining all non-floating Reinhart and Rogoff codes and find that even indirect pegs can increase trade. The results, though, are only shown with country-pair fixed effects (CPFE), not other types of effects, and it appears with no fixed effects or with country-fixed effects (CFE) and country-year fixed effects (CYFE) effects, these results may not hold.
speak to the effects of a policy choice less dramatic than the abandonment of the national currency and more attainable than the institution of a widespread fixed exchange rate system.
II. Methodology

II.1 Estimation technique
The gravity model has been heralded as one of the most successful empirical frameworks in international economics. 8 A series of recent papers has augmented the standard gravity model to investigate the effect of a range of variables on bilateral trade, including membership in a currency union. We adopt this technique by regressing bilateral trade on a standard set of gravity model variables, as well as dummy variables that indicate whether two countries have a direct or indirect fixed exchange rate, a dummy variable that indicates whether one country has formed a currency union with its trading partner, and a variable representing the volatility of the exchange rate between the trading partners. Each observation in the regressions we run represents, for a particular year, a dyad, that is, a country-pair observation.
The specification of the core regressions takes the form
where ln (T i,j,t ) is the natural logarithm of trade between countries i and j in year t, represents a set of variables that vary over time, such as the product of the natural logarithm of income of countries i and j at time t, represents a set of variables that do not vary over time, such as the natural logarithm of the distance between countries i and j, is a dummy variable equal to 1 if there was a fixed exchange rate (but not a currency union) between the two countries at time t, is a dummy variable equal to 1 if there was an indirect peg (discussed below), is a dummy variable equal to 1 if one of the countries had a currency union with the other at time t, is a measure of volatility of the exchange rate between Anderson and van Wincoop (2003) begin their article with the statement "The gravity equation is one of the most empirically successful in economics." (p. 170) Anderson (1979) and Bergstrand (1985) β . This, however, marks an important distinction between the manner in which we estimate the effect of a fixed exchange rate on trade and the manner in which that effect has been estimated both in the context of gravity models as well as in the older literature that estimates import or export equations. In both of those cases, the estimated effect of a fixed exchange rate on trade is calculated by multiplying the estimated coefficients on the exchange rate volatility terms, 4 β and 5
β in specification (1), by a given change in exchange rate volatility and exchange rate volatility squared, respectively. Results obtained in this fashion suggest only a minor effect of a fixed exchange rate on trade.
In contrast, the estimated effect of a currency union on trade from a gravity model, calculated as
in a specification like that in (1), is reported as very large (as much as tripling trade, ceteris paribus) and highly statistically significant. 10 Quah (2000) , in his comment on the original Rose (2000) paper, notes that this implies a large discontinuity in the effects on trade of restricting exchange rate volatility. In this paper, we estimate the effect of a fixed exchange rate on trade as
, in a manner completely analogous to way that the coefficient on the currency union dummy variable has been interpreted in gravity models that investigate that issue. This method recognizes reducing volatility from, say, 5% to zero may be qualitatively different than a reduction in volatility from 20% to 15%, even when allowing for 9 The actual set of variables that constitute used in the regressions in this paper include the product of the natural logarithm of income of countries i and j in period t, the product of the natural logarithm of income per capita of countries i and j in period t, a dummy variable indicating whether the two countries had a free trade agreement at time t, and another a dummy variable indicating whether one country was a colony of the other country at time t. The variables used in the regressions that do not vary over time, represented by in (1), include the natural logarithm of the distance between countries i and j, the product of the natural logarithm of the land areas of countries i and j, dummy variables representing whether or not countries i and j share a common border or share a common language, and other dummy variables indicating whether one country had been a colony of the other, whether either country is landlocked, whether either country is an island, whether both countries had a common colonizer, and whether one of the countries was, at one time, a dependency, territory or colony of the other. dummy variables in the regression, one for each country, and any observation will have each of the two dummy variables representing the countries in its trade dyad equal to 1 while all the other country dummy variables will equal 0.
When discussing recent applications of the gravity model, many of which use CFE, Anderson and van Wincoop (2004) highlight the fact that separate country fixed effects should be included for each year in a panel setting as the multilateral resistance may change over time.
In this case, thousands of dummies are added to the regression again with two dummies representing the countries in the dyad in the given year equal to 1 for any given observation.
We refer to these estimates as country year fixed effects or CYFE.
11 The partial derivative of trade with respect to either a fixed exchange rate or a currency union could include both the direct effect,
, respectively, and the separately estimated effect of a reduction in exchange rate volatility, involving the coefficients 4 β and 5 β . In practice, however, the estimated effect of exchange rate volatility on trade is small and we only refer to the estimated direct effects.
Despite the plethora of controls included in the gravity model and the CFE or even CYFE, there may be omitted variables that affect bilateral trade. The problem is that unobserved variables could be correlated with both the error term of a gravity model and the likelihood that two countries have a fixed exchange rate. 12 In this case, the estimated effect of fixed exchange rates on trade will be too large when using CFE estimation. Recognizing this, Glick and Rose (2002) argue for using country-pair fixed effects (CPFE) estimation, rather than OLS or CFE estimation. The CPFE estimates effectively include a dummy variable for each of the roughly 10,000 country pairs in the data set. Thus, any particularly strong bilateral tendency to trade is captured in the fixed effect and statistical identification comes after controlling for the average level of trade for a given pair.
A first glance at a column of results using CPFE in a gravity model may be disconcerting since this method does not offer estimates of the effect of variables that do not vary over the sample period (e.g. distance, or the other variables denoted Z i,j in (1)), and, therefore, the "gravity" (as represented by the distance term) disappears from the gravity model when it is estimated using CPFE estimation. In fact, the impact of distance is still in the regression, but it is captured by the fixed effect. The more significant aspect of this issue for our paper is that any country pair that has a fixed exchange rate for the entire sample period will not yield information in the estimate of the impact of a fixed exchange rate on trade.
Rather, CPFE estimates identify the effect of fixed exchange rate on trade only from those country pairs that switch exchange rate status during the sample period. Thus, the coefficient on the direct peg variable in a CPFE regression represents the difference in trade due to a fixed exchange rate between two countries that, at one time, had a fixed exchange rate in place.
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But, as it turns out, most fixed exchange rate regimes do not last for the entire sample, so we lose information from relatively few country pairs when we use CPFE estimation rather than CFE estimation.
Section II.2a: Exchange Rate Regime Classifications
The methodology outlined above differs from previous research studying the effect of fixed exchange rates on trade primarily through the variable used to assess the presence of a fixed exchange rate. As mentioned, our contribution is distinguished by its use of a dummy variable representing the presence of a fixed exchange rate between two countries. In this section we discuss the exchange rate classification scheme used in this paper and present some statistics on the number of fixed exchange rates as well as the characteristics of countries that peg their currencies.
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The de facto classification scheme described here, and used in our first set of results, is drawn from Shambaugh (2004) and is based on the behavior of countries' official exchange rates. A particular country is judged to have a direct peg with a certain base country in a given year if their bilateral exchange rate stays within a +/-2 percent band. 15 In addition, if a country maintains a perfectly flat peg to the currency of a base country for 11 out of 12 months within a year, but then has a single change in its bilateral exchange rate, this "single change"
observation is also coded as a direct peg. The logic in this case is that the currency of the country is pegged for the entire year but, at some point in that year, there is a realignment to a new peg. "Single change" pegs represent a small fraction of total pegs (roughly 4%), and thus, in practice, one can consider the pegs in our sample as very tight target zones. 16 Finally, exchange rates that are maintained within a +/-2 percent band for only one year are not coded as a direct peg since a single year of stable exchange rates may be a random lack of volatility rather than a policy-driven peg. It is reasonable to think that the market responses to these single year pegs are distinct from those to longer-lived pegs. As discussed in the results section, we have experimented with a number of other volatility measures -such as quintiles of volatility -but the binary coding marking pegs and nonpegs always shows the strongest results.
A crucial aspect of this classification scheme is the identification of a base country.
Base countries may include those that have a major currency, such as the United States, France, the United Kingdom, or Germany, as well as those that are important within a given region, such as India or Australia. Base countries can often be determined by reference to the official 14 To test the robustness of these results, we also employ the de facto exchange rate classification scheme from Reinhart and Rogoff (2004) and the de jure regime classification scheme based on information published by the IMF in its Annual Report on Exchange Arrangements and Exchange Restrictions. These alternative classification schemes are discussed in more detail below in the section that presents results using them. Shambaugh (2004) provides more extensive commentary on different choices of exchange rate regime classifications. 15 We have a separate category for currency unions and, therefore, there is no overlap between those dyads that are classified as having a currency union in a particular year and any dyad classified as having a fixed exchange rate in that year. 16 See Shambaugh (2004) for more discussion. Changing the definition of bands from +/-2% to +/-1% had little effect on the number of observations coded as pegs.
declarations, or by historical relationships. In addition to the countries already mentioned, Belgium, Spain, Portugal, Italy, New Zealand, South Africa, India, and Malaysia are all bases at some point in time.
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Countries engaged in a direct peg with a base will also be involved in a number of indirect pegs with other countries. Two countries pegged to the same base will also be pegged to one another in a "sibling" relationship. For example, India and South Africa had this type of indirect peg when both were pegged to the US dollar. Another type of indirect peg is a "grandchild" relationship that exists between a base country, such as the United States, and
another country pegged to a country that is itself pegged to the base. Bhutan had this type of exchange rate relationship with the United States during those years that its currency was pegged to the Indian rupee and the rupee was pegged to the dollar. In this case, there is also the indirect "aunt/uncle" relationship between Bhutan and South Africa , and the indirect "cousin"
relationship between Bhutan and Lesotho, whose currency was pegged to the South African rand. In our regressions, we include an indirect peg dummy variable that equals 1 for a dyad that has any of the family of indirect pegs described in this paragraph along with a separate dummy variable that represents direct pegs.
Currency unions, in this paper, represent the "strict" currency union definition of Rose (2004) . 18 Currency unions, direct pegs, and indirect pegs are all mutually exclusive, and any one observation can only be coded as one type of exchange rate regime. While currency union observations naturally generate direct pegs or indirect pegs in the coding due to their stable exchange rates, those observations are only considered currency unions, not pegs. At the same time, a group of countries in a currency union can all together peg to another base, such as the peg of the CFA countries to France.
19 17 The biggest challenge in choosing a base country comes when considering the Bretton Woods era since most potential base countries were pegged to the US dollar. We rely on the few revaluations and devaluations that occurred during the Bretton Woods period, as well as the small variations in exchange rates during that time, to identify base countries. For example, a country that devalued against the dollar at the same time as the British pound in 1967 is judged as having Britain as its base country. A country would also be judged as having Britain as its base if it maintained a strict peg with the pound sterling while exhibiting some fluctuation with the United States dollar. 18 Using a slightly more expansive currency union definition, as in Glick and Rose (2002) , or adding a transitive currency union definition, makes very little difference in our estimates of the coefficient on the currency union variable and has virtually no impact on other reported results. 19 See Levy-Yeyati (2003) for more on different types of currency unions. and, over the 27 years of the sample, there are 168,868 observations. The third row of Table 1 shows that there are 1562 direct pegs in this sample, and 90 percent of these observations are industrial country / developing country dyads. 20 Given the fact that most countries contemplating pegging are developing countries considering pegging to an industrial base, it is useful that most of the data used to generate our results comes from that type of relationship.
We also note that while the overall number of direct pegs may seem small in relation to the total number of observations, the number of direct pegs in a bilateral trade data set will necessarily be a small proportion of the number of overall observations since any country can We focus our attention on the post-Bretton Woods era, as pegs in Bretton Woods were part of a world system with extensive capital controls and thus do not really mirror the unilateral pegs of today. However, we also report results on the full 1960-99 sample. Table 1 also shows summary statistics for these years; given the prevalence of pegs from1960-73, this leads to even more pegged observations.
As noted above, CPFE estimation identifies coefficients on direct pegs, indirect pegs, and currency unions from country pairs that switch regimes during the sample period. Of the 144 country pairs that ever have a direct peg from 118 show a change in regime with 56 of these switching once, 25 switching twice (that is, both on and off a peg), and 37 switching more than twice. Thus, we are not simply identifying off a single break in most cases, but a more rich history of regime transitions. The multiple switches per pair result in a total of 257 switches over the period, comprised of 141 switches off of a peg and 116 switches onto a peg.
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Section II.2b: Pegged Country Characteristics
While dyads with a fixed exchange rate are a relatively small proportion of all dyads, they comprise a meaningful portion of the volume of world trade. Direct peg dyads account for 11% of average annual world trade in the post-Bretton Woods period, with a range of 7 % to 19% of trade in these years (the maximum value during the Bretton Woods era was 33% of world trade). This reflects the fact that a typical direct trade dyad includes one large, industrial country; the base country is ten times the size of the average country (and six times the size of the average industrial country) in a given year.
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We have already noted the relative preponderance of direct peg observations among dyads that include an industrial country and a developing country and the policy relevance of focusing on the possible trade-creating effects for this subsample of the data. Table 1 indicates 21 2673 country pairs have an indirect peg at some time during the sample, and 146 country pairs are engaged in a currency union at some time during the sample. 2357 dyads switch indirect peg status and this relatively high proportion of switches, as compared to the case with direct pegs, reflects the fact that when a country changes from non-pegged to a peg, it triggers one regime switch for a direct peg, but it often creates many indirect peg switches. 62 country pairs switch currency union status in the post-Bretton Woods era, and all of these switch only once, with 42 of these observations representing the dissolution of a currency union and 20 representing the establishment of a currency union. Because of the intertwining relationships in currency unions, not all of these switches represent independent events, unlike the case with direct pegs. For example, 10 of the creations come from Mali joining the CFA and thus creating a currency union with each existing member. 22 These results concerning the amount of trade represented by direct peg dyads contrast with the amount of trade represented by currency union dyads. The majority of currency unions observations consist of dyads with two developing countries, and thus currency unions comprise of a small portion of world trade.
that this subsample already represents a significant proportion of world trade. The statistics in the first panel of this table show that trade between industrial and developing countries accounts for 38 percent of overall annual trade in the post-Bretton Wood era. 23 Thus, the policy option we study is one that is frequently used and involves a meaningful portion of world trade.
III. Results:
III.1: Core Results
In this section, we use the gravity model to determine the effect of fixed exchange rates on trade, conditional on the role of other factors. As will be shown, results from estimating gravity models imply that fixed exchange rates have a statistically significant and economically important role in influencing trade.
Most of the results presented in this section are based on a sample of annual data from the post Bretton Woods period of 1973 to 1999. 24 We focus on this period because we are interested in relevant policy lessons for the present day, when the decision to peg a currency is, in most cases, a unilateral choice concerning a single bilateral relationship. In contrast, a country that pegged its currency to the dollar during the Bretton Woods era necessarily chose membership in a wide, multilateral system of pegged rates. Such a system neither exists today nor is likely to be instituted in the foreseeable future. However, results presented towards the end of this section draw on the experience of the Bretton Woods era as well.
The first set of results is presented in Table 2 . When only year fixed effects and gravity controls are included (column 1 of Table 2 ), we see a strong statistical relationship between trade and direct pegs with a coefficient of 0.58 that is statistically significant from zero at the 99 percent level of confidence. As mentioned in Section II, though, OLS estimation, may misstate the true effect of fixed exchange rates on trade due to the presence of omitted variables and the failure to control for differences in multilateral resistance. Following Anderson and van Wincoop (2003) many studies now include country fixed effects as in column 2. The 23 That percentage is the same if the sample is restricted to be rectangular (that is, that all countries appear in all years) and is 32% if trade involving "oil exporters" (as defined by the World Bank) is dropped. 24 The exchange rate classification data comes from Shambaugh (2004) . His post-Bretton Woods data was extended to the 1960-72 period for this paper. The exchange rate volatility data is the standard deviation of the monthly percentage change in the bilateral exchange rate; this is calculated using IMF exchange rate data (period end). We gratefully acknowledge that the trade data, gravity regressors, and currency union dummies from Rose (2004) were made available on Rose's website.
coefficient on the direct peg variable is about half as big in the country-fixed effects estimate (Column 2) as in the OLS estimate (Column 1). We still see significant results for both the direct peg and currency union variables while the indirect peg ceases to be significant. When CYFE are used (column 3), we no longer include controls that do not vary at the country-year level as these effects are soaked up in the constant. These results still show a significant result for the direct peg, and there is very little change from the results noted in column 2 as the coefficient for direct peg is 0.305 and is statistically significant from zero at the 95 percent level of confidence. We consider this specification to be the one best grounded in theory and it is the main specification we will test throughout the paper.
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As noted, we may worry about omitted variables at the country pair level. In this case, country pair fixed effects are used. These fixed effects will eliminate all non-country-pairvarying variables. We lose, though, all the cross-sectional information and rely exclusively on the time series to identify our effects. We still see significant effects for both the direct peg and the currency union with the direct peg coefficient of 0.19 statistically significant at 95%. 26 The indirect pegs are statistically insignificant in this sample once CFE or CPFE are introduced.
We do not find robust evidence that an indirect peg has a strong effect on world trade. The currency union and direct peg coefficients are no longer statistically distinct once CPFE are included, but we do not focus on this result as the limited number of currency union switches makes it difficult to place too much emphasis on the CPFE estimates for currency unions in the 1973-99 era.
27 25 The standard errors reported in the regressions are clustered at the country pair level. This both allows for different variance across the pairs and, more importantly, for an unstructured covariance within the clusters allowing for correlation across time. Bertrand, Duflo, and Mullainathan (2004) suggest clustering as the appropriate way to handle autocorrelation in panel differences-in-differences estimation techniques. They note that clustering in this manner is similar to a Newey-West setup but allows all lags to be potentially important. Kezdi (2002) makes a number of similar points in a more general panel fixed effects setup. We cannot cluster at the country level as two countries appear in each observation. Therefore, we have experimented with clustering on the larger country in the pair (so all US pairs would be in one cluster, etc.) and also separately clustering on the smaller country. The small country clusters produce standard errors quite similar to country pair clusters. Often, though, big country clustering yields smaller standard errors than those reported, but we take the more conservative approach and report the larger country pair cluster standard errors. Other approaches (uncorrected standard errors, heteroskedasticity consistent standard errors, or Newey West standard errors) always yield smaller standard errors than those we report here. 26 The model suggests including both CYFE and CPFE simultaneously. Results are similar for the direct peg and weaker and insignificant for the currency union. We report the simple CPFE results for both comparability to the literature and because computational difficulties make precise estimates on the full sample difficult when both effects are included. 27 Glick and Rose's (2002) results which first explored the impact of currency unions using country pair fixed effects had a longer time series and show 146 switches. In the post-1972 era, there are only 62 country pairs that
As would be expected from previous studies, the impact of exchange rate volatility is low over the various specifications in The magnitudes of the coefficients are economically meaningful, as well as statistically significant. We interpret the coefficient on the direct peg in column 3 to mean that the geometric average across the two trade partners of the impact of a direct peg is to increase international trade with one another 36% relative to intranational trade. 29 While the effect is certainly smaller than a currency union when CYFE estimation is used, it is similar to other important trade factors, such as sharing a border or a common language, and is the same order of magnitude as entering a regional free trade agreement.
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These results are meaningful at the aggregate level as well as at the level of individual bilateral relationships. Eleven percent of world trade includes trade between countries with a direct peg. If all pegs were abandoned, this could have a consequential impact on trade overall.
Furthermore, 40 percent of world trade is between industrial / developing pairs, and these have a regime switch for currency unions. Thus, we are leery of viewing our results as retesting the currency union effect and we view the currency union variable more as a control than a test variable. Longer sample results with CPFE show a higher currency union coefficient. More results with CPFE can be found in the working paper version of this paper, Klein and Shambaugh (2004) . 28 The volatility used is nominal because this is consistent with looking at a fixed nominal exchange rate. We use official rates because, again, this is consistent with the way the exchange rate regime variables are generated. 29 International trade is 1.36 times higher (36% larger) because e .305 = 1.36. Feenstra (2002) provides a very useful discussion on the interpretation of coefficients in gravity models. 30 Rose and van Wincoop (2001) use a solution to a nonlinear system of equations to determine the direct effect of currency unions and find that due to the impact on multilateral resistance, a currency union has less of an impact on country pairs that already trade a great deal, although, this smaller percentage impact on trade may still have large welfare impacts due to the larger base from which it starts. The same impact would operate here where country pairs that trade extensively will see a smaller percentage increase in trade when they peg. dyads, which represent the bulk of our fixed rate observations, are ones where the choice of whether or not to peg the exchange rate is a relevant and central policy option.
We are also interested in whether these results are widely applicable across groups of countries. We address this question in Table 3 which presents CYFE estimates of the effect of fixed exchange rates, and currency unions, on bilateral trade between industrial countries and developing countries, as well as bilateral trade among industrial countries and bilateral trade among developing countries. The regressions show that the effect of direct pegs seems to be coming from the industrial / developing pairs. We see that direct pegs amongst industrial / industrial pairs actually show a negative coefficient, though there are fairly few observations on which to identify an effect. We do not place great emphasis on this result both because of the small number of pegs from which it is identified and because both the CFE and CPFE estimates of this coefficient are insignificantly different from zero. Industrial / developing pairs, where the bulk of the direct peg observations lie, show a strong impact. In addition, indirect pegs appear to be significantly positive for this group as well. 31 Finally, we also note that the significant role that currency unions play in promoting trade that is evident from the results in Table 2 seems to arise as a result of bilateral trade among developing countries (Columns 3). This does not suggest that currency unions have no impact in other types of country pairs, it is simply a reflection that, as Table 1 showed, we have very few observations from which to draw information about currency unions impact on nondeveloping/developing pairs.
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As noted, we view the post Bretton Woods era as the most relevant, but we also examine data back to 1960, both for the full sample, and for the different types of pairs. 33 31 A related way of looking at the question is to consider the impact of different base countries rather than different types of country pairs. Including different dummies for direct pegs to the US, UK, Germany, France, and other countries shows that direct pegs to the US, UK, France, and other countries all seem to have relatively similar positive impacts. On the other hand, direct pegs to Germany do not seem to increase trade once all the gravity controls are included. This result for Germany can be anticipated from the lack of an impact for industrial / industrial pairs (after 1973, nearly all are pegs to Germany). This does not mean EMS countries do not trade extensively, it is simply that their level of income, proximity, and other factors suggest they should trade extensively already, and the fixed exchange rates do not increase this level of trade. 32 Recently, some studies have taken preliminary looks at the progress of trade under EMU, providing evidence on industrial / industrial trading pairs in currency unions. Micco et al (2003) find an impact of roughly 10%. See also Klein (2005) for a discussion of the impact of currency unions across different types of pairs. 33 A number of caveats about the pegged exchange rate data for this pre-1973 period should be acknowledged. Pegging is pervasive in the Bretton Woods era, with 90% of the observations classified as direct pegs, indirect pegs, or currency unions. This leaves few excluded observations to separately identify the country year dummies Table 4 shows the results. Direct pegs show an even stronger impact in the full sample with a coefficient of 0.473 as opposed to 0.305 on the shorter sample, with the coefficient now significant at 99%. This stronger relationship seems to come from increases in the coefficient in all three subgroups. For the overall sample, the indirect pegs are still insignificant and the currency union coefficient is largely unchanged. The currency union effect, though, is now positive and significant for industrial / developing pairs as well as developing / developing.
Overall, then, the results presented in Tables 2 through 4 suggest that direct pegs make a statistically and economically significant impact on trade flows. It is notable that these results differ so much from those presented in other research that indirectly addresses the role of fixed exchange rates on trade by considering the estimated effect of exchange rate volatility on trade.
In fact, there is one way in which our results are consistent with this literature since we, too, find a quantitatively small (albeit statistically significant) effect of exchange rate volatility on trade. But our results also suggest that measured exchange rate volatility may not fully capture the increased certainty afforded by fixed exchange rates, even when controlling for country-pair fixed effects that may be correlated with both the level of trade and the choice of exchange rate regime. One likely explanation is that, while currency pegs do not last forever, the presence of a peg does typically provide a strong likelihood that, over the period of time between when contracts are signed and when payments are made, the exchange rate will be close to constant.
In contrast, with floating exchange rate, those contemplating engaging in international trade may understand that current exchange rate stability is no guarantee of continued currency market quiescence.
IV. Robustness
This section presents results that address the robustness of the estimates presented above. We begin with an investigation of the robustness of our results to the use of alternative exchange rate classification schemes since the identification of a peg is at the center of our empirical analysis. Section IV.2 presents instrumental variables estimates that consider the endogeneity of the exchange rate regime. We then turn to an issue that is important for policy, in Section IV.3, the effect on trade of a transition from a fixed exchange rate to a flexible exchange rate, or from a flexible exchange rate to a fixed exchange rate as well as the impact of that are also included and, therefore, the effects of exchange rate regimes may be difficult to untangle from the fixed effects.
the length of time a peg has been in existence. This is followed by a consideration of the robustness of our estimates to the use of alternative econometric methodologies in Section IV.4, and Section IV.5 concludes with estimates based on subsamples of the data.
IV.1 Alternate classifications
We argue in section II.2 that using fixed exchange rate dummy variables based on the de facto classification of Shambaugh (2004) is a more appropriate way to test the impact of fixed exchange rates on trade than relying on exchange rate volatility measures. There are, however, other available classification schemes, and in this section we consider results obtained when using two of them; the de facto classification of Reinhart and Rogoff (2004) The de facto classification scheme of Reinhart and Rogoff (2004) is based on the probability that a market-determined exchange rate remains within a band over a five year window. 34 This classification scheme has five categories (fourteen in the detailed taxonomy)
which, for comparability to Shambaugh's classification used in Section III, we collapse into two, the pegged category, and a non-pegged category that ranges from crawling pegs to freely floating countries. 35 The classification is available for 143 countries in our sample for a total of 3341 country / year observations, generating 123393 country pair year observations in our data set in the post Bretton Woods era.
The Reinhart-Rogoff classification, based on five year windows, exhibits more stability than the Shambaugh (2004) (2004) system is their identification of the market-determined exchange rate. They define the market-determined exchange rate as either the official exchange rate, in a unified exchange rate system where no black market premium exists, the parallel rate (if it is determined in a market) in a multiple exchange rate system, or the black-market exchange rate, when it exists. We are grateful to Carmen Reinhart who makes the Reinhart Rogoff classification publicly available her website. 35 Base countries are determined by declared status or by observing exchange rate behavior.
coefficient on the Reinhart-Rogoff direct peg dummy than on the Shambaugh direct peg dummy since the latter captures the possible effect on trade of year-to-year instability while, in the former, this instability may not alter the pegged status of a country. On the other hand, we might expect a more significant coefficient on the direct peg dummy based on the ReinhartRogoff classification if their market-based exchange rates better capture the relevant exchange rate used in international transactions than the official rate used by Shambaugh. Thus, there is not a strong a priori expectation on the relative size and significance of coefficients based on these two de facto classification schemes.
In addition to these two de facto classification schemes, we also use a de jure classification based on countries' declared exchange rate status, as reported to the IMF and as
published, over time, in its Annual Report on Exchange Arrangements and Exchange
Restrictions (AREAER).
We classify an exchange rate arrangement as pegged if the AREAER lists it as a single currency peg, as having limited flexibility to one currency, or if the country is in a cooperative exchange rate arrangement (like the EMS). We classify all other AREAER categories, including those ranging from basket pegs to freely floating, as non-pegged. 36 We might expect that coefficients on direct peg dummy variables based on these de jure codes to be less significant than coefficients on direct peg dummy variables based on a de facto classification since the de jure classification is misleading at times. For example, Brazil declared a peg in the 1970's but did not maintain it, and South Korea maintained a tight peg for years in the 1980s and 1990s, but its government did not declare it as having a fixed exchange rate at that time. In these cases, the divergence between declared exchange rate status and actual exchange rate behavior may weaken the estimated link between identified de jure fixed exchange rates and trade. A comparison of the results in Columns 1 and 2 shows that the coefficients on the direct peg dummy variables are very similar across the two classification schemes. The smaller data set has led to a slightly increased standard error for the Shambaugh codes, pushing it past standard confidence intervals. There is a bit more of a difference in the value of the coefficient on the indirect pegs, but the confidence intervals overlap at the 95% level of significance. Thus, overall the results are robust to using either of these two de facto exchange rate classification schemes. 37 Both sets of results support the contention that fixed exchange rates can increase trade, 38 and with the Reinhart Rogoff codes, even the indirect peg is weakly positive.
As predicted above, the results obtained using the de jure classification, presented in Column 3 of Table 5 , are weaker than those that use either of the two de facto classifications.
39
The estimated effects of a de jure direct peg are both smaller than the respective results for either of the de facto pegs, and the coefficients on the de jure direct pegs are not significant.
This suggests that simply declaring an exchange rate peg will not generate an increased trade flow, rather actually maintaining it is the important thing.
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IV.2 Instrumental Variables Estimation
The next concern that we address is the possible endogeneity of exchange rate regimes to trade. Of course, the use of country year effects controls for many factors and the use of country pair fixed effects already controls for the possibility that there are omitted variables that affect both the level of trade between two countries and their choice of their exchange rate regime. But one might argue that there are time-varying bilateral effects and, rather than bilateral trade responding to a change in the exchange rate regime, the exchange rate regime responds to an anticipated change in bilateral trade. We address these concerns by undertaking estimation using instrumental variables to explore the extent that these issues may be affecting our results. Table 2 shows that restricting the sample size, as is necessary when using the Reinhart -Rogoff classification, tends to make the results weaker. 38 The similarity in results is not simply a consequence of a similarity in the two de facto classifications. In fact, the Reinhart-Rogoff and Shambaugh classification schemes have a substantial amount of disagreement. For example, there is disagreement on the status of 19% of the country-year observations in the post-1972 sample. In the subset of the country-pair observations where one or both countries are classified as having a direct peg by either Shambaugh or by Reinhart and Rogoff, there is disagreement on 43% of the observations. 39 For comparison purposes, we limit the de jure sample to the same used in columns 1-2. In fact, de jure codes are available for most observations used in the full post 1972 sample. There is very little difference between the results shown here and the larger sample results. 40 The Shambaugh de facto codes disagrees with the de jure in 28% of the observations where either the Shambaugh de facto classification or the de jure classification reported to the IMF reports a peg. 41 Rose (2000) argues that "trade considerations seem irrelevant when a country decides whether to join or leave a common currency area," and as such, IV should not be necessary.
Previous research on the effects of currency unions on trade reports results obtained with instrumental variables estimates that are consistent with those obtained using OLS, namely that currency unions increase trade and there is only a weak effect of exchange rate volatility on trade. Rose (2000) uses inflation and monetary quantity variables as instruments and obtains results consistent with those from OLS. Alesina, Barro, and Tenreryo (2002) use, as an instrument, a dummy that indicates whether two countries share a common base country or the probability of that two countries share a common base, and find a strong effect of currency unions on trade. Tenreyro (2003) uses the same triangular approach to generating instruments in her work on exchange rate volatility and finds negligible impacts of volatility.
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Frankel and Wei (1993) find a negative and significant effect of exchange rate volatility on trade when they instrument for this regressor using the standard deviation of relative money supplies, but the size of this effect is smaller when using IV than when using OLS.
43 Estevadeordal et al. (2003) raise the possibility that membership in the gold standard is more likely to be endogenous than the choice of the exchange rate regime in the modern era. They find, however, that the bilateral trade estimates obtained with OLS are robust to estimation in which membership in the gold standard is instrumented by a function that includes both countries' average distance from all the countries on the gold standard at the time.
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An appropriate instrument for our study will predict whether a country pegs its currency, but this variable itself will have no direct impact on trade, outside of its indirect effect through the channel of exchange rate regime choice. Our construction of an instrument draws on the insights of Estevadeordal et al. (2003) and Tenreyro (2003) , and uses information about whether neighboring countries peg and, if so, to whom. We calculate, for a given pair of 42 Such triangular approaches require eliminating observations with the base country. This would make examining direct pegs impossible. That is not a problem with currency unions because so many currency union observations are the interlocking relationships of countries sharing a currency union with one base (e.g. the bilateral relationships among CFA countries). 43 Tenreyro (2003) raises the possibility that the relative money supplies will be moved by factors that also affect trade flows. 44 One could try to look to the determinants of exchange rate regimes literature, but unfortunately, a large number of the variables considered in that literature are already being used as regressors in the gravity model (GDP, per capita GDP), or are trade related (terms of trade, openness), or could be related to trade (capital mobility, political stability), or finally, are more likely outputs of exchange rate regimes rather than exogenous predictors (reserves level, inflation). See Juhn and Mauro (2002) for a recent example in this literature. In addition, Rogoff et al (2003) note that "it is difficult to find empirical regularities between a large set of potential determinants of regime choice -including standard measures of the broader policy context -and countries actual regime choices." (p. 25) This makes it even more difficult to find proper instruments, but also makes one somewhat less worried about reverse causation.
countries, country i and country j, the percentage of countries in country j's region that are directly pegged with country i. This percentage serves as our instrument. 45 Thus, we assume that sometimes a country will choose to peg to a base to help stabilize its exchange rate with its neighbors who may also have a peg. Such a decision is not related to trade with the base, but through the peg, may affect trade with the base. To employ this strategy, we calculate the percentage of each region pegged to each potential base. Then, for any pair where a potential base is a member, the percentage of the other country's region (excluding it) which is pegged to the base is used as the instrument for whether there is a direct peg. 46 A simple regression of direct peg on the instrument yields a positive coefficient and an R 2 of 0.36. Adding in all the other exogenous regressors increases the R 2 to 0.38.
The instrumental variable results presented in the first three columns of Table 6 should be compared to the respective columns in Table 2 for OLS with year dummies, CFE with year dummies, and CPFE with year dummies. 47 A comparison of the results shows that the coefficient on direct peg goes up when the IV regression is used. 48 In the third column, when pair fixed effects are used, the standard error rises enough such that the coefficient is no longer statistically different from zero at 95%, but it is significant at 90%. Thus, to the extent that one accepts the exogeneity of the instrument, these IV regressions appear to support the core specifications by showing that eliminating endogeneity does not weaken our results.
IV.3 Entry and exit of pegs
Estimates based on coding a country as a having either a pegged exchange rate or a flexible exchange rate may raise concerns that some important links between the exchange rate regime and trade are not captured. In particular, one concern is that an increased level of bilateral trade may prompt a country to institute a fixed exchange rate with its trading partner.
In this case, the estimated link between a fixed exchange rate and bilateral trade reflects the influence of the latter on the former. While we have tried to address these issues with IV estimation, we can also look at the dynamic patterns. Beyond this possibility, we are also interested in knowing whether the effects of a change in exchange rate status on trade are manifest immediately, or only with time.
We explore these issues by including four new dummy variables in the specification,
representing the first year of a peg, the last year of a peg, the first year after abandoning a peg, and the last year before adopting a peg. Results are reported in table 7 . The hypothesis that a peg is used to lock in a higher level of trade would be consistent with a finding of a positive coefficient on the dummy variable representing the last year before adopting a peg. The hypothesis that trade is significantly different in the immediate wake of adopting or abandoning a peg can be tested by considering the sign and significance of the coefficients on the dummy variables representing the first year of a peg and the first year after a peg is abandoned, respectively. In fact, however, we find that only the dummy for the first year of a peg is statistically significantly different from zero, and it is negative, indicating perhaps that the trade stimulating impact of a peg does not materialize immediately since the total coefficient The final column of table 7 allows us to more carefully consider the fact that the impact of a direct peg or currency union may phase in over time. We include a variable which is the inverse of the number of years pegged. 50 Thus, for the first year of a peg, this variable is equal to 1, in year 2 it is 0.5, etc., and it asymptotically approaches zero. The expected coefficient 49 Because the classification only codes full year pegs as a peg, most years coded as the last year before a peg will also incorporate a number of months of the beginning of the peg (assuming not all pegs begin on January 1). Thus, we would expect the coefficient on the last year before a peg to be marginally positive, and despite that, it is negative and statistically insignificant. 50 We thank Eric van Wincoop for suggesting this specification.
based on the above results would be for the coefficient to be negative suggesting the trade improving impact does not show immediately. In fact the results are quite strong with both 1 / (years pegged) and 1 / (years in CU) drawing large and significant negative coefficients. In both cases, if one adds the main coefficient (direct peg or currency unions) to the length of time coefficient with peg length set equal to one, we see a negative but insignificant sum (e.g. for direct pegs we add 0.451 to -0.637 getting a combined effect in year 1 of -0.186 which would not be significantly different from zero). As the length of the peg grew, the factor multiplied by the -0.637 would shrink making the total effect positive (in year 3 the total effect would be 0.24, by year 10 it would be 0.39).
IV.4 Alternate Econometric Techniques
Our central results are robust to varying the econometric methods used to obtain estimated effects of fixed exchange rates on trade. These results are not presented in a table, in order to save space, but can be summarized as follows. First we consider using random effects at the country pair level instead of fixed effects. Including random effects strengthens the direct peg and moves the indirect peg to a negative significant coefficient. However, the Hausman specification test rejects the hypothesis that there is no systematic difference between the random and fixed effects coefficients suggesting that fixed effects are appropriate. Second, results are largely unchanged when using data from every fifth year rather than annual data, an exercise undertaken in an effort to remove some of the serial correlation. Third, employing an AR(1) correction still results in large and significant effects of fixed exchange rates on trade, albeit smaller than the simple OLS results reported above. 51 We also include a lagged dependent variable to control for possible unobservable omitted variables, a strategy that seems to us to be less promising than the use of country pair fixed effects. But, as it turns out, there is a close correspondence to the OLS results presented in Section III and those obtained with a lagged dependent variable. The coefficient on direct peg is 0.10 and significant at 99% when a lagged dependent variable is included, and the coefficient on the lag is 0.8. This suggests a long run impact of roughly 0.5, not far from our original OLS estimates with time controls.
These results suggest that the estimates presented in Section III are not merely a reflection of spurious correlations.
IV.5 Alternate sub-samples
Finally, we look at three other subsets of the data: trade with base countries, non-oil country trade, and trade among countries with over 1 million population. For the first, we may worry that non-pegged trade between, say, Ivory Coast and Thailand is simply not a relevant comparison to the pegged observations because most of our pegs are to large countries. We thus restrict our sample to trade with a country that is a base country (i.e. someone else pegs to this country) somewhere in the sample. This has little effect on the results; the coefficient on direct peg actually goes up slightly. We consider non-oil based trade because oil based trade may be atypical of other trade flows and because many oil exporters are pegged to the dollar and the price of oil is denominated in dollars. 52 Again, we find that eliminating oil exporters does not dramatically change the results. Finally, we may worry that extremely small countries are not representative of the full sample, and we should not let the behavior of tiny islands drive our conclusions. Eliminating countries with a population under 1 million in 1999 leave the core results completely unchanged for most specifications.
V Conclusion:
Countries peg for many reasons. Often the concern is macroeconomic stability and the provision of a nominal anchor. Still, one of the presumed benefits of a fixed exchange rate is that it should expand trade, at least with the base country. Empirical backing for this presumption, though, has proved elusive. This paper shows that when one focuses on bilateral exchange rate regimes as coded from de facto performance, rather than proxying for regimes by using bilateral exchange rate volatility, there are statistically and economically significant impacts on trade from a fixed exchange rate.
We find that, with few controls, pegging appears to increase trade by a great deal.
These are clearly over-estimates and when more appropriate controls are included, the results suggest that international vs. intranational trade grows by up to 35% (when country year effects are included). These results seem robust to a variety of econometric checks, considerations of start and stop years, and alternate de facto classifications. We find that indirect pegs do not appear to have strong impacts on trade.
52 Oil exporters are defined by the World Bank as countries with more than 50% of their exports in the form of oil.
The magnitudes, on the order of 35%, may or may not be sufficient to offset some of the costs of fixing the exchange rate, but they are both statistically and economically relevant.
Countries hoping to expand trade may choose the less restrictive and permanent fixed rate as opposed to a currency union. In addition, countries already pegged may have already captured some of the gains of increased trade that appear available from creating a currency union. On the other hand, the difficulty of maintaining a peg in the face of market pressure may lead countries to prefer the permanent link that a currency union can provide. Country year fixed effects included in all regressions, Constant and fixed effects included but not reported + significant at 10% * significant at 5%; ** significant at 1% standard errors clustered at the country pair level
