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1. INTRODUCTION 
The purpose of this paper is to apply the results of [ 1) to prove certain 
integral inequalities. All the inequalities that we intend to prove can be found 
in 121. 
In their book [2], Hardy, Littlewood, and Polya make the following 
comments upon why the calculus of variations has not been applied exten- 
sively to inequalities. 
(i) Many important inequalities assert unattained upper and lower 
bounds, whereas the calculus of variations is concerned with attained 
maxima and minima. 
(ii) The continuity hypotheses of the classical theory are restrictive. It 
is difftcult to extend an inequality to the most general class of functions. 
We see the following advantages of applying the results of [ 11: 
(i) The assumptions made in [l] are quite weak compared to the 
classical theory. 
(ii) One might argue that when considering these inequalities, one can 
regard them as a type of isoperimetric problems, and develop similar 
necessary conditions as in [ 11. However, with the necessary conditions of 
[ 11, we have more information on the multipliers as we will soon see, 
whereas in the case of isoperimetric problems, the multipliers are unknown 
constants. 
Finally, we mention that the type of functionals as in [l] were first 
considered by Euler (see [3] for the details) and more recently by Miele [4]. 
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2. PRELIMINARIES 
C”(0, 7’) denotes the space of all n-tuples of real-valued continuous 
functions on [O, T] with the following norm: 
iff= (.A ,...,.tJ E C”(, 9, 
llfll = maxIlK IL IIL III where llfill = ,zp,, I.m)l* 
L&(0, 7’) represents the space of all r-tuples of essentially bounded real- 
valued measurable functions on (0, 7’1 with the following norm: 
One of the problems considered in [ 1 ] is as follows: 
PROBLEM 2.1. Find (x(t), u(t)) E C”(0, 7) x L&(0, r) that minimizes 
F(x, u) = #‘(x(t), u(t), t) dt 
10 
’ 4’(x(t), u(t), t) n, (2.1) 
0 
where a = f 1, under the constraints 
dx 
-&- =fW, u(t), t), x(0) = c, (2.2) 
x(T) = 4 (2.3) 
and u(t) E M G R’ for almost all 0 < t < T. M is assumed to be a convex set 
with int(M) # 4. 
We assume that #: Rn”“-+R’, i= 1,2, and f: Rntr”+Rn are 
continuous in x and U, measurable in t, and continuously differentiable with 
respect to x and U. Also letf, , f,, &, , i = 1, 2, 41, i = 1, 2, be bounded for all 
bounded (x, u). 
Then the necessary conditions can be stated as follows: 
Define 
fqv, x9 u, t> = w’(t)f(x, UT t> - ~,{$‘(x, u t) + a4qx, u, f> 1, (2.4) 
where II is a constant to be specified, A,, E R’, and v(t) E R” for each t. 
THEOREM (2.1). Let x’(t), u”(t) be a solution of Problem 2.1. Assume 
that ~~#*(x”(t), u’(t), t) dt > 0. Also let 1: #‘(x0, u”, t) dt and (0“ #‘(x0, u”, t) dt 
be finite in the sense of Lebesgue. Then there exist w(,) E C”(0, T) and 
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1, > 0, 1, E R’, both not identically zero such that the Hamiltonian 
equations 
-- -3 
~ = j”; $’ (x0, u”, t) dt 
j; $*(x0, u”, t) dt (2.5) 
are satisfied along (x’(t), u’(t)), and 
( 
+4 x0, u”, t), u - uO(t> 
1 
> 0 
for almost all 0 < t < T and all u E M. ( , ) in (2.6) denotes the standard 
inner product in R”, and * the transpose. 
Proof Theorems 3.1 and 5.1 of [ 11. 1 
There is nothing rigid about choosing A in the above manner. Examining 
the proof of Theorem 3.1 of ] 11, we could have defined H the following way 
provided that Ic #‘(x0, u’, t) dt > 0. 
WV, x, u, t> = vl’f - A,{@’ + a#*}, (2.7) 
where 
.c; #*(x0, u”, t)dt 
’ = !‘,’ @(x0, u”, t) dt ’ (2.8) 
and an analogous theorem applies. We will shed more light on the definition 
of H below. 
Let us generalize the situation and consider Problem 2.1 with a cost 
functional of the form 
F(x, u) = &(x(t), u(t), t) dt (2.9) 
where a,, a, E R. 
We can define the Hamiltonian H in any of the following ways provided 
that ?‘i #‘(x0, u’, t) dt > 0 and j”i#‘( x0, u’, t) dt > 0, where (x0, u’) minimizes 
(2.9): 
or 
‘h) WV, x, u, t) = w*f - 4, J”; @(x0, u”, t) dt 
I,’ #*(x0, u”, t) dt 
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If there are more product terms in (2.9), the extended definition of H is 
now clear. Now a theorem similar to Theorem 2.1 applies. 
DISCUSSION. It is important to discuss why we imposed the smoothness 
assumptions on 4’. 
Let F be a real-valued funclional defined on a Banach space E. The 
derivative F’(x,,, h) at a point x0 E E in the direction h is given by 
F’(xO, h) = j$ 
F(x, + ch) - F(x,) 
E 
(2.11) 
In the proof of Theorem 2.1, E = C”(0, 7) x L&(0, 7) and the functional 
F(x, u) is as defined by (2.1). The smoothness assumptions on the @l’s - - 
guarantee the existence of F’((x’, no), (2, U)) in any direction (x, u). For the 
details, see [6]. Of course, in particular problems, even weaker assumptions 
guarantee the existence of the derivative in any direction, provided that we 
change the underlying space E. We will do this in Section 4 with regard to 
an inequality. 
3. AN EXISTENCE THEOREM 
In this section, we develop a theorem for the existence of optimal controls 
which will be subsequently used. Consider the n-dimensional system 
1 =A(t)x + B(t)u, &> = 0, (3.1) 
with the terminal condition 
x(t,) = 0 or free, 
where the final time t, is fixed and finite. 
The cost to be minimized is 
(3.2) 
(3.3) 
where a > 0, ,D is a finite positive measure on [t,, t,] and u is a measurable 
control with properties to be specified. 
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Assumptions 
(a) A(t) and B(t) are continuous n x n and n X r matrices, respec- 
tively. 
(b) For i = 1, 2, 4’ is continuous in x, u, and t. Moreover, for each 
fixed t, 6’ is convex in u. 
(c) Admissible controls are measurable functions on 1 t,, t,] for which 
{:: 4’ dt is finite. 
(4 #‘(u, t) 2 a Iul’, a > 0, p > 1, and $*(x(t), t) 2 0 along any x(t) 
which is the response to some admissible control u(t). 
(e) There exists a real constant k > 0 such that for every real c > 0, 
qqcu, t) = Ck@(U, t), 
f(cx, t) = ck’y*(x, t). (3.4) 
By (3.3), this assumption implies that for every c > 0, F(cx, cu) = F(x, u). 
(f) There exists an admissible control that transfers the system from 
the initial to the final state with a finite nonzero value for (:A 02(x, t) d,u(t). 
Let 
and 
x,, l(t) = jt 4’(u, s) ds, 
to 
x,+ z(t) = ,f Q)*(x> s> 44). 
to 
Also, let y= (x1 ,,.., xn,x,+, , x,+*). Replace (3.1) and (3.5) by 
.W = it f(x ~5 s> d@(s), YkJ = 03 
‘to 
wheref(y, U, t) = (A(t)x + B(t)u, #‘, 4’) and dF(t) = (dt,..., dt, dp(t)). 
(3.5) 
DEFINITION 3.1. For the system defined by (3.6), we say that y1 E Rni2 
is attainable from 0 at time t, if there exists an admissible control defined on 
It,, tl] such that y(tl) = y,. The set of all attainable points at time t,, called 
the attainable set at time t, , will be denoted by R,, . 
We now change the coordinate system and consider R,, with respect to the 
coordinates (x, ,..., ~,,y~+,,y~+~),wherey,+,=x~‘~~ andyn+2=xZik2. 
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THEOREM 3.2. R,, is a cone with vertex at 0. Moreover, if (x, ,..., x,, 
Y n+I, Y,,+*) E R,,, then with x, ,..., x,, y,, z fixed, there exists a point in R,, 
which has the least possible value for y,, , . 
Proof: (i) R,, is a cone with vertex at 0: 0 E R,, since u 3 0 takes (3.1) 
from 0 to 0 withy,,+ ,(t,) = y,+2(t,) = 0, by assumption (e). Also if y E R,, is 
obtained by u, then for A > 0, Ay is obtained by Au. 
(ii) To prove the second statement, let (x, ,..., x,, yn+ , , y,, J E R,, 
and consider the points in R,, which have the same coordinates except for the 
Y n+ ,th. Let the least possible value of the y,, ,- coordinate for these points be 
z. z > 0 by assumption (d). 
Let ((u’, xi)} be such that 
z/--t z, 
and <I:: @‘(xi, t> dW)“‘k = Y, + z for all i. By assumption (d), {ui} form a 
bounded sequence in L;(t,, II), and hence a subsequence, still denoted by 
{u’) converges weakly to some u” in L;(t,, tl). Let x’(t) be the response of 
(3.1) to u’. By assumption (a) and by the weak convergence, {x’(t)} 
converges to x’(t) pointwise. 
Since {xi) is bounded uniformly on [to, tl], we have by assumption (b) 
and the dominated convergence theorem that CT:: #*(x’(t), t) dp(t))a’k = y, + z, 
and xi(t,) = xk for k = l,..., n. Also, we have by assumption (b) (see [7, 
P- 2091) 
COROLLARY 3.3. Let K be the set of all attainable points in the 
y,,, , y,, ,-plane. Then K is a cone with vertex at 0 and if (O,, y, + , , 
Y,,+*) E K then withy,,+2 jixed, there exists a point in K for which y, + , is a 
minimum. 
Proox That K is a cone is easy to prove. The proof of the second 
statement is identical to that of Theorem 3.2 except for some minor 
changes. # 
THEOREM 3.4. Let 2 be the projection of R,, into the y,, , y,+,-plane. 
Then J? is a cone with vertex at 0 and if (0,) y, + , , y,, *) E I?, then with y, + 2 
fixed, there exists a point in S? which has the least possible value for y,, , . 
ProoJ: (0,, 0,O) E k and if (0,, z, .F) E I?, there exists (x, z, .F) E R,, for 
some x E R”. Since R,, is a cone, it follows that (0,, AZ, 15) E R for any 
1 > 0. To prove the second statement, consider { (0,, zi, yn+ z)}y , + 
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(0,) ZOI Y, + *>, where z” = inf~O,.z,y,+J,E~ z. Let ((u’, xi)} be such that 
lim,,,[~::,~‘(U’, t) &I”‘( = z” and lim,,, Y”+~(u’) =yn+*. We may as well 
assume that (ui} converges to some u” weakly in Li(t,, t,) and x’(t) 
converges to x0(t) for each t. As in the proof of Theorem 3.2, y,, ,(a”) = z” 
and y,,+*(~‘) =yn+*. Using u”, let xz(t,) = xk for k = l,..., n. Then the 
projection of (x, ,..., x, , z”, y, + *) into the Yn+, y, + ,-plane is 
(On7 z”, Y, i 2). I 
THEOREM 3.5. Consider system (3.1)-(3.3) along with assumptions 
(a)-(f). Then there exists an optimal control among the admissible controls. 
ProoJ: Case (1) x(t,) = 0. Consider only the set K of attainable states in 
the yn+ , y,+,-plane. By assumption (f), there exists a point (0,, z, f) with 
Y # 0 in K. With Z fixed, let z” = infc0,,r,z7EK z. By Corollary 3.3, the ray 1 
joining 0 to (0,, z”, S) is in K. Moreover, K is contained in the nonnegative 
quadrant of the y “+, y,+,-plane. Thus y,,+ ,/y,,+ 2 attains its minimum on 
l\P 1. 
Case (2) x(t ,) free. Consider the projection R of R,, into the y,+ i y, + 2- 
plane. By Theorem 3.4 and by a similar argument as above, we conclude that 
there must exist an optimal control among the admissible controls. I 
With the existence theory, we will be able to assert the attainment of upper 
or lower bounds in certain inequalities. For example, consider 1= u with the 
functional 
J-i u2 dt 
F(xy ‘) = (,-A x4 &(t))‘/2 (3.7) 
and with the boundary conditions x(0) = x(1) = 0. Assume that ~1 is a finite 
positive measure on (0, I]. From our existence theory, inf F(x, u) = K, is 
attained among all square integrable controls. Moreover, K, > 0. Thus, we 
can assert that there is a square integrable integrable u f 0 for which 
equality holds in 
As far as we know, nobody has ever treated such an inequality before. 
4. SOME EXAMPLES 
(3.8) 
We will apply the results of Sections 2 and 3 to prove the validity of some 
concrete inequalities. It is easy to deduce in all the inequalities to follow that 
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2, of Theorem 2.1 cannot be zero, because A0 = 0 will contradict the 
existence of a minimizing control. So, without loss of generality, we take 
A,= 1. 
INEQUALITY 4.1. Show that if x(0) =x( 1) = 0 and f E L,(O, l), then 
1 
I 
i2 dt > 7~’ I 
I 
x2 dt, (4.1) 
0 0 
equality holding if and only if x(t) = A sin nt, where A is a constant. 
A proof of 4.1 that is different from ours is given in [2]. The interested 
reader may consult [5 ] for the historical details of these so called Wirtinger- 
type inequalities. 
Discussion. Let 1= U. To apply Theorem 2.1, we need u to be in 
L,(O, 1). But, it is straightforward to deduce that Theorem 2.1 is applicable 
to this case even when u is in L,(O, 1). We will explain the exact method of 
verification with regard to Inequality 4.3. 
Proof of 4.1. Let i(t) = u(t). (4.1) is obviously true if x(t) = 0. If 
x(t) f 0, consider the functional 
J‘:, u2 dt 
F(x’ ‘) = ,-A x2 dt 
and minimize this. The existence of a minimizing control follows from 
Theorem 3.5. 
We will follow the procedure set in Theorem 2.1. Let 
H=iyu-u2+Ax2, A = J-i (u”)’ dt 
J-A (x0)’ dt ’ 
where (x0, u”) is an optimal pair (for notational convenience, the optimal 
pair will often be denoted by just (x, u)). 
(4.4) 
The u that satisfies H, = 0 is given by u = v/2. This implies that ri = 2 = 
-Ax. so, x(t) = A sin(1”‘t + 8), A,eER’, A # 0. Boundary 
conditions * 8= 0, II = n2rr2, n = 1, 2 ,.... Letting x(t, n) = A sin nnt, we see 
that 
F(x(t, n), 24, n)) = 
Ii A2n2z2 cos2(nm) dt = n2712 
j: AZ sin2(nlrt) dt * (4.5) 
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The least possible value of F is achieved for n = 1, when x(t) = A sin nt, 
A # 0. Thus inequality 4.1 is established. fl 
A very similar argument establishes the validity of the following ine- 
quality. 
INEQUALITY 4.2 (Wirtinger’s inequality). If 1 is in L,(O, 2n) and 
J‘;T" x dt = 0, then 
f’” x2 dt < f*= i* dt 
Jo JO 
unless x = A cos t + B sin t (A, B E R) in which case there is equality. 
INEQUALITY 4.3. If x(0) =x(l) = 0 and J is in L,(O, l), then 
I 
’ x2 
--dt<; j’i’dt, 
0 t(l-0 
(4.7) 
0 
equality holding if and only if x = At(1 - t), A E R. 
Discussion. The purpose of this discussion is to show that the results of 
Theorem 2.1 are applicable to this inequality. Let i = u. For the functional 
F(x, u) = 
1‘; IA* dt 
j; (x*/t(l - t)) dt ’ (4.8) 
the existence of an optimal control does not follow from Section 3. The 
difficulty is that 1: (dt/t( 1 - t)) is not finite. We will proceed however with 
the assumption that there exists an optimal control, because it is interesting 
to see that Theorem 2.1 is applicable to this inequality. 
For the following, we assume familiarity with [l] and [6]. Now to 
synthesize an optimal control, we wish to apply Theorem 2.1. If we let E = 
C(0, 1) x L,(O, l), we quickly see that F(x, U) is not differentiable in some 
directions in E. Thus, we have to make a different choice for E. 
Let Z = [O, 1 ] and L,(Z, p) = the space of all measurable functions on Z 
with ]]x]]* = li x2 dp < co, where dp = (dt/t(l - t)). We will modify the space 
of controls also. Let z,(Z) = (U E L,(Z) ] j: u dt = 0} with the induced norm. 
L,(Z, ,u) and L,(Z) are Banach spaces, and if we let E = L,(Z, p) X z,(Z), F is 
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in fact Frechet-differentiable in any direction at (x, u) and the Frechet 
derivative is defined by 
F’(X, u)(T, .q = 
So, Theorem 7.5 of 16) applies. 
To find tangent directions, we will apply the results of lecture 9 of 161. Let 
Q= (.~.u)EL~(I.~)x~~(Z)IX(~)=I’~~S,O~~S Lx(l)=01 
I 
(4.10) 
0 
and 
P(x, u) = x(t) - j’ u(s) ds. 
0 
(4.11) 
We wish to show that if u E z,(Z), then Jh U(S) ds is in L,(Z, P). Indeed, by 
Holder’s inequality, 
Ix(t)1 = 1 j; u(s) ds / < t”’ [ j’ u2 ds] I’* 
and 
Thus 
I 
[j I 
l/2 
Ix(t)/ ,< (1 - t)“2 u’ds . 
0 
dt 
P(1 - t)“2 ll4l:=~Il4l:~ 
Thus P maps E into L,(Z, ,u) and Q = {(x, u) 1 P(x, U) = 0). Also, 
P’(x, u)(Z, zi) = ?(I) - j’ U(s) ds. 
0 
(4.12) 
Clearly the above operator P’ maps L,(Z,fi) x L,(Z) onto L,(Z,,u) (just let 
U = 0). Hence, by Theorem 9.1 of [6 1, the set of tangent directions at any 
(x, U) belonging to Q is given by 
l(%II)EEI ~=W(O)=O~, (4.13) 
which automatically implies that X( 1) = 0. 
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Now it is quite simple to follow the proof of Theorem 3.1 of [ 1 ] and show 
that the results of Section 3 are indeed applicable to this particular problem. 
Proof of inequality 4.3. For x f 0, consider the functional 
F(x, u) = . 
I; u* dt 
j :, (x’/t( 1 - t)) dt ’ 
(4.14) 
Following Theorem 2.1, let 
H(W, x, u, t) = yu - 112 +A x2 1; (u”)’ dt 
r(l- ’ = (; ((x’)*/t(l - t)) dt ’ (4’15) 
where (x0, u”) is an optimal pair. 
dyl 3H 2Lx 
-=--=--. 
dt 3X t(1 -t) 
H,(y/, x0, u”, t) = 0 3 u = y1/2. Along with (4.16), this implies 
. . AX 
-= 0. x + t(1 -t) 
(4.16) 
Suppose x(t) satisfies (4.17) with x(0) = x( 1) = 0. Then 5; i* dt = 
xii; + _f; (Ax’/t( 1 - t)) dt. So, 
J”; i2 dt 
I; (x*/t(l - t)) dt = ” 
Thus, we wish to choose the smallest value of A such that (4.17) and the 
boundary conditions are satisfied. 
(4.7) is a hypergeometric equation, and ignoring the boundary conditions 
for the moment, we can find a solution in power series: 
p,(t) = 2 ant”, 
II=1 
where we can take a, = 1, and 
a 
-I+n(n- 1) 
nil = n(n + 1) “’ 
n = 1, 2, 3,... 
Now letting 8 = 1 - t, (4.17) is transformed into 
(4.18) 
(4.19) 
(4.20) 
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Solving (4.20), we get 
P#) = G 6,(1 - t)“, 
z, 
(4.21) 
where we can take 6, = 1, and 
b nil = 
-I+n(n-l)b 
n(n+ 1) n’ 
n = 1, 2, 3 ,... . 
We claim that for L E (0, 2), p,(t) and p2(f) are linearly independent. If 
not, then for some constant c, p*(t) = cp,(t). Since p,(O) = 0, we should have 
p,(O) = CF=, b, = Cr! I a, = 0. Since a, = 1, we should have 
CT= 2 a, = - 1. From the recurrence relation (4.19), a*, a,, a4 ,... are all 
negative. So we require that CFz2 1 a,] = 1. But, 
la n+,l< 
n(n - 1) 
n(n+ 1) an 
n(n - 1) (n - l)(n - 2) 2 1 
< n(n+ 1) 
._. --a 
(n-1)n 62’ 
1 
= n(n+l)’ 
Hence ,E?zl la,,,, / ( C,“=r (l/n(n + 1)) = 1. Thus, for I, E (0, 2), the 
general solution of (4.17) is 
nzl a,(At” + B(1 - t)“), (4.23) 
where A and B are arbitrary constants. 
Boundary conditions + Cp= r a, = 0, which is impossible by the argument 
just given. Thus L & (0, 2). 
For ;i = 2, (4.18) becomes 
p,(t) = t( 1 - t). (4.24) 
The general solution by variation of constants is 
X(I)=At(l-f)+B[2f(l-I)In(&] -(I-2r)]. (4.25) 
The solution that satisfies the boundary conditions is x(t) = At(1 - t), a 
A proof of 4.3 based on the sufficiency theory of the calculus of variations 
is given in [ 13 J. 
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