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Abstract- In this paper, the possible effects of the problem of 
congestion in Wireless infrastructure LAN are discussed. It 
presents the discrete-event simulation, provides detailed, 
accurate network simulation results and it observed a wide 
variety of network statistics for Congestion Control in Wireless 
LAN. The software simulation package, OPNET (Optimized 
Network Engineering Tool), can be best described as a set of 
decision support tools, providing a comprehensive development 
environment for the specification, simulation and performance 
analysis of communication networks, computer systems and 
applications and distributed systems. Discrete event 
simulations are used as the means of analyzing the system 
performance and behavior.  OPNET simulations were carried 
out to estimate the effect of congestion situation on the global 
performance of the network model. A tradeoff of various 
congestion parameters such as dropped data, load, throughput, 
retransmission attempts and received data traffic has been 
observed by creating different scenarios. Simulations are 
carried out at 11Mbps data rate is 900 simulations-seconds. 
There are six sections in this paper, section I deal with the 
introduction to the wireless LAN and the causes behind the 
occurrence of Congestion in general, section II deal with the 
problem of Congestion in Wireless environment, section III 
deal with the suggestions regarding the possible solution to the 
problem of congestion, section IV and V are to deal with the 
simulation and results and at last the paper is concluded by 
summarizing the important results.   
Keywords- Wireless LAN, IEEE 802.11, OPNET 
 
I. INTRODUCTION 
 
n Wireless LAN, Congestion is much more critical 
problem as compared to the Wired LAN because the error 
rate is much higher in Wireless LANs and it does not permit 
to allow a single collision to occur in the network, which 
will lead to the drastic reduction in throughput. Also unlike 
the wired networks, congestion   measurement and analysis 
in IEEE 802.11 wireless networks is more difficult due to   
factors such as time-variant channel capacity, contention 
among neighboring nodes, interference variable quality of 
radio signals, transmitted power etc. Also detecting collision 
in wireless medium is not always possible. Congestion 
occurs when the amount of data sent to the network exceeds 
the available capacity, the routers are no longer able to cope 
up the demand and they begin losing packets.  At very high 
traffic rate, the performance collapses completely, and 
almost no packets are delivered. Congestion can be brought 
about by several factors viz shortage of buffer space, slow 
links and slow processors [1-2] 
 
A. Shortage of Buffer Space  
 
If large capacity buffers are used in order to compensate for 
 
Shortage of buffer space, many short-term congestion 
problems will be solved but this will cause undesirably long 
delays  
 
B. Slow Links 
 
Though the problem of congestion caused due to slow links 
will be solved if high-speed links become available but this 
is not always the case, sometimes increases in link 
bandwidth can aggravate the congestion problem because 
higher speed links may make the network more unbalanced. 
Higher speed load can make the congestion condition in the 
switch worse [3-5]. 
 
C. Slow Processors 
 
On improving the processor speed, faster processors will 
transmit more data in unit time. If several nodes begin to 
transmit to one destination simultaneously at their peak rate, 
the target will be overwhelmed soon.  
 
II. CONGESTION IN WIRELESS ENVIRONMENT 
 
Traditional problems of wireless communications and 
wireless networking are 
1) The channel is unprotected from outside signals 
2) The wireless medium is significantly less reliable 
than wired media 
3) The channel has time-varying and asymmetric 
propagation properties 
4) hidden-terminal and exposed-terminal phenomena 
may occur 
In the event of packet loss, appropriate action is not easily 
taken, as identifying the cause of the loss is difficult.  
There have been various mechanisms proposed to help 
classify the reason for packet loss, but all add extra 
complexity, may not be compatible with existing protocols 
and none seem to cover all possible causes [5-7].  
 
III. POSSIBLE SOLUTIONS 
 
There are two general solutions to the problem of congestion 
1) Congestion avoidance 
2) Congestion control 
Congestion avoidance attempts to predict when congestion 
is about to occur and reduces the transmission rate at this 
time. The algorithm should operate in such a manner to keep 
response time v/s load and throughput v/s load operating to 
the left of the location of the knee in Fig 1.1.  
Congestion control attempts to take fuller advantage of the 
network resources by transferring data at a rate close to the 
I 
GJCST Classifications: 
C.2.1, C.2.5 
Global Journal of Computer Science and Technology Vol. 9 Issue 5 (Ver  2.0), January 2010     P a g e  | 60 
 
capacity of the network. The capacity of the network can be 
viewed as the point at which any increase in traffic will 
increase the delay but not the throughput. Congestion 
control algorithms, like that of TCP, attempt to increase 
traffic until the capacity of the network is reached, and then 
slow the transmission rate. Thus these algorithms attempt to 
operate to the left of the cliff in Fig. 1.1.  
 
 
 
 
 
 
 
 
 
 
Fig 1.1 Load versus Delay and Throughput 
 
IV. SIMULATION 
 
The occurrence of a high density of nodes within a single 
collision domain of an IEEE 802.11 wireless network can 
result in congestion, thereby causing a significant 
performance bottleneck. Effects of congestion include 
drastic drops in network throughput, unacceptable packet 
delays, packet drops, retransmissions, and session 
disruptions. OPNET simulation was carried out to estimate 
the effect of congestion situation on the performance of the 
network model. Simulation was run at 11 Mbps data rate 
except congested node and total simulation time used was 
900 simulations-seconds. 
To observe the congestion in IEEE 802.11 networks, 
WLAN node model was created on OPNET IT guru 
academic edition 9.1 (Figure 1.2) 
 
 
 
 
 
 
 
 
 
 
 
      
  
 
 
 
 
compared with periphery nodes in order to study congestion.  
 
The packet size distribution is exponential with a mean of 
92 bytes. The inter arrival time is exp (0.02) for all the 
nodes unless otherwise specified. Since the packet size is 
exponentially distributed with mean of 92 bytes, RTS/CTS 
exchange is required for most of the packets. All the 
wireless station nodes and the access point use Frequency 
Hopping Spread Spectrum at the physical layer. All the 
nodes employ the PCF basic CSMA/CA access mechanism. 
The nodes transmit at a maximum data rate of 2 Mbps. 
Packets received at a node with power less than 7.33 E-14 
Watts will find receiver to be busy. The packet 
transmissions with a power higher than this threshold are 
considered as valid. Unless the default transmission power is 
changed, all the WLAN packets should reach their 
destinations with sufficient power to be valid packets if the 
propagation distance between the source and destination is 
less than 300 meters as required by the IEEE 802.11 WLAN 
standard. 
 
 
 
 
 
 
 
 
 
Figure 1.2 Node Arrangement 
 
The distance between any two-periphery nodes is about 50 
meters. In the simulation model considered here, all the 
nodes are static. The simulations were carried out for 900 
simulation seconds and repeated many times in order to 
ascertain validity. 
 
V. RESULTS 
 
The buffer size, bandwidth, and data rates of AP_0 have 
been reduced as compared to other nodes in order to study 
its impact on the performance of the network. Various 
global parameters and individual node parameters were 
observed. The global parameters were chosen as data 
dropped, load, throughput, and their variations against 
simulation time are shown in Figs 1.3, 1.4 and 1.5. 
Individual node parameters were chosen as retransmissions 
attempts and  data traffic received and are plotted in Figures 
1.5 and 1.6. 
 
 
 
 
 
 
 
 
 
Fig-1.3: Data Dropped with and without Congestion 
 
Observing the global data dropped (Fig. 1.3), it was 
observed that data dropped in the network is very high as 
compared to the situation when all nodes were having 
exactly similar buffer size, bandwidth, and data rates. 
Initially, it was estimated 22269 times the without 
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congestion situation. Thereafter, it increases until 206562 
for 900 simulation seconds. 
Another global parameter chosen is load (Fig-1.4) of the 
network. It was observed that as compared to the situation 
when all nodes were having exactly similar attributes the 
load reduces to 54.7% initially which further dips to 14.2% 
for 900 simulation seconds duration  
 
 
 
 
 
 
Fig-1.4: Global Load with and without Congestion 
Another global parameter chosen is Throughput of the 
network (Fig-1.5). The throughput is constant throughout 
the simulation time of 900 simulation seconds. In that case it 
has been observed that in Congestion situation, the 
throughput is constant at 0, making a reduction of 
approximately 100% as compare to the situation of no 
congestion. That means in Congestion the throughput is 
totally zero 
 
 
 
 
 
 
 
 
Fig-1.5: Global Throughput with and without Congestion 
The impact of congestion situation on various individual 
nodes was also studied. The node parameters chosen for this 
study were Retransmission attempts and data traffic 
received. Retransmission is another important node 
parameter affected by congestion situation. The comparison 
of retransmissions of various nodes against simulation time 
is shown in Fig.1.6. The retransmission in PCF_WKSTN7 
varies between (329-313). Likewise, the retransmissions 
values corresponding to other nodes-namely 
PCF_WKSTN10,PCF_WKSTN5, PCF_WKSTN6, 
PCF_WKSTN8 and PCF_WKSTN9 are varying between 
(294-305), (280-310), (287-308) (280-312) and (280-312), 
respectively. While that of AP_0 is maximum that varies 
between (524-617). That means the Congested node will 
have to do maximum number of retransmissions in order to 
receive any data packet.  
 
       
 
 
 
 
 
 
Fig-1.6:Node Comparison of Retransmission Attempts 
 
 
 
 
 
 
 
 
Fig-1.7: Node Comparison of Data Traffic Received 
 
Variation of traffic received by various nodes against 
simulation time is shown in Fig.1.7. Traffic received in 
congested node (AP_0) is minimum as compared to other 
nodes. Likewise, the traffic-received values corresponding 
to other nodes- namely, PCF _WKSTN5,PCF _WKSTN6 
,PCF_WKSTN7, PCF_WKSTN8 PCF_WKSTN9 and 
PCF_WKSTN10 are varying between (161-166), (163-167), 
(163-166), (162-166), (163-166) and (163-168), 
respectively. While that of AP_0 the value is just 0. That 
means the Congested node does not receive any data traffic.  
 
VI. CONCLUSION  
 
In this paper, the performance of wireless infrastructure 
networks in terms of congestion has been studied through 
OPNET simulator and the results are presented for global as 
well as for the individual parameters. It was observed that 
global parameter viz. data dropped increases with 
congestion situation. However, the load and throughput 
reduces in similar situation. Individual node parameters such 
as the number of retransmission attempts is maximum in 
congested node as compared to the other nodes and received 
data traffic in congested node were found to be zero 
throughout the simulation duration of 900 simulation 
seconds. 
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