Introduction
The primary purpose of this paper is to characterize in sample survey randomization models those parametric functions which are estimable, those which have an admissible estimator, and those which have a uniform minimum variance unbiased estimator (UMVUE). These characterizations are e¤ected via an explicit canonical decomposition of the relevant parametric functions. This decomposition leads to a natural generalization of the classical Horvitz-Thompson estimator, and seems to be of some combinatorial interest.
Connections with random sets and with belief functions are pointed out in the remarks at the end of the paper.
A couple of sample proofs are given, but full details and examples will appear elsewhere. The bibliography items [1] and [2] contain extensive accounts of sampling theory and practice, and a host of references.
The Sample Survey Randomization Model
De…nition 1 Let U be a …nite set, 2 U the set of all subsets of U; 2 U the algebra of all subsets of 2 U ; and P a probability density on 2 U : The probability space 2 U ; 2 U ; P is a sampling design or sampling plan, or simply a design, on U:
The sigma-algebra 2 U will be suppressed, and the space written simply 2 U ; P : In this de…nition, any sampling plan is without replacement. It should be noted that P (?) is not necessarily zero, where ? is the empty set. In …nite population parlance, the set U is the set of units of a …nite population, and P (S) is the probability that the subset S of U is chosen under the sampling scheme.
Let C be a non-empty set, and let C U be the set of all functions from U into C: Each element of C U is thought of as a …nite population. The set U is the set of units of the population, and with each u in U; the function associates an element c of C; the characteristic of interest of that unit. Typically, C is the set of real numbers, but no such restriction is needed here. Let C S denote the set of functions from any subset S of U into C; and let
Thus an element of X is a function from some subset S of U into the set C: (If S is the empty set, then the only function from S into C is the empty set.) If y is in C U ; then y S denotes the restriction of y to S: Now let y be in C U : For any subset S of U and any x in C S ; put
where I is the indicator function. This de…nes P y on X; P y = 0 for all but …nitely many elements of X; and
This yields a probability space (X; (X); P y ); whose algebra (X) is suppressed, and consequently is written simply as (X; P y ):
De…nition 2 A sample survey randomization model is the family f(X; P y ) : y 2 C U g of probability spaces just described.
When C = R; this model is implicit in many papers.
Estimators in the Model
In the model f(X; P y ) : y 2 C U g; the sets U; C; and X are known, as well as the sampling plan (2 U ; P ): The unknown quantity is the function y; which is the association of each unit u in the population with its characteristic y(u) = c of interest. Thus C U is the parameter space, and a parametric function is a function : C U ! R. For such a function ; the goal is to estimate (y): A subset S of U is chosen via the sampling plan (2 U ; P ), and this a¤ords the restriction y S of y to the set S: That is, one observes the element y S = x of X with probability P (S): Then, from the knowledge of the restriction of y to S; statements about the number (y) must be made. Such statements are ones relating properties of the random variables from X to R and (y): For example, if C = R; (y) is the population total P u2U y(u); and the sampling plan is simple random sampling of size n; then a relevant random variable is
(U x is the domain of the function x:) Another example is the Horvitz-Thompson estimator P u2Ux x(u)= (u); which is de…ned for those sampling plans such that for each u in U; (u) > 0.
De…nition 3 A function from C U to R is estimable in the model f(X; P y ) :
When C = R; a fundamental result is that the population total (y) = P u2U y(u) is estimable if and only if (u) > 0 for all u in U: For any model f(X; P y ) : y 2 C U g; those functions which are estimable will be characterized. Known results about estimability in the model when C = R will be immediate consequences.
This characterization of estimable functions, as well as other results in this paper, hinges on a decomposition of functions from C U to R: This decomposition is reminiscent of the inclusion-exclusion principle, or more speci…cally, of generalizations of the Möbius inversion formula. In any case, it seems to be of some combinatorial interest and is the main mathematical result of this paper.
Theorem 4 (The z-decomposition of ) Let U be a …nite set, C be a set, z be an element of C U of all functions from U to C; and be a function from C U to the real numbers R: Then = P S U S ; with the functions S satisfying
2. S (y) = S (y 0 ) if y and y 0 agree on S:
Such a decompositon is unique, and the S are given by
where
Proof. Let
Therefore, P S U S (y) = (y U ) = (y): (Note that this does not depend on the de…nition of y T except that y U = y:) Now it will be shown that this decomposition satis…es conditions 1 and 2: Suppose that y(u) = z(u) for some u in S: Then y T = y T [fug if u = 2 T; and
Thus 1 holds, and 2 is obvious from the de…nitions of y T and S : Now suppose that = X 
thus ? = ? : Now suppose that S = S for all subsets S of U such that #(S) < n; where n > 0: If T is a subset of U of size n; and y is in C U , then
But if S T and S 6 = T; then S = S ; and if S is not a subset of T; then
; whence T (y) = T (y); and so
This completes the proof. The decomposition theorem is perfectly general. It puts no requirements on the sets U and S except that U be …nite, there are no hypotheses on the functions y; and no hypotheses on the function being decomposed. That the image of be in the …eld of real numbers is not really necessary. All that is needed is that the image of be in a commutative group. That is, R may be replaced by any commutative group.
The decomposition = P S U S is called the z-decomposition of : Whether or not a parametric function is estimable depends on the sampling plan, so any characterization of estimable parametric functions must express a relationship between those parametric functions and the sampling plan.
Theorem 5 Let = P S be the z-decomposition of ; and let x z (u) = x(u) if u 2 U x and x z (u) = z(u) if u = 2 U x : Suppose that (S) > 0 whenever S 6 = 0: Then
is an unbiased estimator of :
Proof.
( S (y)= (S)) (S) = X (S)>0
S (y) = (y)
De…nition 6 GHT is the generalized Horvitz-Thompson estimator of at z:
Theorem 7 Suppose that has an unbiased estimator and that = P S is the z-decomposition of : Then (S) > 0 whenever S 6 = 0:
Proof. Suppose that G is an unbiased estimator of and that (S) = 0: For y 2 C U ;
Since (S) = 0; P (A) = 0 for A S; and it is only necessary to show that X
for A not containing S: Let s be in S with s not in A: For each subset T with s not in T; associate the set T [ fsg: This association pairs o¤ the terms in the sum above, and since
it follows that the sum above is zero. This completes the proof.
S (x z )= (S) is an unbiased estimator of for the z-decomposition = P S ; then
S (x w )= (S) is an unbiased estimator of for any w-decompositon P S S of :
Corollary 9 Let = P S U S be the z-decompositon of and P
S U
the wdecomposition of . If S = 0 for all S containing T; then S = 0 for all S containing T:
Corollary 10 If C = R and (y) = P u2U y(u); then is estimable if and only if u > 0 for all u 2 U:
Admissibility
De…nition 11 Let fX; P y ) : y 2 C U g be a sample survey randomization model, and let be a function from C U to R: Suppose that F is a random variable such that E y (F ) = (y) for all y 2 C U : Then F is an admissible estimator of if for any other random variable G on X such that E y (G) = (y) for all y in C U ; V ar y (G) V ar y (F ) for all y implies that G(x) = F (x) for all x such that P (U x ) > 0: (Thus, no other unbiased estimator of has uniformly smaller variance than F:)
The basic problem is to set forth conditions under which a random variable is an admissible estimator of its expectation. A su¢ cient condition for this is given in the following theorem.
Theorem 12 Let fX; P y ) : y 2 C U g be a sample survey randomization model, let G be a random variable from X to R; and let z be an element of C U : Suppose that G has the following property.
If w and x are in X; P (U w ) > 0; P (U x ) > 0; and w z = x z ; then G(w) = G(x):
Then G is an admissible estimator of its expectation.
The condition in the theorem just makes precise the notion that G is a function of x only through those coordinates of x that are di¤erent from the corresponding coordinates of z:
If S = 0 whenever (S) = 0; then the generalized Horvitz-Thompson estimator satis…es the condition in the theorem, and so we have the following corollary.
Corollary 13 Let : C U ! R: Then has an admissible estimator if and only if it is estimable.
Applying these results to the well-known cases such as C = R and z = 0 yield standard facts about estimability and variance of the population total.
The proof of the following theorem is routine.
Theorem 14 Let : C U ! R; let z be in C U ; and let P S U S be the z-decomposition of : Suppose that S = 0 whenever (S) = 0:Then the generalized Horvitz-Thompson estimator
of (y) has variance
V ar(GHT ) has an admissible estimator if S T = 0 whenever (S [ T ) = 0; and in that case the generalized Horvitz-Thompson estimator of
UMVUES
De…nition 15 Let fX; P y : y 2 C U g be a sample survey randomization model. Let G be a random variable on X; and let : C U ! R: Then G is an UMVUE (uniform minimum variance unbiased estimator) for if E y (G) = (y) for all y; and if for any other unbiased estimator F of ; V ar y (G) V ar y (F ) for all y:
Theorem 16 Let fX; P y : y 2 C U g be a sample survey randomization model, let z 2 C U ; let : C U ! R; and let K = fu 2 U : (u) = 1g: Let = P S U S be the z-decomposition of Then has an UMVUE if and only if = P S K S ; that is, if and only if S = 0 unless S K:
The following corollary is an easy consequence.
Corollary 17 Let C = R: Then the population total (y) = P u2U y(u) admits an UMVUE if and only if P (U ) = 1; that is, if and only if we have a census.
Remarks
Although motivated by statistical considerations, the decomposition theorem (Theorem 4) is a purely combinatorial result, and holds with R replaced by any commutative group. The same proof works. A case pertinent to statistical applications is that with R replaced by R n ; the additive group of n-tuples of real numbers. This decomposition has many interesting properties and many statistical implications not spelled out here. Also, the generalized Horvitz-Thompson estimator has a number of optimal properties, and these will be the subject of a subsequent paper.
The function : 2 U ! R given by (S) = P S T P (T ) plays a fundamental role in the theory. These functions are "dual" to belief functions: b(S) = P T S P (T ); for which there is a well developed theory. In sampling survey theory, the functions have been pretty much ignored except for one and two element sets S: But these functions have algebraic properties analogous to those for belief functions. These will be presented in subsequent work. Also, the relation between (S) and S is crucial in the theory presented here and merits further study.
Random sets come into play in considerations of submodels and induced models of sample survey randomization models, and lead to various generalizations of the theory, especially in the study of optimal properties of estimators.
