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Abstract
In this paper we develop a canonical state space representation for rational stochastic
processes containing unit roots with integer integration orders at arbitrary points on
the unit circle. It is shown that the state space framework, which is – in a certain
sense made precise in the paper – equivalent to the ARMA framework, is very suit-
able for the analysis of unit roots and cointegration issues. The advantages become
especially prominent for systems with higher integration orders at the various roots
on the unit circle. A unique state space representation is constructed that clearly
reveals the integration and cointegration properties. The canonical form given in
the paper can be used to construct a parameterization of the class of all rational
processes with a given state space unit root structure, which is defined in the paper.
JEL Classification: C13, C32
Keywords: Canonical form, state space representation, unit roots, cointegration
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1 Introduction
In modelling economic time series over the last several decades linear dynamic models in-
corporating unit roots and cointegration have become prominent tools. The literature in
this area is primarily focused on (vector) AR or (vector) ARMA models, see e.g. Baner-
jee et al. (1993) or Johansen (1995). The state space framework, which is - in a specific
sense discussed below - equivalent to the ARMA framework, has surprisingly not received
a lot of attention for modelling unit root processes. Only a few earlier exceptions exist
like e.g. Aoki (1990), Aoki and Havenner (1989), Aoki and Havenner (1997) or some of
the contributions in the special issue on state space modelling in Econometric Reviews
(1991). These contributions considering unit root analysis in the state space framework
can to a certain extent be regarded as preliminary as they are focused only on the unit root
z = 1 and on integration order 1. This shows an imbalance between the extent to which
theory is developed for ARMA models as compared to state space models: For ARMA
models representation theory exists for processes with unit roots possibly located at other
points than z = 1 and of higher order of integration, see e.g. Gregoir (1999a). An eminent
feature that emerges from this ARMA cointegration literature is the fact that for higher
integration orders even the determination of the integration order (for an exact definition
see below) tends to be inconvenient, see e.g. Johansen (1992) or again Gregoir (1999a). It
is the purpose of this paper to show that the state space framework is a very convenient
alternative to the ARMA framework for discussing unit root processes leading directly to
simple and easily interpretable characterizations of the (co)integration properties.
In the discussion we allow for processes with a finite number of unit roots with integer
integration orders at arbitrary points of the unit circle. The analysis is restricted to ratio-
nal processes, in particular to ARMA processes, see the discussion below. Hence, issues
like fractional (co)integration are not dealt with. Usually a process is defined to be a unit
root process, if it constitutes a solution to a vector difference equation (VDE) with certain
properties, see e.g. Johansen (1995, Chapter 3) for the vector AR case. The first point of
the paper is to show that any unit root process can also be represented as a solution to
suitably defined state space system equations, see below (6) in Section 3. Based upon this,
the first main result of the paper is to show that for any given unit root process a unique
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state space representation that very clearly reveals the integration and cointegration prop-
erties can be given. This unique representation can be used to classify state space systems
according to their state space unit root structure. In the state space unit root structure
i.a. the locations and orders of the unit roots are collected, see Definition 6 in Section 6
below.
The developed unique state space representation leads directly to Granger type representa-
tions and reveals the cointegrating relationships, either static, dynamic or polynomial, via
orthogonality relationships. A detailed discussion of polynomial cointegration in the state
space framework is outsourced to a companion paper, Bauer and Wagner (2003a). Thus,
the representation in the state space framework is indeed more convenient than represen-
tation results derived in the AR or ARMA framework, see e.g. Johansen (1992), Johansen
and Schaumburg (1999), Lee (1992), Stock and Watson (1993) or Gregoir (1999a). Also
the classification of processes according to their state space unit root structure is simpler
than the corresponding classification in the ARMA framework.
The second advantage is that the developed canonical form can be used to construct a
parameterization. Based on the results presented in this paper Bauer and Wagner (2003b)
present one specific parameterization that possesses relevant topological properties impor-
tant for subsequent statistical analysis. The parameterization can be used e.g. to perform
maximum likelihood analysis for classes of processes with fixed state space integration
structure. First results are derived in Bauer and Wagner (2002b), where pseudo maximum
likelihood estimators and their asymptotic distribution are derived for processes where the
integration orders corresponding to all unit roots are equal to 1 (cf. Remark 3). Up to
now, estimation for processes with a general unit root structure seems to have been limited
to autoregressive processes cf. e.g. Gregoir (1999b).
The paper is organized as follows: Section 2 presents the class of processes dealt with in this
paper and gives the relevant definitions. Section 3 discusses state space representations.
Section 4 links and compares the state space representation to the VAR framework for I(1)
processes. Section 5 demonstrates the key ideas using some illustrative examples, while
the presentation of the canonical form is given in Section 6. Finally Section 7 concludes
the paper. The proof of the main result is contained in the Appendix.
Throughout the paper the following notation is used: Id denotes the d × d dimensional
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identity matrix, 0a×b the a× b dimensional null matrix. x′ denotes the complex conjugate
transpose of a complex vector and x the complex conjugate, unless stated otherwise. For
a matrix C ∈ Cs×c, c ≤ s, a matrix whose columns span the orthogonal complement of the
space spanned by the columns of the matrix C is denoted by C⊥ ∈ Cs×(s−c). The ambient
space is complex-valued if not stated otherwise explicitly. With abuse of notation we will
call a matrix C ∈ Cs×c orthonormal, if C ′C = Ic.
2 The Class of Processes Considered
Unit root processes are usually discussed in a vector ARMA framework. In the following
we review the basic facts about ARMA processes needed in the paper. For a detailed
discussion in the stationary case refer to Hannan and Deistler (1988) in particular chapters
1 and 2. An s-dimensional process (yt)t∈N is an ARMA process, if there exist matrices
Aj ∈ Rs×s, j = 1, . . . , p and Bj ∈ Rs×s, j = 1, . . . , q, Ap 6= 0, Bq 6= 0, a white noise process
(εt)t∈N and (possibly random) initial conditions yt, t = 1− p, . . . , 0 and εt, t = 1− q, . . . , 0,
such that
yt + A1yt−1 + A2yt−2 + . . .+ Apyt−p = εt +B1εt−1 + . . .+Bqεt−q, t ∈ N. (1)
Considering the polynomials a(z) = Is+A1z+ . . .+Apz
p and b(z) = Is+B1z+ . . .+Bqz
q,
the pair (a(z), b(z)) is called an ARMA system corresponding to the process (yt)t∈N. The
representation of (yt)t∈N as the solution to the vector difference equation (1) is called
ARMA representation of (yt)t∈N. Here z denotes a complex variable. Letting z also denote
the backward shift operator 1 the ARMA system equations can compactly (but somewhat
loosely) be written as a(z)yt = b(z)εt. It is well known that the solution set to the system
of equations (1) is given by the sum of one particular solution and the solutions to the
homogenous equation a(z)yt = 0, t ∈ N. We call a process (yt)t∈N linearly deterministic,
if supt≥t0 ‖yt − yt|t0‖ = 0 for some t0 ∈ N, where yt|t0 denotes the best linear prediction of
yt given yt0 , yt0−1, . . . , y1. Hence, linearly deterministic processes are perfectly predictable
from some time instant on. Therefore typical deterministic terms such as the constant, a
polynomial trend or seasonal dummies are linearly deterministic and so are all solutions
1Note, that the definition of z requires the setting of initial values y0, ε0, y−1, . . .. Hence the backward-
shift operator depends on initial values. However, this is neglected in the notation.
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to the homogenous equation a(z)yt = 0.
The ARMA representation of (yt)t∈N is not unique: If (yt)t∈N solves the ARMA equation
corresponding to (a(z), b(z)) and p(z) = Is+P1z+ . . .+Pkz
k denotes a polynomial matrix,
then (yt)t∈N also solves the ARMA equations corresponding to (p(z)a(z), p(z)b(z)). If
a(z) = p(z)a˜(z), b(z) = p(z)b˜(z), then any solution to the equation a˜(z)yt = b˜(z)εt, t ∈ N
differs from any solution to a(z)yt = b(z)εt only by a linearly deterministic process zt, such
that a(z)zt = 0. Left coprime pairs (a(z), b(z)) play a special role: In this case the roots of
det a(z) determine the stationarity respectively nonstationarity properties of the process
(yt)t∈N. If all roots of det a(z) in a left coprime pair (a(z), b(z)) are outside the unit circle,
then there exist initial conditions such that the corresponding solution is stationary. For
stationary processes it is well known that it is no restriction of generality to consider only
left coprime representations, where moreover the roots of det b(z) are outside the open unit
disc, i.e. det b(z) 6= 0, |z| < 1. The pair of polynomials (a(z), b(z)) in this case corresponds
to the rational transfer function k(z) = a(z)−1b(z) =
∑∞
j=0Kjz
j, which converges on the
closed unit disc. In this case the stationary solution (yt)t∈N possesses a representation for
white noise (εt)t∈Z as
yt =
∞∑
j=0
Kjεt−j, t ∈ N (2)
and corresponds to a special choice of initial conditions. If in a left coprime pair (a(z), b(z))
some of the roots of det a(z) are on the unit circle, the solutions to the corresponding vector
difference equations are called unit root processes, which are formally defined below. Let
us first define the difference operator at frequency ω:
∆ω(z) =
{
1− eiωz, ω ∈ {0, pi}
(1− eiωz)(1− e−iωz), ω ∈ (0, pi). (3)
Note that for real valued processes complex roots occur in pairs of complex conjugate roots.
Therefore the way we define the differencing operator ∆ω(z) = (1 − eiωz)(1 − e−iωz) =
1− 2(cosω)z + z2 already incorporates the assumption of real valued yt by filtering pairs
of complex conjugate roots.
In order to simplify the notation we will use ∆ := ∆0(z). Note that the application
of a filter of degree q (polynomial degree in the complex variable z) to a process (yt)t∈N
necessitates q initial conditions to be specified. We are now ready to define unit root
processes:
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Definition 1 The s-dimensional real process (yt)t∈N has unit root structure ((ω1, h1), . . . , (ωlR, hlR))
with 0 ≤ ω1 < ω2 < . . . < ωlR ≤ pi, hk ∈ N, k = 1, . . . , lR, if there exist random initial values
y1−H , . . . , y0, H =
∑lR
k=0[hk + hkI(ωk /∈ {0, pi})] with finite second moments and a linearly
deterministic process (Tt)t∈N such that
∆h1ω1(z) · · ·∆
h
lR
ω
lR (z)yt = vt + Tt, t ∈ N (4)
for vt =
∑∞
j=0 cjεt−j corresponding to the Wold representation of the stationary process
(vt)t∈Z, where for c(z) =
∑∞
j=0 cjz
j with
∑∞
j=0 ‖cj‖ < ∞ it holds that c(eiωk) 6= 0 for
k = 1, . . . , lR. Here I(.) denotes the indicator function.
If c(z) is a rational function of z, then (yt)t∈N is called a rational process.
Remark 1 The assumptions on c(z) rule out a number of cases, such as e.g. long memory
processes or processes with discontinuous spectral densities. For a detailed discussion of
these issues see e.g. Leeb and Po¨tscher (2001). In this paper we study only rational
processes, i.e. processes for which a finite dimensional state space representation exists.
Therefore the difficulties encountered in Leeb and Po¨tscher (2001) do not occur.
Remark 2 The requirement that c(eiωk) 6= 0 only at the points at which filtering has
taken place and not for all points on the unit circle allows to classify processes of the form
yt + yt−2 = εt − εt−1, with εt as in the above definition. In the light of the above definition
this process yt has integration structure
(
(pi
2
, 1)
)
, but would not be covered by the definition
if c(z) 6= 0 were required for all |z| = 1.
The definition just given is formulated to discuss differencing simultaneously at pairs of
complex conjugate unit roots. If one wants to disentangle the effects on yt of each of
a member of a pair of complex conjugate unit roots, the definition can be reformulated
counting each complex unit root separately. The corresponding definition of a complex
unit root structure is also needed in order to keep the presentation of the results to follow
algebraically as simple as possible. Disentangling the contributions to each unit root allows
to simplify the algebra of the arguments by using complex quantities.
Definition 2 The s-dimensional random process (yt)t∈N has complex unit root structure
((ω1, h1), . . . , (ωl, hl)) with zk = e
iωk , 0 ≤ ω1 < ω2 < . . . < ωl < 2pi and hk ∈ N for
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k = 1, . . . , l, if there exist random initial conditions y1−H , . . . , y0, H = h1 + · · · + hl with
finite second moments and a linearly deterministic process (Tt)t∈N such that
l∏
k=1
(1− zkz)hkyt = vt + Tt, t ∈ N (5)
with vt = c(z)εt as in Definition 1.
Here and throughout the rest of the paper the unit roots ωlR+1, . . . , ωl denote the unit roots
with negative imaginary part, i.e. with frequency in the interval (pi, 2pi). For real valued
processes for each k such that ωk ∈ (0, pi) there exists a k∗ such that ωk∗ ∈ (pi, 2pi) and with
ωk∗ = 2pi − ωk. In later sections, to distinguish notationally, we will use the term complex
integrated of order hk at zk if the pair (ωk, hk) is contained in the unit root structure, where
zk = e
iωk .
Remark 3 Note that in the above definitions the integration orders are defined for the
s-dimensional process, and not for the individual components. It follows, however, directly
from the definition that for all unit roots ωk there is at least one component of yt that
is integrated of order hk at this unit root frequency. This stems from the requirement
c(eiωk) 6= 0 ∀ k = 1, . . . , l. Alternatively unit root processes could be defined for scalar
processes in total analogy. For a multivariate process the unit root structure could then be
defined as the maximum integration order of all components, leading to exactly the same
classification as the one given above.
Remark 4 Note that due to our definition of the unit root structure deterministic terms
are subtracted before defining the integration orders. This implies e.g. that so called trend
stationary processes are not integrated according to this definition. It does also not hold
that the first differences of processes with unit root structure ((0, 1)) are stationary. In
general they may contain a linearly deterministic component Tt.
Processes where the only unit root is located at z = 1 are as usual called integrated of
order m, say, see the following definition:
Definition 3 A real valued process with unit root structure ((0,m)) is called I(m) process.
A real valued process with unit root structure ((ω1, 1), . . . , (ωl, 1)) is called multiple frequency
I(1) process, or short MFI(1) process.
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Let us next define cointegration. For processes with higher integration orders and with
unit roots at different points on the unit circle a multitude of possibilities for cointegration
and polynomial cointegration of different orders arises. In the following definitions it is
understood that pairs of the form (ωk, 0) are removed from the unit root structure of
the transformed processes. For the vector polynomial β(z) =
∑q
j=0 βjz
j, βj ∈ Rs let
β(z)′yt =
∑q
j=0 β
′
jyt−j, where yt = 0 is used for t < 1.
Definition 4 The real valued s-dimensional random process (yt)t∈N with unit root struc-
ture ((ω1, h1), . . . , (ωlR, hlR)) is called cointegrated of order
(
(ω1, h1, h
p
1), . . . , (ωlR, hlR, h
p
lR)
)
,
0 ≤ hpk ≤ hk, k = 1, . . . , lR, where maxk=1,...,lR(hk − hpk) > 0, if there exists a vector
β ∈ Rs, β 6= 0 such that (β′yt)t∈N has unit root structure
(
(ω1, h
p
1), . . . , (ωlR, h
p
lR)
)
. The
vector β is in this case called cointegrating vector of order
(
(ω1, h1, h
p
1), . . . , (ωl, hlR, h
p
lR)
)
.
The real random process (yt)t∈N with integration structure ((ω1, h1), . . . , (ωlR, hlR)) is called
polynomially cointegrated of order
(
(ω1, h1, h
p
1), . . . , (ωl, hlR, h
p
lR)
)
, 0 ≤ hpk ≤ hk, k = 1, . . . , lR,
with maxk=1,...,lR(hk − hpk) > 0, if there exists a vector polynomial β(z) =
∑q
j=0 βjz
j,
βj ∈ Rs with maxk=1,...,lR ‖β(zk)‖(hk − hpk) > 0, such that (β(z)′yt)t∈N has unit root struc-
ture
(
(ω1, h
p
1), . . . , (ωlR, h
p
lR)
)
. The vector polynomial β(z) is in this case called polynomial
cointegrating vector of order
(
(ω1, h1, h
p
1), . . . , (ωlR, hlR, h
p
lR)
)
.
Remark 5 Analogously to the definition of complex integration, also the definition of coin-
tegration can be extended to complex static and complex dynamic cointegration, by consid-
ering the complex unit root structure as the basis in Definition 4 and allowing for complex
coefficients βj ∈ Cs.
Remark 6 The condition that a polynomial cointegrating vector has to fulfill the constraint
maxk=1,...,lR ‖β(zk)‖(hk − hpk) > 0 excludes trivial polynomial cointegrating relationships
which achieve the reductions in the integration orders simply due to differencing. For
a detailed investigation of polynomial cointegration see Bauer and Wagner (2003a). In
that paper it is shown that the canonical representation developed in this paper also forms
the basis for an elegant and simple analysis of polynomial cointegration in the state space
framework.
In the paper we only deal with rational processes, where hence a˜(z)vt = b(z)εt for some
(a˜(z), b(z)) such that a˜(z)−1b(z) = c(z) holds, i.e. where (vt)t∈N is a stationary ARMA
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process. If furthermore Tt = 0 holds, then (yt)t∈N is an ARMA process with corresponding
ARMA system (
∏l
k=1(1 − zkz)hk a˜(z), b(z)). Therefore every rational unit root process
(yt)t∈N is the sum of an ARMA process and a solution to the vector difference equation∏l
k=1(1− zkz)hkzt = Tt for identical initial values.
3 State Space Realizations
It is well known (see e.g. Hannan and Deistler 1988, Chapter 1) that for every stationary
ARMA process (yt)t∈N corresponding to the ARMA system (a(z), b(z)) there exists an
equivalent representation, the so called state space representation: For t ∈ N
yt = Cxt + εt
xt+1 = Axt +Bεt.
(6)
Here xt ∈ Cn denotes the n-dimensional unobserved state vector. The initial conditions
x1 are set in order to render the processes (xt)t∈N and (yt)t∈N jointly stationary. A ∈
Cn×n, B ∈ Cn×s, C ∈ Cs×n are complex matrices. Usually it is assumed that xt, A, B
and C are real rather than complex, however for some of the following results the use of
complex quantities simplifies the algebra and the interpretation considerably. To ensure
that yt is real valued, the matrices A, B and C have to fulfill certain restrictions, which
will be commented upon below (cf. Theorem 2). For a given ARMA representation of a
rational process one way to obtain a (specific) state space representation corresponding to
this process is e.g. given on page 15 of Hannan and Deistler (1988).
The first equation in (6) is termed observation equation and the second state equation.
The dynamics of the system are contained in the state equation. Note that the state is by
construction an AR(1) process. It follows that
yt = Cxt + εt = CAxt−1 + CBεt−1 + εt = · · · = CAt−1x1 + εt +
t−2∑
j=0
CAjBεt−j−1. (7)
For stable A, i.e. A is such that |λmax(A)| < 1, where λmax(A) denotes an eigenvalue of
maximum modulus, the choice x1 =
∑∞
j=0A
jBε−j (again using white noise (εt)t∈Z) leads
to a stationary process (yt)t∈N with the representation (cf. (2))
yt = εt +
∞∑
j=0
CAjBεt−j−1.
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Consequently K0 = Is and Kj = CA
j−1B, j > 0 holds. This implies that the transfer func-
tion k(z) = a−1(z)b(z) can alternatively be written as k(z) = Is+ zC(In− zA)−1B. In this
case the system (A,B,C) is called a state space realization of the transfer function k(z).
Letting Sn denote the set of all triples of complex matrices (A,B,C) of appropriate dimen-
sion we can define the mapping Π :
⋃
n≥0 Sn → U, (A,B,C) 7→ k(z) = Is+zC(In−zA)−1B.
Here U denotes the set of all s× s dimensional matrix valued functions, where each entry
is a rational function of the complex variable z.
Like ARMA representations also state space representations are not unique. There are two
sources of non-uniqueness. For each transfer function there exist state space realizations
of different state dimension. A state space system (A,B,C) with state dimension n is
called minimal, if there exists no realization (A˜, B˜, C˜) with state dimension n˜, such that
Π(A,B,C) = Π(A˜, B˜, C˜) and n > n˜. The second source of non-uniqueness relates to the
choice of the basis of the state. Since the state is not observed this basis can be chosen
arbitrarily. A change of coordinates using a nonsingular transformation T ∈ Cn×n leads to
a different realization (TAT−1, TB,CT−1) of the same transfer function. The two different
realizations are called observationally equivalent. Given a particular system (A,B,C) the
set Π−1(k(z)) ⊂ ⋃n≥0 Sn with k(z) = Is + zC(In − zA)−1B is called observational equiva-
lence class.
Both sources of non-uniqueness can be investigated using the so called Hankel matrix
H = [Ki+j−1]i,j∈N. As seen above for state space systems Ki+j−1 = CAi+j−2B and
hence the Hankel matrix can be factored into H = OC,O = [C ′, A′C ′, (A2)′C ′, . . .]′, C =
[B,AB,A2B, . . .]. It is well known (cf. e.g. Theorem 2.4.1. in Hannan and Deistler 1988)
that the transfer function k(z) is rational, if and only if the rank of H is finite. In this case,
the rank of H is equal to the dimension of any minimal state space realization. Therefore
the rank of the Hankel matrix is called the order of the state space system and the corre-
sponding transfer function. It can be shown that the order coincides with the McMillan
degree of the transfer function (Hannan and Deistler 1988, Theorem 2.4.1.). This implies
that a state space system is minimal, if and only if O and C are of full rank. A change
of coordinates using a nonsingular transformation matrix T is equivalent to a different
factorization of the Hankel matrix into O and C as H = OC = [OT−1][TC].
The set of solutions to the system equations (6) has the same structure as the set of
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solutions of an ARMA system, since it is in effect constituted by an AR(1) equation
for the state and a linear mapping, the observation equation. Hence any solution to
yt − Cxt = εt, xt+1 − Axt = Bεt, t ∈ N is given by the sum of one particular solution and
a solution to the equations yt − Cxt = 0, xt+1 − Axt = 0, t ∈ N, which is simply given by
yt = CA
t−1x1 for some initial conditions x1. This decomposition has already been given
in (7). Note that (T˜t)t∈N = (CAt−1x1)t∈N is a linearly deterministic process.
For ARMA processes with left coprime pairs (a(z), b(z)) the locations of the roots of
det a(z) are known to determine the stochastic properties of the corresponding ARMA
processes. For minimal state space processes the eigenvalues of A have the same function.
Theorem 1.2.2. of Hannan and Deistler (1988) states that the nonzero eigenvalues of A
are the inverses of the roots of det a(z). Hence the condition |λmax(A)| < 1 is equivalent
to the stability assumption det a(z) 6= 0, |z| ≤ 1. Here λmax(A) denotes an eigenvalue of
maximum modulus. Eigenvalues of A on the unit circle hence imply unit roots in the corre-
sponding solution processes. Analogously, the condition det b(z) 6= 0, |z| < 1 is equivalent
to the condition |λmax(A−BC)| ≤ 1 (minimum-phase assumption).
The first lemma shows that all unit root processes as given in Definition 1 have a state
space representation.
Lemma 1 For every rational process (yt)t∈N with unit root structure ((ω1, h1), . . . , (ωlR, hlR))
there exists a linearly deterministic process (dt)t∈N, such that the process (yt − dt)t∈N has
a state space representation (6). By choosing the linearly deterministic process (dt)t∈N ap-
propriately the state space realization (A,B,C) can be assumed minimal.
Conversely for minimal (A,B,C), every solution to the state space equations (6), where
|λmax(A)| = 1 is a rational process with unit root structure ((ω1, h1), . . . , (ωl, hl)), where
zk = e
iωk are the eigenvalues of A of unit modulus and hk > 0 are suitable integers.
Proof: Rational processes with some unit root structure are defined as solutions to a
difference equation. In the difference equation two terms on the right hand side have
been included: A stationary process vt = a˜(z)
−1b(z)εt and a linearly deterministic process
Tt. Due to the linearity of the vector difference equation the solution yt can be repre-
sented as yt = y
1
t + y
2
t where y
1
t is a solution to the equation ∆
h1
ω1
(z) . . .∆
hRl
ω
lR (z)y
1
t = vt
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and y2t is a solution to the equation ∆
h1
ω1
(z) . . .∆
hRl
ω
lR (z)y
2
t = Tt. Denoting the latter solu-
tion as dt (which clearly is linearly deterministic) it suffices to show, that every solution
to the difference equation ∆h1ω1(z) . . .∆
hRl
ω
lR (z)y
1
t = vt has a state space representation. By
the definition of a rational process, vt is a stationary ARMA process and hence denotes
the stationary solution to the equation a˜(z)vt = b(z)εt, t ∈ N. Therefore vt = k(z)εt
for k(z) = a˜−1(z)b(z) = Π(A˜, B˜, C˜) for some state space realization (A˜, B˜, C˜). Hence
vt = C˜x˜t+εt, x˜t+1 = A˜x˜t+B˜εt, t ∈ Z. Choosing xt = [(y1t−1)′, (y1t−2)′, . . . , (y1t−H)′, x˜′t]′, t ∈ N
it follows that y1t = Cxt + εt, xt+1 = Axt + Bεt, t ∈ N for suitably defined (A,B,C), see
the discussion in Section 4 below and Hannan and Deistler (1988, p. 15) for details. This
shows the first part of the lemma.
Concerning minimality of the state space representation, it follows from the representation
yt− dt = CAt−1x1+ εt+
∑t−2
j=0CA
jBεt−j−1 that incorporating CAt−1x1 into dt and noting
that for linearly deterministic dt also dt + CA
t−1x1 is linearly deterministic, the contribu-
tion of the state space system (A,B,C) to yt is determined only by the impulse response
sequence CAjB and the noise εt. This directly implies that minimality is no restriction
as this sequence is identical for all (minimal and non-minimal) realizations in the observa-
tional equivalence class Π−1(k(z)).
Conversely, let yt denote the solution to the state space equations (6) for some minimal
system (A,B,C) and initial state x1. The matrix A is similar to its Jordan normal form
J , i.e. there exists a nonsingular transformation T ∈ Cn×n, such that TAT−1 = J . Let
the eigenvalues be ordered according to their modulus in decreasing order. This ordering
implies that J = diag(A1, Ast), where in A1 ∈ Cc×c all eigenvalues of unit modulus are
collected2 and Ast contains the remaining stable ones. Denote the corresponding trans-
formed system as (J, Bˆ, Cˆ), i.e. Bˆ = TB, Cˆ = CT−1. Let xt = [x′t,1, x
′
t,st]
′, xt,1 ∈ Cc
and Bˆ = [B′1, B
′
st]
′, Cˆ = [C1, Cst] be partitioned accordingly. Let a1(z) denote the monic
polynomial of minimum degree such that a1(A
−1
1 ) = 0. Since for det(Ic − zA1) it holds
that det(Ic − A−11 A1) = 0 such a polynomial exists and it divides det(Ic − zA1). Hence
the degree, q say, of a1(z) is at most equal to c. Therefore the roots of a1(z) are a subset
of the inverses of the eigenvalues of A1, which are by definition of unit magnitude. Hence
a1(z) = (−1)d∆h1ω1(z) . . .∆
hRl
ω
lR (z) for some unit root structure ((ω1, h1), . . . , (ωlR, hlR)), where
2I.e. c is the sum of the algebraic multiplicities of all eigenvalues of unit modulus.
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d = 0 or d = 1. From the block-diagonal structure CAjB = C1A
j
1B1 + CstA
j
stBst follows
immediately. Consider a1(z)yt for t > q:
a1(z)yt = a1(z)(C1xt,1 + Cstxt,st + εt).
Since |λmax(Ast)| < 1, an initial state x1,st can be chosen such that xt,st is stationary.
Every other solution to the state space equation differs only by a linearly deterministic
term. Hence the stationarity of xt,st can be assumed without restriction of generality.
Consequently also a1(z)xt,st is stationary and by assumption εt is stationary. Since every
matrix fulfills its characteristic equation, we obtain from the definition of xt,1
a1(z)xt,1 = xt,1 + α1xt−1,1 + . . .+ αqxt−q,1 =
Aq1xt−q,1 +
∑q−1
j=0 A
j
1B1εt−j−1 + α1(A
q−1
1 xt−q,1 +
∑q−2
j=0 A
j
1B1εt−j−2) + . . .+ αqxt−q,1
= (Aq1 + α1A
q−1
1 + . . .+ αqIq)xt−q,1 +
∑q−1
j=0Gjεt−j−1 =
∑q−1
j=0Gjεt−j−1
since Aq1 + α1A
q−1
1 + . . . + αqIn = A
q
1(In + α1A
−1
1 + αqA
−q
1 ) = A
q
1a1(A
−1
1 ) = 0 and thus
a1(z)xt,1, t > q is seen to be an MA(q-1) process with the coefficients Gj defined by the
above equations and hence in particular stationary. For 1 ≤ t ≤ q equality can be obtained
by a suitable choice of Tt. Over-differencing of xt,1 by the filtering is ruled out by minimality
of the degree of a1(z). From the definition of a1(z) it can also be observed that the unit
root structure is given by the factorization of the minimal A1-annihilating polynomial. ¤
The above lemma shows that also in the unit root case the state space representation covers
the same class of processes as the ARMA representation. The lemma in addition states
that it is no restriction of generality to consider only minimal representations. Therefore
in the remainder of the paper we are only concerned with minimal state space systems.
Note here again that the linearly deterministic component dt is included for two purposes:
It absorbs by appropriate choice all effects of the initial values (CAt−1x1) and it allows to
incorporate deterministic components like constants and deterministic trends and cycles
in the analysis.
The major aim of this paper is to provide a unique state space representation for all
unit root processes that clearly reveals the integration and cointegration properties. The
representation result is based on so called canonical forms:
Definition 5 A canonical form of the set M ⊂ U is a mapping φ :M → ⋃j≥0 Sj : k(z) 7→
(A,B,C).
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In words thus a canonical form selects for each transfer function k(z) ∈M one representa-
tive (A,B,C) of the class of observationally equivalent systems Π−1(k(z)) corresponding
to k(z). This implies that for every state space realization there exists one unique ob-
servationally equivalent realization in the image of the canonical form. Usually canonical
forms are defined on subsets of U . The partitioning of U is determined by characteristics
of the contained transfer functions. In this paper the discussion is limited to the sets Mn
of transfer functions k(z) of order n, where det k(z) 6= 0, |z| < 1 and k(z) has no pole for
|z| < 1. Thus, the canonical form will be defined on ⋃n∈NMn.
There is a variety of possibilities of constructing such a mapping (see e.g. Hannan and
Deistler, 1988, Chapter 2, for a discussion of the so called echelon canonical form). In this
paper we develop a specific canonical form for state space systems corresponding to unit
root processes, which has the special feature that the orders of integration corresponding
to the solutions to a given state space system can be directly read off from the canonical
form. The possibility to construct such a representation is seen to be an advantage of the
state space framework over the ARMA framework.
4 The I(1) VAR Models in the State Space Frame-
work
The overwhelming majority of the literature on unit root processes is concerned with I(1)
processes, often studied in a VAR framework (cf. e.g. Johansen 1995, and the references
contained therein). In this section we exemplify the links between the autoregressive and
the state space framework using the notation of Johansen (1995) for VAR processes. Re-
lating to the discussion in Section 2, (yt)t∈N is an s-dimensional (here s > 1) VAR process,
if there exist matrices Πj ∈ Rs×s, j = 1, . . . , p such that the pair of polynomial matrices
a(z) = Is − Π1z − . . . − Πpzp, b(z) = Is corresponds to an ARMA representation of the
process (yt)t∈N. In this case
yt = Π1yt−1 +Π2yt−2 + . . .+Πpyt−p + εt, t ∈ N
for initial conditions y1−p, . . . , y0. One state space representation for (yt)t∈N is derived
by defining the state xt = [y
′
t−1, . . . , y
′
t−p]
′ ∈ Rps. This leads to the following minimal
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representation:
yt =
[
Π1 Π2 . . . Πp
]︸ ︷︷ ︸
C
xt + εt,
xt+1 =

Π1 Π2 . . . . . . Πp
Is 0 · · · · · · 0
0 Is
. . .
...
...
. . . . . . . . .
...
0 · · · 0 Is 0

︸ ︷︷ ︸
A
xt +

Is
0
...
0

︸ ︷︷ ︸
B
εt.
Note that the above state equation resembles the so called companion form of the VAR (see
e.g. page 15 of Johansen 1995). In the sequel we describe a set of basis transformations
that parallels the transformation of the above VAR to its error correction representation
(see e.g. page 45 of Johansen 1995). Starting with the transformation matrix
T =

Is 0 . . . 0
Is −Is . . . ...
0
. . . . . . 0
0 . . . Is −Is

the state is transformed to x˜t = Txt = [y
′
t−1,∆y
′
t−1, . . . ,∆y
′
t−p+1]
′. This results by con-
struction in the new state being the stacked vector of all lagged regressors from the VAR
error correction representation. It follows from straightforward computations that this
basis change transforms the system matrices to:
A˜ =

Is +Π Γ1 . . . . . . . . . Γp−1
Π Γ1 . . . . . . . . . Γp−1
0 Is 0 . . . . . . 0
... 0
. . . . . .
...
...
...
. . . . . . . . .
...
0 0 . . . 0 Is 0

, B˜ =

Is
Is
0
...
0
 , C˜ =
[
Is +Π Γ1 . . . Γp−1
]
where Π = −Is+
∑p
j=1Πj,Γi = −
∑p
j=i+1Πj for i = 1, . . . , p− 1. It is well known that the
process is integrated, if Π is not of full rank. As in Johansen (1995) let Π = αβ′, α, β ∈ Rs×r,
where α and β are assumed to be of full column rank and 0 < r < s is assumed here to
exclude the boundary cases of an integrated process with no cointegration (r = 0) and a
stationary process (r = s). To ensure that the process is integrated only of order 1 we
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assume additionally that α′⊥(Is−
∑p−1
i=1 Γi)β⊥ has full rank (cf. e.g. Johansen 1995, p. 49).
Then there exist r linearly independent cointegrating relationships and consequently the
number of common trends is equal to c = s − r. Note that after this transformation the
observation equation reads already as yt = C˜x˜t + εt = (Is + Π)yt−1 +
∑p−1
i=1 Γi∆yt−i + εt.
The first block-row of the state equation is of the same form and the second block-row of
the state equations reproduces the VAR error correction form.
Next use a specific choice for β⊥ such that β′β⊥ = 0 and β′⊥β⊥ = Ic and define β¯ =
β(β′β)−1. Denote with S = [β⊥, β]′, with inverse S−1 = [β⊥, β¯]. Use the matrix S to
perform another basis change with T˘ = diag
[
S, I(p−1)s
]
. This results in the transformed
state and system matrices:
x˘t = [(β
′
⊥yt−1)
′, (β′yt−1)′,∆y′t−1, . . . ,∆y
′
t−p+1]
′,
A˘ =

Ic β
′
⊥α β
′
⊥Γ1 . . . . . . . . . β
′
⊥Γp−1
0 Ir + β
′α β′Γ1 . . . . . . . . . β′Γp−1
0 α Γ1 . . . . . . . . . Γp−1
... 0 Is 0 . . . . . . 0
...
... 0
. . . . . .
...
...
...
...
. . . . . . . . .
...
0 0 0 . . . 0 Is 0

, B˘ =

β′⊥
β′
Is
0
...
0

,
C˘ =
[
β⊥ α + β¯ Γ1 . . . Γp−1
]
.
The matrix A is in the above representation already seen to have the eigenvalue 1 with
multiplicity greater or equal to c. According to the assumptions on a(z) it follows that
λmax(A) = 1. Thus, analyze the eigenvalues of the south-east block of the matrix A˘,
separated by the double lines, A˘st say. We show by an indirect argument that under the
I(1) assumption |λmax(A˘st)| < 1 holds. Therefore, let z = [z′1, z′2, . . . , z′p]′, z1 ∈ Rr, zj ∈
Rs, j ≥ 2 denote a vector such that A˘stz = z. It follows from the structure of A˘st that
z2 = . . . = zp. Further one obtains from the first two block-rows that z2 = αz1+
∑p−1
j=1 Γjz2
and z1 = z1+β
′αz1+β′
∑p−1
j=1 Γjz2 = z1+β
′z2. This shows that (Is−
∑p−1
j=1 Γj)z2 = αz1 and
β′z2 = 0. This system of equations has a nonzero solution if and only if α′⊥(Is−
∑p−1
i=1 Γi)β⊥
is rank deficient. Hence under the condition of no integration of order higher than 1 it
follows that |λmax(A˘st)| < 1.
The state space representation (A˘, B˘, C˘) has a direct interpretation in terms of the quan-
tities used in the VAR cointegration literature. Let us start with the state equation. The
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first block-row, above the double lines, of the state equation gives the dynamic behavior
of the c common trends x˘t+1,1 = β
′
⊥yt. It can easily be shown, and is well known from the
VAR cointegration literature, that this part of the state is an I(1) process with no cointe-
gration. The second block-row gives the dynamics of the cointegrating relationships, β′yt
and thus describes for suitable initialization a stationary process. The first block-row of the
remaining equations (below the single line) replicates the error correction representation
and the latter rows are shifting the lagged differences in order to capture the short-run
dynamics of (yt)t∈N in the AR(1) state equation.
Inserting in the observation equation leads to
yt = C˘x˘t + εt = β⊥β′⊥yt−1 + (α+ β¯)β
′yt−1 +
p−1∑
i=1
Γi∆yt−i + εt
which decomposes in the specific normalization chosen the impact from the stochastic
trends, the stationary directions and the lagged differences on yt.
The above transformations separate in the state equation the nonstationary and the sta-
tionary components. In the representation developed in this paper we go further. By one
further transformation of the basis of the state we can obtain nonstationary state compo-
nents that follow a vector random walk, i.e. whose first difference is white noise. In the
above example this means that a further basis change has to be performed that gives the
A-matrix a block-diagonal structure with the c × c identity matrix in the upper corner.
This then completely separates the unit root dynamics from the stationary dynamics, due
to the block-diagonal structure. Concerning the part of the system matrices corresponding
to the stationary components of the state it is then with analogous basis changes possible
to transform it in the corresponding Jordan normal form as well. However, such a trans-
formation does not seem to be of much value for the discussion in this section and hence
we refrain from presenting the details in this respect.
5 Some Illustrative Examples
In the previous sections already a few important observations concerning the behavior
of solutions to the system equations (6) have been made. In particular the relationship
between the eigenvalues of A and the integration properties of the process yt being the
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solution of equations (6) is important: For minimal systems the presence of eigenvalues
of A on the unit circle is equivalent to integration of the process yt at the various corre-
sponding frequencies, see Lemma 1. One main goal of this paper is to provide a unique
state space representation for rational unit root processes. The main strategy in this re-
spect is to successively impose restrictions on the system (A,B,C), such that the set of
observationally equivalent systems, which furthermore fulfill all imposed restrictions is in-
creasingly restricted and ultimately is a singleton. It has been shown in Lemma 1 that it
is no restriction of generality to consider only minimal state space systems.
The eigenvalues are directly seen when the matrix A is given in its Jordan normal form,
see e.g. Meyer (2000). For this reason, as we want to construct a canonical form that
clearly reveals the integration and cointegration properties, we restrict ourselves to sys-
tem representations, where the A-matrix is in (reordered) Jordan normal form.3 Since
any square matrix A is related to its Jordan normal form via TAT−1 = J , for suitable
nonsingular T , there always exist observationally equivalent realizations, where the matrix
A is in (reordered) Jordan normal form. However, as we will see below, restricting A to
be in (reordered) Jordan normal form is in general not a sufficient restriction to achieve
identification. In other words, usually there exist more than one minimal realization of a
given transfer function k(z) of the form (J,B,C), with J denoting a matrix in (reordered)
Jordan normal form. Hence state space representations with the matrix A in (reordered)
Jordan normal form are not unique. Therefore further restrictions have to be imposed in
order to characterize a unique realization.
In this section the issue of imposing appropriate restrictions is discussed for several exam-
ples that are intended to reveal the type of restrictions that can be put in place in such a
way that the cointegration properties of the system are clearly revealed. A secondary aim
of this section is to present the canonical state space representation of the most commonly
used unit root processes.
3We will see in Section 6 that for processes where identical Jordan blocks appear in the Jordan normal
form a specific reordering of the Jordan normal form to obtain the so called reordered Jordan normal form
is very convenient.
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5.1 Example 1: I(1) Processes
Let us start with the simplest but most important example, with cointegration in I(1)
processes. In this case all unit roots are located at z = 1, i.e. in the Jordan normal form
only one Jordan segment (using the notation of Meyer, 2000) is present in the nonstationary
part. All Jordan blocks composing the Jordan segment have to be of size one, i.e. there are
no generalized eigenvectors corresponding to the eigenvalue 1, to ensure that the process
is indeed I(1), cf. Archontakis (1998), Theorem 1 below or the discussion for I(1) VAR
processes in the previous section. This is also documented by the fact that in this case
the minimal annihilating polynomial must be equal to ∆ = (1− z). As a counterexample
consider the following state equation that leads to higher integration orders:
xt+1 =
 1 1 00 1 1
0 0 1
xt +
 00
1
 εt.
Denoting the coordinates of xt by xt,1, xt,2 and xt,3 respectively, we obtain: xt+1,3 =
xt,3 + εt, xt+1,2 = xt,2 + xt,3, xt+1,1 = xt,1 + xt,2. Using the difference operator we directly
obtain ∆xt,3 = εt,∆xt,2 = xt,3,∆xt,1 = xt,2. Both representations directly show that xt,3 is
integrated of order one, xt,2 is integrated of order two and xt,1 is integrated of order three.
This example leads to two observations: First, the integration order is equal to the size of
the Jordan block, compare again to Archontakis (1998). Second, the components of the
state corresponding to a Jordan block are linked to each other in a chain of subsequently
increasing integration orders. It is easy to see that the same relationships hold also for
higher dimensions and also for unit roots not equal to z = 1.
For a minimal state space representation it can be shown (cf. the proof of Theorem 1)
that the output has the same unit root structure as the state. This shows that for minimal
representations the integration orders can be deduced from the state equation. However,
for non-minimal system representations this equivalence does not prevail.
Thus, for I(1) processes the A-matrix in Jordan normal form is given by J = diag(Ic, Jst),
i.e. the multiplicity of the unit root is denoted by c. Jst corresponds to the eigenval-
ues smaller than one in absolute value.4 Partition the matrices B and C accordingly,
4The following discussion will make clear that the stationary part can be dealt with using any canonical
form for stationary state space models. Thus, we transform it to Jordan normal form only for simplifying
the discussion at this point.
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i.e. B = [B′1, B
′
st]
′ and C = [C1, Cst] with C1 ∈ Cs×c and B1 ∈ Cc×s. The Granger
representation of yt (see e.g. Engle and Granger 1987) is in this particular case, for
x1,1 = 0, x1,st =
∑∞
j=0A
j
stBstε−j, directly given by solving the system equations (6) for
yt = C1B1
∑t−1
j=1 εj + kst(z)εt, where kst(z) = Is + zCst(I −Astz)−1Bst denotes the transfer
function of the stationary part of the system. Hence we see that the use of the Jordan
normal form separates the nonstationary from the stationary part of the system. It will
be seen below that the dynamics corresponding to different unit roots are decoupled from
each other for the same reason, when the A-matrix is in Jordan normal form respectively
reordered Jordan normal form. Now, due to the fact that in minimal representations the
matrices C1 and B1 both have full rank (see again the proof of Theorem 1 below), the
number of common trends in xt is restricted to be smaller or equal to the dimension of the
output, i.e. c ≤ s. Furthermore, from the above Granger type representation we directly
see that the cointegrating space for yt is the orthogonal complement to the column space
of C1, henceforth denoted by C
⊥
1 . This directly implies also that the dimension of the
cointegrating space, r say, is equal to s− c. Thus, in minimal state space representations
of I(1) processes the well known duality, for I(1) processes, between the number of common
trends and the dimension of the cointegrating space is directly seen.
The above system representation is however not unique. Look only at the nonstationary
part again. Any nonsingular transformation matrix T ∈ Rc×c to transform the nonstation-
ary part, delivers an observationally equivalent realization (Ic, TB1, C1T
−1) of the non-
stationary part of the system, which also has its A-matrix in Jordan normal form. This
implies that further restrictions have to be imposed in order to achieve uniqueness of the
system representation. These additional restrictions can be put on the matrices B1 and
C1. A specific way of imposing a sufficient set of restrictions on the matrices C1 and B1 in
order to identify them from the product C1B1 is described in the following lemma. Note
at this point as a remark that this is only one possible way to achieve identifiability.
Lemma 2 Let X ∈ Cs×s denote a matrix of rank c. Then there exists a unique decomposi-
tion X = CB,C ∈ Cs×c, B ∈ Cc×s, such that C ′C = Ic and B is positive upper triangular.
Here a matrix B = [bi,j]i=1,...,c,j=1,...,s is called positive upper triangular (p.u.t.), if there
exist indices 1 ≤ j1 < j2 < . . . < jc ≤ s, such that bi,j = 0, j < ji, bi,ji > 0. I.e. B is of the
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form 
0 · · · 0 b1,j1 x . . . x
0 . . . 0 b2,j2 x
0 . . . 0 bc,jc x
 (8)
where x denotes arbitrary entries.
Proof: Consider the SVD of X = USV ′, where U, V ∈ Cs×c, S ∈ Rc×c. Choosing C˜ = U
leads to C˜ ′C˜ = Ic. It is straightforward to show that for B˜ = SV ′ there exists exactly one
orthonormal matrix Q ∈ Cc×c, such that B = QB˜ is in positive upper triangular (p.u.t.)
form (see e.g. Ober 1996). Then C = C˜Q′ and B fulfill all assumptions of the lemma. The
uniqueness of Q implies uniqueness of C and B. ¤
Due to the block-diagonal structure for the stationary part any canonical form developed
for stationary processes can be employed, e.g. the echelon canonical form (Hannan and
Deistler 1988) or balanced canonical forms (Ober 1996). The orthonormality property of
the matrix C1 in the canonical form representation also simplifies the computation of the
cointegrating space.
5.2 Example 2: I(2) processes
Let us next consider a trivariate system corresponding to an I(2) process. Look at a system
where A has the eigenvalue 1 with algebraic multiplicity 3 and geometric multiplicity 2:
A = diag(A1, Ast) =

1 1 0 0
0 1 0 0
0 0 1 0
0 0 0 ast
 , B = [ B1Bst
]
=

1 0 0
1 0 1
1 1 0
bst1 bst2 bst3
 ,
C = [C1, Cst] =
 1 0 1 c1st0 1 1 c2st
0 0 1 c3st
 .
Here (Ast, Bst, Cst) is such that Π(Ast, Bst, Cst) = kst(z) is a stable minimum-phase transfer
function. In the following we want to find a unique minimal state space representation of
the transfer function k(z) = Π(A,B,C). From Example 1 we already know that for this
example the first component of the state is I(2) and its first difference is up to stationary
terms equal to the second component of the state.
23
In constructing a canonical representation, again the system matrix A is the starting point.
Also in this example the A-matrix is already in Jordan normal form, J say again. Thus,
analogously to the above example the first question to analyze is which transformation
matrices obey TJT−1 = J . In the case of a non-diagonal Jordan normal form, not every
nonsingular matrix T fulfills this equation. Look again only at the nonstationary compo-
nents, then the invariance of the Jordan normal form can also be written as:
J1 = T1J1T
−1
1 = T1I3T
−1
1 + T1N1T
−1
1 = I3 +N1
with
N1 =
 0 1 00 0 0
0 0 0
 .
Thus, the set of transformation matrices M = {T1 : T1J1T−11 = J1} is restricted to fulfill
the equation T1N1T
−1
1 = N1. This holds if and only if T1 is of the form:
T1 =
 t11 t12 t130 t11 0
0 t32 t33

with tij such that T1 is non-singular. Thus, we see that in the case of higher integration
orders the requirement that the part of the A-matrix corresponding to the nonstationary
components is in Jordan normal form leads to restrictions on the set of feasible transfor-
mation matricesM. The restrictions depend upon the off-diagonal elements in the Jordan
normal form. In general M is not reduced to a singleton due to the occurrence of Jordan
blocks of size larger than one, therefore again further restrictions have to be imposed. The
required restrictions are imposed on the columns of C1 and the rows of B1. Denote the
first three columns of C corresponding to the nonstationary components of the state by
C1 =
[
C1,E1 C
2,G
1 C
2,E
1
]
, in the example given by:
C1,E1 =
 10
0
 , C2,G1 =
 01
0
 , C2,E1 =
 11
1
 .
The superscripts are chosen as follows, already in view of the general case discussed in
the following section: Superscript 1, E indicates that this column corresponds to a state
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component of highest integration order and a column of A corresponding to an eigenvector;
superscript 2, G indicates that these columns correspond to state components of second
highest integration order. The second superscript G indicates the correspondence to a
generalized eigenvector, as this column corresponds to the generalized eigenvector of the
Jordan block of size 2; the second superscript E indicates the correspondence to an eigen-
vector of A. For the column(s) corresponding to the highest integration order therefore
only a second superscript E occurs.
Now we will describe, in a constructive fashion, how to obtain the canonical form repre-
sentation of the system, defined in Theorem 2 below. To describe our canonical form it is
required to find restrictions on the sub-blocks composed of columns of C1 that are fulfilled
for exactly one transformed matrix Cˆ1 = C1T , with T such that TJT
−1 = J . For the given
example we have:
Cˆ1 =
 1 0 10 1 1
0 0 1
 t11 t12 t130 t11 0
0 t32 t33
 =
 t11 t12 + t32 t13 + t330 t11 + t32 t33
0 t32 t33
 .
Start a recursive argument with Cˆ1,E1 : If Cˆ
1,E
1 is required to be an orthonormal matrix, this
implies t11 = ±1. This restriction is already fulfilled for C1,E1 . Next, also for the column
corresponding to the other eigenvector (the eigenvector corresponding to the Jordan block
of size one), i.e. for Cˆ2,E1 we require (Cˆ
2,E
1 )
′Cˆ2,E1 = I and additionally its orthogonality to
Cˆ1,E1 . This directly implies that t13 = −t33 and t33 = ±1/
√
2. This leaves only t12 and t32
as free entries and the signs of t11 and t33 undetermined, the remaining entries of T already
having uniquely defined values. As a final restriction on Cˆ1, the column corresponding to
the generalized eigenvector is required to be orthogonal to the eigenvector columns, i.e.
(Cˆ2,G1 )
′[Cˆ1,E1 , Cˆ
2,E
1 ] = 0, introducing the restrictions t12 + t32 = 0, t11 = −2t32. This leads
to
T =
 t11 t11/2 −t330 t11 0
0 −t11/2 t33
 , T−1 =
 t11 0 t110 t11 0
0 1/(2t33) 1/t33
 , t11 = ±1, t33 = ±1/√2.
Noting that the sign of t11 determines the sign of the first nonzero entry in the second row
of Bˆ1 = T
−1B1 and that the same is true for t33 and the third row of Bˆ1 the restriction of
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these rows to start with positive entries determines the matrix T uniquely as
T0 =
 1 1/2 −1/√20 1 0
0 −1/2 1/√2

with which the given realization (A,B,C) has to be transformed in order to arrive at the
(therefore unique) canonical form representation given by:
Cˆ =
 1 0 0 c1st0 1/2 1/√2 c2st
0 −1/2 1/√2 c3st
 , Bˆ =

2 1 0
1 0 1
3
2
√
2
√
2 1/
√
2
bst1 bst2 bst3
 .
The system (A, Bˆ, Cˆ) is the only minimal realization of the class of observationally equiva-
lent state space systems corresponding to the transfer function k(z) = Is+zC(In−zA)−1B
that fulfills the required restrictions. Note again that for the stationary part any canonical
form can be employed, e.g. the echelon canonical form. For this reason the stationary part
can essentially be neglected in the discussion.
The canonical representation just developed offers the advantage of revealing the cointe-
grating spaces immediately: As in Example 1, the cointegrating relationships can be found
via orthogonality conditions to certain columns of Cˆ (again assuming x1,st =
∑∞
j=0A
j
stBstε−j):
yt =
 10
0
xt,1 +
 01/2
−1/2
xt,2 +
 01/√2
1/
√
2
xt,3 + kst(z)εt. (9)
Note that the components xt,2 and xt,3 corresponding to different Jordan blocks are both
I(1) but not cointegrated, as follows from the representation[
xt,2
xt,3
]
=
[
1 0 1
3
2
√
2
√
2 1/
√
2
] t−1∑
j=1
εt−j +
[
x1,2
x1,3
]
and the fact that εt has a nonsingular covariance matrix. Taking this into account, the
cointegrating relationships are readily found. Any vector of the form β = [0, b2, b3] reduces
the integration order in β′yt to at most integration order 1. It reduces the integration order
immediately to 0, if and only if it is also orthogonal to Cˆ2,E1 and Cˆ
2,G
1 , i.e. to the second and
third column of Cˆ. However, in our example the matrix built of the first three columns of
Cˆ has full rank, and thus no cointegrating relationship that reduces the integration order
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from 2 to 0 exists.
In the present I(2) system also polynomial cointegration, see Granger and Lee (1989) or
Gregoir and Laroque (1994), occurs. We abstain here from a discussion of polynomial
cointegration and refer the interested reader to Bauer and Wagner (2003a) for a detailed
discussion of polynomial cointegration in state space systems. In that paper we show that
the developed canonical representation is very suitable for the analysis of polynomially
cointegrated systems. The canonical system representation highlights the relationships
between the state components that give rise to polynomial cointegration and allows to
recover all polynomial cointegrating relationships via orthogonality constraints.
5.3 Example 3: Multiple Frequency I(1) Processes
As a third example consider a rational multiple frequency I(1), or short MFI(1), process.
By this we denote (cf. Definition 3) a process that is integrated at finitely many frequencies
with the corresponding integration orders all equal to 1. The primary example of such a
process is the case of seasonal integration, where e.g. for quarterly observations unit roots
may be present at ±1 and ±i. From the previous discussion we already know that for the
integration order to be 1, the Jordan segments corresponding to the different unit roots
must be composed only of Jordan blocks of size one. Let z1, . . . , zl denote the l distinct unit
roots, ordered according to increasing frequency ωk ∈ [0, 2pi), i.e. ωk < ωk+1, k = 1, . . . , l−1
for zk = e
iωk . Then the system can be written, with the A-matrix in Jordan normal form,
as: 
xt+1,1
...
xt+1,l
xt+1,st
 =

z1Ic1 0 · · · 0
0
. . . . . .
...
...
. . . zlIcl 0
0 . . . 0 Jst


xt,1
...
xt,l
xt,st
+

B1
...
Bl
Bst
 εt
yt =
[
C1 · · · Cl Cst
]

xt,1
...
xt,l
xt,st
+ εt.
where xt,k, k = 1, . . . , l denotes the state components corresponding to the unit root zk,
xt,st denotes the stationary (for suitable initial values) components of the state and B and
C are partitioned accordingly. Starting with an initial state x1 the above system has a
27
solution yt as:
yt = C1B1
t−1∑
j=1
zj−11 εt−j+· · ·+ClBl
t−1∑
j=1
zj−1l εt−j+C1B1z
t−1
1 x1,1+· · ·+ClBlzt−1l x1,l+kst(z)εt.
(10)
Here x1,k, k = 1, . . . , l denotes the components of the initial state corresponding to the
different segments in the Jordan normal form and x1,st is assumed to be chosen such that
kst(z)εt = εt +
∑t−2
j=0CstJ
j
stBstεt−j−1 + CstJ
t−1
st x1,st is stationary. The representation (10)
shows an advantage of the state space representation: It directly leads to a Granger type
representation that reveals the contributions of the nonstationary components correspond-
ing to the different unit roots to the output. Starting from autoregressive or ARMA
representations requires more complicated computations to arrive at this type of represen-
tation (cf. e.g. Johansen and Schaumburg 1999).
Due to the real valuedness of (yt)t∈N a number of restrictions are imposed on the system
matrices. For each unit root zk = e
iωk , ωk /∈ {0, pi} there exists an index k′ such that
zk′ = z¯k, i.e. complex unit roots occur in pairs of conjugate complex roots. For these pairs
also ck′ = ck, Ck′ = C¯k and Bk′ = B¯k hold. This follows immediately from the fact that
CAjB has to be real valued for all j ≥ 0 for real valued yt. Taking these restrictions into
account, the contribution to the output stemming from a pair of conjugate complex unit
roots is given by
CkBk
t−1∑
j=1
zj−1k εt−j + C¯kB¯k
t−1∑
j=1
z¯j−1k εt−j + CkBkz
t−1
k x1,k + C¯kB¯kz¯
t−1
k x1,k′ , (11)
which is directly seen to be real valued if also the initial states to conjugate complex pairs
of roots are conjugate complex. Thus, the contribution to the output stemming from a
pair of complex conjugate unit roots is seen to be the sum of conjugate complex stochastic
cycles plus a contribution from the initial state. Similar restrictions concerning the stable
complex roots of course apply also to the stationary part. The representation (10), (11)
also shows directly that the real valued MFI(1) process (yt)t∈N has unit root structure
{(ω1, 1), . . . , (ωRl , 1)}, where ω1 < . . . < ωlR denote the lR, compare Definition 1, frequencies
in the range [0, pi], as (1− zkz)
[∑t−1
j=1 z
j−1
k εt−j
]
= εt−1, t > 2 for k = 1, . . . , l. In a minimal
state space representation however more information is present, as also the number of
state components integrated at a specific frequency and therefore the dimension of the
28
cointegrating space at this frequency is directly seen in the A-matrix in Jordan normal
form. This fact leads to the definition of the state space unit root structure in Definition 6
below.
As for the I(1) example the cointegrating spaces are directly seen from the Granger type
representation (10). Since we are concerned only with real valued cointegrating spaces, for
complex unit roots and integration of order 1 we have to distinguish between static and
dynamic cointegrating relationships (see e.g. Johansen and Schaumburg 1999) to recover
the full set of possible cointegrating relationships.
Note first at this point if we consider complex cointegration (cf. Remark 5), i.e. if we allow
for β ∈ Cs then the orthogonality constraint β′Ck = 0, where Ck ∈ Cs×ck say, leads to a
s − ck dimensional complex cointegrating space corresponding to unit root zk. Thus, the
link, discussed above in the I(1) example, between the number of common cycles and the
dimension of the cointegrating space prevails also for the case of complex unit roots in the
MFI(1) case. Considering only real valued cointegrating vectors breaks this link.
For a real valued output process it immediately follows that the (real valued) cointegrating
spaces corresponding to complex conjugate unit roots coincide, since for β′Ck = 0 it follows
that β′Ck = β′C¯k = 0. Therefore a cointegrating vector at the unit root zk is also a
cointegrating vector at the unit root z¯k. The orthogonality constraint β
′Ck = 0 (solved
over R) can be rewritten in real form as β′[R(Ck), I(Ck)] = 0, with R denoting the real
and I denoting the imaginary part of a complex number. Full column rank (in Cs) of Ck
does not imply full column rank (in Rs) of [R(Ck), I(Ck)]. The latter matrix can take
on any rank ck, ck + 1, . . . ,min(2ck, s). Thus, in a real valued discussion there is no link
between the number of common cycles and the dimension of the static cointegrating space
corresponding to a complex unit root of order 1.
Note at this point as a remark that the above orthogonality constraint β′[R(Ck), I(Ck)] = 0
is exactly the same orthogonality constraint as the one that arises from the real valued
system representation, where the sub-blocks (Jk, Bk, Ck) and (J¯k, B¯k, C¯k) are transformed
to a real valued sub-system comprising both blocks, see (15). In the corresponding real
valued system representation, the real C-matrix corresponding to the pair of complex
conjugate unit roots, Ck,R say, is given by [R(Ck), I(Ck)].
The focus on real valued cointegration gives rise to dynamic cointegrating relationships. In
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the MFI(1) cases these are polynomial cointegrating relationships of degree 1, i.e. of the
form β(z) = β0+β1z with β0, β1 ∈ Rs. To see the argument, the state space representation
is again very revealing. Look only at one term of representation (10) to obtain for zt =∑t−1
j=1 z
j−1
k εt−j using zzt = zt−1 =
∑t−2
j=1 z
j−1
k εt−j−1 that for t > 2
(β′0 + β
′
1z)CkBkzt = β
′
0CkBkεt−1 + [β
′
0Ckzk + β
′
1Ck]Bk
t−2∑
j=1
zj−1k εt−j−1.
Thus dynamic cointegration at the unit root zk occurs for[
β′0 β
′
1
] [ Ckzk
Ck
]
= 0. (12)
The dynamic cointegrating relationships are found via orthogonality relationships over
a real space of dimension 2s by equating the real and the imaginary part of (12) separately.
Note that equivalently again the real valued system representation can be taken to recover
the dynamic cointegrating spaces as[
β′0 β
′
1
] [ Ck,RJk,R
Ck,R
]
= β′0
[ R(Ck) I(Ck) ] [ R(zk)Ick I(zk)Ick−I(zk)Ick R(zk)Ick
]
+β′1
[ R(Ck) I(Ck) ] = 0.
(13)
The matrix, respectively the matrix product, on the right hand sides of equations (12)
and (13) can be shown to have full column rank. Thus, the dynamic cointegrating spaces
are seen to be of dimension 2(s− ck) for the complex unit roots in MFI(1) processes. This
reestablishes the analogy to the well known relation for the unit roots ±1. Note that in the
above space the static cointegrating relationships are contained as a subset with β1 = 0.
It is also obvious that if β is a static cointegrating relationship, then β(z) = 0 + βz is a
dynamic cointegrating relationship. However, one that does not add additional insights.
The above discussion also makes clear that in the case of complex unit roots and a focus
on real cointegration it suffices to investigate the system blocks in the complex represen-
tation corresponding to the unit roots with frequencies in the interval [0, pi]. This, as has
been illustrated in the example and holds true in general, is equivalent to consider the real
valued blocks corresponding to pairs of complex conjugate unit roots.
Given the above discussion, a complex valued canonical representation of MFI(1) processes
is easily obtained by replicating the result from the I(1) case for each of the Jordan seg-
ments corresponding to the different unit roots. Thus, we require the matrix A to be in
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Jordan normal form, the blocks Ck corresponding to the Jordan segments zkIck to fulfil
C ′kCk = Ick and the blocks Bk to be p.u.t. The block structure of the Jordan normal
form allows to analyze each block separately. This follows from the fact that the set of all
transformation matrices T that solve TJT−1 = J consists only of block-diagonal matri-
ces T = diag(T1, . . . , Tl, Tst), see the proof of Theorem 2 in the Appendix. A real valued
canonical form also follows (cf. Theorem 2).
In Bauer and Wagner (2002b) pseudo maximum likelihood estimation is considered for
MFI(1) processes, based on the just discussed canonical state space representation. Both
consistency and the asymptotic distribution of the estimates are derived.
6 The Canonical Form
In Lemma 1 in Section 3 it has been shown that for every rational unit root process there
exists a minimal state space representation. It has also become clear that these representa-
tions are not unique. This stems from the fact that even under the restriction to minimal
realizations (A,B,C) of order n, the set of observationally equivalent state space systems
can be described byM, the set of all n×n nonsingular matrices. In the preceding examples
section we have already seen possible ways to restrict the set of observationally equivalent
state space realizations obeying certain restrictions to singletons. In this section the ideas
introduced already in the examples are applied to construct for any given transfer function
k(z) ∈Mn a unique state space realization, say (Aˆ, Bˆ, Cˆ). The construction of this canon-
ical realization is recursive and proceeds by sequentially imposing restrictions until exactly
one system in the equivalence class fulfills all restrictions. Let Mi ⊂M denote the set of
all matrices T ∈M for which starting from a realization (A,B,C) fulfilling all restrictions
imposed up to the i-th step, also every realization (TAT−1, TB,CT−1) for T ∈Mi fulfills
all restrictions. Thus, Mi represents the class of feasible transformation matrices after
step i. The stepwise imposition of further restrictions implies Mi+1 ⊂Mi. The aim is to
reduce Mi to a singleton, i.e. to arrive at Mι = {In} for some ι.
All arguments required for the construction of the canonical form have already been pre-
sented in the examples. The A-matrix in Jordan normal form clearly displays the contribu-
tions due to the different unit roots. It has been indicated in Section 3 that the canonical
form is based on a reordered version of the Jordan normal form. Before presenting the
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canonical form in Theorem 2, the following Theorem 1 shows why the components of the
state are arranged in the way discussed next. Let us start from the A-matrix of a minimal
state space representation (A,B,C) given in its Jordan normal form, where we assume that
the Jordan segments corresponding to the unit roots z1, . . . , zl with zk = e
iωk , ωk ∈ [0, 2pi)
are ordered according to increasing frequency, where again each unit root is taken into
account separately. The matrix A is thus given by:
A =

J1 0 . . . 0
0
. . . . . .
...
...
. . . Jl 0
0 . . . 0 Jst
 .
The matrices J1, . . . , Jl are the Jordan segments corresponding to the unit roots z1, . . . , zl.
The matrix Jst accounts for all eigenvalues of A smaller than one in absolute value. In the A-
matrix all information concerning the unit roots is contained. Each unit root corresponds
to an eigenvalue of A and therefore to a diagonal block Jk of J . It is now possible to
reorder the Jordan blocks within the Jordan segments – this amounts to a transformation
of (A,B,C) with some matrix T – to arrive at the reordered Jordan normal form for each
of the Jordan segments Jk given by:
Jk =

zkId1 [Id1 , 0
d1×(d2−d1)] 0 0 0
0d2×d1 zkId2 [Id2 , 0d2×(d3−d2)] 0
...
0 0 zkId3
. . . 0
...
...
. . . . . . [Idmk−1 , 0
dmk−1×(dmk−dmk−1)]
0 0 0 0 zkIdmk

(14)
Some notation has to be explained: The integer mk denotes the size of the largest Jordan
block corresponding to the unit root zk. The integers 1 ≤ d1 ≤ d2 ≤ . . . ≤ dmk denote
the differences of the dimension of the image of (Jk − zkI)mk−j and the dimension of the
image of (Jk − zkI)mk−j+1 for j = 1, . . . ,mk. Note that in order to keep notation as sim-
ple as possible the dependence of the integers dj = d
k
j on k is suppressed when only one
typical block is investigated. For later use define Nk = Jk − zkI and also dk =
∑mk
j=1 d
k
j .
Notwithstanding the already large amount of notation, some more notation is required to
proceed: Let Bk = [(B
1
k)
′, . . . , (Bmkk )
′]′, Bjk ∈ Cdj×s, Ck = [C1k , . . . , Cmkk ], Cjk ∈ Cs×dj , xt,k =
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[(x1t,k)
′, . . . , (xmkt,k )
′]′, xjt,k ∈ Cdj be partitioned according to (14). After collecting the no-
tation the following theorem now clarifies the properties of the state for minimal systems
(A,B,C) and also makes clear why the reordering as discussed is useful:
Theorem 1 Let (J,B,C) denote a system, where the matrix J is block-diagonal with
diagonal blocks of the form (14). Let the corresponding blocks Ck, Bk and xt,k be par-
titioned accordingly. Further partition Cjk =
[
Cj,Gk C
j,E
k
]
, with Cj,Ek ∈ Cs×(dj−dj−1)
and Cj,Gk ∈ Cs×dj−1 , j = 1, . . . ,mk, where d0 = 0 is used. Define furthermore C¯Ek =
[C1,Ek , . . . , C
mk,E
k ] ∈ Cs×dmk .
Then the system (J,B,C) is minimal if and only if Bmkk has full row rank, C¯
E
k has full
column rank and the representation (Ast, Bst, Cst) of the stationary subsystem is minimal.
In this case xjt,k is integrated with complex unit root structure ((ωk,mk − j + 1)) where
zk = e
iωk .
Full rank of C¯Ek implies dmk ≤ s and full rank of Cj,Ek , j = 1, . . . ,mk.
Proof: It has been noted that minimality of a state space system is equivalent to full rank
of the corresponding matrices O and C. From the block-diagonal structure of J , it follows
that the k-th block row of C can be written as Ck = [Bk, JkBk, J2kBk, . . .]. Full row rank
of this matrix is equivalent to full row rank of [Bk, NkBk, N
2
kBk, . . .]. Assume, that B
mk
k
is of full row rank for k = 1, . . . , l. The full rank of C in this case is shown via contradic-
tion. Hence let the vector u ∈ Cdk be such that u′N jkBk = 0, j = 0, 1, 2, .... Decompose
u′ = [u′1, . . . , u
′
mk
], uj ∈ Cdj . Then from u′Nmk−1k Bk = 0 and the full rank assumption on
Bmkk it follows that u1 = 0. This can be seen from a tedious but straightforward compu-
tation of Nmk−1k . Using u1 = 0, the equation u
′Nmk−2k Bk = 0 implies u2 = 0. Iterating
this argument leads to uj = 0, j = 1, . . . ,mk − 1. Finally the equality u′Bk = 0 results in
u′mkB
mk
k = 0 implying umk = 0 using again the full rank of B
mk
k . This shows, that full row
rank of Bmkk implies full rank of C. Conversely this argument can be used to show rank
reduction of C based on reduced rank of Bmkk .
From full rank of Bmkk it follows for minimal (J,B,C) that x
mk
t+1,k = zkx
mk
t,k +B
mk
k εt has com-
plex unit root structure ((ωk, 1)) for zk = e
iωk and contains mk linearly independent com-
plex stochastic cycles. Proceeding now to xmk−1t+1,k = zkx
mk−1
t,k +
[
Idmk−1 , 0
dmk−1×(dmk−dmk−1)
]
xmkt,k +
Bmk−1k εt shows complex unit root structure ((ωk, 2)) for these components of the state xt,k.
Continuing recursively one obtains that the first d1 components of xt,k have complex unit
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root structure ((ωk,mk)).
Minimality of the realization also requires full column rank of O = [C ′, J ′C ′, (J2)′C ′, . . .]′.
Analogously to the proof above this is equivalent to full column rank of C¯Ek . ¤
Restricting the part of the A-matrix containing the eigenvalues on the unit circle to be in
reordered Jordan normal form and fixing a canonical form for the stationary part of the
transfer function restricts the set of feasible transformation matrices T to M1 = {T =
diag(T1, . . . , Tl, I) : TkJkT
−1
k = Jk, k = 1, . . . , l} as is shown in the proof of Theorem 2 in
the appendix. The setM1 is generally not a singleton containing only the identity matrix.
This necessitates the imposition of further restrictions, which we impose on sub-blocks
of both Ck and Bk. Again, the idea is to formulate restrictions in such a way that the
cointegration properties of yt are highlighted. The result is summarized in the following
Theorem 2, whose proof is as mentioned above contained in the appendix.
Theorem 2 For each rational process (yt)t∈N with complex unit root structure ((ω1, h1), . . . , (ωl, hl))
there exists a unique state space representation obeying the following restrictions:
• The nonstationary part of the A-matrix is block-diagonal, where the diagonal blocks
are of reordered Jordan normal form (14) and the unit roots are ordered according to
increasing frequency ωk ∈ [0, 2pi). For all k the equality mk = hk holds.
• For each of the matrices Ck, k = 1, . . . , l corresponding to unit root zk the following
restrictions hold, using the notation of Theorem 1: (C¯Ek )
′C¯Ek = I and (C
j,G
k )
′Ci,Ek =
0, i ≤ j for j = 1, . . . ,mk and k = 1, . . . , l.
• Using the partitioning Bmkk = [(Bmk,1k )′, (Bmk,2k )′, . . . , (Bmk,mkk )′]′, Bmk,jk ∈ C(d
k
j−dkj−1)×s,
each sub-block Bmk,jk is p.u.t. for j = 1, . . . ,mk and k = 1, . . . , l.
• The stationary part of the transfer function, (Ast, Bst, Cst) is in a canonical form for
stationary state space models, e.g. in echelon canonical form.
For each real valued rational process (yt)t∈N this representation additionally has the fol-
lowing properties: For each zk /∈ {1,−1} there exists an index k′ such that z¯k = zk′ and
J¯k = Jk′ , C¯k = Ck′ , B¯k = Bk′. The stationary system matrices (Ast, Bst, Cst) are real val-
ued.
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Transforming the two sub-blocks corresponding to k and k′ that correspond to complex con-
jugate unit roots separately for all indices k = 1, . . . , lR such that zk /∈ {1,−1}, the following
transformation leads to real valued matrices (AR, BR, CR) composed of blocks:
Jk,R =
[
Idk Idk
iIdk −iIdk
] [
Jk 0
0 J¯k
] [
Idk Idk
iIdk −iIdk
]−1
=
[ R(Jk) I(Jk)
−I(Jk) R(Jk)
]
,
Bk,R =
[
Idk Idk
iIdk −iIdk
] [
Bk
B¯k
]
=
[
2R(Bk)
−2I(Bk)
]
,
Ck,R =
[
Ck C¯k
] [ Idk Idk
iIdk −iIdk
]−1
=
[ R(Ck) I(Ck) ] .
Here R denotes the real part and I the imaginary part of a complex quantity.
The mapping φ attaching this unique real valued state space realization (A,B,C) to the
transfer function k(z) ∈Mn is a canonical form.
The proof itself consists of a verification of the fact that the formulated restrictions are in-
deed sufficient to select a unique minimal state space realization. The proof is constructive
and recursive and its main ideas have already been displayed in Section 5, most notably
in Example 2.
In the chosen canonical representation the cointegrating relationships are clearly revealed.
Using the partitioning and notation introduced above, it follows that every rational unit
root process has a unique representation as
yt = Cxt + dt + εt =
l∑
k=1
mk∑
j=1
Cjkx
j
t,k + Cstxt,st + dt + εt
with Cjkx
j
t,k of complex unit root structure ((ωk,mk − j + 1)) for Cjk 6= 0 according to
Theorem 1. Thus, in β′yt with β ∈ Rs such that β′[C1k , C2k , . . . , Cjk] = 0 and β′Cj+1k 6= 0,
the order of integration corresponding to the unit root zk is reduced to mk − j, whereas yt
itself is integrated of order mk at zk. Note again that in case that zk is a member of a pair
of complex conjugate unit roots, the vector β from above also reduces the integration order
of yt at z¯k to mk− j, compare also the discussion of Example 3. This property of revealing
the cointegrating relationships is the main argument for the ordering of the components of
the state corresponding to different integration orders. Also polynomial cointegrating rela-
tionships can be recovered via orthogonality relationships when the system is represented
in the developed canonical form, see Bauer and Wagner (2003a). Thus, the canonical
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state space representation reveals more information concerning the integration properties
of (yt)t∈N than is summarized in the unit root structure defined in Section 2. This leads
us to define a state space unit root structure.
Definition 6 The s-dimensional real random process (yt)t∈N with minimal state space rep-
resentation (6) has, using the notation of the above discussion, state space unit root struc-
ture Ω = {(ω1, (d11, . . . , d1m1)), . . . , (ωl, (dl1, . . . , dlml))}, 0 ≤ dk1 ≤ dk2 ≤ . . . ≤ dkmk ≤ s for all
k = 1, . . . , l, if the matrix A in the unique representation given in Theorem 2 is of the form
A = diag(J1, . . . , Jl, Jst), where |λmax(Jst)| < 1 and the matrices Jk are of the form (14).
7 Summary and Conclusions
In this paper we have shown that the state space framework is very useful for the analysis
of (co)integrated processes. We have developed a specific canonical representation of unit
root processes where we allow for unit roots with integer integration orders at any point
on the unit circle. The developed state space representation clearly reveals the integration
and also the cointegration properties, also or especially for processes with unit roots spread
over the unit circle and with higher integration orders. The information is summarized
in the defined state space unit root structure. The equivalence to ARMA models also
overcomes the common limitation of the literature to AR models.
The developed representation and the discussed equivalence to ARMA models leads us to
conclude that the state space framework offers some potential advantages for understand-
ing the dynamic properties of unit root processes with a complicated unit root structure.
To illustrate this, several examples covering the main cases found to be relevant for empir-
ical analysis are discussed in detail. In one of the examples it is seen that the developed
canonical state space representation directly leads to Granger type representations for ra-
tional MFI(1) processes. Furthermore it is also illustrated in the examples that the static,
dynamic and polynomial cointegrating spaces corresponding to the different unit roots
can be recovered via orthogonality relationships. For a detailed discussion of polynomial
cointegration based on the representation developed in this paper see Bauer and Wagner
(2003a).
Two related papers contain first applications of the results developed in this paper. In
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Bauer and Wagner (2002b) pseudo maximum likelihood estimates and their asymptotic
distributions are derived for MFI(1) processes. For the standard I(1) case not only pseudo
maximum likelihood estimates are available, but also so called subspace algorithms are ap-
plied for estimation, see Bauer and Wagner (2002a). In that paper based on the subspace
algorithm estimates also tests for the cointegrating rank are presented.
A couple of important problems remain unanswered and are left for further research. Firstly
the inclusion of exogenous or deterministic variables in the canonical form representation is
not discussed in this paper. In the present paper all deterministic variables are summarized
in dt and excluded from further analysis. It has been shown above that there is an inherent
non-identifiability of the deterministic components and the initial state. The pseudo max-
imum likelihood analysis in the MFI(1) framework shows that the asymptotic properties
of the estimates differ for deterministic components that can be attributed to an initial
state and the remaining ones (cf. Bauer and Wagner 2002b). This needs to be further
investigated. Secondly, the derivation of pseudo maximum likelihood estimates also for
higher order integrated systems is straightforward using a parameterization based on the
canonical form. The properties of these estimates, however, are far from obvious. Finally
testing procedures, most importantly for the cointegrating ranks, need to be developed.
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A Proof of Theorem 2
It follows from Lemma 1 that for yt as in the formulation of the theorem a minimal state space
representation, say (A,B,C), exists. To show that the restrictions formulated in the theorem
select a unique state space realization we proceed as follows: Firstly, we show that starting from
any given minimal realization
(A,B,C) there exists a transformation matrix T ∈ Cn×n, such that (Aˆ, Bˆ, Cˆ) = (TAT−1, TB,CT−1)
fulfills all restrictions stated. Secondly, we show that this transformation matrix T is unique.
The proof is constructive and recursive: First note that the set of all observationally equiva-
lent minimal systems can be described by M = {T ∈ Cn×n : detT 6= 0}. In the course of
the proof we sequentially impose restrictions on the system. This results in a corresponding se-
quence of sets Mi that describe all observationally equivalent state space realizations that fulfill
all restrictions up to step i. As we are sequentially adding restrictions, Mi+1 ⊂ Mi follows.
The proof is completed, if it is shown that the imposition of all restrictions formulated in the
theorem implies Mι = {In}, for some suitable index ι. The first restriction imposed is that A
has to be in block-diagonal form, with the diagonal blocks corresponding to the unit roots in
reordered Jordan normal form as given in (14). This leads to M1 = {T = diag(Tu, Tst) : T
nonsingular, TuJuT−1u = Ju}. Due to the block-diagonal structure of J , it follows that in M1
only block-diagonal matrices are contained, i.e. matrices of the form T = diag(T1, . . . , Tl, Tst).
This fact implies that each block corresponding to one of the unit roots, i.e the blocks Jk, as well
as the stationary block, can be analyzed separately. To see the block-diagonal structure note that
TJT−1 = J implies TJmT−1 = Jm and thus Tp(J)T−1 = p(J) for all polynomials p(z). Using
the polynomial pk(z) = (J−zkI)mk one obtains T (J−zkI)mkT−1 = (J−zkI)mk . This latter ma-
trix has a null-block as its k-th block-row and block-column respectively, and therefore null-blocks
are induced in the off-diagonal blocks of the k-th block-row of T . The same argument repeated for
all zk (and also for the eigenvalues smaller than one in absolute value) shows the block-diagonal
structure of T for TJT−1 = J . It is this fact, already used in the examples, that directly implies
that the stable part can be dealt with using any standard canonical form and parameterization
developed for the stationary case, e.g. balanced canonical forms (Ober, 1996) or echelon forms
(Hannan and Deistler, 1988). Hence, (transforming and) restricting the stationary part to be in
a specific canonical form leads to M2 = {T = diag(T1, . . . , Tl, I) : TkJkT−1k = Jk, k = 1, . . . , l}.
Given the above discussion it is sufficient to look at only one block corresponding to one of the
unit roots at a time. For any matrix T ∈M2 for all k the relationship TkJkT−1k = Jk has to hold,
which is equivalent to TkNk = NkTk. Now denote with I˜dj = [Idj , 0
dj×(dj+1−dj)] and partition
the matrix Tk = [Ti,j ], for i, j = 1, . . . ,mk, according to the partitioning of Nk, i.e. Ti,j ∈ Cdi×dj
neglecting again the dependence upon k for notational simplicity both in Ti,j and in the indices
di. The structure of the matrices Nk, see again (14), implies that TkNk = NkTk leads to Tmk,j = 0
for 1 ≤ j < mk. As a further restriction Ti,j I˜dj = I˜diTi+1,j+1 emerges. Thus, it follows that
Ti+1,j+1 =
[
Ti,j 0
T
(2)
i+1,j+1 T
(1)
i+1,j+1
]
where T (2)i+1,j+1 ∈ C(di+1−di)×dj and T (1)i+1,j+1 ∈ C(di+1−di)×(dj+1−dj). The above relationships and
restrictions give a complete characterization of all matrices Tk that fulfill TkNk = NkTk. From
Tmk,j = 0 for 1 ≤ j < mk and the above relation it follows that Ti,j = 0, 1 ≤ j < i, hence all
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matrices Tk are upper block-triangular.
Up to now all restrictions on the realization and thus on the set of feasible transformation matrices
stem from the invariance requirement of the A-matrix in reordered Jordan normal form. In a final
step now again recursively a unique transformation matrix T is given, that transforms any minimal
realization (A,B,C) of k(z) with the A-matrix in the required format to a system representation
where Cˆ = CT and Bˆ = T−1B fulfill all restrictions formulated in the theorem. Look again at
one block corresponding to one unit root only. Due to the upper block-triangular structure of
feasible matrices Tk, the restrictions can be imposed sequentially. Denote with Cˆk = CkTk and
Bˆk = T−1k Bk and start the argument in the first block-column of the following equations:
Cˆk = CkTk =
[
C1k , C
2
k , . . . , C
mk
k
]

T1,1 T1,2 · · · T1,mk
0 T2,2 . . . T2,mk
...
. . . . . .
...
0 · · · 0 Tmk,mk
 , (15)
Bˆk = T−1k Bk =

T−11,1 x · · · x
0 T−12,2
. . .
...
...
. . . . . . x
0 · · · 0 T−1mk,mk


B1k
B2k
...
Bmkk
 . (16)
The first block-column of equation (15) simply reads as Cˆ1,Ek = C
1,E
k T1,1, the last block-row of
equation (16) is given by Bˆmkk = T
−1
mk,mk
Bmkk . From the structure of Tmk,mk it follows, that
T−1mk,mk =
[
T−11,1 0
x x
]
where x denotes entries whose specific value is irrelevant for the argument. Therefore conditions
to uniquely determine T1,1 from Cˆ
1,E
k = C
1,E
k T1,1, Bˆ
mk,1
k = T
−1
1,1B
mk,1
k are sought. This is equiv-
alent to finding a unique decomposition of C1,Ek B
mk,1
k . One solution to this problem is given in
Lemma 2, which leads to the restrictions imposed in the theorem.
Next relabel the state space system, letting (A,B,C) denote the system, where A is in the re-
quired Jordan normal form and additionally (C1,Ek )
′C1,Ek = Id1 and B
mk,1
k is in p.u.t. form. This
results in a restricted set M3, where T ∈ M3 fulfills the same restrictions imposed for M2 and
additionally T1,1 = Id1 holds.
Now the argument proceeds with (again omitting the index k):
T1,2 = [T
(2)
1,2 T
(1)
1,2 ], T2,2 =
[
Id1 0
T
(2)
2,2 T
(1)
2,2
]
.
Using this information, the second block-column of (15) reads (after the first transformation),
itself partitioned into its two sub-blocks as in Lemma 1, as
[Cˆ2,Gk , Cˆ
2,E
k ] = [C
1,E
k T
(2)
1,2 + C
2,G
k + C
2,E
k T
(2)
2,2 , C
1,E
k T
(1)
1,2 + C
2,E
k T
(1)
2,2 ] (17)
From the equation Cˆ2,Gk = C
1,E
k T
(2)
1,2 + C
2,G
k + C
2,E
k T
(2)
2,2 it follows that, since [C
1,E
k , C
2,E
k ] has
full column rank due to minimality (cf. Lemma 1), it is possible to achieve orthogonality:
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(Cˆ2,Gk )
′[C1,Ek , C
2,E
k ] = 0. Furthermore the matrices T
(2)
1,2 and T
(2)
2,2 achieving orthogonality are
unique.
Next from the second part of the block-equation (17), Cˆ2,Ek = C
1,E
k T
(1)
1,2 + C
2,E
k T
(1)
2,2 results. In
Theorem 2, Cˆ2,Ek is required to fulfil (Cˆ
2,E
k )
′Cˆ2,Ek = I and to be orthogonal to C
1,E
k . For each given
T
(1)
2,2 there exists a unique T
(1)
1,2 , such that (Cˆ
2,E
k )
′C1,Ek = 0. The restriction (Cˆ
2,E
k )
′Cˆ2,Ek = Id2−d1
determines T (1)2,2 up to right-multiplication with an orthonormal matrix. The p.u.t. restriction on
Bˆmk,2k leads to a unique matrix T
(1)
2,2 in analogy to the argument given above.
The argument is now repeated also for the other block-columns of equations (15) and (16).
The analysis proceeds recursive and the proof is via induction. Thus, assume that up to some
2 ≤ j < mk the following restrictions are imposed on C: (Cj,Gk )′Ci,Ek = 0, i ≤ j, (Cj,Ek )′Ci,Ek =
0, i < j, (Cj,Ek )
′Cj,Ek = I and B
mk,i
k , i ≤ j is p.u.t. Concerning the sub-blocks of the matrix Tk
these restrictions imply that Ti,i = Idi−di−1 for i = 1, . . . , j, Ti,r = 0, for i ≤ j, r ≤ j, i 6= r and
Ti,j+1 =
[
0 0
T
(2)
i,j+1 T
(1)
i,j+1
]
, i ≤ j, Tj+1,j+1 =
[
Idj 0
T
(2)
j+1,j+1 T
(1)
j+1,j+1
]
Now exactly the same arguments as discussed above for the first and second block-column lead
to the induction from j to j + 1, which finishes the proof. ¤
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