Abstract. We study the N-dimensional Boussinesq system with dissipation and diffusion generalized in terms of fractional Laplacians. In particular we show that given the critical dissipation, a solution pair remains smooth for all time even with zero diffusivity. In the supercritical case, we obtain component reduction type results of regularity criteria and smallness conditions for the global regularity in dimensions two and three.
Introduction and statement of results
We study the following Boussinesq system (B α,β ): 
where u : R N × R + → R N represents the velocity vector field, θ : R N × R + → R the temperature scalar field and π : R N × R + → R the pressure scalar field in the content of thermal convection and the density in the models of geophysical fluids (cf. [22] ). The parameters ν, η ≥ 0 represent the kinematic viscosity and molecular diffusion coefficients respectively, e N = (0, . . . , 1) and Λ = (−∆) 1 2 with parameters α, β ≥ 0. Hereafter we shall denote a derivative with respect to time by ∂ t while a partial derivative with respect to the x i -direction by ∂ i .
The system (1) has caught much attention recently. The case N = 2 and ν = η = 0 was investigated in [9] where the authors obtained local existence and blow-up criteria. Subsequently, in case N = 2, ν > 0, α = 1 and η = 0, the authors in [19] proved the global regularity of the unique solution pair; simultaneously the author in [8] obtained the same result in this case and additionally the case ν = 0, η > 0 and β = 1. The author in [33] also showed that with ν, η > 0, α ∈ [ case ν, η > 0 and β > 1 2(1+α) . For more recent interesting works on B α,β , we refer readers to [1] , [2] , [7] , [13] , [15] , [16] , [17] , [18] , [24] and references found therein.
We note that the work of [8] in particular solved the problem three in [25] . However, the global regularity issue in the case N = 2 is significantly different due to the fact that upon taking a curl of the first equation in (1), the vorticity formulation produces only one non-linear term ∂ t w + (u · ∇)w + νΛ 2α w = −∂ 1 θ, w = curl u, whereas in dimension three, it produces two which continues to make the global regularity issue of the Navier-Stokes equation (NSE) extremely difficult. In [8] , the author took an L p -estimate, p > 2; however, this approach is not favourable without taking a curl as we must estimate the pressure term and that is not possible in case N > 3.
For the generalized magnetohydrodynamics (MHD) system, we know from the work of [30] , if α ≥ In this paper we show that if α ≥ , then diffusion is not necessary at all, extending the result of [8] and [19] to higher dimensions. Because the dissipation has the same power as what is sufficient for the hyper-dissipative NSE to remain smooth for all time, one may initiate the proof following the work on the hyper-dissipative NSE as we also do in Proposition 3.1. The main difficulty arises thereafter in using this regularity of u to prove the regularity of θ. Simply applying a commutator estimate (see Lemma 2. 3) on the θ-equation upon H s1 -estimate, one must face
2 , p ∈ (2, ∞) due to the complete lack of diffusion. Firstly, one must carefully apply Brezis-Wainger type argument on ∇u
∞ . This implies that one must also take H s2 -estimate on u for s 2 > 0 sufficiently large. On the other hand, to handle
it seems ideal to take p = 2, q = ∞, s 1 = 1 + N 2 to best make use of the Proposition 3.1. However, again, ∇θ L ∞ term becomes problematic because the Sobolev embedding H N 2 → L ∞ does not hold in general. The difficulty here is that there is too much gap between the two powers of α = 1 2 + N 4 and β = 0. Similar difficulty was seen in the work of [29] in which the author obtained the global regularity result of the N-dimensional logarithmically supercritical MHD system in case
Indeed, the endpoint case α = 1 + N 2 , β = 0 was omitted for a technical reason. A favourable remedy to this situation is to take H s1 -estimate of θ and H s2 -estimate of u simultaneously with each parameter in an appropriate range as we do in Proposition 3.2 (See (9)). Let us present our results.
Then there exists a unique solution pair (u, θ) to (1); in particular,
In the supercritical case, we obtain component reduction type results for regularity criteria and smallness conditions that extend some previous results.
then there is no singularity up to time T. Moreover, if
is sufficiently small, then there is no singularity up to time T.
for some p, r such that
then there exists a constant c = c(β) such that θ 0 L ∞ < c implies that there is no singularity up to time T.
then there is no singularity up to time T.
Remark 1.1.
(1) Because B α,β at θ ≡ 0 is the NSE, any improvement on the power of fractional Laplacian beyond our claim in Theorem 1.1 seems very challenging.
(2) In the case N=3, the regularity criteria results have been obtained in [26] , [27] , [31] and [32] in the whole space and [14] in a bounded domain. Recently, extension of regularity criteria results by reducing the number of vector components or directions of derivatives have been obtained for various fluid dynamics partial differential equations: [4] , [5] and [21] in the case of the NSE, [6] , [35] in the case of the MHD system and [34] in the case of active scalars. (3) Theorem 1.3 was inspired by the work of [28] in which the author obtained a regularity criteria of solution to the NSE in terms of direction of velocity vector field. The proof of Theorem 1.4 follows the approach of [5] . In contrast to Theorem 1.4, for the MHD system it remains unknown if the regularity criteria may be reduced to one entry of the Jacobian matrix of the velocity vector field (cf. [35] ).
Local existence result was obtained in [9] for the case N = 2 using mollifier method (cf. [23] ) and it is standard to modify it for the N -dimensional case with fractional Laplacians. In the Preliminary section, we state key lemmas and thereafter we prove our theorems.
Preliminary
Besides when the dependence of a constant becomes of significance, we denote by A B to imply that there exists a non-negative constant c of no significance such that A ≤ cB.
Lemma 2.1. (cf. [10] ) Let f be divergence-free vector field such that ∇f ∈ L p , p ∈ (1, ∞). Then there exists a constant c > 0 such that
Then there exists a constant c > 0 such that
) be smooth and divergence free. Then
We will use the following inequality from [5] , simplified for our presentation.
. Then there exists a constant c > 0 such that for 2 < γ < 3 and ∇ h = (∂ 1 , ∂ 2 , 0), a horizontal gradient vector,
Lemma 2.6. For 0 ≤ p < ∞ and a, b ≥ 0,
Remark 2.1. For convenience of readers, let us give a simple proof of Lemma 2.7 in the Appendix. In fact, our proof gives a slightly sharper estimate in Besov space norms. We stated Lemma 2.7 so for simplicity in direct application to our proofs.
Finally, we recall a well-known fact that for all
η ≥ 0, β ∈ [0, 1] if (u, θ) solves (1), then (cf. [12]) θ(·, t) L p ≤ θ 0 (·) L p , p ∈ [1, ∞].
Proofs
When ν or η is positive, we shall always assume it to be one for simplicity.
3.1. Proof of Theorem 1.1. We consider the case α = may be done by a simple modification. We first prove a proposition:
Proof. We take an L 2 -inner product of the first equation of (1) with u and the second with θ to obtain
by Hölder's and Young's inequalities. Thus,
Now we apply Λ 
With Sobolev embeddings ofḢ
N −2 and Young's inequality, we further bound the last line by
Thus, absorbing the dissipative term, (8) and Gronwall's inequality complete the proof of Proposition 3.1. Now we consider the case s :
Let us denote by
The next proposition is the core of the proof of Theorem 1.1:
Proof. We apply Λ k on the first equation of (1), take an L 2 -inner product with Λ k u to estimate by Lemma 2.3 
justified due to the careful selection of the range of k. Now by Sobolev embeddings ofḢ
3N −4k+6 , Lemma 2.7 and GagliardoNirenberg inequality we estimate
Therefore, by Proposition 3.1,
In sum, absorbing the dissipative term,
Integrating in time, Proposition 3.1 completes the proof of Proposition 3.2. We now complete the proof of Theorem 1.1. We apply Λ s on both equations, take L 2 -inner products with Λ s u and Λ s θ respectively to estimate by Lemma 2.7
N −2 , Propositions 3.1 and 3.2 and Young's inequality. Absorbing the dissipative term, we have
By Gagliardo-Nirenberg inequality and Proposition 3.2, we have
justified by the careful selection of the range of k and s in (9) . Thus, Gronwall's inequality implies
Any higher regularity than 2+ N 2 follows from Sobolev embedding; this is because for any r ∈ R + similarly as above by Lemma 2.3
. This completes the proof of Theorem 1.1.
3.2.
Proof of Theorem 1.2. We first prove a proposition: 
Proof. We fix p that satisfies (2) and take a curl of the first equation in (1) to obtain the vorticity equation
By Lemma 2.2 and Sobolev embedding ofḢ
so that multiplying the vorticity equation by p|w| p−2 w, integrating in space,
by Hölder's inequality. Thus, in particular we have 
Proof. We fix p that satisfies (2) and define q := pβ 1−α . We apply ∇ on the second equation of (1) ] ∇θ(t)
This completes the proof of Proposition 3.4.
We are now ready to obtain higher regularity. On the first equation of (1), we apply Λ s and take an L 2 inner product with Λ s u to estimate using Lemma 2.3
By Gagliardo-Nirenberg and Young's inequalities and Lemma 2.1, we bound the last line by c ∇u
Next, we apply Λ s on the second equation of (1), take an L 2 -inner product with Λ s θ to estimate using Lemma 2.3
Now by Gagliardo-Nirenberg inequalities we bound the last line by c( ∇u
due to Young's inequalities. Absorbing the dissipative and diffusive terms, in sum we have by Lemma 2.1
Thus, Gronwall's inequality and Lemma 2.1 complete the first claim of Theorem 1.2. Next, we take p that satisfies (2), apply ∂ 1 to the second equation of (1), multiply by p|∂ 1 θ| p−2 ∂ 1 θ, integrate in space, estimate using Lemma 2.2 and Sobolev embeddinġ
by Hölder's inequality. Similarly
With Young's inequalities, in sum we have
This implies that for sup
By the first claim of Theorem 1.2 already proven, because we chose p to satisfy (2), this completes the proof of the second claim of Theorem 1.2.
3.3.
Proof of Theorem 1.3. We fix (p, r) that satisfies (4) and define q := pβ. We apply ∂ 1 on the second equation of (1), multiply by q|∂ 1 θ| q−2 ∂ 1 θ and integrate in space to obtain by Lemma 2.2 and Sobolev embeddingḢ β → L 2 1−β as before
due to Hölder's and Young's inequalities. Hence, after absorbing the diffusive term, Gronwall's inequality implies by (4)
By the condition on p, because
by Theorem 1.2 this completes the proof of the first claim of Theorem 1.3. Next, going back, with p satisfying (2), by identical estimate as above, we obtain
due to Hölder's inequality. Hence,
By Theorem 1.2, this completes the proof of Theorem 1.3.
3.4.
Proof of Theorem 1.4. Firstly let us consider the case α > 1 and leave the other case α = 1 in the Appendix. To start, we have the following bound as before
We prove a proposition: (6) or (7). Then
The proof is divided into two parts:
We first take an L 2 -inner product of the first equation with −∆ h u to estimate by Hölder's inequality
We apply Gagliardo-Nirenberg and Young's inequalities to obtain
Now we use Lemma 2.5 to estimate using Gagliardo-Nirenberg inequality
We then use Young's inequalities to obtain
. (10) Combined with the previous estimate, absorbing the dissipation term, integrating in time [0, T ], we obtain
Let us obtain another estimate: as before
by Hölder's, Gagliardo-Nirenberg and Young's inequalities. Absorbing the dissipative term and integrating in time, we have sup
Going back to (12) , this also implies (1) with −∆u, we have
Firstly,
by Hölder's, Gagliardo-Nirenberg and Young's inequalities. Secondly,
by Hölder's and Gagliardo-Nirenberg inequalities. Now Sobolev embedding oḟ
5−2α allows us to continue the estimate by
where we used (cf. [6] )
Therefore, combined with the previous estimate on J 1 from (10), we absorb the dissipative term, integrate in time and obtain by Gagliardo-Nirenberg inequality
due to Hölder's inequality. By (11) we have the second term bounded by
where we used Young's inequality. Absorbing the dissipative term, we have
.
We now estimate the last term by
due to Hölder's inequality and thus we now have
Therefore, the proof is complete in case of (6) . Next, in case of (7) as before we estimate J 1 as done in (12) and J 2 as in (15)
Absorbing the dissipative term, we integrate in [0, t] to obtain
by Hölder's inequality, (13) , (14) and Young's inequality as before. Absorbing the dissipative term, we obtain by Hölder's inequality
Gronwall's inequality completes the proof of Proposition 3.5.
Proof of Theorem 1.4
We are now ready to complete the proof of Theorem 1.4.
3.7. H 1 -estimate. We apply ∇ on the second equation of (1), multiply by ∇θ and integrate in space to obtain
First let us consider the case α + β = 3 2 . Then we further bound (17) by
3−2β and Young's inequality. Absorbing the diffusive and then making use of Proposition 3.5, we see that
2 , then we use Hölder's inequality, Sobolev embedding oḟ H α → L 6 3−2α , Gagliardo-Nirenberg and Young's inequalities to bound (17) by
Absorbing the diffusive term, Gronwall's inequality and Proposition 3.5 give
H
2 -estimate. Next, we apply ∆ on the first equation of (1), take an L 2 -inner product with ∆u to obtain
Again, let us consider the case α + β = 3 2 first. We bound (18) by
due to Hölder's inequality, Lemma 2.3 and Gagliardo-Nirenberg inequality. Furthermore, we bound (19) by
due to Sobolev embedding ofḢ α → L 6 3−2α , Gagliardo-Nirenberg and Young's inequalities. Proposition 3.5, Young's and Gronwall's inequalities give
Next we consider the case α + β > 3 2 . We continue from (18) and obtain
The estimate on the first term is same as we did in (19)- (20) . For the second term,
by Gagliardo-Nirenberg inequality. Young's inequalities further lead to
Combined, after absorbing the dissipative term, using Proposition 3.5 and H 1 -estimate we attain
Next, we apply ∆ on the second equation of (1), take an L 2 -inner product with ∆θ to estimate by Lemma 2.3
We bound (21) by a constant multiples of
due to Gagliardo-Nirenberg inequalities and Sobolev embeddings ofḢ
. Using H 1 -estimate and Young's inequalities lead to
Hence, Gronwall's inequality completes the H 2 -estimate.
3.9. H 3 -estimate. Now we apply Λ 3 on the first equation of (1), take an L 2 -inner product with Λ 3 u and estimate by Lemma 2.3 and Hölder's inequality
Using Sobolev embedding ofḢ α → L 6 3−2α , Gagliardo-Nirenberg and Young's inequalities we further bound (22) by c ∇u
. Absorbing the dissipative term, by Gronwall's inequality we obtain
Finally, we apply Λ 3 on the second equation of (1), take an L 2 -inner product with Λ 3 θ to estimate
. (23) We consider the case α + β = 3 2 first. Then, we bound (23) by
due to Hölder's, Gagliardo-Nirenberg and Young's inequalities. Absorbing the diffusive term, Gronwall's inequality implies the desired result. On the other hand, if α + β > 3 2 , then we estimate (23) by
due to Gagliardo-Nirenberg inequality, Sobolev embedding ofḢ β → L 6 3−2β and Young's inequality. Absorbing the diffusive term, Gronwall's inequality implies the desired result.
In dimension three, by Sobolev embedding this implies any higher regularity.
Appendix
Here we sketch the proof of Theorem 1.4 in the case α = 1, β = 
This leads to
This completes the first ∇ h u 2 L 2 -estimate. The second estimate is similar:
Absorbing the dissipative term, integrating over [0, t], we obtain
4.0.2. ∇u 2 L 2 -estimate. Next, taking an L 2 -inner product of the first equation of (1) with −∆u, using (16), (24) and (25) we can obtain
The case of (7) may be done similarly using (26) and (27) . Thus, Gronwall's inequality completes the proof of Proposition 4.1. Extension to higher regularity may be done similarly as before, taking H 1 , H 2 and H 3 -estimates.
4.1. Proof of Lemma 2.7. We recall the notion of Besov spaces (cf. [10] ). We denote by S(R N ) the Schwartz class functions and S (R N ), its dual. We define S 0 = {φ ∈ S, R N φ(x)x γ dx = 0, |γ| = 0, 1, 2, ...}.
Its dual S 0 is given by S 0 = S/S ⊥ 0 = S /P where P is the space of polynomials. For j ∈ Z we define A j = {ξ ∈ R N : 2 j−1 < |ξ| < 2 j+1 }, {Φ j } ∈ S(R N ) such that suppΦ j ⊂ A j ,Φ j (ξ) =Φ 0 (2 −j ξ) or Φ j (x) = 2 jN Φ 0 (2 j x) and Ψ ∈ C ∞ 0 (R N ) be even such that
for any f ∈ S . With that, we set ∆ j f = 0 if j ≤ −2 and otherwise −1 f = Ψ * f, j f = Φ j * f, if j = 0, 1, 2, ..., and define for s ∈ R, 1 ≤ p, q ≤ ∞, inhomogeneous Besov space B 
We estimate with n ∈ N large to be determined afterwards: writing f as in (28), ) and using embedding in (29) imply the desired result.
