Abstract. Autonomous navigation using global positioning system (GPS) or geomagnetic direction sensor (GDS) to detect absolute position is widely used. An alternative system that detects boundary lines and intersections information can be achieved using machine vision based navigation systems. The objectives of this research are the development of the intersection detection method using machine vision and the approaching/turning at the intersection using dead reckoning method. Intersection guidance markers (IGM) were installed on farm road intersections. The method of intersection recognition involved the search to detect the IGM instead of the actual intersection, which would be difficult because the latter changes appearance through the season. Hough Transform and coordinate transformation was used for this purpose. A dead reckoning system for approaching and turning on the intersection was developed. Rotary encoders installed on both sides of the crawler sprocket are used as guidance sensors. RTK-DGPS and fiber optic gyroscope (FOG) were used for evaluating the track of autonomous traveling. The result of field tests (the speed was 0.8 m/s) showed the rms of intersection detection error and the dead reckoning error were 0.12 m at 8.64 Hz processing speed and 0.063 m respectively.
Introduction
An aging work force and labor-shortages have been challenging problems for Japanese farmers for several decades. The average age of farmers in 1995 was over 60 with half being over 65-years-old. To help overcome this problem, a vision-based navigation system for autonomous vehicles doing transportation work on the paddy field may play an important role for increasing or maintaining productivity.
The typical Japanese paddy field has an average size of 0.9 ha. Each field is separated by a levee or farm road, since the field has to retain water during the growing season. Thus, there are a lot of intersections in the field. And so, the task of turning at intersections is a very important task in order to sophisticate autonomous transportation systems between field and warehouse. An agricultural robot (Nagasaka, 2000; Noguchi and Reid, 2000) was developed with multiple sensor navigation consisting of a real time kinematic global positioning system (RTK-GPS), a fiber optic gyroscope (FOG) and machine vision for field operation. However, the system is very expensive and the accuracy of path trajectory depends on the GPS sensitivity. Leader cable systems have been developed for agricultural vehicles during the past several decades (Kirk et al., 1976; Richey, 1959; Tillet, 1991) . This system does not have flexibility and cost is higher when compared to cable less construction. An effective fertilizer/pesticide application system based on row tracking and vehicle navigation using image analysis (Marchant and Brivot, 1995) has been developed. This system is good early in the growing season where the path is not obstructed by the young stems. However, once the crop grows, the system finds it difficult to distinguish the path. All these researches are geared towards increasing agricultural work efficiency. In the case of materials transportation (i.e. seedling, fertilizer and harvest crops), the task is a simple one, however, it is one of the most important. This would consist of putting the materials on the vehicle and then driving to the warehouse. Previously, Suguri et al. (1999) proposed a basic system for vehicle control using machine vision. It worked for 100 m (straight travel) with an error of 0.5 m and the speed of the path finding algorithm that processed images was 9.2 Hz in real time. Morimoto et al. (2002) further improved the system for obstacle recognition. Maximum error of obstacle distance estimation was 0.4 m. This was achieved at 5.9 Hz processing speed. This research discusses mainly how to achieve a vision based navigation system for an autonomous transportation vehicle that is effective in identifying the boundary lines, obstacles and intersections in the farm road regardless of the changes of the season. This can be accomplished by using one CCD camera that can perform a multi-tasking purpose. The objectives of this paper are development of an intersection detection method using machine vision and approaching/turning at an intersection using dead reckoning.
Materials and method

Prototype
A commercial crawler-type transporter (Atex, XSLADE) was modified as an autonomous transportation vehicle (ATV). A CCD camera (Canon, VC-C3) was installed on the vehicle at a height of 1.8 m from the ground with an elevation angle of 15°. The image was RGB color, the size was 320 · 240 pixels and every pixel in each color had 256 levels of gradation. The image was captured by a frame grabber board (I/O DATA, GV-VCP). The ATV had two tracks and it could be controlled by two hydrostatic transmissions (HST). The swashplates of the HSTs were directly controlled by AC servomotors with reduction gears (Yasukawa Electric Corporation, SGM-01B3G46P). The control input to the AC servomotors was determined by a dead reckoning algorithm, and was transferred from the computer to the servomotor controllers through RS-232C connections. As each track could be driven at a continuously variable speed, the vehicle could achieve a pivot turn at narrow intersections. The size of the intersection in the experimental field was 3.5 · 3.5 m. The maximum speed of the ATV was 0.74 m/s. Rotary encoders (Omron, E6A2) were also installed on both track sprockets in order to measure the speed of the ATV. The resolution of the encoders was 500 pulses/rotation. Finally, an RTK-GPS (Trimble, 7400Msi) was installed on the top of the ATV in order to record travel tracks for evaluation as shown in Figure 1 .
Intersection detection method
Intersection guidance marker. A sample image of an intersection farm road is shown in Figure 2 . The farm road image varied with the growth of the crop. Thus, it was difficult to extract image information of an intersection from a new image. To VISION-BASED NAVIGATION SYSTEM determine correct distance information, an intersection guidance marker (IGM) was designed as shown in Figure 3 . The IGM was made from polyvinyl chloride, and its height and width were 1.0 and 1.5 m, respectively. The top of the marker was painted red so that the image could be isolated from the background. Two IGMs were installed at the corners of the intersection.
Intersection guidance marker recognition. The algorithm for detecting an IGM is shown in Figure 4 . The RGB image was acquired by using a CCD camera (NTSC method, 256 levels, 320 · 240 pixel) and frame grabber, and the image was transformed into HSI space using the HSI transform. The threshold values of each HSI parameter were acquired every hour from 9 am to 4 pm as a preliminary test, in order to shift the threshold value due to the changing of sunlight intensity. Each element of the HSI was converted into binary to extract the IGM. Finally, clusters were extracted as marker candidates. The method of Ohtsu was applied to saturation and intensity (Ohtsu, 1979) in the binary image. The Hough Transform was applied for straight-line detection in order to distinguish the markerÕs line element from the IGM cluster candidate.
Hough Transform. The Hough Transform is used for isolating features of a particular shape within an image (Duda and Hart, 1972) . This technique is particularly useful for computing global descriptions of a feature where a priori knowledge of the number of solution classes need not be known. The motivating idea behind the Hough Transform technique for line detection is that each input measurement (e.g. coordinate point) indicates its contribution to a globally consistent solution (e.g. the physical line which gave rise to that image point). Line segments in a number of forms are analytically described. However, a convenient equation for describing a set of lines is used in parametric or normal notation shown in Eq. (1).
where c is the length of a perpendicular from the origin to this line and h is the orientation of c with respect to the X-axis as shown in Figure 5 . For any point (x, y) 
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and h are the unknown variables we seek. If we plot the possible (c, h) values defined by each (x i , y i ), points in Hough image space become curves (i.e. sinusoids) in the polar Hough parameter space. This point-to-curve transformation is the Hough Transform for straight lines. When viewed in Hough parameter space, points which are collinear in the Hough image space become readily apparent as they yield curves which intersect at a common (c,h) point. The transformation is implemented by the Hough parameter space into finite intervals. The algorithm transforms each (x i , y i ) values into (c,h) values as shown in Figure 6 . As a result, the peaks of the accumulator array represent strong evidence that a corresponding straight line exists in the image. We can use this same procedure to detect other features with analytical descriptions. For instance, in the case of circles, the parametric equation is shown in Eq. (2).
where a and b are the coordinates of the center of the circle and c is the radius. In this case, the computational complexity of the algorithm begins to increase as we now have three coordinates in the parameter space and a 3-D accumulator. In general, the computation and the size of the accumulator array are increased by the number of parameters. Thus, the basic Hough Transform technique described here is only practical for simple curves. . Finally, the distance between the intersection and the prototype vehicle was calculated by the coordinate transformation between the camera coordinate and the vehicle coordinate as shown in Eq. (4).
where h is the depression angle [deg], f the focal length [mm], z the height of the camera [mm], a, b the camera coordinates (the origin is the center pixel of the image), x, y the vehicle coordinates (the origin is centered on the front of the vehicle) [mm] . The rolling and pitching of the vehicle were neglected in order to simplify the calculations. The relationship between b-axis value of the camera coordinates and theoretical distance is shown in Figure 8 . Taking the accuracy of distance measurement into account, the range of intersection detection was limited by the b-axis from )20 to 50 in the camera coordinates. The range of camera coordinates was equal to the range between 6 and 13 m at the vehicle coordinates. 
Dead reckoning method
There was little boundary line information about the farm road near an intersection, so it was difficult for image processing to detect boundary lines for straight travel as shown in Figure 9 . To solve the problem, a dead reckoning method was adopted for straight traveling control as an alternative method. For this purpose, two rotary encoders which measured rotation of crawler sprockets were used. The algorithm consisted of two loops, namely, a main and a minor loop. The control frequency of the main loop and minor loop were 1 and 10 Hz, respectively. 
Main loop
The main loop control is shown in Figure 10 . The algorithm for vehicle control is shown in Figure 11 . Theoretically, the output of the encoder pulse was 500 pulse/ revolution and the travel distance per encoder rotation was 0.43 m. Thus, the crawler velocity V L (m/s), V R (m/s) and steering ratio i are given by Eq. (5), respectively.
The Figure 11 . Algorithm of dead reckoning.
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As a preliminary test, yaw angle based on the number of rotations of the crawler wheel was compared with yaw angle based on FOG. The maximum error of yaw angle was 1.2°and coefficient of determination R 2 was 0.97 as shown in Figure 12 . The manipulated variable U for proportional integration (PI) control was given by Eq. (7). The desired value C was determined from U. The controlled variable was the manipulated variable for the AC servo motor in order to change the angle of the swash plate of the HST. The manipulated variable 1 was equal to 0.002 m/s of the vehicle velocity, according to the relationship between maximum vehicle speed and maximum manipulated variable. Proportional constant, K p and integration constant, K i were determined by the Ziegler-Nichols method (Ziegler and Nichols, 1942) . Finally, K p and K i were set to 15 and 1, respectively.
Minor loop
The minor loop was used for ensuring the crawler rotation. To adjust the desired controlled variable, the frequency of the minor loop was set at 10 Hz. The minor loop was based on PI control. The proportional constant K p and the integration constant K i in Eq. (8) were determined by the Ziegler-Nichols method. K p and K i were set at 15 and 1, respectively. 
where C is the desired controlled variable by main loop, C minor the controlled variable by minor loop, the error of encoder pulse.
Results and discussion
Intersection detection
The intersection detection results and the IGM cluster extraction results are shown in Figure 13 (a) and (b), respectively. These results show that the IGM cluster could be recognized from the background. The result of line information recognition based on the Hough Transform is shown in Figure 13 (c). Both sides of the IGM marker could be determined by the Hough Transform. The result of center point detection is also shown in Figure 13 The results indicated that the IGM recognition system was successful in turning at an intersection when the width of the farm road was more than 2 m. Figure 14 shows navigational accuracy of the vehicle offset from the desired path during straight travel of 15 m. Track of the dead reckoning was measured by RTK-DGPS. Travel speed was set at 0.8 m/s. The maximum offsets from a desired path were less than 0.2 m. They were mainly caused by the undulation of the farm road. This indicates that the dead reckoning system was capable of compensating for large errors caused by the surface of the test course. The results also indicate that dead reckoning based on pulses from a rotary encoder gave satisfactory performance.
Dead reckoning
Turning
The prototype vehicle was capable of pivot turning, because the vehicle had a HST composed of 2 pumps and 2 motors. As a preliminary test, a relationship between the 
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number of sprocket rotations and heading angle measured by FOG was evaluated as shown in Figure 15 . The coefficient of determination R 2 was 0.99. Thus, the rotary encoder was adopted as the heading angle estimator. The heading angle was also estimated by the approximated curve as shown in Eq. (9). After the dead reckoning had achieved a pivot turn at an intersection, the vehicle control system was switched back to the boundary line detection system for straight travel. The required vehicle behavior at the intersection (i.e. right turn, left turn and passing) was set before the vehicle was started.
where / is the heading angle of pivot turning, g the number of rotary encoder pulse.
Field test
The track for condition 1 (passing through an intersection) is shown in Figure 16 (a). The maximum lateral error from the desired path was 0.33 m with a rms of 0.063 m. The lateral error was cumulative due to image processing and dead reckoning. The lateral error from the center of the intersection was 0.54 m with rms of 0.096 m. The vehicle could be continuously controlled. The track for condition 2 (turning to the left at the intersection) is shown in Figure 16(b) . The vehicle succeeded in going into the intersection by dead reckoning. The path finding system succeeded in continuously detecting the borderline after turning at the intersection. The lateral error of the dead reckoning for condition 2 was 0.082 m with rms of 0.024 m. The error was cumulative due to the surface condition of the farm road and the error of IGM detection. 
Conclusion
The development of an intersection recognition technique based on image processing, straight travel and a pivot turning method using dead reckoning were described. The IGM detection method using machine vision and approaching/turning at an intersection using dead reckoning were sufficient for vehicle guidance. Furthermore, the results in the field experiment were as follows: 
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