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Abstract
A defect band is formed in hydrogenated amoiphous silicon nitride (a-SiNxiH) 
due to current stressing of the material. This gives rise to an increase in conductivity, 
refeiTcd to as current induced conductivity. This thesis investigates the current 
transport mechanisms that occur in the induced defect band, by comparing the 
temperature dependence o f the conductivity of several sets of a-SiNx:H thin film 
diodes. These sets were systematically current stressed to different levels with one set 
remaining unstressed. Samples with energy gaps of 2.06 eV and 2.28 eV were 
considered.
We show that around room temperature a modified Poole-Frenkel description 
of conduction (i.e. field enhanced hopping of carriers via charged defect states) 
provides a good fit to the data. Using this model the activation energy of cuiTent 
transport was calculated and shown to depend on the material band gap. Data fitting 
to the Poole-Frenkel model provided further support for the field-assisted hopping 
mechanism.
Previous investigations had suggested that the defect band resides in the lower 
half of the band gap, so that cunent transport through the defect band was then 
expected to be due to the movement of holes, in a manner consistent with Poole- 
Frenkel conduction. By considering samples grown on p-type and n-type substrates, 
we demonstrated that transport was indeed the result of the movement of holes 
through the defect states within the induced defect band.
At lower temperatures the experimental data is poorly described by a modified 
Poole-Frenkel type process, so further mechanisms were considered, including 
variable-range hopping and nearest-neighbour hopping. Due to the similar nature and 
slight temperature dependence of each process, differentiating between the two 
mechanisms proved difficult. However, other factors such as the temperature range 
and defect density favoured variable-range hopping transport. By assuming this form 
of low temperature hopping transport, conduction thiough the defect-band of the a- 
SiNxiH, could then be convincingly explained over the entire temperatme range from 
320 K to 20 K in terms of two dominant transport mechanisms, Poole-Frenkel 
conduction and variable-range hopping.
B. A. Morgan 2000
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1 Introduction to Hydrogenated Amorphous 
Silicon
1.1 Introduction
This first chapter gives a very brief background to amorphous silicon in 
general and a simple overview of structural and electronic properties. For a far more 
comprehensive guide to amorphous silicon several good books are available, each 
with their merits, such as “Physics of amoiphous materials” by S. R. Elliott or 
“Amorphous silicon” by T. Kazunobu, but probably the best of these is 
“Hydrogenated amoiphous silicon” by R. A. Street.
A short history of the development of amoiphous semiconducting materials is 
followed by a description of their atomic and electronic stmctures. This section details 
the main differences between the better-documented crystalline semiconductors and 
their amorphous counterparts. In the amorphous case, a bonding approach is 
introduced to describe the stmcture in tenns of a random network of atoms. The loss 
of conservation of momentum forces amorphous materials to be considered in terms 
of their density of states. Describing the electronic properties in tenns of the density of 
states also highlights how important the distribution of defect states in the band-gap of 
the material is in determining the conduction mechanisms of the material.
A summary is given, of the electronic properties that arise directly from the 
material structure. This summary includes the introduction of the idea of a mobility 
edge within the material, which leads in turn to the three main types of electronic 
conduction in the amorphous material, above and below the mobility edge. The 
methods of growth of hydrogenated amorphous silicon are touched upon, to give some 
idea of the deposition process and how important the growth conditions are to control 
the defect density within the material.
Finally a short section on devices and applications of hydrogenated amoiphous 
silicon is included, because this is probably the most widely used amorphous 
semiconductor and the subject material of this thesis.
1.2 HistoiT
Research on amorphous semiconductors dates back to the 1950’s, with 
research on insulating oxide glasses, with similar amorphous structures, dating back 
much further. This research centred on a gioup of materials known as chalcogenides, 
materials containing sulphur, selenium or tellurium such as :As2 Se3 or GeSa etc., 
formed by cooling from the melt. With the invention of Xerogr aphy in 1938 a new 
interest grew in these materials as suitable photoconductive materials for this new 
process. The first amorphous material to be used in a working photocopier was 
selenium, in 1956.
Amorphous silicon without hydrogen was also known at that time and was 
prepared by thermal evaporation or sputtering. These films were generally o f very 
poor quality, with high defect densities. This made the amoiphous silicon virtually 
useless as a semiconductor, unable to be doped or to exhibit a useful 
photoconductivity. Research into this material was considerably limited by these 
factors.
The hydrogenation o f amoiphous silicon (a-Si:H), first grown in 1969 (Chittick et al. 
1969), managed to overcome the problem of a high defect density and so was able to 
exhibit a much improved electrical conductivity. The a-Si:H was grown by a glow 
dischai'ge method, which involved silane (SiH4) being excited by an electrical plasma 
which causes the molecules to dissociate and deposit on to a heated substrate. Most 
modem deposition chambers are capacitative i.e. two paiallel electrodes in a steel 
chamber, as opposed to the older inductively coupled reactors.
This early deposition work was continued by Spear at Dundee in the early 
1970’s. Using essentially the same technique Spear showed that the a-Si:H had good 
electrical transport properties, including a relatively high cairier mobility (Lecomber 
& Spear 1970). Due to a very low defect density in these a-Si:H films they also 
showed strong photoconductivity (Spear et al. 1974).
Substitutional doping of the amorphous material was still thought to be out of 
reach. This was thought to be due to the lack of a periodic structure that has certain 
bonding constiaints, which does not allow the valency of the impurity atom to be 
satisfied. When left unsatisfied it leaves such a site electron rich (n-type) or deficient 
(p-type). In a random structure, as in a-Si:H, the lattice has no such constraints and 
should allow the valency of an impmity to be satisfied, leaving the site neutral.
This view was dismissed in 1975 when Speai* and Lecomber reported on the 
deposition of n-type and p-type a-Si:H (Speai* & LeComber 1975). This breakthrough 
was achieved by the addition of phosphine or diboimane to the deposition gases, thus 
doping the a-Si;H either n-type or p-type, respectively and varying the room 
temperature conductivity over 10 orders of magnitude.
At about the same time, it was discovered that a very important feature of this 
material was that it contained significant amounts of bonded hydrogen. Studies of 
sputtered amoiphous Si and Ge, by a group at Harvard (Lewis et. al. 1974), had shown 
marked improvements with the addition of hydrogen into the process (found to be 
present in the films by its characteristic infiared signature). Similarly, this was 
confirmed for glow discharge material (Fritzche 1977). The role of hydrogen, 
although essential, in the production o f low defect photoconductive material is still a 
matter of debate. It is generally tliought the hydrogen bonds to unsatisfied silicon 
dangling bonds, satisfying their bonding requirements and thus suppressing the 
defects. At this point the possibility for the fabrication of thin film electronic devices 
opened-up. Initially, this was limited to a-Si:H solar cells, first made at the RCA 
Laboratories, moving to large area electronics with the report o f the first thin film 
field-effect-transistors (FET’s) in 1981 (Snell et al. 1981). This development lead to 
the inception of a-Si:H devices into a much wider range of applications, including e.g. 
liquid crystal display’s (LCD’s) and radiation imagers.
1.3 Material Structure
The most fimdamental difference between a crystalline and an amorphous 
semiconductor is, as the name suggests, the apparent shapelessness o f the amoiphous 
atomic structure. The atomic structure appears to be largely random, with no 
periodicity and hence no long range order. Periodicity of the atomic structure is 
central to the theory of crystalline semiconductors. Bloch’s theorem describes 
electrons and holes by wavefunctions based on this periodicity. These wavefunctions 
are extended in space with very well defined energy states. The distribution of these 
energy states changes with the changing momentum of the earners. A simple plot of 
these paiameters gives an energy-momentum diagram (E-k). A direct consequence of 
this description is a range of energy levels within the semiconductor which are 
forbidden to the electrons or holes, otherwise known as the band-gap o f the 
semiconductor. The band-gap is formed as a result of the covalent bonding between 
the atoms in the semiconductor, with the energy gap occurring between the filled 
bonding and empty anti-bonding states.
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Figure 1. Energy-momentum diagiam for crystalline gallium arsenide (GaAs), a 
typical direct band-gap semiconductor.
This description allows us to characterise a semiconductor in terms of its band 
stiiicture, giving a detailed picture of the electronic properties of the bulk material. 
Ciystalline semiconductors are usually described, electronically, by an energy- 
momentum diagram (E-k diagram), as shown in figure. 1.
Some of the most important infonnation concerning the electronic and optical 
properties o f the semiconductor is displayed in such a diagram. The size of the band- 
gap of the material is immediately obvious as well as , the detailed structure of the 
conduction and valence bands. The cui'vature of the bands is also important as this 
relates to the effective masses of the electrons and holes, which in turn give an 
indication o f their relative mobilities in the bulk material. The position of the 
conduction band minimum and valence band maximum are also an important feature, 
since this indicates whether the material is direct gap or indirect gap. When the 
maximum of the valence band and minimum of the conduction band coincide at the 
same point in momentum space, (at the gamma (F) point in figure 1), the material is 
described as a direct gap material. When not coincident it produces an indirect gap. 
This becomes significant when a earner attempts to make a transition between the 
bands. In a direct band-gap material the absorption of a photon (of same energy or 
greater than the band-gap energy), usually this allows the promotion of a carrier from 
the valence band to the conduction band. Emission of a photon will allow the carrier 
to fall back to the valence band, hom the conduction band. An Indirect band-gap 
material doesn’t allow such a transition to occur as easily. Such an optical absorption 
or emission process would also require a change in momentum of the caiiier. This 
additional momentum change makes the transition less likely in an indirect band-gap 
material. Indirect gap semiconductors are usually inefficient optical emitters.
Crystalline silicon (c-Si) is one such indirect gap material. In contrast the 
disorder of the amoiphous semiconductors has a profound effect on this aspect o f the 
material band structure making them all effectively direct gap materials. So in its 
amorphous form (a-Si:H) silicon can be regarded as a direct gap material.
The energy-momentum description of semiconductors has been a very useful 
and successful method of determining the electronic properties of crystalline 
semiconductors. It caimot however be used in the case of amorphous materials, as the 
random nature of the structure means that there is a lai'ge uncertainty in the 
momentum (k), due to the amount of scattering of the electrons in a random structure. 
This leads to an alternative description of the amorphous network in which parameters 
such as bonding co-ordination number and position are far more useful to consider 
than momentum.
Structurally, the disorder and bonding stmcture of the a-Si:H has some
profound effects on its electronic properties. Deviations in bond length and angle give 
rise to large band tails on the conduction and valence bands, binning the band edges, 
along with strong localisation of states making conduction of earners more difficult. 
Cunent-induced breaking of bonds can produce defect states in the band-gap, 
increasing the chances of carrier recombination, and impeding carriers further, simply 
by increasing the defect density and hence reducing the quality of the material. The 
existence of varying bonding configurations gives rise to electronically metastable 
defect states.
The following sections of this chapter give a more detailed discussion of the 
electronic, atomic and bonding structme of amorphous silicon. These descriptions 
taken together present a fundamental description of the material and some of its key 
properties.
1.4 Atomic Structure
Despite the disorder in the atomic stiucture, when looked at closely the 
amorphous network shows some similarities with the crystalline structure . The 
covalent bonding in each structme is the same. The valency of the individual silicon 
atoms is also the same (i.e. the number of electrons available for bonding remains 
unchanged). This leads to similar bond lengths, bond angles and the same number of 
nearest neighbour atoms, producing a very similar immediate environment for the 
individual silicon atoms. The picture does break down over the distance of two or 
thiee atomic spacings in the amorphous case thus ending the similarity in structure 
between the two. Figure 2 shows a comparison of the degree of order in a gas, 
amorphous and crystalline silicon as a function of separation. The disorder is related 
to a quantity called the pair distribution function, which is described as R'^ times the 
probability of finding another atom at a distance R fi*om the first atom.
Pair
Distributicn
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Figure 2 Schematic figure showing the pair distribution function for a gas, an 
amorphous and a crystalline material as a function of atomic separation. The figure 
shows the difference in structural order of the three cases (After Street 1991)
Figure 2 shows sharp features in the pair distribution function of the crystalline 
material, denoting a highly ordered structure. At the other extreme the gas shows a 
featureless curve as a result o f its random structure. The amorphous material, while 
showing some general features in line with the crystalline structure, lacks the finer 
detail o f the crystalline material. This suggests that the amorphous silicon has a 
similar local atomic structure to crystalline silicon (c-Si) but that the similarity breaks 
down with, increasing distance.
An early model used to describe the random structure of glasses such as silica, 
introduced the concepts of short-range order (SRO) and long-range disorder (LRD). 
Using these concepts Zachariasen introduced the model of the continuous random 
network in 1932. hr this description a random network of atoms bonded to each other 
replaces the crystalline lattice. Quantitatively the network is determined by the atomic 
co-ordination number, which states the number of neighbouring atoms the individual 
atom is bonded to. Silicon has a co-ordination number of 4, silicon atoms will satisfy 
this bonding requirement in the random network.
Coordination
Figure 3 Random network of a-SiN:H, showing different bonding coordinations.
In a ciystalline stmcture any atom which is out of place or missing is a defect. 
However in a random network the only stmctural feature o f the network is the co­
ordination number of the different kinds of atoms. So when an atom has more or less 
bonds than its co-ordination number allows, a co-ordination defect is formed. Thus 
the random network can only produce one kind of defect.
The random network description o f a-Si:H indicates that atoms of different 
atomic co-ordination can easily be accepted by the network, satisfying their bonding 
needs. For doping to work, impurity atoms are introduced into the material which 
bond leaving the valency of the impurity imsatisfied, making it electron-rich (n-type) 
or electron-deficient (p-type) depending on which chemical grouping the impurity 
atom is from (i.e.: 3 or 5). For this reason it was ai'gued that any amorphous material 
would never be able to be doped either p or n type, as the bonding needs of any 
impurity atom should always be accommodated. Overcoming this hurdle in the 
development of a-Si;H was crucial to its use as a general good-quality semiconductor 
material. The argument against substitutional doping , which was very strong, is 
described in more detail in the next section. The problem was overcome in 1975 
(Spear & LeComber 1975) by adding phosphine or diboimane to the deposition, 
producing n or p type a-Si:H respectively.
1.5 Bonding, the 8-N mle
As suggested in the previous section atoms of different co-ordination numbers 
to silicon can easily have their bonding requirements satisfied in the random network. 
This feature was explained in 1969 by Nevil Mott (Mott 1969) and has become known 
as the “8-N” rule. Most amoiphous semiconductors bond covalently. The electron 
interaction splits the valence states into bonding and anti-bonding states, where the 
bonding states have a lower energy than that of the isolated atom. According to the 
Pauli exclusion principle, the maximum occupancy of bonding states will minimise 
the energy, producing the most satisfactory bond. Silicon has four valence electrons 
which combine to give four SP^ orbitals each containing two electrons, an electron 
from each atom. If the amorphous silicon is doped with atoms of different valencies 
they may have more or less than four valence electrons. Following this exclusion 
principle the maximum niunber of electrons possible will be paired in bonding 
orbitals leaving the anti-bonding states empty. Any electrons left over will be paired in 
non-bonding states, possibly in the band-gap. In this way the random network is able 
to accommodate atoms of varying co-ordination number. It also implies that any 
excitation of the electrons will change the occupancy and hence possibly the co­
ordination number of the atom in question.
1.6 Electronic Structure
The loss of k conservation in the random network sti*ucture o f a-Si:H slightly 
simplifies the electronic structure of this material. The material has to be described in 
terms of its density of states, where the density of states is shown as a function of 
energy. This gives a basic picture of the material’s band-gap, the general shape of the 
conduction and valence bands and the distribution of defect states within the material. 
The latter is probably the most important information contained in this description 
directly affecting any electronic properties of the amoiphous material, with any 
electronic conduction effectively being directly controlled by the defects present and 
their distribution through the structure.
The veiy nature of such a random structure would suggest that there would be 
no discernible band-gap in any amorphous material. However, Weaire and Thorpe
showed in 1971 (Weaire 1971 and Thorpe & Wearie 1971) that the bands were most 
strongly influenced by the short-range order i.e.; the immediate atomic environment.
Using a tight-binding Hamiltonian, the effects of topological disorder but not 
bond angle or length (disorder) were considered. The Hamiltonian used is represented 
in equation 1.
Where the atoms of a tetrahedrally coordinated structure are labelled by i and 
the bonds by j  , and the localised orbitals represent the sp^ hybrid orbitals on each 
atom. Matiix elements Vi are intrasite and Vi aie nearest neighbour intersite 
interactions. The interactions beyond nearest neighbours are assumed to be zero. 
When Vi and V2 are taken as constant (i.e. zero quantitative disorder) over the entire 
infinite structure, it can be shown that ranges of the ratio V 1/V2 exist for which the 
electronic structure separates into valence and conduction bands with an energy gap 
between. Thus even with the loss o f long range order in a simple model an energy gap 
can exist. This was one of the first demonstrations that short-range-order can 
dominate the electronic structure and yield an energy gap.
It is this approach to the description of a random network that gives rise to the 
current description of the electionic structure of an amorphous material, shown 
schematically in figuie 4. This figure schematically shows both the conduction and 
valence bands including tlieir band tails and the distribution of defect states in the 
band-gap. The dashed lines show the positions of what would be the band edges of a 
crystalline stmcture. Although cmde as compared to a similai* diagram for a crystalline 
structure it does provide a working description of the random network which is readily 
interpretable.
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Figure 4 Density of states diagi am for a-Si:H, showing the valence and
conduction band-tails and the band gap defect density, of dangling bond defects.
As stated in the material structure section of this chapter the only type of 
defect to occur in this random network is co-ordination defects, which usually give 
rise to broken bonds in the network which remain unsatisfied. These are shown in 
figure 4 as the mid gap defect states. As this figure shows, there is no exact energy at 
which each occurs, but rather a broad distribution of energies. The broadening of the 
conduction and valence band edges, shown as the band tails, is a direct reflection of 
the random structure as this is caused by the variation in bond angle and length within 
the network.
1.7 Electronic Properties
As mentioned in the material structiue section, the energy-momentum diagiam 
description of a semiconductor relies on the momentum being known for each 
electron for extended periods of time between scattering. This is possible because the 
Bloch solutions, for the electronic states, o f Schroedinger’s equation depend directly 
on the periodicity of the crystal lattice. The periodicity allows a constant phase 
relation between different lattice sites, allowing the wavefunction to extend 
throughout the crystal with a well-defined momentum (k). This enables the energy 
band to be accurately described by the energy-momentum diagiam, the curvature of
11
which also defines the caiiier effective mass. These solutions to Scliroedinger’s 
equation do not apply to amorphous materials, because they are not periodic. In fact, 
the disorder of the amoiphous network is strong enough to cause repeated scattering. 
The scattering leads to the wavefunction losing its phase coherence rapidly over one 
or two atomic spacings (illustrated schematically in Figure 5).
ti
Figure 5 Schematic depiction of an extended and a localised state in an 
amorphous material, compared to an extended crystalline state.
Figure 5 also illustrates how the wavefunctions can be localised in an 
amoiphous network. However, the most important result of the random network 
stmcture is the strong scattering of the electrons which gives rise to the large 
uncertainty in the momentum (k) of the electrons. According to Heisenberg’s 
uncertainty principle ;
A/c = (2)
When A x becomes small
V  » /c
where k = momentum, A k = uncertainty in momentum, A x = scattering length, ao = 
interatomic spacing and fi = Planck’s constant / 2ti.
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When the scattering length is about the order of one atomic spacing, the 
uncertainty in the momentum becomes approximately equal to the momentum. Thus, 
as the uncertainty in the momentiun increases the conseiwation of momentum is no 
longer a restriction on electronic transitions and is therefore less important as a 
quantum number. The loss of k conservation makes an energy-momentum 
representation of the band structure redundant. A second consequence is introduced by 
the increased scattering, namely the mobility of the cairiers are reduced. These 
consequences have wider implications in the electronic conduction properties of the 
material, which aie discussed next.
1.8 The Mobilitv Edge
Much of our understanding of the conduction bands of amorphous materials 
comes from a classic paper by P.W. Anderson (Anderson 1958). This was titled “ The 
absence of diffusion in certain random lattices ”. Its main result is summaiised in 
figure 6, where the potential energy of an election in a lattice is represented by V (x), 
and Vo is the disorder potential. In case (a) Vq = 0, while in case (b) Vq has some finite 
value, and B is the bandwidth without disorder.
In the amorphous case (b), the depth of the wells are spread randomly over a 
range of energies Vo . If B is the tight-binding bandwidth in the absence of disorder, 
then Anderson showed that, if  Vo /B  > (Vo / B)criticai then all the states in the band are 
localised. The critical value of Vo / B where localisation occurs was shown to be ~ 3 
for a 3D lattice.
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( a )  Crystalline
V (x)
Vo
N(E )
( b ) Amorphous
Figure 6 Anderson model of potential wells in (a) crystalline and (b) amorphous
structures, (after Anderson 1958)
Each eigenstate is localised at some point in space, falling off exponentially 
with distance from that point. The decay rate varies with energy in the band and tends 
to zero as Vo / B tends to the critical value. If the states are localised, then an electron 
can move from one state to another only thiough thennal activation, for instance, by 
the assistance of a phonon. If Vo / B were less than the critical value, a tail to the band 
would still exist and states in the band tail would still be localised (Mott & Davis 
1979). For a rigid lattice, localised states would be sepaiated from non-localised states 
by a sharp energy Ec, electrons with energies below Ec would be able to move only by 
thermal activation, while those with energies above Ec would have an unactivated 
mobility. For this reason the energy Ec has been named the “ Mobility edge “ (Cohen, 
Fritzche & Ovshinsky 1969). This is essentially the basis of the model of amorphous 
semiconductors as laid out by Mott and Davis (Mott & Davis 1979), and is 
summarised in figure 7.
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Figure 7 Density of states for the conduction band of an amorphous material 
showing the position of the mobility edge (Ec).
Regions (a) and (b) respectively represent the localised and extended states separated 
by the sharp energy change laiown as the mobility edge (Ec), which in practice is 
broadened by the effect of phonon interactions on the scattering time. The energy of 
the mobility edge does depend on the degree of disorder but is typically between 
0.1 eV and 0.5 eV, from the mobility edge, for most amoiphous semiconductors. 
Above these mobility edges the carrier mobility for holes and electrons is reduced by 
the disorder of the network, due to repeated scattering. For weakly scattered carriers 
the carrier mobility p is given by
(3)
where t  = scattering time, L = mean free path, e = electronic charge and m = mass of 
canier.
To give an idea of the magnitude of the mobility of a-Si:H ; at room temperature the 
electron mobility of crystalline silicon is ~ 1000 cm^ V '  s'^  whereas the electron 
mobility in the amoiphous case is reduced by disorder to ~ 2-5 cm^ V’  ^ s'^.
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1.9 Conduction
The distinction between localised and extended electronic states is one of the 
flmdamental concepts in the study o f amoiphous semiconductors. At zero 
temperature, earners in extended states are conducting, but in localised states are not. 
As stated above the defining point between extended states and localised states is 
known as the mobility edge. This also separates the type of conduction, which occurs. 
Above the mobility edge is extended state conduction, as in ciystalline 
semiconductors. Below the mobility edge various types of hopping conduction occur. 
Increasing the defect density in amorphous materials can malce the hopping of earners 
between states a more significant conduction process. Metallic-like conduction could 
occur if  the Fermi energy were higher than the mobility edge and in the extended 
states. Metallic conduction has not been seen so far in a-Si:H because none has been 
produced where the Feimi level is above the mobility edge; even when doped, the 
Fermi level has never come closer than 0.1 eV to the mobility edge.
The following is a very brief summary of the three main conduction 
mechanisms thought to occur in amorphous materials; a much more in-depth 
explanation of each may be found in “ Electionic processes in non-crystalline 
materials ” by Mott and Davis 1979. A detailed discussion of current transport in a- 
SiN:H thin film diodes, which is the main topic of this thesis, can also be found in the 
following chapters. But for now here is a very short summary of the thiee processes 
(also summarised in figure 9) ;
1.9.1 Extended State Conduction:
This is achieved by the thennal activation of carriers from the Fermi level (Ep) to a 
point above the mobility edge
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1.9.2 B and Tail Conduction:
Below the mobility edge the states aie localised and non-conducting at zero 
temperature. However any increase in temperature allows earners to hop from state to 
state, to give a hopping conduction in the band tail.
1.9.3 Hopping at the Feimi Level:
This foim of conduction is very weakly temperature dependent and normally only 
occurs at low temperatures. It is a combination of carriers tunnelling between 
localised states at the energy of the Fermi level (Ep), combined with a small amount of 
thermally activated hopping o f earners between states within a small energy of Ep . It 
is often analysed using Mott’s famous law (Mott 1968), which describes the 
temperature dependence of the process.
Extended State Conduction
Band Tail Hopping
Energy
Hopping at Ej
Density o f States
Figure 8 Schematic representation of the energy levels at which several current 
transport mechanisms, in a-Si:H, occur.
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1.10 Growth Methods
The main features of the a-Si:H sti'ucture are defined at the time of giowth and 
depend on the details o f the deposition process. The best films (i.e. having a low 
defect density), are suiprisingly independent of the growth conditions once optimised 
for low defect density films. Rather the electronic stmcture and hence properties are 
more strongly influenced by the defect reactions which occur after the growth process 
has ended. This section deals with the two main growth methods, that of plasma 
enhanced chemical vapour deposition and the lesser used deposition technique of 
reactive sputtering. Also discussed is the nature of the giowth reactions responsible 
for the final amoiphous silicon and the role of hydrogen in passivating the defects 
present, producing electronically superior films.
1.10.1 Plasma Enhanced Chemical Vapour Deposition (PECVD)
Reactor 
chamber 
( 0.1 torr ) Substrates for 
deposition
Gas flow controllers 
( Silane, Nitrogen etc )
Pump
R.F.
Power
Source
Heater
Figure 9 Schematic representation of a PECVD reactor, used in the deposition
of a-Si:H and its alloys (i.e. a-SiN:H, a-SiC:H).
The deposition of the a-Si:H films is achieved in this method by the decomposition of 
silane gas (8 % ). To this, reaction gases such as nitrogen or dibormane are added to
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produce alloying or doping as required. In the absence of the rf  plasma, the silane does 
not decompose until a temperature of about 450 is reached. At such temperatures 
polycrystalline or even epitaxial silicon may be grown, but for amorphous silicon to 
be produced the temperature must be maintained below ~ 550 ^C, without the aid of rf  
energy. Amorphous films grown in this way are usually of very poor quality, having 
high defect densities, as the temperature is too high for hydrogen to be retained. The 
retention of the hydrogen is thought to be an essential part of passivating the 
numerous defects present. The best a-Si:H material is grown at a temperature between 
200 and 300 at a rate of ~ 1 to 10 angstroms per second. This method relies on the 
dissociation of the silane gas by the use of a radio hequency induced plasma, first 
used by Chittick et al. in 1969. The plasma can be maintained with an optimum 
pressure of ~ 0.1 Torr. Unlike Chitick’s first reactor design, which was inductively 
coupled, most modem reactors are capacitatively coupled, as shown in figure 10.
The size and relative simplicity of the reactor design makes this technique well 
suited to depositing large aieas of a-Si:H and its alloys both quickly and efficiently. 
This is a large advantage over the slower growth rate and more precise requirements 
to achieve epitaxial silicon. The most important factors in controlling the deposition 
and hence the type of film produced ar e gas pressure, flow rate through the reactor and 
the rf power. The gas pressure determines the mean free path of the molecules, which 
determines whether the reactions are at the growth surface or not. The gas flow rate 
controls the amount of time each species of molecule is resident in the reactor. 
Control of the film growth rate is determined by the RF power supplied. Finally the 
substi ate temperature can be changed to change the chemical reactions on the growing 
surface.
1.10.2 Reactive sputtering
Reactive sputtering can also be used to gi'ow a-Si:H. This teclinique is not so 
commonly used as PECVD. In this method a silicon target is sputtered, usually with 
argon ions in the presence of hydrogen. The sputtered silicon reacts with the hydrogen 
in the plasma to form SiHx radicals, from which deposition takes place. The actual 
deposition of the a-Si:H occurs in much the same way as in the PECVD teclinique, 
producing films of similar quality.
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1.11 Growth mechanisms
In this section a veiy brief summary is given of the processes occumng at the 
giowth surface in the PECVD technique, in order to illustrate the complex nature of 
the chemical reactions which produce the giowth of the finished a-Si:H and its alloys. 
The chemical and physical processes taking place at the growth surface are very 
complex, which makes it difficult to identify the dominant reaction path that leads to 
the deposition of a-Si:H. As well as energetic collisions in the plasma ionisation, 
excitation of the gas molecules also occurs, but neither directly cause the growth of 
the film. The dissociation of the silane plays a much more important role. Certain 
types of dissociation require lower energies than others (Knights 1979) and so maybe 
favoured, such as;
SiH4 => SiHz + Hz (2.2 eV)
SiH4 => SiHa + H (4.0 eV)
SiH4  => Si + 2Hz (4.2 eV)
The energies quoted show the energy that must be added to make the different 
reaction products. Due to the very short mean free path of these molecules in the 
reactor more collisions occur during diffusion on to the growth surface, causing 
secondary reactions to occur which fiirther complicate the understanding of the 
growth. Analysis of the reactor exhaust has confirmed the presence of the larger 
molecular species. Absolution of such fragments, onto the growth surface along with 
the release of such fragments also complicates the picture. A summary of the 
processes occurring at the growth surface can be seen in figure 10 (after Gallagher 
1986).
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Figure 10 Schematic of possible processes occurring in a-SiN:H
at the giowth surface.
However, a crucial step in the growth process does seem to be the release of 
hydrogen in one way or another, because a surface, which has been terminated by 
hydrogen (Si-H), would not be able to absorb SiHs radicals and so no Si-Si bonds 
would be foimed. The formation of Si-Si bonds may occur when the hydrogen has 
been removed leaving an un-terminated bond behind. Hydrogen can either be stripped 
away from the surface by ions, radicals or it can be theimally excited. A dynamic 
balance needs to be achieved during deposition to produce good quality films. If too 
much hydrogen is removed, many bonds will be left un-tenninated, producing a veiy 
defective material. If too much hydrogen remains then further giowth will stop as all 
bonds will then be terminated. The relatively high mobility of hydrogen within the 
amoiphous network also means that even after an unsatisfied silicon bond is left 
beneath the growth surface, some hydrogen may diffuse to it, thus terminating the 
bond and helping to reduce the defect density.
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1.12 Applications and Devices
The main advantages of an amorphous semiconductor, particularly a-Si:H, 
over its crystalline counterpart are the ease and relatively low expense of the 
deposition process, and the ability to deposit unifonn films over laige areas. Despite 
the relatively poor electrical properties of the material, it has won out over ciystalline 
materials in large area use. The following is a short summary of the more successful 
applications of amoiphous silicon and some of the devices used in the applications. 
The large area advantages of a-Si:H have defined the development of its applications 
and devices. The devices used are generally already well established in applications 
using crystalline semiconductors. The structure of the devices has often had to be 
changed slightly, to adapt to the thin film nature of the amorphous structures used e.g. 
in thin film transistors, P-I-N diodes and thin film diodes (metal -  semiconductor -  
metal). These are the devices used and discussed in this thesis.
The very first and simplest use of an amorphous semiconductor was in 
xerography, with amorphous selenium being used as a photoconductive material in 
1956. Amoiphous silicon took much longer to develop as a useful photoconductive 
material. Using a simple film on a substrate structure Shimizu (1985) and Pai (1988) 
demonstrated its usefulness. Solar cells and radiation imagers are also based on 
amorphous silicon, with the device structure for both applications being similar, as 
both use P-I-N diodes. The first a-Si:H solar cells were reported by Carlson & 
Wronski in 1976 with operating efficiencies of around 2 to 3 % . This has been 
considerably improved to about 14 % in the years since. Amorphous silicon is also 
extensively used in the production of liquid crystal displays (LCDs). Here the a-Si:H 
is used to make thin film diodes (TFDs) and thin film transistors (TFTs) which are 
used to control the polarisation of the liquid crystals locally, thereby varying the 
amount of transmitted light through the display. To make this system more effective 
for a display, an active matrix array o f pixels is used. Each pixel is then driven by just 
one of the many TFTs or TFDs in a large array, all connected by data lines for 
addressing (Snell et al. 1981). A similar set up is used in the more modem radiation 
detectors. Here the pixel size relates directly to the resolution of the image and the 
different positions of the pixels provide the spatial resolution. However, in this 
application the pixels are P-I-N diodes and the data lines are used to read the
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incidence of ionizing radiation, and so form the image (Perez-Mendez et al. 1989).
In summary, this introduction has outlined the historical context of amorphous 
semiconductors and, in particular, hydrogenated amorphous silicon. An overview of 
the structural and electronic properties of amorphous materials has provided a basis 
for the introduction o f important concepts such as the random network model, the 
density of states description of the electronic structure, and the idea of a mobility 
edge. The importance o f defects in the material and the use of hydrogenation to 
passivate the defects and so produce good quality semiconducting material, is 
highlighted. Defects, and hydrogen passivation of them, play a central role in the 
dominant conduction mechanisms of hydrogenated amorphous silicon. Hydr ogenation 
of amorphous silicon and the ability to substitutionally dope the material have been 
the major keys to making this material a useful semiconductor. Finally, several 
important applications of hydrogenated amorphous silicon have been discussed 
briefly, to give an overview of the advantages o f the material.
1.13 Project Aims
The aims of this work were three fold: firstly to provide a more rigorous test of 
the Poole-Frenkel model used to explain current transporf through the defect band of 
the a-SiNx:H thin film diodes used; secondly to show that the bulk-controlled 
transport through the induced defect band was due to the movement of holes via 
dangling bond defect states and not the movement of electrons, and thirdly to 
complete the description of cuixent transport through the induced defect band by 
determining the low temperature transport mechanism present.
Chapter 4 addresses the first aim of this work by analysing the data using a 
model due to Shannon (Shannon & Annis 1995). The data, when fitted to this model, 
highlighted the need to modify the model to account for the reduced mobility of the 
carriers compared to that predicted using a conventional Poole-Frenkel mechanism. 
Further information was then extracted from the model to determine the activation 
energy of transport through the induced defect band.
The use of sample structures fabricated on both p- and n-type crystalline 
silicon substrates cleaiiy shows, as described in chapter 5, that current transport 
tlirough the defect band is indeed due to the movement of holes and not electrons.
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In chapter 6 the low temperature transport mechanism was considered to be 
one of two low temperature hopping mechanisms. Although the data were unable to 
clearly distinguish between these mechanisms the defect density and temperature 
range considered pointed towards variable range hopping as the likely dominant 
mechanism. Assuming variable range hopping to be dominant at these low 
temperatures the cunent transport through the defect band can then be described over 
the full temperature range considered using only two transport mechanisms, namely 
Poole-Frenkel conduction and variable range hopping.
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2 Theory: Conduction Mechanisms in 
a-SiNv:H
2.1 Introduction
The main focus of this chapter is the transport mechanisms that occur in the 
defect band present in hydrogenated-amoiphous silicon-nitride (a-SiNxiH) thin film 
diodes (TFD) after cunent stressing. The following sections will describe the tliree 
main conduction mechanisms present in the TFD’s The first, for comparison, is a 
description of the dominant transport mechanism present in these devices before any 
additional defect states are introduced into the material to fonn a defect-band. The 
other conduction mechanisms are all various fonns of impurity conduction which rely 
on carriers hopping from one defect / impurity site to another. The second section is 
an account of the conduction mechanism which dominates once a defect-band has 
been introduced by creating sufficient numbers of dangling bond defect states in the 
band-gap via stressing. This is described as Poole-Frenkel conduction which is 
prevalent at around room temperature, and which involves the field assisted emission 
/ hopping of carriers from a neutral defect state to a nearby ionized state. The third 
section describes the dominant low temperature conduction mechanisms present in 
such an amorphous material. Such conduction is usually a combination of thermally 
activated hopping of carriers and tunnelling between localised stated within the band- 
gap usually at or near the Fenni level. A brief outline of the model used to describe 
the method of dangling bond defect foiination is also included, as this is the 
mechanism thought to be responsible, diuing stressing, for the foimation of a defect- 
band in a-SiNxiH.
The theoretical descriptions of conduction in amoiphous silicon, introduced in 
this chapter, are used to develop a more specific description of the cuirent transport 
occumng in a-SiNx:H TFD structures and, in particular, to describe the cunent 
transport mechanism responsible for the increased conductivity shown in the material 
when the defect-band has been induced into the band-gap. Conduction in amorphous 
silicon is not usually a straightfoi-ward matter. As outlined in Chapter 1, conduction in
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amorphous silicon and its alloys can be reduced to essentially three processes; a) 
extended state conduction b) hopping in the band tails and c) hopping at the Feimi 
level. A more comprehensive description of each may be found in Mott & Davis 
(1979). Work done by Sze (1967) showed that under certain circumstances current 
transport, in the fonn of field-assisted hopping of earners, can dominate. The 
mechanism is known as Poole-Frenkel conduction, usually associated with pre- 
electronic breakdown of semiconductors and insulators.
The thin film diode stmctures described here are metal-semiconductor-metal 
stnictures with a-SiNx:H as the semiconductor material. The addition of nitrogen to 
the a-Si;H not only changes the band-gap o f the material but also increases the defect 
density and hence the disorder presents. The exact level of defects in the material, as 
we will see, play a crucial role in deteimining the dominant current transport 
mechanism in a-SiN:H. Nomially cunent transport through this stmcture is barrier 
controlled (thermionic emission of earners over the Schottky banier). It has been 
reported, however, that prolonged cunent stressing gives rise to the fonnation of a 
metastable defect band within the band-gap of the a-SiNxiH , through which earners 
may “ hop ” between charged defect states in a manner consistent with Poole-Frenkel 
conduction. This conduction has become known as 
Cuirent Induced Conductivity (C.I.C), (Shannon & Annis 1995). With the formation 
of such a defect band comes an increase in the current passing through the diode and a 
reduction in the activation energy. This is attributed to the changing of the dominant 
conduction mechanism from thermionic, barrier-controlled, emission to field- 
enlianced emission between defect states in the bulk of the a-SiNx:H. The bulk- 
controlled transport is shown , in chapter 5, to be associated with the movement of 
holes tlu'ough the bulk defect band. With thermal amiealing of the diodes the current 
stressing is a reversible effect, and thus can return the cuirent-voltage characteristics 
of the diode to that of a diode in an unstressed state. Although electrically induced, 
the defects induced in the a-SiNx:H are formed in a manner similar to that used to 
explain the Steabler-Wronski effect (1977).
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2.2 Barrier-Controlled Transport
The simple sandwich structure of the a-SiNx:H thin film diodes, (figure 1), determines 
the current-voltage characteristics of a well behaved barrier-controlled device, i.e. the 
transport is well defined and the current increases almost exponentially, under normal 
conditions. The metal contacts act as two simple Schottky contacts, back to back.
Molybdenum 
top contacts
Chromium 
back contact
Glass substrate
Figure 1. Schematic of a typical thin film diode (TFD) structure. Glass substrate 
is covered with a chromium back contact on top of which the a-SiNx:H layer is 
deposited, molybdenum top contacts are then sputtered on to the a-SiN%:H.
In this arrangement the current is always controlled by the reverse bias contact. Here 
the barrier heights are high, so the diode needs to be operated at high applied fields 
before electrons can tunnel through the barriers.
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M etal a-SiNx:H M etal
C o n d u c t i o n
B a n d
Fernii level (Ek)
V n l c n c c  
Band
U n d e r  Hi gh  
R e v e r s e  B i a s
Figure 2 Schematic band diagram of thin film diode under high reverse bias. 
The electron current is represented by Je and the hole cun'ent by Jh.
This high field operation leads to the cuiTent being controlled by thermionic 
field emission through the baniers. Calculations fiom previous work 
(Padovanni & Stratton 1966, Shamion 1977) show that , including image force 
lowering corrections, a good approximate description of the cuirent is given by ;
Jq -  A T  exp<[ kT
a  = kT ôLnJ
(1)
(2)
( 3 )
(Nieuwesteeg et al 1993)
Where Eg is the electric field , k is Boltzmann’s constant, T the absolute temperature, 
e the electronic charge, J is the cuirent density, a  the tumielling constant, Jo the 
reverse saturation current density and A* is Richaidson’s constant.
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In addition there is also a contribution to the current due to quantum 
mechanical tunnelling of carriers through the barrier. Under a high field the shape of 
the potential barrier is modified from a step-like potential to a triangular potential, 
which significantly increases the probability of tunnelling and is illustrated in 
figure 3. This process is found to dominate the conduction at very high fields because 
of the drastically increased probability of tunnelling through the potential barriers 
(Shannon 1977), and the effective barrier height is reduced from (j)b to (j)bn (figure 3).
T u n nelling
M etal
Figure 3 Schematic representation of tunnelling through the Schottky barrier. 
Under high reverse bias, the tunnelling energy can be seen to be lowered (cj)bn).
2.3 Poole-Frenkel Conduction
2.3.1 Original Effect
In Poole-Frenkel conduction carriers in band-gap defect states, under 
sufficiently high electric fields, are swept through the material by hopping. The effect 
is marked by an increase in conductivity under high field and was first observed in 
1938 by J. Frenkel, (Frenkel 1938). This effect is usually associated with pre- 
electronic breakdown of semiconductors and insulators, as shown here in figure 4.
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Applied Electric Field ( Es )
AE,
-4-
Figure 4 Schematic of original Poole-Frenlcel effect, on an isolated defect state.
Here Ea is the trap binding energy, AEa the Change in trap energy and X a is the 
distance from trap centre to banier maximum.
Figure 4 shows the reduction in the potential barrier as a result of the 
externally applied electric field. It is this reduction in the potential barrier which 
allows the material to become conducting under high applied fields, in the manner 
described above. The field dependence of the conductivity then differs fiom that in 
Poole’s law, as discussed below.
Poole’s law gives the conductivity, a  as
cr = o-Q exp{o£:J (4)
From figure 4 we can see that the height of the potential banier is lowered by an 
amount AEa, due to the applied field.
_2
+ ■ SX. (5 )
here xa comes from
sx:
so
which gives
Xa — (6)
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— 2qE^x^ — 2q
With no applied field the number of free electrons is proportional to 
with applied field it becomes
e x p ( d 5 d - ^ l  
I 2kT 1
Which can be approximated as
J  = Jo exp /cT
(7)
(8)
(9 )
(10)
where Eg is the electric field , k is Boltzmann’s constant, T the absolute temperature, q 
is the electronic charge, 8 the permitivity and J is the cunent density.
2.3.2 Shannon’s Treatment (Shannon & Annis 1995)
The original 1938 description, of Poole-Frenkel conduction, considers the 
effect of the applied electric field on an isolated defect state. The following treatment 
considers Poole-Frenkel conduction through a band of induced defects in a-SiNx:H. 
Here Poole-Frenkel is described as the field enhanced emission of earners via charged 
defect states in the bulk of the a-SiNx:H (figure 6). This specific description of the 
Poole-Frenkel mechanism also considers the effect on the baiTier height of two 
adjacent chaiged centres (figure 7), in a manner similar to Mycielski (1961). The 
defect band is formed as a result o f prolonged current stressing of a-SiNx:H, and is 
shown schematically in figure 5.
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Figure 5 Schematic of defect band energy in a-SiNx:H.. The band tail and initial 
band gap defects are shown along with the defect band energy and approximate
density.
In previous models of defect formation (Deane & Powell 1993) the charged 
(+ or-) defect states out number the neutral defect states. The defects, form right 
throughout the band-gap, but neutral defects tend to form at or near the Fermi level 
(shown in figure 6). This restriction limits the number of neutral defects as compared 
to the number of charged defects in the band-gap. Poole-Frenkel conduction relies on 
neutral defect states, as carrier donors, in the movement of charge between defect 
states through the band-gap of the material. This induced defect band is represented in 
figure 5 as the shaded area at and below the Fermi level. It is shown as having a 
higher defect density than the, already present, band-gap defects and being 
concentrated around the Fermi level.
The current path marked by Jhz in figure 6 is the Poole-Frenkel mechanism, 
which, under high reverse bias, is the dominant conduction mechanism
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Reverse Bias
Figure 6 Schematic of Poole-Frenkel conduction in a-SiNx:H. The banier 
controlled hole cunent (Jh) and the bulk controlled current (Ji,;) paths are shown.
A hole from a neutral state (D") hops to a nearby ionised state (D‘), thus 
neutralising that state enabling it to re-emit the hole and so on. The movement of 
holes through an induced band of defects in the a-SiNxiH is therefore responsible for 
the increase in current after prolonged current stressing of the material (Shannon & 
Niewesteeg 1993, Shannon & Annis 1995). This treatment is discussed in more detail 
in the rest o f this section.
The following figure is shown in three parts to clearly illustrate the separate 
components to this Poole-Frenkel description of transport through the defect band. 
Part one shows the effect on the barrier height of two isolated charged defect states, 
while part two shows the effect on the barrier height if those two defect states are 
close enough to interact with each other to cause a Coulombic interaction, thus 
lowering the barrier height. Part tluee of the figure shows the further effect on the 
defect banier height of an applied electric field.
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I Two Isolated defect states
Valaiice Band Edge ( Eys )
Zero Applied Field
Figure 7 (I) Barrier height o f isolated defect state in band-gap, Ey
II Two interacting defect states
Valance Band Edge ( Eyg )
Zero Applied Field
Figure 7 (II) Lowering of potential bamer AEai between two adjacent defect 
states, due to coulombic interaction of states with a charged carrier.
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I ll Two states with applied electric field
Es Applied Field
Figure 7 (III) Effect of applied electric field on interacting defect states. The 
lowering of the potential barrier changes from A E a i to A E a 2. The dashed line shows 
the barrier position before the application of the electric field.
Both the applied field and coulombic interactions of nearby states have an 
effect on the potential barrier height for current transport through the defect band. The 
inclusion of coulombic effects was accounted for by Shannon & Annis (1995). This 
description is more formally described next.
The change in banier height for earners hopping from a neutral state to a 
nearby charged state is AE^ = AE^, + AE^  ^ with
r ^  -2 ^
(11)AE^j -
V J
^ A 2  = +
Atis^ sXx^ - x,X,
(12) 
(13)
’r ^ o V ^ A  ’^ m )  J
where xa is the separation between defect states and x^ is the distance fiom the centre 
of the defect state to the maximum potential banier between adjacent defect states. 
From equation 5 we can write AEa2 as (next page)
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= # A , + g - x j (14)
which can be re-written as
AE^ 2 = 9
J
+ (1 5 )
The expression for the effective barrier potential can be simplified in order to 
determine an expression for the cun'ent density Jh2 , by assuming that Xa »  Xm. i.e. 
that the separation between centres is much larger than the distance from a centre to 
the potential maximum between centres. This gives us the effective bamer height, Ea, 
for transport through interacting defect states under an applied electric field,
r
(16)
(where XA»Xm)
This gives an activation energy which is proportional to Es^ '^  ^and an expression for the 
current density Ji,2 (defined in figure 6) of;
. / / , 2  = 9 ^ %  exp-
/ A T ? ( gE, 1I / 2 VU r j . < ?  J A (17)
This can be rewritten as
V
(18)
(19)
Where p is the Poole-Frenkel coefficient, p* the carrier mobility, N is the number of 
caniers able to escape from traps, (j) =Ea is the trap depth , E the electric field , k is 
Boltzmann’s constant, T the absolute temperature, q the electronic charge, Sr the 
relative permitivity, 8q the permitivity of fiee space and J is the current density.
This expression has provided a good quantitative description of the effect 
known as current induced conductivity (Shannon 1995), With the increase in current 
then due to the induced dangling bond defect states.
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2.4 Hopping
The problem of hopping conduction of charge carriers between spatially 
distinct locations has been studied for a number of years. Due to the growing 
commercial interest in materials such as amorphous silicon and germanium, where 
hopping conduction is usually the dominant conduction process, the interest in 
hopping conduction in disordered solids has increased.
A necessary pre-requisite for hopping transport is the presence of spatially 
localised charge caniers. Several different mechanisms of localisation aie known to 
cause this phenomenon. These are i) Localisation in the small polaron model 
(Tyablikov 1952). This occurs in crystals with a narrow conduction band and strong 
interactions with phonons. ii) Anderson localisation in disordered or amorphous 
materials (Anderson 1958). The lack of long range order gives rise to stationary, 
localised one-particle states, iii) Localisation of electrons in strong electiic fields 
(Wannier 1960). This occurs in narrow band semiconductors in a strong electric field, 
the stationary electron becoming localised.
For a more comprehensive discussion of hopping conduction in solids you are 
referred to “ Hopping conduction in solids”, by Bottger & Bryksin (1985) or 
“ Electronic properties in non-crystalline materials ”, by Mott & Davis (1979). For the 
purposes of this thesis we shall concentrate on Anderson localisation in amorphous 
materials.
The investigation of hopping in disordered systems began with the discoveiy 
of hopping conduction, via impurity states, in doped and compensated semiconductors 
such as germanium and silicon (Mott & Towse 1941, Fritzche & Cuevas 1960).
This work continued with the theoretical analysis of Miller & Abrahams (1960), who 
showed that the dc hopping conductivity can be reduced to a problem of calculating 
the cunent in a random resistor network. In this network the conduction between two 
states is proportional to the hopping probability. They suggested that the dc cunent is 
governed by certain one-dimensional paths connecting the electrodes.
2.4.1 Nearest-Neighbour / Miller-Abrahams Hopping
As is suggested by the name, this was first proposed by Miller & Abrahams
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(1960). It is a form of thermally activated hopping conduction of carriers through 
defect states near the Fenui level. The rate determining process in this conduction is 
the hopping of a carrier from a lower energy state to a neighbouring higher energy 
level, shown as transition 1 to 2 in figure 8.
■4-
R
Figure 8 Hopping between localised states. A distance R and an energy or
W separate the states.
The probability, per unit time, for this to occur depends on ;
a) The Boltzmann factor exp(-W/kT). where W is the energy difference between 
the two states.
b) A factor Vph which depends on the phonon frequency.
c) The overlap of the wavefunctions of the neighbouring states.
This mechanism is characterised by the amount of overlap between the 
wavefunctions of the two states. The amoimt of overlap between neighbouring states 
determines how isolated or localised the defect state is. If localisation is very strong 
then a carrier will jump to the nearest state in space, which accounts for the name 
“Nearest-Neighbour Hopping”.
An expression for the conductivity due to this conduction is obtained in the 
following manner. The number of earners jumping a distance R in the direction of the 
applied field (Eg), is deteimined by:
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i) The number of carriers per unit volume within kT of the Fenui level (Ep), 
given by
Ep),2N(Ep)kTgiven by
2N(Ep)kT
where N(Ep) is the density of states at the Fermi level
ii) The difference in hopping probabilities in the two directions of the jump, 
given by;
exp j- 2aR -  | |  (20)
where Eg is the electric field, R the separation between the states, W the energy 
difference between states, e the electronic charge, k the Boltzmann constant and 
T is the absolute temperature.
The current density J can be obtained by multiplying by both e and R to give
J  = 2eRkTN{E,}j^, exp (-2aR - (21)
For weak fields eREg «  kT, and the conductivity a  then simplifies to give
a  = y ^ = a  = 2e‘R ^N {E ,\j^, exp(-2aR - (22)
A fundamental condition for Nearest-neighbour hopping is that aR  »  1, 
where R is the average distance between nearest-neighbours, Ro the Localisation 
length o f a single state and a  = 1/Ro .
The hopping energy is of the order of the bandwidth
W '  (23)
Nearest-neighbour hopping is only expected if the states are Anderson-localised 
tliroughout the band. In this case, the conductivity includes an exponential term 
exp { -W/kT }, which would then give a 1/T dependence for the conductivity on an 
Arrhenius plot. If however, the factor aR  is comparable to or less then unity, or the 
temperature is sufficiently low then variable range hopping is always expected to 
occur.
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2.4.2 Variable range hopping (Mott 1968 & Street 1991)
A fundamental result of Anderson localisation is that there is no conductivity 
in localised states at zero temperature. Transitions between localised states at 
temperatuies slightly higher than zero may, however, occiu*. This results in Hopping 
conduction at or near the Fermi level, which is then limited by the probability of 
hopping from one state to another. This is illustrated in figure 8, which shows two 
possible cases, hopping from state 1 to state 2 (Thennally activated) or the reverse 
fi'om state 2 to state 1 (Depends on separation only). The cases take the fonn of;
\ - 2 R  w ]/> ,= « „ e x p |-^ -----— I f o r W > 0  (24)
P2 , = Cù^ e x p j - ^ j  for W < 0 (25)
where R is the separation between the states, Ro the localisation length of each state, 
W the Energy difference, cOo the phonon frequency and exp {-2R/Ro} is the 
wavefunction overlap of the two states considered.
Hopping transport is another situation in which the random distiibution of 
states is critically important, deteimining most of the obseiwed physical effects. The 
calculation of the conductivity is difficult because an electron only contributes to the 
dc conductivity if  it has a path right thiough the sample . The hopping rate between 
two sites is largest for the closest states but this does not contribute to the conductivity 
if there are no other close states.
The average conductivity is dominated by the least probable hop in a path 
rather than the most probable hop in that path. Also if the band of localised states is 
wider than kT, which is often the case, then there is a trade-off between hopping to a 
close state with higher energy or to a more distant state with a similar energy. This 
model was first proposed in 1968 by Mott and is termed “ Variable Range Hopping”, 
since the average hopping distance is not constant and decreases with increasing 
temperature. The model assumes a unifonn density of states N(Ep) that extends more 
than kT either side of the Fenni level. The conductivity is dominated by hops between 
states at the average separation and hops which require thermal excitation within an
41
energy W of the Fermi level.
The density of states is given by N(Ep)W and the average separation R, varies as 
{N(Ef)W}-'"
This means a laiger value o f W results in a smaller value o f R.
The largest contribution to the conductivity occurs when the hopping rate exponent 
{ 2R/Ro + W/kT }, is minimised. This occurs when
~  {ât(£ ^ }
and leads us to an expression for the cuiTent density
T
here A and Joh are defined as
(29)
N(Ep) is the Density of states at the Fermi level, Ro the localisation length, k is 
Boltzmann’s constant and N the number of carriers per unit volume.
The states at and around Ep are formed from defects so the conductivity varies 
with defect density. The hopping conductivity is small but weakly temperature 
dependent and consequently this mechanism tends to dominate at the lowest 
temperatures. The conductivity follows a characteristic T ’^ "^ law rather than Arrhenius 
behaviour.
2.5 Defect Foimation
The lack of long range order in a-Si:H and its alloys leads to a description o f 
the material based on short range bonding interactions rather than, as in the crystalline 
case, on long range order. The similarity between covalent silicon bonds in 
amoiphous and crystalline material gives a similar overall structure with comparable 
band-gaps etc. However, the bonding disorder in the amorphous material directly
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effects the material’s electronic properties. Deviations in bond angle and length give 
rise to the band tails obsei*ved experimentally, as well as, strong earner scattering and 
electron and hole localisation. Structural defects such as broken bonds produce 
electronic states within the band-gap. Alternative bonding configurations are 
responsible for producing electronically induced metastable defect states.
The material under discussion in this thesis, a-SiNx:H, has nitrogen included in 
order to widen the band-gap. One side effect of this is to increase the number of 
dangling bond defect states, because of the increased disorder due to adding the 
nitrogen. This leaves more Si bonds unsatisfied or un-passivated with hydrogen, thus 
increasing the defect density in the band-gap of the as grown material. The effects of 
defects in amorphous silicon and its alloys have long been known. Much of the early 
work on these materials involved attempts to drastically reduce the defects present, so 
that device-grade material could be obtained. This was achieved in the early 1970’s 
with improved growth teclmiques and the introduction of hydrogen into the growth 
chamber during growth, passivating unsatisfied Si dangling bonds and hence reducing 
the defect density.
In 1977 Staebler & Wronski observed reversible conductivity changes in their 
a-Si solar cells. It was observed that the conductivity of the material was degraded 
after long exposure to light. They were able to reverse this effect by annealing the 
samples above 150 °C, which returned the conductivity to its original level. Somehow 
metastable defect states were being generated, in the band-gap, and acting to degrade 
the conductivity o f the material by ti apping charge carriers. This effect clearly points 
out the sensitivity of the conductivity to the defect density and how introducing these 
defects can effect large changes in the conductivity. The defect formation process is 
shown in figure 9.
The effect is explained (Stutzmann, et. al. 1985) by the breaking of weak Si-Si 
bonds as a result of the energy released by the recombination o f electron-hole pairs 
across the band-gap. Although the description is simplistic and hydrogen diffusion 
probably occurs after the breaking of the bond, it does show that the movement of 
hydrogen plays a key role in the passivation of some, but not all, dangling bond states 
in the band-gap.
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Figure 9 Proposed model for defect creation in a-SiNx :H. The figure shows the 
breaking of weak Si-Si bonds and the passivation of some of the resulting dangling
bonds by hydrogen.
More recent work by Brantz (1998) and Biswas & Pan (1998) modifies this 
explanation to provide a more detailed model and quantitative explanation of the 
effect. A full explanation of this work is beyond the scope of this thesis.
In a-SiN%:H thin film diodes the mechanism of defect creation is similar to that 
described here. The exact cause is however different. Here the injection of electrons 
from the negative contact to recombine with holes from the positive contact causes 
the defect formation (Shannon, Deane , McGarvey.& Sandoe 1994). This injection of 
carriers is provided by heavily current stressing the diode.
In summary this chapter has introduced the conduction mechanisms which are 
responsible for current transport through the defect band induced within the thin film 
diode structures dealt with in this thesis. The formation of this, electrically induced.
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defect band causes the dominant room temperatme conduction mechanism to change 
from thennionic emission of carriers over a Schottky-bamer to Poole-Frenkel 
conduction tlnough the induced defect band in the a-SiNx:H. Although Poole-Frenkel 
is a form of field-assisted hopping conduction, a reduction in temperature changes the 
dominant cuiTent transport mechanism to a weakly temperature dependent form of 
hopping conduction such as nearest-neighbour hopping or variable range hopping, 
both of which are also discussed in this chapter. A key feature that determines the 
dominant transport mechanism, is tire defect band. The defect band is formed by 
electrically stressing the thin film diodes, which leads to breaking of bonds in a 
manner similar to the Steabler-Wronski effect. The breaking of these bonds, in turn, 
leads to the formation of defect states in the band-gap, the density of which will 
determine the dominant conduction mechanism. Although the defect formation 
mechanism is, in itself, the subject of much research it is not central to this thesis, and 
so we include only a short description of it in this chapter, as background to the 
transport investigation undertaken in this thesis.
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3 Experimental Method
3.1 Introduction
The data presented in the subsequent chapters of this thesis are all the result of 
measurements on two different sample types. In this chapter we present those sample 
details and details of the measurement systems used to gather the data, along with the 
method of data aqisition used in each type of measurement.
Essentially two separate types of a-SiNx:H thin film diode samples were used. 
The first was a simple sandwich structure of metal-semiconductor-metal (m-s-m) 
type, where the amorphous silicon nitride is the semiconductor layer sandwiched 
between two metal contacts. Usually molybdenum was used for the top contact and 
chromium was used for the back contact. This entire structure is based on a glass 
substrate. This m-s-m structure was fabricated using two separate band gap values of 
the a-SiNxiH material. The band gap values used were that of 2.06 eV and 2.28 eV, 
(Tauc gap, measured optically).
The second type of sample used was, again, an a-SiNx:H thin-film diode 
deposited structure but this time deposited on to both n/n^ and p/p^ crystalline silicon 
substrates. These samples were specifically fabricated for the work in chapter 5 and 
were used to show that transport via dangling bond defect states in the a-SiNxiH layer, 
at room temp, is by the movement of holes tlirough the defect band rather than 
electrons.
As the phenomena studied in this thesis depend on the formation of a defect 
band within the a-SiNx:H layer, the method and equipment used to induce that defect 
band is explained. Electrical stressing of the a-SiNx:H layer is the method used to 
initiate defect formation; when subjected to this for prolonged periods the defect band 
will form. The stressing is usually bipolar. Both positive and negative D.C. cirrrent 
pulses were applied to the sample via the metal contacts, having set the current 
density level and the repetition rate used.
The chapter then goes on to detail a method of reliable electrical connection 
to the sample contacts. This cormection method was developed to be used with the 
simple m-s-m samples. The temperature range required and the sample contact area
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made gluing or bonding much too difficult. An alternative was needed which also 
satisfied the limited space requirements o f the cryostat chamber.
In the final section of this chapter the measurement equipment used is 
detailed. A large part of the data analysed in this thesis is based on cunent-voltage 
measurements over an extended temperature range. To gather this data two 
measurement systems were used, along with two separate cryostats. Details of the 
system used for the capacitance-voltage measurements, of chapter 5 are also given.
3.2 Sample Details
Two basic sample structures (both supplied by Philips), using hydrogenated 
amorphous silicon nitride, are used thi'oughout tliis thesis. For both structures, 
samples of 2.06 eV and 2.28 eV bandgap material are used. The first stnictui*e is a 
simple m-s-m structure on a glass substrate, which for the second stmcture the a- 
SiNxiH layer is grown on a crystalline silicon substrate. For the crystalline substrate 
samples both p-type and n-type crystalline silicon is used as a substrate. A brief 
summary of these samples is presented in table 1 below.
Sample Sets
M-S-M Samples_______________________ Crvstalline Substrate Samples
n^ Substrate p^ Substrate 
Bandgap 2.06 eV 2.06 eV 2.06 eV
2.28 eV 2.28 eV 2.28 eV
Table 1 Summary of sample structures used, both m-s-m and crystalline 
substrate structures. Each structure was made using both 2.06 eV and 2.28 eV
bandgap a-SiNx:H.
The following sections detail the structures of these samples and include brief 
growth and fabrication details with an emphasis on the deposition of the contact 
metals. Contact deposition and integrity proved, as ever, to be a crucial factor in 
successful device fabrication.
48
3.2.1 M-S-M Samples
Typical thin film a-SiNx:H metal-semiconductor-metal (m-s-m) diodes were 
made on 2 inch square glass plates onto which a Chromium (Cr) back contact layer 
~ lOOnm thick, has previously been sputtered. The a-SiN%:H layer was deposited 
using a technique known as plasma enhanced chemical vapour deposition (PECVD) 
at ~ 300 °C. The a-SiNx:H layer was nominally 65 nm thick, and a Molybdenum (Mo) 
top contact was then sputtered on top of it, through an aligned mask to define the top 
contacts. The top contacts were -190 x 250 pm in size with a gap of -20 to 30pm 
between each diode and were typically -100 nm thick. Figure 1 shows the typical m- 
s-m diode structure described.
La>er
IVfaljbdenum top 
contacts 
(~ 100 nm thick)
Crorrium back 
ContactGass substrate
Figure 1 Schematic of an a-SiNx:H thin film diode fabricated in an m-s-m 
structure on to a glass substrate. Samples of both 2.06 eV and 2.28 eV a-SiNx:H 
materials were provided by Philips Research (PRL).
Although the structure of these devices remains the same, the fraction of 
nitrogen used in the growth was varied to produce two different bandgap material 
samples. The 2.06 eV material has a fraction of nitrogen x, of -  0.4 and the 2.28 eV 
material has x -  0.6. Figure 2, over the page, shows the general structure of a whole 
sample plate containing approximately 300 diodes on a 2-inch square glass substrate.
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Top V iew  o f  2 inch 
sample plate
Croniium back 
/  contact
Individual devices
Figure 2 Schematic top view of a 2-inch sample plate of m-s-m structure diodes.
The diagram shows the edge of the plate with the exposed chromium and the top 
contacts of the diodes packed closely together.
3.2.2 Crystalline Substrate Samples
The crystalline-silicon substrate samples described here are used only to 
obtain the results presented in chapter 5. For these samples two sets of substrate were 
used, the first is of n-type silicon on top of n^-type silicon and the second is of p-type 
silicon on top of p^-type silicon. On top of each substrate a thin film of a-SiN%:H was 
grown using PECVD at a temperature of 250 °C. This layer of a-SiN%:H was ~ 70 nm 
thick; each band-gap (2.06 eV and 2.28 eV) was grown onto a sample of each 
substrate. The 2.06 eV sample proved to be too difficult to successfully stress and had 
to be abandoned.
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Vr Nickel
C-Silicon
Aluminium
Figure 3 Schematic of crystalline silicon substrate samples. The a-SiN%:H layer 
is ~ 70 nm thick and the epitaxial n or p layer is nominally 5.5 pm thick. The figure 
also shows the nickel top contact and aluminium back contact, both of ~ 100 nm
thick.
These samples were grown as a one-off, so it was not possible to have 
molybdenum contacts sputtered onto the samples after growth. However, using a laser 
drilled stainless steel mask, well-defined contacts of nickel were deposited on to the 
sample wafers. The back contacts were simpler as only one blanket-contact needed to 
be deposited. This was done using aluminium as the contact metal and without the aid 
of any special mask. Further details of the deposition method and the materials used 
are given in the next section.
3.2.3 Sample Contacts
One of the most important aspects of device fabrication and characterisation is 
forming good electrical contacts to the device. The same was true of the diodes 
discussed in this thesis; techniques for the fabrication of reliable contacts for the 
diodes had to be established early on. It initially proved problematic to connect to the 
m-s-m diodes on glass substrate with a molybdenum top contact. The main reason for
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this was that these diodes were to be measured in a cryostat, dramatically limiting the 
contacting space available. Many methods of bonding directly to the top and back 
contacts of the diodes were explored, including gold wire bonding, the success of 
which was very limited. The solution finally came in the fonn of the diode clip, 
detailed in section 3.3.1. This provided a good method of contact and was completely 
reliable over the temperatirre ranges to which it was exposed, with little or no 
adjustment needed. Most of the m-s-m, glass substrate diodes were supplied in 2-inch 
glass plates with a few hundred diodes on each. The top contacts were already 
sputtered on by Philips (the sample supplier) and the back contact was already coated 
onto the glass substrate prior to the growth of the a-SiNx:H. The diode clip allowed 
the sputtered molybdenum contacted diodes to easily be used for the temperature 
measurements perfonned.
This was not the case for the crystalline substrate samples. These were 
supplied blank or free of any contacts and so had to have contacts laid down before 
measurements could be done. The evaporation of molybdenum top contacts was 
attempted but met with little success, as the molybdenum was extremely difficult to 
melt and then the rate o f evaporation was almost impossible to control with the 
equipment available. The evaporation was done using a simple Edwards multi- 
cmcible evaporator containing tungsten elements through which up to 20 A of current 
could be passed as the heating source. Evaporation was carried out under high 
vacuum (-5x10'^ toiT), achieved using a rotary / diffusion pump combination and a 
liquid nitrogen cold trap. The thickness of the evaporated metal was monitored using 
a crystal thickness monitor and checked later using a tally-step.
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Stainless Steel 
Mask
Contact Aieas
Figure 4 Laser drilled stainless steel mask, used for the deposition of metal top 
contacts to thin film samples. The mask contained three contact sizes, which were 
7.85x10'^ cm^ 1.96x10'^ cm^ and 4.9x10’^  cm l
Molybdenum was tried first as the contact material, as this has been found by 
the sample suppliers to be the most robust contact to a-SiN^iH, withstanding the most 
extreme electrical stressing and physical conditions. When this failed, an alternative 
method had to be found to provide a reliable Schottky top-contact to the a-SiNxiH. 
The back contact was less important and so blanket coverage of aluminium was used 
to provide simple electrical contacts. Several metals were tried as an alternative to 
molybdenum, including gold, aluminium, chromium and nickel. The most successful 
of those tried was nickel, which proved to be most resistant to the effects of electrical 
stressing, so this was used as a top contact for the crystalline substrate samples. The 
nickel was evaporated onto the sample using the mask shown in figure 4. Aluminium 
was evaporated on to the imderside of the crystalline silicon substrate without the use 
of a mask.
Prior to evaporation, the samples were cleaned and the a-SiN%:H layer was etched 
slightly to remove any oxidation and to provide a good key for the nickel to bond to. 
The etching was a 1 minute dip-etch in 10:1 buffered hydrofluoric acid followed by a 
thorough rinsing in de-ionised water ( -1 0  mins) and dried with nitrogen air jet. The
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samples were then placed directly into the evaporation chamber. Cleaning was 
simpler for the aluminium coating, which required a three-stage-clean process. This 
involve washing the sample in three solvents; trichloroehtylene, acetone and propan- 
2-ol (IPA) followed by a thorough rinsing with de-ionised water ( -  10 mins). The 
duration of exposure to each solvent was always performed in the same ratio of 1:1:2 
(typically 5 mins: 5 mins: 10 mins), giving the IP A enough time to clean off the other 
two solvents. Finally the samples were dried with a nitrogen air jet and placed directly 
into the evaporation chamber.
3.3 Sample Contacts (external electrical connections)
As mentioned in the introduction of this chapter, making good electrical contacts 
to the individual devices on each sample proved to be difficult. The difficulty arose 
fiom the constraints of the cryostat chamber and the problems of bonding to the 
molybdenum contacts. Outside of a cryostat a simple probe station provided good 
connections to the diodes of all samples used. The samples used for these temperature 
measurements were the m-s-m structures on glass substrate with molybdenum top 
contacts. The bottom contact to these devices was a simple matter, as each 2 inch 
sample plate had a large contact edge ( - 2  to 3 mm) left uncovered by a-SiNx:H. This 
exposed the chiomimn back contact, covering the glass substrate, allowing easy 
access. As long as a given section of the original 2-inch sample plate possessed a 
section of the outer edge a back contact could easily be made. The top contact was a 
more difficult matter as the contact area of the diodes was small -250 x 190 microns, 
with only a very small distance between the devices o f -  20 to 30 microns. This made 
manual gluing of a contact, to an individual device, using silver loaded paint or epoxy 
resin impossible as well as very unreliable. Mechanical bonding, such as gold wire 
bonding or aluminium wire bonding, was also very difficult as the molybdenum used 
for the top contacts is generally a very difficult metal to bond to. Many attempts to do 
so failed quickly. This section details the design of the connection method finally 
chosen, i.e. a mechanical clip.
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3.3.1 Diode Clip
The diode clip was designed to enable a contact to be made to the 
250 X 190 pm pixel array diodes. With only ~20 to 30 pm separation between the 
diodes, the tip of the finger probe has to be -100 pm in diameter and positioned very 
accurately before a measurement can begin. The cryostat chamber geometry limits the 
size of any sample which may be used in it to -10x5 mm for use with the diode clip 
and -30x15 mm in the absence o f the diode clip.
Insulating Layer
\
\
8 mm Î /I
External /  
Contacts v,
15 mm
/
Top Plate
  Fixing Screw 
Finger Probe 
^ — Back Contact 
External 
Contacts
__ ^ ----- Back Contact
 ^■—  Base Plate 
Fixing Screws
>  Sample
25 mm
Figure 5 Schematic of Diode Clip Design, showing the very simple mechanical 
design of the clip. The base and top are made from brass, the probe finger from 
stainless steel, the fixing screws are nylon and the insulating layer is compressed 
paper or “Macod” machinable ceramic. The clip has outer dimensions of 15 mm wide
by 25 mm long by 8 mm thick.
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The basic design is shown here in figure 5. The clip was a new design of 
contact we produced specifically for the measurements on the thin film diode 
stmctures described in this thesis. Fabrication of the clip was done by the Physics 
department mechanical workshop (Roger Warren & Willy Shearer). The body of the 
clip is used as a clamp for the contact probe. The base plate and top plate are 
separated by a small insulating layer and the two plates are fixed using nylon screws 
to provide electrical insulation between the plates. Solder pins are housed in both the 
top and bottom plates to provide external contacts for the electrical feed-through's on 
the cryostat sample arm. The probe finger is a short length, -  1.5 cm, o f stainless steel 
wire -0.1 cm in diameter. One end of the wire is mounted in a flat rectangular piece 
of brass. The underside of the top plate of the clip has a recess machined into it, into 
which the mounted end of the wire locates when the clip is assembled. In this way the 
wire which foiins the probe finger is prevented from rolling, the recess is also just 
wide enough to allow for some lateral movement of the probe finger making the 
positioning of the probe much easier. The probe end of the wire is angled down 
towards the base plate of the clip. It is deliberately over-bent, so that when clamped it 
provides the compression necessary to hold the section of sample in position. Careful 
adjustment of the tension in the probe finger was crucial to the success of the probe 
contact. Too much tension and the sample could easily be cracked at low temperature, 
too little and a contact might not be maintained. The probe tip was honed to a round 
point o f -100 pm in diameter. The tip shape was also important and worked best 
when the size of the tip was approximately the same as that of the contact area of the 
diode.
This simple design worked successfully from 400 K to 20 K maintaining a 
good electrical contact throughout the temperature range and over many separate 
measurements. Even after repeated use with many samples, once set at room 
temperature the probe tip never strayed from its intended position. Such movement 
has been known to occur using conventional contacting probes over smaller 
temperature ranges. Samples could also be electrically stressed in-situ, using the clip, 
while mounted on the cryostat sample arm prior to being placed in to the cryostat.
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3.4 Measurement Equipment and Method
The descriptions in this section of the chapter are only meant as a simple guide 
to the equipment used since most, if  not all, of it was standard semiconductor 
characterisation equipment. The measurements done could have easily been done 
using other models or makes of equipment interfaced in a similar or even better way. 
The section talks briefly about each set o f equipment used and includes any 
algoritluns or methods used, the results obtained from each measurement are the 
subjects of subsequent chapters. Current stressing of the diodes is described first as 
this is the main tool for inducing the defect band within the a-SiN%:H thin film diode 
structure. Stressing is then followed by descriptions of the two basic measurements, 
current-voltage-temperature and capacitance-voltage measurements. The cunent- 
voltage-temperature measurements were ruade using three separate equipment 
configurations, this was necessary partly due to convenience and partly due to the 
limitations of each equipment configuration as will be seen.
3.4.1 Diode Stressing
In order to achieve the necessary defect density in the a-SiNx:H diode to 
produce the ciuTent induced conductivity, the diodes need to be electrically stressed. 
The energy from the electron-hole recombination as a result o f the stressing causes 
the breaking of weak Si-Si bonds, leaving dangling bond defect states in the band 
gap. The stressing is done with a probe station and an in-house pulse generator. The 
pulse generator was capable of producing variable amplitude squar e voltage pulses of 
both positive and negative polarities, these could be timed to alternate their 
application to the device. The application o f the current stressing had to be performed 
after any heat treatment o f the diodes such as aimealing or curing of contacts since 
these induced defects are easily annealed out at temperatures -150 to 200 °C.
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The stressing is done using bipolar current pulses. The 2.06 eV material 
required a current density of ~5 A/cm^ to induce the defect fonnation process. The
2.28 eV material required a lower level of -1  A/cm^ due to the higher degree of 
disorder already present in this material. The width of each pulse was 
-100 microseconds and were applied at a repetition rate of -2.5 kHz. The positive 
pulse had a width o f -100 microseconds on-time and -300 microseconds of o f f  time 
(OV). The negative pulse would be the same shape but the timing would be delayed so 
that there is an off period o f 100 microseconds before the first negative pulse is 
applied. The 100 microsecond off-time was included to help prevent device heating.
3 0 0  m icro seco n d s  
-# ►-
100 m icro seco n d s
Figure 6 The diagram simply shows the shape of the cuiTent pulses applied to 
the diodes, using the stressing equipment shown in figure 7, in order to induce a 
defect band in the a-SiNxH. The duration of the applied stressing was used to control 
the strength of the defect band and hence the final conductivity o f the diode.
The duration of the applied stressing controlled the strength o f the induced 
defect band and in-tum the conductivity o f the diode. The conductivity of a stressed 
diode initially decreases after very short stressing times o f -  1-2 mins, after this the 
defect density increases and bulk-contiolled transport begins to dominate so the 
conductivity of the diode increases.
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Figure 7 Current Stressing equipment, including the in-house pulse generator, a 
simple probe station and oscilloscope. The pulse voltage level was monitored with the 
oscilloscope and manually adjusted with the pulse generator. The duration of the 
current stressing was varied from ~1 min up to ~90 mins, to be able to increase the 
defect density and hence the strength of the induced defect band.
The conductivity of the diode would change during stressing which meant that 
the voltage of the stressing pulses had to be constantly adjusted so as to maintain a 
steady current density level. This adjustment was performed manually using the in- 
house pulse generator, which allowed such an adjustment to be made, while 
monitoring the pulse voltage level with the scope. The equipment used is shown 
schematically in figure 7.
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3.4.2 Room Temperature I-V Equipment
Although this set of equipment is described as room temperature current- 
voltage measurement equipment, the sample stage in the probe station is water cooled 
and has a heating element built in so a temperature range of -10  °C to 100 °C could 
be achieved. However this equipment could not achieve temperatures lower than 
10 °C. All the cunent-voltage data which appears in chapter 5, using the crystalline 
substrate samples, was measured using this equipment. It had also been used 
extensively while testing different contacts applied to the diodes and in assessing the 
stressing levels of the diodes with a quick cunent-voltage measurement at room 
temperature.
Essentially in this configuration a PC using visual basic for DOS was 
interfaced, via an IEEE bus to the Kiethley model 487 picoammeter/voltage source. 
The output of the Kiethley ammeter was then fed into the screened probe station using 
screened coaxial cables. The probe station had a removable hood which, when closed, 
would ensure a complete screen. Using the Kiethley, the voltage was set and the 
cunent measured from the Kiethley, in this way a complete cunent-voltage 
measurement was obtained. Although the visual basic programs available for the 
equipment allowed a large degree o f freedom in the measurement settings a simple 
fonnat was usually relied upon to provide the data. The basic procedure used in all 
programs to effect a cunent-voltage measurement was to make a voltage step and 
have a delay time before sampling the measured cunent indicated by the Kiethley 
ammeter. The parameters, i.e. maximum voltage, step voltage, maximum cunent 
density, delay time, number of branches, device area and temperature could be reset 
from their default values, which appear on the start-up fonn at the start of each 
program run. At the finish of each cunent-voltage plot, a save-data window appeared 
and gave the option of saving the data to a designated file. This was followed by the 
option of continuing with another measurement or not.
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Figure 8 In this configuration the PC (386 processor) is used to directly control 
the output of a Kiethley model 487 ammeter/voltage source. The ammeter also has a 
voltage source included, so the voltage is applied to the sample and the current 
through the sample is measured using the same Kiethley unit. The sample platform of 
the probe station has a heated stage capable of a temperature range of -  10 °C to 
-  100 °C. Visual basic software on the PC sets the voltage on the ammeter and 
measured the current, storing the data as the measurement proceeds.
The measurement started at zero volts and increases up to the maximum set 
voltage (usually 12 volts, in steps of 0.2 volts). A maximum current density level was 
also chosen; if reached the voltage started to decrease to avoid damaging the diode. 
Having reached the maximum voltage the voltage then decreases from maximum to 
zero in the same voltage steps and using the same delay time throughout the 
measurement. This was repeated for the negative applied voltages, up to the 
maximum set voltage, usually -12 volts. The measured data was displayed on a 
simple graph using the PC display as the data was gathered, this helped as a quick 
check of the validity of the data. The data gathered was then saved as a simple text
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file containing voltage, current and current-density-data, which was calculated by the 
visual basic program as the data was measured.
3.4.3 CuiTent-Voltage Measurement Equipment (400 K to 4 K)
This section describes an entirely different set of measurement equipment, 
used to carry out similar measurements to those described in section 4.2 but with the 
addition of a cryostat for low temperature measurements. The equipment described in 
this section was used to obtain all the results presented in chapters 4 and 6. The initial 
experimental set up used a nitrogen cryostat, allowing measurements down to 77 K. 
This range was foimd to be inadequate for some measurements, so a separate helium 
cryostat was used in place of the original nitrogen cryostat allowing measurements 
down to 20 K. The current-voltage equipment and control progiams used were exactly 
the same in each configuration, as depicted schematically in figures 9 and 10.
The equipment, using the liquid nitrogen cryostat, is depicted schematically in 
figure 9. This figure shows the cryostat and pumping system, temperature controller, 
current-voltage measurement modules and a PC with 386 processor, interfaced to the 
measurement modules controlling the cunent-voltage measurement via a Lab View 
program. The cryostat had to be controlled separately using the temperature controller 
and the rotary pump control valve (used to contiol the flow o f liquid nitrogen). The 
cryostat used was an Oxford instruments CF1200 continuous flow gas cryostat with 
an Oxford-instruments ITC4 temperature controller. The temperature probe used in 
the cryostat was an AuFe/chromel thermocouple coil giving an accuracy of +/- 2 K 
around liquid helium temperatures, and improving with increased temperature. This 
accuracy was maintained using an external liquid nitrogen source to provide the 
reference temperature. To ensure good insulation the jacket of the cryostat was 
evacuated using a standard rotary/diffusion pumping system capable of maintaining a 
vacuum of -  1x10’^  mbar. A TTL 100-transfer tube was used in conjunction with a 
standard rotary pump to pump the cryogen (in this case liquid nitrogen) through the 
cryostat from the reservoir (a 10-litre nitrogen storage flask). The outer chamber of 
the tube was evacuated and sealed to provide good theimal insulation.
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Figure 9. Schematic of D C.- IV Measurement set-up with nitrogen CF1200 
cryostat (400 K to 77 K). The PC controls the I-V and C-V modules via a GPIB 
interface, which allows the measurements to be made. Electrical connections are 
made initially to the head o f the sample arm, this has built-in connections direct to the 
sample mounted on the bottom end of the arm. The sample arm fits, snugly, into the 
cryostat chamber, forming a vacuum seal when in place. The outer jacket of the 
cryostat is continuously evacuated using the diffusion pump, this provides the 
necessary insulation for the cryostat. Liquid nitrogen is literally sucked through a 
system of capillary tubes in the transfer arm. The capillaries take the nitrogen in to the 
chamber as liquid and out to the exhaust as a gas. Those capillaries are too intricate to 
show here so the nitrogen path is shown schematically by the thick black arrows. The 
temperature controller is connected to a thermocouple in the inner chamber and
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controls a heater in the chamber usually near the sample position at the bottom of the
chamber.
The sample to be measured was mounted in the sample clip shown earlier in 
figure 5 and fixed to the end of a standard Oxford-instruments cryostat sample aim. 
This was essentially a long hollow rod with a machined flat at the sample end and a 
hollow head at the other. The sample end fits into the cryostat tube and electrical feed­
through's are brought out of the cryostat through the head of the aim to coaxial 
connectors which were then connected directly to the measurement modules. The 
outside of the head of the sample arm was machined to fit snugly into the top o f the 
cryostat tube using an 0-ring for a seal. Hence the connections to the sample were 
well screened from any electrical interference when in the cryostat. Insertion of the 
sample aim into the cryostat had to be approached with caution, as contacts to the 
sample or the sample clip could easily be broken or shorted-out if  careless. To prevent 
either problem the whole sample stage at the end of the aim was carefully wrapped in 
Teflon-thread-tape for electrical insulation and physical protection.
The temperature of the cryostat was controlled with the ITC4 controller 
together with the nitrogen flow control valve. Basically the nitrogen was sucked out 
of the storage flask through the transfer tube into the sample chamber where 
evaporation occurred and the gas was then sucked out again via a system of capillary 
tubes, a rotary pump providing the necessary suction. The suction was controlled with 
a simple needle valve called the rotaiy pump control valve. The temperature 
controller had a limited programming facility e.g. a start and stop temperature could 
be defined together with the length of time to effect this temperature change. In order 
to get a controlled change of temperature the flow of the nitrogen had to be balanced, 
by hand, with the heater cunent of the temperature controller in a dynamic balance. 
This adjustment and balance between the two was essential in achieving a steady and 
consistent temperature change, all the way to the target temperature.
The current-voltage measurement module shown in figures 9 and 10 is an 
HP model 4061A-semiconductor component-test-system. This system is capable of 
current-voltage and capacitance-voltage measurements. Wlien used for current- 
voltage measurements the system had a range of +/- 0.001x10’’  ^A to +/- 1.9x10'^ A 
and an accuracy of ~ +/- 0.5 %. The component test system was interfaced via an 
IEEE bus to a PC (386 processor) rumiing a software package known as LabView.
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LabView is a trade name used by National Instruments for their test and measurement 
visual progiamming language. It enables the relatively simple interface and control of 
test equipment. Using the PC and software as the hub a whole test system can be 
integrated and controlled from one easily constmcted program which also records any 
data gathered for storage and filing. As this software and packages similar to it aie 
now in common use fuither detail not provided here can, instead be found in the 
LabView user and reference manuals 1998. The software used provided a graphical 
user interface through which the operator could control the measurement parameters. 
This only gave control over the HP component test system; the cryostat temperature 
was controlled separately with the aid of manual adjustment. Having chosen a 
cuirent-voltage measurement option from an initial menu the user interface presented 
a real-time plot of the measured data. In this user window several measurement 
parameters were shown which could be adjusted from the user window; adjustment of 
these values was however only possible before the start o f the measurement. The 
parameters shown were the start and stop voltages, the step voltage, the maximum 
cuirent density and the delay period.
The current -voltage (I-V) measurement itself was straightforward and similar 
to the procedure followed in section 3.4.2. Starting at zero volts and increasing 
usually in steps of 0.2 volt the voltage was increased, generally, to 12 volts and then 
stepped back down again to zero volts. Often the voltage was set, the equipment 
waited for a short period (delay period ~ 0,1 s) before the cunent was measured and 
saved to a data file with the voltage value. The measurement took a further -0 .1  s to 
complete. This procedure is then repeated for the negative half of the characteristic. 
To speed up the measurement process, the negative characteristic was often omitted. 
To protect the diodes, the maximum current density was set to a value of -2 x 1 0 “ 
 ^A/cm^.
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Having described the basic equipment used for the temperature, cunent- 
voltage measurements. I now describe the measurement method used to acquire the 
data. Initially the device to be measured was cai-efully set in the diode clip and 
attached to the sample arm. While on the aim the device was often cuiTent-stressed to 
the desired level, before being placed in the cryostat. A simple cuiTent-voltage curve 
was taken before insertion into the cryostat, as a quick check that the diode had 
responded as expected to stressing and that the contacts were good. At this point the 
sample was inserted directly into the cryostat and sealed in. The sample aim was then 
connected, with screened cables, to the HP component test system. Again a simple 
cuiTent-voltage measurement was perfonned to check that the sample device was still 
intact and working. Having filled the 10-litre storage flask with liquid nitrogen and 
made sure that the temperature reference source was also supplied with liquid 
nitrogen the cryostat was then ready for use. The prefeiTed method of changing the 
temperature was to take the cryostat slowly up to 330 K over a period of ~ 30 minutes 
and then to hold it there for ~ 10 minutes. The temperature was then lowered slowly 
to 80 K over a period of ~ 8 to 10 hours maintaining a rate of -0.5 K/min. Starting at 
320 K, ciiiTent-voltage measurement were taken at intervals of 20 K to 50 K 
depending on the overall requirements. Each measurement was saved as a separate 
data file for later analysis.
Before deciding on this method of temperature variation, many measurements 
were made to validate this approach. In order to rule out any charge trapping effects 
due to the decreasing temperature, the results from a temperature sweep, as described 
above, were compared with single measurements made at single temperatures. For 
each single temperature chosen (typically 300 K, 250 K, 200 K, 150 K, 100 K and 
80 K), the cryostat started at room temperature and slowly decreased to the set point 
where it was left to sit for ~ 30 minutes before the I-V measurement was taken. The 
temperature was then returned to room temperature before proceeding ftufher. The 
data obtained in this way compared well with the data obtained from a temperature 
sweep of the same diode. A second test was also employed to verify the consistency 
of the data taken during the temperature sweep. In some cases, the I-V measurements 
were also perfonned on the return temperature sweep, i.e. the temperature was raised 
from ~ 80 K up to -  320 K over the same time period taken to sweep down to 80 K, 
and I-V measurements were taken at the same temperature points as on the downward
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sweep. The data acquired from each sweep was then compared and found to give the 
same characteristics at each temperature.
Overall it should be noted that several sets of equipment were used to do, 
essentially, the same thing namely; a current-voltage measurement but under different 
circumstances. Care was therefore also taken to check and ensure that each set of 
equipment delivered the same current-voltage characteristic under the same 
conditions for a typical sample diode.
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Figure 10 Schematic of the current-voltage measurement equipment, using a 
helium cryostat. The helium cryostat was of a different design to the cryostat shown 
in figure 9. Here the cryostat has a closed cryogenic system i.e. helium is compressed 
and pumped through an evacuated sample chamber. The sample chamber itself is 
“flat”, with a top window providing good visibility of the sample. The sample is 
mounted in a diode clip and inserted into the chamber where it sits on the sample
platform.
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Figure 10 shows schematically the experimental set up used to make 
measurements at temperatures below 77 K, usually down to 20 K. This lower 
temperature range was used to obtain the results presented in chapter 6, where a larger 
overall temperature range is used to try to distinguish between two foims of hopping 
current tiansport. Temperatures down to 77 K were sufficient for the analysis used in 
chapter 4 so the experimental set up in figure 9 including the nitrogen cryostat was 
therefore used in preference to obtain the results described in that chapter.
The cunent-voltage measurement equipment set up used with the helium 
cryostat was identical to the previous configuration shown in figure 9, as was the 
temperature controller and the software running on the PC to control the 
measurement. The nitrogen cryostat was simply replaced by a CTI closed system 
helium cryostat. This consisted of a sample chamber -  5 cm high and 10 cm in 
diameter. This chamber was evacuated using a standard rotary pump. Access to the 
sample stage was gained by removing the top “lid” which located into the top of the 
cylindrical chamber. The vacuum seal was provided by a simple O-ring which self­
sealed when the pump started. Electrical comiections were made by coaxial 
connections on the side of the chamber leading to four solder posts within the 
chamber. When sealed the chamber provided electrical screening for the sample under 
test. A diode clip was used to mount the sample in the chamber and to comiect to the 
diode. To ensure good thermal contact to the sample stage the underside o f the diode 
clip was painted with silver loaded paint. Thermally conductive paste can be used for 
this puipose at room temperature but as the paste proved to be insulating below 
-  150 K the silver-loaded paint was used instead. Although a window was provided in 
the top of the sample chamber this was covered during measurement to avoid 
inducing any additional photocurrent in the sample diode under test. The cryostat 
relied on a heating element and the steady flow of liquid helium through the sample 
chamber via a system of capillary tubes to control the sample stage temperatui e. The 
helium was contained in a pressurised tank and pumped through to the cryostat 
returning, eventually, to the tank. This made the ciyostat very simple to evacuate and 
use. If the sample needed to be changed however, then the whole system had to be 
shut down and the cryostat allowed to rise to room temperature before the sample 
could be removed. Sample changing could be undertaken more easily using the
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continuous flow cryostat of figure 9, but temperature control was in general more 
straightfoi*ward with the helium cryostat.
3.4.4 Capacitance-Voltage measurement Equipment
The data gathered from the capacitance-voltage measurements was used only 
in chapter 5 for the crystalline substrate samples. The HP 4061A semiconductor- 
component test system was also able to measure capacitance. The capacitance module 
of the HP-4061A had a measurement range of ~ 0.01 pF to -  2000 pF with a 
measurement accuracy o f -  0.5 % of the value measured. The measurement and 
recording of the data was controlled by the PC running the Lab View program, which 
miiTored the test system’s own adjustable parameters of start and stop voltage, 
maximum cunent, frequency, delay time and voltage step. Although the frequency 
could be adjusted, it was usually set at a value of 1 MHz.
Having set the sample diode on the sample stage of the probe-station and set 
the two probes in place to make electrical contacts, the initial measurement 
parameters were then set in the graphical interface provided by the control program. 
The capacitance-voltage module of the test system, was started by setting the voltage 
to zero and then increasing voltage in steps of 0.2 volts. At each voltage the system 
would wait for the length of the delay time specified, usually about 0.5 to 1 second, 
and then measure and record the capacitance at that voltage. This continued until the 
maximum voltage of 12 volts was reached. During a measurement the user interface 
displayed a real-time plot o f the data.
The procedure was then repeated for the negative characteristic down to 
-12 V, the capacitance-voltage data was then saved to a standard text file for further 
analysis. The accuracy of this measurement equipment was periodically checked with 
a standard (100 pF) capacitance, which was measured using the probe station and the 
Hewlett-Packai'd test system under the same conditions as the diodes were measured. 
The measured value of the capacitance was then checked using a separate (stand­
alone) capacitance meter to ensure that the measurements agreed well with each other.
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Figure 11 Capacitance-voltage (C-V) measurement equipment. The figure shows 
the same HP 4061A semiconductor component test system, controlled by the same PC 
with Lab View software. In this configuration the test system is connected to a 
screened Omniprobe probe station. Screened connections were provided to each probe 
and the probes were positioned with individual micro-adjusters. Using these, electrical 
connections to all of the samples used straightforward. The probe station could be 
closed, providing good electrical screening for the samples being tested.
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3.5 Summary
The data presented in subsequent chapters of this thesis was based on three 
different types of measuiements, namely cuiTent-voltage at room temperature, 
capacitance-voltage at room temperature and cuiTent-voltage at low temperatures. The 
equipment used to perfomi these measurements has been described in this chapter 
(section 3.4). Because tliree equipment anangements were used, great care was taken 
to ensure that the current-voltage characteristics of a standaid diode measured using 
each equipment set agreed well with each other. No special equipment was needed to 
achieve this, but rather regular checking using the same diode on each set-up. Overall, 
each set of equipment perfoimed its function well, although the lack of integiation of 
all the separate modules of the equipment (such as the temperature controller shown 
in figure 9), did slow down the temperature measurements considerably. Certain 
aspects of the nitrogen flow control and data acquisition were managed manually; 
thus the equipment had to be monitored constantly while in use.
The equipment used to current-stress the sample diodes is also described in 
section 3.4.1. The stressing was an essential part of the work, as this induced the 
conditions in the a-SiNx:H diodes, necessary for the transport mechanisms of interest 
to occur. This chapter also detailed, in section 3.2, the two basic sample types used 
thioughout, namely m-s-m glass substrates diodes and crystalline substrate stmctures, 
both of which used a-SiNx:H as the active layer in the samples.
The deposition of the contacts to the samples proved successful, eventually, 
providing reliable, stressable contacts for the crystalline substrate samples. Making 
good electrical contacts to the glass substrate m-s-m diodes also proved successful 
once the design of the diode clip was finalised. This clip performed well over its 
period o f use, proving invaluable for the measurements done in the cryostats. Over 
many temperature measurements it proved to be a quick and flexible method of 
connection allowing the probed diode to be changed quickly in case of a short-out.
The following chapters, 4, 5 and 6 present analysis of the data measured using 
the equipment detailed in this chapter to measure the m-s-m glass substrate samples 
for chapters 4 and 6 and the crystalline substrate samples for the data presented in 
chapter 5.
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4 Current Transport Activation Energy
4.1 Introduction
The model used to describe cunent induced conductivity (CIC) in a-SiNxiH 
thin film diodes (Shannon & Annis 1995), has to date been a qualitative explanation 
based on the evidence o f the changing current-voltage characteristics and decreasing 
activation energy with increased defect density. This evidence has shown that the 
main conduction mechanism is Poole-Frenkel conduction through the induced defect 
band in the diode. This mechanism dominates at high-applied electric field and room 
temperature.
The puipose of this chapter is to quantitatively determine the dominance of 
this mechanism as the preferred path of cuirent transport thi'ough the defect band. i.e. 
to find the limits of temperature and applied field within which the Poole-Frenkel 
description rigorously fits the measured data. This, in turn, will detennine the energy 
level at which the defect band occurs within the band-gap. If the modified Poole- 
Frenkel equation is to be a comprehensive explanation of CIC then it must be able to 
withstand more rigorous scrutiny than has previously been undertaken, including e.g.; 
fitting the equation to data over a larger temperature and applied field range. This will 
also allow more detailed information, like the activation energy for current transport 
in the induced defect band (Eo), to be extracted fiom the measured data. The 
activation energy (Eo) is defined as the effective energy required to remove a carrier 
fi'om a trap in the defect band. This parameter should give an indication of the 
position of the defect band within the band-gap of the a-Six:H.
Although the modified Poole-Frenkel model should be applicable to other 
alloys of amorphous silicon, the study here is limited to considering amorphous 
silicon nitride (a-SiNxiH). As long as a sufficiently strong defect band is induced in 
the material then Poole-Frenkel conduction should dominate in a-SiNx:H, regardless 
of the initial defect density. Previous work (Lau et. al. 1998) has shown that similar 
effects occur in samples of varying nitrogen composition and hence band-gap. We use 
samples with two different band-gaps, 2.06 eV and 2.28 eV, chosen to have a lai'ge 
enough difference in band-gap so as to test the model. Samples of both energy gaps
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have exactly the same thin film diode (TFD) stmcture and geometry, as described in 
chapter 3.
As these samples have different band-gaps, the initial nitrogen concentration 
in each is different, thereby producing different initial defect densities. The higher 
nitrogen concentration produces the wider band-gap (Anderson & Spear 1977). This 
influences the induction of defects in each sample. The naiTower gap material needs a 
higher level o f cunent stressing, as detailed in chapter 3, to produce an equivalent 
change in the conductivity of the diode. Typically the cunent density to induce 
defects needs to be 5 A/cm^ for the 2.06 eV material and ~ '^ L 1 A/cm^ for the
2.28 eV material.
The approach taken to test the Poole-Frenkel model is simple. It is to induce a 
strong defect band in each sample, and then to measure the cunent-voltage 
characteristics o f the diodes as a function o f applied field and changing temperature, 
hence determining the field and temperature regimes under which Poole-Frenkel 
conduction in the induced defect band is the dominant current transport mechanism 
for the sample diodes. The measured data is then fitted to the proposed Poole-Frenkel 
equation (shown as equation 1, later in this chapter), to establish the validity of the 
model. Having established the validity of the more recent Poole-Frenkel model 
(Shannon & Annis 1995) over a limited temperature range, this enables further 
infoimation to be extracted from the data, in order to extrapolate a value for Eo, and 
hence detennine the activation energy for current transport through the defect band of 
the a-SiNx:H.
We will see, in the following sections, that Poole-Frenkel effects i.e. 
movement of a carrier away and towards a charged defect centre, gives a good fit to 
the dependence between barrier height (E a) and electric field (Eg), but the mechanism 
is actually hopping of earners between centres over these barriers. At low 
temperatures tunnelling becomes more important and is the subject of chapter 6.
4.2 Poole-Frenkel conduction in the defect band
We start in this section by clearly showing, via a method used in previous 
work (Shannon & Annis 1995), that electrical stressing applied to the samples does 
indeed produce a change in the dominant conduction mechanism from bamer- 
controlled emission to Poole-Frenkel conduction through the induced defect band.
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Figures 1 and 2 show the onset of Poole-Frenkel conduction as a function of stiessing 
time and figure 3 shows the dramatic drop in activation energy as a function of 
stiessing time, indicating strong Poole-Frenkel behaviour.
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Figure 1 Typical current -  voltage characteristics of the a-SiNx:H diode. The 
lines shown represent measined data for increasing stressing times of the same 
sample. The data plotted is for a TFD of 2.06 eV band-gap material, for clarity in the 
plot only -  1 in every 10 data points is shown.
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Figure 1 shows the typical current-voltage characteristics of the a-SiNx:H thin film 
diodes used. The zero line denotes the as giQwn (unstressed) characteristic of the 
diode, with barrier-controlled emission of earners dominating the conduction in this 
unstressed state (Nieuwesteeg et. al. 1993). Each successive line shows the cunent- 
voltage characteristic of the diode with an increased amount of stressing applied to it.
hi the case of the sample shown (Eopt -2 .0 6  eV) the current stressing was at 
+/- 5 A/cm^ with lOOps pulses at a repetition rate of 2.5 kHz, applied for times from 1 
minute up to 90 minutes. Figure 1 typifies the behaviour o f such a diode under 
stressing, with the initial few minutes of stressing reducing the current for a given 
applied voltage, as shown by the one and two-minute lines in figure 1. Initially, 
stressing only acts to increase the defect density and hence the number of traps, 
impeding the cuiTent flow. This changes after approximately five minutes, when we 
see a small increase in the cunent density, especially at low applied fields, coupled 
with a change in the shape of the measured current-voltage curve. Prolonged applied 
stressing then induces an effect, which has become laiown as cunent induced 
conductivity. From previous work (Shamion & Annis 1995), we know this is due to a 
change in the dominant conduction mechanism of the diode from banier-controlled 
thennionic emission to a bulk-controlled process, described as the field-enhanced 
emission of earners thiough a defect band (Poole -  Frenkel conduction). This Poole- 
Frenkel conduction is characterised by a strong linear dependence of the log of the 
conductivity on the square root of the applied electric field. The activation energy (Ea)
should depend on the applied field (Eg) as cc pE f , where p is the Poole-
Frenkel coefficient and (() is the trap depth. This expression for the activation energy is 
taken from equation 1 appealing later in this chapter.
76
GX) ~10-5
mm
mm
mm
500 700 900 1100 1300
Electric Field (V/cm)^^^
Figure 2(a) 2.28 eV material.
Figure 2(a&b) Log a  versus square root of the applied field, plotted for 
different stressing times of the same sample. The sample used in figure 2(a) had a
2.28 eV energy gap and the sample in figure 2(b) had a 2.06 eV energy gap. In each 
case the measured data has been thinned-out to produce a clearer plot; approximately 
only one in every ten data points is shown.
The Current-induced conductivity effect is clearly visible in the data plotted in 
figure 2(a). As anticipated, the linear relationship between Log cj and evolves for 
stressing times of about five minutes and above. For the unstressed case the data 
shows a classic barrier-controlled Schottky emission process. We therefore see that, 
as in figure 1, the onset of Poole-Frenkel conduction occurs after about five minutes 
o f stressing time, with the plotted relationship between field and conductivity 
becoming more linear with the amount of applied sti essing.
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Figure 2(b) 2.06 eV material.
Figure 2(a&b) Log a  versus square root of the applied field, plotted for 
different stressing times of the same sample. The sample used in figure 2(a) had a
2.28 eV energy gap and the sample in figure 2(b) had a 2.06 eV energy gap. In each 
case the measured data has been thinned-out to produce a clearer plot; approximately 
only one in every ten data points is shown.
Although figure 2(b) does show a similar effect the high stress data is not as 
linear as in the 2.28 eV material case. This is to be expected however, as the 2.06 eV 
material is more difficult to stress and rarely exhibits as large a change in conductivity 
as the 2.28 eV material. That said, we do still see the change to Poole-Frenkel 
behaviour as the stressing time increases.
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Figure 3 Activation Energy versus square root of the applied electric 
field, plotted for Eopt ~ 2.28 eV material. The lines shown are for the same device with 
increased stressing applied to it. Here the activation energies used were calculated 
fi'om the gradient o f Arrhenius plots, made for each stressing time and applied field.
The lines shown in figure 3 are not fits to the measured data; rather they are 
included as an aid to distinguish the data sets from each other. Here the values of 
activation energy are calculated from the giadient of an Anhenius plot, similar to 
figure 5 in chapter 6. The activation energy (Eg) should depend on the applied field
(Es) in the following way pE} , where p is the Poole-Frenkel coefficient and
(|) is the trap depth. The expression for the activation energy is taken fiom equation 1 
appearing later in this chapter. Figure 3 clearly shows the reduction in activation 
energy with the applied field and the increase in the applied cuiTent-stressing, where 
each successive data set shows the increase in applied stressing and the reduction in 
activation energy. The data shown in figure 3 is plotted horn 850 to 1350 V/cm^ to 
give the clearest indication of Poole-Frenkel behaviour.
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Measurements similar to those described here have been earned out previously 
on other samples (Shamion & Amiis 1995). It is nevertheless worth while and 
necessary to repeat this for the samples considered here in order to establish that these 
samples have indeed had a severe stressing and exhibit strong signs of Poole-Frenkel 
conduction tlnough the induced defect band. This is done before a more rigorous test 
of the model is earned out by fitting the model to measured data as a function of 
temperature, stressing and applied electric field.
4.3 Poole-Frenkel Model Fitting
The evidence outlined in the previous section confimis the presence of the 
Poole-Frenkel conduction mechanism after prolonged stressing of the material, 
irrespective o f band-gap. The dependence of current density J on electric field Eg is 
given for the standard foim of the Poole-Frenkel mechanism by equation 1, below 
(talcen fiom chapter 2).
J  = qN//E^ exp< kT (1)
Tte.e
where p is the Poole-Frenkel coefficient, p* the effective carrier mobility, N is the 
number of traps, (j) is the trap depth, k is Boltzmann’s constant, T the absolute 
temperature, q the electronic charge, Sp the relative permitivity, and So the peimitivity 
of free space.
If coiTect, this model should stand up to a more rigorous treatment. Such a 
treatment was used by Hill (Hill 1971) to describe the entire conduction behaviour of 
silicon dioxide thin films in terms of four distinct regimes of Poole-Frenkel 
conduction. Hill took the cunent-voltage data for these films over a range of 
temperatures from 413 K to 140 K. If only one cunent transport mechanism is present 
then the data should be noimalisable, and become coincident when appropriately re­
plotted, taking into account the changing temperature. Hill’s data nonnalises well, 
showing clearly that Poole-Frenkel conduction dominates in the samples measured.
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Each distinct regime of Poole-Frenkel conduction is represented by a separate 
function. The regimes considered are Poole-Frenkel conduction with isolated defect 
states, and with interacting defect states. Both these cases aie also considered for high 
and for low applied electric fields.
Although the samples used here are much thicker and have a much lower 
defect density than Hill’s samples, we can nevertheless apply a similai* analysis, using 
equation 1 to nonnalise the data with respect to temperatme and to test equation 1 
against the measured data.
From the data in figures 1 and 2, it is clear that Poole-Frenkel conduction is 
not the only transport mechanism present in the material. Current-voltage plots with 
increased applied stressing show the change from bamer-controlled to bulk-controlled 
current transport. Anhenius data for these diodes also shows that even in a heavily 
stressed sample Poole-Frenkel conduction does not dominate over a similar 
temperature range to that of Hill’s data; the low temperature conduction processes 
will be discussed further in chapter 6. Essentially, Poole-Frenkel hopping conduction 
gives way to a low temperature hopping mechanism as the temperature decreases. 
Therefore, unlike the samples measured by Hill, we have to be more specific about 
the field and temperature range over which equation 1 will remain valid as a 
description of transport through the defect band.
The strongest Poole-Frenkel effect has been shown to occur at high applied 
voltages and at the higher end of the measured temperature range. This defines a 
logical starting point for the analysis, with any fitting to the data then able to show us 
the applicability and the limits o f the model described by equation 1. The general 
approach taken by Hill also provides a good starting point for the analysis. Hill re­
plotted the measured data in a co-ordinate system where it was possible to normalise 
the effects of temperature and to some extent of applied field. So if  the data does 
indeed fit the model then the data set for each successive value of temperature should 
lie coincident with each other when plotted in this new co-ordinate system. In Hill’s 
analysis the data is then fitted to the most appropriate function, used by the model to 
describe the specific type of Poole-Frenkel conduction.
Following this general approach, the measured cuiTent-voltage data for the
2.06 eV and 2.28 eV materials was re-arranged in to the same co-ordinate system as 
used by Hill, as described over the page.
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We begin by writing
' f  1 A'
■ (B) e } \T
\ J.
J  = AE^ e x p | - ^ | e x p
where (qN|Li ) is simplified to the constant A and (qp/k) is simplified to the 
constant B.
(3 )
(  1IB T
V A
(4 )
Dividing through by then gives
j r ^  ex p |
(  1 ^
B “ J >T
\
( 5 )
The data in figures 4 and 5 is then re-plotted as
exp<, i ± M |I kT I versus S .T
As figure 4 (a & b) shows the data does, indeed, become coincident when 
plotted in this way so that within the temperature range of 280 K and above, the data 
matches the model well. The noimalisation of the data begins to drift for both the
2.28 eV and 2.06 eV materials below -280 K, showing the start o f a giadual change 
fiom the Poole-Frenkel mechanism represented in equation 1. This change is not 
necessarily to a completely different mechanism, hut can rather be described as a 
small deviation fiom ideal behaviour as the temperature is decreased. A description of 
the low temperature current-transport mechanisms tlirough the defect band is the 
subject of chapter 6.
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Figure 4 (a & b) Normalisation of the data between 320 K and 250 K for a 
30 minute sti^essed diode of (a) 2.28 eV and (b) 2.06 eV band-gap material, both at 10
volts.
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The value of the parameter (j), which appears in the y-axis of figiues 4a and 4b 
has the same definition as in equation 1 stated earlier in this chapter. Here (|) 
essentially refers to the energy at which transport occurs. In an unstressed device this 
would be the Schottky-bamer height, -0.8 eV for 2.28 eV material and -0.6 eV for
2.06 eV material. In the case of a stiessed device however, it is difficult to determine 
(j) as it will vary with the amount of cunent stressing and the applied field by as much 
as a factor of 3.
The value of ([) was estimated from an extrapolation, back to zero applied field, 
of the data in figure 3. The data set used was for a 30 minute stressing of a 2.28 eV 
band-gap device. Although not shown, a similar plot was produced for the 2.06 eV 
material and (j) similarly extrapolated for this material. The extrapolations yielded the 
following values of (j) of -  0.3 eV for the 2.28 eV material and -0.32 eV for the
2.06 eV material. The extrapolated values of (j), when used in figure 4(a&b), did not 
allow the measured data for either material to nonnalise. Both values of (j) were 
adjusted to give good nonmalisation, shown in figure 4(a&b). In the case of the
2.28 eV material ^ was adjusted to -0.38 eV and in the case of the 2.06 eV material (j) 
was adjusted to -0.41 eV. These adjustments were able to produce good 
noimalisation in each case. Wliile the extrapolated values of (|) may well contain 
relatively large enors associated with extrapolation back to zero applied field, the 
difference between adjusted and extrapolated (j) appear to be consistent at -0.08 eV. 
This is commented on further in the discussion.
The next step, shown in figure 5 (a&b), is to see if the model of equation 1 can 
be fitted to the measured data. Using standard values for the physical constants from 
equation 5, the variation of current density with applied field could be calculated and 
then plotted for both band-gap materials shown here in figure 5(a&b).
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Figure 5 (a & b) Measured data from a) 2.28 eV, 30 min stressed & b) 2.06 eV 
30 min stressed samples shown, each with theoretical fit from equation 1.
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Figure 5 shows the theoretical curve from equation 1 plotted alongside the 
experimental data of figure 4. For each stressing time the measured data was 
normalised for temperature. Figure 5 (a) shows a better fit than figure 5 (b), as the 
temperature range over which the data can be seen to fit is more limited in the latter 
case. This is to be expected given that the 2.06 eV material does not usually show 
such a strong defect band and hence Poole-Frenkel behaviour as the 2.28 eV material. 
Both materials do fit well the model described by equation 1 within a limited 
temperature range.
Using the values of q, N and p* in equation 1, the predicted values o f cun ent 
density did not coincide with the experimental data although the functional fomi was 
the same. To achieve coincidence the value of A must be adjusted. The adjusted 
values of A used to fit the predicted curve to the experimental data were -5x10'^ Q' 
*cm‘  ^ for the 2.28 eV material and -1x10'^ Q'^cm'^ for the 2.06 eV material. The 
calculated values of A were -16  Q’^cm'  ^ for the 2.06 eV material and -320 Q‘*cm‘* 
for the 2.28 eV material, obtained by using defect density (N), values of 1x10*  ^ cm"  ^
for 2.06 eV material and 2x10^ *^  cm'^ for the 2.28 eV material. The mobility (p"^ ), was 
assimied to be -  lOcm^V's'* which is the same as a-Si:H. The adjustment o f the 
value of A meant that the calculated and adjusted values differed by 
-1.5x10'^ Q‘^cm‘  ^ for the 2.28 eV material and -6x10'^ Q'^cnf^ for the 2.06 eV 
material.
These differences ai e not accounted for by any of the parameters of equation 1 
Although this difference between the model and the data is not trivial I feel the 
validity of the model used is confirmed by the strength of the functional fit. The 
functional fonn o f the experimental data and of the theoretical curve appeal’s to be the 
same and within the expected temperature range the measured data normalises 
particulaiiy well for the 2.28 eV material. The difference between measured data and 
calculated fit, highlighted here, could originate from the standard Poole-Frenkel 
description. In this standard description the conduction is extended state conduction, 
however in our description (Shannon & Annis 1995) conduction is described as 
hopping between charged defect states in the band-gap. This may require a different 
pre-factor to the one used in equation 1 of, q, N and p*, which is taken fiom the 
standard Poole-Frenkel model.
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4.4 Activation Energy of Current Transport
The previous sections in this chapter have shown evidence, which confirms 
the Poole-Frenlcel model of field-assisted hopping between charged defect states in 
the band-gap, as the dominant ciiiTent transport mechanism in the a-SiNx:H samples 
considered here. Having shown the Poole-Frenkel model to be a good description, it 
should now be possible to extract further infoimation from the experimental data, 
namely Eo, the activation energy of cun ent transport.
Valence Band Edge ( Evb )
Increasing
Energy
\ t
Hie charge carriers shown 
are Holes.
Figure 6 Schematic of two defects with an applied electric field. The defects are 
within the induced defect band of an a-SiNx:H thin film diode. The solid lines show 
the height of the baiiier between the defects, while the thin dashed lines show the 
height of the banier between the defects without applied field for comparison. The 
reduction in the bander height as a result o f the applied field is denoted by AEa2 .
Figure 6 shows Eq as being relative to the valence-baiid edge. This would be 
true in the simplest o f cases where there were no traps and only narrow band-tails 
present. However the system studied in the diodes is more complex, than the simplest 
case shown, and makes the definition of Eo more complex. There are lai'ge band-tails 
present (particularly the valence band tail) and many induced defect states in the 
band-gap. A hole could hop fiom one state to the next via an intennediate state that is
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well below the mobility edge. So provided there are enough defect states Eo could be 
relative to a position well below the mobility edge. Assuming that Eo is still linked to 
the valence band edge, although not directly, a calculation of Eo should provide a 
rough guide as to the energy at which transport occurs within the band-gap.
Taking as a starting point equation 16 from chapter 2, we can obtain an 
expression for the Eo value in the following way. We write that the effective banier 
height, Ea, is given by
(6)
where AEai = the reduction in activation energy due to the applied field, 
AEa2 = the reduction in the activation energy due to the Coulombic interaction 
between charged centres and Eo = the initial banier height before stressing and 
applied field effects. We can therefore write
so that
Ak£ £ X V yr o a J  \  r o J (7)
E f
V y
+ E. (8)
We can see that this is the equation of a straight line with the intercept given by
Intercept = E - - (9)
The intercept of each set o f data should therefore provide a value for the intercept 
expression in equation 9. Each set of data in figure 3 is for a different stressing time. 
The intercept value can then be related to the stressing time by relating the average 
defect separation (1 /X a )  to the stressing time via an expression for the defect density 
given below in equations 10 and 11.
We assume that the change in the log of the current density is related to the 
change in the defect density, ANd, by
AAg oc ELog I J I (10)
We also assume
(11)
where t is defined as the time for which cunent stressing of magnitude Jst is applied, 
and k is a numerical constant (Shannon et. al. 1997 & 1998).
Equation 9 can then be re-arranged into the fomi of a straight-line equation 
when plotted as a function of 1/xa, with the intercept value of this line then giving Eo, 
the defect band position in the energy gap.
Assuming that the defects are distributed evenly tlmoughout the material then 
N d= 1/Xa^  or l/xa=(No)^^^ and equation 9 can be re-written as
Intercept = - -2 I 6 (12)
Remembering here that the intercept is actually energy, so equation 12 shows that the 
energy is proportional to the sixth root of the stressing time. The following figure (7) 
is a plot of the intercept value, as an activation energy, as a function of the stressing 
time t raised to the power 1/6.
In figure 7 we can see that the data for both materials gives a reasonably good 
straight line fit. From this plot we can see the intercept values for each data set, which 
represents the activation energy for cunent transport (Eo) in each material, hi the
2.06 eV material the Eq value is extrapolated to be ~ 420 meV and for the 2.28 eV 
material Eq is extrapolated to a value of ~ 320 meV. These values and the differences 
between them are commented on further in the discussion section next.
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Figure 7 Activation energy plotted as a function of the sixth root of the stressing 
time as shown in equation 12 above. The two lines are plotted one for the 2.06 eV 
material (squares) and the second for the 2.28 eV material (circles).
4.5 Discussion
This section of the chapter discusses two main points; firstly the low value of 
pre-factor obtained for the Poole-Frenkel model when fitting the model to the 
measured data and secondly the values obtained for the activation energy of current 
transport, Eq.
In fitting the Poole-Frenkel model, described by equation 1, to the measured 
data shown in figure 5 a and 5b it was necessary to alter the calculated pre-factor to 
gain a good fit to the data. For both 2.06 eV and 2.28 eV materials the pre-factor was 
lowered, in the 2.06 eV case from ~ 16 Q'^cm'* to ~ 1x10^ Q"^cm'^ and in the 2.28 eV 
case from ~ 320 O '’cm'* to ~ 1x10'^ O'*cm’’. This adjustment of the pre-factor gave a 
very good fit to the measured data. The original pre-factor is however based on the 
standard Poole-Frenkel model of extended state conduction. In this instance Poole- 
Frenkel conduction is described as field-assisted hopping between charged defect 
states within the band-gap of a-SiN%:H. A low conductivity pre-factor is a
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characteristic o f hopping conduction, which is usually lower that that of extended 
state conduction. Typical hopping pre-factors are in the range of 10"' to 10'^ Q'Vm"’ 
(Street 1991). So the values o f conductivity pre-factor used in the fitting shown in 
figure 5 a and 5b are consistent with a hopping description of the dominant conduction 
mechanism. These lower values of pre-factor support the argument for a hopping 
Poole-Frenkel model rather than the classic Poole-Frenkel model with a N, q and p* 
pre-factor. A new pre-factor, consistent with hopping, would need to include the 
hopping transition probability o f ©oCXp'  ^where cOq is the phonon fiequency and K is a 
teim which contains an activation energy which would change with applied field and 
temperature.
The activation energy o f current transport is discussed here. Figure 7 indicates 
values for Eo in each material used. In the 2.06 eV material Eo has a value of 
~ 0.42 eV and for the 2.28 eV material Eo is ~ 0.32 eV. This shows a clear difference 
of 0.1 eV between the two materials. Although figure 6 shows Eo defined relative to 
the valence band-edge, this is only tme for an ideal case of no defect states and 
narrow band-tails. The situation discussed here has wide band-tails (especially the 
valence band) and many defect states present. This makes the definition of Eo more 
complex. As explained in a previous section, Eo may not necessarily be directly 
related to the valence band-edge. It may be the case that Eo is relative to a position 
below the valence band-edge. The increase in Eo for the 2,06 eV material of 0.1 eV as 
compared to the 2.28 eV material, would have been unexpected if  Eo was relative to 
the valence band edge. The band-tail for the 2.28 eV material is expected to be larger 
than that for the 2.06 eV material (Robertson 1994). So the value of Eo for the 2.28 eV 
material would be expected to be larger than in the 2.06 eV material. In this case 
however it is uncertain, as it is difficult to clearly determine exactly what Eo is relative 
to. It may therefore be possible for the Eo value for the 2.06 eV material to be larger 
than Eo for the 2.28 eV material.
4.6 Conclusions
The data presented here clearly shows that Poole-Frenkel conduction, as 
described by equation 1, the field assisted hopping of carriers between defect states, 
is responsible for the room temperature conductivity of a-SiNxiH thin film diodes
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containing electrically-induced defect bands. This model of cuiTent-transport fits the 
measured data remaikably well over the temperature range of -320 K to 280 K, and 
for a large range of applied electric fields. The activation energy at which this current- 
tiansport occurs is calculated for each material and found to change with the band-gap 
of the a-SiNxiH. This indicates that the point to which this activation energy is relative 
also changes with band-gap. Determining this exact point is however, difficult in this 
instance due to the presence of the defect states and band-tails in both materials.
From the theoretical fit to the measured data shown in figure 5a and 5b, the 
pre-factor used to fit the data is lower than expected from the standard Poole-Frenkel 
model of N, q and p.*, which is a conductivity pre-factor used for extended state 
conduction. The lower pre-factor actually used is consistent with the field assisted 
hopping of carriers between defect states as described in this chapter. The difference 
in the pre-factor needed to gain a fit to the data shows the need to modify the existing 
pre-factor from Shannon’s treatment (Sharmon and Annis 1995). The new pre-factor 
should include the hopping transition probability of coocxp'*^  where coo is the phonon 
frequency and K is a term which contains an activation energy which would change 
with applied field and temperature as described by the Poole-Frenkel effect.
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5 Current Transport Via Holes
5.1 Introduction
The electronic stnicture o f hydrogenated amorphous silicon nitride (a-SiNxiH) 
alloys, grown using plasma-enlianced-chemical-vapour-deposition (PECVD), has 
been well-documented (Robertson 1994 & Hasegawa et.al. 1986). As the 
concentration o f nitrogen increases the band-gap of the alloy increases monotonically 
from about 1.8 eV for hydrogenated amorphous silicon to about 5.5 eV for 
stochiometric Si3N4 . Here we are only concerned with a-SiNx:H where the ratio of 
nitrogen to silicon x is -0 .6  and the band-gap of the material, measured optically 
(Hasegawa et.al. 1986), is about 2.28 eV. An increase in the nitrogen content of the 
film is usually accompanied by an increase in the disorder and a strengthening of the 
band tails (Hasegawa et.al. 1986). There is also an increase in the concentration of 
silicon dangling-bond defect states which are distributed across the band-gap (Powell 
& Deane 1996).
When a thin film of undoped a-Si:H is sandwiched between two metal 
contacts the current-voltage characteristics are deteimined by the reverse biased 
contact (Shannon et.al. 1993). However, as the nitrogen content in these metal- 
semiconductor-metal stmctures (MSM) is increased the cunent becomes less contact- 
controlled and more bulk-controlled (Shannon & Annis 1995). The nitrogen content 
of the alloy and the band-gap, at which current ti'ansport is governed by the bulk and 
not baiiier, depends on a number of factors. But for these films the transition occurs 
for Tauc optical gaps of -  2.3 eV. Above this optical gap the cun-ent-voltage 
characteristic is, at room temperature, affected by Poole-Frenkel hopping between 
defect states in the bulk of the a-SiNx:H (Lau et. al. 1998).
This chapter aims to show that the current transport mechanism through the 
defect band of the a-SiNxiH, introduced via a non-equilibrium cuiTent stressing, is the 
result o f the movement of holes through the dangling-bond states within the defect 
band, rather than the movement of electrons tlnough those states. We have described 
in chapter 2 how the transition from barrier to bulk controlled transport can be 
achieved in these a-SiNxiH thin film diodes by means of current stressing. This
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introduces a band of silicon dangling-bond defect states in tlie band-gap of the a- 
SiNx:H (Shannon et. al. 1993). This is a well-documented effect known as “Current 
Induced Conductivity” (Shamion & Annis 1995) with a resulting increase in 
conductivity of several orders of magnitude, associated with the Poole-Frenkel 
transport mechanism. The dangling-bond defect states are expected to be broadly 
distributed in energy with their charge state depending on their position relative to the 
Fenni level (Powell & Deane 1996), positive if  above the Fenni-level and negative if 
below the Fenni-level.
However, from the work already done (Shannon & Annis 1995, Shannon et.al. 
1998) it is not clear if the transport tlnough the defect band is due to elections 
hopping to positively charged states, thereby neutralising them or holes hopping to 
negatively charged states. Shannon & Annis (1995) assumed that the holes are the 
likely cairiers based on the Poole-Frenkel equation fit to the I-V data at high fields. 
This seemed to rule out the possibility of tunnelling, indicating that the effective mass 
of the earners responsible was high, suggesting holes. However, this was not 
conclusive at the time, although it did fit the model suggested.
In this chapter new samples are used with the aim of proving that the carriers 
responsible for the conduction process are holes rather than electrons. Fitting to I-V 
data from previous work (Shannon & Annis 1995) implies that the mass of the 
carriers is high, indicating holes. These new samples are described in detail in the next 
section. Their purpose is to use two different substrate types p-type and n-type 
crystalline silicon as the source of earners. On top of the substrate the usual layer of 
a-SiNx:H is deposited. Metal contacts were added after growth. The silicon nitride 
layer, when unstressed, should exhibit the usual thin film diode characteristics of a 
barrier-controlled device.
Both p-type and n-type samples were current-stressed to induce a defect band in the a- 
SiNxiH layer. Once stiessed, the amoiphous silicon nitride layer should restrict the 
flow of electrons under fbi-waid bias in the p-type sample and the supply of holes 
from the n-type material under reverse bias.
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5.2 Sample Details
We begin by briefly summaiising the details of the samples used in this 
chapter because their structure is different from the simple m-s-m structures used in 
chapters 4 and 6. The sample structure is shown schematically in frgme 1. The 
diagram shows a sample with an n-type crystalline silicon substrate; only the substrate 
type changes for the p-type substiate samples, as the structures are othemise 
nominally the same.
Vd (Applied Voltage) Nickel
C-Silicon
Aluminium
Figure 1 Schematic diagram of sample structure grown on an n-type substrate.
The structure for the p-type samples is similar. The top contacts are -100 nm of 
nickel, with the bottom contacts formed by -100 nm of aluminium.
Thin film layers of a-SiNx:H were deposited, in a plasma-enhanced-chemical- 
vapour-deposition (PECVD) reactor, on to epitaxial n/n^ or p/p"*’ single crystal silicon 
wafers. The nitride layers were -  70 nm thick, with an optical gap, measured using the 
Tauc method, of about 2.28 eV. The ratio of nitrogen to silicon was around 0.6, based 
on measurements of the Tauc gap against nitrogen concentration (Hasegawa et. al. 
1986). After growth, nickel top contacts were deposited using a mask, giving a range 
of contact areas on the samples. A continuous layer of aluminium was deposited 
separately on to the samples as a back contact. Both metals were around 100 nm 
thick.
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5.3 Cun*ent-Voltage Measurements
The amorphous silicon nitride layer is intended to act as a blocking layer in 
what is essentially a diode structure. Before stressing, the sample should exhibit the 
usual barrier-controlled chaiacteiistics of an M-S-M thin film diode. After the 
introduction of a defect band tlnough current stressing, if the model is con ect, and the 
earners responsible for the conduction through this defect band are holes, then
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Figure 2 Current-voltage characteristics for an a-SiN%:H thin film diode 
structure on a p/p^ substrate. The data plotted is for the unstressed characteristics, with 
2-min stress, and 10-min stress. The diode was stressed at + 5 A/cm^ only, with 100 
ps pulses at a repetition rate of 2.5 kHz. The I-V characteristics show hysterius 
effects, particularly for the unstressed case, 
the defect band should provide a good conductive path for holes and a poor path for 
electrons. Once stressed the amorphous silicon nitride layer should therefore restrict
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the flow of elections under forward bias in the p-type sample and the supply of holes 
fi'om the n-type material under reverse bias.
Figure 2 shows the cuiTent-voltage characteristics o f such a diode sti ucture on 
a p/p^ substiate, for the unstressed case and for 2 min, and 10-min stressing. It is 
worth commenting on the hysteresus shown in these cuiwes, especially in the 
unstiessed case. This is the result o f carrier trapping in the a-SiNxiH layer of the 
stiucture. The foi-ward characteristic (+ Vd applied to the top contact) demonstrates an 
almost exponential increase in the current. This is characteristic of a barrier-controlled 
process, in which the cuiTent through the diode is controlled, at high field, by the 
quantum mechanical tumielling of electrons through the reverse biased metal- 
semiconductor barrier (Shannon, Sandoe, French & Annis 1993).
The reverse characteristic is almost a mirror image of the forward 
characteristic. This indicates that the barrier height of the contacts to the a-SiNxiH in 
this structure is determined by deep states in the nitride layer and therefore insensitive 
to the choice of contact material. The unstressed characteristic is therefore as 
expected, and well-described by barrier-controlled conduction tlnough a reverse- 
biased metal-semiconductor barrier, similar to what is obseiwed for a simple metal- 
semiconductor-metal thin film diode.
Figure 2 also shows the characteristics of the sample after current stressing. 
Here we see a change from the characteristic barrier-controlled curve, as the dangling- 
bond defect related defect band is introduced into the a-SiNx:H layer. The curves for 
forwai'd and reverse bias become symmetrical and show less hysteresus. This 
indicates that the cunent is now completely bulk-controlled and is in fact well 
described by the Poole-Frenkel equation (Chapter 2, equation 18, Shannon & Annis 
1995). We can also see that there is no restriction here on the cunent flow for either 
the forward or reverse characteristics (i.e. positive or negative polarities), even at the 
highest cunent densities.
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Figure 3 Current-voltage characteristics for an a-SlNxiH thin film diode 
structure on an n-type substrate. The data plotted is for the unstressed characteristics, 
2-min stress, and 10-min stress. Here the diode is stressed at + 5 A/cm^ only, with 
100 ps pulses at a repetition rate of s2.5 kHz. The hysteresus effects are again 
observed, particularly in the unstressed characteristic.
For the n-type substrate devices, shown in figure 3, the forward characteristics 
(positive bias applied to top contact) mimic that of the p-type substrate samples, 
showing an almost exponential characteristic in the unstressed case. Again, this is 
well explained by banier-controlled conduction thiough a reverse-biased metal- 
semiconductor banier (Shaimon et. al. 1993). Changing the bias on the nickel 
contacts, however, so that minority-carriers in the silicon are attracted towards the 
nitride interface, produces a very different current-voltage characteristic. Wlien a 
negative voltage is applied to the n-type substrate, the cunent shows an abrupt
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saturation as the applied voltage is increased. Since an exponential characteristic 
requires all the applied voltage to be dropped across the a-SiNxiH layer it is 
reasonable to assume that the electrons generated as minority carriers in the p-type 
silicon are able to accmnulate at the a-SiNx:H interface, but holes generated in the n- 
type silicon substrates cannot do so because they leak tlirough the defect band in the 
bulk of the a-SiNx:H to the top metal contact.
The negative charge on the top contact is therefore balanced by the space 
charge in the n-type silicon, depleting the layer. The depleted layer now requires a 
large change in the applied voltage to increase the electric field across the layer. Once 
the silicon layer has depleted, the electric field at the reverse-biased Ni / a-SiNxiH 
contact hardly changes with voltage and the electron cunent saturates. Prior to 
saturation we do see an increase in the current when a negative potential is applied, 
indicating a limited cunent-induced-conductivity effect. This is consistent with an 
increase in the generation rate of holes due to the increased interface states formed as 
a result of the current stressing. A larger voltage drop across the nitride is needed to 
extract tlie extra holes, this, in turn, leads to a higher field and a larger election 
current.
5.4 Capacitance-Voltage Measurements
To further test the transport model, capacitance-voltage measurements were 
earned out on samples of both types o f substrate. Figure 4 shows the capacitance- 
voltage measuiements for a diode on an n-type substrate. The data plotted is for a 
stressed and unstressed case.
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Figure 4 Capacitance-voltage characteristics for an a-SiNxiH thin film diode 
structure on an n-type substrate. The data plotted is for the unstressed case and for a 
sample, which has experienced a 10 min stress. Stressing was done at + 5 A/cm^ only, 
with 100 ps pulses at a repetition rate of 2.5 kHz.
Figure 4 shows that under positive bias the capacitance of the device on an n- 
type substiate is determined primaiily by the thickness and permitivity of the a- 
SiNxiH layer. Under reverse-bias, the capacitance falls diamatically. This is indicative 
o f depletion, which may result horn the removal of holes and the consequent build up 
of a negative space charge. From the current-voltage data we can be fairly certain that 
the holes are able to leak away tlirough the defect band in the a-SiNxiH layer, since 
even under reverse bias there is some increase in the cuiTent at low fields. This model 
is also consistent with the current satuiation observed in the cuiTent-voltage 
characteristics for the n-type substrate samples. The stressed curve in figure 4 shows
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that depletion takes place at smaller negative voltages when the defect band has been 
introduced, because it is then even easier for the holes to leak away tlirough the defect 
band.
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Figure 5 Capacitance-voltage characteristics for an a-SiN%:H thin film diode 
structure on a p-type substrate. The data plotted shows the results for an unstressed 
case, and for a sample which has experienced a 10 min stressing. As before, stressing 
was at + 5 A/cm^, with 100 ps pulses at a repetition rate of 2.5 kHz.
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Figure 5 shows the C/V data for the two p-type substrate samples. These curves show 
that under forward bias we get inversion. This is probably electron inversion, because 
when the voltage is applied electrons can accmnulate at the p/p^ / a-SiNxiH interface. 
The electrons are unable to hop tlirough the defect-band but as the applied field is 
increased they are eventually able to tunnel through the top of the interface. Once 
there, they reach the conduction band of the a-SiN^rH layer and continue up to the 
nickel contact. There is a large difference between the applied voltage needed to fonn 
the electron inversion layer in the stressed and unstressed case. This may be the result 
of a large number of interface states pinning the surface potential, thus increasing the 
applied voltage needed.
5.5 Discussion
Both n-type and p-type substrate unstressed samples show characteristic 
baiiier-controlled cunent-voltage characteristics under forward bias. The devices also 
show the movement from this barrier-controlled process to a bulk-controlled process 
as the dangling bond defect density is increased via current stressing. There is no such 
similarity between the n-type and p-type substrate samples when imder reverse bias. 
The p-type substrate sample has an almost symmetrical I-V characteristic about zero 
bias, and shows the movement from baiiier to bulk, Poole-Frenkel, conduction in 
reverse as well as forward bias when the device is stressed. This is as expected and 
shows that there is no obstacle to hole-transport tlnough the defect-band in the a- 
SiNxiH layer, even at high applied fields and currents.
The n-type substrate sample shows an abrupt saturation in the cunent under 
reverse bias, as the applied voltage is increased (see figure 3). An exponential-like 
characteristic requires all the applied voltage to be dropped across the a-SiNxiH layer. 
It would be reasonable to assume that holes generated in the n-type substrate are 
unable to accumulate at the a-SiNxiH interface and instead leak away tlirough the 
defect band in the bulk of the a-SiNx:H layer to the top contact, as indicated 
schematically in figure 7. The negative charge on the top contact is therefore balanced 
by the space charge in the n-type substrate, which leads to depletion in the substrate 
and hence saturation of the current. This is shown schematically in figure 7. The 
current then hardly changes with further increase in the applied voltage.
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a-SiNx:H
® Positive defect state
0 Negative defect state 
0  Neutral defect state
n-type Substrate
Figure 6 Schematic band diagram of a thin film diode on an n-type silicon 
substrate, under forward bias. The empty circles are neutral defects, the “+” circles 
represent positively charged defects and the circles represent negatively charged 
defects. The shaded areas at the top and bottom of the band-gap indicate the band
tails.
In figures 6 and 7 the conduction band is shown at the top of the figure and the 
valence band at the bottom of the figure. The currents denoted by Jd and Jhi show the 
barrier-controlled, current-transport paths for electrons and holes respectively, with 
and Jh2 denoting the electron and hole transport paths through the defect band in the 
band-gap of the a-SiNx:H layer. The defect band is formed from the defect states in 
the band-gap. Ep denotes the Fermi level with (j>eNi and (|>esi indicating the interface 
barrier heights for electron transport at the nickel contact and the 
amorphous/crystalline interface respectively.
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Reverse Bias
7777
n-type Substrate
Figure 7 Schematic band diagram of a thin film diode on an n-type silicon 
substrate, under reverse-bias. The empty circles are neutral defects, the circles 
represent positively charged defects and the circles represent negatively charged 
defects. The shaded areas at the top and bottom of the band-gap indicate the band
tails.
We need to consider whether the above model is the only explanation of the 
saturation. We could instead have electrons flowing through the defect band, from the 
negatively biased top contact down to the bottom interface, where they then 
recombine with any available holes. This would prevent a positive charge build up. 
However, if this were the case then we would see a similar saturation of the current in 
the forward characteristics of the p-type substrate samples. If there were a leakage 
path for electrons through the a-SiN%:H layer, then we would expect the accumulation 
of electrons to be affected when a positive potential is applied. The current-voltage 
characteristics, shown in figure 2, clearly show that this is not the case and no
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saturation occurs here. This points to transport through the defect band as being due to 
the movement of holes and not electi ons.
This statement is further supported by the capacitance-voltage measurements, 
shown in figure 4. Under fbrwaid bias, the capacitance of the n-type substrate sample 
is determined by the thickness and peiinitivity of the a-SiNxiH layer. As a reverse bias 
is applied we see the device go into depletion. This is consistent with the removal of 
holes through the defect band and the build up of a negative space charge in the a- 
SiNxiH layer, leading to the saturation of the cuiTent through the n-type substrate 
samples, under reverse-bias, as illustrated in figure 7. In this model an electron would 
be emitted from a neutral defect and hop to a neaifiy positively chaiged centre, 
leaving behind a positively charged defect centre. For hole transport, a hole would 
hop from a neutral defect to a negative state leaving behind a negatively charged 
defect.
For the p-type substrate samples the capacitance-voltage characteristics 
(figure 5) show that, under forward bias, an electron inversion layer is foimed at the 
p/p^ / a-SiNx:H interface. These electrons are unable to hop through the defect band, 
consistent with the previous assertion that electrons are not transported through the 
defect band. However, as the applied voltage is increased we see the capacitance start 
to fall away. This is consistent with the explanation that the electrons, with the 
increased field, are able to leak away by tunnelling through the top of the p/p^ / a- 
SiNxiH barrier and hence recombine at the top contact with any available holes.
5.6 Conclusions
It has been shown in this chapter that current tr ansport through dangling-bond 
defect states in the band-gap of a-SiNxiH is due to the movement of holes. When the 
concentration of silicon dangling-bond defect states is high, the current-voltage 
characteristics are very well described by the Poole-Frenkel effect, in which case a 
hole excited fi'om a neutral centre moves away and leaves it negatively charged. This 
centre captures a hole to become neutral again and the process is repeated.
One might expect the concentration o f defects to be similar above and below 
the Fermi level. However, it seems likely that hole transport is favoured over electron 
transport because of the much higher density of tail states in the valence band 
compared with the conduction band. These localised states facilitate an easier hopping
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and trapping mechanism for holes moving along the defect band. In view of these 
considerations it seems likely that hole-transport through dangling-bond defect states 
is common in a-SiN%:H and in the silicon-rich alloys. Other, related work has shown 
that there are many similarities between current transport in a-SiNx:H and a-SiCx:H 
containing large numbers of dangling-bond defect states (Lau et. al. 1998), 
confirming that the model developed here is likely to be of general relevance for other 
alloy systems.
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6 Low Temperature Transport
6.1 Introduction
Previous chapters (4 & 5) have considered current transport tlnough the 
induced defect band of a-SiNxiH thin-fihn-diodes at or near room temperature.
Cunent transport at these temperatures has been shown to be dominated by Poole- 
Frenkel conduction via the induced defect states in the band gap. This chapter 
investigates the transport mechanism responsible for conduction at the lower end of 
the temperature scale, between ~ 150 K and 30 K.
Poole -  Frenkel conduction has a relatively strong temperature dependence.
This means that the mechanism will slowly start to fade out at lower temperatures, 
eventually giving way to other conduction processes, which then dominate in the low 
temperature regime. Low temperature transport in amorphous silicon is generally 
modelled using similar models to impurity conduction in crystalline semiconductors.
Carriers are assumed to “hop” or tumiel between adjacent defect or impurity states in 
order to move through the lattice. A comprehensive description of hopping 
conduction in amoiphous solids is given in the very good te x t, “Hopping Conduction 
in Solids” by Bottger & Bryksin (1985) or alternatively “Electronic conduction in non 
crystalline solids” by Mott & Davis (1979). In an amorphous material at low 
temperature a direct path through the material via the conduction band may be 
naturally impossible for caniers due to the lack of thennal energy. One of the 
remaining means of conduction is then by “hopping” between defect states in the 
band gap of the semiconductor at or near the Fermi level 
(Mott 1968 and Miller & Abraliams 1960). j
Two such hopping processes have been reported for amoiphous silicon and its j
alloys. Both are very weakly temperature dependent and involve very similar 
transport mechanisms. This makes differentiating between the two very difficult.
This chapter discusses the low temperature data gathered in tenns of these two 
low temperature hopping conduction processes. The data suggests that the mechanism 
present is , in fact, variable range hopping and not nearest-neighbour hopping due to 
the temperature range involved and also the actual defect density present in the
107
samples. However, the two processes are too similai' to conclusively differentiate 
between them with the data to hand.
However if variable range hopping is assumed to be the mechanism present in 
the defect band of a-SiN%:H at low temperature, then it does become immediately 
clear that only two conduction mechanisms are needed to explain the conduction 
thi'ough the induced defect band of the a-SiNx:H. These two mechanisms cover the 
whole temperature range studied of 300 K to 30 K. This clearly shows the dominance 
of Poole-Frenkel conduction through the defect band at and around room temperature 
and the presence of a weakly temperature dependent hopping process which is 
continuously present over the whole temperature range.
The two forms of hopping between localised states at or near the Femii level 
are usually described as vaiiable range hopping (Mott 1968) and neaiest neighbour or 
Miller-Abraliams hopping (Miller & Abrahams 1960). Both of these processes are 
outlined very biiefly in chapter 3. The main differences between these two 
mechanisms aie the regimes and physical conditions under which each would be the 
dominant mechanism for current transport. Variable range hopping is expected to 
dominate below ~170K (Knotek 1975 and Chic & Koon 1986). Nearest neighbour 
hopping is expected to be more prevalent above this temperature, having a slightly 
stronger temperature dependence. The defect density for variable range hopping needs 
to be high: the switching point between the two processes occurs when the average 
separation multiplied by a tunnelling factor is approximately unity (Mott & Davis 
1979). In 1960 Miller & Abrahams (Millier & Abrahams 1960) provided an estimate 
of the defect density and hence average separation of centres for neaiest neighbour 
hopping to occur. The defect density for Si was ~ 2 x  lO^^cm*  ^ (giving an average 
defect separation o f -170 Angstroms) in the temperature range of interest (i.e. -200 K 
to 150 K).
Initially current-voltage measurements are shown to establish the introduction 
of a defect band and the change over to Poole-Frenkel conduction at room 
temperature. This data is analysed to give Arrhenius data which is used to tiy to 
distinguish the two forms of low temperature hopping conduction suspected in the a- 
SiNxiH defect band (for both 2.28eV and 2.06eV materials). The data points towards 
variable range hopping dominating. We conclude the chapter by clearly showing, for 
both 2.06 eV and 2.28 eV materials, that only two conduction processes are present in 
the defect band over the measured temperature range (30 K to 320 K).
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6.2 Temperature Measurements
The initial temperature measurements were made on samples of both 2.06 eV and
2.28 eV band gap material. These samples were described in chapter 2. Briefly, the a- 
SiNxiH layer is ~ 65 mn thick with a chromium back contact and a mask defined, 
sputtered, molybdenum top contact with a glass substrate. The amorphous layer was 
deposited at - 3 5 0  °C. The temperature steps (noted in figure 1 caption), provide a 
very tight giouping of the cunent-voltage characteristics but are necessary to provide 
the detail needed on an Arrhenius plot. Again the measurement method and cryostat 
details were provided in chapter 2. The cunent-voltage measurements were taken as 
the temperature decreased fiom 300 K to 30 K.
As expected, the conductivity of the diodes decreases with decreasing 
temperature. This is confirmed in figures 1 to 4, which show the cunent-voltage 
chaiacteristics as a function of temperature for unstressed and sti'essed 2.28 eV, and
2.06 eV diode samples. The lower the temperature the higher the applied field that is 
needed to achieve the same cunent density. It is worth noting the consistency of this 
trend for both materials in the stressed and unstiessed states. In both stressed cases 
(Figures 2 & 4), at room temperature the shape of the cunent-voltage curve clearly 
shows Poole-Frenkel behaviour. However, even though the temperature decreases and 
higher applied fields are needed, the characteristic Poole-Frenkel shape remains. This 
suggests that at the highest applied fields the dominant mechanism is still Poole- 
Frenkel conduction, through the defect band, and not banier-controlled thermionic 
emission.
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Figure 1 Current-Voltage characteristics for an unstiessed diode of 2.28 eV 
material. The top data set represents a temperature of 300 K and the lowest set 30 K 
with steps between of ; 250 K, 200 K, 150 K, 100 K, 80 K, 60 K, 50 K, 40K, 35 K 
and 30 K. The measured data has been reduced for easier representation, with lines 
added to each data set as an aid to distinguishing between the different data sets.
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Figure 2 Current -Voltage characteristics for a 30 min stressed diode of 2.28 eV 
material. The number of measured data points was reduced in this plot for easier 
representation of the data. The top data set represents a temperature of 300 K and the 
bottom data set represents a temperature o f 30 K, with the same temperature steps
between as figure 1.
The data shown in this section presents a simple overview of the initial trends 
in the conductivity with decreasing temperature. Figures 1 & 2 also show , by virtue 
of the smooth and continuous change in the current density with temperature, the 
reliability of the measured current-voltage data for the samples.
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Figure 3 CuiTent -Voltage characteristics for an unstressed diode of 2.06 eV 
material. The data sets represent temperatures of 300 K (the top data set), 250 K, 
200 K, 150 K, 100 K, 80 K, 60 K, 50 K, 40K, 35 K and 30 K (the lowest data set). 
The measured data shown has been reduced to about 1 point in every 10 to simplify 
its representation. The lines are included to act as an aid to the eye in distinguishing
the separate data sets.
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Figure 4 Cunent -Voltage characteristics for a 30 min stressed diode of 2.06 eV 
material. The data sets represent temperatures of 300 K (the top data set), 250 K, 
200 K, 150 K, 100 K, 80 K, 60 K, 50 K, 40K, 35 K and 30 K (the lowest data set). 
The measured data shown has been reduced to about 1 point in every 10 to simplify 
its representation. The lines are included to act as an aid to the eye in distinguishing
the separate data sets.
The figures shown in this section (figures 1 to 4), provide a brief overview of 
the data obtained during the temperature dependent cunent-voltage measurements. 
These aie the measurements from which the Aixhenius data is obtained and used 
extensively in the other sections of this chapter. The data shown here is for both band 
gap materials, including an unstressed and a stressed case. The data clearly shows
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signs of Poole-Frenkel conduction in the stressed characteristics of each material 
(figures 2&4), hence finnly establishing the presence of a strong defect band in each 
material. In the unstressed cases (figures 1&3), the data is consistent with the typical 
characteristics of such unstressed diodes.
6.3 Arrhenius Data
This section discusses, in more detail the Arrhenius data obtained, first by 
looking at the data over the whole temperatui*e range measured (300 K to 30 K), and 
then by analysing the data from the lower end of this range more closely. Figure 5 
clearly shows the Anhenius data plotted to be non-linear. This indicates that there is 
possibly more than one thermally activated transport process present in the defect 
band of the diodes. This is not surprising, given the complex nature of the a-SiNxiH 
thin film diode conductivity and the mechanisms responsible for it. The data shown is 
for a temperature range o f 300K to 3OK, and a 30 min stressed 2.28 eV diode. Each 
data set is for a separate applied voltage starting at 1 V (lowest set) then 2 V, 4 V, 
6 V, 7 V, 9 V, 11 V, and 12 V (top set). Although all the inteiinediate voltages were 
measured some were left out to make the graph easier to read.
A closer look at figure 5 shows that at lower applied voltages there seem to be 
two distinct regions to the cuiwe. These regions are marked on figure 5 as section A & 
B. Section A has a much higher slope than section B and dominates the high 
temperature region of the curve. The relatively large slope is indicative, on an 
Anhenius plot, of a process with a high activation energy and a strong temperature 
dependence. Hence section A gives way quite sharply to section B with decreasing 
temperature. Section B shows a region of the cm*ve which has a very small slope that 
remains unchanged over a larger range of temperature than section A. This indicates a 
relatively temperatuie-independent mechanism at work with a very small activation 
energy.
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Figure 5 Arrhenius data for a 30 min stressed diode of 2.28 eV material. The 
temperature T, varies from 300 K (left) to 30 K (right). The data sets represent 
different applied voltages, which were 1 V (lowest set), 2 V, 4 V, 6 V, 7 V, 9 V, 11 V 
and 12 V (top set). The data sets shown were not in equal voltage steps, some sets 
were removed to make the plot clearer to read.
We can also see from frgui e 5 that the size of each section A & B changes 
with the increased applied voltage (applied field). As the applied voltage across the 
diode is increased the gradient of section A slowly decreases while the cuiTent density 
also increases, showing the increased conductivity of the diode. As the gradient of 
section A decreases it can also be seen to extend to increasingly lower temperatures. 
We need to analyse further the data seen in figure 5 to deteimine which conduction 
processes cause the change in gradient between sections A and B.
The features in section A are characteristic of Poole-Frenkel conduction, 
showing the same strong field dependence exhibited in chapter 3. The Arrhenius 
curves also show, qualitatively, the relationship between the activation energy and the 
applied field, with the gradient o f section A decreasing with increasing strength of the 
applied field (i.e. voltage). The data shown in figure 5 suggests a transition between 
two transport processes in the a-SiNx:H defect band as the temperature decreases from 
300K to 3OK. As stated, the first o f the two processes is almost certainly the Poole -
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Frenkel mechanism described in chapter 3. The second process, given the nature of 
low temperature conduction in amorphous silicon, is probably a low temperature 
weakly or non-activated hopping process. The most common of these hopping 
processes are mentioned in chapter 2. The exact balance between the Poole-Frenkel 
and hopping processes is dictated by the amount of applied stressing (i.e. the strength 
o f the defect band), the temperature and the applied electric field.
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Figure 6 Cmrent density-temperature characteristics for a stressed diode of 
2.28 eV material at 10 volts. The temperature range of the data is 300 K to 30 K.
Zero (open squar es) and 30 (open circles) minutes stressing applied.
Figure 6 shows current density data taken from the same stressed diode and 
plotted as a function of the inverse temperature in an Arrhenius plot. The different 
curves in figure 6 show how the current density increases with increasing str essing 
time. The strength of the defect band increases with increasing stressing time, with a 
strong defect band typically being achieved by 30 minutes of stressing. Both curves 
are taken at an applied voltage of lOV. The stressing times vary fr om zero to 30 rnins. 
Figure 6 shows the effect of increased current stressing (and increased defect density) 
on the conductivity of the diode. The Poole-Frenkel section starts to extend to 
increasingly lower temperatures as the defect density in the diode is increased. The 
increased defect density also leads to an increase in the conductivity o f the diode, a 
characteristic of the effect known as “CuiTent Induced Conductivity"
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(Shannon & Annis 1995). Although the intermediate stressing times, between zero 
and 30 minutes, are not available for this diode over the same temperature range. 
Figure 8 shows the same plot for an identical diode with stressing times of zero, 1, 2, 
5, 10 and 30 minutes over a temperature range of 320 K to 80 K. This data shows the 
trend, described above, more clearly. Here the progressive lowering of the slope of the 
high temperature, Poole-Frenkel, section easily seen.
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Figure 7 CuiTent density -  Temperature characteristics for a stressed diode of
2.28 eV material. The temperature range of the data is 320 K to 80 K. 
Stressing times of zero(lowest data set), 1 ,2 ,5 , 10, and 30(top data set) minutes. Each 
data set if  at an applied voltage of 6 V. The sample diode measured is identical to one 
used to gain the data for figure 6, but not the same device.
6.4 Variable Range or Nearest Neighbour Hopping
Most analyses o f cunent transport through amoiphous silicon and its alloys 
recognise that at low temperatures various forms of hopping transport are dominant. 
This is similar' to impurity conduction in compensated semiconductors, the 
significance of which was pointed out by Mott (Mott & Davis 1979). Excluding
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hopping in the band tail because o f the low temperature range we are dealing with 
here, there are two other prominent forms of hopping transport. These are variable 
range hopping (Mott 1968) and nearest neighbour hopping (Miller & Abrahams 
1960). Details of these mechanisms were outlined in chapter 2.
These are two similar forms of hopping. A more comprehensive description of 
each can be found in " Hopping Conduction‘in Solids “ (Bottger & Byrskin). The two 
mechanisms are very difficult to distinguish from each other, with the log of the 
current density having a temperature dependence for variable-range hopping a 
T’’ dependence for nearest-neighbour hopping. Previous work has shown that variable 
range hopping is expected to dominate the conduction below 150K 
(Spear & Cloude 1988 and Spear & LeComber 1970); other work has shown that 
nearest neighbour hopping should dominate when the defect centres are at least 170 
Angstroms apart (Miller & Abrahams 1960) or if  the states are very strongly localised 
(Mott & Davis 1979). In this section data is presented for both band-gap materials 
over a temperature range of 300 K to 30 K, with a view to deciding which form of 
low temperature hopping process is dominant in the defect band of these samples. The 
first plot presented (figure 8) shows cuiTent density data as a function of inverse 
temperature and for fixed voltage (10 V) for a stressed 2.28 eV and 2.06 eV sample. 
The data clearly indicates that the low temperature hopping process is present in both 
materials, as indicated by the approximately flat sections in each of the curves shown. 
These lower slope regions are then analysed further.
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Figure 8 Current density -  Inverse Temperature characteristics for 2.28 eV and
2.06 eV samples, measured between 300K and 30K. Both samples here were given 
30 mills stressing, and the data were measured at an applied voltage of 10 V.
Figure 8 shows the temperature data from 300K to 30K. The data shown is for 
two diodes heavily stressed for 30 mins each, the 2.06 eV sample at +/- 5 A/cm^ and 
the 2.28 eV sample at a level of +/- 1 A/cm^ . Both sets of data in figure 8 are for the 
same applied voltage of + 10 volts. These data show that for both materials from 
-100 K down to the lowest measured temperature of 30 K, the slope of log J versus 
T“' remains shallow. This indicates that there is no change in the transport mechanism 
in this temperature range for either material. We therefore must investigate whether it 
is possible to fit the data in this temperatme range, of lOOK to 3 OK, to the variable 
range hopping or nearest neighbour model of current transport. This is easily done by 
re-plotting the lowest temperature section of figure 8 as a function of and T'  ^
respectively.
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Figure 9(a) and figure 10(a) shows the data re-plotted as a function of 
over a temperatme range of -  100 K to 30 K, for both materials. The straight line 
thi'ough each set o f data shows that the data can be fitted by the variable-range 
hopping model (T'^ "^^ ) over the temperature range specified. However, figure 9(b) and 
figure 10(b) shows that nearest neighbom hopping (T^) can also provide a reasonable 
fit to the data. Although the fit is slightly better in the case, this difference can be 
seen more clearly for the 2.28 eV sample where the T ' data has a definite cm-vature, 
both sets of data can nevertheless be reasonably well fitted using either model. We 
can further write that variable range hopping is generally expected to dominate at the 
very lowest temperatures (Mott & Davis 1979).
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Figure 9 Figure 9(a) shows a straight line fit to the 2.06 eV material data set 
using the model. Figure 9(b) shows a straight line fit to the 2.06 eV material data 
set using the T‘* model. The data, for each set, is plotted over a temperature range of 
100 K to 30 K and at a voltage of 10 volts.
121
- 3.4
□  2.28 eV
-3.45 -
~  -3.55 -- tD£
2
-3.6 -
-3.65
0.32 0.34 0.36 0.38 0.4 0.42 0.44
T '^ /4
Figure 10(a)
-3.4
□  2.28 eV
-3.45 -
~  -3.55 - ÙD
-3.6 --
0.01 0.015 0.02 0.025 0.03 0.035
T'4 ( K * 4 )
Figure 10(b)
Figure 10 Figure 10(a) shows a straight line fit to the 2.06 eV material data set
using the model. Figure 10(b) shows a straight line fit to the 2.28 eV material
data set using the T'* model. The data, for each figure, is plotted over a temperature 
range of 100 K to 30 K and at a voltage of 10 volts.
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Based on the measured data, we are therefore imable to deteimine 
conclusively which model for low temperature hopping conduction describes the 
situation more accurately. However the fits are better for the variable-range hopping 
and it is also generally believed that the vaiiable-range-hopping model is more likely 
to dominate below 100 K (Mott & Davis 1979). The defect density also plays a 
crucial role, and is likely to favour the variable-range hopping model. These points 
are considered further in the discussion at the end of this chapter. Although the data is 
not completely conclusive, it does nevertheless seem reasonable to assume that 
variable range hopping is the most likely low temperature conduction mechanism in 
the defect bands of these materials.
6.5 Conduction Mechanisms
This final section shows that, if  we assume that variable-range hopping is the 
dominant low temperature current conduction mechanism we need then only consider 
two conduction mechanisms to describe the diode characteristics over the complete 
temperatm e range considered (300 K to 30 K).
A single, activated, transport mechanism usually manifests itself as a 
chai'acteristic straight line on an Arrhenius plot, where the gradient is related to the 
activation energy of that process. However, figures 5 to 8 clearly show that there is no 
such straight-line relationship on such a plot for either the 2.06 eV or the 2.28 eV 
materials. If our assumption of just two conduction processes being present is coiTect 
then, in principal, it should be possible to separate these two processes and show them 
individually on an Aiiiienius plot. These two straight-line processes should then, 
when added together, produce the initial cuive of the measured data. Such an 
approach was applied for instance to amorphous silicon by Sze in 1967 (Sze 1967), 
where he explained the pre-electronic breakdown conduction of amoiphous silicon 
nitride films, using tliree separate components to the conduction, each dominating in 
different regions of applied field and temperature. He illustrated this with an 
Arrhenius plot to show these separated processes.
123
In the following figures, 11(a) & (b) and 12(a) & (b), the data is plotted in an 
AiThenius foimat with the inverse temperature plotted as figure 11(a) and
12(a) then as T * in figure 11(b) and 12(b). In these Arrhenius plots there are two sets 
of data shown. The first set (open circles) is the original “as measured” data over the 
temperature range of 320 to 3OK. The open triangles, in figures 11(b) and 12(b) show 
Poole -  Frenkel conduction treated as a Single process. The open diamonds, in figures 
11(a) and 12(a) show the variable-range hopping component o f the total current 
density. The final figures 13 and 14 show fits to the original measured data of the sum 
of the two transport processes shown in figures 11 and 12. Figures 13 and 14 show 
the sum of the Poole-Frenkel and variable-range hopping processes added together 
and plotted with the original data for comparison. The addition of these two processes 
were plotted, for both materials, as a function of T L Figures 13 and 14 show how 
well the sum of Poole-Frenkel and variable-range hopping account for the measured 
Airiienius characteristics of each material.
To obtain the fits shown in figures 11(a) & (b) and 12(a) & (b), the low 
temperature region of the original data is assumed to be variable range hopping, 
which persists even at 320K although clearly not the dominant process at that 
temperature. The variable range hopping current is extrapolated, linearly, to 320 K 
and then simply subtracted from the original data set. The remainder of the data yields 
a linear set of data, of higher gradient than the variable range hopping process. This 
higher gradient set of data shows a single giadient indicative o f an activated 
conduction mechanism, which we attribute to Poole-Frenkel conduction These plots 
are done for both materials, figure 11 (a) & (b) shows the 2.28 eV material and figure 
12(a) & (b) shows the 2.06 eV material.
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Figure 11 Cun-ent-temperature characteristics of a sample diode of 2.28 eV 
material stressed for 30 mins at a level o f +/- 1 A/cm^. and a repetition rate of 
2.5 kHz. Here the Arrhenius data is separated out into the two conduction processes. 
Figure 11(a) shows a fit to the low temperature data of the variable-range hopping 
(T'"'^) model. Figure 11(b) shows a fit to the higher temperature process of Poole- 
Frenkel (T ’) conduction. Both figures display the original data (open circles) for 
comparison to each fit at a voltage o f 10 volts.
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Figure 12 CuiTent-temperature characteristics of a sample diode of 2.06 eV 
material stressed for 30 mins at a level o f +/- 5 A /cnf. and a repetition rate of 2.5 
kHz. Here the Arrhenius data is separated out into the two conduction processes. 
Figure 12(a) shows a fit to the low temperature data of the variable-range hopping 
(T"^ '^ )^ model. Figure 12(b) shows a fit to the higher temperature process of Poole-
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Frenkel (T’ )^ conduction. Both figures display the original data (open circles) for 
comparison to each fit at a voltage of 10 volts.
In figures 11(a) & 11(b) we can see this data plotted out. The original data, 
shown as open circles, can clearly be seen to be made up of the two linear processes. 
The data is plotted as a function o f T"''"* in figure 11(a) to suit the low temperature 
conduction model o f variable-range hopping, and as a function of T'  ^ in figure 11(b) 
to suit the higher temperature data described by Poole-Frenkel conduction. The higher 
temperature data has a stronger temperature dependence and is less sensitive to the 
subtle changes in the temperature scale chosen.
Figures 13 and 14 clearly show that over the temperature range considered, the 
sum of the Poole-Frenkel and vaiiable-range-hopping processes (dashed line) fit the 
measured data (open circles) well. Clearly illustrating how two mechanisms dominate 
the conduction in the defect bands of these diodes, both for the 2.28 eV material 
shown in figure 11(a) & (b) and also for the 2.06 eV material shown in figure 12(a) & 
(b).
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Figure 13 The dashed line represents the sum of the Poole-Frenkel and variable- 
rang-hopping processes (dashed line), plotted with the original data (open circles), 
over a temperature range of 300 K to 30 K at 10 volts and after 30 minutes of applied 
stressing. Both sets of data are for the 2.28 eV material and are plotted a s a fimction
o f T \
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Figure 14 The dashed line represents the sum of the Poole-Frenlcel and variable- 
rang-hopping processes (dashed line), plotted with the original data (open circles), 
over a temperature range of 300 K to 30 K at 10 volts and after 30 minutes of applied 
stressing. Both sets of data are for the 2.06 eV material and are plotted a s a function
o f T \
The gradient of the Poole-Frenkel section, fi*om which the activation energy of 
that process is derived, is shown in figures 11(b) & 12(b) as being separated from the 
low temperature hopping conduction section. This makes the gradient of the fit higher 
than the giadient of the original data. This probably has an effect on the activation 
energy, of the Poole-Frenkel process, as previously the data had not been separated 
out in this way. So the gradient of the low temperature hopping process was not 
accounted for. The data used to calculate the activation energies, was from the high 
temperature region where hopping conduction was assumed to be negligible. A 
comparison of the two energies for the same voltage and stressing should now be 
possible.
For the sample represented in figure 11(b), 2.28 eV 30 min stressed and at an 
applied voltage of ~ 10 volts, the calculated activation energy is 80 meV (+/- 5 meV), 
for the Poole-Frenkel region. This is calculated using the modified gradient, from 
figure 11(b), having already subtracted the low temperature process as seen in figures
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11(a) and 12(a). This is then compared to the activation energy calculated without 
accounting for the variable-range hopping component, which is calculated over the 
same temperatme range on the same sample. Here the activation energy was 
calculated to be 78.5 meV (+/- 5 meV). Thus the variable range hopping data could be 
said to make very little or no difference to the Poole-Frenkel conduction mechanism 
in the higher temperature regimes, having almost no effect on the calculated 
activation energy of the process.
6.6 Discussion
The mechanisms responsible for the conductivity of the a-SiNx:H films from 
about 150 K down to ~ 30 K make a much smaller contribution to the conductivity at 
room temperature than Poole-Frenlcel conduction, and have a much weaker 
temperature dependence. Since both low temperature hopping processes discussed in 
this chapter and in chapter 3 are so similar, in their mechanisms and their temperature 
dependence , then care must be taken to clearly distinguish between the two. A simple 
straight line fit alone to one process or the other would be convincing. The data 
presented in figures 9(a) & (b) and 10(a) & (b) shows that either model of hopping 
conduction could fit the data but that variable-range hopping is more likely. So the 
data should be analysed carefully with the physical conditions, that make each process 
possible, in mind, before any meaningful conclusions can be made. The physical 
conditions mentioned aie such things as temperature, defect density, applied field and 
extent of localisation of the defect centres. These physical parameters should help 
decide which mechanism is responsible for the data gathered from these samples.
The AiThenius data presented in this chapter shows that there is, clearly, more 
than one conduction mechanism present in the defect band and the unstressed a- 
SiNxiH thin film diodes. The data in figures 5 to 8 show that the magnitude of each 
conduction mechanism is sensitive to the defect density and the applied electric field. 
These figures also show that the shape and general characteristics of each curve for 
each sample are the same, indicating no distinct change of conduction mechanism. 
The low temperature sections of each of these curves each show a similar, if  not the 
same, process occurring. This makes it reasonable to assume that the process is indeed 
one process and not a mixture of several.
129
Figure 9(a) and 10(a) shows a good straight-line fît to the gathered data when 
plotted as a function of (where T is the temperature). If this fit to the data were 
unique then it would be clear proof of the presence of variable range hopping. In this 
case, however, the fit is not unique; when plotted as a function of inverse temperature 
the data in this range of temperature also gives a good sti aight-line fit as in figure 9(b) 
and 10(b).
Two additional facts however support the variable range hopping model; namely the 
low temperature range considered in figure 9 (a) & (b), and defect density of the 
samples after a 30-min stressing.
Nearest neighbour hopping is only expected at temperatures at or above ~ 
150 K (Knotek 1975 and Chic & Koon 1986) due to its stronger temperatme 
dependence. Below this temperature, variable range hopping is always expected to 
dominate (Mott & Davis 1979). The maximum defect density for nearest neighbour 
hopping is expected to be -2x10^^ cm giving an average separation of -1 7 0  
Angstroms (Miller & Abrahams 1960). In the stressed samples the estimated defect 
density is -  2 x 10^  ^cm"^ after 30 mins of current stressing, which is approximately 
three orders of magnitude higher than the nearest-neighbour hopping tlireshold. This 
is true both for the 2.28 eV and 2.06 eV samples, and gives an average separation of 
-20 Angstroms.
Where the defect density is higher the defect states would have to be more 
strongly localised (i.e. less overlap between states) before nearest neighbour hopping 
would occur. The increased defect density and reduced separation of defect centres 
favours variable range hopping (Mott & Davis 1979), which increases the probability 
of tunnelling fi om one state to another and reduces the temperature dependence of the 
conduction.
Chapter 6 has concentrated on deteiinining the nature of the low temperature 
transport mechanism tlirough the defect band present in the a-SiNxiH diodes used. 
The more likely mechanism appears to be variable range hopping. Most of the data 
considered in this chapter was analysed at a constant electric field. The variable 
range hopping model assumes ohmic conduction, with the conductivity then being 
independent of applied field (Mott 1968). However, figure 5 shows AiThenius data 
for several different applied fields. In figure 5 the high temperature data shows the 
change in conductivity as a result of the increase in applied field, indicating Poole-
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Frenkel conduction as expected. Figure 5 also shows an increased conductivity due 
to an increase in applied field at low temperatures (150 K to 30 K).
Time did not allow a full investigation of the field dependence of the low 
temperature hopping mechanism. However, the electric field dependence of the D.C. 
conductivity in a number of amorphous materials has been considered previously by 
others (Fagen & Fritzsche 1970, De Wit & Crevecoeur 1972 and Walsh, Vogel & 
Evans 1969). The trap-limited drift mobility of carriers in such materials has also 
been found to be field-dependent (Marshall & Owen 1971, 1972, Tabak 1970 and 
Scharfe 1970). More generally, field-dependent earner transport in non-crystalline 
semiconductors has been described by Marshall and Miller in 1972. Later work has 
dealt with the temperature and field dependence of hopping conduction (Apsley & 
Hughes 1975), assuming variable range hopping (Mott 1968) at low temperatures but 
including also the field dependence of the hopping processes. Such models could be 
used to provide a more complete description of the low temperature hopping 
conduction observed here, and to account for the field dependence shown in figure 5.
6.7 Conclusions
If the low temperature hopping conduction process is assumed to be variable- 
range hopping then we can simplify the picture used to describe cuiTent transport 
through the induced defect band of the a-SiNx:H diodes. Figures 11(a) & (b) and 12(a) 
& (b) clearly show that between 300 K and 30 K two conduction mechanisms 
dominate cunent transport through the induced defect band of the 2.28 eV and
2.06 eV material. The higher temperature process seen in these figures is Poole- 
Frenkel emission as outlined in chapter 4. The lower temperature process could be 
nearest-neighbour or variable-range hopping; however, the temperature range and the 
defect density of the samples combine to make nearest-neighbour hopping unlikely.
Nearest neighbour hopping is expected at or above -150 K (Spear & Cloude 
1988 and LeComber & Spear 1970). The average separation between sites is expected 
to be greater than -170 Angstroms (Miller & Abrahams 1960) before nearest 
neighbour hopping occurs. The samples presented here have an estimated defect 
density, after cunent stressing for 30 mins, of -  2x 10^° cm'^ (as estimated fiom the 
change in the values o f cunent density, for this sample, fiom before and after cunent 
stressing). This would conespond to an average separation of -  20 Angstroms.
131
However the data in this temperature range may be fitted to both models, 
theoretical analysis and pre-existing experience of the material systems strongly 
favours variable-range hopping in preference to neaiest-neighbour hopping.
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Conclusions and Further Work
7.1 Introduction
This chapter presents a brief summaiy of the conclusions reached fiom the 
analysis of the data presented in chapters 4, 5 and 6. Chapter 4 dealt with room 
temperature conduction tln-ough the induced defect band of a-SiNx:H. Having shown 
that the dominant mechanism was Poole-Frenkel conduction and the temperature 
range over which it dominated, the chapter then noted that the conductivity pre-factor 
used in the model is not consistent with a hopping description and Shannon’s 
treatment (Shannon & Amiis 1995), would need modification. Chapter 4 also 
calculated values for the activation energy of cuiTent transport in both 2.06 eV and
2.28 eV material.
The Poole-Frenkel model describes the cun ent transport via a band of induced 
defect states in the band-gap. Chapter 5 dealt with nature of that mechanism and 
showed that transport was via the movement of holes through these defect states.
At this point only a limited temperature range, at or around room temperature, 
had been explored and the dominant transport mechanism in this region had been 
determined and well explained. Chapter 6 looks at the low end of the temperature 
scale down to about 30 K. A low temperature hopping transport process is suspected, 
below -  200 K, to dominate the transport; however it was difficult to conclusively 
pinpoint the exact hopping mechanism. Having shown that hopping transport 
describes the low temperature conduction in the sample diodes, we conclude that 
transport thiough the defect band of such stressed diodes and its temperature 
dependence can then be explained in teims of only two transport mechanisms. Poole- 
Frenkel tiansport and probably variable range hopping can account for the entire 
conduction through the defect band over a temperature range of ~ 350 K to ~ 30 K. 
The following sections of this chapter discuss these findings respectively and draws 
conclusions fiom each.
The final section deals with future work. Due to many developments in 
amorphous semiconductors, the interest in amorphous silicon as a future large area 
semiconductor may not be as secure as previously thought. However the study of the
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more basic aspects of amorphous materials will remain as relevant to amorphous 
carbon or poly-silicon, which both seem to attract more interest of late due mostly to 
the changing displays market. With this in mind any future work should therefore 
look to extend its scope to amoiphous semiconductors in general and not just 
amorphous silicon nitride.
7.2 Current Transport Activation Energv
All the data presented in chapter 4 clearly supports the Poole-Frenkel 
description of transport through the induced defect band of the a-SiNx:H. This is 
described as the field-assisted hopping of carriers (holes) between charged defect 
states within the band-gap of the material. Qualitative data showing the dependence of 
the activation energy on the applied field, temperature and level of cuiTent stressing 
supports the Poole-Frenkel description well. This same data is then, more critically, 
fitted to the equation describing the Poole-Frenkel mechanism. The model was found 
to fit the measured data remarkably well over the temperature range of -320 K to 280 
K, and for a large range of applied electric fields. This fit was, o f course, obtained by 
adjusting the conductivity pre-factor to a lower value, more consistent with hopping 
conduction. The adjustment made to the pre-factor showed that the existing pre-factor 
used (q, N and p.*) was no longer suitable and modification of the pre-factor fiom 
Shannon’s treatment (Shannon & Annis 1995), would have to be made. The new pre­
factor should include the hopping transition probability (Street 1991).
The final section of chapter 4 deals with the calculation of the current- 
transport activation energy. This activation energy is calculated for each material and 
found to change with the band-gap of the a-SiNx:H. This indicates that the reference 
energy to which this activation energy relates also changes with band-gap. 
Deteiinining this exact point is however, difficult in this instance due to the presence 
of the defect states and band-tails in both materials. Figure 7 in chapter 4 shows there 
is a clear difference of 0.1 eV between the activation energies between the two 
(2.06 eV and 2.28 eV) band-gap materials. The definition of Eo is complex; Eq may 
not necessarily be directly relative to the valence band-edge. It may be the case that Eo 
is relative to a position below the valence band-edge. Therefore a low value of Eo for 
both materials does not necessarily link the energy of cunent-transport to the mobility
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edge, but a difference in the values obtained does show that the energy is band-gap 
dependent.
7.3 Hole Transport through Defect band
The aim of the data presented in chapter 5 was to deteimine whether transport 
through the induced defect band of the a-SiNx:H was due to the movement of 
electrons or holes. One might expect the concentration of defects to be similar above 
and below the Feimi level. However, it seems likely that hole transport is favoured 
over electron transport because of the much higher density of tail states in the valence 
band compared with the conduction band. These localised states facilitate an easier 
hopping and trapping mechanism for holes moving along the defect band.
It has been shown in this chapter that current transport via dangling-bond 
defect states in the bandgap of a-SiNx:H is due to the movement of holes. Wlien the 
concentration of silicon dangling-bond defect states is high, the current-voltage 
characteristics are very well described by the Poole-Frenkel effect, in which case a 
hole excited fiom a neutral centre moves away and leaves it negatively charged. This 
centre captures a hole to become neutral again and the process is repeated.
In view of these considerations it seems likely that hole transport through 
dangling-bond defect states is common in a-SiNx:H and in the silicon-rich alloys. 
Other, related work has shown that there are many similarities between current 
transport in a-SiNx:H and a-SiCx:H containing large numbers of dangling-bond defect 
states (Lau et. al. 1998), confirming that the model developed here is likely to be of 
general relevance for other alloy systems.
7.4 Low Temperature Hopping Transport
Chapters 4 and 5 dealt with cuirent-transport through the induced defect band 
at or around room temperature. The data presented in chapter 6 make it clear that 
there was more than one conduction mechanism at work over a much wider 
temperature range of ~ 320 K to ~ 30 K. Chapter 6 deals with the conduction 
mechanisms responsible for the conductivity at the lower end of this temperature 
regime. Due to the small temperature dependence of this conductivity the mechanism 
is almost certainly one of two low temperature hopping processes. These two hopping
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conduction mechanisms are variable-range hopping and nearest-neighbour hopping. 
Chapter 6 analyses the low temperature data in teims of both mechanisms. There is a 
difficulty in drawing precise conclusions however, as the data lends itself to each 
model favouiing neither conclusively. A simple straight line fit o f the measured data 
to one model and not the other would be convincing, but this was not the observed 
outcome. The data was therefore analysed more carefully bearing in mind the physical 
conditions that make each process possible. The physical conditions mentioned 
include such factors as temperature, defect density, applied field and extent of 
localisation of the defect centres. Two factors supported the variable range hopping 
model; namely the low temperature range considered (~ 150K to -3 0 K )  and the 
relatively high defect density of the samples after prolonged stressing.
Nearest neighbour hopping is only expected at temperatures at or above -  
150 K ( Knotek 1975 and Chic & Koon 1586 ) due to its stronger temperature 
dependence. Below this temperature, variable range hopping is always expected to 
dominate ( Mott & Davis 1979 ). The defect density for nearest neighbour hopping is 
expected to be a maximum of -  2 x 1 cm giving an average separation of -  170 
Angstroms ( Miller & Abrahams 1960 ). In the stressed samples the estimated defect 
density is -  2 x 10^  ^cm~  ^ after 30 mins of current stressing, which is approximately 
tliree orders of magnitude higher than the nearest-neighbour hopping thieshold. This 
is true both for the 2.28 eV samples and slightly less for the 2.06 eV samples, and 
gives an average separation of ~ 20 Angstroms for the 2.28 eV samples. The 
increased defect density and reduced separation of defect centres favours variable 
range hopping (Mott & Davis 1979), which increases the probability of tunnelling 
from one state to another and reduces the temperature dependence of the conduction.
If the low temperature hopping conduction process was assumed to be 
variable-range hopping then we could simplify the picture used to describe current 
transport tlnough the induced defect band of the a-SiNxiH diodes. Having done this 
figures 13 and 14 from chapter 6 clearly show that between 300 K and 30 K two 
conduction mechanisms dominate current transport through the induced defect band 
of the 2.28 eV and 2.06 eV material. The higher temperature process is Poole-Frenkel 
emission as outlined in chapter 4. The lower temperature process could be nearest- 
neighbour, or variable-range hopping however, although the temperature range and 
the defect density o f the sample combine to make nearest-neighbour hopping unlikely.
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7.5 Summary
All the data gathered so far clearly shows that conduction thiough the induced 
defect band of an a-SiNx‘.H diode varies depending on the temperature regime 
considered. Over the temperature range of -320 K to 280 K considered in chapter 4, 
the field dependence of the conduction is well described by the Poole-Frenkel effect 
and field-assisted hopping via the charged dangling-bond defect states in the defect 
band. Using this model the activation energy for current transport was calculated for 
two different nitrides with different band gaps. The activation energy was dependent 
on the band gap. Data fitting to the Poole-Frenkel model also provided further support 
for the field-assisted hopping mechanism.
As the defect band is thought to reside in the lower half o f the band-gap, 
previous work (Shannon and Annis 1995), expected the cuiTent transport through the 
defect band to be the result of the movement of holes and not electrons, in a manner 
consistent with Poole-Frenkel conduction. Chapter 5 was able, with the aid of samples 
fabricated on single crystal silicon substrates in which the a-SiNx:H layer acted as an 
electron blocking layer, to show that transport was indeed the result o f the movement 
of holes through the defect states within the defect band of both the 2.06 eV and
2.28 eV materials.
Moving down in temperature, the dominance of the Poole-Frenkel conduction 
mechanism diminished and gave way to another transport mechanism with only a 
slight temperature dependence. Chapter 6 dealt with the lower temperature region and 
concentrated on trying to distinguish between two possible forms of hopping 
transport. Both forms of hopping transport had very similar behaviour, making it hard 
for the data alone to clearly determine which was present. However, other factors 
such as temperature range and defect density pointed towaids variable-range hopping 
transport. As a result of assuming this form of low temperatme hopping transport the 
entire conduction through the defect band of the a-SiNx:H diode, between 302 K to 
20 K, could then be convincingly described by two transport mechanisms, namely 
Poole-Frenkel conduction and vaiiable-range hopping, as was graphically 
demonstrated at the end of chapter 6.
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7.6 Further Work
Finally this section is a brief summary of suggestions of avenues for further 
investigation. Although several materials are now competing with amorphous silicon 
as a future material for large area electronics, many of the conduction mechanisms 
discussed in this thesis will probably continue to play an important role in describing 
the conductivity of these new materials. A rapidly expanding flat panel display market 
has provided the opportunity for new large area semiconductor materials to be 
developed, such as amorphous carbon, poly-silicon and even small and large molecule 
organic materials.
The investigation of conduction tlnmigh a defect band could be extended to 
other alloys of amorphous silicon such as amoiphous silicon carbide. Defect 
conduction such as this may also prove relevant to the new area of organic 
semiconductors.
The band-gap dependence of the current-transport activation energy could be 
further studied using a larger variety of band-gap materials. This may, in turn, provide 
a clearer picture of the nature of that dependence and help to link the cuiTent transport 
activation energy to a well-defined energy level such as the valence band edge or even 
the Fermi level.
Further work to clearly distinguish between the two low temperature hopping 
conduction processes should also be earned out. Chapter 6 describes using lower 
temperatures measurements (down to 30 K), to try to differentiate between nearest 
neighbour and variable range hopping. Using the lower temperatures did not prove 
conclusive in this case. An alternative could be to use a whole series of cunent- 
stressed devices, giving a range of defect densities above and below the minimum 
distance suitable for nearest-neighbour hopping of -170 A (Miller & Abrahams 
1960). This could be used in conjunction with temperature measurements, to try 
analyse more caiefully the expected transition from variable range to nearest- 
neighbour hopping.
These brief suggestions would involve lengthy experimental work in their own 
right, but may however be useful avenues of investigation to pursue for amoiphous 
silicon nitride or other materials.
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