Abstract-When a broadband source propagates sound in a shallow ocean the received data can become quite complicated due to temperature-related sound-speed variations and therefore a highly dispersive environment. Noise and uncertainties disrupt this already chaotic environment even further because disturbances propagate through the same inherent acoustic channel. The broadband (signal) estimation/detection problem can be decomposed into a set of narrowband solutions that are processed separately and then combined to achieve more enhancement of signal levels than that available from a single frequency, thereby allowing more information to be extracted leading to a more reliable source detection. A Bayesian solution to the broadband modal function tracking, pressure-field enhancement, and source detection problem is developed that leads to nonparametric estimates of desired posterior distributions enabling the estimation of useful statistics and an improved processor/detector. To investigate the processor capabilities, we synthesize an ensemble of noisy, broadband, shallow-ocean measurements to evaluate its overall performance using an information theoretical metric for the preprocessor and the receiver operating characteristic curve for the detector.
S
OUND propagation in the shallow ocean initiated by sources significantly complicates the analysis of received acoustic data especially when they are broadband. Temperature changes generating sound-speed variations can cause highly dispersive propagation, resulting in a statistically nonstationary signal. Highly correlated propagation channels obscure the problem of extracting target signals from disturbances and noise even further. Noise and inherent uncertainties whether ambient, distant shipping, and wind blown surface generated disrupt this uncertain environment primarily because propagation is through the same acoustic channel. Broadband data can provide a wealth of information about the medium, target, disturbances, and noise that is not necessarily available from narrowband data commonly acquired in shallow regions making it highly desirable-if this information can be extracted.
The characterization of broadband sources has long been a problem with keen interest in the ocean acoustic community.
Initially, the work of many began with a simple temporal matched-filter approach [1] - [3] where a known source location was used to provide a replica employed to match to the measured data. An alternative to the temporal matchedfilter approach evolved as a natural extension to modelbased, matched-field/matched-mode processing encompassing the matching of a predicted to a measured pressure-field under an assumed source location [4] - [7] . Matched-mode processing of broadband source signals also offers improved signal levels capable of not only localizing the target, but also estimating its broadband temporal spectrum [8] - [13] .
Employing a vertical hydrophone sensor array, the improved signal-to-noise ratio (SNR) of broadband acoustic pressurefield measurements using a multichannel Bayesian technique to estimate or filter the noisy measurement data is discussed. Here the approach is developed for the broadband source using a normal-mode propagation model. Propagation theory predicts that a different modal structure evolves for each spectral line; therefore, it is not surprising that the multichannel solution to this problem results in a scheme that requires a bank of processors-each employing its own underlying modal structure for the narrow frequency band that it operates. Following [14] , the Bayesian solution of using state-space forward propagators is briefly discussed. It is shown that each state-space processor is naturally decoupled in modal space and recombined in the measurement space without any approximations (decoupled gains of [14] ) to provide improved signal level estimates. That is, the estimated or equivalently "filtered" modal/pressurefield data with improved SNR evolves providing a solution to the signal/measurement enhancement problem and subsequent broadband source detection problem.
It has already been shown that the state-space representation can be utilized for signal level enhancement to propagate modal and range functions in both the narrowband and broadband cases [13] , [14] . In the random case, a stochastic model evolves allowing the inclusion of uncertain phenomena such as noise and modeling errors in a consistent manner. In our case, the measurement noise can be lumped into an additive noise term to represent the near-field acoustic noise field, flow noise on the hydrophones, and electronic noise, whereas the modal/range uncertainty can be lumped as a process noise term to represent sound-speed profile errors, correlated noise from distant shipping, errors in the boundary conditions, sea state effects, and ocean inhomogeneities [15] - [17] .
In this paper, we develop a Bayesian solution to the signal enhancement/detection problem or equivalently improved (higher SNR) estimation of both modal functions and pressurefield measurements of noisy, uncertain, broadband acoustic signals in a shallow-ocean environment using a Markov chain Monte Carlo (MCMC) sampling approach [18] . These techniques lead to a nonparametric representation of the posterior modal (state/measurement) distributions and their associated statistics that are then used to develop a sequential source detection technique. This contribution is sixfold: 1) we develop a sequential, model-based, Bayesian solution to the broadband signal enhancement problem in a shallow ocean using a normalmode propagation model; 2) we illustrate the underlying multimodal nature of the posterior probability mass functions (PMF) for simulated data leading to an improved preprocessor; 3) we evaluate the preprocessor performance by applying an information theoretic metric along with the usual classical "sanity" tests; 4) we perform ensemble (100-members) testing to bound the sequential Bayesian estimates and analyze their underlying statistics; 5) we develop a sequential solution to the broadband source detection problem; and 6) we evaluate detection performance by developing the associated receiver operating characteristic (ROC) curve.
This approach leads directly to the so-called particle filter (PF) that is a sequential MCMC Bayesian processor capable of providing reasonable performance for a multimodal problem estimating a nonparametric representation of the posterior distribution [18] - [20] . It can be thought of simply as producing a histogram-like estimate of the underlying distribution (probability mass) that can be exploited to extract the desired signals through statistical inference (e.g., conditional mean). This processor has a set of unique capabilities when compared to other processors that rely on an assumption of a unimodal distribution (e.g., Kalman filter). The PF: 1) is capable of providing a solution to the signal enhancement problem when the underlying distributions are multimodal; 2) is able to incorporate the addition of any noise sources and uncertainties that are statistically viable; 3) incorporates statistical sampling techniques in which the entities or clouds of "particles" are developed based on the underlying ocean propagation (modes/pressure-field) representations; 4) can extract improved modal/pressure-field estimates with reasonable error statistics for this problem; 5) leads to the estimation of important statistics such as the maximum a posteriori (MAP) or minimum mean-squared error (MMSE) estimates of the states (modes), measurements (pressure-field) and inherent parameters (not currently included); and 6) when used as a preprocessor becomes an integral part of the solution to wide variety of applications (e.g., detection, classification, localization, and source tracking [21] , [22] ). Here we apply it directly to the broadband source detection problem illustrating its applicability to enhance the required signals which results in improved detection performance.
We provide a brief discussion of the broadband problem and the underlying state-space model structures in Section II. Next, in Section III, we develop the broadband Bayesian processor showing that it can provide a Bayesian solution to the signal level (modes/pressure-field) enhancement problem as well as the broadband source detection problem. Data synthesized from an ensemble of shallow-ocean simulations create a set of noisy, broadband, pressure-field data in Section IV. These data are used to illustrate the applicability of the preprocessor/detector as well as evaluate its overall performance. We summarize our results in the final section.
II. BROADBAND STATE-SPACE PROPAGATORS
In this section, we briefly summarize the development of a broadband (state-space) propagator. This propagator is embedded in the Bayesian PF solution. Next we briefly discuss the broadband normal-mode extension and then the transformation of this underlying model to state-space form.
A. Broadband Normal Modes
It is well known [2] , [9] , [15] in ocean acoustics that the pressure-field solution to the Helmholtz equation under the appropriate assumptions can be expressed as the sum of normal modes. The resulting narrowband modal solution has been extended to include a broadband source s(t) with corresponding spectrum S s (ω) by [9] - [12] . In this case, the ocean medium is specified by its Green's function (impulse response) which can be expressed in terms of the inherent normal modes spanning the water column
where H o is the zeroth-order Hankel function; κ r (m) is the horizontal wave number associated with the mth mode; ω is the set of broadband temporal source frequencies; r and z s are the source range/depth coordinates, respectively; and φ m (z, ω) is the mth modal or eigensolution, satisfying the vertical or depth equation obtained through separation of variables applied to the Helmholtz equation [2] given by
The wave numbers satisfy the corresponding dispersion relation
where κ z is the depth-dependent vertical wave number and c(z) is the depth-dependent sound-speed profile. The continuous source spectrum can be decomposed into a set of narrowband components assuming an impulse sampled spectrum at each spectral bin qΔω. Therefore, extracting just the qth source frequency, we have that S s (ω q ) can be interpreted as a single narrowband impulse at ω q with amplitude a q = Δω|S(ω q )|. The normal-mode solution to the Helmholtz equation for the broadband source problem can be decomposed into a series of narrowband solutions {ω q }; q = 1, . . . , Q, such that the resulting pressure field is
where M q is the number of modes spanning the water column at frequency ω q with the corresponding dispersion relation satisfying
and the pressure field at depth z and time t can be expressed in terms of the bilateral inverse (discrete) Fourier transform as
B. State-Space Propagators
It is well known [13] , [14] that the state-space propagators for the narrowband pressure field can be obtained from the depth relationship and the broadband extensions discussed. Following the development in [14] , we define the modal state vector for the mth mode, at frequency ω q , as
The depth-only relation of (2) can now be written in state-space form as
where
Expanding over the M q modes at each narrowband frequency ω q component, we have that
with the single-frequency state vector defined by
for Φ(z, ω q ) ∈ R 2Mq×1 . Suppose we further assume an L-element vertical sensor array, then z → z , = 1, . . . , L, and therefore, the pressure field at the array for the qth temporal frequency of (4) becomes
with the measurement matrix for the "known" source range (from array) and depth (r s , z s ). We obtain
Equations (8) and (12) 
with
, and
for Φ(z , Ω) ∈ R 2M ×1 and A m (z, ω q ) as in (9) with q = 0, . . . , Q − 1, m = 1, . . . , M q . The parameter M , the total number of single-frequency modes, is given by M = Q q=1 M q . Note that we use the parameter "Ω" to signify the entire set of discrete temporal frequencies Ω :
Thus, the overall broadband pressure measurement relation at time t is given by (see Appendix B for details)
with (18) for C ∈ C 1×2M . This completes the summary of the deterministic, broadband, state-space forward propagator; next we consider adding uncertainties to this representation.
C. Stochastic State-Space Propagators
The stochastic nature of this broadband ocean acoustic problem requires the introduction of uncertainties not just in the overall propagation of noise and disturbances, but also uncertainties in the underlying modal model parameters. For these reasons, we incorporate additive stochastic processes to capture the noisy, varying shallow-ocean medium, that is, discretizing (15) using central differences for numerical stability [21] (see the Appendix A) gives
where w is an independent, uncorrelated, zero-mean process with spectral covariance
and initial modal state vector distributed Gaussian with specified mean and spectral covariance as:
The process noise/uncertainty source w is a random input to the broadband (state-space) ocean acoustic model capturing the random nature of the variety of stochastic processes and disturbances discussed previously that propagate through the uncertain medium in the same acoustic channel as the signal source. It enables a pragmatic synthesis of the propagation uncertainties [17] . The measurement noise v at each sensor is modeled by a zero-mean, uncorrelated (white) sequence representing instrumentation uncertainties. This completes the fundamental stochastic state-space representation providing the required ocean acoustic models for the subsequent processor.
III. BROADBAND BAYESIAN PROCESSOR
For our pressure-field/modal function estimation problem, we define the underlying broadband pressure-field/modal function signal enhancement problem as follows.
Given a set of noisy broadband pressure-field measurements P := {p(z 1 , Ω), . . . , p(z , Ω)} and the underlying stochastic model of (19) , find an estimate of the posterior distribution Pr[Φ(z , Ω)|P ] and infer the corresponding enhanced estimates of the broadband modal functionsΦ(z , Ω) and pressure fieldp(z , Ω).
The solution to this problem can be obtained by estimating the joint a posteriori distribution applying Bayes' theorem, that is, the joint probability of the broadband modal functions at the th depth based on the set of pressure-field measurements up to z is given by
} is the set of broadband modal functions (states) and P is the set of broadband measurements up to and including p(z , Ω). Following [18] , the measurement likelihood distribution, that is, the joint set of measurements up to and including the th based on the set of broadband modal functions at depth z can be factored using Bayes' rule as
under the assumed independence of p(z , Ω) with P −1 and Φ −1 and Φ(z , Ω) with P −1 .
Similarly, the joint prior modal distribution at depth z can also be factored to give the (modal) transition distribution
under the first-order Markov assumption, while that for the joint evidence is factored as
Substituting these relations into (20), cancelling like-terms, assuming conditional independence, and recognizing the Bayes' relation for the previous step
, we obtain the sequential Bayes' expression for the joint posterior density of the set of broadband modal functions based on the pressure-field measurements as
consisting of the measurement likelihood, modal transition prior, and evidence (for details, see [18] ).
A. Broadband Particle Filters
One approach to estimate the required posterior distribution of (24) from noisy broadband measurements is to develop the so-called PF [18] . A particle filter (PF) is a completely different approach to nonlinear filtering that is capable of characterizing multimodal distributions. In fact, it might be easier to think of the PF as a histogram or kernel density-like estimator [18] in the sense that it is an estimated empirical PMF that approximates the desired posterior distribution such that inferences can be performed and statistics extracted directly. Here the idea is a change in thinking where we attempt to develop an empirical estimation of the posterior distribution following a purely Bayesian approach using Monte Carlo (MC) sampling theory as its enabling foundation [18] . As one might expect, the computational burden of the PF is much higher than that of other processors, since it must provide an estimate of the underlying state posterior distribution state-by-state at each z -step along with the fact that the number of samples to characterize the distribution is equal to the number of particles (N p ). The estimated empirical posterior distribution for the broadband signal enhancement problem is given bŷ
where the weights and posterior distribution estimated by the PF are given as follows: P is the set of batch pressure-field measurements, W i (z , Ω) is the ith broadband weight (normalized) at depth z , and Φ i (z , Ω) is the ith particle of the broadband modal function at depth z .
Once the underlying posterior is available, then estimates of important statistics can be extracted directly. For instance, the MAP estimate is found by locating a particular particle Φ i (z , Ω) corresponding to the maximum of the PMF at that depth, that isΦ
while the conditional mean (CM) or equivalently the MMSE estimate is estimated bŷ
The Bayesian solution for this problem is based on determining the associated broadband weighting function that leads to the estimated empirical posterior distribution. A sampling or equivalently importance distribution I(Φ(z , Ω)|P ) is selected first, then the weight (unnormalized) is determined by the ratio of the desired posterior to this choice [18] 
which can be expanded using Bayes' rule of (20) to provide the "sequential" generic weight
where the numerator is the product of the likelihood and the state transition probability.
B. Bayesian Performance Metrics
PFs are basically developed to provide estimates of the underlying posterior distributions for the problem under investigation in order to extract meaningful statistics. Compared to the usual model-based (Kalman) processors which utilize their inherent "optimality" property (zero-mean, uncorrelated residuals) to assess performance, the estimated posterior of the PF must somehow be compared to the true distribution of the underlying process it is to estimate. One way to achieve this comparison is to utilize the associated divergence statistic of the well-known Kullback-Leibler information as a metric [23] . Much effort has been devoted to this comparison problem with the most significant results evolving from the information theoretic approach to distribution assessment [23] , [24] .
For our problem suppose Pr[Φ(z , Ω)|P ] is the true posterior PMF andPr[Φ i (z , Ω)|P ] is the estimated (particle) distribution, then the Kullback-Leibler (KL) information quantity of the true distribution relative to the estimated is defined by
The KL possesses some very useful properties. It satisfies perhaps its most important property from a distribution comparison viewpoint-when the true distribution and its estimate are close (or identical), then the information quantity is
This property infers that as the estimated posterior distribution approaches the true distribution, then the value of the KL approaches zero (minimum).
Our interest lies in comparing two probability distributions to determine "how close" they are to one another. Even though the I KL does quantify the difference between the true and estimated distribution, it is not a distance metric to answer this question due to its lack of symmetry. However, the Kullback divergence (KD) defined by
is a distance metric between distributions indicating "how close" one distribution is to the other or from our perspective, "how well does it approximate" the posterior. Thus, the KD is a very important metric that can be applied to assess the performance of Bayesian processors providing a measure between the true and estimated posterior distributions that we apply to our broadband problem. It too should be approximately zero for distribution equivalence.
C. Bootstrap Particle Filters
There are a variety of PF algorithms available based on the choice of the importance distribution [18] - [20] . Perhaps the simplest is the bootstrap technique [25] . The PF design for our problem using the bootstrap approach employs the state transition probability as its importance distribution, that is
Substituting this expression into (28) leads to the weighting function
which is simply the likelihood distribution.
For the bootstrap implementation, we draw samples from the state transition distribution using the dynamic modal model of (19) driven by the process uncertainty w i (z −1 , Ω) to generate the set of particles
The likelihood, on the other hand, is determined from the pressure-field measurement model for each mode giving the likelihood (assuming Gaussian measurement noise) as
Thus, we can estimate the posterior distribution using a sequential MC approach and construct a bootstrap PF [18] using the following steps.
• Initialize: • Likelihood Probability:
• Weights:
• Resample:
.
• Posterior:
• CM Estimate:
A detailed flow diagram of this PF (bootstrap) algorithm is shown in Fig. 1 illustrating the prediction and update steps along with a resampling algorithm to provide convergence (more details can be found in [18] - [20] ). We see from this figure that after initialization the broadband modal model is used to generate the particles during the prediction step. These particles Φ i (z , Ω) are then incorporated into the likelihood distribution providing the update step.
Resampling of the particles is usually required to prevent degeneracy of the associated weights which increase in variance at each depth making it impossible to avoid the degradation. Resampling consists of processing the particles with their associated weights duplicating those of large weights (probabilities) and discarding those of small weights. In this way, only those particles of highest probabilities (importance) are retained enabling a coalescence at the peaks of the resulting posterior distribution while mitigating the degradation. A measure based on the coefficient of variation, the effective particle sample size given by
is the underlying decision statistic such that when its value is less than a predetermined threshold, resampling is performed (see [20] for more details). We should also note from the structure of the PF algorithm that each mode (two states) is driven by the modal process noise/uncertainty vector w i (z ). This process coupled with the underlying block diagonal structure of A(z , Ω) enables a parallel construct of the overall processor that is eventually combined by the measurement model of the likelihood distribution. Here, in contrast to the approximate (unimodal) model-based (Kalman) scheme of [14] , no approximations are required to obtain this overall block-diagonal structure and parallel implementation.
D. Sequential Detection
In this section, we develop a sequential detector that incorporates the PF to solve the basic problem of detecting a broadband source from noisy pressure-field measurements. For our decision problem, we define the underlying broadband source detection problem as follows.
Given a set of noisy broadband pressure-field measurements P := {p(z 1 , Ω), . . . , p(z , Ω)} with the underlying stochastic model of (19) and the "data likelihood" distribution Pr[p(z , Ω)|P −1 ], decide whether the broadband source is present. This is a binary decision problem; therefore, we are to test the hypothesis of whether the noisy pressure-field measurements have evolved from a broadband source. The corresponding binary hypothesis test is
An optimal solution to this decision problem is based on applying the Neyman-Pearson theorem leading to the likelihood ratio [26] , [27] defined by
Expanding the likelihood ratio for each depth, we obtain Fig. 2 . Bayesian processor design: Boundary value solver provides initial state-space parameters for modal forward propagation, measurement, and noise/uncertainty models (state-space forward propagator), and data provide the inputs of pressure field and sound speed. Bayesian preprocessor outputs can be incorporated into potential ocean acoustic applications such as localization, tracking, and detection. From the chain rule of probability and Bayes' theorem [28] , we have that
Substituting these expressions into the likelihood ratio above, replacing L → and grouping we obtain the sequential form of likelihood ratio as [27] 
or
Taking logarithms simplifies the computations; therefore, we define Λ(p(z , Ω)) := ln L(p(z , Ω)) to obtain the sequential log-likelihood-ratio decision function for the broadband source detection problem as
To complete this development we require thresholds that lead to the Wald sequential probability-ratio test [27] for
These thresholds can be obtained from an operating point (P FA , P DET ) on the associated ROC curve obtained through simulation or experimental data and are specified by
For our problem, the PF is used to estimate the desired data likelihood distribution based on the nonparametric estimate of the posterior distribution, that is, we require an estimate of
under each hypothesis of (36). It has been shown from the well-known ChapmanKolomogorov relation [28] that coupled with the assumption of a "perfect sampler" for the onestep prediction distribution
gives the estimated data likelihood as [29] , [30] 
If we further assume a first-order Markov process (P −1 → p(z −1 , Ω)) and choose the importance distribution to be the state transition
. Therefore, the data likelihood can be approximated bŷ
where W is the ensemble mean of the weight at each depth [29] , [30] . Thus, the corresponding sequential log-likelihood decision function for the broadband source detection problem is
This completes the development of the sequential detector that is applied to our simulated data. 
IV. BROADBAND BAYESIAN DESIGN FOR A SHALLOW OCEAN
In this section, we discuss the application of the Bayesian processor to ensemble data synthesized by a broadband normalmode model using the state-space forward propagator and the underlying stochastic representation of the previous section. To develop the propagator, we first must define the shallow-water boundary value problem and solve it to obtain the parameters required for the processor.
It is important to realize that the state-space "forward" propagators do not offer an alternative solution to the Helmholtz equation, but rather use the parameters from the boundary value solution to obtain a set of initial conditions/parameters for propagator construction and signal processing. Therefore, to implement the processor model parameters (e.g., wave numbers, modal coefficients, temporal frequencies, sound speed, and other scale factors) of the ocean medium under investigation must be provided or else jointly estimated in a parametrically adaptive scheme [21] . This is not uncommon in any of the model-based approaches [16] and is illustrated in Fig. 2 . Model parameters are obtained using, for example, SNAP [31] , KRAKEN [32] , and SAFARI [33] providing initial parameter estimates and inputs to the Bayesian processor for a variety of applications.
The problem we consider is that of [14] where a broadband normal-mode model is specified by the SNAP simulation and summarized in [14] . This model is driven by random noise to synthesize noisy broadband pressure-field measurements for PF processing. Similar to the model-based (Kalman) processor of [14] , the PF embeds the broadband normal-mode model and pressure-field models into its structure for statistical sampling generating the clouds of particles. Here we expect the PF to track the modal functions and enhance the measurements. We also investigate the classical (zero-mean/whiteness tests) and MSE metrics in the analysis to assess the performance of the PF as well as the KD distance metric discussed in Section III-B.
Let us reconsider the basic shallow-water channel of [14] depicted in Fig. 3 . We assume a flat bottom, range-independent three-layer environment with a channel depth of 100 m, a sediment depth of 2.5 m, and a subbottom. A vertical line array of 100 sensors with spacing of Δz = 1 m spans the entire water column and a broadband source of unit amplitude and 50-Hz bandwidth ranging from 50 to 100 Hz in 10-Hz increments is located at a depth of 50 m and a range of 10 km from the array. The sound-speed profile in the water column and the sediment are sketched in the figure and specified along with the other problem parameters (see [14] for details). SNAP, a normal-mode propagation simulator [31] , is applied to solve this shallow-water problem and executed over the set of discrete temporal source frequencies. This boundary value problem was solved using SNAP and the results at each narrowband frequency are shown in [14] .
Next we design the state-space propagator. The parameters obtained from SNAP are now used to construct the broadband state-space and measurement models of (19) . Here we use the set of horizontal wave numbers, {κ(m, q)}, m = 1, . . . , M q , q = 1, . . . , Q, and sound speed {c(z )}, to implement the state-space models along with the corresponding modal function values {Φ(z s , ω q )}, as well as the Hankel functions {H o (κ(m, q)r s )} to construct the measurement models (modal coefficients).
The final set of parameters for our simulation are the modal and measurement noise covariance matrices required by the stochastic model. The measurement noise is estimated from measured time series data covariance bounds (±2σ) about its mean, while the process noise is guessed and adjusted during the tuning phase of the processor design. A set of classical metrics to accomplish tuning is discussed next. Once the covariances are specified and the modal function statistics are estimated from the boundary value problem (BVP) outputs, the input (modal) and output (measurement) SNR can be calculated from
and can be used to specify the simulation. With this information in hand, a 100-member ensemble of stochastic simulations was performed at SNR in = 10 dB (modes) and SNR out = 0 dB (pressure field) based on the SNAP parameters of [14] . We chose to oversample the water column to provide detailed spatial resolution permitting a more precise investigation in order to bound processor performance eliminating nonrelevant issues for this study. The Bayesian processor is designed using the identical set of parameters used in the shallow-water simulation. We can consider this simulation as a performance bound on the best that can be achieved, since the model parameters are precisely known.
A. Classical Performance Metrics
Initially, we develop the processor for a single realization and perform some of the classical statistical tests to ensure the validity of the embedded model. A pragmatic statistical test (in general) for the processor is that the residual sequence should be zero mean and uncorrelated. In statistical signal processing, this is a standard statistical test to determine whether a processor is operating properly, that is, it is used to test whether the residual sequence (difference between the measurement and the processor "predicted" measurement) has a small mean-squared error (MSE). Specifically for sequential algorithms, the onestep prediction error has the property that the prediction error or equivalently the residual sequence should be zero mean and uncorrelated (or white). Pragmatically, residuals that satisfy these properties ensure that the embedded model-based processor has "removed" all correlation (of the model) from the data. The remaining measurement (residual) is uncorrelated or equivalently provides no further information about the signal (or model). These properties ensure two conditions: 1) the underlying model is correct; and 2) no further signal information remains to be extracted. In fact, it can be shown that these conditions are a result of the orthogonality condition of the data and its prediction [16] . Indeed this is the case for our 125-particle design, since the zero-mean test shows the residual mean to be smaller than the calculated bound (8.9 × 10 −6 < 0.245) and uncorrelated (white) with only 1.6% of the correlation samples lying outside the boundaries where more than 5% lying outside is considered nonwhite or correlated failing the test. When data are nonstationary, then the weighted sum-squared residual (WSSR) is a more reliable statistic to use to determine the "whiteness" of the residual error (innovation) sequence [16] . It is a chi-squared statistic that tests the hypothesis of whether the residual sequence is statistically uncorrelated. The WSSR uses this sequence to test whiteness by requiring that the constructed decision function lies below a threshold. If the WSSR statistic does lie beneath the calculated threshold, then theoretically, the estimator is considered tuned and the embedded model deemed appropriate. More of the WSSR details are available in [16] and [18] . For our problem, the WSSR statistic confirms the whiteness with its decision function lying below the threshold of 81.5 with a 60-sample sliding window.
B. Ensemble Statistics
To evaluate the processor performance, we construct a sequence of 100-member realizations and calculate the ensemble statistics. The following results are based on ensemble average estimates, that is, all of the subsequent estimator results have been averaged over the 100 realizations to provide a more meaningful representation of "what could be expected" from the processor when implemented.
The results of the Bayesian design are shown in Fig. 4 where we see the enhanced pressure-field (MAP) and the true measurement (mean) as well as the raw data and corresponding residual or innovations sequence as a function of depth. Note from (19) that the modal estimatesΦ(z , ω q ) along with the measurement model C T (r s , z s , ω q ) are used to construct the enhanced pressure fieldp(z , ω q ) at each temporal frequency. To complete the performance analysis, we observe the posterior pressure-field distribution predicted by the PF at each depth in Fig. 5 . Clearly this distribution is not unimodal, but both MAP/CM inferences "track" the mean (true) pressure field quite well. We have also estimated the KD statistic which is shown in Figs. 11(a) and 12(a), which will be discussed subsequently.
The estimated modal functions (ensemble averaged) extracted from the noisy pressure-field measurements are shown in Figs. 6 and 7 ; bounding the estimates we could hope to achieve for this type of data. We use the annotation: (frequency/mode no.), that is, M 50 − 1 is the first modal function at 50-Hz frequency. Here we observe that the MAP and CM estimates inferred from the predicted posterior modal distributions essentially overlay one another and "track" the true (noise-free) functions very well in spite of the uncertainties in the synthesized modal data. In Fig. 6 , we observe the enhanced modal function estimates (ensemble averaged) and uncertain data (DATA) corresponding to the two modes at 50 Hz, three at 60 and 70 Hz, and four at 80 Hz. In Fig. 7 , we see the ensemble estimates for both 90 Hz (four modes) and 100 Hz (five modes). The RMS MSE estimates for each of the modal functions are shown in Table I where we observe small modal function tracking errors.
Thus, we see that modal function tracking of the broadband data presents another aspect of the PF estimates. We show the posterior PMF surfaces (depth versus modal amplitude versus probability) for a single realization of modes: mode M 50 − 1; mode M 80 − 3; and mode M 100 − 5 in Figs. 8, 9 , and 10, respectively. Each surface indicates a multimodal posterior PMF at various depth slices for this nonstationary process. This completes the modal analysis over the ensemble; next we investigate the information theoretical results.
C. Performance Metrics
In this section, we investigate the performance of the broadband PF over the 100-member ensemble of synthetic pressurefield measurements using the information metrics discussed in Section III-B. The KD divergence of (31) provides us with a metric to determine "how close" the estimated posterior is to the true distribution. Since we have the "true" normal-mode representation (parameters, etc.) available from the simulators (e.g., SNAP, KRAKEN), we can generate realizations from the stochastic forward state-space propagator of (19) . Next, using nonparametric (histogram/kernel density) estimators applied to these realizations, empirical PMFs are generated to approximate the "true" distributions for each mode as well as the pressure field. The empirical PMF distributions provided by the PF over a set of ensemble runs can then be compared with the true PMFs using the KD divergence criterion with equality or approximate equality specified by its values close to zero. As an illustration, we choose depth slices of the pressure field and modal functions (Nos. 1, 11, 21) and estimate these PMFs for each as shown in Fig. 11 , along with the corresponding KL metrics. We used a kernel density estimator (smoothed histogram) from each of the random sequence realizations for the raw synthesized pressure-field data, the true, and MAP and CM estimates [18] .
For the pressure field shown in Fig. 11(a) , it is clear that the broadband enhanced estimates are quite good compared to the noisy data as evidenced by estimated PMFs and respective KL divergences of 0.25 (DATA), 0.002 (MAP), and 0.0003 (CM).
Since the modal process is nonstationary in space (depth z), the multimodal posterior varies at each discrete depth; therefore, we would have to perform the above analysis on all 21 (42-state) modal functions and the pressure field at each depth. We can employ the KL divergence metric, calculate it at each depth (PMF) providing a set of "KD trajectories" for the measurement and each mode summarizing the Bayesian processor overall performance. Note that the perfect PMF would yield a "zero" (trajectory) at every depth slice. Thus, these trajectories estimate the KD for each PMF depth slice compressing the information into a single number with summary statistics (mean/median) to follow. The results of the KD divergence metric are shown in Fig. 12 comparing each of the multimodal PMFs to the true distribution. We include the median estimates as a single metric performance indicator as well as the corresponding MSE estimates in Table I for each mode.
Next we apply the enhanced modal/pressure-field estimator as a preprocessor to solve the broadband source detection problem using the sequential detection approach of Section III-D. First, we generate data sets under each hypothesis and then estimate the log-likelihood decision functions for each. From these functions, we estimated the corresponding PMFs using a kernel density estimator [18] as shown in Fig. 13(a) . From these distributions, we estimated the corresponding ROC curve of Fig. 13(b) and obtained the optimal operating point [26] which was estimated as (P FA , P DET ) = (0.034, 0.998), that is, 99.8% detection with a 3.4% false alarm rate for these SNRs. We calculated the required thresholds of (43) for the sequential source detector and applied it to the noisy (0 dB) pressure-field data shown in Fig. 4 . The results for both source present and absent scenarios are depicted in Fig. 13(c) and (d) indicating a detection in c and a nondetection (noise) in d. These results indicate the applicability of this solution to broadband source detection problem and characterize the processor performance for these SNRs.
V. SUMMARY
In this paper, we have developed a sequential Bayesian solution to the broadband modal function tracking and pressurefield enhancement problem and then coupled it to a sequential source detection scheme. Modeling a shallow-ocean environment by a normal-mode propagator, we developed a broadband Bayesian solution. We showed how each of the corresponding temporal frequency bands leads to an underlying state-space structure which is used in the development of a forward propagator for signal enhancement and detection. We developed a shallow-ocean simulation using SNAP, a normal-mode propagation code [31] , to solve the associated boundary value problem first and supplied the resulting parameters to implement the Bayesian preprocessor. We introduced an information theoretic metric based on the KL divergence statistic that can provide a reliable metric to evaluate the broadband PF performance for this nonstationary problem. Next we developed a sequential detector, which when coupled to the preprocessor, was able to detect the broadband source in noisy pressurefield measurements and evaluated its performance from the associated ROC curve. We showed the results of the design demonstrating the capability of such an approach.
APPENDIX A CENTRAL DIFFERENCES FOR NORMAL-MODE STATE SPACE
Since our array spatially samples the pressure-field discretizing depth, we choose to discretize the differential state equations of Section II-B using a central difference approach for improved numerical stability. We have 
APPENDIX B BROADBAND PRESSURE FIELD: STATE-SPACE MEASUREMENT MODEL
The pressure field at depth z and time t can be approximated in terms of the bilateral inverse (discrete) Fourier transform (IDFT) as [34] p(r, z, t) = 
where {ω q } is a set of selected broadband frequencies. Decomposing the summation into positive and negative components and using the conjugate symmetry property of the IDFT, we have 
If we consider p + (r s , z, t), then from the Helmholtz solution and the state-space model of (12) 
which is the measurement model incorporated into (17) . To perform the full IDFT inversion and recover the broadband time series, then the conjugate symmetric terms of p − (r s , z, t) and correction at ω 0 of p o (r, z, t) must also be incorporated using the state-space model.
