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MOTIVIC RANDOM VARIABLES AND REPRESENTATION
STABILITY I: CONFIGURATION SPACES
SEAN HOWE
Abstract. We prove a motivic stabilization result for the cohomology of the
local systems on configuration spaces of varieties over C attached to charac-
ter polynomials. Our approach interprets the stabilization as a probabilistic
phenomenon based on the asymptotic independence of certain motivic random
variables, and gives explicit universal formulas for the limits in terms of the
exponents of a motivic Euler product for the Kapranov zeta function. The
result can be thought of as a weak but explicit version of representation stabil-
ity for the cohomology of ordered configuration spaces. In the sequel, we find
similar stability results in spaces of smooth hypersurface sections, providing
new examples to be investigated through the lens of representation stability
for symmetric, symplectic and orthogonal groups.
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1. Introduction
In this paper, we bring together two recent threads in the theory of cohomo-
logical stability for configuration spaces: the theory of representation stability of
Church [4] and Church-Farb [7] and the motivic approach of Vakil-Wood [16]. We
show that the families of local systems on unordered configuration spaces of alge-
braic varieties studied in representation stability have natural motivic avatars in
the Grothendieck ring of varieties, and that these stabilize under suitable motivic
measures (cf. Theorem 5.2 below). A new and important feature of our approach
is that we provide explicit formulas for the stable values using the language of
probability theory adapted to a motivic setting (the motivic random variables of
the title). In particular, we find explicit universal formulas for the Hodge Euler
characteristics of the stable cohomology of these local systems (cf. Theorem A be-
low). This includes, e.g., formulas for the Hodge Euler characteristics of the stable
cohomology of generalized configuration spaces (cf. Corollary B below). These
results suggest that, at least in some cases, there should be a simple description
of the stable cohomology of certain generalized configuration spaces from which
the stable cohomology of all local systems appearing in the theory representation
stability for varieties can be deduced (cf. Remark 1.5 below).
Over finite fields, the point-counting analogs of our results are due to Chen
[3]. For motivic measures factoring through Chow motives, including the Hodge
realization, our results can also be deduced from prior work of Getzler [10]. We
discuss both of these connections further in Remark 1.1 and Appendix A.
In the remainder of the introduction we describe our results in more detail in
the case of the Hodge realization.
1.1. Motivic stabilization of character polynomials. Let Y/C be a smooth
connected quasi-projective variety. We denote by Confn(Y ) the configuration space
of unordered n-tuples of distinct points on Y . We denote by PConfn(Y ) the con-
figuration space of ordered n-tuples of distinct points on Y , so that
(1) PConfn(Y )→ Confn(Y )
is an Sn-cover (here Sn denotes the symmetric group of permutations of {1, ..., n}).
The compactly supported cohomology of any local system V on Confn(Y ) trivi-
alized on this cover is naturally equipped with a polarizable mixed Hodge structure
(cf. Subsection 3.3). In particular, denoting by W the weight filtration,
GrWH
i
c(Conf
n(Y ),V)
is a direct sum of polarizable Hodge structures. We denote
Q(−1) = H2c (A
1),
the Tate Hodge structure of weight 2, and Q(n) = Q(−1)⊗−n.
We define K0(HS) to be the Grothendieck ring of polarizable Hodge structures,
which is the quotient of the free Z−module with basis given by isomorphism classes
[V ] of polarizable Q−Hodge structures V by the relation [V1⊕V2] = [V1] + [V2]. It
is a ring with [V1] · [V2] = [V1 ⊗ V2].
For a local system V on Confn(Y ) that becomes trivial on PConfn(Y ), we define
(2) χHS(V) =
∑
−1i
[
GrWH
i
c(Conf
n(Y ),V)
]
∈ K0(HS).
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The ring of character polynomials [6] is the countable polynomial ringQ[X1, X2, ...].
For any n we map the ring of character polynomials to the ring of rational class
functions on Sn, RepSn⊗Q, by mapping Xi to the function which counts cycles of
length i. In particular, any character polynomial p defines a sequence of (Q-)virtual
representations pip,n of Sn for increasing n.
Thus, given a character polynomial p, we can use the cover (1) to define a
sequence of (Q-)virtual Q-local systems Vpip,n on Conf
n(Y ). Then, extending for-
mula (2), the compactly supported cohomology of Vpip,n gives a class χHS(Vpip,n) in
the rationalized Grothendieck ring K0(HS)Q. This ring has a natural completion
̂K0(HS)Q with respect to the weight filtration, and one consequence of represen-
tation stability for configuration spaces as in [4] is that for any fixed character
polynomial p,
(3) lim
n→∞
χHS(Vpip,n)
Q(−n · dimY )
exists in ̂K0(HS)Q.
For a variety X/C, we denote
[X ]HS =
∑
i
(−1)i
[
GrWH
i
c(X(C),Q)
]
∈ K0(HS).
Our main result, Theorem A below, gives an explicit formula for the limit (3) when
we normalize by [Confn(Y )]HS instead of Q(−n · dimY ). To state it efficiently, we
introduce the map
E∞ : Q[X1, X2, ...]→ ̂K0(HS)Q
p 7→ E∞[p] = lim
n→∞
χHS(Vpip,n)
[Confn(Y )]HS
.
E∞ should be thought of as a motivic version of the limit of the expectation func-
tions of uniform probability measures on Confn(Y ), in a way that will be made
precise in Section 4.
For a variety Y/C, the Hodge zeta function of Y is
ZY,HS(t) = 1 + [Y ]HSt+ [Sym
2Y ]HSt
2 + ... ∈ 1 +K0(HS)[[t]].
It admits a formal Euler product
ZY,HS(t) =
∏
k≥1
(
1
1 + tk
)Mk([Y ]HS)
where the Mk([Y ]HS) are elements of K0(HS)Q uniquely determined by this iden-
tity1. The element Mk([Y ]HS) should be thought of as a motivic analog of the
number of closed points of degree k on a variety over a finite field (which appear as
the corresponding exponents in Euler products for zeta functions of varieties over
finite fields).
Theorem A. Let Y/C be an d-dimensional smooth connected quasi-projective va-
riety, and E∞, Xk, and Mk([Y ]HS) as defined above. For t a formal variable,
E∞
[
(1 + t)Xk
]
=
(
1 +
Q(dk)
1 +Q(dk)
t
)Mk([Y ]HS)
1We adopt this notation to match with the point-counting result [3, Theorem 3 and Corollary 4].
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and for t1, t2, ... formal variables,
E∞
[∏
k
(1 + tk)
Xk
]
=
∏
k
E∞
[
(1 + tk)
Xk
]
where in both statements exponentiation of (1 + t) is understood in terms of the
formal power series
(1 + t)a = exp(log(1 + t) · a)) =
∞∑
i=0
(
a
i
)
ti
and E∞ is applied to the coefficients of a power series. In particular, for any
character polynomial p we can obtain an explicit formula for E∞[p] by expressing p
as a sum of monomials in the Xk and using the formulas above.
Remark 1.1. In fact, in Subsection 5.1 we will construct avatars for the virtual
local systems Vpip,n living in a relative Grothendieck ring of varieties over Conf
n(Y ),
and then prove analogs of Theorem A and Corollary B below with HS replaced by
an arbitrary motivic measure φ (under a technical hypothesis on φ and Y ). These
analogs appear as Theorem 5.2 and Corollary 5.3. The reason it is possible to give
motivic avatars for these virtual local systems is that they can be isolated by taking
virtual sums of generalized configuration spaces; this corresponds roughly to the
fact that permutation representations span the representation rings of symmetric
groups.
Theorem A can also be deduced from results of Getzler [10], as we show in
Appendix A. However, there are cases of the more general Theorem 5.2 which
cannot be deduced from [10] – for example, when φ is the motivic measure with
values in the Grothendieck ring of varieties completed for weight filtration, and Y is
a stably rational variety (cf. Example 5.4). Furthermore, the methods of our proof
are of independent interest: the use of the power structure on the Grothendieck
ring of varieties as a way of organizing arguments with configuration spaces modeled
after point-counting arguments over finite fields is crucial in the sequel [12] where
no analog of Getzler’s result is available. The point-counting analog of Theorem A
is due to Chen [3, Corollary 4], and we also discuss this connection in Appendix A.
As is typical for this type of result (cf. [16]), while the statements in the motivic
and point counting settings are quite similar, neither implies the other, and the
proofs in the motivic setting are more involved.
Remark 1.2. The probabilistic interpretation of this theorem is that the Xk define
asymptotically independent motivic random variables with asymptotic binomial
distributions. The asymptotic binomial distributions are characterized by saying
that Xk converges in distribution to the “sum of” Mk([Y ]HS) Bernoulli random
variables that are 1 with probability Q(dk)1+Q(dk) – note that we interpret this purely
as a statement about the moment generating functions (cf. Section 4). The as-
ymptotic independence and asymptotic distributions are natural in the analogous
point-counting result over finite fields [3, Corollary 4]: in that setting, Xk cor-
responds to the random variable counting points of degree k in a configuration,
so that the Xk can be described by summing up indicator random variables over
closed points on the ambient variety Y . The asymptotic independence and as-
ymptotic distributions of these indicator random variables have natural intuitive
explanations.
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Example 1.3. For each n ≥ 1, X1 is the character of the permutation repre-
sentation on the set {1, ..., n}. Thus, denoting by Confa·b
n−1
(Y ) the generalized
configuration space of n distinct points on Y , one labeled by a and the remaining
n− 1 labeled by b, we have
χHS(VpiX1,n) = [Conf
a·bn−1(Y )]HS.
Theorem A then gives
lim
n→∞
[Confa·b
n−1
(Y )]HS
[Confn(Y )]HS
=
(
Q(d)
1 +Q(d)
)
[Y ]HS
(here we use that M1([Y ]HS) = [Y ]HS).
1.2. Motivic stabilization of generalized configuration spaces. Example 1.3
can be extended to all generalized configuration spaces. If τ = al11 · a
l2
2 · ... · a
lm
m is a
generalized partition, we denote by Confτ (Y ) the configuration space of |τ | =
∑
li
distinct points on Y , with li of the points labeled by ai for each i. We obtain
Corollary B. Notation as in Theorem A, if τ = al11 ...a
lm
m is a generalized partition
then
lim
n→∞
[Confτ ·∗
n−|τ|
(Y )]HS
[Confn(Y )]HS
=
∂τt |t•=0
τ !
∏
k
(
1 +
Q(dk)
1 +Q(dk)
(tk1 + t
k
2 + ...+ t
k
m)
)Mk([Y ]HS)
.
Remark 1.4. For an orientable manifoldM , cohomological stabilization for the se-
quence of spaces Confτ ·∗n−|τ |(M) was observed as a consequence of representation
stability already by Church [4, Theorem 5]. The existence of the limit appear-
ing in Corollary B for an algebraic variety Y was also shown by Vakil-Wood [16].
Thus, the main contribution of Corollary B is the explicit formula in terms of the
Mk([Y ]HS). However, our proofs of Corollary B and Theorem A do not use the
results of Church or Vakil-Wood as input, and thus also provide a new proof of the
existence of this limit (which is closely related to, but distinct from, the proof given
by Vakil-Wood).
Remark 1.5. For τ a generalized partition as in Corollary B, the variety Confτ ·∗
n−|τ|
(Y )
is a quotient of Confτ
′·∗n−|τ|(Y ) where τ ′ is a partition of the same length as τ but
with all labels distinct. Thus, the stable cohomology of any sequence of generalized
configuration spaces appearing in Corollary B, and in fact of any of the sequences of
local systems coming from the theory of representation stability, can be computed
in terms of the stable cohomology of these special families.
In particular, our results put a large number of constraints on the stable coho-
mology of
Confa1·...·am·∗
n−m
(Y ) as n→∞,
in that they give a formula for the Sm-equivariant Hodge Euler characteristic rather
than just the Hodge Euler characteristic. Moreover, the simple probabilistic formu-
las of Theorem A lead to simple candidate stable cohomology groups compatible
with these constraints, and it may be possible to prove these candidates are re-
lated to, or in some cases even equal to, the actual stable cohomology groups by
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using other known descriptions of the cohomology of configuration spaces (e.g. the
explicit presentation of the Leray spectral sequence in [15]). This strikes us as a
promising avenue for future work, but we have not pursued it further at this time.
1.3. Multiplicities of irreducible representations. An interesting open prob-
lem in the theory of representation stability of configuration spaces is to compute
the families of irreducible representations appearing in the stable cohomology of
Hi(PConfn(Y ),Q) for i a fixed degree (cf., e.g., the discussion around [6, Corollary
1.6]). As in [5] and [3], we find here that it is simpler to instead fix a family of
irreducible representations, corresponding by the theory of [7] to a partition τ , and
then to obtain information about the cohomological degrees where that specific
family of representations appears stably.
For a partition τ , denote by piτ,n the representation of Sn corresponding to τ ,
and by Vτ,n the local system on Conf
n(Y ) attached to piτ,n. The multiplicity of
piτ,n in H
i(PConfn(Y ),Q) is equal to the dimension of Hi(Confn(Y ),Vτ,n), and
thus we are interested in computing the stabilization of the cohomology groups
Hi(Confn(Y ),Vτ,n). For Y smooth, by Poincare´ duality the same information is
contained in the compact supported cohomology groups, and it will be technically
more convenient for us to work with these.
We denote
χHS(Vτ,n) =
∑
−1i
[
GrWH
i
c(Conf
n(Y ),Vτ,n)
]
∈ K0(HS).
Then, using Theorem A, we can compute
lim
n→∞
χHS(Vτ,n)
[Confn(Y )]HS
which gives us (via weights) some partial information about the cohomological
degrees where τ can appear. Indeed, this limit is computed in Theorem A when we
take p to be the character polynomial sτ giving the character of piτ,n for sufficiently
large n (which exists by results of [6]).
Example 1.6. Let τ be the partition (1), which corresponds to the standard repre-
sentation of Sn for each n. The standard representation has character s(1) = X1−1.
We find
lim
n→∞
χHS(V(1),n)
[Confn(Y )]HS
=
(
Q(d)
1 +Q(d)
)
[Y ]HS − 1.
In particular, the largest weight appearing in this formula is the negative of the
smallest non-zero weight k appearing in the cohomology of Y . Thus, by standard
properties of weights (cf. [8]), if the standard representation appears stably in any
degree i < k/2, it must appear stably again in another degree i′ < k with the
opposite parity.
1.4. Sketch of proofs of Theorem A and Corollary B. We consider Confn(Y )
as a moduli space parameterizing subvarieties of n distinct points of Y , with uni-
versal family
Zn → Conf
n(Y ), Zn := {(y, c) ∈ Y × Conf
n(Y ) | y ∈ c}.
We use the pre-λ structure on the Grothendieck ring of varieties over Confn(Y )
(cf. Section 3) to construct from Zn natural motivic avatars of the local systems
appearing in Theorem A. These are the motivic random variables of the title. We
note that, through the optic of the pre-λ ring structure, the ring of character
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polynomials becomes the ring Λ of symmetric functions [13] playing its natural role
in that theory.
One would like to directly prove the asymptotic independence and binomial
distributions for the motivic random variables corresponding to the Xi as asserted
in Theorem A, however, these are difficult to work with directly because for i 6= 1
they have no clear geometric meaning. Instead, we show that Theorem A is actually
equivalent to Corollary B, then prove Corollary B.
To show Theorem A is equivalent to Corollary B, we show that the character
polynomials corresponding to generalized configuration spaces are a basis for the
ring of character polynomials, and that on these elements the two descriptions of
E∞ (one from Theorem A and the other from Corollary B) coincide.
To prove Corollary B, we use the geometric interpretation of the power struc-
ture on the Grothendieck ring of varieties due to Gusein-Zade, Luengo, and Melle-
Hernandez [11]. A key step is our Lemma 2.8, which we use to find the Mk([Y ]) as
exponents in product expansions for generating functions of generalized configura-
tion spaces.
Although we work outside the setting of classical probability theory, the use of
probabilistic language plays an important role in organizing our arguments and
stating our theorems. In Section 4 we develop the basics of algebraic probability
theory which we will need in this paper and it sequel [12].
1.5. Relation with the sequel. In the sequel [12] we prove stabilization results
analogous to Theorem A and Corollary B for spaces of smooth hypersurface sections
of a fixed smooth projective variety, as well as point-counting analogs. These give
new geometric examples of representation stability for symmetric, orthogonal, and
symplectic groups, in the sense that we find stabilization (in the Grothendieck
ring of Hodge structures) of the cohomology of local systems corresponding to
natural families of representations of these groups composed with the monodromy
representation on the cohomology of the universal smooth hypersurface section.
Combined with the results of the present paper, we view the results of [12] as strong
evidence that one should also seek richer representation stability-type phenomena
in the setting of smooth hypersurface sections.
1.6. Outline. In Section 2 we recall the notion of a pre-λ structure and the asso-
ciated power structure as in [11]. In Section 3 we recall some Grothendieck rings
of varieties and the pre-λ and power structures on them defined by the Kapranov
zeta function, along with their geometric interpretations. In Section 4 we develop
the notion of an algebraic probability measure. Finally, in Section 5 we prove
Theorem A and Corollary B.
In Appendix A, we elaborate on the connection between our work and that of
Chen [3] and Getzler [10] as indicated in Remark 1.1.
1.7. Notation. For partitions we follow the conventions of Vakil-Wood [16], though
we tend to avoid the use of λ to signify a partition to avoid conflicts with the theory
of pre-λ rings.
A variety over a field K is a reduced finite-type scheme over K (in particular,
we do not require our varieties to be irreducible). It is quasi-projective if it can be
embedded as a locally closed subvariety of PnK.
For Y → S a map of quasi-projective varieties over a field K and τ a partition, we
write Confτ (Y/S) for the relative (i.e., fiberwise) configuration space of τ -labeled
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distinct points on Y/S. Concretely, if the multiplicities of τ are (l1, . . . , lm), then
Confτ (Y/S) =
Y ×S Y ×S . . .×S Y︸ ︷︷ ︸
l1+...+lm
\∆
 /Sl1 × Sl2 × . . .× Slm ,
where ∆ is the big diagonal (the locus where not all coordinates are distinct),
and the product of symmetric groups Sli acts by permuting the coordinates in the
natural way. We note that Confτ (Y/S) is a quasi-projective variety over K with
a natural structure map to S, thus it makes sense to write Confτ (Y/S)/S. When
there is no risk of confusion, we will also write Confτ (Y ) for Confτ (Y/K). Following
the conventions used in the introduction, we will sometimes write Confn for Confτ
where τ is any partition with a single label of multiplicity n, and PConfn for Confτ
where τ is any partition with n distinct labels each appearing with multiplicity one.
Our notation for pre-λ rings and power structures is introduced in Section 2.
We highlight the following point here: if f ∈ 1+ (t1, t2, ...)R[[t1, t2, ..]], then f
r will
always denote the naive exponential power series
exp (r · log f) ∈ 1 + (t1, t2, ...)RQ[[t1, t2, ..]].
If R is a pre-λ ring then we denote an exponential taken in the associated power
structure by fPowr.
Our notation for Grothendieck rings of varieties and motivic measures is ex-
plained in Section 3.
1.8. Acknowledgements. We thank Weiyan Chen, Matt Emerton, Benson Farb,
Jesse Wolfson, and Melanie Matchett Wood for helpful conversations. We thank
Weiyan Chen, Matt Emerton, Benson Farb, Melanie Matchett Wood, and two
anonymous referees for helpful comments on earlier drafts. This material is based
upon work supported by the National Science Foundation under Award No. DMS-
1704005.
2. Power structures and pre-λ rings
In this section, we recall the notion of a pre-λ structure and the associated power
structure as in [11]. Our only new contribution is Lemma 2.8.
2.1. Symmetric functions. We denote by
Λ = lim
←−
n
Z[t1, ..., tn]
Sn
the graded ring of symmetric functions [13]. Here the limit is of graded rings along
the maps induced from
Z[t1, ..., tn]→ Z[t1, ..., tn−1]
ti 7→
{
ti 1 ≤ i ≤ n− 1
0 i = n.
We define the complete symmetric functions
hk :=
∑
(l1,l2,...) |
∑
li=k
tl11 t
l2
2 ...
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the elementary symmetric functions
ek :=
∑
i1 6=i2 6=... 6=in
ti1ti2 · ... · tin ∈ Λ,
and the power sum symmetric functions
pk :=
∑
i
tki ∈ Λ.
We have
Λ = Z[h1, h2, ...] = Z[e1, e2, ...],
and
ΛQ = Q[p1, p2, ...].
For a partition τ = al11 a
l2
2 ... we also define
hτ = hl1 · hl2 · ...
pτ = pl1 · pl2 · ...
(which depends only on the multiplicity partition m(τ)).
We also define the Mobius-inverted power sum symmetric functions
p′k :=
1
k
∑
d|k
µ(k/d)pk ∈ ΛQ.
We have
pk =
∑
d|k
dp′d.
The complete symmetric functions are related to the power sum symmetric func-
tions by the identity
(4) d log
∑
hkt
k =
∞∑
k=0
pk+1t
k,
and to the Mobius-inverted power sums by the Euler-product identity
(5)
∑
k
hkt
k =
∏
k
(
1
1− tk
)p′k
(which follows from (4) after taking log of both sides).
2.2. Pre-λ rings.
Definition 2.1. A pre-λ ring is a ring R equipped with a group homomorphism
σt : (R,+)→ (1 + tR[[t]], ·)
r 7→ 1 + σ1(r)t + σ2(r)t
2 + ...
such that σ1(r) = r, and such that
σt(1) =
1
1− t
(i.e., in terms of the coefficients σk, σk(1) = 1 for all k).
The condition on σt(1) is not standard, but is natural in our context. In partic-
ular, any λ-ring satisfies this condition.
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Example 2.2. Z is a pre-λ ring with σt(n) =
(
1
1−t
)n
.
Example 2.3. Any Q-algebra R is a pre-λ ring with
σt(r) = exp
(
log
(
1
1− t
)
· r
)
where exp and log are defined using the standard power series expansions.
Example 2.4. For G an algebraic group, the representation ring RepG is a pre-λ
ring with σ-operations given by σk([V ]) = [Sym
kV ]. Note that Example 2.2 is also
of this form for G = {e} the trivial group.
Example 2.5. For G a group we define the Grothendieck ring K0(G − Set) of
finite G-sets: It is spanned by the isomorphism classes [X ] of finite G-sets X ,
modulo the relation [X ⊔ X ′] = [X ] + [X ′]. It is a ring under cartesian product
[X ] · [X ′] = [X ×X ′]. It is equipped with a pre-λ structure with σ-operations
σk(X) = X
k/Sk.
For any G there is a natural map from K0(G− Set) to K0(RepG) sending a set to
the free vector space on that set, and this is a map of pre-λ rings (with the pre-λ
structure on RepG as in Example 2.4).
We define functorial σ-operations on pre-λ rings R by
r 7→ σk(r).
More generally, we define a functorial set-theoretic pairing
( , ) : Λ×R→ R
on pre-λ rings R by requiring that for any r ∈ R,
( , r) : Λ→ R
is the unique ring homomorphism sending hk to σk(r).
Using this pairing, any element f ∈ Λ defines a functorial operation on pre-λ
rings by
r 7→ (f, r).
In particular, we also define the λ-operations by
λk(r) := (ek, r)
where the ek are the elementary symmetric functions. Classically pre-λ rings and
λ-rings are axiomatized using the λ-operations, however, for us it is more natural
to use σ-operations.
For a typical f ∈ Λ,
(f, ) : R→ R
is not additive, however, the Adams operations
r 7→ (pk, r)
corresponding to the power sum functions pk give functorial endomorphisms of
(R,+) (this follows from the identity (4)). As a consequence, the maps
R→ RQ
r 7→ (p′k, r)
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are also additive maps, functorial in pre-λ rings. By equation (5), they satisfy the
Euler product identity in RQ,
(6) σt(r) =
∏
k
(
1
1− tk
)(p′k,r)
.
Remark 2.6. We will not need the fact that (p′k, ) is additive in the present work,
however, it will play an important role in the sequel [12].
2.3. Power structures. The notion of a power structure, due to Gusein-Zade,
Luengo, and Melle-Hernandez [11], gives us a way to interpret expressions of the
form
f(t1, t2, ..)
r
for f(t) ∈ 1 + (t1, t2, ...)R[[t1, t2, ...]] and r ∈ R for any pre-λ ring R, satisfying
many of the expected properties of exponentiation and functorial in the pre-λ ring
R. To avoid confusion with the naive exponential
R× 1 + (t1, t2, ...)R[[t1, t2, ...]]→ 1 + (t1, t2, ...)RQ[[t1, t2, ...]]
(r, f) 7→ f r := exp (log(f) · r)
(which we use extensively), we will denote the power structure operation
R× 1 + (t1, t2, ...)R[[t1, t2, ...]]→ 1 + (t1, t2, ...)R[[t1, t2, ...]]
by
(r, f) 7→ fPowr.
Before explaining how the power structure is obtained from the pre-λ structure,
we first give an illustrative example to show how it differs from the naive exponen-
tial:
Example 2.7. With notation as in Example 2.5, for X a finite G-set, one can show
that
(1 + t)[X] =
∞∑
k=0
([
Xk\∆k
]
k!
)
tk ∈ K0(G− Set)Q,
where ∆k denotes the big diagonal (i.e. the locus where the coordinates of X
k are
not all distinct). On the other hand, for the power structure attached to the pre-λ
structure described in Example 2.5, one finds
(1 + t)Pow [X] =
∞∑
k=0
[
(Xk\∆k)/Sk
]
tk ∈ K0(G− Set),
where Sk is the symmetric group acting by permutation of the coordinates.
Thus, the division by k! in the naive exponential is replaced by a free quotient
by the symmetric group Sk in the power structure. If G is the trivial group, then
we are working in K0(Fin − Set) = Z, where the class of any set is given by its
cardinality. In that case, the two formulas agree; for general G, however, they are
not the same!
The power structure operation is constructed by first defining, for a monomial
tI , (
1
1− tI
)
Powr
:= σtI (r).
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To define the operation for an arbitrary power series, we first note that because
σtI (r) = 1 + r · t
I + ...,
any element
f ∈ 1 + (t1, t2, ...)R[[t1, t2, ...]]
has a unique expression as an Euler product (for the power structure)
f =
∏
I
(
1
1− tI
)
PowaI
.
Indeed, this can be shown by induction on the multi-indices I (under any ordering
where the total exponent
∑
I is non-decreasing), with the Ith factor chosen to
ensure that the product has the desired coefficient for tI .
Thus, using this Euler product for f , we may define its powers by
fPowr :=
∏
I
(
1
1− tI
)
PowaI ·r
.
It satisfies the following properties [11]:
• fPow0 = 1
• fPow1 = f
• (f · g)Powr = fPowr · gPowr
• fPowr1+r2 = fPowr1fPowr2
• fPowr1r2 = (fPowr2)Powr1 .
We have the following useful lemma:
Lemma 2.8. Let R be a pre-λ ring, with associated power structure as described
above. If f ∈ 1 + (t1, t2, ...)Z[[t1, t2, ...]] and r ∈ R, then
fPowr =
∏
k≥1
f(tk1 , t
k
2 , ...)
(p′k,r),
where the exponentiation on the right hand side of the equality is the naive expo-
nentiation and the identity is of elements in 1 + (t1, t2, ...)RQ[[t1, t2, ...]].
Proof. Because the coefficients of f are in Z, it has an Euler product
f =
∏
I
(
1
1− tI
)aI
=
∏
I
(
1
1− tI
)
PowaI
with aI ∈ Z, which is independent of the power structure because it only involves
integral powers. Thus, for any r,
fPowr =
∏
I
(
1
1− tI
)
PowaI ·r
=
∏
I
σtI (aI · r) =
∏
I
σtI (r)
aI
=
∏
I
∏
k
(
1
1− (tI)k
)aI ·(p′k,r)
=
∏
k
∏
I
(
1
1− (tI)k
)aI ·(p′k,r)
=
∏
k
(∏
I
(
1
1− (tI)k
)aI)(p′k,r)
=
∏
k
f(tk1 , t
k
2 , ...)
(p′k,r).
Here the step from the first to second line follows from equation (6). 
M.R.V. AND REP. STABILITY I: CONFIGURATION SPACES 13
3. Some Grothendieck rings of varieties
In this section, we define some Grothendieck rings of varieties and discuss the pre-
λ and power structures on them defined by the Kapranov zeta function. We then
recall the geometric description of the associated power structure in characteristic
zero given in [11], and explain how to generalize it to perfect fields following the
generalization of the pre-λ structure in [14]. We finish by explaining how to use
these structures to understand configuration spaces. The key result of this section
is Lemma 3.5, which establishes the fundamental relationship in Λ which we use to
prove Corollary B.
Let K be a a field. The Grothendieck ring of varieties over K, K0(Var/K), is
generated by the isomorphism classes [Y ] of varieties over Y/K, modulo the relations
[Y ] = [Y \Z] + [Z]
for Z a closed subvariety of Y . It is a ring with
[Y1] · [Y2] = [Y1 × Y2].
We refer to [14, Chapter 7], as our basic reference for K0(Var/K).
We denote L = A1, and
ML = K0(Var/K)[L
−1].
The ring ML has a decreasing dimension filtration, where Fil
i is generated by
classes [Y ]/Lm where [Y ] has dimension ≤ m− i. We denote the completion with
respection to the dimension filtration by M̂L.
A motivic measure is a map of rings
φ : K0(Var/K)→ A.
Example 3.1.
• If K = Fq, there is a point-counting measure
φq : K0(Var/Fq)→ Z
[X ] 7→ #X(Fq).
It extends to a map
φq :ML → Z[q
−1],
but is not continuous with respect to the dimension filtration, so does not
extend to M̂L.
• If K = C, there is a Hodge measure
K0(Var/C)→ K0(HS)
[X ] 7→ [X ]HS :=
∑
(−1)i
[
GrWH
i
c(X(C),Q)
]
where X is a quasi-projective variety over C, W is the weight filtration,
and K0(HS) is the Grothendieck ring of polarizable Hodge structures over
Q. It extends naturally to ML, and to a map
M̂L → K̂0(HS)
where the completion on the right is with respect to the weight grading.
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3.1. Pre-λ and power structure.
For this subsection, we assume K is a perfect field .
We consider the ring2
K0
∼
(Var/K),
as defined in [14, 7.2]. It is the quotient of K0(Var/K) by the relations [Y1] = [Y2]
whenever there is a radicial surjective morphism Y1 → Y2.
By [14, Proposition 7.25], for K of characteristic zero
K0(Var/K) = K0
∼
(Var/K),
and by [14, Proposition 7.26], for K a finite field the point counting measures factor
through K0
∼
(Var/K).
By [14, Proposition 7.28], K0
∼
(Var/K) has a pre-λ structure such that for any
quasi-projective variety Y/K, σt([Y ]) is equal to the Kapranov zeta function:
σt([Y ]) = ZY (t) :=
∑
k
[SymkY ]tk.
In [11], it is shown that for K = C the corresponding power structure admits the
following description on effective power series: If
f(t1, ...) =
∑
I
[AI ]t
I
for quasi-projective varieties AI/K, and Y is a quasi-projective variety, then the
coefficient of tI
′
in
f(t1, ...)Pow
[Y ]
is the class of the variety parameterizing labelings of finite sets of distincts points
of Y by labels in ⊔IAI with total weight I
′ (where a label in AI has weight I).
Concretely,
f(t1, ...)Pow
[Y ] =
∑
I
 ⊔
{I1,...,In,m1,...mn}
s.t. m1·I1+...+mn·In=I
((
n∏
k=1
(AIk × Y )
mk
)
\∆
)
/Sm1 × ...× Smn
 tI
where ∆ is the big diagonal and the symmetric groups act by simultaneous permu-
tation of points (i.e. coordinates in Y ) and labels (i.e. coordinates in AIk).
In fact, with the modification of working in K0
∼
(Var/K), this description is valid
over any perfect field – the modifications of the proof necessary are essentially
the same as those used in [14, Proposition 7.28] to show that the Kapranov zeta
function gives a pre-λ structure in this setting.
2We use this modification of the Grothendieck ring to avoid some technicalities involving the
possible existence of different pre-λ structures on K0(Var/K) when charK 6= 0, depending on
whether symmetric powers are defined using the scheme theoretic or stacky quotient (cf. [9] for
details).
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Remark 3.2. For the reader uncomfortable with the extension of the geometric
description of the power structure outside of characteristic zero, we note that we
use it only in the proof of Lemma 3.5, where the necessary point counting result
can be verified directly.
Example 3.3. Using the geometric description of the power structure we obtain
a generating function for generalized configuration spaces (in K0
∼
(Var/K))
(1 + t1 + t2 + ...)
[Y ] =
∑
I=(i1,i2,..)
[Confa
i1
1 ·a
i2
2 ...(Y )]ti11 t
i2
2 ....
Lemma 3.4. Let f ∈ ΛQ. If for any q and any quasi-projective variety Y/Fq,
φq((f, [Y ])) = 0,
then f = 0 (here φq is the point-counting measure).
Proof. Since the basis hτ maps under (f, ) to the monomials in the symmetric
powers, this follows from [16, Lemma 3.18]. 
For a partition τ , we define cτ ∈ Λ to be the unique element of Λ such that for
any quasi-projective variety Y over any K,
(cτ , [Y ]) = [Conf
τ (Y )].
By [16, 3.19] such a cτ exists, is unique, and depends only on m(τ). Moreover the
cτ over all possible multiplicities form a basis for Λ (this follows from the explicit
formula in terms of hτ given in [16, 3.19]). For I = (l1, l2, ..) a sequence in Z≥0
that is eventually 0, we denote by cI the element cτI for τI any partition with
multiplicities given by I up to reordering.
Lemma 3.5. ∏
k
(1 + tk1 + t
k
2 + ...)
p′k =
∑
I
cIt
I .
Proof. For any quasi-projective Y/Fq, we apply ( , [Y ]) to the left-hand side to
obtain ∏
k
(1 + tk1 + t
k
2 + ...)
(p′k,[Y ]) = (1 + t1 + t2 + ...)Pow
[Y ]
=
∑
I
[ConfτI (Y )]tI
=
∑
I
(cI , [Y ])t
I ,
where the first line follows from Lemma 2.8 and the second from Example 3.3. The
result then follows from Lemma 3.4 after applying the point-counting realization.

3.2. Relative Grothendieck rings. For K a field and S/K a variety, we will also
consider the relative Grothendieck ring
K0(Var/S)
of quasi-projective varieties over S, generated by isomorphism classes [Y/S] of quasi-
projective varieties Y/S (i.e. maps Y → S of quasi-projective varieties) modulo the
relations
[Y/S] = [Z/S] + [Y \Z/S]
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for any closed subvariety Z ⊂ Y in a quasi-projective Y/S. It is a ring with
operation
[Y1/S] · [Y2/S] = [Y1 ×S Y2/S].
K0(Var/S) is naturally an algebra over K0(Var/K), and there is a natural map
of K0(Var/K)-modules given by “forgetting the structure morphism”:
K0(Var/S)→ K0(Var/K)
[Y/S] 7→ [Y ].
If K is of characteristic zero then there is a relative Kapranov zeta function
whose coefficients are relative symmetric powers over S and which induces a pre-λ
and power structure on K0(Var/S) (cf. [11, Remark at the end of Section 1]). Note
that the forgetful map does not respect the ring or pre-λ structures.
The explicit formula for a configuration space in terms of symmetric powers
of [16, 3.19] still holds in the relative setting, and in particular we deduce that for
any τ ,
(cτ , [Y/S]) = [Conf
τ (Y/S)/S].
3.3. Geometric variations of Hodge structure. For X a smooth connected
variety over C, we denote by denote GVSH/X (sic) the category of geometric
variations of Hodge structure on X(C) as in [1]. For V an element of GVSH/X ,
the theory of [1] produces a mixed Hodge structure on Hic(X(C),V). This induces
a map of rings
χHS : K0(GVSH/X)→ K0(HS)
[V ] 7→
∑
i
(−1)i
[
GrWH
i
c(X(C),V)
]
.
We now discuss a compatibility between this construction and the assignment
[Z] 7→ [Z]HS for Z/X finite e´tale.
For X/C as above, the category FinE´t/X is equivalent to the category of fi-
nite pi1(X(C))-sets. We define K0(FinE´t/X) to be the Grothendieck ring of this
category as defined in Example 2.5. There is a natural map of pre-λ rings
K0(FinE´t/X)→ K0(Var/X)
[Z/X ] 7→ [Z/X ].
There is also a natural map of pre-λ rings
K0(FinE´t/X)→ K0(GVSH/X)
[f : Z/X ] 7→ [f∗Q].
Lemma 3.6. The diagram
K0(Var/X)
[Z/X] 7→[Z]HS
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
K0(FinE´t/X)
66♠♠♠♠♠♠♠♠♠♠♠♠
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
K0(HS)
K0(GVSH/X)
V7→χHS(V)
77♣♣♣♣♣♣♣♣♣♣♣
commutes.
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Proof. This follows from compatibility with the Leray spectral sequence in [1]. 
Remark 3.7. By the same argument, for any f : Z → X smooth and proper we
have
χHS([Rf∗Q]) = [Z]HS.
4. Algebraic probability theory
In this section we develop the notion of an algebraic probability measure. For
our applications the key concept we must define is that of asymptotic independence,
and we build up only the minimal amount of theory necessary in order to accomplish
this. The idea of generalizing classical probability theory by putting the emphasis
on the ring of random variables rather than the underlying probability space is not
new (it is used, e.g., in free probability), however, we are not aware of another
source that develops the material completely free of any analytic notions (i.e. for
algebras of random variables over an arbitrary ring instead of R).
Let R be a ring.
Definition 4.1. An algebraic R-probability measure3 µ on an R-algebra A with
values in an R-algebra A′ is an R-module map
Eµ : A→ A
′
sending 1A to 1A′ .
In this setting, we will refer to elements of A as random variables and to the
map Eµ as the expectation. When the measure is implicit, we will sometimes write
E without the subscript.
Example 4.2. If (Y, µ) is a finite probability space in the classical sense (i.e. Y
is a finite set and µ is a real measure on X with µ(X) = 1), then we obtain an
algebraic R-valued probability measure on Map(Y,R) with values in R sending a
random variable
X ∈Map(Y,R)
to
Eµ[X ] :=
∫
µ
X =
∑
y∈Y
X(y)µ({y}).
Example 4.3. If S/K is a variety with [S] invertible in ML, then we obtain
an algebraic K0(Var/K)-probability measure on K0(Var/S) with values in ML
(cf. Section 3 for the notation on Grothendieck rings) such that, for Y/S quasi-
projective,
Eµ [[Y/S]] 7→
[Y ]
[S]
.
If K is a finite field Fq, then for any f this measure specializes to the classical
uniform probability measure on the finite set S(Fq): for Y/S, the random variable
[Y/S] specializes to the random variable on S(Fq) given by
s 7→ #Ys(Fq).
3Note that there is no actual measure in the classical sense here; instead we are thinking of a
measure as equivalent to the corresponding integration functional, which, for a probability space,
is the expectation.
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Thus this measure gives a natural motivic lift of the uniform measure on the set of
points of a variety.
If K is of characteristic zero, then for any variety [Y/S], we obtain a map
Λ→ K0(Var/S)
f 7→ (f, [Y/S])
and, if we pull-back the measure via this map, we obtain an algebraic Z-probability
measure on Λ with values in ML. We will often use this construction when we
discuss stabilization (with ML replaced with M̂L or its image under a motivic
measure). We think of this as a type of uniform probability measure, but with
values in a complicated ring that often remembers more subtle information.
Definition 4.4. A set {ai}i∈I of elements ai ∈ A is independent if, for any finite
subset {i1, ..., il} ∈ I and k1, .., kl ∈ Z≥1,
E[ak1i1 · ... · a
kl
il
] = E[akli1 ] · ... · E[a
kl
il
]
Definition 4.5. A sequence of probability measures {µj} on A with values in A
′
a separated topological ring converges to a measure µ∞ if, for every a ∈ A,
lim
j→∞
Eµj [a] = Eµ∞ [a].
In this setting, we will be concerned with random variables that may not be in-
dependent for any of the measures µj , but behave as independent random variables
in the limit.
Definition 4.6. If {µj} is a sequence of probability measures on A with values in
A′ a complete topological ring, a subset {ai}i∈I of elements ai ∈ A is asymptotically
independent if for any finite subset {i1, ..., il} ∈ I and k1, .., kl ∈ Z≥1,
lim
j→∞
Eµj [a
k1
i1
· ... · aklil ] =
(
lim
j→∞
Eµj [a
kl
i1
]
)
· ... ·
(
lim
j→∞
E[aklil ]
)
and all of these limits exist.
In particular, if we have a sequence of measures µj on the polynomial ring
R[x1, x2, ...],
and the variables xi are asymptotically independent then the measures µj converge
to a µ∞, and for any
g ∈ R[x1, x2, ...],
Eµ∞ [g] can be expressed in terms of the moments of the xi by writing g as a sum
of monomials and applying asymptotic independence.
Just as we understand independence in terms of joint moments, we will also
understand distributions in terms of moment generating functions. Because our
applications all involve binomial and Bernoulli random variables, we will use falling
moment generating functions. Because we need denominators for our moment gen-
erating functions, when we discuss these types of random variables we will assume
that R is a Q-algebra.
Definition 4.7.
(1) A Bernoulli random variable with probability p ∈ A′ is a random variable
a ∈ A such that (for t a formal variable)
E[(1 + t)a] = 1 + pt.
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(2) A binomial random variable, the “sum of” s ∈ A′ independent Bernoulli
random variables with probability p ∈ A′, is a random variable a ∈ A such
that (for t a formal variable)
E[(1 + t)a] = (1 + pt)s.
Remark 4.8. For a binomial random variable a ∈ A, the “sum of” s ∈ A′ inde-
pendent Bernoulli random variables with probability p ∈ A′, we have for any m
and t1, ..., tm formal variables,
E[(1 + t1 + t2 ++...+ tm)
a] = (1 + p(t1 + ...+ tm))
s
,
which can be seen by expressing the multinomial coefficients of the exponents ap-
pearing on each side as integer multiples of binomial coefficients of the exponents.
We will use this fact later in the proofs of our main theorems.
5. Proofs of Theorem A and Corollary B
In this section, we state and prove the general versions of Theorem A and Corol-
lary B alluded to in Remark 1.1.
5.1. Motivic analogs of local systems attached to character polynomials.
Let Y/C be a smooth quasi-projective variety. We begin by constructing a mo-
tivic analogs of the local system on Confn(Y ) attached to a character polynomial
p ∈ Q[X1, X2, ...].
By Lemma 3.6, the following diagram commutes
K0(Sn − Set) //

K0(FinE´t/Conf
n(Y ))
[f :Z→Confn(Y )] 7→[f∗Q]

// K0(Var/Conf
n(Y ))
[Z/Confn(Y )] 7→[Z]HS

K0(HS)
K0(RepSn) // K0(GVSH/Conf
n(Y ))
[V] 7→χHS([V])
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
Here, the two horizontal maps from the leftmost column are coming from the Sn-
cover PConfn(Y )→ Confn(Y ). All of the maps except those to K0(HS) are maps
of pre-λ rings.
If we denote by Vn the permutation representation on {1, ..., n}, the map from
the ring Q[X1, X2, ...] of character polynomials to RepSn⊗Q is given by identifying
Q[X1, X2, ...] with ΛQ via Xi 7→ p
′
i and then sending a character polynomial p to
(p, [Vn]).
On the other hand, the class of the set {1, ..., n} in K0(Sn − Set) maps via the
top horizontal arrows to the class [Zn/Conf
n(Y )] – recall that Zn is the universal
configuration of n distinct points
Zn = {(y, c) ∈ Y × Conf
n(Y ) | y ∈ c}.
We denote by α the forgetful map from K0(Var/Conf
n(Y )) to K0(Var). In the
notation of Theorem A, we obtain
χHS(Vpip,n) = α ((p, [Zn/Conf
n(Y )]))HS .
Thus,
[p]n := (p, [Zn/Conf
n(Y )]) ∈ K0(Var/Conf
n(Y ))
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provides a natural motivic analog of Vpip,n . Note that we can define these motivic
analogs without the smoothness condition on Y , which we use only in relating back
to the theory of geometric variations of Hodge structure as in [1].
5.2. General versions of Theorem A and Corollary B. We will want to con-
sider a motivic measure φ valued in a ring R such that
lim
n→∞
[Confn(Y )]φ
Ln dimYφ
exists and is invertible. This is equivalent to Y satisfying the property MSSPφ
of Vakil and Wood [16] plus the limit of (normalized) symmetric powers being
invertible; we denote this condition by MSSP∗φ.
Remark 5.1. If φ is the Hodge measure of Example 3.1, then every Y satisfies
MSSP∗φ (cf. [16, 1.26-(ii)]).
If φ is a motivic measure such that Y satisfies MSSP∗φ then, for n sufficiently
large, we can define an algebraic probability measure Eφ,n on Λ with values in RQ
by
Eφ,n[p] = α([p]n)φ/[Conf
n(Y )]φ
where as before α denotes the forgetful map from K0(Var/Conf
n(Y )) to K0(Var).
This is the pullback of the uniform measure on Confn(Y ) as in Example 4.3 by the
map Λ→ K0(Var/Conf
n(Y )) sending p to (p, [Zn]).
We denote by
Mk([Y ]) = (p
′
k, [Y ])
the exponent of (1 + tk)−1 in the naive Euler product4 for the Kapranov zeta
function of Y (cf. Subsection 3.1). Mk([Y ]) should be viewed as a motivic analog
of the “closed points of degree k” on a variety over a finite field.
Using the language of Section 4, the general version of Theorem A is
Theorem 5.2. Let Y/C be a quasi-projective variety, and suppose that Y satisfies
MSSP∗φ. Then, with respect to the sequence of probability measures Eφ,n on the ring
of character polynomials Q[X1, X2, ...] given above, the character polynomials Xi are
asymptotically independent random variables. Furthermore, Xk is asymptotically a
binomial random variable, the “sum of” Mk([Y ])φ independent Bernoulli random
variables that are 1 with probability
1
1 + Lk·dimYφ
.
The general version of Corollary B is
Corollary 5.3. In the setting of Theorem 5.2, if τ = al11 ...a
lm
m is a partition then
in RQ,
lim
n→∞
[Confτ ·∗
n−|τ|
(Y )]φ
[Confn(Y )]φ
=
∂τt |t•=0
τ !
∏
k
(
1 +
1
1 + Lk dimYφ
(tk1 + t
k
2 + ...+ t
k
m)
)Mk([Y ])φ
.
4To our knowledge, this motivic Euler product was first studied by Bourqui [2, 2.2].
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Example 5.4. If φ is the natural map to M̂L and Y is stably rational, then
by [16, 1.26(i)], Y satisfies MSSPφ. In fact, Y satisfies MSSP
∗
φ since the class of
any stably rational variety is invertible in M̂L (it differs from some L
m by something
lying lower in the dimension filtration). Thus, Theorem 5.2 and Corollary 5.3 hold
in this case. In particular, because φ does not factor through Chow motives, this
is an application of Theorem 5.2 that does not also follow from the work of Getzler
as described in Appendix A.
Theorem A and Corollary B follow from Theorem 5.2 and Corollary 5.3 by taking
φ to be the Hodge measure, for which MSSP∗φ holds by Remark 5.1, and using the
discussion of Subsection 5.1 to see
EHS,n[p] =
χHS(Vpip,n)
[Confn(Y )]HS
.
5.3. Proofs of Theorem 5.2 and Corollary 5.3.
Proof that Theorem 5.2 is equivalent to Corollary 5.3. Using the geometric descrip-
tion of the power structure, we have (similar to Example 3.3),
(1+t1+ ...+tm)Pow
[Zn/Conf
n(Y )] =
∑
τ=a
l1
1 ...a
lm
m
[Confτ (Zn/Conf
n(Y )) /Confn(Y )] tτ .
By Lemma 2.8, the left-hand side is also equal inK0(Var/Conf
n(Y ))Q to the infinite
product
∞∏
k=1
(1 + tk1 + ...+ t
k
m)
(p′k,[Zn/Conf
n(Y )]).
Observe that the relative configuration space Confτ (Zn/Conf
n(Y )) is isomor-
phic, as a variety over C, to Confτ ·∗
n−|τ|
(Y ). Thus, by applying the forgetful map
α to the coefficients of these power series, we find
α
(
∞∏
k=1
(1 + tk1 + ...+ t
k
m)
(p′k,[Zn/Conf
n(Y )])
)
=
∑
τ
[
Confτ ·∗
n−|τ|
(Y )
]
tτ .
in K0(Var)Q. In particular, if we fix a τ , we find
α
(
∂τt |t•=0
τ !
∞∏
k=1
(1 + tk1 + ...+ t
k
m)
(p′k,[Zn/Conf
n(Y )])
)
=
[
Confτ ·∗
n−|τ|
(Y )
]
.
Applying φ and dividing both sides by [Confn(Y )]φ we obtain
Eφ
[
∂τt |t•=0
τ !
∞∏
k=1
(1 + tk1 + ...+ t
k
m)
(p′k,[Zn/Conf
n(Y )])
]
=
[
Confτ ·∗
n−|τ|
(Y )
]
φ
[Confn(Y )]φ
.
In particular, if Theorem 5.2 is satisfied, then taking the limit in n, we can move
the expectation inside the product and use the moments of a binomial distribution
as in Remark 4.8 to obtain
∂τt |t•=0
τ !
∞∏
k=1
(
1 +
1
1 + Lk·dimYφ
(tk1 + ...+ t
k
m)
)(p′k,[Y ])
= lim
n→∞
[
Confτ ·∗
n−|τ|
(Y )
]
φ
[Confn(Y )]φ
.
Thus Theorem 5.2 implies Corollary 5.3.
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On the other hand, the cτ are a basis for ΛQ, thus there is a unique map of
Q-vector spaces
ΛQ → RQ
sending cτ to
∂τt |t•=0
τ !
∞∏
k=1
(
1 +
1
1 + Lk·dimY
(tk1 + ...+ t
k
m)
)φ((p′k,[Y ]))
.
Using the formula
cτ =
∂τt |t•=0
τ !
∞∏
k=1
(1 + tk1 + ...+ t
k
m)
p′k
of Lemma 3.5, we see that this is also the unique map such that
m∏
i=1
(
p′k
lk
)
7→
m∏
i=1
(
φ ((p′k, [Y ]))
lk
)(
1
1 + Lk·dimYφ
)lk
.
(i.e. the map obtained by declaring the p′k to be independent with the given bino-
mial distributions).
If we assume Corollary 5.3, then by computing with the basis cτ , we find the
map
ΛQ → RQ
g 7→ lim
n→∞
Eφ,n[g] = lim
n→∞
Eφ[(g, [Zn/Conf
n(Y )])]
is defined, and equal to map described above, so that Corollary 5.3 implies Theo-
rem 5.2.

Proof of Corollary 5.3. By the description of the power structure on K0(Var) in
Subsection 3.1, we have
(1+t1s+...+tms+s)Pow
[Y ] =
∑
(l1,...,lm,n)∈Z
m+1
≥0
[
Confa
l1
1 a
l2
2 ...a
ln
m ·∗
n
(Y )
]
tl1 ...tlmsn+l1+...+lm .
By Lemma 2.8, this is equal to
∞∏
k=1
(1 + tk1s
k + ...+ tkms
k + sk)(p
′
k,[Y ]).
Thus, if we fix a partition τ = al11 ...a
lm
m , we obtain
∂τt
τ !
|t•=0
∏
k
(1 + tk1s
k + ...+ tkms
k + sk)(p
′
k,[Y ]) =
∑
n∈Z≥0
[
Confτ ·∗
n
(Y )
]
s|τ |+n.
Because the differentiation on the left-hand side is with respect to the t variables,
we can pull out a factor of∏
k
(1 + sk)(p
′
k,[Y ]) = (1 + s)Pow [Y ] =
(1 − s)Pow−[Y ]
(1− s2)Pow−[Y ]
=
ZY (s)
ZY (s2)
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to obtain
∂τt
τ !
|t•=0
∏
k
(
1 +
sk
1 + sk
(tk1 + ...+ t
k
m)
)(p′k,[Y ]) ZY (s)
ZY (s2)
=
∑
n∈Z≥0
[
Confτ ·∗
n
(Y )
]
s|τ |+n.
We claim that
(7) E(s) :=
∂τt
τ !
|t•=0
∏
k
(
1 +
sk
1 + sk
(tk1 + ...+ t
k
m)
)(p′k,[Y ])
is a rational function of s which can be written as a finite sum of fractions where
the numerators are in
Q[(p′1, [Y ]), ..., (p
′
|τ |, [Y ])],
and the denominator is a product of factors of the form
sk
1 + sk
.
To see this, expand each term with binomial coefficients then expand the product
and use that the differentiation is picking out the coefficient of tτ .
In particular, E(L− dimY ) exists already in M̂L ⊗Q, and, applying [16, Lemma
5.4], we see that
lim
n→∞
[
Confτ ·∗
n
(Y )
]
φ
[Conf|τ |+n(Y )]φ
= E(L− dimY )φ.
Evaluating the right-hand side using the expression (7) then gives the desired result.

Appendix A. Work of Chen and Getzler
In this appendix we show that Theorem A follows from work of Getzler [10].
In fact, using [10] we deduce the stronger Theorem A.2 below, which is a Hodge-
theoretic analog of a result of Chen [3, Theorem 3] for point counting over finite
fields (in Theorem A.1 below we state a version of this result with the notation and
the setting modified slightly from [3]). From Theorem A.2 we can deduce Theorem
A using a lemma of Vakil-Wood [16] (this step is very similar to Chen’s deduction
of [3, Corollary 4] from [3, Theorem 3]). We note that, as in [10], instead of working
with the Hodge measure, we could prove the more general Theorem 5.2 for any φ
factoring through Chow motives.
For l = (l1, ...lk) a sequence of non-negative integers we define the character
polynomial (
X
l
)
:=
m∏
i=1
(
Xi
li
)
where Xi as before is the function counting cycles of length i. For a permutation
σ in of a set A, (
X
l
)
(σ)
is the number of subsets consisting of
∑
i · li elements of A on which σ acts as a
permutation of cycle type l (i.e. has l1 1-cycles, l2 2-cycles, ...). For Y a variety
over Fq and c a configuration of n points in Conf
n(Y )(Fq) we denote by σc the
permutation given by Frobq acting on the n geometric points of c.
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Theorem A.1 (Chen [3]). Let Y be a smooth connected quasi-projective variety
over Fq and define
Mk(Y, q) :=
∑
d|k
1
d
µ(k/d)|Y (Fqd)|
(the number of closed points of degree k on Y ). For any sequence of non-negative
integers l = (l1, ..., lm),
∞∑
n=0
 ∑
c∈Confn(Y )(Fq)
(
X
l
)
(σc)
 tn = Z(Y, t)
Z(Y, t2)
·
m∏
k=1
(
Mk(Y, q)
lk
)(
tk
1 + tk
)lk
.
We show
Theorem A.2. Let Y/C be a smooth connected quasi-projective variety. For any
sequence of non-negative integers l = (l1, ..., lm),
∞∑
n=0
χHS
(
Vpi
(Xl ),n
)
tn =
ZY,HS(t)
ZY,HS(t2)
·
m∏
k=1
(
Mk([Y ]HS)
lk
)(
tk
1 + tk
)lk
.
Remark A.3. Theorem A.2 is a Hodge-theoretic analog of Theorem A.1, as can
be seen by interpreting the left-hand side of the formula in Theorem A.1 using
the Grothendieck-Lefschetz formula as the trace of Frobenius acting on the virtual
l-adic local system attached to the character polynomial
(
X
l
)
.
Proof. By [10, Theorem 5.6 and formula (2.6)] and the discussion of Subsection 5.1,
we see that the coefficient of tn on the left hand side is equal to the inner product
of the class function on Sn (
X
l
)
,
viewed as a degree n symmetric function in Λ, with the degree n component of
∞∏
k=1
(1 + pk)
Mk([Y ]HS).
The class function attached to
(
X
l
)
, viewed as a degree n symmetric function, is
equal to ∑
τ⊢n
(
X
l
)
(τ) · pτ/zτ .
where partitions τ are thought of as conjugacy classes in Sn and zτ is the order of
the centralizer of an element of the conjugacy class τ .
Because the pτ are an orthogonal basis with 〈pτ , pτ/zτ 〉 = 1, we find that the
left hand side is equal to
∂
∂z1
l1
...
∂
∂zm
lm ∞∏
k=1
(1 + tk · zk)
Mk(Y )|z1=z2=...=zm=1.
We can rewrite this as(
∞∏
k=1
(1 + tk)Mk(V )
)
·
m∏
k=1
(
Mk(Y )
lk
)(
tk
1 + tk
)lk
The zeta factors come from the left-hand side using the identity
(1 + tk) = (1− tk)−1/(1− t2k)−1
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and the fact that the Mk([Y ]HS) are defined as the exponents of the Euler product
of ZY,HS(t). The identification of the zeta quotient with the series of configuration
spaces is standard, and holds already in the Grothendieck ring of varieties. 
Theorem A follows from Theorem A.2 by applying [16, Lemma 5.4].
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