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We prove that there exists an amalgam of two nite 4-nilpotent semigroups such
that the corresponding amalgamated product has an undecidable word problem. We
also show that the problem of embeddability of nite semigroup amalgams in any
semigroups and the problem of embeddability of nite semigroup amalgams into
nite semigroups are undecidable. We use several versions of Minsky algorithms
and Slobodskoj’s result about undecidability of the universal theory of nite groups.
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1. INTRODUCTION
It is well known that any amalgam of two nite groups is embeddable
into a group [?]. Moreover, the free product with amalgamation of two
nite groups and in general the fundamental group of any graph of nite
groups is a virtually free group [?], so it is residually nite. Therefore any
amalgam of nite groups is embeddable into a nite group.
On the other hand, it is well known that not every amalgam of two nite
semigroups is embeddable into a semigroup. A very simple example was
found in 1957 by Kimura, see [?]. Here we present an even simpler (fewer
elements) example. Let S be the 4-element semigroup a; b; c; 0 where
ab = c and all other products are equal to 0. This semigroup contains two
subsemigroups a; c; 0 and b; c; 0 with zero product. Consider a disjoint
copy S′ = a′; b′; c′; 0′ of S, and form an amalgam W of S and S′ by
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identifying a with c′, c with b′, and 0 with 0′. Suppose that W is embeddable
into a semigroup H. Then in H, we have the following equalities:
a = c′ = a′b′ = a′c = a′ab = a′c′b = 0′b = 0b = 0:
Thus a and 0 get identied by any homomorphism from the amalgam W
into a semigroup.
Ever since Kimura’s example was discovered, one of the important prob-
lems in the theory of semigroups was to nd necessary and sufcient con-
ditions under which a given amalgam of semigroups is embeddable into a
semigroup or a nite semigroup.
I am not in a position to survey all 100+ papers about semigroup amal-
gams published since 1962 (see the book [?] and survey articles [?] and [?]).
I mention only some of the results.
In 1962, Howie [?, ?] proved that, for example, every amalgam of semi-
groups S ∪U T where the common semigroup U is unitary in S and T is
embeddable into a semigroup. Here being unitary in S means that for any
two elements s ∈ S; u ∈ U such that us ∈ U or su ∈ U we have s ∈ U .
One of the main tools in proving embeddability of amalgams is Isbell’s
zigzag theorem ([?] is a survey article of applications of this theorem).
Other tools were invented by Hall (he used representations of semi-
groups by transformations). In particular Hall [?] showed that any inverse
semigroup is an amalgamation base, which means that any amalgam of
two semigroups where the common subsemigroup is inverse embeds into a
semigroup.
The class of embeddable amalgams of innite semigroups is known to be
bad from the algorithmic view point. Lallement [?] found an innite sys-
tem of formulas which is necessary and sufcient for a semigroup amalgam
to be embeddable into a semigroup. He proved that no nite subsystem
of this system of formulas can serve as a necessary and sufcient condi-
tion. Recently Dekov [?] generalized this result by proving that the class
of embeddable amalgams of semigroups is not nitely axiomatizable. Re-
cently Birget et al. [?] proved that the amalgamated product of two nitely
presented semigroups with solvable word problems and a nice common
subsemigroup may have an undecidable word problem.
Nevertheless there was a hope that amalgams of nite semigroups are
much nicer, and there is an algorithm to solve the word problem in the
amalgamated product of two nite semigroups, and an algorithm to decide
whether an amalgam of two nite semigroups embeds into a semigroup or
embeds into a nite semigroup.
Hall and Putcha [?] proved that if the nite semigroup U is an amalga-
mation base in the class of nite semigroups then its J-classes are linearly
ordered. This condition is also sufcient if U is inverse.
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Some necessary and sufcient conditions on a nite semigroup amal-
gam to be embeddable into a nite semigroup were given by Okninski and
Putcha [?]. They used representations of nite semigroups by matrices.
In this paper, we shall prove the following surprising results.
Theorem 1.1. There exists an amalgam of two nite semigroups such that
the word problem is undecidable in the corresponding free product with amal-
gamation.
Theorem 1.2. The problem of whether an amalgam of two nite semi-
groups is embeddable into a semigroup is undecidable.
Theorem 1.3. The problem of whether an amalgam of two nite semi-
groups is embeddable into a nite semigroup is undecidable.
Remark 1. The proofs of these theorems show that one can assume
that nite semigroups in each of them are 4-nilpotent (that is, the product
of every 4 elements is 0).
Remark 2. The proof of Theorem ?? shows that one can x an easy
7-element semigroup U (the semigroup consisting of all upper triangular
4× 4-matrix units and 0) such that the problem of embeddability of a nite
amalgam of the form S ∪U T into a nite semigroup is undecidable. It is
interesting to describe all semigroups U which have this property.
Remark 3. By taking semigroup rings over a nite eld, one can easily
deduce analogs of these three theorems for nite associative rings.
This paper is inspired by my conversations with Tom Hall during my
visit to Monash University, Australia, in the summer of 1994. I am grateful
to Tom for the invitation, for suggesting the problem, and for very helpful
discussions. Theorems 13 were proved soon after I returned from Australia
and I gave a couple of lectures in Lincoln, Nebraska, explaining the proofs
in 1994. I have been busy with other projects and did not have time to
publish anything. About a year ago Marcel Jackson notied me that he
also independently proved Theorems ?? and ??. He deduced both theorems
from the results of a paper by Kublanovsky and myself [?]. His proofs are
not published. My proof of Theorem ?? uses Minsky algorithms and is of
course independent of [?] because [?] appeared two years later. My rst
proof of Theorem ?? also used Minsky machines, but this proof is much
more complicated and is not presented here.
2. MINSKY’S ALGORITHMS
We start with denitions of two forms of Minsky algorithms [?]. The rst
form works with glasses and coins.
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Consider two glasses. We assume that these glasses are of innite height.
Suppose also that we have innitely many coins. A program is a numbered
sequence of instructions.
An instruction has one of the following forms:
 Put a coin in the glass # n and go to instruction # j, n = 1 or 2.
 If the glass # n is not empty then take a coin from this glass and go
to instruction # j; otherwise go to instruction # k, n = 1 or 2.
 Stop.
A program starts working with the instruction number 1 and empty sec-
ond glass and ends when it comes to the Stop instruction which will always
have number 0.
We say that a program calculates a function f m if, starting with m coins
in the rst glass and empty second glass, we end up with f m coins in the
rst glass and empty second glass.
A conguration of a Minsky algorithm is a triple m;k; n, where m is
the number of coins in the rst glass, n is the number of coins in the second
glass, and k is the number of the instruction we are executing.
Another useful variant of Minsky algorithms works with a number of the
form 2m3n instead of glasses.
An instruction has one of the following forms:
 Multiply the number by 2 and go to instruction # j.
 Multiply the number by 3 and go to instruction # j.
 If the number is even then divide it by 2 and go to instruction # j;
otherwise go to instruction # k.
 If the number is divisible by 3 then divide it by 3 and go to instruction
# j; otherwise go to instruction # k.
 Stop.
A program starts working with the instruction number 1 and a number
of the form 2m and ends when it comes to the Stop instruction which will
always have number 0. As in the previous case, the conguration when the
algorithm deals with number 2m3n and executes the command number k
can be denoted by the triple m;k; n.
It is clear that these two modications of Minsky algorithms are equiv-
alent. Minsky’s theorem states that for every recursive function f n there
exists a Minsky algorithm which for every number n transforms the cong-
uration 2n; 1; 0 to 2f n; 0; 0 if n belongs to the domain of f or works
indenitely long without coming to a stop conguration if n is not in this
domain.
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We shall need another, the third, kind of Minsky algorithm. These are
algorithms of the rst form simulating algorithms of the second form. I
used similar algorithms in [?].
Let M be any algorithm of the second form. We create a new algorithm
M ′ using the following method.
The start command adds a coin in the rst glass.
1. Add a coin to the rst glass and go to 1.1.
Let α be the instruction number i in M . We put several instructions with
numbers i.1, i.2, : : : into M ′.
If α has the form multiply by 2 and go to instruction j then we add
instructions
i.1 If the rst glass is not empty then remove a coin from the rst glass
and go to instruction i.2; otherwise go to instruction i.4.
i.2 Add a coin to the second glass and go to i.3.
i.3 Add a coin to the second glass and go to i.1.
i.4 If the second glass is not empty then remove a coin from the second
glass and go to instruction i.5; otherwise go to instruction j.1.
i.5 Add a coin to the rst glass and go to i.4.
If the algorithm starts with a conguration k; i:1; 0, then it rst removes
the coins from the rst glass, and puts 2k coins to the second glass, moving
to the conguration 0; i:4; 2k; then it transfers coins from the second glass
into the rst glass, moving to the conguration 2k; j:1; 0. Thus indeed this
algorithm simulates multiplication by 2.
If α has the form multiply by 3 and go to instruction j then we add
instructions
i.1 If the rst glass is not empty then remove a coin from the rst glass
and go to instruction i.2; otherwise go to instruction i.5.
i.2 Add a coin to the second glass and go to i.3.
i.3 Add a coin to the second glass and go to i.4.
i.4 Add a coin to the second glass and go to i.1.
i.5 If the second glass is not empty then remove a coin from the second
glass and go to instruction i.6; otherwise go to instruction j.1.
i.6 Add a coin to the rst glass and go to i.4.
This algorithm simulates multiplication by 3.
One can easily write algorithms simulating the other three types of in-
structions of Minsky algorithms of the second form.
Nevertheless, for the sake of completeness we present them here.
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If α has the form if the number is divisible by 2 then divide by 2 and
go to instruction number j; otherwise go to instruction number k then we
add instructions
i.1 If the rst glass is not empty then remove a coin from the rst glass
and go to instruction i.2; otherwise go to instruction i.5.
i.2 If the rst glass is not empty then remove a coin from the rst glass
and go to instruction i.3; otherwise go to instruction i.6.
i.3 Add a coin to the second glass and go to i.1.
i.4 If the second glass is not empty then take a coin from the second
glass and go to i.5; otherwise go to j.1.
i.5 Add a coin to the rst glass and go to i.4.
i.6 If the second glass is not empty then take a coin from the second
glass and go to i.7; otherwise go to k.1.
i.7 Add a coin to the rst glass and go to i.8.
i.8 Add a coin to the rst glass and go to i.6.
If α has the form if the number is divisible by 3 then divide by 3 and
go to instruction number j; otherwise go to instruction number k then we
add instructions
i.1 If the rst glass is not empty then remove a coin from the rst glass
and go to instruction i.2; otherwise go to instruction i.5.
i.2 If the rst glass is not empty then remove a coin from the rst glass
and go to instruction i.3; otherwise go to instruction i.7.
i.3 If the rst glass is not empty then remove a coin from the rst glass
and go to instruction i.4; otherwise go to instruction i.7.
i.4 Add a coin to the second glass and go to i.1.
i.5 If the second glass is not empty then take a coin from the second
glass and go to i.6; otherwise go to j.1.
i.6 Add a coin to the rst glass and go to i.5.
i.7 If the second glass is not empty then take a coin from the second
glass and go to i.8; otherwise go to k.1.
i.8 Add a coin to the rst glass and go to i.9.
i.9 Add a coin to the rst glass and go to i.10.
i.10 Add a coin to the rst glass and go to i.7.
The stop command is translated in the following way:
0.1 If the rst glass is not empty then remove a coin from the rst glass
and go to 0:1; otherwise go to 0:2.
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0.2 If the second glass is not empty then remove a coin from the second
glass and go to 0:2; otherwise go to 0.
0.3 Stop.
The following two statements are obvious.
Lemma 2.1. (a) If M computes a function f n then the new algorithm
M ′ computes the function f ′n: 2n − 1 → 0 with the domain consisting of
all numbers 2n − 1 for which n belongs to the domain of f . In particular, 0
belongs to the domain of f if and only if it belongs to the domain of M ′.
(b) Instruction number 1 in M ′ is of the form add a coin to the rst
glass and cannot be executed in the middle of any computation, that is, there
are no instructions in M ′ containing go to 1.
If M is a Minsky algorithm, then we say that two congurations m; j; n
and m′; j′; n′ are M-equivalent if M transforms them to the same cong-
uration m′′; j′′; n′′.
Lemma 2.2. Suppose that we have a pair of computations of M ′:
0; i; 0 → m1; i1; n1 → · · · → mk; ik; nk = m; j; n;
0; i′; 0 → m′1; i′1; n′1 → · · · → m′k; i′k; n′k = m; j; n:
Then in each of these computations, we need to check if glass 1 is empty and
if glass 2 is empty, and at the time of the check the corresponding glass turns
out to be empty.
We shall call Minsky algorithms M ′ satisfying the conditions of Lem-
mas ?? and ?? proper.
Since there is no algorithm to decide whether 0 belongs to the domain
of a recursive function, Lemmas ?? and ?? imply
Lemma 2.3. (a) There exists a proper Minsky algorithm with undecidable
halting problem.
(b) It is impossible to decide given a proper Minsky algorithm whether
the function it calculates has 0 in its domain.
3. AN INTERPRETATION OF MINSKY’S ALGORITHMS
Let M be a proper Minsky algorithm, computing a function f n. Let
N + 1 be the number of instructions in M and let us numerate the in-
structions by numbers from 0 to N where instruction 1 is the rst in-
struction and instruction 0 is Stop. Let us dene two nite 4-nilpotent
semigroups SM and T M. SM is generated by the union of the set
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a; b¯; qi; pi  i = 0; : : : ;N and a set UM which will be dened later;
T M is generated by the union of the set A;b; a¯; B and the same set
UM. The set UM consists of 0 (which acts as zero in both SM
and T M), the elements q0, q1, and the elements ui;j , i = 0; : : : ;N ,
j = 1; : : : ; ki (for some ki dened below), which correspond to in-
structions in M . Let us dene this correspondence and dening relations
between elements of SM and T M.
Pick an integer i = 0; : : : ;N .
If the instruction number i in M has the form: Put a coin in the glass
# 1 and go to instruction # j then UM contains elements ui; 1; ui; 2, so
ki = 2, and we have the following relations.
Relations in SM Relations in T M
qi = aui; 1pi ui; 1 = bui; 2
ui; 2pi = qj
If the instruction number i in M has the form: Put a coin in the glass
# 2 and go to instruction # j then UM contains elements ui; 1; ui; 2, so
ki = 2, and we have the following relations
Relations in SM Relations in T M
qi = piui; 1a¯ ui; 1 = ui; 2b¯
piui; 2 = qj
If the instruction number i in M has the form: If the glass # 1 is not
empty then take a coin from this glass and go to instruction # j; otherwise
go to instruction # k then UM contains elements ui; 1; ui; 2; ui; 3, so ki =
3, and we have the following relations
Relations in SM Relations in T M
qi = ui; 1pi bui; 1 = ui; 2
aui; 2pi = qj Aui; 1 = Aui; 3
ui; 3pi = qk
If the instruction number i in M has the form: If the glass # 2 is not
empty then take a coin from this glass and go to instruction # j; otherwise
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go to instruction # k then UM contains elements ui;1; ui;2; ui;3, so ki =
3, and we have the following relations
Relations in SM Relations in T M
qi = piui; 1 ui; 1b¯ = ui; 2
piui; 2a¯ = qj ui; 1B = ui; 3B
piui; 3 = qk
Let us call all these relations the main relations of SM (resp. T M).
We also add to SM (resp. T M) all relations of the form w = 0 where
w is any word in generators of SM (resp. T M) which is not a subword
of any word participating in the main relations, and the words Aq1B and
Aq0B. For example, aa¯ = aqi = qia¯ = 0 in SM, Ab = AB = 0 in T M.
Thus the semigroups generated by UM in both in SM and in T M are
semigroups with zero product.
We have described all dening relations of SM and T M. It is easy to
see that SM (resp. T M) consists of subwords of the words participating
in the main relations and 0 and subwords of Aq1B, Aq0B. Some of these
subwords are equal in SM or in T M. But it is easy to describe these
equalities. Indeed no dening relations of SM (resp. T M) apply to
proper subwords of the sides of the main relations of SM (resp. T M).
Thus if s and t are different words which are not equal to 0 in SM (resp.
T M) then s is equal to t in SM (resp. T M) if and only if s and t
are sides of the main dening relations of SM (resp. T M) or subwords
of Aq1B or Aq0B and there is a sequence of dening relations or their
inverses: s = r1, r1 = r2, : : : ; rn = t. Now a simple inspection of the main
dening relations of SM and T M gives the following statements.
Lemma 3.1. Let s and t be two distinct words in the alphabet of generators
of SM. Then s and t are equal in SM if and only if one of the following
three conditions hold.
1. s and t are not subwords of the sides of the main relations of SM
(in this case s = t = 0);
2. s = t or t = s is one of the main dening relations of SM;
3. s = qi and t = qi are among the main dening relations of SM for
some i.
Lemma 3.2. Let s and t be two distinct words in the alphabet of generators
of T M. Then s and t are equal in T M if and only if one of the following
two conditions hold.
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1. s and t are not distinct words of the sides of the main relations of
T M and not distinct words of Aq1B, Aq0B (in this case s = t = 0);
2. s = t is one of the main dening relations of T M or is obtained
from such a relation by multiplying by A on the left or by B on the right.
In particular, no two distinct generators of UM are equal in SM or
T M. Therefore the semigroups SM and T M form an amalgam with
the intersection SM ∩ T M = UM, a semigroup with zero product.
No product of length 2 of generators of UM is a subword of a dening
relation of SM or T M, or Aq1B, Aq0B, so each such product is equal
to 0. Notice also that all words of length ≥ 4 are equal to 0 in SM and in
T M (because the words in the main dening relations have lengths ≤ 3),
so these semigroups are 4-nilpotent.
4. THE WORD PROBLEM IN SM ∗UM T M
Notice that the semigroup SM ∗UM T M is given by the union of
dening relations of SM and T M.
The following lemma can be proved by a simple expection.
Lemma 4.1. The presentation of SM ∗UM T M has no overlaps.
We can consider a presentation of any semigroup as a rewriting system.
If s and t are words in the generators of the semigroup, we shall write s⇒ t
if this rewriting system rewrites s to t in several steps. The number of steps
is denoted by s⇒ t and can be equal to 0. If s can be rewritten to t in 1
step, we shall write s→ t. The following lemma is probably well known.
Lemma 4.2. If a presentation of a semigroup S does not have overlaps then
for every two words s and t in the generators of S, s = t in S if and only if
there exists a word w, such that s⇒ w and t ⇒ w.
Proof. Indeed, suppose that s = t in S. Then there exists a sequence of
words w1; : : : ; wn such that
s⇒ w1; w2 ⇒ w1; w2 ⇒ w3; : : : ; t ⇒ wn: (1)
Here all words are considered different, so the rst and/or the last transition
may be omitted if s ≡ w1 or t ≡ wn.
We denote w0 ≡ s, wn+1 = t. We assume that n is the minimal possible.
If n = 1 we are done. Suppose n > 1. Then there exists i > 1 such that the
words wi−1, wi and wi+1 are distinct, and wi ⇒ wi−1 and wi ⇒ wi+1.
For each of these bad i we denote the maximal number among wi ⇒
wi−1 and wi ⇒ wi+1 by hi. The maximal number among all hi is
denoted by h. We can assume that h is the smallest possible.
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Take one of the bad i’s. Then for some different words x and y we have
wi → x, wi → y, x⇒ wi−1 < wi → wi−1, and y ⇒ wi+1 < wi ⇒ wi+1.
Since there are no overlaps between relations participating in the transitions
wi → x and wi → y, there exists a word z such that x→ z and y → z (z
is obtained from x using the same relation which was used to get y from
wi). Now replace parts wi ⇒ wi−1 and wi ⇒ wi+1 in our sequence (??) by
x⇒ wi−1; x→ z; y → z; y ⇒ wi+1:
Of course, if, for example, x ≡ wi−1, we do not include the transition x⇒
wi−1 in our sequence: we keep all words in our sequence different.
If we apply this operation to all bad i in (??), we obviously lower our
parameter h. This contradicts the assumption that h is minimal possible.
Thus there are no bad i in the sequence (??), and it has one of the
forms:
s⇒ w; t ⇒ w;
s⇒ t;
t ⇒ s:
The lemma is proved.
Now we return to the semigroup SM ∗UM T M and from now on we
shall consider the presentation of SM ∗UM T M dened above and the
corresponding rewriting system. Lemmas ?? and ?? immediately imply
Lemma 4.3. Two words s and t are equal in SM ∗UM T M if and
only if there exists a word w such that s⇒ w and t ⇒ w.
Consider the following set S of all words of the form W m; i; n ≡
Aabmqia¯b¯nB, m;n = 0; 1; : : : and all words obtained from them by
applying relations of SM ∗UM T M.
From the denition of the presentation of SM ∗UM T M, it is
clear that if M transforms the conguration m; i; n into 0; 0; 0
then W m; i; n ⇒ W 0; 0; 0, and so W m; i; n = W 0; 0; 0 in
SM ∗UM T M. On the other hand, suppose that W m; i; n =
W 0; 0; 0 in SM ∗UM T M. Then by Lemma ?? there exists a word W
such that W m; i; n ⇒ W , W 0; 0; 0 ⇒ W . But there are no dening re-
lations of SM ∗UM T M which can be applied to W 0; 0; 0. Therefore
W 0; 0; 0 ≡ W and W m; i; n ⇒ W 0; 0; 0.
This proves the following
Lemma 4.4. W m; i; n = W 0; 0; 0 in SM ∗UM T M if and only if
M transforms M; i; n to 0; 0; 0.
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Now we are able to prove Theorem ??. Take any proper Minsky algo-
rithm with an undecidable halting problem (by Lemma ?? such an algorithm
exists). Then by Lemma ?? the amalgamated product SM ∗UM T M of
two nite 4-nilpotent semigroups SM and T M has an undecidable word
problem.
Remark. It follows from Lemma ?? below that if 0 does not belong to
the domain of the function computed by M , then the amalgam SM ∪UM
T M embeds into SM ∗UM T M. Thus there exists an embeddable
amalgam of two nite 4-nilpotent semigroups such that the corresponding
amalgamated product has an undecidable word problem.
Lemma 4.5. If 0 does not belong to the domain of the function computed
by a proper Minsky algorithm M then the amalgam SM ∪UM T M is
embeddable into SM ∗UM T M.
Proof. Suppose that 0 does not belong to the domain of the function
computed by M . We need to check that subwords of the words involved
in the main relations SM and T M and subwords of Aq1B and Aq0B
cannot be equal to other such subwords unless they are equal in SM or
T M.
Since no relation of SM ∗UM T M applies to a proper subword of a
word involved in a relation of SM ∗UM T M, we can consider only the
parts of the relations of SM ∗UM T M and subwords of Aq1B, Aq0B.
It is easy to see that if w is a part of a relation α and neither w nor the
other part of the relation is qi (for any i) then there exists at most one
other word t such that w⇒ t. This and Lemma ?? immediately imply that
w cannot be equal to a word t in SM ∗UM T M unless it is equal to t
in SM ∪UM T M.
It remains to consider the case when two words w1; w2 belong to the
set consisting of all qi and all subwords of Aq1B or Aq0B containing q1
or q0. Suppose that two such words are equal in SM ∗UM T M. Then
by Lemma ?? w1 ⇒ w and w2 ⇒ w for some word w. Suppose rst that
w1 = qi, w2 = qj . Then we have two sequences of applications of relations
of SM ∗UM T M:
qi → s1 → s2 → · · · → sm = w; (2)
qj → t1 → t2 → · · · → tn = w: (3)
Then we have the following corresponding sequences:
AqiB→ As1B→ As2B→ · · · → AsmB = AwB; (4)
AqjB→ At1B→ At2B→ · · · → AtnB = AwB: (5)
Let us denote the set of relations of SM ∗UM T M which correspond
to the instruction number k by Rk. It is easy to see that letters p;u with
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indices appearing in different Ri are different, and that the left part of every
relation in Ri except the rst one contains either u or p. An easy induction
shows that every word in the sequences (??)(??) contains at most one u-
letter and at most one p- or q-letter. Therefore, for every word in these
sequences, only one of the main relations can apply. If we have a word of
the form Aabmqia¯b¯nB then the only relation which can be applied to
this word is the rst relation of Ri, and we must keep applying relations of
Ri in the natural order, until we get a word of the form Aabm′qja¯b¯n′B.
The relations of Ri are chosen in such a way that in this case the Minsky
algorithm M transforms m; i; n to m′; i′; n′ in one step. Therefore we
can assign a conguration m; i; n of the Minsky algorithm M to any word
in the sequences (??) and (??) in the following way: we assign m; i; n to
the word of the form Aabmqia¯b¯nB and to each word not of this form,
obtained from it by applying a sequence of relations from Ri. Then the
sequences of congurations corresponding to the sequences (??) and (??)
have the following form:
0; i; 0; : : : ; 0; i; 0;
m1; i1; n1; : : : ; m1; i1; n1; : : : ; mk; ik; nk; : : : ; mk; ik; nk;
0; j; 0; : : : ; 0; j; 0;
m′1; i′1; n′1; : : : ; m′1; i′1; n′1; : : : ; m′`; i′`; n′`; : : : ; m′`; i′`; n′`:
I combined equal congurations corresponding to the blocks of applications
of relations from Rs in square brackets. If we take one representative of
each square bracket, we get two computations of the Monsky algorithm M:
0; i; 0 → m1; i1; n1 → · · · → mk; ik; nk;
0; j; 0 → m′1; i′1; n′1 → · · · → m′`; i′`; n′`:
Since sequences (??) and (??) end with the same word w, we have
mk; ik; nk = m′`; i′`; n′`. Since M is proper, in each of these computa-
tions we need to check if the glass 1 is empty and if the glass 2 is empty
and at the time of the check these glasses turn out to be empty. It is easy to
see that in this situation the corresponding sets of relations Ri include re-
lations of containing A (if we check the rst glass) and B (if we check the
second glass) in their left sides, and we need to apply these relations. So
relations involving A and B are applied in (??) and (??). But the relations
applied in sequences (??) (resp. (??)) are the same as relations applied in
(??) (resp. (??)). Thus relations involving A and B are applied in (??) and
(??). But letters A and B cannot appear as a result of application of any re-
lation of SM ∗UM T M, and the rst words in these sequences do not
contain A and B, a contradiction.
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An almost identical argument works in any case when w1 or w2 do not
belong to Aq1B;Aq0B. Therefore it remains to consider the case w1 =
Aq1B, w2 = Aq0B (the situation when w1 = Aq0B, w2 = Aq1B is of course
similar). In this case as before we have corresponding computations of M:
0; 1; 0 → · · · → m; i; n
0; 0; 0 → · · · → m; i; n:
Since 0; 0; 0 is the stop conguration of M , we have m; i; n =
0; 0; 0, and so 0 belongs to the domain of the function computed by
M , a contradiction. This proves that if 0 does not belong to the func-
tion computed by M , then the amalgam SM ∪UM T M embeds into
SM ∗UM T M.
On the other hand, if 0 belongs to this domain then we have a com-
putation 0; 1; 0 → · · · → 0; 0; 0, and as before Aq1B = W 0; 1; 0 ⇒
W 0; 0; 0 = Aq0B in SM ∗UM T M. Both Aq1B and Aq0B are ele-
ments of T M which are different in T M (no relation of T M applies
to any of these words). So in this case the amalgam SM ∪UM T M does
not embed into any semigroup.
The lemma is proved.
Now Theorem ?? immediately follows from Lemmas ?? and ??.
5. PROOF OF THEOREM 1.3
Although the formulation of Theorem ?? is similar to the formulation
of Theorem ??, the proof presented here is completely different. We are
going to use a construction which rst appeared in [?] and then was used
again in [?] to solve Rhodes’ problem.
A set A with a partial binary operation · on it and a distinguished element
1 such that 1 · a = a · 1 = a for all a ∈ A will be called a partial group if it
satises the cancellation property: ac = bc→ a = b and ca = cb→ a = b.
By a theorem of Evans [?, ?] (see also Connection 2.2 in [?]), the problem
of embeddability of nite partial algebras into algebras of a pseudo-variety
is decidable if and only if the universal theory of this pseudo-variety is
decidable. Since by a result of Slobodskoj [?] the universal theory of nite
groups is undecidable, the following problem is undecidable:
Given a nite partial group A, decide whether or not A is em-
beddable into a nite group.
Let us call a partial group A symmetric if for every a ∈ A there exists a
unique element a′ ∈ A such that aa′ = a′a = 1. A partial group B > A is
called a symmetric extension of A if B is symmetric and for every element
b ∈ B either b or b′ belongs to A. Thus the order of every symmetric
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extension of A does not exceed 2A so every nite partial group has only
nitely many symmetric extensions and all of them can be effectively listed.
It is clear that a partial group A is embeddable into a group if and only if
one of its symmetric extensions is embeddable into this group. Therefore
we have the following result.
Lemma 5.1. There is no algorithm to decide whether a given nite sym-
metric partial group is embeddable into a nite group.
Let B be a partial group and let A be embedded into B. For every
i = 1; 2 : : : let us dene a subset Ai of B. Let A0 = 1, A1 = A, and for
every i > 1 let Ai+1 = Ai ·A. We shall call a partial group B an extension
of A or rank k if:
 B = Sks=0As;
 for every number i and j between 0 and k such that i + j ≤ k and
for every pair of elements x ∈ Ai and y ∈ Aj the product xy exists in B
and belongs to Ai+j;
 all products x · y where x ∈ Ai\Ai−1, y ∈ Aj\Aj−1, and i + j > k
are undened;
 for every x ∈ Ai; y ∈ Aj; z ∈ Am such that i+ j +m ≤ k both xyz
and xyz are dened and xyz = xyz.
It is clear that there are only nitely many extensions of rank k (for any
xed k) of any nite partial group A, and all of them can be effectively
listed.
It is also clear that a partial group A is embeddable into a group G if
and only if some extension of A of rank k is embeddable into G.
Now take any extension C of rank 3 of a nite symmetric partial group
A.
With every such C we associate the algebra
SC = 1 ×A× 2 ∪ 2 ×A× 3 ∪ 3 ×A× 4
∪1 × A2 ∪A × 3 ∪ 2 × A2 ∪A
× 4 ∪ 1 × C × 4 ∪ 0
with one binary operation: i; a; jj; b; k = i; ab; k for every a; b ∈ A,
1 ≤ i < j < k ≤ 4; other products are equal to 0.
It is easy to check that SC is a 4-nilpotent semigroup. This construction
rst appeared in [?].
For every i < j; i; j = 1; : : : ; 4, let ei;j = i; 1; j ∈ SC.
For every group G consider also the Brandt semigroup B4G [?] consist-
ing of 0 and all triples i; g; j with i; j = 1; 2; 3; 4; g ∈ G and multiplication
i; g; ji′; g′; j′ =
n i; gg′; j′ if j = i′;
0 otherwise.
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It is clear and well known that B41 is inside B4G for every G.
The following lemma is essentially Lemma 5 from [?]. I only replaced part
2 of Lemma 5 in [?] by a stronger statement. The fact that this replacement
is possible follows immediately from the proof of Lemma 5 in [?]; see the
rst paragraph of that proof.
Lemma 5.2. For every nite symmetric partial group A the following con-
ditions are equivalent:
1. A is embeddable into a nite group.
2. There exists an extension C of A of rank 3 such that the semigroup
SC is embeddable into a nite Brandt semigroup B4G for some group G;
under this embedding elements i; 1; j go to i; 1; j and 0 goes to 0.
3. There exists an extension C of A of rank 3 such that the semigroup
SC is embeddable into a nite semigroup T where 2; 1; 3 = x1; 1; 4y
for some x; y ∈ T .
4. There exists an extension C of A of rank 3 such that the semigroup
SC is embeddable into a nite semigroup T where 1; 1; 4 = x2; 1; 3y
and 2; 1; 3 = x′1; 1; 4y ′ for some x; x′; y:y ′ ∈ T , that is, 1; 1; 4 and
2; 1; 3 are in the same J-class of T .
Notice that the set U = 1; 1; 2; 2; 1; 3; 3; 1; 4; 1; 1; 3; 2; 1; 4;
1; 1; 4; 0 forms the same 4-nilpotent subsemigroup in B41 and in SC
for every C. For every extension C of rank 3 of a nite symmetric par-
tial group A, consider the amalgam ZC of SC and B41 where U is
amalgamated.
Lemma 5.3. For every nite symmetric partial group A the following con-
ditions are equivalent:
1. A is embeddable into a nite group.
2. There exists an extension C of A of rank 3 such that the amalgam
ZC is embeddable into a nite semigroup.
3. There exists an extension C of A of rank 3 such that the amalgam
ZC is embeddable into a nite 0-simple semigroup.
Proof. If A is embeddable into a nite group G then by Lemma ??
there exists an extension C of A of rank 3 embeddable such that SC is
embeddable into B4G. Under this embedding the elements from U map
onto the corresponding elements of B41 embedded in B4G. Thus the
whole amalgam ZC is embedded into B4G. Since B4G is 0-simple
and nite, we get implication 1→ 3.
Implication 3→ 2 is obvious.
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Suppose that for some extension C of rank 3 of a nite symmetric partial
groupoid A the amalgam SC is embedded into a nite semigroup T .
The equality 2; 1; 3 = 2; 1; 11; 1; 44; 1; 3 holds in B41. Therefore
element 2; 1; 3 is divisible by 1; 1; 4 in T . By Lemma ?? this implies
that A is embeddable into a nite group. This gives 2→ 1. The lemma is
proved.
The proof of Theorem ?? now follows immediately. Indeed, since the
problem of embeddability of nite symmetric partial groups into nite
groups is undecidable, there is no algorithm to decide whether an amal-
gam of the form ZC is embeddable into a nite semigroup.
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