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a b s t r a c t
This paper is devoted to the study of preservation properties of the Baskakov–Kantorovich
operators such asmonotonicity, convexity, smoothness, aswell as those under the average.
Some of them are first considered for the positive linear operators as we know. Our
results show that there are some differences in preservation properties between the
Baskakov–Kantorovich operators and the Baskakov operators.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The Baskakov operators, as positive linear operators on the unbounded interval [0,+∞), are defined by (see [1],
for example)
Vnf (x) =
∞∑
k=0
f
(
k
n
)
vnk(x), x ∈ [0,∞), n ∈ N, (1)
where
vnk(x) = (n+ k− 1)!
(n− 1)!k!
xk
(1+ x)n+k .
The operators also have the following probabilistic expression (see [2,3] and the references therein)
Vnf (x) = Ef
(
NxUn
n
)
, x ∈ [0,∞), (2)
where E denotes the mathematical expectation, {Nt}t≥0 is the standard Poisson process, {Ut}t≥0 is the Gamma process, and
{Nt}t≥0 and {Ut}t≥0 are independent. If we write Yn(x) = NxUn , then the process (Yn(x))x≥0 has independent stationary
increments with Yn(0) = 0 (see [2]). For the operators Vn, there have been plentiful researches on approximation and
preservation. We briefly summarize the properties on preservation as follows (see [2–5]).
(i) (Monotonicity) If f (x) is increasing, then for each n ≥ 1, Vnf (x) is increasing.
(ii) (Convexity) If f (x) is convex, then for each n ≥ 1, Vnf (x) is convex.
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(iii) (Smoothness) For any continuous function f on [0,+∞), ω(Vnf ; t) ≤ 2ω(f ; t); and ifω(f ; t) is concave in t ∈ [0,+∞),
then ω(Vnf ; t) ≤ ω(f ; t)
(iv) (Monotonic approximation) If f (x) is convex, then for any x ∈ [0,∞) and n ∈ N, Vnf (x) ≥ Vn+1f (x) ≥ f (x).
The Kantorovich modification of Vn is (see [6])
V˜nf (x) = n
∞∑
k=0
∫ k+1
n
k
n
f (t)dt vnk(x), x ∈ [0,∞), (3)
where vnk(x) is the same as in (1). The approximation properties of the Baskakov–Kantorovich operators V˜n are studied by
several authors (see [1,7–10,13]). However, as far as we know, the research on preservation properties of V˜n could hardly
be found. This is a main motivation of the present paper. The behavior of V˜n depends strongly on their structure. Let
Ff ,t(x) = 1t
∫ x+t
x
f (u)du, t > 0.
Then
V˜nf (x) = VnFf , 1n (x). (4)
Consequently,
V˜nf (x) = EFf , 1n
(
NxUn
n
)
= Ef
(
NxUn +W
n
)
, (5)
whereW is a random variable uniformly distributed on [0, 1] and all of the random variables under the same expectation
sign in (5) are supposed to be mutually independent.
Let C[0,∞) denote the class of continuous functions on [0,∞). For f ∈ C[0,∞), we introduce an average operator
Af (x) = 1
x
∫ x
0
f (t)dt, x ∈ (0,∞).
Since Af (+0) = f (0), we define Af (0) = f (0). The average operator Af (x) has the following probabilistic representation
Af (x) = Ef (xW ), x ≥ 0. (6)
Let Ai (i = 1, . . . , 6) denote the subclasses of C[0,∞):
A1 = {f ∈ C[0,∞) : f (x) is convex on [0,∞)};
A2 = {f ∈ C[0,∞) : Af (x) is convex on [0,∞)};
A3 = {f ∈ C[0,∞) : x−1(f (x)− f (0)) is increasing on (0,∞)};
A4 = {f ∈ C[0,∞) : f (x) is super-additive on[0,∞)};
A5 = {f ∈ C[0,∞) : x−1(Af (x)− Af (0)) is increasing on (0,∞)};
A6 = {f ∈ C[0,∞) : Af (x) is super-additive on[0,∞)},
where f is said to be super-additive on [0,∞), if for any x, y ∈ [0,∞), f (x+ y) ≥ f (x)+ f (y). A function f in A2, A3, A5 and
A6 is said to be convex under the average, star-shaped with respect to the point (0, f (0)), star-shaped under the average
with respect to the point (0, f (0)) and super-additive under the average respectively. Here elements of A5 have evident
geometric interpretation. In fact, by [11, Lemma 4] one can see that if f (x) ≥ 0, x ∈ [0,∞), and f (0) = 0, then f ∈ A5 is
equivalent to f (x) ≥ 2Af (x), namely, ∫ x0 f (t)dt ≤ x2 f (x). The last inequality shows that the area of the domain under the
curve f is dominated by the area of the triangle with vertices (0, 0), (x, 0) and (x, f (x)). In addition, by [11, Theorem 5] one
can also find that when f (x) ≥ 0, x ∈ [0,∞), and f (0) = 0, A1 ⊆ A2 ⊆ A3 ⊆ A4 ⊆ A5 ⊆ A6. It seems that this is the first
time to check shape preservation properties under the average for positive linear operators. We remark that all conclusions
in this paper may be established by analytic method basing on the particular structure of the operators V˜n, but for the sake
of simplicity, part of them are proved by probabilistic method.
2. Shape preservation
It is not difficult to see that for all n ∈ N, Ff , 1n (x) are increasing (convex) on [0,∞), if and only if f (x) itself is increasing
(convex) on [0,∞). Consequently, from (4) and the properties (i), (ii), we obtain the following result.
Theorem 2.1. For any n ∈ N, the operator V˜n preserves monotonicity and convexity on [0,∞).
This theorem shows that V˜n and Vn behave similarly on preservingmonotonicity and convexity. However, there are some
differences in preserving the star-shaped, the super-additive and other properties.
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Theorem 2.2. If f (x) ∈ A3, then Vnf (x) ∈ A3, but in general, V˜nf (x) 6∈ A3, n ∈ N.
Proof. At first, with Vnf (0) = f (0), we have
d
dx
x−1[Vnf (x)− Vnf (0)] = x−2
∞∑
k=1
[
(k− 1)f
(
k
n
)
− kf
(
k− 1
n
)]
vn,k(x).
If f (x) ∈ A3, then for k ≥ 1, (k− 1)f ( kn )− kf ( k−1n ) ≥ 0, and hence ddxx−1[Vnf (x)− Vnf (0)] ≥ 0, which shows that for each
n ∈ N, x−1[Vnf (x)− Vnf (0)] is increasing on (0,∞). Secondly, for each n ∈ Nwe take
f (x) =

(nx)2, 0 ≤ x ≤ 1
n
;
nx, x >
1
n
.
Obviously, x−1[f (x) − f (0)] is increasing on (0,∞). But x−1[V˜nf (x) − V˜nf (0)], n ∈ N is no longer increasing on (0,∞).
Indeed, let ei = xi, i = 0, 1, . . .. Since Vn(ei; x) = xi, i = 0, 1, and V˜nf (0) = n
∫ 1
n
0 f (t)dt = 13 , direct calculations give
V˜nf (x) = nx+ 12 −
1
6(1+ x)n .
Thus x−1[V˜nf (x)− V˜nf (0)] = 16x (1− 1(1+x)n )+ n, which decreases on (0,∞) for all n ∈ N. 
Theorem 2.3. If f (x) ∈ A4, then for any n ∈ N, Vnf (x) ∈ A4. If, in addition, f is decreasing on [0,∞), then for any n ∈ N,
V˜nf (x) ∈ A4.
Proof. Since the process (Yn(x))x≥0 has independent stationary increments with Yn(0) = 0, from (2) and (5), for f ∈ A4 we
have
Vnf (x+ y) = Ef [n−1Yn(x+ y)]
= Ef [n−1Yn(x)+ n−1Yn(y)]
≥ Ef [n−1Yn(x)] + Ef [n−1Yn(y)]
= Vnf (x)+ Vnf (y).
In addition, if f is decreasing, then obviously Vnf (y) ≥ V˜nf (y), and therefore
V˜nf (x+ y) = Ef [n−1(Yn(x+ y)+W )]
≥ Ef [n−1(Yn(x)+W )] + Ef [n−1Yn(y)]
= V˜nf (x)+ Vnf (y)
≥ V˜nf (x)+ V˜nf (y).
This completes the proof. 
3. Shape preservation under average
We write Fn(x) =
∫ x
0 fn(t)dt , where fn(t) = f ( n−1n t). It is easy to deduce that for all n > 1,
V˜nf (x) = ddxVn−1Fn(x). (7)
With Vn−1Fn(0) = Fn(0) = 0, it follows that∫ x
0
V˜nf (t)dt = Vn−1Fn(x). (8)
Using (8) and by directly calculating, we get that
AV˜n(x) =
∞∑
k=0
n
k+ 1
∫ k+1
n
0
f (t)dtvn,k(x)
=
∞∑
k=0
Af
(
k+ 1
n
)
vn,k(x)
= EAf
(
NxUn + 1
n
)
,
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which may be rewritten as
AV˜n(x) = EAf
(
Yn(x)+ 1
n
)
= Vnhn(x), x ≥ 0, n = 1, 2, . . . , (9)
where hn(x) = Af (x+ 1n ) and Yn(x) = NxUn .
Theorem 3.1. If f (x) ∈ A2, then for all n > 1, V˜nf (x) ∈ A2.
Proof. If f (x) ∈ A2, then for all n > 1, hn is convex, and by (9) and (ii) we have that V˜nf (x) ∈ A2. 
Theorem 3.2. If f (x) ∈ A6 and Af (x) is decreasing on (0,∞), then for all n > 1, V˜nf (x) ∈ A6.
Proof. If f (x) ∈ A6 and Af (x) is decreasing on (0,∞), then for x, y ∈ [0,∞)
Af
(
Yn(x)+ Yn(y)+ 1
n
)
≥ Af
(
Yn(x)+ 1
n
)
+ Af
(
Yn(y)
n
)
≥ Af
(
Yn(x)+ 1
n
)
+ Af
(
Yn(y)+ 1
n
)
.
Recall that the process (Yn(x))x≥0 has independent stationary increments with Yn(0) = 0. From (9) we have
AV˜n(x+ y) = EAf
(
Yn(x+ y)+ 1
n
)
= EAf
(
Yn(x)+ Yn(y)+ 1
n
)
≥ EAf
(
Yn(x)+ 1
n
)
+ EA
(
Yn(y)
n
)
≥ AV˜n(x)+ AV˜n(y).
The proof of Theorem 3.2 is complete. 
4. Preservation of smoothness
First of all, we want to point out that the operators V˜n have no longer monotonic approximation property, unlike the
operators Vn. In fact, direct calculation gives that
V˜ne0(x) = 1, V˜ne1(x) = 12n + x, V˜ne2(x) =
1
3n2
+ 2
n
x+ n+ 1
n
x2,
V˜ne3(x) = 14n3 +
7
n2
x+ 9(n+ 1)
n2
x2 + (n+ 1)(n+ 2)
n2
x3,
V˜ne4(x) = 15n4 +
6
n3
x+ 15(n+ 1)
n3
x2 + 8(n+ 1)(n+ 2)
n3
x3 + (n+ 1)(n+ 2)(n+ 3)
n3
x4.
Now we take f (t) = t4 + at , where a is a constant to be chosen. Obviously, f (t) is convex on [0,+∞) for any a ∈ R, but
owing to
V˜nf (x) = (x4 + ax)+ 1n
(
8x3 + 6x4 + a
2
)
+ 1
n2
(15x2 + 24x3 + 11x4)
+ 1
n3
(6x+ 15x2 + 16x3 + 6x4)+ 1
5n4
it follows that (taking n as a continuous variable momentarily)
d
dn
V˜nf (x) = − 1n2
(
8x3 + 6x4 + a
2
)
− 2
n3
(15x2 + 24x3 + 11x4)− 3
n4
(6x+ 15x2 + 16x3 + 6x4)− 4
5n5
.
Hence ddn V˜n(f ; x) ∼ − 1n2 (8x3+6x4+ a2 ), for large n. Thus for every x > 0, there always exists some a such that ddn V˜n(f ; x) > 0,
and consequently, V˜n(f ; x) is not decreasing with respect to n. However, if, in addition, f (x) is increasing on [0,∞), then V˜nf
is decreasing with respect to n, as shown in the following theorem.
Theorem 4.1. If f (x) is convex and increasing on [0,∞), then for each x ∈ [0,∞), V˜nf (x) is decreasing with respect to n.
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Proof. We easily know that if f (x) is increasing on [0,∞), then form ≥ n,
Ff , 1n (u) ≥ Ff , 1m (u), u ∈ [0,∞),
and when f (x) is convex on [0,∞), each Ff , 1n (u) is also convex on [0,∞). Thus from (4) and (iv), form ≥ nwe have
V˜nf (x) = VnFf , 1n (x) ≥ VmFf , 1n (x) ≥ VmFf , 1m (x) = V˜mf (x).
This completes the proof. 
For δ ≥ 0, we put
ω(f ; δ) = sup{|f (x)− f (y)| : |x− y| ≤ δ, x, y ∈ [0,+∞)},
ωL(f ; δ) = sup
0≤h≤δ
∫ +∞
0
|f (t + h)− f (t)|dt,
called the continuous modulus and the integral modulus of f respectively.
Theorem 4.2. (i) For any continuous function f on [0,+∞),ω(V˜nf ; δ) ≤ 2ω(f ; δ); and if ω(f ; δ) is concave for δ ∈ [0,+∞),
then ω(V˜nf ; δ) ≤ ω(f ; δ).
(ii) If δ−1ωL(f ; δ) is increasing for δ ∈ (0,+∞), then ωL(V˜nf ; δ) ≤ 2ωL(f ; δ); and if, in addition, ωL(f ; δ) is concave, then
ωL(V˜nf ; δ) ≤ ωL(f ; δ).
Proof. Since the process (Yn(x))x≥0 has independent stationary increments with Yn(0) = 0, for x, h ≥ 0, n ∈ Nwe have
|˜Vnf (x+ h)− V˜nf (x)| ≤ Eω
(
f ; Yn(h)
n
)
,
and since ω(f ; Yn(h)n ) ≤ (1+ Yn(h)nh )ω(f ; h) and E( Yn(h)n ) = h, we get
ω(V˜nf ; δ) ≤ 2ω(f ; δ).
When ω(f ; δ) is concave, applying Jensen’s inequality gives that
Eω
(
f ; Yn(h)
n
)
≤ ω
(
f ; E
(
Yn(h)
n
))
,
which implies
ω(V˜nf ; δ) ≤ ω(f ; δ).
This completes the proof of part (i). As for part (ii), we have that, for x ∈ [0,+∞), h > 0,∫ ∞
0
|˜Vn(f ; x+ h)− V˜n(f ; x)|dx ≤
∫ ∞
0
∞∑
j=0
vn,j(x)
∞∑
k=0
vn+j,k
(
h
x+ 1
)
n
∫ j+1
n
j
n
|f
(
t + k
n
)
− f (t)|dtdx
= n
∞∑
k=0
(n+ k− 2)!
k!(n− 1)!
hk
(1+ h)n+k−1
∫ ∞
0
|f
(
t + k
n
)
− f (t)|dt
≤ n
n− 1
∞∑
k=0
vn−1,k(h)ωL
(
f ; k
n
)
,
and when h−1ωL(f ; h) is increasing on (0,+∞),
ωL
(
f ; k
n
)
≤ n− 1
n
ωL
(
f ; k
n− 1
)
, k = 0, 1, . . . ,
so that∫ ∞
0
|˜Vnf (x+ h)− V˜nf (x)|dx ≤ Vn−1ωL(f ; h). (10)
Therefore, if, in addition,ωL(f ; h) is concave, it follows from (10) and (iv) thatω(V˜nf ; δ) ≤ ω(f ; δ). IfωL(f ; h) is not concave,
by [12, Theorem 3.2–3], there exists a concave modulus ω∗(h) such that
ωL(f ; h) ≤ ω∗(h) ≤ 2ωL(f ; h),
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and consequently we have∫ ∞
0
|˜Vnf (x+ h)− V˜nf (x)|dx ≤ Vn−1ωL(f ; h)
≤ Vn−1ω∗(h)
≤ ω∗(h)
≤ 2ωL(f ; h),
namely, ωL(f ; δ) ≤ 2ωL(f ; δ). The proof is completed. 
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