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ABSTRACT
Congestion is expected to become a prominent problem to
deal with as the popularity of wireless data networks con-
tinues to increase. However, this problem can in principle
be mitigated if a fraction of the network users could decide
to move to another location in case their perceived QoS de-
grades. To account for this, we propose an extension of the
well-known RWP model called QoS-RWP, in which users are
divided into mobile users displaying constrained movement
patterns, and QoS-driven users who are mainly stationary,
but they can decide to move to a better location to improve
their QoS level. Another enhancement of QoS-RWP with
respect to the original RWP model is that waypoints are
chosen according to an access point (AP) popularity metric,
which reflects the recently observed phenomenon that differ-
ent APs in a wireless data network display very different de-
grees of popularity among users. The QoS-RWP model also
accounts for different classes of load offered to the network
by the users (low, medium, and high offered load), and for
different channel access methods (802.11a/b/g and 802.11e).
Based on QoS-RWP, we perform an extensive simulation-
based analysis of network usage under different combina-
tions of network parameters such as the number of users,
number of APs, relative fraction of QoS-driven users, and
channel access method. Our investigation discloses interest-
ing insights on network usage, and shows that our model is
able to capture important properties observed in real-world
network deployments, such as the low correlation between
the number of registered users and the load observed at the
APs.
1. INTRODUCTION
Thanks to the increasing popularity of 802.11-based prod-
ucts, wireless data networks have become widespread in re-
cent years: medium- to large-scale WLAN deployments are
nowadays common in campuses, enterprises, and so on, and
also public areas such as airports, shopping malls, and parks,
are becoming increasingly covered by wireless access points
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(APs). The proliferation of wireless data networks is ex-
pected to increase even further when the recently introduced
wireless Mesh technology will become mature [7].
Given the proliferation of wireless devices, and the fact
that data intensive multimedia applications such as video/audio
streaming and on-line gaming are becoming increasingly pop-
ular, we can expect that network congestion will become a
fundamental issue to solve in a near future. Actually, oc-
casional network congestion (e.g., in a campus cafeteria at
lunch time) has been observed in recent studies analyzing
user traces collected in campus [16, 17], corporate [4] and
conference [1] networks. However, we can expect that in a
near future network congestion will become a relatively com-
mon situation, and strategies for minimizing the negative
impact of network congestion on the user-perceived quality
of service will be needed. Typical measures to address this
need are network planning (e.g., deploying additional APs),
and/or dynamic load balancing strategies, which both have
pros and cons. It is widely acknowledged that both network
planning and dynamic load balancing techniques could bene-
fit a lot from the knowledge of typical user mobility and traf-
fic patterns. This explains the great efforts that have been
devoted in the literature to the characterization of user be-
havior in different environments [1, 4, 13, 16, 20, 21, 28, 29].
While these characterizations based on real-world traces can
be very useful in the design of congestion relief techniques,
they have the disadvantage of being tailored to a very spe-
cific scenario (e.g., the Dartmouth campus as in [13, 16]),
which in principle limits the usefulness of these character-
izations to that specific scenario. Another disadvantage of
using trace-based characterizations of user behavior is that
they do not allow the designer to change many configuration
parameters (e.g., number of users, number of APs, offered
load, and so on), so that investigation of a certain conges-
tion relief technique’s performance in different network con-
ditions is not possible.
The alternative to trace-based models of user behavior
is to use synthetic mobility and traffic models. However,
these models (especially for what concerns mobility) are of-
ten considered as too general, and not representative of any
real-world scenario. Furthermore, popular mobility models
such as the random waypoint model [15] have been recently
shown to have properties such as non-uniform node spatial
distribution [5] and speed decay on the long run [30], which
could impair the accuracy of mobile network simulation.
In this paper, we extend the RWP model to account also
for user behavior. The goal of our QoS-RWP model is to
mimic a situation in which a fraction of the users displays
constrained movement patterns (e.g., because they have to
move to a certain specific location within a certain time),
while the remaining users are mainly stationary, but they
could decide to move to another location in case their per-
ceived QoS degrades considerably. In the remainder of this
paper, we call users of the former type mobile users, and
users of the latter type QoS-driven users. We believe distin-
guishing users into mobile and QoS-driven is representative
of many WLAN or wireless Mesh deployments in public ar-
eas such as airports, parks, shopping malls, and so on, as
acknowledged also in [2, 27]. For instance, consider the case
of a public park. In this situation, many users are seated
somewhere in the park, using their wireless devices to browse
the Web, sending emails, downloading music files to listen
with the iPod, and so on. For this class of users, what is rele-
vant is the perceived QoS: as long as the QoS is satisfactory,
there is no reason to move to another location. However, if
the QoS degrades below an acceptable level, a typical user
of this class may decide to look for a better location in the
park, becoming stationary again when the perceived QoS
is restored to an adequate level. On the other hand, other
users in the park scenario move intentionally in or across the
network area, for instance because they are jogging while
downloading and listening music in their MP-3 player, or
because they are crossing the park in their way to the office
while using a VoIP application. It is not difficult to imag-
ine similar scenarios in other environments such as airports,
shopping malls, campuses, and so on.
To model user traffic behavior, we classify users into a
number of classes depending on the amount of offered load to
the network. More specifically, we consider three classes of
users, offering ‘low’ (e.g., light Web browsing, email, chat),
‘medium’ (e.g., intensive Web browsing, streaming audio,
file download), and ‘high’ (e.g., streaming video, 3D on line
gaming) load to the network, respectively. Note that this
classification of users based on the offered load is (in prin-
ciple) orthogonal to their classification into mobile or QoS-
driven.
The third fundamental building block of QoS-RWP is the
channel access model, which is used to estimate the conges-
tion level in different parts of the network. In QoS-RWP,
access to the channel can be modeled according to two dif-
ferent methods: data polling, which mimics the long-term
behavior of 802.11a/b/g networks; and time polling, which
mimics the long-term behavior of forthcoming 802.11e net-
works.
Another distinguishing feature of QoS-RWP is that way-
points of mobile nodes are not chosen uniformly at random
in the deployment area as in the traditional RWP model,
but according to an AP popularity metric. The fact that dif-
ferent APs in a wireless data network display very different
popularity degrees (i.e., number of registered users) has been
recently observed in different types of wireless data networks
[4, 17, 28]. As such, we believe accounting for the popular-
ity degree when choosing the next waypoint contributes to
improving the accuracy of our model.
As an example of utilization of our mobility and user be-
havior model, we perform an extensive analysis of network
usage under a wide range of different conditions in terms
of number of users, number of deployed APs, percentage of
QoS-driven users, and channel access method. The main
findings of our analysis are that the presence of QoS-driven
users can significantly increase the QoS-level in the network
(especially when combined with the time polling channel ac-
cess method), and that, in order to avoid resource wastage,
network designers should carefully consider both the chan-
nel access method and the estimated fraction of QoS-driven
users before deploying additional (possibly scarcely utilized)
resources. Our analysis also shows that the QoS-RWPmodel
is able to reproduce an important phenomenon which has
been observed in real-world network deployments, i.e. the
loose correlation between the number of registered users and
the load observed at the APs.
Another example of possible utilization of our model is
to generate user and traffic traces that can be used in the
performance evaluation of wireless Mesh network protocols.
Currently, the performance of these protocols is typically
evaluated assuming that the number of registered users and/or
traffic load at each AP (wireless router, according to Mesh
networks terminology) is generated randomly, typically us-
ing a uniform distribution between certain upper and lower
bounds. As observed phenomena such as different AP pop-
ularity levels indicate, generating AP loads according to a
purely random distribution could be very inaccurate, possi-
bly leading to misleading conclusions about the performance
of the investigated protocols. To improve accuracy when
generating the user and traffic profiles, network designers
can use the user and traffic traces generated by QoS-RWP
to feed the custom simulator used to evaluate the perfor-
mance of a specific protocol.
2. RELATEDWORKANDCONTRIBUTION
The characterization of user behavior in wireless data
networks has been subject of intensive research in recent
years. By analyzing user traces collected at the various ac-
cess points in campuses [16, 17], corporate buildings [4], or
conferences [1], typical user behaviors have been analyzed,
and phenomena such as different popularity levels of the
APs, occasional network congestion, low correlation between
the number of users and load, and so on, have been observed.
More recently, some authors have derived synthetic models
of user behavior which try to mimic the observed user behav-
ior in a certain environment. This is the case, for instance,
of the ModelT model proposed in [13], which is based on the
traces collected from the Dartmouth College campus over a
period of 2 years. This model has been recently extended
to account for spatio-temporal correlation in the user regis-
tration patterns [21]. Other examples of synthetic mobility
model based on real-world traces are proposed in [20, 29].
While allowing the network designer to have a certain de-
gree of freedom in setting some network parameters such as
number of users and access points, synthetic models based
on real-world traces have the disadvantage of being represen-
tative of a specific scenario (that from which the traces were
collected). Furthermore, these models are built to capture
the characteristics of existing or past wireless networks, and
it is not clear to what extent these models are representative
of future wireless network deployments.
Another related active area of research in recent years is
the analysis of existing ‘general purpose’ synthetic mobility
models, such as the random waypoint and the random di-
rection model, which, mostly due to their simplicity, are the
most commonly used in the simulation of wireless ad hoc
network protocols. Recent studies have characterized the
long term node behavior in these types of mobile networks
[5, 19, 22, 24, 30, 31], outlining some undesired phenomena
such as node concentration in the center of the deployment
region [5], and long term decay of the average nodal speed
[30]. These phenomena could impair the accuracy of simu-
lations based on these synthetic mobility models, essentially
because the initial network conditions can be very different
from the long term network conditions. Another acknowl-
edged weakness of random waypoint/direction -like mobil-
ity is that it is too general, and not representative of any
real-world scenario. In order to address some of the crit-
icisms raised against random waypoint/direction mobility,
some authors have recently proposed more realistic and/or
more accurate synthetic mobility models, such as the obsta-
cle model proposed in [14], and those proposed in [6, 12, 23,
31]. For a survey on mobility models for wireless ad hoc
networks the reader is referred to [8].
Despite the considerable amount of research efforts re-
ferred above, to the best of our knowledge none of the exist-
ing synthetic models of user behavior in wireless networks
is based on the fundamental observation that a fraction of
users might not display constrained movement patterns, but
they could decide to move to a better location in case their
perceived QoS level drops below an acceptable level. We
want to remark that the fact that some users might be will-
ing to move to another location to improve their QoS has
already been observed in [27], and explicitly suggested as a
method to alleviate congestion in [2]. In the latter paper, the
authors introduce the concept of network-directed roaming,
which can be briefly explained as follows: if the required
QoS cannot be guaranteed to a certain user, the network
itself indicates to the user where to roam in order to obtain
the desired level of service. This technique, combined with
explicit channel switching, is shown to considerably improve
load balancing in the network.
The main contribution of this paper is the proposal of a
mobility and user behavior model that explicitly takes the
degree of user satisfaction into account. The need of es-
timating the degree of user satisfaction complicates a lot
the model definition, since aspects such as user offered load
and channel access method have to be carefully modeled.
To keep the complexity of our proposed model to a reason-
able level, we have decided to simplify the mobility part
as much as possible, while at the same time accounting for
relevant aspects such as degree of AP popularity. This ex-
plains our choice of modeling user movements according to
the well-known RWP model, suitably modified to choose the
waypoints according to an AP popularity metric.
As an example of QoS-RWP utilization, we also present
an extensive analysis of network usage under different sce-
narios. Note that, differently from [2], in this paper we are
not proposing any explicit congestion relief technique. In-
stead, motivated by previous work showing the beneficial
effect of QoS-driven users on load balancing [2], our aim is
to carefully investigate the effects on network congestion of
having a fraction of QoS-driven users. This outlines another
major difference with respect to [2], in which it is implicitly
assumed that all the users are QoS-driven. We believe that
in most real world scenarios only a fraction of the users
can be classified as QoS-driven, while other users display
a constrained movement pattern. Another difference with
respect to [2] is that we are not assuming network-directed
roaming, in which a users decide to move after an explicit
roaming message sent by the network manager. Instead, in
our model we assume that it is the user himself, based on
the perceived QoS level, who decides when to start moving,
and the destination of the movement.
In order to achieve our goal of investigating the effect of
QoS-driven mobility on network congestion, we consider a
wide range of parameter settings, including not only the
relative fraction of QoS-driven users, but also the number of
users, the number of APs, the channel access method, and
so on. To the best of our knowledge, this is the first such
study presented in the literature.
3. QOS-RWP
In this Section we introduce our mobility and user behav-
ior model, which we call QoS-RWP. QoS-RWP is composed
of three main components: mobility modeling, traffic model-
ing, and channel access modeling. We describe each of these
components in a separate subsection.
3.1 Mobility model
As mentioned in the previous sections, in QoS-RWP we
assume that a certain fraction f , with 0 ≤ f ≤ 1, of the n
network users is QoS-driven, while the remaining (1− f) ·n
users display constrained movement patterns.
Movement of QoS-driven users obeys the following rules.
Users in this class are mostly stationary, i.e. they are not
willing to move unless their perceived QoS level drops be-
low an acceptable threshold. To determine whether the
QoS level is acceptable for user u, we measure the num-
ber of buffer overflow/underflow (depending on whether we
are sending or receiving packets) experienced by u during the
last Γ seconds, where Γ is a tunable parameter which can be
used to smooth temporary variations in the QoS level. The
status of the buffer is checked every γ seconds, with γ  Γ,
where a check is successful if there is no overflow/underflow,
unsuccessful otherwise. If at least a fraction of rq(u) checks
are successful, where rq(u) is a tunable parameter modelling
the minimum QoS level that user u considers acceptable,
then u is satisfied, otherwise it is unsatisfied and decides to
change AP association and/or to move.
Since we assume that QoS-driven users are ‘lazy’, and that
the only reason forcing them to move is low QoS level, in
our model we assume that a user first tries to do a ‘virtual
movement’ by simply changing AP association. Using the
terminology introduced in [2], we call this action channel
switching.
In case channel switching is possible, user u changes AP
association, selecting the AP which provides him/her the
best QoS. Estimating the QoS level achieved by surrounding
APs is not immediate, since the user perceived QoS depends
not only on the quality of the wireless channel connecting
to the AP, but also on the load offered by the other users
registered at that AP. Hence, estimating the QoS achieved
by surrounding access points requires information exchange
between the user and the APs, which might not be allowed
or implemented in certain network deployments. For this
reason, in QoS-RWP we simply assume that the user selects
the AP to switch to based on the signal quality, preferring
the AP with the best signal (and, consequently, data rate).
Note that in QoS-RWP we are assuming that a typical
network user is essentially selfish, i.e., he/she tries to im-
prove his/her own QoS level, without considering possible
degradation of the QoS level of other users. An alternative
is to assume that users are naturally willing to cooperate
with each other in order to optimize network performance,
as it is assumed, for instance, in [2]. However, cooperative
user behavior is a reasonable assumption only in networks
composed of ‘homogeneous’ users, such as corporate net-
works. On the other hand, networks deployed in public ar-
eas are likely to be used by very ‘heterogeneous’ users, and
assuming spontaneous cooperation between users seems a
bit optimistic. This explains our choice of assuming selfish
user behavior.
In case channel switching is not possible (because there
is no overlapping of APs in the current user’s position, or
because also the other APs are overloaded), an unsatisfied
QoS-driven user decides to move. Again, there are many
different options to model movement of an unsatisfied user.
To keep the model simple, we assume that unsatisfied QoS-
driven users move according to the same rules governing
the movement of mobile users, i.e. AP popularity weighted
RWP movement (see below).
Let us now consider mobile users. In order to reduce the
complexity of our model, we assume that mobile users follow
a weighted waypoint mobility model similar to that proposed
in [12]1. Mobile users alternate between pause times at way-
points and traveling periods between successive waypoints.
Initially, a user is assigned a certain waypoint according to
a weighted, non uniform distribution which resembles the
different popularity of APs. The fact that APs in a wire-
less data network display different popularity degrees is well
documented in the literature [1, 4, 17]. In our model, we
initially assign each AP a with a popularity degree p(a) ac-
cording to a probability distribution resembling a power law
(as suggested in [13]). When selecting the initial or a new
waypoint for a certain mobile user, first an AP is selected
with a probability proportional to its popularity, then a way-
point is selected uniformly at random in a bounded vicinity
of the selected AP. The pause time at waypoints is chosen ac-
cording to a Poisson distribution with intensity λp. In order
to avoid degenerate situations of excessively long or short
pause times, we have imposed an upper and lower bound to
the pause time at the waypoints. The trajectory between
consecutive waypoints is linear, and the velocity is chosen
uniformly at random in an interval [vmin, vmax]. Since in
this paper we are primarily concerned with pedestrian users,
we set vmin = vmax = 1 m/sec.
3.2 Traffic model
In QoS-RWP, users are divided into three different classes
of offered load: low, medium, and high load. The lowest
class of traffic accounts for users who are using the network
for emailing, chatting, and light web browsing. The average
bandwidth requirement of this class of users is a tunable
parameter, but the actual bandwidth requirement is very
variable, since users in this class typically generate bursty
traffic. In the study reported in sections 4 and 5, the average
bandwidth requirement of this class of users is set to 64
Kb/sec.
The medium class of traffic accounts for users who are us-
ing the network for intensive web browsing, file downloading,
1We are aware that more realistic mobility models such as,
for instance, the obstacle model of [14], could have been
used in QoS-RWP. However, this would have increased a lot
the complexity of the simulator and the simulation running
time. For this reason, we have opted for a simple model such
as random waypoint mobility, but enriched with ‘more real-
istic’ salient features such as weighted choice of waypoints
according to AP popularity.
audio streaming, and so on. The average user bandwidth re-
quirement in this case is also a tunable parameter, and the
generated traffic displays a more uniform pattern. To main-
tain the complexity of the simulator at a reasonable level,
we assume users in this class generate UDP-like traffic. In
the study reported in the following, we have set the average
bandwidth requirement of medium users to 256 Kb/sec.
Finally, the highest class of traffic accounts for users who
make an intensive use of the network, such as video stream-
ing, 3D online gaming, and so on. The average user band-
width requirement is again a tunable parameter. Similarly
to the case of medium traffic, also high traffic users typically
display a relatively uniform bandwidth usage. Hence, we as-
sume UDP-like traffic for these users, with a rate which is
set to 2 Mb/sec in the study reported in the following.
The allocation of users to the various traffic classes is per-
formed according to a certain mix l,m, h, where l is the
fraction of low traffic users, m is the fraction of medium
traffic users, and h = 1 − (l + m) is the fraction of heavy
traffic users.
3.3 Channel model
In QoS-RWP, we model the radio channel as follows. For
given user u and AP a, we estimate the quality of signal
between u and a according to a radio propagation model.
In the current version of the simulator, we have considered
free-space and log-normal shadowing propagation, but other
propagation models can easily be integrated into QoS-RWP.
The quality of signal is used to determine the achievable
data rate between u and a, if u is actually within the cov-
erage range of AP a. We have considered the eight possible
data rates available in 802.11a, i.e. 6, 9, 12, 18, 24, 36, 48
and 54Mbs. The nominal radio range of an AP at the vari-
ous data rates is set according to what reported in the data
sheets of the CISCO Aironet 1240AG access point [9]. The
nominal ranges are used in combination with the free space
radio propagation model to determine the highest possible
available data rate between u and a. In case of log-normal
shadowing, the distance between u and a cannot be directly
converted into a data rate value, due to the random com-
ponent in the signal attenuation due to shadowing. Hence,
the geographical distance between u and a is converted into
a ‘virtual distance’ accounting for the actual signal attenu-
ation between u and a, and the highest available data rate
is obtained by comparing this ‘virtual distance’ with the
nominal radio ranges.
As mentioned in the Introduction, QoS-RWP implements
two channel access methods: data polling and time polling.
Data polling is similar to the 802.11 a/b/g MAC layer with
PCF coordination: registered users are polled by the AP. In
case a polled user u has a packet to send/receive to/from
the AP a, the packet is sent at the highest possible data
rate available between u and a. If a polled user has nothing
to send/receive, the next registered user is polled, and so
on. Note that, from a high level point of view, there is little
difference between DCF and PCF coordination in 802.11,
since DCF is designed to give the same long term probability
of accessing the channel to contenders [11]. Hence, our data
polling model is representative also of 802.11 a/b/g networks
with DCF coordination.
In order to keep the complexity of simulation at a rea-
sonable level, in QoS-RWP we have not implemented any
exchange of control messages. However, we have accounted
for the overhead caused by control message exchange and
channel access time by using an actual data rate for send-
ing packets which is significantly lower than the nominal
data rate. In particular, we have used the actual data rates
reported in Table 1, which are obtained from the measure-
ments reported in [10].
Nominal (Mbs) Actual (Mbs)
54 25
48 24
36 19.5
24 16
18 12.8
12 9.6
9 7.2
6 5,4
Table 1: Actual data rates achieved with 802.11a.
The current implementation of the 802.11 a/b/g MAC
layer is known to have major inefficiencies. In particular,
both DCF and PCF access methods suffer when registered
users have different data rates, because the slowest user re-
duces the throughput of the other users down to the value
of the slowest user2. This performance anomaly, which has
been observed in [11], is caused by the data polling approach,
in which a user, once gained access to the channel, transmits
a packet, independently of his/her data rate. Hence, the
time allotted to each user can be very different, and slower
users tend to use the channel for longer times, driving down
the throughput of faster users.
The second access model used in QoS-RWP, time polling,
solves this problem by assigning to each polled user a time
slot, instead of whatever time is necessary to send a packet.
With this approach, all the users gain access to the channel
for an approximately equal share of time, and faster users
can transmit more packets than slower ones. Time polling
resembles the basic functioning of the 802.11e MAC exten-
sion for QoS support, which is in the final stage of standard-
ization.
A final consideration about channel access in QoS-RWP
is that we assume adjacent APs use different (orthogonal)
channels, so that interference between users registered at
adjacent APs is not an issue.
4. ANALYSIS OF NETWORK USAGE
In the following sections, we report an extensive study
of network usage under different scenarios performed using
our proposed QoS-RWP model. We start by presenting the
simulation setting. The results of our study are reported in
the next section.
4.1 AP and user distribution
A number m of APs is distributed in a square deployment
region R, which is assumed to have a 1Km long side. APs
are distributed according to a ‘guided uniform’ distribution,
which is designed to provide at least a certain degree of cov-
erage of the deployment region. More specifically, R is di-
vided into 25 squares of side 200m, and approximatelym/25
APs are distributed uniformly at random in each square. If
m is below 25, m squares are randomly selected in the de-
ployment region, and one AP is distributed uniformly at
2This is true under the assumption that all the registered
users always have a packet to send in their queues.
random in each of the selected squares. Each deployed AP
a is then assigned with a degree of popularity p(a), which
reflects its potential of attracting network users. The degree
of popularity of APs is computed according to a probability
distribution resembling a power law (see [13]).
After AP deployment, a number n of users is distributed in
the network according to the following rules. First, each user
is assigned a mobility class (QoS-driven/mobile) and a traffic
class (low/medium/high) according to the defined parame-
ters f, l,m, and h. Then, he/she is assigned with an initial
position by first randomly selecting an AP according to its
popularity, and then choosing a position uniformly at ran-
dom in a bounded vicinity (within the coverage area) of the
selected AP. To model users joining/leaving the network, we
assume that each user is randomly assigned an active/sleep
state, where the active/sleep transition is governed by a
Poisson law with parameter λa, and the sleep/active transi-
tion is governed by a Poisson law with parameter λs. Hence,
n must be intended as the maximum possible number of net-
work users, and the actual number of users using the net-
work at a given time is in general lower. In order to avoid
degenerate situations of excessively long or short transition
times, we have imposed an upper and lower bound to the
active/sleep and sleep/active transition time.
In all the experiments reported in the following, the sim-
ulated network time is 14400 seconds (4 hours).
4.2 Performance metrics
To characterize network usage under different conditions,
we compute the following metrics as a result of our simula-
tions:
– total network load (NL): total number of packets ex-
changed in the network during the simulated time in-
terval.
– packet delivery rate: we trace the average packet de-
livery rate experienced by network users during the
last 60 seconds; we also compute the average packet
delivery rate experienced by network users during the
entire simulated time interval.
– balance index: let Li denote the load observed at the
i-th AP. The balance index [2] is defined as
β =
`Pm
i=1 Li
´2
m ·Pmi=1 L2i .
The balance index is used to measure the deviation in
utilization of the different APs: if the load is equally
divided amongst the APs, we have β = 1; conversely,
with highly unbalanced network load we have β ≈
1/m. Similarly to the packet delivery rate, the bal-
ancing index is averaged both in 60 seconds intervals,
and in the entire simulation time.
– prevalence and persistence: these metrics, which are
used also in [4], model the mobility of users indepen-
dently of the duration of simulation and of the amount
of time a user spends in the network. Prevalence of
user u, denoted prev(u), measures the overall fraction
of time user u spends with the AP is registered with for
a longer time. Prevalence accounts for the total regis-
tration time with a certain AP, and does not take into
account the duration of each session with the given
Parameter Meaning Values
m number of APs 25, 30, 40, 50
simulated time interval 14400 sec (4 hours)
p(a) degree of popularity of AP a chosen according to a power law
n maximum number of users 100 – 800
λa intensity of Poisson law governing active/sleep transition 5 min. (min) - 90 min. (avg) - 180 min, (max)
λs intensity of Poisson law governing sleep/active transition 5 min. (min) - 20 min. (avg.) - 90 min. (max)
rq(u) required QoS value for user u 0.90
Γ window lenght to determine user satisfaction at current location 5 sec.
γ buffer check interval 0.05 sec
λp intensity of Poisson law governing pause times at waypoints 5 min. (min) - 60 min. (avg) - 120 min. (max)
v velocity of mobile users 1m/sec
f fraction of QoS-driven users 0, 0.125, 0.25, 0.5
l,m,h relative fraction of low, medium, and high traffic users 0.33, 0.33, 0.33
pathLoss radio propagation model free space
packSize packet size (in the data polling model) 1Kb
timeSlot time slot length (in the time polling model) 200 µsec
NL total network load
PDR packet delivery ratio
β balance index
prevq(u) prevalence of QoS-driven user u
persq(u) persistence of QoS-driven user u
prevm(u) prevalence of mobile user u
persm(u) persistence of mobile user u
Table 2: Parameters used in the QoS-RWP model and in our simulations.
AP. To account for this, we consider also persistence,
denoted pers(u), which measures the average amount
of time user u stays associated with an access point
before being forced to move to another AP or leaving
the network. We separately compute these metrics for
QoS-driven and mobile users.
The many parameters used in QoS-RWP and in our sim-
ulations are summarized in Table 2.
5. SIMULATION RESULTS
5.1 Increasing number of users
In the first set of experiments, we have analyzed network
usage as the number of APs is fixed to 25, and the maxi-
mum number of users increases from 100 to 800. We have
considered both channel access methods, and different frac-
tions of QoS-driven users. The other simulation parameters
are summarized in Table 2. The purpose of these experi-
ments is to investigate how network usage changes as the
network becomes more and more saturated (the number of
AP is fixed, and the number of users increases). Due to
the relatively long simulation time3and the many different
parameter settings used in our experiments, we have used
a sample size of 3 simulation runs4. For the same reason,
we have used only the free space propagation model in our
experiments.
Figure 1 reports the average packet delivery rate at the
end of the 14400 seconds of simulated time for increasing
values of n and different values of f . As seen from the
graphics, QoS-driven users have a beneficial effect on the
PDR: as f varies from 0 to 0.5, the PDR value increases
3Depending on the channel access method (time polling is
about twice as fast as data polling) and the machine, the
simulation time of a single instance with 800 users varied
between 24min. and 90min.
4We have verified in preliminary simulation runs that the
variance is already acceptable with a sample size of 3 runs.
from 0.66 to 0.75 with data polling channel access and 800
users (14% increase), and from 0.68 to 0.82 in case of time
polling (19% increase). Hence, time polling channel access
has the potential of getting more benefits than data polling
from having a fraction of QoS-driven users in the network.
Concerning the relative performance of time polling vs. data
polling access method, using time polling increases PDR of
about 4% with respect to data polling with 800 users when
f = 0, and of about 9% when f = 0.5.
Similar trends can be observed for the total network load,
which is reported in Figure 2. In this case, the performance
increase of having a fraction 0.5 of QoS-driven users is 12%
in case of data polling, and 18% in case of time polling (when
n = 800). Concerning the relative advantage of time polling
over the data polling channel access method, it is about 4%
when f = 0, and about 9% when f = 0.5.
The balance index at the end of the simulated time in-
terval for increasing values of n and different values of f
is reported in Figure 3. As seen from the plots, the ma-
jor factor influencing β is the number of users n, while the
channel access method and the fraction of QoS-driven users
seem to have little influence on β. The balance index shows
a decreasing trend until n is 200/300, then it starts to in-
crease with n. This behavior is displayed independently of
the channel access method and of the fraction of QoS-driven
users. A possible explanation for this behavior is the follow-
ing. When n is relatively low (n ≤ 200), the network is
far from saturation, and QoS-driven users tend to remain
stationary. Given the relatively low number of active users
(when n = 100, even if all the users are awake an average
of only 4 users is registered per access point), the differ-
ent popularity degree of the APs does not manifest itself to
a great extent (essentially, because the sample size is very
small). As the number of users increases and the network
is still far from the saturation point (n = 200/300), the
different popularity degree of the APs manifests itself to a
greater extent, and load unbalancing between the various
APs emerges. However, as the number of users increases
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Figure 1: Packet Deliver Rate for increasing values of n and different values of f . Channel access method is
Data Polling (left) and Time polling (right).
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Figure 2: Total network load for increasing values of n and different values of f . Channel access method is
Data Polling (left) and Time polling (right).
even more (n ≥ 400), the network becomes saturated, and
an increasing number of unsatisfied QoS-driven users move
across the network, improving load balancing.
Although referring to a quite different scenario, it is worth
qualitatively discussing the results concerning the balance
index obtained in our simulations and those reported in [2].
The simulation setting of [2] is the following: 100 users, 6
APs, data polling channel access scheme. The authors show
that the balance index is increased of about 30% when the
fraction of QoS-driven users increases from 0 to 1. We re-
call that in [2] unsatisfied QoS-driven users are explicitly
directed to another area of the network, so that network ca-
pacity is maximized (directed roaming). In our experiments,
the fraction of QoS-driven users is at most 0.5 and, most
importantly, QoS-driven users are not explicitly directed to
‘optimal’ network locations, but they instead move ‘at ran-
dom’ (if channel switching is not possible), according to the
popularity degree based RWP model described in Section
3.1. Nevertheless, when n = 100 and channel access method
is data polling, increasing the fraction of QoS-driven users
from 0 to 0.5 results in a 22% improvement of the balance
index, which is comparable to the improvement reported in
[2]. This seems to indicate that somewhat random move-
ment of QoS-driven users is in principle sufficient to achieve
significant load balance increase.
Figure 4 shows the prevalence and persistence of QoS-
driven and mobile users for increasing values of n when the
fraction of QoS-driven users is f = 0.5. Both prevalence
and persistence of mobile users are not influenced by n, nor
by the channel access method. This is reasonable, since
the movement pattern of mobile users is not influenced by
the perceived QoS-level, nor by the number of active users
in the network. The situation is different for QoS-driven
users, who decide to change AP association and/or to move
when the perceived QoS level is not satisfactory. Hence, we
can expect that both prevalence and persistence are pro-
portional to the fraction of satisfied QoS-driven users in the
network. This behavior can actually be observed in Figure
4: as n increases, the network load gets closer to the satura-
tion point, and the fraction of unsatisfied QoS-driven users
increases. As a consequence, both prevalence and persis-
tence of QoS-driven users decrease with n. Comparing data
Balance Index for increasing n - Data Polling
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
100 200 300 400 500 600 700 800
n
B
a
la
n
ce
f=0
f=0.125
f=0.25
f=0.5
Balance Index for increasing n - Time Polling
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
100 200 300 400 500 600 700 800
n
B
a
la
n
ce
f=0
f=0.125
f=0.25
f=0.5
Figure 3: Balance index for increasing values of n and different values of f . Channel access method is Data
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Figure 4: Prevalence (left) and persistence (right) for increasing values of n with f = 0.5.
polling with time polling channel access method, we observe
a relatively higher prevalence and persistence with the time
polling method, which reflects the fact that the average QoS
level in the network is higher with time polling with respect
to the case of data polling (see Figure 1).
In order to get a better understanding of the network us-
age evolution with time, we report the traces obtained from
a single simulation run, referring to the following scenario:
n = 800, f = 0.5, time polling channel access method. Fig-
ure 5-left reports the load vs. time registered at the max-
imally loaded (max AP), minimally loaded (min AP), and
‘close to average’ AP (avg AP) at the beginning of the sim-
ulated time interval. The ‘close to average’ AP is chosen
by first computing the average AP load at the beginning
of the simulated time interval, and then selecting the AP
whose load is closer (in absolute value) to the computed
average. Figure 5-right reports the number of registered
users vs. time for the same three APs. It is interesting to
note that the load at the max AP changes a lot during the
simulated time interval, and shows a decreasing trend. We
believe this relatively unstable load observed at the max AP
is due to the presence of QoS-driven users: when the load
is very high, users becomes unsatisfied, and if a few of them
are QoS-driven they decide to change AP association, caus-
ing a sudden decrease of the max AP load. However, the
max AP is likely to have a relatively high popularity de-
gree, attracting a relatively high number of mobile and/or
newly activated users. Thus, the load at the max AP tends
to increase again, until saturation is reached again, and so
on. On the other hand, the observed load at the avg AP
is more stable, and shows a slightly increasing trend. Com-
bining the fact that the load observed at the max AP shows
a decreasing trend, and the load at the avg AP shows an
increasing trend, we can conclude that load balancing is im-
proved with respect to the initial network conditions. As
mentioned above, this better load balancing at the end of
the simulated time interval is due to the presence of QoS-
driven users.
Another interesting observation is the relatively low cor-
relation between the observed load at the AP (Figure 5-left)
and the number of registered users at the same AP (Figure
5-right): while the number of registered users at the avg AP
is consistently higher than that observed at the max AP5
5We recall that max and avg refers to the load, not to the
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fied users, as a function of the simulated time. Pa-
rameter n is set to 800, f is 0.5, and channel access
method is time polling.
(62 vs. 40 at the beginning of the simulated time inter-
val), the observed load at the max AP is often considerably
higher than that observed at the avg AP. We want to remark
that the fact that the load observed at the APs and num-
ber of registered users are only loosely correlated have been
observed in several papers that have analyzed user traces
collected from real world network deployments [1, 4, 17,
28]. Thus, our QoS-RWP model is able to reproduce one
of the most important behaviors observed in real-world de-
ployments of wireless data networks, i.e. the low correlation
between the number of registered users at an AP and the
observed load at the AP.
Figure 6 reports the fraction of satisfied QoS-driven users
over the total number of active QoS-driven users vs. time,
and the same fraction vs. time relative to mobile users6, for
number of users.
6Our simulator computes the perceived QoS level also for
the same simulation run as above. It is interesting to note
that, while at the beginning of the simulated time interval
QoS-driven users have approximately the same degree of sat-
isfaction of mobile users, as time goes by QoS-driven users
increases their degree of satisfaction, which becomes con-
siderably higher than that observed by mobile users. This
is a consequence of the fact that, contrary to mobile users,
QoS-driven users change their behavior depending on the
experienced QoS-level.
5.2 Increasing AP density
In the second set of experiments, we have fixed the number
n of users to 800, and we considered four different values m
of deployed AP (25, 30, 40, 50). The purpose of this second
set of experiments is to investigate the effect of different
AP deployment densities on network usage. Similarly to
the results presented in the previous section, all the results
presented in this section are averaged over 3 simulation runs.
Figure 7 reports the average packet delivery rate (left) and
the total network load (right) for increasing AP deployment
densities, and different values of f . It is interesting to note
that a 100% increase in the number of deployed resources
(50 instead of 25 APs) results at most in a 38% increase
in both PDR and total network load when f = 0 and the
channel access method is data polling. The relative benefit
of deploying more APs becomes lower as the fraction of QoS-
driven users increases to 0.5, and the channel access method
is time polling: when f = 0.5 and channel access method is
time polling, a 100% increase in deployed resources results
in only a 20% increase in PDR and total network load.
The above described results have interesting implications
on network planning, as they suggest that, in order to avoid
resource wastage, network designers should carefully con-
sider both the channel access method and the estimated
number of QoS-driven users in the network before deploying
additional, possibly scarcely utilized, network resources.
Figure 8 reports the balance index for increasing AP den-
sity and different values of f . We can observe a decreasing
trend of β for increasing number of deployed APs, which
can be explained as follows: as the number of AP increases
mobile users, although it has no influence on their behavior.
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Figure 8: Balance index for increasing density of AP
deployment and different values of f .
and the number of users is fixed, QoS-driven users tend to
become more and more satisfied, i.e. stationary. Hence, as
a consequence of the different popularity degree of the APs,
the relative difference between the maximally and minimally
loaded AP becomes larger as m increases.
Finally, Figure 9 reports the prevalence (left) and persis-
tence (right) of QoS-driven and mobile users as the num-
ber m of deployed AP increases. As expected, as m in-
creases, both prevalence and persistence of QoS-driven users
increases, since QoS-driven users tend to be more satisfied
when the number of deployed APs increases. On the other
hand, the movement and AP registration pattern of mo-
bile users is not influenced by the average QoS level in the
network. It is also worth noting that the time polling chan-
nel access method displays higher prevalence and persistence
with respect to the data polling method, as a consequence of
the fact that the average QoS-level in the network is higher
with time polling channel access.
6. CONCLUSIONS
In this paper, we have introduced the first synthetic mo-
bility and user behavior model which explicitly takes the
degree of user satisfaction into account. In particular, in
our QoS-RWP model a fraction f of the users is assumed to
change AP association and/or to move in case the perceived
QoS-level drops below an acceptable level. QoS-RWP is
composed of three main components: mobility model, traf-
fic model, and channel access model.
Based on QoS-RWP, we have performed an extensive in-
vestigation of network usage under different conditions, which
has disclosed interesting insights, and has shown that our
model is able to reproduce phenomena which have been ob-
served in real-world deployments (different AP popularity
degrees, low correlation between number of registered users
and load observed at the APs). As such, we believe our
model can be successfully used in the simulation of wire-
less data networks, such as public area WLAN and wireless
Mesh deployments. In this respect, our model can be con-
sidered as a response to the need of more realistic, yet sim-
ple, mobility and user behavior models for wireless hotspots
outlined in [3]. With respect to recent models such as those
proposed in [13, 20, 21, 29], our model is more general and
flexible, as several parameters such as number of users and
APs, traffic mix, fraction of QoS-driven users, and channel
access method can be easily modified.
We plan to prepare an open source, public release of our
QoS-RWP model, so that it can be used and extended by
other researchers in the field. We also plan to use the traces
generated by our model to accurately investigate the perfor-
mance of different WLAN and wireless Mesh network pro-
tocols.
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