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Abstract
The iterative method of successive approximations, originally introduced by Émile Picard in 1890, is
a basic tool for proving the existence of solutions of initial value problems regarding ordinary first order
differential equations. In the present paper, it is shown that this method can be modified to get estimates for
the growth of solutions of linear differential equations of the type
f (k) + Ak−1(z)f (k−1) + · · · + A1(z)f ′ + A0(z)f = 0
with analytic coefficients. A short comparison to the growth results in the literature, obtained by means of
different methods, is also given. It turns out that many known results can be proved by applying Picard’s
successive approximations in an effective way. Self-contained considerations are carried out in the complex
plane and in the unit disc, and some remarks about solutions of real linear differential equations are made.
© 2011 Elsevier Masson SAS. All rights reserved.
MSC: 34M10
Keywords: Linear differential equations; Growth of solutions; Successive approximations; Order of growth; Iterated
order of growth
1. Introduction
For k ∈ N, we consider solutions of linear differential equations of the type
f (k) + Ak−1(z)f (k−1) + · · · +A1(z)f ′ +A0(z)f = 0 (1.1)
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used to estimate the growth of solutions of (1.1) both in the complex plane C and in the unit
disc D. Sharp results have been obtained by means of Wiman–Valiron theory in the case of
C [13], and by using modified Herold’s comparison theorem [6], which applies to both C and D.
The method of successive approximations is a basic tool for proving the existence of solu-
tions of initial value problems regarding ordinary first order differential equations [9, p. 47].
Titchmarsh has shown that this technique, which utilizes a sequence of iterative integrals, can be
used to study solutions of second order linear differential equations [14, pp. 6–7, pp. 171–172]
in the case of C. Recently, linear differential equations of the type
f (k) +A(z)f = 0, (1.2)
where A(z) is either a polynomial in C or an analytic function in D satisfying a specific growth
restriction, have been considered in [2, Theorems C and 2.2], where the growth estimates of
solutions are obtained by using Picard’s successive approximations. Our main purpose is to show
that the method of successive approximations can be applied to estimate the growth of solutions
of differential equations of the type (1.1) in the cases of C and D.
2. Growth of solutions
2.1. Complex plane
The order of an entire function f is defined by
ρ(f ) = lim sup
r→∞
log logM(r,f )
log r
,
where M(r,f ) = max|z|r |f (z)|. By [15, Satz 1], all solutions of (1.1) are entire functions of
finite order if and only if all coefficients are polynomials. The most common way to prove the
following theorem, concerning an exact upper bound for the growth of solutions, is to apply
Wiman–Valiron theory. For an alternative proof, based on modified Herold’s comparison theo-
rem, see [6, p. 244]. For more detailed results, see [4].
Theorem A. (See [13, Proposition 7.1].) Let f be a solution of (1.1), where the coefficients
Aj(z) are polynomials of degree deg (Aj ). Then
ρ(f ) 1 + max
0jk−1
{deg (Aj )
k − j
}
.
The following special case of Theorem A has been proved by means of the method of succes-
sive approximations.
Theorem B. (See [2, Theorem C].) Let f be a solution of (1.2), where the coefficient A(z) is a
polynomial of degree deg (A). Then ρ(f ) 1 + deg (A)/k.
Concerning differential equations of the type (1.1), we give an alternative proof for the fol-
lowing result by appealing to Picard’s successive approximations. Theorem C can also be proved
by using a certain representation theorem [6, Theorem 3.1] for the solutions of (1.1).
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Aj(z) are polynomials of degree deg (Aj ). Then
ρ(f ) max
0jk−1
{
deg (Aj )+ k − j
}
.
Note that with Picard’s successive approximations, we are unable to get the estimate in Theo-
rem A. However, the proof of Theorem C given in the present paper does not rely on complicated
auxiliary results. Nevertheless, both Theorem A and Theorem C show that, if the coefficients are
polynomials then all solutions are of finite order of growth.
Define exp1 r = er and inductively expν+1 r = exp (expν r) for ν ∈ N. For all r  0 suffi-
ciently large, denote log1 r = log r and logν+1 r = log (logν r) for ν ∈ N. The iterated ν-order of
an entire function f is defined by
ρν(f ) = lim sup
r→∞
logν+1 M(r,f )
log r
for ν ∈ N. Note that ρ1(f ) coincides with the usual order ρ(f ).
In the case of fast growing coefficients Picard’s successive approximations turns out to be an
effective method. In particular, we prove the following Theorem D. For more information about
fast growing coefficients in the case of C, see also [10].
Theorem D. (See [13, Theorem 7.3].) Let ν ∈ N and α  0. Suppose that f is a solution of (1.1),
where the entire coefficients Aj(z) satisfy ρν(Aj ) α. Then ρν+1(f ) α.
2.2. Unit disc
An analytic function f in D is said to belong to the space H∞q , if there exists q  0 such that
sup
z∈D
(
1 − |z|2)q ∣∣f (z)∣∣< ∞.
Here H∞0 = H∞ is the space of all bounded analytic functions in D. The union
⋃
q>0 H
∞
q is
known as the Korenblum space A−∞ [11]. If f ∈ H∞q then f (p) ∈ H∞q+p by [3, Theorem 5.5].
Let f ∈ A−∞, and set p = inf {q  0: f ∈ H∞q }. Then f is said to belong to the space Gp .
Recall that the order of an analytic function f in D is defined by
σM(f ) = lim sup
r→1−
log+ log+ M(r,f )
− log (1 − r) ,
where log+ x = max {0, logx}. Note that σM(f ) = 0 for every f ∈A−∞.
In the unit disc case, all solutions of (1.1) are of finite order if and only if the coefficients
belong toA−∞ [5, Theorem 6.1]. In particular, the following estimate for the growth of solutions,
based on modified Herold’s comparison theorem, is known.
Theorem E. (See [12, Theorem 1].) Let f be a solution of (1.1), where the coefficients Aj ∈ Gpj
for some pj  k − j and for all 0 j  k − 1. Then
σM(f ) max
0jk−1
{
pj
k − j
}
− 1.
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Theorem F. (See [2, Theorem 2.2].) Let f be a solution of (1.2), where the coefficient A ∈ Gp
for some p  k. Then σM(f ) p/k − 1.
Concerning differential equations of the type (1.1), we give an alternative proof for the follow-
ing result, which also can be proved by using a certain representation theorem [6, Theorem 3.1]
for the solutions of (1.1). Although Theorem G is weaker than Theorem E, our proof of Theo-
rem G is short and self-contained.
Theorem G. (See [6, Corollary 4.1(a)].) Let f be a solution of (1.1), where the coefficients
Aj ∈ Gpj for some pj  k − j and for all 0 j  k − 1. Then
σM(f ) max
0jk−1
{pj − k + j}.
The following two theorems consider the case when the growth of coefficients is slower than
that in Theorem G. Alternative proofs by means of successive approximations are given in Sec-
tion 4.3.
Theorem H. (See [6, Theorem 5.1].) Let f be a solution of (1.1), where the coefficients Aj ∈ Gpj
for some pj < k − j and for all 0 j  k − 1. Then all solutions of (1.1) belong to H∞.
Theorem I. (See [8, Theorem 3.3].) Let 0 < δ < 1. For every p > 0 there exists a constant α > 0
depending on p, such that if the coefficients Aj(z) of (1.1) satisfy
sup
|z|δ
∣∣Aj(z)∣∣(1 − |z|2)k−j  α
for all 0 j  k − 1, then all solutions of (1.1) belong to H∞p .
Note that by Theorem I, if Aj ∈ H∞k−j then all solutions belong to A−∞.
For all r  0 sufficiently large, denote log+1 r = log+ r and log+ν+1 r = log+ (log+ν r) for ν ∈ N.
The iterated ν-order of an analytic function f in D is defined by
σM,ν(f ) = lim sup
r→1−
log+ν+1 M(r,f )
− log (1 − r)
for ν ∈ N. Note that σM,1(f ) coincides with the usual order σM(f ).
In the case of fast growing coefficients, the method of successive approximations gives us an
alternative proof for the following result, which is a part of the statement of [7, Theorem 1.1].
See also [1, Theorem 2.1(ii)].
Theorem J. (See [7, Theorem 1.1].) Let ν ∈ N and α  0. Suppose that f is a solution of (1.1),
where the analytic coefficients Aj(z) satisfy σM,ν(Aj ) α. Then σM,ν+1(f ) α.
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In conclusion, we make a few remarks on real linear differential equations of the type
f (k) + Ak−1(x)f (k−1) + · · · + A1(x)f ′ +A0(x)f = 0, (2.1)
where k ∈ N. If the coefficients Aj(x) are real polynomials of degree deg (Aj ), then functions
Aj(x) can be analytically continued to entire polynomials Aj(z) in C, and by applying Theo-
rem A we obtain estimates for the growth of all solutions, including the real ones.
In general, we can not deduce results for real differential equations on the unit interval (−1,1)
directly from Theorem E, since there are bounded functions on (−1,1), for example 2/(1+2x2),
which can not be analytically continued into D. If the real coefficients Aj(x) can be analytically
continued to analytic functions A˜j (z) satisfying the conditions of Theorem E, then Theorem E
gives estimates for the growth of all solutions, including the real ones. Note that argumentation
given in the following sections can not be applied to real functions directly due to the following
reasons: (i) There are no growth estimates for the derivatives of differentiable functions corre-
sponding to [3, Theorem 5.5]. For example, if the function g is suitably chosen then the derivative
of the bounded function sin(g(x)) can grow arbitrarily fast as |x| → 1−. (ii) Termwise differen-
tiation of (3.1) can not be justified by uniform convergence of the sum in (3.1). In fact, it must be
shown that the termwise differentiated series also converges uniformly. Careful considerations
are needed if the intermediate coefficients in (2.1) are present.
3. Picard iterations
In this section we describe an iterative technique which utilizes a sequence of functions, called
Picard iterations, converging to the given solution of (1.1). It is understood that a convex domain
in C, containing a point z0, is fixed first, and then all concepts such as analyticity is considered
there. In Section 4 we consider the growth estimates in C and in D separately.
Let f be a solution of (1.1), where the coefficient functions Aj(z) are analytic. Define the
Picard iterations by
f0(z) = ak−1(z − z0)k−1 + · · · + a1(z − z0)+ a0,
fn(z) = f0(z) −
k−1∑
j=0
j∑
m=0
(−1)m(j
m
)
(k − j + m − 1)!
z∫
z0
A
(m)
j (u)fn−1(u)(z − u)k−j+m−1 du,
where n ∈ N, and the integration is done along the straight line segment from z0 to z. Note that
this is possible since the domain is convex. The constant coefficients of f0 are to be determined
later. We proceed to prove that g, defined by g(z) = limn→∞ fn(z), is a solution of (1.1). By
considering partial sums, it is easy to see that
g(z) = f0(z) +
∞∑
n=1
(
fn(z) − fn−1(z)
)
. (3.1)
To be able to compute derivatives of g, we offer the following lemmas.
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we have
j∑
m=0
(−1)m
(
j
m
)(
A(m)h
)(j−m) = Ah(j). (3.2)
Proof. We use induction with respect to j . The claim is trivially true for j = 0 and for j = 1.
Assume that (3.2) holds for some j ∈ N and for all analytic A and h, and consider the case of
j + 1. Since (j+1
m
)= (j
m
)+ ( j
m−1
)
for 1m j , we have
j+1∑
m=0
(−1)m
(
j + 1
m
)(
A(m)h
)(j+1−m)
=
j∑
m=0
(−1)m
(
j
m
)((
A′
)(m)
h +A(m)h′)(j−m) + j+1∑
m=1
(−1)m
(
j
m − 1
)(
A(m)h
)(j−m+1)
.
Applying the induction assumption three times, we obtain
j+1∑
m=0
(−1)m
(
j + 1
m
)(
A(m)h
)(j+1−m) = A′h(j) + Ah(j+1) −A′h(j) = Ah(j+1).
The assertion (3.2) follows. 
Lemma 3.2. Let p ∈ N, p  k. Assume that h is an analytic function, and define
w(z) =
k−1∑
j=0
j∑
m=0
(−1)m(j
m
)
(k − j + m− 1)!
z∫
z0
A
(m)
j (u)h(u)(z − u)k−j+m−1 du.
Then
w(p)(z) =
∑
k−j+m−1p
(−1)m(j
m
)
(k − j +m − 1 − p)!
z∫
z0
A
(m)
j (u)h(u)(z − u)k−j+m−1−p du
+
k−1∑
j=k−p
p+j−k∑
m=0
(−1)m
(
j
m
)(
A
(m)
j h
)(p−k+j−m)
(z).
In particular,
w(k)(z) =
k−1∑
j=0
Aj(z)h
(j)(z). (3.3)
Proof. When differentiating w, we divide terms in two categories. First, consider the cases when
indexes j and m satisfy k − j +m − 1 p. We obtain
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dzp
(
(−1)m(j
m
)
(k − j +m − 1)!
z∫
z0
A
(m)
j (u)h(u)(z − u)k−j+m−1 du
)
= (−1)
m
(
j
m
)
(k − j +m − 1 − p)!
z∫
z0
A
(m)
j (u)h(u)(z − u)k−j+m−1−p du,
where the differentiation of integrals is justified by using integration by parts, or alternatively by
the Leibniz integral rule. Second, if k − j +m − 1 <p then similarly
dp
dzp
(
(−1)m(j
m
)
(k − j +m − 1)!
z∫
z0
A
(m)
j (u)h(u)(z − u)k−j+m−1 du
)
= (−1)m
(
j
m
)(
A
(m)
j h
)(p−k+j−m)
(z).
The first part of the claim follows by summing all the terms. If p = k then
w(k)(z) =
k−1∑
j=0
j∑
m=0
(−1)m
(
j
m
)(
A
(m)
j h
)(j−m)
(z).
Now an application of Lemma 3.1 yields (3.3). 
In Section 4, it will be proved that the sum in (3.1) converges uniformly on compact subsets of
the domain in question. Hence g is analytic and all derivatives of g may be obtained by termwise
differentiation. We see that g is a solution of (1.1), since by using (3.3), we obtain
g(k)(z) = f (k)1 (z) +
∞∑
n=2
(fn − fn−1)(k)(z)
= −
k−1∑
j=0
Aj(z)
(
f
(j)
0 (z) +
∞∑
n=2
(fn−1 − fn−2)(j)(z)
)
= −
k−1∑
j=0
Aj(z)g
(j)(z).
Finally, we fix the constant coefficients of f0 such that f and g satisfy the same initial condi-
tions at z0. The following lemma will be needed.
Lemma 3.3. Assume that p ∈ N, p  k. Then, for all n > p, we have
(fn − fn−1)(p)(z0) = 0. (3.4)
Proof. The case p = 0 is trivial. We turn to consider (3.4) for p = q ∈ {1, . . . , k} and n > q ,
assuming that (3.4) holds for each p, where 0 p  q − 1, and in each case for all n > p. By
Lemma 3.2 we get
(fn − fn−1)(q)(z0) = −
k−1∑
j=k−q
q+j−k∑
m=0
(−1)m
(
j
m
)(
A
(m)
j (fn−1 − fn−2)
)(q−k+j−m)
(z0).
Since q − k + j −m q − 1 < n− 1, the induction assumption shows that each term in the sum
above is zero, which proves the assertion. 
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f (p)(z0) = p!ap −Bp , where B0 = 0 and
Bp =
k−1∑
j=k−p
p+j−k∑
m=0
(−1)m
(
j
m
)(
A
(m)
j fp−1
)(p−k+j−m)
(z0)
for 0 < p  k − 1. For example, a0 = f (z0) and a1 = f ′(z0) + Ak−1(z0)f (z0). By using
Lemma 3.2 to fp , we obtain
f
(p)
p (z0) = f (p)0 (z0)− Bp = p!ap − Bp = f (p)(z0). (3.5)
Further, by Lemma 3.3 and (3.5), we have
g(p)(z0) = f (p)p (z0)+
∞∑
n=p+1
(fn − fn−1)(p)(z0) = f (p)p (z0) = f (p)(z0)
for every 0 p  k − 1. Since both solutions f and g of (1.1) satisfy the same initial conditions
at z0, we have f (z) ≡ g(z).
4. Proofs of the growth estimates
We will repeatedly need the following estimates, which can be proved by using integration by
parts. If χ and ω are non-negative integers, and 0R0 <R < ∞, then
R∫
R0
tχ (R − t)ω dt  ω!R
χ+ω+1
(χ + 1) · · · (χ +ω + 1) <
ω!
χ +ω + 1R
χ+ω+1. (4.1)
Similarly, if 0R0 <R < 1, χ ∈ N, ω ∈ R, and χ < ω − 1, then
R∫
R0
(R − t)χ
(1 − t)ω ds 
χ !(1 − R)1+χ−ω
(ω − 1) · · · (ω − χ − 1) <
χ !
ω − χ − 1 (1 −R)
1+χ−ω. (4.2)
The method of successive approximations utilizes Taylor series expansion of the exponential
function to conclude the convergence of iterations, see [9, p. 49] and [14, p. 7]. This idea is
generalized to study the growth of solutions in [2, p. 742].
4.1. Proofs of complex plane results
Let f be a solution of (1.1). Assume that there exists R1  0 such that for all r R1, function
H : [0,∞) → (0,∞) is non-decreasing, and coefficients Aj(z) satisfy
M(r,Aj ) rqj H(r), (4.3)
for some integers qj  0 and for all 0 j  k − 1. By Cauchy’s integral formula, there exists a
uniform constant C > 0 such that for all r R1, we have
M
(
r,A
(m)
j
)
 Crqj−mH(2r),
where 0m j and 0 j  k − 1.
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as in Section 3. We proceed to estimate M(r,g). Since f0 is a polynomial, there exist K > 0
and R2  0 such that for all r  R2, we have M(r,f0)Krk−1. To simplify notations, denote
λ = max0jk−1{qj + k − j}, R0 = max {R1,R2} and R = r + R0.
By using induction, we show that there exists L> 0 such that
M(r,fn − fn−1)Wn(R), Wn(R) = KRk−1 (Ck!L)
n
n!
(
RλH(2R)
)n
, (4.4)
for all r  0 and n ∈ N. If n = 1 then by (4.1) and the inequality (j
m
)
 j !, we have
M(r,f1 − f0)
k−1∑
j=0
j∑
m=0
j !
(k − j +m − 1)!
r∫
0
M
(
s,A
(m)
j
)
M(s,f0)(r − s)k−j+m−1 ds

k−1∑
j=0
j∑
m=0
j !
(k − j +m − 1)!
R∫
R0
M
(
t,A
(m)
j
)
M(t,f0)(R − t)k−j+m−1 dt
KRk−1Ck!
k−1∑
j=0
Rqj+k−jH(2R)
qj + k − j W1(R),
where L =∑k−1j=0 (qj + k − j)−1. Assume that (4.4) holds for some n ∈ N. Now
M(r,fn+1 − fn)

k−1∑
j=0
j∑
m=0
j !
(k − j +m − 1)!
r∫
0
M
(
s,A
(m)
j
)
Wn(s +R0)(r − s)k−j+m−1 ds

k−1∑
j=0
j∑
m=0
j !
(k − j +m − 1)!
R∫
R0
M
(
t,A
(m)
j
)
Wn(t)(R − t)k−j+m−1 dt
KRk−1 (Ck!)
n+1Ln
n!
k−1∑
j=0
Rqj+k−j+nλ
(
H(2R)
)n+1
qj + k − j + nλ Wn+1(R)
proving (4.4) for n+ 1. We conclude that (4.4) holds for all n ∈ N.
It follows that for all r  0, we have
M(r,g)KRk−1 +KRk−1
∞∑
n=1
(Ck!L)n
n!
(
RλH(2R)
)n
K(r +R0)k−1 + K(r +R0)k−1 exp
(
Ck!LRλH (2(r + R0))), (4.5)
which implies that g converges uniformly on compact subsets of C. By Section 3, we conclude
f (z) ≡ g(z).
Proof of Theorem C. Denote for short qj = deg (Aj ). By the assumption, there exist con-
stants C
 > 0 and R1  0, such that (4.3) holds for H(r) ≡ C
. By (4.5), all solutions f satisfy
ρ(f ) λ. 
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the assumption, there exists R1  0 such that (4.3) is satisfied. Hence, by using (4.5), we obtain
M(r,g) exp
(
expν rα+2ε
)= expν+1 rα+2ε
for all r large enough. Letting ε → 0+, we see that all solutions f satisfy ρν+1(f ) α. 
4.2. Fast growing coefficients in the unit disc
Let f be a solution of (1.1). Assume that there is R0  0 such that for all r ∈ [R0,1), function
H : [0,1) → (0,∞) is non-decreasing, and coefficients Aj(z) satisfy
M(r,Aj )
H(r)
(1 − r)qj , (4.6)
for some qj > k − j and for all 0 j  k − 1. Hence, there exists a uniform C > 0 such that for
all r ∈ [R0,1), 0m j and 0 j  k − 1, we have
M
(
r,A
(m)
j
)

CH( 12 (1 + r))
(1 − r)qj+m .
Let z0 = 0, and define g to be the function in (3.1), where the coefficients of f0 are fixed as
in Section 3. We proceed to estimate M(r,g). Since f0 is a polynomial, it follows that there is
K > 0 such that M(r,f0)K . Denote λ = max0jk−1{qj − k + j} and R = R0 + r(1 −R0).
By using induction, we proceed to prove that there exists L> 0 such that
M(r,fn − fn−1)Wn(R), Wn(R) = K
n!
(
Ck!L
(1 −R0)k
)n(H( 12 (1 +R))
(1 − R)λ
)n
, (4.7)
for all r ∈ [0,1) and n ∈ N. By (4.2), we have
M(r,f1 − f0)K C
(1 −R0)k
k−1∑
j=0
j∑
m=0
j !H( 12 (1 +R))
(k − j +m − 1)!
R∫
R0
(R − t)k−j+m−1
(1 − t)qj+m dt
K C
(1 −R0)k
k−1∑
j=0
(j + 1)!
qj − k + j
H( 12 (1 +R))
(1 −R)qj−k+j W1(R),
where L =∑k−1j=0(qj − k + j)−1. This proves (4.7) for n = 1. Assume that (4.7) holds for some
n ∈ N. Now
M(r,fn+1 − fn)
 K
n!
Cn+1(Lk!)n
(1 −R0)k(n+1)
k−1∑
j=0
j∑
m=0
j !(H( 12 (1 +R)))
n+1
(k − j +m − 1)!
R∫
R0
(R − t)k−j+m−1
(1 − t)qj+m+nλ dt
 K
n!
Cn+1(Lk!)n
(1 −R0)k(n+1)
k−1∑
j=0
(j + 1)!
qj − k + j + nλ
(
H( 12 (1 + R))
(1 −R)λ
)n+1
Wn+1(R).
By induction, (4.7) holds for all n ∈ N.
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M(r,g)K +
∞∑
n=1
K
n!
(
Ck!L
(1 −R0)k
)n(H( 12 (1 + R))
(1 −R)λ
)n
K +K exp
(
Ck!L
(1 − R0)k+λ
H( 12 (1 + R0 + r(1 −R0)))
(1 − r)λ
)
, (4.8)
which implies that g converges uniformly on compact subsets of D. By Section 3, we conclude
that f (z) ≡ g(z).
Proof of Theorem G. Assume on the contrary to the claim that there is a solution f satisfying
d = σM(f ) − max
0jk−1
{pj − k + j} > 0.
Since Aj ∈ H∞pj+d/2 for all 0 j  k − 1 by assumption, there is a constant C
 > 0 such that by
taking qj = pj + d/2, H(r) ≡ C
 and R0 = 0, we conclude (4.6). Hence, by (4.8),
σM(f ) max
0jk−1
{
(pj + d/2)− k + j
}= max
0jk−1
{pj − k + j} + d/2
< max
0jk−1
{pj − k + j} + d = σM(f ).
This is clearly a contradiction, and the claim follows. 
Proof of Theorem J. Let ε > 0. By assumption, there exists a constant R1 ∈ [0,1) such that
M(r,Aj ) expν
(
1
1 − r
)α+ε
for all r ∈ [R1,1) and for all 0 j  k−1. Define qj = k+1 for all 0 j  k−1. Clearly, there
is R2 ∈ [0,1) such that H(r) = (1 − r)k+1 expν( 11−r )α+ε is non-decreasing in [R2,1). Hence,
we conclude (4.6) for R0 = max {R1,R2}. By (4.8), we see that for all r ∈ [0,1) close enough
to 1, we have
M(r,g) exp
(
expν
(
1
1 − r
)α+2ε)
.
Letting ε → 0+, we obtain σM,ν+1(f ) α. 
4.3. Slowly growing coefficients in the unit disc
Proofs of Theorems H and I are only outlined, since they are parallel to the ones in Section 4.2.
Proof of Theorem H. Let f be a solution of (1.1). By the assumption, there exist C
 > 0 and
constants qj < k − j such that coefficients Aj(z) satisfy
M(r,Aj )
C

qj(1 − r)
486 J. Gröhn / Bull. Sci. math. 135 (2011) 475–487for all 0 j  k − 1 and for all r ∈ [0,1). Denote λ = min0jk−1{k − j − qj } > 0. Evidently,
it is enough to consider the case λ < 1. If n ∈ N then the Hölder inequality with conjugate indices
p = 2−λ
λ
and q = 2−λ2−2λ yields
r∫
0
snλ
(r − s)1−λ ds 
( r∫
0
snλp ds
)1/p( r∫
0
1
(r − s)(1−λ)q ds
)1/q

(
1
n
)1/p
Qr(n+1)λ,
where Q = (λp)−1/p(1 − (1 − λ)q)−1/q is a constant depending only on λ.
By applying the technique introduced in Section 4.2, it can be shown that there exists a con-
stant C > 0 such that
M(r,fn − fn−1) K
λ
(
1
(n − 1)!
)1/p
(Ck!k)nQn−1rnλ
for all n ∈ N. It follows by using the ratio test that for all r ∈ [0,1), we have
M(r,g)K + K
λQ
∞∑
n=1
(
1
(n − 1)!
)1/p
(Ck!kQ)n < ∞.
Hence, all solutions f of (1.1) are bounded in D. 
Proof of Theorem I. Let f be a solution of (1.1), and define R0 = δ. By the assumption, the
coefficients Aj(z) satisfy
M(r,Aj )
α
(1 − r)k−j
for all 0 j  k− 1 and for all r ∈ [R0,1). By applying the technique introduced in Section 4.2,
it can be shown that there exists a constant C > 0 such that
M(r,fn − fn−1) K
n!
(
Ck!k
(1 −R0)k
)n(
log
1
1 −R
)n
for all n ∈ N, and C  2kα by Cauchy’s integral formula. Hence, for all r ∈ [0,1) we have
M(r,g)K +K
∞∑
n=1
1
n!
(
γ log
1
1 −R
)n
 2K
(
1
1 −R0
)γ( 1
1 − r
)γ
,
where γ = (Ck!k)(1 −R0)−k . This implies that f ≡ g ∈A−∞. In particular, if α < (p(1−δ)k)×
(2kk!k)−1 then f ∈ H∞p , which proves the claim. 
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