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ABSTRACT
This project report summarizes and expands previous work on the design 
of self-tuning regulators. The objective  o f the theory developed 
i s  to implement a multivariable se lf-ad aptive  error-actuated controller  
on a minicomputer. The various fa ce ts  o f  the new algorithm^ ie .  
convergence and s ta b i l i ty  are then tested  experimentally on a non­
linear physical system with time-varying dynamics.
A discrete-tim e model representing a local l in ear isa tion  of the non­
linear  process i s  developed and Id en tif ied  via a recursive le a s t -  
squares estimator. This estimator is  characterised by a variable  
weighting of past data. This novel technique ensures that, a t each 
sample, there ex is ts  a balance in the information content o f the estimator
The 'reference-tracking* controller  i s  based on the c la ss ica l  approach 
Of pole-assignment. This approach, although non-optimal, i s  fundamentally 
more robust and consequently can be more generally applied.
Keywords : Multivariable d ig ita l control; parameter adaptability; non­
linear, time-varying system; error-actuated contro ller .
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INTRODUCTION
1.1. MOTIVATION AND BACKGROUND
The simple two or three  term c o n t r o l l e r  (PI or P1D) unquestionably 
remains the  most common in p rac t ice  due to  i t s  inherent  robustness ,  
ease of tuning, to le rance  of process changes, and the lack of a de ta i led  
process knowledge required during: i n i t i a l  des ign , In sp i te  of t h i s ,  
due to  the increas ing  demands fo r  t i g h t e r  qua l i ty  control  and fo r  energy 
conservation i t  may well be t h a t  some c r i t i c a l  loops will requ ire  
controllers with many parameters whose values have to be chosen in a 
more systematic  way. Further ,  due to changes in production and wear of 
the equipment the process dynamics may a l te r  considerably making i t  
necessary to re-tune the co n tro llers . Thia i s  a time-consuming process, 
even i f  the conventional two or three term laws are used, particu larly  
i f  the process dynamics are slow and there are many in teractive  loops.
For these reasons control engineers and theorists  have searched, for 
many decades, for a controller  that does not need to be tuned, ( i . e .  
automatic tuning). This type of controller  has been given d if feren t  
names, for instance adaptive, se lf-organ iz in g , self-optim izing and 
learning contro ller . An adaptive controller  can be viewed as a tuning 
aid for complex control laws or as a means of e f f ic ie n t ly  controlling  
time-varying processes.
Research on adaptive control was very active in the early f i f t i e s  
motivated by the design of autopilots for high performance aeroplanes. 
These earlier  adaptive controllers were implemented using analogue 
techniques* which naturally limited the p o s s ib i l i t i e s ,  Further the 
theory was not y e t  developed and hence the work was characterized by
q l a c k  o f  f un da me nt a l  i n s i g h t  and u n d e r s t a n d i n g .
In the s i x t i e s  there  were many contr ibu t ions  to  control theory ,  which 
were fundamental to  the development of adaptive co n t ro l .  S ta te  space 
and s t a b i l i t y  theory were developed. Dual control theory introduced by 
Feldbaum in 1965 |24| increased understanding of adaptive c o n tro l .  There 
were also major developments in system i d e n t i f i c a t i o n  and parameter 
est imation.
By the seventies the theory and minicomputer technology were su f f ic ie n t ly  
developed to lead to  a renewed i n t e r e s t  in s e l f - tu n in g  techniques.  The 
seminal work of Astrom |3 |  has given r ise  to  considerable development 
in the f i e l d .  This paper led  d i r e c t ly  to  a s e r i e s  of p rac t ic a l  implemen- 
ta t io h s , which themselves triggered new theoretical developments as the 
various problems involved in the practical application of adaptive 
control became c lear .
The f i e ld  has since exploded with new algorithms and the papers by Clarke 
|9 | and Isermann |12( present detailed surveys of the better known and 
used techniques.
The current e ffo r t  on d ig ita l  self-tuning/adaptive control coincides 
with the widespread use of microcomputers in industrial control. A 
self-tuner can now be b u i l t ,  in l in e  with recent trends in automation, 
as an out-sta tion  in a microprocessor-based distributed control system.
In addition the multivariable aspects of the algorithms are also starting  
to be theoretica lly  developed, and th is  d isserta tion  deals with such a 
deve lopm ent .
E ar l ie r  p ro jec ts  in the U.K. and Sweden (Wellstead |2Qj-and Borrison |6 | )  
have succeeded in implementing m u l t iva r iab le  se l f -a d ap t iv e  r e g u la to r s . The 
work reported here i s  an extension of  the former p ro jec t .  The areas o f  
research were the  th e o re t i c a l  development of a m ult ivar iab le  recursive  
l eas t - squa res  e s t im ator  with v a r iab le  weighting of past  data, the  develop­
ment of an e rro r -ac tu a ted  m ul t iva r iab le  pole-placement c o n t ro l l e r  and the 
implementation and t e s t i n g  of these  in an in d u s t r i a l  context (Wellstead 
tes ted  his  algori thm on a scale  model).
The f i e ld  of adaptive control i s  immense, i t  i s  the re fo re  impossible in 
a dissertation  such as th is  to do ju s t ic e  to a l l  aspects involved v ith  
regards the theory and properties o f  the algorithms. Attention is  there­
fore restr icted  to the new theoretical developments and to issues re­
lating to the performance of the algorithm. This d issertation  traces the 
evolution, in a systematic manner, o f  the various algorithms, c lar ify ing  
the particular d i f f i c u l t i e s  and p o s s ib i l i t i e s  that a r ise .
1 . 2 .  A P P R O A C H E S  TO A D A P T I V E  C O N T R O L  -  SUMMARY
There are b a s i c a l l y ■three  schemes fo r  the  design of an adaptive control 
system, namely, ga in-scheduling,  model refe rence  and s e l f - tu n in g .  These 
are considered in a common framework by Astrom }2j , while Wittenmark | 2 4 | , 
presents a comprehensive survey of adaptive control methods. Subsequently 
a brief descr ip t ion  o f  the  th ree  approaches to  adaptive control i s  in ­
cluded with p a r t i c u l a r  emphasis on the method used in  th is  p ro jec t  namely 
se l f - tu n in g .
An adaptive c o n t r o l l e r ,  as the name implies ,  has the  a b il i ty  to modify 
i t s  behaviour depending on the performance of the closed-loop system. To 
th i s  end i t  performs three  basic  funct ions  : i d e n t i f i c a t i o n  of unknown 
parameters or measurement of a performance index, decision on the control 
strategy, and on-line modification of the contro ller . The key to  any 
adaptive system i s  therefore to  find a way of changing the controller  
parameters in response to changes in the process and noise dynamics. The 
various methods discussed subsequently d if fe r  only in the way the con­
tr o l le r  parameters are adjusted.
( i )  Gain Scheduling
In th is  method (see Fig, 1 ,1 .)  auxiliary  process variables, which 
correlate well with changes in the process dynamics, are used to 
influence the controller  parameters.
The main advantage is  that adjustments to nu lify  process changes 
can be made very quickly. This is  however an open-1oop technique 
similar to feedforward compensation.
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F1g. 1.1 : Block Diagram of Gain Scheduling Adaptive Scheme
(i1 )  Model reference adaptive systems
This technique is  depicted in F ig , 1 ,2 , The reference model y ields  
the ideal behaviour of the process, The key problem is  the 
determination of the adjustment mechanism such that s t a b i l i t y  and 
minimal error is  obtained. Astrom |2) discusses th is  method in 
more d e ta i l .
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Fig. 1.2 : Block Diagram of Model Reference Scheme
( i i i )  Self-Tuning sy s tems:
A se lf-tun ing  controller  has three main elements. There i s  a 
standard control law in the form of a difference equation which 
acts  upon a s e t  o f values and produces the new control action.
A recursive parameter estimator monitors the plants input and 
output and computes an estimate of the plant dynamics in terms 
of a se t  of parameters in a prescribed structural model. These 
parameter estimates are passed to a control-design algorithm 
that provides a new set of co e ff ic ien ts  for the control law. 
This mechanism i s  i l lu stra ted  in F ig ,1.3.
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Fig, 1,3 Structure o f a se lf-tu ner
The control-design algorithm simply accepts the current estimates 
and ignores th e ir  uncertainties (unlike dual control |2 4 ( . )  Such a 
procedure i s  termed certainty -  equivalent control. Self-tuners are 
very f le x ib le  with regards to  the design method, and vary according to  
the ir  performance -  ob jectives . The performance objective of the 
original algorithm o f  Astrom |3 | i s  the minimization of the variance 
of the measured process output. In th is  project the objective comprises 
a trade o ff  between control e ffo r t  and output variances as w ill  be 
explained in Chapter 4,
91.3. PROBLEM FORMULATION AND SUMMARY OF THE THESIS
Since the development of the basic  theory by Astrom |3 |  there  have been 
many reported applica t ions  of s e l f - t u n in g .  These cover a wide va r ie ty  
of industries : ore-crushing | 5 | ,  paper-making )7|» titanium-dioxide 
kilns |1 0 j ,  d i s t i l l a t i o n  columns 1191 and cement-blending {14). In 
such processes the main aim is  plant output regulation, although a fa s t  
stable  response to s e tp o in t  demand changes and sudden load disturbances 
are also necessary. MINTEK (Council for Mineral Technology) being active  
in the design o f mineral processing plants i s  naturally interested in 
researching the application of adaptive controllers in th is  area.
The present project investigates se lf-tu n ing  pole-assignment error- 
actuated controllers for systems with more than one input and output. 
Previous work on multivariable se lf -tu n ers  has focused on minimum- 
variance |6( or on pole-assignment (20| regulator design. The work 
described here extends the la t te r  law to accomodate set-point following 
cap ab ilit ie s ,  All relevant theoretical developments are discussed in 
the corresponding sections.
An experiment i s  designed (Chapters 2 and 5) to t e s t  the various theoret­
ical concepts in the context of a real in d u str ia l- l ik e  environment, The 
coupled tanks apparatus (Fig. 2.1) i s  the physical system used to inves­
tigate the various developed theoretical concepts in the context of 
f lu id -leve l  control. I t  exhibits properties typical of th is kind of  
system - non-linear., time-varying parameters coupled with sensor noise,  
and non-minimum phase behaviour in the discrete-tim e domain.
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Another practical problem addressed in th is  d issertation  (Chapter 5) i s
re la ted  to the digita l implementation of the s e l f - t u n e r  on a minicomputer,
ATI th is  work i s ,  th e re fo re ,  in l in e  with most recen t  developments in the 
process control industry.
Self-tuning is  a direct digital control technique which i s  applied to a 
continuous-time system. Hence as a prelude to  the main body of s e l f -  
tuning theory, i t  is  necessary to consider the representation of the system 
by a d ig ita l (sampled data) model. This procedure is  considered in 
Chapter 2.
The id en tif ica tion  of d ig ita l models i s  covered in Chapter 3, together  
with d e ta ils  of the recursive implementation and parameter-tracking 
cap ab il it ie s .  The report then proceeds to  discuss (Chapter 4) d ig ita l  
control laws as they occur in se lf-tu n in g . The choice of the pole-assign -  
ment law i s  motivated and the novel enhancements are discussed. These 
two algorithms developed are tested in a plant simulation and the resu lts  
and analysis are attached in the respective section s.
The discussion then focuses on the application of the se lf-tu n er  tv  the 
actual plant (Chapters 5 and 6 ) ,
The report c loses with a section containing guidance upon important factors  
which the user needs to be aware of during se lf-tu n in g , This i s  an extension 
of the la s t  sections of Chapters 3 and 4, in particular the s ign ificance  
and lim itations of th is  particular application are considered.
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The way in which ce r ta in  s e l f - t u n e r  parameters are  i n i t i a l l y  s e t  up by 
the user can have a c r i t i c a l  inf luence on the success or  f a i l u r e  of the 
se l f - tun ing  experiment. In f a c t ,  as in any c o n t r o l l e r  design method, 
the user plays a v ita l ro le . This statement may seem controversial, how­
ever the only step that i s  automated in se lf-tun ing  i s  the synthesis o f  
the c o n t ro l le r  parameters from the  i d e n t i f i c a t i o n  resu lts .  The control 
engineer i s  then f ree  to  a t tend  to more general cons idera t ions  such as 
the nature of the  control law, the system order, e tc .  In t h i s  vein the 
discussion sections at the end o f each Chapter and Chapter 7* provide 
additional insigh t and document the experience acquired in the present 
system.
The l itera tu re , especia lly  in the discussion of the three main streams 
of se lf-tuning theory (minimum-variance, weighted minimum-variance and 
pole-sh ifting) i s  vast, e specia lly  for  the single-input/s ingle-dutput  
case and w i l l ,  therefore, be dealt with in the various Chapters» With 
regards to the multivariable se t-point following error-actuated s e l f ­
tuners no litera tu re  was found, thus motivating the developments presen­
ted in Chapters 3 and 4. This perhaps warrants that further theoretical  
work should be done, especia lly  concerning the following areas :
( i )  Convergence properties of the algorithm
( i i )  The influence of more general non-linearities  
upon the algorithm.
12
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CHAPTER 2 
SYSTEM MODEL
. 13 .
2.1, INTRODUCTION
In th is  chapter a detailed analysis o f the plant model both in the 
continuous and d iscrete  time domains i s  included, A brief description 
of a simulation package is  a lso  appended,
A deeper analysis of the plant configuration in the context of using 
existing m ult'/ariable theory to  analyze i t  i s  also included in section
2.4, I t  i s  seen that in the mulitvariable case the design and implemen­
tation of an errcr-actuated controller  i s  a compromise involving not 
only s ta b i l i ty  and accuracy (as in the s in g le  variable case) but also  
interaction^ in tegr ity  and controller  complexity. MacFarlane |15 | and 
Rosenbrock j18| sa t is fy  these design sp ec if ica tion s in a manner which 
permits the extension of the c la ss ica l  scalar feedback theories of Nyguist 
? Sode to the multivariable vector case,
A'%hher important area of research related  to  multivariable theory which 
i s  beyond the scope of th is  project is  discussed by Owens {29| and Porter 
|3 0 | ,  They consider examples of constructing simple, non*adaptive, 
robust controllers for unknown multivariable systems (unknown in the 
sense that i t s  model is  unknown or of a too complex order to make normal 
calculations feasable) using only elementary computations based on gra­
phical system open loop step response data.
2.2. MATHEMATICAL MODEL
Any modelling process involves a t r a d e - o f f  between complexity and accuracy. 
The following plant model was developed in three stages :
( i )  system decomposition into subsystems,
( i i )  development of functional relationships for each sub­
system, and,
( i i i )  model synthesis .
The system can be decomposed by function into the following subsystems :
( i )  Tank
( i i )  Outflow pipe and valve
( i i i )  Motor pump actuators
(iv) Level transducers
The ultimate purpose of the model is  the study o f system dynamics.
Assuming the above system decomposition, i t  is  noticed that the system 
dynamic properties can be e a s i ly  confused with the problems of actuation  
and measurement. To avoid th is  problem the model developed here in ­
corporates the f i r s t  subsystem only.
The advantages of this philosophy are twofold, F ir s t ly ,  a much simpler 
plant representation i s  obtained and secondly, the se lf-tuner  can be 
tested in terms of i t s  a b i l i ty  to cope with operating-point n o n -lin ea r it ie s  
( i . e .  on-line with model simulation -se e  ch, 4) and with actuator non- 
l in e a r i t ie s  and sensor noise ( i . e .  on l in e  with plant - eia ch. 6)
The overall system configuration is  depicted in Fig. 2.1 and can be 
seen as a flow integrator to y ie ld  l e v e l .  Analysis can be done using 
network methods or, as fo llow s, via material balance techniques.
Applying the law of mass conservation to tanks (1) and (2 
constant f lu id  density y ie ld s .
Similarly the same principle applied to tanks (3) and (4)
dH •
V a t * - 3 ((i i j  + %j) - QjCout)- j  " 3 >4
By applying Bernoulli's  equation to a gravity-driven main, 
e a s i ly  be shown that.
Oij = ^ij (Hi)
Substituting into (2.T) & (2 ,2 )  and rearranging,
" i  = ( O i ( i h )  ~ (%i3 + k i J ( H j ) b ,  i = 1 , 2  
^i = RT (Kij(Hi)& + Kgjdi;)* - K j(H j)h , j  =3,4
) assuming
-  ( 2 . 1)
y ie ld s ,
-  ( 2 . 2 )
i t  can
- (2.3)
- (2.4)
These equations are implemented to obtain a time-domain plant dynamic 
simulation, as discussed in section 2 .5 .
LOOP 1 LOOP2
SUMP-A SUMP
Fig. 2.1 Overall Plant Configuration• r - ^ e W w * , . - w ^  ... ... .... .w.. 4. w*-
2.3 STATE-SPACE MODEL
In t h i s  sect ion a s ta te - space  represen ta t ion  of the system is  obtained 
by l in ea r iz in g  equations ( 2 .4 ) .  This p a r t i c u la r  representa t ion  i s  then 
used to reconfigure  the system in to  i t s  elementary sec t ions .  A survey 
of several m ult iva r iab le  techniques and how each could be used in o f f ­
line c o n t ro l le r  designs depending on the p a r t i c u l a r  system conf igu ra t ion , 
is then included in sec t ion  2 . 4 .
Assuming small signal condit ions about an operating po in t  and using a 
truncated Taylor s e r i e s , equations (2.4) are l in e a r iz e d ,
Hi "7^7 (Qi ~ |  + Kj1|)(H1. B) ‘hi.-) , i -  1,2
-(2 .5 )
Hj = 2AT (Kij(Hio) + Kzjdigo) - Kj(Hj0) )
, j  = 3,4
Note that the system transfer function changes with operating conditions. 
Equations (2.5) can now be written in the ir  state  space format;
18
B =
0
0
.1
7Q
0
0
; and
1
0
Also
Bij  ■ i 1 1 ,2 , J = 3 ,4
Cj = \  . j  = 3,4
D .. = 1  Kli (Hjo)  ^ ; i 
1J z A,
J
Further
h = vector of  s t a te s
q = vector of inputs
2 = vector of outputs
1,2 , j = 3 ,4
[H i Hz Hs Ht,]"^ 
Qe(in)}T
[Ha Ht]^
A better understanding of the above formulation can 
analysing i t  in terms of the model presented in Fig. 
defines a clear boundary between instrumentation and 
as b r ie fly  mentioned at the beginning o f section  2.2
- ( 2 . 6 . 2)
- (2 .6 .3 )
- (2 .6 .4 )
- (2 .6 ,5 )
be achieved by
2.2 ,  This a lso 
control problems,
19
ENVIRONMENT
INPUT OUTPUT
STATE
DYNAMIC SYSTEM
Fig. 2.2 ; State-space Formulation
I t  i s  therefore concluded that the implemented time domain simulation 
deals only with the dynamical map, i e .  the evolution of the s ta te s .
The ju s t if ic a t io n  for such a s im p lif ica tion  has already been mentioned 
in section 2,2, At this stage i t  i s  important to note that such a 
simplified 'reduced-order' model deepens insight into system structure, 
i e .  the behaviour of the dominant modes, This also enables the use 
of d irect-analytic  techniques in the choice of controller  structure  
as is  done in the next section .
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2<4. SURVEY OF MULTIVARIABLE DESIGN METHODS
This  s e c t i o n  p r e s e n t s  a s u r v e y  o f  a v a i l a b l e  methods  f o r  d e s i g n  o f  
mul t i  v a r i a b l e  c o n t r o l l e r s  as t h e y  a r e  a p p l i e d  t o  t h e  plant under  
c o n s i d e r a t i o n .  The t e c h n i q u e s  d i s c u s s e d  a r e  b a s e d  on l i n e a r  t h e o r y  
and therefore, applicable on the real system for small pertubations 
o nl y .
The f o l l o w i n g  s i m p l e  a n a l y s i s  d e v e l o p  s u i t a b l e  m u l t i v a r i a b l e  c o n t r o l  
laws for the system under study. The ideas used are similar to those 
of the Inverse Nyquist Assay [18( and Characteristic Loci |15| design 
methods, however the fu l l  generality of  these methods i s  not necessary 
here.
It  must be stressed that the controllers  obtained using these methods 
a r e  o n l y  s u i t a b l e  i n  t h e  c a s e  wher e  p l a n t  parameters a r e  known t o  remain
e' " tt t ia l ly  constant. In this  case, i t  i s  believed that there i s  a vital
need to retain the simplicity,  fam il iarity  and known robustness of  
fixed parameter, non-adaptive control methodologies.
The overall system transfer function can be written, referring to Fig,
2.3, in the following Laplace domain format.
G(s) = G(s) , G_ . G(s) 
(system) (middle) (top) -(2.7)
- ( 2 , 8 )
21  '
TOP
'O
MIDDLE
Fig; 2,3 : Plant partitioning into three constituent transfer
functions
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Depending on the matrix, and hence on the re lat ive  
interaction discharge c o e f f ic ien ts  (Kin, ki%, i = i , 2) the 
following conditions can evidently arise
Case (1) K2 3 = P -  K14 (Non-int e r a c t i o n )
In t h i s  case the system reduces to two separate s in g le ­
input single-output systems. With the above condition the 
overall system transfer function becomes,
G(s)
(system)
G(s)
( m i d d l e )
AiBis $
$  A 2 Ba i»
G(s)
(top) -(2-9)
This i s  obviously equivalent to making Ki, = 0 = K,, ,  the
inputs have been swapped but system can s t i l l  be controlled  
using c la s s ica l  PID techniques.
(jnteraction)
The interacting case i s  more complex than the above, and
three further situations can be conceived, as analyzed sub 
sequent!/
: KkLZLKli : Kaa = Kit
is .The system transfer function become:
Goi GoaG(s) = G(g) 
(system) (middl'd)
G02 Goi
G(s)
(top) -(2 . 1 0 )
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Assuming t h e  mi dd l e  t a n k s  t o  have i d e n t i c a l  o p e r a t i n g  c o n d i t i o n s ,  
t h e n  ( 2 . 1 0 )  can be w r i t t e n  a s ,
G (s)
( s ys t em)
Gmi ddle  0 
.0 Griddle
Gt o p  0 
0
Goi Goz
Goa Gpi ( 2 . 11 )
T h e r e f o r e  by c h o o s i n g  a f o r w a r d  p a t h  p r e - c o n t r o l l e r  w i t h  t h e  f o l l o w i n g  
fo rm,
Rp = (Gq)"1 - (2.12)
The system can once again be controlled using non-interacting c lass ica l  
techniques.
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Under these conditions the system transfer function becomes
G (s) = G ( s )
(system (middle)
Go Go 
Go Go
G (s)  
top
(2,13)
Gi Gi 
Gi Gi
under same assumptions
Gi
Gi [ i i ]
'(2.14)
?4
sV
,. V
■ i
:
: v
: :>■:: 'i
■■Sv
:
A  i
/I'
i
Hence the ratio
Pc
p; = [ Is + GK]
I *> + GiGi
[1 1][K)
1 + [1 1][K]
T h e r e f o r e  by c h oo s i n g
Gi
Gi
K = %
-(2.15)
(2,16)
the above ratio becomes
p c
= 1 + 2 (Gi K,)
The Nyquist plot of the second term can then yie ld  s t a b i l i t y  
information and lead to a reasonable choice of K .
This situation i s  represented by the following transfer function,
G (s) = R (s )
(system) (middle)
'01 kQg
G03 GQ%
G (s) (2.18)
Again
[I: + GK]
I* + G (s) , Go . G (s) . K(s)
(middle) (top)
I ,  + G ( s )  . K(s) . G (s)
(top) (middle)
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By uhuobiny K(s) diagonal this  y ie ld s ,
p.
PQ h  +
Is +
9»9; 9l
9 ! 0
O to Go;  G
9 3 9 ]G|,2
g%Go» 9 %G o ii
" I  4 Go, Go%
0 s 92"'
02
04
(2,19)
Analysis can once again proceed. In the Nyquist plane, of  the much
s i m p l i f i e d  second  t e r m  o f  e q u a t i o n  (2,19), y i e l d i n g  i n f o r m a t i o n  a bo u t  
s ta b i l i ty  conditions.
in th is  section i t  was shown how c lass ica l  multivariable controller  
design techniques in line with Rosenbrock and MacFarlane can be applied 
to a plant a fter  appropriate manipulation of i t s  transfer function, 
These methods although robust in the sense of  being insensit ive  to 
the unknown plant dynamics (17)» only cope with r e la t iv e ly  constant 
parameter plants, Further disadvantages are that the pre-controllers  
tend to be complicated and unstable for non-minimum phase systems.
2 . 5 .  T I M E - D O M A I N  S I M U L A T I O N
This computer simulation package has been developed for the purpose of 
modelling systems described by time-dependent, non-linear d ifferentia l  
equations)' The basic structure of the program suite  follows the speci­
fication established by ACSL - Advanced Continous Simulation Language 
|32j. In th is  way a simple method of representing mathematical models 
on t h e  d i g i t a l  comput e r  i s  a c h i e v e d ,
The time-domain simulation package is  a direct  implementation of equations 
(2 .4 ) .  The integration method c o>e was the fourth-order Runge-Kutta, 
Higher order Runge-Kutta formulae are also avai lable ,  howev — the add­
itional accuracy obtain* i s o f f s e t  by the additional computational 
effort  required. Hence, there i s  no s ig n i f ica n t  improvement in e ff ic iency  
over the fourth-order scheme.
This digital  time-domain non-linear simulation can be used in two ways:
( i )  to t e s t  se lf-tuning algorithms before trying to control 
the actual plant, thus enabling the user to acquire 
deeper knowledge of the algorithms and their  parameters,
( i i )  to enable the user to obtain better knowledge of the plant 
by running extensive step t e s t s  on the simulation, with 
varying plant parameters. Graph 2.1 depicts one such run.
In Chapter 5 an overall analysis of  the entire  software su ite  i s  given.
The simulation package cons is ts ,  b a s ica l ly ,  of  two modulus, namely the 
master program and the intergration routines.
w i a n ianwmi'M-Hi iiwtginiug'
The m a s t e r  program c o n t a i n s  t h e  u s e r  i n i t i a l i z a t i o n  b l o c k  and t h e  p l a n t -  
p a r a m e t e r  m o d i f i c a t i o n  b l o c k  which i s  o p t i o n a l . I t  a l s o  e n a b l e s  t h e  
u s e r  t o  run t h e  s i m u l a t i o n ,  o r  t h e  p l a n t  ( i , e .  manual  mode) o r  b o t h .
The i n t e r g r a t i o n  routines, i n t e g r a t e  f l o w  o v e r  one s ampl e  i n t e r v a l .  A 
f o u r t h - o r d e r  Runge- Kut t a  r o u t i n e  p e r f o r m s  t h i s  i n  10 s t e p s .  As can be 
seen from t h e  d e s c r i p t i v e  s o f t w a r e  l i s t i n g s  In Appendix  2 i t  was t r i e d  
t o  mi n imi ze  t h e  c o m p l e x i t y  o f  each b l o c k  t h u s  e n h a n c i n g  i t s  r e a d a b i l i t y  
and t e s t a b i l i t y  c a p a b i l i t i e s .  The main  a d v a n t a g e  o f  t h i s  f o r m a t  i s  
t h a t  t h i s  p a r t i c u l a r  s i m u l a t i o n  can be  used  w i t h  o t h e r  p l a n t  m o d e l s ,  by 
a l t e r i n g  t h e  p l a n t - d y n a m i c  model b l o c k .
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2.6. DISCRETE-TIME MODEL
I t  i s  we l l  known i n  c l a s s i c a l  f e e d b a c k  c o n t r o l  t h a t  many h i g h - o r d e r  
c o n t i n u o u s  l i n e a r ,  t i m e - v a r i a n t  s y s t e m s  can be a p p r o x i m a t e d ,  f o r  
t h e  p u r p o s e  o f  f e e d b a c k  d e s i g n ,  by a l o w - o r d e r  s t a t e - s p a c e  mod e l ,
This i s  due to the presence of approximately cancelling pole-zero 
p a i r s  i n  t h e  s y s t e m  transfer f u n c t i o n .  F u r t h e r m o r e ,  t h e  v a l i d i t y  
of such approximations can improve in the closed-loop situation owing 
to the attraction of closed-Toop poles to the system zeros. As might 
be expected, in t u i t i v e ly ,  these ideas can be generalised to the multi- 
v a r i a b l e  c a s e .
S e l f - t u n i n g  i s  a d i r e c t  digital  c o n t r o l  t e c h n i q u e  which i s  n o r m a l l y  
applied to continuous time systems. Hence as a prelude to the main 
body of se lf-tuning theory (Chapters 3 & 4),  i t  i s  necessary to consider 
the representation of systems by d ig ita l  (Sampled data) models.
The problem i s  to  represent a continuous time system in a form which 
the d igital  computer can understand. This means converting ordinary 
differential  equation models into ordinary difference equation models. 
One way of approachng th is  i s  to use exist ing Z-transform tables  
to find the equivalent Z-domain formulation of  the plant plus zero- 
order-hold t r a n s f e r  f u n c t i o n s .
Two approaches are used. F irs t ly  the coupled tanks second order 
transfer function with no transportation delays (G(s) i s  cascaded
wi t h  a z e r o - h o l d  y i e l d i n g  t h e  f o l l o w i n g  equivalent pair,
2 9
■ 1-e -sTc ) G(s) 1= b,z-2agz~z ( 2 . 2 0 )
S ec ond l y  a pu r e  d e l a y  a p p r o x i m a t i o n  o f  t h e  z e r o - o r d e r  ho l d  i s  used .  
The v a l i d i t y  o f  this  a p p r o x i m a t i o n  i s  s u b s t a n t i a t e d  by t h e  low p a s s  
c h a r a c t e r i s t i c  o f  G(s)  and f a s t  s a m p l i n g  r a t e s  compared t o  t h e  p l a n t  
t i me  c o n s t a n t s  j 2 8 | » The e q u i v a l e n t  s  -  z domain pair i s
Tc  b i z - i
IT + Siz^rT agz ( 2 . 21)
I , ' A
D.W. Clarke | 9 |  g ives  a f i r s t  p r i n c i p l e s  der iva t ion  o f  the d i s c r e t e  
time model. In Appendix 1 the formulae for  B(z- 1 ) and A{z~l ) polynomials  
above, in terms of  the elements of  G(s) are included.
>
The standard d i g i t a l  model o f  a continuous system produced in t h i s  
way is  therefore given by;
yk 1 + A(z^ uk - ( 2 . 22)
In general the system output sequence wil l  be subject to a disturbance 
n(t) which i s  an unobservable nuisance one wishes to remove. The 
above model i s  thus extended to include th is  disturbance,
Yk = ' A ( z - ' ) y k  + z'kdg (z ^ )U | (  + n% - ( 2 , 2 3 )
One of the purposes of applying feedback control i s  to reduce the
i n f l u e n c e  o f  n ( t )  upon t h e  o u t p u t  y ( t ) . The normal  procedure is  
to assume that n(t)  can be represented by the model,
: -
'HBemxBMireaeyeneBiwm
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Hk CXz™1') ek - (2 .24)
where ,
C(z-i)  = 1 + + C n ^ ^ c
e ( t )  ( t  = 0,i± 1>±'2'
i s  a w h i t e  ( u n c o r r e l a t e d )  n o i s e  s e q u e n c e .
The f i n a l  d i s c r e t e  t i me  model can t h e n  be w r i t t e n  a s ,
%  = - i l i F u k + r ^ - r )  =k - ( 2 - 2 5 )
W(z''')
NOISE
MODEL
PROCESS
MODEL
Ff g ,  2 , 4 , Block d iagram of  system model
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The above t h e o r y  can be e x t e n d e d  t o  t h e  m u l t i v a r i a b l e  c a s e  by r e a l i z i n g  
( f rom F i g ,  2 . 1 )  t h a t  each  i n p u t - o u t p u t  r e l a t i o n s h i p  can be r e p r e s e n t e d  
by t h e  above m o d e l , I f  t h i s  i s  done and us i n g  t h e  model i n  2.21),  
then  (2,26) i s  o b t a i n e d .  Th i s  o n - l i n e  model  o f  t h e  sy s t em i s  formed 
un der  t h e  ass umpt i on  t h a t  C(z"'1 ) = 0,
yk
0 -02
4 -
4 - i
+
"03 0 
0  - * 4
4-2
4-2
+
Bl 03
6, Ba
02 ft‘i
ft 8 06
'k-1
.4 -1 .
"k-2
l4 - 2 j
I t  i s  important to note th at  the above model i s  l in e a r  and th e r e f o r e ,  
appl icable  on the actual non - l in ear  system for  perturbat ions  only.  
Hence y? and in (2.26) must be replaced by their  variations from 
the steady-state values,
• i  ■ • ;  - « :
and
1,2
where Yl and U, are the measured process input and output signals  
* k .
respectively, and Y and u are the corresponding D.C. values.
Substituting (2.27) into (2,26) a similar equation i s  obtained but
wi t h  two added t e r m s ,
(%c ( l + o t + o a ) ' " - ( 0 , % )  -  ( p 3+s , ) U i
^dc. ( l+ O z + a s )  Y* u. - ( B 7 +S b ) -  ( l i s + i u ) f o .
(2.26)
(2.27)
(2.28)
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In chapter 5 a more de ta i led  ana lys is  i s  given on how to est imate these 
d/c.  values,  Isermann 1131 also discusses t h i s  problem.
I f  the model of equation (2,20) i s  used then the l a s t  term in 
equation (2.26) i s  not considered.
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2.7. DISCUSSION
The aim of t h i s  chapter was to formulate a d isc re te - t im e  plant  model> 
to obtain a computer simulat ion of the plant, and to  develop some m ult i ­
variable  c o n t ro l le r  designs i l l u s t r a t i n g  the lack of design f l e x i b i l i t y  
of the c la s s ic a l  MIMO desigh methods.
The system exhibits  features which are typical of process level control 
loops. In particular* i t  embodies severe operating-point dependent 
non-l inear it ies ,  as i s  i l lustrated  by considering the l inearized system 
model about two mean operating leve ls*  Further the actuators and sensors 
have also a non-linear character ist ic ,  these have not, however been 
considered in the development of the model because their dynamics are 
much faster than the system, also in t h i s  way a c lear  distinction i s  
made between system control problems and system actuation problems,
Since the system's dominant time constants are of the order of minutes* 
no problems are envisaged with the f i n i t e  time delay ex is ten t  due to 
the time required to calculate the *next' control* Otherwise a Z trans­
form table involving fractional time delays given by Wellstead |2 i |  
could be of use.
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CHAPTER 3 
SYSTEM IDENTIFICATION
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' 3 . i .  I N T R O D U C T I O N
One conventional method of determining the dynamic c h a r a c t e r i s t i c s  of 
an unknown p lan t  or process i s  to apply a step or sinusoidal  t e s t  input 
to  the process and analyze the  corresponding output.  Another method is 
to introduce a pseudo-random noise input  signal and then cross c o r re la te  
th is  with the output.  The t r a n s fe r  c h a r a c t e r i s t i c s  in e i t h e r  case are 
therefore described as the  step response, frequency response or impulse 
response, respec t ive ly .  The main disadvantages of these methods are  as 
f o l 1ows ;
( i )  The transfer characterist ics  i f  obtained by isolated t e s t s ,  may
only be t ru e  for  th a t  p a r t i c u la r  type of inpu t ,  and may d i f f e r  from those 
obtained under actual working conditions. This being especia l ly  true i f  
the process has some non-linearity.
( i i )  The t e s t  input applied to the system may disturb i t  too much> 
eg. i t  could break into o sc i l la t io n .  It  often proves too expensive to 
remove the plant from its.normal duties to allow the te s t  input to  be
applied.
( i i i )  I f  the transfer characterist ics  vary with time the results
obtained w i l l ,  eventually , become i r r e l e v a n t .
Hence a.method i s  required which enables the determination of the system
t r an s fe r  function model from records of system operation. To t h i s  end 
a recursive multivariable least-squares estimator i s  developed and im-
plemented in a digital computer. The former methods are ju s t i f i e d
mainly when large disturbances can be t o l e r a t e d ,  or when i n t e r e s t  is
centered on system behaviour a t  low f requ en c ie s .
In t h i s  chapter  the i d e n t i f i c a t io n  of d i g i t a l  models (considered in the 
previous chapter) i s  covered, together with d e ta i l s  o f  the recursive 
implementation as i t  i s  used in self^tuning.
The chapter does not include de ta i led  de r iva t ions  of the standard le a s t -
squares algorithm, which are extensively reported in the l i terature ,  ie-,
Eykoff ]27l and Davies |26 | .  Backround material,  such as aspects of 
s t a t i s t i c s  important for the development of prediction analys is ,  has also  
been omitted since i t  i s  also well documented in the literature* ie .  
Wolberg j31| .
The recursive least-squares estimator was chosen as the basic id e n t i f i ­
cation scheme because i t  was the most e a s i ly  understood. However* there 
exis ts  a whole class of recursive estimators which have the same basic 
algorithmic structure. These are formulated by Isermann |12| & |13| and 
well documented by Astrom and Eykoff | 4 | .
3.2. RECURSIVE LEAST-SQUARES ALGORITHM ; ANALYSIS  ... . . ............................ ..... ........  Ml-wee-r»lM-»K/.;*• \ , .
In regression analysis (Clarke ]9 |)  ah observation (output) is  assumed 
to be a l inear  combination of explanatory variables ( inputs) ,  and a set  
of observations i s  used to estimate the weighting on each variable such 
that some f i t t i n g  criterion i s  optimised, The chosen criter ion estimates 
the model parameters such t h a t  the sum-of"squares of the errors between 
the model outputs and the observations is minimised (T eas t -squares) ,
The fundamental principles wf least-squares theory were f i r s t  proposed 
oy Karl Gauss in the early part of the nineteenth century, for carrying 
out his work in astronomy. Prior t o  the a v a i la b i l i ty  of digital  computers, 
nowever, i t  was rarely used due to the complex computations required, 
wioesp.aad v a i la b i l i ty  of dig ita l  computers has completely altered the 
oictw. '& theory has become a major tool for  parameter estimation.
The reasons for i t s  popularity over several other estimation methods 
available are twofold, F ir s t ly ,  the method i s  easier  to understand and 
hence apply than others, as i t  does not require a deep knowledge of mathe" 
wtiral'  t a t i s t i c s ,  Secondly, the estimates obtained are consistent and 
unbiased hence easing optimal s t a t i s t i c a l  properties.
A lurThei "haracteristic  i s  that a recursive algorithm can easi ly  be 
iRiivod from the basic least-squares formulation. The need for a r&" 
'.un.ivf- solution arises when fresh experimental data continuously become 
uv&ilabff and the new information has to be used to improve the parameter 
w s t im W .  A step-by-step updating of the estimates i s ,  in th is  way, 
achieved.
!
A complete deriva tion of how the recursive formulae, can be derived from 
the or ig inal  lea s t - sq ua res  est imator i s  included in Davies |26|
The unif ied form of the recurs ive  leas t -sque res  algorithm is  summarized 
by the following f ive formulae,
= Ok + *k Gk+i
*k = k^ *k+1 \ + 1
Gk+1 = Gk
Tk*i -  [r + * L  n
k+1
k+1 k k+IJ
fl - ^ - l ^ k
^k+1
~ (. 1.1 a.) 
-(3.1b)  
-(j .Tc)
-  ( .  Id)
This se t  of formulae can be seen as an information processing "black 
box'j as depicted in F ig . 3.1 .
N E W
L E A S T S ,
Y,K+1
uK + 1
R.L.S.
ALGORITHM
OLD
KNOWLEDGE
NEW
STATE
Fig 3.1 : Schematic of l , s .  algorithm
Equation (3.1a) is typical  of the updating nature of th i s  sequential  
algorithm. The new parameter vector  0 , ,^  i s  given by the old est imate 
0^ plus a correct ion term. This term i s  proport ional  to the e rror  
e ^ i  of f i t t i n g  the previous est imate  to  the new data or measurement 
vector as calculated by (3.1c)
The est imator gain ^  is  calcula ted  from (3 .1b) .  The confidence matrix 
P j ^  i s  a measure of the qu a l i ty  of the es t im ates ,  the s ize  of i t s  
diagonal elements determining the  v a r i a b i l i t y  of the corresponding 
element in the-est imate  vector.  The name confidence matrix springs from 
the f a c t  t h a t  equation (3 .1a) ,  a f t e r  su b s t i tu t io n  of (3.1b) can be 
wri t ten as,
^k+1 * k^ ^k+1 G|(+1 - ( 3 . If)
This matrix i s  i t s e l f  updated every step via ( 3 . 1e) . I f  the parameters 
were e s se n t ia l ly  constant during the period of es t im at ion , so th a t  
most recent  data was as good as o lder  da ta  fo r  providing information, 
about the  unknown parameter values then ( 3 . 1e) would be valid  with a 
forget t ing . fac tor  'a equal to  un i ty .  However, as i s  explained in more 
d e ta i l ,  and in the context of m ult ivar iab le  es t imat ion ,  in the next 
sect ion,  t h i s  i s  not the case. Hence a rea l - t im e  sequential  algorithm 
has to be developed to closely t rack  time-varying parameters. The im- 
provement i s  that a weighting scheme is  introduced to place heavier 
emphasis on the more recent  data when the s i tu a t io n  warrants such ac t io n .  
This i s  done via the forgetting factor method expla'rad in section 3 .3 ,  
or the random walk method explained subsequently.
The main problem a r i ses  from the f a c t  th a t  as the number of recursions 
in the leas t -squares  algorithm in c reases ,  the parameter estimates con­
verge and become more steady. This convergence i s  re f le c te d  in a 
decrease in the size of the elements of P, With reference to equation 
(3.i f ) ,  the magnitude of P governs the  s ize  of the  update to the para­
meter est imates .  Wlien parameters are  time-varying i t  i s  necessary to 
prevent the ' confidence m a t r ix 1 from becoming too small,  thus allowing 
the e rror  e, when the system output y deviates  from the model output,  
to provide a continuous co rrec t ion  to the parameter est imates .
In p rac t ic e ,  a t r ad e -o f f  is  sought between the parameter adaptive capa­
b i l i t i e s  (requiring P large)  and the noise r e je c t io n  fea tures  of  the 
est imator  (requiring P small) .
As mentioned, the fo rg e t t in g  fa c to r  approach f o r  manipulatingVthe 
magnitude of the elements P, amounts to  building a f i n i t e  memory into  
the est imator. By decreasing A the elements of P are s l ig h t ly  increased 
a t  each s tep ,  thus allowing the fo rg e t t in g  o f  old parameter values 
faster.
The random walk approach increases the s ize  of the P matrix, when
adaption is  required by adding a constant  matrix to i t .  Owing to  the 
format of the confidence matrix,  i e - diagonal elements are  the va r ian ­
ces of the est imates ,  whils t  the off-diagonal  elements represent  the 
covariances between the respec t ive  e s t im ates ,  individual elements of P 
can be adjusted via the random-walk method. Hence t h i s  method i s  more 
se lec t ive ,  but also requires  more care  in i t s  app l ica t ion .  No adequate 
l i t e r a tu r e  was found on the usage of the random walk method. Further
the fo rge t t ing  f ac to r  method, as wil l be seen in the next sec t ion ,  is 
an e n t i r e ly  general method, and i t  i s  thought t h a t  the  s ize  of the  
elements of the random walk co rrec t ion  matrix would be dependent on 
the p a r t i c u la r  applicat ion..
Forgetting fac to rs  are used to maintain an adaptive c ap ab i l i ty  through­
out the p a r t i c u la r  experiment. Random-walks can, perhaps be used when 
the algorithm is  required to re turne  from an undesirable  s i tu a t io n ,  in 
a parameter se lec t iv e  way. For the above reasons random walks were 
disregarded.
The uncertainty matrix R in i s  diagonal and represents the ex-
pected value of the variance of the observat ions.  In o ther  words i f  the 
actual level in the tank i s  x, then i t  is  assumed th a t  the input part of  
the measurement and control processor reads x + ax. In t h i s  way the 
p a r t i cu la r  diagonal element of R i s  E(ax2) . The d iagonali ty  of  R 
stems from the obvious f a c t  t h a t  level measurement in one tank does 
not a ffect  that of the second tank. Also since the inputs to the system 
are not dependent on each o th e r ,  the y  matrix i s  d iagonal , th is  wil l be 
clearly seen subsequently when the form of the measurement and estimate 
vectors is out l ined .
The y inverse matrix can be seen to represent the confidence or covariance
matrix of the error vector e. This i s  because R i s  the covariance matrix
T
of the output measurement while * Pv i s  the covariance matrix of the 
estimated system output using the old parameters.
*Further analysis  leads to writ ing { 3 , U )  as fol lows.
®k+1 " Bk " * C V l  " Ik+F - O . l g )
where L ,  = 8k -(3.1h)
Hence according to the e a r l i e r  analys is  of the  es t imator  gain matrix, 
i t  i s  concluded th a t  (3 J g )  can be described by the following,
% _ A _ /Lack of confidence in J  \
e ° ld " ‘tack of confidence in V ‘Yk+I ‘
Re-writing (3.1b) and ( 3 . Id) as fo l lows,
»k = — — 4 ™ ----------   - (3 .1 j )
[R + + k+1 pk 6k+ll
Combining the l a s t  two equations with the points  made in the previous 
paragraph i t  i s  concluded th a t  the  matrix must be "the covariance
matrix of the l e f t  hand side of equation ( 3 . 1i)
One fu r th e r  point  to be considered when dealing with the recursive  l e a s t -  
squares est imator i s  th a t  of i n i t i a l  condit ions .  I t  i s  agreed th a t  there  
are two ways of s t a r t in g  the es t im ator ,  analyzed b r i e f ly  as follows,
( i )  Input the  f i r s t  'm' data measurements and solve for  
®m anc* %  d i r e c t ly  from the  or ig inal  non'-recursive 
l eas t -squares  formulation.
/
4 3
®m * 
pm ■=
Thus allowing the algorithm to i t e r a t e  from (m+1) 
points onward. Xm is  a matrix comprising of the  
measurement vectors  fo r  the  f i r s t  'm* samples.
( i i )  Set § to some a r b i t r a r y  value of P_ = a l ,  where a
- y  - U
i s  a very large positive  scalar,  reflect ing the
erroneous nature of S ta r t ing  with these  values 
and i t e r a t i n g  'm' times using equation (3.1) y ie lds
pm = * XmXn,) ' 1
I f  a is very large  then Pq"1 i s  very small and hence 
n eg l ig ib le ,  obtaining
and
Pm = ( XmXm) 1
5« " VmVm
which agreed t o t a l ly  with equations (3,2) above.
In section 3,4 some results  o f  the e f f e c t  of starting  
with different In i t ia l  guesses are presented. The
fu r ther  these in i t ia l  guesses are from
th e i r  actual values the g rea te r  the p ro bab i l i ty  of
divergence.
(3.2)
(3-3a)
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I f  equation (2.23) i s  re -w r i t ten  in the following form.
yu = - 2 a, y ( t - f )  + 2 e, u ( t - j )  +
K i=1 T j=i J K
and again in vector matrix form,
#k " ,,k ® k+ r*k
Now assuming the two system d isc /e te - t im e  models given by (2.20) 
and (2.21) respec t ive ly ,  the following parameter vectors are 
formed.
'(3.5)
'(3.6a)
<►*!*
( i i )  o' = [aiiaz;a3;ayi6i;B5;B2;$8iB3;B7;ei*;$8;C^;C^} .(3.6b)
where the la s t  two Bts (GaiGs) in the former and the l a s t  four 
G's (GalByiB^iGe) in the la t ter  represent the interaction terms that  
is  those parameters fo r  one output which are affected by the other
input,
Taking into consideration the model described by equation (2.26) 
i t  i s  possible to form the measurement vector as follows,
( t )  *
T .D
-y^
0 U&-1 0 ug_i 9 1 0
"yk-2 " uk-2 ** uk-1 g I
■(3.7a)
( i i )  ♦
■y k-1 >
0 - 4 .
-y k-2 9 uk-1 0 u k-2 9 uk-1 "  “ k-2
,20 - y ^  0 u ^  0 - u ^  0 4 _ i  0 uk_2 0 1
-{3-7 -b)
The s t ru c tu re  of the program th a t  implements the algorithm in (3.1) 
is a t tached in Appendix I t  b a s ic a l ly  cons is t s  of a main program 
that  executes the required matr ix /vector  opera tions and a formation 
routine t h a t  assembles the data in the  format given by (3.7) a t  the 
s t a r t  of  each calcula t ion  or sample in terva l .
Bearing in mind the above equations ,  i t  i s  realized th a t  parts of 
P re fe r  to the estimated c o e f f i c i e n t s  of H z ’' 1) and the remainder 
concerns the estimated c o e f f i c i e n t s  of BCz"1) and of the s teady-s ta te  
values (Cy i = 1,2), one can partit ion theconfidence matrix as.
.
T.
pk ■
P(A)k P(A)B)k P(A)Cd) |<
P(B)k P(B,Cdc) k
'  *  '  '
(3.8)
P(A)  ^ being a submatrix specifying the v a r i a b i l i t y  or degree of con- 
fidence in the coeff ic ients  o f  A(z"i) whereas P(AyB)r and i t s  transposed
element P(B,A)^ define the c o - v a r i a b i l i t y  of the  coef f ic ien ts  of H z ' 1) 
and B ( z ^ ) .
In the next chapter a brief  discussion is  given of how this recursive
leas t -squares  est imator f i t s  in with the se l f - tu n in g  property of the 
control system.
3.3. PARAMETER-ADAPTABILITY CHARACTERISTICS
One way of ra t io n a l iz in g  the use of fo rge t t ing  f a c to r s  and random walk 
is  in terms of a mass balance on information.  The recursive  l e a s t -  
squares i d e n t i f i e r  accumulates extra information a t  each s tep .  The 
increased information content is  r e f lec ted  in the improved parameter 
estimates and a decrease in the s ize  of the elements of the confidence 
matrix. I f  the  system being id en t i f i e d  changes, then some of the old 
information wil l  be wrong, as f a r  as the new system is  concerned. As 
mentioned previously ,  the fo rge t t ing  fac to r  and random walk methods 
provide a means of draining off  old information a t  some r a t e .
The a^m is  to achieve an information balance such that the amount of
forget t ing  a t  each step corresponds to the amount of new information 
in the la te s t  measurement, thereby ensuring that the estimation is  
always based on the same amount of information. Further, as the re su l ts  
prove, a large  f a c t o r  in the success or otherwise of an ident if icat ion ,  
and hence self-tunino experiment i s  the way in which the algorithm can 
pay-off old information for new.
If  this  theory i s  to succeed, two concepts have to be analyzed in the 
context of multivariable parameter ident i f ica t ion ,  F irs t ly ,  one must 
define a measure o f  the information content of the estimator, and 
secondly, a forgett ing factor must be chosen at  each calculation step 
such that th is  information content i s  kept constant.
Evidently the error between the actual measurement and calculated value 
using the parameter vector must have a central ro le  to play in the way
th is  information content i s  defined and a lso  in the way the fo rge t t ing  
fac tor  i s  manipulated to  achieve the  objec tive  of information balance.
I t  i s  useful to remember a t  t h i s  stage the  way in which the parameter
adaptab i l i ty  c h a r a c t e r i s t i c s  of the est imator  are  o b t a in e d , : The 
confidence matrix i s  not allowed to become very small and hence any 
discrepancy between the  actual and ca lcu la ted  outputs wil l  lead to an 
adequate change in the p a r t i c u la r  parameters as given by (3 .1a) .
There are  bas ica l ly  two condit ions th a t  can a r i s e  with regards to the 
e r ro r  magnitude, these are  examined below.
( i )  Error i s  small, th is  can be due to three factors ,
(a) process has not been exci ted ,
(b) there has been an excitation with a near correct set  of 
parameter values, and,
(c) the estimator i s  sens i t ive  enough to s ign if ican t ly  
reduce parameter errors.
In all  three cases the co rrec t  course of act ion i s  to 
retain as much information as possible by choosing a 
forgetting factor c lose  to unity, i e .  by giving the 
estimator an in f i n i t e  memory,
( i i )  Error is  large,  this  can only mean, in terms of the estimator 
parameters, that these are incorrect, The estimator sens i -
t i v i t y  should then be increased by choosing a lower fo rg e t t in g  
factor ,  hence shortening the e f fe c t iv e  memory length of  the
es t im ator .  This evidently gives r i s e  to an increase in the
magnitude of the confidence matrix thus a lso 
increasing the s ize  of the update to  the parameter 
est imates .
Fortescue | H |  suggests a new s in g le - in p u t / s in g le -o u tp u t  recursi  ve 
leas t -squares  algorithm with var iao le  weighting of past  data, by 
choosing, a t  each sample interval ,  a fo rg e t t in g  f a c to r  which maintains 
constant  a sca la r  measure of the information content  of the est imator .  
This algorithm is  subsequently analysed and adequately modified to 
accommodate the m ult ivar iab le  nature of the estimator under con­
siderat ion*
The information content of the estimator i s  defined as the weighted 
sum of the squares of the error, which as derived by Albert j1| can be 
expressed recursively as,
,
! k+1 “ H + f k  + t ’ A  ♦ k + t l U k + r  t + i r  - ( 3 . 9 )
The strategy to choose the forgett ing factor i s  then simply implemented 
by keeping the information content constant, i e .  make
k^+1 = " • * • " )'Q -(3,10)
Hence from (3,9) and (3.10) one obtains  the fo rge t t ing  fac to r  updating 
equation,
The second term on the right-hand side  of the la t t e r  equation i s
now analysed in de ta i l  and a m ult ivar iab le  equivalent  to Fortescue 's  
algorithm will then be derived.
I t  was noted in the previous section that the matrix inverse of 
y was the covariance matrix of error in the estimates.
Hence from (3.1 .d )*
T ■”
(R + iji P ]^ « covariance matrix of (Y-Y)
-  Ele*}
In single-input/single-output analysis  i t  i s  common practice to 
re-write the l a s t  equation in the following equivalent form.
Also from equation i t  i s  readily seen that under the same
transformation as (3.12b) above,
|^i « 4 [l +
substitution of (3,12c) into (3,12b) and some manipulation 
the following relationship i s  obtained,
1 -  (1 "
Therefore equation (3.11) due to th is  equality can be expected 
to y ie ld ,
“ 1 '  s^rR
And hence the speed of adaptation i s  determined by the asymptstic 
memory length,
o^ 1 
* - %k+i
(3.12a)
(3-12b)
(3.12c)
(3.13)
(3.14)
(3.15)
siareyy/ywwoiw
I t  was noted in the  previous sect ion  th a t  the matrix inverse of 
Y was the covariance matrix of the e r ro r  in the est imates. 
Hence from (3.1 . d ) ,
[R + , TPp] = c o v a r i a n c e  m a t r i x  of  (Y-Y)
: = Efe:}
In s ing le - inpu t /s  ingle-output  an a ly s is  i t  i s  common prac t ice  to 
re-write  the l a s t  equation in the following equivalent  form.
Also from equation (3.1a) i t  i s  read i ly  seen th a t  under the same 
transformation as (3.12b) above,
= *[1 + ^
Subst i tu t ion of (3.12c) into (3.12b) and some manipulation 
the following re la t io nsh ip  i s  obtained,
1
Therefore equation (3.11) due to t h i s  equal i ty  can be expected 
to y ie ld ,
And hence the speed of  adaptat ion i s  determined by the asymptstic 
memory length,
In the mult ivar iable  case R is  no longer a scalar and hence the 
divis ion leading to (3.1,2b) is not va l id .
In the mult ivariable  va r iab le  fo rge t t ing  f a c to r  formulation one 
must consider the following matrix product .
= eT [R + ij/'Ptj/] l eTr
TNow writ ing the e r ro r  vector  as e = [ex , e2] , and assuming 
the expected condition t h a t  the e r ro rs  (e% and e2) are  
uncorrelated then (3.16a) can a lso be w r i t ten  as .
N = [ex e 2]
aei
-1
6i
J
-(3.16a)
(dtlGb)
ii' - , ■ 
: f :
ttvr;
E
Expanding (3.16b) yields!
: V':-: 
i .  ^
v,;v - 
:
N = e i l  +
°ei
= dimension of  Y‘
Hence the mult ivariable  counterpart  of (3.11) is
_T m. ,T
1
k^+1
^k+1 ^k ^k+fl ®k+1 
dim iY)
1 T
dinilYT ^k+1 ^k+i ^k+1
From the asymtotic memory length can be deduced to be.
o I ’-ak+1
'(3.16c)
4 3 .1 7 )
'(3.18)
; fe!
: r-'!
■
Author  Ferreira A M P  
Name of thesis A self-adaptive multivariable computer control system  1984 
 
 
PUBLISHER: 
University of the Witwatersrand, Johannesburg 
©2013 
 
LEGAL NOTICES: 
 
Copyright Notice: All materials on the Un i ve r s i t y  o f  the  Wi twa te r s rand ,  Johannesbu rg  L ib ra ry  website 
are protected by South African copyright law and may not be distributed, transmitted, displayed, or otherwise 
published in any format, without the prior written permission of the copyright owner. 
 
Disclaimer and Terms of Use: Provided that you maintain all copyright and other notices contained therein, you 
may download material (one machine readable copy and one print copy per page) for your personal and/or 
educational non-commercial use only. 
 
The University of the Witwatersrand, Johannesburg, is not responsible for any errors or omissions and excludes any 
and all liability for any errors in or omissions from the information on the Library website.  
 
