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Actualmente los desarrolladores de realidad virtual están creando nuevas 
aplicaciones relacionadas con el ámbito de los videojuegos o entornos de 
gráficos computados por ordenador. Esto se debe en gran medida a la llegada 
al mercado de consumo de nuevas tecnologías que permiten experimentar 
estos entornos de realidad virtual.  
 
A causa de esto se ha popularizado el uso de video en 360º, el cual es posible 
visualizar desde un teléfono inteligente. Además, adaptadores de bajo coste 
permiten convertir el móvil en un casco de realidad virtual.  
 
En este proyecto hemos buscado métodos que permiten interactuar con 
vídeos en entornos de realidad virtual. Queremos investigar qué acciones 
resultan más intuitivas para un usuario. Estas interacciones están basadas en 
el cuerpo humano, prescindiendo de los mandos habitualmente usados en la 
industria de videojuegos. 
 
Para evaluar estas técnicas de interacción, hemos generado tres entornos de 
pruebas. El primero permite activar transiciones entre videos 
omnidireccionales. El segundo entorno permite realizar interacciones básicas 
con gestos corporales predefinidos, o con voz, sobre vídeos directivos 
insertados dentro del entorno virtual inmersivo. El tercer entorno permite al 
usuario definir qué gestos quiere asociar con acciones definidas sobre esos 
mismos videos directivos.  
 
Cabe destacar la complejidad de crear un entorno de realidad virtual inmersiva 
con video omnidireccional por factores como: la falta de contenido de vídeo 
omnidireccional, la renderización de video en local, la relación entre la 
resolución de las imágenes y los frames por segundo para una calidad 
aceptable y otros problemas añadidos. Este ha constituido el esfuerzo principal 
de este proyecto. 
 
Finalmente hemos dado valoraciones subjetivas de las acciones en cada uno 
de los entornos implementados, y proponemos futuras posibles 
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Currently, developers are creating new virtual reality applications related to the 
field of video games or graphics environments created by computers. This is 
due largely to the arrival to the consumer market of new technologies to 
experience these virtual reality environments. 
 
This has provoked a wide adoption of 360º videos, which can be viewed directly 
from smartphones. In addition, cheap adapters allow converting the phone into 
a virtual reality display. 
 
In this project we investigated methods to interact with videos in virtual reality 
environments. We want to assess what actions are more intuitive for a user. 
These actions are body-centred, circumventing the use of controls as is 
customary in the virtual reality and videogames industry. 
 
To evaluate these interaction mechanisms, we implemented three test 
environments. The first allows triggering transitions between omnidirectional 
videos. The second environment allows interacting with predefined body 
gestures or voice over traditional videos inserted within the virtual reality 
environment. The third environment lets the user select the gestures that he 
wants to associate with the actions defined and applied to the previous videos. 
 
Creating an immersive virtual environment with interactive video is a complex 
undertaking, due to several factors, among which we highlight: lack of recorded 
omnidirectional video, the difficulty of forcing local video rendering, the balance 
between image resolution and frames per second that needs to be sought to 
obtain acceptable experience quality.  
 
Finally, we give subjective valuations of the actions in each of the test 
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INTRODUCCIÓN 
 
Los vídeos omnidireccionales han dejado de ser una idea futurista para 
convertirse en una realidad dentro de la industria audiovisual. Acostumbrados 
a pantallas planas y rectangulares, este nuevo formato de video permite al 
espectador una experiencia muy distinta al vídeo habitual. Si bien este tipo de 
producciones no son nuevas, solo se podían consumir en espacios 
especialmente adaptados a este tipo de proyecciones (por ejemplo, cines IMAX). 
La verdadera revolución es la posibilidad de disfrutar de estos vídeos desde las 
pantallas de nuestros hogares de la mano de los teléfonos inteligentes o cascos 
de realidad virtual. 
En este proyecto se buscarán métodos de interacción que permitan al usuario 
final interactuar con el contenido de un entorno de video omnidireccional. Dado 
que la producción con vídeo omnidireccional es un fenómeno reciente, todavía no 
hay un consenso sobre cuáles son los mejores métodos de interacción con video 
en dispositivos inmersivos.  
Encontramos métodos de interacción con mandos en entornos de gráficos 
computados por ordenador. Sin embargo, en este proyecto buscaremos que las 
acciones que el usuario tenga que realizar sean gestos corporales o acciones 
verbales, sin mediación de un dispositivo. Esto contribuirá a preservar la 
sensación de estar físicamente dentro del entorno virtual, y mejorará la calidad 
de la experiencia con dispositivos inmersivos [1].  
La primera aplicación en la que todos pensamos cuando oímos hablar de realidad 
virtual (RV) en general son los videojuegos. Sin embargo, la RV tiene también 
otras aplicaciones; se está empleando en medicina para instruir a futuros 
cirujanos  [2], en aeronáutica para formar a los pilotos mediante simuladores [3], 
además de aplicaciones en seguridad industrial [4], entre otras. Estos ámbitos de 
aplicación utilizan gráficos computados por ordenador (CGI, Computer-
Generated Image) para recrear los entornos virtuales. Y disponen de una amplia 
variedad de acciones que permiten interactuar con el contenido. 
Hasta la fecha las gafas 3D clásicas [5], las “caves”1, los cines IMAX o el sonido 
envolvente, entre otras, representan una pobre aproximación de lo que puede 
llegar a ser la RV inmersiva con videos 360 grados. Con la llegada de los cascos 
de realidad virtual (HMD por sus siglas en inglés, que significa Head-Mounted 
Display)  la realidad virtual pretende llevarnos un paso más allá y colocarnos, casi 
de forma literal, en el centro de la acción. Podemos imaginar la experiencia que 
nos deparará una película de realidad virtual como la posibilidad de situarnos en 
el centro de la narración, pero ¿y tomar partido en ella? 
Sin embargo con la llegada del nuevo formato de video se abre la posibilidad de 
recrear este tipo de experiencia en entornos de video omnidireccional (ODV, 
Omnidirectional Video).  
                                            
1 La tecnología Cave Assisted Virtual Environment o CAVE, es un entorno de realidad virtual inmersiva. Se 
trata de una sala en forma de cubo en la que hay proyectores orientados hacia las diferentes paredes, suelo 
y techo. Dependiendo del resultado que se quiera obtener se proyectará la imagen a todas o sólo alguna de 
las paredes de la sala. 
  
En este proyecto investigaremos los métodos de interacción que un usuario 
puede realizar en un entorno inmersivo usando ODV. Se estudiarán, a partir de 
los nuevos dispositivos de RV que están saliendo ahora al mercado, qué posibles 
acciones se pueden implementar según los inputs que ofrece el sistema.  
Para ello, nos situaremos en el contexto del proyecto europeo ImemrsiaTV [6] 
(más información en el Anexo), liderado por la unidad de Media de i2cat. La 
Fundación i2cat [7] es un centro de desarrollo e investigación sin ánimo de lucro, 
que impulsa actividades de I+D+i en el ámbito de arquitecturas, aplicaciones y 
servicios de Internet avanzada. ImmersiaTV creará un nuevo formato audiovisual 
basado en vídeo omnidireccional, así como el software necesario para su 
producción y distribución. Este formato audiovisual permitirá al usuario acceder a 
una experiencia coherente a través de dispositivos de realidad virtual, tabletas y 
la televisión tradicional, en lugar de tener la atención repartida entre las diferentes 
pantallas. 
ImmersiaTV integrará herramientas de producción, codificación y difusión, las 
adaptará a este nuevo tipo de contenido y demostrará la viabilidad de este 
formato audiovisual en tres pruebas piloto, teniendo en cuenta los requerimientos 
tanto de la difusión en directo como bajo demanda. 
 
Usaremos varios de los desarrollos realizados en el marco de este proyecto, así 
como distintos dispositivos: 
 GUB, librería que permite implementar GStreamer en Unity. 
 Cámaras omnidireccionales y software de edición. 
 Dispositivos inmersivos: el HTC vive, el Android Cardboard, el teléfono 
móvil Samsung Galaxy S6 y otros que serán descritos en profundidad en 
el apartado de dispositivos. 
A partir de estos elementos, en este proyecto desarrollaremos distintos entornos 
y técnicas de interacción para completar nuestro objetivo de investigación. 
Queremos estudiar distintos métodos de interacción de un usuario que se 
encuentre inmerso en un entorno de video omnidireccional. Nos centramos en 
métodos de interacción centrados en el propio cuerpo porque preserva la place 
illusion (PI, que definiremos más adelante, pero que se puede entender como la 
ilusión de encontrarse en un lugar). El usuario ve un cuerpo moviéndose; en vez 
de un espacio vacío cuando se mira a si mismo dentro de la realidad virtual, y 
esto influye positivamente en la calidad de la experiencia de la RV inmersiva en 
ODV. 
Concretamente las tareas relacionadas con este trabajo han sido: estudio del 
estado del arte de las interacciones en entornos de realidad virtual con ODV, el 
montaje de los dispositivos con distintas configuraciones y el cosido de video 
omnidireccional, desarrollo de cuatro entornos de realidad virtual de los cuales 
tres se han realizado con ODV, implementación de cuatro métodos de interacción, 
desarrollo de una aplicación que permite la selección de los entornos y las 
metodologías de interacción, la medida de resultados y la extracción de las 
conclusiones. 
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Este documento está dividido en seis capítulos. En el primero hemos expuesto el 
estado del arte donde se analizan aplicaciones del momento y documentos de 
investigaciones relacionados con las iteraciones en la realidad virtual inmersiva 
con vídeos omnidireccionales. El segundo capítulo habla de los dispositivos 
empleados. En él se explicaran los dispositivos que permiten generar RV y las 
características que nos ofrecen así como el software empleado para el desarrollo. 
En el tercer capítulo definimos de forma concreta los objetivos y la metodología, 
explicamos las interacciones escogidas y la finalidad que tendrán. El cuarto 
capítulo describe los entornos de pruebas, los distintos montajes empleados, el 
hardware usado y el desarrollo de software necesario para implementar las 
interacciones. También describimos el esfuerzo de desarrollo suplementario para 
crear una aplicación final que englobe los entornos siendo posible pasar 
cómodamente de uno a otro para testearlos. El capítulo cinco expone los 
resultados más significativos. Destacamos la solución requerida para la 
renderizacion de videos de forma local, la relación necesaria entre la calidad del 
video y las imágenes por segundo (FPS, frames per second) para obtener la 
mejor calidad.  Por último el capítulo seis está enfocado a las conclusiones y las 
líneas futuras de desarrollo, donde mostraremos una tabla para concluir que la 
mejor metodología implementada es la que permite al usuario definir sus propios 
gestos, sin embargo es necesario implementarla en un equipo de altas 
prestaciones mientras que la interacción visual destacara por su simplicidad y la 






CAPÍTULO 1. ESTADO DEL ARTE 
 
Comenzaremos con definiciones sobre conceptos que serán tratados de forma 
recursiva a lo largo del documento y proporcionaran el punto de partida del 
contenido del proyecto.  
 
La segunda parte del capítulo está enfocada a un estudio sobre el estado actual 
de las interacciones en RV que emplean contenido ODV. En este apartado se 
testearan aplicaciones comerciales que se encuentran actualmente en el 
mercado. Ademas realizaremos algunos comentarios sobre artículos científicos 
que abordan problemas con los que nos encontraremos más adelante y para los 





A lo largo del proyecto se encontraran otros conceptos específicos del genero 
pero hemos considerado introducir estos conceptos en primer lugar para facilitar 
la comprensión del marco en el que se ha desarrollado este proyecto. 
 
 
1.1.1 Video 360º 
 
También conocido como video esférico o video omnidireccional [8], son 
grabaciones de un panorama del mundo real, donde la vista en todas las 
direcciones se graba al mismo tiempo, tomadas con una cámara omnidireccional 
o una colección de las cámaras. Durante la reproducción, el espectador tiene el 
control de la dirección de la vista. A lo largo del documento nos referiremos a este 
tipo de contenido como ODV. 
 
 
1.1.2. Contenido CGI 
 
En el cine y la televisión se recurre a menudo a las imágenes generadas por 
computadora CGI, porque son, para ciertas situaciones, más baratas que el 
recurso a métodos físicos, como la construcción de maquetas complicadas para 
creación de efectos, o alquiler de mucho vestuario, y también porque permiten la 
obtención de imágenes que no serían factibles de ningún otro modo. 
 
 
1.1.3. Realidad Virtual 
 
Sistema tecnológico que pretende simular las percepciones sensoriales de forma 
que el usuario las tome como reales. Esto se consigue con el bucle sensomotor 
a través del cual el usuario con movimientos naturales puede realizar acciones 
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que repercutirán en cambios en sus estímulos. En el caso de un entorno ODV el 
mínimo escenario de RV es un video omnidireccional con un traqueo de la 
cabeza. Cabe destacar a Jaron Lanier quien acuño por primera vez el termino de 
Realidad Virtual en la de cada de los 80 [9]. 
 
  
1.1.4. Dispositivo Inmersivo 
 
Da al usuario la percepción de estar en un entorno virtual como si fuera real. El 
atributo inmersivo de la RV se consigue a través de cascos, guantes u otros 
dispositivos que capturan la posición y rotación de diferentes partes del cuerpo 
humano. De esta forma se influye en los sentidos del usuario, vista oído, tacto 
principalmente para hacerle sentir dentro del entorno de RV. El usuario pierde 
contacto con la realidad al percibir únicamente los estímulos del mundo virtual. 
En la literatura científica [10], el atributo inmersivo es un factor tecnológico, 
independiente de la sensación del usuario, que se denomina Presencia, y puede 
descomponerse en ilusión de lugar (place illusion), e ilusión de plausibilidad 
(plausibility illusion) [1].  
 
 
1.2. Estado del Arte 
 
Como primer paso para comprender mejor como enfocar las interacciones de un 
usuario con un contenido de vídeo se han testado una serie de aplicaciones que 
implican vídeo omnidireccional y en algunos casos alguna interacciona básica. 
Son aplicaciones que encontramos actualmente en el mercado y que cualquier 
usuario con un teléfono inteligente puede emplear. Además se ha hecho un 
repaso de algunos artículos que investigan la interacción de usuarios en vídeos 
omnidireccionales con el fin de entender cuál es el punto de partida. 
 
 
1.2.1. Aplicaciones comerciales con vídeo omnidireccional 
 
Se han testeado una serie de aplicaciones empleando un Smartphone Samsung 
Galaxy S6 [11], un HMD SamsungGearVR [12] y un ordenador personal. Las 
aplicaciones que describimos no forman una lista exhaustiva, hemos 
seleccionado simplemente las más relevantes para nuestro objetivo: 
 
1. VRSE [13]: Esta aplicación disponible para Android e IOS, es posible 
ejecutarla sobre el propio móvil como si fuese una Tablet o adaptarse 
mediante el SamsungGearVR (sólo disponible para dispositivos Android) a 
modo de HMD.  VRSE está formada por distintas secciones en las cuales 
se muestra un contenido a modo de pequeño documental. Emplean el 
sonido para indicarte en la dirección en la que se encuentra la acción. De 
esta aplicación pudimos hacernos conscientes de como se ha de proyectar 
  
un vídeo omnidireccional, ya que no implementa ningún tipo de interacción 
más allá del movimiento de la cabeza para visualizar aquella parte que 
deseas. También permite visualización mediante un HMD (el 
SamsungGearVR acoplado con un teléfono inteligente crean el HMD), lo 
que aporta mayor calidad de experiencia.  
 
Ofrece algunas de las mejores grabaciones de video omnidireccional 
públicamente disponibles, con producción de alta calidad e incluso video 
omnidireccional estereoscópico. 
 
2. PolarSea360 [14]: Un documental en trescientos sesenta grados que 
presenta un recorrido lineal con transiciones entre vídeos 
omnidireccionales. Como montaje es el más logrado pero la única 
interacciona posible es la de moverte con el ratón o las flechas del teclado. 
Además de que no tienen ningún tipo de característica inmersiva ya que 
no se puede visualizar en un HMD. 
 
3. Virtualtour [15]: Esta aplicación permite hacer un recorrido por una casa de 
campo seleccionando las zonas. Emplea imágenes omnidireccionales en 
vez de vídeo sin embargo es la aplicación con más interacción que se ha 
testado ya que  permite una navegación por la casa. Por el contrario 
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1.2.2. Artículos de investigación  
 
En el artículo [17] se realiza un estudio enfocado a la relación entre la acción y el 
tipo de gesto asociado, caracterizando los como: manos usadas, trayectoria, tipo 
de gesto, granularidad. De este artículo sacamos algunas conclusiones que nos 
ayudaron a enfocar el proyecto. 
 
Primero, que las operaciones de interacción más comunes en entornos  ODV son 
entre otras: operaciones en el ámbito espacial como toma de panorámica o zoom, 
seleccionado y movimiento así como agrupación de objetos, selección de escena 
o rotaciones; o en la dimensión temporal, reproducir, pausar, saltar escena, 
avance rápido e ir hacia atrás. 
 
En el documento [18] realizan un estudio, entre otras cosas del efecto que tiene 
un HMD en una persona a nivel fisiológico, síntomas como mareos, 
desorientación o incluso vómitos. Esto nos concierne ya que se va a generar un 
entorno con características inmersivas y será importante tenerlo en cuenta de 
cara a un posible test de usuarios. 
 
De cara al desarrollo, encontramos implementaciones del tipo “Cave” en [19]. En 
él se describe el desarrollo de una cabina donde se proyecta un contenido, 
además de implementar el traqueo del cuerpo con un avatar virtual. Podemos 
hacernos una idea de cómo han sido las implementaciones de RV hasta la llegada 
de los nuevos modelos de HMD como el  HTC-Vive o el OculusRift. 
 
Encontramos un artículo que defendía el empleo de Unity 3d para la creación de 
entornos virtuales y la utilización de Android para desplegar aplicaciones de este 
tipo. El documento [20] argumenta el uso de Unity 3d por su capacidad de 
procesamiento de inputs de distintos dispositivos y por su capacidad para 
incorporar plugins que extiendan sus funcionalidades. El objetivo de los 
investigadores es crear un sistema que permita al usuario moverse por un entorno 
virtual sin desplazarse del sitio, para ello crean una plataforma que mantiene al 
sujeto en el centro pudiendo caminar (mediante zapatillas deslizantes) sin 
avanzar en el espacio físico real, pero si en el virtual. Además remarcan la 
importancia del delay en los casos de realidad virtual donde un retardo superior 
a milisegundos rompe la place illusion del usuario. 
 
Uno de los  artículos más completos que hemos encontrado [21] hace un estudio 
de la interacción con interfaces 3D, así como aplicaciones del tipo: asistente de 
búsqueda, asistente de navegación y lo que a nosotros nos concierne, tienen un 
apartado de interacción con video omnidireccional. En el describen el estado 
actual del video omnidireccional como un contenido de media emergente. Hacen 
mención también de las “Cave” como la primera aplicación para mostrar este 
contenido y realizan un estudio de interacciones con video omnidireccional similar 
al primer documento descrito en esta sesión [17]. 
 
En el documento [22] se proponen una novedosa metodología para hacer 
transiciones entre ODV. Para ello emplean un HMD  y una Kinect. Proyectan los 
ODV sobre esferas y colocan al usuario en el centro de la misma para generar la 
percepción inmersiva. El aspecto novedoso es que proponen una interfaz de 
  
selección de videos, en la cual proyectan los ODV en el suelo en forma de discos. 
El usuario puede seleccionar el contenido que desea visualizando con los pies. 
Estos son mapeados por la Kinect. 
 
Finalmente, en el artículo [23] se emplea el HMD OculusRift y el LeapMotion, 
consiguiendo una implementación muy similar a la que realizamos con el montaje 
(II) (sección 4.3.4).  
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CAPÍTULO 2. DISPOSITIVOS 
 
Este capítulo describe los equipos usados en este proyecto y el software 
necesario para emplearlo. Diferenciamos entre distintos tipos de dispositivos con 
el fin de entender mejor sus funcionalidades: por un lado, aquellos que 
proporcionaran el output del sistema como pantallas para proyectar contenido 
visual, por otro lado, los que permiten el input al sistema. Estos obtienen 
información del usuario, de su movimiento corporal, su posición, orientación, etc. 






En los últimos años se han hecho grandes avances en la tecnología que permite 
recrear la RV inmersiva. A continuación citaremos aquellos dispositivos 
empleados que nos proporcionan el output del sistema. La salida de datos del 
sistema es principalmente visual, por lo que estos son pantallas adaptadas para 
la RV. Para que el usuario tenga la visión dentro de la RV como la tiene en la 
realidad, la pantalla se desdobla para proporcionar a cada ojo una imagen, este 
sería el caso de los teléfonos inteligentes. O bien, en el caso de los HMD más 





Sirve para transformar un teléfono inteligente en un casco de RV con una simple 
plantilla de cartón [24]. Permite visualizar contenido de forma omnidireccional a 
través de la partición de la pantalla para generar una imagen para cada ojo. 





Fig. 2.1 Cardboard con Smartphone [25]. 
  
2.1.2. HTC Vive (como Pantalla) 
 
Este kit de RV es uno de los más completos que encontramos en el mercado 
actualmente [26]. Cuenta con un HMD, dos estaciones base para el seguimiento 
de movimiento en 360º y dos controladores Wireless. El HMD proporciona una 
visión de alta calidad, mucho mayor que los resultados obtenidos por el 
Cardboard ya que este corre la aplicación de RV sobre las prestaciones del móvil, 
mientras que el HTC utiliza la GPU del ordenador dando un rendimiento mucho 
mayor. El HMD posee dos pantallas, uno para cada ojo por lo que es necesario 
emplear un ordenador que tenga soporte para RV (se describirá más adelante las 







Fig. 2.2 HTC-Vive [27] (HMD, Controladores y Sensores). 
 
 
2.1.3. Samsung GearVR 
 
El dispositivo de Samsung [12], utiliza la tecnología de OculusRift. Sin embargo 
al igual que el Cardboard necesita de un teléfono inteligente para ejecutar las 
aplicaciones de RV. Es compatible con la mayoría de móviles de Samsung con la 
versión Android 4.3 o superiores con al menos 1,5 GB de RAM. 
 
Respecto a la sensación inmersiva que proporciona es similar al CardBoard, pero  
con mejor calidad ya que emplea mejores giroscopios y acelerómetros y aísla 
mejor del medio. Se empleó el mismo móvil que con el CardBoard. 
 




Fig. 2.3 Samsung GearVR mas Samsung Galaxy S6 [28]. 
 
 
2.2. Dispositivos de entrada 
 
Para poder testear las posibles interacciones que el usuario podrá realizar, hemos 
utilizado un conjunto de dispositivos que le permitirán dar feedback al sistema. 
Así, este ya no será un mero espectador. Estos dispositivos han sido escogidos 
acorde a la metodología de interacción que se pretende evaluar. 
 
 
2.2.1. Kinect One 
 
Proporciona un seguimiento del movimiento corporal para la interacción directa 
del cuerpo del usuario con la RV [29]. Permite adherir un cuerpo virtual (avatar) 
al usuario y que se mueva acorde con los movimientos de este. Así se crea la 
sensación inmersiva de que te encuentras físicamente en ese lugar. Hemos 
utilizado la Kinect conectada a un ordenador Gygabyte Technology 
(especificaciones 2.3.1).  Las especificaciones técnicas son las siguientes. 
 
 
Tabla 2.1. Especificaciones Kinect One 
 
RGB cámara (pixel) 1280×024 o 640×480 
Profundidad de la cámara (pixel) 640× 480 
Distancia máxima de profundidad (m) 4.0 
Distancia mínima de profundidad (m) 0.8 
Horizontal FOV (grados) 57 
Vertical FOV (grados) 43 
Conjunto de huesos del esqueleto 20 








Fig. 2.4 Kinect One [30]. 
 
 
2.2.2. Leap Motion 
 
Es un diminuto dispositivo de control gestual especializado en el mapeo de las 
manos [31]. Con un tamaño mucho más compacto que la Kinect, este pequeño 
dispositivo se puede incorporar a un HMD de manera sencilla. A diferencia de la 
Kinect, LeapMotion tiene una menor área de acción y no es posible traquear más 
de dos brazos desde el codo hasta las manos. Sin embargo cabe destacar que 
es muy preciso y posee más sensibilidad que la Kinect. Las especificaciones son 
las siguientes. 
 
El LeapMotion usa dos cámaras CCD y tres LEDs infrarrojos para capturar la 
información del espacio y la profundidad. Transfiere la información con un máximo 
de 290 fps. Se alimenta por USB (2.0 o 3.0). Estos sensores detectan la posición 





Fig. 2.5 LeapMotion [32] y acoplamiento en el HTC-Vive [33]. 
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2.2.3. HTC Vive (como dispositivo de entrada) 
 
Además de utilizarse como pantalla, permite desplazarnos caminando dentro de 
un perímetro preestablecido gracias a las dos estaciones base. Esto hace que 
percibamos el entorno virtual, creando la percepción de que realmente estamos 
en él. 
 
Para interactuar con nuestro entorno los dos controladores cuenta con múltiples 
sensores, por lo que podemos verlos dentro de la experiencia inmersiva. Al estar 
mapeados estos controladores pueden ser cualquier cosa dentro del mundo 




2.3. Herramientas de desarrollo 
 
A continuación mostraremos las especificaciones del hardware y el software 





Para el desarrollo y testeo de RV es necesario tener un equipo con unas 
prestaciones específicas. Entre los componentes de hardware a destacar en 
orden de importancia: GPU, CPU, RAM, puertos HDMI y USB, SO y Drivers de la 
GPU. La siguiente tabla muestra las características recomendadas por NVIDIA y 
las del Notebook utilizado. 
 
 
Tabla 2.2. Requisitos mínimos para desarrollar RV por NDIVIA 
 







































Hemos utilizado un Notebook de la marca Gygabyte Technology. Como podemos 
observar en la tabla no cumple con todos los requisitos, sin embargo tiene unas 
prestaciones suficientemente altas para poder ejecutar y desarrollar tecnología 




2.3.2. Camera QBIC 
 
Para la grabación de los videos omnidireccionales hemos empleado las cámaras 
QBIC [42]. Son cuatro cámaras unidas. Cada una de ellas graba con un ángulo 




Fig. 2.6 Camera QBIC [43]. 
 
 
De las características de la cámara destacar que puede grabar hasta 1080p a un 
máximo de 60fps y posee WiFi IEEE802.11b/g/n para la grabación desde 
aplicaciones móvil. 
 
2.3.3. Unity 3D 
 
Es un motor de videojuegos multiplataforma creado por Unity Technologies [34] 
que permite la programación de gadgets adicionales mediante plugins externos. 
 
Posee un empaquetador de aplicaciones multiplataforma. Puede utilizarse 
Microsoft Visual Studio como entorno de desarrollo integrado (IDE, por sus siglas 
en inglés) para sistemas operativos Windows y Mac. Será con este software con 




2.3.4. Drivers y Plugins 
 
Para emplear el kit de realidad inmersiva con el Notebook, es necesario la 
instalación de diversos drivers y plugins. Algunos aspectos del desarrollo de RV 
están bien documentados y es posible encontrar cantidad de información en 
Internet. Sin embargo existen aspectos novedosos que no han sido contemplados 
y hemos debido hallar soluciones lo más eficientes posibles como por ejemplo el 
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proceso de desarrollo para emplear el HTC-Vive en el modo debug del editor de 
Unity. A continuación se encuentra una lista de software necesario para el 
desarrollo de RV con dispositivos externos tales como la Kinect, 
SamsungGearVR y HTC-Vive. 
  
 SteamVR [35]: Accesible desde el Asset Store de Unity 3D, ofrece un plugin 
específico para la programación del HMD HTC-Vive y sus controladores. Trae 
prefabs que facilitan el desarrollo dentro del editor de Unity. 
 
 KinectSDK / Runtime [36]: El Software Development Kit para el uso de Kinect 
esta implementado por Microsoft precisamente para la programación del 
dispositivo ya que este originariamente estaba pensado como una extensión 
de Xbox. Utilizamos la versión 2.0 compatible con nuestra Kinect One. Este 
nos permite captar tanto movimientos corporales como voz. 
 
 AndroidSDK [37]: El kit de desarrollo por excelencia para los móviles con SO 
Android. Vinculado con Unity 3D permite generar aplicaciones para la 
plataforma y gestionar la configuración de la misma de cara a su despliegue 
en un dispositivo. Ofrece acceso al giroscopio y al acelerómetro, fundamental 
para el seguimiento del HMD. 
 
 GStreamer Movie Texture [38]: Desarrollado por la fundación i2CAT y 
accesible de forma gratuita, este plugin añade una funcionalidad vital para 
este proyecto. Ofrece la posibilidad de renderizar video sobre una malla CGI. 
Además incluye la funcionalidad de recibir un flujo de video por streaming. 
 
 Orion SDK [39]: Accesible desde la página de desarrolladores del LeapMotion, 
es necesario para la implementación del mismo en Unity. Ofrece objetos 
modelados como manos y controladores para el traqueo de las mismas.  
 
 Gesture Follower [40]: Es un plugin externo a Unity, facilitado por el director 
del proyecto. Este permite una conexión con Unity, para el aprendizaje de 
gestos a través de OSC (Open Sound Protocol). Es una implementación de 
un algoritmo de machine learning que posee un input multidimensional y 
temporal, lo que permite procesar gestos no lineales y con una duración en el 
tiempo. Solo necesita un input para aprender el gesto. 
 
 OculusSDK for SamsungGearVR [41]: Es el SDK de Oculus que permite 
programar aplicaciones enfocadas al HMD de Samsung. Además de 
incorporar el SDK al entorno de desarrollo es necesario generar una firma en 











En primer lugar definiremos los objetivos que se desean alcanzar con este 
proyecto. A continuación definiremos los métodos de interacción escogidos. En 
cada método se tendrán en cuenta: la acción a realizar por el usuario, el input a 
través del cual el sistema recibe la acción y la consecuencia que tiene en el 
entorno que será mostrada al individuo a través del output que da el sistema. 




3.1. Objetivos del proyecto 
 
Dado que la finalidad última del proyecto es implementar métodos que permitan 
la interacción con contenido de video, nos propusimos los siguientes objetivos 
desglosados del objetivo final: 
 
 Investigar qué métodos de interacción son fáciles e intuitivos en un entorno 
ODV. 
 
 Procurar que los métodos de interacción preserven la característica esencial 
de la realidad virtual, es decir, la sensación de estar ahí  (place illusion [1]). 
 
 Generar entornos adecuados para testear los métodos de interacción 
 
 Implementar montajes que permitan evaluar adecuadamente estos métodos 
de interacción. 
 
 Cuantificar  cuáles son los mejores métodos de interacción y si son adecuados 
de forma específica para ciertos entornos o casos de uso. 
 
 
3.2. Métodos de interacción 
 
Los tipos de acciones que buscamos implementar están basados principalmente 
en gestos corporales. Esto es así porque preservan la place illusion del individuo. 
Además hemos considerado los dispositivos de que disponemos para escoger 
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3.2.1. Visual 
 
La acción visual consiste en que el usuario puede focalizar con la mirada, es decir, 
enfocando determinados objetos, puede seleccionar su contenido o activar 
secuencias. 
 
Esta acción es posible gracias al seguimiento de la posición de la cabeza que 
brindan los HMD pudiendo saber en qué dirección está apuntando el individuo. 
Esta entrada de datos es el input del sistema, el movimiento omnidireccional de 
la cabeza del usuario mientras que el output del sistema será la activación de 
determinados elementos u escenas que serán mostradas al usuario a través de 
las pantallas del HMD. 
 
Queremos destacar que el menú de selección de contenidos del 
SamsungGearVR posee una interacción similar, pero con la diferencia que 
emplea un botón para seleccionar el contenido. Nosotros no emplearemos ningún 
botón sino que el contenido se activara trascurridos unos segundos focalizándolo.  
 
 
3.2.2. Gestos corporales 
 
Dentro de la amplia gama de movimientos que permite el cuerpo hemos 
seleccionado algunos gestos característicos que consideramos como posibles 
candidatos para la interacción en entornos ODV.  
 
 Apuntar: Asociado al brazo derecho permite que el usuario pueda indicar con 
que elemento quiere interactuar. Es similar a la acción visual per con un gesto 
corporal. El input en el sistema es la posición del brazo del usuario, cogiendo 
como referencias el codo y la muñeca sabremos en qué dirección está 
señalando. El output del sistema es un rayo que sigue la trayectoria del 
antebrazo y permite saber en qué dirección está señalando. 
 
 Coger: Mediante la acción de cerrar la mano, será posible agarrar un 
elemento. El sistema sigue este gesto en concreto, el output que da el sistema 
es un cambio (tamaño o color según la tarea) en el objeto seleccionado para 
que pueda saber que este ha sido cogido. 
 
 Desplazar: Tras una acción de agarrar es posible desplazar el elemento 
mediante el movimiento del brazo, el sistema recibe el input mediante el 
traqueo del brazo tras reconocer el gesto de coger. El output del sistema es el 
de desplazar el objeto a la distancia que ha sido seleccionado en la dirección 
en que apunta el usuario. 
 
 Soltar: A continuación de una acción de coger, el individuo puede soltar el 
elemento mediante la acción de abrir la mano. El input del sistema es el 
reconocimiento del gesto abrir la mano tras un gesto de cerrar. El sistema dará 













El individuo podrá realizar acciones mediante el habla. Las acciones concretas 
serán las de coger y soltar. El input del sistema son las palabras clave GRAB y 




3.2.4.  Libre selección de gestos 
 
Esta metodología, permitirá al usuario definir gestos que serán asociadas a 
acciones. Estos gestos no están predefinidos como en la sección 3.2.2, sino que 
mediante un proceso preliminar indicamos al individuo que realice el gesto que 
quiera asociar a según qué acción.  
 
Las acciones para las cuales pediremos que realicen gestos son: seleccionar 
contenido, deseleccionar contenido, pausar contenido y reanudar contenido. 
Además una vez seleccionado, es posible desplazar el contenido por el entorno. 
 
El usuario empleara una mano para realizar el gesto y otra para apuntar al 
contenido que quiere que reciba la acción. Una vez seleccionado el contenido 
deberá deseleccionarlo para poder interactuar con otros elementos. 
 
Esta metodología es posible gracias al Gesture Follower (sección 2.3.4.) y a la 
alta precisión que ofrece el LM del traqueo de las manos. 
 
El aprendizaje de gestos del Gesture Follower funciona mediante una simple 
aplicación de escritorio. 
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Para guardar un gesto, se clica en la posición que se desea guardar (learn 1, para 
el primer gesto, learn 2, para el segundo y así sucesivamente). Tras realizar el 
gesto se le da a EndLearning y así se guarda la información del gesto. Una vez 
aprendidos todos los gestos, se le da a follow y comienza el seguimiento. El 
Gesture Follower nos devolverá la probabilidad para cada uno de los gestos 




CAPITULO 4. ENTORNOS DE PRUEBAS 
 
En este apartado definimos en primer lugar los entornos de pruebas de forma 
general. Después explicaremos el montaje de componentes dividido en la 
creación de video 360º  y  en los esquemas de montaje de los dispositivos. Por 
ultimo describiremos el desarrollo desde el punto de vista de programación. 
 
 
4.1. Descripción de los entornos de pruebas 
 
Estos métodos de interacción serán puestos a prueba en entornos donde se 
pueda ver su aceptación por el usuario. En cada uno de ellos se definirán tareas 
básicas donde testear de forma individual cada una de las interacciones. 
 
 
4.1.1. Entorno CGI 
 
El contenido de este entorno de pruebas son los gráficos computados por 
ordenador por lo que la apariencia es similar a la de un videojuego. Situamos al 
usuario en medio de un plano con cajas y en una de ellas se depositan esferas 
luminosas. La tarea es sencilla, traspasar las esferas de unas cajas a otras. En 
este entorno se testearan las metodologías de interacción implementadas. La 
finalidad de esta implementación es la de comprobar de forma cuantitativa la 





Fig. 4.1 Entorno  CGI. 
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4.1.2. Entorno ODV (I) 
 
Se sitúa al usuario en el centro de un video omnidireccional. En él existe un objeto 
circular que muestra parte del contenido de otro video omnidireccional. La tarea 
que realiza el individuo es la de seleccionar el elemento. Tras ser visualizado y 
trascurrir unos instantes manteniendo la focalización se activa una transición en 
la cual el video omnidireccional que se mostraba parcialmente pasa a mostrase 
por completo alrededor del usuario. El que se mostraba anteriormente pasa a ser 
un círculo donde se puede visualizar el video anterior parcialmente. De esta forma 
se crea un bucle entre escenas dando la posibilidad de volver al video anterior 




Fig. 4.2 Entorno  ODV (I). 
 
 
4.1.3. Entorno ODV (II) 
 
Colocamos al individuo en el centro de un video omnidireccional y además 
añadimos dos videos directivos proyectados sobre planos. La tarea a realizar 
consiste en mover los portales directivos mediante las interacciones por gestos o 
voz. Estas se testearan por separado, por un lado se probaran las acciones 






Fig. 4.3 Entorno  ODV (II). 
 
 
4.1.4. Entorno ODV (III) 
 
Este entorno permite testear la libre selección de gestos. El escenario consta de 
un video omnidireccional y dos vídeos directivos insertados en dos planos. 
Primero, el usuario deberá registrar los gestos que quiere hacer para las acciones 
mencionadas. Una vez realizado el mapeo se pasara a ponerlas a prueba. Podrá 
seleccionar los videos directivos y desplazarlos, además mientras los mantenga 
seleccionados podrá pausar el contenido o reanudarlo y también deseleccionar 





Fig. 4.4 Entorno  ODV (III). 
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4.2. Montaje de componentes 
 
En este apartado explicamos cómo creamos los entornos de pruebas. Primero, 
haremos una explicación de cómo hemos generado los videos omnidireccionales. 
 
En el segundo apartado mostraremos las distintas configuraciones que hemos 
implementado con los dispositivos que disponíamos. Realizamos tres montajes, 
comentaremos sobre cuales es posible desplegar que entornos y las ventajas y 
desventajas que nos ofrecen. 
 
 
4.2.1. Cosido de video 360 
 
El cosido de video 360º hace referencia al término inglés stitching empleado para 
referirse a la producción de video omnidireccional. 
 
Generamos tres videos distintos de trescientos sesenta grados que hemos 
empleado en los entornos ODV (I), (II), (III). Además hemos grabado dos videos 
directivos (videos tradicionales planos), los cuales hemos empleado sin realizar 
ninguna modificación más allá de la variación de sus calidades para los test de 
resoluciones y calidad.  
 
Tras la grabación del contenido, es necesario editarlo, para generar el video en 
trescientos sesenta ya que cada cámara graba individualmente una sección de 
185 grados en diagonal. 
 
A este proceso de unión se le conoce por stitching. Nosotros hemos empleado el 





Fig. 4.6 VideoStitch Studio. 
 
  
No entraremos a detallar el proceso de edición ya que no forma parte de los 
objetivos del proyecto, pero si destacaremos que sin la generación de este 
contenido no se podrían generar los entornos de pruebas y sin ellos no se podría 
realizar el estudio sobre las interacciones. 
 
De esta forma hemos generado tres videos omnidireccionales: uno en la entrada 
del edificio i2CAT que se empleara en el entorno ODV (II) y (III), y dos en el interior 
de la oficina que se han usado para el entorno ODV (I). 
 
 
4.2.2. Montaje de Dispositivos 
 
Hemos realizado tres montajes distintos. Además de describir qué entornos y qué 
interacciones se pueden desplegar sobre cada dispositivos, haremos una breve 
explicación de la configuración inicial que hemos llevado acabo para la puesta a 
punto de cada uno de los montajes. 
 
 
 Montaje (I) 
 
El primer conjunto de dispositivos que hemos utilizado es el HTC-Vive y la Kinect, 





Fig. 4.7 Esquema HTC-Vive y Kinect. 
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Con esta configuración podemos implementar los entornos ODV (I) y (II), así 
como el entorno CGI. Es posible realizar la interacción visual, los  gestos simples 
y la interacción por voz. 
 
La configuración inicial del HTC-Vive se realiza a través de la plataforma Steam 
[45] mediante la aplicación de RV. Permite configurar un área de desplazamiento 
conforme al espacio disponible y ofrece información sobre la disponibilidad de sus 
componentes. Esto último nos indica si el HMD está habilitado y detectado por 
los sensores ya que sino no se puede visualizar nada por él. Este HMD funciona 
como una pantalla extensible por lo que es necesario habilitar dicha función desde 
el Notebook. 
 
La Kinect no necesita de configuración previa más que la instalación de Kinect 
Run Time y Kinect SDK 2.0. 
 
Este montaje ofrece la ventaja de que permite implementar tres de las cuatro 
interacciones planteadas y tres de los cuatro entornos. Como desventaja la 




 Montaje (II) 
 
El segundo montaje se realizó empleando el HTC-Vive y el LeapMotion. La 





Fig. 4.8 Esquema HTC-Vive y LeapMotion. 
 
  
Este montaje se ha empleado para implementar el entorno ODV (III) y el entorno 
CGI de pruebas para el GestureFollower. Da la posibilidad de implementar la libre 
selección de gestos. 
 
La configuración del HTC-Vive es la misma que para el montaje anterior. Para la 
puesta a punto del LeapMotion es necesario instalar el LM_Controller, y actualizar 
sus drivers a la última versión. 
 
Las ventajas de este montaje son, en primer lugar que permite la implementación 
de la libre selección de gestos y en segundo lugar simplifica el montaje (I) con la 
inserción del LM, que sustituye la función de la Kinect. Como desventaja dificulta 
la puesta a punto por el uso del GestureFollower y no se puede ejecutar la 
aplicación dentro del editor de Unity ya que para la renderizacion de video es 
necesario forzar el modo DX9 mientras que el LM solo permite su utilización en 
DX11, esto dificultaba la tarea de comprobar cambios y mejoras. 
 
 
 Montaje (III) 
 
El tercer montaje, se ha realizado empleando el SamsungGalaxy S6 con 
acoplamientos en el CardBoard o en el SamsungGear. El esquema del montaje 




Fig. 4.9 Esquema CardBoard ó Samsung Gear VR. 
 
 
Este montaje solo permite la interacción visual por lo que el único entorno que se 
ha podido implementar en él es el ODV (I).  
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Para la implementación del Cardboard no es necesario ninguna configuración 
previa. Para el SamsungGearVR es necesario descargarse el SDK de Oculus (ya 
que está desarrollado con la misma tecnología). Además, se requiere la 
generación de una firma para el móvil que se desea emplear para poder ejecutar 
aplicaciones este HMD de Samsung. 
 
Tiene la ventaja de que es mucho más simple que los anteriores y más accesible 
para cualquier persona. La desventaja es que solo permite el despliegue de uno 
de los entornos y una de las interacciones, además, el HMD que se crea mediante 
la combinación del móvil y uno de los dos adaptadores es que no se tiene un 





La programación de los distintos entornos de pruebas se ha realizado sobre Unity 
3D, utilizando el lenguaje de programación C#, orientado a objetos. La estructura 
del proyecto se basa en escenas de Unity por un lado y por las clases de C# 
asignadas a los objetos dentro de dichas escenas. Para explicar de la forma más 
concreta posible como se ha desarrollado se emplearan diagramas UML que 
faciliten la comprensión. 
 
Además se ha seguido un patrón Modelo - Vista - Controlador para el menú de 
acceso a los entornos de pruebas. Este facilitara el poder pasar de una demo a 




4.3.1. Entorno de pruebas CGI  
 
En este caso no se implementará ninguna reproducción de video. Se ha generado 
un escenario básico conformado por un terreno (GameObject de Unity), un 
Skybox de ambientación, unas Cajas y unas pequeñas esferas luminosas.  
 
Además se han añadido los elementos anteriormente mencionados: 






Fig. 4.10 Esquema Entorno CGI. 
 
 
Respecto a la asignación de clases es esencialmente la misma que para el 





Fig. 4.11 Asignación de clases. 
 
Las interacciones gestuales para agarrar las esferas (por gesto o voz), son 
testeadas por separado aunque se muestren asignadas juntas al objeto 
KinectController. 
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4.3.2. Dos videos omnidireccionales con interacción visual  
 
Para la creación del entorno ODV (I), se han empleado dos esferas. Se han 
colocado una dentro de la otra y en el centro el [CameraRig] que proporciona el 
plugin de SteamVR. Este permite desarrollar para el HTC-Vive.  
 
Sobre ambas esferas se proyectan videos omnidireccionales distintos. Para 
poder visualizar parte del video que se está reproduciendo en la esfera externa 
se ha incrustado una tercera esfera que posee un material con un shader que 





Fig. 4.12 Esquema Entorno ODV (I). 
 
 
Dentro del [CameraRig] encontramos el Camera(head) que hace referencia al 
traqueo del HMD que integra el HTC-Vive. Este, mediante un método RayCast 
nos permite saber la dirección en la que está apuntando y también sobre qué lo 
está haciendo. Cuando se detecta que apunta a la esfera que contiene el shader 
se dispara una interacción que intercambia las posiciones de las esferas. 
 





Fig. 4.11 Asignación de clases. 
 
 
El objeto LocalRenderVideoController es un objeto vacío de Unity que se ejecuta 
cuando se genera la escena. A él se le ha añadido la clase 
VideoRenderLocalGUB_360. Esta se encarga de localizar los archivos en local 
según el dispositivo que se esté empleando y pasar el path del directorio donde 
se encuentran a la clase GStUnityBridgeTexture encargada de renderizar el video 
como una textura sobre las esferas. 
 
La clase invertnormals invierte las normales de la esfera para que el video se vea 
por dentro de esta y no por fuera ya que sino el usuario no vería nada. 
 
Por último la clase SetRenderQueue, se encarga de aplicar el Shader al objeto 
esférico SphereShader según la posición de las esferas donde se reproduce el 
video, aplicándoselo solo a la esfera interior ya que si lo hiciese también a la 
exterior se crearía un espacio circular en la esfera exterior y se vería el espacio 
gris de edición de Unity en vez del fragmento de video. 
 
  
4.3.3. Un video omnidireccional y dos directivos con interacción 
gestual o hablada 
 
Para el entorno ODV (II), se ha empleado únicamente una esfera para reproducir 
el contenido del video omnidireccional. En el interior de esta se han añadido dos 
planos (GameObjects de Unity), cuyas caras miran hacia el centro de la esfera 
como si de dos pantallas se trataran. Sobre esto planos se proyectaran videos 
directivos independientes. 
 
En el centro de la esfera se ha colocado el [CameraRig] de la misma forma que 
en el entorno ODV (I). 
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Fig. 4.12 Esquema Entorno ODV (II) 
 
 
En la misma ubicación que él [CameraRig] se ha colocado un avatar que hará las 
funciones de cuerpo virtual del usuario. El esquema de asignación de clases a los 





Fig. 4.13 Asignación de clases. 
  
El objeto LocalRenderVideoController realiza la misma función que en el entorno 
ODV (I) a diferencia que ahora la clase VideoRenderLocalGUB_360 recoge el 
path de un video omnidireccional y de dos directivos.  
 
El objeto ADAPTMan es el cuerpo virtual. Este está formado por una estructura 
que permite distinguir los objetos por separado que forman el cuerpo, dándonos 
así la posibilidad de asignarle al objeto antebrazo la clase LineRender. Esta se 
encarga de renderizar una línea recta que comienza en el antebrazo y sigue la 
dirección de este.  
 
El objeto PositionController es un GameObject vacío de Unity al cual se le asigna 
la clase AlingBody. Esta se encarga de sincronizar la posición del Camera(head) 
con la posición del ADAPTMan. De esta forma cuando el usuario se mueva por 
el espacio que permite desplazarse los sensores del HTC-Vive el cuerpo virtual 
se sincronizara con dicha posición. 
 
Por último el objeto KinectController. Este posee una clase con el mismo nombre 
encargada de mapear los movimientos del usuario con los del ADAPTMan. 
Además, le añadimos las clases GrabandDrop o SpeechManager  según la 
interacción que se vaya a emplear. La funcionalidad de estas clases es 
ligeramente distinta: 
 
La Clase GrabandDrop implementa un conjunto de métodos que son llamados 
según el gesto que se esté realizando. Se encarga de, reconocer los gestos 
contra los planos, mantiene el plano a la misma distancia y se desplaza junto con 
el movimiento de la mano. La cara del plano que reproduce el video directivo se 
mantiene mirando siempre al usuario. Cuando se deja de realizar el gesto de 
coger, el plano se queda en la posición donde se encontraba cuando se realizó 
la acción de soltar. 
 
La Clase SpeechManager hace esencialmente lo mismo que la clase 
GrabandDrop, pero con patrones de voz en vez de reconocimiento de gestos. Los 
patrones empleados están almacenados en un documento XML. Se ha empleado 
el diccionario inglés, Así los vocablos que activan las interacciones son GRAB 
para agarrar y DROP para soltar. 
 
 
4.3.4. Un video omnidireccional y dos directivos con libre selección 
de gestos 
 
El entorno en el cual se implementa la metodología de libre selección de gestos 
es igual que el entrono ODV (II). Consta de una esfera donde se renderiza el 
video omnidireccional y de dos planos donde se renderizan los videos directivos. 
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Fig. 4.14 Esquema Entorno ODV (III). 
 
 
La jerarquía de clases, es ligeramente diferente a la del entorno ODV (II). No se 
emplean ninguno de los Scripts ni los objetos referentes a la Kinect ya que el 
training y el seguimiento se realiza a través del LM. Además existen clases 
específicas del GF para realizar la comunicación con Unity. La asignación de 





Fig. 4.15 Asignación de clases. 
 
 
Explicaremos solo aquellos objetos y scripts que son específicos de esta sección. 
Se ha facilitado la jerarquía del objeto [CameraRig] para comprender como 
funciona la implementación del LM en Unity.  
 
Asignamos el objeto LMHeadMountedRig al Camera (head).  Este, es el que 
contiene el las funcionalidades de mapeo de las manos y contiene los objetos 
físicos que representan las manos dentro de la aplicación que es el 
PhysicsModels. Contiene dos objetos para cada una de las manos que son el 
RigidRoundHand_R y el RigidRoundHand_L. Estos a su vez, contienen una 
jerarquía con la estructura de los huesos de la mano y el antebrazo. En nuestro 
caso solo hemos destacado el forearm, que es el antebrazo derecho. Al forearm 
se le asigna el script LineRender que permite generar un rayo para apuntar en la 
dirección deseada. 
 
El motivo por el que el objeto LMHeadMountedRig se asigne al Camera(head), 
es porque así cuando nos movemos por el espacio que permite desplazarse el 
HTC-Vive, las manos siempre estarán enfrente de nosotros y no ancladas en un 
punto fijo. 
 
Al LMHeadMountedRig le asignamos el script OSCSendRec. Es el que envía la 
información de la posición de las manos para su reconocimiento. En concreto 
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envía las variables de posicionamiento: ‘x’, ‘y’ y ‘z’ de la palma de la mano 
izquierda. 
 
El objeto ReceiverObject, es un objeto vacío,  al cual únicamente se le asigna el 
script OSCSendRec que en este caso actuara como receptor. Se encarga de 
recibir la información del GF. Este, para cada uno de los gestos aprendidos nos 
da la probabilidad de que se esté realizando alguno de los gestos aprendidos. El 
script comprueba esta probabilidad para cada uno de los gestos y si alguno 
sobrepasa el umbral mínimo lanza la interacción. 
 
 
4.3.5. Solución final 
 
La solución final propuesta es una aplicación de escritorio que permite seleccionar 
a través de un menú  el entorno a escoger. Podrá elegirse entre CGI y ODV. Tras 
elegir el entorno se secciona la interacción que desea probarse y se ejecuta en 
consecuencia el entorno seleccionado. Puede volverse al menú de selección 





Fig. 4.16 Menú de selección. 
 
 
Este menú ha sido implementado mediante un Modelo - Vista - Controlador que 
se basa en diferenciar los datos, de la vista y utilizar un controlador para manejar 
los datos que deben mostrarse en la vista. Esta implementación permite hacer 
cambios de manera mucho más rápida. En nuestro caso nos facilitó el ir 
añadiendo nuevos entornos ya desarrollados o quitar algunos que daban errores. 
  
  
CAPÍTULO 5. RESULTADOS 
 
 
Este proyecto ha tenido como objetivo estudiar distintos tipos de interacciones en 
entornos ODV.  
 
Para lograr el objetivo del proyecto primero realizamos un estudio de aplicaciones 
con contenido omnidireccional. Buscamos tipos de interacciones que se hubiesen 
implementado ya en entornos ODV. Nos dimos cuenta de que las interacciones 
en las aplicaciones testeadas eran muy limitadas y se reducía en su mayoría al 
traqueo de la cabeza para observar el contenido del video en trescientos sesenta 
grados. 
 
Por otro lado se buscó en artículos que hubiesen investigado sobre el tema. Entre 
los que se han destacado, encontramos, que las operaciones de interacción más 
comunes en entornos  ODV son entre otras: operaciones en el ámbito espacial 
como toma de panorámica o zoom, seleccionado y movimiento así como 
agrupación de objetos, selección de escena o rotaciones; o en la dimensión 
temporal, reproducir, pausar, saltar escena, avance rápido e ir hacia atrás. 
 
A continuación concretamos las interacciones que hemos empleado. Así 
definimos una metodología y unos entornos donde poner a prueba estas 
interacciones y poder comprobar su funcionalidad. 
 
El siguiente paso fue definir qué dispositivos se emplearían. Elegimos el HTC-
Vive como principal dispositivo por los siguientes motivos: 
 
 Ofrece unas mejor prestaciones que los demás dispositivos de RV del 
mercado. 
 
 Permite una integración relativamente simple en Unity. Desarrollar para 
él es fácil gracias al plugin de SteamVR. 
 
 Compatible con Kinect y LeapMotion. 
 
Además, para el reconocimiento de patrones se emplearon dos dispositivos, a lo 
largo del proyecto. Pudimos probar los pros y los contras de cada uno de los dos: 
 
 Kinect: Este dispositivo permite mapear el cuerpo completo y detectar 
gestos simples. Sin embargo es de un tamaño abultado y no permite 
detectar gestos precisos con las manos. Además posee un micrófono 
con el que pudimos implementar las interacciones habladas. La 
empleamos en el entorno ODV (II). 
 
 LeapMotion: De un tamaño mucho más reducido que la Kinect permite 
acoplarse al HMD y realizar un preciso traqueo de las manos de forma 
cómoda. Lo empleamos en el entorno ODV (III). 
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A continuación destacaremos algunos de los retos más significativos que nos 




5.1. 3D en entornos ODV 
 
La forma que hemos empleado para generar un entorno de RV inmersiva con 
video omnidireccional, ha sido la de renderizar en el interior de una esfera el video 
de trescientos sesenta grados. Si bien de esta forma el usuario tiene una visión 
en todas direcciones de video, no posee la sensación de estar realmente en este 
entorno virtual. No se consigue el atributo inmersivo dado que no se tiene 
profundidad en el video. La grabación de un video omnidireccional no tiene por el 
momento información de las tres dimensiones por lo que el usuario lo percibe 
como lo que es, una grabación plana. 
 
Mejoraría notablemente la calidad de la experiencia si se añadiese este factor 3D 
a los entornos ODV. Sin embargo no hemos podido implementar una solución 





Cuando quisimos implementar una transición entre dos videos omnidireccionales 
necesitamos definir una zona geométrica donde renderizar de forma parcial el 
contenido de otro video. Por ello, la solución que tomamos fue la de implementar 
un shader.  
 
Como se ha explicado en la sección 4.3.2., para generar el entorno ODV (I) en el 
cual hay dos videos omnidireccionales, se ha empleado dos esferas, una dentro 
de otra y un shader en el medio.  
 







Fig. 5.1 Codigo del Shader. 
  
 
Las claves del shader son: ZWrite On  activa la escritura buffer de profundidad 
y Tags {"Queue" = "Geometry+200"} que especifica que las mallas 
utilizadas en este subshader son empleadas después de que todas las mallas 
opacas hayan sido empleadas.  
 
Una vez creado el material creamos una esfera y le añadimos el componente. 






Fig. 5.2 Código del script SetRenderQue. 
 
 
5.3. Renderización, Local vs. Remota 
 
Para renderizar el video en los entornos de video omnidireccional, se ha utilizado 
una librería que permite utilizar GStreamer dentro de Unity (sección 2.3.3.). Nos 
encontramos con algunas dificultades a la hora de emplear la funcionalidad que 
permite recoger los videos de local. Esta parte era fundamental ya que si no 
hubiese sido necesario implementar un servidor de streaming de video, algo que 
hubiese complicado la implementación. Además el streaming de video hubiese 
afectado significativamente a la experiencia del usuario. Por estos motivos 
necesitamos la renderización en local, para asegurarnos que evaluamos la 
calidad de las interacciones sin estar afectados por la red. 
 
El principal problema se producía al generar el ejecutable de la aplicación. No 
sabíamos dónde se debían almacenar los videos para su posterior reproducción. 
Desde dentro del editor de Unity era sencillo ya con almacenarlos en una carpeta 
Resources y pasarle el path al Gstreamer era suficiente. Sin embargo tras generar 
las aplicaciones (para PC o Android) no era posible acceder a esta carpeta.  
 
La solución final fue la de crear una carpeta separada del proyecto AssetsBundle 
para PC y StreamingAssets para Android donde se almacenaba el contenido. Una 
vez generados los ejecutables se copiaba en un directorio al cual las aplicaciones 
tuviesen acceso. Desde la plataforma de PC se colocaba en la carpeta _DATA 
que se genera desde Unity, mientras que para Android era necesario navegar 
hasta la carpeta de instalación del .apk dentro del dispositivo y colocar el 
contenido dentro de files para poder acceder a los videos. 
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5.4. Reconocimiento de gestos en cualquier dirección  
 
Durante el desarrollo de los gestos de libre selección, nos encontramos con el 
problema de que tras realizar el gesto en una dirección, para que el GF lo 
reconociese, debíamos realizarlo en la misma dirección. Esto era debido a que la 
información que le pasábamos al GF de un gesto era las coordenadas x, y, z 
globales de la mano durante un periodo de tiempo. Al recoger las coordenadas 
globales, solo realizando el gesto en la misma dirección coincidiría con el gesto 
aprendido. 
 
Para resolver este problema, debíamos obtener las posiciones locales de la mano 
respecto a un punto de referencia fijo. En primer lugar pensamos en el 
[CameraRig], pero este variaba su posición cuando el usuario se desplazaba por 
el espacio. La solución  fue obtener las coordenadas locales de la mano respecto 
al plano que contiene el vídeo directivo. De esta forma aunque moviésemos el 
plano de dirección y ejecutásemos el gesto, al estar siendo realizado el gesto en 
dirección al plano este sería reconocido. Las operaciones para obtener estas 









5.5. Resoluciones y FPS 
 
Dado que la RV necesita correr sobre un equipo de altar prestaciones, en algunas 
ocasiones no se logra obtener la calidad suficiente para una fluidez aceptable en 
las interacciones por parte del usuario. 
 
  
En concreto nos encontramos con que la fluidez de la las aplicaciones que tenían 
video omnidireccional descendía notablemente cuanto mayor fuese la calidad de 
los videos que se reproducían. Para obtener una medida más cuantitativa y poder 
hacer frente a una solución de forma más objetiva, se midieron los FPS según 
íbamos variando las calidades de los videos.  
 
 
Tabla 5.1. Medidas de FPS según resoluciones en entornos de video 
omnidireccional 
 
 Entorno ODV (I) Entorno ODV (II)/ 
(III) 
360p 91 - 89  89 - 87 
480p 88 - 70 77 - 66 
720p 50 - 37 30 - 21 
1080p 28 - 22 12 - 9 
 
 
A la hora de analizar los resultados tuvimos en cuenta que para RV los FPS 
necesarios para obtener una calidad aceptable deben ser de un mínimo de  60fps 
siendo recomendable 90fps. 
 
Finalmente las conclusiones de los resultados obtenidos fueron: 
 
 Entorno ODV (I): si se empleaba un video de una calidad superior a 480p se 
descendía por debajo de los 50fps dando incomodos cortes cuando se giraba 
la cabeza lo que produce sensación de mareo y malestar. 
 
 Entorno ODV (II): el umbral es el mismo que para el entorno ODV (I), pero 
más intensificado ya que en este caso se emplean tres videos (un 
omnidireccional y dos directivos). 
 
 Entorno ODV (III): No se ha especificado en la tabla ya que emplea los mismos 
videos y de la misma forma que el entorno ODV (II), solo varía la forma de 
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CAPÍTULO 6. CONCLUSIONES Y LINEAS FUTURAS 
 
En este capítulo expondremos las conclusiones obtenidas. Dedicaremos un 
apartado para la metodología de las interacciones, ya que este es el objetivo 
principal del proyecto. Los otros dos apartados son: conclusiones sobre la 
realidad virtual empleando ODV y líneas futuras de desarrollo. 
Los objetivos que se han alcanzado en este proyecto son: 
 Los métodos de interacción que hemos investigado son fáciles e intuitivos 
para un usuario en un entorno ODV y son: interacción visual, gestos 
corporales predeterminados, voz y libre selección de gestos. 
 
 Los métodos de interacción preservan la característica esencial de la realidad 
virtual, es decir, la sensación de estar ahí  (place illusion [1]). 
 
 Hemos generado cuatro entornos de realidad virtual de los cuales tres 
implementan ODV. Para estos últimos se realizó el stitching de tres videos 
omnidireccionales. 
 
 Hemos propuesto tres configuraciones con los dispositivos disponibles. Uno 
simple con un Smartphone y adaptadores para HMD y dos empleando el HTC-
Vive y sensores de movimiento (Kinect o LeapMotion). 
 
 Se ha desarrollado una aplicación que permite seleccionar el entorno y las 
interacciones. Esto nos permitirá realizar test con usuarios como veremos en 
líneas futuras de desarrollo y así extraer mejores conclusiones de la 
metodología de interacción. 
 
 Hemos cuantificado cuáles son los mejores métodos de interacción y si son 
adecuados de forma específica para ciertos entornos o casos de uso. 
 
 
6.1. Realidad virtual inmersiva en entornos de video 
omnidireccional 
 
Gran parte del tiempo dedicado al desarrollo del proyecto se invirtió en generar y 
adaptar los entornos de realidad virtual inmersiva y conseguir implementar en 
ellos videos omnidireccionales. Generar contenido adaptado para dispositivos 
inmersivos es una tarea complicada donde se debe buscar “engañar” los sentidos 
del usuario para que perciba lo que le estas mostrando como verdadero. 
 
Sin embargo una vez concluido el proyecto y con la experiencia aportada se 
puede observar que la integración de los vídeos en el entorno inmersivo viene 
fuertemente condicionada por el hecho de que estos mismos videos se proyectan 
sobre superficies planas. Para una integración más adecuada es necesario la 
información de profundidad.  
 
  
6.2. Metodología de interacción 
 
Cabe destacar la dificultad de interactuar con un contenido pregrabado. Para 
paliar esto, es necesario generar contenido de video no lineal que permita crear 
distintas líneas argumentarías (no ahondaremos más en este concepto pero es 
importante tenerlo en cuenta de cara a futuras implementaciones). 
 
Las interacciones implementadas, permiten la gestión de un menú de selección 
de escenas, y una navegación interactiva en un posible documental, así como 
una nueva forma de visualizar contenidos mezclando ODV y videos directivos 
tradicionales.  
 
La interacción visual se puede implementar en cualquiera de los tres montajes 
descritos en el capítulo 4. Es una interacción intuitiva que el usuario puede 
realizar sin necesidad de explicación y da la posibilidad de pasar de forma fluida 
de un video omnidireccional a otro. A nivel de desarrollo la mayor complicación 
que presenta es la de generar el Shader. 
 
La interacción por gestos predeterminados, da mayor rango de interacción al 
usuario. Permitiéndole una interactuación con los planos que proyectaban videos 
directivos. Es una buena opción para un menú de selección de contenidos. Sin 
embargo dado que los gestos están predeterminados es posible que al usuario 
no le resulte tan intuitiva como la interacción visual o los gestos de libre selección. 
 
La interacción por voz es una forma simple y directa de integración, pero que si 
estas rodeado de gente puede ser molesta para los que se encuentran alrededor. 
En ocasiones cuesta que reconozca la palabra clave si no se está cerca del 
microfono de la Kinect y si la pronunciación no es la adecuada. Si comparamos 
con los gestos, estos son más rápidos de ejecutar, esto se debe a que el 
reconocimiento de voz no es suficientemente preciso. Para el reconocimiento de 
una palabra es necesario que sea fuerte y clara y aun así es necesario repetirla 
varias veces. 
 
Respecto a la libre selección de gestos, es en esencia a donde creemos que se 
debe aspirar para crear interacciones en realidad virtual inmersiva en entornos 
ODV. Al permitir que el usuario realice los gestos que él considera más intuitivos 
para las acciones propuestas, preservamos la place illusion. Esta es la principal 
diferencia con las interacciones por gestos predeterminados. Además para esta 
aplicación se emplea el LeapMotion que es más cómodo de emplear que la Kinect 
y ofrece mayor precisión en el mapeo de las manos. Como desventaja comentar 
que al tener que incorporar el Gesture Follower el proceso de desarrollo es más 
tedioso. Y también posee el tiempo añadido del  proceso inicial de aprendizaje. 
 
En la siguiente tabla, presentaremos los resultados obtenidos. Mostraremos para 
que entornos es posible implementar que interacciones, daremos una puntuación 
subjetiva del 1 al 5 (donde uno es lo más bajo) sobre la calidad del método de 
interacción según el entorno y algún comentario adicional para algunas de ellas. 
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Tabla 6.1 Conclusiones de las acciones en los entornos de pruebas (CGI  entorno 
de pruebas que no integra ningún tipo de video, ODV (I) entorno de video 
omnidireccional formado por dos videos omnidireccionales, ODV (II) entorno de 
video formado por un video omnidireccional y dos videos planos, ODV (III) entorno 
















2 4 2 1 Esta acción es más apropiada para el entorno 
ODV (I) ya que es más natural para el usuario. 
Menos intuitiva en el caso del entorno CGI y 
ODV (II) y nada apropiada para el entorno ODV 
(III). 
Apuntar 5 3 5 4 Es más adecuada para los entornos CGI y ODV 
(II) por ser intuitiva (el empleo de la Kinect hace 
que sea más fácil y preciso). En el caso del 
entorno ODV (III) es un poco menos precisa 
(debido al uso del LM que dificulta la tarea). Para 
el caso de entorno ODV (I) queda escaso como 
método de interacción.  
Coger 5 4 4 4 Este método es adecuado para cualquiera de los 
entornos implementados (un poco más para el 
entorno CGI por la fluidez y precisión). 
Desplazar 4 4 4 5 Este método es adecuado para cualquiera de los 
entornos implementados (un poco más para el 
entorno ODV (III)). 
Soltar 5 4 4 4 Este método es adecuado para cualquiera de los 





5 4 4 5 Al permitir al usuario emplear los gestos que el 
considere más naturales, es el más apropiado 
para el entorno ODV (III), para el caso de los 
entornos ODV (I) y (II) se hace demasiado 
complejo e innecesario.  
 
 
Para obtener una mejor valoración de las interacciones, deberemos evaluarlos 
sobre un grupo de usuarios. Así obtendríamos una valoración más subjetiva de 
las acciones que nos permitirán mejorar la calidad de las mismas. 
 
 
6.3. Impacto medioambiental 
 
Para los cálculos del consumo energético hemos tenido en cuenta los datos de 
alimentación energética del PC que implementa la solución final, del HTC-Vive y 
la Kinect (el LeapMotion no se ha tenido en cuenta ya que se alimenta a través 
del PC por USB). 
 
Para realizar el impacto medioambiental hemos obtenido los datos del documento 
de Factores de emisión de CO2  del gobierno de España [46]. En él se especifica 
que la emisión de CO2 a la atmosfera por cada kWh equivale a 0.37kg de CO2. 
  
 
Encontramos un apartado de HTC–Vive referente al medio ambiente en [47] 
donde nos especifican que el consumo del dispositivo se divide en dos: las 
estaciones base 30Wh cada una y el adaptador de corriente 18Wh. El consumo 
del PC es de 145Wh mientras que la Kinect es de 153Wh. En conjunto suman un 
total de 376Wh. Por lo tanto una hora de utilización de los equipos supondría una 
emisión de 0.14Kg de CO2. 
 
Para obtener datos anuales, teniendo en cuenta un uso medio diario de 4h, de 
las cuales según las recomendaciones médicas  [48] solo serían útiles 15 minutos 
cada media hora, obtendríamos que el uso medio diario del sistema seria de una 
hora y media (90 minutos), por lo que la emisión de CO2 en un día seria 
aproximadamente 0.21Kg de CO2 al día y en un año 75kg de CO2. 
 
 
6.4. Líneas futuras de desarrollo 
 
Algunas mejoras que permitirían ahondar en el estudio de las interacciones en 
entornos inmersivos: 
 
 Mejorar la fluidez del cuerpo virtual animado por la Kinect ya que en 
algunas ocasiones no realizaba correctamente el seguimiento y se 
perdía parte del carácter inmersivo. Haciendo una primera evaluación, 
solo requeriría tiempo de desarrollo. Trataríamos de comprender mejor 
el funcionamiento de la Kinect para sacarle el mejor rendimiento. 
Además sería necesario buscar el método adecuado a través del cual 
el avatar se desplaza simultáneamente por el espacio siguiendo las 
coordenadas del HMD  del HTC-Vive. 
 
 Implementar nuevas acciones sobre el entorno, como podría ser 
rebobinar la grabación hacia adelante o hacia a otras. Para poder 
desarrollar esta posibilidad, debería estudiarse a fondo el GStreamer 
ya que a priori la librería que realiza la comunicación con Unity [34], no 
implementa la posibilidad de rebobinar y por lo tanto sería necesario 
implementarla. 
 
 Generar una narración interactiva. Del tipo documental o tutorial, 
creando un ejemplo de funcionalidad del proyecto. Para ello sería 
necesario adquirir conocimientos de grabación y dirección de 
cortometrajes y desarrollar una temática que encajase con la 
propuesta. También implicaría crear una metodología de navegación 
interactiva. Definir qué tipo de estructura argumentaría seguiría: lineal, 
ramificada, circular, etc. Seleccionar una que se adaptase a las 
necesidades y desarrollarla. 
 
 Añadir contenido de video con información de profundidad, para 
mejorar la place illusion. Actualmente las cámaras convencionales no 
incorporan esta funcionalidad, sin embargo es posible grabar 
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información de malla en videos empleando las propiedades de la 
Kinect. 
 
 Estudiar la forma de emplear videos de mejor calidad (resoluciones 
superiores a 720p). Para ello debería realizarse un estudio de donde se 
encuentra el cuello de botella en nuestra implementación. A priori es el 
renderizado doble requerido por el HMD el que no soporta estas 
calidades ya que el PC empleado si las soporta dadas las 
especificaciones de la GPU que utiliza. 
 
 Realizar test con un grupo de usuarios. Solicitarles que rellenases una 
encuesta donde deberán cuantificar del uno a cinco el grado de 








CGI Computer-Generated Imagery 
FPS Frames Por Segundo 
GPU Graphics Processor Unit 
HMD Head Mounted Displays 
IDE Integrated Development Environment  
LM LeapMotion 
ODV Omni Directional Video 
PC Personal Computer 
PI Place Ilusion 
RV Realidad Virtual 
SO Sistema Operativo 
UML Unified Modeling Language 
GF Gesture Follower 
CPU Central Processing Unit 
RAM Random Access Memory 
SDK Software Development Kit 
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