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In nonparametric curve estimation the decision about the type of smoothing parameter is
critical for the practical performance. The nearest neighbor bandwidth as introduced by
Gefeller and Dette 1992 for censored data in survival analysis is specied by one parameter,
namely the number of nearest neighbors. Bandwidth selection in this setting is rarely
investigated although not linked closely to the frequently studied xed bandwidth. We
introduce a selection algorithm in the hazard rate estimation context. The approach uses
a newly developed link to the xed bandwidth which identies the variable bandwidth
as additional smoothing step. The procedure gains further data-adaption after xed
bandwidth smoothing. Assessment by a Monte Carlo simulation and a clinical example
demonstrate the practical relevance of the ndings.
1 Introduction
The hazard rate is suitable for the assessment any kind of survival data. E.g. in econo-
metrics the behavior of default of obligors to a bank is described by the latter and of
interest for risk management purposes. In biometry the post-surgery behaviour of cancer
patients can be assess with the hazard rate because of its interpretation as instanta-
neous failure rate. The hazard rate can quantify the risk of tumor relapse or death as
a function of \time after treatment". The assessment can be used for post-surgery care
procedures. It can be estimated nonparametrically with the idea of kernel smoothing as
in kernel density estimation. An estimate of the cumulative hazard rate is convoluted
with a kernel function to estimate the hazard rate. We use the unbiased Nelson-Aalen
estimate of the cumulative hazard rate. For an analysis of the Nelson-Aalen estimate
derived in counting process theory confer Andersen et al. 1993. As in density estimation
the bandwidth is crucial for the performance of the estimate. The bandwidth must not
be too big to avoid oversmoothing and systematical bias as well as it must not be too
small to avoid the random noise prevent the notion of the underlying structure. Since this
balancing problem varies along the time axis with varying density of observations a vari-
able bandwidth is needed. We use the nearest-neighbor bandwidth which automatically
adapts for such variability despite its one-dimensional parameter, namely the number of
nearest-neighbors. Our aim is to establish a bandwidth procedure that does not parallel
the considerations undergone in density estimation but strive for a procedure that directly
maps the bandwidth selectors developed for the xed bandwidth in density estimation.
1Such argument enables the use of extensive literature on (optimal) bandwidth selection
in density estimation. For an overview of the latter see Jones et al. 1996. As an exam-
ple we rescale the \normal-scale-rule" by Parzen 1962 which minimizes the asymptotic
integrated mean squared error for the kernel estimate of a normal density. We compare
the derived method with a xed bandwidth approach to assess the value of the additional
smoothing by the nearest-neighbor bandwidth. Cross-validatory bandwidth selectors for
the nearest-neighbor bandwidth denition are the most recent optimality considerations
under random censoring, since plug-in procedures are not established. For an overview
on cross-validation bandwidth selection see Marron 1987. The comparison of our method
with a representative of such cross-validation technics results in encouragement with re-
spect to up-to-date procedures.
2 The basic approach of kernel smoothing in density
estimation
Nonparametric functional estimation can be used for a variety of purposes. It can visualize
data structure in density estimation. It may also be used for model selection or model
checks and it can be employed to identify subgroups in a data set with inhomogeneous
behaviour. For the sake of illustrating the basic ideas, let us rst consider the simplest
example of density estimation via nonparametric kernel smoothing. For the Parzen-
estimator
fn(x) :=
Z
R
1
b
K

x   t
b

dFn(t)
the empirical distribution Fn() of the i.i.d. observations X1;:::;Xn with density f()
is smoothed with the kernel K() to get a smooth estimate of f(). I.e. the observed
values' empirical mass is distributed into their neighborhoods of length proportional to b.
For given kernel the bandwidth b is the only unknown parameter. It determines for how
far each observations' empirical mass of 1=n is considered to imply positive density. Or
equivalently from how far away from x observations contribute empirical mass to fn(x).
The amount of contribution is determined by the kernel function K but was shown to have
little impact on the estimate's quality (Wand and Jones 1995). We use the bi-quadratic
kernel, K(x) = 15
16(1   x2)2I[ 1;1](x), throughout the article.
23 Choices for the bandwidth
Since in the classical Parzen approach the bandwidth b is a constant, varying numbers
of observations are used in the estimation procedure at dierent points x, namely, many
for high density areas or few for small density areas. This leads to the well-known bias-
variance trade-o for selection of the xed bandwidth. To overcome this problem Wagner
1975 used a variable bandwidth RNN
n () using a constant number of neighbors instead of
a constant window width for the density estimation. A formalization of the kth-nearest-
neighbor bandwidth with respect to the empirical process is
R
NN
n (t) := inf
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r > 0 j jFn(t  
r
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r
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)j 
k
n

: (1)
This claries the way the bias-variance trade-o is paid tribute. The estimate of the
cumulative distribution function determines the window width and adjusts for smaller
bandwidth in large density areas and larger bandwidth for small density areas. This
bandwidth { falsely { lead to the denition of the nearest-neighbor density estimate
f

n(x) :=
1
RNN
n (x)
Z
R
K

x   t
RNN
n (x)

dFn(t) (2)
involving a constant number of neighbors for estimation at each point x. Hence, even
for points where the density vanishes estimation results in positive values. Due to that
fact
R
f is unbounded (Breiman et al. 1977), the estimator itself is not a density and not
even a nite measure anymore. Taking the bandwidth as RNN
n (Xi), i.e. depending on the
observed values, and inside the integral (2) becomes
fn(x) =
1
n
n X
i=1
1
Rn(Xi)
K

Xi   x
Rn(Xi)

and guarantees that the estimate will be a probability density (Breiman et al. 1977).
Another problem of the xed bandwidth b occurs when data are incomplete, e.g. due to
(right-)censoring of observations as frequently encountered in survival analysis. Whereas
there is no obvious way to account for this situation when choosing a xed bandwidth,
the denition of the nearest-neighbor distance (1) can be extended to censored data
by replacing the empirical process Fn by the Kaplan-Meier estimator of the survival
function (Kaplan and Meier 1958) as has been suggested by Gefeller and Dette 1992:
R
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
: (3)
The asymptotic behaviour and impact of deniton (3) for nearest-neighbor distances data
was investigated in Dette and Gefeller 1995.
34 Kernel hazard rate estimation
It is well known, that any probability distribution can equivalently be parametrized by
density or hazard rate. Ideas developed in the context of density estimation can often
be transferred to the setting of hazard rates. With respect to kernel estimation of the
hazard rate from censored data | instead of smoothing the empirical process Fn to get an
estimate of the density F | one can analogously smooth the Nelson-Aalen estimate
of the cumulative hazard rate H(x) =
R x
0 h(t)dt,
Hn(x) =
X
i:X(i)x
(i)
n   i + 1
(4)
to obtain an estimate of the hazard rate. Note here, that we restrict ourselves to positive
random variables as is the case in survival analysis. Employing the common notation
for censored data we dene that the n independent observations Xi = maxfTi;Cig, i =
1;:::;n, refer either to the survival times Ti or the censoring times Ci and that i =
IfXi=Tig indicate the censoring for i = 1;:::;n. The order of the censoring indicators (i)
is with respect to the corresponding observations X(i). Survival and censoring times are
assumed to be stochastically independent. Interest lies in the estimation of the hazard
rate h() of the survival times Ti.
Combining the estimate (4) with the nearest-neighbor bandwidth (3) the variable kernel
estimate for the hazard rate becomes
hn(x) =
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1
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dHn(t) (5)
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
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5 The double-smoothing approach
Now we jointly want to model the variable bandwidths employing the nearest-neighbor
idea for uncensored and censored data and even increase generality. To this end, we
replace the estimate of the cumulative distribution function in (1) and of the survival
function in (3) by a more general monotone stochastic \smoothing process" 	n. We
dene the generalized bandwidth
Rn(t) := inf
n
r > 0 j j	n(t  
r
2
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r
2
)j  pn
o
: (7)
4The bandwidth parameter pn equals the number of nearest neighbors divided by the
number of observations in the case of the nearest-neighbor bandwidth. It is crucial to
recognize that the xed bandwidth is included in the generalization. Let
	n() = c  id() + d and
pn = jcj  b (8)
then
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 b:
Hence, we view the xed bandwidth as a generalized bandwidth with respect to a linear
deterministic smoothing process, a function. This perspective stresses the notion of the
xed bandwidth as a simplication of a more data-adaptive smoothing procedure. Going
the opposite direction one can ask for additional data adaptation in smoothing via a
two-stage procedure, the \double-smoothing" approach:
Step 1 Determine an appropriate xed bandwidth b according to an established criterion.
Step 2 Interchange in the generalized bandwidth (7) the linear function by a non-linear
stochastic process to allow for further data adaptation.
Step 1: We will now deal with the selection of the xed b which is not an obvious
task. Keep in mind that we want to estimate the hazard rate. Optimal xed bandwidth
selection e.g. with respect to the mean integrated squared error (MISE) is hindered by
the fact that this risk does not need to be nite. Consider the case of an exponential
distribution, i.e. with constant hazard rate. The MISE for the hazard rate
MISE =
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with G() as cumulative distribution function for the censoring depends in the absence of
censoring asymptotically on
R
R h(x)dx (see Tanner and Wong 1983) which is not bounded
for the constant h(). One possibility to overcome this problem is to restrict the integration
5over a meaningful interval. However, it will be dicult to base the decision on that
interval's boundaries on rationale ground and the outcome of the MISE will heavily depend
upon it which hinders objectivity.
A second way to handle the problem is to include an explicite weight function to focus on
the mean integrated weighted squared error (MIWSE) instead of the MISE. One weight
function was proposed by Hjort 1991 and transforms the MIWSE for the hazard rate
into the MISE for the corresponding density. Another reasoning for the link between
bandwidth selectors for the density and the intensity is given in Diggle and Marron 1988.
The use of this weight function is linked to our problem of bandwidth selection. The
bandwidth should facilitate the use of appropriate counts of observations for estimation
at dierent time points and the distribution of the observation is at rst hand governed by
the density. As an example we will restrict ourselves to the \normal scale rule" or \Rule-
of-Thumb" (see e.g. Silverman 1986). Here the xed bandwidth is chosen to minimize
asymptotically the MISE in kernel density estimation for normal data. The idea dates
back to Parzen 1962 but is still appealing for problems where the smoothness of the curve
to estimate resembles that of the Gaussian density because of its computational simplicity.
The optimal bandwidth is explicitly given by
b
RoT =
"
8
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^  (9)
(see Wand and Jones 1995) and thus only depends on kernel-specic constants and on ^ ,
the estimate of the second central moment.
Step 2: Since we motivated the nearest-neighbor bandwidth and are to cope with censor-
ing we will focus on the Kaplan-Meier process to interchange with the linear function.
The question is which linear slope c belongs to the xed bandwidth? In fact, by choosing
this slope we can use the bandwidth parameter for the xed bandwidth pn = jcj  b (see
(8)) as bandwidth parameter k=n for the nearest-neighbor bandwidth. From the notion
of the linear smoothing function to be a simplied stochastic process in (7), it becomes
evident to view the linear function as an approximation of the cumulative distribution
function. A straight-forward estimate of this approximation is a linear regression through
the points of the Kaplan-Meier survival function estimation (Xi; 1
2(Sn(Xi )+Sn(Xi))).
Note, that the use of the cumulative distribution function of the survival function is in-
terchangeable since only jcj is needed. We will denote the empirical regression coecient
^ . The number of nearest neighbors for any xed bandwidth b is then
kn =
h
n  j^ j  b
i
; (10)
6where the Gaussian brackets [] are taken to warrant kn to be a natural number.
Because of the availability of the Kaplan-Meier method as well as the linear regression
in all common statistical software packages it is obsolete to give an explicit representation
of kn directly depending on the Xi's themselves.
Let us summarize the outcome of the double-smoothing approach for hazard rate estima-
tion: The reasoning suggests the use of the Rule-of-Thumb number of
kn =
h
n  j^ j  b
RoT
i
(11)
nearest neighbors in the denition of the bandwidth (3) with ^  denoting the estimate of
the slope parameter in a simple linear regression model built upon the (mid-)points of the
Kaplan-Meier survival estimate and bRoT dened in (9). This yields the following hazard
rate estimate:
^ hRNN
n (x) :=
n X
i=1
(i)
n   i + 1
1
RNN
n (Xi)
K

Xi   x
RNN
n (Xi)

: (12)
The strong consistency of that estimator is implied in the more general proof in P uger
and Gefeller 2000.
6 Simulation study
For a simulation one has to select a parametric family for the comparison of true and
estimated hazard rates. Natural shapes for modeling hazards of biological and biomedical
processes are often relatively simple, e.g. the typical hazard rate of survival after surgery
of severe tumors is often unimodal. We chose to use the exponentiated Weibull family
(Mudholkar et al. 1995) modeling unimodal, bath-tube, increasing and decreasing shapes
including the constant hazard rate. It is dened in terms of the survival function
S(x) = 1   (1   exp( (x=)
))
;
with 0 < x < 1,  > 0,  > 0 and  > 0. So that the family is a generalization of
the Weibull distribution, which is maintained for  = 1 (e.g. Mudholkar et al. 1995). In
terms of the hazard rate this means:
h(x) =
(1   exp( (x=))) 1 exp( (x=))(x=) 1
(1   (1   exp( (x=))))
: (13)
7Table 1: Exponentiated Weibull hazard types and shapes
type hazard rate parameter space
I bath-tube  > 1 and    < 1
II unimodal  < 1 and    > 1
III monotone decreasing   1 and     1
IV monotone increasing   1 and     1
Analysing Formula (13) reveals the four shapes of the hazard rate to be attributable to
partitions of the parameter space with limiting lines  = 1 and    = 1. The mapping
between partitions and shapes is given in Table 1.
Representatives of the four types are chosen such that [F  1(0:1);F  1(0:9)], i.e. the inner
80% areas, are comparable. A simulation study for the four types was conducted to assess
the performance of nearest neighbor bandwidth (3) with the number of nearest neighbors
according to the Rule-of-Thumb (11). Before we get to aggregated measures from the
simulation let us consider two examples. The rst one-sample simulation trial in Figure
1 is the estimate of a hazard rate derived from 300 observations under 40%, i.e. heavy,
censoring. This practically typical example with moderate sample size demonstrates the
correct estimate of the hazard rate in overall trend and absolute magnitude but teaches
to be uncertain about estimation of local and overall minima and maxima. This example
was chosen to be free of boundary eect to avoid confusion of eects.
Figure 1. Monotone increasing hazard rate with  = 1:5,  = 1:0,  = 33
true (left side) versus estimate (with kRoT
n = 64) (right side)
The second example in Figure 2 for 300 observations under 40% censoring for the bath-
tube shaped exponentiated Weibull hazard reveals the boundary eect which result in two
8additional modes at the left and right hand side. Note the upper 10%-quantile F  1(0:9))
here is 84:4 and the lower 10%-quantile F  1(0:1)) is 1. This advocates to restrict the
interpretation on the mentioned inner 80% area.
Figure 2. Bath-tube hazard with  = 5,  = 0:1,  = 100
true (left side) versus estimate (with kRoT
n = 59) (right side)
We keep that in mind now interpreting the averaged hazard rate estimates over 250
simulation trials. The number of observations is again 300 subject to 40% censoring. The
type of hazard rate has shown to have little impact on the quality of the estimation such
that for the sake of brevity we restrict the presentation to the type IV bath-tube hazard
rates which are most dicult to estimate because of the steep increases at both ends of
the support. Figure 3 shows the performance of the derived Rule-of-Thumb for selecting
the number of nearest neighbors. A positive bias is seen on starting from time 20 and
leaping over into a boundary fading at time 80. The good t between time 1 and 20 is
also due to the decreasing density of that distribution which leads to many observations in
that area but is still remarkable since steep increases are hard to detect for nonparametric
kernel estimators in general.
9Hazard rate
Time
Figure 3. True exponentiated Weibull hazard rate with  = 5,  = 0:1,  = 100 (solid
line) and average of 250 simulation trials with estimation from 300 observations under
40% censoring each with RoT-number of nearest neighbors (dotted line)
The benet from the double-smoothing can be seen by comparison with the hazard rate
estimate with xed bandwidth and its Rule-of-Thumb (9) underlying that of the nearest
neighbor Rule-of-Thumb (11). The left graph in Figure 4 shows the performance of the
latter estimate and reveals a strong bias on the left edge. Such boundary eect for the
xed bandwidth are known and can be taken into account by boundary modications of
the kernel as in Gasser et al. 1985. We do not consider such boundary kernels here for two
reasons. At rst the boundary is often not known. The origin is a clear boundary in hazard
rate estimation but a right side boundary is usually unknown. In density estimation the
problem to detect boundaries is even more severe. The second reason is that we want to
demonstrate the ability of the nearest neighbor bandwidth to cope with boundary biases
even without the knowledge of the exact location and without the additional eort of
kernel corrections.
So far bandwidth selection for the nearest neighbor bandwidth in hazard rate estima-
tion was implemented directly e.g. by cross-validation as in Gefeller et al. 1996, where
a modied likelihood was maximized to give an optimal bandwidth minimizing asymp-
totically the expected Kullback-Leibler loss (see Figure 4, right side). The comparison
of our Rule-of-Thumb with the latter bandwidth selector detects clear superiority of the
Rule-of-Thumb because of the bias towards the origin of the modied likelihood method.
10Additionally, the Rule-of-Thumb for the nearest neighbor bandwidth inherits the low
variability of the Rule-of-Thumb for the xed bandwidth. The latter is caused by the
fact that data's impact on the bandwidth (9) is restricted to the estimate of the variance.
The low variability constitutes a strong advantage over the cross-validation method be-
cause cross-validation methods are known to result in highly variable bandwidth selectors
(Hall et al. 1987). Another advantage is the computational eort in comparison with
cross-validation methods. Especially the modied likelihood maximization with respect
to the number of nearest neighbors exacts the complete enumeration over all possible n
numbers.
Hazard rate
Time
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Time
Figure 4. True exponentiated Weibull hazard rate with  = 5,  = 0:1,  = 100 (solid
line) and average of 250 simulation trials with estimation from 300 observations under
40% censoring each (dotted line) with xed bandwidth and Rule-of-Thumb (left) and
nearest neighbor bandwidth and modied likelihood cross-validation (right)
7 A clinical example
In the practical example of a bladder cancer study (Siu et al. 1998) one task was to
determine whether a low percentage of staining for Metallothionein in the tissue of the
cancer predicts for longer survival or lower instantaneous risks of death after surgery
and under chemotherapy. 114 patients were stratied into two groups of 45 patients
with enriched Metallothionein (of more than 10% of the tumor tissue cells with positive
staining) and 69 patients with less than or equal to 10%. Two patients of the rst and
15 of the second group were censored.
A standard procedure in the descriptive analysis of censored survival times are Kaplan-
Meier survival curves estimates. The two estimates are depicted in Figure 5. 1 The
1The survival curve estimation was realized using the SAS procedure "lifetest".
11crossing of the two curves at about 500 days indicates a change in instantaneous risk at
an earlier point of time. But it leaves the question open where the risk tendencies change.
Besides the quantitative information no further insight can be gained from the curves.
Noting that after 1000 days only seven uncensored observations occur strongly suggests
to restrict the interpretation also for the hazard rate estimate up to that point.
Figure 5. Survival probabilities according to Kaplan-Meier
for Metallothionein Strata of  10% (full line) and > 10% staining (dotted line)
The hazard rate estimates with the developed Rule-of-Thumb number of nearest neighbors
in the bandwidth are shown in Figure 6 and give an impression on the changing point
of risk superiority-inferiority. After 300 days the lack of Metallothionein seems to result
in the lower risk which was the model-based hypothesis derived from molecular biology.
Metallothionein is suspected to eject the poison from the chemotherapy out of the cells
and even the tumor cells such that the therapy may tend to fail. Death due to the
surgery may be the dominant cause of failure before that point of time. As indicated
by the simulation study, the observation number { although only subject to censoring of
around 10% jointly { indicates that interpretation of the modes and inter-sectional points
has to be done carefully and at most for generating hypotheses.
12Figure 6. Hazard rate estimates for Metallothionein Strata
with kRoT
n = 12 for  10% and kRoT
n = 17 for > 10%
But besides the care one has to interpret the shapes of the estimates for small sam-
ple situations { which is an inherent problem for nonparametric curves estimates { the
methodology constitutes a valuable tool to explore censored as well as uncensored data
more than only able to compete with the parent histogram still the mostly used nonpara-
metric tool to display the structure of univariate continuous data.
8 Summary
For the kernel hazard rate estimator we advocated for the nearest neighbor bandwidth
especially in the survival analytic scenario of censored data. We identied the nearest
neighbor bandwidth approach as additional smoothing after xed bandwidth smoothing
which let us to a fast bandwidth selection procedure based on selectors for the xed band-
width. We argue that the xed bandwidth in kernel hazard rate estimation can be selected
from density estimation enabling the use of a large amount of literature on optimal band-
width selection for density estimation. We proved the superiority of our approach over
the xed bandwidth estimation in general and the nearest neighbor bandwidth estima-
tion with cross-validated number selection especially. As an example we demonstrated
13the applicability of the bandwidth selector based on the famous \normal scale rule" xed
bandwidth selector for a clinical study.
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