Complex analytical structure of Stokes wave for two-dimensional potential flow of the ideal incompressible fluid with free surface and infinite depth is analyzed. Stokes wave is the fully nonlinear periodic gravity wave propagating with the constant velocity. Simulations with the quadruple (32 digits) and variable precisions (more than 200 digits) are performed to find Stokes wave with high accuracy and study the Stokes wave approaching its limiting form with 2π/3 radians angle on the crest. A conformal map is used which maps a free fluid surface of Stokes wave into the real line with fluid domain mapped into the lower complex half-plane. The Stokes wave is fully characterized by the complex singularities in the upper complex half-plane. These singularities are addressed by rational (Padé) interpolation of Stokes wave in the complex plane. Convergence of Padé approximation to the density of complex poles with the increase of the numerical precision and subsequent increase of the number of approximating poles reveals that the only singularities of Stokes wave are branch points connected by branch cuts. The converging densities are the jumps across the branch cuts. There is one branch cut per horizontal spatial period λ of Stokes wave. Each branch cut extends strictly vertically above the corresponding crest of Stokes wave up to complex infinity. The lower end of branch cut is the square-root branch point located at the distance v c from the real line corresponding to the fluid surface in conformal variables. The increase of the scaled wave height H/λ from the linear limit H/λ = 0 to the critical value H max /λ marks the transition from the limit of almost linear wave to a strongly nonlinear limiting Stokes wave (also called by the Stokes wave of the greatest height). Here H is the wave height from the crest to the trough in physical variables. The limiting Stokes wave emerges as the singularity reaches the fluid surface. Tables of Padé approximation for Stokes waves of different heights are provided. These tables allow to recover the Stokes wave with the relative accuracy of at least 10 −26 . The tables use from several poles for near-linear Stokes wave up to about hundred poles to highly nonlinear Stokes wave with v c /λ ∼ 10 −6 .
Introduction
Theory of spatially periodic progressive (propagating with constant velocity without change of the shape and amplitude) waves in two-dimensional (2D) potential flow of an ideal incompressible fluid with free surface in gravitational field was founded in pioneering works by Stokes (1847 Stokes ( , 1880a and developed further by Michell (1893) , Nekrasov (1921 Nekrasov ( , 1951 , and many others (see e.g. a book by Sretenskii (1976) for review of older works as well as Baker & Xie (2011) ; Cowley et al. (1999) ; Grant (1973) ; Longuet-Higgins (2008) ; Longuet-Higgins & Fox (1977 , 1978 ; Schwartz (1974) ; Tanveer (1991) ; Williams (1981 Williams ( , 1985 and references there in for more recent progress). There are two major approaches to analyze the Stokes wave, both originally developed by Stokes. The first approach is the perturbation expansion in amplitude of Stokes wave called by the Stokes expansion. That approach is very effective for small amplitudes but converges very slowly (or does not converge at all, depending on the formulation according to Drennan et al. (1992) ) as the wave approaches to the maximum height H = H max (also called by the Stokes wave of the greatest height or the limiting Stokes wave). Here the height H is defined at the vertical distance from the crest to the trough of Stokes wave over a spatial period λ. The second approach is to consider the limiting Stokes wave, which is the progressive wave with the highest nonlinearity. Using conformal mappings Stokes found that the limiting Stokes wave has the sharp angle of 2π/3 radians on the crest (Stokes 1880b), i.e. the surface is non-smooth (has a jump of slope) at that spatial point. That corner singularity explains a slow convergence of Stokes expansion as H → H max . The global existence of the limiting Stokes wave was proven by Toland (1978) however lacking a proof of a Stokes conjecture that the the jump of the slope at the crest is exactly 2π/3 radians. The Stokes conjecture was later independently proven by Plotnikov (1982) and Amick et al. (1982) .
It was Stokes (1880b) who first proposed to use conformal mapping in order to address finite amplitude progressive waves. In this paper we consider a particular case of potential flow of the ideal fluid of infinite depth although more general case of fluid of arbitrary depth can be studied in a similar way. Assume that free surface is located at y = η(x, t), where x is the horizontal coordinate, y is the vertical coordinate, t is the time and η(x, t) is the surface elevation with respect to the zero mean level of fluid, i.e. ∞ −∞ η(x, t)dx = 0. We consider the conformal map between the domain −∞ < y η(x, t), −∞ < x < ∞ of the complex plane z ≡ x + iy filled by the infinite depth fluid and a lower complex half-plane (from now on denoted by C − ) of a variable w ≡ u + iv (see Fig. 1 ). The real line v = 0 is mapped into the free surface by z(w) being the analytic function in the lower half-plane of w as well as the complex fluid velocity potential Π(w) is also analytic in C − . Both z(w) and Π(w) have singularities in upper half-plane (here and further denoted by C + ).
The knowledge of singularities in C + would result in the efficient description of the solution in the physical variables. Examples of such type of solutions in hydrodynamic-type systems are numerous including e.g. the dynamics of free surface of ideal fluid with infinite depth (Kuznetsov et al. 1993 (Kuznetsov et al. , 1994 Tanveer 1993 ) and finite depth (Dyachenko et al. 1996b) , dynamics of interface between two ideal fluids (Kuznetsov et al. 1993) , ideal fluid pushed through viscous fluid in a narrow gap between two parallel plates (Hele-Shaw flow) (Mineev-Weinstein et al. 2000) , the dynamics of the interface between ideal fluid and light viscous fluid (Lushnikov 2004 ) and bubble pinch-off (Turitsyn et al. 2009 ). In these systems the dynamics is determined by poles/branch cuts in the complex plane. Related systems correspond to the spontaneous appearance of curvature singularities on vortex sheets as obtained by Moore (1979) . Nie & Baker (1998) singularities are present in axisymmetric vortex sheets. Inogamov & Oparin (2003) considered cone-shaped nose of 2π/3 degrees in axisymmetric flow. Ishihara & Kaneda (1994) and Hou & Hu (2003) extended Moore's singularities to three-dimensional (3D) vortex sheets. Opposite limit is the global existence of water waves for small enough data shown both for 2D (Wu 2009 ) and 3D (Wu 2011) flows.
In this paper we determine that for Stokes wave the lowest singularities in C + of both z(w) and Π(w) are the square-root branch points located periodically at w = nλ + iv c − ct, n = 0, ±1, ±2, ... (we choose the crests of Stokes wave to be located at w = nλ− ct) and we determine v c numerically as a function of H/λ. Here c is the velocity of propagation of Stokes wave which depends on H. In the previous work Dyachenko et al. (2013) we found that as H → H max , the branch point approaches real axis with the scaling law v c ∝ (H max − H) δ , (1.1) where δ = 1.48 ± 0.03. We also provided an accurate estimation of maximum amplitude of the Stokes wave H max . Adiabatically slow approach of Stokes wave to its limiting form during wave dynamics is one of the possible routes to wave breaking and whitecapping, which are responsible for significant part of energy dissipation for gravity waves (Zakharov et al. 2009 (Zakharov et al. , 2007 . Formation of a close to limiting Stokes wave is also considered to be a probable final stage of evolution of a freak (or rogue) waves in the ocean resulting in formation of approximate limiting Stokes wave for a limited period of time with following wave breaking and disintegration of the wave or whitecapping and attenuation of the freak wave into wave of regular amplitude (Rainey & Longuet-Higgins 2006; Zakharov et al. 2006) . The paper is organized as follows. In Section 2 we introduce the basic equations of 2D hydrodynamics in conformal conformal variables and reduce these equations to the equation for Stokes wave. In Section 3 numerical approaches to simulation of Stokes wave are given together with the results of simulations. Also numerical procedures to recover the location and type of the branch point are discussed. Section 4 introduces a new variable ζ defining a second conformal transformation which maps one spatial period of Stokes wave into the entire real line. Then the Padé approximation of Stokes wave is found in complex ζ plane. The efficient Alpert-Greengard-Hagstrom (AGH) algorithm (Alpert et al. 2000; Lau 2004 ) is used to obtain the Padé approximation. That algorithm allows to avoid the appearance of artificial zeros and poles of Padé approximation and achieves a spectral accuracy. The convergence of the Padé approximation to the branch cut singularity is established which allows to recover the jump at branch cut. Section 5 relates jump at the branch cut in ζ variable to the sum of periodically located branch cuts in w complex plane. It is shown how to use the series expansion of the jump along branch cuts near branch points to recover the square-root singularity at the branch point. It is demonstrated that there are no more singularities in the finite complex plane beyond one branch point w = iv c per period. In Section 6 the main results of the paper are discussed. Appendix A provides a derivation of basic hydrodynamic equations in conformal variables. Appendix B gives a short description of AGH algorithm adapted for Stokes wave. Appendix C describes a notation used for the tables of Padé approximants for Stokes wave and gives samples of such tables. A full set of tables is provided in the electronic attachment. These tables reproduce the Stokes wave with the relative accuracy of at least 10 −26 .
Basic equations
In physical coordinates (x, y) a velocity v of 2D potential flow of inviscid incompressible fluid is determined by a velocity potential Φ(x, y, t) as v = ∇Φ. The incompressibility condition ∇ · v = 0 results in the Laplace equation
inside fluid −∞ < y < η(x, t). To obtain the closed set of equations we add the decaying boundary condition at large depth Φ(x, y, t)| y→−∞ = 0, the kinematic boundary condition
and the dynamic boundary condition
at the free surface y = η(x, t). (2.4) We define the boundary value of the velocity potential as
Consider a time-dependent conformal transformation
x < λ 2 , −∞ < y η(x, t) of complex physical plane z = x + iy at each time t such that the line − λ 2 u < λ 2 , v = 0 is mapped into a line of free surface x + iη(x, t) with − λ 2 x < λ 2 and
Also w = −i∞ maps into z = −i∞. Here the flow is assumed to be periodic in the horizontal direction with the period λ both in w and z variables. Conditions (2.7) suggest to separate z(w, t) into a periodic partz(w, t) and a non-periodic part w as follows z(w, t) = w +z(w, t), or x(w, t) = u +x(w, t),ỹ(w, t) = v + y(w, t), (2.8)
Equations (2.8) and (2.9) extend conformal transformation (2.6) into C − . Also x(u, t) and y(u, t) form a parametric representation (over the parameter u) of the free surface elevation (2.4).
The idea of using time-dependent conformal transformation for unsteady fluid flow was exploited by several authors including Ovsyannikov (1973) , Meison et al. (1981) , Tanveer (1991 Tanveer ( , 1993 , and Dyachenko et al. (1996a) ; Zakharov et al. (2002b) . We follow Dyachenko et al. (1996a) to recast the system (2.1)-(2.3) into the equivalent form for x(u, t), y(u, t) and ψ(u, t) at the real line w = u of the complex plane w using the conformal transformation (2.6) (see Appendix A for more details). A kinematic boundary condition (2.2) is reduced to
and the dynamic boundary condition (2.3) is given by
is the Hilbert transform with p.v. meaning a Cauchy principal value of integral. Periodicity of f (u) allows to reduce the integration in the Hilbert transform as followŝ
The equivalence of equations (2.10) and (2.11) to equations (2.1)-(2.3) uses the analyticity of z(w) and Π(w) in C − , where
is the complex velocity potential. Here Θ is the stream function defined by Θ x = −Φ y and Θ y = Φ x to satisfy Cauchy-Riemann conditions for analyticity of Π(z, t) in z plane. The conformal transformation (2.6) ensures that
in w plane. The periodicity of the flow implies the condition Π(w + λ, t) = Π(w, t) (2.16) together with equation (2.9). We also assumed in equations (2.10) and (2.11) that 17) meaning that the elevation of free surface of unperturbed fluid is set to zero. The equation (2.17) is valid at all times and reflects a conservation of the total mass of fluid. Both equations (2.10) and (2.11) are defined on the real line w = u. The Hilbert operatorĤ transforms into the multiplication operator 18) for the Fourier coefficients (harmonics) f k , 19) of the periodic function f (u) = f (u + λ) represented through the Fourier series
Here sign(k) = −1, 0, 1 for k < 0, k = 0 and k > 0, respectively. The Fourier series (2.20) allows to rewrite f (u) = f (w)| v=0 as follows
where
is the analytical function in
is the analytical function in C − and f 0 = const is the zero harmonic of Fourier series (2.20). In other words, equation (2.21) decompose f (u) into the sum of functions f + (u) and f − (u) which are analytically continued from the real line w = u into C + and C − , respectively. Equations (2.18), (2.21), (2.22) and (2.23) imply that
If function f (w) is analytic in C − thenf (w) is analytic in C + as follows from equations (2.21)-(2.23), where bar mean complex conjugation,w = u − iv. Then the functionf (u), u ∈ R has analytic continuation into C + because at the real line w =w. Using equations (2.5) and (2.14) we obtain that ψ(u, t) = 1 2 [Π(u, t) +Π(u, t)]. It means that after solving equations (2.10) and (2.11) one can recover the complex potential Π from the analytical continuation of
is the projector operator,
2 , into a function which has analytical continuation from the real line w = u into C − , as follows from equation (2.24). Note that without loss of generality we assumed the vanishing zero Fourier harmonic, Π 0 = 0, for Π(u, t).
for the function f (u) defined by (2.21) provided the additional restriction that f 0 = 0 holds. In other words, the Hilbert transformation is invertible on the class of functions represented by their Fourier series provided zeroth Fourier harmonic f 0 vanishes. If f 0 = 0 then the identity (2.27) is replaced bŷ
The analyticity of z(w) in C − implies, together withx = 1 2 (z +z),ỹ = 1 2i
(z −z) and equations (2.24),(2.28), that at the real line w = u the following relations hold y −ỹ 0 =Ĥx andx −x 0 = −Ĥy.
(2.29)
Herex 0 andỹ 0 are zero Fourier harmonics ofx(u, t) and y(u, t), respectively. Note that the addition of zero harmonicsx 0 andỹ 0 into equation (2.29) is the modification compare with Refs. Dyachenko et al. (1996a) ; Zakharov et al. (2002a) . These Refs. were focused on the decaying boundary conditions η(x, t) → 0 and ψ(x, t) → 0 for |x| → ∞ which imply, together with the condition (2.17) in the limit λ → ∞, thatx 0 =ỹ 0 = 0. However, generallyx 0 andỹ 0 might be nonzero for the periodic solutions with a finite λ considered in this paper. Equations (2.29) imply that it is enough to find either y(u, t) or x(u, t) then the second of them is recovered by these explicit expressions. Taking derivative of equations (2.29) with respect to u results in the similar relations
2.1. Progressive waves Stokes wave corresponds to a solution of the system (2.10) and (2.11) in the traveling wave form
where both ψ andz are the periodic functions of u − ct. Here c is the phase velocity of Stokes wave. We transform into the moving frame of reference, u − ct → u, and assume that the crest of the Stokes wave is located at u = 0 as in Fig. 1 and λ is the spatial period in u variable for both ψ andz in equation (2.31). We look for the Stokes wave which has one crest per period. Higher order progressive waves are also possible which have more than one different peak per period Chen & Saffman (1980) . However here we consider only Stokes wave. We recall that the spatial period λ is the same in both u and x variables as follows from equation (2.9). In addition, it implies that the phase velocity is the same both in u and x variables so that the Stokes wave has the moving surface y = η(x − ct) and the velocity potential ψ = ψ(x − ct) in physical spatial variables (x, y) with the same value of c as in equations (2.31). The Stokes solution requires y(u) to be the even function whilex(u) needs to be the odd function which ensures that y = η(x−ct) is the even function. It follows from (2.10) and (2.31) (corresponding to substitution We now applyĤ to (2.32), use (2.29) to obtain a closed expression for y, and introduce the operatork ≡ −∂ uĤ = √ −∇ 2 which results in the following expression
where we made all quantities dimensionless by the following scaling transform u → uλ/2π, x → xλ/2π, y → yλ/2π and c is scaled by c 0 as follows c → c c 0 , where c 0 = g/k 0 is the phase speed of linear gravity wave with the wavenumber k 0 = 2π/λ. In these scaled units the period of ψ andz is 2π. Our new operatork in Fourier space acts as multiplication operator, qualitatively similar toĤ: (kf ) k = kf k .
Numerical simulation of Stokes wave
We solve (2.33) numerically to find y(u) by two different methods each of them beneficial for different range of the parameter H/λ. For both methods y(u) was expanded in cosine Fourier series and the operatork was evaluated numerically using Fast Fourier Transform (FFT). A uniform grid with M points was used for the discretization of −π u < π. A first method is inspired by a Petviashvili method (Petviashvili 1976 ) which was originally proposed to find solitons in nonlinear Schrödinger (NLS) equation as well as it was adapted for nonlocal NLS-type equations, see e.g. Lushnikov (2001) . We used a version generalized Petviashvili method (GPM) (Lakoba & Yang 2007; Pelinovsky & Stepanyants 2004) adjusted to Stokes wave as described in Dyachenko et al. (2013) . In practice this method allowed to find high precision solutions up to H/λ 0.1388. The performance of that method for larger values of H/λ was limited by the decrease of the speed of numerical convergence.
Newton CG and Newton CR methods
For larger H/λ we used a second method which is the Newton Conjugate Gradient (Newton-CG) method proposed by Yang (2009 Yang ( , 2010 . The idea behind the Newton-CG method is simple and aesthetic: first, linearize (2.33) about the current approximation y n , assuming that the exact solution can be written as a sum of current approximation and a correction y = y n + δy n :L 0 y = 0. ThenL 0 y n +L 1 δy n ≃ 0, wherê L 1 = −M δy n − k (y n δy n ) + y nk δy n + δy nk y n is the linearization ofL 0 around the current approximation y n andM ≡ −c 2k + 1. Second, solve the resulting linear system L 1 δy n = −L 0 y n for δy n with one of standard numerical methods, in our case it was either Conjugate Gradient (CG) method (Hestenes & Stiefel 1952) or Conjugate Residual (CR) method (Luenberger 1970 ) to obtain next approximation y n+1 = y n + δy. It should be noted that monotonic convergence of CG or CR methods is proven only for positive definite (semidefinite for CR) operators, while in our caseL 1 is indefinite. Nevertheless, both methods were converging (although generally nonmonotonically) to the solutions, and convergence was much faster than using GPM.
Newton-CG/CR methods can be written in either Fourier space, or in physical space. We considered both cases, however Newton-CG/CR methods in Fourier space require four fast Fourier transforms per CG/CR step, while in physical space it requires at least six. For both cases CG and CR we usedM as a preconditioner.
We found that the region of convergence of the Newton-CG/CR methods to nontrivial physical solution (2.33) is relatively (with respect to GPM) narrow and requires an initial guess y 0 to be quite close to the exact solution y. In practice we first run GPM and then choose y 0 for Newton-CG/CR methods as the last available iterate of GPM.
Because most of our interest was in getting dependence of characteristics of Stokes waves on the wave height and the only parameter in equation (2.33) is velocity of propagation c, we were calculating waves changing continuously the parameter c and using results of computations with previous values of c as initial condition y 0 for the Newton CG/CR iterations. Due to this approach Newton-CG/CR methods converge to the nontrivial solution in all cases provided we additionally used the numerical procedure described below in Section 3.2.
Stokes wave velocity as a function of steepness
Results of multiple simulations of Stokes wave are shown in Figure 2 , where the wave velocity c is shown as a function of the dimensionless wave height H/λ. This function is nonmonotonic which is in agreement with previous simulations (e.g. Schwartz (1974) ; Williams (1981, 1985) ) and theoretical analysis (Longuet-Higgins & Fox (1977 , 1978 ) which predicted an infinite number of oscillations.
We were able to resolve with quadruple precision two oscillations (two maxima and two minima) of the propagation velocity as a function of H/λ. These oscillations represent a challenge for simulation, because propagation velocity is the only parameter in the equation (2.33). Then it is impossible even to go over the first maximum by changing continuously velocity of propagation c. This is because after the maximum is reached, we has to start decreasing the parameter c. But decreasing of c causes iterations to converge to the less steep solution on the left from the maximum (which we already obtained on previous steps), instead of steeper solutions to the right from the maximum.
In order to resolve this issue we used the following approach. Assume that the singularity ofz closest to real axis in w complex plane is the branch point
for w → iv c , where c 1 is the complex constant, v c > 0 and β are real constants. By the periodicity in u, similar branch points are located at w = iv c + 2πn, n = ±1, ±2, . . . (recall that that we already switched to the dimensionless coordinates). We expandz (u) +i 8 into Fourier seriesz(u) = k=0 −∞ẑ k exp(iku), wherễ
are Fourier coefficients and the sum is taken over nonpositive integer values of k which ensures both 2π-periodicity ofz(u) and analyticity ofz(w) in C − . We evaluate (3.2) in the limit k → −∞ by moving the integration contour from the line −π < u < π into C + until it hits the lowest branch point (3.1) so it goes around branch point and continues straight upwards about both sides of the corresponding branch cut as shown by the dashed line in right panel of Fig. 3 . Here we assume that branch cut is a straight line connecting w = iv c and +i∞. Then the asymptotic of |ẑ k | is given by
This approach was used in our previous work (Dyachenko et al. 2013) to evaluate distance v c of the lowest singularity to the real line. Now our key idea is to push artificially the singularity w = iv c toward the real line, thus increasing H/λ. It follows from expression (3.3) that to decrease v c we can multiply Fourier coefficients of the previously obtained Stokes wave solutionẑ k by exp(αk), where the numerical parameter α is chosen such that 0 < α ≪ v c . The result of this multiplicationẑ k exp(αk) is not a Stokes wave solution anymore, but it has higher steepness and not very distinct from the Stokes wave solution if α is small enough. After that modification we slightly decrease c from previous value and allow iterations of Section 3.1 to converge starting fromẑ k exp(αk) as zero iteration. As we expected, iterations then converge to the solution on the right from the maximum. This procedure allowed us to resolve both maxima and one nontrivial minimum of c as a function of H/λ as summarized in Fig. 2. 
Recovering v c from the Fourier spectrum of Stokes wave
To obtain the location of the branch point w = iv c with good precision one has to go beyond the leading order asymptotic (3.3). Next order corrections to the integral (3.2) for β = 1/2 have the following form where we took into account the expansion ofz(w) in half-integer powers (w−iv c ) 1/2+n , n = 0, 1, 2, . . . beyond the leading order term (3.1).
The numerically obtained spectrum |ẑ k | of Stokes wave was fitted to the expansion (3.4) in order to recover v c and coefficients c 1 , c 2 , c 3 , . . .. The highest accuracy in recovering v c was achieved when the middle of spectrum k ∼ k max /2 was used for that fit, there k max = M/2 is the highest Fourier harmonic used in simulations. k max /2 represent a compromise between the highest desired values of k to be as close as possible to asymptotic regime k → ∞ and the loss of numerical precision for k → k max . We estimated the accuracy of the fit by varying values of k used for fitting as well as changing the number of terms in the expansion (3.4). Typically we used 4 terms in (3.4). Section 4.3 discusses the comparison of the accuracy of the obtained results with the other methods we used to find v c .
Highest wave obtained
We calculatedz(u) with high accuracy for different values of H/λ using computations in quad precision (32 digits). Such high precision is necessary to reveal the structure of singularities in C + . Fig. 4 shows spatial profiles of Stokes waves for several values of H/λ in physical variables (x, y). The Stokes wave quickly approaches the profile of limiting wave except a small neighborhood of the crest.
As it was shown in the previous paper Dyachenko et al. (2013) , tails of the spectra have asymptotic behavior corresponding to β = 1/2 in (3.3), which means that we have square root branch cut singularity in C + all the time. This is consistent with theoretical predictions by Grant (1973) and Tanveer (1991) .
The number of Fourier modes M ≡ 2k max which we used in Fast Fourier Transform (in simulations we expand y(u) in cosine Fourier series to speed up simulations and to be memory efficient) for each value H/λ increases quickly with the increase of H as v c decreases. E.g., for H/λ = 0.0994457 it was more than enough to use 256 modes while for the largest wave height
achieved in simulations we used M = 2 27 ≈ 134 × 10 6 modes. Due to such high number of modes, the precision of value (3.5) decreases by round-off errors in approxi-mately M 1/2 times, i.e. in ∼ 4 digits. This extreme case has c = 1.0922851405 and v c = 5.93824419892803271779 × 10 −7 . These numbers are the moderate extension of our previous work Dyachenko et al. (2013) by pushing down a lowest value of v c more than twice. Further decrease of the numerical values of v c can be achieved by both subtracting the leading order singularity (3.1) from the numerical solution and using the nonuniform numerical grid in u which concentrates near u = 0. These numerical approaches are however beyond the scope of this papers.
Before our work Dyachenko et al. (2013) , the numerical estimates of H max were found by Williams (1985) as H /λ = 0.1412 (Schwartz 1974) . It was shown in Dyachenko et al. (2013) that numerical values of v c in the limit (H max − H)/λ ≪ 0 was fitted to the scaling law (1.1) with
The mean-square error for δ in (1.1) is ≃ 0.04 which offers the exact value δ = 3/2 as a probable candidate for (1.1). . Also H GL max is within the accuracy of the estimate (3.6). However, H GL max is obtained in Ref. Gandzha & Lukomsky (2007) from the Michell's expansion (Michell 1893 ) of the limiting Stokes wave which ignores the expansion in powers of the irrational number µ = 1.46934574 . . . Existence of that expansion beyond the Stokes power law u 2/3 was established by Grant (1973) . Lack of resolving that expansion suggests that H GL max does not have a well controlled accuracy. In contrast, our numerical results are based on Fourier series for non-limiting Stokes wave which has well-controlled precision. The difference between (3.6) and the new lower boundary estimate (3.5) of the largest H is ≃ 0.004%. Equation (4.1) maps the strip −π < Re(w) < π into the complex ζ plane. In particular, the line segment −π < w < π of the real line w = u maps into the real line (−∞, ∞) in the complex plane ζ as shown in Fig. 5 . Vertical half-lines w = ±π + iv, 0 < v < ∞ are mapped into a branch cut i < ζ < i∞. In a similar way, vertical half-lines w = ±π + iv, −∞ < v < 0 are mapped into a branch cut −i∞ < ζ < i. However, 2π−periodicity ofz(w) (2.9) allows to ignore these two branch cuts becausez(w) is continuous across them. Complex infinities w = ±i∞ are mapped into ζ = ±i. An unbounded interval [iv c , i∞), v c > 0 is mapped into a finite interval [iχ c , i) with
The mapping (4.1) is different from the commonly used (see e.g. Schwartz (1974); Tanveer (1991); Williams (1981) ) mapping ζ = exp (−iw) (maps the strip −π Re(w) < π into the unit circle). The advantage of using the mapping (4.1) is the compactness of the interval (iχ c , i) as mapped from the infinite interval (iv c , i∞). In contrast, the mapping to the circle leaves the interval (iv c , i∞) infinite in ζ plane.
We use Alpert-Greengard-Hagstrom (AGH) algorithm (Alpert et al. 2000; Lau 2004 ) to approximate the Stokes wavez(ζ) at the real line Re(ζ) = ζ by a set a poles in the complex ζ plane. Approximation by a set of poles is a particular case of Padé approximation by rational functions
, where P (ζ) and Q(ζ) are polynomials. Zeros of Q(ζ) give the location of poles. Looking at complex values of ζ in the rational function
Q(ζ) provides the analytical continuation ofz(ζ) into the complex ζ plane. Usually Padé approximation is numerically unstable because of the pairs of spurious zeros and poles appear in finite precision arithmetics. These doublets correspond to positions of zeros of P (ζ) and Q(ζ) which are nearly cancel each other. In our practical realizations, AGH algorithm avoids the numerical instability of the Padé approximation until the number of poles N increases to reach the accuracy corresponding to the round-off error in the numerical approximation ofz(u). If the analytical continuation ofz(u) into w ∈ C has a branch cut, the AGH algorithm places poles along the branch cut. AGH algorithm is outlined in Appendix B.
We applied AGH algorithm forz(ζ) at the real line Re(ζ) = ζ, wherez(ζ) is obtained from simulations described in Section 3. Increasing N we observed the exponential con- Figure 6a for a particular Stokes wave. Here p(v c ) is the function of v c but is independent on N . We found that with high precision
c . (4.4) AGH algorithm is looking for poles in the entire complex plane ζ. All the encountered poles for Stokes wave were found on the interval of imaginary axis along the interval [iχ c , i), where χ c is determined numerically as in Section 3.
Equations (4.3) and (4.4) demonstrate excellent performance of Padé approximation. E.g., decreasing v c by six order required in our simulations only 10-fold increase of N as detailed in Appendix C. It suggests that numerical method which solves Stokes wave equation (2.33) directly in terms of Padé approximants might be superior to Fourier methods including numerical approaches mentioned in Section 3.3. This topic is however beyond the scope of this paper.
It is rather straightforward to distinguish in AGH algorithm poles from branch cuts. If both poles and branch cuts would be present inz(ζ) then increasing N one observes that some poles of Padé approximation are not moving and their complex residues remain approximately the same. These correspond to poles ofz(ζ). Such behavior occurs for test problems when we artificially added extra poles toz(ζ). Other poles of Padé approximation are moving with the increase of N and their complex residues are changing. These poles mark the spatial location of branch cuts ofz(ζ). The density of poles along each branch cut is increasing with the increase of N . If the jump ofz(ζ) at branch cut is continuous along it then we expect to see the convergence of density of poles with the increase of N . All this is valid until err ∞ decreases down to the level of round-off error at whichz(ζ) was determined. Further increase of N would result in the appearance of spurious poles at random positions of ζ plane with the magnitudes of complex residues at the level of round off error (∼ 10 −32 for z(ζ) found with quad precision in Section 3). Usingz(ζ) obtained by the method of Section 3, we found a single branch cut [iχ c , i) but no poles in Stokes wave. It means that in complex w plane we have one branch cut per spatial period 2π located at (2πn + iv c , 2πn + i∞), n ∈ N.
We parametrize that branch cut as follows
where ρ(χ) is the density along branch cut. That density is related to the jump ofz(ζ) at branch cut as explained in Section 5.1. The constant y 0 is determined by the value ofz(ζ)| ζ=∞ =z(w)| w=π . This constant has a zero imaginary part, Im(y 0 ) = 0, becausẽ x(w)| w=π/2 = 0 as given by the equation (2.9). The Padé approximation represents equation (4.5) as follows
where the numerical values of the pole positions χ n and the complex residues γ n (n = 1, . . . , N ) are obtained from AGH algorithm.
Recovering jump along branch cut
We recover ρ(χ) from equation (4.6) as follows. Assume that we approximate the integral in equation (4.5) by the trapezoidal rule
A comparison of equations (4.6) and (4.7) suggests the approximation ρ n,N of the density ρ(χ n ) on the discrete grid χ n , n = 1, . . . , N as follows
for n = 2, . . . , N − 1, (4.8a)
A convergence of ρ n,N to the continuous limit ρ(χ n ) as N increases is quadratic with the error scaling ∝ 1 N 2 for χ away from boundaries χ = χ c and χ = 1. Near these boundaries we cannot apply the trapezoidal rule and have to resort to less accurate estimates given by the equation (4.8b). Figure 8 demonstrates this ∝ 1 N 2 convergence of the Pade approximation to the continuous limit. Figure 6b shows the particular example of ρ(χ) (shown by solid line solid line) compared with ρ n,N (shown by stars) for N = 29. We believe that the convergence of ρ n to the continuous value ρ(χ) as N → ∞ and absence of other poles outside of [iχ c , i] provide a numerical proof that the only singularity ofz(ζ) are the branch points iχ c and i connected by the branch cut ζ ∈ [iχ c , i].
At χ = χ c the function ρ(χ) has a square root singularity as given below by equation (4.13). This singularity additionally reduces the accuracy of the approximation (4.8b) for ρ 1,N which is based on Taylor series. To significantly improve numerical accuracy of ρ 1,N we assume that ρ has the following square root dependence in the vicinity of χ c :
Here the values of the parameters A and χ c are determined from two interior points (χ 2 , ρ 2,N ) and (χ 3 , ρ 3,N ) found via the trapezoid rule (4.8a). We assume that ρ approx (χ 2 ) = ρ 2,N and ρ approx (χ 3 ) = ρ 3,N which gives that
Using equations (4.9) and (4.10) for χ = χ 1 we obtain the numerically accurate approximation that
where ρ 2,N and ρ 3,N are given by equation (4.8a). At χ = 1 the function ρ(χ) also has singularity and respectively numerical value of ρ N,N from (4.8b) is not very accurate. To improve that accuracy we use that ρ(1) = 1 as found in Part II. Then using the trapezoidal rule we obtain much more accurate expression that
(4.12) Figure 7 shows the density ρ(χ) for three different Stokes waves in log-log scaling. It is also seen that inside the branch cut and for small χ c ≪ 1, the density ρ(χ) scales as capacity which allows the lack of pointwise convergence along exceptional sets. Gonchar (Gonchar 1973 (Gonchar , 1975 ) extended Markov's theorem on the pointwise convergence of the diagonal Padé approximants to the functions f + r, where f is the function of the type (4.5) with ρ(χ) > 0 almost everywhere in χ ∈ [χ c , 1] and r is the meromorphic function away from branch cut and has no poles at branch cut. Convergence in logarithmic capacity of the diagonal Padé approximants of the analytic function f (ζ) with a finite number of branch points (this is a more general type than the type (4.5) because these branch points can be located away from a single line) was proven by Stahl (1985a Stahl ( ,b, 1997 . That convergence occurs away from certain sets of C (in some cases these sets are simple arcs). See also Ref. Aptekarev et al. (2011) for the recent review. All these results were obtained for Padé approximants based on the Taylor series at a single point in C. Thus these results do not directly apply to AGH algorithm which is based on least squares approximation at multiple points of C. AGH algorithm is also distinct from multipoint Padé approximation (G. A. Baker & Graves-Morris 1996; Saff 1972) , where the Taylor series is interpolated at multiple points in contrast to least squares in AGH algorithm. Padé approximants were also constructed based on least squares in Ref. Gonnet et al. (2011) were it was conjectured that least squares-type algorithms might ensure pointwise convergence. That conjecture is consistent with our simulations.
Finding a numerical value of a location of branch point ζ = iχ c
There are different ways to find the location of branch point ζ = iχ c from simulations. First way is based on the decay of Fourier spectrum ofz(ζ) for n ≫ 1 and is described in Section 3.3. Second way is to find ρ(χ n ), n = 1, . . . , N and then determine the point ρ(χ c ) = 0 by the polynomial extrapolation of ρ(χ n ). First and second ways provide comparable numerical accuracy in our simulations (typically the relative error in χ c is ∼ 10 −4 ). We found however, that better accuracy is achieved in the third way as follows. Consider the formal seriesz
in the neighborhood of the branch point ζ = iχ c . The term ie ijπ/4 in front of the coefficients a j is chosen for convenience to ensure that coefficients a j take real values. The radius of convergence of that series is 2χ c as discussed in Part II. Taking M = 10 − 20 terms in that series one can use the nonlinear fit to determine the unknowns χ c and a j . Typically we use N j = 30 − 40 points (u n ,z(u n )) such that all values u n are inside the disk of convergence |u n − iχ c | < 2χ c of the series (4.13). Here values ofz(u n ) are taken from simulations of Section 3 with u n being the numerical grid points closest to u = 0. The accuracy of the nonlinear fit is typically ∼ 10 −10 as estimated by varying M and N M . In Part II we provide much more accurate way of calculating χ c which is based on the compatibility of the series (4.13) with the equation (2.33) of Stokes wave. In contrast, the above three methods use numerical values of (u n ,z(u n )) obtained as described in Section 3 and do not use the equation (2.33) directly.
5. Stokes wave as an integral over jump at branch cut and the expansion of density ρ near a branch point
Jump at branch cut
Sokhotski-Plemelj theorem (see e.g. Gakhov (1966) ; Polyanin & Manzhirov (2008) ) applied to the equation (4.5) gives
Thus the jump ofz(ζ) at branch cut is −2πρ(χ) for crossing branch cut at ζ = iχ in counterclockwise direction.
Stokes wave as the sum of contribution from branch cuts in w complex plane
Consider a representation of Stokes wave by the densityρ along branch cuts in complex plane w. Because of the 2π-periodicity in u direction we write z(w) as the integral over periodically located branch cuts,
where z 1 is the complex constant, v c is related to χ c by (4.2), a summation over n ensure the periodicity ofz(w) along u and we replaced ρ(χ) byρ(v ′ ) to distinguish it from ρ(χ) in (4.5). Also we introduced the additional term − 1 b + 2πn − iv ′ which is intended to ensure the convergence of the integral. The constant b can be chosen at our convenience. A change of that constant results in the change of z 1 .
The sum in (5.2) is then calculated using of the identity
Taking the limit Im(w) → −∞ we obtain from equations (5.3) and (4.5) that 8) i.e. we recovered the equation (4.5) from the equation (5.2).
Expansion of ρ(χ) in powers of ζ − iχ c
Assume that we have the branch cut (iχ c , i) for z(ζ) in the complex plane of ζ and that the branch point at ζ = iχ c is of square root type. Then we expand ρ(χ) in the following series
Note that that adding terms of integer powers of (ζ − iχ c ) into the equation (5.9) is not allowed because it would produce logarithmic singularity at ζ = iχ c through the equation (4.5) which is incompatible with the Stokes wave as was shown in Refs. Grant (1973); Tanveer (1991) . Integrating over χ in (4.5) using (5.9) gives
A series expansion of (5.10) at ζ = iχ c and comparison with the series (4.13) result in the relations
Note that the expansion (5.10) provides the relations for b n with only odd values of n. This is because the series (5.9) is convergent only inside its disk of convergence, χ−χ c < r, where r is the radius of convergence. It will be shown in Part II that r = 2χ c for χ c < 1/3. The explicit expression for ρ(χ) is unknown for χ c +r < χ < 1 while ρ(χ) still contributes to the terms a 2j (ζ − iχ c ) j , j = 0, 1, 2, . . . in the series (4.13). Thus the expansion (5.9) together with the relations (5.11) provides a convenient tool to work with ρ(χ) near to χ = χ c .
5.4.
Absence of singularities in branch cut beyond the branch points ζ = iχ c and ζ = i.
A priori one can not exclude existence of singularities inside the branch cut ζ ∈ [iχ c , i] beyond branch points ζ = iχ c and ζ = i at its ends. Existence of such singularities were conjectured in Refs. Grant (1973); Schwartz (1974) . To address that possibility we subtracted the expansion (5.10) from the numerical solution ofz(ζ) for Stokes wave. We obtained bothz(ζ) and recovered ρ(χ) through AGH algorithm using variable precision arithmetics with ∼ 200 digits to achieve a high precision in that subtraction. Typically we used Stokes wave of the moderate nonlinearity with χ c ∼ 10 −2 to operate with the moderate number of required Fourier harmonics. After that the numerical values of b 1 , b 3 , b 5 , . . . were recovered from fitting of ρ(χ) to the expansion (5.9) near χ = χ c . Typically we truncated the expansion (5.9) to the first 3 terms b 1 , b 3 , b 5 which results in the truncated function f (ζ) truncated in the expansion (5.10). Also χ c was obtained by the procedures described in Section 4.3. Alternative way to recover b 1 , b 3 , b 5 is through using the expansion (3.4) was also used but generally gives lower precision.
Next step was to take mth derivative ofz(ζ) − f (ζ) truncated over ζ numerically and obtain the Padé approximation for the resulting expression [z(ζ) − f (ζ) truncated ] (m) resulting in new densityρ(χ). If any singularity would be present inside the branch cut then it would correspond to singularity inρ(χ). However, we did not find any sign of such singularities at least for moderate order of derivative m = 1, 2, 3. It suggests that ζ = iχ c and ζ = i are the only singularities in complex ζ plain. This conclusion is in agreement with the results of both Tanveer (1991) and Part II obtained by alternative methods.
Conclusion
In this paper we found numerically the Stokes solutions of the primordial Euler equations with free surface for large range of wave heights, including the approach to the limiting Stokes wave. The limiting Stokes wave emerges as the singularity reaches the fluid surface. We found from our high precision simulations (between 32 and more than 200 digits) the Padé approximation of branch cut singularity of Stokes wave. We provided the tables of the Padé approximants for a wide range of Stokes wave steepness. These tables allow to recover Stokes wave with the minimum accuracy 10 −26 . We show that these Padé approximants quickly converge to the jump at branch cut as the number of poles N increases with the scaling law (4.3),(4.4). We use the series expansion of the jump along branch cuts in half integer powers to recover the square-root singularity at the branch point. We found that there are no more singularities in the finite complex plane beyond one branch point per period. Following Part II is devoted to the analysis of the structure and location of branch points in infinite set of sheets of Riemann surface beyond the physical sheet of Riemann surface considered here. Figure 9 . A schematic of one period of a wave with a counterclockwise contour of integration for application of Green's theorem.
energy U ) per spatial period of wave λ,
and without loss of generality the fluid density is set to one. One has to express the kinetic energy
through the canonical variables η and ψ which generally requires to solve the Laplace equation (2.1) with the boundary conditions (2.2), (2.3), (2.5) and Φ(x, y, t)| y→−∞ = 0 in the region − λ 2
x < λ 2 , −∞ < y η(x, t). That region is schematically shown in Figure 9 . Using relations
which are valid for the harmonic function Φ (2.1) and applying Green's theorem to the equation (A 2) one obtains that
Here C is a positively (counterclockwise) oriented contour along the boundary of the periodic domain occupied by fluid shown in Figure 9 . A sum of integrals along left and right hand sides (vertical segments) of the contour vanishes due to periodicity. Integral along lower part of the contour (horizontal segment) is zero due to the boundary condition on potential Φ y=−∞ = 0. Notice that in the case of finite depth fluid with a rigid flat bottom y = −h, the integral along similar lower segment y = −h is also zero because the boundary condition at the finite depth bottom is Φ y | y=−h = 0 (zero vertical velocity at the bottom) and dy = 0. Then the equation (A 3) is reduced to the following line integral
We use the time-dependent conformal transformation (2.6),(2.7) to relate partial derivatives in x, y and u, v as follows
which implies that
where we also used Cauchy-Riemann equations x u = y v and x v = −y u for the conformal map z(w). Substituting (A 5) and (A 6) into (A 4), using relations dx = x u du and dy = y u du on the line w = u one obtains that
Here we took into account the orientation of the contour and conditions (2.7) on conformal transformation. Sokhotski-Plemelj theorem (5.1) (see e.g. Gakhov (1966); Polyanin & Manzhirov (2008) ) allows to express a real part of the function which is analytic in the lower (upper) half plane through the imaginary part (and vice versa) at the real line u = w using the Hilbert transformation (2.12). For a conformal transformation z(w, t) = x(w, t) + iy(w, t) such relations are given by (2.29). A complex velocity potential Π(z, t) = Φ + iΘ is the analytic function in the fluid domain −∞ < y η(x, t), where Θ is the stream function. The conformal transformation z = z(w, t) (2.6) ensures that Π remains analytic function after transforming from z to w variable with the lower half plane C − being the domain of analyticity in w. Similar to equation (2.29), real and imaginary parts of Π are related at the real line u = w through the Hilbert transformation as follows
where we assumed the decaying boundary condition Φ| v=−∞ = Θ| v=−∞ = 0. Here we abuse notation and use the same Π and Φ both for independent variables w and z : Φ(w, t) ≡ Φ(z, t) andΠ(w, t) ≡ Π(z, t), i.e. we omit tilde. Also the analyticity of Π implies that the velocity potential Φ is the harmonic function satisfying the Laplace equation (2.1) both in x, y variables and similarly
in variables u and v. Using Cauchy-Riemann equations (2.15) and the relations (A 8) one obtains that
Substituting (A 9) into (A 7) we express the kinetic energy in terms of canonical variable ψ as follows
Here we used the definition (2.5) which in w plane turns into ψ(u, t) ≡ Φ(u, v = 0, t) as follows from the mapping of the fluid surface into the real line v = 0. Then the Hamiltonian in terms of variables on the surface takes the following form
A.2. Least action principle in conformal variables
We use the constrained Lagrangian formulation to obtain the dynamical equations in conformal variables at fluid surface. A time dependence of the map (2.6) implies that we have to ensure the analyticity of that map through the appropriate constraint. We discuss the Lagrangian dynamics first and add the corresponding constraint later in this Section. Equations (A 1) realize extremum of an action
with the Lagrangian
The first term here has to be converted from the integral over x into u variable. Consider mapping (x, t) → (u, τ ), which is the change of parametrization of the surface under the conformal map. Here τ = t. Transformation u = u(x, t) is the inverse to the conformal map x = x(u, τ ). The fluid surface η(x, t) after transformation corresponds to y(u, τ To find ∂u/∂t here we express full differentials of x and t through u and τ as follows
Taking into account that τ = t, one obtains the Jacobian matrix
Inverse procedure for full differentials of u and τ through x and t yields that du dτ = ∂u/∂x ∂u/∂t ∂τ /∂x ∂τ /∂t
Comparing entries of the matrix in (A 17) with inverse of (A 16), one gets
Substituting (A 18) into (A 14) yields
We use the Lagrangian (A 13) to substitute it into the action (A 12). Consider the first term in the action,
and perform a change of variables in the integral as dxdt = det(J)dudτ = x u dudτ . Together with the expression (A 19) it results in
Using (A 11), (A 13), (A 21) and adding the analyticity constraint (2.29) ensuring that y − y 0 =Ĥx and taking into account that τ = t as well we obtain a new constrained Lagrangian
where f is the Lagrange multiplier for the analyticity constraint.
A.3. Variations of action
We now obtain the dynamical equations from the Hamilton's least action principle. Vanishing of variational derivative δS/δψ = 0 of the action (A 12) with the Lagrangian (A 22) over potential ψ on the surface yields the following expression
This equation is nothing else but kinematic boundary condition (2.2) after the conformal map into w plane. Two conditions δS/δx = 0 and δS/δy = 0 result in equations
which are turned into a single equation by excluding the Lagrange multiplier f giving
Equations (A 23) and (A 26) recover the implicit dynamical equations (2.10) and (2.11).
A.4. Zeroth harmonic in implicit dynamical equations (2.10) and (2.11) and conservation of momentum Consider Fourier transformations of the surface elevation y(u, t) and the velocity potential on surface ψ with respect to conformal coordinate u,
(A 27)
Here zeroth harmonics y 0 (t) and ψ 0 (t) are written separately and are given by
One can rewrite equation (A 26) in the following form
A zeroth Fourier harmonic of the right hand side (r.h.s.) of equation (A 29) vanishes because the term in parenthesis is multiplied byĤ which removes any zeroth harmonic and the remaining term is the partial derivative over u. Respectively, the zeroth harmonic of the left hand side (l.h.s.) of equation (A 29) must vanish. Integrating that l.h.s. to obtain the zeroth harmonic, using equation (A 29) and integrating by parts over u one obtains that
where we used a periodicity of ψ and y in u. Thus
ψy u du is the integral of motion.
To find a physical meaning of that integral we note that natural candidates for conserved quantities are the components of the total momentum of fluid along x and y directions. Taking into account that fluid density is one, we obtain x component of momentum P x as an integral of the horizontal velocity inside fluid, which gives
Here we applied Green's theorem to positively oriented contour C shown in Figure 9 . Due to periodicity of functions and decaying boundary condition Φ(x, y, t)| y→−∞ = 0, only integral along the surface is nonzero. Comparison of equations (A 30) and (A 31) shows that consistency of equation (A 29) is ensured by the conservation of the horizontal component P x of the total momentum of the fluid. Applying the Hilbert transformationĤ to equation (A 29) and using the identity (2.28) one obtains that
where q 0 is the zeroth Fourier harmonic of x u ψ t − x t ψ u + yx u . To find q 0 we proceed similar to equations (A 30) and (A 31) to find that
ψx u du is the integral of motion corresponding to the conservation of the vertical component P y of the total momentum of fluid,
Then equations (A 33) and (A 34) imply that q 0 is the integral of motion given by
and representing a conservation of the total mass of fluid. Also according to equation (2.17), we set q 0 = 0 in this paper.
Appendix B. Alpert-Greengard-Hagstrom (AGH) Algorithm and Stokes Wave
In this Appendix we describe an efficient algorithm for Padé approximation of the function on a discrete grid, following original work Alpert et al. (2000) and work by Lau (2004) where more detailed explanation and further development of the algorithm was presented.
Consider 2π-periodic complex-valued function f (u) = z(u) − u − iy 0 defined on a grid with nodes u j ∈ [−π, π]. Values of the function at the grid points are denoted as f j = f (u j ). We look for an approximation of f (u) in the form of a ratio of two polynomials P (u) and Q(u), i.e. the Padé approximation. We briefly describe AGH algorithm in a general way with additional comments for our particular case. As it was mentioned in Section 4, we use the second conformal map ζ = tan(u/2). The introduction of auxiliary variable ζ allows to consider the real line ζ ∈ R as opposed to considering a finite interval u ∈ [−π, π], while the infinity along the imaginary axis is mapped into imaginary unit i and 2π-periodicity in u direction is ensured. Without loss of generality we assume that f (±π) = 0. In this paper, we take f (u) = z(u) − u − iy 0 =z(u) − iy 0 (see equations (4.5) and (4.6) for comparison). Condition f (±π) = 0 allows to consider P and Q such that the degree of polynomials are deg Q = 1 + deg P = N , where the integer N is allowed to vary. We are looking for the convergence of the rational approximation to f ,
in a sense of solving a minimization problem
That minimization problem is challenging because Q in the denominator makes (B 1) nonlinear problem. In the transformed variable ζ the problem (B 1) remains nonlinear and is reduced to
In AGH algorithm, the complexity of nonlinearity is bypassed by solving instead of (B 1), a sequence of linear least-square problems min
We define an inner product
with a weight function w i (u) = 1 |Q (i) (u)| 2 (for ζ-plane the formula for the weight is modified to be w i (ζ) = 1/(|Q (i) (ζ)| 2 (ζ 2 + 1))). Then the previous least squares problem can be rewritten as follows min
where ||g(u)|| 2 i = g, g i is the norm.
As it was shown in Alpert et al. (2000) , the solution of the least squares problem (B 5) is equivalent to the solution of
for n = 1, . . . , 2N , with h n (u) defined as follows u n/2−1 , for n = 2, 4, 6, . . . , 2N,
which are nothing else but
This claim can be proven by variation of mth coefficient of P (u) (for even n = 2m + 2) and Q(u) (for odd n = 2m + 1). We put coefficient at the leading power of Q(u) to be equal to one. Thus we need to find 2N coefficients for two polynomials. We orthogonalize 2N + 1 functions h n (u) using Gramm-Schmidt orthogonalization procedure,
for n = 1, 1 − c 21 f (u), for n = 2, Then we obtain that g 2N +1 = −P (i+1) + f (u)Q (i+1) , (
so P (i+1) and Q (i+1) are computed from recurrence coefficients c nj by splitting into even and odd-numbered parts.
For our purposes of finding the jump at branch cut it is convenient to represent a ratio of P (u) and Q(u) as a sum of simple poles,
In order to do that we compute zeros χ n , n = 1, 2, . . . , N of Q(u) using Newton's iterations. At each step one zero χ n is found by Newton's iterations. After that we remove that zero from Q(u) by division on (u − χ n ) and proceed to the next step for the modified Q etc. After that procedure coefficients γ n are given by the following expression
Derivative Q ′ (u) are obtained from previous recurrence relation for g n (u) by differentiation.
Appendix C. Tables of Stokes Waves
Using the Padé approximation, introduced in Section 4, one can approximate Stokes wave for each value of the scaled height H/λ as a sum of poles z(w) ≃ z pade (u) ≡ w + iy 0 + N n=1 γ n tan(w/2) − iχ n .
(C 1)
Here N is the number of poles in the Padé approximation. Using AGH algorithm (see Appendix B) we found that all poles for all values of H/λ are located on the imaginary axis. We provide Tables 1-4 for four particular cases of Stokes waves with wave heights ranging from H/L ≃ 0.031791 to H/L ≃ 0.141058. Complete library of computed waves can be accessed through the electronic attachments as well as through the web link Dyachenko et al. (2015) . These data of Padé approximation allow to recover the Stokes wave with the relative accuracy of at least 10 −26 (for the vast majority of cases the actual accuracy is higher by several orders of magnitude). First and second columns of both Tables and electronic files represent values of χ n and γ n , respectively. Additionally a third column in electronic files provides the values of ρ n,N , n = 1, 2, . . . , N calculated from data of the first two columns using equations (4.8a), (4.11) and (4.12).
We used three quantities to characterize the accuracy of our numerical Stokes wave solution and its Padé approximation. First quantity is the residue of our numerical solution z(u j ). Third quantity is the amplitude of the highest Fourier harmonics |ẑ kmax | used in FFT.
We balanced these three quantities in our simulation to achieve the most efficient and reliable approximants of Stokes waves. Typically we chose k max large enough such that |ẑ kmax | < M −1/2 10 −26 to ensure that our discretization error is below 10 −26 . Here the factor M −1/2 characterize the accumulation of round-off error in FFTs. A convergence of numerical iterations down to R(y) ≃ 10 −28 was found to be sufficient to achieve the desired accuracy of solution in 10 −26 . After that we used AGH algorithm with N large enough to make sure that err pade is below 10 −26 by several orders of magnitude. The second and third rows in electronic .dat-files provide the additional information extracted from simulations which include the number of points of the numerical grid M = 2k max , the residual R(y), the Stokes wave height y 0 at x = ±π, the amplitude of the highest Fourier harmonics |ẑ kmax |, the Padé error err pade , the scaled Stokes wave height H/λ and the Stokes wave velocity c. Values of H/λ are also encoded in the names of .dat-files. Also the file summary.txt provides a summary of the results from all .datfiles. Table 4 . Data for Padé approximation of the wave with velocity c = 1.0922851405, the steepness H/λ = 0.14105777885488320816492860225696, and y0 = −0.289784811618456872977429611644. Parameters of simulations and Padé approximation are M = 134217728, R(y) ≃ 6.14 × 10 −27 , err pade ≃ 5.43 × 10 −27 , and the smallest Fourier harmonic had value |ẑ kmax | ≃ 3.00 × 10 −31 .
