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ABSTRACT
We present the first study of an Iwasawa-Taniguchi/‘X-ray Baldwin’ effect for
Compton-thick active galactic nuclei (AGN). We report a statistically significant anti-
correlation between the rest-frame equivalent width (EW) of the narrow core of the
neutral Fe Kα fluorescence emission line, ubiquitously observed in the reflection spec-
tra of obscured AGN, and the mid-infrared 12 µm continuum luminosity (taken as
a proxy for the bolometric AGN luminosity). Our sample consists of 72 Compton-
thick AGN selected from pointed and deep-field observations covering a redshift range
of z ∼ 0.0014 − 3.7. We employ a Monte Carlo-based fitting method, which returns a
Spearman’s Rank correlation coefficient of ρ = −0.28±0.12, significant to 98.7% confi-
dence. The best fit found is log(EWFe Kα) ∝ −0.08±0.04 log(L12µm), which is consistent
with multiple studies of the X-ray Baldwin effect for unobscured and mildly obscured
AGN. This is an unexpected result, as the Fe Kα line is conventionally thought to
originate from the same region as the underlying reflection continuum, which together
constitute the reflection spectrum. We discuss the implications this could have if con-
firmed on larger samples, including a systematic underestimation of the line of sight
X-ray obscuring column density and hence the intrinsic luminosities and growth rates
for the most luminous AGN.
Key words: galaxies: active, X-rays: galaxies — galaxies: emission lines — infrared:
galaxies
1 INTRODUCTION
X-ray continuum emission from active galactic nuclei (AGN)
typically takes the form of a broadband powerlaw with a
high-energy cut-off around 300 keV (Ballantyne 2014; Mal-
izia et al. 2014), and originates from Comptonization of
ultraviolet accretion disc photons in a hot X-ray corona
(Haardt & Maraschi 1991, 1993). Line of sight opacity al-
ters this emission via photoelectric absorption and Comp-
? P.G.Boorman@soton.ac.uk
ton scattering. If properly accounted for, this can be used to
predict the intrinsic spectral energy distribution of an AGN
and thus indirectly study the circumnuclear environment of
AGN. Many studies have revealed that the vast majority of
AGN are intrinsically obscured with hydrogen column den-
sities (NH) greater than the Galactic value (Risaliti et al.
1999; Burlon et al. 2011; Ricci et al. 2015, NH & 1022 cm−2).
For NH . 1024 cm−2, the intrinsic power law typically domi-
nates over any other spectral features in the X-ray band. As
the column increases to NH > 1.5 × 1024 cm−2, the obscur-
ing material becomes optically thick in X-rays to Compton
© 2018 The Authors
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scattering, in the Compton-thick regime. Here, the soft X-
ray (E . 10 keV) spectrum is depleted and flattened due
to the interplay of photoelectric absorption and Compton
downscattering. Depending on the orientation, geometry
and column of the Compton-thick obscurer, the hard X-ray
spectrum (E & 10 keV) can either be dominated by the di-
rect intrinsic powerlaw component, absorbed along the line
of sight (transmission-dominated Compton-thick AGN); or
by a Compton-scattered reflection component, from intrin-
sic flux reprocessed by the obscurer into the line of sight
(reflection-dominated Compton-thick AGN).
The geometrical configuration of the X-ray obscuring
and reprocessing medium is typically assumed to be roughly
axissymmetric but anisotropic (Murphy & Yaqoob 2009;
Ikeda et al. 2009; Brightman & Nandra 2011; Balokovic´ et al.
2018). This is analogous to the putative torus in the Unified
Model of AGN (Antonucci 1993; Urry & Padovani 1995; Net-
zer 2015) invoked to explain the infrared and optical emis-
sion observed from different classes of AGN as intrinsically
a single class observed at different orientation angles. The
X-ray obscurer in Compton-thick AGN is what defines the
spectral shape of the reprocessed reflection spectrum, which
typically features two key components (Lightman & White
1988; Reynolds 1999):
(i) A narrow Fe Kα fluorescence emission line arising from
neutral (and hence cold) iron, with a characteristic energy of
6.4 keV in the rest frame of the source. This emission line is
typically the most prominent in the X-ray spectra of AGN,
due to a combination of the fluorescence yield and relative
abundances of the gas located within the torus.
(ii) An underlying (flat) Compton scattered continuum
with a broad ‘Compton hump’ peaking at ∼ 30 keV formed
from the combination of photoelectric absorption at E .
10 keV and Compton downscattering from higher energies.
Modelling the strength and shape of the neutral Fe Kα
fluorescence line together with the Compton hump can yield
the line of sight obscuring column to a source. This requires
an observed X-ray spectrum spanning the Compton hump
at ∼ 30 keV and the soft X-ray emission . 10 keV, to provide
constraints on the continuum and reflection components.
However, many previous X-ray observations of AGN have
typically been restricted to the E . 10 keV energy region
(Suzaku XIS, Chandra, XMM-Newton), completely missing
the Compton hump for local sources. This typically means
that any attempt to fit AGN X-ray spectra in this energy
region with the objective of constraining the line of sight NH
depends heavily on the Fe Kα fluorescence line alone, and
can be uncertain.
Despite being an indicator of high obscuring columns,
the equivalent width (EW) of the narrow core of the neutral
Fe Kα fluorescence line has been observed to anti-correlate
with the underlying intrinsic X-ray continuum luminosity
in samples of transmission-dominated AGN. This effect was
first reported by Iwasawa & Taniguchi (1993) for a sam-
ple of 37 largely unobscured AGN, observed by the Ginga
satellite. The best fit linear relation derived was of the form
log(EWFe Kα) ∝ −0.20±0.03 log(L2−10 keV). This is sometimes
referred to as the ‘X-ray Baldwin’ effect due to the similarity
with the study by Baldwin (1977) on the anti-correlation be-
tween the EW of the C iv 1549 ultraviolet emission line and
AGN continuum. Here we refer to the X-ray Baldwin effect
as the ‘Iwasawa-Taniguchi’ effect.
The Iwasawa-Taniguchi effect has been explored in
further detail for different AGN classes. For example,
Page et al. (2004) reported an Iwasawa-Taniguchi effect of
log(EWFe Kα) ∝ −0.17 ± 0.08 log(L2−10 keV) for a sample of
53 type 1 AGN observed by XMM-Newton, with the slope
being consistent with that of Iwasawa & Taniguchi. How-
ever, Jiang et al. (2006) later reported a much shallower
anti-correlation of log(EWFe Kα) ∝ −0.10 ± 0.05 log(L2−10 keV)
for a sample of 75 radio-quiet AGN observed by XMM-
Newton and Chandra. The authors attribute the reduction
in slope of the anti-correlation to radio-loud contamination
of previous AGN samples, proposing that radio-loud AGN
could have an enhanced continuum contribution from a rel-
ativistic jet. The authors further postulated that short-term
variability of the primary X-ray source could, in part, con-
tribute to the anti-correlation. Despite the shallower gradi-
ent found, two measurements of the same gradient would
be expected to differ by the separation between Iwasawa
& Taniguchi and Jiang et al. ∼ 8% of the time1, and are
thus not strongly inconsistent with each other. Bianchi et al.
(2007) later studied the Iwasawa-Taniguchi effect for a sam-
ple of 157 radio-quiet unobscured type 1 AGN, including
narrow line Seyfert 1s (which share some spectral character-
istics with obscured AGN). In contrast to Jiang et al. (2006),
the authors found a somewhat steeper anti-correlation of
log(EWFe Kα) ∝ −0.17 ± 0.03 log(L2−10 keV), fully consistent
with the original Iwasawa-Taniguchi effect and Page et al.
(2004). Bianchi et al. further suggest an additional strong
anti-correlation between the Fe Kα fluorescence line EW and
Eddington ratio. Indeed, Ricci et al. (2013a) tested the pos-
itive relation between the photon index and Eddington ratio
found for AGN (Lu & Yu 1999; Shemmer et al. 2006; Risaliti
et al. 2009; Brightman et al. 2013; Trakhtenbrot et al. 2017),
even into the Compton-thick regime (Brightman et al. 2016),
finding that this could contribute to the Iwasawa-Taniguchi
effect. This is because a lower Eddington ratio (and thus
photon index, resulting in a flatter spectrum) would lead to
more photons at the energy required to generate iron Kα
fluorescence, giving a larger EW.
Individual source variability has been shown to con-
siderably affect the strength of the anti-correlation, with
Shu et al. (2012) finding a reduction in the observed slope
from log(EWFe Kα) ∝ −0.22 log(L2−10 keV) to log(EWFe Kα) ∝
−0.13 log(L2−10 keV), after accounting for the time-averaged
Fe Kα strength in a sample of 32 AGN with NH . 1023 cm−2,
observed multiple times by the Chandra high-energy grating
(HEG).
The conventional Iwasawa-Taniguchi effect describes
the strength of the Fe Kα line relative to the intrinsic con-
tinuum (readily available for unobscured AGN), but a diffi-
culty is introduced when trying to study the effect for ob-
scured sources, which by definition start to lack a promi-
nent transmitted intrinsic component in the iron line flux,
to measure the EW against. Ricci et al. (2014) report a
significant detection of the Iwasawa-Taniguchi effect for
two separate samples of Seyfert 1s and 2s, consistently of
1 https://ned.ipac.caltech.edu/level5/Sept01/Orear/
frames.html
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log(LFe Kα/L10−50 keV) ∝ −0.11 ± 0.01 log(L10−50 keV). Type 2
Seyferts are typically observed to be obscured in the op-
tical and often X-rays also (e.g., Koss et al. 2017). Thus
the work of Ricci et al. was the first study into the effect
for obscured sources, in which the higher 10 − 50 keV en-
ergy range was used to describe the intrinsic continuum and
Fe Kα EW since photoelectric absorption is minimised for
photons at harder energies. Interestingly, the authors pos-
tulate that the consistency of slopes between Seyfert 1s and
2s could indicate that the physical mechanism responsible
for the Iwasawa-Taniguchi effect is unaffected by orientation
under Unification schemes. For a breakdown of the results
into the Iwasawa-Taniguchi effect from the different works
mentioned above, see Table 1 of Ricci et al. (2013b).
Numerous physical scenarios have been considered to
explain the observed Iwasawa-Taniguchi effect, with one of
the most favoured being an intrinsic luminosity-dependent
covering factor of neutral obscuring gas surrounding the
AGN. This effect was first suggested in Lawrence & Elvis
(1982) & Lawrence (1991), dubbed the ‘receding torus’, and
has been observed in various large AGN samples. This idea
is strengthened by the results from multiple studies report-
ing an increased number density of obscured AGN at lower
X-ray luminosities (Ueda et al. 2011; Lusso et al. 2013; Mer-
loni et al. 2014; Georgakakis et al. 2017). Simulations of
torus reprocessing of X-ray emission have also shown that
the Fe Kα line EW can be dramatically enhanced when the
observer is exposed to less intrinsic flux than the reprocessor
(Krolik et al. 1994), which is physically attained with higher
covering factors of the central engine.
A receding torus model provides a possible explana-
tion for the Iwasawa-Taniguchi effect in which the observed
spectrum contains a dominant unscattered component, as is
the case for transmission-dominated obscured systems. The
prominence of the direct transmitted component would scale
with intrinsic luminosity, resulting in the narrow Fe Kα line
(arising from the reflection component) being diminished by
the brightened intrinsic power law. To illustrate the contri-
bution to the observed flux from the transmitted component
vs. the reflected component from an anisotropic X-ray repro-
cessor, Figure 1 shows the relative contribution to the total
line flux (approximated here to 6 − 7.9 keV) from the trans-
mitted component (blue) and reflected component (red).
This was simulated with the borus02_v170709a (borus022)
model (Balokovic´ et al. 2018), in which the obscurer is spher-
ically distributed with polar cutouts. For each column den-
sity, we plot the average flux ratio for a series of covering
factor/inclination angle combinations, and sources are pre-
dicted to become reflection-dominated in the Fe Kα line for
log NH & 23.6 cm−2.
Recent dedicated studies into specific X-ray-obscured
AGN appear to show a trend of decreased neutral Fe Kα
line EW, with increasing luminosity. Here we highlight three
Compton-thick case studies for comparison; also illustrated
in Figure 2:
1. Local low luminosity Compton-thick Seyferts typically
show prominent lines. One of the strongest observed Fe Kα
line EWs found to date was for IC 3639 (Boorman et al.
2 available at http://www.astro.caltech.edu/~mislavb/
download/index.html
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Figure 1. The contribution to the total observed flux in the
iron line region (approximated to 6 − 7.9 keV) from the direct
transmitted component (blue) and Compton-scattered reflected
component (red). This was simulated using the borus02 X-ray
reprocessor model (Balokovic´ et al. 2018), for a spherically dis-
tributed obscurer with polar cutouts. For each column density,
the average flux ratio for a series of covering factor/inclination
angle combinations is plotted with the confidence region showing
the range between the minimum and maximum found around the
average.
2016); a reflection-dominated Compton-thick AGN with in-
frared bolometric luminosity (in the 8− 1000 µm wavelength
range) of log(L8−1000µm [L]) ∼ 10.9 and EWFe Kα ∼ 3 keV,
relative to the observed underlying reflection continuum.
2. On the other hand, NGC 7674 (Gandhi et al. 2017) is
a heavily Compton-thick Seyfert 2, with a higher infrared
bolometric luminosity of log(L8−1000µm [L]) ∼ 11.6. Yet the
source has an observed EW of the neutral line of EWFe Kα ∼
0.4 keV: the lowest constrained EW of the Fe Kα line detected
for any bona-fide Compton-thick AGN to date.
3. At the highest luminosities, Gilli et al. (2011, 2014,
LESS J033229.4-275619) is the most distant (z ∼ 4.75)
Compton-thick AGN classified to date, with infrared bolo-
metric luminosity log(L8−1000µm [L]) ∼ 12.8. Interestingly,
the neutral Fe Kα fluorescence line is not detected in the
observed X-ray spectrum obtained from the 4 Ms Chandra
Deep Field South observation, yet with a prominent ionised
Hydrogen-like iron line at ∼ 6.9 keV to ∼ 2σ confidence, with
rest-frame EW = 2.8+1.7−1.4 keV. In fact, there is increasing ob-
servational evidence for prominent ionised iron lines in lu-
minous infrared galaxies (LIRGs: log(L8−1000µm [L]) > 11)
(Iwasawa et al. 2009).
We note that although the contribution to the infrared
flux from star formation will increase with bolometric flux,
the AGN contribution also increases. This means a higher
infrared flux should indicate a more intrinsically luminous
AGN. These three case study sources are illustrated in Fig-
ure 2, in which we plot the data/model ratio for each source
after fitting a powerlaw to the observed spectrum. Although
NGC 7674 appears to show a large component to the ob-
served flux around 6 − 6.5 keV, the narrow core of the neu-
MNRAS 000, 1–26 (2018)
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tral Fe Kα line is considerably weaker. The panels have been
binned for clarity.
This paper presents the first study into an Iwasawa-
Taniguchi effect for Compton-thick AGN, with Fe Kα EWs
measured relative to the observed continuum vs. rest-
frame mid-infrared 12 µm luminosity (L12µm; taken as a
proxy for the intrinsic AGN bolometric luminosity). The
cosmology adopted for computing luminosity distances is
H0 = 67.3 km s−1 Mpc−1, ΩΛ = 0.685 and ΩM = 0.315 (Planck
Collaboration 2014)3 The paper is organised as follows: Sec-
tion 2 describes our source selection and the sample used in
our statistical analysis. Section 3 then describes our method
for clarifying candidate Compton-thick AGN, as well as for
determining the L12µm and Fe Kα EW values. We then dis-
cuss our fitting procedure. Section 4 comprises our main
results, followed by the discussion and implications of the ef-
fect if confirmed on future larger Compton-thick AGN sam-
ples, in Section 5. We summarise our findings in Section 6.
2 THE SAMPLE
Our primary goal whilst collating Compton-thick candidates
from the literature was to cover a broad redshift (and hence
luminosity) range. Furthermore, X-ray spectra encompass-
ing the observed frame neutral Fe Kα fluorescence line, seen
at 6.4/(1+ z) keV in the rest-frame, were required. In order to
robustly quantify the EW required a detection of the under-
lying observed continuum, neighbouring the line centroid.
Below we include details of the high and low redshift sub-
samples we include in our work.
2.1 High redshift
For higher redshift (or fainter) sources, Chandra observa-
tions were ideal due to low background and optimal sensi-
tivities in the 0.5−8.0 keV energy range. At high redshift, the
k-corrected Compton hump also shifts to the observed Chan-
dra energy range. A considerable contribution to our sam-
ple thus includes the Brightman et al. (2014) compilation
of Compton-thick AGN candidates collated from archival
deep Chandra surveys. The original sample includes ∼ 100
Compton-thick candidates. A source was only retained for
our study if it met the following criteria:
(i) > 50 total X-ray counts detected in the Chandra en-
ergy band.
(ii) A spectroscopic redshift.
(iii) A line of sight column density of NH ≥ 1.5×1024 cm−2
at 90% confidence, determined by Brightman et al. (2014).
(iv) Infrared detection by the Wide-field Infrared Survey
Explorer (WISE)4 or Spitzer Space Telescope to enable a
reliable L12µm estimate.
3 Redshift-dependent distances are used for consistency across
the full sample. Only a handful of the closest AGN have redshift-
independent distances which scatter around our adopted lumi-
nosity distances.
4 A ‘reliable’ WISE detection corresponds to a detection with
S/N> 5. See http://wise2.ipac.caltech.edu/docs/release/
allsky/expsup/sec5_3.html for further details.
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Figure 2. Three Compton-thick case studies illustrating the
motivation for the studying a Compton-thick Iwasawa-Taniguchi
effect. Panel A: IC 3639 (Boorman et al. 2016): a local Compton-
thick AGN at z = 0.011 with bolometric infrared luminosity,
log(L8−1000 µm [L]) ∼ 10.9, and one of the strongest neutral Fe Kα
lines reported in the literature. Panel B: NGC 7674 (Gandhi et al.
2017): a local Compton-thick AGN, and luminous infrared galaxy
with bolometric infrared luminosity, log(L8−1000 µm [L]) ∼ 11.6.
Contrastingly, this source has the lowest neutral Fe Kα EW re-
ported for local Compton-thick AGN. Furthermore, the spectrum
clearly shows a contribution to the residuals in the ionised en-
ergy region. Panel C: LESS J033229.4-275619 (Gilli et al. 2014):
the highest redshift Compton-thick AGN currently known, with
log(L8−1000 µm [L]) ∼ 12.8. The spectrum plotted is from a 7 Ms
observation of Chandra Deep Field South (CDFS). The neu-
tral emission is not detected, yet a considerable flux contribu-
tion can be seen in the ionised emission line energy region. Each
source was fitted with a redshifted powerlaw in xspec, and the
resulting data/model ratio is shown. For all panels, the nar-
row core of the neutral line is shown with the orange region for
E = 6.35 − 6.45 keV, and the ionised line region is shown in blue
hatch for the E = 6.69−6.98 keV region (to encompass the 6.7 and
6.97 keV ionised lines).
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Of the resulting candidates, a further two were excluded
due to a disagreement with our Compton-thick classification
(COSMOS 0661 & COSMOS 1517: Section 3), leaving a to-
tal of 27 sources from Brightman et al. (2014). An additional
five high redshift sources come from further Compton-thick
studies by Feruglio et al. (2011); Corral et al. (2016, BzK
4892), Georgantopoulos et al. (2013, XMMID 324), Lanzuisi
et al. (2015, XMMID 2608, XMMID 60152) and Hlavacek-
Larrondo et al. (2017, IRAS F15307+3252). In total, 32
sources make up our high redshift subsample of Compton-
thick candidates.
2.2 Low redshift
A major contribution to our low redshift subsample comes
from Ricci et al. (2015). The sample consists of 55 Compton-
thick AGN candidates selected from the Neil Gehrels
Swift/Burst Alert Telescope (BAT) 70-month catalogue, all
within the local Universe (average z = 0.055). Of these 55,
we rejected 19 sources without publicly available NuSTAR
observations. NuSTAR (Harrison et al. 2013) is the first
true hard X-ray imaging instrument in the 3 − 79 keV en-
ergy range, encompassing the full underlying reflection con-
tinuum for low redshift AGN, and thus ideal for studying
Compton-thick candidates. By combining with soft X-ray
observations, many works have constrained the NH values
for numerous obscured, Compton-thick and changing-look
AGN to date (e.g. Are´valo et al. 2014, Circinus Galaxy;
Balokovic´ et al. 2014, NGC 424, NGC 1320, IC 2560; Gandhi
et al. 2014, Mrk 34; Teng et al. 2014, Mrk 231; Annuar et al.
2015, NGC 5643; Bauer et al. 2015, NGC 1068; Ptak et al.
2015, Arp 299; Boorman et al. 2016, IC 3639; Megamaser
sample; Masini et al. 2016b, Mrk 1210; Ricci et al. 2016, IC
751; Ricci et al. 2017, WISE J1036 +0449; Annuar et al.
2017, NGC 1448; Gandhi et al. 2017, NGC 7674), hence our
preference for NuSTAR availability.
An additional three sources from the Ricci et al. (2015)
sample were excluded due to a disagreement with our mid-
infrared diagnostic Compton-thick classification (2MASX
J09235371-3141305; MCG -02-12-017; NGC 6232, Section
3).
The last contribution to our low redshift subsample
comes from the Gandhi et al. (2014) compilation of bona-fide
Compton-thick AGN, updated to include IC 3639 (Boorman
et al. 2016), NGC 1448 (Annuar et al. 2017) and NGC 7674
(Gandhi et al. 2017), whilst excluding changing-look candi-
dates: Mrk 3 (Ricci et al. 2015, find a Compton-thin column
density to 90% confidence), NGC 4102, NGC 49395, NGC
4785 (Gandhi et al. 2015a; Marchesi et al. 2017) and NGC
7582 (Rivers et al. 2015). In total, 40 sources make up our
low redshift subsample of Compton-thick candidates. Full
details of the 72 (low + high redshift) Compton-thick can-
didates in our sample are included in Table 1.
5 Our own analysis of the archival XMM-Newton EPIC/PN spec-
trum as compared to the more recent NuSTAR FPMA & FPMB
spectra strongly indicate a changing-look AGN for these sources.
3 METHOD
3.1 Infrared luminosities
In selecting a suitable proxy for the bolometric luminosity
of each source, we adhered to the following criteria: (1) the
bolometric luminosity could not be derived from the spectral
energy region responsible for the neutral Fe Kα line nor from
the continuum surrounding the line that would be used to
derive an EW, and (2) the proxy should be prominent and
well detected for Compton-thick AGN.
We used the infrared contribution to the broadband
spectra of our AGN sample, which is considered to have
sizeable contributions in this wavelength range due to repro-
cessing of the primary intrinsic AGN emission. Since typical
AGN contributions to composite galaxy spectra dominate at
∼ 6 − 20 µm (Mullaney et al. 2011), we used the rest-frame
12 µm luminosity of each source.
To determine the rest-frame 12 µm luminosity, we
utilised the infrared spectral template of Mullaney et al.
(2011) to interpolate the rest-frame 12 µm flux from
observed-frame flux measurements as close to 12 µm as possi-
ble. For high-quality infrared observations, we use the WISE
and Spitzer Multiband Imaging Photometer (MIPS). WISE
had four imaging channels onboard (W1, W2, W3 & W4)
corresponding to λ = 3.35 µm, 4.60 µm, 11.56 µm, 22.09 µm,
respectively (Wright et al. 2010), whereas Spitzer/MIPS
was capable of imaging in spectral bands centered on λ =
24 µm, 70 µm, 160 µm. For z . 0.84 a robust interpolation
could be made from W3 and W4 observations. However, for
higher redshift sources in which the k-correction shifts the
rest-frame 12 µm luminosity to wavelengths beyond W4 (or
for poorly constrained/faint observations from WISE), we
use Spitzer/MIPS.
For archival WISE observations, we use the AllWISE
Source Catalog6 to get profile-fitted magnitudes and the
NASA Extragalactic Database (NED)7 to search for archival
Spitzer/MIPS observations.
To test how representative the Mullaney et al. (2011)
template was for predicting the 12 µm luminosity for the
AGN in our sample with L2− 10 keV < 1042 erg s−1 or
L2− 10 keV > 1044 erg s−1, we compared the interpolated lumi-
nosities with those predicted from the type 2 AGN template
from Polletta et al. (2007), which were derived over a wider
range of luminosities. On average, the offset between the
interpolated luminosities from the two templates was only
∼ 0.06 dex.
3.2 Compton-thick confirmation of sample
Strong correlations between mid-infrared and intrinsic X-
ray emission have been found with ground-based high an-
gular resolution observations of AGN, around 12 µm (Horst
et al. 2008; Levenson et al. 2009; Gandhi et al. 2009; As-
mus et al. 2015). A similar correlation has been found as a
function of large aperture 6 µm luminosity, with akin results
(Lutz et al. 2004; Mateos et al. 2015; Stern 2015; Chen et al.
2017), and at 5.8 µm (Lanzuisi et al. 2009). The 12 µm lumi-
nosity correlation has been used with considerable success
6 http://irsa.ipac.caltech.edu/cgi-bin/Gator/nph-dd
7 http://ned.ipac.caltech.edu
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for identifying candidate Compton-thick AGN. Correcting
X-ray absorption in Compton-thick sources acts to increase
the observed X-ray luminosity to values consistent with the
relation. We refer the reader to Boorman et al. (2016) for
the effects of absorption correction on X-ray luminosities
relative to their observed mid-infrared luminosities for the
Gandhi et al. (2014) compilation of bona fide Compton-thick
AGN. Here we use the study of the X-ray vs. 12 µm correla-
tion reported in Asmus et al. (2015) to classify our sample
as candidate Compton-thick.
The rest-frame observed (i.e. absorbed) 2−10 keV lumi-
nosity was computed from a fit to the available X-ray spec-
tra within xspec (for objects without a reported observed
X-ray flux), and plotted against the rest-frame 12 µm lumi-
nosity, interpolated from the Mullaney et al. (2011) AGN
spectral template. These observed fluxes are plotted in Fig-
ure 3 (grey points), with a 30% and 15% uncertainty on the
X-ray and 12 µm luminosities, respectively. The original cor-
relation found by Asmus et al. (2015) is shown with a solid
(green) line for clarity, together with the 1-σ scatter. On
average, the sample displays a mean ratio of observed X-
ray to mid-infrared flux of −2.0 ± 0.7 dex, and this is shown
over plotted with a dashed (grey) line and shading. An aver-
age deviation of greater than two orders of magnitude from
the relation is indicative of Compton-thick levels of obscu-
ration found in previous works. However, from this relation,
2MASX J09235371-3141305, MCG -02-12-017, NGC 6232,
COSMOS 0661 and COSMOS 1517 displayed mid-infrared
fluxes that agreed with the observed X-ray flux within the
uncertainties found by Asmus et al. (2015). This could sug-
gest that the observed X-ray flux has a major contribution
from the transmitted component, i.e. is only partially ob-
scured and thus were excluded from our Compton-thick sam-
ple.
3.2.1 Star Formation Contamination of L12µm
To test for infrared star formation contamination, we first
used the 12 µm observations from Asmus et al. (2014). This
work minimised star-formation contamination in measuring
mid-infrared fluxes of local sources by using high-angular
resolution (. 0.′′4) imaging with ground-based 8 m class
telescopes. Such contamination would not be excluded from
WISE -based measurements, that were used in our sample for
these sources, due to the larger angular resolution (FWHM)
of 6.′′1, 6.′′4, 6.′′5 and 12.′′0 for W1, W2, W3 and W4, respec-
tively. 16 of our sample of 72 sources have measured fluxes in
Asmus et al. (2014). The average X-ray to mid-infrared flux
ratio for these 16 sources was consistent with the equivalent
ratio for the full sample. To fully account for this in the re-
mainder of our sample without high angular resolution mea-
surements, we conservatively use the average change in flux
between WISE and Asmus et al. (0.29 dex) added in quadra-
ture to the original 15% uncertainty assigned to the template
interpolated flux as the lower error bar for all sources lacking
a mid-infrared observation from Asmus et al. (2014), giving
0.30 dex. For the 16 sources with measured fluxes from As-
mus et al., we use the quoted rest-frame 12 µm luminosities
and uncertainties therein.
3.3 Rest-frame Fe Kα line EWs
Due to the complexity associated with NGC 1068 (Bauer
et al. 2015), NGC 4945 (Puccetti et al. 2014) and the Circi-
nus Galaxy (Are´valo et al. 2014), our simplified phenomeno-
logical model could not provide a reasonable description of
the data for these sources. For this reason, we use the EWs
quoted in Ricci et al. (2015), converted to the rest-frame
for the corresponding sources. Additionally, we did not have
access to the spectral files for 4 high-redshift sources. The
source of the EWs we use for our analysis are included in
Table 1, column (12). In total, we computed the rest-frame
neutral Fe Kα fluorescence line EW for 65/72 sources, as
follows:
(i) Any counts with E < 3 keV in the source rest-frame
were ignored for Chandra (or E < 4 keV for NuSTAR) ob-
servations, in order to remove as much soft X-ray contam-
ination from non-primary AGN sources as possible. Such
sources include intrinsic AGN emission scattered into the
line of sight, a relativistic jet, X-ray binaries present in
the host or photoionised gas. Furthermore, all counts above
7 keV in the observed frame were excluded to account for the
instrument-based sensitivities of Chandra. The correspond-
ing upper limit for NuSTAR was ∼ 14–15 keV in the observed
frame, optimising the measurement of the continuum over
the most sensitive NuSTAR energy range.
(ii) In the low counts regime, we used Cash-statistics
(Cash 1979, C-stat) during fitting. Spectra were either
grouped to allow a minimum number of counts, or a min-
imum signal-to-noise (S/N) ratio per bin, while retaining
enough spectral resolution for the Fe Kα line. We gener-
ally favoured fitting with C-stat unless sources had enough
counts or high enough S/N to warrant the use of χ2 statis-
tics on a correspondingly S/N-binned spectrum. We experi-
mented with different binning strategies within the sources
fitted with C-stat, and found consistent outcomes.
(iii) Next we fitted each spectrum with a simplified phe-
nomenological model consisting of photoelectric absorption
acting on a composite power law plus a narrow Gaussian of
FWHM ≈ 2 eV (σ = 1 eV), modelling the observed contin-
uum plus the narrow core of the Fe Kα fluorescence line. This
model was used only to constrain the shape of the observed
spectrum, and the EW of the Fe Kα line. If a given source
had an observed excess of emission in the softer energy band
(E . 4 keV) an apec component was additionally included in
the model to account for this. In xspec, this baseline model
takes the form:
model = gal phabs × (apec +
zphabs × (zpowerlaw[Γ=1.4] +
zgauss[EL = 6.4 keV])) (1)
gal phabs refers to an additional minor contribution to
the absorption from the Galaxy. Items in square brackets
refer to fixed parameters. Although many studies suggest
the intrinsic power law of AGN have average photon in-
dices of ∼ 1.9, we fit the spectra with a flatter (lower) pho-
ton index of 1.4, as this is closer to the value found for
the flat (< 10 keV) reflection spectra typically observed for
Compton-thick AGN, and we required our model to provide
a reasonable fit to the observed spectrum.
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Figure 3. Predicted rest-frame 12µm source luminosity (interpolated from the Mullaney et al. (2011) infrared AGN spectral template)
vs. the rest-frame observed 2 − 10 keV luminosity of our sample of Compton-thick AGN. The solid (green) line is the best fit correlation
from Asmus et al. (2015), together with the 1-σ scatter in light green shading. All sources were assigned a 30% and 15% uncertainty
to the X-ray and 12µm luminosities, respectively. The sample shows diminished X-ray emission relative to 12µm emission by a factor of
greater than 2 orders of magnitude on average, indicative of Compton-thick obscuration. The average observed correlation is shown with
a grey dotted line and shaded standard deviation. Labels refer to the ID column in Table 1.
(iv) We then computed two-dimensional confidence con-
tours over the zpowerlaw and zgaussian model compo-
nent normalisations (whilst leaving NH and, if required to
describe the soft region of the observed spectrum, the apec
normalisation, free).
(v) These contours were translated to confidence on the
Fe Kα EW, and plotted as a function of the statistical test
difference from the best fit acquired (chi-squared or Cash-
statistics depending on the source). This enables us to deter-
mine the minimum, and hence presumed best fit rest-frame
EW, together with the 1-σ uncertainty. Irrespective of us-
ing chi-squared or Cash-statistic, we use a delta statistic of
+2.30 to represent the 1-σ (68%) confidence level for two
interesting parameters8.
(vi) For sources in which the normalisation of the Fe Kα
line could not be constrained in the fit, we use the limit
derived by xspec on this parameter to calculate an upper
bound on the EW. For any sources that yielded an unphysi-
cal EW > 5 keV, we set the limit to this value. This is appli-
cable to 3 sources: CDFS 443, CDFS 454 & COSMOS 2180,
with EW. 12 keV, EW. 48 keV and EW. 11 keV, respec-
tively. We defer the reader to the Appendix for the grouped
spectrum used for each source.
8 https://heasarc.gsfc.nasa.gov/xanadu/xspec/manual/
XSappendixStatistics.html
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3.4 Fitting procedure
Our final sample consists of 72 sources, including 18 upper
limits on the EW. All sources without quoted luminosities
in Asmus et al. (2014) were assigned the same lower un-
certainty of 0.3 dex on 12 µm luminosity specified in Section
3.2. We then fitted a linear regression to the EW vs. rest-
frame 12 µm luminosity. To account for all the uncertainties
present in our sample whilst determining a fit, our fitting
procedure was as follows9:
(i) The dataset was bootstrapped by randomly sampling
data points from the original whilst allowing repeats. The
new dataset was the same size as the parent sample.
(ii) Each point in the bootstrapped dataset was randomly
resampled depending on the uncertainty of each point, as
follows:
(a) Non-detections/upper limits: new points were ran-
domly drawn from a uniform distribution in the interval
[log 100 eV, log limit [eV]],
(b) Detections: A new value was generated from a
Gaussian distribution with standard deviation given by
the 1-σ error being considered for that point.
To avoid strongly unphysical values from biasing the simula-
tions, we truncated the randomised EWs to between 100 eV
and 5 keV.
(iii) A linear least-squares regression was carried out
on the Monte Carlo simulated dataset using the
scipy.linregress Python package. The Spearman’s Rank
Correlation Coefficient (ρ) was then found using the
scipy.spearmanr package for each fit.
(iv) Steps (i) – (iii) were repeated in order to obtain a dis-
tribution of gradients, y-intercepts and ρ values for the orig-
inal dataset.
4 RESULTS
Table 1 includes details of each source used in our final sam-
ple, and the Appendix contains the best fit spectrum and
EW contour for each source used, as well as the sources ruled
out in our analysis. After carrying out 20,000 iterations, we
obtain a best fit linear regression to the data of:
log(EWFe Kα/keV) =
−(0.08 ± 0.04) log(L12µm/1044 erg s−1) + 2.87 ± 0.05
(2)
Figure 4 shows all rest-frame 12 µm luminosities vs. rest-
frame neutral Fe Kα fluorescence line EWs. Blue arrows rep-
resent upper limits. As a comparison to previous studies into
the Iwasawa-Taniguchi effect, we further include the gradi-
ents of previous works: Iwasawa & Taniguchi (1993), Page
et al. (2004), Bianchi et al. (2007) and Ricci et al. (2014),
normalised to the same y-intercept at 1044 erg s−1. We make
this normalisation since the EWs we report for our sample
are measured relative to the observed spectrum, which for
Compton-thick obscuration is drastically different to the ob-
served spectrum for unobscured AGN, not to mention our
9 Similar in method to Bianchi et al. (2007)
proxy for the bolometric luminosity is different to that pre-
viously used by other studies.
To test the significance of the fit, we computed the
Spearman’s Rank Correlation Coefficient (ρ) of the corre-
lation for our sample, excluding upper limits. Upper limits
were excluded since ρ tests the strength of a monotonic re-
lationship between variables, which can be dramatically ef-
fected by the large range of values/orders of variables attain-
able with the inclusion of limits in our Monte-Carlo based
fitting method. This left 54 sources, and gave a value of
ρ = −0.28 ± 0.12. Figure 5 shows the corresponding distri-
bution in ρ found, indicating a negative correlation to 98.7%
confidence.
Our best fit gradient is fully consistent with Ricci et al.
(2014) within 1-σ errors, who attempted to take into ac-
count time-averaging of the spectra for determining EWs -
see Section 5 for further discussion on this result. The gra-
dient found here is also flatter than the Bianchi et al. (2007)
best fit gradient, but consistent within 90% confidence. We
include the distributions of our best linear fit gradients and
y-intercepts in Figures 6a and 6b, respectively for the 20,000
iterations (including upper limits).
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Figure 4. Plot of L12 µm vs. (rest-frame) neutral Fe Kα fluorescence line EWs. Blue arrows represent upper limits. As a comparison
to previous studies into the Iwasawa-Taniguchi effect, we further include the gradients of previous works Iwasawa & Taniguchi (1993,
I & T (1993)), Page et al. (2004, Page+ (2004)), Bianchi et al. (2007, Bianchi+ (2007)) and Ricci et al. (2014, Ricci+ (2014)). These
correlations have all been renormalised to match our best fit y-intercept at 1044 erg s−1 for comparison, since we are using the 12µm
luminosity, which is different from the intrinsic luminosity proxies used by other Iwasawa-Taniguchi effect studies. The blue shaded
region represents the standard deviation from the mean of our best fit, with lighter shading corresponding to incrementally lower
numbers of standard deviation.
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5 DISCUSSION
Our results indicate the presence of an Iwasawa-Taniguchi
effect for Compton-thick AGN. This is surprising, since the
majority of our sample is presumed to have a noticeable
flux contribution from the reflected component in the ∼6 –
7.9 keV energy region (e.g. Figure 1 - we will address this
further in Section 5.2.1), and the Fe Kα EW is not expected
to vary relative to the underlying Compton-scattered reflec-
tion continuum. Here we discuss the significance of our re-
sult, as well as possible physical interpretations if confirmed
on larger samples.
5.1 Significance of result
As a comparison to previous works, Table 2 includes the
anti-correlation significance metric quoted for the studies
into the Iwasawa-Taniguchi effect that we include in Figure
4, as well as the obscuration type of the sources included in
the corresponding samples.
5.1.1 AGN dominance
In addition to estimating the effect of star formation con-
tamination using high angular resolution observations (see
Section 3.2.1), we sought to test the AGN dominance of our
interpolated infrared luminosities. We use the colour criteria
of Stern et al. (2012), Mateos et al. (2012) and Lacy et al.
(2007) for observed flux densities (used to renormalise the
Mullaney et al. 2011 AGN template and interpolate a rest-
frame 12µm flux) from WISE and Spitzer, respectively. How-
ever, Stern et al. (2012) do note that the efficiency of such
mid-infrared colour selections of AGN increases strongly
with X-ray luminosity. As such, lower luminosity sources,
e.g. with L2− 10 keV . 1043 erg s−1, in our sample may not dis-
play AGN-like mid-infrared colours, and thus lie outside the
wedge and cut thresholds. Alternatively, the sources lying
outside the selection criteria may not be intrinsically weak -
for example, Gandhi et al. (2015a) notes that bluer W1−W2
colours could arise from strong host star formation contam-
ination or anisotropic/weak reprocessed torus emission. As
such, sources satisfying any one of these three colour thresh-
olds are most likely to not display star formation contamina-
tion, and be AGN-dominated in the mid-infrared. The flux
densities are plotted in Figure 7. In total, 38/72 sources sat-
isfy either Stern et al. (2012) and Mateos et al. (2012) com-
bined (for WISE-based observations) or Lacy et al. (2007)
(for Spitzer -based observations). This potentially indicates
some form of star formation contamination (or another form
of contaminant) present in the sources that do not satisfy
these criteria. However, running a fit to only the 38 predicted
AGN-dominated sources in our sample results in a gradient
of m = −0.04±0.06 between EW and L12µm, fully consistent
with the main fit presented in Section 4, albeit with larger
uncertainty.
As a further test of contamination in our sample, we
carried out a fit only to sources displaying a deficit in ob-
served X-ray to 12 µm luminosity of greater than two orders
of magnitude (see Figure 3). This again returned a consistent
result with our main fit of m = −0.08 ± 0.05 for 36 sources.
These tests suggest that any star formation contamination
does not dominate the trend that we observe.
5.1.2 Binning
Lastly, we carried out a fit to the sample binned by 12 µm
luminosity. A maximum binning of 9 sources optimised total
number of bins together with sources per bin. We approx-
imated all upper limits as the average between the limit
and log 100 eV, then assigned a 1-σ error to the new point
that encompassed log 100 eV to the limit. The corresponding
binned EW error for each bin was then given by:
σEW =
√∑
δEW2
N
(3)
Here N refers to the number of sources in each bin. The
best fit gradient we get to the binned data is log(EWFe Kα) ∝
−0.06+0.05−0.08 log(L12µm), and is plotted in Figure 8 with a red
solid line and one standard deviation shading. The best
fit to the original sample is shown with a dashed (black)
line, which is fully consistent with the binned gradient. The
binned data has been renormalised to have the same y-
intercept as the original result for easier visual comparison
of gradients. The background grey points show the original
data.
5.2 Physical interpretation
5.2.1 Covering factor dependence
The EW of the Fe Kα line measured solely relative to the
reprocessed continuum is very rarely < 1 keV (see Figure
8 of Murphy & Yaqoob 2009). One way to achieve an ob-
served EW significantly less than 1 keV is via leaked intrin-
sic AGN emission contributing some flux to the observed
spectrum in the iron line region. An example of this would
be in transmission-dominated Compton-thick AGN, or a
‘clumpy’ torus. Typical X-ray spectral model predictions
(see Figure 1) for AGN show that for column densities,
NH & 1.5×1024 cm−2, the observed reflected flux is & 10 times
more than the transmitted flux. Below this column density,
a borderline Compton-thin/thick AGN could have a reason-
able contribution in flux from the transmitted component,
and hence a variable continuum with intrinsic luminosity.
One way to obtain less reflected flux with increasing col-
umn would be a decreased covering factor, which has been
dubbed the ‘receding torus’, and was suggested to explain
the Iwasawa-Taniguchi effect for unobscured and mildly ob-
scured sources previously (e.g. Page et al. 2004; Ricci et al.
2013b, see Section 1 of this paper). However, Lawrence &
Elvis (2010) discuss that the apparent decrease of obscured
AGN fraction with bolometric luminosity is much less signif-
icant in IR/radio samples than with X-ray samples, suggest-
ing that the receding torus model may not exist in nature.
In Figure 9, we show a colour map of simulated EWs
predicted from the borus02 model for an ∼ edge on (84◦)
viewing angle, with varying column densities and covering
factors. All spectra were simulated using fakeit from within
xspec with the NuSTAR simulation files provided by the
NuSTAR team10, and then the resulting spectrum was re-fit
in the 6 – 7 keV energy region by a powerlaw+Gaussian
model. The EW of a narrow (FWHM∼ 2 eV) Gaussian was
10 https://www.nustar.caltech.edu/page/response_files
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Reference Metric Value No. of sources Obscuration class
(1) (2) (3) (4) (5)
This work Prob. 98.7% 54 Compton-thick
Ricci et al. 2014 Prob. 99% 47 Seyfert 2
Bianchi et al. 2007 Prob. 99.6% 157 Unobscured
Jiang et al. 2006 ρ -0.47 101 Unobscured
Page et al. 2004 Prob. > 99.98% 53 Unobscured
Iwasawa & Taniguchi 1993 Corr. coeff. > 0.8 37 Unobscured
Table 2. Summary of the anti-correlation probability significances found for the studies into the Iwasawa-Taniguchi effect included
in Figure 4. The table lists the (1) study reference, (2) the correlation metric used to quantify the significance of the resulting anti-
correlation: ‘Prob.’ - probability of an anti-correlation; ‘ρ’ - Spearman’s Rank correlation coefficient; ‘Corr. coeff.’ - correlation coefficient,
(3) the value of the correlation metric found by the work, (4) the number of objects in each sample, and (5) the obscuration classes of
the sources included in the corresponding work.
then derived at fixed line centroid (EL = 6.4 keV, using the
eqwidth command in xspec. We also overplot the limiting
contour at which all EWs are > 1 keV, which we take as a
proxy for reflection-dominance. Interestingly, for lower cov-
ering factors (higher opening angles), the column density
can be high (log NH > 24.3 in some cases), and still fea-
ture a spectrum with presumably leaked transmitted emis-
sion. Since our original NH selection was log NH > 24.18
(NH > 1.5×1024cm−2) to 90% confidence from literature val-
ues, from this plot we cannot rule out that the higher lumi-
nosity sources (with assumed lower covering factors) would
feature some sort of leaked transmitted flux contributing to
the continuum around 6.4 keV and decreasing observed neu-
tral Fe Kα EW. Furthermore, if the luminosity-dependent
covering factor explanation is correct, then we are currently
lacking such reflection-dominated Compton-thick AGN at
high luminosities since the Fe Kα EW is predicted to always
be greater than 1 keV for NH & 1.5 × 1024 cm−2.
As an additional test, we selected sources with litera-
ture best fit lower 90% uncertainty on the column density to
be NH > 1.5×1024 cm−2. This returned 14 sources, with only
two sources at higher redshift (COSMOS 0363; z = 2.704
and BzK 4892; z = 2.578). Although the corresponding best
fit to this sample returns a gradient of m = −0.10+0.07−0.08, which
is entirely consistent with the result for the full sample, we
lack enough robustly reflection-dominated sources at higher
redshifts to draw precise conclusions for a transmitted com-
ponent altering the narrow Fe Kα line.
An alternative way to detect a considerable contribution
from the transmitted component in Compton-thick AGN
would be via changing-look AGN variability. In this scenario,
the Compton-thick obscurer is clumpy, enabling clouds of
differing column to traverse the line of sight, potentially re-
sulting in leaked intrinsic emission. Such extreme eclipsing
events from Compton-thin to Compton-thick levels of obscu-
ration have been observed previously (Risaliti et al. 2007),
but are rare. As such, this is unlikely to be responsible for
the diminished Fe Kα lines observed in all higher luminosity
sources of the sample where we see the greatest decrease in
EW, but may play a non-negligible role.
5.2.2 Ionisation
Finally, we consider the effects of ionisation on Compton-
thick X-ray spectra. As mentioned in Section 1, many ob-
scured candidate AGN not only show diminished neutral Fe
Kα line EWs, but also increased ionised Fe Kα EWs with
intrinsic luminosity (Iwasawa et al. 2009). Indeed, a cor-
relation between spectral slope (a proxy for the accretion
efficiency of AGN) with the Fe Kα line energy was found
by Dewangan (2002). From Figure 4, one would expect this
effect to be most prevalent for intrinsically bright (i.e. high
Lbol and/or high Eddington ratio) systems, which may be
more intrinsically UV-luminous relative to X-rays.
To robustly test this would require an ionised toroidal
X-ray reprocessing model, which is currently unavailable.
For this reason, we use the xillver (Garc´ıa et al. 2013)
disc reflection model, which calculates a spectrum from the
accretion disc surrounding AGN including reflection and also
ionised emission lines. Figure 10 illustrates the approximate
EWs of the ionised 6.70 and 6.97 keV iron emission lines and
neutral Fe Kα line as a function of ionisation parameter. This
is defined as ξ = 4 pi Fx/ne (Garc´ıa et al. 2013), where Fx is
the net flux in the 1 – 1000 Ry energy region, and ne is the
electron number density. From Figure 10, one can infer that
the dominance of ionised lines increases with respect to the
neutral ones for high values of ξ. Thus, ionisation could be
a potential explanation for our results.
5.2.3 Other possibilities
Another possibility for a depleted neutral iron line in a
Compton-thick candidate AGN would be dilution of the re-
flection spectrum by scattered primary emission from the
AGN that is reprocessed by a diffuse ionised ‘mirror’ in a line
of sight direction of lower column density. Such a component
would scale with intrinsic luminosity and thus contribute to
the Iwasawa-Taniguchi effect. In fact, a considerable scat-
tered fraction of intrinsic emission was found to explain the
observed X-ray spectrum of the local Compton-thick AGN
NGC 7674 by Gandhi et al. (2017). The authors find a frac-
tion of ∼ 2 − 10% to 90% confidence could explain the low
MNRAS 000, 1–26 (2018)
16 P. G. Boorman et al.
2 3 4 5
W2 − W3 /mag
0.0
0.5
1.0
1.5
2.0
W
1
−
W
2
/
m
ag
Stern et al. (2012) Mateos et al. (2012)
14
8
33
40
45
52
23
10
7
4
13
18
35
21
63
29
19
28
26 4346
32
2
27
42
9
34
11
5
51
30
16
22
49
17
3
12
24
1
50
71
41
42
43
44
45
46
lo
g
L
12
µ
m
/
er
g
s−
1
−0.4 −0.2 0.0 0.2 0.4
logF5.0µm/F3.6µm
−0.4
−0.2
0.0
0.2
0.4
0.6
0.8
1.0
lo
g
F
8.
0
µ
m
/F
4.
5
µ
m
Lacy et al. (2007)
48
54
57
41
36
25
47
55
31
20
6
38
70
39
44
60
37
15
59
58
53
64
65
66
61
62
68
69
72
7
56
41
42
43
44
45
46
lo
g
L
12
µ
m
/
er
g
s−
1
Figure 7. Colour selection criteria for WISE (top panel) and Spitzer (bottom panel) flux densities. The WISE thresholds are from
Stern et al. (2012) and Mateos et al. (2012), and the Spitzer colour wedge is from Lacy et al. (2007). In total, 38/72 sources lie outside
these criteria, but after testing the possible effects of star formation on these sources, we still require a significant anti-correlation to fit
the data - see Section 3.2.1 for details.
observed EW of the neutral Fe Kα line from this Compton-
thick source.
A second tentative explanation for an obscured
Iwasawa-Taniguchi effect comes from dual AGN candidate
systems, in which a spatially unresolved, less-obscured AGN
is present in combination with a heavily obscured source. Su-
permassive black hole evolution simulations (from, e.g. Hop-
kins et al. 2008) predict luminous quasars to originate from
gas-rich mergers. Immediately post-merger, these sources
are predicted to be deeply embedded in the large dust and
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gas reservoirs that are rapidly being accreted, which ab-
sorb optical to X-ray emission and reprocess this at in-
frared wavelengths. Depending on the spatial separation of
the merging supermassive black holes, the extracted X-ray
spectrum could actually be the combined contribution from
two components of differing obscuration levels. Koss et al.
(2016) used NuSTAR to spatially resolve the emission from
the dual AGN in NGC 6921. The authors found the two
AGN components to be Compton-thick, but were able to
separately study each independently in the > 10 keV wave-
band. If one component of a dual AGN were less obscured,
but contributed a considerable proportion of the total flux
contribution, this could result in a diminished Fe Kα com-
plex in some post-merger candidates such as hyperluminous
(L8− 1000µm > 1013 L) infrared galaxies, Dust Obscured
Galaxies (Dey et al. 2008, DOGs) and Hot DOGs (Wu et al.
2012). For example, recent works have postulated the pres-
ence of dual AGN in NGC 7674 (Kharb et al. 2017) and Mrk
273 (Iwasawa et al. 2017). Furthermore, Vito et al. (2018)
recently studied the X-ray emission from 20 Hot DOGs, and
found typical predicted X-ray line of sight column densities
of NH ∼ 1 − 1.5 × 1024 cm−2. This is illustrated in Figure
11, in which we plot the composite spectrum in black (solid
line), formed by combining the spectrum from a reflection-
dominated AGN (log NH/cm−2 = 24.5; red dashed line) and
an unobscured AGN (log NH/cm−2 = 22; blue dot-dashed
line). Higher angular resolution X-ray instruments would be
required to separate the two components and stringently test
this hypothesis. We further note that both a strong scattered
component as well as dual AGN would struggle to explain
the observed prominence of ionised iron emission lines often
observed in the X-ray spectra of infrared-luminous systems
(Teng et al. 2014; Gilli et al. 2014; Farrah et al. 2016).
A final possibility arises from the effects of dust grains
on X-ray photons. Typical X-ray reprocessing spectral mod-
els consist of ray-tracing through a dust-free gas, but not
all consider the possible effects that dust grains have on the
observed X-ray spectrum in detail. In fact, Draine (2003)
has shown that ∼ 90% of the incident power at energy
E = 6.4 keV on dust grains scatter with angle, θs < 0.05◦,
relative to the incident photon direction. Gohil & Ballantyne
(2015) further found that such a large anisotropic emission
associated with dust grains, as opposed to the isotropic emis-
sion of hot gas typically invoked in X-ray reprocessing torus
models could enhance the Fe Kα line EW relative to the
underlying reflection continuum by up to factors of ∼ 8 for
Compton-thick gas. More luminous AGN would be expected
to have a larger dust sublimation radius, and thus have an
altered Fe Kα EW relative to the less luminous sources, pre-
sumably with smaller dust sublimation radii. Such a scenario
effectively decouples the Fe Kα line from the underlying re-
flection continuum, and there is already tentative evidence
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suggesting that these two components may arise from physi-
cally separate regions within the torus dust sublimation zone
(Gandhi et al. 2015b).
5.3 Implications
5.3.1 Redshift Evolution of Compton-thick AGN
As stated earlier, multiple works predict the obscured frac-
tion of AGN to decrease with increasing luminosity and/or
Eddington fraction (Ueda et al. 2011; Merloni et al. 2014;
Georgakakis et al. 2017). In addition, since the number of
luminous AGN is predicted to increase with redshift, this
would imply a redshift evolution of obscuration amongst
AGN. However, the anti-correlation we report could lead
to a correction to X-ray inferred column densities, that were
derived based on fitting an observed iron line. From Fig-
ure 4, this correction factor would be largest for the most
luminous sources. Depending on the relative contributions
at different luminosities, this could then alter the obscured
fraction dependence with luminosity. Some evidence has in-
dicated a weak or no evolution of the obscured AGN frac-
tion. For example, Vito et al. (2014) studied a sample of
141 X-ray selected AGN at 3 < z ≤ 5 and found no evi-
dence for an anti-correlation between obscured fraction and
luminosity, despite suggesting that this may be due to the
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The EWs were calculated by integrating the flux in the contin-
uum between 5.9 – 7.2 keV, subtracted from the flux in the lines
(integrated ± 0.05 keV of each predicted line centroid), and then
divided by the interpolated continuum at the line centroid. The
spectra were simulated using the xillver spectral model, assum-
ing an inclination of 18.2◦ (∼ face-on, i.e. maximum reflection).
non-detection of the lower luminosity obscured sources at
higher redshift. In contrast, Mateos et al. (2017) only found
a weak luminosity dependence of the type 2 AGN fraction
for covering factors derived from infrared clumpy torus mod-
elling for z ≤ 1, and Buchner et al. (2015) further found a
constant Compton-thick fraction with redshift or accretion
luminosity for a sample of ∼ 2000 AGN.
To test if our result is biased by redshift, we further
separated our sample into two redshift bins, below and above
the median redshift of 0.038. Figure 12 shows the redshift
distribution of our sample with the median redshift shown
with an orange (vertical) line. Carrying out a fit to either
redshift bin independently yielded consistent gradients of
m = −0.19+0.06−0.07 and m = −0.04 ± 0.08, for the low and high
redshift bins respectively, albeit with large scatter.
5.3.2 The Growth Rate of AGN
Current X-ray reprocessing torus models do not account for
the possible effects of dust grains, and/or reflector ionisation
on the observed reflection spectrum. To zeroth order, such a
model could interpret a less prominent neutral Fe Kα line as
evidence for a lower obscuring column than the true value
for intrinsically bright, heavily obscured objects if our re-
sults are confirmed using larger sample studies. In the most
extreme case, a Compton-thick system could be predicted
to be only mildly obscured. From Figure 3, this would mean
underpredicting the intrinsic X-ray luminosity, and hence
the growth rate of such systems, potentially by factors of
around two orders of magnitude.
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5.4 The Future
Clearly one of the major sources of uncertainty in the rela-
tion we report here is on the EW of the Fe Kα line. However,
many future X-ray missions can improve on this uncertainty,
such as the X-ray Astronomy Recovery Mission (XARM)11,
or Athena (Nandra et al. 2013). XARM will enable high
spectral resolution studies of the iron line (e.g. Hitomi Col-
laboration et al. 2017) and be able to test the ionisation sce-
nario directly. Additionally, Athena will probe high redshift
Compton-thick AGN sensitively. Figure 13 shows the possi-
bilities with the Athena Wide Field Imager (WFI), with a
20 ks simulated spectrum shown in purple together with the
original 4 Ms Chandra Deep Field South observed spectrum
for CDFS 384 from our sample, shown in black. Clearly the
signal to noise is dramatically enhanced at the Fe Kα (rest-
frame 6.4 keV) line as well as the neighbouring continuum,
enabling a huge improvement on the calculated EW contour
in the lower panel of the figure. The simulated spectrum was
calculated from the original best fit model to the observed
Chandra spectrum. What this figure clearly shows, however,
is that the confidence range on the EW of such obscured ob-
jects will be powerfully improved with the advent of such
high-sensitivity instruments in the future.
6 SUMMARY
Here we have carried out the first study into the Iwasawa-
Taniguchi effect for Compton-thick AGN. Our key findings
are enumerated below:
(i) We select from the literature a sample of 72 Compton-
thick candidate AGN, covering a redshift range of z ∼
0.0014 − 3.7. The candidates were confirmed via an offset
between predicted intrinsic and observed X-ray luminosity,
given the rest-frame 12 µm luminosity interpolated from the
Mullaney et al. (2011) AGN infrared spectral template.
(ii) We find an anti-correlation between the rest-frame
equivalent width of the narrow core of the neutral Fe Kα
fluorescence emission line and the mid-infrared 12 µm con-
tinuum luminosity, which we use as a proxy for the bolomet-
ric AGN luminosity. From the Spearman’s Rank, we find the
anti-correlation to be significant to 98.7% confidence.
(iii) We discuss four possible interpretations of such an
anti-correlation:
(a) A luminosity-dependent covering factor (Section
5.2.1).
(b) Luminosity-dependent ionisation state of the cir-
cumnuclear reprocessing material (Section 5.2.2).
(c) Other possibilities including the contribution from
two AGN in a dual system (Section 5.2.3).
(iv) Possible implications of the Compton-thick Iwasawa-
Taniguchi effect include:
(a) An increased number density of Compton-thick
AGN at higher redshifts due to predicted higher intrin-
sic luminosities (Section 5.3.1).
11 https://heasarc.gsfc.nasa.gov/docs/xarm/
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A dramatic improvement to the S/N of the observed spectrum is
clearly attainable with Athena, not to mention the improved EW
confidence region. Such observations of Compton-thick AGN are
to be carried out as part of the Athena mission, with the aim
to study obscured accretion and galaxy formation with the WFI
instrument.
(b) Current X-ray reprocessing models do not account
for this effect, and as such may incorrectly interpret a
weak Fe Kα line as a signature of Compton-thin repro-
cessing, leading to an under-estimation of the true intrin-
sic luminosity and hence growth rate of X-ray-obscured
AGN.
(c) If a luminosity-dependent covering factor can ex-
plain the Iwasawa-Taniguchi effect, it would imply that we
are still lacking a population of truly reflection-dominated,
luminous Compton-thick AGN, since for NH & 1.5 ×
1024 cm−2, the EW of the Fe Kα line are predicted to al-
ways be > 1 keV, contrary to what we find.
(v) This work further illustrates why the Fe Kα line alone
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cannot be directly used to accurately determine the line of
sight column density to a source. Future dedicated studies
of Compton-thick AGN over broad redshift ranges are re-
quired to be able to confirm this effect, which could further
hold the answers to understanding the physical geometry
and evolution of obscuration surrounding AGN.
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All spectra presented here are plotted with energies in the
source observed frame on the lower axis, with the source
rest-frame energy shown on the upper axis. Sources with an
additional apec component included in the spectral fit are
shown with a corresponding label in their legend.
The grouping used is annotated on each plot and has
one of two possibilities:
(i) Binning by a minimum number of counts per bin.
(ii) Binning to have a minimum S/N ratio in each bin.
All sources were fitted with a simplified phenomenolog-
ical model consisting of photoelectric absorption acting on
a composite powerlaw (Γ, the photon index of the power-
law was assigned to 1.4 for all cases) plus a narrow Gaus-
sian of FWHM ≈ 2 eV (σ = 1 eV), modelling the observed
continuum and narrow core of the Fe Kα fluorescence line,
respectively. See Section 3.3 for further details on the spec-
tral model adopted. The corresponding confidence contours
shown (where applicable) in the top right panel illustrate a
delta statistic of +2.30 to represent the 1-σ (68%) confidence
level for two interesting parameters13.
All spectra shown feature the spectral fit to the data and
the del for the fit in the top and bottom panels, respectively.
del is defined as the (data – model)/error.
13 https://heasarc.gsfc.nasa.gov/xanadu/xspec/manual/
XSappendixStatistics.html
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APPENDIX A: SOURCES EXCLUDED
NuSTAR data was not publicly available for 19/55 low red-
shift sources from the Neil Gehrels Swift/BAT sample of
Ricci et al. (2015), and so were excluded from this work.
See Section 2.2 for more information. This excluded ESO
565-G019, which is in the Gandhi et al. (2014) bona-fide
Compton-thick AGN sample, and has been studied individ-
ually in Gandhi et al. (2013) with Suzaku data.
In addition, our own analysis of the archival archival
XMM-Newton EPIC/PN spectrum as compared to the more
recent NuSTAR FPMA & FPMB spectra strongly indicated
a changing-look AGN scenario for NGC 4102 and NGC 4939.
These sources were thus excluded since changing-look AGN
could adhere to variable obscuration effects.
Finally, 5 sources had observed rest-frame 2 - 10 keV
fluxes in agreement with the interpolated rest-frame 12 µm
flux, predicted from the relation presented in Asmus et al.
(2015). These 5 sources were ruled out from our sample, and
their spectra are shown in Figure A1.
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APPENDIX B: SOURCES INCLUDED
Here we include individual spectra and equivalent width
(EW) contours for the sources we derive EWs for ourselves.
The sources are ordered in ascending 12µm luminosity, as in
Table 1 of the paper. We used the limit derived from best-fit
parameters for 3 sources that the contour method did not
provide a reasonable constraint for. These sources are: COS-
MOS0581, COSMOS 0987 and CDFS 460. Furthermore, due
to an unphysical EW determined for CDFS 443, CDFS 454
and COSMOS 2180, we fixed the EW for these sources to
be < 5 keV.
The upper right panel for each source figure indicates
the contour plot for the EW, with the grid best-fit values
shown as faint grey points. Statistical details of the spectral
fit are tabulated in the bottom right panel of each source
figure. All uncertainties shown from the intersection of the
horizontal black line with the solid line contour correspond
to the 68% confidence level for two interesting parameters.
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Figure B1. ID 1: NGC 5194
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Figure B2. ID 2: ESO 005-G004
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Figure B3. ID 3: NGC 1448
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Figure B4. ID 4: NGC 5643
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Figure B5. ID 5: NGC 5728
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Figure B6. ID 6: CDFS 345
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Figure B7. ID 7: NGC 4180
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Figure B8. ID 8: ESO 137-G034
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Figure B9. ID 9: NGC 3393
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Figure B10. ID 10: NGC 3079
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ID 12: NGC 2273
68%
χ2 98.8 / 124 d.o.f.
Source rate / s−1 3.30± 0.13 × 10−2
Source exposure / ks 23
S/N 26.2
EW(FeKα) / keV 1.83
+0.44
−0.36
4.0 5.0 6.0 7.0 8.0 9.1 10.1 12.1 15.1
Rest Energy (z = 6.14× 10−3) / keV
Figure B11. ID 12: NGC 2273
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ID 13: NGC 6921
68%
C− Stat 96.4 / 102 d.o.f.
Source rate / s−1 2.01± 0.11 × 10−2
Source exposure / ks 20
S/N 19.1
EW(FeKα) / keV 0.57
+0.52
−0.35
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Figure B12. ID 13: NGC 6921
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ID 14: 2MFGC02280
68%
C− Stat 122.6 / 160 d.o.f.
Source rate / s−1 1.14± 0.11 × 10−2
Source exposure / ks 16
S/N 11.3
EW(FeKα) / keV 1.52
+1.71
−0.90
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Figure B13. ID 14: 2MFGC02280
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ID 15: CDFS 443
Assigned EW < 5 keV
68%
C− Stat 25.5 / 19 d.o.f.
Source rate / s−1 6.61± 1.90 × 10−6
Source exposure / ks 3.75E+03
S/N 3.5
EW(FeKα) / keV EW < 5 keV [FIXED]
3.8 5.7 7.6 9.5 11.4 13.3
Rest Energy (z = 0.90) / keV
Figure B14. ID 15: CDFS 443
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ID 16: IC 2560
68%
χ2 90.7 / 79 d.o.f.
Source rate / s−1 1.00± 0.05 × 10−2
Source exposure / ks 50
S/N 20.7
EW(FeKα) / keV 3.87
+1.10
−0.83
4.0 5.0 6.1 7.1 8.1 9.1 10.1 12.1 15.1
Rest Energy (z = 9.76× 10−3) / keV
Figure B15. ID 16: IC 2560
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ID 17: NGC 1320
68%
χ2 85.2 / 89 d.o.f.
Source rate / s−1 1.80± 0.09 × 10−2
Source exposure / ks 28
S/N 20.7
EW(FeKα) / keV 3.11
+1.06
−0.78
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Figure B16. ID 17: NGC 1320
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ID 18: NGC 7130
68%
C− Stat 195.6 / 222 d.o.f.
Source rate / s−1 7.24± 0.58 × 10−3
Source exposure / ks 42
S/N 13.4
EW(FeKα) / keV 1.56
+1.08
−0.63
4.1 5.1 6.1 7.1 8.1 9.1 10.2 12.2 15.2
Rest Energy (z = 1.62× 10−2) / keV
Figure B17. ID 18: NGC 7130
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ID 19: ESO 464-G016
LIMIT EW < 0.38 keV
68%
C− Stat 209.0 / 223 d.o.f.
Source rate / s−1 2.47± 0.11 × 10−2
Source exposure / ks 22
S/N 22.1
EW(FeKα) / keV < 0.38
4.1 5.2 6.2 7.3 8.3 9.3 10.4 12.4 15.5
Rest Energy (z = 3.64× 10−2) / keV
Figure B18. ID 19: ESO 464-G016
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ID 20: CDFS 296
68%
C− Stat 88.1 / 161 d.o.f.
Source rate / s−1 2.99± 0.82 × 10−5
Source exposure / ks 1.81E+03
S/N 3.7
EW(FeKα) / keV 0.83
+5.74
−0.74
3.0 4.6 6.1 7.6 9.1 10.6
Rest Energy (z = 0.52) / keV
Figure B19. ID 20: CDFS 296
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ID 21: NGC 7479
68%
χ2 29.0 / 44 d.o.f.
Source rate / s−1 1.25± 0.10 × 10−2
Source exposure / ks 18
S/N 13.4
EW(FeKα) / keV 1.17
+0.68
−0.29
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Figure B20. ID 21: NGC 7479
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ID 22: IC 3639
68%
χ2 32.1 / 46 d.o.f.
Source rate / s−1 6.97± 0.46 × 10−3
Source exposure / ks 59
S/N 16.1
EW(FeKα) / keV 1.89
+0.95
−0.61
4.0 5.1 6.1 7.1 8.1 9.1 10.1 12.1 15.2
Rest Energy (z = 1.09× 10−2) / keV
Figure B21. ID 22: IC 3639
MNRAS 000, 1–26 (2018)
An Iwasawa-Taniguchi Effect for Compton-thick AGN 37
10−5
10−4
10−3
10−2
10−1
E
F
E
/
ke
V
cm
−2
s−
1
(Data grouped with S/N = 1 per bin)
model apec
gaussian
(σ = 1 eV)
powerlaw
(Γ = 1.4) Data
4 5 6 7 8 9 10 11 12 13 14 15
Observed Energy / keV
-5
-3
-1
1
3
5
∆
−
st
at
0.1 1.0 2.0 3.0 4.0 5.0
Fe Kα EW / keV
0.0
0.5
1.0
1.5
2.0
2.5
∆
χ
2
ID 23: NGC 1194
68%
χ2 198.4 / 219 d.o.f.
Source rate / s−1 4.75± 0.13 × 10−2
Source exposure / ks 32
S/N 37.3
EW(FeKα) / keV 0.62
+0.17
−0.07
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Rest Energy (z = 1.36× 10−2) / keV
Figure B22. ID 23: NGC 1194
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ID 24: NGC 3281
68%
χ2 204.6 / 204 d.o.f.
Source rate / s−1 8.05± 0.19 × 10−2
Source exposure / ks 23
S/N 41.9
EW(FeKα) / keV 1.28
+0.23
−0.10
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Rest Energy (z = 1.07× 10−2) / keV
Figure B23. ID 24: NGC 3281
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ID 25: CDFS 114
68%
C− Stat 69.6 / 73 d.o.f.
Source rate / s−1 1.38± 0.25 × 10−5
Source exposure / ks 3.75E+03
S/N 5.5
EW(FeKα) / keV 1.60
+3.89
−0.97
3.9 5.2 6.6 7.9 9.2
Rest Energy (z = 0.31) / keV
Figure B24. ID 25: CDFS 114
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ID 26: MCG +08-03-018
68%
χ2 204.8 / 203 d.o.f.
Source rate / s−1 4.11± 0.12 × 10−2
Source exposure / ks 32
S/N 34.6
EW(FeKα) / keV 0.45
+0.19
−0.16
4.1 5.1 6.1 7.1 8.2 9.2 10.2 12.2 15.3
Rest Energy (z = 2.04× 10−2) / keV
Figure B25. ID 26: MCG +08-03-018
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ID 27: ESO 138-G001
68%
χ2 143.9 / 151 d.o.f.
Source rate / s−1 8.26± 0.14 × 10−2
Source exposure / ks 46
S/N 59.8
EW(FeKα) / keV 0.68
+0.11
−0.04
4.0 5.0 6.1 7.1 8.1 9.1 10.1 12.1 15.1
Rest Energy (z = 9.10× 10−3) / keV
Figure B26. ID 27: ESO 138-G001
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ID 28: MCG +06-16-028
68%
C− Stat 227.1 / 237 d.o.f.
Source rate / s−1 2.50± 0.11 × 10−2
Source exposure / ks 24
S/N 22.7
EW(FeKα) / keV 0.50
+0.29
−0.24
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Figure B27. ID 28: MCG +06-16-028
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ID 29: CGCG 164-019
LIMIT EW < 0.72 keV
68%
C− Stat 176.2 / 210 d.o.f.
Source rate / s−1 1.47± 0.09 × 10−2
Source exposure / ks 24
S/N 16.9
EW(FeKα) / keV < 0.72
4.1 5.1 6.2 7.2 8.2 9.3 10.3 12.4 15.4
Rest Energy (z = 2.99× 10−2) / keV
Figure B28. ID 29: CGCG 164-019
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ID 30: Arp 299B
68%
χ2 52.2 / 37 d.o.f.
Source rate / s−1 2.45± 0.07 × 10−2
Source exposure / ks 60
S/N 36.1
EW(FeKα) / keV 0.43
+0.15
−0.12
4.0 5.1 6.1 7.1 8.1 9.1 10.1 12.1 15.2
Rest Energy (z = 1.02× 10−2) / keV
Figure B29. ID 30: Arp 299B
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ID 31: CDFS 273
68%
C− Stat 131.4 / 174 d.o.f.
Source rate / s−1 2.24± 0.45 × 10−5
Source exposure / ks 3.75E+03
S/N 5.1
EW(FeKα) / keV 0.86
+2.49
−0.62
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Figure B30. ID 31: CDFS 273
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ID 33: ESO 201-IG004
68%
χ2 56.2 / 79 d.o.f.
Source rate / s−1 1.72± 0.10 × 10−2
Source exposure / ks 23
S/N 18.1
EW(FeKα) / keV 0.74
+0.40
−0.14
4.1 5.2 6.2 7.3 8.3 9.3 10.4 12.4 15.5
Rest Energy (z = 3.59× 10−2) / keV
Figure B31. ID 33: ESO 201-IG004
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ID 34: NGC 424
68%
χ2 110.3 / 120 d.o.f.
Source rate / s−1 3.83± 0.17 × 10−2
Source exposure / ks 15
S/N 23.3
EW(FeKα) / keV 0.83
+0.31
−0.13
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Rest Energy (z = 1.18× 10−2) / keV
Figure B32. ID 34: NGC 424
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ID 35: NGC 7212NED02
68%
χ2 69.9 / 80 d.o.f.
Source rate / s−1 2.11± 0.11 × 10−2
Source exposure / ks 25
S/N 20.3
EW(FeKα) / keV 0.80
+0.44
−0.15
4.1 5.1 6.2 7.2 8.2 9.2 10.3 12.3 15.4
Rest Energy (z = 2.67× 10−2) / keV
Figure B33. ID 35: NGC 7212NED02
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ID 36: CDFS 065
68%
C− Stat 53.7 / 38 d.o.f.
Source rate / s−1 1.05± 0.20 × 10−5
Source exposure / ks 3.75E+03
S/N 5.4
EW(FeKα) / keV 3.54
+5.66
−2.07
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Figure B34. ID 36: CDFS 065
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ID 37: CDFS 421
LIMIT EW < 3.44 keV
68%
C− Stat 43.1 / 37 d.o.f.
Source rate / s−1 6.90± 1.76 × 10−6
Source exposure / ks 3.75E+03
S/N 3.9
EW(FeKα) / keV < 3.44
3.5 5.2 7.0 8.7 10.4 12.2
Rest Energy (z = 0.74) / keV
Figure B35. ID 37: CDFS 421
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ID 38: CDFS 347
LIMIT EW < 2.72 keV
68%
C− Stat 82.7 / 99 d.o.f.
Source rate / s−1 7.38± 2.98 × 10−6
Source exposure / ks 3.75E+03
S/N 2.5
EW(FeKα) / keV < 2.72
3.8 5.1 6.4 7.7 9.0
Rest Energy (z = 0.28) / keV
Figure B36. ID 38: CDFS 347
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ID 39: CDFS 384
68%
C− Stat 132.0 / 161 d.o.f.
Source rate / s−1 1.29± 0.69 × 10−5
Source exposure / ks 2.32E+03
S/N 1.9
EW(FeKα) / keV 2.98
+7.92
−2.20
3.4 4.6 5.8 6.9 8.0
Rest Energy (z = 0.15) / keV
Figure B37. ID 39: CDFS 384
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ID 40: ESO 406-G004
68%
C− Stat 166.0 / 226 d.o.f.
Source rate / s−1 9.91± 0.66 × 10−3
Source exposure / ks 36
S/N 15.8
EW(FeKα) / keV 0.41
+0.45
−0.33
4.1 5.1 6.2 7.2 8.2 9.3 10.3 12.3 15.4
Rest Energy (z = 2.90× 10−2) / keV
Figure B38. ID 40: ESO 406-G004
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ID 41: CDFS 063
LIMIT EW < 2.83 keV
68%
C− Stat 27.0 / 27 d.o.f.
Source rate / s−1 5.38± 1.52 × 10−6
Source exposure / ks 3.75E+03
S/N 3.6
EW(FeKα) / keV < 2.83
3.3 5.0 6.7 8.4 10.0 11.7
Rest Energy (z = 0.67) / keV
Figure B39. ID 41: CDFS 063
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ID 43: NGC 1229
68%
χ2 53.3 / 56 d.o.f.
Source rate / s−1 2.81± 0.11 × 10−2
Source exposure / ks 25
S/N 25.1
EW(FeKα) / keV 0.37
+0.24
−0.22
4.1 5.2 6.2 7.3 8.3 9.3 10.4 12.4 15.5
Rest Energy (z = 3.60× 10−2) / keV
Figure B40. ID 43: NGC 1229
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ID 44: CDFS 400
68%
C− Stat 130.8 / 182 d.o.f.
Source rate / s−1 3.43± 0.44 × 10−5
Source exposure / ks 3.75E+03
S/N 7.9
EW(FeKα) / keV 1.04
+0.94
−0.59
4.2 6.3 8.4 10.4 12.5 14.6
Rest Energy (z = 1.09) / keV
Figure B41. ID 44: CDFS 400
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ID 45: IGR J14175-4641
LIMIT EW < 0.41 keV
68%
C− Stat 191.6 / 232 d.o.f.
Source rate / s−1 2.74± 0.12 × 10−2
Source exposure / ks 22
S/N 22.9
EW(FeKα) / keV < 0.41
4.3 5.4 6.5 7.5 8.6 9.7 10.8 12.9
Rest Energy (z = 7.66× 10−2) / keV
Figure B42. ID 45: IGR J14175-4641
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ID 46: CGCG 420-015
68%
χ2 368.7 / 263 d.o.f.
Source rate / s−1 7.63± 0.09 × 10−2
Source exposure / ks 95
S/N 83.0
EW(FeKα) / keV 0.36
+0.06
−0.02
4.1 5.1 6.2 7.2 8.2 9.3 10.3 12.4 15.4
Rest Energy (z = 2.94× 10−2) / keV
Figure B43. ID 46: CGCG 420-015
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ID 47: CDFS 158
68%
C− Stat 52.2 / 71 d.o.f.
Source rate / s−1 1.43± 0.25 × 10−5
Source exposure / ks 3.75E+03
S/N 5.8
EW(FeKα) / keV 1.15
+1.51
−0.75
3.5 5.2 7.0 8.7 10.4 12.2
Rest Energy (z = 0.74) / keV
Figure B44. ID 47: CDFS 158
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ID 48: AEGIS 567
LIMIT EW < 2.45 keV
68%
C− Stat 26.6 / 28 d.o.f.
Source rate / s−1 3.14± 0.73 × 10−5
Source exposure / ks 780
S/N 4.3
EW(FeKα) / keV < 2.45
3.1 4.6 6.1 7.7 9.2 10.8
Rest Energy (z = 0.54) / keV
Figure B45. ID 48: AEGIS 567
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ID 49: Mrk 34
68%
C− Stat 105.7 / 147 d.o.f.
Source rate / s−1 6.58± 0.67 × 10−3
Source exposure / ks 24
S/N 10.3
EW(FeKα) / keV 0.86
+0.94
−0.58
4.2 5.3 6.3 7.4 8.4 9.5 10.5 12.6 15.8
Rest Energy (z = 5.05× 10−2) / keV
Figure B46. ID 49: Mrk 34
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ID 50: NGC 7674
68%
χ2 158.9 / 175 d.o.f.
Source rate / s−1 2.51± 0.08 × 10−2
Source exposure / ks 52
S/N 33.4
EW(FeKα) / keV 0.52
+0.17
−0.13
4.1 5.1 6.2 7.2 8.2 9.3 10.3 12.3 15.4
Rest Energy (z = 2.89× 10−2) / keV
Figure B47. ID 50: NGC 7674
MNRAS 000, 1–26 (2018)
50 P. G. Boorman et al.
10−4
10−3
10−2
10−1
E
F
E
/
ke
V
cm
−2
s−
1
(Data grouped with S/N = 1 per bin)
model apec
gaussian
(σ = 1 eV)
powerlaw
(Γ = 1.4) Data
4 5 6 7 8 9 10 11 12 13 14 15
Observed Energy / keV
-5
-3
-1
1
3
5
∆
−
st
at
0.1 1.0 2.0 3.0 4.0 5.0
Fe Kα EW / keV
0.0
0.5
1.0
1.5
2.0
2.5
∆
χ
2
ID 51: NGC 6240
68%
χ2 219.1 / 245 d.o.f.
Source rate / s−1 9.52± 0.21 × 10−2
Source exposure / ks 23
S/N 45.3
EW(FeKα) / keV 0.41
+0.15
−0.04
4.1 5.1 6.1 7.2 8.2 9.2 10.2 12.3 15.4
Rest Energy (z = 2.45× 10−2) / keV
Figure B48. ID 51: NGC 6240
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ID 52: MCG +10-14-025
LIMIT EW < 0.64 keV
68%
C− Stat 152.8 / 186 d.o.f.
Source rate / s−1 1.30± 0.10 × 10−2
Source exposure / ks 18
S/N 13.2
EW(FeKα) / keV < 0.64
4.2 5.2 6.2 7.3 8.3 9.4 10.4 12.5 15.6
Rest Energy (z = 3.94× 10−2) / keV
Figure B49. ID 52: MCG +10-14-025
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ID 53: CDFS 459
68%
C− Stat 91.2 / 95 d.o.f.
Source rate / s−1 1.24± 0.29 × 10−5
Source exposure / ks 3.75E+03
S/N 4.4
EW(FeKα) / keV 3.76
+31.54
−2.79
5.2 7.8 10.4 13.0 15.7 18.3
Rest Energy (z = 1.61) / keV
Figure B50. ID 53: CDFS 459
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ID 54: AEGIS 602
LIMIT EW < 2.58 keV
68%
C− Stat 52.9 / 53 d.o.f.
Source rate / s−1 2.43± 0.83 × 10−5
Source exposure / ks 946
S/N 3.0
EW(FeKα) / keV < 2.58
3.5 5.3 7.1 8.8 10.6 12.4
Rest Energy (z = 0.77) / keV
Figure B51. ID 54: AEGIS 602
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ID 55: CDFS 264
68%
C− Stat 139.5 / 206 d.o.f.
Source rate / s−1 3.03± 0.46 × 10−5
Source exposure / ks 3.75E+03
S/N 6.7
EW(FeKα) / keV 1.74
+2.31
−1.37
3.0 6.1 9.1 12.1 15.1 18.2 21.2
Rest Energy (z = 2.03) / keV
Figure B52. ID 55: CDFS 264
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ID 57: CDFS 039
LIMIT EW < 1.25 keV
68%
C− Stat 138.1 / 170 d.o.f.
Source rate / s−1 5.12± 0.40 × 10−5
Source exposure / ks 3.75E+03
S/N 12.9
EW(FeKα) / keV < 1.25
4.7 9.3 14.0 18.6 23.3 28.0 32.6
Rest Energy (z = 3.66) / keV
Figure B53. ID 57: CDFS 039
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ID 58: CDFS 454
Assigned EW < 5 keV
68%
C− Stat 2.4 / 5 d.o.f.
Source rate / s−1 4.04± 1.70 × 10−6
Source exposure / ks 3.75E+03
S/N 2.4
EW(FeKα) / keV EW < 5 keV [FIXED]
3.3 4.9 6.6 8.2 9.9 11.5
Rest Energy (z = 0.65) / keV
Figure B54. ID 58: CDFS 454
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ID 59: CDFS 448
68%
C− Stat 165.9 / 201 d.o.f.
Source rate / s−1 1.25± 0.50 × 10−5
Source exposure / ks 3.75E+03
S/N 2.6
EW(FeKα) / keV 1.47
+4.86
−1.12
3.4 5.0 6.7 8.4 10.1 11.8
Rest Energy (z = 0.68) / keV
Figure B55. ID 59: CDFS 448
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ID 60: CDFS 401
68%
C− Stat 167.2 / 253 d.o.f.
Source rate / s−1 3.78± 0.80 × 10−5
Source exposure / ks 2.61E+03
S/N 4.8
EW(FeKα) / keV 1.11
+1.12
−0.88
4.7 7.1 9.5 11.9 14.2 16.6
Rest Energy (z = 1.37) / keV
Figure B56. ID 60: CDFS 401
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ID 61: COSMOS 0581
Derived EW < 2.12 keV
68%
C− Stat 40.3 / 46 d.o.f.
Source rate / s−1 1.47± 0.30 × 10−4
Source exposure / ks 241
S/N 5.0
EW(FeKα) / keV EW < 2.12 keV [DERIVED]
5.6 8.3 11.1 13.9 16.7 19.4
Rest Energy (z = 1.78) / keV
Figure B57. ID 61: COSMOS 0581
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ID 62: COSMOS 0987
Derived EW < 1.54 keV
68%
C− Stat 8.5 / 11 d.o.f.
Source rate / s−1 5.82± 1.98 × 10−5
Source exposure / ks 189
S/N 3.1
EW(FeKα) / keV EW < 1.54 keV [DERIVED]
4.1 5.4 6.8 8.1 9.5
Rest Energy (z = 0.35) / keV
Figure B58. ID 62: COSMOS 0987
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ID 63: 2MASX J03561995-6251391
68%
χ2 86.8 / 86 d.o.f.
Source rate / s−1 4.05± 0.13 × 10−2
Source exposure / ks 27
S/N 31.2
EW(FeKα) / keV 0.20
+0.19
−0.03
4.4 5.5 6.6 7.8 8.9 10.0 11.1 13.3
Rest Energy (z = 0.11) / keV
Figure B59. ID 63: 2MASX J03561995-6251391
MNRAS 000, 1–26 (2018)
56 P. G. Boorman et al.
10−9
10−8
10−7
10−6
10−5
10−4
E
F
E
/
ke
V
cm
−2
s−
1
(Data grouped with 1 count per bin)
model apec
gaussian
(σ = 1 eV)
powerlaw
(Γ = 1.4) Data
1 2 3 4 5 6 7
Observed Energy / keV
-5
-3
-1
1
3
5
∆
−
st
at
0.1 1.0 2.0 3.0 4.0 5.0
Fe Kα EW / keV
0.0
0.5
1.0
1.5
2.0
2.5
∆
C
−
S
ta
t
ID 64: CDFS 460
Derived EW < 1.93 keV
68%
C− Stat 103.3 / 131 d.o.f.
Source rate / s−1 1.53± 0.35 × 10−5
Source exposure / ks 3.75E+03
S/N 4.5
EW(FeKα) / keV EW < 1.93 keV [DERIVED]
3.1 6.3 9.4 12.6 15.7 18.9 22.0
Rest Energy (z = 2.14) / keV
Figure B60. ID 64: CDFS 460
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ID 65: COSMOS 0363
68%
C− Stat 70.5 / 79 d.o.f.
Source rate / s−1 3.91± 0.43 × 10−4
Source exposure / ks 240
S/N 9.1
EW(FeKα) / keV 0.91
+0.96
−0.60
3.7 7.4 11.1 14.8 18.5 22.2 25.9
Rest Energy (z = 2.70) / keV
Figure B61. ID 65: COSMOS 0363
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ID 66: COSMOS 0482
68%
C− Stat 41.3 / 36 d.o.f.
Source rate / s−1 4.88± 0.72 × 10−4
Source exposure / ks 95
S/N 6.8
EW(FeKα) / keV 1.47
+1.04
−0.91
3.4 4.5 5.6 6.7 7.8
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Figure B62. ID 66: COSMOS 0482
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ID 68: COSMOS 2180
Assigned EW < 5 keV
68%
C− Stat 23.3 / 30 d.o.f.
Source rate / s−1 7.93± 2.54 × 10−5
Source exposure / ks 231
S/N 3.2
EW(FeKα) / keV EW < 5 keV [FIXED]
4.1 5.4 6.8 8.1 9.5
Rest Energy (z = 0.35) / keV
Figure B63. ID 68: COSMOS 2180
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ID 70: CDFS 382
LIMIT EW < 1.52 keV
68%
C− Stat 54.7 / 55 d.o.f.
Source rate / s−1 2.55± 0.58 × 10−4
Source exposure / ks 142
S/N 4.4
EW(FeKα) / keV < 1.52
3.3 5.0 6.7 8.3 10.0 11.7
Rest Energy (z = 0.67) / keV
Figure B64. ID 70: CDFS 382
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ID 71: IRAS F15307+3252
68%
C− Stat 42.2 / 61 d.o.f.
Source rate / s−1 8.22± 0.92 × 10−4
Source exposure / ks 97
S/N 8.9
EW(FeKα) / keV 1.00
+0.70
−0.53
3.9 5.8 7.7 9.7 11.6 13.5
Rest Energy (z = 0.93) / keV
Figure B65. ID 71: IRAS F15307+3252
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