In this paper, we propose new operator-splitting algorithms for the total variation regularized infimal convolution (TV-IC) model [4] in order to remove mixed Poisson-Gaussian (MPG) noise. In the existing splitting algorithm for TV-IC, an inner loop by Newton method had to be adopted for one nonlinear optimization subproblem, which increased the computation cost per outer loop. By introducing a new bilinear constraint and applying the alternating direction method of multipliers (ADMM), all subproblems of the proposed algorithms named as BCA (short for Bilinear Constraint based ADMM algorithm) and BCA f (short for a variant of BCA with f ully splitting form) can be very efficiently solved; especially for the proposed BCA f , they can be calculated without any inner iterations. Under mild conditions, the convergence of the proposed BCA is investigated. Numerically, compared to existing primal-dual algorithms for the TV-IC model, the proposed algorithms, with fewer tunable parameters, converge much faster and produce comparable results meanwhile.
Introduction.
As the result of photon counting and thermal noise to the detectors, it is very common that the observed image is corrupted by the mixed Poisson and Gaussian (MPG) noise. The MPG denoising has been extensively studied in [16, 29, 22, 2, 1, 11] and references therein. Generally speaking, the idea of MPG noise removal is based on the maximum a posteriori (MAP) following the Bayes' law. Chakrabarti and Zickler [5] approximated the MPG noise with a shifted Poisson likelihood. A generalized Anscombe transformation was proposed for MPG noise removal in [28, 24] , while its unbiased inversion was given in [21] . In order to choose a correct MPG noise model, Reyes and Schönlieb [26] proposed a nonsmooth PDE-constrained optimization strategy. A reweighted L 2 method was proposed by Li et al. [19] , which approximated the Poisson component noise with weighted Gaussian noise. The convexity and Lipschitz differentiability of Poisson-Gaussian negative log-likelihood was proven by Chouzenoux et al. in [8] , where a convergent primal-dual algorithm was given in the case of approximation of the infinite sum for data discrepancy.
More recent work considered the general joint MAP formulation, showing that Gaussian noise model [27] and Poisson noise model [18] can be combined together in order to remove the MPG noise. Lanza et al. [17] proposed a primal-dual based iterative algorithm for total variation regularized model (TV-PD), where one subproblem required additional inner loop by Newton method. In practice, in order to reduce computation cost, the TV-PD algorithm ran with very few Newton iterations and the corresponding convergence guarantee with such inexact inner solver was unknown. Calatroni et al. [4] proposed the total variation regularized infimal convolution (TV-IC) model, consisting of infimal convolution combination of standard data fidelities classically associated to one single-noise distribution, and a total variation (TV) regularization, which is essentially an extension of [17] by relaxing the relations of two data fitting terms. A semi-smooth Newton algorithm was proposed in [4] with the weak singularity of the first order derivative and high dimension linear systems.
In order to solve the TV-IC model more efficiently, we will introduce a new bilinear constraint to reformulate the model, and then apply alternating direction method of multipliers (ADMM) [13, 12, 10, 3, 32] to the reformulated model, that leads to the proposed Bilinear Constraint based ADMM algorithm (BCA). Namely, the subproblem of all auxiliary variables will have closed form solutions, that enables much faster convergence. Due to the nonconvex term in the augmented Lagrangian caused by the bilinear constraint, it seems quite difficult to study the global convergence. Instead, by assuming the iterative sequences have a uniform and strictly positive lower bounds, we prove the local convergence of proposed BCA, on the sense that corresponding iterative sequences are bounded and any limit point is a stationary point of the saddle problem of the augmented Lagrangian functional. Due to the existence of total variation of the original variable, inner loop is still needed for the proposed BCA. In order to reduce such extra computational cost, we further develop a variant of BCA with fully splitting form (BCA f ). Extensive numerical experiments further verify the faster convergence of the proposed algorithms while producing comparable recovery results.
This paper is organized as follows. Section 2 reviews briefly the TV-IC model and ADMM algorithm. Section 3 introduces the proposed BCA and BCA f algorithms, and the convergence analysis of BCA to the stationary points is also provided. Section 4 presents the numerical experiments to show the performances of proposed algorithms in terms of convergence and recovery quality as well as the robustness with respect to the parameters and number of inner iterations of BCA. Finally, conclusions and future work are given in section 5.
2. Review of TV-IC Model and ADMM. In this section, we will briefly review the TV-IC model and the ADMM algorithm.
Review of TV-IC Model.
Let u, f ∈ R n be the ground truth and observed images corrupted by MPG noise respectively, satisfying
where v ∼ Poisson(u), n ∼ N (0, σ 2 ). The general joint MAP estimation [17, 4] is given
Incorporating the density function of Poisson and Gaussian distributions, and further taking the negative logarithm in (2.1), one has
with ∇ denoting the discrete gradient (finite difference) operator and | · | denotes the L 2 norm of a vector, where a Gibbs prior distribution of P (u i ) = exp(−|∇u i |) is considered.
Using the standard Stirling approximation of the logarithm of the factorial function, the following TV-IC model was established [17, 4] 
where H(u, v) is:
which is dervied by the property of v (v ∼ Poisson(u)). Here we remark that we require that v is lower bounded by a positive scalar , which is introduced for the purpose of studying convergence guarantee of proposed algorithms.
Review of ADMM.
The ADMM [13, 12, 10, 3, 32, 30, 23] is one of the popular first-order operator-splitting algorithm in image processing, which can handle complex constraints and non-smooth and non-convex objective functional. Compared with the gradient descent algorithm, it is more stable since it gets rid of directly calculating the derivative of the objective functional and therefore allows for big stepsize. Hence, we apply the ADMM to solve the TV-IC model. In this part, we will give a brief introduction of the ADMM. The algorithm solves problems in the form min
x,z f (x) + g(z)
with variables x ∈ R n and z ∈ R m , where A ∈ R p×n , B ∈ R p×m , and m ∈ R p . The augmented Lagrangian is given below
with the parameter ρ > 0 and the multiplier y ∈ R p . In order to solve the saddle point problem
The ADMM consists of the following iterations to determine (k + 1) th solutions as
given the previous iteration solutions (x k , z k , y k ).
3. Proposed Algorithms. In this section, we will consider how to design more efficient operator-splitting algorithms based on ADMM to solve the TV-IC model (2.2) . If decoupling the problem by introducing an auxiliary variable to replace the original variable u following [17] , it will have a subproblem without closed-form solution, due to the existence of the term v i ln v i . In order to solve v−subproblem, an inner loop by Newton method is needed, which is time-costing and lack of convergence guarantee with few inner iterations. To further speed up the convergence, a new bilinear constraint (u i = v i w i ) will be introduced such that the resulting BCA algorithm consists of standard TV-L2 denoising for variable u, and simple closed form solutions for v and w. Its convergence is further derived under the assumption that the iterative sequence of w is uniformly bounded below by a positive number. In order to get a fully splitting scheme, i.e. all subproblems have closed form solutions, a typical constraint p i = ∇u i is introduced additionally such that the BCA f is obtained within the framework of ADMM. Although we can not prove its theoretical convergence following the technique developed for BCA, it converges well numerically as demonstrated in the numerical section.
3.1. BCA. By introducing the bilinear constraint u i = v i w i , we rewrite (2.2) as the following equivalent constrained optimization problem:
Readily one sees that the term v i ln v i disappears, hence we can design a fast algorithm with v and w subproblems all having closed form solutions. Then by introducing the multiplier Λ, the augmented Lagrangian of the above constrained optimization problem with the penalization parameter α > 0 is given below
where · and · denote the inner product and norm in L 2 space, and • denotes the element-wise multiplication. Note that all the vector multiplications and divisions in this paper are element-wised. Given the previous iterative solution (u k , v k , w k ), the ADMM updates the sequence (u k+1 , v k+1 , w k+1 ) by solving three subproblems w.r.t.u, v, w, and multiplier update, which is given below:
We will show how to solve these subproblems in the rest of this part.
First, we consider the u-subproblem as
(3.4) where 1 ∈ R n is a vector whose elements are all equal to one. This is a standard TV-L2 [27] optimization problem, and one can adopt the gradient projection algorithm for the pre-dual form of total variation minimization [6] .
Then we consider the v-subproblem as
This optimization problem can be computed independently with respect to each component of v, therefore, we can consider the scalar optimization problem
One easily obtains the optimal solution of the above problem below v k+1 = max 1,ṽ k+1 , with the notation max(·, ·) taking the elementwise maximum of two vectors, wherẽ v k+1 is defined as follows v k+1 = 1
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which corresponds to the unconstrained optimal solution. Note that a b denotes the element-wise division of two vectors a and b.
Finally we consider the w-subproblem below:
Obviously, this is a convex optimization problem. One can readily get the scalar optimization problem of this convex optimization problem
The optimality condition of the above problem is
We can obtain a closed-form solution of this problem
In order to further simplify the calculation of v−subproblem, one can obtain the following lemma.
Lemma 3.1. Letting Λ k+1 , w k+1 be generated by (3.3a)-(3.3d), then we have
Proof. Considering the update rule of w-subproblem in (3.3c) and multipliers update in (3.3d), we have
Algorithm 1 summarizes the overall BCA algorithm.
Algorithm 1 BCA
Input: Noisy data f and parameters λ 1 , λ 2 , α Initialization:
Solve u k+1 by (3.4)
3:
Solve v k+1 by (3.8)
4:
Solve w k+1 by (3.6)
5:
Update the multipliers by
6:
k ← k + 1. 7: end while 3.2. Convergence analysis of BCA. Following the framework in [30, 7, 15, 20, 23, 14] developed for the analysis of ADMM for nonconvex nonsmooth optimization problem, we will first prove that the iterative sequence satisfies the sufficient decrease condition. Then, the relative error condition for the iterative sequence will be derived. Finally one can derive the subsequence convergence of the proposed BCA. The current algorithm introduces similar bilinear constraint as for the blind ptychography problem in [7] . However, the proof technique for [7] cannot directly apply to the current BCA, since the linear relation between the iterative multipliers and the auxiliary variable does not hold for BCA, and more specifically, their relation is bilinear (See Lemma 3.1). Moreover, the coercivity of the objective function is not trivial. Therefore, one has to develop a new technique for convergence guarantee.
To guarantee the sufficient decrease and boundedness of the iterative sequence, we make the following assumption. Although limited by current analysis technique we cannot remove it, it can be verified numerically (See Fig. 11 in the numerical part of this paper).
Assumption 1. The iterative sequence {w k } generated by BCA algorithm has a uniformly positive lower bound, i.e., w k i ≥ c > 0, ∀i, where c is a positive constant which is independent to k.
∂T (x) denotes the subdifferential of T (x) in the convex analysis sense, then we have
Then we have
that immediately concludes this lemma.
be the sequence generated by BCA in Algorithm 1, and α > √ 2λ2 c 2 , then under Assumption 1 we have
9)
where C 1 is a positive constant which is independent to k.
Proof. For u-subproblem, by Lemma 3.3, one readily has
Similarly using Lemma 3.3, for v-subproblem, one can obtain
(3.11)
For w-subproblem, one gets
By (3.3d), Lemma 3.1 and Assumption 1 one has
(3.13)
Since α > √ 2λ2 c 2 , further by (3.10)-(3.13), one can conclude to this lemma.
Proof. For all (u, v, w) ∈ Ω, one readily has
where the first inequality is derived by − ln w i ≥ −w i if w i > 0. In the following part, we consider the following two cases for (u, v, w) Ω → +∞.
There must exist some i where u i → +∞, w i → +∞, and |v i w i − u i | ≤ C 3 . Thus, we have
Then we get the lower bound estimate of u i as
Therefore,
Since lim w→+∞ λ2 w−λ2 +λ2C3− λ 2 C 3 w w = λ 2 > 0, we can readily get (λ 2 w − λ 2 + λ 2 C 3 − λ2C3 w ) → +∞ as w → +∞. Thus, we can derive that
If the variables u j , v j , w j do not satisfy the above two cases, they cannot tend to the infinity. Hence, in summary, we can conclude that G(u, v, w) → +∞ as (u, v, w) Ω → +∞.
, under Assumption 1, we have (1) The sequence (u k , v k , w k , Λ k ) generated by proposed BCA is bounded and has at least one limit point. 
(3.18)
Next, we will show that L α (u k , v k , w k , Λ k ) is lower bounded. Readily one knows that Due to the boundedness of (u k , v k , w k , Λ k ), there exists a convergent subsequence (u ki , v ki , w ki ; Λ ki ), i.e., (u ki , v ki , w ki , Λ ki ) → (u * , v * , w * , Λ * ).
(2) By (3.19) , one readily knows that the sequence L α (u k , v k , w k , Λ k ) is bounded below. Therefore, further by summing up (3.18) 
That immediately implies that u k+1 − u k → 0, v k+1 − v k → 0, w k+1 − w k → 0. By Lemma 3.1, one can also knows that Λ k+1 − Λ k → 0.
(3) It follows from the optimality condition of u-subproblem that there exists
The optimality condition of v-subproblem implies that there exists q 1 ∈ ∂χ V (v k+1 ) such that
By the optimality condition of w-subproblem and (3.3d), we have We remark that in order to prove the theoretical convergence of the proposed BCA algorithm, we assume that is a positive constant. Simulation results reported in the experimental section of this paper will not be affected if is selected appropriately. As for the case = 0, we will investigate the theoretical convergence in the future.
3.
3. BCA f . The proposed BCA algorithm has a subproblem in (3.3a) w.r.t. total variation minimization problem, which requires inner loop. To get a fully splitting scheme, we propose the following BCA f algorithm.
We introduce one more auxiliary variable p satisfying the constraint p i = ∇u i (p ∈ R n,2 with p i ∈ R 2 as its i th row), in additional to the constraint u i = v i w i in proposed BCA, and then rewrite (2.2) as the following equivalent constrained optimization problem:
(3.24)
Then we can easily get the augmented Lagrangian of the above constrained optimization problem by introducing the multipliers Λ w and Λ p : (3.25) where α w > 0 and α p > 0 are the penalization parameters. Given the previous iterative solution (u k , v k , w k , p k , Λ k w , Λ k p ), the ADMM consists of the following iterations
We will show how to solve the subproblems w.r.t. (u, v, w, p) in the rest of this part. We consider the u-subproblem below:
The first-order optimality condition of this subproblem is directly given below:
where ∇· denotes the divergence operator (conjugate operator of negative gradient −∇). We can readily solve the above equations by using conjugate gradient (CG) method or fast Fourier transform.
For v, w-subproblems (same to BCA, but with different notations), one can readily obtain that v k+1 = max 1,ṽ k+1 , (3.28) whereṽ k+1 = 1
and
29)
For the p-subproblem, one has p k+1 = arg min
The solution is exactly the soft thresholding of ∇u k+1 − Λ k p αp :
where Thresh η (p) := max{0, |p| − η} • sign(p), and sign(p) := ) |p| , |p| = |p (1) | 2 + |p (2) | 2 . Note that all the operations here are element-wised.
Finally, the overall algorithm summarizing the above analysis is given below:
Input: Noisy data f and parameters λ 1 , λ 2 , α w , α p .
Solve u k+1 by using CG for (3.27)
3:
Solve v k+1 by (3.28)
4:
Solve w k+1 by (3.29)
5:
Solve p k+1 by (3.30)
6:
7:
k ← k + 1.
8: end while
Here we remark that the convergence study of BCA f seems more difficult. If directly following the technique for BCA in the last subsection, since the subproblem for p is non-differentiable, the successive errors of Λ p cannot be controlled by the successive errors of p such that it seems impossible to guarantee the sufficient decrease of the whole iterative sequences. In the future, we will either develop more advanced technique to control this error, or investigate other regularization term with Lipschitz continuous gradient.
Numerical Experiments.
Since Poisson noise is data-dependent, the noise level of the observed images depends on the pixel value, and therefore we introduce a scale factor η ∈ (0, ∞) to control the scale of the image (simulating different number of photons detector received), which is inversely proportional to the amount of noise added to the data, i.e. v i ∼ Poisson(ηu)/η. Meanwhile, we add Gaussian noise with different variances σ 2 .
The Signal-to-Noise Ratio (SNR) is used to measure the quality of the recovery result, defined as: SNR(u, u g ) = −10 log 10 i |ui−(ug)i| 2 i |ui| 2
, where u g is the ground-truth image (See Fig. 1) and u is the reconstructed image. We set the stopping criterion as the successive error SE := u k+1 −u k u k ≤ ξ or the iteration reaches 1000, where ξ is a desired tolerance. To evaluate the performance of the proposed algorithm, we compare it with other operator-splitting algorithms, including TV+L 2 [31] , TV+KL [32] , TV+SP [5] , TV+KL+L 2 [25] and TV+PD for (2.2) following [17] . The last three algorithms were specially designed for the MPG noise; especially, TV+SP is simple to implement, and able to produce comparable results reported in [4, 8] . All the parameters for the compared algorithms are tuned heuristically to gain optimal SNRs. For fair comparison, we set ξ = 5 × 10 −4 for all compared algorithms and set initialization of the variable w.r.t. reconstructed output to noisy images.
All compared algorithms are implemented in Matlab, and performed using a Laptop with Intel Core i5 processor and 8GB RAM.
Performances and convergence.
We first show how to determine the optimal inner iteration number for the proposed BCA, where we employ the gradient descent method proposed by Chambolle [6] to solve the u-subproblem. To find the optimal inner iteration number (More inner iterations will increase the overall computational cost), we plot the SNR curves of different inner iteration numbers (1, 2, 5, 10, 20, 100) in Fig. 2 . Obviously one sees that when the inner iteration number is greater than 10, the SNR value is almost unchanged. Hence, in the latter tests, the inner loop number set to 10 for the proposed BCA.
We evaluate the performances of our proposed methods, compared with five other methods. The recovery results with zoomed regions are put in Figs. 3-5 , where noises are generated with η = 4, σ = 10 −4 , η = 16, σ = 10 −4 , and η = 64, σ = 10 −1 for the three different images respectively. Generally speaking, one readily sees that the proposed BCA and BCA f generate better results compared with denoising methods including TV+L 2 , TV+KL and TV+SP. In Fig. 3 , one can observe that the region located at the red circles in the recovery results by the proposed BCA and BCA f , especially the part below the edges, appears more flat than other compared algorithms. The recovery accuracy of recovery results by proposed algorithms with higher SNRs is also better than other compared algorithms, inferred from Fig. 3 . In Figs. 4 and 5, the recovery results by proposed algorithms look better than those by TV+L 2 , TV+KL and TV+SP, while look quite similar to those by TV+KL+L 2 and TV+PD algorithms. Table 1 report the SNRs of recovery images for all compared algorithms with more different noisy levels (η = 1, 4, 16 and σ = 10 −1 , 10 −4 ), that demonstrates that the proposed algorithms gain highest SNRs averagely. In order to further show the advantage in term of speed for the proposed algorithms compared with TV+PD for the same model, we report the SNRs changes w.r.t. the elapsed CPU time in Fig. 6 . Readily one can see the proposed algorithm converges much faster than TV+PD 1 . We also remark that our proposed BCA and BCA f have fewer parameters (three parameters for BCA, and four parameters for BCA f ), while compared TV+PD has six parameters.
To show the convergence of BCA and BCA f , we plot the convergence curves in Fig. 7 (η = 1 and σ = 10 −1 , 10 −4 ). One can readily see that the errors (SE) are quite steadily decreasing, demonstrating the convergence of the proposed algorithm. 4.2. Robustness w.r.t. the parameters. One readily knows that the model parameters λ 1 and λ 2 are critical to recovery results, which essentially balance the data fitting terms and the regularization terms. Here we only study how the algorithm parameters α, α w and α p affect the performance of proposed BCA and BCA f respectively. In Fig. 8 , the SNR changes w.r.t. α for BCA algorithm is illustrated, in which λ 1 and λ 2 are fixed, and α varies from 20 to 2000. It is obviously that BCA is quite robust to the parameter α. As for BCA f , the SNR changes w.r.t. different parameters are illustrated in Fig. 9(a) , in which λ 1 , λ 2 and α p are fixed, and α w varies from 10 to 4000. Similarly, the SNR changes are put in Fig. 9(b) , where α p varies from 10 to 5000. One can easily see that BCA f is quite robust to the parameter α p , while more sensitive to parameter α w .
We introduce a positive scalar for convergence guarantee of proposed BCA η = 4, σ = 10 −4 Fig. 10 . One can readily observe that when lies in the range from 10 −10 to 10 −1 , the SNR value is quite stable.
Numerical validations.
To validation the Assumption 1 numerically, which is used for the convergence analysis of the proposed BCA, we plot the minimum value curves of the iterative solutions {w k } (see Fig. 11 ), which clearly show that the minimum value of w during iteration are almost bigger than 0.2, which show the reasonableness of this assumption.
Conclusion.
In this paper, we proposed a new operator-splitting algorithm for MPG noise removal. A new bilinear constraint was introduced to ensure that η = 16, σ = 10 −4 all corresponding subproblems can be very efficiently solved. Numerical experiment showed that the proposed algorithms produced comparable results visually. Especially, compared with the TV+PD solving the same variational model, the proposed algorithm with fewer tunable parameters produced better recovery results at much faster speed. In future, we aim to analyze the convergence of the proposed algorithm BCA f , particularly without Assumption 1. In addition, we are also interested in extending the proposed algorithms to more general image reconstruction problem [9] as well as deblurring with background noise, and we leave it as future work.
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