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Abstract: The aim of this thesis is to explore the fields of sub-Riemannian and
metric geometry.
We compute the distortion coefficients of the α-Grushin plane. These distortion
coefficients are expressed in terms of generalised trigonometric functions. Es-
timates for the distortion coefficients are then obtained and a conjecture of a
synthetic curvature bound for the α-Grushin plane is proposed.
We then prove a version of Warner’s properties for the sub-Riemannian exponen-
tial map. The regularity property is established by considering sub-Riemannian
Jacobi fields while the continuity property follows from studying the Maslov
index of Jacobi curves. We show how this implies that the exponential map of
the Heisenberg group is not injective in any neighbourhood of a conjugate vector.
In the appendix, we prove that the curvature-dimension for negative effective
dimension fails to hold in any strict and complete sub-Riemannian manifold.
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In recent decades, considerable progress has been made in the theory of metric
measure spaces. This thesis fits into this context: the aim is to dive deep into the
topic of sub-Riemannian geometry, while being motivated by questions arising
from metric geometry. This chapter introduces the main themes of the thesis, as
well as presenting our main results.
The geometry of metric measure spaces is outlined in Chapter 2. One of the main
reasons for the successful development of the theory was the introduction by
Sturm, Lott and Villani of a synthetic theory of curvature bounds. After describ-
ing length spaces and their properties, the so-called curvature-dimension condition
is defined. It is based on optimal transport, and generalises to length spaces a
notion of lower bound on the Ricci curvature tensor encountered in Riemannian
geometry. We also review the metric contraction property and the Brunn–Minkowski
inequality: they are weaker versions of the curvature-dimension condition, and
very important in the synthetic study of sub-Riemannian curvature. The distor-
tion coefficients are also introduced. It is explained that they contain information
about the curvature of the space.
In Chapter 3, sub-Riemannian geometry will be introduced via the Hamiltonian
viewpoint. Sub-Riemannian manifolds are manifolds equipped with a singular
metric, i.e. an inner product only defined on a subspace of the tangent space
2 Chapter 1. Introduction
at each point. Optimal control theory is the modern way of formulating sub-
Riemannian geometry. With the help of Pontryagin’s maximum principle, some
length minimisers, the ones that are called normal, are described as the solution
of Hamilton’s differential equation. These are essential in this thesis as the sub-
Riemannian exponential map is the projection from the cotangent bundle to
the manifold of the Hamiltonian flow that generates normal geodesics. After
showing how the optimal transportation problem is solved in sub-Riemannian
geometry, the chapter will end with an analysis of the sub-Riemannian distortion
coefficients.
The study of the distortion coefficients of the α-Grushin plane will be the focus
of Chapter 4. The α-Grushin plane, also denoted by Gα, is a generalisation of the
classical Grushin plane, corresponding to α = 1. Its geometry corresponds to the
sub-Riemannian structure of R2 equipped with the global vector fields X = ∂x
and Yα = |x|α∂y.
The study of the normal geodesics of Gα is carried out by solving Hamilton’s
equation. In this case, special functions defined with the help of the inverse of
the incomplete beta function appears naturally.
Theorem A (Geometry of the α-Grushin plane).
Let γ : I → Gα be a horizontal path with initial value γ(0) = (x0, y0), and λ(t) =
u(t)dx|γ(t) + v(t)dy|γ(t) be the cotangent lift with initial covector (u(0), v(0)) =
(u0, v0).
In the case where v0 6= 0 and (x0, u0) 6= 0, the curve γ is a geodesic if and only if
x(t) = A sinα(ωt + φ)




ω2t + ω cosα(φ) sinα(φ)
−ω cosα(ωt + φ) sinα(ωt + φ)
]
u(t) = Aω cosα(ωt + φ)
v(t) = v0
3
for uniquely determined parameters A, ω ∈ R \ {0} and φ ∈ [0, 2πα) satisfying







x0 = A sinα(φ) and u0 = Aω cosα(φ).
If v0 = 0 or (x0, u0) = 0, the geodesic is (x(t), y(t)) = (u0t + x0, y0) with its lift being
constant: (u(t), v(t)) = (u0, v0).
We also determine the cotangent injectivity domain of the sub-Riemannian expo-
nential map, and the corresponding cut locus.
Theorem B (Cut locus of the α-Grushin plane).
Let α > 1 and γ(t) = (x(t), y(t)) be a geodesic of Gα with initial value γ(0) = (x0, y0)
and initial covector u0dx|(x0,y0) + v0dy|(x0,y0).
If v0 = 0, there are no singularities along γ,
tcut[γ] = +∞ and Cut(x0, y0) = ∅.




while the cut locus is
Cut(x0, y0) =
{





A method to disprove Brunn–Minkowski inequalities is then used to show that
the α-Grushin plane fails to satisfy the curvature-dimension condition.
Theorem C (Failure of the CD(K, N) condition for the α-Grushin plane).
The α-Grushin plane (Gα, dα,L2) does not satisfy the CD(K, N) condition, for any
K ∈ R and N > 1.
Since the CD condition is not suited for Gα, the analysis of its curvature must be
made from another angle. As explained earlier, we choose to analyse its distor-
tion coefficients. Using a characterisation specific to sub-Riemannian geometry,
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we are able to compute them explicitly, in terms of the (2, 2α)-trigonometric
functions. The use of the sub-Riemannian exponential map is crucial here.
Theorem D (Distortion coefficients of the α-Grushin plane).
Let q0 and q be two points of Gα such that q /∈ Cut(q0). For all t ∈ [0, 1], we have
βt(q0, q) =
J(t, x0, u0, v0)
J(1, x0, u0, v0)
,
with
J(t, x0, u0, v0) := t [u0x(t)− (u0t + x0)u(t)] , (1.0.1)
and where γ(t) := (x(t), y(t)) : [0, 1]→ Gα denotes the unique constant speed minim-
ising geodesic joining q0 = (x0, y0) to q and u(t)dx|γ(t) + v(t)dy|γ(t) ∈ T∗γ(t)(Gα) is
the corresponding cotangent lift with initial covector u0dx|q0 + v0dy|q0 .
We then provide estimates that are relevant to the measure contraction property.
Theorem E (Relevant curvature-dimension estimates).
Let q0 := (x0, y0) ∈ Gα with x0 6= 0 and q ∈ G lying on the same horizontal line or
with x0 = 0 and q /∈ Cut(q0). We have that
βt(q0, q) > tN for all t ∈ [0, 1]
if and only if
N > Nα := 2
[




where mα ∈ [−3,−2] the unique non zero solution of
(m + 1)2α(m + 1)− ((2α + 1)m + 1) = 0.
We therefore conjecture that the α-Grushin plane satisfies the measure contraction
property condition MCP(K, N) if and only if K 6 0 and N > Nα. If this is
confirmed, this could be the first example of a metric measure space satisfying a
curvature-dimension condition with an non integer optimal effective dimension.
This work on the α-Grushin plane is the object of a preprint [Bor20] and has been
accepted for publication to the Journal of Geometric Analysis.
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We continue with a less specific and more abstract topic. Warner’s regularity
properties are a set of sufficient conditions in Riemannian geometry for a map
such as the exponential map to fail to be injective in any neighbourhood of a
singularity. This result was originally shown by Morse and Littauer and is also
important to metric geometry, as it enables us to characterise conjugate points
along a geodesic in a synthetic way, i.e. without reference to the smooth structure
of the space.
Therefore, in Chapter 5, it is shown that the sub-Riemannian exponential map
satisfies a cotangent version of Warner’s regularity conditions, of which there are
three. The first follows the constant speed property that normal extremals verify.
The second is proved by studying sub-Riemannian Jacobi fields along a normal
geodesic. Finally, the third is an adaptation of Morse’s index theory, making use
of the Maslov index of Jacobi curves.
Theorem F (Regularity of the sub-Riemannian exponential map).
Let M be a sub-Riemannian manifold and p ∈ M. Then, the corresponding exponential
map expp with domain Ap ⊆ T∗p(M) satisfies the following properties.
(R1) The map expp is C∞ on Ap and, for all λ0 ∈ Ap \ H−1p (0) and all t ∈ Ip,λ0 , we
have dtλ0expp(ṙp,λ0(t)) 6= 0expp(tλ0).
(R2) For every λ0 ∈ Ap \ {0} and every symplectic moving frame along the cotangent




sending A to ∇JA(1) + dλ0expp(Tv(T
∗
p(M))), is a linear isomorphism.
(R3) When M is an ideal sub-Riemannian manifold, there exists a convex neighbour-
hood V of every λ0 ∈ Ap \ H−1p (0) such that for every ray rp,λ0 which inter-
sects V , the number of singularities of expp (counted with multiplicities) on
Im(rp,λ0) ∩ V is constant and equals the order of λ0 as a singularity of expp,
i.e. dim(Ker(dλ0expp)).
6 Chapter 1. Introduction
In sub-Riemannian geometry, it would seem that the characterisation of conjugate
vector established by Morse and Littauer does not follow easily from the cotan-
gent version of the three regularity conditions. However, we are able to write
a proof of this characterisation in the case of the three-dimensional Heisenberg
group.
Theorem G (Non local injectivity of the Heisenberg exponential map).
The Heisenberg sub-Riemannian exponential map expp : Ap → H is not injective on
any neighbourhood of a conjugate vector λ0 ∈ Ap \ H−1p (0).
This study on the sub-Riemannian exponential map is also the subject of preprint
[BK21], and it has been submitted for publication in a peer-reviewed journal.
Finally, in the appendix, we turn again to the question of the validity of the
curvature-dimension condition in sub-Riemannian geometry. It has been proven
that this synthetic curvature bound never holds for parameters of positive ef-
fective dimension. We show that a slight adaptation of the proof yields that the
curvature-dimension with negative effective dimension does not hold as well for
strict and complete sub-Riemannian manifolds.
Theorem H (Failure of the curvatuve-dimension condition with negative effective
dimension in sub-Riemannian geometry).
Let M be a complete sub-Riemannian manifold such that, for any p ∈ M, we have that
rank(Dp) < dim Tp(M). If µ is any smooth measure on M, then the metric measure
space (M, dCC, µ) does not satisfy CD(K, N), for any K ∈ R and any N < 0.
Chapter 2
Metric geometry and optimal
transport
This chapter aims to describe recent developments of notions of synthetic
curvature that have been introduced over the past few decades, using ideas from
optimal transport theory.
Optimal transport was first set out in [Mon81] by the French mathematician
Gaspard Monge, the father of descriptive geometry, in 1781. The author was
interested in a practical engineering problem: how do you move a pile of earth
from a given area, called the Déblai, to another given area of equal measure,
called the Remblai, in the most effective manner, i.e. with least effort or carriage?
This problem, coined the Monge problem, was revisited by the mathematician,
economist and Nobel prize winner Leonid Kantorovich in his work [Kan42] in
1942. He reformulated and brilliantly expanded Monge’s ideas in a more modern
fashion, contributing to a renewed interest in the Monge transport problem in
the second half of the 20th century.
A dramatic turn for the theory came at the start of the new century, when
optimal transport problems were linked to curvature in differential geometry.
Lott, Sturm, and Villani pioneered in [LV09], [Stu06a], and [Stu06b] a notion
of Ricci curvature bounds, via optimal transport, equivalent to the one used in
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Riemannian geometry. This characterisation of Ricci curvature bounded from
below and effective dimension bounded from above is synthetic and therefore
can be taken as a definition of curvature-dimension bounds for general metric
measure spaces.
We will particularly focus on the metric geometry of sub-Riemannian manifolds
in this thesis. They are close enough to the Riemannian world to make an extens-
ive use of some differential tools but at the same time singular enough to exhibit
key features in metric geometry. The general theory of optimal transport is de-
veloped in [Vil09], [Vil03] and [San15]. We refer to [BBI01] for an introduction to
metric geometry.
2.1 Monge–Kantorovich problem
The modern formulation of optimal transport theory can be made in the context
of Polish probability spaces. We say that X is a Polish space if it is a separable
completely metrisable topological space, X being equipped with its Borel σ-
algebra and a Borel measure m.
If X and Y are two Polish spaces, a cost function is a map c : X×Y → R∪ {+∞}.
In the original memoir [Mon81], we read that Monge was originally interested
in X = Y = Rn for n = 2 or 3, and c(x, y) = |x− y|. Consider two probability
measures µ ∈ P(X) and ν ∈ P(X), modelising the Déblai and Remblai, Monge’s







c(x, T(x))dx | T : X → Y measurable, T]µ = ν
}
. (2.1.1)
Such a map, when it exists, is called an optimal transport map.
At first, proving the existence of a minimiser in Equation (2.1.1) would seem very
difficult. Indeed, suppose that X = Y = Rn and µ, ν are induced by densities
2.1. Monge–Kantorovich problem 9
f , g : Rn → R respectively. Assume also that f , g, T have enough regularity and
that T is injective. Then, the condition T]µ = ν is equivalent to
g(T(x))det(DxT) = f (x),
a non-linear equation which is not dissimilar to the Monge–Ampère equation in
the field of partial differential equations.
In fact, Monge did not address the question of the existence of such optimal
transport maps. Rather, he brought to light geometric properties of the solution
to Equation (2.1.1). It is Kantorovich who answered key questions of the existence
and characterisation of minimisers in his seminal paper [Kan42] from 1942. In
order to do that, he generalised the Monge problem to a form more natural and
easier to deal with: given µ ∈ P(X) and ν ∈ P(Y), find a probability measure












π ∈ P(X×Y) | (P1)]π = µ and (P2)]π = µ
}
is called the set of transport plans. Here, Pi denotes the projection onto the ith
coordinate. The minimising problem (2.1.2) is called the Monge–Kantorovich
problem, or simply the Kantorovich problem. Indeed, the Monge problem is
included in Equation (2.1.2): if T : X → Y is an optimal transport map, then
(idX, T)]µ is an optimal transport plan. However, an optimal transport plan is
not always induced from an optimal transport map. In the next section, we will
see examples of optimal transport plans induced by optimal transport maps.
The following existence theorem can then be established, following Kantorovich’s
work in [Kan42].
Theorem 2.1.1. Let X and Y be Polish spaces and c : X×Y → [0,+∞] be a lower semi-
continuous cost function. For every µ ∈ P(X) and ν ∈ P(Y), the Monge–Kantorovich
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problem (2.1.2) has a solution.
The Monge–Kantorovich problem admits a dual formulation, formalised by the
next theorem. Denote by Cb(X) the space of bounded continuous functions
from X to R. Given µ ∈ P(X) and ν ∈ P(Y), the dual problem consists of
finding ψ ∈ Cb(X) and ϕ ∈ Cb(Y), such that ϕ(y) − ψ(x) 6 c(x, y) for every









ψ(x)dµ(x) | (ψ, ϕ) ∈ Cb(µ, ν)
}
. (2.1.3)
where Cb(µ, ν) := {(ψ, ϕ) ∈ Cb(X)× Cb(Y) | ∀(x, y) ∈ X × Y, ϕ(y)− ψ(x) 6
c(x, y)}.
Theorem 2.1.2. Let X, Y be Polish spaces and c : X × Y → [0,+∞] be a lower semi-







Note that in the previous theorem, the existence of a solution to the dual problem
is not guaranteed. This is because the set Cb(µ, ν) is not compact. However,
the optimal plan π ∈ Π(µ, ν) can be characterised with the help of c-cyclical
monotonicity and c-convexity.
Definition 2.1.3. A set Γ ⊆ X×Y is said to be c-cyclically monotone if for every









with the convention yN+1 := y1. A transport plan π ∈ Π(µ, ν) is c-cyclically
monotone if it is concentrated on a c-cyclically monotone set.
A function ψ : X → R ∪ {+∞} is said to be c-convex if it is not identically +∞,






, for all x ∈ X.
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If this is the case, the c-transform of ψ is given by
ψc(y) := inf
x∈X
[ψ(x) + c(x, y)] , for all y ∈ Y.
Finally, the c-subdifferential of ψ is the c-cyclically monotone set defined by
∂cψ := {(x, y) ∈ X×Y | ψc(y)− ψ(x) = c(x, y)} .
By considering the cost function c(x, y) = −x · y in Rn, we can observe that the
concepts of c-convexity/transform are generalisations of the convexity and the
Legendre transform. The notion of c-concavity can be defined in a similar way.
Theorem 2.1.4. Let X, Y be Polish spaces and c : X × Y → [0,+∞) be a lower semi-
continuous cost function. Let µ ∈ P(X) and ν ∈ P(Y) and assume that the optimal cost
minπ∈Π(µ,ν) K(π) is finite. Then, there exists a c-cyclically monotone set Γ ⊆ X × Y
such that the following assertions are equivalent, for any π ∈ Π(µ, ν):
(i) π is an optimal transport plan;
(ii) π is c-cyclically monotone;
(iii) There is a c-convex function ψ : X → R∪ {+∞} such that
ψc(y)− ψ(x) = c(x, y), for π–almost every (x, y) ∈ X×Y;
(iv) For some functions ψ : X → R∪ {+∞} and ϕ : Y → R∪ {−∞}, we have
ϕ(y)− ψ(x) 6 c(x, y), for π–almost every (x, y) ∈ X×Y;
(v) π is concentrated on Γ.
We finally address the existence of a solution to the dual problem (2.1.3).
Theorem 2.1.5. Let X, Y be Polish spaces and c : X × Y → [0,+∞) be a lower semi-
continuous cost function. Let µ ∈ P(X) and ν ∈ P(Y) and assume that the optimal cost
minπ∈Π(µ,ν) K(π) is finite. Suppose that for π–almost every (x, y) ∈ X×Y, we have
c(x, y) 6 CX(x) + CY(y), for some CX ∈ L1(µ) and CY ∈ L1(ν).
12 Chapter 2. Metric geometry and optimal transport







Furthermore, there is a closed c-cyclically monotone set Γ ⊆ X×Y such that
(i) π ∈ Π(µ, ν) is an optimal transport plan if and only if π(Γ) = 1;
(ii) a c-convex function ψ : X → R ∪ {+∞} is a solution to the dual problem if and
only if Γ ⊆ ∂cψ.
More details and the proofs of the results stated in this section can be found in
[Vil09, Chapter 5.] and [San15, Chapter 1.]. In these sources and the references
therein, more effort is put into finding the minimal hypothesis for the well-
posedness of the Monge–Kantorovich problem, its dual problem, as well as a
presentation of further results, examples and applications.
2.2 Length and geodesic spaces
In this section, we give an overview of metric geometry which is the most gen-
eral framework to deal with notions of synthetic curvature. We start with the
definition of length structure.
Let (X, τX) be a topological space (with more than one point). A class of paths is
a set A of continuous paths γ from intervals of R into X, i.e.
A ⊆ {γ : I → X | I is an interval of R, and γ is continuous} .
A class of reparametrisations is a set R of maps ϕ from intervals to intervals of
R containing all the linear maps. In this work, we also assume that
R ⊆ {ϕ : J → I | I, J intervals, ϕ is monotonic and surjective} .
We will often write (γ, I) ∈ A to say that γ : I → X is a path inA and (ϕ, J, I) ∈ R
for a reparametrisation in R.
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Definition 2.2.1. We say that A is a class of admissible paths closed under a set
R of reparametrisations if
(i) A is closed under restriction: (γ|J , J) ∈ A whenever (γ, I) ∈ A and J is a
subinterval of I;
(ii) A is closed under concatenation: (γ, I) ∈ A if (γ1, I1) and (γ2, I2) ∈ A are
such that I is the disjoint union of I1 and I2, γ|I1 = γ1 and γ|I2 = γ2;
(iii) A is closed under reparametrisations of R: if (γ, I) ∈ A and (ϕ, J, I) ∈ R,
then (γ ◦ ϕ, J) ∈ A;
(iv) For every x ∈ X, there exists (γ, I) ∈ A with x ∈ γ(I).
Such a class of admissible paths and set of reparametrisations are the building
blocks for the definition of a length structure.
Definition 2.2.2. Let A be a class of admissible paths closed under a set R of
reparametrisations. We say that
L : A → R∪ {+∞}
is a length map, and that (R,A, L) is a length structure on the space X, if
(i) L is additive: if (γ1, I1) and (γ2, I2) ∈ A are such that I is the disjoint union
of I1 and I2, γ|I1 = γ1 and γ|I2 = γ2, then L(γ) = L(γ1) + L(γ2);
(ii) L depends continuously on pieces of paths: if (γ, I) ∈ A and L(γ) < +∞,
then the map L(γ, ·) : I → R : t 7→ L(γ, t) := L(γ|I∩(−∞,t]) is continuous;
(iii) L is invariant under the reparametrisations of R: L(γ ◦ ϕ) = L(γ) whenever
(γ, I) ∈ A and (ϕ, J, I) ∈ R;
(iv) L agrees with the topology of X: for all x ∈ X and all open neighbourhood
U of x, we have
inf {L(γ) | (γ, [a, b]) ∈ A, γ(a) = x and γ(b) ∈ X \ U} > 0;
(v) X is connected by rectifiable paths: for every x, y ∈ X there exists
(γ, [a, b]) ∈ A such that γ(a) = x, γ(b) = y and L(γ) < +∞.
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This very general setting covers most geometries that we encounter in the differ-
ential world: (reversible) Finsler geometry, Riemannian geometry and of particu-
lar importance for this thesis, sub-Riemannian geometry. A length map induces
a metric structure on X.
Theorem 2.2.3. Let (R,A, L) be a length structure on X. Define the induced distance
map
dL(x, y) := inf {L(γ) | (γ, [a, b]) ∈ A, γ(a) = x, γ(b) = y} for x, y ∈ X.
Then, the structure (X, dL) is a metric space.
Because of Definition 2.2.2 (iv), the topology induced by dL can only be finer than
the original topology of X. If we do not take the assumption that X is connected
by rectifiable paths (Definition 2.2.2 (v)), then (X, dL) will be an extended metric
space. Also, a rectifiable path (γ, I) ∈ A is always continuous with respect to dL.
A distance function on a set X might originate from a length structure. This
motivates the next definition.
Definition 2.2.4. We say that a metric space (X, d) is a length space if d = dL
where (R,A, L) is a length structure on X.
Conversely, we can construct a length structure out of a distance function.
Definition 2.2.5. Let (X, d) be a metric space and γ : [a, b] → X a continuous






d(γ(ti), γ(ti+1)) | n ∈ N and a = t0 < t1 < · · · < tn = b
}
.
If I is an interval of R and γ : I → X a continuous path, then
Ld(γ) := sup
{
Ld(γ|J) | J is a closed and bounded subinterval of I
}
.
If A is a subset of the space of d-continuous maps Cd(X) and if it is a class of
admissible paths closed under a set of reparametrisations R, then (R,A, LdL) is
a length structure for (X, d). The length function Ld is lower semi-continuous.
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Proposition 2.2.6. Let (X, d) be a metric space and (R,A, LdL) a length structure on X
induced from d. If γn, γ : [a, b]→ X are paths in A such that γn → γ when n→ +∞
with respect to the uniform convergence, then
Ld(γ) 6 lim infn→+∞
Ld(γn).
A length structure (R,A, L) on a topological space X induces a metric structure
on (X, dL). The previous discussion shows that this metric structure in turn
induces a length structure (R,A∩ CdL(X), LdL) on (X, dL). In fact, we must have
dLdL (x, y) = dL(x, y) for every x, y ∈ X and L(γ) = LdL(γ) for every γ ∈ A∩ CdL .
So, if (X, d) is a length space induced by a length structure (R,A, L), then
d(x, y) = dLd(x, y) for every x, y ∈ X and L(γ) = Ld(γ) for every γ ∈ A. This
observation allows the following characterisation of length spaces. A metric
space (X, d) is a length space induced by a length structure (R,A, L) if and only
if for every x, y ∈ X and all ε > 0, there exists a path (γ, [a, b]) ∈ A such that
γ(a) = x, γ(b) = y and Ld(γ) < d(x, y) + ε.
Paths can potentially represent the same curve under different parametrisations.
A path γ : I → X is parametrised by the constant speed v > 0 if Ld(γ|[t,t′]) =
v|t− t′| for every t, t′ ∈ I. In differential geometry of curves and surfaces, it is
well known that a smooth path can always be reparametrised by any constant
speed v > 0. The next proposition generalises this result to metric geometry.
Theorem 2.2.7. Let (X, d) be a metric space, γ : I → X a continuous path such that
Ld(γ) < +∞, and v > 0. The map
ψv : I → R : t 7→
Ld(γ, t)
v
is a non-decreasing continuous function. Furthermore, the curve
γv : ψv(I)→ X : τ 7→ γv(τ) := γ(t),
where t is chosen arbitrarily in ψ−1v (τ), is a well-defined Lipschitz continuous curve,
parametrised on the interval ψv(I) by the constant speed v, and γ = γv ◦ ψv.
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We finally turn our attention to geodesics.
Definition 2.2.8. In a length space (X, d) induced by a length structure (R,A, L),
a minimising geodesic is a path (γ, [a, b]) ∈ A such that L(γ) = d(γ(a), γ(b)). A
path (γ, I) ∈ A is a locally minimising geodesic, often simply called a geodesic, if
for every t ∈ I, there exists an δ > 0 such that [t− δ, t+ δ] ⊆ I and (γ|[t−δ,t+δ], [t−
δ, t + δ]) is a minimising geodesic.
We now introduce a particular class of length spaces.
Definition 2.2.9. A length space (X, d) induced by a length structure (R,A, L)
is called a geodesic space if every two points in X can be joined by at least one
minimising geodesic parametrised by constant speed.
We end this section by mentioning that the classical Hopf–Rinow theorem admits
a generalisation in this setting: a locally compact length space is complete if
and only if it is proper, i.e. every closed metric ball in X is compact (see [BBI01,
Theorem 2.5.28]). For a longer exposition on the subject of metric geometry, we
refer the reader to the textbooks [BBI01] and [Pap14].
2.3 Distortion coefficients in metric geometry
We introduce the general definition of (volume) distortion coefficients.
Definition 2.3.1. Let (X, d,m) be a metric measure space and x, y ∈ X. The
distortion coefficient from x to y at time t ∈ [0, 1] is





where Zt(x, Br(y)) stands for the set of t-intermediate points from x to the ball
centred in y of radius r;
Zt(A, B) := {γ(t)|γ ∈ Geo(X), γ(0) ∈ A and γ(1) ∈ B}
whenever A and B are m-measurable subsets of X.
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Note that Zt(x, Br(y)) might not be measurable. In that case, the measure m in
the numerator of (2.3.1) is understood as the outer measure of m.
There is an intuitive physical interpretation of the distortion coefficients (quoted
from [Vil09, Chapter 14.]):
[βt(x, y)] compares the volume occupied by the light rays emanating
from the light source [x], when they arrive close to γ(t), to the volume
that they would occupy in a flat space.
In particular, we can thus heuristically expect that the distortion coefficients are
related to the curvature of the space. The distortion coefficients of the Rieman-










if K > 0;










N − 1d(x, y). Furthermore, if (M, g) is a Riemannian manifold
equipped with the Riemannian volume dvolg, and if Ric > K and dim(M) 6
N, then we have βt(x, y) > β
(K,N)
t (x, y) for all x, y ∈ M and t ∈ [0, 1]. The
comparison of the curvature properties of a space to the model spaces of constant
curvature K and dimension N is at the basis of the making of synthetic curvature-
dimension conditions.
2.4 Synthetic curvature-dimension conditions
The theory of synthetic curvature was developed by Lott, Sturm, and Villani (see
[LV09], [Stu06a], and [Stu06b]). Here we summarise some of the points from
their works.
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Let (X, d) be a geodesic space, induced by a length strucutre (R,A, L), and we
equip it with a Radon measure m. We say that (X, d,m) is a metric measure space
(or measured geodesic space, to be more precise). We write Geo(X) for the set of all
minimising geodesics of X parametrised by constant speed on [0, 1].
Two minimising geodesics (parametrised by constant speed) γ1, γ2 : [0, 1] → X
are said to be branching if there is t ∈ [0, 1] such that γ1(s) = γ2(s) for all
s ∈ [0, t) while γ1 6= γ2. In Riemannian geometry, geodesics never branch as they
are the solution to a second-order differential equation, but generally it can be
more complicated in other geometric structures (see [MR20] for example). A set
of geodesics G ⊆ Geo(X) is said to be non-branching if there are no branching
geodesics in G. The geodesic space (X, d) is itself called non-branching if Geo(X)
is non-branching.
We denote by P(X) the set of Borel probability measures and for p ∈ [1,+∞), the
subset Pp(X) of those with finite pth-moment. For all t ∈ [0, 1], the evaluation
map is defined as
et : Geo(X)→ X : γ 7→ γ(t).
A dynamical transference plan Π is a Borel probability measure on Geo(X) while
a displacement interpolation associated to Π is a path (µt)t∈[0,1] ⊆ P2(X) such
that µt = (et)#Π for all t ∈ [0, 1].









with Π(µ, ν) := {π ∈ P(X2) | (P1)#π = µ and (P2)#π = ν}. In other words, we
define a distance between two probabilities as the value realising the infimum in
the Monge–Kantorovich problem (2.1.2) with the cost function c(x, y) = d(x, y)p.
It can be shown that (Pp(X),Wp) is a geodesic space, from the assumption that
(X, d) is a geodesic space (see [Vil09, Chapter 7.]).
For µ0, µ1 ∈ Pp(X), the set OptGeop(µ0, µ1) is the space of all measures ν ∈
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P(Geo(X)) such that (e0, e1)#ν realises the minimum for the Wasserstein distance
Wp. A measure ν ∈ OptGeop(µ0, µ1) is called a p-dynamical optimal plan.
The metric measure space (X, d,m) is said to be p-essentially non-branching
for all µ0, µ1 ∈ Pp(X), any p-dynamical optimal plan ν ∈ OptGeop(µ0, µ1) is
concentrated on a Borel non-branching set G ⊆ Geo(X).
We now introduce the (K, N)-distortion coefficients. For K ∈ R, N ∈ [1,+∞], θ ∈




















if 0 < Kθ2 < Nπ2







if Kθ2 6 0
.
Comparing with Equation (2.3.2), we see that the definition of the coefficients
τK,N corresponds to (β(K,N))1/N. We are ready to introduce a first notion of
synthetic curvature: the curvature-dimension condition.
Definition 2.4.1. Let K ∈ R and N ∈ [1,+∞). We say that a geodesic metric
measure space (X, d,m) has curvature bounded from below by K and dimension
bounded from above by N, or satisfies the (K, N)-curvature-dimension condition
– CD(K, N) for short – if, for any µ0, µ1 ∈ P2(X) absolutely continuous with
respect to m and with bounded support, there exists ν ∈ OptGeo(µ0, µ1) and













where EN stands for the Rényi functional
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The CD condition is built on the Wasserstein space of order 2. This can be seen as
being rooted in the fact that the theory of Ricci curvature in Riemannian geometry
is a quadratic differential theory. Nevertheless, it has recently been proved in
[Akd+20] that under the essentially non-branching condition, an arbitrary p in
the definition will give rise to the same curvature-dimension condition.
The CD(K, N) condition has been very successful in generalising classical theor-
ems of differential geometry to the non-smooth setting such as the Bonnet–Myers
theorem, Sobolev/log-Sobolev inequalities, Poincaré inequalities, Talagrand in-
equalities, Lévy–Gromov isoperimetric inequality, to name just a few.
We mention in more detail one implication of the CD(K, N) condition: the Brunn–
Minkowski inequality.
Proposition 2.4.2. Let (X, d,m) be a geodesic metric measure space satisfying the
CD(K, N) condition for some K ∈ R and N ∈ [1,+∞]. Then, the following Brunn–
Minkowski inequality, denoted by BM(K, N), holds in (X, d,m). For every Borel subsets
A0 and A1 of X and any t ∈ [0, 1], we have




























where Θ is the minimal or maximal geodesic length from A0 to A1:
Θ :=
 inf(x,y)∈A0×A1 d(x, y) if K > 0;sup(x,y)∈A0×A1 d(x, y) if K < 0.
Alongside this notion of synthetic curvature, a weaker condition was de-
veloped independently by Sturm and Ohta: the measure contraction property –
MCP(K, N) for short –, see [Stu06b] and [Oht07].
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Definition 2.4.3. Let K ∈ R and N ∈ [1,+∞). A geodesic metric measure space
(X, d,m) satisfies MCP(K, N) if, for every x ∈ X and measurable set A ⊆ X with







where µA := 1m(A)m ∈ P(X) is the normalisation of µ to A.
The MCP(K, N), although weaker, does imply interesting geometric inequalit-
ies: for example, the Bonnet–Myers theorem and the Bishop–Gromov volume
comparison theorem.
Proposition 2.4.4 (Bishop–Gromov volume comparison theorem). Let (X, d,m)
be a geodesic metric measure space satisfying the CD(K, N) condition for some K ∈ R
and N ∈ [2,+∞). Then, for all x ∈ X, the map
[0,+∞)→ R : r 7→ m(B(x, r))
VK,N(r)
is non-increasing. Here, B(x, r) denotes the open ball centred at x of radius r > 0 while
VK,N(r) is the volume of a ball of radius r in the (K, N)-model space.
Both the CD and MCP conditions generalise the notion of Ricci curvature
bounded from below by K ∈ R and dimension bounded from above by N > 1
from Riemannian geometry.
Theorem 2.4.5. If (M, g) is a Riemannian manifold and ψ a positive C2 function on M,
the metric measure space (M, dg, ψ · volg) satisfies the CD(K, N) condition if and only
if Ricg,ψ,N > Kg where








Note that in the case where N = n, it only makes sense to consider constant
functions ψ in the definition of the generalised Ricci tensor. The proof of the
equivalence with the CD condition can be found in [Stu06b] and [LV09]. Fur-
thermore, it is also proved in [Oht07, Corollary 3.3.] that, in the Riemannian
22 Chapter 2. Metric geometry and optimal transport
setting, the MCP(K, N) condition is equivalent to CD(K, N) if N is greater than
the topological dimension of (M, g).
For general metric measure spaces, the two notions of synthetic curvature are
not equivalent. For non-branching spaces, the CD condition does imply the MCP
condition however (see [Oht07] and [CS12]). As we will see later (see Section 4.4
and Appendix A), this already appears in sub-Riemannian geometry.
Chapter 3
Sub-Riemannian geometry
As we have seen in the previous chapter, the rich geometry of metric measure
spaces was developed to study the structure of singular spaces such as limits of
Riemannian manifolds, Alexandrov spaces or Finsler manifolds. In this thesis,
we will focus on sub-Riemannian manifolds. Roughly speaking, they are built
by constraining the directions in which a path is allowed to travel.
The theory of sub-Riemannian geometry has received a lot of attention in recent
years. In particular, it has successfully provided smooth examples and counter-
examples which are helpful for solving some open problems in metric geometry.
For example, it was proven by Juillet in [Jui21] that no (strict and complete)
sub-Riemannian structure satisfies the CD(K, N) condition (see Definition 2.4.1).
The geodesics associated with sub-Riemannian structures are also interesting.
The study of length minimisers reveals the existence of geodesics which can be
normal, i.e. solving a differential equation, or abnormal. Although abnormal
geodesics are at the heart of hard open problems in the theory, this thesis will
focus on normal extremals.
In this chapter therefore, we introduce the basics of sub-Riemannian geometry.
We rely on [ABB20] and [Agr08] for the general theory, and we introduce sub-
Riemannian optimal transportation problems and distortion coefficients in the
spirit of [FR10] and [BR19].
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3.1 Carnot–Carathéodory structure
A manifold is a set equipped with an equivalence class of atlases such that its
manifold topology is Hausdorff and second-countable. In this work, manifolds
are considered without a boundary. All the objects are assumed to be of class Cr
for r ∈ [[2, ∞]] ∪ {ω}. We begin with the definition of a sub-Riemannian manifold,
also called a Carnot–Carathéodory space.
Definition 3.1.1. A triple (E, 〈·, ·〉E, fE) induces a sub-Riemannian structure on a
manifold M if
(i) E is a vector bundle over M,
(ii) 〈·, ·〉E is a metric on E,
(iii) fE : E→ T(M) is a morphism of vector bundles.
We say that (M, E, 〈·, ·〉E, fE), or simply M when the context is clear, is a sub-
Riemannian manifold.
The family of horizontal vector fields is defined as
D := { fE ◦ u | u is a section of E}.
They correspond to vector fields that are compatible with the sub-Riemannian
structure of M. The horizontal distribution at a point p ∈ M is Dp := {v(p) | v ∈
D}. The rank of the sub-Riemannian structure at p ∈ M is rank(p) := dim(Dp).
Observe that in our definition, a sub-Riemannian manifold can be rank-varying.
When considering paths in M, we are mainly interested in those that have their
tangent vector field in the horizontal distribution.
Definition 3.1.2. We say that curve γ : [0, T] → M is horizontal or admissible if
γ is Lipschitz in charts and if there exists a control u : [0, T] → E such that
u ∈ L2([0, T], E) with γ̇(t) = fE(u(t)) for almost every t ∈ [0, T].
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where ‖v‖Dp := min
{√
〈u, u〉Ep | u ∈ Ep and fE(u) = (p, v)
}
for v ∈ Dp and
p ∈ M.
Remark 3.1.3. The norm ‖·‖Dp is well-defined, induced by an inner product
〈·, ·〉Dp and the map t 7→ ‖γ̇(t)‖Dγ(t) is measurable.
Given a horizontal curve γ : [0, T]→ M, we define at every differentiability point
of γ the minimal control u associated with γ
u(t) := arg min
{√
〈u, u〉Ep | u ∈ Ep and fE(u) = γ̇(t)
}
.
It can be established that the minimal control u corresponding to a horizontal
curve is always measurable and essentially bounded. Therefore, Equation 3.1.1










The right-hand side of the previous equality can also serve as a definition for
length and energy functionals defined on the space of controls L2([0, T], E) which
we will still denote by L, J : L2([0, T], E)→ R.
We can define a distance on a sub-Riemannian manifold in the same way as in
Riemannian geometry.
Definition 3.1.4. The distance between two points x and y of a sub-Riemannian
manifold M, also called the Carnot–Carathéodory distance, is defined by
dCC(x, y) := inf{L(γ) | γ : [0, T]→ M is horizontal, γ(0) = x and γ(T) = y}.
When the context is clear enough, we will simply write d for the sub-Riemannian
distance. However, this function will not induce a structure of metric space on
(M, d) unless we can join every two points in M with a horizontal path.
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For this reason, it is conventional to assume that the sub-Riemannian structure
satisfies the Hörmander condition. This states that Liep(D) = Tp(M) for all p ∈ M
where Liep(D) denotes the smallest vector subspace of Γ(M) containing D and
satisfying
[X, Y] ∈ Liep(D) whenever X ∈ D and Y ∈ Liep(D).
We also say that D is bracket-generating in this case. This definition is motivated
by the following well-known result.
Theorem 3.1.5 (Chow–Rashevskii theorem). Let M be a sub-Riemannian manifold
such that its distribution D is C∞ and satisfies the Hörmander condition. Then, (M, d)
is a metric space and the manifold and metric topology of M coincide.
Unless explicitly stated (e.g. when studying the α-Grushin plane in Chapter 4), a
sub-Riemannian manifold will be assumed to be bracket-generating. Horizontal
curves can then be characterised with the Carnot–Carathéodory distance.
Proposition 3.1.6. A curve γ : [0, T] → M is horizontal if and only if it is Lipschitz
with respect to dCC.
The horizontal distribution of a sub-Riemannian manifold M is defined by
H(M) :=
⊔
p∈MDp. If the sub-Riemannian manifold has constant rank, then
H(M) is a subbundle of T(M).
3.2 Free sub-Riemannian manifolds and first
examples
We now introduce the notion of isometry in sub-Riemannian geometry.
Definition 3.2.1. Let (M1, E1, 〈·, ·〉E1 , fE1) and (M2, E2, 〈·, ·〉E2 , fE2) be two sub-
Riemannian manifolds. We say that they are isometric if there exists a dif-
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feomorphism F : M1 → M2 and an isomorphism F : E1 → E2 such that
fE2 ◦ F = fE1 ◦ dF.
When equipping a manifold with different distributions, we could also end up
with equivalent sub-Riemannian structures.
Definition 3.2.2. Let (E1, 〈·, ·〉E1 , fE1) and (E2, 〈·, ·〉E2 , fE2) be two sub-Riemannian
structures on a same manifold M. They are said to be equivalent if:
(i) There exists a Euclidean vector bundle (E, 〈·, ·〉E) and surjective vector
bundle morphisms p1 : E → E1 and p2 : E → E2 such that fE1 ◦ p1 =
fE2 ◦ p2.
(ii) For all u1 ∈ E1 and all u2 ∈ E2, we have
|u1|E1 = min {|u|E | p1(u) = u1} and |u1|E2 = min {|u|E | p2(u) = u2} .
Given m global vector fields X1, . . . , Xm : M → T(M) on a manifold M, we can
build on M a sub-Riemannian structure in the following way: Set E = M×Rm
the trivial bundle of rank m, fE : E → T(M) : (p, (u1, . . . , um)) 7→ ∑mk=1 ukXk(p)
and finally consider the Euclidean metric on E. In this way, we induce an inner








∣∣∣∣∣ m∑k=1 uiXk(p) = u
}
. (3.2.1)
The family (X1, . . . , Xm) is said to be a generating family of the sub-Riemannian
manifold. A free sub-Riemannian structure is one that is induced from a gen-
erating family. Every sub-Riemannian structure is equivalent to a free one (see
[ABB20, Section 3.1.4]). From now on, we will therefore assume, without loss of
generality, that every sub-Riemannian manifold is free.
Example 3.2.3. The Heisenberg groupH is the sub-Riemannian structure induced
on R3 by the global vector fields
X1 = ∂x −
y
2
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where (x, y, τ) denotes the usual global chart of R3. This structure will be studied
in Section 5.5.
The Grushin plane G is a sub-Riemannian manifold on R2 generated by
X = ∂x and Y = x∂y.
Chapter 4 is devoted to a generalisation of the Grushin plane.
3.3 End-point map and length minimisers
Consider a sub-Riemannian manifold M for which the family (X1, . . . , Xm) is
generating. From an optimal control point of view, a curve γ : [0, T] → M with
initial value γ(0) = p ∈ M is horizontal if there exists u ∈ L2([0, T],Rm), called
a control, such that γ̇(t) = ∑mk=0 uk(t)Xk(γ(t)).
In fact, from Carathéodory’s theorem for ordinary differential equations, we
know that there exists a unique maximal Lipschitz solution to the Cauchy prob-
lem 
γ̇(t) = ∑mk=0 uk(t)Xk(γ(t))
γ(t0) = p
(3.3.1)
for every u ∈ L2([0, T],Rm), p ∈ M and t0 ∈ [0, T]. We denote such a solution by








Pt2,t3,u ◦ Pt1,t2,u = Pt1,t3,u
(Pt1,t2,u)
−1 = Pt2,t1,u
whenever these objects are well-defined.
We can now introduce the end-point map.
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Definition 3.3.1. Let p ∈ M and T > 0. The end-point map at time T > 0 of the
system (3.3.1) is the smooth map
Ep,T : U → M : u 7→ γ0,p,u(T)
where U ⊆ L2([0, T],Rm) is the open subset of controls such that γ0,p,u, the
solution to the Cauchy problem (3.3.1), is defined on the whole interval [0, T].
The end-point map is smooth and its Fréchet differential can be computed (see








The concept of length minimisers is central to metric geometry. In sub-
Riemannian geometry, it is natural to consider minimisers of the length functional
that induces the Carnot–Carathéodory distance.
Definition 3.3.2. A horizontal path γ : [0, T]→ M is a length minimiser if
L(γ) = dCC(γ(0), γ(T)).
Length minimisers are thus horizontal curves whose length minimises the dis-
tance between its endpoints. A length minimiser between two points might or
might not exist in general. Furthermore, even if one does exist, it may or may
not be unique. The existence of a length minimiser can however be guaranteed
locally, i.e. in a small neighbourhood around an arbitrary point.
Proposition 3.3.3. For every p ∈ M, there exists ε > 0 such that for every q ∈ B(p, ε),
there exists a horizontal path γ : [0, T]→ M such that γ(0) = p, γ(T) = q and γ is a
length minimiser.
In view of the Cauchy problem (3.3.1), it is clear that finding a length minimiser
for L among the horizontal curves with fixed end-points γ(0) = p and γ(T) = q
is equivalent to finding a minimal control for L for which the associated path
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joins p and q. Furthermore, we have the following classical correspondence (from
the Cauchy–Schwarz inequality): a horizontal curve γ : [0, T] → M joining p to
q is a minimiser of E if and only if it is a minimiser of L and is parametrised
by constant speed. A necessary condition for horizontal paths to be length
minimisers is given in the next result.
Theorem 3.3.4 (Pontryagin extremals). If γ : [0, T] → M is a horizontal curve that
is length minimising and parametrised by constant speed and u : [0, T] → Rm is the








|u(s)|ds = dCC(γ(0), γ(T)).
Then, there exists a covector λ0 ∈ T∗γ(0)(M) such that the curve
λ : [0, T]→ T∗(M) : t 7→ (P−10,t,u)
∗[λ0]
satisfies one and only one of the following
(P-N) uk(t) = 〈λ(t), Xk(γ(t))〉 for all k ∈ [[1, m]] and every t ∈ [0, T];
(P-A) λ0 6= 0 and 〈λ(t), Xk(γ(t))〉 = 0 for all k ∈ [[1, m]] and every t ∈ [0, T].
A curve λ : [0, T] → T∗(M) satisfying (P-N) or (P-A) is sometimes called a
Pontryagin extremal corresponding to the length minimiser γ. If λ satisfies (P-N)
(resp. (P-A)), we say that λ is normal (resp. abnormal) and γ is then normal (resp.
abnormal). There could be different Pontryagin extremals associated with the
same length minimiser. In other words, although a Pontryagin extremal is either
normal or abnormal, a length minimiser can be both normal and abnormal at
the same time.
In terms of the end-point map, the problem of finding the minimisers joining





∣∣∣ u ∈ E−1p,T(q)} . (3.3.2)
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The Lagrange multipliers rule provides an alternative necessary condition to be
satisfied by a control u which is a constrained critical point for (3.3.2).
Proposition 3.3.5 (Lagrange multipliers). Let u ∈ U be an optimal control for the
variation problem (3.3.2). Then at least one of the following statements holds true:
(L-N) there exists λ(T) ∈ T∗q(M) such that λ(T) ◦ DuEp,T = duJ;
(L-A) there exists λ(T) ∈ T∗q(M) \ {0} such that λ(T) ◦ DuEp,T = 0.
An optimal control is called normal (resp. abnormal) when it satisfies the condi-
tion (L-N) (resp. (L-A)). This terminology is consistent with the vocabulary of
Pontryagin extremals: a control u and a Pontryagin extremal λ are normal (resp.
abnormal), in the sense of Proposition 3.3.5 and Theorem 3.3.4 respectively, if and
only if q = Ep,T(u) and (L-N) (resp. (L-A)) is satisfied with λ(t) = (P−1t,T,u)
∗[λ0].
A normal trajectory γ : [0, T] → M is called strictly normal if it is not abnormal.
If, in addition, the restriction γ|[0,s] is strictly normal for every s > 0, we say that
γ is strongly normal. It can be seen that γ is strongly normal if and only if the
normal geodesic γ does not contain any abnormal segment.
3.4 Characterisation of sub-Riemannian geodesics
Now that we can turn a sub-Riemannian manifold into a metric space, we move
on to studying the geodesics associated with its distance function. These are
horizontal curves, parametrised by constant speed, that are locally minimising
the sub-Riemannian length functional. Because of the lack of a torsion-free metric
connection, we can not have a geodesic equation through a covariant derivative.
Rather, sub-Riemannian geodesics are characterised via Hamilton’s equations.
We recall that the Hamiltonian vector field of a map a ∈ C∞(T∗(M)) is the unique
vector field −→a ∈ Γ∞(T∗(M)) that satisfies
σ(·,−→a (λ)) = dλa, ∀λ ∈ T∗(M),
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where σ denotes the canonical symplectic form on the cotangent bundle T∗(M).
The smooth control-dependent Hamiltonian of a sub-Riemannian structure is the












It is easy to see that, by strict convexity, there exists a unique maximum u(λ) of
u 7→ hu(λ) for every λ ∈ T∗(M). Therefore, a maximised Hamiltonian, or simply
Hamiltonian, is well-defined:
H : T∗(M)→ R : λ 7→ H(λ) := max
u∈Rm
hu(λ).
Furthermore, the Hamiltonian H can be written in terms of the generating family







〈λ, Xk(π(λ))〉2, ∀λ ∈ T∗(M).
For k = 1, . . . , m and (p, λ0) ∈ T∗(M), we also write hk(p, λ0) := 〈λ0, Xk(p)〉.
The Lagrange multiplier rule can be further developed to characterise normal
extremals as curves that satisfy Hamilton’s differential equation. Alternatively,
the following result can also be seen as an application of Pontryagin’s maximum
principle to the sub-Riemannian length minimisation problem.
Theorem 3.4.1. Let γ : [0, T]→ M be a horizontal curve which is a length minimiser,
parametrised by constant speed and let u : [0, T] → Rm be the corresponding minimal







hk (γ(t), λ(t)) for almost every t ∈ [0, T],
such that one of the following is satisfied
(N) hk(γ(t), λ(t)) = uk(t);
(A) hk(γ(t), λ(t)) = 0.
Moreover, in the case (A), we have λ(t) 6= 0 for every t ∈ [0, T]
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The last theorem can be rewritten in the following more concise form, which
does not refer to the minimal control u of γ.
Theorem 3.4.2 (Pontryagin’s maximum principle). Let γ : [0, T] → M be a hori-
zontal curve which is a length minimiser and parametrised by constant speed. Then, there





(A) σλ(t)(λ̇(t),∩nk=1ker(dλ(t)hk)) = 0 for all t ∈ [0, T].
Moreover, in the case (A), we have λ(t) 6= 0 for every t ∈ [0, T].
If λ satisfies (N) (resp. (A)), we will also say that λ is a normal extremal
(resp. abnormal extremal). Again, this is consistent with Proposition 3.3.5 and
Theorem 3.4.1. The projection of a normal extremal onto M is locally minimising,
that is to say, it is a normal geodesic parametrised by constant-speed. However,
the projection of an abnormal extremal onto M may not be locally minimising.
The study of abnormal geodesics is an area of intensive research. There are some
cases where a sub-Riemannian structure does not have any non-trivial abnormal
geodesic (the trivial geodesic is always abnormal as soon as rank(p) < dim(M)).
In this case, a sub-Riemannian manifold is said to be ideal.
If γ is a normal geodesic associated with a normal extremal λ, then (N) is
nothing but Hamilton’s equation. In the natural coordinates of the cotangent









The theory of ordinary differential equations provides the existence of a maximal
solution to (3.4.2) for any given initial condition λ(0) = (p, λ0) ∈ T∗(M). The
flow of Hamilton’s equation is denoted by et
−→
H .
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3.5 Sub-Riemannian exponential map
We finally turn our attention to a central object of this thesis: the sub-Riemannian
exponential map.
Definition 3.5.1. The sub-Riemannian exponential map at p ∈ M is the map
expp : Ap → M : λ 7→ π(e
−→
H (λ))
where Ap ⊆ T∗p(M) is the open set of covectors such that the corresponding
solution of (3.4.2) is defined on the whole interval [0, 1].
The sub-Riemannian exponential map expp is smooth. If λ : [0, T] → T
∗(M) is
the normal extremal that satisfies the initial condition λ(0) = (p, λ0) ∈ T∗(M),
then the corresponding normal extremal path γ(t) = π(λ(t)) satisfies γ(t) =
expp(tλ0) for all t ∈ [0, T]. If M is complete for the Carathéodory distance, then
Ap = T∗p(M), and if in addition there are no strictly abnormal length minimisers,
the exponential map expp is surjective. Contrary to the Riemannian case, the
sub-Riemannian exponential map is not necessarily a diffeomorphism of a small
ball in T∗p(M) onto a small geodesic ball in M. In fact, Im(d0expp) = Dp and
expp is a local diffeomorphism at 0 if and only if Dp = Tp(M).
A relatively different version of Gauss’ lemma is also available in sub-Riemannian
geometry.
Proposition 3.5.2 ([ABB20, Proposition 8.42]). Let p ∈ M, λ0 ∈ T∗p(M) and
(q, λ1) := e
−→
H (p, λ0). Then, for every w0 ∈ T∗p(M), we have
〈λ1, dλ0expp(w0)〉 = 2H(λ0, w0)
where we have identified T∗p(M) with Tλ0(T
∗
p(M)) when necessary.
Remark 3.5.3. With a slight abuse of notation, we have written H to denote the
symmetric bilinear form related to the Hamiltonian:
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A sub-Riemannian manifold is said to be geodesically complete if its exponential
map expp is defined on all of T
∗
p(M), for every p ∈ M.
Theorem 3.5.4 (Sub-Riemannian Hopf–Rinow theorem). For a sub-Riemannian
manifold M, the following are equivalent:
(i) (M, dCC) is a complete metric space;
(ii) For all r > 0, the closed ball B[p, r] is compact for every p ∈ M;
(iii) There exists r > 0 such that the closed ball B[p, r] is compact for every p ∈ M.
Moreover, if M is ideal, i.e. it does not contain any non-trivial abnormal minimisers,
then any of the previous conditions are equivalent to
(iv) M is geodesically complete;
(v) The Hamiltonian vector field
−→
H of M is complete on T∗(M).
The first three equivalences are not specific to sub-Riemannian geometry but are
true for length spaces in general, as we have seen in Section 2.2. It comes down
to the fact that (M, dCC) is indeed a locally compact metric space (under the
bracket generating assumption). Furthermore, if p ∈ M, then for some r > 0,
every q ∈ B(p, r) can be joined to p by a minimising curve.
3.6 Sub-Riemannian optimal transport
We now address the optimal transport problem for ideal sub-Riemannian mani-
folds. We present a generalisation of Brenier and McCann’s theorems proved by
Figalli and Rifford [FR10] (see also [Rif14]).
Equipping a sub-Riemannian manifold M with a Radon measure m turns the
structure (M, d,m) into a metric measure space. Usually, the measure m is a
smooth measure, that is to say m is induced from a positive density.
The transport cost of a measurable map T : M → M, relative to a measurable
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Given two probability measures µ0 and µ1 on M, the Monge transportation
problem consists of finding a map that minimises the transport cost:





where τ(µ0, µ1) := {T : M → M | T]µ0 = µ1}. Such a map is called an optimal
transport map.
The study of the Monge problem in sub-Riemannian geometry was first ex-
amined by Ambrosio and Rigot for the Heisenberg group in [AR04] (see also
[DR11] for an approach involving the MCP condition). Most recently, Figalli and
Rifford [FR10] provided a complete solution to the Monge problem related to a
squared-distance cost in a general ideal sub-Riemannian manifold. The original
statement of their result only applies to constant-rank sub-Riemannian manifold.
However, it can easily be adapted to more general distribution, as noted in [BR19]
for example.
Theorem 3.6.1. Let M be an ideal and complete sub-Riemannian manifold, µ0 ∈ Pacc
and µ1 ∈ Pc. Then, there exists a unique optimal transport map T : M→ M, solution





There exists a function ψ : M → R, a closed set Sψ and an open set Mψ = M \ Sψ,
respectively called the static and the moving set, such that
1. ψ is locally semi-convex in a neighbourhood ofMψ ∩ supp(µ0);
2. For µ0-almost every x ∈ Sψ, we have T(x) = x;
3. For µ0-almost every x ∈ Mψ, the value of T(x) = y is characterised by the
condition
ψ(x) + c(x, y) 6 ψ(z) + c(z, y), for all z ∈ M.
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Furthermore, for µ0-almost every x ∈ M, there exists a unique minimising geodesic
between x and T(x) and its expression is given by
[0, 1]→ M : t 7→ Tt(x) :=
 expx(tdxψ) if x ∈ M
ψ ∩ supp(µ0)
x if x ∈ Sψ ∩ supp(µ0)
.
Finally, there exists a unique Wasserstein geodesic (µt)t∈[0,1] joining µ0 to µ1, given by
µt := (Tt)]u0.
We also note that the regularity of the transport map is studied in detail in [FR10]
(and [BR19]), as well as a way to relax the compactness assumption on µ0 and
µ1.
3.7 Distortion coefficients in sub-Riemannian
geometry
The CD(K, N) condition is never satisfied for ideal sub-Riemannian manifolds
M such that rank(p) < dim(M) at every point p ∈ M. Indeed, Juillet showed
in [Jui21] that they do not satisfy the Brunn–Minkowski inequality of Proposi-
tion 2.4.2. However, by studying the distortion coefficients in sub-Riemannian
geometry, it is possible to prove a modified version of the Brunn–Minkowki
inequality.
In order to state the result, we need to review the two notions of cut locus in
sub-Riemannian geometry (see [FR10] and [BR19]).
Firstly, the cut time of a maximal geodesic γ : [0, T]→ M is defined as
tcut[γ] := sup
{
t > 0 | γ|[0,t] is a minimising geodesic
}
,
and the optimal cut locus at a point p ∈ M is
Cut(p) := {γ(tcut[γ]) | γ is a maximal geodesic starting at p} .
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In Section 4.3, we will use a method, called the extended Hadamard technique,
to compute the optimal cut locus of a specific sub-Riemannian structure: the
α-Grushin plane.
Secondly, if p, q are points of M such that there exists a unique minimising normal
geodesic, which is not abnormal, from p to q, and q is not conjugate to p along
that curve, we say that (p, q) is a smooth pair of points. The cut locus of p ∈ M is
given by Cut(p) := M \ {q ∈ M | (p, q) is a smooth pair of points}. The global
cut locus is then defined as Cut(M) := {(p, q) ∈ M×M | q ∈ Cut(p)}.
If M is an ideal sub-Riemannian manifold, then Cut(p) = Cut(p) \ {p}. However,
if abnormal minimisers are present, the relation between the two definitions of
cut locus is more complicated and some related questions are still open (see
[BR19, Section 4.2.1.]).
Theorem 3.7.1 ([BR19, Theorem 7.]). If M is an n-dimensional ideal sub-Riemannian
manifold equipped with a smooth measure m, then for every Borel set A0 and A1 of M
and every t ∈ [0, 1], we have
m(Zt(A0, A1)) > β1−t(A1, A0)1/nm(A0)1/n + βt(A0, A1)1/nm(A1)1/n,
where βt(A0, A1) := inf{βt(x, y) | (x, y) ∈ (M×M) \Cut(M)}.
Although the classical CD(K, N) condition is never satisfied in sub-Riemannian
geometry, it is known that sub-Riemannian manifolds do often satisfy a MCP
condition, such as the Heisenberg groups (see [Jui09]), generalised H-type groups,
Sasakian manifolds (see [BR19, Section 7.]), etc. To relate the MCP condition to a
lower bound on the distortion coefficients of an ideal sub-Riemannian manifold,
we will keep the following result in mind.
Theorem 3.7.2 ([BR19, Theorem 9.]). Let M be an ideal sub-Riemannian manifold
equipped with a smooth measure µ. When N > 1, the following conditions are equivalent:
(i) βt(q0, q) > tN for all q0, q /∈ Cut(M) and t ∈ [0, 1];
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(ii) The measure contraction property MCP(0, N) is satisfied, i.e. for all non-empty
Borel sets B ⊆ M and q ∈ M we have µ(Zt(q, B)) > tNµ(B).
This observation is a motivation for the study of the α-Grushin plane that will be
carried out in the next chapter.

Chapter 4
Distortion coefficients of the
α-Grushin plane
Grushin structures first appeared in the work of Grushin on hypoelliptic oper-
ators in the seventies, for example, see [Gru70]. The α-Grushin plane, denoted
by Gα in this thesis, consists of equipping the two-dimensional Euclidean space
with the sub-Riemannian structure generated by the global vector fields X = ∂x
and Yα = |x|α∂y.
These structures form a class of rank-varying sub-Riemannian manifolds. In
this work, we will focus on the case α > 1. The α-Grushin plane has Hausdorff
dimension α+ 1 and is not bracket-generating unless α is an integer. Furthermore,
the α-Grushin planes constitute a natural generalisation of the traditional Grushin
plane, corresponding to the case α = 1. Along with the Heisenberg groups
Hn, they are considered as fundamental examples of sub-Riemannian geometry,
exhibiting key characteristics of the theory.
Since the work first set out by Juillet in [Jui09] and extended by the same author
in [Jui21], it is known that, unlike Riemannian manifolds, no sub-Riemannian
manifold satisfies the curvature-dimension conditions introduced by Sturm, Lott
and Villani. It has been shown by Barilari and Rizzi in [BR19] that they can how-
ever support interpolation inequalities and even a Brunn–Minkowski inequality.
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For the Heisenberg group, this was in fact first proved by Balogh, Kristály and
Sipos in [BKS18]. Distortion coefficients, which capture some curvature informa-
tion, play a key role in these results. The present chapter studies the distortion
coefficients for the α-Grushin plane.
To achieve this goal, it will be important to study the geodesics of Gα in depth. Be-
cause of the lack of a natural connection in sub-Riemannian geometry, geodesics
are obtained with Pontryagin’s maximum principle. This is the Hamiltonian
point of view: a normal minimising path between two points can be lifted to one
on the cotangent bundle that satisfies Hamilton’s equation.
The geodesics of the α-Grushin plane were first studied by Li and Chang in
[CL12]. They are expressed with a generalisation of trigonometric functions,
defined as inverses of some special functions.
Section 4.1 and Section 4.2 are devoted to these topics while in Section 4.3, we
use an extended Hadamard technique to find the cut loci of Gα. The notation
Cut(q0) stands for the set of cut loci of q0, i.e. the set of points in Gα where the
geodesics starting at q0 stop being minimising.
Theorem 4.0.1 (Distortion coefficients of the α-Grushin plane). Let q0 and q be two
points of Gα such that q /∈ Cut(q0). For all t ∈ [0, 1], we have
βt(q0, q) =
J(t, x0, u0, v0)
J(1, x0, u0, v0)
,
with
J(t, x0, u0, v0) := t [u0x(t)− (u0t + x0)u(t)] , (4.0.1)
and where γ(t) := (x(t), y(t)) : [0, 1]→ Gα denotes the unique constant speed minim-
ising geodesic joining q0 = (x0, y0) to q and u(t)dx|γ(t) + v(t)dy|γ(t) ∈ T∗γ(t)(Gα) is
the corresponding cotangent lift with initial covector u0dx|q0 + v0dy|q0 .
Because of the analyticity of the geodesic flow, the case v0 = 0 can be seen as
taking the limit of βt(q0, q) as v0 tends to 0. Geometrically, this means that the
points q0 and q are joined by a straight horizontal line.
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Proposition 4.0.2. Let q0 and q be two points of Gα such that q /∈ Cut(q0). When v0
tends to 0, we have
βt(q0, q) = t
(u0t + x0)2α(u0t + x0)− x2α0 x0
(u0 + x0)2α(u0 + x0)− x2α0 x0
,
for all t ∈ [0, 1].
Although the CD condition is not suited to this type of spaces (see Section 4.4),
the weaker measure contraction property introduced independently by Ohta and
Sturm in [Oht07] and [Stu06b] seems more adapted to sub-Riemannian geometry.
Indeed, there are numerous examples of sub-Riemannian manifolds that do
satisfy a MCP condition, including the Heisenberg group Hn (see [Jui09]) and
the Grushin plane G1 (see [BR19]).
We therefore investigate the measure contraction property for the α-Grushin
plane and we obtain a relevant estimate on the distortion coefficients for singu-
lar points, that is to say, those on the y-axis, and for those lying on the same
horizontal line. We therefore propose the following conjecture.
Conjecture 4.0.3 (Curvature-dimension of the α-Grushin plane). For α > 1, the
α-Grushin plane satisfies the measure contraction property MCP(K, N) if and only if
K 6 0 and
N > 2
[
(α + 1)mα + 1
mα + 1
]
with mα ∈ [−3,−2] the unique non-zero solution of
(m + 1)2α(m + 1)− ((2α + 1)m + 1) = 0.
As we have seen in Theorem 3.7.2, the MCP(0, N) condition is equivalent to a
lower bound for the distortion coefficients of the form βt(q0, q) > tN.
We will provide evidence in favour of this conjecture in Section 4.6. It will be
proven that the lower bound holds for singular points. Furthermore, it seems to
be sharp for the points lying on the same horizontal line.
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4.1 Generalised trigonometric functions
In this section, we give an account of (p, q)-trigonometry. The generalised sine
and cosine functions will be essential in the study of the geometry of the α-
Grushin plane, as shown by Li in [CL12]. Generalised trigonometry has a long
history. The theory as presented here was pioneered by Edmunds in [EGL12].
For recent developments, we point out the work of Takeuchi [Tak17] and the
references therein, as well as [Lok20] for a related approach via convex geometry.
Consider















→ R : x 7→ F−1p,q (x),
















Here the function B(·, ·) stands for the complete beta function.
We will extend the (p, q)-sine function to the whole real line. We first note that




, we set sinp,q(x) :=
sinp,q(πp,q− x). The (p, q)-sine is then extended to [−πp,q, πp,q] by requiring that
it is odd and finally to R by 2πp,q-periodicity. We then define the (p, q)-cosine
by setting cosp,q := (sinp,q)′. These two functions are of class C1. In fact, they are
also of class C∞ except at the points x = kπp,q for k ∈ Z.
We have the following identities:
| sinp,q |q + | cosp,q |p = 1,
(sinp,q)′′ = (cosp,q)′ =
−q
p
| cosp,q |2−p| sinp,q |q−2 sinp,q .
(4.1.1)
Therefore, the (p, q)-sine function can be alternatively defined as the solution to
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the following ordinary differential equation
− (| f ′|p−2 f ′)′ = (p− 1)q
p
| f |q−2 f , f (0) = 0, f ′(0) = 1. (4.1.2)
As for the usual sine and cosine functions, we have sinp,q(x + πp,q) = − sinp,q(x)
and cosp,q(x + πp,q) = − cosp,q(x). However, unlike the case of classical trigono-
metric functions, general addition formulas are not known for sinp,q(x + y) and
cosp,q(x + y) (except for very specific values of p and q). This problem ultimately





















We would then have sinp,q(x + y) = Fp,q(sinp,q(x), sinp,q(y)). This is a very
difficult problem, even for integer values of p and q. For (p, q) = (2, 2), the
classical addition formula for the sine functions emerges. When (p, q) = (2, 4),
the corresponding addition formula is the one used for the lemniscate function
that Euler investigated in [Eul61]: let sl(x) := sin2,4(x) (resp. sl′(x) := cos2,4(x))
stand for the sinlem function (resp. the sinlem’ function), then we have




with an analogous formula for sl′(x + y). Note that Euler’s coslem function
is defined as cl(x) := sl(x + π(2,4)/2), which is different from our (2, 4)-cosine
function.
We mention a useful expansion of the (p, q)-sine and cosine functions.















ak(kq + 1)|x|kq, (4.1.3)
where the first values of ak are given by
a0 = 1, a1 = −
1
p(q + 1)
, and a2 =
1− p + 3q− pq
2p2(q + 1)(2q + 1)
.
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The proof of this theorem essentially follows from [PU03, Theorem 3.2.] (see
also [MT21, Lemma 3.1.]). It seems to us that the question of convergence for
x = ±πp,q2 still remains open.
4.2 Geodesics of the α-Grushin plane
For α ∈ [1,+∞), the α-Grushin plane Gα is defined as the sub-Riemannian
structure on R2 generated by the global vector fields X = ∂x and Yα = |x|α∂y, as
explained in Section 3.2. This generating family of vector fields are Cbαc if α is
not an integer and C∞ otherwise. We always write (·)2α in place of ((·)2)α.
The horizontal space at p ∈ Gα is Dp (Gα) = span{X(p), Yα(p)} and the hori-
zontal distribution is the disjoint union of these H(Gα) = tp∈GαDp(Gα). The
rank of D = span {X, Yα} is not constant: it is a singular distribution if x = 0
and Riemannian otherwise. We then consider the scalar metric 〈·, ·〉Dp on Dp as
described in (3.2.1). If for example uX(x, y) + vYα(x, y) ∈ D(x,y) and x 6= 0, then





This turns the α-Grushin plane Gα into a sub-Riemannian manifold. It is easy to
see that it does not satisfy the Hörmander condition unless α ∈ N \ {0}.
Let I be a non-empty interval of R. As we have seen in the previous chapter, a
path γ : I → Gα is said to be horizontal if, for almost every t ∈ I, the equality
γ̇(t) = u(t)X(γ(t)) + v(t)Yα(γ(t)) holds for some L2-maps u, v : I → R. In
particular, this implies that γ̇(t) ∈ Dγ(t) for almost every t ∈ I. We can compute
the length of a horizontal curve with the formula Lα(γ) =
∫
I ‖γ̇(t)‖Dγ(t)dt. We
denote the Carnot–Carathéodory distance associated with Lα by dα. Equipping
the α-Grushin plane with the Lebesgue measure L2, we obtain a metric measure
space (Gα, dα,L2).
The theory of sub-Riemannian geometry informs us that the geodesics of the
4.2. Geodesics of the α-Grushin plane 47
space are found by solving Hamilton’s equations. Here, the Hamiltonian is




A simple calculation shows that there are no non-trivial abnormal geodesics in
the α-Grushin plane.
Lemma 4.2.1. There are no non-trivial abnormal extremals in Gα.
Proof. The condition of abnormality in Theorem 3.4.2 states that if γ : [0, T]→ M
is an abnormal extremal, its cotangent lift λ(t) ∈ T∗(Gα) should satisfy λ0 6= 0
and
〈λ(t), X(γ(t))〉 = 〈λ(t), Yα(γ(t))〉 = 0,
for every t ∈ [0, T]. This means that u(t) = 0 and v(t)|x(t)|α = 0. Since λ(t) 6= 0
for all t ∈ [0, T], we must have x(t) = 0. But unless we also have y(t) = 0 for
every t ∈ [0, T], such a curve cannot be horizontal.
Consequently, the sub-Riemannian manifold Gα is ideal. In this context,






We observe that ẍ = −αv2x2(α−1). When v0 = 1, this is just the equation (4.1.2)
for (p, q) = (2, 2α). The (2, 2α)-trigonometric functions will therefore be essential
and in what follows, we will denote sinα instead of sin2,2α (and respectively cosα,
πα) for simplicity.
Theorem 4.2.2. Let γ : I → Gα be a horizontal path with initial value γ(0) =
(x0, y0) and λ(t) = u(t)dx|γ(t) + v(t)dy|γ(t) be the cotangent lift with initial covector
(u(0), v(0)) = (u0, v0).
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In the case where v0 6= 0 and (x0, u0) 6= 0, the curve γ is a geodesic if and only if
x(t) = A sinα(ωt + φ)




ω2t + ω cosα(φ) sinα(φ)
−ω cosα(ωt + φ) sinα(ωt + φ)
]
u(t) = Aω cosα(ωt + φ)
v(t) = v0
(4.2.2)
for uniquely determined parameters A, ω ∈ R \ {0} and φ ∈ [0, 2πα) satisfying







x0 = A sinα(φ) and u0 = Aω cosα(φ).
(4.2.3)
If v0 = 0 or (x0, u0) = 0, the geodesic is (x(t), y(t)) = (u0t + x0, y0) with its lift being
constant: (u(t), v(t)) = (u0, v0).
Remark 4.2.3. Since the right-hand side of the equation is continuous with re-
spect to the initial condition v0, the normal extremals corresponding to v0 = 0
can be obtained by letting v0 tend to 0 in (4.2.2).
Proof. The case when v0 = 0 or (x0, u0) = 0 is straightforward. We assume that
v0 6= 0 and (x0, u0) 6= 0.
For A, ω ∈ R \ {0} such that Aw > 0 and φ ∈ [0, 2πα), we have
(A sinα(ωt + φ))′′ = (Aω cosα(ωt + φ))′




(A sinα(ωt + φ))2(α−1)(A sinα(ωt + φ)).
By the uniqueness of solutions to the differential equation (4.2.1), we get x(t) = A sinα(ωt + φ),u(t) = Aω cosα(ωt + φ), (4.2.4)
where we set ω2 = v20A
2(α−1), x0 = A sinα(φ) and u0 = Aω cosα(φ).
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(A sinα(φ))2α = A2ω2.















































ω2t + ω cosα(φ) sinα(φ)











2α and integrate ẏ = v0x2α to get




ω2t + ω cosα(φ) sinα(φ)
−ω cosα(ωt + φ) sinα(ωt + φ)
)
.
It remains to prove that there is a one-to-one and continuous correspondence
between the variables (A, ω, φ) and (x0, u0, v0) via (4.2.3). Going from (A, ω, φ)
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We mention here the work of Li and Chang (see [CL12]). They obtained the
expressions of the geodesics joining every two points in the α-Grushin plane by
solving the boundary value problem corresponding to the differential equation
in Theorem 4.2.2. We note that their results are stated for α ∈ N \ {0}. However,
if we carefully define sub-Riemannian manifolds of class Ck, we can see that their
conclusions remain valid in the case α > 1. In particular, their detailed study
of the geodesics was used to derive an expression for the Carnot–Carathéodory
distance of Gα between every two points.
4.3 Cut locus of the α-Grushin plane
When we look at the the geodesics of Gα, we observe three types of behaviours:
the straight horizontal lines corresponding to an initial covector with v0 = 0;
the geodesics for which x0 = 0 (called singular or Grushin points); and those
for which x0 6= 0 (called Riemannian points). In this section, we investigate the
sub-Riemannian cut loci and times of the α-Grushin plane. The techniques used
here were developed in [ABS08, Section 3.2], [Riz18, Appendix A] and [ABB20,
Section 13.5].
The case when v0 = 0 is trivial: the corresponding geodesic is a straight hori-
zontal line and is length-minimising for all times. Its cut locus is empty and its
cut time is infinite.
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We now look at a geodesic γ starting from a singular point x0 = 0.







2, where the positive parameter κ > 0 is the
constant speed of the geodesic γ, we can parametrise u0, v0 and the correspond-
ing parameters A and ω with respect to t ∈ R and β ∈ R \ {0}:












The geodesic starting at (0, y0) can then be written as follows:



















































and in the case β = 0, the system can be interpreted as x±(t, β) = ±κt and
y(t, β) = y0.
After some computations, we find that the corresponding Jacobian determinant
D(t, β) of the exponential map E(0,y0)(t, β) := (x











































From (4.3.1), we see that the geodesic (x+(·, β), y(·, β)) is a reflection of
(x−(t, β), y(t, β)) with respect to the y-axis. Furthermore, these two intersect the
y-axis for the first time when t = πα/|ω|.
Therefore, a geodesic γ starting at a singular point (0, y0) must lose its optimality
after t = πα/|ω|.
The following lemma guarantees the optimality of γ when t 6 πα/|ω|. It is
analogous to the case α = 1 (see [ABB20, Section 13.5.2]).
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Lemma 4.3.1. A geodesic γ starting at a singular point (0, y0) ∈ Gα is minimising
when t 6 πα/|ω|.
Proof. Let (x1, y1) := γ(t∗) for a fixed t∗ ∈ [0, πα/|ω|). From [CL12, Theorem
12], we know that there is a finite number of geodesics joining the singular point
(0, y0) to a point (x1, y1), only one among them being minimising. We claim that
there is a unique β ∈ R and unique t ∈ [0, πα/|ω|) such that (x±(t, β), y(t, β)) =
(x1, y1). By the symmetries of the α-Grushin and since x1 = 0 corresponds to γ
being a horizontal line, we can assume that x1 > 0 and y1 > y0 without loss of
generality. In particular, this implies that β > 0 and the geodesic to consider is
(x+(·, β), y(·, β)). The first equation in (4.3.1) implies that for a solution to exist,






























The function t1(β) is increasing from x1/κ as β goes to 0, to πα/|ω| when
β = κ/xα1 . The function t2(β) is decreasing from +∞ when β tends to 0, to
πα/|ω| when β = κ/xα1 . We substitute these two into the second equation in
(4.3.1) and use the identity cos2α(x) = 1 − sin2αα (x). The assumption y1 > y0
enables us to choose the positive sign when taking the square root:










































The function y1(β) is increasing (resp. y2(β) is decreasing) and behaves in the
following way. When β tends to 0, y1 goes to y0 (resp. y2 goes to +∞) and
when β = κ/xα1 , the function y1 (resp. y2) takes the value y0 + x
α+1
1 πα/[2(α + 1)].
Therefore, given x1 > 0 and y1 > y0, if y1 6 y0 + xα+11 πα/[2(α + 1)] (resp.
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y1 > y0 + xα+11 πα/[2(α + 1)]), we use (4.3.4) to deduce the existence of a unique
β > 0 such that y1(β) = y1 (resp. y2(β) = y1) and (4.3.3) provides the unique
t = t1(β) ∈ [0, πα/|ω|) (resp. t = t2(β)) such that (x+(t, β), y(t, β)) = (x1, y1).
The geodesic γ is consequently minimising before t = πα/|ω|.
It remains to study the case of a geodesic γ starting at a Riemannian point (x0, y0),
i.e. with x0 6= 0. We will use an extended Hadamard technique, as described in
[ABB20, Section 13.4]:
Theorem 4.3.2 (Extended Hadamard technique). Let M be an ideal sub-Riemannian
manifold and q0 ∈ M be a Riemannian point (resp. a singular point). Let Cut∗(q0) ⊆ M
be the conjectured cut locus and t∗q0 [λ0] ∈ [0,+∞] be the conjectured cut time at q0 for
an initial covector λ0 ∈ T∗q0(M) ∩ H
−1(1/2).
Set N as the set of covectors in T∗q0(M) for which the corresponding geodesics are
conjectured to be optimal up to time 1.
In other words,
N := {tθ | λ0 ∈ T∗q0(M) ∩ H
−1(1/2) and t ∈ [0, t∗q0 [λ0]) (resp. t ∈ (0, t
∗
q0 [λ0]))}.
Assume that the set N is shown to satisfy the following conditions:
(i) expq0(N) = M \Cut
∗(q0);
(ii) The restriction of the sub-Riemannian exponential expq0 |N is a proper map, invert-
ible at every point of N;
(iii) The set expq0(N) is simply-connected (resp. expq0 |N is a diffeomorphism).
Then, expq0 |N is a diffeomorphism and the conjectured cut locus and cut times are the
right ones: Cut(q0) = Cut∗(q0) and tq0 = t
∗
q0 .
Remark 4.3.3. The restriction of T∗q0(M) to H
−1(1/2) results from considering
geodesics parametrised by arclength.





∣∣∣∣A, ω, φ) = γ( πα|ω|
∣∣∣∣A, ω, πα − φ) .
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This means that the points(







are joined from (x0, y0) by two distinct geodesics unless φ = πα/2 or 3πα/2 in
which case there is only one.
This leads us to conjecture that the cut time should be t∗cut(u0, v0) = πα/|ω| and
that the cut locus should be
Cut∗(x0, y0) =
{





Here, the set of covectors in T∗q0(Gα) for which the corresponding geodesics are
conjectured to be optimal up to time 1 is
N :=
{
tλ0 | λ0 ∈ T∗(x0,y0)(Gα) ∩ H




u0dx|(x0,y0) + v0dy|(x0,y0) ∈ T
∗
(x0,y0)




and thus exp(x0,y0)(N) = {(x, y) ∈ Gα | (x, y) /∈ Cut
∗(q0)}.
Let us show that the equality in Equation (4.3.5) indeed holds. When considering
a covector λ0 (resp. λ0), we write A and ω (resp. A and ω) for the corresponding
coordinates given by (4.2.5). If v0 tends to 0, then ω tends to 0 and t∗cut[λ0] = +∞
which implies that covectors with v0 = 0 belong to both sets in (4.3.5). We
can now assume that v0 6= 0 (resp. v0 6= 0). If λ0 = tλ0 is a vector in N for
some t ∈ [0, t∗cut[λ0]), then, with the help of (4.2.5), we find that |ω| = t|ω| and
therefore |ω| < πα. On the other hand, if λ0 is a covector such that |ω| < πα, we
can express it as λ0 = tλ0 with t := Aω > 0 and λ0 := λ0/t. Using (4.2.5) again,
we deduce that Aω = 1 and thus λ0 ∈ H−1(1/2). Furthermore, the coefficient t
satisfies
0 6 t = |A||ω| = |A||ω| = |ω||ω| <
πα
|ω| ,
since |ω| < πα by hypothesis.
Remark 4.3.4. The set (4.3.5) corresponds to what is called the (cotangent) injectiv-
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ity domain. If x0 = 0, the cotangent injectivity domain will be as in (4.3.5) but
with H−1(0) being removed, since this time t ∈ (0, t∗q0 [λ0]) by Theorem 4.3.2.
When α = 1, the condition defining N reduces to |v0| 6 π. Geometrically, this is
a horizontal strip in the cotangent space. The shape of the cotangent injectivity
domain for α > 1 is different than when α = 1: see Figure 4.1.





2 = 2H(u0, v0), where the positive para-
meter κ > 0 is the constant speed of the geodesic γ. We can then paramet-
rise u0, v0 and the corresponding parameters A and ω with respect to t ∈
[0, t∗cut(u0, v0)] and φ ∈ (0, 2πα) \ {πα}:




∣∣∣∣α−1 , A = x0sinα(φ) and ω = κ sinα(φ)x0 .
































In fact, φ = 0 or πα correspond to the geodesic starting at (x0, y0) with initial cov-
ector (κ, 0) and (−κ, 0) respectively. In that case, the geodesics are parametrised
by 
x(t, 0) = κt + x0
x(t, πα) = −κt + x0
y(t, 0) = y0
y(t, πα) = y0
. (4.3.7)
Given a constant speed κ > 0 and an initial point p := (x0, y0) with x0 6= 0, we
can compute the determinant of the differential of the corresponding exponential





∣∣∣∣α+1 [x0 sinα (κ sinα(φ)x0 t + φ
)
cosα(φ)
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(a) x0 = 0, α = 1 (b) x0 = 0, α > 1
(c) x0 6= 0, α = 1 (d) x0 6= 0, α > 1
Figure 4.1: Cotangent injectivity domain for different values of x0 and α
The cotangent injectivity domain is an open star-shaped region if x0 6= 0.
If x0 = 0, it looks like a star-shaped region but with the starting point and the
annihilator of the distribution removed.
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One can check that lim
φ→0
D(t, φ) = lim
φ→πα

















κ2t2 − 3κtx0 + 3x20
)
.
We now claim that the exponential map has no singularities before t = πα/|ω|.
Indeed, we observe firstly that D(0, φ) vanishes for every φ. Secondly, with the
help of the derivative of D with respect to t;
∂tD(t, φ) = α
κ2
x20


















we see that ∂tD(t, φ) = 0 if and only if





(lπα − φ), l ∈ Z.
The former is a local minimum that is positive while the later is a local maximum
that is also positive. Thirdly, we observe that





which is zero if and only if φ = πα/2 or 3πα/2. So, the function D is never zero
on (0, t∗cut) and the exponential map is invertible at every point of N.
Finally, we need to make some topological considerations in order to conclude.
Consider the set N for which the corresponding geodesics are conjectured to be
optimal up to time 1 and its image M under the sub-Riemannian exponential
map at (x0, y0). The map exp(x0,y0) : N → exp(N) is proper: if a sequence of
points (ui, vi) ∈ N escapes to infinity, we must have ui → ±∞ and therefore
exp(x0,y0)(ui, vi) will also escape to infinity. Therefore, exp|N is indeed proper,
its differential is not singular at any point and furthermore exp(N) is simply
connected. We can conclude that exp is a diffeomorphism and the extended
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Hadamard technique (Theorem 4.3.2) implies that the conjectured cut loci and
time are thus the true ones.
To summarise the findings of this section, we have proved the following result:
Theorem 4.3.5. Let α > 1 and γ(t) = (x(t), y(t)) be a geodesic of Gα with initial
value γ(0) = (x0, y0) and initial covector u0dx|(x0,y0) + v0dy|(x0,y0), as described in
Theorem 4.2.2.
If v0 = 0, there are no singularities along γ,
tcut[γ] = +∞ and Cut(x0, y0) = ∅.




while the cut locus is
Cut(x0, y0) =
{





The cut loci and geodesics of Gα are illustrated in Figure 4.2. With this in mind,
we now turn to the analysis of the distortion coefficients of the α-Grushin plane.
4.4 CD condition for the α-Grushin plane
In this section, we prove that the α-Grushin plane does not satisfy the CD(K, N)
condition, for any K ∈ R and N > 1. We will use the techniques developed by
Juillet in [Jui08], [Jui09], [Jui10] and [Jui21].
Firstly, we note that CD(K, N) spaces with K > 0 are bounded and the α-Grushin
plane is not. We will therefore investigate CD(0, N) and this will be enough.
Indeed, note that the α-Grushin plane can be endowed with the following family
of dilations:
δαλ : Gα → Gα : (x, y) 7→ (λx, λα+1y), for all λ > 0.
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Figure 4.2: Geometry of Gα
Illustration of the geodesics of the α-Grushin plane from a singular point (on the
left) and from a Riemannian point (on the right). The shaded area represents a
ball around the starting point and the thick line is the cut locus.
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The dilations satisfy dα(δαλ[p], δ
α
λ[q]) = λdα(p, q) for every p, q ∈ Gα and
L2(δαλ[E]) = λα+1L2(E) for all measurable sets E ⊆ Gα. If (Gα, dα,L2) satis-
fies CD(K, N), then the space (Gα, λ−1dα, λ−(α+1)L2) would satisfy CD(λ2K, N)
(see [Stu06b, Proposition 1.4.]). Moreover (Gα, λ−1dα, λ−(α+1)L2) is isomorphic
to (Gα, dα,L2) via the dilation δαλ. Therefore, the α-Grushin plane would satisfy
CD(K, N) for every K < 0, which implies the CD(0, N) condition by taking the
limit of (2.4.1) as K goes to 0. So, if we prove that (Gα, dα,L2) is not CD(0, N),
we would have shown that it can not be CD(K, N) for any K ∈ R and N > 1.
Theorem 4.4.1. The α-Grushin plane (Gα, dα,L2) does not satisfy CD(K, N) for any
K ∈ R and N > 1.
Proof. As we have argued above, it is enough to show that CD(0, N) does not
hold in (Gα, dα,L2). Assuming that it does, then so does BM(0, N), according
to Proposition 2.4.2. In particular, the weaker condition BM(0,+∞) must be

























Let q0 = (0, 0), q1/2 = (1, 0) and q1 = (2, 0) and consider the map
Iq1/2 : Gα \Cut(q1/2) −→ Gα
(x(t, φ), y(t, φ)) 7−→ (x(−t, φ), y(−t, φ)) = (x(t, φ + πα), y(t, φ + πα)),
where (x(t, φ), y(t, φ)) are given in (4.3.6) and (4.3.7) with (x0, y0) = q1/2 and
κ = 1. In other words, the map Iq1/2 takes a point joined by a unique geodesic
through q1/2 and sends it to a point the other side of the geodesic so that q1/2 is
their midpoint.
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For a small enough ε > 0, consider a small compact ball Aε0 := Bε[q1] with centre
q1 and Aε1 := Iq1/2(A
ε








We are going to perform the limit of (4.4.2) as ε tends to 0. The right-hand side











where D(t, φ) is given by (4.3.8) with (x0, y0) = q1/2 and κ = 1.
Thanks to the expansion (4.1.3) that we can use for small enough φ > 0, we find
that as φ tends to 0, we have
D(t, φ)−
[(








where we have set k(t, φ) := 1 + t sinα(φ)/φ. Since sinα(φ)/φ tends to 1 as φ




∣∣∣∣ = 122α+1 − 1.
To estimate the limit of the left hand-side of (4.4.2) when ε goes to 0, we use the





6 22 × |det(Dq1Mq0)|
where Mq0 is the midpoint map






with (tp[q0], φp[q0]) = E−1p (q0).







∣∣∣∣∣ = 124α .
Equation (4.4.2) then implies that 124α−2 >
√
1
22α+1−1 , which never happens
when α > 1. Therefore, the assumption that the α-Grushin plane satisfies the
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BM(0,+∞) condition leads to a contradiction. Consequently, the CD(K, N)
condition does not hold for the α-Grushin plane, for any N ∈ [1,+∞] and any
K ∈ R.
With this in mind, we can now turn to the analysis of the distortion coefficients
of the α-Grushin plane.
4.5 Distortion coefficients of the α-Grushin plane
We present here our main result: an explicit computation of the distortion coef-
ficient of Gα. To this aim, we use the techniques established by Balogh, Kristály
and Sipos in [BKS18] and generalised by Barilari and Rizzi in [BR19]. In the latter,
the authors prove interpolation inequalities of optimal transport for ideal sub-
Riemannian manifolds. They are expressed in terms of the distortion coefficients
for which the expression is obtained through a fine analysis of sub-Riemannian
Jacobi fields.
Theorem 4.5.1. Let q, q0 ∈ Gα such that q /∈ Cut(q0). Assume that q and q0 do not lie
on the same horizontal line. Under the correspondence of Theorem 4.2.2 and the relations
(4.2.5), we have
βt(q, q0) =
J(t, A, ω, φ)
J(1, A, ω, φ)
for all t ∈ [0, 1],
where
J(t, A, ω, φ) = t
[
sinα(ωt + φ) cosα(φ)− cosα(ωt + φ)
(




Remark 4.5.2. We consider geodesics parametrised by constant speed on [0, 1].
Consequently, since Theorem 4.3.5 states that tcut = πα/|ω|, we always have
|ω| 6 πα when q /∈ Cut(q0).
Proof. We let λ0 = u0dx|q0 + v0dy|q0 ∈ T∗q0(Gα) be the covector corresponding to
the unique minimising geodesic joining q0 = (x0, y0) to q = (x, y) in Gα. The
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assumption that q and q0 do not lie on the same horizontal line means that
v0 6= 0.
By choosing the global Darboux frame induced by the sections of T(T∗(Gα));
E1 = ∂u, E2 = ∂v, F1 = ∂x, F2 = ∂y, Lemma 44 in [BR19] yields that βt(q, q0) =
J(t)/J(1) where the function J is the determinant of the exponential map (u, v)→
exp(x0,y0)(u, v) in these coordinates, computed at (u0, v0).
Taking the derivatives of (4.2.2), we find
xu0(t) = Au0 sinα(ωt + φ) + A (ωu0t + φu0) cosα(ωt + φ);










+Aω(α + 1)(φu0 cos
2
















2αv0ωAv0 + A(ω + αv0ωv0)
)













sinα(φ) cosα(φ)− sinα(ωt + φ) cosα(ωt + φ)
)]
.









+ αv0ω sin2αα (ωt + φ) sinα(ωt + φ)
(
[A, ω]t + [A, φ]
)
+ sinα(ωt + φ)
(
sinα(φ) cosα(φ)(ωAu0 − v0[A, ω])
− αv0ω sin2αα (φ)[A, φ] + ω(ωAu0t + v0 cos2α(φ)[A, φ])
)




(2α− 1)v0ω[A, ω]− Aωωu0
)
+ (2α− 1)v0ω[A, φ] + Av0[φ, ω]− Aωφu0
)
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+ cosα(ωt + φ)
(
ω2t2(2αv0[ω, A] + Aωu0)
+ sinα(φ) cosα(φ)(Aωφu0 + 2αv0ω[φ, A] + Av0[ω, φ])
−ωt(sinα(φ) cosα(φ)(2αv0[A, ω])− Aωu0)
+ ω(2αv0[A, φ])− Aφu0 + αv0A sin2αα (φ)[ω, φ]
+ αv0 cos2α(φ)[φ, ω]
)]
.
Using the identities sin2αα (x) + cos2α(x) = 1 and (4.2.6), we find that [ω, φ] =
sinα(φ)
αv0A
, [A, ω] =
cosα(φ)
αv0
, and [A, φ] = 0. Consequently, we have




sinα(ωt + φ) cosα(φ)− cosα(ωt + φ)
(




By performing βt(q, q0) = [x, y](t)
/
[x, y](1), we finally obtain the desired expres-
sion.
We can transform (4.5.1) from the set of coordinates A, ω and φ to x0, u0 and
v0 via the identities (4.2.5). This leads to (4.0.1) and concludes the proof of
Theorem 4.0.1.
It is interesting to look at the limit of (4.0.1) when α tends to 1. In this case, the
α-Grushin plane is the traditional Grushin plane, while sinα and cosα are the
usual sine and cosine functions. The formula (4.5.2) simplifies to




sin(ωt + φ) cos(φ)− cos(ωt + φ)
(









0) sin(tv0)− tu20v0 cos(tv0)
v30
,
and thus, we find what was already established in [BR19, Proposition 61]: the
distortion coefficients of the usual Grushin plane are














0) sin(v0)− u20v0 cos(v0)
, for all t ∈ [0, 1].
We now want to investigate the behaviour of βt(q0, q) when q0 and q do lie on
the same horizontal line, that is to say, when v0 tends to 0.
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Proposition 4.5.3. In the same setting of Theorem 4.5.1, when q, q0 ∈ Gα, with q /∈
Cut(q0), and that are on the same horizontal line, we have
βt(q0, q) = t
(u0t + x0)2α(u0t + x0)− x2α0 x0
(u0 + x0)2α(u0 + x0)− x2α0 x0
, for all t ∈ [0, 1].
Remark 4.5.4. Considering q0 and q on the same horizontal line corresponds
to starting from q0 with an initial covector u0dx|q0 + v0dy|q0 such that v0 =
0. By continuity with respect to initial conditions, the distortion coefficient
in Proposition 4.5.3 is the limit of (4.0.1) when v0 tends to 0. In particular, the
parameter u0 cannot vanish. Indeed, we would otherwise have a trivial (constant)
geodesic since v0 = 0. Furthermore, this implies that the denominator in the
expression above is also never vanishing.
Proof. We aim to perform limv0→0 J(t)
/
J(1), where J is defined by (4.0.1). We
already know from Theorem 4.2.2 that limv0→0 u(t) = u0 and limv0→0 x(t) =
u0t + x0. Let us make the following preliminary calculations:
uv0(t) = −αAω(ωv0t + φv0) sin
2(α−1)
α (ωt + φ) sinα(ωt + φ)





sin2(α−1)α (ωt + φ) sinα(ωt + φ)
×
(





























sinα(φ) cosα(φ) + ωt
(
α− (α− 1) cos2α(φ)
))








0 ) + u0x0
]
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Since simply replacing v0 with 0 in βt(q0, q) will lead to 0/0, we use L’Hôpital’s
rule as many times as needed, and we find:
βt(q0, q) = lim
v0→0
J(t, x0, u0, v0)
J(1, x0, u0, v0)
= lim
v0→0
∂v0J(t, x0, u0, v0)
∂v0J(1, x0, u0, v0)
= lim
v0→0
∂2v0J(t, x0, u0, v0)
∂2v0J(1, x0, u0, v0)
= t
(u0t + x0)2α(u0t + x0)− x2α0 x0
(u0 + x0)2α(u0 + x0)− x2α0 x0
.
4.6 Relevant curvature-dimension estimates
Now that we have the expressions for the distortion coefficients, we would
like to find appropriate bounds for them. In [Jui21], Juillet proved that a sub-
Riemannian manifold never satisfies the CD(K, N) condition when rank(Dp) <
dim(M) for all p ∈ M. This result does not apply directly to the α-Grushin plane
as its distribution has full rank away from the singular set. However, a variant of
the technique [Jui10] presented in [Jui08], as shown in Section 4.4, is valid here
and we can still conclude that Gα does not satisfy the CD condition. However,
there is a possibility that the weaker synthetic curvature condition MCP(K, N)
can hold for the α-Grushin plane.
In particular, the traditional Grushin plane, equivalent to Gα when α = 1, is
MCP(K, N) if and only if N > 5 and K 6 0. We expect the α-Grushin plane
to satisfy the MCP property for a minimal value of N that would depend on
α. According to Theorem 3.7.2, the related bound on the distortion coefficients
should be of the form βt(q0, q) > tN.
In this section, we provide a bound in the case where q0 and q lie on the same
horizontal line and when q0 is a Grushin point. In what follows, we will still
parametrise the geodesics of the α-Grushin plane by constant speed and on the
interval [0, 1].
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For α > 1, let mα ∈ [−3,−2] be the unique non-zero solution of
(m + 1)2α(m + 1)− ((2α + 1)m + 1) = 0.
If α = 1, the value of the root is m = −3.
Proposition 4.6.1. Let q0 := (x0, y0) ∈ Gα with x0 6= 0 and q ∈ Gα lying on the same
horizontal line. We have that
βt(q0, q) > tN for all t ∈ [0, 1]
if and only if
N > 2
[




Proof. We are looking for the optimal N ∈ [1,+∞] such that
(u0t + x0)2α(u0t + x0)− x2α0 x0
(u0 + x0)2α(u0 + x0)− x2α0 x0
> tN−1 (4.6.1)
for all t ∈ [0, 1] and x0, u0 ∈ R. The function fx0(z) := (z + x0)2α(z + x0)− x2α0 x0
is positive (resp. negative) when z > 0 (resp. z < 0) and fx0(0) = 0. Therefore,
the left-hand side of (4.6.1) is always non-negative. If we take the logarithm of











Since this must hold for every t ∈ [0, 1], it is equivalent to the same inequality
for the integrands:
± (2α + 1)(z + x0)
2α
(z + x0)2α(z + x0)− x2α0 x0
6 ±(N − 1)1
z
, when ± z > 0.
Consequently, Equation (4.6.1) is equivalent to
N > z
(2α + 1)(z + x0)2α
(z + x0)2α(z + x0)− x2α0 x0
+ 1,
for all z ∈ R and all x0 ∈ R \ {0}. When z→ 0, we find that since x0 6= 0,
(2α + 1)(z + x0)2α
(z + x0)2α(z + x0)− x2α0 x0
→ 1.
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(x, y) 7−→ x (2α + 1)(x + y)
2α
(x + y)2α(x + y)− y2αy + 1.
We use polar coordinates: for r > 0 and θ ∈ [0, 2π) \ {π/2,−3π/2}, we have
f (r cos(θ), r sin(θ)) =







]2α − sin(θ)2α sin(θ) + 1,
which does not depend on r. In particular, the limit of f when (x, y) → (0, 0)
does not exist.
Firstly, let us compute the critical points of θ 7→ f (r cos(θ), r sin(θ)). We find that
∂























which vanishes when cos(θ) + sin(θ) = 0, i.e. θ = 3π/4, 7π/4, or when
sin2α(θ) ((2α + 1) cos(θ) + sin(θ)) = (cos(θ) + sin(θ)) [cos(θ) + sin(θ)]2α .
In the first case, we simply get f (r cos(θ), r sin(θ)) = 1.
The second case implies that sin(θ) 6= 0, and thus, setting m = cot(θ), we obtain
(m + 1)2α(m + 1)− ((2α + 1)m + 1) = 0. (4.6.2)
Equation (4.6.2) has two roots: m = 0, which we reject since it corresponds to
θ = π/2, 3π/2 and another root in the interval [−3,−2], denoted by mα.
With a second derivative test, it is easy to see that the θ ∈ [0, 2π) \ {π/2,−3π/2}
such that cot−1(mα) = θ gives the local maximum values of θ 7→ f (r cos(θ), r sin(θ)):
4.6. Relevant curvature-dimension estimates 69
at these points, we have
f (r cos(θ), r sin(θ)) =
(2α + 1) cos(θ) ((2α + 1) cos(θ) + sin(θ))
(cos(θ) + sin(θ)) [((2α + 1) cos(θ) + sin(θ))− sin(θ)] + 1
=
(mα + 1)2α(2(α + 1)mα + 1)− 1
(mα + 1)2α(mα + 1)− 1
= 2
[




They are in fact global maximums because f (r cos(θ), r sin(θ)) → 1 when θ →
π/2 or 3π/2. Since f (r cos(θ), r sin(θ)) does not depend on r, this upper bound
will not be exceeded either when r escapes to +∞ or when r approaches 0.







(2(α + 1)x + y)(x + y)2α − yy2α
(x + y)(x + y)2α − yy2α = 2
[




This maximum provides the desired optimal N in the inequality (4.6.1).
It seems that the Grushin structures behave in such a way that points q0 and q
lying on the same horizontal line (with x0 6= 0) provide the sharpest N where
βt(q0, q) > tN holds for all t ∈ [0, 1]. This is also what happens when α = 1 (see
[BR19, Proposition 62.] and [Riz18, Theorem 8.] for Grushin half-planes).
We thus expect that the optimal N obtained in Proposition 4.6.1 is sharp. We are
able to verify this intuition for singular points, i.e. when q0 = (0, y0).
Proposition 4.6.2. Let q0 = (x0, y0) ∈ Gα with x0 = 0 and q /∈ Cut(q0). The
inequality
βt(q, q0) > tN
holds for all t ∈ [0, 1] and every N > 2
[




Proof. We firstly observe that
Nα := 2
[
(α + 1)mα + 1
mα + 1
]
> 2(α + 1), (4.6.3)
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since a > 1 > 0.
If x0 = 0 and v0 = 0, the formula of the distortion coefficients in Proposition 4.5.3
and Equation (4.6.3) yield βt(q0, q) = t2(α+1) > tNα .
Assume now that x0 = 0 and v0 6= 0, i.e. φ = 0 or φ = πα, the Jacobian
determinant (4.5.2) is given by







It follows from (4.6.4) that




where we have set g(z) := sinα(z)− z cosα(z). We first note that g(0) = 0. Then,
we compute
g′(z) = αz sin2(α−1)α (z) sinα(z)
to find that g′(z) > 0 for every z ∈ (0, πα) and α > 1. Therefore, the functions g
is strictly increasing and positive.
We want to prove that (4.6.5) is greater than tNα . Similarly as we did in the proof
of Proposition 4.6.1, we know that the desired inequality holds if and only if we
have
G(z) := (Nα − 1)g(z)− zg′(z) > 0 for all z ∈ [0, πα].
We can see that G(0) = 0, and
G′(z) = αz sin2(α−1)α (z) [(N − 3) sinα(z)− (2α− 1)z cosα(z)] .
From Equation (4.6.3), we deduce that
G′(z) > α(2α− 1)z sin2(α−1)α (z) [sinα(z)− z cosα(z)] .
Therefore, G′(z) is non-negative and so is G(z), for all ∈ [0, πα].
By analysing in more detail and looking at the graph of the distortion coefficients
(4.5.1), it would indeed seem to us that the relevant condition is also satisfied
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when x0 6= 0. We therefore propose Conjecture 4.0.3. A proof of this could




Regularity properties of the
sub-Riemannian exponential map
5.1 Warner’s regularity conditions
In the work [War65] on the conjugate locus in Riemannian geometry, Warner
introduced the notion of regular exponential map, a map F : Tp(M)→ M, where
M is a finite dimensional smooth manifold, that satisfies a non-vanishing speed
condition along rays, a regularity condition and a continuity condition. Further-
more, Warner showed that such a map is non-injective in any neighbourhood
of any singularities of F. This is done through studying the normal forms of
F around singularities, namely the points where the Jacobian determinant of F
vanishes. Warner then proves that the exponential map of a Finsler manifold is
regular in this sense, giving an alternative proof of a result due to Morse and Lit-
tauer [ML32]. Warner’s theorem was adapted to Lorentzian structures in [Ros83]
and then to semi-Riemannian manifolds in [Sze08].
In the present work, we adapt Warner’s conditions for the exponential map in
sub-Riemannian geometry. Because of the lack of a Levi-Civita connection, the
study of geodesics is carried out from the Hamiltonian viewpoint (see Chapter 3
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for a summary of the theory). Length minimisers are found to be normal and/or
abnormal. Normal geodesics are solutions of a Hamiltonian system of differential
equations with initial conditions taking values in the cotangent space. The sub-
Riemannian exponential map is the projection of the corresponding Hamiltonian
flow. Abnormal geodesics can also appear: they are length minimisers that satisfy
a condition not characterised by a differential equation. When a sub-Riemannian
manifold has no non-trivial abnormal geodesics, we say that it is ideal.
Let us introduce some notation to state our main results. The normal geodesic
starting at p ∈ M with initial covector λ0 ∈ T∗p(M) is denoted by γp,λ0 , and Ip,λ0
is its maximal domain. We denote by Hp the restriction of the Hamiltonian to
a fiber T∗p(M) (see again Chapter 3). If A ∈ Ker(dλ0expp), the sub-Riemannian
Jacobi field JA along γp,λ0 is the one with initial values (0, A). Choosing a sym-
plectic moving frame along γp,λ0 allows us to introduce ∇JA, a (non-canonical)
derivative of JA, along the curve.
Theorem 5.1.1 (Regularity of the sub-Riemannian exponential map). Let M be a
sub-Riemannian manifold and p ∈ M. Then, the corresponding exponential map expp
with domain Ap ⊆ T∗p(M) satisfies the following properties.
(R1) The map expp is C∞ on Ap and, for all λ0 ∈ Ap \ H−1p (0) and all t ∈ Ip,λ0 , we
have dtλ0expp(ṙp,λ0(t)) 6= 0expp(tλ0).
(R2) For every λ0 ∈ Ap \ {0} and every symplectic moving frame along the cotangent




sending A to ∇JA(1) + dλ0expp(Tv(T
∗
p(M))), is a linear isomorphism.
(R3) When M is an ideal sub-Riemannian manifold, there exists a convex neighbour-
hood V of every λ0 ∈ Ap \ H−1p (0) such that for every ray rp,λ0 which inter-
sects V , the number of singularities of expp (counted with multiplicities) on
Im(rp,λ0) ∩ V is constant and equals the order of λ0 as a singularity of expp,
i.e. dim(Ker(dλ0expp)).
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Condition (R1) follows from the constant speed property of normal geodesics (see
Section 5.2). The theory of sub-Riemannian Jacobi fields, developed for example
in [BR17], will help us to prove condition (R2) in Section 5.3. In Riemannian
geometry, condition (R3) is a consequence of Morse’s index theory. His ideas
are adapted to this context with the Maslov index and the condition (R3) will be
obtained in Section 5.4.
Warner uses these three conditions in [War65] to conclude that the Riemannian
exponential map is not locally injective around a singularity. This result, origin-
ally shown by Morse and Littauer [ML32], is extended to the three-dimensional
Heisenberg group H := H1 in Section 5.5.
Theorem 5.1.2. For p ∈ H, the sub-Riemannian exponential map expp : Ap → H is
not injective on any neighbourhood of a conjugate vector λ0 ∈ Ap \ H−1p (0).
The proof of this theorem uses direct computations and an analysis of the expo-
nential map near its singularities.
5.2 Normal extremals
As pointed out in the previous section, the normal geodesic γ(t) of the sub-
Riemannian manifold M, with initial point γ(0) = p and initial covector λ0 ∈
Ap is the projection of the normal extremal λ : Ip,λ0 → T(M), the solution to
Hamilton’s equation with initial value λ(0) = (p, λ0).
The ray in Ap through λ0 is the map




where Ip,λ0 ⊆ R+ is the maximal interval containing 0 such that tλ0 ∈ Ap for
every t ∈ It,λ0 . In this way, ṙp,λ0(t) ∈ Ttλ0(T
∗
p(M)), and identifying Ttλ0(T
∗
p(M))
with T∗p(M) in the usual way, we have ṙp,λ0(t) = λ0 for every t ∈ Ip,λ0 .
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Proposition 5.2.1 (see [ABB20], Theorem 4.25). Let λ : [0, T]→ T∗(M) be a normal








for every t ∈ [0, T].
Proof. The Hamiltonian is constant along a normal trajectory:
d
dt
H(λ(t)) = dλH ◦ λ̇(t) = σ(λ̇(t),
−→
H (λ(t))) = 0.















〈λ(t), Xk(π(λ))〉2 = H(λ(t)).
In view of this result, we observe that, contrary to the Riemannian case, there
might exist initial covectors λ0 ∈ T∗p(M) such that the corresponding normal
geodesic is trivial, i.e. constant. This can happen if λ0 ∈ H−1p (0).




expp(tλ0) = dtλ0expp(λ0) = dtλ0expp(ṙp,λ0(t))
which is non-zero as long as λ0 ∈ Ap \ H−1p (0). This proves a cotangent version
of the first condition of Warner.
Theorem 5.2.2 (Constant speed property). The map expp is C∞ on Ap, and for all
λ0 ∈ Ap \ H−1p (0) and all t ∈ Ip,λ0 , we have dtλ0expp(ṙp,λ0(t)) 6= 0expp(tλ0).
The set Ap \ H−1p (0) is open and radially convex in the following sense: if λ0 ∈
Ap \ H−1p (0), then
{
t ∈ R | tλ0 ∈ Ap \ H−1p (0)
}
is an open interval.
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5.3 Jacobi fields and the regularity property
As will be shown, the so-called regularity property is a feature of Jacobi fields,
the theory of which we outline here in the sub-Riemannian context.
Let γ : [0, T] → M be a normal geodesic and λ(t) be its cotangent lift. We
can write γ(t) = expp(tλ0) for some initial covector λ0 ∈ T
∗
p(M). Consider a
variation of γ(t) through normal geodesics
Γ(t, s) = expσ(s)(tV(s)),
where Λ(s) = (σ(s), V(s)) is a curve in T∗(M) with Λ(0) = (p, λ0). The curve
Λ is well-defined on a small interval (−ε, ε). A sub-Riemannian Jacobi field J









Remembering that expp(tv) = π ◦ et
−→





























The Jacobi field J along γ is therefore uniquely determined by its initial value
Λ̇(0) ∈ T(p,λ0)(T
∗(M)) ∼= Tp(M) ⊕ T∗λ(0)(M). This implies that the space of
Jacobi fields along the geodesic γ, which we denote by J (γ), is a vector space
of dimension 2n.
On the other hand, the space of Jacobi fields along the extremal λ, denoted this
time by J (λ), is the collection of vector fields along λ of the form




also uniquely determined by Λ̇(0) ∈ T(p,λ0)(T
∗(M)). The space J (γ) is lin-
early isomorphic to J (λ) through the pushforward of the bundle projection
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π : T∗(M) → M. Equivalently, a vector field J is a Jacobi field along the
extremal λ if it satisfies
J̇ := L−→HJ = 0, (5.3.1)
where L−→HJ is the Lie derivative of a vector field along λ in the direction of
−→
H :
L−→HJ (t) = limε→0
(dλ(t+ε)e−ε
−→








−ε−→H )[J (t + ε)].
The equation (5.3.1) can be rewritten using the symplectic structure of T∗(M) and
a symplectic moving frame generalising, in a a non-canonical way, the Rieman-
nian parallel transport (see also [BR17] for more details).
Theorem 5.3.1. Let γ : [0, T] → M be a normal geodesic and λ(t) its cotangent lift.
There exists a frame E1(t), . . . , En(t), F1(t), . . . , Fn(t) along λ(t) such that
(i) Verλ(t) = span {E1(t), . . . , En(t)}, where
Verλ(t) := Ker(dλ(t)π) ⊆ Tλ(t)(T∗(M))
is the vertical subspace along λ;
(ii) it is a symplectic moving frame:
ω(Ei, Ej) = 0, ω(Fi, Fj) = 0, ω(Ei, Fj) = δi,j.
Furthermore, given such a moving frame, a vector field J (t) = ∑ni=1 pi(t)Ei(t) +
xi(t)Fi(t) is a Jacobi field along λ if and only the following Hamilton’s equation for









for some matrix A(t) with rank(A(t)) = dim(Dγ(t)) and some symmetric matrices
B(t), R(t).
Let γ : [0, T] → M be a normal geodesic, its cotangent lift λ(t), and fix a sym-
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plectic moving frame E1(t), . . . , En(t), F1(t), . . . , Fn(t) along λ such as given by
Theorem 5.3.1. The function t 7→ (p(t), x(t)) from (5.3.2) will be called the
coordinates of the Jacobi field J (t) along λ (resp. J(t) along γ). The family
dλ(t)π (F1(t)) , . . . , dλ(t)π (Fn(t)) forms a basis for Tγ(t)(M). The scalar product
〈·, ·〉γ(t) : Tγ(t)(M)× Tγ(t)(M) → R designates the positive quadratic form that
turns this family into an orthonormal basis along γ. Furthermore, it coincides
with 〈·, ·〉Dγ(t) on Dγ(t). All these definitions, including the next one, are depend-
ant on the choice of symplectic moving frame along λ.







The next two results are at the heart of the second condition of Warner.
Lemma 5.3.3. Let γ : [0, T] → M be a normal geodesic. Suppose that J and J are
two Jacobi fields along γ. Once we fix a symplectic moving frame E1(t), . . . , En(t),
F1(t), . . . , Fn(t) along the cotangent lift λ(t) as given by Theorem 5.3.1, we have that
〈∇J(t), J(t)〉γ(t) − 〈J(t),∇J(t)〉γ(t)
is constant in t ∈ [0, T].
Remark 5.3.4. This result is a generalisation of a well-known fact in Riemannian
geometry: If J1 and J2 are two Riemannian Jacobi fields along a geodesic γ,
then 〈Dt J1, J2〉 − 〈J1, Dt J2〉 is constant along γ, where Dt stands for the covariant
derivative.
Proof. Let (p, x) (resp. (p, x)) be the coordinates of the Jacobi field J (resp. J)
with respect to the moving frame. Hamilton’s equation for Jacobi fields (5.3.2)




[〈p(t), x(t)〉Rn − 〈p(t), x(t)〉Rn ] = 〈x(t), Q(t)x(t)〉Rn − 〈Q(t)x(t), x(t)〉Rn
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+ 〈p(t), Bp(t)〉Rn − 〈Bp(t), p(t)〉Rn
+ 〈AT p(t), x(t)〉Rn − 〈p(t), Ax(t)〉Rn
+ 〈p(t), Ax(t)〉Rn − 〈AT p(t), x(t)〉Rn = 0.
This holds for every t ∈ [0, T], which concludes the proof.
Let γ : I → M be a normal geodesic and a, b ∈ I. We use the notation Ja(γ) for
the vector space of Jacobi fields along γ vanishing at time t = a and Ja,b(γ) for
the subspace of Ja(γ) of Jacobi fields along γ : I → M vanishing at both t = a
and t = b.
Proposition 5.3.5. Let γ : [0, T] → M be a normal geodesic with initial covector
λ0 ∈ T∗p(M) and such that γ(0) = p ∈ M, and fix a symplectic moving frame along
γ as provided by Theorem 5.3.1. Then, the sets Aγ(t) := {J(t) | J ∈J0(γ)} and
Bγ(t) := {∇J(t) | J ∈J0,t(γ)} are orthogonal complements (with respect to 〈·, ·〉γ(t))
in Tγ(t)(M), i.e. Tγ(t)(M) = Aγ(t) ⊕ Bγ(t) and Aγ(t) = B⊥γ(t).
Proof. Choose a basis (J1, . . . , Jk) of J0,t(γ) and complete it into a basis for
J0(γ) with (J1, . . . Jn−k). The family (∇J1(t), . . . ,∇Jk(t)) is linearly independent.
Indeed, assuming it is not the case, then there exists a1, . . . , ak ∈ R such that
∑ki=1 ai∇Ji(t) = 0. The Jacobi field J := ∑ki=1 ai Ji satisfies J(0) = 0, J(t) = 0 and
∇J(t) = 0. From Hamilton’s equation for Jacobi fields, we can conclude that J is
identically zero and therefore a1 = · · · = ak = 0.
Similarly, the family (J1, . . . Jn−k) is linearly independent. If it is not the case,
then there exists b1, . . . , bn−k such that ∑ki=1 bi Ji(t) = 0. Let J = ∑
k
i=1 bi Ji. We
have J(0) = 0 and J(t) = 0. So, the Jacobi field J ∈J0,t(γ) and hence b1 = · · · =
bn−1 = 0.
Finally, Lemma 5.3.3 implies that
〈∇Ji(t), J j(t)〉γ(t) − 〈Ji(t),∇J j(t)〉γ(t) = 〈∇Ji(0), J j(0)〉γ(t) − 〈Ji(0),∇J j(0)〉γ(t)
= 0.
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and hence 〈Ji(t),∇J j(t)〉γ(t) = 〈∇Ji(t), J j(t)〉γ(t) = 0. Therefore, we have Aγ(t) =
B⊥
γ(t), Aγ(t) ∩ Bγ(t) = {0} and Tγ(t)(M) = Aγ(t) ⊕ Bγ(t).
It remains to link Jacobi fields and the exponential map.
The following two results are analogous to the Riemannian context. Firstly we
examine Jacobi fields along γ vanishing at its initial time.
Proposition 5.3.6. Let γ : [0, T] → M be a normal geodesic with initial covector
λ0 ∈ T∗p(M) and such that γ(0) = p ∈ M. For every w ∈ T∗p(M), the unique Jacobi




where we view tw as an element of Ttv(T∗p(M)) ∼= T∗p(M).
Proof. Consider a variation of a normal geodesic γ(t) = expp(tλ0) of the form
Γ(t, s) = expσ(s)(tV(s)),
where V(s) ∈ T∗
γ(s)(M) is a covector field along γ satisfying V(0) = λ0 and








uniquely determined by its initial value (σ̇(s), V̇(s)) = (0, w).
Secondly, we consider the singularities of the exponential map, and we study
their relationship with sub-Riemannian Jacobi fields.
Definition 5.3.7. Given p ∈ M, a (co)vector λ0 ∈ Ap is said to be conjugate to p if
it is a critical value of expp, i.e. if Ker(dλ0expp) is not trivial. The point expp(λ0)
is then also said to be conjugate to p.
Proposition 5.3.8. Let γ : [0, 1] → M be a normal geodesic with initial covector
λ0 ∈ Ap and such that γ(0) = p ∈ M. The covector λ0 is conjugate to p if and only if
there exists a non-trivial Jacobi field J along γ such that J(0) = 0 and J(1) = 0.
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Proof. If λ0 is a singularity of expp, then there exists a vector λ0 such that
dλ0expp(λ0) = 0. In this case, from the previous proposition, the vector field
J(t) = dtλ0expp(tλ0)
is a non-trivial Jacobi field such that J(0) = 0 and J(1) = 0. The converse
implication can be similarly proved.










pk(1)Ek(1) | (p(t), x(t)) satisfies (5.3.2) with x(0) = x(1) = 0
}
= Ker(dλ0expp).
In particular, the subspace Bγ(1) does not depend on the choice of moving frame
along λ(t).
For A ∈ Ker(dλ0expp), we denote by JA(t) ∈ J0,1(γ) the Jacobi field along γ
with initial value (0, A). We finish this section by proving the following cotangent
version of Warner’s second condition.
Proposition 5.3.10 (Regularity property). For every λ0 ∈ Ap \ {0} and every sym-
plectic moving frame along the cotangent lift λ(t) of the normal geodesic γ(t) :=




sending A to ∇JA(1) + dvexpp(Tv(T
∗
p(M))) is a linear isomorphism.
Proof. Let λ0 ∈ T∗p(M) and (A1, . . . , Ak) be a basis for Ker(dvexpp). We can view
them as elements of T∗p(M) via the identification Tv(T
∗
p(M)) ∼= T∗p(M) when
necessary.
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For i = 1, . . . , k, the Jacobi fields
Ji(t) := dtλ0expp(tAi)
vanish at their initial time and have the the initial value (0, Ai) ∈ Tp(M) ⊕
T∗p(M) ∼= T(p,λ0)(T
∗(M)) (see Proposition 5.3.6). They also vanish at the final
time t = 1 since A1, . . . , Ak ∈ Ker(dvexpp). Therefore, Ji ∈ J0,1(γ) for every
i = 1, . . . , k. Using a moving frame along λ given by Theorem 5.3.1, we define a
linear map
θ : Ker(dvexpp)→ Texpp(v)(M)/ dvexpp(Tv(T
∗
p(M)))
via θ(Ai) := ∇Ji(1) + dvexpp(Tv(T
∗
p(M))). Proposition 5.3.5 implies that the
family (∇J1(1), . . . ,∇Jk(1)) is linearly independent and that Ker(dvexpp) ∼= Bγ(1)
by the orthogonal decomposition. Therefore, the map θ is a linear isomorphism.
5.4 Maslov index and the continuity property
We now approach Jacobi fields and conjugate points via Lagrangian Grassman-
nian geometry. For the definitions and properties related to Jacobi curves, we
refer the reader to [ABB20, Chapter 15], while the Maslow index, in its full
generality, is developed for example in [PT08, Chapter 5].
We start with Lagrangian Grassmannian geometry.
Let (Σ, ω) be a symplectic vector space of dimension 2n. The Lagrangian Grass-
mannian of Σ, denoted by L(Σ), is the compact manifold of dimension n(n+ 1)/2
consisting of all Lagrangian subspaces of Σ. Furthermore, if Λ ∈ L(Σ), there
is a linear isomorphism between the tangent space TΛ(L(Σ)) and the space of
bilinear forms Q(Λ) on Λ. The linear isomorphism is given by
TΛ(L(Σ))→ Q(Λ) : Λ̇(0) 7→ Λ̇,
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where Λ̇(z) := σ(z(0), ż(0)), and where we consider a smooth curve Λ(t) in L(Σ)
such that Λ(0) = Λ and a smooth extension z(t) ∈ Λ(t) such that z(0) = 0. It can
be shown that Λ̇ is a well-defined quadratic map, independent of the extension
considered.
For k = 0, . . . , n, we define the following subsets of L(Σ)




For each k = 0, · · · , n, the spaces Λk(L0) are embedded manifolds of L(Σ) with
codimension 12 k(k + 1). Their tangent space is given by
TL(Λk(L0)) = {B ∈ Bsym(L) | B(L0∩L)×(L0∩L) = 0},
for all L ∈ Λk(L0).
Let Λ(·) : [a, b] → L(Σ) be a curve of class C1. We say that Λ(·) intercepts
Λ>1(L0) transversally at the instant t = t0 if Λ(t0) ∈ Λ1(L0) and if the sym-
metric bilinear form Λ̇(t0) is non-zero in the space Λ(t0) ∩ L0. This intersection
is positive (resp. negative, non-degenerate) if Λ̇(t0) is positive definite (resp.
negative definite, non-degenerate).
We recall that the first group of relative homology of the pair (L(Σ), Λ0(L0)) is an
infinite cyclic group ([PT08, Corrolary 1.5.3.]) and is denoted by H1(L(Σ), Γ0(L0)).
Definition 5.4.1. Let L0 ∈ L(Σ). We say that a curve Λ(·) : [a, b]→ L(Σ) of class
C1 with endpoints in Λ0(L0) is a positive generator of H1(L(Σ), Λ0(L0)) if Λ(·)
transversally and positively intercepts Λ>1(L0) only once.
Positive generators are homologous in H1(L(Σ), Λ0(L0)) and thus any of these
curves defines a generator of H1(L(Σ), Λ0(L0)) ∼= Z ([PT08, Lemma 5.1.11]). This
fact assures us that the next object is well-defined.
Definition 5.4.2. An isomorphism
µL0 : H1(L(Σ), Λ
0(L0))→ Z (5.4.1)
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is defined by requiring that any positive generator of H1(L(Σ), Λ0(L0)) is sent to
1 ∈ Z. If Λ(·) : [a, b]→ L(Σ) is a continuous curve with endpoints in Λ0(L0), we
denote by µL0(Λ(·)) ∈ Z the integer number that corresponds to the homology
class of Λ(·) by the isomorphism (5.4.1). The number µL0(Λ(·)) is called the
Maslov index of the curve Λ(·) relative to the Lagrangian L0.
The key properties of the Maslov index, including the fact that it is homotopy
invariant, are summarised in the next theorem.
Theorem 5.4.3 ([PT08, Lemma 5.1.13 and Corollary 5.1.18]). Let Λ : [a, b]→ L(Σ)
be a curve with endpoints in Λ0(L0). The Maslov index satisfies the following properties.
(i) If σ : [c, d] → [a, b] is a continuous map with σ(c) = a and σ(d) = b, then
µL0(Λ(σ(·))) = µL0(Λ(·)).
(ii) If Λ′(·) : [c, d] → L(Σ) is a curve such that Λ(a) ∩ L0 = Λ(b) ∩ L0 = ∅ and
Λ(b) = Λ′(c), and if ? denotes the concatenation of curves, then we have
µL0((Λ ? Λ
′)(·)) = µL0(Λ(·)) + µL0(Λ
′(·)).
(iii) µL0(Λ(·)−1) = −µL0(Λ(·)) where ·−1 denotes the reversed curve.
(iv) If Im(Λ(·)) ⊂ Λ0(L0), then µL0(Λ(·)) = 0.
(v) If Λ′(·) : [a, b] → L(Σ) is a curve homotopic to Λ(·) with free endpoints in
Λ0(L0), i.e. there is exists a continuous function H : [0, 1]× [a, b]→ L(Σ) such
that H(0, t) = Λ′(t), H(1, t) = Λ′(t) for every t ∈ [a, b] and H(s, a), H(s, b) ∈
Λ0(L0) for every s ∈ [0, 1], then µL0(Λ′(·)) = µL0(Λ(·));
(vi) We have µL0(Λ(·)) = µS(L0)(S ◦Λ(·)) if S : (Σ, ω) → (Σ
′, ω′) is a symplecto-
morphism.
(vii) If Λ(·) : [a, b] → L(Σ) is of class C1 with endpoints in Λ0(L0) that has only
non-degenerate intersection with Λ>1(L0) and if Λ(t) ∈ Λ>1(L0) only at a finite
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where sgn(B) is the signature of B, that is to say, sgn(B) = η+(B)− η−(B) with
η+/−(B) := sup{dim(W)|BW×W is negative/positive definite}.
We now turn our attention to the concept of Jacobi curves and to the continuity
property. As seen in the previous section, a vector is conjugate when there is
a non-trivial Jacobi field along the geodesic that vanishes both at its initial and
endpoint. It seems therefore natural to study the evolution of the space of all
Jacobi fields at a time t that vanish at its initial time:
L(p,λ0)(t) := {J (t) | J is a Jacobi field along λ(t) := e
t
−→
H (p, λ0) and J(0) = 0},
(5.4.2)
for p ∈ M and λ0 ∈ Ap. For every t ∈ [0, 1], the set L(p,λ0)(t) is a Lagrangian
subspace of Tλ(t)(T
∗(M)). In order to be able to use the geometry and theory of
Lagrangian Grassmannian, we will work with an alternative curve that lives in
the fixed Grassmannian T(p,λ0)(T
∗(M)).
Definition 5.4.4. Let γ : [0, T] → M be a normal geodesic with initial covector




where Verλ := Tλ(T∗π(λ)(M)) is the vertical subspace of Tλ(T
∗(M)).
Remark 5.4.5. In particular, we see that the Jacobi curve J(p,λ0)(t) is a subspace of
T(p,λ0)(T
∗(M)) for every t ∈ [0, T] and J(p,λ0)(0) = T(p,λ0)(T
∗(M)). The subscript
(p, λ0) on J(p,λ0)(t) is a reminder of the fact that in order to define the Jacobi
curve, one only needs to specify a point p ∈ M and a covector λ0 ∈ T∗p(M), the
cotangent lift being λ(t) = e−t
−→
H (p, λ0) and the normal geodesic γ(t) = π(λ(t)).
The Jacobi curve can be seen as the evolution of the space of all Jacobi fields at
time 0 that vanish at time t:
J(p,λ0)(t) = {J (0) | J is a Jacobi field along λ(s) := e
s
−→
H (p, λ0) and J(t) = 0}.
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We state basic properties of Jacobi curves.
Proposition 5.4.6 ([ABB20, Proposition 15.2.]). The Jacobi curve J(p,λ0)(t) satisfies
the following properties:




(0) = −2Hp as quadratic forms on Verλ ∼= T∗p(M);
(iii) rank J(p,λ0)(t) = rank Hp,
for every t, s ∈ R such that both sides of the statements are well-defined.
The previous result tells us that the Jacobi curve J(p,λ0)(t) is a monotone non-
increasing curve, i.e. J̇
(p,λ0)
(t) non-positive quadratic form for every t ∈ [0, T].
The relationship between the Jacobi curve and the conjugates vectors is given in
the next proposition.
Proposition 5.4.7 ([ABB20, Proposition 15.6.]). For every p ∈ M, a cotangent vector
sλ0 ∈ Ap is a conjugate vector if and only if
J(p,λ0)(s) ∩ J(p,λ0)(0) 6= ∅.
Furthermore, the order of sλ0 as a singularity of expp is equal to dim(J(p,λ0)(s) ∩
J(p,λ0)(0)).
In other words, sλ0 is conjugate if and only if the Jacobi curve J(p,λ0)(t) is in
Λ>1(L0) for t = s. Proposition 5.4.7 together with the condition of abnormality
for geodesics show that if we have a segment of points that are conjugate to the
initial one, then the segment is also abnormal.
Corollary 5.4.8 ([ABB20, Proposition 15.7.]). Let J(p,λ0)(t) be a Jacobi curve associated
with (p, λ0) ∈ T∗p(M) and let γ(t) be the corresponding normal geodesic. Then, γ|[0,s]
is abnormal if and only if J(p,λ0)(t) ∩ J(p,λ0)(0) 6= ∅ for every t ∈ [0, s].
In particular, a geodesic that does contain an abnormal segment has an infinite
number of conjugate points while a strongly normal geodesic has a discrete
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number of conjugate times. In order to use the theory of Maslov indices, we
will therefore make the assumption, from this point, that the sub-Riemannian
manifold M is ideal, i.e. there is no non-trivial abnormal geodesic in M.
The manifold Σ := T(p,λ0)(T
∗(M)) has dimension 2n and the cotangent sym-
plectic form on T∗(M) induces a symplectic bilinear form on Σ. The Jacobi curve
J(p,λ0)(t) defines a one-parameter family of n-dimensional subspaces of Σ. This
is because the Hamiltonian flow e−t
−→
H is a symplectic transformation and the
vertical space Verλ is a Lagrangian subspace of Σ. As a consequence, the Jacobi
curve J(p,λ0)(t) is a smooth curve in the Lagrangian Grassmannian L(Σ).
The Maslov index can therefore be computed for Jacobi curves by applying
Theorem 5.4.3, proving the following proposition.
Proposition 5.4.9. For Σ := T(p,λ0)(T
∗(M)) with λ0 ∈ Ap \H−1p (0), L0 := J(p,λ0)(r)
and Λr,s(t) := J(p,λ0)|[r,s](t) where r < s are chosen such that rλ0 and sλ0 are not
conjugate vectors of expp, we have




We are now ready to prove Warner’s third condition of regularity.
Proposition 5.4.10 (Continuity property). Let M be an ideal sub-Riemannian mani-
fold. For every λ0 ∈ Ap \H−1p (0), there exists a convex neighbourhood V of λ0 such that
for every ray rp,λ0 which intersects V , the number of singularities of expp (counted with
multiplicities) on Im(rp,λ0) ∩ V is constant and equals the order of λ0 as a singularity
of expp, i.e. dim(Ker(dλ0expp)).
We will break down the proof of this proposition in a series of lemmas.
Lemma 5.4.11. For λ0 ∈ Ap \ H−1p (0), there exists δ > 0 and ε ∈ (0, 1) such that for
every λ0 ∈ B(λ0, δ), there is no conjugate vector in Im(rp,λ0 |(0,ε]).
Proof. For λ0 close enough to λ0, the ray rp,λ0 does not intersect the subspace
H−1p (0). Because we have assumed that there are no non-trivial abnormal
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geodesics in M, the geodesic γp,λ0 corresponding to the initial covector λ0 is
strongly normal and therefore there exists ε(λ0) such that γp,λ0(t) is not con-
jugate to p for every t ∈ (0, ε(λ0)]. According to Corollary 5.4.8, the number
of conjugate times on γp,λ0(t) is discrete, and by consequence, by taking δ > 0
small enough we can find ε ∈ (0, 1) uniformly of λ0 ∈ B(λ0, δ), that is to say
γp,λ0(t) is not conjugate to p for every t ∈ (0, ε].
Lemma 5.4.12. Let λ0 ∈ Ap \ H−1p (0) be a covector that is not a conjugate vector of
expp. There exists δ > 0 and ε ∈ (0, 1) such that every λ0 ∈ B(λ0, δ) is not a conjugate
vector of expp and Im(rp,λ0 |(0,ε]) does not contain any conjugate vector of expp.
Proof. From Proposition 5.4.7, the hypothesis that λ0 is not a conjugate vector is
equivalent to
J(p,λ0)(1) ∩ J(p,λ0)(0) = ∅. (5.4.3)
Since solutions of differential equations are regular with respect to initial con-
ditions, the Jacobi curve J(p,λ0)(·) is smooth with respect to λ0. Thus the trans-
versality condition (5.4.3) must remain valid for small variations of λ0, which
concludes the proof.
Lemma 5.4.13. Let λ0 ∈ Ap \ H−1p (0) be a covector that is not a conjugate vector of
expp. There exists δ > 0 and ε ∈ (0, 1) such that
µL0(J(p,λ0)(·)|[ε,1]) = µL0(J(p,λ0)(·)|[ε,1])
for every λ0 ∈ B(λ0, δ), where we have denoted L0 := J(p,λ0)(0) and L0 := J(p,λ0)(0).
Proof. Consider the geodesic γ(t) starting at p with initial covector λ0 and its
lift λ(t) ∈ T∗(M). According to Theorem 5.3.1, there exists a symplectic moving
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for some matrix Aλ0(t) and some symmetric matrices Bλ0(t) and Rλ0(t). Such a
choice of moving frame can enable us to identify the Jacobi curve J(p,λ0)(t) with
J̃(p,λ0)(t) := {(p(0), x(0)) | (p, x) is a solution of (5.4.4) such that x(t) = 0}.
With the same moving frame we can identify L(p,λ0)(t) with
L̃(p,λ0)(t) := {(p(t), x(t)) | (p, x) is a solution of (5.4.4) such that x(0) = 0}.
Both J̃(p,λ0)(·) and L̃(p,λ0)(·) are smooth curves in L(R
2n) and
µL0(J(p,λ0)(·)|[ε,1]) = µL̃0 (̃J(p,λ0)(·)|[ε,1]) = µL̃0(L̃(p,λ0)(·)|[ε,1]) (5.4.5)
with L̃0 := Rn × {0}. Indeed, the moving frame (E1, . . . , En, F1, . . . , Fn) along
the lift λ(t) induces a symplectomorphism between Tλ(t)(T
∗(M)) and R2n. The-
orem 5.4.3 then justifies the first equality in (5.4.5). The second equality follows
when observing that J̃(p,λ0)(t) ∩ L̃0 6= ∅ if and only if L̃(p,λ0)(t) ∩ L̃0 6= ∅ and for
these conjugate times
dim(̃J(p,λ0)(t) ∩ L̃0) = dim(L̃(p,λ0)(t) ∩ L̃0).
We then extend the moving frame along the extremal λ(t) to a symplectic frame
on an open set U ⊆ T∗(M) containing Im(λ). This is possible for two reasons:
firstly T∗(M) is orientable, and secondly, an intersection appears only if λ(t)
is a closed curve. We can now choose a δ > 0 small enough and ε ∈ (0, 1)
such that Lemma 5.4.11 and Lemma 5.4.12 are satisfied and Im(λ) ⊆ U where
λ(t) = et
−→
H (λ0), for every λ0 ∈ B(δ, λ0).
For λ0 ∈ B(δ, λ0), let σ be straight line joining λ0 to λ0, i.e.
σ : [0, 1] −→ T∗p(M) : s 7−→ tλ0.
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The smooth symplectic frame (E1(q), . . . , En(q), F1(q), . . . , Fn(q)) for q ∈ U is
a moving frame along λ(t) when q = λ(t) and along λ(t) when q = λ(t),
in the sense of Theorem 5.3.1. With respect to them, we construct the curves
L̃(p,λ0)(·)|[ε,1] and L̃(p,λ0)(·)|[ε,1] and we claim that they are homotopic with free
endpoints in Λ0(L̃0). Set
H : [0, 1]× [ε, 1] : (s, t) 7→ L̃(p,σ(s))(t)|[ε,1].
The curves L̃(p,λ0)(·)|[ε,1] and L̃(p,λ0)(·)|[ε,1] have endpoint in Λ
0(L̃0) since γ(ε),
γ(ε), γ(1), γ(1) are not conjugate to p by the two previous lemmas. Since
σ(s) ∈ B(δ, λ0) for all s ∈ [0, 1], the same applies to the geodesic starting at p
with initial covector σ(s). Therefore, the curve L̃(p,σ(s))(·)|[ε,1] has its endpoints in
Λ0(L̃0) too. It remains to prove the continuity of H. Because the solutions of the
geodesic equation depend continuously on the initial covector λ0, the matrices in
(5.4.4) and therefore L̃(p,λ0)(·)|[ε,1] also depend continuously on λ0. Consequently,
H is a homotopy and we can use Theorem 5.4.3 and (5.4.5) to conclude that
µL0(J(p,λ0)(·)|[ε,1]) = µL̃0(L̃(p,λ0)(·)|[ε,1])
= µL̃0(L̃(p,λ0)(·)|[ε,1]) = µL0(J(p,λ0)(·)|[ε,1]).
We can now prove the continuity property. We illustrate the proof in Figure 5.1.
Proof of Proposition 5.4.10. Let λ0 ∈ Ap \ H−1p (0) be a conjugate covector for expp.
Because of Corollary 5.4.8, we know that λ0 is an isolated singularity on the ray
rp,λ0 . In particular, there exists a δ ∈ (0, 1) such that λ0 is the only conjugate
vector on the ray rp,λ0 on the interval [(1− δ)λ0, (1 + δ)λ0].
From Lemma 5.4.12, there exists δ1, δ2 > 0 and ε ∈ (0, 1− δ) for which B1 :=
B((1− δ)λ0, δ1) and B2 := B((1 + δ)λ0, δ2) do not contain a singularity of expp
and Im(rp,λ0 |(0,ε]) does not contain any conjugate vector for every λ0 ∈ B1 ∪ B2.
Without loss of generality, we choose δ1 and δ2 such that the previous few lemmas
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apply and in such a way that the rays from the origin going through B1 also pass
through B2 and vice versa.
Let C be the union of B1, B2 and all the rays between B1 to B2. The set C is clearly
an open convex subset of T∗p(M) and we claim that it has the desired property.
Let rp,λ0 be a ray in T
∗
p(M) intersecting C. The Jacobi curve corresponding to the
initial values (p, λ0) is the concatenation of the following smooths curves
J(p,λ0)(·) = J(p,λ0)(·)|[0,ε] ? J(p,λ0)(·)|[ε,t1] ? J(p,λ0)(·)|[t1,t2]
where t1, t2 ∈ Ip,λ0 are such that rp,λ0(t1) ∈ B1 and rp,λ0(t2) ∈ B2. From
Lemma 5.4.13, we deduce that µL0(J(p,λ0)(·)|[ε,1+δ]) = µL0(J(p,λ0)(·)|[ε,t2]) as well
as µL0(J(p,λ0)(·)|[ε,1−δ]) = µL0(J(p,λ0)(·)|[ε,t1]).
The Maslov index of a concatenation being the sum of the Maslov indices of the
pieces, we obtain that
µL0(J(p,λ0)(·)|[t1,t2]) = µL0(J(p,λ0)(·)|[1−δ,1+δ]) = dim Ker(dλ0expp).
The last equality comes from Proposition 5.4.9 and the proof is complete, as the
same proposition states that µL0(J(p,λ0)(·)|[t1,t2]) must equal the sum of singular-
ities of expp, counted with multiplicities, on Im(rp,λ0) ∩ C.
This also completes the proof of Theorem 5.1.1.
It is reasonable to ask whether the cotangent version of Warner’s regularity con-
ditions implies a sub-Riemannian analogue of Morse–Littauer’s theorem, i.e. the
non-injectivity of the sub-Riemannian exponential map on any neighbourhood
of a conjugate covector. Warner’s approach involves giving the normal forms of
the exponential map on neighbourhood of (regular) conjugate vectors. It is not
obvious to us that Theorem 5.1.1 would easily provide such a local description
of the sub-Riemannian exponential map about its singularities. However, we are
able to pursue Warner’s program for a specific example: the three dimensional
Heisenberg group.
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Figure 5.1: Illustration of the proof of Proposition 5.4.10
The singularity λ0 is the only one on the segment joining (1− δ)λ0 to (1 + δ)λ0,
where δ > 0 is a small parameter. The green and blue ball represent B1 and B2,
small balls around (1− δ)λ0 and (1 + δ)λ0 respectively. The yellow ball
illustrates the ε > 0 provided by Lemma 5.4.12. There are no singularities in
these three balls. The convex set C of the continuity property, the region
delimited by the red dotted lines, is constructed by considering the union of B1
with B2 and all the rays between them.
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5.5 Local non-injectivity of the Heisenberg
exponential map
In this section, we study the three dimensional Heisenberg group and prove
Theorem 5.1.2.
The Heisenberg group H is the sub-Riemannian structure, defined on R3, that is
generated by the global vector fields
X1 = ∂x −
y
2




The Heisenberg group H has a structure of Lie group when equipped with the
law
(x, y, τ) · (x′, y′, τ′) = (x + x′, y + y′, τ + τ′ − 1
2
I[zz′]),
where z := (x, y) and z′ := (x′, y′) are elements of R2 that we will identify with
C for convenience (· denotes the complex conjugation, R[·] and I[·] the real and
complex part respectively). The neutral element of this operation is (0, 0, 0) and


















p, udx|p + vdy|p + αdτ|p
)
and p = (x, y, τ).
We can solve Hamilton’s equations explicitly to find the expression of a normal
geodesic starting from an arbitrary point p = (x0, y0, z0) of H with an initial
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To simplify the notation, we also set
ξ0 := u0 −
α0y0
2
, ξ̃0 := u0 +
α0y0
2
, η0 := v0 +
α0x0
2




The symplectic moving frame (E1, E2, E3, F1, F2, F3) = (∂u, ∂v, ∂α, ∂x, ∂y, ∂τ) along
λ(t) induced by the global coordinates of Hn satisfies Theorem 5.3.1. The Jacobi









After some computation, we find that in the Heisenberg group, and for the
chosen symplectic frame, the block matrices R(t), A(t) and B(t) in the above


















− η̃0 − 3(η0 cos(α0t) + ξ0 sin(α0t))
4




and the symmetric matrix
1 0 − ξ̃0 − ξ0 cos(α0t) + η0 sin(α0t)
2α0
)
0 1 − η̃0 − η0 cos(α0t)− ξ0 sin(α0t)
2α0
? ?
4|w0|2(1− cos(α0t)) + α20|z0|2(1 + cos(α0t)) + 4α0R[z0w0] sin(α0t)
8α20
 .







with initial condition (p(0), x(0)).
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This differential equation can be solved explicitly in the specific context of the
























































































t(α20|z0|2 − 4|w0|2)(1 + cos(α0t))− 4 z0 · w0(1− cos(α0t))
]








−2α0tξ0 + 2v0(1− cos(α0t)) + α0y0 sin(α0t)
4α0
.
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With this explicit description of sub-Riemannian Jacobi fields along normal
geodesics of H, we are now able to study conjugate vectors. Alternatively, this
could also be done by computing the determinant of the sub-Riemannian expo-
nential map. We use the Jacobi fields characterisation of the kernel of expp to
illustrate our work.
Proposition 5.5.1. The covector λ0 = u0 dx|p + v0 dy|p + α0 dτ|p ∈ T∗p(H) is a
conjugate covector of p = (x0, y0, τ0) ∈ H with H(λ0) 6= 0 if and only if α0 sin(α0) +
2 cos(α0)− 2 = 0 and α0 6= 0. Furthermore, the conjugate vectors are all of order one,
they form a two-dimensional submanifold of T∗p(H) and
Ker(dλ0expp) =











 if sin(α0) 6= 0










∇J(1) | J ∈J0,1(γp,λ0)
}
.
We thus assume that x(0) = 0 in Equation (5.5.1) and we look for the image
through M1(1) of elements p(0) in the kernel of the 3× 3 bottom-left block matrix
M3(1) of M(1). The covector λ0 will be conjugate if this kernel is non-trivial.
Furthermore, the image of that kernel through M1(1) will give Ker(dλ0expp).
When α0 tends to 0, the block M3(1) is similar to
1 0 −12(v0 + y0)
0 1 12(u0 + x0)
0 0 112 |w0|2
 .
Since we assume that H(λ0) 6= 0, the matrix above has a trivial kernel and α0 = 0
does not produce a conjugate vector.
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Since H(λ0) 6= 0, the numbers ξ0 and χ0 cannot vanish at the same time.
This case thus yields a conjugate vector of dimension 1 with Ker(dλ0expp) =
span{(−χ0, ξ0, 0)}.
If sin(α0) = 0 and cos(α0) = −1, the block matrix M3(1) is similar to
0 1 ξ02 −
v0
α0







which has a trivial kernel.
























We finally observe that the collection of conjugate vectors consists of u0 dx|p +
v0 dy|p + α0 dτ|p ∈ T∗p(H) such that sin(α0) (α0 cot(α0/2)− 2) = 0, α0 6= 0 and
(u0, v0) 6= α02 (y0,−x0).
They form planes in T∗p(H), parallel to the plane ∂u-∂v, where the covector
α0
2 (y0∂u − x0∂v) + α0∂α has been removed.
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The structure of the conjugate locus being established, we can finally prove
Morse–Littauer’s theorem for the Heisenberg group, following Warner’s ap-
proach in [War65, Theorem 3.4.].
Proof of Theorem 5.1.2. Let λ0 ∈ Ap \ H−1p (0) be a conjugate vector of p ∈ H. By
Conjp(H), we denote the conjugate locus at p. By Proposition 5.5.1, we can thus
choose a one-dimensional open connected submanifold C of Conjp(H) in T
∗
p(H)
containing λ0. In particular, the conjugate vectors in C all have order 1. We also





= 0 (resp. = 1).
It can be seen clearly that the set C1 (resp. C0) corresponds to the case sin(α0) = 0
(resp. sin(α0) 6= 0). Both C1 and C0 are thus open sets.
Case 1 : λ0 ∈ C1.
The subspaces Ker(dλ0expp) with λ0 ∈ C
1 form a one-dimensional and involutive
smooth distribution of C1. This is because it corresponds to the distribution
induced by the kernels of dλ0expp. According to Frobenius’ theorem, there
exists a unique integral manifold passing through λ0. This is a one-dimensional
connected submanifold N of C1 such that Tλ0(N) = Ker(dλ0expp) for all λ0 ∈ N.
We then have that the restriction of expp to N satisfies dλ0(expp|N) = 0 for every
λ0 ∈ N. Since N is connected, this implies that the sub-Riemannian exponential
map maps every elements of N into a single point and hence expp is not injective
in any neighbourhood of λ0 ∈ C1.
Case 2 : λ0 ∈ C0
Firstly, the hypothesis that λ0 ∈ C0 means that Ker(dλ0expp) 6⊆ Tλ0(Conjp(H)),












2− (2 + α20) cos(α0)
]
. (5.5.2)
We know that H(λ0) 6= 0 since λ0 ∈ Ap \ H−1p (0). Furthermore, the covector
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λ0 ∈ C0 satisfies α0 sin(α0)+ 2 cos(α0)− 2 = 0, α0 6= 0 and sin(α0) 6= 0. Therefore,
the expression (5.5.2) is not zero. This means that λ0 is a good singularity of expp.
Using Whitney’s singularity theory [Whi55] (see also Warner [War65, Theorem
3.3. c)]), we deduce that there exist coordinate systems (U , ξ) and (V , η) around
λ0 and expp(λ0) respectively, such that
(i) ηk ◦ expp = ξk for all k = 1, 2;
(ii) η3 ◦ expp = ξ3 · ξ3.
This normal form of the sub-Riemannian exponential map implies that expp can
not be injective in any neighbourhood of λ0 ∈ C0.
We have aimed to describe a cotangent version of Warner’s method, via normal
forms, to prove the non-injectivity of the sub-Riemannian exponential map in
a neighbourhood of a singularity. The failure to be injective may in practice be
characterised in a more precise way, by further analysing the Jacobian determin-
ant and counting how many preimages the exponential map has at each critical
value. We point the reader to [LR17] for the details of this analysis in the case of
the Heisenberg group.
Appendix A
CD condition in sub-Riemannian
geometry
This appendix answers a question from Prof Karl-Theodor Sturm.
In July 2019, while attending the summer school of the Hausdorff Center
for Mathematics in Piz Buin (Austria), Sturm asked whether the curvature-
dimension condition with negative effective dimension in [Oht16] could hold in
sub-Riemannian geometry. He suggested that, similarly to the case of positive
effective dimension, this should not be the case. I realised afterwards that this
was correct and is an adaptation of Juillet’s result that appeared in [Jui21].
I thus take the opportunity here to summarise Juillet’s method to disprove Brunn–
Minkowski inequalities and to explain how it can be used to prove that they do
not hold in sub-Riemannian geometry, even for negative effective dimension.
A.1 Curvature-dimension condition for negative
effective dimension
Recently, the curvature-dimension condition CD(K, N) was generalised by Ohta
in [Oht16], to allow for negative values of the dimensional parameter N. The
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definition is analogous to Definition 2.4.1. We recall that EN stands for the Rényi
functional:




The (K, N)-distortion coefficients for K ∈ R and N ∈ (−∞, 0) are defined as




















if Nπ2 < Kθ2 < 0







if Kθ2 > 0.
We can now write the definition of the curvature-dimension condition with
negative effective dimension.
Definition A.1.1. Let K ∈ R and N ∈ (−∞, 0). A geodesic metric measure space
(X, d,m) verifies CD(K, N) if, for any µ0, µ1 ∈ P2(X) absolutely continuous with
respect to m and with bounded support, there exist ν ∈ OptGeo(µ0, µ1) and
a W2-optimal plan π ∈ P(X2) such that for µt := (et)#ν  m and for any













for every t ∈ [0, 1].




is an example of space satisfying CD(n − 1− (n + α)/4,−α) whenever n > 1
A.1. Curvature-dimension condition for negative effective dimension 103
and α > −n (see [Mil17b]).
The CD(K, N) condition for N < 0 has been studied in the Riemannian setting
by Milman in [Mil17a]. More recently, questions of convergence, existence of
optimal maps and the local-to-global property were investigated in [MRS21] and
[MR21]. The curvature-dimension with negative effective dimension can also be
used to prove a Brunn–Minkowski inequality.
Proposition A.1.2. Let (X, d,m) be a geodesic metric measure space satisfying the
CD(K, N) condition for some K ∈ R and N ∈ (−∞, 0). Then, the following Brunn–
Minkowski inequality, denoted by BM(K, N), holds in (X, d,m): for every Borel sets A0
and A1 of X and t ∈ [0, 1], we have









 inf(x,y)∈A0×A1 d(x, y) if K > 0sup(x,y)∈A0×A1 d(x, y) if K < 0
and
Zt(A0, A1) := {γ(t) | γ ∈ Geo(X), γ(0) ∈ A0 and γ(1) ∈ A1}
is the t-intermediate set from A0 to A1.
We also need to introduce the geodesic dimension of a metric measure space. It was
first studied in sub-Riemannian geometry and then extended to metric measure
space in [Riz16].
Definition A.1.3. The geodesic dimension of the metric measure space (X, d,m) at
x ∈ X is defined by









| B measurable, bounded,
and m(B) ∈ (0,+∞)
}
.
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It was proved in [ABR18, Proposition 5.49.] that for a sub-Riemannian manifold
M, we also have N (p) > dim M for every p ∈ M. Furthermore, we have equality
if and only if M is a Riemannian manifold.
In the next section, we use Juillet’s method to show that when N < 0, the
BM(K, N) condition from Proposition A.1.2 is not satisfied in sub-Riemannian
geometry. The argument closely follows [Jui21] (see also [Jui08], [Jui09] and
[Jui10]).
A.2 Brunn–Minkowski inequality in
sub-Riemannian geometry
Let M be a complete sub-Riemannian manifold. Remember from Section 3.5 that
we call q ∈ M a smooth point with respect to p ∈ M if there exists a unique
minimising geodesic joining p to q, which is not abnormal, and such that p and q
are not conjugate along that curve. The set Cut(M) ⊆ M×M denotes the set of
pairs of smooth points of M. We also define Cut(p) := {q ∈ M | (p, q) ∈ M}. It
can be shown (see [ABR18, Lemma 2.2.]) that if a pair of points (p, q) is smooth,
then d2CC is smooth at (p, q). This property is further improved in [ABR18,
Theorem 5.8.]: for every p ∈ M, the set Cut(p) is open, and dense, and d2CC(p, ·)
is smooth precisely on Cut(p).
Definition A.2.1. The midpoint map is given by
M : Cut(M)× [0, 1]→ M : (p, q, t) 7→ expp(tλ0),
where λ0 satisfies q = expp(λ0).
In other words, the midpoint map gives the point γ(t) where γ : [0, 1] → M is
the unique minimising geodesic joining p to q. The midpoint map is smooth on
Cut(M)× (0, 1) and satisfiesM(p, q, t) =M(q, p, 1− t).
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Definition A.2.2. The inverse geodesic map is defined as





where λ0 satisfies q = expm(λ0).
Here, the inverse geodesic map is thus taken such that M(I(m, q, t), q, t) = m,
that is to say I(m, q, t) gives the t-inverse of q with respect to m.
We are now ready to explain why the CD(K, N) condition is not satisfied in
sub-Riemannian geometry, even for N < 0.
Theorem A.2.3. Let M be a complete sub-Riemannian manifold such that, for any
p ∈ M, we have that rank(p) < dim Tp(M). If µ is any smooth measure on M, then
the metric measure space (M, dCC, µ) does not satisfy BM(K, N), for any K ∈ R and
any N < 0.
Proof. Consider an arbitrary point p ∈ M. By [ABR18, Theorem 5.17.], we know
that there exists a strongly normal geodesic γ : [0, T]→ M starting at p such that
the following properties hold for γ.
(i) The final time T > 0 can be chosen small enough such that γ is contained
in a small enough coordinate chart in which we can easily compare µ and
the Lebesgue measure in Rn.
(ii) The number of conjugate points along γ is discrete.
(iii) If s ∈ (0, T), there exists ε > 0 such that (γ(s), γ(t)) ∈ Cut(M) for every
t ∈ (s− ε, s + ε).
We set a := γ(s) and b := γ(s + ε). Since (a, γ(t)), (γ(t), b) and (a, b) are smooth
points, we can make use of the midpoint map and of the inverse geodesic map.
If we let m(r) :=M(a, b, r) for r ∈ [0, 1], we can see by using the chain rule on














106 Appendix A. CD condition in sub-Riemannian geometry






By symmetry, we can in fact assume that r 6 1/2 without loss of generality.
Consider a small ball B(b, ρ) around b and I(m(r), B(b, ρ), r), its image under
the inverse geodesic map. The key to Juillet’s method is the following estimate
(see [Jui21, Theorem 1.1.] as well as [Jui10, Theorem 1.]), obtained via a careful















where N := infp∈MN (p) denotes the minimal geodesic dimension of M.
Now, let K ∈ R and N < 0 and assume that the sub-Riemannian manifold M
satisfies BM(K, N). A contradiction will follow. Equation (A.1.1) implies that










We consider the limit of the above inequality as ρ tends to 0. In particular,
τ
(r)
K,N(Θ) tends to r, and with (A.2.1) and (A.2.2), we obtain( 1
2N−n
)1/N
6 1− r + r = 1,
which is impossible, since the geodesic dimension N is always greater than the
manifold dimension n.
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