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Abstract—In this work we propose an approximate Minimum
Mean-Square Error (MMSE) filter for linear dynamic systems
with Gaussian Mixture noise. The proposed estimator tracks
each component of the Gaussian Mixture (GM) posterior with
an individual filter and minimizes the trace of the covariance
matrix of the bank of filters, as opposed to minimizing the MSE
of individual filters in the commonly used Gaussian sum filter
(GSF). Hence, the spread of means in the proposed method is
smaller than that of GSF which makes it more robust to removing
components. Consequently, lower complexity reduction schemes
can be used with the proposed filter without losing estimation
accuracy and precision. This is supported through simulations on
synthetic data as well as experimental data related to an indoor
localization system. Additionally, we show that in two limit cases
the state estimation provided by our proposed method converges
to that of GSF, and we provide simulation results supporting this
in other cases.
Index Terms—Bayesian tracking, linear estimation, Gaussian
mixture noise, Gaussian sum filter, minimum mean-square-error
(MMSE) estimator
I. INTRODUCTION
The problem of estimating the unobservable state of a
dynamic system from its available noisy measurements is
prevalent in numerous signal processing contexts. Bayesian
tracking techniques have been used for this purpose by using
a probabilistic framework and approximating the posterior or
belief function, i.e. the conditional probability density function
of the state given the measurements. For the special case
of Gaussian noise with linear dynamic and measurement
models, this posterior is Gaussian and its sufficient statistics
are optimally tracked by a Kalman filter [1], [2]. The mean
of this pdf acts as the state estimate and it is proved to be the
minimum mean-square error (MMSE) estimator [3]. However,
for the case of non-Gaussian noise processes, approximations
should be made to provide suboptimal solutions [2].
Gaussian sum approximation has been an attractive method
for estimating non-Gaussian distributions, since it provides
asymptotically unbiased estimations [4], with the desired
precision1 [3, Chapter8; Lemma 4.1]. Additionally, by using
Gaussian mixtures (GM), the approximated pdf is represented
as a conditionally Gaussian distribution and this enables the
analytic evaluation of a closed-form expression for the belief
function. This is possible since, with GM distributions, the
multiple model approach can be used, where each component
in the GM corresponds to a model in the system and can be
The authors are with the Department of Electrical and Computer En-
gineering, McGill University, Montreal, QC H3A 0E9, Canada (e-mail:
leila.pishdad@mail.mcgill.ca; fabrice.labeau@mcgill.ca)
1The integral of the approximation error over the sample space can be made
as small as desired.
tracked by a Kalman filter [5]. Hence, the partitioned posterior
can be estimated by a bank of Kalman filters, i.e. the Gaussian
sum filter (GSF). Consequently, GMs have been widely used
to model the different non-Gaussian distributions in sequen-
tial Bayesian tracking, including the prior [3], [6]–[10],
likelihood [11], [12], predictive density [13]–[15], and noise
distributions [5]–[7], [10], [16]–[22]. They have also been used
to directly approximate the posterior distribution [15], [18],
[22], [26]–[29], [32].
With GM prior, likelihood, or predictive density, the poste-
rior is also a GM and the number of its components remains
constant over time, as long as the noise distributions are
Gaussian. For instance, in [3], it is shown that starting with a
GM prior2, and additive white Gaussian noise, the predictive
and posterior distributions will also be GMs with the same
number of components. However, for GM noise distributions,
the number of models in the system and consequently the num-
ber of components in the posterior grow exponentially over
time. Hence, suitable Gaussian Mixture reduction algorithms
should be used, to merge or remove some of the components
in the posterior as time progresses.
The mixture reduction algorithms can be categorized into
three classes. In the first group, Expectation maximization
(EM) is used to simultaneously predict and reduce the
GM [10], [12], [19], e.g. by running the EM algorithm on
synthetically generated data [10], [19]. The second class of
reduction algorithms rely on merging a pair or a group of
components, i.e. replacing them by their moment-matching
Gaussian distribution. There are different criteria for selecting
the components to be merged. For instance, in Gaussian
pseudo Bayesian (GPB) estimators, the components with the
same state history are merged and replaced by a single Gaus-
sian distribution [5]. A less computationally complex solution,
also approximating a GM by a single Gaussian, is interacting
multiple models (IMM) [5] which is used commonly as it
requires fewer filters. Alternatively, in [22] the components
are merged in the unlikely regions of the distribution, and
they are split in the likely regions. In [34], the component
with the smallest weight is merged with its closest neighbor.3
Optimization techniques can also be used to select the merging
components such that a cost function which quantifies the
dissimilarity between the GM distribution and the reduced
distribution is minimized. Some of the cost functions used in
the literature include Kullback-Leibler divergence (KLD) [18],
[35], and integral square difference4 (ISD) [36], [37]. Alter-
2with a finite number of components
3The neighboring components have the smallest Euclidean distance between
their means.
4This criterion is also referred to as integral square error (ISE)
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2natively in [38] the authors merge the components leading to
the minimum increase in the within-component variance of
the reduced GM distribution. The last category of reduction
schemes requires removing a group of components [6], [7].
This class has the lowest computational complexity, especially
since the reduction can be done before tracking, making it
possible to avoid the evaluation of unused parameters. In
the extreme case, the active component of the posterior is
determined and all the other components are removed [17],
[20]. This is equivalent to making a hard decision about
the model in effect and hence the accuracy and precision
of estimation is dependent on the correct choice of this
model. At the cost of increased computational complexity, the
performance of these methods can be improved by applying
resampling procedures [16], [28], [39]. Alternatively, in [15],
[21] a forgetting and merging algorithm is proposed, where the
components with weights smaller than a given threshold are
removed, and the components with close enough moments are
merged. A comprehensive review of the reduction algorithms
for GM distributions is provided in [40].
The MMSE estimator is the expected value of the pos-
terior [5], [41]. Hence, GSF is the MMSE estimator of
state5 [19], [42], [43]. However, due to using parallel Kalman
filters in GSF, the MSE of each individual filter is minimized
irrespective of the location of its mean with respect to the
other components. Yet, the total covariance matrix of the filter
is a function of both the individual filters’ state estimation
covariance matrices and the spread of their means (as we show
in (21)–(22) in Section III).
In this work, we propose an approximate MMSE state
estimator called AMMSE, which, unlike GSF, minimizes the
trace of the total covariance matrix of the filter rather than
the traces of the covariance matrices of individual filters. For
this purpose, we re-derive the gains of individual filters such
that the trace of the total covariance matrix of the filter is
minimized. Hence, the spread of the means of the posterior
components in the proposed estimator is smaller than that
of GSF, making it more robust to removing some of the
components. Consequently, AMMSE estimator can be used
with the simplest and least computationally complex reduction
scheme and yet achieve better performance when compared
with GSF with the same reduction scheme. In other words,
rather than using more computationally complex reduction
schemes to improve the performance, we adjust the means of
the components of the posterior and simply use the component
with the largest weight as the state estimator, thus avoiding the
unnecessary evaluation of the parameters of the other com-
ponents. Additionally, through simulations we show that the
difference between the distributions of the estimated state in
GSF and AMMSE, as well as the true state is not statistically
significant. Hence, despite the fact that by changing the gains
of individual filters we are deviating from the true posterior,
the total state estimation of AMMSE converges to the MMSE
state estimation provided by GSF, and the true state.
The rest of this paper is organized as follows: In Section II
5If no reduction scheme is used and the distributions are GMs (not
approximated by GMs).
the system model is defined and the notations used throughout
the paper are introduced. Next, in Section III, we provide
the details of GSF. In Section IV, we present our proposed
approximate MMSE filter: first, in Section IV-A the gains
of individual filters in the proposed method are derived, and
then in Section IV-B it is compared with GSF in terms of
computational complexity and the convergence of the two
filters is analyzed. The simulation results are provided in
Section V, comparing AMMSE, GSF, Kalman and Matched
filters in terms of estimation accuracy and precision with
synthetic data (Section V-A) and experimental data gathered
from an indoor localization system (Section V-B), and the
convergence6 of the state estimations of the filters and the
true state is tested with synthetic data. Finally, in Section VI
we provide concluding remarks.
II. SYSTEM MODEL
Suppose a discrete-time linear dynamic system, in which
the state sequence {xk, k ∈ N}, evolves as a first-order
Markov process with additive noise. Hence, using state-space
representation, the dynamics equation can be written as
xk = Fkxk−1 + vk, (1)
where the process noise, {vk, k ∈ N} is an i.i.d. random
vector sequence with the pdf p(vk) and Fk is a known matrix
which describes the linear relationship between the previous
and current state. If nx denotes the dimension of the state
vector, the process noise is of dimension nx and matrix Fk is
of size nx × nx.
In many applications, the state of the system cannot be
observed directly. Hence, it is desirable to estimate the unob-
servable state from the available measurements. If we denote
the measurement sequence by {zk, k ∈ N}, the relationship
between xk and zk is described by the measurement equation,
zk = Hkxk + wk, (2)
where the measurement noise {wk, k ∈ N} is an i.i.d. random
vector sequence with the pdf p(wk), and it is independent from
the process noise. The matrix defining the linear relationship
between the current state and measurement vectors, Hk, is a
known matrix of size nz × nx, where nz is the dimension of
the measurement vector zk, and the noise vector wk.
Having the above, Bayesian tracking techniques can be
used to probabilistically estimate the current state of the
system from the available measurements. This is done by
recursively estimating the posterior, p(xk|z1:k), where z1:k
represents the available measurements up to and including time
k. The recursive estimation of the posterior comprises of two
steps: prediction and update. In the first step, xk is predicted
using the previous measurements, i.e. the pdf p(xk|z1:k−1)
is estimated using Chapman-Kolmogrov equation on the pre-
vious posterior, p(xk−1|z1:k−1), and p(xk|xk−1). Next, in
the update phase, Bayes rule is used to update the prior
and evaluate the posterior, p(xk|z1:k). The posterior is then
used for next iteration estimation. With Gaussian process and
6Convergence in distribution is tested using two-sample Kolmogrov-
Smirnov non-parametric tests.
3measurement noise, the posterior distribution will be Gaussian
and its sufficient statistics, i.e. mean and covariance matrix, are
optimally tracked by a Kalman filter [1]. Additionally, since
the posterior is Gaussian, the filtered mean approximates the
state and it is the MMSE estimator [5], [41].
In this work we use GM models for process and measure-
ment noise processes, since they are mathematically tractable
and they can be used to approximate any non-Gaussian
distribution. Specifically, with GM approximation, the pdf
can be approximated as closely as desired [3, Lemma 4.1]
and this estimation is asymptotically unbiased [4]. Hence,
the process noise, vk is estimated by a GM with Cvk
components, with
{
uik, 1 ≤ i ≤ Cvk
}
the component means,{
Qik, 1 ≤ i ≤ Cvk
}
the component covariance matrices and{
wik, 1 ≤ i ≤ Cvk
}
the non-negative mixing coefficients. This
can be written as:
p(vk) ≈
Cvk∑
i=1
wikN
(
vk;u
i
k, Q
i
k
)
, (3)
where
∑Cvk
i=1 w
i
k = 1, and N (x;µ,Σ) represents a Gaussian
distribution with argument x, mean µ, and covariance matrix
Σ. The measurement noise distribution can also be approxi-
mated by a GM in a similar manner, and written as:
p(wk) ≈
Cwk∑
j=1
pjkN
(
wk;b
j
k, R
j
k
)
, (4)
where, Cwk is the number of components of the GM distribu-
tion with the non-negative coefficients
{
pjk, 1 ≤ j ≤ Cwk
}
,
and
∑Cwk
i=1 p
j
k = 1. The mean and covariance matrix of
component j, 1 ≤ j ≤ Cwk are bjk and Rjk, respectively.
III. GAUSSIAN SUM FILTERS
With the GM noise distributions, i.e. (3)–(4),
the dynamic system defined in (1)–(2), can be
described as a Multiple Model system, with models{
M ijk ; 1 ≤ i ≤ Cvk , 1 ≤ j ≤ Cwk
}
, corresponding to
the different components or modes of the process and
measurement noises.7 Hence, the posterior can be partitioned
as follows:
p(xk|z1:k) =
∑
i,j
p
(
xk|z1:k,M ijk
)
p
(
M ijk |z1:k
)
. (5)
The mode-conditioned posterior, p
(
xk|M ijk , z1:k
)
, is a
Gaussian distribution with the pdf,
p
(
xk|M ijk , z1:k
)
= N
(
xk; xˆ
ij
k|k,P
ij
k|k
)
. (6)
where its parameters xˆijk|k and P
ij
k|k can be tracked using the
mode-matched Kalman filter [1], [5] as follows:
xˆik|k−1 = Fkxˆk−1|k−1 + u
i
k, (7)
P ik|k−1 = Q
i
k + FkPk−1|k−1F
T
k , (8)
7For simplicity we assume a system of order one, where all the models
have the same history of states. This assumption can be easily relaxed.
νijk = zk −
(
Hkxˆ
i
k|k−1 + b
j
k
)
, (9)
Sijk = HkP
i
k|k−1H
T
k +R
j
k, (10)
Wijk = P
i
k|k−1H
T
k S
ij
k
−1
, (11)
xˆijk|k = xˆ
i
k|k−1 + W
ij
k ν
ij
k , (12)
Pijk|k = P
i
k|k−1 −Wijk Sijk Wijk
T
. (13)
where (.)Tindicates the transpose of its argument.
Hence, defining
µijk , p
(
M ijk |z1:k
)
, (14)
we can write (5) as a GM distribution, with Cvk × Cwk
components:
p(xk|z1:k) =
∑
i,j
µijk N
(
xk; xˆ
ij
k|k,P
ij
k|k
)
. (15)
The coefficients µijk can be evaluated as:
µijk = p
(
M ijk |zk, z1:k−1
)
=
p
(
zk|M ijk , z1:k−1
)
p
(
M ijk |z1:k−1
)
p(zk|z1:k−1)
=
Λijk p
(
M ijk |z1:k−1
)
∑
lm
Λlmk p
(
M lmk |z1:k−1
) , (16)
where Λijk is the likelihood function and is defined as:
Λijk , p
(
zk|M ijk , z1:k−1
)
= N
(
zk; zˆ
ij
k , S
ij
k
)
, (17)
and assuming that the current model is independent from the
previous model we have8
p
(
M ijk |z1:k−1
)
= wikp
j
k. (18)
Hence, we can write:
µijk =
wikp
j
kN
(
zk; zˆ
ij
k , S
ij
k
)
∑
lm
wlkp
m
k N
(
zk; zˆlmk , S
lm
k
) . (19)
A. Reduction Schemes
As mentioned earlier, to avoid an exponentially growing
bank size, reduction schemes should be applied to the pos-
terior. In our work we use the less computationally complex
schemes: merging all components to their moment-matching
Gaussian distribution, and removing the components with
smaller weights.9
For the first method, the moment-matched Gaussian distri-
bution will have the following mean and covariance matrix:
xˆk|k =
∑
ij
µijk xˆ
ij
k|k, (20)
8This assumption can be easily relaxed.
9Other metrics can be used to determine the active model.
4Pk|k =
∑
ij
µijk
(
Pijk|k (21)
+
(
xˆijk|k − xˆk|k
)(
xˆijk|k − xˆk|k
)T)
(22)
=
∑
ij
µijk
(
Pijk|k + xˆ
ij
k|kxˆ
ij
k|k
T
)
− xˆk|kxˆTk|k. (23)
Alternatively, rather than making a soft decision about the
active model, it can be determined by a hard decision. This is
the approach used in [6], [7], [17], [20]. A simple scheme to
determine the active model is to choose the component with
the largest weight. Using this approach, if
ij = arg max
lm
µlmk , (24)
we have
xˆk|k =xˆ
ij
k|k, (25)
Pk|k =P
ij
k|k. (26)
One of the advantages of using this method over replacing
the GM with its moment-matched Gaussian distribution, is
that by determining the active model before evaluating the
parameters of all components, computational resources can
be saved. Additionally, evaluating (20)–(23) is more compu-
tationally complex than (25)–(26). Besides the computational
complexity, by using a soft decision approach, we could be
getting drifted from the matched estimation. Specifically, at
every iteration only one model is active corresponding to the
Matched filter. By incorporating the outputs of the mismatched
filters in (20)–(23), the estimation accuracy and precision are
lost. However, if the active model, hence the Matched filter
are not chosen correctly, the soft decision method will provide
better estimations. For simplicity, we refer to the first method
as merge and the second as remove, e.g. GSF with the first
method as the reduction scheme is referred to as GSF-merge
in this paper.
Additionally, throughout this paper we use the term mode-
matched filter to refer to the filter estimating the mode-
conditioned state, from p
(
xk|M ijk , z1:k
)
. The term Matched
filter, is used to denote the mode-matched filter corresponding
to the known active model, M∗k . Having the information about
the active model, (5) is simplified and the posterior of the
Matched filter will be
p(xk|z1:k) = p(xk|z1:k,M∗k ). (27)
Matched filter cannot be implemented without prior knowledge
about the active model and is only used for comparison
purposes (see Section V-A).
IV. AMMSE ESTIMATOR FOR GM NOISE
In this section we evaluate the gains of individual filters,
W ijk such that the trace of the covariance matrix of the bank
of filters, (23) is minimized. Since this covariance matrix is
conditional on the measurements sequence, the evaluated gains
are functions of innovations.
A. Derivation of Filter Gains
For an arbitrary filter gain W ijk , the state estimation error
covariance matrix for filter ij can be written as follows:10
P ijk|k =P
i
k|k−1 −W ijk HkP ik|k−1
− P ik|k−1HTkW ijk
T
+W ijk S
ij
k W
ij
k
T
(28)
Additionally, using (7) and (12), we can write
xˆijk|k =Fkxˆk−1|k−1 + u
i
k +W
ij
k ν
ij
k .
Using this in (20), we have:
xˆk|k =
∑
ij
µijk
(
Fkxˆk−1|k−1 + uik
)
+ Sk
=Fkxˆk−1|k−1 + Uk + Sk, (29)
where
Sk ,
∑
ij
µijkW
ij
k ν
ij
k , (30)
Uk ,
∑
ij
µijk u
i
k. (31)
Hence,
xˆijk|kxˆ
ij
k|k
T
=Fkxˆk−1|k−1xˆTk−1|k−1F
T
k + Fkxˆk−1|k−1u
i
k
T
+ Fkxˆk−1|k−1ν
ij
k
T
W ijk
T
+ uikxˆ
T
k−1|k−1F
T
k
+ uiku
i
k
T
+ uikν
ij
k
T
W ijk
T
+W ijk ν
ij
k xˆ
T
k−1|k−1F
T
k +W
ij
k ν
ij
k u
i
k
T
+W ijk ν
ij
k ν
ij
k
T
W ijk
T
,
and
xˆk|kxˆTk|k =Fkxˆk−1|k−1xˆ
T
k−1|k−1F
T
k + Fkxˆk−1|k−1UTk
+ Fkxˆk−1|k−1STk + UkxˆTk−1|k−1F
T
k + UkUTk
+ UkSTk + SkxˆTk−1|k−1F
T
k + SkUTk + SkSTk .
To find the optimal W ijk we need to have:
∂tr
(
Pk|k
)
∂W ijk
=0. (32)
Thus, using the above and (28) in (23), we can write:11
−P ik|k−1HTk +W ijk Sijk
+uikν
ij
k
T
+W ijk ν
ij
k ν
ij
k
T
−Ukνijk
T − Skνijk
T
= 0 (33)
and we will have:
W ijk =
(
P ik|k−1H
T
k + Ukν
ij
k
T − uikνijk
T
+ Skνijk
T
)
×
(
Sijk + ν
ij
k ν
ij
k
T
)−1
= Aijk + SkB
ij
k , (34)
10For Kalman gain this equation is simplified as in (11).
11We assume µijk 6= 0, since for µijk = 0 there is no need to evaluate the
parameters of filter ij.
5where
Aijk ,
(
P ik|k−1H
T
k + Ukν
ij
k
T − uikνijk
T
)
×
(
Sijk + ν
ij
k ν
ij
k
T
)−1
, (35)
Bijk ,ν
ij
k
T
(
Sijk + ν
ij
k ν
ij
k
T
)−1
. (36)
Using (30), (34), Sk can be evaluated as follows:∑
ij
µijkW
ij
k ν
ij
k =
∑
ij
µijk A
ij
k ν
ij
k + Sk
∑
ij
µijk B
ij
k ν
ij
k . (37)
Since the term
∑
ij
µijk B
ij
k ν
ij
k is a scalar, we can write
Sk
1−∑
ij
µijk B
ij
k ν
ij
k
 = ∑
ij
µijk A
ij
k ν
ij
k , (38)
thus,
Sk =
∑
ij
µijk A
ij
k ν
ij
k
1−∑
ij
µijk B
ij
k ν
ij
k
−1 . (39)
This can be used in (34) to determine the optimal gain for
filter ij.
Having the above, the estimated state, xˆk|k minimizing the
trace of the covariance matrix of the filter can be evaluated
from (29). However, changing the parameters of the com-
ponents in the posterior, leads to larger MSE when com-
pared with GSF, the MMSE filter.12 Specifically, the MSE of
AMMSE filter can be evaluated as follows:
MSEAMMSE ,Exk
{(
xk − xˆk|k
) (
xk − xˆk|k
)T ∣∣z1:k} (40)
=Pk|k +
(
xˆk|k − xˆk|k
) (
xˆk|k − xˆk|k
)T
(41)
where Ex{g(x)} is the expected value of the function g(x)
with respect to the random variable x with pdf p(x), and
xˆk|k, Pk|k are the parameters of the MMSE filter evaluated as
in (20)–(23).
B. Comparison with GSF
In this section we compare GSF and the proposed AMMSE
filter in terms of computational complexity for one iteration
(Section IV-B1) and discuss the convergence of AMMSE
estimator to GSF (Section IV-B2).
1) Computational Complexity: In the first stage of Bayesian
tracking, i.e. prediction, GSF and AMMSE have the same
steps in (7)–(10),(17),(19), hence the same computational
complexity. The update stage can be divided into three main
operations: evaluating the gains, the component means, and
covariance matrices. However, depending on the reduction
scheme used, the number of times that these parameters have
to be evaluated changes. Specifically, when the components are
merged, the parameters of all CvkCwk filters in the banks have
to be evaluated, whereas when the components with smaller
12GSF is the MMSE estimator when no reduction scheme is used and
the noise distributions are GMs, rather than being approximated by GMs.
However, as shown in [42] even with mixture reduction, GSF-merge converges
to the MMSE filter.
weights are removed, only the parameters of the filter with
the maximum weight need to be computed. Moreover, merging
the means and covariance matrices of the components in (20)–
(21) is more computationally complex than simply removing
the components with smaller weights in (25)–(26). In Table I,
we provide the computational complexity of AMMSE-merge/-
remove and GSF-merge/-remove for the update stage and
reduction scheme. The matrix inversions are not considered in
this table for two reasons: 1) The three filters with comparable
performances, i.e. AMMSE-merge/-remove and GSF-merge
all have the same computational complexity in this respect,
specifically, CvkCwk inversions of matrices of size nz × nz ,
and although GSF-remove requires only one such inversion, its
performance is not comparable to the others; 2) Even by not
considering the matrix inversions, GSF-remove has the lowest
computational complexity and the table serves its purpose
of comparison. The detailed number of operations required
for evaluating all parameters are given in Tables VII–IX in
Appendix A.
When merging is used as a reduction scheme, both GSF and
AMMSE have the same computational complexity for evalu-
ating the gains, component means and covariance matrices,
as well as merging the moments of the individual filters. For
GSF-remove, each parameter needs to be evaluated for the cor-
rect component only. However, this is not true for AMMSE-
remove, as the gains are dependent. Thus, to compute Sk, the
parameters Aijk have to be evaluated for all filters. Having Sk,
the parameters of the component with the maximum weight
can be computed with the same computational complexity as
GSF-remove. Additionally, the number of matrix inversions for
GSF-remove is CvkCwk
−1 times the number of inversions for
all the other three filters. Hence, GSF-remove has the lowest
computational complexity. However, as shown in Section V
this is at the cost of losing estimation precision and accu-
racy. The other three filters, i.e. AMMSE-merge/-remove and
GSF-merge show similar performance with AMMSE-remove
requiring the least number of operations.
2) Convergence to MMSE Estimator: At iteration k, the
AMMSE state estimation, xˆk|k, converges in distribution to the
MMSE state estimation provided by GSF, xˆk|k. Using (40),
the convergence of the state estimations yields the convergence
of the MSEs. Hence, the MSE of the AMMSE filter converges
to the MSE of GSF-merge. Since it is not easily feasible to
provide an analytical proof for all cases due to the matrix
inversions in the evaluation of gains, we prove the convergence
for two limit cases in Appendix B, and use Kolmogrov-
Smirnov test for the other cases in Section V.
In the analytical proof in Appendix B, the convergence of
state estimations is proved by showing the convergence of
the parameters of the GM posterior, namely the coefficients,
µijk , the means, xˆ
ij
k|k, and the covariance matrices, P
ij
k|k, of
the components. Since these parameters are dependent on
the innovations of individual filters, νijk , two limit cases are
considered: when the distance between innovations approaches
zero and when it goes to infinity. The first case applies
to a posterior with highly overlapping components, where
the likelihoods of all models are close to one. Contrarily,
when the distance between innovations approaches infinity, the
6TABLE I
COMPUTATIONAL COMPLEXITY OF GSF-MERGE/-REMOVE, AND AMMSE-MERGE/-REMOVE
Filter Parameter Computational complexity
GSF-merge
{
Wijk ; 1 ≤ i ≤ Cvk , 1 ≤ j ≤ Cwk
}
O
(
CvkCwkn
2
xnz
){
Pij
k|k; 1 ≤ i ≤ Cvk , 1 ≤ j ≤ Cwk
}
O
(
CvkCwkn
2
xnz
){
xˆij
k|k; 1 ≤ i ≤ Cvk , 1 ≤ j ≤ Cwk
}
O (CvkCwknxnz)
xˆk|k,Pk|k O
(
CvkCwkn
2
x
)
AMMSE-merge
{
W ijk ; 1 ≤ i ≤ Cvk , 1 ≤ j ≤ Cwk
}
O
(
CvkCwkn
2
xnz
){
P ij
k|k; 1 ≤ i ≤ Cvk , 1 ≤ j ≤ Cwk
}
O
(
CvkCwkn
2
xnz
){
xˆij
k|k; 1 ≤ i ≤ Cvk , 1 ≤ j ≤ Cwk
}
O (CvkCwknxnz)
xˆij
k|k, Pk|k O
(
CvkCwkn
2
x
)
GSF-remove
{
Wijk ; ij = argmaxlm µ
lm
k
}
O
(
n2xnz
){
Pij
k|k; ij = argmaxlm µ
lm
k
}
O
(
n2xnz
){
xˆij
k|k; ij = argmaxlm µ
lm
k
}
O (nxnz)
AMMSE-remove
Sk O
(
CvkCwkn
2
xnz
)
{P ij
k|k; ij = argmaxlm µ
lm
k } O
(
n2xnz
)
{xˆij
k|k; ij = argmaxlm µ
lm
k } O (nxnz)
likelihood of the active model is close to one and all the other
components have negligible likelihoods. In other words, the
active model can be well determined by using the coefficients,
µijk , of the GM posterior.
For general GM noise models, the analytical proof is not
straight forward, due to the matrix inversions in the gains,(
Sijk + ν
ij
k ν
ij
k
T
)−1
and Sijk
−1
. Hence, in Section V, we pro-
vide Kolmogrov-Smirnov (KS) statistic for the distributions,
p
(
xˆk|k
)
and p
(
xˆk|k
)
under different types of GM noise pa-
rameters. Specifically, we use GM noise models with different
separations between components, and by running simulations
on synthetically generated data with these noise models, we
generate samples from the distributions p
(
xˆk|k
)
and p
(
xˆk|k
)
.
Using the KS test on these data, the hypothesis that the two
data samples belong to the same distribution, is accepted at
%95 confidence interval.
V. SIMULATION RESULTS
We consider two simulation scenarios: In the first scenario,
we use synthetically generated process and measurement noise
processes, whereas for the second simulation scenario we
gather experimental data from an indoor localization system
with ultra-wideband (UWB) sensors. To be consistent, we
use the same process and measurement equations for both
scenarios and they only differ in the noise distributions.
For both scenarios, we consider an indoor localization
problem, in a 2D setting, and track the position in each di-
rection independently assuming noise distributions with time-
invariant statistics. The state vector contains the position and
the velocity, but only noisy information about the position is
observable and measured. Hence, in each direction we have
nx = 2, nz = 1, and
Fk =
[
1 ∆tk
0 1
]
, (42)
Hk =
[
1 0
]
, (43)
where ∆tk is the time interval between the measurements
zk−1 and zk. In our localization system, the time intervals
between measurements are multiples of 0.1080 s. Hence, in
our synthetic setting, we use ∆tk = 0.1080 s for all iterations,
k.
We use a random walk velocity motion model,
vk = vk ×
[
∆tk
1
]
, (44)
where vk is a univariate GM random variable with Cvk
components, with
{
uik, 1 ≤ i ≤ Cvk
}
the component means,{
σi
2
k, 1 ≤ i ≤ Cvk
}
the component variances. Hence, in (3)
we have:
∀i; 1 ≤ i ≤ Cvk , uik = uik ×
[
∆tk
1
]
, (45)
Qik = σ
i
k
2 ×
[
∆t2k ∆tk
∆tk 1
]
. (46)
For the experimental setup, the noise distributions, p(vk)
and p(wk) are estimated using the data gathered from the
UWB sensors. For the synthetically generated data, we assume
the same distribution for process and measurement noise, i.e.
p(vk) = p(wk).
The following filtering schemes are used and compared:
1) Kalman filter (KF)
2) GSF-merge/-remove
3) AMMSE-merge/-remove
4) Matched filter (for synthetically generated data)
The performance metrics that we used for analyzing the
estimation accuracy and precision are root-mean-square error
(RMSE) and circular error probable (CEP), respectively. De-
noting the location estimation error at iteration k by k, the
RMSE and CEP are defined as:
RMSE ,
(
1
N
N∑
k=1
k
2
)1/2
, (47)
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THE PARAMETERS OF THE GM MODELS USED FOR GENERATING
SYNTHETIC DATA
Model 1 w = [0.2, 0.2, 0.2, 0.2, 0.2]
m = c [−50,−30, 0, 30, 50]
Model 2 w = [0.1, 0.1, 0.6, 0.1, 0.1]
m = c [−50,−30, 0, 30, 50]
Model 3 w = [0.5, 0.1, 0.1, 0.1, 0.2]
m = c [−50, 10, 30, 50, 80]
CEP ,F−1|| (0.5) , (48)
where N is the total number of iterations and F−1|| represents
the inverse cumulative distribution function of error evaluated
over the whole experiment.
A. Synthetic data
For the synthetically generated data, the process and mea-
surement noises are assumed to be i.i.d. samples from one of
the following GM models:
Model 1: Symmetric distribution with the components all
having the same coefficients.
Model 2: Symmetric distribution with components possi-
bly having different weights.
Model 3: Asymmetric distribution.
The coefficients of the components are chosen such that the
noises are zero mean. In our simulations, we assumed GM
distributions with 5 components, each having a variance of 1,
i.e. we have
Cvk = Cwk = 5, (49)
∀i; 1 ≤ i ≤ 5, σik
2
= 1, (50)
∀j; 1 ≤ j ≤ 5, Rjk = 1. (51)
The coefficients, w, and the means, m, of the components
are given in Table II, where
w =
[
w1k, · · · , w5k
]
=
[
p1k, · · · , p5k
]
, (52)
m =
[
b1k, · · · , b5k
]
=
[
u1k, · · · , u5k
]
. (53)
The parameter c is multiplied by the means to change the
distance between components.
In addition to the above models, to provide more general
simulation results we also used the noise models from [19,
Section V-B–C] corresponding to equal means and unequal
covariance matrices. The first scenario corresponds to a ma-
neuvering target tracking problem with GM process noise
and Gaussian measurement noise. The second example cor-
responds to a system with Gaussian process noise and glint
measurement noise. The parameters of the used models are
provided in Table III. In this table, we use [ai]n1 to denote
[a1, · · · , an].
Using the GM noise models in Table II–III, we generated the
measurements zk and estimated the state with Kalman filter,
GSF-merge/-remove, and AMMSE-merge/-remove, as well as
the Matched filter. To do this, we label the generated data by
the active noise models in effect, and use this information to
choose the correct filter in the bank to achieve the Matched
filter. To further investigate the effect of multi-modality on
TABLE III
THE PARAMETERS OF THE TWO SCENARIOS FROM [19]
Maneuvering target Cvk = 2
[wik]
2
1
= [0.8, 0.2]
[uik]
2
1
= [0, 0]
[σi
2
k]
2
1 = [0.01, 1]
Cwk = 1, bk = 0, Rk = 0.1
Glint measurement noise Cvk = 1, uk = 0, σ
2
k = 1
Cwk = 2
[pjk]
2
1
= [0.1, 0.9]
[bjk]
2
1
= [0, 0]
Rjk
2
1
= [0.01, 1]
the performance of these filters, we vary the parameter c for
the noise models in Table II and evaluate the state estimate,
RMSE, and CEP for all filters. For each value of c, 1000
Monte-Carlo runs are used to estimate the RMSE, and CEP
at %95 confidence interval. We also approximate the KL
divergence between the GM noise distribution and their cor-
responding moment-matched Gaussian density for each value
of c. The state estimations evaluated in these simulations are
then used as samples from the pdfs p
(
xˆk|k
)
, and p
(
xˆk|k
)
to
approximate the Kolmogrov-Smirnov (KS) statistic and test
the hypothesis that the two sets of samples have the same
distribution. The results for GM noise distribution with Model
1, 2, and 3 in Table II are provided in Fig. 1, Fig. 2, and Fig. 3,
respectively. The results for the maneuvering target tracking
scenario and the system with glint measurement noise with the
parameters defined in Table III are provided in Table IV. These
results show the RMSE and CEP of the filters for different
values of KL divergence between the used noise model and its
moment-matched Gaussian distribution. As can be expected,
as the divergence between the noise distribution and its corre-
sponding fitted Gaussian increases, the performance of Kalman
filter drops both in terms of RMSE and CEP. This is due to the
fact that Kalman filter is best suited for systems with Gaussian
distributions, and it fails to provide good estimations for
multi-modal noise models. Additionally, since the component
variances of noise distributions are the same and by varying
c only the separation between the components changes, the
performance of the Matched filter remains the same for all
values of divergence. However, for GSF-merge/-remove, and
AMMSE-merge/-remove, the performance changes when the
KL divergence increases.
With all noise models, the performance of all filters are close
to the Matched filter for small KL divergences (as shown in
Section IV-B2). However, as the divergence increases, both
RMSE and CEP increase for all filters, until they reach their
maximum. This is due to the fact that with an increase in
the separation between the noise components, hence, the KL
divergence with the corresponding moment-matched Gaussian
distribution, the overlap between the components is decreas-
ing. However, this decrease is not enough for the filters to
correctly find the active model by the weights of components.
In other words, the posterior is multi-modal, hence it cannot
be well approximated by a single Gaussian. However, the
overlap between the components of the GM posterior leads to
8drifting from the Matched filter estimation. Further increase in
the divergence results in improved performance for AMMSE-
merge/-remove and GSF-merge until they converge to the
Matched filter (as shown in Section IV-B2). However, this
is not the case for GSF-remove. Specifically, as the KL
divergence increases, the RMSE and CEP of GSF-remove
decrease until they reach their minimum. But further increase
in the KL divergence results in increased RMSE and CEP
for this filter. This is because with GSF-remove the correct
choice of the active component is of particular importance.
Although, with the increase in KL divergence the component
with the maximum weight represents the active model most of
the times, when it fails and a wrong component is chosen, there
will be a larger error due to the increased distance between
the component corresponding to the active model and the other
components.
For all models, the performances of GSF-merge and
AMMSE-merge are very close, especially, for KL divergence
values greater than 1. To further investigate the relationship
between these two filters, we used the state estimations, xˆk|k,
and xˆk|k to test the hypothesis that they come from the
same distribution. Using KS test, this hypothesis is accepted
at %95 confidence interval for all noise models and KL
divergences. Additionally, since GSF-merge is not the MMSE
filter due to the reduction of GM posteriors, we also carried out
the two-sample KS hypothesis tests on the state estimations
from AMMSE-merge and the true state. The hypotheses that
the samples have the same distribution are accepted at %95
confidence interval for all noise models for KL divergences
greater than 1.Moreover, to test the variances of the two filters
we used Ansari-Bradley13 test with the null hypothesis that
the variances of these two sample sets are equal. The null
hypotheses for Ansari-Bradley tests were also accepted for all
noise models and KL divergences greater than 0.04 at %95
confidence interval.
The RMSE and CEP of AMMSE-remove are always smaller
or equal to the RMSE and CEP of GSF-remove. This is due
to the fact that with AMMSE, the means of components are
evaluated such that the trace of total state estimation error
covariance matrix including the spread of means in (22) is
minimized. Contrarily, in GSF the component means, xˆijk|k
are minimizing the trace of the covariance matrix of each in-
dividual filter Pijk|k. Hence, the component means are closer in
AMMSE filter. Consequently, when removing the components
with smaller weights as a reduction scheme, the performance
(both accuracy and precision) is better.
Based on the results, it is evident that when the noise dis-
tributions are far from Gaussian (the KL divergence between
the noise distribution and the corresponding moment-matched
Gaussian density is large), GSF-merge, and AMMSE-merge/-
remove perform similarly regardless of the shape of the noise
model in terms of symmetry. This is particularly important,
since among these filters which achieve comparable estimation
accuracy and precision, AMMSE-remove requires the least
number of operations by avoiding the evaluation of P ijk|k (as
13Since the posteriors are not Gaussian the chi-square tests for normalized
estimation error squares (NEES) cannot be applied.
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Fig. 1. RMSE and CEP for the synthetic data generated using Model 1
vs. KL divergence between the noise distribution and the moment-matched
Gaussian pdf.
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Fig. 2. RMSE and CEP for the synthetic data generated using Model 2
vs. KL divergence between the noise distribution and the moment-matched
Gaussian pdf.
shown in Section IV-B1).
B. Experimental Data: Indoor Positioning System
In this section we provide the simulation results of the
experimental data gathered from an indoor positioning system
with off-the-shelf Ubisense UWB location sensors. In our
setting, we have four UWB receivers, four stationary objects
and a mobile target. A UWB tag is attached to each stationary
and mobile object and sends UWB pulses to the four receivers.
The system estimates the location of these tags by computing
the time and angle difference of arrival of their UWB pulses.
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Fig. 3. RMSE and CEP for the synthetic data generated using Model 3
vs. KL divergence between the noise distribution and the moment-matched
Gaussian pdf.
TABLE IV
SIMULATION RESULTS FOR MANEUVERING TARGET TRACKING AND
GLINT MEASUREMENT NOISE
Maneuvering target
KL div = 0.0155
Glint noise
KL div = 0.0042
RMSE CEP RMSE CEP
Kalman 0.1204 0.0802 0.3356 0.2191
Matched filter 0.1184 0.0780 0.2274 0.1208
GSF-merge 0.1204 0.0802 0.3224 0.2007
GSF-remove 0.1866 0.1325 0.3354 0.2195
AMMSE-merge 0.1204 0.0802 0.3312 0.2158
AMMSE-remove 0.1860 0.1306 0.3343 0.2187
The location information of the stationary objects is used
for approximating the measurement noise distribution by GMs.
The histograms of measurement noise in x and y directions
are given in Fig. 4. To find the process noise pdfs, we used
the ground truth about the location of the mobile target. The
experiment is carried out 20 times with the mobile target
moving on a predefined trajectory. The histograms of the
process noise are depicted in Fig. 4 for x and y directions.
With GM approximations for process and measurement
noise, the position is estimated by post-processing the sensor
measurements. The approximated parameters of the GM noise
distributions in both directions, and also the KL divergence
with their corresponding moment-matched Gaussian distribu-
tions are given in Table V. In this table, we use [ai]n1 to denote
[a1, · · · , an].
Fig. 5 shows the location estimations in x and y directions
for one of our experiments. To better compare the performance
of different filtering schemes, in Table VI we provide the
RMSE and CEP in each direction. These values are the average
of RMSE and CEP over all our experiments. Since the noise
distributions are very close to their moment-matched Gaussian
distribution (Table V), the RMSE and CEP of Kalman esti-
mations are very close to the RMSE and CEP of GSF-merge
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Fig. 4. Histogram of process and measurement noise in x and y directions
TABLE V
THE PARAMETERS OF THE GM NOISE DISTRIBUTIONS
Noise KL Parametersdivergence
x
vk 0.4253
Cvk = 3
[wik]
3
1
= [0.13, 0.77, 0.099]
[uik]
3
1
= [−41.44, 0.51, 49.79]
[σi
2
k]
3
1 = [148.24, 48.38, 83.75]
wk 0.1759
Cwk = 3
[pjk]
3
1
= [0.07, 0.85, 0.08]
[bjk]
3
1
= [−300.01,−17.06, 207.37]
[Rjk]
3
1
= [8163.20, 3611.99, 5677.21]
y
vk 1.1971
Cvk = 9
[wik]
9
1
= [0.01, 0.06, 0.03, 0.03,
0.72, 0.04, 0.02, 0.06, 0.03]
[uik]
9
1
= [−63.38,−48.73,−35.65,−17.40,
−0.32, 9.52, 30.09, 44.24, 54.35]
[σi
2
k]
9
1 = [24.34, 21.53, 18.18, 23.62,
3.13, 12.16, 18.81, 12.96, 15.44]
wk 0.0200
Cwk = 2
[pjk]
2
1
= [0.98, 0.02]
[bjk]
2
1
= [−125.93, 147.25]
[Rjk]
2
1
= [8500.19, 10809.10]
and AMMSE-merge. However, by minimizing the trace of the
total state estimation error covariance matrix and decreasing
the spread of means, AMMSE provides the best results in both
directions and the performance of AMMSE-remove is better
than GSF-remove.
To better depict the difference in spread of means of
GSF and AMMSE, their component means are depicted in
Fig. 6. This figure shows the component means for one of
our experiments in x direction. As shown in this figure, the
spread of means in GSF is larger than that of AMMSE. This
is especially evident at times t = 12.19 s and t = 17.17 s.
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Fig. 5. Location estimation in x and y directions
TABLE VI
SIMULATION RESULTS FOR EXPERIMENTAL DATA
x y
RMSE CEP RMSE CEP
Kalman 88.1850 66.3306 73.0512 60.4984
GSF-merge 85.7485 55.2261 74.3982 61.7358
GSF-remove 110.4006 91.7458 75.1093 48.6651
AMMSE-merge 80.7388 52.2901 71.3662 56.7287
AMMSE-remove 101.8026 83.2669 72.0491 44.7549
VI. CONCLUSION
In this paper, we propose an approximate MMSE (AMMSE)
state estimator, for linear dynamic systems with Gaussian
Mixture (GM) noise. For this purpose, we used a bank
of Kalman filters with adjusted gains to track the models
corresponding to the different components of the GM noises.
This is done by minimizing the trace of the total state estima-
tion error covariance matrix, including the individual filters
covariance matrices and the spread of their means. Hence,
comparing with Gaussian Sum Filter (GSF) which minimizes
the trace of the individual filters covariance matrices by using
parallel Kalman filters, our proposed method has a smaller
spread of means, and is more robust to removing components.
Specifically, we have shown through simulations that unlike
GSF, the performance of the proposed AMMSE filter does
not change when instead of merging all components, we
reduce the number of components by taking the component
with the maximum weight. This is specifically important for
applications which require lower computational complexities.
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Fig. 6. Component centers for GSF and AMMSE in x direction
We have also shown that the distributions of state estimations
with GSF and AMMSE filter converge at two limit cases: when
the distance between the GM components approach zero and
infinity. For the other cases, this is tested with Kolmogrov-
Smirnov test on the state estimations of the two filters.
APPENDIX A
NUMBER OF REQUIRED OPERATIONS FOR THE FILTERS
In this section we provide the number of required operations
for GSF (Table VII), Approximate MMSE (Table VIII) and
merging the means and covariance matrices of individual filters
(Table IX). In the first column of these tables, we indicate
the required operations for evaluating each parameter. The
last column represents the number of times that a certain
parameter has to be evaluated. For instance, evaluating the
gains has to be done for every filter whereas the value Sk is
only evaluated once for every iteration. However, with remove
as the reduction scheme, the number of filters becomes one,
and each row in Tables VII–VIII is evaluated only once.
To further compare the two reduction algorithms in terms of
computational complexity, we provide the number of required
operations for merging the components in Table IX. For
simplicity, we use the GSF parameters in this table, however,
it applies to both filters.
In these tables, we assume that multiplying Aa×b by Bb×c,
where the subscripts represent the sizes of the matrices,
requires ac(b − 1) additions and abc multiplications. Addi-
tionally, we assume that the transposition of matrices requires
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no operations and the inversion of a scalar is similar to a
multiplication.
APPENDIX B
PROOF OF CONVERGENCE
In this section we show that the estimated GM posteriors of
AMMSE and GSF converge for two limit cases for the distance
between innovations of individual filters. The convergence is
proved by showing the convergence of the parameters of the
GM posteriors.
(a) When the distances between innovations approach zero,
i.e.
∀i 6= l, j 6= m;1 ≤ i, l ≤ Cvk , 1 ≤ j,m ≤ Cwk ,∥∥∥νijk − νlmk ∥∥∥→ 0. (54)
In this case, all the innovations are converging to the same
value,
∀i, j;1 ≤ i ≤ Cvk , 1 ≤ j ≤ Cwk , νijk → ν∗k. (55)
Hence, we have
Sk →
∑
ij
µijkW
ij
k ν
∗
k. (56)
Now, using (33), we can write:
−
∑
ij
µijk P
i
k|k−1H
T
k +
∑
ij
µijkW
ij
k S
ij
k → 0, (57)
which holds for GSF gains, Wijk in (11). But since there
is only one unique solution for the set of equalities given
in (33) for all i, j, we have
W ijk →Wijk , (58)
and consequently,
xˆijk|k →xˆijk|k, (59)
P ijk|k →Pijk|k. (60)
(b) When the distances between innovations approach infin-
ity14, i.e.
∀i 6= l, j 6= m;1 ≤ i, l ≤ Cvk , 1 ≤ j,m ≤ Cwk ,∥∥∥νijk − νlmk ∥∥∥→∞. (61)
In this case, GSF and AMMSE filter converge to the Matched
filter. Specifically, if we denote the active model by M∗k , we
will have
ν∗k → 0, (62)
hence,
Λ∗k → 1. (63)
On the other hand, for all the other models{
M lmk ; 1 ≤ l ≤ Cvk , 1 ≤ m ≤ Cwk ,M lmk 6= M∗k
}
, the
14We have assumed that the filters (GSF/AMMSE) are stable and have
bounded error. Specifically, by choosing the wrong components, the state
estimation error can increase for all individual filters in the bank leading to
all the innovations approaching infinity. This is not the case considered here.
innovations νlmk increase and approach infinity, hence we
will have
Λlmk → 0. (64)
Thus, using (16), we will have
µ∗k → 1, (65)
µlmk → 0. (66)
Hence, after merging15
xˆk|k →xˆ∗k|k, xˆk|k → xˆ∗k|k, (67)
Pk|k →P∗k|k, Pk|k → P ∗k|k. (68)
Moreover, using (35)–(36), we will have
A∗k →Wijk , (69)
B∗k → 0, (70)
whereas for the non-matching models,{
M lmk ; 1 ≤ l ≤ Cvk , 1 ≤ m ≤ Cwk ,M lmk 6= M∗k
}
,
Almk → 0, (71)
Blmk → 0. (72)
Thus,
xˆ∗k|k →xˆ∗k|k, (73)
P ∗k|k →P∗k|k. (74)
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TABLE VII
NUMBER OF REQUIRED OPERATIONS FOR UPDATE STAGE OF GSF
Operation additions multiplications Frequency
Wijk :
P ij
k|k−1H
T
k nxnz (nx − 1) n2xnz filter
Wijk nxnz (nz − 1) nxn2z
Pij
k|k :
W ijk S
ij
k nxnz (nz − 1) nxn2z
filterW ijk S
ij
k W
ij
k
T
n2x (nz − 1) n2xnz
P ij
k|k−1 n
2
x 0
xˆij
k|k :
W ijk ν
ij
k nx (nz − 1) nxnz filter
xˆij
k|k nx 0
TABLE VIII
NUMBER OF REQUIRED OPERATIONS FOR UPDATE STAGE OF APPROXIMATE MMSE FILTER
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