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This fairness denition is the most commonly accepted one,
though other denitions are also possible.
The max-min allocation is dened as follows. Given a
conguration with n contending sources, suppose the i
th
source is allocated a bandwidth x
i
. The allocation vector
fx
1
; x
2
; : : : ; x
n
g is feasible if all link load levels are less than
or equal to 100%. Given an allocation vector, the source that
is getting the least allocation is, in some sense, the \unhap-
piest source". We need to nd the feasible vectors that give
the maximum allocation to this unhappiest source. Now we
remove this \unhappiest source" and reduce the problem to
that of the remaining n  1 sources operating on a network
with reduced link capacities. Again, we nd the unhappiest
source among these n  1 sources, give that source the max-
imum allocation and reduce the problem by one source. We
repeat this process until all sources have been allocated the
maximum that they can get.
3 Original ERICA Algorithm
Several switch algorithms have been developed to com-
pute the feedback to be indicated to ABR sources in RM
cells [1, 9, 10, 11, 8]. The ERICA algorithm [6, 8] is one
of these algorithms. The main advantages of ERICA are its
low complexity, fast transient response, high eciency, and
small queuing delay.
The ERICA algorithm aims at computing a fair and e-
cient allocation of the available bandwidth to all contending
sources. In this section, we present the basic features of the
original algorithm and explain their operation. The next
sections describe some issues and additions to the algorithm,
and a new method to determine the number of active con-
nections. For a more complete description of the algorithm
and its performance, refer to [8].
The ERICA switch periodically monitors the load on each
link and determines a load factor, z, the available capac-
ity, and the number of currently active virtual connections
(VCs). The load factor is calculated as follows:
z 
ABR Input Rate
ABR Capacity
where:
ABR Capacity Target Utilization  Link Bandwidth  
VBR Usage CBR Usage.
The input rate and output link ABR capacity are measured
over an interval called the switch measurement interval. The
above steps are executed at the end of the switch measure-
ment interval. Target utilization is a parameter which is set
to a fraction (close to, but less than 100%). The load factor,
z, is an indicator of the congestion level of the link. The
optimal operating point is at an overload value equal to one.
The fair share of each VC, FairShare, is also computed as
follows:
FairShare 
ABR Capacity
Number of Active Connections
The switch allows each connection sending at a rate below
the FairShare to rise to FairShare. If the connection does
not use all of its FairShare, then the switch fairly allocates
the remaining capacity to the connections which can use it.
For this purpose, the switch calculates the quantity:
VCShare 
CCR
z
If all VCs changed their rate to their V CShare values then,
in the next cycle, the switch would experience unit overload
(z = 1). V CShare aims at bringing the system to an e-
cient operating point, which may not necessarily be fair. A
combination of the V CShare and FairShare quantities is
used to rapidly reach optimal operation as follows:
ER Calculated Max (FairShare, VCShare)
The calculated ER value cannot be greater than the
ABR Capacity which has been measured earlier. Hence, we
have:
ER Calculated Min (ER Calculated, ABR Capacity)
To ensure that the bottleneck ER reaches the source, each
switch computes the minimum of the ER it has calculated
as above and the ER value in the RM cell, and indicates this
value in the ER eld of the RM cell.
The algorithm described above is the main algorithm, but
several other steps are carried out to avoid transient over-
loads and variations in measurement, and drain the tran-
sient queues. Moreover, the algorithm is modied to achieve
max-min fairness as described in sections 5 and 6.
4 The Measurement Interval
ERICA measures the required quantities over consecutive
intervals and uses the measured quantities in each interval
to calculate the feedback in the next interval. The length
of the measurement interval limits the amount of variation
which can be eliminated. It also determines how quickly the
feedback can be given to the sources, because ERICA gives
the same feedback value per source during each measurement
interval. Longer intervals produce better averages, but slow
down the rate of feedback.
The ERICA algorithm estimates the number of active VCs
to use in the computation of the fair share by considering
a connection active if the source sends at least one cell dur-
ing the measurement interval. This can be inaccurate if the
source is sending at a low rate and the measurement interval
is short. In this paper, we propose a better method for esti-
mating the number of active connections. The new method
is not as sensitive to the length of the measurement interval.
It also eliminates the need to perform some of the steps of
the ERICA algorithm, as described in the next section.
5 ERICA Fairness Solution
Assuming that the measurements do not exhibit high vari-
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For the same conguration, when the rates are (10, 50, 90):
Iteration 1: Assume FairShare = 75 Mbps
Activity = (10/75, 50/75, 1) = (0.13, 0.67, 1)
Eective number of active VCs = 0.13 + 0.67 + 1 = 1.8
Iteration 2: FairShare = 150/1.8 = 83.3 Mbps
Suppose the sources start sending at the new rates, except
for the rst one which is bottlenecked at 10 Mbps. Also
assume that FairShare is still at 83.3 Mbps.
Activity = (10/83.3, 83.3/83.3, 83.3/83.3) = (0.12, 1, 1)
Eective number of active VCs = 0.12 + 1 + 1 = 2.12
FairShare = 150/2.12 = approximately 70 Mbps
Again, the scheme reaches the optimal allocation after the
sources start sending at the specied allocations, which is
within a few round trip times.
6.3 Derivation
The following derivation shows how we have veried the cor-
rectness of our method of calculation of the number of active
connections. The new algorithm is based upon some of the
ideas presented in the MIT scheme [3, 2]. The derivation de-
pends on classifying active VCs as either underloading VCs
or overloading VCs. A VC is overloading if it is bottlenecked
at this switch; otherwise the VC is said to be underloading.
In the MIT scheme, a VC is determined to be overloading
by comparing the computed FairShare value to the desired
rate indicated by the VC source. In our scheme, we clas-
sify a VC as overloading if its source rate is greater than the
FairShare value. Our algorithm only performs one iteration
every measurement interval, and is not of the complexity of
the order of the number of VCs, as with the MIT scheme.
The MIT scheme has been proved to compute max-min fair
allocations for connections within a certain number of round
trips (see the proof in [2]). We prove that the MIT scheme
reduces to our equation as follows. According to the MIT
scheme:
FairShare =
ABR Capacity 
P
N
u
i=1
Ru
i
N  N
u
where:
Ru
i
= Rate of i
th
underloading source (1  i  N
u
)
N = Total number of VCs
N
u
= Number of underloading VCs
Substituting N
o
for the denominator term, this becomes:
FairShare =
ABR Capacity 
P
N
u
i=1
Ru
i
N
o
where:
N
o
= Number of overloading VCs (N
u
+N
o
= N)
Or:
FairShareN
o
+
N
u
X
i=1
Ru
i
= ABR Capacity
Factoring FairShare out in the left hand side:
FairShare (N
o
+
N
u
X
i=1
Ru
i
FairShare
) = ABR Capacity
Or:
FairShare =
ABR Capacity
N
o
+
P
N
u
i=1
Ru
i
FairShare
Substituting N
eff
, we get:
FairShare =
ABR Capacity
N
eff
where:
N
eff
= N
o
+
N
u
X
i=1
Ru
i
FairShare
This means that the eective number of active VCs is equal
to the number of overloading sources, plus the fractional ac-
tivity of underloading sources.
7 Performance Analysis
The new algorithm has been tested for a variety of network-
ing congurations using several performance metrics. The
results were similar to the results obtained with the ERICA
algorithm [6], except that the new algorithm is max-min fair
(without executing the steps described in section 5), and is
less sensitive to the length of the measurement interval. A
sample of the results demonstrating fairness is described in
this section.
7.1 Parameter Settings
Throughout our experiments, the following parameter values
are used:
1. All links have a bandwidth of 155.52 Mbps.
2. All links are 1000 km long.
3. All VCs are bidirectional.
4. The source parameter Rate Increase Factor (RIF) is set
to one, to allow immediate use of the full explicit rate
indicated in the returning RM cells at the source.
5. The source parameter Transient Buer Exposure (TBE)
is set to large values to prevent rate decreases due to
the triggering of the source open-loop congestion con-
trol mechanism. This was done to isolate the rate re-
ductions due to the switch congestion control from the
rate reductions due to TBE.
6. The switch target utilization parameter was set to 90%.
This factor is used to scale down the ABR capacity term
used in the ERICA algorithm. Alternatively, a queue
control function can be used to achieve a target queuing
delay and queue lengths [8].
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Figure 4: Results for a WAN three source bottleneck conguration with the original ERICA
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Figure 5: Results for a WAN three source bottleneck conguration with ERICA
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Figure 6: Results for a WAN three source bottleneck conguration with the proposed ERICA and source rate measurement
at the switch
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Figure 7: Results for a WAN three source bottleneck conguration with the proposed ERICA
method can compute the FairShare of the bandwidth
correctly (this result is not shown by the simulations in
this paper).
 Without source rate measurement at the switch for each
VC, the value of N
eff
depends on the source ACR,
which is not the same as the source rate for source bot-
tleneck cases. Thus, N
eff
is too large in those cases,
and the FairShare term is less than the CCR by Over-
load term, leading to unfairness. With per-VC source
rate measurement, the value of N
eff
is correct.
8 Summary
This paper has proposed and demonstrated a new method
to compute the fair bandwidth share for ABR connections in
ATM networks. The method relies on distinguishing among
underloading connections and overloading connections, and
computing the value of the \eective number of active con-
nections." The available bandwidth is divided by the eec-
tive number of active connections to obtain the fair band-
width share of each connection.
The method is provably max-min fair, and can be used to
ensure the eciency and fairness of bandwidth allocations.
Integrating this method into ERICA tackles the fairness and
measurement interval problems of ERICA, while maintain-
ing the fast transient response, queuing delay control, and
simplicity of the ERICA scheme.
Analysis and simulation results were used to investigate the
performance of the method. From the results, it is clear how
the method overcomes the fairness problem with the original
ERICA, as well as its excessive sensitivity to the length of
the measurement interval.
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