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a b s t r a c t
For the problem given by uτ =

ξ rumuξ

ξ
/ξ r + f (u) for 0 < ξ < a, 0 < τ < Λ ≤ ∞,
u (ξ , 0) = u0 (ξ) for 0 ≤ ξ ≤ a, and u (0, τ ) = 0 = u (a, τ ) for 0 < τ < Λ, where a and
m are positive constants, r is a constant less than 1, f (u) is a positive function such that
limu→c− f (u) = ∞ for some positive constant c , and u0 (ξ) is a given function satisfying
u0 (0) = 0 = u0 (a), this paper studies quenching of the solution u.
Published by Elsevier B.V.
1. Introduction
Let a and m be positive constants, r be a constant less than 1, and Λ be a number such that 0 < Λ ≤ ∞. In this paper,
we study the existence and uniqueness of the solution and quenching phenomenon for the following nonlinear degenerate
parabolic problem with the initial-Dirichlet boundary-value condition,
uτ = 1
ξ r

ξ rumuξ

ξ
+ f (u) in (0, a)× (0,Λ) , (1.1)
u (ξ , 0) = u0 (ξ) on [0, a] , u (0, τ ) = 0 = u (a, τ ) for τ ∈ (0,Λ) , (1.2)
where f (u) and u0 (ξ) are given functions. Since the coefficient of uξξ is um, which tends to zero when ξ approaches 0 and a.
We can regard (1.1) as a degenerate equation. Let ξ = ax, τ = a2 (m+ 1) t ,Λ = a2 (m+ 1) T , D = (0, 1),Ω = D× (0, T ),
D¯ = [0, 1], Ω¯ = D¯× [0, T ), and ∂Ω = D¯× {0} ∪ ({0, 1} × (0, T )). Then, the problem (1.1)–(1.2) is formulated below,
ut =

um+1

xx +
r
x

um+1

x + a2 (m+ 1) f (u) inΩ, (1.3)
u (x, 0) = u0 (x) on D¯, u (0, t) = 0 = u (1, t) for t ∈ (0, T ) . (1.4)
We assume that u0 (x) is a positive function in D such that u0 (0) = 0 = u0 (1), um+10 (x) ∈ C2+α

D¯

for some α ∈ (0, 1),
maxx∈D¯ u0 (x) < c for some positive constant c , and
um+10
′′ + r
x

um+10
′ + a2 (m+ 1) f (u0) ≥ 0 in D. (1.5)
We also suppose that the source term f ∈ C2 ([0, c)), f (0) > 0, f ′ (0) > 0, f ′′ (s) > 0 for s ∈ [0, c), and limu→c− f (u) = ∞.
The study of the problem (1.1)–(1.2) is motivated by the paper of Gratton et al. [1]. When f (u) = 0 and r ≥ 0, they used
(1.1) to describe the creeping gravity flow of a power-law liquid on a rigid horizontal surface. In their paper, they considered
planar and axisymmetric flows. u was the thickness of the current, and r represented the Cartesian symmetry. When u is
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considered as the temperature of an object, (1.1) can be interpreted as a nonlinear heat conduction, and um represents the
thermal diffusivity (cf. [2, pp. 73–74]).
When f (u) = up, Chan and Chan [3] studied the existence of classical solutions of the problem (1.1)–(1.2). Whenm = 0,
Chan and Chen [4] studied the quenching of the problem (1.1)–(1.2) for f (u) = 1/ (1− u). They used a lower bound of u to
estimate the critical length of u numerically. They also determined an upper bound of the quenching time.
In Section 2, we shall discuss the existence and uniqueness of the classical solution of the problem (1.3)–(1.4). We shall
show the comparison theorem for the problem (1.3)–(1.4). In Section 3, we shall prove that u will quench in a finite time
under some conditions.
2. Existence and uniqueness of the solution
To study the existence of the classical solution of the problem (1.3)–(1.4), we let p = um+1. Then, p satisfies the following
nonlinear degenerate parabolic problem,
pt = (m+ 1) pm/(m+1)

pxx + rxpx + a
2 (m+ 1) f (p)

inΩ, (2.1)
p (x, 0) = p0 (x) on D¯, p (0, t) = 0 = p (1, t) for t ∈ (0, T ) , (2.2)
where p0 (x) = um+10 (x). Since the coefficient (m+ 1) pm/(m+1) tends to 0 when x approaches 0 or 1, (2.1) is not uniformly
parabolic. To establish the existence of the classical solution of the problem (2.1)–(2.2), let ε be a small positive number less
than 1, and pε satisfy the following nonlinear problem,
pεt = (m+ 1) (pε + ε)m/(m+1)

pεxx +
r
x
pεx + a2 (m+ 1) f (pε)

inΩ, (2.3)
pε (x, 0) = p0 (x) on D¯, pε (0, t) = 0 = pε (1, t) for t ∈ (0, T ) . (2.4)
To prove the existence of the solution of the problem (2.3)–(2.4), let us construct a sequence {wi} as follows:w0 (x) = p0 (x),
andwi satisfies the following linear parabolic initial-Dirichlet boundary-value problem for i = 1, 2, 3, . . .
wit = (m+ 1) (wi−1 + ε)m/(m+1)

wixx +
r
x
wix + a2 (m+ 1) f (wi−1)

inΩ, (2.5)
wi (x, 0) = p0 (x) on D¯, wi (0, t) = 0 = wi (1, t) for t ∈ (0, T ) . (2.6)
When i →∞, we want to prove that {wi} converges to the unique classical solution pε . In addition, when ε→ 0, we show
that {pε} converges to a classical solution p. With this result, we then establish the existence of a classical solution u. From
(1.5),w0 satisfies
w′′0 +
r
x
w′0 + a2 (m+ 1) f (w0) ≥ 0 in D. (2.7)
Clearly, w0 is a lower solution of the problem (2.5)–(2.6). We use the steady state solution v (x) (< c) being the upper
solution of the problem (2.5)–(2.6) where v (x) satisfies the following two-point boundary-value problem,
1
xr
d
dx

xr
dv
dx

= −a2 (m+ 1) f (v) in D, v (0) = 0 = v (1) . (2.8)
Existence of v is obtained by the monotone sequence {vi}∞i=0 (cf. [4]) which satisfies: v0 ≡ 0 and for i = 1, 2, 3, . . .
d
dx

xr
dvi
dx

+ σ xrvi = σ xrvi−1 − a2 (m+ 1) xr f (vi−1) in D, vi (0) = 0 = vi (1) ,
where σ is a positive constant. By modifying the proof of Theorem 5 of Chan and Chen and Lemma 3 of [5], we obtain the
following lemma.
Lemma 2.1. If σ ≤ 1 and a2 (m+ 1) f ′ (0) ≥ σ , then the two-point boundary-value problem (2.8) has the unique solution
v ∈ C D¯ ∩ C2 ((0, 1]) and 0 < v < c in D, to which the sequence {vi}∞i=0 converges to v.
Let k1, k2, . . . , k17 denote appropriate positive constants. In what follows, we assume that
w0 (x) ≤ v (x) < c for x ∈ D¯.
Let E = D× [0, T ). We obtain the following properties forwi.
Lemma 2.2. For any positive integer i,
(i) v (x) ≥ wi (x, t) ≥ w0 (x) on Ω¯ ,
(ii) wi ∈ C

Ω¯
 ∩ C2+α,1+α/2 (E) and is unique,
(iii) wit ≥ 0 on Ω¯ ,
(iv) {wi−1} is a monotone nondecreasing sequence on Ω¯ .
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Proof. (i) According to (2.7) andw0 + ε > 0 on D¯, it gives
(m+ 1) (w0 + ε)m/(m+1)

w′′0 +
r
x
w′0 + a2 (m+ 1) f (w0)

≥ 0 in D.
Subtract the above expression from (2.5) with i = 1,
(w1 − w0)t ≥ (m+ 1) (w0 + ε)m/(m+1)

(w1 − w0)xx + rx (w1 − w0)x

.
Since w1 = w0 on ∂Ω , it follows from the weak maximum principle (cf. [6, pp. 39–40]) that w1 ≥ w0 on Ω¯ . Multiply
(m+ 1) (w0 + ε)m/(m+1) to (2.8),
(m+ 1) (w0 + ε)m/(m+1)

d2v
dx2
+ r
x
dv
dx
+ a2 (m+ 1) f (v)

= 0.
Subtract (2.5) with i = 1 from the above equation,
(v − w1)t = (m+ 1) (w0 + ε)m/(m+1)

(v − w1)xx + rx (v − w1)x + a
2 (m+ 1) (f (v)− f (w0))

.
Since v (x) ≥ w0 (x) on D¯ and f ′ > 0, it gives
(v − w1)t ≥ (m+ 1) (w0 + ε)m/(m+1)

(v − w1)xx + rx (v − w1)x

.
Also, v (x) ≥ w1 (x, 0) on D¯ and v (x) = w1 (x, t) = 0 at x = 0 and x = 1 for 0 < t < T . It follows from the weak maximum
principle that v (x) ≥ w1 (x, t) on Ω¯ . Suppose that v (x) ≥ wj (x, t) ≥ w0 (x) on Ω¯ for some integer j > 1. By (2.5) with
i = j+ 1,
wj+1

t = (m+ 1)

wj + ε
m/(m+1) 
wj+1

xx +
r
x

wj+1

x + a2 (m+ 1) f

wj

.
From (2.7), it gives
wj+1 − w0

t ≥ (m+ 1)

wj + ε
m/(m+1) 
wj+1 − w0

xx +
r
x

wj+1 − w0

x + a2 (m+ 1)

f

wj
− f (w0) .
Aswj ≥ w0 on Ω¯ and f ′ > 0, we have
wj+1 − w0

t ≥ (m+ 1)

wj + ε
m/(m+1) 
wj+1 − w0

xx +
r
x

wj+1 − w0

x

.
Also,wj+1 (x, t) = w0 (x) on ∂Ω . It follows from the weakmaximum principle thatwj+1 (x, t) ≥ w0 (x) on Ω¯ . Furthermore,
by assumption v (x) ≥ wj (x, t) on Ω¯ and f ′ > 0, the following expression is obtained
v − wj+1

t = (m+ 1)

wj + ε
m/(m+1) 
v − wj+1

xx +
r
x

v − wj+1

x + a2 (m+ 1)

f (v)− f wj
≥ (m+ 1) wj + εm/(m+1) v − wj+1xx + rx v − wj+1x .
Also, v (x) ≥ wj+1 (x, 0) on D¯ and v (x) = wj+1 (x, t) = 0 at x = 0 and x = 1 for 0 < t < T . It follows from the weak
maximum principle that v (x) ≥ wj+1 (x, t) on Ω¯ . By the principle of mathematical induction, v (x) ≥ wi (x, t) ≥ w0 (x) on
Ω¯ for any positive integer i.
(ii) According to (2.5) with i = 1, we have
w1t = (m+ 1) (w0 + ε)m/(m+1)

w1xx +
r
x
w1x + a2 (m+ 1) f (w0)

.
Let us verify the interior regularity ofw1. Asw0 ∈ C2+α

D¯

and f ∈ C2 ([0, c)),(m+ 1) (w0 + ε)m/(m+1)Hα,α/2(D) ≤ k1, (2.9)r (m+ 1) (w0 + ε)m/(m+1) /xHα,α/2(D) ≤ k2, (2.10)a2 (m+ 1)2 (w0 + ε)m/(m+1) f (w0)Hα,α/2(D) ≤ k3, (2.11)
where k1 and k3 are depending on w0, and k2 is depending on w0 and x. It follows from the standard linear theory
(cf. [7, p. 320, Theorem 4.5.2] and [6, p. 65, Theorem 3.3.6]), the Schauder estimate ofw1 is given by
‖w1‖H2+α,1+α/2(E) ≤ k4
a2 (m+ 1)2 (w0 + ε)m/(m+1) f (w0)Hα,α/2(D) + ‖w0‖H2+α,1+α/2(D) ,
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where k4 is a positive constant depending on k1, k2, and k3. Therefore,w1 ∈ C2+α,1+α/2 (E). Becausew0 ≤ w1 ≤ v on Ω¯ , by
the sandwich theorem w1 (0, t) = 0 = w1 (1, t) for 0 < t < T . Thus, w1 is continuous at x = 0 and x = 1 for 0 < t < T .
Hence,w1 ∈ C

Ω¯
∩C2+α,1+α/2 (E). By theweakmaximumprinciple,w1 is unique. Assume thatwj ∈ C Ω¯∩C2+α,1+α/2 (E)
for some positive integer j > 1. When i = j + 1, we use the above argument to show the similar inequalities (2.9)–(2.11)
with k1 and k3 depending on wj, and k2 is depending on wj and x. Because w0 ≤ wj+1 ≤ v on Ω¯ , by the sandwich theorem
wj+1 (0, t) = 0 = wj+1 (1, t) for 0 < t < T . These imply wj+1 ∈ C

Ω¯
 ∩ C2+α,1+α/2 (E). By the weak maximum principle,
wj+1 is unique. By the principle of mathematical induction, wi ∈ C

Ω¯
 ∩ C2+α,1+α/2 (E) and is unique for any positive
integer i.
(iii) Given two functions F and H , we have the inequalities (cf. Friedman [6, p. 66]):
‖F + H‖Cα,α/2(E) ≤ ‖F‖Cα,α/2(E) + ‖H‖Cα,α/2(E) ,
‖FH‖Cα,α/2(E) ≤ ‖F‖Cα,α/2(E) ‖H‖Cα,α/2(E) ,
then we can show that ∂

(m + 1)(wi−1 + ε)m/(m+1)

/∂t , ∂

r(m + 1)(wi−1 + ε)m/(m+1)/x

/∂t , ∂

a2(m + 1)2(wi−1 +
ε)m/(m+1)f (wi−1)

/∂t , ∂2

(m+1)(wi−1+ ε)m/(m+1)

/∂x2, ∂2

r(m+1)(wi−1+ ε)m/(m+1)/x

/∂x2, and ∂2

a2(m+1)2(wi−1+
ε)m/(m+1)f (wi−1)

/∂x2 are Hölder continuous with an exponent α in E. By Theorem 3.5.11 of [6, p. 74], witt and wixxt exist.
Dividing both sides of (2.5) by (m+ 1)(wi−1 + ε)m/(m+1) and differentiating this with respect to t , we obtain
1
m+ 1 (wi−1 + ε)
−m/(m+1)witt −
m
(m+ 1)2 (wi−1 + ε)
−(2m+1)/(m+1) (wi−1)t (wi)t
= wixxt +
r
x
wixt + a2 (m+ 1) f ′ (wi−1) (wi−1)t . (2.12)
By (i),
wit (x, 0) = lim
t→0+
wi (x, t)− wi (x, 0)
t
≥ 0.
From the boundary conditions,wit (0, t) = wit (1, t) = 0 for 0 < t < T . When i = 1, (2.12) becomes
1
m+ 1 (w0 + ε)
−m/(m+1)w1tt = w1xxt +
r
x
w1xt .
By the weak maximum principle, w1t ≥ 0 on Ω¯ . Suppose that wjt ≥ 0 on Ω¯ for some integer j > 1. From (2.12) with
i = j+ 1 and f ′ > 0, we have
1
m+ 1

wj + ε
−m/(m+1) 
wj+1

tt −
m
(m+ 1)2

wj + ε
−(2m+1)/(m+1)
wjt

wj+1

t
= wj+1xxt + rx wj+1xt + a2 (m+ 1) f ′ wjwjt ≥ wj+1xxt + rx wj+1xt .
Also,

wj+1

t ≥ 0 on ∂Ω . It follows from the weak maximum principle that

wj+1

t ≥ 0 on Ω¯ . By the principle of
mathematical induction,wit ≥ 0 on Ω¯ for any positive integer i.
(iv) From (i), w1 ≥ w0 on Ω¯ . Suppose that wj ≥ wj−1 on Ω¯ for some integer j > 1. From (2.5) with i = j + 1 and i = j
respectively, we obtain
wj + ε
−m/(m+1)
m+ 1

wj+1

t =

wj+1

xx +
r
x

wj+1

x + a2 (m+ 1) f

wj

,
wj−1 + ε
−m/(m+1)
m+ 1 wjt = wjxx +
r
x
wjx + a2 (m+ 1) f

wj−1

.
Subtract the second equation from the first. Then, by f ′ > 0 andwj ≥ wj−1 on Ω¯ , it gives
wj + ε
−m/(m+1)
m+ 1

wj+1

t −

wj−1 + ε
−m/(m+1)
m+ 1 wjt ≥

wj+1 − wj

xx +
r
x

wj+1 − wj

x .
Rewrite the above expression into
wj + ε
−m/(m+1)
m+ 1

wj+1

t −

wj + ε
−m/(m+1)
m+ 1 wjt +

wj + ε
−m/(m+1)
m+ 1 wjt −

wj−1 + ε
−m/(m+1)
m+ 1 wjt
≥ wj+1 − wjxx + rx wj+1 − wjx .
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Aswj ≥ wj−1 andwjt ≥ 0 on Ω¯ ,
wj + ε
−m/(m+1)
m+ 1

wj+1 − wj

t ≥

wj+1 − wj

xx +
r
x

wj+1 − wj

x .
Also,wj+1 = wj on ∂Ω . It follows from theweakmaximum principle thatwj+1 ≥ wj on Ω¯ . By the principle of mathematical
induction, {wi−1} is a monotone nondecreasing sequence on Ω¯ . 
Let pεi be the solution to the problem (2.3)–(2.4) when ε = εi. The following result shows the existence of the solution
to the problem (2.3)–(2.4). We also prove that {pε} is a monotone nondecreasing sequence in ε.
Lemma 2.3. Assume that v (x) ≥ p0 (x) on D¯. Then,
(i) there exists a unique solution pε ∈ C

Ω¯
 ∩ C2+α,1+α/2 (E) of the problem (2.3)–(2.4), and v ≥ pε ≥ p0 on Ω¯ .
(ii) pε2 ≥ pε1 on Ω¯ for any positive numbers ε1 and ε2 such that ε2 ≥ ε1.
Proof. (i) By Lemma 2.2(iv), {wi−1} is a monotone nondecreasing sequence. By v (x) ≥ p0 (x) on D¯ and Lemma 2.2(i),
v ≥ wi ≥ p0 on Ω¯ for any positive integer i. Therefore, limi→∞wi exists for all (x, t) ∈ Ω¯ . Let pε = limi→∞wi. Then,
v ≥ pε ≥ p0 on Ω¯ . It is noticed that wi converges to pε pointwise on Ω¯ . We want to show that pε is a classical solution of
the problem (2.3)–(2.4). For any point (x1, t1) ∈ E, let Q1 = (c1, c2)×

0, t˜1

such that (x1, t1) ∈ Q1 ⊂ E with 0 < c1, c2 < 1
and t˜1 < T . Sincewi−1 ≤ v on Ω¯ , we have r (m+ 1) (wi−1 + ε)m/(m+1)x

Ls((c1,c2)×(t,t+η))
≤ r (m+ 1)
c1
‖v + 1‖m/(m+1)∞ η1/s,
for any η > 0 and s > 0. The last term of the above inequality tends to zero as η→ 0. Furthermore, by f ′ > 0, we havea2 (m+ 1)2 (wi−1 + ε)m/(m+1) f (wi−1)Ls(Q1) ≤ a2 (m+ 1)2 (v + 1)m/(m+1) f (v)Ls(Q1) .
By Theorem 4.9.1 of [7, pp. 341–342], we have
‖wi‖W2,1s (Q1) ≤ k5
a2 (m+ 1)2 (wi−1 + ε)m/(m+1) f (wi−1)Ls(Q1) + ‖w0‖W2−2/ss (D) + ‖Φ‖W2−1/s,1−1/(2s)s (ST ) ,
where k5 is a positive constant independent ofwi−1 andΦ , ST = {c1, c2} ×

0, t˜1

,Φ (x, t) = wi (x, t) |ST andΦ (x, t) |ST =
Φ (c1, t) orΦ (c2, t). Thus,Φx (x, t) = 0 = Φxx (x, t). Sincewi−1 ≤ v on Ω¯ , f ′ > 0 and ε < 1,
‖wi‖W2,1s (Q1) ≤ k5
a2 (m+ 1)2 (v + 1)m/(m+1) f (v)Ls(Q1) + ‖w0‖W2−2/ss (D) + ‖v‖W2−1/s,1−1/(2s)s (ST ) .
Therefore, there exists a positive constant k6 depending onw0 and v such that
‖wi‖W2,1s (Q1) ≤ k6.
Let us choose s > 3/2 and 0 < α < 2 − 3/s. It follows from the embedding Lemma 2.3.3 [7, p. 80], there exists a positive
constant k7 depending on s and Q1 but not onwi such that
‖wi‖Hα,α/2(Q1) ≤ k7 ‖wi‖W2,1s (Q1) .
Thus,
‖wi‖Hα,α/2(Q1) ≤ k8,
for some positive constant k8 depending on k5, k7,w0, v, s, and Q1. By the mean value theorem andwi ≤ v on Ω¯ ,
(wi + ε)m/(m+1)Hα,α/2(Q1) ≤ (v + 1)m/(m+1)∞ + mm+ 1 sup(x,t)∈Q1
(x˜,t)∈Q1
ξ−1/(m+1)1  wi (x, t)− wi x˜, tx− x˜α
+ m
m+ 1 sup(x,t)∈Q1
(x,t˜)∈Q1
ξ−1/(m+1)2  wi (x, t)− wi x, t˜t − t˜α/2
for some ξ1 betweenwi (x, t)+ ε andwi

x˜, t
+ ε and some ξ2 betweenwi (x, t)+ ε andwi x, t˜+ ε. Since ξ−1/(m+1)1 and
ξ
−1/(m+1)
2 are bounded above byw
−1/(m+1)
0 , we have(m+ 1) (wi + ε)m/(m+1)Hα,α/2(Q1) ≤ k9,
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where k9 depends onw0, v, s and Q1. Furthermore, r (m+ 1) (wi + ε)m/(m+1)x

Hα,α/2(Q1)
≤ r
c1
(m+ 1) (wi + ε)m/(m+1)Hα,α/2(Q1) ≤ rc1 k9.
Similarly, there exists a constant k10 depending onw0, v, s and Q1 such thata2 (m+ 1)2 (wi−1 + ε)m/(m+1) f (wi−1)Hα,α/2(Q1) ≤ k10,
By Theorem 4.10.1 of [7, pp. 351–352], there exists a k11 depending on w0, v, s, Q1, and independent of i and ε such that
‖wi‖H2+α,1+α/2(Q1) ≤ k11. This implies thatwi,wit ,wix , andwixx are equicontinuous on Q1. By the Ascoli–Arzela Theorem,
‖pε‖H2+α,1+α/2(Q1) ≤ k11,
and the partial derivatives of pε are the limits of the corresponding derivatives of wi. Since v ≥ pε ≥ p0 on Ω¯ and
p0 (x) = 0 = v (x) at x = 0 and 1, by the sandwich theorem pε (0, t) = 0 = pε (1, t) for 0 < t < T . Therefore, pε is
continuous at x = 0 and x = 1 for 0 < t < T . Hence, pε ∈ C

Ω¯
 ∩ C2+α,1+α/2 (E) is a solution to the problem (2.3)–(2.4).
By the weak maximum principle, pε is unique.
(ii) Let w˜i and wˆi be the solutions to the problem (2.5)–(2.6) with ε = ε1 and ε = ε2 individually. When i = 0,
w˜0 (x) = wˆ0 (x) = p0 (x) on D¯. From (2.5) with i = 1,
(w˜0 + ε1)−m/(m+1)
(m+ 1)

wˆ1 − w˜1

t +
1
(m+ 1)

wˆ0 + ε2
−m/(m+1) − (w˜0 + ε1)−m/(m+1) wˆ1t
= wˆ1 − w˜1xx + rx wˆ1 − w˜1x + a2 (m+ 1) f wˆ0− f (w˜0) .
According to wˆ0 + ε2 ≥ w˜0 + ε1 on D¯ and wˆ1t ≥ 0 on Ω¯ , it gives
(w˜0 + ε1)−m/(m+1)
(m+ 1)

wˆ1 − w˜1

t ≥

wˆ1 − w˜1

xx +
r
x

wˆ1 − w˜1

x .
Also, wˆ1 = w˜1 on ∂Ω . It follows from the weak maximum principle that wˆ1 ≥ w˜1 on Ω¯ . Suppose that wˆj ≥ w˜j on Ω¯ for
some integer j > 1. Then,
w˜j + ε1
−m/(m+1)
(m+ 1)

wˆj+1 − w˜j+1

t +
1
(m+ 1)

wˆj + ε2
−m/(m+1) − w˜j + ε1−m/(m+1) wˆj+1t
= wˆj+1 − w˜j+1xx + rx wˆj+1 − w˜j+1x + a2 (m+ 1) f wˆj− f w˜j .
According to wˆj + ε2 ≥ w˜j + ε1 on Ω¯ ,

wˆj+1

t ≥ 0 on Ω¯ , and f ′ > 0, we obtain
w˜j + ε1
−m/(m+1)
(m+ 1)

wˆj+1 − w˜j+1

t ≥

wˆj+1 − w˜j+1

xx +
r
x

wˆj+1 − w˜j+1

x .
Also, wˆj+1 = w˜j+1 on ∂Ω . It follows from the weak maximum principle that wˆj+1 ≥ w˜j+1 on Ω¯ . By the principle of
mathematical induction, wˆi ≥ w˜i on Ω¯ for any positive integer i. Then, limi→∞ wˆi ≥ limi→∞ w˜i on Ω¯ . Thus, pε2 ≥ pε1
for ε2 ≥ ε1 on Ω¯ . 
Now, we prove the existence of the solution of the problem (2.1)–(2.2).
Theorem 2.4. Assume that v (x) ≥ p0 (x) on D¯. Then, the problem (2.1)–(2.2) has a solution p such that v ≥ p ≥ p0 on Ω¯ and
p ∈ C Ω¯ ∩ C2+α,1+α/2 (E).
Proof. By Lemma 2.3(ii), pε2 ≥ pε1 on Ω¯ for ε2 ≥ ε1 > 0. By assumption v (x) ≥ p0 on D¯ and Lemma 2.3(i), v ≥ pε ≥ p0 on
Ω¯ for any positive ε. Therefore, limε→0 pε exists for all (x, t) ∈ Ω¯ . Let p = limε→0 pε . Then, v ≥ p ≥ p0 on Ω¯ . An argument
similar to that for Lemma 2.3(i) shows that {pε} converges to p ∈ C

Ω¯
 ∩ C2+α,1+α/2 (E). The proof is complete. 
Let Lu = ut −

um+1

xx − r

um+1

x /x. The comparison theorem for the problem (1.3)–(1.4) is given below.
Lemma 2.5. Suppose that z and y are C

Ω¯
 ∩ C2,1 (Ω) such that
Lz − a2 (m+ 1) f (z) ≥ Ly− a2 (m+ 1) f (y) inΩ,
and z ≥ y on ∂Ω , then z ≥ y on Ω¯ .
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Proof. Let φ (x) and λ denote respectively the fundamental eigenfunction and eigenvalue of the problem,
xrφ′
′ + λxrφ = 0 in D, φ (0) = 0 = φ (1) . (2.13)
By Chan and Chen, λ > 0, and φ (x) > 0 in Dwhich is given by
φ (x) = k12x(1−r)/2J(1−r)/2
√
λx

,
where J(1−r)/2 is the Bessel function of the first kind with order (1− r) /2. Since φ (x) > 0 in D, φ′ (0) ≥ 0 and φ′ (1) ≤ 0.
According to (2.13),∫ t
0
∫ 1
0

ym+1 − zm+1 λxrφdxdt = − ∫ t
0
∫ 1
0

ym+1 − zm+1 xrφ′′ dxdt for 0 < t < T .
Using integration by parts and φ (0) = φ (1) = 0, we have∫ t
0
∫ 1
0

ym+1 − zm+1 λxrφdxdt
= −
∫ t
0

ym+1 (1, t)− zm+1 (1, t)φ′ (1) dt − ∫ t
0
∫ 1
0

xr

ym+1 − zm+1xx φdxdt.
By (1.3), φ′ (1) ≤ 0, and ym+1 (1, t) ≤ zm+1 (1, t), the above equation becomes∫ t
0
∫ 1
0

ym+1 − zm+1 λxrφdxdt
≤ −
∫ t
0
∫ 1
0

xr

ym+1 − zm+1xx φdxdt
= −
∫ 1
0
[(y (x, t)− z (x, t))− (y (x, 0)− z (x, 0))] xrφdx+ a2 (m+ 1)
∫ t
0
∫ 1
0
(f (y)− f (z)) xrφdxdt.
This inequality is equivalent to∫ 1
0
(y (x, t)− z (x, t)) xrφdx ≤
∫ 1
0
(y (x, 0)− z (x, 0)) xrφdx+ a2 (m+ 1)
∫ t
0
∫ 1
0
(f (y)− f (z)) xrφdxdt
−
∫ t
0
∫ 1
0

ym+1 − zm+1 λxrφdxdt.
By the mean value theorem, there exist functions ψ1 and ψ2 which are between y and z such that∫ t
0
∫ 1
0

a2 (m+ 1) (f (y)− f (z))− λ ym+1 − zm+1 xrφdxdt
=
∫ t
0
∫ 1
0
(m+ 1) a2f ′ (ψ1)− λψm2  (y− z) xrφdxdt.
Since f ′′ exists, (m+ 1) a2f ′ (ψ1)− λψm2  ≤ k13 on Ω¯ . Therefore,∫ 1
0
(y (x, t)− z (x, t)) xrφdx ≤
∫ 1
0
(y (x, 0)− z (x, 0)) xrφdx+ k13
∫ t
0
∫ 1
0
(y− z) xrφdxdt.
By Gronwall’s Lemma (cf. [8, pp. 14–15]),∫ 1
0
(y (x, t)− z (x, t)) xrφdx ≤
∫ 1
0
(y (x, 0)− z (x, 0)) xrφdx
[
1+
∫ t
0
k13ek13(t−ζ )dζ
]
.
Since y (x, 0) ≤ z (x, 0) on D¯,∫ 1
0
(y (x, t)− z (x, t)) xrφdx ≤ 0
for any 0 < t < T . We claim that y ≤ z on Ω¯ . Suppose that there exists t2 (< T ) and an interval (a3, a4) ⊂ D such that
y (x, t2) > z (x, t2) for x ∈ (a3, a4) and y ≤ z on [a3, a4]× [0, t2). This implies∫ a4
a3
(y (x, t2)− z (x, t2)) dx > 0. (2.14)
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Now, let φˆ (x) and λˆ be the fundamental eigenfunction and eigenvalue of the problem,
xr φˆ′
′ + λˆxr φˆ = 0 in (a3, a4) , φˆ (a3) = 0 = φˆ (a4) .
By Theorem 3.1.2 of [9, p. 97], φˆ (x) > 0 in (a3, a4) and λˆ > 0. Performing a similar calculation above, we establish∫ a4
a3
(y (x, t2)− z (x, t2)) xr φˆdx ≤ 0.
This contradicts (2.14). This completes the proof. 
Theorem 2.6. Assume that v (x) ≥ p0 (x) on D¯. Then, there exists a unique solution u ∈ C

Ω¯
 ∩ C2+α,1+α/2 (E) of the
problem (1.3)–(1.4).
Proof. Expand the derivatives of the right-hand side of (1.3),
ut = (m+ 1) umuxx + (m+ 1)
 r
x
um +mum−1ux

ux + a2 (m+ 1) f (u) .
Rewrite the above expression by using p = um+1,
ut = (m+ 1) pm/(m+1)uxx + (m+ 1)
[
r
x
pm/(m+1) + m
m+ 1p
−1/(m+1)px
]
ux + a2 (m+ 1) f (p) .
We note that p is positive in D× [0, T ). In order to prove the existence of u, it is necessary to prove the Hölder continuity of
(m+ 1) pm/(m+1), r (m+ 1) pm/(m+1)/x+mp−1/(m+1)px, and a2 (m+ 1) f (p) in E.
For any point (x2, t3) ∈ E, let Q2 = (c3, c4) ×

0, t˜2

such that (x2, t3) ∈ Q2 ⊂ E with 0 < c3, c4 < 1 and t˜2 < T . We
follow the proof of Lemma 2.3(i) to show that
(m+ 1) pm/(m+1)Hα,α/2(Q2) ≤ k14 and a2 (m+ 1) f (p)Hα,α/2(Q2) ≤ k15. By
the triangular inequality, we obtain r (m+ 1)x pm/(m+1) +mp−1/(m+1)px

Hα,α/2(Q2)
≤ r (m+ 1)
c3
pm/(m+1)∞ +m p−1/(m+1)∞ ‖px‖∞
+ r (m+ 1) sup
(x,t)∈Q2
(x˜,t)∈Q2
 1
x p
m/(m+1) (x, t)− 1x˜ pm/(m+1)

x˜, t
x− x˜α
+m sup
(x,t)∈Q2
(x˜,t)∈Q2
p−1/(m+1) (x, t) px (x, t)− p−1/(m+1) x˜, t px x˜, tx− x˜α
+ r (m+ 1)
c3
sup
(x,t)∈Q2
(x,t˜)∈Q2
pm/(m+1) (x, t)− pm/(m+1) x, t˜t − t˜α/2
+m sup
(x,t)∈Q2
(x,t˜)∈Q2
p−1/(m+1) (x, t) px (x, t)− p−1/(m+1) x, t˜ px x, t˜t − t˜α/2 .
By the triangular inequality and mean value theorem, it yields r (m+ 1)x pm/(m+1) +mp−1/(m+1)px

Hα,α/2(Q2)
≤ r (m+ 1)
c3
pm/(m+1)∞ +m p−1/(m+1)∞ ‖px‖∞
+ r (m+ 1) pm/(m+1)∞ x−1Hα,α/2(Q2) + rmc3
p−1/(m+1)0 ∞ ‖p‖Hα,α/2(Q2)
+ m
(m+ 1) ‖px‖∞
p−(m+2)/(m+1)0 ∞ ‖p‖Hα,α/2(Q2) +m p−1/(m+1)0 ∞ ‖px‖Hα,α/2(Q2) .
By Theorem 2.4, r (m+ 1)x pm/(m+1) +mp−1/(m+1)px

Hα,α/2(Q2)
≤ k16.
By Theorem 4.10.1 of Ladyženskaja, Solonnikov, and Ural’ceva,
‖u‖H2+α,1+α/2(Q2) ≤ k17.
Since p ∈ C Ω¯, u ∈ C Ω¯ ∩ C2+α,1+α/2 (E). By Lemma 2.5, u is unique. Hence, the proof is complete. 
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3. Quenching of the solution
In this section, we give a sufficient condition that the solution u quenches in a finite time.
Theorem 3.1. If f (u) ≥ 1/ (1− u)β for 0 ≤ u < 1 where β is a positive constant and there exists a positive integer K
(depending on m) such that
a2 (m+ 1) β (β + 1) . . . (β + K − 1)
K ! ≥ λ,
then u quenches in a finite time.
Proof. We choose k12 such that maxx∈D¯ φ (x) = 1. Multiplying xrφ (x) on both sides of (1.3), we have
xrφut =

xr

um+1

x

x
φ + a2 (m+ 1) xrφf (u) .
Then, we integrate both sides of the above expression with respect to x from 0 to 1∫ 1
0
xrφudx

t
=
∫ 1
0

xr

um+1

x

x
φdx+ a2 (m+ 1)
∫ 1
0
xrφf (u) dx.
Using integration by parts and (2.13), we obtain∫ 1
0
xrφudx

t
=
∫ 1
0

xrφ′
′ um+1dx+ a2 (m+ 1) ∫ 1
0
xrφf (u) dx
= −λ
∫ 1
0
xrφum+1dx+ a2 (m+ 1)
∫ 1
0
xrφf (u) dx.
By assumption f (u) ≥ 1/ (1− u)β , the following inequality is obtained∫ 1
0
xrφudx

t
≥ −λ
∫ 1
0
xrφum+1dx+ a2 (m+ 1)
∫ 1
0
xrφ
1
(1− u)β dx.
Then, we apply the nth degree McClaurin polynomial to 1/ (1− u)β∫ 1
0
xrφudx

t
≥ −λ
∫ 1
0
xrφum+1dx
+ a2 (m+ 1)
∫ 1
0
xrφ
[
1+ βu+ β (β + 1)
2
u2 + · · · + β (β + 1) . . . (β + n− 1)
n! u
n
]
dx.
Let K be a positive integer such that K < m + 1 < K + 1 where K + 1 ≤ n. This implies that uK ≥ um+1 ≥ uK+1 for
0 ≤ u < 1. The above inequality satisfies∫ 1
0
xrφudx

t
≥ −λ
∫ 1
0
xrφum+1dx
+ a2 (m+ 1)
∫ 1
0
xrφ
[
β (β + 1) . . . (β + K − 1)
K ! u
K + β (β + 1) . . . (β + K)
(K + 1)! u
K+1
]
dx
≥
[
−λ+ a2 (m+ 1) β (β + 1) . . . (β + K − 1)
K !
] ∫ 1
0
xrφum+1dx
+ a2 (m+ 1) β (β + 1) . . . (β + K)
(K + 1)!
∫ 1
0
xrφuK+1dx.
By assumption a2 (m+ 1) β (β + 1) . . . (β + K − 1) /K ! ≥ λ,∫ 1
0
xrφudx

t
≥ a2 (m+ 1) β (β + 1) . . . (β + K)
(K + 1)!
∫ 1
0
xrφuK+1dx. (3.1)
Since 0 ≤ φ ≤ 1 on D¯,  10 xrφuK+1dx ≥  10 (xrφu)K+1 dx. It follows from the Hölder inequality  10 xrφudxK+1 ≤  10
(xrφu)K+1 dx. With this, (3.1) becomes∫ 1
0
xrφudx

t
≥ a2 (m+ 1) β (β + 1) . . . (β + K)
(K + 1)!
∫ 1
0
xrφudx
K+1
.
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Let U (t) =  10 xrφudx, it yields
d
dt
U ≥ a2 (m+ 1) β (β + 1) . . . (β + K)
(K + 1)! U
K+1.
Then, we integrate the above expression from 0 to t
1
K
[
1
(U (0))K
− 1
(U (t))K
]
≥ a2 (m+ 1) β (β + 1) . . . (β + K)
(K + 1)! t.
By Lemma 2.2(iii), it implies that ut ≥ 0 on Ω¯ . Therefore, U (t) > U (0) for t > 0. If u exists globally, then t tends to∞.
However, the left-hand side remains a finite number. It leads to a contradiction. Hence, u quenches in a finite time. 
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