Abstract. In order to solve the problem that the surface electromyography signal is not accurate enough for the quantitative identification of the human motion angle, this paper used PCA-based third-order cumulant analysis method to extract sEMG signal features, and used this features as input for a single-layer BP neutal network to predict the joint angle of the human body. In the identification of shoulder joint motion, the root mean square error of the prediction result was 5.19, and the correlation coefficient was 0.95, which is obviously superior to the AR model method and the RMS method.
Introduction
Motion recognition technology is one of the key technologies of the exoskeleton system, which related to the control effect of the exoskeleton device. Since the generation of the human electromyography signal precedes the skeletal muscle contraction for about 100ms, it can quantitatively reflect the muscle contraction state, and quantitatively estimate the continuous motion [1] . Therefore, the sEMG signal can be used to predict the motion of the human body, which is crucial for the motion recognition of the exoskeleton system.
The research on motion state recognition based on sEMG mainly includes two aspects: signal feature extraction method and multi-mode classification algorithm. Feature extraction methods include time domain analysis, frequency domain analysis, time-frequency analysis, and high-order cumulant analysis. The extraction process of time domain statistical features is the simplest. The main methods include mean value, root mean square (RMS), integral electromyography (IEMG) and Auto Regressive (AR) model. The frequency domain analysis include Median Frequency (MDF) and Mean Frequency (MNF). Neural networks are the most common in pattern classification methods, and BP neural network is the most widely used.
Sun Xin and Li Jinming of Harbin Institute of Technology quantitatively identify the angles of the elbow joint and the knee joint by RMS and MDF eigenvalues, respectively [2] , [3] . Li Chenglong of Wuhan University of Technology uses the AR model to identify the action patterns of the fingers and lower limbs [4] . In the study of motion state identification by sEMG, there are many researches on the classification of motion patterns, and the error of identification results is small. However, there are few studies on quantitative identification of motion angles, and the error of identification results is large. This is because the traditional signal feature detection method has two main disadvantages: (1) time domain features, frequency domain features and time-frequency features are applied to the analysis of stationary signals, and there are limitations on the detection of non-stationary signals, (2) the first-order and second-order statistical analysis can only depict the Gaussian process, the detection effect will be significantly reduced when the noise of the detected signal is large.
Therefore, selecting the appropriate signal features as the input for the BP neural network can avoid the shortcomings of the time-frequency domain signal characteristics and improve the prediction accuracy. At the same time, due to the advancement of the sEMG signal, the sEMG signal can be used as the human-machine interface. The exoskeleton system can get an accurate and timely response.
Signal Acquisition and Feature Extraction
Taking the sEMG signal collected by the device as the observation signal, we need to decouple the observed signal so that the components are linearly independent, and the correlation of the sEMG signals on the surface of each channel is removed to obtain the source signal. Bilodeau's research indicates that sEMG signals belong to a non-Gaussian process to some extent [5] . Computation of higher-order cumulants can use higher-order probability structures, which have a good inhibitory effect on multiple noises in the signal, make up for the defects of first-order and second-order statistics, and the higher-order cumulant of the signal contain more the amount of information. Because the fourth-order cumulant is computationally intensive, the PCA-based third-order cumulant analysis method is used to extract the EMG signal features. The feature extraction process is shown in Figure I . 
Acquisition of sEMG Signals
In this study, MYO of Thalmic Labs of Canada is used as the hardware device for myoelectric collection. MYO has 8 sEMG acquisition channels, as shown in Figure II (a). The amplitude and frequency of the sEMG signal are affected by many factors, especially the placement position of the electrode. After many experiments, it is found that the electrode can be placed in the muscle abdomen in the direction of the muscle fiber to obtain the highest amplitude and highest quality sEMG signal [6] . When the sEMG signal is collected for the shoulder joint movement, the measuring points are arranged as follows. The No. 3 electrode piece collects the sEMG signal of the anterior deltoid muscle, the No. 4 motor piece collects the sEMG signal of the middle deltoid muscle, and the No. 5 motor piece collects the sEMG signal of the posterior deltoid muscle, as shown in Figure II (b) , Table I . 
PCA Decoupling
The basic principle of PCA is as follows: m series n-dimensional vector is used to form matrix nm X  . After the vector is transformed by orthogonal basis, it is re-represented in the new space to obtain a new matrix nm Y  . If the obtained new vector contains the most information of the original data, it is necessary to make the rows of the new matrix independent of each other, that is, to ensure that the covariance between the rows of the matrix Y is zero, and to ensure that the variance of each row of the Y matrix is the largest, so that the original data is not be submerged. Let the covariance matrix of the original data X be C, and the covariance matrix of the new data Y obtained by transforming X through the orthogonal basis P be D. In order to meet the above requirements, D should be a diagonal matrix, and the relationship between the D matrix and the C matrix is that the C matrix is transformed by the P matrix to obtain a diagonal matrix. Then, the process of finding the new data Y becomes a matrix for diagonalizing the original data covariance matrix, and the linear algebra gives the eigenvector of the C matrix as a matrix of the corresponding eigenvalues arranged in rows from top to bottom.
Given that m pieces of n-dimensional data vectors are formed into a matrix nm X  (usually nm  ), each of its rows consists of some centralized sample data 
In the formula:
i  -an eigenvalue of the C matrix; i u  -the corresponding eigenvector. The P matrix is a matrix in which all the feature vectors of the C matrix are arranged in rows. The largest eigenvector corresponding to the maximum eigenvalue is the first principal component of P. This eigenvector is the direction in which the data has the largest variance distribution, and all the feature vectors are orthogonal. P is a matrix composed of all the feature vectors of the covariance matrix C corresponding to the X matrix. The new matrix obtained by multiplying P by the original matrix is the k-dimensional new data vector in which the components are independent after decoupling.
Third-order Cumulant Estimation
If the probability distribution function of the random variable  is () fx , the mathematical expectation of the exponential function ( In the formula:
N is related to the set maximum delay.
Implementation Steps
Taking the shoulder joint motion as an example, the sEMG signals of each channel are decoupled by PCA method, so that the sEMG signals of each channel were linearly independent. The decoupled sEMG signal is then subjected to third-order cumulant envelope feature extraction.
Step 1. The sEMG signal collected is subjected to zero-average processing to obtain
Step 2. Calculating the transformation matrix P according to the eigenvectors and eigenvalues of the covariance matrix of the observed samples.
Step 3. Decouple the observed samples through the transformation matrix P to obtain a linearly independent source signal () i yn for each component.
Step4. Perform zero-average processing on the decoupled source signal and intercept the function with a rectangular window.
, K-window function width. In order to satisfy the calculation accuracy and reduce the computational complexity, K selects 1/100 of the sample length.
Step 5. In order to facilitate the calculation, the diagonal slice of the third-order cumulant is selected as the detection function, and the third-order cumulant difference value of the diagonal slice 
Joint Angle Prediction
The joint angle is predicted using a single-layer BP neural network. A single-layer neural network is established, and the envelope feature of the third-order cumulant after the sEMG signal is decoupled is used as the input of the network, and the joint angle is taken as the output. Figure IV shows the third-order cumulant envelope feature as the neural network input and the shoulder joint motion angle as the network output in the shoulder motion of the subject. The prediction results are compared with the results that using the eigenvalues obtained by the AR model method and the RMS method as the network input. The error of the three prediction results are calculated as shown in Figure V . The root mean square error and linear correlation coefficient of the three prediction results are shown in Table II . It can be seen that the root mean square error of the prediction result of this algorithm is 5.19, and the correlation coefficient is 0.95, which is better than the prediction results obtained by the AR model method and the RMS method. To verify the validity of this eigenvalue, the angle of motion of the elbow joint is predicted. One person performed the elbow joint movement 10 times, and collected the sEMG of the biceps, triceps, and diaphragm. The results of the feature features are shown in Fig. VI (b) , and the results of the elbow joint angle prediction are shown in Fig. VI (d) . It can be seen from the prediction results that the prediction error is controlled within 10°, the mean root mean square error of the experiment is 5.42, and the correlation coefficient is 0.87. 
Conclusion
The BP neural network is used to identify the motion state of the human body using the sEMG signal. When the third-order cumulant envelope feature is used as the input, the accuracy of the prediction identification is significantly higher than the AR model method and the RMS method because the shortcomings of the time-frequency domain feature are avoided. In the identification of shoulder joint motion, the root mean square error of the prediction result is 5.19, and the correlation coefficient is 0.95, which is obviously superior to the AR model method and the RMS method. Therefore, using the third-order cumulative envelope feature of the sEMG signal to identify the motion state can achieve higher accuracy.
