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Abstract
In this paper we consider the random walk approximation of the solution of a Markovian
BSDE whose terminal condition is a locally Hölder continuous function of the Brownian motion.
We state the rate of the L2-convergence of the approximated solution to the true one. The proof
relies in part on growth and smoothness properties of the solution u of the associated PDE. Here
we improve existing results by showing some properties of the second derivative of u in space.
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1 Introduction
Let (Ω,F ,P) be a complete probability space carrying the standard Brownian motion B = (Bt)t≥0
and assume (Ft)t≥0 is the augmented natural filtration. We consider the following backward
stochastic differential equation (BSDE for short)
Ys = g(BT ) +
∫ T
s
f(r,Br, Yr, Zr)dr −
∫ T
s
ZrdBr, 0 ≤ s ≤ T, (1)
where f is Lipschitz continuous and g is a locally α-Hölder continuous and polynomially bounded
function (see (3)). In this paper we are interested in the L2-convergence of the numerical approx-
imation of (1) by using a random walk. First results dealing with the numerical approximation
of BSDEs date back to the late 1990s. Bally (see [2]) was the first to consider this problem by
introducing random discretization, namely the jump times of a Poisson process. In his PhD thesis,
Chevance (see [17]) proposed the following discretization
yk = E(yk+1 + hf(yk+1)|Fnk ), k = n− 1, · · · , 0, n ∈ N∗
and proved the convergence of (Y nt )t := (y[t/h])t to Y . At the same time, Coquet, Mackevičius and
Mémin [18] proved the convergence of Y n by using convergence of filtrations, still in the case of
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a generator independent from z. The general case (f depends on z, terminal condition ξ ∈ L2)
has been studied by Briand, Delyon and Mémin (see [5]). In that paper the authors define an
approximated solution (Y n, Zn) based on random walk and prove weak convergence to (Y,Z) using
convergence of filtrations. We also refer to [27], [29], [30], [31] for other numerical methods for
BSDEs which use a random walk approach. The rate of convergence of this method was left as an
open problem.
Introducing instead of random walk an approach based on the dynamic programming equation,
Bouchard and Touzi in [8] and Zhang in [35] managed to establish a rate of convergence. However,
to be fully implementable, this algorithm requires to have a good approximation of its associated
conditional expectation. For this, various methods have been developed (see [24], [19], [15]). For-
ward methods have also been introduced to approximate (1) : a branching diffusion method (see
[26]), a multilevel Picard approximation (see [34]) and Wiener chaos expansion (see [7]). Many ex-
tensions of (1) have also been considered : high order schemes (see [11], [10]), schemes for reflected
BSDEs (see [3], [14]), for fully-coupled BSDEs (see [21], [9]), for quadratic BSDEs (see [13]), for
BSDEs with jumps (see [23]) and for McKean-Vlasov BSDEs (see [1], [16], [12]).
From a numerical point of view, the random walk is of course not competitive with recent methods
listed above. We emphasize that the aim of this paper is to give the convergence rate of the initial
method based on random walk, which, to the best of our knowledge, has not been done so far.
As in [5], let us introduce the following approximation of B, based on a random walk:
Bnt =
√
h
[t/h]∑
i=1
εi, 0 ≤ t ≤ T,
where h = Tn (n ∈ N∗) and (εi)i=1,2,... is a sequence of i.i.d. Rademacher random variables. Consider
the following approximated solution (Y n, Zn) of (Y, Z)
Y ntk = g(B
n
T ) + h
n−1∑
m=k
f(tm+1, Bntm , Y
n
tm , Z
n
tm)−
√
h
n−1∑
m=k
Zntmεm+1, 0 ≤ k ≤ n− 1. (2)
The main result of our paper gives the rate of convergence in L2-norm of Y nv − Yv and Znv −Zv for
each v ∈ [0, T ) (see Theorem 3.1). Basically, we get that the L2-norm of the error on Y is of order
h
α
4 and the L2-norm of the error on Z is of order h
α
4√
T−v . The proof of this result is based on several
ingredients. In particular, we need some estimates on the bound of the first and second derivatives
of the solution of the PDE associated to the BSDE (1). We establish these bounds in the case of a
forward backward SDE (FBSDE for short) whose terminal condition satisfies the Hölder continuity
condition (3). This result extends Zhang [36, Theorem 3.2].
The rest of the paper is organized as follows. Section 2 introduces notations, assumptions and the
representation for Z and Zn based on the Malliavin weights. Section 3 states the rate of convergence
of the error on Y and Z in L2-norm, which is the main result of the paper. Section 4 presents
numerical simulations and Section 5 recalls some properties of Malliavin weights, of the regularity
of solutions to FBSDEs with a locally Hölder continuous terminal condition function and states
some properties of the solutions to the PDEs associated to these FBSDEs.
2 Preliminaries
This section is dedicated to notations, assumptions and the representation of Z and Zn using the
Malliavin weights.
2
Notation:
• Gk := σ(εi : 1 ≤ i ≤ k) and G0 = {∅,Ω}. The associated discrete-time random walk (Bntk)nk=0
is (Gk)nk=0-adapted.
• ‖ · ‖p := ‖ · ‖Lp(P) for p ≥ 1 and for p = 2 simply ‖ · ‖. constant.
Assumption 2.1.
• g is locally Hölder continuous with order α ∈ (0, 1] and polynomially bounded (p0 ≥ 0, Cg > 0)
in the following sense
∀(x, y) ∈ R2, |g(x)− g(y)| ≤ Cg(1 + |x|p0 + |y|p0)|x− y|α. (3)
• The function [0, T ]× R3 : (t, x, y, z) 7→ f(t, x, y, z) satisfies
|f(t, x, y, z)− f(t′, x′, y′, z′)| ≤ Lf (
√
t− t′ + |x− x′|+ |y − y′|+ |z − z′|). (4)
Notice that (3) implies
|g(x)| ≤ K(1 + |x|p0+1) =: Ψ(x). (5)
In the rest of the paper, the study of the error (Y n − Y,Zn − Z) will either rely on (2) or on its
integral version:
Y ns = g(BnT ) +
∫
(s,T ]
f(r,Bnr− , Y nr− , Znr−)d[Bn, Bn]r −
∫
(s,T ]
Znr−dB
n
r , 0 ≤ s ≤ T, (6)
where the backward equation (6) arises from (2) by setting Y nr := Y ntm and Znr := Zntm for r ∈
[tm, tm+1). For n large enough, (6) has a unique solution (Y n, Zn), and (Y ntm , Zntm)
n−1
m=0 is adapted
to the filtration (Gm)n−1m=0. Let us now introduce the Malliavin representations for Z and Zn. They
are the cornerstone of our study of the error on Z.
2.1 Representations for Z and Zn
We will use the representation (see Ma and Zhang [28, Theorem 4.2])
Zt = Et
(
g(BT )N tT +
∫ T
t
f(s,Bs, Ys, Zs)N tsds
)
, 0 ≤ t ≤ T, (7)
where Et[·] = E[·|Ft], and for all s ∈ (t, T ] we have
N ts :=
Bs −Bt
s− t .
Lemma 2.2. Suppose that Assumption 2.1 holds. Then the process Zn given by (6) has the repre-
sentation
Zntk = Ek
(
g(BnT )
Bntn −Bntk
tn − tk
)
+ Ek
h n−1∑
m=k+1
f(tm+1, Bntm , Y
n
tm , Z
n
tm)
Bntm −Bntk
tm − tk
 (8)
for k = 0, 1, . . . , n− 1, where Ek[ · ] := E[ · |Gk].
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Proof. We multiply equation (2) by εk+1 and take the conditional expectation with respect to Gk.
Since (Y ntk , Z
n
tk
) is Gk-measurable, it holds for 0 ≤ k ≤ n− 1 that
Ek
(
Y ntkεk+1
)
= Ek (g(BnT )εk+1) + hEk
(
n−1∑
m=k
f(tm+1, Bntm , Y
n
tm , Z
n
tm)εk+1
)
−
√
hEk
(
n−1∑
m=k
Zntmεm+1εk+1
)
=
√
hEk
(
g(BnT )
Bntn −Bntk
tn − tk
)
+ h3/2
n−1∑
m=k+1
Ek
(
f(tm+1, Bntm , Y
n
tm , Z
n
tm)
Bntm −Bntk
tm − tk
)
−
√
hZntk , (9)
where the l.h.s. is equal to zero. Indeed, for m ≥ k + 1, we have
Ek(Zntmεm+1εk+1) = Ek(Z
n
tmεk+1Emεm+1) = 0,
and for m = k it holds Ek(Zntkε
2
k+1) = Zntk . Moreover, the fact that B
n
T =
√
h
∑n−1
m=0 εm+1, where
(εm)m=1,2... are i.i.d., yields
Ek (g(BnT )εk+1) = Ek
(
g(BnT )
n−1∑
m=k
εk+1
n− k
)
= Ek
(
g(BnT )
n−1∑
m=k
εm+1
n− k
)
=
√
hEk
(
g(BnT )
Bntn −Bntk
tn − tk
)
.
Similarly, for m ≥ k + 1, we get (using [5, Proposition 5.1], where it is stated that both Y ntm and
Zntm can be represented as functions of tm and Bntm)
Ek
(
f(tm+1, Bntm , Y
n
tm , Z
n
tm)εk+1
)
=
√
hEk
(
f(tm+1, Bntm , Y
n
tm , Z
n
tm)
Bntm −Bntk
tm − tk
)
.
It remains to divide (9) by
√
h and rearrange.
3 Main result
This section is devoted to the main result of the paper: the rate of the L2-convergence of (Y n, Zn)
to (Y, Z). The proof will rely on the fact that the random walk Bn can be constructed from the
Brownian motion B by Skorohod embedding. Let τ0 := 0 and define
τk := inf{t > τk−1 : |Bt −Bτk−1 | =
√
h}, k ≥ 1.
Then (Bτk −Bτk−1)∞k=1 is a sequence of i.i.d. random variables with
P(Bτk −Bτk−1 = ±
√
h) = 12 ,
which means that
√
hεk
d= Bτk − Bτk−1 . We will use this random walk for our approximation, i.e.
we will require
Bnt =
[t/h]∑
k=1
(Bτk −Bτk−1), 0 ≤ t ≤ T. (10)
Properties satisfied by τk and Bτk are stated in Lemma A.1. We will denote by Eτk the conditional
expectation w.r.t. Fτk .
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Theorem 3.1. Let Assumption 2.1 hold. If Bn satisfies (10) then we have (for sufficiently large
n) that
E|Yv − Y nv |2 ≤ C0h
α
2 for v ∈ [0, T ),
E|Zv − Znv |2 ≤ C0
h
α
2
T − tk + C1
h
α
2
(T − v)1−α2 1v 6=tk for v ∈ [tk, tk+1), k = 0, ..., n− 1,
where we have the dependencies C0 = C(T, p0, Lf , Cg, Cy5.3, Cz5.3,Kf , c5.4, α), C1 = C(T, p0, Cz5.3, α)
and Kf := sup0≤t≤T |f(t, 0, 0, 0)|.
Remark 3.2. Theorem 3.1 implies that
sup
v∈[0,T )
E|Yv − Y nv |2 ≤ C0h
α
2 and E
∫ T
0
|Zv − Znv |2dv ≤ C(C0, C1, β)hβ for β ∈ (0, α2 ).
Proof of Theorem 3.1. Let u : [0, T )×R→ R be the solution of the PDE associated to (1). Since
by Theorem 5.4
Ys = u(s,Bs), Zs = ux(s,Bs), a.s.
we introduce
F (s, x) := f(s, x, u(s, x), ux(s, x)),
so that F (s,Bs) = f(s,Bs, Ys, Zs). We first give some properties satisfied by F .
Lemma 3.3. If Assumption 2.1 holds then F is a Lipschitz continuous and polynomially bounded
function in x :
|F (t, x1)− F (t, x2)| ≤ C(T, Lf , c2,35.4)(1 + |x1|p0+1 + |x2|p0+1)
|x1 − x2|
(T − t)1−α2 ,
|F (t, x)| ≤ C(T, Lf , c1,25.4,Kf )
Ψ(x)
(T − t) 1−α2
,
where Ψ(x) is given in (5).
Proof of Lemma 3.3. Thanks to the mean value theorem and Theorem 5.4-(ii-c) and (iii-b) we have
for x1, x2 ∈ R that there exist ξ1, ξ2 ∈ [min{x1, x2},max{x1, x2}] such that
|F (t, x1)− F (t, x2)| = |f(t, x1, u(t, x1), ux(t, x1))− f(t, x2, u(t, x2), ux(t, x2))|
≤ Lf (|x1 − x2|+ |u(t, x1)− u(t, x2)|+ |ux(t, x1)− ux(t, x2)|)
≤ Lf
(
1 + c
2
5.4Ψ(ξ1)
(T − t) 1−α2
+ c
3
5.4Ψ(ξ2)
(T − t)1−α2
)
|x1 − x2|
≤ C(T, Lf , c2,35.4)(1 + |x1|p0+1 + |x2|p0+1)
|x1 − x2|
(T − t)1−α2 .
The second inequality can be shown similarly.
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For the estimate of E|Ytk − Y ntk |2 we will use (1) and (2): Since Y ntk is Fτk -measurable we have
‖Ytk − Y ntk‖ ≤ ‖Etkg(BT )− Eτkg(BnT )‖
+
∥∥∥∥∥Etk
∫ T
tk
f(s,Bs, Ys, Zs)ds− hEτk
n−1∑
m=k
f(tm+1, Bntm , Y
n
tm , Z
n
tm)
∥∥∥∥∥ . (11)
We frequently express conditional expectations with the help of an independent copy of B denoted
by B˜, for example Etg(BT ) = E˜g(Bt + B˜T−t).
By (3) and Lemma A.1,
‖Etkg(BT )− Eτkg(BnT )‖2 = E|E˜g(Btk + B˜T−tk)− E˜g(Bτk + B˜τ˜n−k)|2
≤ (EE˜(Ψ1)4) 12 (EE˜|Btk −Bτk + B˜T−tk − B˜τ˜n−k |4α)
1
2
≤ C(Cg, T, p0)((E|Btk −Bτk |4α)
1
2 + (E|BT−tk −Bτn−k |4α)
1
2 )
≤ C(Cg, T, p0)hα2 , (12)
where Ψ1 := Cg(1 + |Btk + B˜T−tk |p0 + |Bτk + B˜τ˜n−k |p0). To estimate the other term in (11) we
consider the decomposition
Etkf(s,Bs, Ys, Zs)− Eτkf(tm+1, Bntm , Y ntm , Zntm)
= (Etkf(s,Bs, Ys, Zs)− Etkf(tm, Btm , Ytm , Ztm)) + (EtkF (tm, Btm)− EτkF (tm, Bτm))
+(EτkF (tm, Bτm)− EτkF (tm, Btm)) + (Eτkf(tm, Btm , Ytm , Ztm)− Eτkf(tm+1, Bntm , Y ntm , Zntm))
=: D1(s,m) +D2(m) + ...+D4(m)
so that ∥∥∥∥∥Etk
∫ T
tk
f(s,Bs, Ys, Zs)ds− hEτk
n−1∑
m=k
f(tm+1, Bntm , Y
n
tm , Z
n
tm)
∥∥∥∥∥
≤
n−1∑
m=k
(∥∥∥∥∫ tm+1
tm
D1(s,m)ds
∥∥∥∥+ h 4∑
i=2
‖Di(m)‖
)
.
For D1 we have by Theorem 5.3 that
‖D1(s,m)‖ ≤ Lf (
√
s− tm + ‖Bs −Btm‖+ ‖Ys − Ytm‖+ ‖Zs − Ztm‖)
≤ C(T, Lf , Cy5.3, Cz5.3, p0) (T − s)
α−2
2 h
1
2 , (13)
where the last inequality follows from ‖Bs −Btm‖ =
√
s− tm ≤ h 12 for s ∈ [tm, tm+1] and
‖Ys − Ytm‖+ ‖Zs − Ztm‖ ≤ (EΨ(Btm)2)
1
2
(
Cy5.3
(∫ s
tm
(T − r)α−1dr
) 1
2
+ Cz5.3
(∫ s
tm
(T − r)α−2dr
) 1
2
)
≤ C(T,Cy5.3, Cz5.3, p0)
√
s− tm((T − s)
α−1
2 + (T − s)α−22 ).
We bound D2 using Lemma 3.3 and Lemma A.1. Similar to (12) we conclude (setting Ψ2 :=
1 + |Btk + B˜tm−k |p0+1 + |Bτk + B˜τ˜m−k |p0+1) that
‖D2(m)‖ =
(
E |EtkF (tm, Btm)− EτkF (tm, Bτm)|2
) 1
2
6
≤ C(T, Lf , c2,35.4)(EE˜Ψ42)
1
4
1
(T − tm)1−α2
(tkh+ tm−kh)
1
4
≤ C(T, p0, Lf , c2,35.4)
1
(T − tm)1−α2
h
1
4 .
For D3 we apply again Lemma 3.3 and Lemma A.1,
‖D3(m)‖ ≤ ‖F (tm, Btm)− F (tm, Bτm)‖ ≤ C(T, Lf , c2,35.4)
1
(T − tm)1−α2
‖Ψ3 |Btm −Bτm |‖
≤ C(T, p0, Lf , c2,35.4)
1
(T − tm)1−α2
h
1
4 ,
where Ψ3 := 1 + |Btm |p0+1 + |Bτm |p0+1. For the last term D4 we get
‖D4(m)‖ ≤ Lf (h
1
2 + ‖Btm −Bntm‖+ ‖Ytm − Y ntm‖+ ‖Ztm − Zntm‖).
Finally, using the estimates for the terms D1(s,m), D2(m), ..., D4(m) we arrive at
‖Ytk − Y ntk‖ ≤ C(Cg, T, p0)h
α
4 + C(T, Lf , Cy5.3, Cz5.3, p0)h
1
2
∫ T
tk
(T − s)α−22 ds
+C(T, p0, Lf , c2,35.4)h
1
4
n−1∑
m=k
h
(T − tm)1−α2
+ hLf
n−1∑
m=k
(‖Ytm − Y ntm‖+ ‖Ztm − Zntm‖)
≤ C(Cg, T, p0, Lf , c2,35.4, Cy5.3, Cz5.3)h
α
4 + hLf
n−1∑
m=k
(‖Ytm − Y ntm‖+ ‖Ztm − Zntm‖). (14)
For ‖Ztk − Zntk‖ we exploit the representations (7) and (8) and estimate
‖Ztk − Zntk‖ ≤
1
T − tk ‖Etkg(BT )(BT −Btk)− Eτkg(Bτn)(Bτn −Bτk)‖
+
∥∥∥Etk
(∫ T
tk+1
f(s,Bs, Ys, Zs)
Bs −Btk
s− tk ds
)
−Eτk
h n−1∑
m=k+1
f(tm+1, Bntm , Y
n
tm , Z
n
tm)
Bntm −Bntk
tm − tk
∥∥∥
+
∥∥∥Etk ∫ tk+1
tk
f(s,Bs, Ys, Zs)
Bs −Btk
s− tk ds
∥∥∥.
Then, similar to (12), we have for the terminal condition by Lemma A.1 that
‖Etk [g(BT )(BT −Btk)]− Eτk [g(Bτn)(Bτn −Bτk)]‖
= ‖E˜[g(Btk + B˜T−tk)− g(Btk)](B˜T−tk − B˜τ˜n−k) + E˜[g(Btk + B˜T−tk)− g(Bτk + B˜τ˜n−k)]B˜τ˜n−k‖
≤ C(Cg, T, p0)h 14 (T − tk)
α
2 +
1
4 + C(Cg, T, p0)h
α
4 (T − tk)
1
2 ≤ C(Cg, T, p0)hα4 (T − tk)
1
2 .
Here we have used that E˜[g(Btk)(B˜T−tk−B˜τ˜n−k)] = 0. The term E˜[g(Btk+B˜T−tk)−g(Btk)](B˜T−tk−
B˜τ˜n−k) provides us with the factor (T − tk)
α
2 ((T − tk)h) 14 . For the next term of the estimate of
‖Ztk − Zntk‖ we use for s ∈ [tm, tm+1), where m ≥ k + 1, the decomposition
Etkf(s,Bs, Ys, Zs)(Bs −Btk)
s− tk −
Eτkf(tm+1, Bntm , Y ntm , Zntm)(Bntm −Bntk)
tm − tk
7
= Etkf(s,Bs, Ys, Zs)(Bs −Btk)
s− tk −
Etkf(tm, Btm , Ytm , Ztm)(Btm −Btk)
tm − tk
+EtkF (tm, Btm)(Btm −Btk)
tm − tk −
EτkF (tm, Bτm)(Bτm −Bτk)
tm − tk
+Eτk
[
[F (tm, Bτm)− F (tm, Btm)]
Bτm −Bτk
tm − tk
]
+Eτk
[
[f(tm, Btm , Ytm , Ztm)− f(tm+1, Bntm , Y ntm , Zntm)]
Bntm −Bntk
tm − tk
]
=: T1(s,m) + T2(m) + ...+ T4(m).
Then by the conditional Hölder inequality and by (13) as well as by Lemma 3.3 we have
‖T1(s,m)‖ ≤ ‖D1(s,m)‖‖Bs −Btk‖
s− tk + ‖f(tm, Btm , Ytm , Ztm)‖
∥∥∥∥Bs −Btks− tk − Btm −Btktm − tk
∥∥∥∥
≤ C(T, Lf , Cy5.3, Cz5.3, p0) (T − s)
α−2
2
h
1
2√
s− tk
+C(T, Lf , c1,25.4,Kf )
(EΨ(Btm)2)
1
2
(T − tm) 1−α2
×
(‖Bs −Btm‖
s− tk + ‖Btm −Btk‖
∣∣∣∣ 1s− tk − 1tm − tk
∣∣∣∣)
≤ C(T, Lf ,Kf , Cy5.3, Cz5.3, c1,25.4, p0)(T − s)
α−2
2
h
1
4
(s− tk) 34
.
Indeed,
‖Bs −Btm‖
s− tk + ‖Btm −Btk‖
∣∣∣∣ 1s− tk − 1tm − tk
∣∣∣∣ ≤
√
s− tm
s− tk +
√
tm − tk(s− tm)
(s− tk)(tm − tk) ≤ C
h
1
4
(s− tk) 34
,
where the last inequality follows from s−tm ≤ tm+1−tm = h and h ≤ tm−tk ≤ s−tk.We estimate
T2 with the help of Lemma 3.3 and Lemma A.1 as follows :
‖T2(m)‖ ≤ ‖D̂2(m)‖‖Btm −Btk‖
tm − tk + ‖F (tm, Bτm)‖
‖Btm−k −Bτm−k‖
tm − tk
≤ C(T, p0, Lf ,Kf , c5.4) 1(T − tm)1−α2
h
1
4
(tm − tk) 34
.
Here D̂2(m) := (E˜|F (tm, Btk + B˜tm−k)−F (tm, Bτk + B˜τ˜m−k)|2)
1
2 which can be estimated as D2(m).
For T3 the conditional Hölder inequality and Lemma A.1 yield
‖T3(m)‖ ≤ ‖D̂3(m)‖
∥∥∥∥Bτm −Bτktm − tk
∥∥∥∥ ≤ C(T, p0, Lf , c2,35.4) 1(T − tm)1−α2 h
1
4
(tm − tk) 12
,
where D̂3(m) := F (tm, Bτm)− F (tm, Btm) is estimated as D3(m). Finally,
‖T4(m)‖ ≤ Lf (h
1
2 + ‖Btm −Bntm‖+ ‖Ytm − Y ntm‖+ ‖Ztm − Zntm‖)
1√
tm − tk .
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For the estimate of
∥∥∥Etk ∫ tk+1tk f(s,Bs, Ys, Zs)Bs−Btks−tk ds∥∥∥ one notices that by the conditional Hölder
inequality,
‖Etkf(s,Bs, Ys, Zs)Bs−Btks−tk ‖ = ‖Etk [(f(s,Bs, Ys, Zs)− f(s,Btk , Ytk , Ztk))
Bs−Btk
s−tk ]‖
≤ ‖f(s,Bs, Ys, Zs)− f(s,Btk , Ytk , Ztk)‖
1√
s− tk
≤ C(T, Lf , Cy5.3, Cz5.3, p0) (T − s)
α−2
2
h
1
2√
s− tk ,
where the last inequality follows in the same way as in (13). Consequently, we have
‖Ztk − Zntk‖ ≤
C(Cg, T, p0)
(T − tk) 12
h
α
4 + C(T, Lf ,Kf , Cy5.3, Cz5.3, c
1,2
5.4, p0)
∫ T
tk
ds
(T − s)1−α2 (s− tk) 34
h
1
4
+C(T, p0, Lf ,Kf , c5.4)h
n−1∑
m=k+1
1
(T − tm)1−α2
h
1
4
(tm − tk) 34
+Lfh
n−1∑
m=k+1
(‖Btm −Bntm‖+ ‖Ytm − Y ntm‖+ ‖Ztm − Zntm‖)
1√
tm−k
.
Lemma A.2 enables to bound the second and third term of the r.h.s. by C h
1
4
(T−tk)
3
4−
α
2
B(α2 ,
1
4), which
is bounded by C h
α
4
(T−tk)
1
2−
α
4
. Thus we get
‖Ztk − Zntk‖ ≤
C0 h
α
4
(T − tk) 12
+ Lfh
n−1∑
m=k+1
(‖Ytm − Y ntm‖+ ‖Ztm − Zntm‖)
1√
tm−k
.
Then we use (14) and the above estimate to get
‖Ytk − Y ntk‖+ ‖Ztk − Zntk‖ ≤
C0 h
α
4
(T − tk) 12
+ C(Lf )h
n−1∑
m=k+1
(‖Ytm − Y ntm‖+ ‖Ztm − Zntm‖)
1√
tm−k
.
If this inequality is iterated, one gets a shape where the Gronwall lemma applies. Indeed, setting
am := (‖Ytm − Y ntm‖+ ‖Ztm − Zntm‖) one has to consider the double sum
n−1∑
m=k+1
 n−1∑
l=m+1
al
h√
tl−m
 h√
tm−k
= h
n−1∑
l=k+1
 l−1∑
m=k+1
h√
tm−k
√
tl−m
 al ≤ Ch n−1∑
l=k+1
al.
Consequently,
‖Ytk − Y ntk‖+ ‖Ztk − Zntk‖ ≤
C0 h
α
4
(T − tk) 12
which gives the bound on the error on Z. Moreover, (14) yields
‖Ytk − Y ntk‖ ≤ C0 h
α
4 .
If v ∈ [tk, tk+1), we have by Theorem 5.3 that
‖Yv − Y nv ‖ ≤ ‖Yv − Ytk‖+ ‖Ytk − Y ntk‖ ≤ C(Cy5.3, T, p0)
(∫ v
tk
(T − r)α−1dr
) 1
2
+ ‖Ytk − Y ntk‖,
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‖Zv − Znv ‖ ≤ ‖Zv − Ztk‖+ ‖Ztk − Zntk‖ ≤ C(Cz5.3, T, p0)
(∫ v
tk
(T − r)α−2dr
) 1
2
+ ‖Ztk − Zntk‖,
where ∫ v
tk
(T − r)α−1dr ≤ 1
α
(v − tk)α ≤ 1
α
hα
and∫ v
tk
(T − r)α−2dr ≤ 1
(T − v)1−α2
∫ v
tk
(T − r)α2−1dr ≤ 1
(T − v)1−α2
2
α
(v − tk)
α
2 ≤ 2
α
h
α
2
(T − v)1−α2 .
4 Numerical simulations
This section deals with the algorithm used to compute (Y ntk , Z
n
tk
)k=0,··· ,n and numerical experiments
for three different terminal conditions. In each case the exact solution is available and we are able
to compute the error (Y n − Y, Zn − Z) in L2-norm.
4.1 Simulation of (τ1, · · · , τn) and Bn
In order to simulate (τ1, · · · , τn), we use the fact that
τ0 = 0 and ∀k ≥ 1, τk = τk−1 + σk,
where (σk)1≤n is an i.i.d. sequence whose common law σ represents the first exit time of the
Brownian motion B of the interval [−√h,√h],
σ := inf{t > 0 : |Bt| =
√
h}
From the book of Borodin and Salminen [4], we have that the Laplace transform of σ is given by
E(e−λσ) = 1cosh(√2λh) .
Let F denote the cumulative distribution function of σ. It holds E(e−λσ) = λFˆ (λ), where Fˆ is the
Laplace transform of F . Then, to obtain F , it remains to inverse numerically its Laplace transform.
Once we have F , we simulate the sequence (σk)1≤k≤n by following the steps of Algorithm 1.
Algorithm 1 Simulation of the sequence (τ1, · · · , τn)
Simulate one vector with uniform law (U1, · · · , Un)
τ0 = 0
for k = 1 : n do
Compute σk := F−1(Uk)
Define τk = τk−1 + σk
end for
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4.2 Simulation of Bn
In order to get the trajectory Bnt1 , · · · , Bntn (Bnt0 = 0), we simulate an i.i.d. Bernoulli sequence
(ξk)1≤k≤n i.e. P(ξk = ±1) = 12 . Then
Bntk+1 =
{
Bntk +
√
h if ξk = 1
Bntk −
√
h otherwise. (15)
4.3 Simulation of (Y n, Zn)
Since Bn is built using the random walk (15), it can be represented by a recombining binomial tree.
Both (Y ntk)0≤k≤n and (Z
n
tk
)0≤k≤n−1 can then also be represented as a recombining binomial tree.
Since Y ntn = g(Bntn), we solve backward in time the BSDE by following these equalities, ensuing from
(2) (Y ntk has been replaced by Y
n
tk+1 in the generator term, but the error induced by this modification
is smaller than the ones we consider)
Zntk =
1√
h
Eτk(Y ntk+1εk+1),
Y ntk = Eτk(Y
n
tk+1 + hf(tk+1, B
n
tk
, Y ntk+1 , Z
n
tk
)).
4.4 Study of the error E|Y ntk − Ytk |2 and E|Zntk − Ztk |2
In this subsection we assume that we are able to compute the exact solution (Y,Z). We want to
study numerically the convergence in n of E|Y ntk − Ytk |2 and E|Zntk − Ztk |2, where (Y,Z) solves (1)
and (Y n, Zn) solves (6). To do so, we approximate the error E|Antk − Atk |2 (A = Y or A = Z) by
Monte Carlo:
E|Antk −Atk |2 ∼
1
M
M∑
m=1
|An,mtk −Amtk |2 := EA (16)
1. For each Monte Carlo simulation, we pick at random one sequence (ξ1, · · · , ξn) (which gives
the value of (Bnt1 , · · · , Bntn)) and one sequence (τ1, · · · , τn).
2. From the sequence (ξ1, · · · , ξn) we get the trajectory of Y n, including Y ntk .
3. From the sequence (Bτ1 , · · · , Bτn) (which is equal to (Bnt1 , · · · , Bntn)), we compute Btk by
using the Brownian bridge method. We deduce (Ytk , Ztk) as functions of Btk .
In the following experiments, we plot the logarithm of the errors EY and EZ (defined in (16)) w.r.t.
log(n). From Theorem 3.1, we get that log(EY ) and log(EZ) decrease as −α2 log(n). By using a
linear regression, we compute the slope of the line solving the least square problem and compare it
to −α2 .
4.5 Numerical Experiment
4.5.1 Case g(x) = eT+x and f(y, z) = y + z
We consider the BSDE with terminal condition g(x) = eT+x and driver f(y, z) = y + z. In this
case, we know that Yt = eT+Bt+
5
2 (T−t). We run M = 20000 Monte Carlo simulations.
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Figure 1: log(error on Y) w.r.t. log(n) - f(y, z) = y + z - g(x) = eT+x
Figure 2: log(error on Z) w.r.t. log(n) - f(y, z) = y + z - g(x) = eT+x
Figure 1 (resp. Figure 2) represents log(error on Y) (the error is defined by (16)) (resp. log(error
on Z)) with respect to log(n). For the Y case, the slope ensuing from the linear regression is −0.53.
Even though g(x) = eT+x does not satisfy (3), g is locally Lipschitz continuous, and the outcome
seems to be consistent with Theorem 3.1 for α = 1. For the Z case, we get the slope −0.61.
4.5.2 Case g(x) = x2 and f(y, z) = y + z
In that case, we know that Yt = eT−t((Bt − (T − t))2 + T − t) and Zt = 2eT−t(Bt − (T − t)). We
run M = 20000 Monte Carlo simulations.
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Figure 3: log(error on Y ) as a function of log(n) - f(y, z) = y + z - g(x) = x2
Figure 4: log(error on Z) as a function of log(n) - f(y, z) = y + z - g(x) = x2
Figure 3 represents log(error on Y ) with respect to log(n). The slope of the linear regression
is −0.465. Figure 4 represents log(error on Z) with respect to log(n). The slope of the linear
regression is −0.48. The results are then consistent with Theorem 3.1.
4.5.3 Case g(x) =
√|x| and f(y, z) = y + z
In that case, we know that Yt = e
T−t
2 E˜(
√
|B˜T−t +Bt|eB˜T−t). We run M = 20000 Monte Carlo
simulations.
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Figure 5: log(error on Y ) as a function of log(n) - f(y, z) = y + z - g(x) =
√|x|
Figure 5 represents log(error on Y ) with respect to log(n). The slope of the linear regression −0.56.
Here we notice that the modulus of the slope we get is larger than 14 , the upper bound obtained in
that case in Theorem 3.1.
5 Some properties of solutions to PDEs and BSDEs
In the following we recall and prove results for FBSDEs with a general forward process, even
though we apply them in the present paper only for the case where the forward process is just
the Brownian motion. Restricting ourselves to the case of Brownian motion would not shorten the
proofs considerably. Let us consider the following SDE started in (t, x),
Xt,xs = x+
∫ s
t
b(r,Xt,xr )dr +
∫ s
t
σ(r,Xt,xr )dBr, 0 ≤ t ≤ s ≤ T, (17)
where b and σ satisfy
Assumption 5.1.
1. b, σ ∈ C0,2b ([0, T ] × R), in the sense that the derivatives of order k = 0, 1, 2 w.r.t. the space
variable are continuous and bounded on [0, T ]× R,
2. the first and second derivatives of b and σ w.r.t. the space variable are assumed to be γ-Hölder
continuous (for some γ ∈ (0, 1], w.r.t. the parabolic metric d((x, t), (x′, t′)) = (|x− x′|2 + |t−
t′|) 12 on all compact subsets of [0, T ]× R,
3. b, σ are 12 -Hölder continuous in time, uniformly in space,
4. σ(t, x) ≥ δ > 0 for all (t, x).
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5.1 Malliavin weights
In this section we recall the Malliavin weights and their properties from [22, Subsection 1.1 and
Remark 3].
Lemma 5.2. Let H : R → R be a polynomially bounded Borel function. If Assumption 5.1 holds
and Xt,x is given by (17), then setting
G(t, x) := EH(Xt,xR )
implies that G ∈ C1,2([0, R)× R). Especially it holds for 0 ≤ t ≤ r < R ≤ T that
∂xG(r,Xt,xr ) = E[H(X
t,x
R )N
r,1,(t,x)
R |F tr], and ∂2xG(r,Xt,xr ) = E[H(Xt,xR )N r,2,(t,x)R |F tr],
where (F tr)r∈[t,T ] is the augmented natural filtration of (Bt,0r )r∈[t,T ],
N
r,1,(t,x)
R =
1
R− r
∫ R
r
∇Xt,xs
σ(s,Xt,xs )∇Xt,xr
dBs and N r,2,(t,x)R =
N
ρ,1,(t,x)
R ∇Xt,xR N r,1,(t,x)ρ +∇Nρ,1,(t,x)R
∇Xt,xr
,
with ρ := r+R2 . Moreover, for q ∈ (0,∞) it holds a.s.
(E[|N r,i,(t,x)R |q|F tr])
1
q ≤ κq
(R− r) i2
, (18)
and E[N r,i,(t,x)R |F tr] = 0 a.s. for i = 1, 2. Finally, we have
‖∂xG(r,Xt,xr )‖Lp(P) ≤ κq
‖H(Xt,xR )− E[H(Xt,xR )|F tr]‖Lp(P)√
R− r
and
‖∂2xG(r,Xt,xr )‖Lp(P) ≤ κq
‖H(Xt,xR )− E[H(Xt,xR )|F tr]‖Lp(P)
R− r
for 1 < q, p <∞ with 1p + 1q = 1.
5.2 Regularity of solutions to BSDEs
Let us now consider the FBSDE
Y t,xs = g(X
t,x
T ) +
∫ T
s
f(r,Xt,xr , Y t,xr , Zt,xr )dr −
∫ T
s
Zt,xr dBr, 0 ≤ t ≤ s ≤ T, (19)
where Xt,x is the process satisfying (17). The following result is taken from [22, Theorem 1]. We
reformulate it here for the simple situation where we need it. On the other hand, we will use Pt,x
and are interested in an estimate for all (t, x) ∈ [0, T )× R.
Theorem 5.3. Let Assumption 2.1 and 5.1 hold. Then for any p ∈ [2,∞) the following assertions
are true.
(i) There exists a constant Cy5.3 > 0 such that for 0 ≤ t < s < T and x ∈ R,
‖Ys − Yt‖Lp(Pt,x) ≤ Cy5.3Ψ(x)
(∫ s
t
(T − r)α−1dr
) 1
2
,
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(ii) There exists a constant Cz5.3 > 0 such that for 0 ≤ t < s < T and x ∈ R,
‖Zs − Zt‖Lp(Pt,x) ≤ Cz5.3Ψ(x)
(∫ s
t
(T − r)α−2dr
) 1
2
.
The constants Cy5.3 and Cz5.3 depend on Kf , Lf , Cg, c
1,2
5.4, T, p0, b, σ, κq and p.
Proof of Theorem 5.3. (i) First we follow the step [22, Theorem 1, proof of (C2l) =⇒ (C3l)]. We
conclude from the linear growth |f(r, x, y, z)| ≤ Lf (|x|+ |y|+ |z|) +Kf and from the Burkholder-
Davis-Gundy inequality with constant ap > 0 that
‖Ys − Yt‖Lp(Pt,x)
=
∥∥∥∥∫ s
t
f(r,Xr, Yr, Zr)dr −
∫ s
t
ZrdBr
∥∥∥∥
Lp(Pt,x)
≤ Kf (s− t) + Lf
∫ s
t
‖Xr‖Lp(Pt,x) + ‖Yr‖Lp(Pt,x) + ‖Zr‖Lp(Pt,x)dr + ap
(∫ s
t
‖Zr‖2Lp(Pt,x)dr
) 1
2
.
We then use (i) and (ii) of Theorem 5.4 below to get
‖Ys − Yt‖Lp(Pt,x)
≤ Kf (s− t) + C(T, Lf , c1,25.4, p, b, σ, p0)Ψ(x)
[ ∫ s
t
(
1 + (T−r)α−12
)
dr +
(∫ s
t
(T−r)α−1dr
) 1
2
]
.
(ii) Here one can follow [22, Theorem 1, proof of (C4l) =⇒ (C1l)].
Step 1: We first assume additionally that f : [0, T ] × R3 → R is continuously differentiable in x,
y, and z with uniformly bounded derivatives as it was assumed for [22, Theorem 1]. To take the
dependency on x into consideration which arises since we use Pt,x, it suffices to replace everywhere in
the proof in [22] the constant cBΘp,∞ by C(T,Cg, σ, b, p, p0)Ψ(x). The constant C
z
5.3 depends moreover
on Lf and κq.
Step 2: Now let f be as in Assumption 5.1. In [22, Theorem 1, proof of (C4l) =⇒ (C1l)] a
linear BSDE is used which describes the behaviour of the process Z minus its counterpart where
the generator is identically 0. Here the partial derivatives of fx, fy, fz appear but only their uniform
bound is needed in the estimates. Hence if f satisfies (4), we can use mollifying as explained in
(25) below (one may choose N = ∞). Since |∂xf ε(t, x, y, z)|, |∂yf ε(t, x, y, z)| and |∂zf ε(t, x, y, z)|
are bounded by Lf we conclude from Step 1 that for all ε > 0 the process Zε corresponding to f ε
satisfies
‖Zεs − Zεt ‖Lp(Pt,x) ≤ Cz5.3Ψ(x)
(∫ s
t
(T − r)α−2dr
) 1
2
(20)
for p ≥ 2. Especially, the family {|Zεs − Zεt |q : ε > 0} is then uniformly integrable provided that
q < p. By an a priori estimate (cf. [6, Lemma 3.1]) we have that
E
∫ T
0
|Zr − Zεr |2dr ≤ C
∫ T
0
sup
x,y,z
|f(r, x, y, z)− f ε(r, x, y, z)|2dr ≤ Cε2TL2f .
Fubini’s theorem implies that there exists a sequence εm → 0 and a measurable set N ⊆ [0, T ] of
Lebesgue measure zero, such that limm→∞ E|Zr − Zεmr |2 = 0 for all r ∈ [0, T ] \ N. Consequently,
for any q < p and all t, s ∈ [0, T ] \N with t < s,
‖Zs − Zt‖Lq(Pt,x) ≤ Cz5.3Ψ(x)
(∫ s
t
(T − r)α−2dr
) 1
2
.
The assertion follows for all q ≥ 2 since (20) holds for all p ∈ [2,∞). Since by Theorem 5.4 (ii) the
process Z does have a continuous version, we finally get the assertion for all t < s.
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5.3 Properties of the associated PDE
We collect in the theorem below properties of the solution to the PDE which are mainly known.
The new part concerns ∂2xu. For Lipschitz continuous g, the behaviour of ∂2xu has been studied in
[37]. General results related to this topic can be found in [20].
Theorem 5.4. Consider the FBSDE (19) and let Assumptions 2.1 and 5.1 hold. Then for the
solution u of the associated PDE
ut(t, x) + σ
2(t,x)
2 uxx(t, x) + b(t, x)ux(t, x) + f(t, x, u(t, x), σ(t, x)ux(t, x)) = 0,
t ∈ [0, T ), x ∈ R,
u(T, x) = g(x), x ∈ R
we have
(i) Yt = u(t,Xt) where u(t, x) = Et,x
(
g(XT ) +
∫ T
t f(r,Xr, Yr, Zr)dr
)
and |u(t, x)| ≤ c15.4Ψ(x)
with Ψ given in (5), where c15.4 depends on Cg, T, p0, Lf ,Kf and on the bounds and Lipschitz
constants of b and σ.
(ii) ux exists,
ux(t, x) = Et,x
(
g(XT )N t,1T +
∫ T
t
f(r,Xr, Yr, Zr)N t,1r dr
)
, (21)
and
(a) ux is continuous in [0, T )× R,
(b) Zt,xs = ux(s,Xt,xs )σ(s,Xt,xs ),
(c) |ux(t, x)| ≤ c
2
5.4Ψ(x)
(T−t) 1−α2
,
where c25.4 depends on Cg, T, p0, κ2, Lf ,Kf and on the bounds and Lipschitz constants of b and
σ.
(iii) uxx exists,
uxx(t, x) = Et,x
(
g(XT )N t,2T +
∫ T
t
[f(r,Xr, Yr, Zr)− f(r,Xt, Yt, Zt)]N t,2r dr
)
, (22)
and
(a) uxx is continuous in [0, T )× R,
(b) |uxx(t, x)| ≤ c
3
5.4Ψ(x)
(T−t)1−α2 ,
where c35.4 depends on Cg, T, p0, κ2, Lf , C
y
5.3, C
z
5.3 and on the bounds and Lipschitz constants
of b and σ.
In the following c5.4 represents (c15.4, c25.4, c35.4) and c
i,j
5.4 (i 6= j) represents (ci5.4, cj5.4), (i, j) ∈ {1, 2, 3}.
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Proof. (i): This follows from [36, Theorem 3.2].
(ii): From the proof of [36, Theorem 3.2], we get (21). The points (ii)(a) and (b) ensue from [36,
Theorem 3.2 (i)]. It remains to prove (c).
Proof of (ii) (c): We show the assertion for a generator not depending on X, since the terms
arising from that dependency would be easy to treat. Since Et,x(Et,x(g(XT ))N t,1T ) = 0 we can
subtract it from the right hand side of (21) and get
∂xu(t, x) = Et,x
(
[g(XT )− Et,x(g(XT ))]N t,1T +
∫ T
t
f(r, Yr, Zr)N t,1r dr
)
.
It holds
Et,x|g(XT )− Et,xg(XT )|2 = Et,x|g(XT )− E˜g(X˜t,XtT )|2 ≤ Et,xE˜|g(XT )− g(X˜t,XtT )|2,
and thanks to the Cauchy-Schwarz inequality with Ψ1 = Cg(1 + |XT |p0 + |X˜t,XtT |p0) and equation
(3),
Et,xE˜|g(XT )− g(X˜t,XtT )|2 ≤ Et,xE˜(Ψ21|XT − X˜t,XtT |2α)
≤
[
Et,xE˜Ψ41
] 1
2
[
Et,xE˜|XT − X˜t,XtT |4α
] 1
2
≤ C(Cg, T, p0, b, σ)Ψ2(x)(T − t)α. (23)
Relation (18) and the Lipschitz continuity of f imply
|∂xu(t, x)| ≤C(Cg, T, p0, κ2, b, σ)Ψ(x)
(T − t) 1−α2
+ C(Lf ,Kf )Et,x
∫ T
t
(1 + |u(r,Xr)|+ |∂xu(r,Xr)σ(r,Xr)|)|N t,1r |dr. (24)
Since we have |g(x)| ≤ Ψ(x), [36, Theorem 3.2 (ii)] gives |u(t, x)| ≤ cΨ(x) and |∂xu(t, x)| ≤
cΨ(x)(T − t)−1/2, where c depends on T, Lf ,Kf , κ2, b, σ and p0. Hence inequality (24) becomes
|∂xu(t, x)| ≤ C(Cg, T, p0, κ2, b, σ)Ψ(x)
(T − t) 1−α2
+ C(Lf ,Kf , c, σ)Et,x
(∫ T
t
(
1 + Ψ(Xr) +
Ψ(Xr)
(T − r) 12
)
|N t,1r |dr
)
≤ C(Cg, T, p0, κ2, b, σ)Ψ(x)
(T − t) 1−α2
+ C(T, Lf ,Kf , κ2, b, σ, p0)
∫ T
t
Ψ(x)
(T − r) 12 (r − t) 12
dr
≤ C(Cg, T, p0, κ2, Lf ,Kf , b, σ)Ψ(x)
(T − t) 1−α2
.
(iii): We start with an approximation of g and f by smooth and bounded functions. Let φ be a
non-negative C∞ function with support [−1, 1], such that ∫R φ(u)du = 1, and ε ∈ (0, 1]. For N ∈ N
let bN : R→ [−N − 1, N + 1] be a monotone C∞ function such that 0 ≤ b′N (x) ≤ 1 and
bN (x) :=

N + 1, x > N + 2,
x, |x| ≤ N,
−N − 1, x < −N − 2.
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Define
gε,N (x) =
∫ 1
−1
φ(u)g(bN (x)− εu)du
and
f ε,N (r, y, z) =
∫ 1
−1
∫ 1
−1
φ(u)φ(v)f(r, bN (y)− εu, bN (z)− εv)dudv. (25)
Lemma 5.5. gε,N and f ε,N satisfy
(a) ‖gε,N‖∞ + ‖f ε,N‖∞ ≤ C = C(ε,N) for some C(ε,N) > 0,
(b) gε,N and f ε,N are C∞ functions, with bounded derivatives (the bounds depend on ε and N).
Moreover, f ε,N is a Lipschitz function in y and z, with Lipschitz constant Lf ,
(c) gε,N satisfies (3), uniformly in ε ∈ (0, 1) and N ≥ 1,
(d) for all x ∈ R and ε ∈ [0, 1], we have |gε,N (x)− g(x)| ≤ C(Cg)Ψ(x)(εα + |x|
α+1
N ),
(e) for all r ∈ [0, T ] and for all (y, z) ∈ R2, we have
|f ε,N (r, y, z)− f(r, y, z)| ≤ Lf (2ε+ |bN (y)− y|+ |bN (z)− z|).
Proof. (a) Since g is locally Hölder continuous in the sense of (3), |g(x)| ≤ Cg(1 + |x|p0+1). Then,
we get |gε,N (x)| ≤ Cg(1 + (N + 1 + ε)p0+1), and for f being Lipschitz continuous in y and z,
uniformly in time, the same type of result applies.
(b) Since φ is a C∞ function and f and g are of polynomial growth, we get the result.
(c) Since g is locally Hölder continuous, we get
|gε,N (x)− gε,N (y)] ≤
∫ 1
−1
|φ(u)|Cg(1 + |bN (x)− εu|p0 + |bN (y)− εu|p0)|bN (x)− bN (y)|αdu
≤
∫ 1
−1
Cg|φ(u)|(1 + (|x|+ ε)p0 + (|y|+ ε)p0)|x− y|αdu
≤ C(Cg)(1 + |x|p0 + |y|p0)|x− y|α.
(d) We have
|gε,N (x)− g(x)| =
∣∣∣∣∫ 1−1 φ(u)(g(bN (x)− εu)− g(x))du
∣∣∣∣
≤ Cg
∫ 1
−1
|φ(u)|(1 + |bN (x)|p0 + εp0 + |x|p0)(|bN (x)− x|α + εα)du
≤ C(Cg)(1 + |x|p0)(εα + |x|α1|x|≥N ),
and the result follows.
(e) We simply have to apply the Lipschitz property of f to get the result.
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We put now ε := 1N and write (gN , fN ) instead of (g
1
N
,N , f
1
N
,N ) in order to simplify the notation
and consider the BSDE
Y Nt = gN (XT ) +
∫ T
t
fN (r, Y Nr , ZNr )dr −
∫ T
t
ZNr dBr.
Representation for ∂2xuN (t, x).
By (i) we have that
uN (t, x) = Et,xgN (Xt,xT ) +
∫ T
t
Et,xfN (r, Y Nr , ZNr )dr.
According to Lemma 5.2 it holds that ∂2x Et,xgN (XT ) = Et,x[gN (XT )N
t,2
T ] and
∂2x Et,xfN (r, Y Nr , ZNr ) = Et,x[fN (r, Y Nr , ZNr )N t,2r ],
because
fN (r, Y Nr , ZNr ) = fN (r, uN (r,Xr), σ(r,Xr)uNx (r,Xr)),
and fN (r, y, z) is continuous and bounded. Moreover, [25, Proposition 4] (or [21, Theorem 2.1])
implies that uN (r, x) is C1,2 and it holds that |uN (r, x)|+ |∂xuN (r, x)|+ |∂2xuN (r, x)| ≤ CN for some
CN > 0. Since σ is continuous,
(r, x) 7→ fN (r, uN (r, x), σ(r, x)uNx (r, x))
is a bounded Borel function. Notice that by Lemma 5.2
Et,x[N t,2r ] = 0 and Et,x[(N t,2r )2] ≤
κ22
(r − t)2 , (26)
so that
Et,x[fN (r, Y Nr , ZNr )N t,2r ] = Et,x([fN (r, Y Nr , ZNr )− fN (r, Y Nt , ZNt )]N t,2r ).
Using the Lipschitz continuity of fN (see Lemma 5.5), the inequality of Cauchy-Schwarz and
Theorem 5.3 one can derive the upper bound
|∂2x Et,xfN (r, Y Nr , ZNr )|
≤ Et,x[|fN (r, Y Nr , ZNr )− fN (r, Y Nt , ZNt )||N t,2r |]
≤ C(Lf , κ2)(Et,x(|Y Nr − Y Nt |2 + |ZNr − ZNt )|2))
1
2
1
r − t
≤ C(Lf , κ2, Cy5.3, Cz5.3)
[(∫ r
t
(T − s)α−1ds
) 1
2
+
(∫ r
t
(T − s)α−2ds
) 1
2
]
Ψ(x)
r − t
≤ C(T, Lf , κ2, Cy5.3, Cz5.3)Ψ(x)
1
(T − r)1−α2 (r − t) 12
. (27)
By this we do have an integrable bound for the derivative, and by dominated convergence we get
∂2x
∫ T
t
Et,xfN (r, Y Nr , ZNr )dr =
∫ T
t
∂2xEt,xfN (r, Y Nr , ZNr )dr
=
∫ T
t
Et,x{[fN (r, Y Nr , ZNr )− fN (r, Y Nt ZNt )]N t,2r }dr.
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Hence we can write (using Fubini’s theorem for the integral)
∂2xu
N (t, x) = Et,x
(
gN (XT )N t,2T +
∫ T
t
[fN (r, Y Nr , ZNr )− fN (r, Y Nt , ZNt )]N t,2r dr
)
.
Convergence of ∂2xuN (t, x). Since Et,x[Et,x(gN (XT ))N
t,2
T ] = 0, Cauchy-Schwarz’s inequality and
the local Hölder continuity of gN (see Lemma 5.5) give like in (23) that
|Et,x(gN (XT )N t,2T )| =
∣∣∣Et,x ([gN (XT )− Et,x(gN (XT ))]N t,2T )∣∣∣
≤
(
Et,x(|gN (XT )− Et,x(gN (XT ))|2)
) 1
2 κ2
T − t
≤ C(Cg, T, p0, κ2, b, σ) Ψ(x)(T − t)1−α2 ,
for all N ∈ N. For the second term we can use the upper bound (27) and Lemma A.2 to get
Et,x
∫ T
t
∣∣∣[fN (r, Y Nr , ZNr )− fN (r, Y Nt , ZNt )]N t,2r ∣∣∣ dr
≤ C(T, Lf , κ2, Cy5.3, Cz5.3)
∫ T
t
Ψ(x)
(T − r)1−α2 (r − t) 12
dr,
≤ C(T, Lf , κ2, Cy5.3, Cz5.3)Ψ(x)
B(α2 ,
1
2)
(T − t) 12−α2
,
which implies
|∂2xuN (t, x)| ≤ C(Cg, T, Lf , p0, κ2, Cy5.3, Cz5.3, b, σ)
Ψ(x)
(T − t)1−α2 . (28)
According to [21, Theorem 2.1] ∂2xuN (t, x) is continuous. Let
v(t, x) := Et,x
(
g(XT )N t,2T +
∫ T
t
[f(r, Yr, Zr)− f(r, Yt, Zt)]N t,2r dr
)
.
We show that for any (t, x) ∈ [0, T ) × R it holds ∂2xuN (t, x) → v(t, x) if N → ∞, and that v is
continuous on [0, T ) × R. The idea to show continuity of v is as follows: If (tn, xn) → (t, x), then
we may assume that we can find a δ > 0 such that xn ∈ (x− δ, x+ δ) and tn ∈ (t− δ, t+ δ) ⊆ [0, T )
for each sufficiently large n. We consider
|v(tn, xn)− v(t, x)| ≤ |v(tn, xn)− ∂2xuN (tn, xn)|+ |∂2xuN (tn, xn)− ∂2xuN (t, x)|
+|∂2xuN (t, x)− v(t, x)|.
Since ∂2xuN is continuous, the term |∂2xuN (tn, xn)−∂2xuN (t, x)| is small for large n. Hence it suffices
to show that sups∈(t−δ,t+δ),y∈(x−δ,x+δ) |∂2xuN (s, y) − v(s, y)| is small for large N. Let (s, y) ∈ (t −
δ, t+ δ)× (x− δ, x+ δ). It holds
|∂2xuN (s, y)− v(s, y)| ≤ Es,y|[gN (XT )− g(XT )]N s,2T |+
∫ T
s
D
1
2 (r, s) κ2
r − sdr := D1 +D2,
where (setting ‖ · ‖Ps,y := ‖ · ‖L2(Ps,y))
D(r, s) := ‖fN (r, Y Nr , ZNr )− fN (r, Y Ns , ZNs )− [f(r, Yr, Zr)− f(r, Ys, Zs)]‖2Ps,y
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≤ Lf (‖Y Nr − Y Ns ‖Ps,y + ‖ZNr − ZNs ‖Ps,y + ‖Yr − Ys‖Ps,y + ‖Zr − Zs‖Ps,y)
×(‖fN (r, Y Nr , ZNr )− f(r, Yr, Zr)‖Ps,y + ‖fN (r, Y Ns , ZNs )− f(r, Ys, Zs)‖Ps,y).
First, let us bound D1. According to Cauchy-Schwarz’s inequality, (30) below and (26) we get
D1 ≤ δ1
√
Es,y(|N s,2T |2) ≤
δ1κ2
T − s ≤
δ1κ2
T − t− δ .
Now let us bound D2. According to Theorem 5.3 it holds
D
1
2 (r, s) ≤C(T, Lf , Cy5.3, Cz5.3)Ψ
1
2 (y) (r − s)
1
4
(T − r) 12−α4
× (‖fN (r, Y Nr , ZNr )− f(r, Yr, Zr)‖Ps,y + ‖fN (r, Y Ns , ZNs )− f(r, Ys, Zs)‖Ps,y)
1
2 .
Then, using (31), (33), (34) and Proposition 5.6 below gives
D
1
2 (r, s) ≤C(T, Lf , κ2, Cy5.3, Cz5.3)Ψ(y)
(r − s) 14
(T − r) 12−α4
δ1
(T − r) 14
.
Hence we have shown that
D2 ≤ C(T, Lf , κ2, Cy5.3, Cz5.3)Ψ(y)
∫ T
s
δ1
(r − s) 34 (T − r) 12−α4 + 14
dr
≤ C(T, Lf , κ2, Cy5.3, Cz5.3)Ψ(y)
δ1
(T − s) 12−α4
,
≤ C(T, Lf , κ2, Cy5.3, Cz5.3)Ψ(x+ δ)
δ1
(T − t− δ) 12−α4
∀(s, y) ∈ (t− δ, t+ δ)× (x− δ, x+ δ).
Consequently, supy∈(x−δ,x+δ),s∈(t−δ,t+δ) |∂2xuN (s, y)− v(s, y)| is small for large N, hence v is contin-
uous. Since
∂xu
N (t, x)− ∂xuN (t, y) =
∫ x
y
∂2xu
N (t, z)dz
converges to
∂xu(t, x)− ∂xu(t, y) =
∫ x
y
v(t, z)dz,
it follows that ∂2xu(t, x) = v(t, x). Then point (iii-a) and (22) are proved. Since ∂2xuN converges to
v for N →∞, we deduce point (iii-b) from (28).
Proposition 5.6. Let Assumptions 5.1 and 2.1 hold. Then for any (s, y) ∈ (t−δ, t+δ)×(x−δ, x+δ)
with t+ δ < T and r such that s ≤ r < T we have
‖Y Nr − Yr‖L2(Ps,y) + ‖ZNr − Zr‖L2(Ps,y) ≤
δ1√
T − r ,
where δ1 denotes a generic constant which tends to 0 when N tends to +∞.
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Proof. Let here ‖ · ‖ stand for ‖ · ‖L2(Ps,y). We will use for the Y differences the inequality
‖Y Nr − Yr‖ ≤ ‖gN (XT )− g(XT )‖+
∫ T
r
‖fN (w, Y Nw , ZNw )− f(w, Yw, Zw)‖dw.
For the Z differences we get by (21) and (ii-b)
‖ZNr − Zr‖
≤ C(σ)
(∥∥∥Er (gN (XT )− g(XT ))N r,1T ∥∥∥+
∥∥∥∥∥Er
∫ T
r
(fN (w, Y Nw , ZNw )− f(w, Yw, Zw))N r,1w dw
∥∥∥∥∥
)
≤ C(κ2, σ)
(
‖gN (XT )− g(XT )‖√
T − r +
∫ T
r
‖fN (w, Y Nw , ZNw )− f(w, Yw, Zw)‖
1√
w − rdw
)
.
Let S(r) := ‖Y Nr −Yr‖+ ‖ZNr −Zr‖. Using the inequality (1 + 1√w−r ) ≤ C(T ) 1√w−r for r < w ≤ T
gives
S(r) ≤C(T, κ2, σ)
(
‖gN (XT )− g(XT )‖ 1√
T − r +
∫ T
r
‖fN (w, Y Nw , ZNw )− f(w, Yw, Zw)‖
1√
w − rdw
)
.
(29)
Let us bound ‖gN (XT )− g(XT )‖. By Lemma 5.5 we get the estimate
Es,y|gN (XT )− g(XT )|2 ≤ C(Cg)Es,y
(
Ψ(XT )4
) 1
2
Es,y
(
1
Nα
+ |XT |
α+1
N
)4 12
≤ C(Cg, T, b, σ, p0)Ψ(y)2
(
1
N2α
+ |y|
2α+2
N2
)
≤ C(Cg, T, b, σ, p0)Ψ(x+ δ)2
(
1
N2α
+ |x+ δ|
2α+2
N2
)
≤ δ21 , (30)
for any arbitrarily small δ1 > 0, provided thatN is sufficiently large. Let us now bound ‖fN (w, Y Nw , ZNw )−
f(w, Yw, Zw)‖. Using again Lemma 5.5 yields to
‖fN (w, Y Nw , ZNw )− f(w, Yw, Zw)‖
≤‖fN (w, Y Nw , ZNw )− fN (w, Yw, Zw)‖+ ‖fN (w, Yw, Zw)− f(w, Yw, Zw)‖
≤Lf (‖Y Nw − Yw‖+ ‖ZNw − Zw‖+ 2N + ‖bN (Yw)− Yw‖+ ‖bN (Zw)− Zw‖). (31)
Then, plugging (30) and (31) into (29) gives
S(r) ≤C(T, κ2, σ)δ1√
T − r + C(T, κ2, σ)Lf
∫ T
r
S(w)√
w − rdw
+ C(T, κ2, σ)Lf
∫ T
r
1
N + ‖bN (Yw)− Yw‖+ ‖bN (Zw)− Zw‖√
w − r dw. (32)
To estimate ‖bN (Zw)− Zw‖ we use Zw = σ(w,Xw)ux(w,Xw) and choose a small a > 0 such that
β := (2+a)(1−α)2 < 1. Then
‖bN (Zw)− Zw‖2 = Es,y|bN (Zw)− Zw|21|Zw|≥N ≤
Es,y|Zw|2+a
Na
= Es,y|σ(w,Xw)ux(w,Xw)|
2+a
Na
.
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Using Theorem 5.4 (ii-c) yields
Es,y|bN (Zw)− Zw|2 ≤ C(c
2
5.4, σ)Es,yΨ(Xw)(2+a)
(T − w) (2+a)(1−α)2 Na
≤ C(T, p0, c
2
5.4, σ, b) Ψ(y)(2+a)
(T − w) (2+a)(1−α)2 Na
≤ δ1
(T − w) (2+a)(1−α)2
, ∀(s, y) ∈ (t− δ, t+ δ)× (x− δ, x+ δ). (33)
Similarly,
Es,y|bN (Yw)− Yw|2 ≤ C(T, p0, c
1
5.4, b, σ) Ψ(y)(2+a)
Na
≤ δ1, ∀(s, y) ∈ (t− δ, t+ δ)× (x− δ, x+ δ).
(34)
Plugging (33) and (34) into (32) gives
S(r) ≤ C(T, κ2)δ1√
T − r + C(T, κ2)Lf
∫ T
r
S(w)√
w − rdw
+ C(T, κ2)Lf
∫ T
r
1
N + δ1√
w − r +
δ1
(T − w) (2+a)(1−α)2 √w − r
dw
≤ C(T, κ2, Lf )
(
δ1√
T − r +
∫ T
r
S(w)√
w − rdw
)
,
where the last inequality comes from Lemma A.2 (β < 1). It remains to apply a version of
Gronwall’s Lemma (see e.g. [32, Lemma 3.1]) to see that S(r) ≤ C(T,κ2,Lf )δ1√
T−r . Since C(T, κ2, Lf )δ1
becomes arbitrarily small for N large, we will slightly abuse the notation and write S(r) ≤ δ1√
T−r .
A Technical results and estimates
Lemma A.1. For all 0 ≤ k ≤ m ≤ n and p > 0, it holds for h = Tn that
(i) Eτk = kh,
(ii) E|τ1|p ≤ C(p)hp,
(iii) E|Bτm −Bτk |2 = tm − tk,
(iv) E|Bτk −Btk |2p ≤ C(p)E|τk − tk|p ≤ C(p)(tkh)
p
2 .
Proof. The strong Markov property of the Brownian motion implies that (τi − τi−1)∞i=1 is an i.i.d.
sequence. According to [33, Proposition 11.1 (iii)], we have that Eτ1 = Tn , and (i) follows. Item
(ii) follows by [33, Proposition 11.1 (iv)] and Jensen’s inequality. To prove item (iii), recall that
(Bτi − Bτi−1)∞i=1 is a centered i.i.d. sequence with E(Bτi − Bτi−1)2 = h, i ≥ 1. (iv): The BDG
inequality implies that for each p > 0,
E|Bτk−Btk |p = E
∣∣∣∣∫ τk∨tk0 (1[0,τk](r)−1[0,tk](r))dBr
∣∣∣∣p
≤ C(p) E
(∫ τk∨tk
0
1[0,τk]∆[0,tk](r)dr
)p/2
= E|τk−tk|p/2.
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To prove the second inequality of (iv), a generalization of [33, Proposition 11.1 (iv)], we first assume
that p ≥ 1. Let us rewrite τk−tk =
∑k
i=1 ηi where (ηi)1≤i≤k is an i.i.d. centered sequence of random
variables distributed as τ1 − h. Burkholder’s and Hölder’s inequalities, and finally item (ii) yield
E|τk − tk|p ≤ C(p) E
( k∑
i=1
η2i
) p
2 ≤ k p2−1
k∑
i=1
E(ηpi ) ≤ C(p)(tkh)
p
2 ,
which proves the claim for p ≥ 1. The case p < 1 follows from this result by Jensen’s inequality.
Lemma A.2. For all t ∈ [0, T ) and for all α < 1, β < 1 we have∫ T
t
1
(T − r)α(r − t)β dr =
1
(T − t)α+β−1B(1− α, 1− β),
where B denotes the beta function.
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