Abstract-Temporal scalability is supported in scalable video coding (SVC) by means of hierarchical prediction structures, where the higher layers can be ignored for frame rate reduction. Nevertheless, this kind of scalability is not totally exploited by the rate control (RC) algorithms since the hypothetical reference decoder (HRD) requirement is only satisfied for the highest frame rate substream of every dependence (spatial or coarse grain scalability) layer. In this paper, we propose a novel RC approach that aims to deliver several HRD-compliant temporal resolutions within a particular dependence layer. Instead of using the common SVC encoder configuration consisting of a dependence layer per each temporal resolution, a compact configuration that does not require additional dependence layers for providing different HRD-compliant temporal resolutions is proposed. Specifically, the proposed framework for rate-controlled SVC uses a set of virtual buffers within a dependence layer so that their levels can be simultaneously controlled for overflow and underflow prevention while minimizing the reconstructed video distortion of the corresponding substreams. This in-layer multibuffer approach has been built on the top of a baseline H.264/SVC RC algorithm for variable bit rate applications. The experimental results show that our proposal achieves a good performance in terms of mean quality, quality consistency, and buffer control using a reduced number of layers.
D
URING the past few years video applications have grown in popularity because of the increasing advances on network infrastructures, data storage, and computational and memory capacity of multimedia devices. Within this technological framework, scalable video coding (SVC) provides an attractive solution for bit rate adaptation to certain application requirements, such as display resolutions and computational capabilities of target devices, or varying channel conditions. Specifically, SVC enables the extraction of either one or a subset of substreams from a high-quality bit stream so that these simpler substreams, bearing lower spatio-temporal resolutions or reduced quality versions of the original sequence, can be decoded by a given target receiver. Further-more, unequal error protection (UEP) or unequal erasure protection (UXP) techniques [1] can be used to ensure an error free transmission of more important substreams, such as that associated with the lowest spatio-temporal resolution. UEP/UXP would be located on the top of the already-existing channel forward error correction. Several industries and application areas, from video conference or video surveillance [2] to Internet protocol television broadcast [3] , have benefited from these SVC features for multimedia information delivery.
Scalable profiles have been developed for video coding standards prior to H.264/advanced video coding (AVC) [4] , such as MPEG-2 [5] , H.263 [6] , and MPEG-4 visual [7] . Nevertheless, most of these extensions have been rarely used in real applications. Several factors have caused that limited deployment; on the one hand, the unsuitability of traditional video transmission systems and the lack of an actual diversity of decoding devices, and on the other hand, the loss in coding efficiency and the increase in decoding complexity when compared to nonscalable profiles [8] . Consequently, for earlier coding standards, alternative approaches such as simulcasting or transcoding have been preferred to scalable profiles. In contrast, nowadays, the transmission systems have evolved to properly manage this kind of traffic, and the diversity of devices has become an apparent reality. Furthermore, the recently standardized scalable extension of H.264/AVC, named H.264/SVC [8] , [9] , is able to provide both coding efficiency and decoding complexity more similar to those achieved using nonscalable coding.
As prior scalable standards, H.264/SVC supports spatial, temporal, and quality [or signal-to-noise ratio (SNR)] scalability. For spatial scalability, a layered coding approach is used to encode different picture sizes of an input video sequence. The base layer provides an H.264/AVC compatible bit stream for the lowest spatial resolution, while larger picture sizes are encoded as enhancement layers. In addition, the redundancies between contiguous spatial layers can be exploited via interlayer prediction tools in order to improve the coding efficiency.
Moreover, each spatial layer is capable of supporting temporal scalability by means of hierarchical prediction structures, which go from these very efficient ones using hierarchical bipredictive (B) pictures to those with zero structural delay. The pictures of the temporal base layer can only use previous pictures of the same layer as references. The pictures of a temporal enhancement layer can be bidirectionally predicted 1051-8215/$31.00 c 2012 IEEE from pictures of a lower layer. The number of temporal layers in a spatial layer is determined by the group of pictures (GoP) size, defined in H.264/SVC as the distance between two consecutive intra (I) or predictive pictures, also named key pictures.
When SNR scalability is considered, different reconstruction quality levels with the same spatio-temporal resolution are provided. In particular, the H.264/SVC standard defines two types of SNR scalable coding: coarse grain scalability (CGS) and medium grain scalability (MGS). The first is a special case of spatial scalability with identical picture sizes. The second employs a multilayer approach within a spatial layer in order to provide a finer bit rate granularity in the rate-distortion (R-D) space.
For a variety of video coding applications, the RC algorithm is a key subsystem in both scalable (multilayer) and nonscalable (single-layer) video coding systems. The RC algorithm works in two steps. First, a bit budget is allocated to a video segment such as GoP, picture, or macroblock according to the video content, the target bit rate, and the buffer constraints imposed by the hypothetical reference decoder (HRD) [10] (additionally, for digital storage, the bit allocation method must be aware of the maximum allowed storage capacity). Second, a QP value is assigned to the video segment in order to satisfy these buffer and/or budget constraints, while minimizing the reconstructed video distortion. In the case of SVC, it is also worth noting that the RC algorithm actually consists of a set of rate controllers, each one located at each dependence (spatial scalability or CGS) or MGS layer, to provide a set of HRD-compliant scalable substreams, each one for a certain target bit rate suitable for a target decoding terminal managing a particular spatio-temporal resolution or computational capability.
The RC problem has been extensively studied for both single-layer video coding and SVC. According to the target application, two kinds of RC methods have been proposed: constant bit rate (CBR) and variable bit rate (VBR) control algorithms. On the one hand, the CBR controllers, commonly used for real-time video conferences, pursue a short-term target bit rate adjustment to guarantee a low buffer delay. On the other hand, the VBR controllers, typically used for video streaming or digital storage, manage a long-term target bit rate adaptation at the expense of a longer buffer delay to maintain a high visual quality consistency [11] , [12] .
Most CBR controllers have focused on modeling the discrete cosine transform (DCT) coefficients to provide analytical R-D functions for QP estimation. In single-layer video coding, several R-D functions have been proposed: logarithmic [13] - [15] , linear [16] , [17] , quadratic [18] - [22] (in particular, Chen et al. [21] proposed separate R-D models for luminance and chrominance DCT coefficients, whilst Kwon et al. [22] proposed separate rate models for source and header bits), ρ-domain [23] , and exponential [24] , [25] . Although the RC algorithm is not a normative part of video coding standards, it usually forms part of their reference implementations, such as the Test Model Version 5 for MPEG-2 [16] , the Verification Model Version 8 for MPEG-4 [18] , the Test Model Near-Term 8 for H.263 [14] , and the Joint Model for H.264/AVC [19] .
Likewise, most of the CBR control algorithms proposed for SVC also rely on analytical R-D models for QP estimation; in particular, logarithmic [26] , linear [27] , quadratic [28] , ρ-domain [29] , [30] , and exponential [31] , [32] models have been proposed.
Regarding VBR controllers, several solutions for singlelayer coding have been proposed for a variety of applications, such as video streaming and broadcast [33] , [34] , one-pass digital storage [35] , [36] , or two-pass digital storage [37] , [38] . Other methods, such as those in [39] and [40] , take advantage of networking infrastructures supporting VBR transport [12] to improve the visual quality while reducing the buffer delay. For SVC, a few approaches have been proposed for video streaming [41] , [42] , broadcast [43] , as well as applications dealing with varying channel conditions [44] . From the R-D modeling point of view, while some of these methods rely on analytical R-D functions for QP estimation [33] , [35] , [37] , [41] , [44] , others estimate a QP increment with respect to a reference QP value [34] , [36] , [39] , [40] , [43] , to reduce the QP variation for the sake of visual quality consistency.
The bit allocation problem has also been studied for SVC. In particular, R-D models for optimal bit allocation among spatial, quality, and temporal layers have been proposed in [31] and [32] . Likewise, the optimal distribution of the total target bit rate among dependence layers for visual quality maximization has been addressed in [45] . It is also worth noting that quality scalability was specially investigated for MPEG-4 fine grain scalability [41] , [44] and H.264 MGS [31] , [42] , [46] , [47] .
Nevertheless, all these previous RC approaches for SVC only guarantee the HRD requirement for the highest temporal layer of each dependence layer. Therefore, temporal scalability is not fully exploited since, in order to deliver HRD-compliant substreams, it is necessary to increase the number of dependence layers. For instance, if a video transmission service offered the same quality of service to two target decoders with identical spatial resolutions but different temporal resolutions, the SVC encoder would have to use two CGS layers, one per temporal layer. Although the two desired HRD-compliant substreams are provided, temporal scalability is underused since each one of the highest temporal layers actually also contains the lower frame rate. In summary, the common SVC encoder configuration for rate-controlled video may incur in redundant dependence layers, producing an unnecessary increase in bit rate and coding complexity.
In this paper, we propose a novel RC approach for delivering HRD-compliant temporal resolutions within a particular dependence layer. Specifically, the proposed method uses a set of virtual buffers (one per HRD-compliant temporal resolution) within a dependence layer so that the buffer levels can be simultaneously controlled for overflow and underflow prevention, while minimizing the reconstructed video distortion of the corresponding substreams. The proposed in-layer multibuffer (IL-MB) approach has been built on the top of a baseline RC algorithm described in [43] , which relies on an effective radial basis function (RBF)-based model for QP estimation in VBR scenarios. 
Output frame rate of the substream k QP (d) QP value
Set of previous QPs BS (d,k) Buffer size in bits associated with the substream k V (d,k) Buffer fullness associated with the substream k
Set of involved buffers after encoding a picture at the layer t nV (d) Set of normalized versions of all the buffer fullness nV (d) Normalized version of the buffer fullness G (d,t,k) AU target bits at the layer t to meet
AU output bits of a picture at the layer t nAU (d) Set of normalized versions of the AU output bits nAU (d) Normalized version of the AU output bits
Average texture complexity of the layer t
Average motion complexity of the layer t X (d) Input vector to the RBF network This paper is organized as follows. In Section II, an overview of the baseline RC algorithm for H.264/SVC is given. In Section III, a detailed description of the proposed IL-MB VBR controller is provided. First, a general description of the proposed method is given. Second, the proposed VBR controller is described stage by stage, making special emphasis on the buffer modeling stage, which is used to properly manage the set of virtual buffers. Section IV reports and discusses the experimental results. Finally, in Section V conclusions are drawn and future work is outlined.
II. Baseline VBR Controller Summary [43] A. System Overview In order to make the reading easier, the notation used along this paper has been summarized in Table I . In this way, the reader may turn to it when necessary and some superfluous definitions may be skipped in the text to make it more readable. The baseline RC scheme is illustrated in dark gray in Fig. 1 
Furthermore, in the case of CGS scalability, the QP obtained is lower bounded by the QP of the reference layer so that a higher quality for the enhancement layer is ensured
The VBR control algorithm for a specific spatial or CGS layer, i.e., the algorithm that estimates an appropriate QP increment for the jth picture with identifier (d, t) is illustrated in Fig. 2 . As shown in the figure, the RC module RC is organized in two stages, named parameter updating and RBF-based QP increment estimation. These stages are briefly described below.
B. Parameter Updating
After encoding the (j − 1)th picture with layer identifier (d, t ) (t is used instead of t because the previous picture can belong to a different temporal layer), two parameters required to estimate the QP increment are updated: 1) a normalized version of the buffer fullness, denoted as nV (d) ; and 2) a normalized version of the amount of bits generated by the AU, denoted as nAU (d) . These normalized versions of the buffer fullness and the AU output bits are defined as follows:
where BS 
The amount AU output bits AU (d,t ) is updated as follows:
where b
j−1 are, respectively, the amount of texture bits and header plus motion data bits generated by the (j−1)th picture with layer identifier (m, t ). 
is determined by the following model:
where
NOM is the nominal bit budget (8) and
represent texture and motion bit increments, respectively, that is (10) where N (d,u) is the total number of pictures per GoP with layer
MOT denote, respectively, the average texture and motion complexities of the encoded pictures at the dependence layers 0 to d belonging to the temporal layer t . The following updating equations for both complexity measurements are proposed: (12) where α and β are forgetting factors that are set to 0.5 in our experiments, and Q 
C. RBF-Based QP Increment Estimation
Before encoding the jth picture, the proper QP increment
j−1 should be estimated from nV (d) in (3) and nAU (d) in (4) . Furthermore, two additional constant parameters are considered as inputs to this process in order to provide a solution suitable for a variety of scenarios. The first, denoted as nTF , is the normalized target buffer fullness with respect to the buffer size; and the second, denoted as BD, is the maximum buffering delay (or buffer size in seconds), which is related to that measured in bits as
Thus, the proposed QP (d) estimation method operates on the following input vector:
implicitly assuming that all the virtual buffers share the same nTF and BD values. Since the input parameters nTF and BD are set before starting the encoding process, the proposed QP (d) prediction function can be seen as a surface whose shape depends on these constants.
An RBF network is used to estimate QP (d) from the input vector X (d) for any dependence layer. This RBF-based estimation obeys
where L is the number of basis functions
, w i are the output weights, and w 0 is the bias. The output of the RBF network is then converted into an integer, given the discrete nature of the QP in H.264/SVC. The basis functions are Gaussian-type functions with centers C i and widths , that is
The training of the RBF network relies on a data set containing pairs input vector-desired output, which have to be previously generated. Once these training data were generated, it was observed that their distributions for key (K) and non-K (NK) pictures were different enough to justify the design of two RBF networks, one for K pictures and the other for NK pictures. Furthermore, some validation experiments were performed to properly dimension the RBF networks whose results led to seven Gaussian functions in both cases.
Finally, since some unnecessary fluctuations of the QP value at NK pictures were observed in cases of stationary video complexity when the buffer level approached the target buffer fullness, a simple postprocessing stage of the output of the NK-picture RBF network was proposed, that obeys
In doing so, the number of short-term QP fluctuations happening in stationary complexity situations was minimized without decreasing the performance in time-varying situations.
III. IL-MB VBR Controller

A. System Overview
The proposed VBR control scheme is illustrated in Fig. 3 . For clarity reasons, only the dependence base layer (d = 0) of the SVC encoder is shown. The blocks depicted in dark gray are the extensions required by the baseline VBR controller shown in Fig. 1 To make the explanation of the IL-MB framework easier, let us follow the example illustrated in Fig. 3 . In particular, the input video is a quarter common intermediate format (QCIF) sequence at 25 Hz using a GoP size of eight pictures so that encoded video from QCIF at 3.125 Hz to QCIF at 25 Hz can be provided. Setting t (0) min = 1 means that three higher temporal resolution substreams (0, 1), (0, 2), and (0, 3) should be HRD-compliant and, consequently, their corresponding virtual buffers should be controlled for proper video content delivery. For the lowest temporal resolution substream, however, the HRD compliance would not be guaranteed.
Following with the example, when the jth picture with layer identifier (0, 2) (see Fig. 3 ) is going to be encoded, the goal of the RC module RC (0) is to provide an appropriate QP (0) j value so that the set of virtual buffers involved are maintained at secure levels. Specifically, the set of virtual buffers involved in the encoding of the jth picture with layer identifier (0, 2) are as follows:
where V (0,k) denotes the buffer fullness associated with the
max . It should be noticed that, since t (0) min = 1, the lowest k value is 2 and, therefore, the two higher virtual buffers are updated. However, if the picture belonged to a temporal layer lower than or equal to t (0) min , the three virtual buffers would be updated. From now on, we will refer to the virtual buffers to be updated at the time instant j as involved buffers.
It is also worth mentioning that all the involved buffers must be taken into account to estimate the current QP value, since a proper behavior is not guaranteed in all of them otherwise. Thus, the method for properly controlling any set V (d,t) becomes the main focus of the proposed IL-MB VBR controller.
The rate controller RC (d) , similarly to what was described for the baseline RC approach, obtains a reference QP, QP 
The reference QP is computed from those QPs used for encoding the last pictures belonging to the substreams (d, t
max ) (see Section III-B2 for the details). This set of previous QPs, defined as
is updated on a frame basis according to the involved buffers at the time instant j, as described in Algorithm 1. It should be noticed that the storage of this set of QPs requires a memory block (see Fig. 3 ) that was not necessary in the baseline approach (see Fig. 1 ), where there was just a delay line to make previous QP value available.
The QP increment is selected to provide a slow QP variation so that the visual quality consistency is improved. Similarly to what was described for the baseline VBR control algorithm, the following input parameters are required to compute
1) the current fullness of the virtual buffers (d, t
In Section III-B, a detailed description of the RC module for IL-MB control at a specific dependence layer is given. is performed in three stages, namely, parameter updating, buffer modeling, and RBF-based QP increment estimation, which are described in more detail in the following subsections.
B. Rate Controller Module RC
1) Parameter Updating: After encoding the (j − 1)th picture with layer identifier (d, t ), two parameter sets, required to estimate the QP increment, should be updated: 1) the normalized versions of the buffer levels (d, t 
Compute
, (8), (9), (10) 7:
, min
max ), denoted as nAU (d) . These parameter sets are defined as follows:
where BS (d,k) is the buffer size in bits for the substream (d, k), which is computed from the buffer size in seconds, BD, and the target bit rate, R (d,k) [see (13) ]; and G (d,t ,k) is the AU target bits at the layer (d, t ) to satisfy R (d,k) . These updating equations require the previous update of the involved buffers V (d,t ) and the estimation of the set of AU target bits {G (d,t ,k) }. In turn, the update of the involved buffers requires obtaining the AU output bits AU (d,t ) , and the estimation of the set of AU target bits requires the previous update of average texture and motion complexities for each temporal layer u from 0 to t
MOT , respectively. The virtual buffer levels, the AU output bits, the AU target bits, as well as the average texture and motion complexities are updated as in Section II-B, but replacing t 
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: REF are computed as the arithmetic average of the parameters corresponding to the involved temporal resolutions. Otherwise, only the parameters coming from that temporal resolution showing the most critical buffer fullness are considered. Nevertheless, given that more than one involved buffer fullness could be considered as critical at a certain time instant, the following precedence rules have been established (relying on certain observations about the time evolution of the virtual buffers for a variety of video sequences). 1) Since the overflow risk is more likely than the underflow risk, especially when encoding I pictures, the overflow risk is given precedence in each involved buffer. 2) Since the buffer of the lowest temporal resolution usually exhibits the largest fluctuations and, therefore, the highest overflow and underflow risks (since its buffer size in bits is the smallest for a given pre-established BD value), the involved buffer levels are given precedence according to their temporal layer identifier.
The pseudocode given in Algorithm 3 summarizes the proposed buffer modeling process.
It is worth noticing that although the given description of the buffer modeling stage is tied to the baseline RC algorithm formulation, the underlying ideas might be adapted to any other RC algorithm for SVC in order to obtain the proper values of the required parameters for QP estimation.
3) RBF-Based QP Increment Estimation: As in the baseline RC scheme, the 4-D input vector given in (14) is fed into an RBF network to produce a QP (d) estimation. Actually, two different networks are used, one for K pictures and the other for NK pictures. The architecture of each RBF network is the same as that given in (15) and (16); however, the RBF network parameters must be specifically trained to cope with the proposed IL-MB method, where the buffer and distortion constraints for QP selection are tougher; in particular, the RBF network parameters should be chosen to properly deal with the fact that several buffers have to be simultaneously controlled within a dependence layer.
In order to find the most suitable RBF network parameters, a training data set was previously generated. Subsequently, the training and parameter selection processes were performed. For this purpose, the general methodology described in [43] was followed; nevertheless, the cost function used for data labeling had to be modified so that the desired QP increment would adapt to the IL-MB framework, providing a good tradeoff between the control of the involved buffers and the quality consistency of the corresponding substreams. The adapted cost function is given in the Appendix.
The training and validation results led us to select ten Gaussian-type functions for both (K-picture and NK-picture) RBF networks, whose parameters are also given in the Appendix.
Finally, the postprocessing stage of the output of the NKpicture RBF network given in (17) is also performed in order to reduce unnecessary QP fluctuations.
IV. Experiments and Results
The joint scalable video model (JSVM) H.264/SVC reference software version JSVM 9.16 [48] was used to implement the proposed IL-MB VBR controller. Its performance was compared to other two methods: 1) constant QP (CQP) encoding, 1 which can be seen as an unconstrained VBR controller [11] and was used as a reference for nearly constant quality video; and 2) our baseline VBR controller described in [43] , which can be seen as a particular case of the proposed method when t
max for every dependence layer. In the following subsections, the SVC encoder and RC configurations employed for comparisons are described, the experimental results are given, and a discussion concerning these results is provided.
A. Description of the SVC Encoder and RC Configurations
According to the SVC testing conditions recommended in [49] , the mobile live streaming scenario described in [43] was used to assess the aforementioned algorithms. In particular, the following five-dependence layer H.264/SVC encoder configuration was used for the baseline VBR controller. 6) Symbol mode is CAVLC. The RC parameters were set as follows: target buffer fullness nTF = 50% and buffer size BD = 3 s. Henceforth, we will refer to this SVC configuration as baseline configuration (BC) and to the rate-controlled SVC (RC-SVC) as single-buffer BC (SB-BC).
For the proposed IL-MB VBR controller, the following three-dependence layer H.264/SVC encoder configuration was used:
1) number of pictures is 900; 2) GoP size/intraperiod is 8/32 pictures; 3) GoP structure is hierarchical B pictures; 4) search range for motion estimation is 16×16 pixels; 5) number of dependence layers is D =3:
6) symbol mode is CAVLC. We will refer to this SVC encoder configuration as compact configuration (CC) since it consists of only three layers in comparison to BC, which is made of five layers. The RC parameters took the following values: nTF = 50% and BD = 3 s, the same as for SB-BC, and t (2) min were set such that HRDcompliant substreams for QCIF at 6.25 Hz (d = 0) and highquality (HQ) CIF at 12.5 Hz (d = 2) were available, as for SB-BC. Henceforth, this RC-SVC encoder will be referred to as MB-CC.
Furthermore, in order to analyze the behavior of the proposed VBR controller if only one buffer per dependence layer was controlled (that corresponding to the highest frame rate), an additional H.264/SVC encoder and RC configuration with t
max for every dependence layer was also studied. We will refer to it as SB-CC.
Two sets of video sequences at 25 Hz exhibiting a variety of complexities were used in our experiments. The first set consisted of four well-known test sequences recommended in [49] for streaming applications: Bus, Football, Foreman, and Mobile. These sequences were concatenated to themselves several times to reach the aforementioned number of pictures. The second set consisted of three sequences displaying scene changes: Soccer-Mobile-Foreman, Spiderman (movie), and The Lord of the Rings (movie). Soccer-Mobile-Foreman was formed by concatenating 300 frames of each sequence. The other two were extracted from HQ digital versatile disks and downsampled to either QCIF or CIF format, and have been Incremental results are given with respect to CQP-CC encoding.
made available online in [50] . They show many scene cuts, so they are challenging from the RC point of view. All the sequences were encoded using the set of constant QP values that best approached some pre-established target bit rates. We will refer to this RC-SVC encoder as CQP-CC. For the first group of sequences, the target bit rates for the highest temporal resolution of each layer d, i.e., QCIF at 12.5 Hz (0, 2), low-quality (LQ) CIF at 12.5 Hz (1, 2), and HQ CIF at 25 Hz (2, 3) were those suggested in [49] for the spatial/CGS testing scenario. For the second group, the following medium-quality target bit rates associated with the highest temporal resolution of each layer d were selected: 96 (0, 2), 192 (1, 2) , and 512 kb/s (2, 3). The output bit rates R (d,t) out generated by the CQP-CC encoding for the five target spatio-temporal resolutions were used as target bit rates R (d,t) for the three assessed RC-SVC encoders, i.e., SB-BC, SB-CC, and MB-CC. The same target bit rates were assigned to each The results achieved by CQP-CC encoding have also been included for reference.
involved spatio-temporal layer for all the RC-SVC encoders so that all the compared encoders operated under the same bit rate constraints. The actual R (d,t) values are listed in Table II . It should be noted that the low temporal resolution for both QCIF and HQ CIF layers is not rate-controlled in SB-CC.
B. Experimental Results and Discussion
In order to assess the performance of the proposed IL-MB VBR controller from the quality point of view, the average luminance peak SNR (PSNR) μ PSNR was used. The Bjøntegaard recommendation [51] was followed to properly compare the μ PSNR values obtained by the compared algorithms. The average results over all the test video sequences are summarized in Table III in terms of PSNR increments μ PSNR with respect to CQP-CC encoding. Three rows per spatio-temporal layer are shown, one for each assessed RC-SVC encoder. As can be observed, the average PSNR achieved by SB-CC and MB-CC at every spatio-temporal layer were similar to that of CQP-CC and higher than that of SB-BC, which, for the same target bit rate R (d,t) , is encoding more layers. A detailed comparison of the algorithms is shown in Tables  IV and V. Table IV shows the results achieved for Bus, a representative example of video sequence with stationary complexity, and Table V shows the results for The Lord of the Rings, a representative example of video sequence with scene changes. The results in terms of average PSNR indicate that, for nonstationary complexity sequences, the performance of either SB-CC or MB-CC improved that of the nearly constant quality system at most spatio-temporal layers. However, for The results achieved by CQP-CC encoding have also been included for reference.
stationary complexity sequences, the performances achieved by the three VBR controllers were very close to that of the nearly constant quality system. Representative behaviors of the encoder buffer occupancy, PSNR and QP time evolutions corresponding to the two lower spatio-temporal resolutions, QCIF at 6.25 Hz and QCIF at 12.5 Hz, are depicted in Figs. 5 and 6 for Bus, and Figs. 7 and 8 for The Lord of the Rings, where the QCP-CC plots have been removed for clarity reasons. High quality plots including those of CQP-CC encoding can be found in [50] for every spatio-temporal resolution. As can be shown, in the stationary scenario the three assessed VBR controllers were able to keep the QP fluctuation low most of the time, thus providing a nearly constant PSNR time evolution. However, some high buffer levels and QP fluctuations were observed at certain time instants for SB-BC (see Fig. 6 ) because more layers were encoded for a given target bit rate. In the nonstationary scenario the three assessed algorithms made, with some exceptions that will be discussed, a proper use of the buffer fullness to provide PSNR and QP evolutions closer to those of the nearly constant quality system, as expected for VBR control algorithms, given that larger amount of bits was assigned to more complex scenes. The undesirable buffer levels observed in the SB-CC VBR controller at the layer (0, 1) (see Fig. 7 ) were due to the fact that only the highest temporal resolution buffer associated with the layer (0, 2) was considered for QP estimation. Furthermore, as in the stationary scenario, some undesirable buffer levels and QP fluctuations also happened at the highest temporal resolution substream for SB-BC (see Fig. 8 ), again due to the fact that it is coding more layers.
From the quality consistency point of view, the performance of the VBR controllers was also assessed by means of a time-local version of the PSNR standard deviation, denoted A highquality plot is available online in [50] . Fig. 6 . Encoder buffer occupancy, PSNR, and QP time evolutions corresponding to the spatio-temporal resolution QCIF at 12.5 Hz for Bus. A highquality plot is available online in [50] .
as σ PSNR,j , which attempts to measure the quality consistency within a scene by reducing the impact of the scene cuts on the PSNR standard deviation (the reader is referred to [43] for details). Thus, a low value of σ PSNR,j indicates good quality consistency, and vice versa. The average results over all the test video sequences in terms of σ PSNR,j increment with respect to CQP-CC encoding, σ PSNR,j are provided in Table III . As can be seen, the three VBR controllers achieved a quality consistency close to that of CQP-CC encoding. Furthermore, the σ PSNR,j differences among them were not significant either in particular stationary (see Table IV ) or in nonstationary scenarios (see Table V ), as expected, since the VBR controllers were specially designed to provide consistent-quality scalable substreams.
The VBR controllers were also quantitatively compared in terms of target bit rate adjustment and buffer level behavior. To this end, the following metrics were employed: output bit rate error with respect to that of CQP-CC encoding, number of pictures in which either an overflow (#O) or an underflow (#U) occurred, and mean buffer level (μ V ). As can be seen in Table  III , the average output bit rate errors achieved by the three VBR controllers at every spatio-temporal layer were generally below 2%, which is the maximum bit rate error recommended in [49] for the spatial/CGS testing scenario. Nevertheless, in some sequences with time-varying complexity, such as The Lord of the Rings, higher bit rate errors occurred in some spatio-temporal layers for the SB-BC and SB-CC VBR controllers (see Table V ). Specifically, for the SB-BC VBR controller, such bit rate mismatches together with the large μ V values observed in layers (1, 2) and (4, 3) indicate that the corresponding target bit rates were not high enough to encode all the spatio-temporal layers. For the SB-CC VBR controller, the results in terms of bit rate error, mean buffer level, and number of overflows shown in Table V for layers (0, 1) (see also Fig. 7 ) and (2, 2) proved the need of simultaneously controlling all the involved buffers within a dependence layer, Incremental results are given with respect to those achieved by CQP-CC encoding.
as in the MB-CC VBR controller, which was able to prevent overflow and underflow in all the encodings (see Tables III-V) . From the complexity point of view, although the computational cost of the IL-MB VBR controller is slightly higher than that of its baseline version, the increment is clearly justified by two facts: 1) the computational cost of the baseline rate controller proved to be significantly lower than those of conventional approaches [43] ; therefore, there is enough room to allocate some moderate increment as the one proposed; and 2) the IL-MB approach actually reduces the number of spatiotemporal layers to be encoded; for example, in the simulated mobile live streaming scenario, MB-CC uses three dependence layers instead of five (used by SB-BC) for delivering HRDcompliant video content to five target terminals, thus substantially improving the overall coding efficiency.
It should be noticed that the good performance achieved by the proposed MB-CC VBR controller, specifically at the lowest and the highest dependence layers, could be partly due to the fact that the total bit rate per dependence layer was optimally distributed among temporal layers since the corresponding R (d,t) values were previously obtained using CQP-CC encoding. In real-time video coding applications, the optimal distribution of the target bit rate among temporal layers is not known in advance because it depends on the video content. For instance, the target bit rate for a sequence with high spatial details but low motion content should be shared out among temporal layers such that the bit resources are mainly allocated to K pictures. However, for a sequence with medium-low spatial details but high motion content, a more balanced target bit rate distribution between K and NK pictures is desirable to encode the motion information better.
In order to explore the sensitivity of the proposed MB-CC VBR controller to target bit rate deviations with respect to those obtained by CQP-CC encoding, we performed an ad hoc experiment. This experiment involved modifying the target bit rates of the low temporal resolutions of those layers encoded using the IL-MB approach. In particular, assuming that the target bit rates for the highest temporal resolutions can be set in advance following, for instance, the recommendation in [49] , the target bit rates for QCIF at 6.25 Hz (0, 1) and HQ CIF at 12.5 Hz (2, 2) were deviated ±2%, ±5%, and ±10% from their corresponding reference target bit rates. The average results over all the test video sequences in terms of μ PSNR , σ PSNR,j , and bit rate error with respect to those achieved without R (d,t) deviations, as well as the number of overflows and underflows and mean buffer level, are summarized in Table  VI . As can be observed, target bit rate deviations of 10% led to noticeable loss of quality consistency (due to the increase of QP fluctuations caused by the suboptimal target bit rates), bit rate errors above 2%, and mean buffer levels close to either overflow or underflow.
It is also interesting to notice how the suboptimal distribution of the target bit rate affects the buffer levels of the involved temporal layers. To this end, let us focus on the results from layers (0, {1, 2}) for an R (d,t) deviation of +10%. As can be observed, the corresponding μ V took opposite values: the low temporal resolution buffer was close to underflow, while the high temporal resolution buffer was close to overflow. This mirror-like behavior of the buffers is due to the fact that the buffer modeling stage averages the current encoding states of the involved temporal resolutions at many time instants for nV (0) , nAU (0) , and QP
REF computation. Although optimum adjustment to R (0,{1,2}) or nTF was not achieved, neither overflows nor underflows occurred in most assessed video sequences. However, if the highest temporal resolution buffer was only considered for QP estimation (as in SB-CC), a suitable adaptation to both R (0,2) and nTF would be achieved at the expense of a higher underflow risk at the lowest temporal resolution buffer. In short, when the target bit rate distributions among temporal resolutions are not optimally distributed, the proposed method for IL-MB control makes its best to provide a good tradeoff between quality consistency and buffer control in all the involved buffers.
V. Conclusion and Future Work
In this paper, a novel IL-MB approach built on the top of a baseline VBR controller for H.264/SVC was proposed. Given a dependence layer, our proposal aimed to deliver HRDcompliant substreams with different temporal resolutions. In doing so, temporal scalability was fully exploited by reducing the number of dependence layers required to provide the same spatial or quality level for decoding terminals requiring different frame rates. For this purpose, the proposed IL-MB VBR controller estimated, on a frame basis, the most proper QP value such that the virtual buffers, each one associated with a temporal resolution of the same dependence layer, are maintained at secure levels, while minimizing the distortion of the corresponding substreams. Furthermore, the decision rules suggested for simultaneously controlling the set of virtual buffers might be used in any other RC algorithm for SVC.
In order to guarantee robust performance, the proposed IL-MB framework required proper target bit rates for the lower temporal resolution substreams to be known in advance. An effective method to estimate such target bit rates is left for future work.
APPENDIX RBF NETWORK DESIGN
The methodology described in [43] was followed to find the most suitable RBF network parameters for both K and NK pictures. This methodology may be structured in three stages: training data generation, training process, and parameter selection process. These stages are summarized in the sequel.
A. Training Data Generation
The first stage focuses on the extraction of a training data set consisting of pairs input vector-desired output, i.e.,
To this end, a representative set of video sequences exhibiting a large variety of spatio-temporal contents was employed and some of their GoPs were encoded using different configurations involving several encoder-related and RC-related parameters: number of dependence layers, spatial resolutions, GoP size, target bit rate, minimum available temporal layer identifier, target buffer level, and buffer size.
Given an input vector X (d) extracted from a picture with identifier (d, t ) encoded with a configuration φ at the time instant (j −1), the goal was to find, from a set of Q quantization increments QP max − 2 so that three buffers (at most) could be simultaneously controlled in an IL-MB framework. 2 To satisfy these buffer and distortion constraints, the QP 
The proposed cost function, which was designed "ad hoc" for this problem, balances three conflicting factors: quality 2 For a sequence frame rate of 25 Hz, t max −2 means that the minimum output frame rate of encoded video ensuring the HRD constraints is the fourth part (6.25 Hz), which is a sufficient temporal resolution in practical SVC applications [49] .
consistency, buffer control, and QP consistency. Specifically, obeys
The first term monitors the quality consistency by means of the squared mean of the differences between the distortion D of each substream (d, k). The distortion metric used was the mean of absolute error between the original and reconstructed luminance pictures. Furthermore, θ is a scaling factor so that the dynamic range of this term was similar to the remaining terms. In particular, θ was set to 100 in our experiments.
The second term considers the buffer control through the squared mean of the differences between the normalized current buffer level V T is meant to establish a proper tradeoff among the considered conflicting factors.
B. RBF Network Training and Parameter Selection
To consider different tradeoffs among the three terms of the cost function for data labeling, a reduced set of tentative weight vectors was previously selected. Subsequently, for each pre-established weight vector, two training data sets, one for K pictures and the other for NK pictures, were generated. Each RBF network was trained several times considering each one of the pre-established weight vectors, different random initializations, and different numbers L of RBFs. For this purpose, a training algorithm based on Gaussian processes (GP) [52] was used because it provides a robust solution for the parameters that relies on maximizing a marginal likelihood. In particular, the sparse approximation GP toolbox for MATLAB [53] given by Snelson and Gharahmani [54] was used.
Finally, the validation process for parameter selection led us to select the weight vectors (0.90, 0.09, 0.01) T and (0.75, 0.24, 0.01)
T for K-picture and NK-picture RBF networks, respectively, as well as a total of ten Gaussian-type functions for each RBF network. Specifically, their centers, widths, and weights are the following (also available online in an electronic format in [50] 
