A graph is said to be (k, l)-connected if the resulted graph after removing of any k vertices and (l − 1) edges or removing of any (k − 1) vertices and l edges is still connected. Beineke and Harary (1967) (see [1] ) claimed to prove that there should be k + l edge-disjoint paths, of which k are vertex-disjoint, between any pair of vertices if the graph has (k, l)-connectivity. However, Mader (1979) (see [2] ) pointed out a gap in this proof. In this paper, we first modify the conclusion (by changing to k + 1 vertex-disjoint paths instead of k), and then formally prove it. As an application, we propose to design a (k, l)-connected network with minimum cost, by presenting two integer programming (IP) formulations and a cutting plane algorithm. Numerical experiments are performed on randomly generated graphs to compare these approaches.
and cut (see [20, 21] ). Cai and Sun [22] obtained algorithms to augment a graph to l-edge-connected graph, while Biha and Mahjoub [23] studied the description of ledge connected spanning subgraphs on series-parallel graphs. Bienstock [24] derived conditions on the class of minimum-weight l-edge connected networks, where the distances between the points satisfy the triangle inequality. For a similar problem to find the maximal l-edge-connected subgraphs with most number of vertices, three approaches by vertex reduction, edge reduction and cut pruning were proposed in [25] . Sadeghi and Fan [26] studied the problem of l-edge-connected subgraph with a constraint on the number of chosen vertices. For more references for k-vertex-connected or l-edge-connected subgraph problem, we refer to the survey paper [27] .
However, these methods for solving k-vertex-connected spanning subgraph or ledge-connected spanning subgraph problem, cannot be generalized for solving the minimum-cost (k, l)-connected spanning subgraph problem directly. In this paper, we first modify the conclusion of [1] , and then formally prove that "when n ≥ k + l + 1 and k ≥ 0, l ≥ 1, a graph G is (k, l)-connected if and only if it has k + l edgedisjoint paths between every pair of its vertices, of which k + 1 paths are vertexdisjoint." Then based on this property, we present two compact integer programming (IP) formulations and a cutting plane algorithm to exactly solve the minimum-cost (k, l)-connected spanning subgraph problem.
The remainder of this paper is organized as follows. Section 2 presents and proves the correct theorem for the relationships between (k, l)-connectivity and vertex-and edge-disjoint paths. Section 3 presents an IP formulation based on edge-and vertexdisjoint paths, and also a more compact IP formulation, for the minimum-cost (k, l)connected spanning subgraph problem. In Section 4, we design a cutting plane algorithm based on the cutset. Section 5 performs numerical experiments to compare these formulations and algorithms, while Section 6 concludes the paper.
Mixed Connectivity and Disjoint Paths
Lemma 1 ( [28] , Proposition 3.1) Let n ≥ k + l + 1, and k, l ≥ 1. If a graph remains connected after removal of any k vertices and (l − 1) edges, then this graph also remains connected after removal of any (k − 1) vertices and any l edges.
Theorem 1 Let n ≥ k + l + 1, and k, l ≥ 1. A graph G is (k, l)-connected if and only if the resulted graph after removal of any k vertices and (l − 1) edges is connected.
Proof. "⇒" When graph G is (k, l)-connected, by definition the removal of k vertices and (l − 1) edges, will not disconnect the graph.
"⇐" To ensure that G is (k, l)-connected, by definition, removal of p vertices and q edges, with p ≤ k − 1, q ≤ l or p ≤ k, q ≤ l − 1, will not disconnect this graph.
Actually, all cases for removal of different numbers of vertices and/or edges will be dominated by two cases: (i) p = k − 1, q = l; (ii) p = k, q = l − 1, where in both cases, the removal of q edges should not include any edges incident to p removed vertices. That is, G is (k, l)-connected if an only if the resulted graph after removal of any p vertices and q edges from G is still connected, where p, q ∈ {(k − 1, l), (k, l − 1)}.
By Lemma 1, the second case implies the first case, which completes the proof.
In Section 3, some results to ensure that the graph is k-vertex connected or ledge connected will be used to formulate our problem to find minimum-cost (k, l)connected spanning subgraph. First, two properties based on Menger's theorem (see [29] ) will be stated: Lemma 2 Let n ≥ k + l + 1, and k, l ≥ 1. For an undirected graph G, (i) G is k-vertex-connected if and only if every pair of vertices is connected by at least k vertex-disjoint paths; (ii) G is l-edge-connected if and only if every two vertices are connected by at least l edge-disjoint paths.
In the following, based on several lemmas, we will prove, in Theorem 2 and Corollary 1, that a graph being (k, l)-connected is equivalent to some requirements by vertex-and edge-disjoint paths of the graph. This will imply an IP formulation for finding minimum-cost (k, l)-connected spanning subgraph of G. We use the following example to explain the ideas: Consider the graph shown in Fig. 1 , for all pairs of vertices, the numbers (denoted by a, b, respectively) of vertexdisjoint and edge-disjoint paths are given in the following table: This graph has (1, 2)-connectivity, as removal of any p vertices and q edges, when p ≤ 1, q < 2 or p < 1, q ≤ 2, will not disconnect this graph, and it is not (2, 2)-connected nor (1, 3)-connected. As shown in Table 1 , there are at least 3 edge-disjoint paths between any pair, 2 of which vertex-disjoint paths between any pair of vertices. However, according to the conclusion of [1] , there is just 1 of 3 is vertex-disjoint. Also, note this graph is 2-vertex-connected and 3-edge-connected.
According to [30] , there are relationships for connectives, k(G) ≤ λ (G) ≤ δ (G), where k(G) is vertex-connectivity, λ (G) is edge-connectivity and δ (G) is the smallest vertex degree of G. Therefore, we have the following lemma:
Proof. If G is (k, l)-connected, removal of k − 1 vertices and l edges results a connected graph. By Theorem 1, graph G is also (k − 1, l + 1)-connected. Repeating this, when it is (k − 1, l + 1)-connected, it would be (k − 2, l + 2) connected. By continuing this process, G is (1, k + l − 1)-connected and thus it is (0, k + l)-connected.
Proof. "⇒" When the graph G is (k, l)-connected, it is still connected after removal of any k vertices. Therefore, it is (k + 1)-vertex connected and condition (i) is proved. According to Lemma 4, G is (0, k + l)-connected, removal of any (k + l − 1) edges will still leave a connected graph. Therefore, the graph G is (k + l)-edge connected and condition (ii) is proved.
"⇐" Given conditions (i) and (ii), we want to prove G is (k, l)-connected. According to Theorem 1, we just need to prove one case that by removing any k vertices and (l − 1) edges, the resulted graph is connected.
Consider any pair, e.g., s,t ∈ V , we want to show, they would be connected after removal of any k vertices (other than s,t) and (l − 1) edges. As G is (k + 1)-vertex connected by condition (i), by Lemma 2, there are k +1-vertex-disjoint paths between s and t. We consider two cases: -Case 1. By removal of any k vertices, according to condition (i), since G is (k +1)vertex connected, it would be connected, and there exists at least one path P from s to t. Assume that none of the (l − 1) removed edges are in the path P, and the connectivity between s and t is guaranteed. -Case 2. By removal of any k vertices (v 1 , · · · , v k ) and (l − 1) edges (e 1 , · · · , e l−1 ), without loss of generality, assume that k + 1-vertex-disjoint paths between s and t are destroyed in this way: these k + 1 paths are destroyed by v 1 , · · · , v k , e 1 (as shown in Fig. 2 ). We claim that there exists a vertex u 1 , such that (s, u 1 ) ∈ E. In fact, without loss of generality, assume that the removed edges e 2 , · · · , e l−1 are incident to s. According to condition (ii) and Lemma 2, since G is (k + l)-edge connected, the degree of s is at least k + l. Therefore, there exists at least one vertex u 1 such that (s, u 1 ) ∈ E. Now, we claim that there exists a vertex u 2 such that the edge (u 1 , u 2 ) exists in the resulted graph after removal of v 1 , · · · , v k , e 1 , · · · , e l−1 . In fact, as the degree of u 1 is at least k + l, this vertex u 2 must exist.
Continuing this process until we find (u m ,t) exists in the resulted graph, then (s, u 1 ), (u 1 , u 2 ), · · · , (u m ,t) forms a path between s and t, which ensures that s and t are connected.
After considering Case 1 and Case 2 on any pair s,t ∈ V , the graph G is connected after removal of any k vertices and l − 1 edges. By Theorem 1, graph G is (k, l)connected.
Remark 1 In Theorem 2, when k = 0, l ≥ 1, the theorem still holds, as it presents a case for l-edge-connected graph. However, if k ≥ 1, l = 0, this theorem does not hold.
Based on Theorem 2 and Lemma 2, to ensure a graph G is (k, l)-connected we can use following corollary.
Corollary 1 Let n ≥ k + l + 1, and k ≥ 0, l ≥ 1. A graph G is (k, l)-connected if and only if it has k + l edge-disjoint paths between every pair of its vertices, of which k + 1 paths are vertex-disjoint.
As pointed out in Section 1, Beineke and Harary (see [1] ) claimed to prove that there should be k + l edge-disjoint paths, of which k are vertex-disjoint, between any pair of vertices if the graph has (k, l)-connectivity. However, Mader (see [2] ) pointed out a gap in this proof. This corollary now can fix this claim, and is actually formally proved. Also, we notice that in [31] , this corollary was given as a conjecture, and it was also mentioned as Conjecture 13 by [32] . This corollary actually proves these conjectures. Moreover, we prove these conditions are both necessary and sufficient.
Integer Programming Formulations for the Minimum-Cost (k, l)-Connected Spanning Subgraph Problem
For a given graph G, assume that each edge has a nonnegative associated cost c i j for edge (i, j) ∈ E. To find a (k, l)-connected spanning subgraph, let the binary decision variable x i j ∈ {0, 1} denotes whether edge (i, j) ∈ E is chosen into this subgraph if
be the (k, l)-connected spanning subgraph based on this x = {x i j ∈ {0, 1} : (i, j) ∈ E}. By Corollary 1, the spanning subgraph G x is (k, l)-connected if it has k + l edge-disjoint paths between every pair s,t ∈ V , of which k + 1 paths are vertex-disjoint. Let decision variable y (st)l i j indicates whether the edge from i to j is selected in the l th path from s to t or not. Now, we present the following IP formulation for finding a minimum-cost (k, l)-connected spanning subgraph of G:
The objective (1a) is to minimize the cost associated with chosen edges into the (k, l)connected spanning subgraph. Constraints (1b) ensure that for any pair of vertices (s,t) ∈ V , there exist k + l paths between them; Constraints (1c) ensure that all these k + l paths between s and t are edge-disjoint, while constraints (1d) ensure that first k + 1 paths between s and t are vertex-disjoint. The last two sets of constraints ensure the nonnegativity of choice of edges into paths between all pairs s and t, and choice of edges into the spanning subgraphs, respectively. For general (k, l)-connected spanning subgraph under certain conditions, we have the following property, which can present an even more compact formulation.
paths, of which k + 1 are vertex-disjoint, between i and j, then the graph G is (k, l)connected.
Proof. Consider any pair of vertices i, j ∈ V , we claim that, after removal of any k vertices and l − 1 edges from G, there exists at least one path between i and j. In fact, it can be proved in three cases:
Under this case, as there exists k + l edge-disjoint paths between i and j, of which k + 1 are vertex-disjoint, in the worst case, assume all removed k vertices connected to and l − 1 edges incident to vertex i (or vertex j), there still exists on path from i to j. -Case 2. i, j ∈ V 1 . Under this case, after removal of k vertices, there exists at least one vertex j in V 2 . In the worst case, assume all l − 1 removed edges are incident to this vertex k. Consider the degree of j (actually, at least k + l), there exist at least k + l − (l − 1) = k + 1 edges incident to j , and therefore, i, j are both connected to j , as k + 1 ≥ 2. Thus, i and j are connected by a path through vertex j . -Case 3. i, j ∈ V 2 . If all removed k vertices are inside V 2 and removed edges are any ones in G, there exists one vertex i ∈ V such that both i, j are connected to it by paths. For other cases of removed k vertices, as n − k − 1 ≥ k + 1, there exists at least one vertex i ∈ V 1 . Similar to Case 1, whatever the l − 1 edges are removed, i and j can be connected by a path through i .
Therefore, every pair of vertices in V of G are connected after removal of any k vertices and l − 1 edges. By Theorem 1, G is (k, l)-connected.
By Lemma 5 and Corollary 1, we have the following theorem under certain conditions:
-connected if and only if it has k + l edge-disjoint paths between every vertex i ∈ V 1 and every vertex j ∈ V 2 , of which k + 1 paths are vertex-disjoint.
Based on Theorem 3, we have the following compact IP formulation to find a minimum-cost (k, l)-connected spanning subgraph of G if k ≥ 0, l ≥ 1 and k ≤ n 2 − 1 based on the formulation (1):
where V 1 = {1, · · · , n − k − 1} and V 2 = {n − k, · · · , n}. The objective function and constraints are the same as those in formulation (1), except the pairs s,t.
Remark 2 Considering the IP formulation (2) and comparing it with (1), the only requirements in (2) are 1 ≤ k ≤ n 2 − 1, which should be easily satisfied for larger graphs (n is relatively large), but formulation (2) is much more compact. In fact, the number of pairs considering in (1) is n(n−1) 2 , while the number of pairs in (2) is (n − k − 1)(k + 1).
From Corollary 1, there should be k + l edge-disjoint paths between any pair of vertices. Therefore, the degree of each vertex of this graph is at least (k + l). This property can generate simple valid inequalities for solving the minimum-cost (k, l)connected spanning subgraph problem.
Theorem 4
The following inequality is valid for IP formulations (1) and (2):
Mixed Connectivity and Cutsets
In the graph G = (V, E), for two distinct vertices s,t ∈ V , an (s,t)-cut or an (s,t)cutset, denoted by E(s,t), is a set of edges whose removal will partition V into two subsets. Similarly, an (s,t)-vertex-cutset, denoted by V (s,t), is a set of vertices in V such that the removal of vertices in V (s,t) and their incident edges renders G disconnected.
In Lemma 2, the Menger's theorem (see [29] ) is given for the relationships between connectivity and disjoint paths. Here, a different version of Menger's theorem is presented for the relationships between disjoint paths and cutsets.
Lemma 6
In a graph G = (V, E), let s,t ∈ V be two distinct vertices, then (i) The maximum number of edge-disjoint paths between s,t is equal to the minimum cardinality of any (s,t)-cutset; (ii) The maximum number of vertex-disjoint paths between s,t is equal to the minimum cardinality of any (s,t)-vertex-cutset.
Based on the Theorem 2, Corollary 1 and Lemma 6, for k ≥ 0, l ≥ 1 and k ≤ n 2 −1, we have the following formulation for finding the minimum-cost (k, l)-connected spanning subgraph based on the cutset and vertex-cutset as follows:
Constraints (4b) guarantee the existence of (k + l)-edge disjoint paths between every pair s,t by Lemma 6(i). Constraints (4c) ensure the existence of (k +1)-vertex disjoint paths between every pair s,t by Lemma 6(ii). This part is equivalent to that the graph is still connected if we remove any k vertices. Here the set U denotes that removal of k vertices, and the constraint for each pair s,t ensures that the connectivity of the resulted graph.
Theorem 5 Let s and t be nonadjacent vertices, and V (s,t) be the minimum (s,t)vertex-cutset with cardinality |V (s,t)| < (k + 1). For any S ⊂ V \V (s,t) and S ⊂ V \ (S V (s,t)) the following inequality is valid for the minimum-cost (k, l)-connected spanning subgraph:
Proof. By Lemma 6, there exist |V (s,t)| vertex-disjoint paths between vertices s and t. If |V (s,t)| < (k + 1), to ensure the existence of k + 1 vertex-disjoint paths between s,t, there must be (k + 1) − |V (s,t)| vertex-disjoint paths between s,t in the resulted graph after removal of the subset V (s,t) (see Fig. 3 ). From the formulation (4) and also Theorem 5, we design the following cutting plane algorithm. First, we apply valid inequalities introduced in Theorem 4 to obtain an initial solution. Next, we check the number of edge-disjoint paths and vertexdisjoint paths for each pair of vertices. If the conditions in Corollary 1 are not satisfied, the corresponding valid inequalities would be added.
In the following, we use modified Ford-Fulkerson algorithm to find the disjoint paths. Originally, the Ford-Fulkerson algorithm was proposed to find the maximum flow. Here for finding the edge-disjoint paths, we consider the flow capacity of each edge as 1. Therefore, the maximum flow between two vertices is equal to the number of edge-disjoint paths between them.
To find the number of vertex-disjoint paths between two distinct vertices s,t, we still consider the flow capacity of each edge as 1. First we use the breadth-first search algorithm to find the first vertex-disjoint path from s to t; then we convert the capacity for every edge on this path as 0, and mark each vertex on this path (except s,t) as travelled; In the residual graph, we find a vertex-disjoint path between s,t without passing the marked vertices; We repeat this step until there is no more path from s to t in the residual graph. Therefore, the number of vertex-disjoint paths can be determined by the number of iterations of this algorithm.
Algorithm Cutting Plane Algorithm for (k, l)-subgraph problem Input: A graph G = (V, E) with cost matrix (c i j ) n×n , and two integers k, l Output: minimum-cost (k, l)-subgraph of G 1: t ← 0 2: solve the optimization problem consisting (4a), (4d), and (3), let x (t) denote the optimal solution 3: for every pair s ∈ V 1 ,t ∈ V 2 with s = t 4: find the number l (t) of edge-disjoint paths by modified Ford-Fulkerson algorithm 5: find the number k (t) of vertex-disjoint paths by modified breadth-first search algorithm 6: if l (t) < k + l for some division (S,V \ S) 7: add ∑ i∈S, j V \S x i j ≥ k + l to the problem in Step 2 8: if k (t) < k + 1 for some division (S,V \ S) 9: determine V (s,t) for a division (S \V (s,t),V \ (S V (s,t)) 10: add ∑ i∈S, j∈S x i j ≥ (k + 1) − |V (s,t)| to the problem in Step 2 11: else if k (t) ≥ k + 1 for all divisions 12: goto Step 2, t ← t + 1 13: else if l (t) ≥ k + l for all divisions 14: if k (t) < k + 1 for some division (S,V \ S) 15: determine V (s,t) for a division (S \V (s,t),V \ (S V (s,t)) 16: add ∑ i∈S, j∈S x i j ≥ (k + 1) − |V (s,t)| to the problem in Step 2 17: goto Step 2, t ← t + 1 18: else if k (t) ≥ k + 1 for all divisions, exit; x (t) is optimal. 19 : end(for) problem by formulations (1) and (2) . Initially, without adding any valid inequalities, we find that most cases in the randomly generated graphs will take more than 3,000 seconds to obtain the optimal solutions (see Table 1 ). The computational seconds of formulation (1) and formulation (2) by adding valid inequalities from Theorem 4 are much more less than those without them (see Table 1 ). Also, the computational time of formulation (2) is less than formulation (1).
The Appendix B presents more numerical experiments. In Table B .3, the computational results of cutting plane algorithm is presented. In most cases, the initial solution is optimal so minimizing objective function by considering the valid inequalities from theorem (4) provides the optimal solution in those cases. In Table B .4, we test the algorithm for network with different densities. From Tables B.3-B.4, we can also observe that more valid inequalities of type "vertex-cut" (5) 12 
Numerical Experiments
In this section, all formulations discussed above are implemented in C++ using CPLEX 12.3 via IBM's Concert Technology library, version 2.9. All experiments were performed on a Linux workstation with 4 Intel(R) Core(TM)2 CPU 2.40GHz processors and 8GB RAM. In the following, all networks we test for finding (k, l)-connected subgraphs are randomly generated, and 3,000 seconds are the time limit for tests.
All graphs we tested are randomly generated. In Table 2 , the cost of each edge is set to c i j = i + j, and the cost c i j in Tables 3-5 is randomly generated between [1, |V |]. Additionally, in Tables 4-5, we generate network with different densities where the density is defined as the ratio 2|E|/(|V | × (|V | − 1)). Recall that the choices of k, l in formulation (1) satisfy n ≥ k + 1 + 1 and k ≥ 0, l ≥ 1, and in formulation (2) require k, l ≥ 1, k ≤ n 2 − 1. Also, note that the vertex connectivity and edge connectivity of a complete graph are both n − 1, which also limits the choice of k, l.
First, we perform the numerical experiments for solving the (k, l)-subgraph problem by formulations (1) and (2) . Initially, without adding any valid inequalities, we find that most cases in the randomly generated graphs will take more than 3,000 seconds to obtain the optimal solutions (see column 5 in Table 2 ). The computational seconds of formulation (1) and formulation (2) by adding valid inequalities from The-orem 4 are much more less than those without them (see columns 6 and 8 of Table  2 ). Also, the computational time of formulation (2) is less than formulation (1).
Next in Table 3 , the computational results of cutting plane algorithm is presented. In most cases, the initial solution is optimal so minimizing objective function by considering the valid inequalities from theorem (4) provides the optimal solution in those cases. In Table 4 , we test the algorithm for network with different densities. From Tables 3-4, we can also observe that more valid inequalities of type "vertex-cut" are needed than corresponding "edge-cut". For very large graphs (e.g., 50 vertices and 1225 edges, or 100 vertices and 1000 edges), the computational second in most cases is less than one second. In table 5, the results of the cutting plane algorithms when k = 0 is presented and this is to find the minimum l-edge-connected subgraphs.
Conclusions
In this paper, we formally modified and proved that the number of edge-and vertexdisjoint paths to ensure the mixed connectivity property of a graph. Then based on this property, we presented two compact IP formulations and designed a cutting plane algorithm to exactly solve the minimum-cost (k, l)-connected spanning subgraph problem. Note that the cutting plane algorithm is also based on checking pairs within two subsets defined in Theorem 3. Also, two strong valid inequalities are proposed for these IP formulations. Numerical experiments showed that the cutting plane algorithm with the valid inequalities is the most efficient method. For the valid inequality proposed in formulation (3), it has good performance in the numerical experiments. Future research should study the polyhedral property of this inequality. Table 2 Computational results of (k, l)-subgraph by formulations (1), (2) Formulation (1) Formulation ( 
