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Résumé
Nous donnons une méthode de onstrution de omplexes polyédriques
dans Rn permettant de relier entre elles des grilles dyadiques d'orienta-
tions diérentes tout en s'assurant que les polyèdres utilisés ne soient
pas trop plats, y ompris leurs sous-faes de toutes dimensions. Pour ela,
après avoir rappelé quelques dénitions et propriétés simples des polyèdres
eulidiens ompats et des omplexes, on se dote d'un outil qui permet
de remplir de polyèdres n-dimensionnels un ouvert en forme de tube dont
la frontière est portée par un omplexe n − 1-dimensionnel. Le théorème
prinipal est démontré par indution sur n en reliant les omplexes dya-
diques ouhe par ouhe, en remplissant des tubes disposés autour des
diérentes ouhes et en utilisant le théorème en dimension inférieure pour
onstruire les moreaux manquants de la frontière des tubes. Une appli-
ation possible de e résultat est la reherhe de solutions à des problèmes
de minimisation de la mesure en dimension et odimension quelonques
dans ertaines lasses topologiques.
Abstrat
We build polyhedral omplexes in Rn that oinide with dyadi grids
with dierent orientations, while keeping uniform lower bounds (depend-
ing only on n) on the atness of the added polyhedrons inluding their
subfaes in all dimensions. After the denitions and rst properties of
ompat Eulidean polyhedrons and omplexes, we introdue a tool al-
lowing us to ll with n-dimensionnal polyhedrons a tubular-shaped open
set, the boundary of whih is a given n − 1-dimensionnal omplex. The
main result is proven indutively over n by ompleting our dyadi grids
layer after layer, lling the tube surrounding eah layer and using the
result in the previous dimension to build the missing parts of the tube
boundary. A possible appliation of this result is a way to nd solutions
to problems of measure minimization over ertain topologial lasses of
sets, in arbitrary dimension and odimension.
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Fig. 1  Fusion à la main de deux omplexes bidimensionnels et les onstantes
de forme obtenues
1 Introdution
Le résultat prinipal de e papier (le théorème 1, dit  de fusion ) peut
s'énoner simplement :
 Étant donnés deux omplexes dyadiques S1 et S2 tels qu'un
moreau de la frontière de S1 forme la frontière d'un ouvert borné
O disjoint de S1 qui ontient S2, si la distane séparant S1 et S2 est
susamment grande devant la taille des ubes dyadiques onsidérés
alors on peut onstruire un omplexe S3 tel que S2 ∪ S3 remplisse
O, ave une borne inférieure uniforme sur la rotondité des polyèdres
onstruits et leurs sous-faes. 
Le leteur qui se risquerait à eetuer un dessin en dimension 2 n'aurait
probablement auun mal à ompléter deux omplexes dyadiques d'orientations
diérentes en s'imposant une borne inférieure raisonnable sur les angles des seg-
ments qui s'intersetent. Il obtiendrait d'ailleurs vraisemblablement des bornes
inférieures sur la rotondité et la distane entre les deux omplexes meilleures
que elles du théorème 1. Bien évidemment les hoses se ompliquent en dimen-
sion plus grande, en partiulier faute d'outils desriptifs  morphologiques 
eaes. En outre des problèmes supplémentaires surviennent lorsque n ≥ 4,
rendant les représentations beauoup plus diiles.
Nous donnons d'abord une dénition simple et intuitive (dénition 1) des
polyèdres eulidiens onvexes de Rn en tant qu'intersetion ompate de demi-
espaes anes, équivalente à elle des polytopes (propriété 1) et amenant natu-
rellement la dénition des faes et des sous-faes (dénition 2). On pourra lire
à e sujet l'artile d'Andrée Bastiani [Bas59℄ pour des dénitions plus générales
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dans des espaes topologiques. Nous introduisons une quantité (la rotondité, dé-
nition 4) permettant de ontrler la forme d'un polyèdre donné en onsidérant
le rapport ompris entre 0 et 1 des rayons d'une boule insrite et d'une boule
ironsrite ; plus e rapport est prohe de zéro, plus le polyèdre est aplati. Enn
pour formaliser l'idée intuitive de familles de polyèdres de même dimension qui se
raordent bien entre eux nous dénissons la notion de omplexe (dénition 5),
en imposant que les polyèdres et leurs sous-faes de dimensions inférieures soient
d'intérieurs disjoints deux à deux (hormis eux qui sont onfondus) ; 'est le as
par exemple des omplexes dyadiques, abordés dans la setion 3. La notion de
rotondité est généralisée aux omplexes en onsidérant la rotondité minimale
parmi les polyèdres et les sous-faes, de façon à pouvoir minorer la rotondité de
la sous-fae la plus aplatie.
Avant d'énoner le plan de l'artile donnons rapidement et sans démons-
tration une appliation possible de e résultat inspirée de Reifenberg [Rei60℄
pour trouver des ensembles de mesure minimale parmi ertaines lasses topo-
logiques. Par exemple, trouver parmi une lasse F stable par des déformations
lipshitziennes un ensemble E ∈ F tel que
Hd(E) = inf
F∈F
Hd(F ), (1)
la mesure utilisée ii étant la mesure de Hausdor d-dimensionnelle Hd ave
0 ≤ d < n (on pourra trouver plus de détails dans le livre de Mattila [Mat95℄).
Notons que la tehnique utilisée reste valable pour la minimisation de fontion-
nelles ensemblistes plus générales.
Considérons un polyèdre n-dimensionnel δ (onvexe par dénition, de roton-
dité R(δ)) et c ∈
◦
δ. Notons Πδ,c la projetion radiale sur ∂δ qui à x ∈ δ \ {c}
assoie l'unique intersetion de la demi-droite [c, x) ave ∂δ. Posons d = n − 1
et soit E ⊂ δ une sous-partie fermée Hd-mesurable telle que Hd(E) < ∞. En
alulant la valeur moyenne de Hd(Πδ,c(E)) lorsque c parourt
◦
δ \ E on peut
montrer en utilisant Fubini qu'il existe une onstante K > 0 ne dépendant que
de d et n telle que
∃c ∈
◦
δ : Hd(Πδ,c(E)) ≤ KR(δ)−2dHd(E). (2)
En utilisant par exemple le théorème d'extension lipshitzienne de Kirzbraun
[Kir34℄ on peut montrer que pour tout omplexe S de rotondité R(S) et toute
sous-partie fermée E telle que E ⊂ U(S) on peut trouver une appliation lip-
shitzienne φ telle que φ(E) est inlus dans les faes de S et
Hd(φ(E)) ≤ KR(S)−2dHd(E). (3)
En ontinuant les projetions radiales dans les sous-faes de dimension inférieure
qui ne sont pas entièrement reouvertes on peut même eetuer ette onstru-
tion en odimension n− d ≥ 1 quelonque, et imposer que φ(E) soit une union
nie de sous-faes de dimension au plus d de S.
Supposons que E ∈ F. Lorsque E est retiable, par un lemme de type
Vitali on peut reouvrir E à une partie de mesure arbitrairement petite près par
une union nie de omplexes dyadiques disjoints dont les orientations suivent
la diretion des plans tangents approximatifs de E. D'après le théorème 1 il
est alors possible de relier tous es omplexes dyadiques en un omplexe plus
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grand S de façon à avoir à la fois E ⊂ U(S) et R(S) > C où C ne dépend
que de n. En projetant préalablement E sur ses plans tangents approximatifs
et en omposant ave les projetions radiales mentionnées plus haut on peut
onstruire une appliation lipshitzienne ψ telle que ette fois E′ = ψ(E) soit
une union nie de sous-faes de dimension au plus d de S et
Hd(E′) ≤ (1 + ǫ)Hd(E). (4)
En minimisant parmi les éléments de F qui sont des unions de sous-faes de
dimension au plus d de S (il y en a un nombre ni) on peut trouver un ensemble
polyédrique optimal E′′ qui vérie en partiulier
Hd(E′′) ≤ Hd(E′) ≤ (1 + ǫ)Hd(E). (5)
Par ailleurs pour toute déformation lipshitzienne F de E′′ à l'intérieur de U(S′),
d'après (3) et puisque E′′ est optimal on a
Hd(E′′) ≤ KC−2dHd(F ) (6)
'est à dire que E′′ est M -quasiminimal ave M = KC−2d qui ne dépend que
de d et n.
Pour résumer en onsidérant une suite minimisante Ek de F, 'est à dire telle
que
lim
k→+∞
Hd(Ek) = inf
F∈F
Hd(F ) (7)
il est don possible de onstruire automatiquement une suite minimisante d'en-
sembles quasiminimaux polyédriques de F. Dans e as un résultat de Guy David
dans [Dav03℄ établit la semi-ontinuité inférieure de la mesure par passage à la
limite, e qui n'est généralement pas le as et onstitue une diulté tehnique
pour la reherhe de minimiseurs.
Une version détaillée de e proessus d'optimisation polyédrale devrait faire
l'objet d'un prohain artile. Notre méthode pourrait par ailleurs permettre
de généraliser en dimension et odimension quelonques un résultat de Thierry
De Pauw dans [DP07℄ basé sur un théorème d'approximation polyédrale d'en-
sembles retiables de dimension 2 dans R3, dans un adre de reherhe de
minimiseurs de taille pour les ourants entiers.
Le plan de l'artile est le suivant.
La setion 2 est onsarée aux dénitions et propriétés immédiates des po-
lyèdres et omplexes eulidiens. En partiulier nous démontrons le lemme 3 de
suspension tubulaire, un outil qui permet de remplir de polyèdres un ouvert en
forme de tube dont la frontière est portée par un omplexe n− 1-dimensionnel
en onstruisant un omplexe n-dimensionnel qui remplit son adhérene en s'ap-
puyant sur le omplexe-frontière. Ce résultat suppose de prendre les préautions
néessaires pour s'assurer que les polyèdres onstruits sont d'intérieurs disjoints,
omme indiqué dans le lemme 1, et permet de ontrler la rotondité du omplexe
obtenu en fontion de la forme du tube.
La setion 3 est onsarée aux omplexes dyadiques et à la démonstration du
théorème 1 par réurrene sur la dimension n. On ommene par le démontrer
en dimension 2 (lemme 5). Puis l'indution est prouvée par le lemme 10. En
supposant que les bases des deux omplexes dyadiques à faire fusionner sont
l'image l'une de l'autre par une rotation planaire parallèle aux ubes il est
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possible de travailler ouhe par ouhe. Il est en outre possible d'imposer que
l'angle de rotation soit arbitrairement prohe de zéro. Nous obtenons es deux
onditions en déomposant une isométrie ane de hangement de base entre
les deux omplexes dyadiques en un produit de rotations planaires, puis en
déomposant haque rotation en un produit de rotations d'angle susamment
prohe de zéro. Il sut alors de remplir des ouhes de transitions en  oignon 
pour passer de S1 à S2 et supposant ρ susamment grand, le nombre total de
ouhes ne dépendant que de n et du hoix de l'angle de rotation maximal.
On eetue alors des suspensions tubulaires autour des diérentes ouhes
en utilisant le théorème en dimension inférieure pour ompléter les parties man-
quantes de la frontière des ouhes. L'un des problèmes tehniques est qu'on
ne dispose pas de bornes uniformes sur le diamètre des tubes utilisés pour les
suspensions. Il font don reuser des analisations (dénition 15) à la surfae
des deux omplexes à fusionner, qui peuvent s'imbriquer de manière omplé-
mentaire (lemme 9). Ces analisations sont obtenues en étudiant des omplexes
dyadiques bidimensionnels. Nous prouvons le lemme 6 dit  du laboureur  qui
permet de reuser des sillons dans un omplexe dyadique bidimensionnel de fa-
çon à e que le talus de es sillons (le omplémentaire des ubes enlevés) forme
lui aussi quasiment des sillons, avant de généraliser en dimension plus grande.
La dernière setion est une étude de diérents as intervenant dans la dé-
monstration du lemme du laboureur. Étant donné le nombre élevé de as à
onsidérer, nous utilisons un algorithme et son implémentation en langage C
pour terminer la démonstration.
Je tiens à remerier Guy David pour son onstant soutien, ses nombreux
onseils et suggestions.
2 Polyèdres et omplexes eulidiens
Un demi-espae ane A est la somme direte d'un hyperplan ane H ave
une demi-droite R+u où u est une diretion non parallèle à
−→
H , 'est à dire
A = {x+ ru : x ∈ H et r ≥ 0}. (8)
On dira qu'une intersetion de demi-espaes anes est un polyèdre, au sens de
la dénition suivante.
Dénition 1 (Polyèdres). Un polyèdre δ de dimension n est une partie om-
pate de Rn d'intérieur non vide, obtenue par intersetion nie de demi-espaes
anes.
En ne gardant que les demi-espaes anes dont la frontière intersete δ sur
une sous-partie de dimension de Hausdor égale à n − 1 on vérie failement
que parmi toutes les familles de demi-espaes anes qui peuvent onvenir il en
existe une minimale pour l'inlusion ; on la notera A(δ).
En autorisant des parties ompates non vides mais d'intérieur vide on gé-
néralise aussi la dénition à des polyèdres de dimension k ≤ n en onsidérant
la dimension k du plus petit sous-espae ane qui les ontient, noté Affine(δ).
Dans e as les diérents opérateurs topologiques usuels (frontière, adhérene
ou intérieur) seront pris relativement à e sous-espae ane minimal, de même
que les demi-sous-espaes anes dans A(δ). Par onvention, on onsidère que
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les singletons sont des polyèdres de dimension 0, égaux à leur intérieur et de
frontière vide.
Ave es onventions, un argument simple de onvexité permet d'établir la
orrespondane entre la dimension de Affine(δ) et la dimension de Hausdor de
δ, qu'on note dim δ.
2.1 Sous-faes et suspensions de polyèdres
Les polyèdres tels qu'on les a dénis sont onvexes et possèdent des faes et
des sous-faes.
Dénition 2 (Sous-faes). Soit δ un polyèdre n-dimensionnel tel que A(δ) =
{A1, . . . , Ap} et {A′1, . . . , A′p} une famille de sous-parties de Rn telle que A′i = Ai
ou A′i = ∂Ai pour 1 ≤ i ≤ p. En posant α =
⋂
iA
′
i, si α 6= ∅ on dira que α est
une sous-fae de δ, et plus préisément :
 si dimα < dim δ on dira que α est une sous-fae strite ;
 si dimα = dim δ − 1 on dira que α est une fae ;
 si dimα = 0 (autrement dit si α est un singleton) on dira que α est un
sommet, et on le onfondra souvent ave le point qu'il ontient.
On note F(δ) l'ensemble des sous-faes de δ (dont δ lui-même) et pour 0 ≤ k ≤
dim δ l'ensemble des sous-faes k-dimensionnelles
Fk(δ) = {α ∈ F(δ) : dimα = k}. (9)
Là enore on généralise naturellement ette dénition à des polyèdres de
dimension k ≤ n. On peut vérier aisément que les sous-faes sont elles-mêmes
des polyèdres, et que les sous-faes des sous-faes de δ sont aussi des sous-faes
de δ. En outre les faes sont d'intérieur disjoint, et leur union forme la frontière
du polyèdre. On peut même érire que
δ =
⊔
α∈F(δ)
◦
α (10)
où ⊔ désigne une union disjointe, l'intérieur des sous-faes étant pris à haque
fois relativement au sous-espae ane engendré orrespondant.
De façon à rendre plus lisibles ertains des énonés à venir on va enore se
doter de la dénition suivante.
Dénition 3 (Suspension). Pour une partie A ⊂ Rn et x ∈ Rn on dénit la
suspension de A par rapport à x par
S(A, x) = {ty + (1 − t)x : y ∈ A et t ∈ [0, 1]}. (11)
Pour une partie A on note 〈A〉 son enveloppe onvexe, 'est à dire l'inter-
setion de tous les onvexes qui la ontiennent. Il est faile de vérier que si A
est onvexe, pour deux points quelonques x et y on a S(A, x) = 〈A ∪ {x}〉 et
S(S(A, x), y) = S(S(A, y), x)
Pour une partie A ⊂ R on note l'ensemble de ses points extrémaux
Extrem(A) = {x ∈ A : x /∈ 〈A \ {x}〉} . (12)
Ave es notations on peut donner la aratérisation suivante, qui établit l'équi-
valene entre les polyèdres de la dénition 1 et les polytopes. Il est possible de
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Fig. 2  Un polyèdre (ii un ube) et ses sous-faes visibles en dimension 3
Fig. 3  Suspension d'un polyèdre δ par rapport à un point x oplanaire ou non
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la démontrer (e qu'on ne fera pas ii) par réurrene sur le nombre de points
de Extrem(δ) pour l'impliation 1 ⇒ 2, par réurrene sur la dimension de δ
pour l'impliation réiproque, et en utilisant le théorème de Krein-Milman dans
les espaes eulidiens [KM40℄ pour le dernier point.
Propriété 1 (Polytopes). Pour toute partie onvexe ompate non vide δ ⊂ Rn,
les deux énonés suivants sont équivalents :
1. Extrem(δ) est nie ;
2. δ est un polyèdre.
En partiulier, si δ est un polyèdre alors Extrem(δ) = F0(δ).
Étant donné un ompat A ⊂ Rn, donnons-nous trois quantités permettant
de ontrler sa forme, et en partiulier dans le as d'un polyèdre de donner une
borne inférieure impliite sur les angles que font ses faes entre elles.
Dénition 4 (Rotondité). Les onstantes de forme d'un ompat A ⊂ Rn sont :
 le supremum des rayons des boules inluses relativement au sous-espae
ane engendré (ave la onvention sup ∅ = 0) appelé rayon intérieur
R(A) = sup{r > 0: ∃x ∈ Rn, A ⊃ B(x, r) ∩ Affine(A)}; (13)
 l'inmum des rayons des boules qui le ontiennent (ave la onvention
inf ∅ = 0) appelé rayon extérieur
R(A) = inf{r > 0: ∃x ∈ Rn, A ⊂ B(x, r)}; (14)
 le rapport des deux (ave la onvention R(A) = 1 lorsque R(A) = 0) appelé
rotondité
R(A) =
R(A)
R(A)
∈ [0, 1]. (15)
On dira que plus R(A) est prohe de 1, plus A est arrondi.
Dans le as d'une partie onvexe et lorsqu'il est non nul, le supremum dans
le alul de R(A) est atteint par ompaité, on parle alors d'une boule insrite
dans A, entrée sur un orthoentre. Lors de la suspension d'un polyèdre δ par
rapport à un point x non oplanaire, il est possible de donner des bornes sur
les onstantes de forme du polyèdre obtenu en fontion de la distane de x à un
orthoentre de δ et au sous-espae Affine(δ). La propriété suivante pourrait être
donnée sous une forme plus préise mais elle sura amplement pour la suite.
Propriété 2. Lorsque δ est un polyèdre, les sous-faes de S(δ, x) sont de trois
sortes :
 {x} lui-même (lorsque x /∈ δ ou x ∈ F0(δ)) ;
 des sous-faes de δ ;
 des suspensions de sous-faes de δ par rapport à x.
Pour tout ompat K ⊂]0,+∞[2 il existe des onstantes c1 et c1 stritement
positives telles que pour tous polyèdre δ ave un orthoentre o et x ∈ Rn \
Affine(δ), si (
d(x,Affine(δ))
d(x, o)
,
d(x, o)
R(δ)
)
∈ K (16)
alors
R(S(δ, x)) ≤ c1R(δ) et R(S(δ, x)) ≥ c2R(δ). (17)
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Fig. 4  Rayon intérieur d'une suspension de polyèdre
Démonstration. Le premier point est évident si l'on se réfère à la propriété 1 et
en partiulier à la minimalité pour la onvexité des sommets de S(δ, x).
Pour vérier le seond point, notons :
 δ′ = S(δ, x) ;
 H = Affine(δ) ;
 o un orthoentre de δ ;
 B une boule insrite dans δ de entre o ;
 B la boule de entre o et de rayon 2R(δ) (dès lors δ ⊂ B) ;
 o′ un point du segment [x, o].
Le problème peut se ramener à trouver une boule B(o′, r) inluse dans S (B, x),
et une boule B(o, r) ontenant S (B, x). Appelons C le ne de sommet x en-
gendré par B (par hypothèse d(x,H) > 0 don x /∈ H), et B′ la plus grande
boule de entre o ontenue dans C. Son rayon R′ vaut R(δ) cosα où α est l'angle
(non orienté) entre la normale à H et la droite (x, o). Or
cosα =
d(x,H)
d(x, o)
(18)
don
R′ = R(δ)
d(x,H)
d(x, o)
. (19)
Les boules images de B′ par l'homothétie de entre x et de rapport γ > 0 sont
toutes ontenues dans le ne C, en partiulier la boule B′′ de entre c′ obtenue
ave γ = 12 par exemple. Choisissons o
′
omme le milieu du segment [x, o] et
posons
r1 =
1
2
· R′ = 1
2
· d(x,H)
d(x, o)
·R(δ) r2 = d(o′, H) =
d(x,H)
2
. (20)
Puisque par dénition R(δ) ≤ R(δ) il vient enore
r2 ≥
1
2
· d(x,H)
d(x, o)
· d(x, o)
R(δ)
· R(δ). (21)
Par onstrution B(o′, r1) ⊂ C et B(o′, r2) ⊂ S(H,x), don B(o′, r1) ∩
B(o′, r2) ⊂ C ∩ S(H,x) ⊂ δ′, et nalement r = min(r1, r2) onvient. On ob-
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tient don les bornes suivantes en fontion de K :
R(δ′) ≥ 1
2
· d(x,H)
d(x, o)
min
(
1,
d(x, o)
R(δ)
)
R(δ)
R(δ′) ≤ max
(
2,
d(x, o)
R(δ)
)
R(δ).
(22)
2.2 Complexes polyédriques et graphes
Dans e qui va suivre, pour en ensemble S ni de polyèdres k-dimensionnels
de Rn on notera :
 l'union des polyèdres
U(S) =
⋃
δ∈S
δ; (23)
 l'ensemble des sous-faes
F(S) =
⋃
δ∈S
F(δ); (24)
 l'ensemble des sous-faes k′-dimensionnelles (pour 0 ≤ k′ ≤ k)
Fk′(S) =
⋃
δ∈S
Fk′(δ); (25)
 l'ensemble des faes de la frontière
F∂(S) = {α ∈ Fk−1(S) : ∀(β, γ) ∈ S2, α 6= β ∩ γ}. (26)
La dénition suivante permet de formaliser l'idée intuitive de grilles de polyèdres
qui se raordent bien entre eux.
Dénition 5 (Complexes). Lorsque toutes les sous-faes de S sont d'intérieurs
(relativement au sous-espae ane engendré orrespondant) disjoints deux à
deux, autrement dit si
∀(α, β) ∈ (F(S))2 : α 6= β ⇒ ◦α ∩
◦
β = ∅ (27)
on dira que S est un omplexe k-dimensionnel.
Les onstantes de forme de S sont les extrema de elles de ses sous-faes de
toute dimension et seront notées ave des lettres rondes :
R(S) = max
δ∈F(S)
R(δ) R(S) = min
δ∈F(S)\F0(S)
R(δ) R(S) = min
δ∈F(S)
R(δ). (28)
On peut par exemple vérier que pour tout polyèdre δ et 0 ≤ k ≤ dim δ l'en-
semble Fk(δ) est un omplexe, de même que Fk′(S) lorsque S est un omplexe
k-dimensionnel et 0 ≤ k′ ≤ k. Dans le as d'un omplexe n-dimensionnel S, on
a aussi par dénition ∂U(S) = U(F∂(S)).
Pour les besoins des onstrutions à venir on devra par ailleurs utiliser des
ensembles nis de points munis d'une struture onnetive non orientée. Selon
la terminologie usuelle on appellera de tels ensembles graphes, au sens de la dé-
nition suivante. On notera qu'il ne s'agit pas seulement ii de graphes abstraits,
mais bien du plongement des objets orrespondants dans Rn.
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Dénition 6 (Graphes). Un graphe G = (T,A) est la donnée d'un ouple formé
de deux ensembles :
 l'ensemble des sommets, une partie nie non vide de Rn appelée support
de G ;
 un ensemble d'arêtes A ⊂ P2(T ) qui ontient des doublons de sommets
distints formant des segments ouverts disjoints deux à deux, 'est à dire
que
∀({a, b}, {c, d}) ∈ A2 : {a, b} 6= {c, d} ⇒]a, b[∩]c, d[= ∅. (29)
Puisque les arêtes d'un graphe ainsi déni forment un omplexe de dimension
1 (ar supposées d'intérieurs disjoints), on se réserve le droit d'user parfois d'une
terminologie identique pour les deux types d'objets. Lorsqu'une arête {x, y} ∈ A
on dira que les sommets x et y sont voisins, et on onfondra souvent ette arête
ave le segment [x, y]. Pour tout sommet x ∈ T on appelle ordre de x le nombre
de ses voisins :
O(x) = #{y ∈ T : {x, y} ∈ A}. (30)
Cette dénition peut enore s'étendre au graphe tout entier :
O(G) = max
x∈T
O(x). (31)
Dotons-nous enore de la terminologie qui suit an de dérire la struture
des graphes :
 pour k > 1 on dira qu'un hemin de longueur k est un k + 1-uplet de
sommets (x1, . . . , xk+1) ∈ T k+1 tel que ∀i ∈ {1, . . . , k} : {xi, xi+1} ∈ A ;
 un k-yle est un hemin de longueur k dont les deux extrémités sont
égales, et les k − 1 autres sommets le omposant distints deux à deux.
Par exemple, si {x, y} ∈ A le triplet (x, y, x) est un 2-yle ;
 on dira que G est onnexe s'il existe un hemin qui le parourt en entier ;
 on dira que G est linéaire si O(G) ≤ 2, s'il ne possède auun 3-yle et s'il
est onnexe ;
 on dira que G est ylique s'il existe un yle qui passe par tous ses som-
mets.
2.3 Suspension de omplexes par rapport à un graphe li-
néaire
On suppose qu'on dispose d'un omplexe k-dimensionnel S, d'un graphe
linéaire G = (T,A) et d'une appliation p de S dans T , appelée hoix de sus-
pension. Posons
S′ = {α ∩ β : {p(α), p(β)} ∈ A}
S∗ = S ∪ S′ (32)
et pour δ ∈ S∗ on notera
p∗(δ) =
{
{p(δ)} si δ ∈ S
{p(α), p(β)} si δ ∈ S′. (33)
Ave es notations on va donner une dénition pour la suspension de S par
rapport à G.
12
Dénition 7 (Suspension de omplexe). La suspension S(S,G, p) du omplexe
k-dimensionnel S par rapport au graphe linéaire G selon le hoix p est l'ensemble
des polyèdres 〈δ ∪ p∗(δ)〉 de dimension k + 1 obtenus lorsque δ parourt S∗ :
S(S,G, p) = {δ′ = 〈δ ∪ p∗(δ)〉 : δ ∈ S∗ et dim δ′ = k + 1} . (34)
Lorsque S(S,G, p) est un omplexe on dira que p est un hoix adapté à la sus-
pension.
Il est lair qu'une suspension de omplexe n'est en général pas un omplexe,
on peut donner l'exemple simple de deux polyèdres et d'un graphe à un seul
sommet situé sur l'origine d'une demi-droite qui intersete l'intérieur de haun
des polyèdres : dans e as les suspensions respetives des deux polyèdres ne
sont pas d'intérieurs disjoints.
En fait, il est néessaire que toute demi-droite dont l'origine est l'un des
sommets du graphe ne renontre au maximum qu'une seule fois l'union des
polyèdres mis en orrespondane ave e sommet par le hoix p. Pour formaliser
ette idée, pour deux parties A et B de Rn on dira que A est en olusion simple
par rapport à B si
∀(x, y) ∈ A×B : [x, y] ∩ A = {x}. (35)
En partiulier lorsque A est la frontière d'un ouvert borné U ette propriété est
équivalente au fait que U soit étoilé par rapport à tout point de A. De manière
plus générale on se donne aussi la dénition suivante dans le as de la suspension
d'un omplexe k-dimensionnel S par rapport à un graphe G = (T,A).
Dénition 8 (Olusion simple). On dira que S est en olusion simple par
rapport à G ave le hoix p si les trois onditions suivantes sont réalisées :
1. les polyèdres de S ne renontrent pas les arêtes de G ;
2. pour tout sommet x ∈ T , l'ensemble
U(p−1(x)) =
⋃
δ∈S : p(δ)=x
δ (36)
est en olusion simple par rapport à x ;
3. pour toute arête {x, y} ∈ A :
 U(p−1(x)) ∩ U(p−1(y)) est en olusion simple par rapport au segment
[x, y] ;
 U(p−1(x)) ∪ S(U(p−1(x)) ∩ U(p−1(y)), y) est en olusion simple par
rapport au point x.
Ave ette dénition on va être en mesure de donner des onditions susantes
pour que la suspension d'un omplexe en olusion simple par rapport à un
graphe linéaire soit enore un omplexe.
Lemme 1 (Condition susante de suspension adaptée). Soient S un omplexe
k-dimensionnel, G = (T,A) un graphe linéaire et p un hoix de suspension
vériant les propriétés suivantes :
 S est en olusion simple par rapport à G ave le hoix p ;
 il existe une famille (κx)x∈T d'ouverts deux à deux disjoints de Rn tels
que :
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Fig. 5  Exemples de suspensions de omplexes ave hoix adapté ; les exemples
du bas et de droite vérient en plus les hypothèses du lemme 2 d'olusion
totale, le seond ave un graphe ylique
 ∀x ∈ T , κx est étoilé par rapport à x et U(p−1(x)) ⊂ κx ;
 si x et y sont deux sommets voisins de G alors en notant
κx,y =
⋃
(u,v)∈κx×κy
[u, v] (37)
pour tout z ∈ T \ {x, y} on a κz ∩ κx,y = ∅ ;
 si {a, b} et {c, d} sont deux arêtes distintes du graphe alors κa,b∩κc,d =
∅ (ette ondition impliquant la préédente lorsque G est ylique).
Alors S(S,G, p) est un omplexe k + 1-dimensionnel.
Démonstration. Par dénition les polyèdres de S(S,G, p) sont de deux espèes :
1. eux obtenus par suspension d'un polyèdre de S par rapport à un sommet
de T ;
2. eux obtenus par suspension suessive d'une fae de S par rapport à deux
sommets voisins de T .
Vérions que l'ensemble des polyèdres de es deux espèes forme bien un om-
plexe. Considérons F une sous-fae d'un polyèdre δ réé après suspension, elle
peut être obtenue de quatre manières diérentes :
1. δ est de première ou seonde espèe et F est une sous-fae de S ;
2. δ est de première ou seonde espèe et F = 〈F ′ ∪ {x}〉 où F ′ est une
sous-fae de S et x un sommet de G ;
3. δ est de seonde espèe et F = 〈F ′ ∪ {x, y}〉 où F ′ est une sous-fae de S
et x et y deux sommets voisins de G ;
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4. δ est de seonde espèe et F est une arête de G.
Notons respetivement S1, S2, S3 et S4 les ensembles des sous-faes obtenues
après suspension et orrespondant respetivement à es quatre sortes (les en-
sembles Si sont deux à deux disjoints, puisque par onstrution une sous-fae
ne peut être que d'une seule sorte à la fois), ainsi
F(S(S,G, p)) = S1 ⊔ S2 ⊔ S3 ⊔ S4. (38)
On va montrer que les polyèdres de F(S(S,G, p)) sont d'intérieurs disjoints deux
à deux. Pour ela onsidérons (lorsque ela est possible
1
) pour 1 ≤ i ≤ 4 deux
polyèdres distints Fi et Gi de Si et démontrons que
∀(i, j) ∈ {1, 2, 3, 4}2 :
◦
Fi ∩
◦
Gj = ∅. (39)
Il y a un total de seize as à onsidérer, qu'on peut ramener à dix à une permu-
tation des notations près, et qu'on va traiter un à un en utilisant es notations :
 F1 est une sous-fae d'un polyèdre α1 de S
 F2 = 〈F ′2 ∪ {x}〉 où F ′2 est une sous fae de α2 ∈ S ;
 G2 = 〈G′2 ∪ {y}〉 où G′2 est une sous fae de β2 ∈ S ;
 F3 = 〈F ′3 ∪ {a, b}〉 où F ′3 est une sous fae de α3 ∈ S ;
 G3 = 〈G′3 ∪ {c, d}〉 où G′3 est une sous fae de β3 ∈ S ;
 G4 = [u, v].
◦
F1 ∩
◦
G1 F1 et G1 sont d'intérieurs disjoints par dénition puisque S est un
omplexe.
◦
F1 ∩
◦
G2 remarquons d'abord que si F1 est une sous-fae de G
′
2 elle est aussi
une sous-fae de G2 (ar y est en olusion simple par rapport à G
′
2) et
don
◦
F1 ∩
◦
G2 = ∅. Supposons alors que F1 ne soit pas une sous-fae de
G′2, posons z = p(α1) et onsidérons les deux as :
 si z 6= y alors par hypothèse d'abord F1 ⊂ α1 ⊂ κz et G′2 ⊂ β2 ⊂ κy
don G2 ⊂ κy ar κy est étoilé par rapport à y. De plus puisque y /∈ κz
alors G2 ∩ ∂κz ⊂ G′2. Dès lors puisque κy et κz sont disjoints il vient
F1 ∩G2 = F1 ∩ κz ∩G2 ∩ κy = F1 ∩G2 ∩ ∂κy ∩ ∂κz ⊂ F1 ∩G2 ∩ ∂κy ⊂
F1 ∩G′2 ;
 si z = y, puisque par hypothèse y est en olusion simple par rapport à
β2 ∪ F1 don aussi par rapport à G′2 ∪ F1 alors F1 ∩G2 = F1 ∩G′2.
Dans les deux as, G′2 est une sous-fae strite de G2 et puisque l'on a
supposé que F1 n'est pas une sous fae de G
′
2 alors F1 ∩ G′2 est soit vide,
soit une sous-fae strite de F1. Pour onlure, F1 ∩G2 est don soit vide,
soit une sous-fae strite de F1 et G2 (don inluse dans leur frontière) et
par onséquent
◦
F1 ∩
◦
G2 = ∅.
◦
F1 ∩
◦
G3 remarquons d'abord que si F1 est une sous-fae deG
′
3, elle est aussi une
sous-fae de G3 (ar auun point de [c, d] n'est dans le sous-espae ane
engendré par G′3 par hypothèse d'olusion simple) et don
◦
F1 ∩
◦
G3 = ∅.
Supposons don que F1 ne soit pas une sous-fae de G
′
3 et posons z =
p(α1). Quitte à permuter les notations, il y a deux as à envisager :
1
Il se peut que l'un des Si soit vide ou réduit à un seul polyèdre ; dans e as-là enore on
obtient e qu'on herhait, à savoir que les polyèdres de
S
i
Si sont d'intérieurs disjoints deux
à deux.
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 si z 6= c et z 6= d alors de la même façon que pour le as préédent on a
que G3 ⊂ κc,d et puisque [c, d] ⊂ κc,d alors G3∩∂κc,d ⊂ G′3. Puisque par
hypothèse κc,d et κz sont disjoints alors F1 ∩G3 = F1 ∩κz ∩G3 ∩κc,d =
F1 ∩G3 ∩ ∂κz ∩ ∂κc,d ⊂ F1 ∩G3 ∩ ∂κc,d ⊂ F1 ∩G′3 ;
 si z = c, puisque [c, d] est en olusion simple par rapport à β3 ∪ α1
don aussi par rapport à G′3 ∪ F1 alors F1 ∩G3 = F1 ∩G′3.
Dans les deux as, G′3 est une sous-fae strite de G3 et puisque l'on a
supposé que F1 n'est pas une sous-fae de G
′
3 alors F1 ∩G′3 est soit vide,
soit une sous-fae strite de F1. Pour onlure, F1 ∩G3 est don soit vide,
soit une sous-fae strite de F1 et G3 (don inluse dans leur frontière) et
par onséquent
◦
F1 ∩
◦
G3 = ∅.
◦
F1 ∩
◦
G4 par hypothèse d'olusion simple les arêtes du graphe ne renontrent
pas les polyèdres du omplexe don a fortiori
◦
F1 ∩
◦
G4 = ∅.
◦
F2 ∩
◦
G2 onsidérons les deux as possibles :
 si x 6= y alors omme vu dans le as (i, j) = (1, 2), F2 ∩ ∂κx ⊂ F ′2 et
G2∩∂κy ⊂ G′2 ave par hypothèse κx∩κy = ∅. Par onséquent, puisque
κx ∩ κy = ∅ alors F2 ∩G2 = F2 ∩ κx ∩G2 ∩ κy = F2 ∩ ∂κx ∩G2 ∩ ∂κy ⊂
F ′2 ∩G′2. Or, puisque F ′2 et G′2 sont deux sous-faes strites de F2 et G2,
alors F2 ∩G2 est soit vide, soit une sous-fae strite de F2 et G2 (don
inluse dans leurs frontières) et par onséquent
◦
F2 ∩
◦
G2 = ∅ ;
 si x = y alors F2 ∩ G2 = 〈(F ′2 ∩G′2) ∪ {x}〉. Remarquons ensuite que
par hypothèse F ′2 6= G′2 (sinon F2 = G2), et si F ′2 (respetivement G′2)
est une sous fae strite de G′2 (respetivement F
′
2) alors F2 (respe-
tivement G2) est une sous-fae strite de G2 (respetivement F2) et
alors
◦
F2 ∩
◦
G2 = ∅. Supposons alors que F ′2 et G′2 ne soient pas sous-
fae de respetivement G′2 et F
′
2, alors F
′
2 ∩ G′2 est soit vide, soit une
sous-fae strite de F ′2 et G
′
2. Par onséquent, F2 ∩G2 est une sous-fae
strite de F2 et G2, don inluse dans leurs frontières et par onséquent◦
F2 ∩
◦
G2 = ∅.
◦
F2 ∩
◦
G3 quitte à permuter les notations, il reste deux as à étudier :
 si x 6= c et x 6= d alors omme vu dans les as préédents, F2∩∂κx ⊂ F ′2
et G3 ∩∂κc,d ⊂ G′3. De plus par hypothèse κx∩κc,d = ∅ d'où F2 ∩G3 =
F2 ∩ κx ∩ G3 ∩ κc,d = F2 ∩ ∂κx ∩ G3 ∩ ∂κc,d ⊂ F ′2 ∩ G′3. Or F ′2 et G′3
sont des sous-faes strites de respetivement F2 et G3, par onséquent
F2∩G3 est soit vide, soit une sous-fae strite de F2 et G3 (don inluse
dans leurs frontières) et nalement
◦
F2 ∩
◦
G3 = ∅ ;
 si x = c alors d'après la dernière hypothèse de la dénition de l'olusion
simple d'un omplexe on sait que F ′2∪〈G′3 ∪ {y}〉 est en olusion simple
par rapport à x. On en tire que F2 ∩G3 = 〈F ′2 ∪ {x}〉 ∩ 〈G′3 ∪ {x, y}〉 =
〈(F ′2 ∩ 〈G′3 ∪ {y}〉) ∪ {x}〉. Par ailleurs, on sait aussi que F ′2 ⊂ κx et
G′3 ⊂ κx∩κy, ave κx∩κy = ∅ et κy qui est étoilé par rapport à y. Il vient
don F ′2∩〈G′3 ∪ {y}〉 = F ′2∩G′3, d'où on tire F2∩G3 = 〈(F ′2 ∩G′3) ∪ {x}〉.
Remarquons enore que si F ′2 est une sous-fae de G
′
3 alors F2 est une
sous-fae de G3 et don
◦
F2 ∩
◦
G3 = ∅. Supposons alors que F ′2 ne soit
pas une sous-fae de G′3, dans e as F
′
2 ∩ G′3 est soit vide, soit une
sous-fae strite de F ′2, don 〈(F ′2 ∩G′3) ∩ {x}〉 est une sous-fae strite
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de F2. Puisque 'est aussi une sous-fae strite de G3 alors F2 ∩G3 est
inluse dans la frontière de F2 et G3 et par onséquent
◦
F2 ∩
◦
G3 = ∅.
◦
F2 ∩
◦
G4 remarquons que si u et v sont tous deux diérents de x, puisque F2 ⊂
κx et que κu,v∩κx = ∅ alors F2∩[u, v] = ∅ puisque [u, v] ⊂ κu,v. Supposons
ensuite que u = x par exemple, et raisonnons par l'absurde en supposant
que F2 ∩ [u, v] 6= {u}. Dans e as F2 est la suspension de F ′2 par rapport
à u ave F ′2 ⊂ κu. En outre κu étant étoilé par rapport à u et v /∈ κu on
trouve que forément [u, v] ∩ F ′2 6= ∅, e qui ontredit l'hypothèse que les
arêtes du graphe ne renontrent pas les polyèdres de S.
◦
F3 ∩
◦
G3 puisque F3 (respetivement G3) est de seonde espèe, par dénition
de la suspension d'un omplexe, F ′3 (respetivement G
′
3) est inluse dans
l'intersetion de deux polyèdres δ1 et δ2 de S (respetivement δ3 et δ4)
tels que p(δ1) = a et p(δ2) = b (respetivement p(δ3) = c et p(δ4) =
d). Remarquons alors que si F ′3 (respetivement G
′
3) est une sous-fae
de G′3 (respetivement F
′
3) alors parmi tous les δi pouvant onvenir on
peut hoisir δ1 = δ3 et δ2 = δ4 et don {a, b} = {c, d}. Dès lors, F3
(respetivement G3) est une sous-fae de G3 (respetivement F3) et don
par onséquent
◦
F3 ∩
◦
G3 = ∅ ou F3 = G3. On supposera don que F ′3 ∩G′3
est soit vide, soit une sous-fae strite de F ′3 et de G
′
3. Quitte à permuter
les notations il reste là enore trois as à traiter séparément :
 si {a, b}∩ {c, d} = ∅ alors par hypothèse κa,b ∩ κc,d = ∅, de plus omme
vu dans les as préédents, puisque F3 ∩ ∂κa,b ⊂ F ′3 et G3 ∩ ∂κc,d ⊂ G′3
alors F3∩G3 = F3∩κa,b∩G3∩κc,d = F3∩∂κa,b∩G3∩∂κc,d ⊂ F ′3∩G′3 ;
 si a = c et b 6= d, puisque par hypothèse F ′3 ⊂ κb et G′3 ⊂ κd ave
κb∩κd = ∅, b ∈ κb et d ∈ κd alors déjà 〈F ′3 ∪ {b}〉∩〈G′3 ∪ {d}〉 = F ′3∩G′3.
De plus κa,b ∩ κd = ∅ et κa,d ∩ κb = ∅ ave F3 ⊂ κa,b et G3 ⊂ κa,d don
F3 ∩ G3 = 〈F ′3 ∪ {a, b}〉 ∩ 〈G′3 ∪ {a, d}〉 = 〈F ′3 ∪ {a}〉 ∩ 〈G′3 ∪ {a}〉 =
〈(F ′3 ∩G′3) ∪ {a}〉. Or puisque b /∈ κa et d /∈ κa alors 〈(F ′3 ∩G′3) ∪ {a}〉
est une sous-fae strite de F3 et G3 ;
 si a = c et b = d alors puisque par hypothèse [a, b] est en olusion
simple par rapport à α3 ∪β3, F3 ∩G3 = 〈(F ′3 ∩G′3) ∪ [a, b]〉. Or F ′3 ∩G′3
est soit vide, soit une sous-fae strite de F ′3 ou G
′
3 don F3 ∩ G3 est
une sous-fae strite de F3 et G3.
Dans les trois as, F3 ∩G3 est une sous-fae strite de F3 et de G3 et par
onséquent
◦
F3 ∩
◦
G3 = ∅.
◦
F3 ∩
◦
G4 quitte à éhanger les notations il y a trois as à envisager :
 si u = a et v = b alors [u, v] est une sous-fae de F3 et don
◦
F3∩
◦
G4 = ∅ ;
 si u = a et v 6= b, puisque F3 ⊂ κu,b alors par hypothèse v /∈ F3. En
érivant que F3 = 〈F ′3 ∪ {u, b}〉 = 〈〈F ′3 ∪ {b}〉 ∪ {u}〉, raisonnons par
l'absurde et supposons que ]u, v[∩F3 6= ∅. Puisque F3 est la suspension
de 〈F ′3 ∪ {b}〉 par rapport à u et que v /∈ F3, le segment ]u, v[ intersete
alors 〈F ′3 ∪ {b}〉 en au moins un point. Par hypothèse, κu,v ∩ κb = ∅
ave κu,v et κb ouverts, don on a aussi que κu,v ∩ κb = ∅, en outre
〈F ′3 ∪ {b}〉 ⊂ κb ar κb est étoilé par rapport à b. En résumé, en sup-
posant que ]u, v[∩F3 6= ∅ on obtient quatre omparaisons ensemblistes
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ontraditoires :
]u, v[ ⊂ κu,v κu,v ∩ κb = ∅
〈F ′3 ∪ {b}〉 ⊂ κb ]u, v[∩ 〈F ′3 ∪ {b}〉 6= ∅.
(40)
Par onséquent, ]u, v[∩F3 est néessairement vide ;
 si u 6= a et v 6= b alors puisque [u, v]∩κa,b = ∅ (ar [u, v] est inlus dans
l'ouvert κu,v et κu,v ∩ κa,b = ∅) et F3 ⊂ κa,b (ar κa et κb étoilés par
rapport respetivement à a et b) on obtient que [u, v] ∩ F3 = ∅.
Dans les trois as, on trouve bien que
◦
F3 ∩
◦
G4 = ∅.
◦
F4 ∩
◦
G4 par dénition d'un graphe ses arêtes sont d'intérieurs disjoints don◦
F4 ∩
◦
G4 = ∅.
Cei termine la démonstration que l'ensemble de polyèdres S(S,G, p) est
un omplexe k + 1-dimensionnel, puisqu'on a démontré que ses sous-faes sont
d'intérieurs disjoints deux à deux.
Dans e qui suit, on va devoir suspendre un omplexe qui forme la frontière
d'un ouvert de façon à remplir de polyèdres n-dimensionnel tout le volume de et
ouvert. La notion d'olusion totale va permettre de aratériser une situation
où le remplissage se fait automatiquement.
Dénition 9 (Olusion totale). On dira qu'un graphe linéaire G est en olu-
sion totale par rapport à un omplexe n − 1-dimensionnel S ave le hoix p si
p est surjetif et s'il existe un ouvert borné O et une famille d'ouverts deux à
deux disjoints (κx)x∈T vériant les trois onditions suivantes :
1. U(S) = ∂O et O = ⋃x∈T κx ;
2. ∀x ∈ T : κx est étoilé par rapport à x et U(p−1(x)) ⊂ κx ;
3. ∀(x, y) ∈ T 2 : {x, y} /∈ A⇒ x = y ou κx ∩ κy = ∅.
Le lemme suivant justie qu'en situation d'olusion totale, la suspension va
remplir tout l'espae vide à l'intérieur de l'ouvert O.
Lemme 2 (Remplissage en olusion totale). Si le graphe linéaire G est en
olusion totale par rapport au omplexe S ave le hoix p, et si p est un hoix
adapté à la suspension alors S′ = S(S,G, p) est un omplexe qui vérie
O ⊂ U(S′). (41)
Si S vérie aussi les hypothèses du lemme 1 ave les mêmes ouverts κx
(qui, rappelons-le, établissent une ondition susante pour un hoix adapté)
l'inlusion inverse est elle aussi vériée :
O = U(S′). (42)
Démonstration. D'abord on sait que S′ est un omplexe, si de plus G est réduit
à un seul sommet le lemme est évident. Supposons don à présent que e n'est
pas le as.
Par dénition, un graphe linéaire non réduit à un seul sommet est tel que
haque sommet a un ou deux voisins distints. Dans le seond as, en notant x
un sommet de G et y et z ses deux voisins, puisque les (κu)u∈T sont disjoints
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deux à deux alors ∂κx = (∂O ∩ κx \ (κy ∪ κz)) ∪ (∂κy ∩ κx) ∪ (∂κz ∩ κx). De
plus par hypothèse on a aussi que κy ∩κz = ∅ ar y et z ne peuvent être voisins
(sinon (y, x, z, y) formerait un 3-yle) don ∂κy ∩ ∂κz = ∅. Cette union est par
onséquent une union d'ensembles disjoints deux à deux :
∂κx = (∂O ∩ κx \ (κy ∪ κz)) ⊔ (∂κy ∩ κx) ⊔ (∂κz ∩ κx). (43)
De même si x a un seul voisin y alors
∂κx = (∂O ∩ κx \ κy) ⊔ (∂κy ∩ κx). (44)
À présent, si on hoisit a ∈ O on peut alors trouver x ∈ T tel que a ∈ κx (en
eet, O ⊂ ⋃x∈T κx). Il nous faut onsidérer l'ordre du sommet x : supposons
d'abord que O(x) = 2 et notons y et z ses deux voisins distints.
Si x = a alors puisque p est surjetif on peut trouver δ ∈ S tel que p(δ) = x,
de plus par dénition 〈δ ∪ {x}〉 ∈ S(S,G, p) don a ∈ U(S′).
Si x 6= a alors puisque x, a ∈ κx et que κx est un ouvert borné, on peut
don trouver b ∈ ∂κx tel que a ∈ [b, x[. Et puisque κx est étoilé par rapport à
x alors on a aussi que ]b, x] ⊂ κx. D'après (43) il nous faut onsidérer trois as
possibles :
 si b ∈ ∂O∩κx\(κy∪κz) alors puisque U(S) = ∂O on peut trouver δ ∈ S tel
que b ∈ δ. Remarquons aussi que puisque b /∈ κy ∪κz alors néessairement
p(δ) = x (en eet si p(δ) = y par exemple alors par hypothèse on aurait
que δ ⊂ κy e qui est impossible ar b ∈ δ). Don 〈δ ∪ {x}〉 ∈ S(S,G, p),
or [b, x] ⊂ 〈δ ∪ {x}〉 par onséquent a ∈ 〈δ ∪ {x}〉 ∈ S′ ;
 si b ∈ ∂κy ∩ κx alors notons c l'intersetion de la demi-droite d'origine x
et de diretion
−→yx ave ∂κx. Cette intersetion existe ar κx est un ouvert
borné et x ∈ κx, et est unique ar κx est étoilé par rapport à x. Puisque κy
est étoilé par rapport à y alors néessairement c /∈ ∂κy (sinon on devrait
avoir ]c, x[⊂ κy, e qui n'est pas le as ar ]c, x[⊂ κx).
À présent si on note H un 2-plan ane ontenant les trois points x, y et
a, puisque c ∈ H il vient
H ∩ ∂κx 6= H ∩ ∂κy ∩ κx. (45)
En faisant l'intersetion des membres de l'égalité (43) ave le 2-plan H ,
on obtient
H ∩ ∂κx = O′ ⊔ F1 ⊔ F2 (46)
ave
O′ = H ∩ ∂O ∩ κx \ (κy ∪ κz)
F1 = H ∩ ∂κy ∩ κx
F2 = H ∩ ∂κz ∩ κx.
(47)
En résumé, en se plaçant dans H on a montré que le fermé H ∩ ∂κx est
l'union disjointe de l'ouvert O′ et des deux fermés non vides F1 et F2, ave
F1 6= H ∩ ∂κx. Il est faile de onstater en plus que H ∩ ∂κx est onnexe,
puisque 'est la frontière de l'ouvert H ∩ κx de H , qui est borné et étoilé
par rapport à x. Par onséquent l'intersetion de O′ et de F1 n'est pas
vide, en d'autres termes :
D = H ∩ ∂κx ∩ ∂O ∩ ∂κy 6= ∅. (48)
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Notons d un élément de D, et démontrons à présent qu'il est possible de
trouver une fae F de S telle que d ∈ F et F ⊂ κx ∩ κy.
Soient Sx et Sy les sous-omplexes de S formés des polyèdres respetive-
ment inlus dans κx et κy :
Sx = {δ ∈ S : δ ⊂ κx} Sy = {δ ∈ S : δ ⊂ κy} . (49)
Puisque par hypothèse ∂O = U(S) il vient
∂O ∩ κx ∩ κy =
⋃
δ∈Sx,δ′∈Sy
δ ∩ δ′. (50)
En outre, Sx ∩ Sy = ∅ don par dénition d'un omplexe, δ ∩ δ′ est soit
vide, soit une sous-fae ommune de δ et δ′. On remarque aussi que Sx et
Sy ne sont pas vides, ar ils ontiennent haun au moins un polyèdre qui
ontient d (puisque d ∈ ∂O ∩ κx ∩ κy).
Considérons par ailleurs pour ǫ > 0, la boule ouverte Bǫ de entre d et de
rayon ǫ, et notons
Uǫ = Bǫ ∩ ∂O. (51)
Par hypothèse O =
⋃
t κt don ∂O ⊂
⋃
t κt, en outre d n'appartient à
auun des fermés κt pour t /∈ {x, y}, don il existe ǫ0 > 0 tel que pour
tout ǫ < ǫ0
Uǫ ⊂ κx ∪ κy. (52)
À présent onsidérons les deux as possibles :
 si d n'est sommet d'auun polyèdre de S alors il existe ǫ1 > 0 tel que
Uǫ ne ontient auun sommet des polyèdres de S pour ǫ ≤ ǫ1. Dans
e as, puisque d ne peut être que sur la frontière de tout polyèdre qui
le ontient (ar il est dans κx ∩ κy), Uǫ est don l'intersetion de Bǫ
et de l'union d'une famille nie A1, . . . , Am de demi-hyperplans anes
ontenant d
Uǫ = Bǫ ∩
⋃
i
Ai. (53)
Chaun des Ai ∩ Bǫ est un moreau d'un polyèdre n − 1-dimensionnel
δi inlus dans κx ou κy, et il est lair que pour tout i, ∂κx ∩ ∂κy ∩ ∂O
ontient ∂Ai∩Bǫ qui ontient lui-même d, ∂Ai désignant ii la frontière
du demi-hyperplan Ai prise relativement à l'hyperplan entier. Si on
onsidère par exemple le sous-espae ane ∂A1 (de dimension n − 2),
F = δ1 ∩ ∂A1 est une fae de δ1, et puisque S est un omplexe alors F
est dans ∂κx ∩ ∂κy ∩ ∂O (puisqu'on vient de voir qu'une boule n − 2
dimensionnelle inluse dans F y est déjà, si la fae entière n'y était pas
ela impliquerait qu'un sommet d'un autre polyèdre de S serait dans F
privé de ses propres sommets, e qui ontredirait le fait que S est un
omplexe) ;
 si d est sommet d'un polyèdre de S alors il existe ǫ2 > 0 tel que Uǫ ne
ontient auun autre sommet de S pour ǫ ≤ ǫ2. Par un raisonnement
analogue sur un point e ∈ ∂κx ∩ ∂κy ∩ ∂O ∩ Bǫ distint de d, il est
possible de trouver une fae inluse dans ∂κx ∩ ∂κy ∩ ∂O qui ontient d
et e.
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Dans les deux as, on a don trouvé une fae F telle que
d ∈ F ⊂ κx ∩ κy ∩ ∂O. (54)
Il nous reste enore à vérier que le polyèdre 〈F ∪ {x, y}〉 est de dimension
n. Puisque κx et κy sont respetivement étoilés par rapport à x et y, et
F ⊂ κx ∩ κy alors le sous-espae ane minimal H ′ de dimension n − 2
ontenant F ne ontient pas x et y, et sa diretion n'est pas parallèle à
elle de la droite (x, y), don 〈F, {x}〉 est de dimension n−1 et l'hyperplan
ane le ontenant ne ontient pas y. Dès lors
〈(δ1 ∩ δ2) ∪ {x, y}〉 ∈ S(S,G, p) (55)
ave par onstrution, a ∈ 〈{x, y, d}〉 ⊂ 〈{x, y} ∪ (δ1 ∩ δ2)〉, 'est à dire
que a ∈ U(S′) ;
 si b ∈ ∂κz ∩ κx alors il sut de refaire le raisonnement préédant en
permutant y et z.
Si O(x) = 1 alors en notant y le voisin de x il est possible de refaire un
raisonnement semblable en remplaçant κz par ∅.
Pour onlure, dans tous les as on a bien démontré que a ∈ U(S′), 'est
à dire que O ⊂ U(S′). L'inlusion inverse est lairement vériée dès que les
(κx)x∈T vérient les hypothèses du lemme 1, puisque dans e as tous les nou-
veaux polyèdres réés lors de la suspension restent inlus dans
⋃
x∈T κx :
 les polyèdres de première espèe obtenus par suspension par rapport à un
sommet x sont inlus dans κx ;
 eux de seonde espèe obtenus par suspension par rapport à deux som-
mets voisins x et y sont inlus dans κx ∪ κy.
À présent donnons une dénition pour dérire la situation où un omplexe
ombine les hypothèses des lemmes 1 et 2 par rapport à un ouvert en forme
de  tube  parouru par un graphe linéaire, en utilisant des parties (κx)x∈T
obtenues par déoupage du tube par des hyperplans perpendiulaires aux arêtes
du graphe et pouvant être plaés à ǫ près.
Supposons que n ≥ 2, onsidérons un omplexe n − 1-dimensionnel S,
un ouvert O tel que ∂O = U(S) et un graphe linéaire G = (T,A) tel que
T ⊂ O. Pour deux sommets voisins x et y de G et r ∈
]
−d(x,y)2 , d(x,y)2
[
on
notera H(x, y, r) l'hyperplan ane perpendiulaire à et passant par le seg-
ment [x, y] à distane r + d(x,y)2 de x, H
+(x, y, r) le demi-espae ane de fron-
tière H(x, y, r) qui ontient x et H−(x, y, r) l'autre demi-espae orrespondant.
Soit f une appliation de T 2 dans R, antiommutative ('est à dire telle que
∀(x, y) ∈ T 2 : f(x, y) = −f(y, x)) et vériant
∀{x, y} ∈ A : |f(x, y)| < d(x, y)
2
. (56)
Supposons que #T > 1, pour un sommet x ∈ T selon les as :
 si O(x) = 0 (dans e as G est réduit à un seul sommet par hypothèse de
linéarité) on posera κx(f) = O ;
 si O(x) = 1 alors soit y le voisin de x, on notera κx(f) l'adhérene de la
omposante onnexe de H+(x, y, f(x, y)) ∩O qui ontient x ;
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 si O(x) = 2 alors soient y et z les deux voisins distints de x, on no-
tera κx(f) l'adhérene de la omposante onnexe de H
+(x, y, f(x, y)) ∩
H+(x, z, f(x, z)) ∩O qui ontient x.
Et pour nir on dénit enore la famille de polyèdres n− 1-dimensionnels S(f)
par
δ ∈ S(f)⇐⇒ ∃(δ′, x) ∈ S × T : δ = δ′ ∩ κx(f) et dim δ = n− 1. (57)
Dénition 10 (Suspension tubulaire). Soient S un omplexe n− 1-dimension-
nel, O un ouvert tel que ∂O = U(S) et G = (T,A) un graphe linéaire tel que
T ⊂ O. Pour ǫ > 0 donné, on dira que S est ǫ-tubulaire par rapport à G et O si
G est réduit à un seul sommet, ou s'il existe deux appliations f et g : T 2 → R
antiommutatives et vériant :
1. ∀{x, y} ∈ A :
(f(x, y), g(x, y)) ∈
]
−d(x, y)
2
,
d(x, y)
2
[2
|f(x, y)− g(x, y)| ≥ ǫ;
(58)
2. pour toute appliation antiommutative h : T 2 → R telle que min(f, g) ≤
h ≤ max(f, g), S(h) est un omplexe vériant les hypothèses des lemmes 1
et 2 par rapport au graphe G et O en utilisant les ouverts κx(h) et le hoix
p de suspension déni par p(δ) = x⇔ δ ⊂ κx(h).
Lorsque les hypothèses de la dénition sont vériées, ∂O admet un hyper-
plan tangent Hn−1-presque partout (en tant qu'union nie de polyèdres n− 1-
dimensionnels). On notera ∂⊥O le sous-ensemble de ∂O où un tel hyperplan
existe, et
−→n (z) un veteur unitaire normal à et hyperplan lorsque z ∈ ∂⊥O.
Lorsque le graphe G est réduit à un seul sommet x on notera
α− = β− = d(x, ∂O) γ =
(Hn−1(∂O)) 1n−1
α+ = β+ = sup
t∈∂O
d(x, t) η = inf
t∈∂⊥O
| < −→n (t), t− x > |
‖t− x‖ .
(59)
Lorsque #T > 1 on notera F l'ensemble des appliations antiommutatives
omprises entre f et g :
F =
{
h ∈ RT 2 : h antiommutative et min(f, g) ≤ h ≤ max(f, g)
}
(60)
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et ave es notations on dénit enore les quantités suivantes :
α− = min{x,y}∈A
d(x, y) β− = inf
h∈F
{x,y}∈A
z∈[x,y]
d(z, ∂O ∩ (κx(h) ∪ κy(h)))
α+ = max{x,y}∈A
d(x, y) β+ = sup
h∈F
{x,y}∈A
z∈[x,y]
sup
t∈∂O∩(κx(h)∪κy(h))
d(z, t)
γ =

sup
h∈F
x∈T
Hn−1(∂O ∩ κx(h))


1
n−1
η = inf
h∈F
{x,y}∈A
z∈[x,y]
t∈∂⊥O∩(κx(h)∪κy(h))
| < −→n (t), t− z > |
‖t− z‖ .
(61)
Le lemme suivant permet d'évaluer les onstantes de forme optimales des
polyèdres d'une suspension de omplexe ǫ-tubulaire. Comme dans le as de la
propriété 2, il serait possible de le donner sous une forme plus préise mais
elle-i nous sura pour la suite.
Lemme 3 (Rotondité d'une suspension tubulaire). Pour toute partie ompate
K ⊂]0,+∞[9 il existe des onstantes c1 et c2 stritement positives telles que
pour tout omplexe ǫ-tubulaire S par rapport à un ouvert O et un graphe G, si
on peut trouver deux onstantes ρ+ et ρ− telles que
ρ+ > R(S′) > R(S′) > ρ− > 0 (62)
et (
n, η,
ρ+
ρ−
,
ǫ
ρ+
,
α−
ρ+
,
α+
ρ+
,
β−
ρ+
,
β+
ρ+
,
γ
ρ−
)
∈ K (63)
alors on peut trouver h ∈ F tel que S′ = S(S(h), G, p) est un omplexe n-
dimensionnel vériant
R(S′) ≤ c1R(S), R(S′) ≥ c2R(S) et U(S′) = O. (64)
Démonstration. On peut ommener par remarquer que le lemme est évident si
#T = 1. En eet, dans e as il sut de onsidérer δ ∈ F(S), en notant o un
orthoentre de δ et x ∈ T il vient
ηβ− ≤ d(x,Affine(δ)) ≤ β+
β− ≤ d(x, o) ≤ β+
ρ− ≤ R(δ) ≤ ρ+
(65)
d'où on tire
η
β−
β+
≤ d(x,Affine(δ))
d(x, o)
≤ 1
β−
ρ+
≤ d(x, o)
R(δ)
≤ β+
ρ−
.
(66)
23
En appliquant la propriété 2 on obtient immédiatement les onstantes désirées,
on supposera don pour la suite que #T > 1.
Soit δ ∈ Fk(S) une sous-fae de dimension k ≤ n − 1 d'un polyèdre de S,
onsidérons les deux as :
 si k = 1 alors #Fk−1(δ) = 2 ;
 si k > 1, par hypothèse δ est ontenu dans une boule de entre cδ et de
rayon au plus ρ+. Notons respetivement Uk et Vk la surfae de la sphère
unité et le volume de la boule unité en dimension k. En rappelant que δ
est onvexe et ontenu dans une boule de rayon ρ+ il vient
Hk−1(∂δ) ≤ Ukρk−1+ (67)
et puisque les faes de δ sont disjointes et forment sa frontière on a aussi∑
α∈Fk−1(δ)
Hk−1(α) = Hk−1(∂δ). (68)
De la même façon, les faes de δ ontiennent une boule k−1-dimensionnelle
de rayon au moins ρ− et don
#Fk−1(δ)Vk−1ρk−1− ≤ Hk−1(∂δ). (69)
On peut alors tirer de (67) et (69) :
#Fk−1(δ) ≤ Uk
Vk−1
(
ρ+
ρ−
)k−1
. (70)
Par onséquent, on peut don trouver M > 0 ne dépendant que de K tel que
pour 0 ≤ k ≤ n− 1 et pour tout sous-omplexe S′ ⊂ S
#Fk(S′) ≤M#Fn−1(S′). (71)
Puisqu'on a supposé que G n'est pas réduit à un seul sommet alors A 6= ∅,
on peut don onsidérer {x, y} ∈ A et poser
u = min(f(x, y), g(x, y)) et v = max(f(x, y), g(x, y)). (72)
Fixons k ∈ {0, . . . , n−1} et onsidérons le sous-omplexe Sk(x, y) des sous-faes
de dimension k de S pour lesquelles il existe w ∈]u, v[ tel que l'hyperplan ane
H(x, y, w) intersete leur intérieur sans les ontenir :
Sk(x, y) = {δ ∈ Fk(S) : ∃w ∈]u, v[,
◦
δ ∩H(x, y, w) 6= ∅ et δ 6⊂ H(x, y, w)}. (73)
Par ailleurs en prenant k = n− 1 on sait que
U(Sn−1(x, y)) ⊂ ∂O ∩
⋃
u≤w≤v
H(x, y, w) (74)
sinon il y aurait des polyèdres de S qui pourraient être déoupés plusieurs fois
par les hyperplans H(x, y, w) pour {x, y} ∈ A, e que les hypothèses du lemme
interdisent. On en déduit que les Sn−1(x, y) (pour {x, y} ∈ A) sont des sous-
omplexes disjoints deux à deux de S qui vérient
U(Sn−1(x, y)) ⊂ (κx(f) ∪ κx(g)) ∩ ∂O (75)
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et on en tire
Hn−1(U(Sn−1(x, y))) ≤ Hn−1((κx(f) ∪ κx(g)) ∩ ∂O) ≤ 2γn−1. (76)
En outre, tous les polyèdres de Sn−1(x, y) ontiennent une boule n − 1-dimen-
sionnelle de rayon au moins R(S) > ρ− don
Vn−1#Sn−1(x, y)ρn−1− ≤ Hn−1(U(Sn−1(x, y))) (77)
d'où on tire
#Sn−1(x, y) ≤ 2γ
n−1
ρn−1− Vn−1
(78)
et d'après (71) ∑
k<n
#Sk(x, y) ≤ 2nM
Vn−1
(
γ
ρ−
)n−1
≤ N (79)
ave N entier qui là enore ne dépend que du ompat K.
À présent onsidérons un polyèdre δ ∈ Sk(x, y) et B une boule k − 1-
dimensionnelle de Affine(δ) insrite dans δ entrée sur un orthoentre c et de
rayon R(δ) (par hypothèse, R(δ) > ρ−). Notons enore :
u′ = inf{w ∈ [u, v] : H(x, y, w) ∩
◦
δ 6= ∅} δ+(w) = H+(x, y, w) ∩ δ (80)
v′ = sup{w ∈ [u, v] : H(x, y, w) ∩
◦
δ 6= ∅} δ−(w) = H−(x, y, w) ∩ δ (81)
S(δ, w) =
{
{δ+(w), δ−(w)} si w ∈]u′, v′[
{δ} si w /∈]u′, v′[. (82)
Par onstrution H(x, y, u′) ∩
◦
B = H(x, y, v′) ∩
◦
B = ∅ (ar B ⊂ δ), δ+(w) et
δ−(w) sont deux polyèdres k+1-dimensionnels pour u′ < w < v′, S(δ, w) est un
omplexe k-dimensionnel et il existe w0 ∈]u′, v′[ tel que c ∈ H(x, y, w0). Soient
x′ ∈ δ∩H(x, y, u′) et y′ ∈ δ∩H(x, y, v′) et posons B′ = S(B, x′)∪S(B, y′). Déjà
B′ ⊂ δ par onvexité, en outre B∩H+(x, y, w0) et B∩H−(x, y, w0) ontiennent
haun une boule de rayon R(δ)/2. En posant
B+(w) =B′ ∩H+(x, y, w) et B−(w) =B′ ∩H−(x, y, w) (83)
et en onsidérant une homothétie de entre x′ il vient
∀w ∈]u′, w0] : R(B+(w)) ≥ w − u
′
w0 − u′ ·
R(δ)
2
(84)
et de manière symétrique
∀w ∈ [w0, v′[ : R(B−(w)) ≥ w − v
′
w0 − v′ ·
R(δ)
2
. (85)
Réiproquement,
∀w ∈]w0, v′[ : R(B+(w)) ≥ R(δ)
2
(86)
et
∀w ∈]u′, w0[ : R(B−(w)) ≥ R(δ)
2
. (87)
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Par ailleurs puisque par hypothèse R(δ) ≥ ρ− et R(δ) ≤ ρ+, alors
min(w0 − u′, v′ − w0) ≥ ρ−
2ρ+
(v′ − u′) (88)
et en posant
ψδ(w) =


1 si w ≤ u′
min(|w − u′|, |w − v′|)
v′ − u′ ·
ρ−
4ρ+
si u′ < w < v′
1 si w ≥ u′
(89)
il vient
min
α∈S(δ,w)
R(α) ≥ R(δ). (90)
Ave nos notations, on peut don érire
R(S(x, y, w)) ≥ min
1≤k≤n−1
δ∈Sk(x,y)
ψδ(w)R(S) (91)
où S(x, y, w) désigne le omplexe obtenu par déoupage des polyèdres de Sn−1(x, y)
par l'hyperplan H(x, y, w). Pour a ∈ R et b ∈]0,+∞] érivons enore
φa,b(w) =


1 si w ≤ a
w − a
b/2
si w ∈]a, a+ b/2]
a+ b− w
b/2
si w ∈]a+ b/2, a+ b[
1 si w ≥ a+ b
(92)
et remarquons que pour δ ∈ Sk(x, y) on a
ψδ(w) ≥ ρ−
4ρ+
φu′,v′−u′(w) (93)
ave v′ − u′ ≤ 2ρ+. Par ailleurs il est faile de onstater que
∀(a, b, σ) ∈ R×]0, 2ρ+]× [0, 1[ : H1({w ∈ R : φa,b(w) ≤ σ}) ≤ bσ ≤ 2ρ+σ. (94)
D'après (79) il vient
sup
w∈[u,v]
min
1≤k≤n−1
δ∈Sk(x,y)
ψδ(w)R(S) ≥ ρ−
4ρ+
min
(a1,...,aN )∈RN
(b1,...,bN )∈]0,2ρ+]N
sup
w∈[0,ǫ]
φa,b(w) (95)
et en utilisant (94)
∀σ ∈ [0, 1[, ∀(a1, . . . , aN ) ∈ RN , ∀(b1, . . . , bN ) ∈]0, 2ρ+]N :
H1 ({w ∈ R : φa,b ≤ σ}) ≤ 2Nρ+σ. (96)
En prenant σ = ǫ4Nρ+ dans (96) et d'après (91) on peut don trouverwx,y ∈ [u, v]
tel que
R(S(x, y, wx,y)) ≥ ǫρ−
16Nρ2+
R(S) = AR(S) (97)
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ave là enore A > 0 qui ne dépend que de K. En posant h(x, y) = wx,y et en
reommençant ave tous les ouples de voisins du graphe, il est don possible
de trouver h ∈ F telle que :
R(S(h)) ≥ AR(S) et R(S(h)) ≤ R(S). (98)
Il nous reste enore à établir des relations uniformes sur les régularités après
suspension. Pour ela soit δ ∈ F(S′) une sous-fae de S′ et rappelons que omme
vu dans la démonstration du lemme 1, δ peut être de quatre sortes :
 si δ ∈ F(S(h)) alors par dénition
R(δ) ≤ R(S(h)) et R(δ) ≥ R(S(h)); (99)
 si δ = [u, v] où u et v sont deux sommets voisins du graphe, alors
R(δ) = R(δ) ∈ [α−, α+] ⊂
[
α−
ρ+
R(S), α−
ρ−
R(S)
]
; (100)
 si δ = S(F, u) où F ∈ F(S(h)) est une sous-fae de S(h) et u ∈ T un
sommet du graphe, notons c un orthoentre de F . On a
d(u,Affine(δ))
d(u, c)
∈
[
η
β−
β+
, 1
]
et
d(u, c)
R(F )
∈
[
β−
ρ+
,
β+
ρ−
]
(101)
don la propriété 2 nous donne des onstantes a et b ne dépendant que de
K telles que
R(δ) ≤ aR(F ) ≤ aR(S(h)) et R(δ) ≥ bR(F ) ≥ bR(S(h)); (102)
 si δ = 〈F ∪ {u, v}〉 = S(S(F, u), v) où F est une sous-fae de S(h) et
{u, v} ∈ A deux sommets voisins du graphe, notons F ′ = S(F, u) et c′ un
orthoentre de F ′. Déjà, omme vu pour le as préédent on a
R(F ′) ≤ aR(S(h)) et R(F ′) ≥ bR(S(h)) (103)
d'où on tire d'après (98)
R(F ′) ≥ R(F ′) ≥ bR(S(h)) ≥ bAρ− et R(F ′) ≤ aρ+. (104)
Par dénition de la suspension tubulaire F ⊂ H(u, v, h(u, v)), F ′ ⊂ κu,
◦
F ′ ∩ κv = ∅ et dimAffine(F ) ≤ n− 2, don
(d(v,Affine(F ′)),d(v, c′)) ∈ [d(v, F ′), β+]2 . (105)
Par ailleurs
d(v, F ′) ∈
[
min(α−, β−)
2
,max(α+, β+)
]
(106)
et don d'après (104)
d(v,Affine(F ′))
d(v, c′)
∈
[
min(α−, β−)
2max(α+, β+)
, 1
]
d(v, c′)
R(F ′)
∈
[
min(α−, β−)
2aρ+
,
max(α+, β+)
bAρ−
]
(107)
d'où on tire de nouveau d'après la propriété 2 et l'inégalité (103)
R(δ) ≤ a′R(F ′) ≤ aa′R(S(h)) et R(δ) ≥ b′R(F ′) ≥ bb′R(S(h)) (108)
ave là enore a′ et b′ qui ne dépendent que de K.
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En ombinant l'inégalité (98) ave elles obtenues pour haun des quatre
as ((99), (100), (102) et (108)) on obtient les onstantes c1 et c2 désirées, e
qui termine la démonstration du lemme.
3 Raordement de omplexes dyadiques
On s'intéresse à présent à des omplexes omposés de ubes dyadiques de
Rn. Un ube dyadique de pas r > 0 s'érit omme le pavé [0, r]n dans une base
orthonormale adaptée. Un famille de tels ubes disposés sur un pavage onstitue
naturellement un omplexe.
Dénition 11 (Complexes dyadiques). On appellera omplexe dyadique n-
dimensionnel de pas r > 0 toute famille S de ubes dyadiques qui peut s'érire
S = {rz + [0, r]n : z ∈ Z} (109)
dans une base orthonormale adaptée.
On dira qu'un omplexe T est dyadique en surfae s'il existe un omplexe
dyadique S tel que
F∂(T ) = F∂(S). (110)
Comme préédemment on généralise la dénition à des omplexes dyadiques
de dimension k ≤ n en se plaçant dans un sous-espae ane. Lorsqu'un omplexe
T est dyadique en surfae il est lair qu'il existe un seul omplexe dyadique S
ave les mêmes faes sur la frontière. On généralise don naturellement à T les
attributs de S propres aux omplexes dyadiques (par exemple les propriétés de
groupement de la dénition 12).
Les prinipales dénitions ayant été données, on peut à présent énoner le
théorème prinipal.
Théorème 1 (Fusion). Il existe trois onstantes stritement positives ρ, c1 et
c2 ne dépendant que de n telles que pour tout ompat K ⊂ Rn, pour tout ouvert
O ⊂ K et pour tous omplexes n-dimensionnels S1 et S2 dyadiques unitaires en
surfae vériant
U(S1) = K \O U(S2) ⊂ O min
(x,y)∈U(S1)×U(S2)
‖x− y‖ > ρ (111)
on peut onstruire S3 tel que S
′ = S1 ∪S2 ∪S3 est un omplexe n-dimensionnel
vériant
U(S′) = K R(S′) ≤ c1R(S1 ∪ S2) R(S′) ≥ c2R(S1 ∪ S2). (112)
Dans e qui suit on notera φ une isométrie ane qui fait passer d'une base de
S1 à une base de S2. La démonstration va onsister à ombler l'espae ompris
entre S1 et S2 par des ouhes suessives de polyèdres de façon à former un
seul omplexe plus grand, en raisonnant par réurrene sur la dimension n.
Auparavant, on va donner un lemme préliminaire.
3.1 Subdivision
Dénissons une propriété aratérisant les omplexes dyadiques qui sont des
subdivisions de omplexes dyadiques plus grands.
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Dénition 12 (Groupement). Soit S un omplexe dyadique de pas r et p un
entier non nul. On dira que S est p× p · · · × p︸ ︷︷ ︸
k fois
-groupé s'il existe un omplexe
dyadique T de pas pr tel que U(S) = U(T ).
Dans e as on dira que S est la p× p · · · × p-subdivision de T , ou que T est
le p× p · · · × p-groupement de S.
On se réserve aussi le droit de parler de p1 × p2 . . .× pk-groupements par la
suite (où les pi sont des entiers non nuls pas forément tous égaux) lorsque le
omplexe S s'y prête. Pour simplier les notations, on remplaera aussi parfois
p× p× . . .× p par pk.
Étant donnés un entier m > 1 et un omplexe dyadique en surfae, le lemme
suivant permet de onstruire une ouhe de polyèdres sur la frontière de façon à
le rendre mk-groupé en surfae, tout en gardant un ontrle sur les onstantes
de forme obtenues.
Lemme 4 (Subdivision). Pour tout entier p ≥ 1 il existe deux onstantes c1 et
c2 telles que pour tout omplexe n-dimensionnel S dyadique en surfae de pas r
il est possible de onstruire un omplexe S′ ⊃ S dyadique en surfae de pas r/p,
pn-groupé dans la même base et vériant
max
x∈U(S′)
d(x,U(S)) ≤ r√n (113)
R(S′) ≤ c2R(S) R(S′) ≥ c1R(S). (114)
Démonstration. Considérons la famille T des ubes dyadiques de pas r dans une
base adaptée à S qui ont au moins un point ommun ave ∂U(S) et qui sont
d'intérieur disjoint ave tous les polyèdres de S. Il est lair que S ∪ T est un
omplexe dyadique en surfae de pas r qui vérie l'inégalité (113), ave en outre
∂U(S ∪ T ) ∩ ∂U(S) = ∅. (115)
Soit δ ∈ T et notons cδ son entre. L'ensemble Fn−1(δ)∩F∂(T ) ontient des
ubes dyadiques n − 1-dimensionnels de pas r, qu'il est possible de subdiviser
haun naturellement en pn−1 ubes de même dimension et de pas r/p. On
notera Eδ le omplexe obtenu après subdivision des ubes de Fn−1(δ) ∩F∂(T ),
et
Fδ = Fn−1(δ) \ F∂(T ). (116)
Par onstrution, Eδ ∪ Fδ est un omplexe n− 1-dimensionnel vériant
∂δ = U(Eδ ∪ Fδ) (117)
et en faisant la suspension des ubes de Eδ ∪Fδ par rapport à cδ on se retrouve
dans le as partiulier d'une suspension tubulaire par rapport à un graphe réduit
à un seul sommet, ave des onstantes β−, β+, γ et η qui ne dépendent que de
p et n. Dès lors en posant
Sδ = {S(α, cδ) : α ∈ Eδ ∪ Fδ} (118)
on sait d'après le lemme 3 que Sδ est un omplexe n-dimensionnel vériant
U(Sδ) = δ et
R(Sδ) ≤ c1R(Eδ ∪ Fδ) R(Sδ) ≥ c2R(Eδ ∪ Fδ) (119)
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ave c1 et c2 qui dépendent uniquement de n et p.
Posons nalement
S′ = S ∪
⋃
δ∈T
Sδ. (120)
Par onstrution S′ est un omplexe n-dimensionnel dyadique en surfae de pas
r/p, pn-groupé, qui vérie l'inégalité (113), ainsi que (114) d'après (119).
Dans la démonstration du théorème qui va suivre, pour p > 1 et ρ′ > 0
donnés, en supposant que ρ > 3
√
n+ ρ′ et en appliquant le lemme 4 à S1 et S2
(quitte à enlever ensuite les ubes rajoutés à S2 qui ne sont pas dans O) on peut
aussi supposer que tous deux sont p× p-groupés (pour alléger les notations on
supposera qu'ils sont toujours unitaires, et on les notera enore S1 et S2) et les
hypothèses du théorème resteront vériées ave ρ′. En partiulier si on prend
p > 3ρ′ + 3
√
n, en notant
A =
{
x ∈ O : d(x,U(S1)) > p
3
}
O′ = O \A
(121)
alors U(S1) ⊂ O′ ⊂ O et toute omposante onnexe de O′ ontient une unique
omposante onnexe de U(S1). Par ailleurs, en ajoutant à S1 tous les ubes
dyadiques unitaires possibles dans une même base situés à distane au moins
ρ′ de U(S2) et inlus dans O on a U(S1) ⊃ A (ar tout ube dyadique unitaire
qui intersete ∂A ∩ O est à distane au moins p/3 − √n > ρ′ de U(S1)). Par
onséquent, quitte à subdiviser préalablement S1 et S2, à ajouter des ubes à S1
et à travailler séparément dans les omposantes onnexes de O′ on va supposer
en plus que U(S2) est onnexe, e qui implique en partiulier que ∂U(S2) l'est.
3.2 Fusion en dimension 2
Traitons d'abord le as de la fusion de deux omplexes dyadiques bidimen-
sionnels. On verra que la onstrution qu'on va expliiter va être enore réutili-
sable dans la suite de la démonstration en dimension plus grande.
Lemme 5. Le théorème 1 est vrai lorsque n = 2.
Démonstration. Supposons don que n = 2, que les hypothèses du théorème
de fusion sont vériées. Dans es onditions, les portions de S1 et S2 qui nous
intéressent sont deux graphes au sens de la dénition 6, les arêtes étant les faes
(ou segments) qui sont respetivement dans la frontière de O et de U(S1). On va
supposer qu'on dispose d'une distane ρ assez grande entre les deux omplexes
pour faire toutes les onstrutions dont on va avoir besoin dans la démonstration
qui suit, on verra à la n que ρ peut être borné indépendamment des omplexes
onsidérés.
Remarquons qu'une isométrie φ qui fait passer d'une base de S1 à l'une
de S2 peut être déomposée en une rotation linéaire rθ d'angle θ suivie d'une
translation τ :
φ = τ ◦ rθ. (122)
En faisant éventuellement une permutation et/ou des inversions des veteurs de
la base de l'un des omplexes, on peut aussi supposer que l'angle θ est ompris
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entre −π2 et 0 modulo π2 . Pour tout entier p > 0, la rotation rθ peut alors être
déomposée en p rotations d'angle θ′ = θp ∈
[
− π2p , 0
]
:
rθ =
(
rθ/p
)p
= (rθ′)
p . (123)
Enn en posant θ′′ = π4 +
θ′
2 on onstate que θ
′ = 2θ′′ modulo π2 et là enore
à des permutations/inversions près des veteurs des bases onsidérées, rθ peut
s'érire omme le produit de 2p rotations d'angle θ′′ ∈
[
π
4 − π4p , π4
]
. Si l'on
onstruit suessivement 2p− 1 omplexes dyadiques en ouronne autour de S2
(en supposant ρ assez grand) dont une base est l'image de elle du omplexe
préédant par une rotation d'angle θ′′, le problème de fusionner S1 ave S2 se
ramène à faire fusionner suessivement deux à deux es omplexes.
De la même façon en posant θ′′′ = θ′′ − π4p , la omposée de 2p rotations
d'angle θ′′′ est une rotation d'angle égal à θ modulo π2 , ave
θ′′′ ∈
[
π
4
− π
2p
,
π
4
− π
4p
]
. (124)
On supposera don à partir de maintenant pour simplier la démonstration que
θ ∈ [θmin, θmax] ⊂
]
0,
π
4
[
(125)
où θmin peut être hoisi arbitrairement prohe de
π
4 , au prix d'un nombre de
transitions p assez grand qui ne dépend pas des omplexes à faire fusionner.
À présent onsidérons la subdivision 4×4-groupée du omplexe S2 obtenue en
utilisant le lemme 4 ave p = 4 (on appellera aussi S2 le omplexe obtenu, et on
supposera enore qu'il est unitaire pour ne pas surharger les notations). Chaque
ouple de faes distintes de F∂(S2) ayant un point en ommun peuvent former
un angle plat, aigu ou obtus. Dans e qui suit, pour deux points a = (a1, a2)
et b = (b1, b2) de R2 on notera dmax(a, b) la distane dite habituellement  du
maximum  qui les sépare, dénie par
dmax(a, b) = max (|a1 − b1|, |a2 − b2|) . (126)
Considérons l'ensemble des points de oordonnées Z2 +
(
1
2 ,
1
2
)
dans une base
de S2 (les entres des ubes de S2 en font par exemple partie), et notons T le
sous-ensemble de es points qui sont à l'extérieur de U(S2) et à distane 12 pour
la distane dmax :
T =
{
z ∈ Z2 +
(
1
2
,
1
2
)
: dmax(z,U(S2)) = 1
2
}
. (127)
Cet ensemble de sommets peut être muni naturellement d'une struture de
graphe, en posant que les voisins d'un point de T sont les points de T à distane
minimale :
A = {{x, y} ⊂ T : x ∈ T, y ∈ T \ {x} et
∀z ∈ T \ {x}, ‖z − x‖ ≥ ‖y − x‖} (128)
Notons G le graphe formé du ouple (T,A) et vérions rapidement que G est
linéaire ylique. D'abord tout point de T a au moins deux voisins ar si x ∈ T
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alors il existe x′ ∈ F0(S2) tel que x′ ∈ U(S2) et dmax(x′, x) = 12 . On a vu
que x′ était le sommet d'un angle plat, aigu ou obtus, et on peut trouver y′
et z′ distints dans F0(S2) ∩ ∂U(S2) tels que d(x′, y′) = d(x′, z′) = 1. puisque
l'on a subdivisé quatre fois alors néessairement seul l'un des trois sommets
(x′, y′, z′) de la frontière du omplexe peut être le sommet d'un angle non plat.
Par onséquent on peut alors trouver y et z distints et distints de x dans
Z2 +
(
1
2 ,
1
2
)
tels que dmax(y
′, y) = 12 , dmax(z
′, z) = 12 et d(x, y) = d(x, z) = 1.
Par onséquent x a au moins deux voisins : y et z.
Raisonnons à présent par l'absurde et supposons que x a au moins trois
voisins distints a, b et c. Par onstrution a, b et c sont à distane 1 de x
don forment les sommets d'un triangle retangle isoèle dont x est le milieu
de l'hypoténuse et par exemple a est l'angle droit. Considérons alors l'union
U des boules fermées de entres x, a, b et c et de rayon 12 pour la distane
dmax (il s'agit en fait de quatre ubes dyadiques dans une base de S2). Puisque
l'on a subdivisé S2 quatre fois alors U(S2) ∩ U est forément ompris d'un seul
té de la droite (b, c), e qui implique soit que dmax(a,U(S2)) = 32 , soit que
dmax(a,U(S2)) = 0. Dans tous les as, on a une ontradition ave la dénition
des points de T .
On vient don de montrer que tout sommet du graphe G a exatement deux
voisins. On a en outre supposé que ∂U(S2) est onnexe, par onséquent G est
ylique. Et puisque G a au minimum huit sommets (e serait le as si S2 n'était
omposé que d'un seul ube) alors il ne ontient auun 3-yle. Par onséquent
G est bien linéaire ylique.
Soient u et v deux réels tels que 1 < u < v < 32 . On dénit une bande en
forme de ouronne autour de S2 à distane omprise entre u et v :
Ku,v = {x ∈ Rn : u < d(x,U(S2)) < v}. (129)
La frontière de ette bande a une omposante onnexe  extérieure  située à
distane v de U(S2) :
Kv = {x ∈ Rn : d(x,U(S2)) = v}. (130)
Lorsque v est xé, ∀u < v on peut trouver un entier p tel que
√
2
p < v− u, don
en subdivisant p fois S1, si δ ∈ S1 et δ ∩ Kv 6= ∅ alors d(δ,U(S2)) > u. On va
alors ompléter S1 en lui rajoutant tous les ubes inlus dans O, de pas
1
p dans
la même base et qui ontiennent un point à distane au moins v de U(S2) :
S′1 = S1 ∪
{
δ : δ ⊂ O et sup
x∈δ
d(x,U(S2)) ≥ v
}
. (131)
On remarquera que par onstrution, tous les polyèdres de S′1 sont à distane
au moins u de U(S2), don que ∂U(S′1) a une omposante onnexe inluse dans
Ku,v. Là enore, pour simplier les notations on notera enore S1 à la plae de
S′1, puisque S1 vérie aussi les hypothèses du théorème ave une autre onstante
ρ.
Notons T ′ l'ensemble des sommets du graphe G qui sont alignés ave leurs
deux voisins. Remarquons que pour toute arête {x, y} ∈ A du graphe G, x ∈ T ′
ou y ∈ T ′ ar on avait subdivisé S2 quatre fois. Pour tout sommet x ∈ T ′ soit (d)
la droite perpendiulaire à elle qu'il forme ave ses deux voisins, on notera Cx
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le ne de sommet x et dont les points forment un angle (non orienté) ompris
entre 0 et θmin ave la droite (d) :
Cx =
{
z ∈ Rn : ̂(x, y) , (d) ∈ [0, θmin]
}
. (132)
Nous allons à présent disuter des diérentes ongurations possibles des som-
mets du graphe.
Cas d'un angle plat
Soient x et y deux sommets voisins du graphe tous deux alignés ave leurs
voisins (x, y ∈ T ′). Remarquons d'abord que puisque l'on a supposé que θ ∈
[θmin, θmax] alors ∂S1 ∩ Ku,v ∩ Cx est en olusion simple par rapport à x (res-
petivement ∂S1 ∩ Ku,v ∩ Cy par rapport à y). En outre, ∂S1 ∩ Ku,v ∩ Cx ∩ Cy
est en olusion simple par rapport au segment [x, y] : en eet, remarquons que
les faes de S1 qui sont dans et ensemble forment un angle ompris entre θmin
et
π
4 ave la normale à la droite (x, y), don oupent la droite (x, y) en un point
extérieur au segment [x, y] ar u > 1.
En hoisissant θmin assez prohe de
π
4 il est possible d'obtenir que tan θmin >
1
2 , et en prenant
v >
1
2
+
1
2 tan θmin
(133)
on obtient que Kv∩Cx∩Cy est un segment non vide parallèle à [x, y], de longueur
ν > 0 qui ne dépend que de v et θmin. On notera Hλ une droite perpendiulaire
à e segment, à distane λ de l'une de ses extrémité (pour λ ∈ [0, ν]).
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Cas d'un angle aigu
Traitons à présent le as des angles aigus : soit x le sommet de l'angle, et
y et z ses deux voisins. Si θmin est susamment prohe de
π
4 , il est possible de
trouver une droite ∆ parallèle à l'un des veteurs de la base anonique de S1 et
telle qu'elle passe par des sommets de la frontière de S1, situés respetivement
dans Ku,v∩Cy et Ku,v∩Cz. Si on suppose qu'on a assez subdivisé S1 (il sut que
son pas soit inférieur à
1
100 par exemple) on peut aussi imposer que la droite ∆
ne oupe pas les segments [x, y] et [x, z] et même, on peut trouver une onstante
C > 0 ne dépendant que du pas de subdivision et de θmin telle qu'on puisse
imposer d(x,∆) > C.
Notons∆+ le demi-plan délimité par∆ qui ontient x,∆− l'autre demi-plan.
On rajoute alors à S1 tous les ubes qui sont dans ∆
− ∩ {t ∈ Rn : d(t,U(S2)) ≤
v}. On prend ette fois-i des droites Hλ et H ′µ qui sont perpendiulaires à ∆
et à distane respetive λ et µ de x, du té respetivement de y et de z, ave
par exemple λ, µ ∈ [ 13 , 23 ].
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Cas d'un angle obtus
Traitons à présent le as des angles obtus : soit x le sommet de l'angle, et y
et z ses deux voisins. On va proéder quasiment de la même façon que pour les
angles aigus. Notons y′ le voisin de y qui n'est pas x, z′ elui de z qui n'est pas
x. Si θmin est susamment prohe de
π
4 , il est possible de trouver une droite ∆
parallèle à l'un des veteurs de la base anonique de S1 et telle qu'elle passe par
des sommets de la frontière de S1, situés respetivement dans Ku,v ∩Cy ∩ Cy′ et
Ku,v ∩ Cz ∩ Cz′ . Si on suppose qu'on a assez subdivisé S1 (il sut que son pas
soit inférieur à
1
100 par exemple) on peut aussi imposer que la droite ∆ ne oupe
pas les segments [x, y] et [x, z] et même, on peut trouver une onstante C > 0
ne dépendant que du pas de subdivision et de θmin telle qu'on puisse imposer
d(x,∆) > C.
Notons∆+ le demi-plan délimité par∆ qui ontient x, ∆− l'autre demi-plan.
On retire alors à S1 tous les ubes qui sont dans ∆
−∩{t ∈ Rn : d(t,U(S2)) ≥ u}
(ette opération est possible sans modiation des omplexes initiaux si on avait
supposé ρ > 2 par exemple, puisque dans e as on ne retire que e qu'on avait
surajouté). On prend des droites Hλ et H
′
µ qui sont perpendiulaires à ∆ et
à distane respetive λ et µ de x, du té respetivement de y et de z, pour
λ, µ ∈ [ 13 , 23 ] par exemple.
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Conlusion
Notons ǫ = min
(
ν, 13
)
et Σ le omplexe omposé des faes de S1 et S2 inluses
dans leurs frontières en  vis-à-vis  :
Σ =
{
F ∈ F1(S1 ∪ S2) : F ⊂ ∂U(S1) ou F ⊂ ∂U(S2) ∩O
}
. (134)
Il est lair que Σ est ǫ-tubulaire par rapport à G et O en utilisant les droites
Hλ et Hµ qu'on a onstruites pour le déoupage. Considérons les hypothèses du
lemme 3, par onstrution on obtient failement les bornes suivantes :
α+ = α− = 1 β− >
u
2
β+ < 2v γ < 100 η ∈ [cos θmax, cos θmin]. (135)
Puisque omme on l'a vu, θmin, θmax, u et v peuvent être hoisis indépendam-
ment des omplexes à fusionner il est lair qu'on peut trouver des onstantes
ρ+, ρ− et un ompat K qui ne dépendent pas de S1 et S2 tels que (61) et (62)
soient vériées, e qui nous donne les onstantes c1 et c2 reherhées.
Cette démonstration va aussi nous servir à prouver le lemme 7, utile dans
la suite de la démonstration du théorème de fusion en dimension plus grande.
Auparavant donnons quelques dénitions.
Dénition 13 (Graphe anonique). Soit S un omplexe dyadique de pas r, pour
tout ube δ ∈ S notons cδ son entre. Le graphe anonique G = (T,A) assoié
à S est déni naturellement par
T ={cδ : δ ∈ S} A = {{x, y} ⊂ T : ‖x− y‖ = r} (136)
et on dira qu'un omplexe dyadique est onnexe, ylique ou linéaire si son
graphe anonique l'est.
Plaçons-nous temporairement dans R2, pour (x, y) ∈ R2 et r > 0 on notera
∆(x, y, r) = [x, x+ r]× [y, y + r]
V(∆(x, y, r)) = {∆(x+ u, y + v, r) : (u, v) ∈ {−r, 0, r}2}
V∗(∆(x, y, r)) = {∆(x+ u, y + v, r) : (u, v) ∈ {−r, 0, r}2 et |u+ v| = r}.
(137)
En remarquant que es dénitions ne dépendent pas du hoix de la base de ube
dyadique onsidérée, on les généralise à des omplexes dyadiques bidimension-
nels dans Rn (n ≥ 2) en se plaçant dans le 2-plan ane orrespondant. On dira
que V(δ) est l'ensemble des ubes voisins de δ, V∗(δ) elui des ubes tangents à
δ. On notera aussi
Extrem(S) = {δ ∈ S : #(V∗(δ) ∩ S) = 1} . (138)
Si on onsidère un omplexe bidimensionnel S et son graphe anonique as-
soié G = (T,A) on a par dénition les équivalenes
∀(α, β) ∈ S2 : {cα, cβ} ∈ A⇔ α ∈ V∗(β)⇔ β ∈ V∗(α) (139)
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où cα et cβ désignent les entres de α et β. En remarquant que le graphe ano-
nique d'un omplexe dyadique n'a jamais de 3-yles on peut enore érire :
S linéaire⇔ S onnexe et ∀δ ∈ S : #(V∗(δ) ∩ S) ≤ 2 (140)
S linéaire ylique⇔ S onnexe et ∀δ ∈ S : #(V∗(δ) ∩ S) = 2 (141)
S linéaire non ylique⇒ #Extrem(S) = 2 (142)
S linéaire ylique⇒ Extrem(S) = ∅. (143)
De façon à simplier les énonés par la suite, introduisons une notion pour
désigner des omplexes dyadiques bidimensionnels omposés de sous-omplexes
linéaires en forme de sillons qui ne peuvent se renontrer qu'en leurs extrémités.
Dénition 14 (Complexes suliformes). Soit S un omplexe dyadique bidimen-
sionnel. On dira que S est un omplexe quasi-suliforme s'il existe une partition
(Si)i∈I de S en sous-omplexes linéaires n'ayant pas de faes ommunes sur leur
frontière hors de leurs extrémités :
∀(i, j) ∈ I2 : i 6= j ⇒ F∂(Si \ Extrem(Si)) ∩ F∂(Sj \ Extrem(Sj)) = ∅ (144)
et dans e as on dira que les Si sont des sillons de S.
Si de plus les Si n'ont auune fae ommune (extrémités omprises), autre-
ment dit si
∀(i, j) ∈ I2 : i 6= j ⇒ F∂(Si) ∩ F∂(Sj) = ∅ (145)
alors on dira que S est suliforme. Si en outre tous les sillons de S sont yliques,
on dira que S est suliforme en yles.
On pourra remarquer que dans le as d'un omplexe suliforme, les sillons
sont dénis de manière unique. Dans le as d'un omplexe 4×4-groupé, le lemme
suivant indique la possibilité d'y reuser des sillons (le omplexe appelé T ), de
sorte que les ubes qui restent dans le omplémentaire et forment leur  talus 
(les omplexes appelés U1 et U2) omposent eux aussi des sillons, éventuellement
deux fois plus larges, mais qui ne peuvent se renontrer qu'au niveau de l'une
de leurs extrémités.
Lemme 6 (Laboureur). Soit S un omplexe dyadique bidimensionnel 4 × 4-
groupé. On peut onstruire une partition de S par trois sous-omplexes disjoints
T , U1 et U2 tels que :
1. S = T ⊔ U1 ⊔ U2 ;
2. T est suliforme en yles et F∂(S) ⊂ F∂(T ), 'est à dire que les faes de
la frontière de S sont des faes de la frontière de T ;
3. U1 est suliforme ;
4. U2 est la 2× 2-subdivision d'un omplexe quasi-suliforme U ′2 ;
5. ∀δ ∈ U ′2 \Extrem(U ′2) : U(U1)∩δ = ∅, 'est à dire que seules les extrémités
des sillons de U ′2 peuvent touher les ubes de U1.
Démonstration. On se plae dans R2 et on suppose que l'on dispose d'un om-
plexe dyadique unitaire S 4× 4-groupé dans la base anonique de R2.
Notons D2 l'ensemble des ubes dyadiques bidimensionnels unitaires dans
la même base, les sous-ensembles nis de D2 forment l'ensemble des omplexes
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Fig. 6  Lemme 6 du laboureur appliqué à un omplexe 4× 4-groupé
dyadiques unitaires par rapport à ette base. On notera D l'appliation qui
enlève à un omplexe dyadique les ubes situés sur sa frontière :
D :
{
P(D2)→ P(D2)
T 7→ D(T ) = T \ {δ ∈ T : #(V(δ) ∩ T ) < 9} . (146)
On dénit alors la suite (Sn)n∈N de omplexes :{
S0 = S
Sn+1 = D(Sn)
(147)
Pour tout omplexe T , #D(T ) < #T don il existe un entier N tel que ∀n ≥
N : Sn = ∅.
On va herher dans un premier temps à montrer que
∀T ∈ P(D2) : T est un omplexe 4× 4-groupé⇒ D2(T ) est 4× 4-groupé.
(148)
Remarquons d'abord que puisque D(T ) est déni à partir du 1-voisinage de
haun des ubes de T , si T ∈ P(D2), alors pour tous p, q ∈ N, la restrition de
D(T ) au arré [p, q]2 ('est à dire le sous-omplexe
D(T )|[p,q]2 =
{
δ ∈ D(T ) :
◦
δ ∩ [p, q]2 6= ∅
}
(149)
voir la dénition 16) est onnue à partir de la restrition de T à [p− 1, q+ 1]2 :
D(T )|[p,q]2 = D
(
T |[p−1,q+1]2
)
. (150)
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Par onséquent si l'on onnaît T |[0,12]2 alors on peut aluler D2(T )|[2,10]2 . Dès
lors, si l'on dispose d'une méthode pour énumérer tous lesD2(T |[0,12]2) pour tous
les omplexes T unitaires 4× 4-groupés possibles (par rapport à l'origine (0, 0))
tels que U(T ) ⊂ [0, 12]2, et vérier que les sous-omplexes obtenus restreints à
[2, 10]2 sont tous eux-mêmes 4 × 4-groupés (par rapport à l'origine (2, 2)), ei
sura à prouver que D2 onserve la propriété de 4× 4-groupement.
Dans un seond temps, dénissons pour n ≥ 0 :
Tn = Sn \ Sn+1 T =
⋃
n∈N
T2n U =
⋃
n∈N
T2n+1. (151)
Si l'on prouve que pour tout omplexe S 4 × 4-groupé par rapport à l'origine
(0, 0), les ubes de la diérene ensembliste S \ D(S) ont haun deux voisins
tangents  ei peut se faire autour du arré entral [4, 8]2, puisque S est 4×4-
groupé  autrement dit si
∀δ ∈ (S \D(S))|[4,8]2 : #
(V∗(δ ∩ (S \D(S))|[3,9]2) = 2 (152)
alors on aura aussi démontré que T est suliforme en yles.
Il sura pour onlure d'extraire de U deux sous-omplexes U1 et U2 qui
justient le lemme. Pour ela, on donnera aussi un algorithme qui permet de
dresser la liste de toutes les ongurations possibles de (D(S)\D2(S))|[3,9]2 à une
isométrie laissant le arré [3, 9]2 invariant. On disutera ensuite des diérents
as trouvés, et de la façon d'extraire des sous-omplexes U1 et U2 vériant
les propriétés annonées, e déoupage pouvant être déterminé loalement par
pavage.
Les algorithmes et le programme en C, ainsi que la n de la preuve sont
donnés en annexe.
Pour alléger les énonés à venir, on va généraliser la notion de sillons à des
omplexes non dyadiques en dénissant la notion de analisation.
Dénition 15 (Canalisations). Soient O un ouvert borné de Rn, S un omplexe
n − 1-dimensionnel, G une famille de graphes linéaires et ǫ > 0. On dira que
le ouple (S,G) est une ǫ-analisation de O si ∂O = U(S) et si pour toute
omposante onnexe Ω de O on peut trouver un sous-omplexe Σ de S et un
graphe G = (T,A) de G vériant :
T ⊂ Ω ∂Ω = U(Σ) Σ est ǫ-tubulaire par rapport à Ω et G. (153)
On peut par exemple vérier sans problème que les faes de la frontière
d'un omplexe suliforme et les graphes anoniques de ses sillons forment une
analisation. Il nous reste enore à établir un dernier lemme qui va lore notre
étude des omplexes dyadiques bidimensionnels. Il sera utilisé dans le adre de la
démonstration du théorème de fusion en dimension n > 2. Pour deux omplexes
bidimensionnels dyadiques unitaires S1 et S2 de R2, on notera θ un angle de
rotation pris modulo π/4 qui fait passer d'une base de S1 à une base de S2.
Lemme 7 (Canalisations omplémentaires en dimension 2). Il existe quatre
onstantes θmin, θmax, p, ǫ et un ompat K ⊂]0,+∞[ tels que
0 < θmin < θmax <
π
4
p ∈ N \ {0} ǫ > 0 (154)
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et pour tous omplexes bidimensionnels dyadiques unitaires de R2 tels que S2
est 28× 28-groupé, θ ∈ [θmin, θmax] et
min
(x,y)∈U(S1)×U(S2)
‖x− y‖ > 8 (155)
alors il est possible de onstruire
 un ouvert O tel que U(S2) ⊂ O et
inf
(x,y)∈U(S1)×O
‖x− y‖ >
√
2, (156)
 un omplexe T1 dyadique de pas
1
p dans la même base que S1 (on notera
O1 =
◦
U(T1)),
 un sous-omplexe T2 7× 7-groupé de S2 (on notera O2 =
◦
U(T2)) tel que
F∂(S2) ⊂ F∂(T2), (157)
 un omplexe unidimensionnel Σ  plaé à ǫ-près  (voir plus bas),
 trois familles G1, G2 et G3 de graphes linéaires
vériant les propriétés suivantes :
1. O1 ∩O2 = ∅ et O1 ∪O2 ⊂ O ;
2. G1 et un sous-omplexe de F∂(T1) forment une analisation de O \O1 ;
3. G2 et un sous-omplexe de Σ∪F∂(T2) forment une analisation de
◦
U(S2)\
(O2 ∪ U(Σ)) ;
4. G3 et un sous-omplexe de F∂(T1 ∪ T2) forment une analisation de O \
(O1 ∪O2) ;
5. on peut trouver des onstantes ρ+ et ρ− telles que pour toutes les suspen-
sions tubulaires des analisations mentionnées i-dessus, les relations (61)
et (62) du lemme 3 sont vériées.
Par  plaé à ǫ près  on entend que pour tout segment [x, y] ∈ Σ, l'une de
ses extrémités peut être déplaée à l'intérieur d'une boule de rayon ǫ sans que
ela hange quoi que e soit aux inq points exprimés plus haut.
Démonstration. Appliquons d'abord le lemme 6 au 7×7-groupement de S2 (qui
est lui-même 4× 4-groupé ar S2 est 28× 28-groupé par hypothèse) : on obtient
les trois sous-omplexes T , U1 et U2 annonés dans e lemme. On notera G la
famille des graphes anoniques assoiés aux sillons de T (e sont des graphes
linéaires yliques, ar T est suliforme en yles), et on dénit T2 omme la
7 × 7-subdivision de T (T2 est bien un sous-omplexe de S2 ar T est un sous-
omplexe du 7× 7-groupement de S2), et l'ouvert O2 par O2 = U(T2).
Considérons, pour r ∈]0, 7/3[ et p ∈ N \ {0} tel que 7p < 76√2 le omplexe
T1(r, p) de ubes dyadiques de pas
7
p dans la même base que S1 et les ouverts
O et O1 dénis par :
T1(r, p) = {δ : ∀x ∈ δ, r < d(x,U(T2)) < 6}
O = U ({δ : ∀x ∈ δ,d(x,U(S2)) < 6})
O1 = U(T1(r, p)).
(158)
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Fig. 7  Canalisations omplémentaires en dimension 2
Soit Ω une omposante onnexe de O \ (O1 ∪O2) : d'après les onditions sur
r et p, sa frontière a exatement deux omposantes onnexes, l'une portée par
des faes de la frontière de T1(r, p), l'autre par des faes de la frontière de T (on
rappelle que T est le 7 × 7-groupement de T2). Notons respetivement t1 et t2
les omplexes omposés de es faes : t1 ⊂ F∂(T1(r, p)) et t2 ⊂ F∂(T ).
Utilisons à présent e qu'on a vu dans la démonstration du lemme 5 en
dimension 2 : il est possible de hoisir θmin, θmax et v ∈]1, 2[ qui vérient (133)
de façon à e que tout omplexe dyadique unitaire situé à distane au moins v
de U(S2) et de même base que S1, susamment subdivisé, puisse être omplété
pour former ave t2 et les ubes de t1 en  vis-à-vis  une suspension tubulaire
par rapport au graphe utilisé dans la démonstration. On peut prendre r = 136 ,
e qui nous assure :
r > 2 > v r <
7
3
. (159)
On hoisira p susamment grand (à la fois pour que 7p <
7
6
√
2
, et pour pou-
voir faire la même onstrution que dans la démonstration du lemme 5), et on
notera T1 le omplexe obtenu à partir de T1(r, p) pour les valeurs orrespon-
dantes, auquel on a éventuellement ajouté les ubes supplémentaires néessaires
à la onstrution du tube. Cei termine don la démonstration du quatrième
point, en notant G3 la famille des graphes utilisés pour les diérentes ompo-
santes onnexes Ω possibles.
Considérons maintenant les graphes de G et subdivisons-les naturellement
sept fois (en rajoutant inq sommets uniformément répartis sur haque arête).
Les graphes obtenus sont toujours linéaires yliques, notons G2 la famille qu'ils
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omposent. Soit Ω une omposante onnexe de O \ O1 : par onstrution sa
frontière est portée par un sous-omplexe s de F∂(T1), et il existe un graphe
g ∈ G1 dont les sommets sont dans Ω. En fait, e sous-omplexe est formé par
l'union des sous-omplexes qui interviennent dans les suspensions tubulaires des
omposantes onnexes de O \ (O2 ∪O1(r, p)) (eux qu'on a appelés t1 dans le
as préédant), et les arêtes du graphe g sont situés à distane 7 d'une arête
parallèle des graphes du as préédant, à l'intérieur de U(S1). Il est alors faile de
onstater que puisque l'on a pu réaliser une suspension tubulaire ave t1 dans le
as préédant, on peut enore le faire ave s. Cei termine alors la démonstration
du deuxième point. En outre, par onstrution d'après (155) et (158) on a
min
x∈U(T1)
y∈U(S1)
‖x− y‖ > min
x∈U(S1)
y∈U(S2)
‖x− y‖ − min
x∈U(T1)
y∈U(S2)
‖x− y‖ > 8− 6 = 2 >
√
2 (160)
don (156) est vériée.
Revenons à présent à la onstrution qui intervient dans la démonstration
du lemme 6 (qui gure en annexe) : on a déoupé le omplexe T \⋃t∈T1 t ave
des segments de longueur 2 longeant un 2 × 2 ube δ de U ′2, extrémal ou isolé
(#V∗(δ) ≤ 1) pour séparer les sillons de U1 et U2. On notera Σ le omplexe
de dimension 1 qui ontient tous es segments : puisque de façon évidente, le
omplexe formé des faes de la frontière d'un omplexe dyadique linéaire est en
situation de suspension tubulaire par rapport à son graphe anonique, le troi-
sième point est démontré en prenant pour G2 la famille des graphes anoniques
de U1 et U
′
2. Il est de plus tout à fait possible de déouper les segments formant
Σ (par exemple en leur milieu), et il est lair qu'on peut donner ǫ > 0 ne dépen-
dant pas de S1 et S2 tel qu'on puisse déplaer es points à l'intérieur de boules
de rayon ǫ sans que ela ne hange l'existene de es suspensions tubulaires.
Tous les autres points du lemmes sont vériés par onstrution (l'existene
de ρ−, ρ+ et d'un ompat K vériant (71) et (79) qui ne dépendent pas de S1
et S2 ayant été démontrée ave le théorème de fusion en dimension 2 pour Σ
xé). De plus, en prenant ǫ assez petit, on peut trouver K susamment grand
qui ne dépend pas du hoix de Σ à ǫ près.
3.3 Fusion en dimension quelonque
Notre objetif est de démontrer le théorème de fusion de omplexes dya-
diques par réurrene sur la dimension n dans le as d'une rotation planaire : en
déoupant les deux omplexes à faire fusionner en  tranhes  d'épaisseur 1 et
parallèles au plan de la rotation, on fera la fusion sur les portions planaires des
frontières de la tranhe en utilisant l'hypothèse de réurrene pour onstruire
des  ouverles , puis on va exhiber des graphes linéaires (en dimension 2)
à l'intérieur des tranhes pour faire une suspension tubulaire remplissant les
 boîtes  ainsi formée, et ainsi remplir tout l'espae entre les deux omplexes.
Le problème est qu'en dimension n > 2, ontrairement au as préédent en
dimension 2, les faes de la frontière des deux omplexes en vis-à-vis peuvent
être très éloignées les unes des autres (en partiulier si le omplexe entral a
de larges moreaux de frontière formés de ubes alignés parallèlement au plan
de la rotation). On n'a alors plus de borne sur les régularités des suspensions
tubulaires, ar la distane des points et des arêtes du graphe au tube n'est plus
majorée indépendamment des omplexes à faire fusionner.
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Pour ontourner le problème on se propose de généraliser le lemme 7 pour
montrer qu'il est possible de reuser des analisations omplémentaires dans les
deux omplexes, de façon à e qu'en les  enastrant  l'un dans l'autre, on
dispose d'une borne supérieure à la distane séparant les faes en vis-à-vis et
perpendiulaires au plan de rotation. Avant de ommener dénissons la notion
de restrition d'un omplexe à un sous-ensemble, qui va nous être ommode
pour énoner le lemme à venir.
Dénition 16 (Restrition d'un omplexe). Soient S un omplexe n-dimen-
sionnel et A une sous-partie de Rn, on dénit la restrition de S à A omme
l'ensemble des intersetions ave A des polyèdres de S dont l'intérieur est non
disjoint de A :
S|A =
{
δ ∩A : δ ∈ S et
◦
δ ∩ A 6= ∅
}
. (161)
Il est faile de vérier que lorsque A est une intersetion nie de demi-espaes
anes (par exemple si A est un sous-espae ane, omme dans e qui va suivre)
alors S|A est enore un omplexe lorsqu'elle est non vide.
Réiproquement on va utiliser des suspensions tubulaires bidimensionnelles
pour onstruire des suspensions tubulaires n-dimensionnelles par rapport à un
produit artésien du tube bidimensionnel, anqué de  ouverles  orthogo-
naux. Le lemme suivant permet d'évaluer les régularités extrêmes obtenues lors
de ette opération.
On suppose que n > 2, que S est un omplexe de dimension 1 de R2, tubulaire
par rapport à une graphe G = (T,A) et un ouvert O. Pour r > 0 on notera S′
le omplexe obtenu par produit artésien des ubes de S par [−r, r]n−2, O′ le
produit artésien de O par ]−r, r[n−2, et G′ = (T ′, A′) le plongement de G dans
Rn :
S′ =
{
δ × [−r, r]n−2 : δ ∈ S}
O′ = O×]− r, r[n−2
T ′ = {(x, y, 0, . . . , 0): (x, y) ∈ T }
A′ = {{(x, y, 0, . . . , 0), (x′, y′, 0, . . . , 0)} : {(x, y), (x′, y′)} ∈ A} .
(162)
Pour k ∈ {0, . . . , n− 3} et r > 0 on notera
O2k+1 = O × [−r, r]k × {−r} × [−r, r]n−3−k
O2k+2 = O × [−r, r]k × {r} × [−r, r]n−3−k
(163)
et on supposera aussi qu'il existe une famille de 2(n − 2) omplexes n − 1-di-
mensionnels S1, . . . , S2(n−2) de Rn tels que
∀k ∈ {1, . . . , 2(n− 2)} : U(Sk) = Ok et F∂(Sk) = S′|Ok . (164)
Lemme 8 (Produit artésien d'une suspension tubulaire). Pour tout ompat
K ⊂]0,+∞[9 et pour tout r > 0 il existe un ompat K ′ ⊂]0,+∞[9 tel que pour
tout omplexe unidimensionnel ǫ-tubulaire S par rapport à un ouvert O ⊂ R2
et un graphe G, si on peut trouver deux onstantes ρ+ et ρ− telles que les
relations (62) et (63) du lemme 3 sont vériées ave en plus
∀k ∈ {1, . . . , 2(n− 2)} : ρ+ > R(Sk) > R(Sk) > ρ− (165)
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alors la famille de polyèdres n− 1-dimensionnels
S′′ = S′ ∪
⋃
k
Sk (166)
est un omplexe ǫ-tubulaire par rapport à O′ et G′ et il est possible de trouver
ρ′− et ρ
′
+ qui vérient (62) et (63) ave le ompat K
′
.
Démonstration. Remarquons d'abord que les polyèdres des Sk sont tous dans
des hyperplans parallèles aux arêtes du graphe. Dès lors les hypothèses de sus-
pension tubulaire sont automatiquement vériées pour S′′ puisque les hyper-
plans du déoupage tubulaire n-dimensionnel sont le produit artésien de eux
de la suspension bidimensionnelle par Rn−2, don perpendiulaires aux hyper-
plans ontenant les polyèdres des Sk.
En notant α′±, β
′
±, γ
′
et η′ les onstantes relatives à O′, G′ et S′′ qui sont
dénies dans (61) on peut déjà donner immédiatement les bornes suivantes par
onstrution :
α′− = α− β
′
− ≥ min(β−, r)
α′+ = α+ β
′
+ ≤ β+ + r
√
n− 2
η′ ∈
[
β−
β− + r
√
n− 2 · η, 1
]
.
(167)
En outre la mesure n − 1-dimensionnelle des polyèdres de S′ est obtenue à
partir de la mesure unidimensionnelle de eux de S multipliée par (2r)n−2. Si l'on
onsidère un sommet x ∈ T et le sommet x′ orrespondant de T ′, par dénition
tous les polyèdres du déoupage tubulaire des Sk qui vont être mis en orrespon-
dane ave x′ par le hoix de suspension tubulaire sont inlus dans le ylindre
C = B(x, s)× [−r, r]n−2 où B(x, s) désigne une boule 2-dimensionnelle entrée
en x et de rayon s = 2max(α+, β+). Par ailleurs, pour tout k ∈ {1, . . . , 2(n−2)}
on a
Hn−1(Ok ∩ C) ≤ us2(2r)n−3 (168)
où u désigne le volume de la boule unitaire en dimension 2. On en tire
γ′ ∈
[
((2r)n−2γ)
1
n−1 , ((2rγ + us2)(2r)n−3)
1
n−1
]
. (169)
Dès lors, en prenant
ρ′− = min(ρ−, r) ρ
′
+ = ρ+ + r
√
n− 2 (170)
l'inégalité (62) est vériée pour S′′, e qui termine la démonstration du lemme.
Poursuivons à présent notre onstrution de omplexes  imbriqués  en
généralisant le lemme 7 des analisations omplémentaires en dimension n ≥
3. L'idée ii est de onsidérer des omplexes dyadiques dans des bases ayant
subi une rotation planaire l'une par rapport à l'autre, parallèlement aux deux
premiers veteurs de es bases. Dans e as, le lemme suivant indique qu'il est
possible de onstruire des analisations à haque  étage  parallèlement au 2-
plan de la rotation, tout en restant susamment loin du omplexe  extérieur 
pour se laisser la plae de onstruire des raords.
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Fig. 8  Un exemple de omplexe S1 en dimension 3
Fig. 9  Le omplexe S2 représenté autour du omplexe de la gure préédente
Fig. 10  Trois  étages  dans lesquels on va reuser des analisations
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Fig. 11  Exemples de analisations omplémentaires en dimension 3, qui
peuvent s'imbriquer l'une dans l'autre
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On va don supposer que n > 2, que S1 et S2 sont deux omplexes dyadiques
n-dimensionnels unitaires tels qu'une base anonique de S1 soit l'image de elle
de S2 par une rotation ane d'angle θ ∈
[
0, π4
[
dans le 2-plan R2 × {0}n−2.
Pour simplier on supposera qu'une base anonique de S2 est elle de Rn, et
pour z = (z3, . . . , zn) ∈ Zn−2 on dénit le 2-plan ane
Hz = z + R2 ×
{
1
2
}n−2
. (171)
Lemme 9 (Canalisations omplémentaires en dimension quelonque). Il existe
quatre onstantes θmin, θmax, p, ǫ et un ompat K ⊂]0,+∞[ ne dépendant que
de n tels que
0 < θmin < θmax <
π
4
p ∈ N \ {0} ǫ > 0 (172)
et pour tous omplexes dyadiques n-dimensionnels unitaires de Rn tels que S2
est 28n-groupé, θ ∈ [θmin, θmax] et
min
(x,y)∈U(S1)×U(S2)
‖x− y‖ > 8 (173)
alors il est possible de onstruire
 un ouvert O tel que U(S2) ⊂ O et
inf
x∈O
d(x,U(S1)) >
√
2, (174)
 un omplexe T1 dyadique de pas
1
p , 1×1×pn−2-groupé dans la même base
que S1 (on notera O1 =
◦
U(T1)),
 un sous-omplexe T2 de S2 (on notera O2 =
◦
U(T2)) tel que
max
x∈U(S2)
d(x,U(T2)) ≤ 2
√
n, (175)
 un omplexe unidimensionnel Σ  plaé à ǫ-près  (voir plus bas),
 une famille G de graphes linéaires
vériant les propriétés suivantes :
1. O1 ∩O2 = ∅ et O1 ∪O2 ⊂ O ;
2. pour tout z ∈ Zn−2 tel que O ∩ Hz 6= ∅, il existe un sous-omplexe de
(F∂(T1 ∪ T2) ∪ Σ)|Hz et une sous-famille de graphes de G formant une
analisation de (O ∩Hz) \ (O1 ∪O2 ∪U(Σ)) (en se plaçant dans le 2-plan
Hz) ;
3. on peut trouver des onstantes ρ+ et ρ− telles que pour toutes les suspen-
sions tubulaires des analisations mentionnées i-dessus, les relations (61)
et (62) du lemme 3 sont vériées.
Par  plaé à ǫ près  on entend que pour tout segment [x, y] ∈ Σ, l'une
de ses extrémités peut être déplaée à l'intérieur d'une boule 2-dimensionnelle
parallèle à Hz et de rayon ǫ sans que ela hange quoi que e soit aux trois
points exprimés plus haut.
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Démonstration. Prenons θmin et θmax égales aux onstantes du lemme 7 et soient
S1 et S2 deux omplexes dyadiques vériant les hypothèses du lemme 9. On va
onstruire T1 et T2 étage par étage, en déoupant S1 et S2 par des tranhes Iz
(pour z ∈ (28Z)n−2) d'épaisseur 28 autour de Hz :
Iz = R2 × (z + [0, 28]n−2). (176)
Fixons z ∈ (28Z)n−2 tel que S2|Hz 6= ∅ et notons U1, . . . , U2(n−2) les moreaux
de frontière plane de Iz de la forme (pour k ∈ {1, . . . , n− 2}) :
U2k−1 = R2 × [0, 28]k × {0} × [0, 28]n−3−k
U2k = R2 × [0, 28]k × {28} × [0, 28]n−3−k.
(177)
Appelons aussi U∗1 , . . . , U
∗
2(n−2) les  milieux  de es moreaux (il s'agit de
deux 2-plans parallèles an plan de la rotation) :
U∗2k−1 = R
2 × {14}k × {0} × {14}n−3−k
U∗2k = R
2 × {14}k × {28} × {14}n−3−k. (178)
Constatons que pour 1 ≤ j ≤ 2(n − 2) les restritions de F∂(S1) et de F∂(S2)
à U∗j sont deux omplexes dyadiques bidimensionnels unitaires, et notons-les
respetivement S1(j) et S2(j) :
S1(j) = (F∂(S1))|U∗
j
S2(j) = (F∂(S2))|U∗
j
. (179)
En observant que les U∗j sont des 2-plan anes parallèles, on va onsidérer les
projetion respetives S∗1 (j) et S
∗
2 (j) de S1(j) et S2(j) sur le 2-plan vetoriel pa-
rallèle à U∗j , qu'on identie à R
2
pour ne pas alourdir les notations. Considérons
la famille de omplexes bidimensionnels de R2 :
S2 =
{
t =
⋂
l∈K
S∗2 (l) \
⋃
l/∈K
S∗2 (l) : K $ {1, . . . , 2n− 4} et t 6= ∅
}
. (180)
Par onstrution les omplexes de S2 sont dyadiques unitaires, bidimensionnels
dans la base anonique de R2, 28 × 28-groupés, disjoints deux à deux et pour
tout j ∈ {1, . . . , 2(n− 2)}, S∗2 (j) est un omplexe formé par une union disjointe
d'un ensemble S2(j) de ertains omplexes de S2 :
∀j ∈ {1, . . . , 2(n− 2)} : ∃S2(j) ⊂ S2, S∗2 (j) =
⊔
t∈S2(j)
t. (181)
Pour j xé, soit Σ2 ∈ S2(j) et posons Σ1 = S∗1 (j) ; appliquons alors le
lemme 7 des analisations omplémentaires bidimensionnelles à Σ1 et Σ2 (res-
petivement notés S1 et S2 dans l'énoné du lemme 7) : on obtient les trois
omplexes Θ1(j,Σ2), Θ2(j,Σ2) et Σ(j,Σ2) (respetivement notés T1, T2 et Σ
dans l'énoné du lemme), et les trois familles de graphes G1(j,Σ2), G2(j,Σ2)
et G(j,Σ2). On va ter de Θ1(j,Σ2) les ubes qui, dans la démonstration du
lemme 7 forment une ouronne autour de Σ2, 'est à dire ne garder que eux qui
sont inlus dans l'union des ubes du omplexe original Σ2 (en d'autres termes,
on ne garde que eux qui peuvent  s'insérer  dans les trous qu'on a reusés
dans Σ2 dans la démonstration du lemme) :
Θ′1(j,Σ2) = {δ ∈ Θ1 : δ ⊂ U(Σ2)} . (182)
48
Fig. 12  Un exemple en dimension plus grande
Fig. 13  Canalisations omplémentaires du as préédent
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Fig. 14  Les diérents graphes utilisés pour les analisations
Toujours d'après le lemme 7, on sait que Θ2(j,Σ2) est suliforme en yles,
et d'après (157) que la onstrution eetuée préserve les ubes qui touhent la
frontière de Θ2 :
F∂(Σ2) ⊂ F∂(Θ2(j,Σ2)). (183)
Si l'on onsidère un sillon ylique de Θ2(j,Σ2) alors d'après le quatrième point
du lemme, il existe un sous-omplexe de F∂(Θ1(j,Σ2)) qui est située en vis-
à-vis, à l'intérieur de Σ2, et dont l'union des polyèdres (ii de dimension 1)
forme une ourbe fermée de R2 qui est la frontière d'un ouvert borné. Si on note
Ω(j,Σ2) l'union de tous es ouverts, alors Θ
′
1(j,Σ2) ⊂ Ω(j,Σ2) ⊂ U(Σ2).
Dans es onditions, nos omplexes vérient les propriétés suivantes :
1. Θ2(j,Σ2) est 7× 7-groupé (d'après le lemme en dimension 2) ;
2. G1(j,Σ2) et un sous-omplexe de F∂(Θ1(j,Σ2)) forment une analisation
de Ω(j,Σ2) \ U(Θ′1(j,Σ2)) ;
3. G2(j,Σ2) et un sous-omplexe de Σ(j,Σ2) ∪ F∂(Θ2(j,Σ2)) forment une
analisation de
◦
U(Σ2) \ U(Θ2(j,Σ2) ∪ Σ(j,Σ2)) ;
4. G3(j,Σ2) et un sous-omplexe de F∂(Θ′1(j,Σ2) ∪ Θ2(j,Σ2)) forment une
analisation de
◦
U(Σ2) \ U(Θ′1(j,Σ2) ∪Θ2(j,Σ2)).
En se rappelant que S2 est omposée de omplexes disjoints, on peut alors
dénir :
Θ1(j) =
⊔
Σ2∈S2(j)
Θ′1(j,Σ2) G1(j) =
⋃
Σ2∈S2(j)
G1(j,Σ2)
Θ2(j) =
⊔
Σ2∈S2(j)
Θ2(j,Σ2) G2(j) =
⋃
Σ2∈S2(j)
G2(j,Σ2)
Σ(j) =
⊔
Σ2∈S2(j)
Σ(j,Σ2) G3(j) =
⋃
Σ2∈S2(j)
G3(j,Σ2)
Ω(j) =
⋃
Σ2∈S2(j)
Ω(j,Σ2)
(184)
Les trois familles Θ1(j), Θ2(j) et Σ(j) forment bien des omplexes ar haun
des éléments qui intervient dans les unions qui les dénissent est inlus dans un
unique U(Σ2) ∈ S2. Ces ensembles vérient en plus les propriétés suivantes :
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1. Θ2(j) est 7× 7-groupé, Θ2(j) ⊂ S∗2 (j), F∂(S∗2 (j)) ⊂ F∂(Θ2(j)) et Ω(j) ⊂
U(S∗2 (j)) ;
2. G1(j) et un sous-omplexe de F∂(Θ1(j)) forment une analisation de Ω(j)\
U(Θ1(j)) ;
3. G2(j) et un sous-omplexe de Σ(j) ∪ F∂(Θ2(j)) forment une analisation
de
◦
U(S∗2 (j)) \ U(Θ2(j) ∪Σ(j)) ;
4. G3(j) et un sous-omplexe de F∂(Θ1(j)∪Θ2(j)) forment une analisation
de
◦
U(S∗2 (j)) \ U(Θ1(j) ∪Θ2(j)).
Considérons à présent l'ensemble K(j) des frontières ommunes des sillons
des Θ2(j,Σ2), lorsque Σ2 parourt S2(j) :
K(j) = {s = U(s1) ∩ U(s2) : Σ2 ∈ S2(j), s 6= ∅,
s1 et s2 sillons de Θ2(j,Σ2) et s1 6= s2} . (185)
K(j) est omposé de ourbes formées de segments parallèles aux veteurs de la
base de S∗2 . Soient p et r les onstantes qui interviennent dans la démonstration
du lemme 7 en dimension 2, et éventuellement en ajoutant 1 à p on s'assure
qu'il est impair ; dénissons alors le omplexe omposé de ubes dyadiques de
pas
1
p dans la même base que S
∗
1 (j), situés à distane omprise entre r et 6 de
U(S∗2 (j)) :
Θ′1(j) =
{
δ : r < min
x∈δ
d(x,U(S∗2 (j)) < 6
}
. (186)
Puisque les ourbes deK(j) sont inluses dans U(S∗2 (j)), elles ne renontrent pas
U(Θ′1(j)). Considérons l'ensemble des extrémités de es ourbes (parmi elles
qui ne sont pas fermées) qui ne font partie d'auune autre ourbe de K(j), et
onstruisons à partir de es points l'ensemble des segments dont l'autre extrémité
est le sommet le plus prohe de U(S∗2 (j)) : appelons e nouvel ensemble de
segments K ′(j). Ces segments sont d'intérieurs disjoints deux à deux et des
ourbes de K(j) (ar les extrémités des segments formant les ourbes de K(j)
sont au moins à distane 7 les unes des autres, et situées à distane au plus
r + 1 < 3 d'un sommet de S∗2 (j)), dès lors l'ensemble des segments de K
′(j) et
eux formant les ourbes de K(j) (éventuellement en les déoupant aux endroits
où ils se renontrent) forme un omplexe unidimensionnel.
Notons O(j) l'ouvert de R2 dont l'adhérene est l'union des ubes dyadiques
de pas
1
p et à distane au plus 6 de U(S∗2 (j)) :
O(j) = U
({
δ : min
x∈δ
d(x,U(S∗2 (j))) < 6
})
. (187)
Par un argument similaire à elui utilisé dans la démonstration du lemme 7,
quitte à ajouter/enlever quelques ubes à Θ′1(j), on peut trouver une famille
G(j) de graphes linéaires formant ave le omplexe unidimensionnel K ′(j) ∪
F∂(Θ′1(j)) ∪ F∂(S∗2 (j)) une analisation de O(j) \ U(S∗2 (j)). De plus, si l'on
suppose que l'on a subdivisé de façon naturelle les segments de K(j) en mor-
eaux de longueur 1 (on notera K ′′(j) e nouveau omplexe) alors par le même
argument, il est aussi possible de trouver une famille G′(j) de graphes for-
mant ave un sous-omplexe de K ′(j) ∪ K ′′(j) ∪ F∂(Θ′1(j)) une analisation
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de O(j) \ (U(Θ′1(j)) ∪ U(K ′(j) ∪K ′′(j))). De plus, omme dans la démonstra-
tion du lemme 7 il est possible de déplaer l'une des extrémités des segments de
K ′(j) et K ′′(j) à l'intérieur d'une boule de rayon ǫ susamment petit pour que
les régularités extrêmes des suspensions tubulaires restent omparables à elles
de S∗1(j) et S
∗
2 (j), ave des onstantes uniformes.
Dénissons enore :
Θ′′1(j) = Θ1(j) ∪Θ′1(j) Σ′(j) = Σ(j) ∪K ′(j) ∪K ′′(j)
G′1(j) = G1(j) ∪ G′(j) G′3(j) = G3(j) ∪ G(j).
(188)
On dispose à présent de deux omplexes qui vérient les propriétés suivantes :
1. G′1(j) et un sous-omplexe de F∂(Θ′′1(j)) ∪Σ′(j) forment une analisation
de O(j) \ (U(Θ1(j)) ∪ U(Σ′(j))) ;
2. G′3(j) et un sous-omplexe de F∂(Θ′′1(j)∪Θ2(j)) forment une analisation
de
◦
U(S∗2 (j)) \ U(Θ′′1(j) ∪Θ2(j)).
Il est temps à présent d'utiliser toutes es analisations bidimensionnelles
pour onstruire T1 et T2. On notera ette fois, pour r1 < r2, z ∈ (28Z)n−2 et
j ∈ {1, . . . , 2(n− 2)} :
V (r1, r2, z, j) =
{
z + [0, 28]k × [r1, r2]× [0, 28]n−3−k si j = 2k − 1
z + [0, 28]k × [28− r2, 28− r1]× [0, 28]n−3−k si j = 2k
(189)
'est à dire, les R2×V (r1, r2, z, j) sont des  tranhes  de Iz à distane omprise
entre r1 et r2 des portions planaires de sa frontière. Commençons par ter
de S2 l'ensemble des ubes de sa frontière qui ne sont pas dans U(Θ2(j)) ×
V (0, 2, z, j) (ela revient à enlever sur une épaisseur de deux ubes, parallèlement
à la frontière de Iz , les ubes dont la projetion sur R2 a été enlevée dans le
lemme 7) en posant :
t2(z, j) =
{
δ ∈ S2|R2×V (0,2,z,j) : δ ⊂ U(Θ2(j)) × V (0, 2, z, j)
}
. (190)
On dénira aussi l'ouvert O(z) par :
O(z) =
⋃
j
O(j)× V (0, 1, z, j). (191)
Soient z′ ∈ (28Z)n−2, et j′ ∈ {1, . . . , 2(n − 2)} et notons S et S′ les sous-
omplexes formés des ubes de S2 ayant au moins un sommet ommun ave
eux de F∂(S2), restreints respetivement à V (0, 1, z, j) et V (0, 1, z′, j′). Dans
es onditions :
S|V (0,1,z′,j′) = S′|V (0,1,z,j). (192)
Considérons alors les restritions respetives de t2(z, j) à V (0, 1, z
′, j′), et de
t2(z
′, j′) à V (0, 1, z, j) : puisque d'après (157) seules les restritions des ubes
ayant un sommet ommun ave la frontière de S2 qui n'avaient pas de sommet
ommun ave la frontière des S∗2 (j) ont été enlevés à S2 pour former les t2(z, j)
quand on a utilisé le lemme 7 alors il vient
S ⊂ t2(z, j) S′ ⊂ t2(z′, j′) (193)
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et don
t2(z, j)|V (0,1,j′,z′)∩V (0,1,j,z) = t2(z′, j′)|V (0,1,j′,z′)∩V (0,1,j,z). (194)
Puisque t2(z, j) et t2(z
′, j′) sont 7 × 7 × 2n−2-groupés, ette relation est aussi
vraie ave des ouhes d'épaisseur 2, dès lors t2(z, j)|V (0,2,j,z) = t2(z, j) et
t2(z
′, j′)|V (0,2,j′,z′) = t2(z′, j′) et on trouve nalement :
t2(z, j)|V (0,2,j′,z′) = t2(z′, j′)|V (0,2,j,z). (195)
En posant
T2(z) =

 ⋃
1≤j≤2(n−2)
t2(z, j)

 ⊔ S2|R2×[2,25]n−2 (196)
d'après (194) T2(z) est don un sous-omplexe de S2 tel que T2(z)|U∗
j
est égal à
Θ2(j) si on identie U
∗
j ave R
2
. En outre T2(z) vérie (175) par onstrution,
puisqu'on a enlevé des polyèdres sur une ouhe d'épaisseur 2 autour de la
frontière de S2.
Dénissons par ailleurs t1(z, j) omme l'ensemble des ubes dyadiques de pas
1
p dans la même base que S1 et qui sont inlus dans U(Θ′′1(j)) × V (−1, 1, j, z) :
t1(z, j) = {δ : δ ⊂ U(Θ′′1 (j))× V (−1, 1, j, z)} . (197)
Soient z′ et j′ tels que V (−1, 1, j, z) = V (−1, 1, j′, z′) et Iz 6= Iz′ ('est à dire
que Iz et Iz′ ont pour frontière ommune l'un des U
∗
j qui est égal à l'un des
U∗j′ ). On remarque déjà que t1(s, j) est 1× 1× pn−2-groupé et que
t1(z, j)|V (−1,0,j,z) = t1(z′, j′)|V (−1,0,j′,z′) (198)
puisque l'on a utilisé pour onstruire es deux omplexes respetivement les
restritions de S1 et S2 à U
∗
j et U
∗
j′ , qui sont égales.
Construisons maintenant t′1(z) omme l'ensemble des ubes dyadiques de pas
1
p dans la même base que S1, inlus dans R
2 × [1, 27]n−2 et à distane omprise
entre r et 6 de S2 :
t′1(z) =
{
δ : r < min
x∈δ
d (x,U (S2|Iz )) < 6
}
. (199)
De même on dénit l'ouvert O′(z) dont l'adhérene est omposée des ubes
situés à distane au plus 6 :
O′(z) = U
({
δ : min
x∈δ
d (x,U (S2|Iz)) < 6
})
. (200)
Là enore, par un argument identique à elui utilisé dans la démonstration du
lemme 7 on peut montrer qu'il est possible, en ajoutant/supprimant quelques
ubes à t′1(z), de faire des suspensions tubulaires
2
ave les faes en vis-à-vis de
t′1(z)|Hz′ et S2|Hz′ pour tout z′ ∈ z+{1, . . . , 26}n−2. En outre, il est possible de le
faire de façon à e que t′1(z) soit 1× 1× pn−2-groupé (en ajoutant/supprimant
2
Ii intervient le fait qu'on ait supposé p impair, pour que Hz oupe les ubes de t
′
1
(z) en
passant par leur entre, et pas le long de leur frontière.
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des paquets de ubes 1 × 1 × pn−2-groupés). On notera G(z) l'ensemble des
graphes utilisés pour réaliser es suspensions tubulaires. Pour nir on pose :
T1(z) =

 ⊔
1≤j≤2(n−2)
t1(z, j)

 ∪ t′1(z). (201)
Il ne nous reste plus qu'à montrer que T1(z) et T2(z) vérient les propriétés
annonées dans le lemme à l'intérieur de Iz : soit z
′ ∈ [0, 27]n−2, et notons
ν =
(
1
2 , . . . ,
1
2
) ∈ Rn−2. Deux as sont possibles :
 si z′+ν ∈ [2, 26]n−2 alors T2(z)|Hz+z′ est égal à S2(z)|Hz′ , et T1(z)|Hz+z′ est
égal à T ′1(z) don on peut utiliser la famille des graphes de G(z)mentionnée
plus haut pour faire une analisation de O′(z)∩Hz+z′ \ U(T1(z)∪T2(z)) ;
 si z + z′ + ν /∈ [2, 26]n−2 alors notons zmin et zmax respetivement les
oordonnées minimale et maximale de z′. Là enore, onsidérons deux as
possibles :
 si zmin > 1 et zmax < 26 alors soit j tel que z+ z
′+ ν ∈ V (1, 2, j, z) : on
a démontré que G2(j) et un sous-omplexe de Σ(j)∪F∂(Θ2(j)) forment
une analisation de
◦
U(S∗2 (j)) \ U(Θ2(j)∪Σ(j)). Dès lors en onsidérant
que les graphes de G2(j) sont des graphes du 2-plan Hs+z′ , et que le
omplexe unidimensionnel Σ(j) est un omplexe du 2-plan Hz+z′ alors
il vient que G2(j) et un sous-omplexe de Σ(j)∪F∂(T2(z)|Hz+z′ ) forment
une analisation de
◦
U(S2) ∩Hz+z′ \ U(T2(z) ∪ Σ(j)).
De plus, par le même argument que dans le as préédant, G(z) et un
sous-omplexe de F∂((T1(z) ∪ S2)|Hz+z′ ) forment une analisation de
O′(z) ∩Hz+z′ \ U(T1(z) ∪ S2). Rappelons que
F∂
(
S2|Hz+z′
)
⊂ F∂
(
T2(z)|Hz+z′
)
(202)
don G(z)∪G2(j) et un sous-omplexe de Σ(j)∪F∂
(
(T1(z) ∪ T2(z))|Hz+z′
)
forment une analisation de O′(z)∩Hz+z′ \U(T1(z)∪T2(z)). On notera
respetivement G′(z) et Σ(z) l'ensemble de tous les graphes et l'ensemble
de tous les omplexes unidimensionnels Σ(j) utilisés dans e as pour
faire les analisations ;
 si zmin = 0 ou si zmax = 26 alors soit j tel que z+ z
′+ ν ∈ V (0, 1, j, z) :
on peut refaire une démonstration analogue (ette fois en utilisant les
graphes G′1(j) et G′3(j)) pour exhiber des analisations de O(z)∩Hz+z′ \
U(T1(z) ∪ T2(z)). Cette fois-i on notera respetivement G′′(z) et Σ′(z)
l'ensemble de tous les graphes et l'ensemble de tous les omplexes uni-
dimensionnels Σ(j) utilisés pour faire es analisations.
Il est temps de onlure en posant :
T1 =
⋃
z∈(28Z)n−2
T1(z) T2 =
⋃
z∈(28Z)n−2
T2(z)
Σ =
⋃
z∈(28Z)n−2
Σ(z) ∪ Σ′(z) O =
⋃
z∈(28Z)n−2
O(z) ∪O′(z)
G =
⋃
z∈(28Z)n−2
G(z) ∪ G′(z) ∪ G′′(z)
(203)
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On vient de démontrer les points 1 et 2 du lemme, l'existene des onstantes ρ+
et ρ− ainsi que le ompat K mentionnés dans le point (3) ont quant à elles été
obtenues en appliquant le lemme 7.
À présent, on dispose de tous les lemmes néessaires pour démontrer que le
théorème 1 de fusion est une propriété indutive sur n pour n ≥ 2.
Lemme 10 (Fusion en dimension quelonque). Soit n ≥ 3. Si le théorème 1 est
vrai en dimension n− 1, alors il est vrai en dimension n.
Démonstration. On suppose que n > 2, que le théorème de fusion est vrai en
dimension n− 1 et que S1 et S2 vérient les hypothèses du théorème de fusion
en dimension n.
L'isométrie ane φ de hangement de base entre les deux omplexes peut
être déomposée en N = (n+1)(n+2)2 rotations anes suessives dans des plans
engendrés par des ouples de veteurs de la base anonique de S2 par exemple.
Il est don possible, en ajoutant des ouhes de polyèdres suessives autour de
S2 et en supposant ρ susamment grand, de se ramener au as où φ est une
rotation d'angle θ dans le plan engendré par deux veteurs d'une base de S2. Il
sura de réaliser la fusion en faisant N transitions pour démontrer le théorème.
Et omme dans le as de la dimension 2 il est même possible, en insérant enore
les étapes intermédiaires néessaires, de supposer que
θ ∈ [θmin, θmax] (204)
ave θmin < θmax deux onstantes arbitraires prises dans
]
0π4
[
. Bien évidem-
ment, le nombre de transitions à eetuer ne dépendra que de n et des onstantes
θmin et θmax hoisies. Pour simplier l'ériture de la démonstration, en notant
(u1, . . . , un) une base anonique de S2 on supposera aussi, quitte à permuter ses
veteurs, que φ est une rotation dans le 2-plan Vect(u1, u2).
À présent supposons qu'on ait simplement subdivisé S2 vingt-huit fois grâe
au lemme 4 de subdivision, et appliquons le lemme 9 à S1 et à S2 : on obtient
les trois omplexes T1, T2 et Σ annonés dans le lemme. D'après (175) on sait
que seuls les ubes qui étaient à distane au plus 2
√
n de la frontière de S2
n'apparaissent pas dans T2, don si l'on suppose que ρ est susamment grand
pour qu'on ait rajouté une ouhe d'épaisseur 2 de ubes autour de S2 après
subdivision, alors on peut supposer que T2 ⊂ S2 et que les omplexes T1, T2 et
Σ vérient toujours les propriétés annonées. Pour simplier enore, on notera
toujours S2 le omplexe obtenu après y avoir déoupé les analisations du lemme,
au lieu de T2. Maintenant onsidérons le omplexe T1 : il est de pas
1
p don il
sut de subdiviser p fois S1 pour le raorder à T1, la ondition (174) nous
assurant qu'on dispose de l'espae néessaire pour le faire. Par ommodité là
enore on notera toujours S1 le omplexe obtenu après raordement.
Il est temps d'utiliser notre hypothèse de réurrene. Considérons la famille
des hyperplans anes (pour 1 ≤ k ≤ 2(n− 2) et z ∈ Zn−2) :
Hk,z = z + R2 × Rk × {0} × Rn−3−k (205)
et les restritions Fn−1(S1)|Hk,z et Fn−1(S2)|Hk,z : lorsqu'elles sont non vides,
e sont deux omplexes n − 1-dimensionnels qui vérient les hypothèses du
théorème de fusion à ei près qu'ils ne sont pas forément à distane susante
l'un de l'autre. Cependant on peut tout à fait supposer que l'on avait subdivisé
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préalablement S1 et S2 susamment pour que e soit le as (d'un nombre de
fois q qui ne dépend pas des omplexes onsidérés) et qu'on a jusqu'ii travaillé
sur des qn-groupements, de façon à e que q2p > ρ
′
où ρ′ est ette distane
minimale imposée par le théorème en dimension n− 1 et p la onstante donnée
par le lemme 9. En appliquant le théorème de fusion en dimension n−1 on peut
don remplir toutes les omposantes onnexes de O ∩Hk,z \ U(S2) de omplexes
n− 1-dimensionnels, dont on notera Θ l'union.
Considérons maintenant le omplexe unidimensionnel Σ, et notons Σ′ l'en-
semble des produits artésiens de ses segments par
[− 12 , 12]n−2 : par une démons-
tration analogue à elle du lemme 3 on peut montrer que parmi les positions
à ǫ près des sommets de Σ qui peuvent être déplaés, il est possible d'en trou-
ver telles que les régularités extrêmes des déoupages des faes de Θ par les
polyèdres de Σ′ dans les ouhes Hk,z peuvent être bornées par des onstantes
multipliatives ne dépendant pas de S1 et S2 par rapport aux régularités de S1
et S2.
À présent il ne reste plus qu'à utiliser les graphes de la famille G fournie
par le lemme 9, puis le lemme 8 pour onlure : on peut faire des suspensions
tubulaires dans toutes les omposantes onnexes de O \ U(Θ ∪ S1 ∪ S2 ∪ Σ′) et
de e fait, remplir toute l'adhérene de O de polyèdres, de façon à obtenir un
omplexe n-dimensionnel vériant toutes les onditions voulues, e qui ahève
la démonstration du lemme 10 et par là elle du théorème 1 par réurrene.
4 Preuve informatique du lemme du laboureur
On va à présent donner les algorithmes d'énumération annonés dans le
début de la démonstration du lemme 6. Il y a en tout 29 = 512 as à traiter,
qu'on pourrait ramener à 26 = 64 à des hangements de base près. Ce nombre
enore trop élevé justie le reours à un outil informatique au lieu d'un travail
à la main fastidieux et guère intéressant.
Les algorithmes utilisés étant très simples, on se dispensera de donner une
preuve détaillée de leur fontionnement orret.
4.1 Méthode algorithmique
Dans les algorithmes à venir, pour tout omplexe S dyadique unitaire, on va
représenter S|[0,12]2 par une matrie d'entiers M = (mi,j)(i,j)∈{1,...,12}2 de taille
12× 12, vériant l'équivalene suivante :{
mi,j = 1⇔ ∆(i − 1, j − 1, 1) ∈ S|[0,12]2
mi,j = 0⇔ ∆(i − 1, j − 1, 1) /∈ S|[0,12]2
(206)
4.1.1 D2 et le 4× 4-groupement
Pour ommener on peut aluler très simplement le nombre d'éléments de
V(∆(x − 1, y − 1, 1)) ∩ S (pour (x, y) ∈ [2, 11]2) en omptant le nombre de
ases voisines de (x, y) égales à 1 dans la représentation de S. On obtient alors
l'algorithme 1.
La représentation de D(S) est alors obtenue en ne gardant que les ases pour
lesquelles e nombre est égal à 9, 'est l'algorithme 2.
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Algorithme 1 Calul de #(V(∆(x − 1, y − 1, 1)) ∩ S)
Entrée: M ∈ M12({0, 1}) et (x, y) ∈ {2, . . . , 11}2
Sortie: s = #(V(∆(x− 1, y − 1, 1)) ∩ S)
1. s⇐ 0
2. pour tout (u, v) ∈ {−1, 0, 1}2 faire
3. si mx+u,y+v = 1 alors
4. s⇐ s+ 1
Algorithme 2 Calul de la représentation de D(S)
Entrée: M ∈ M12({0, 1})
Sortie: M ′ ∈M12({0, 1}) telle que M ′ représente D(S)|[1,11]2
1. pour tout (x, y) ∈ {1, . . . , 12}2 faire
2. m′x,y ⇐ 0
3. pour tout (x, y) ∈ {2, . . . , 11}2 faire
4. si #(V(∆(x − 1, y − 1, 1)) ∩ S) = 9 alors
5. m′x,y ⇐ 0
À présent en posant S′ = (D)2(S) l'algorithme 3 permet de vérier si
S′|[2,10]2 est 4× 4-groupé (relativement à l'origine (2, 2)).
Algorithme 3 Détermine si S′|[2,10]2 est 4 × 4-groupé par rapport à l'origine
(2, 2)
Entrée: M ′ ∈ M12({0, 1})
Sortie: vrai si S′|[2,10]2 est 4× 4-groupé, faux sinon
1. pour tout (u, v) ∈ {2, 6}2 faire
2. pour tout (x, y) ∈ {0, . . . , 3}2 faire
3. si m′x+u,y+v 6= m′u,v alors
4. renvoyer faux
5. renvoyer vrai
Considérons l'ensemble des restritions possibles au arré [0, 12]2 de om-
plexes unitaires 4 × 4-groupés par rapport à l'origine (0, 0). Il est lair qu'il y
en a 29 et en les notant Gi pour 0 ≤ i < 29 on peut les paramétrer par :
∀(x, y) ∈ {0, . . . , 3}2, ∀(u, v) ∈ {0, 1, 2}2 :
∆(3u+ x, 3v + x) ∈ Gi ⇔ 23u+v ≤ i mod 23u+v+1. (207)
L'algorithme 4 est utilisé pour générer la représentation de Gi.
En utilisant les quatre algorithmes préédents (1, 2, 3 et 4) on peut don-
ner l'algorithme 5 qui permet de vérier si D2 préserve la propriété de 4 × 4-
groupement (par rapport à l'origine (2, 2)) pour tout omplexe 4×4-groupé (par
rapport à l'origine (0, 0)).
4.1.2 Déoupage en omplexes linéaires
Sur le modèle de l'algorithme 1, l'algorithme 6 permet de aluler le nombre
d'éléments de V∗(∆(x− 1, y − 1, 1)) ∩ S.
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Algorithme 4 Calul de la représentation de Gi
Entrée: i ∈ {0, . . . , 29 − 1}
Sortie: M = Gi
1. pour tout (u, v) ∈ {0, 1, 2}2 faire
2. pour tout (x, y) ∈ {0, . . . , 3}2 faire
3. si 23u+v ≤ i mod 23u+v+1 alors
4. m3u+x,3v+y ⇐ 1
5. sinon
6. m3u+x,3v+y ⇐ 0
Algorithme 5 Vérier si D2 préserve le 4× 4-groupement
Sortie: vrai si D2 préserve la propriété de 4× 4-groupement, faux sinon
1. pour tout i ∈ {0, . . . , 29} faire
2. M ⇐ Gi
3. M ⇐ D(M)
4. M ⇐ D(M)
5. si M est 4× 4-groupé par rapport à l'origine (2, 2) alors
6. renvoyer vrai
7. sinon
8. renvoyer faux
Algorithme 6 Calul de #(V∗(∆(x− 1, y − 1, 1)) ∩ S)
Entrée: M ∈M12({0, 1}) et (x, y) ∈ {4, . . . , 9}2
Sortie: s = #(V∗(∆(x − 1, y − 1, 1)) ∩ S)
1. s⇐ 0
2. pour tout (u, v) ∈ {−1, 0, 1}2 tel que |u+ v| = 1 faire
3. si mx+u,y+v = 1 alors
4. s⇐ s+ 1
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Il existe en tout huit isométries laissant le arré [3, 9]2 invariant (l'identité et
la symétrie par rapport au entre, les deux symétries par rapport aux diagonales,
les deux symétries par rapport aux médianes et les deux rotations d'angles
π
2 et−π2 ). On les notera φi pour 1 ≤ i ≤ 8. L'algorithme 7 permet de vérier si deux
omplexes restreints à [3, 9]2 sont égaux à une isométrie près.
Algorithme 7 Déterminer si deux omplexes sont égaux à une isométrie près
Entrée: M,M ′ ∈ M12({0, 1})
Sortie: vrai si les deux grilles restreintes à [3, 9]2 sont égales à une isométrie
près, faux sinon
1. pour tout i ∈ {1, . . . , 8} faire
2. s⇐ vrai
3. pour tout (x, y) ∈ {3, 9}2 faire
4. si mx,y 6= mφi(x,y) alors
5. s⇐ faux
6. si s alors
7. renvoyer vrai
8. renvoyer faux
Pour nir, l'algorithme 8 vérie que pour tout omplexe S 4 × 4-groupé,
(S \ D(S))|[3,9]2 ne ontient que des ubes à deux voisins tangents, et dans le
même temps se harge de dresser la liste des ongurations possibles de (D(S)\
D2(S))|[3,9]2 lorsque S parourt l'ensemble des omplexes dyadiques unitaires
4× 4-groupés par rapport à l'origine (0, 0).
Algorithme 8 Vériation que (S \D(S))|[3,9]2 est suliforme en yles et liste
des ongurations possibles de (D(S)\D2(S))|[3,9]2 pour tout omplexe S 4×4-
groupé
Sortie: s = vrai si pour tout omplexe S 4× 4-groupé :
∀δ ∈ (S \D(S))|[4,8]2 : #(V∗(δ) ∩
(
S \D(S))|[3,9]2
)
= 2 (208)
faux sinon. L ontient la liste des ongurations possibles à une isométrie
près de (D(S) \D2(S))|[3,9]2
1. L⇐ ∅
2. s⇐ vrai
3. pour tout i ∈ {0, . . . , 29} faire
4. M ⇐ Gi
5. M ′ ⇐M \D(M)
6. si ∃δ ∈ S′|[4,8]2 : #(V∗(∆(x − 1, y − 1, 1)) ∩ S′) 6= 2 alors
7. s⇐ faux
8. M ′′ ⇐ D(M) \D2(M)
9. si M ′′ /∈ L à une restrition à [3, 9]2 et une isométrie près alors
10. L⇐ L ∪ {M ′′}
4.2 Implémentation en C
Ce programme est la tradution en langage C des algorithmes donnés plus
haut.
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1 #inlude <std i o . h>
#inlude <s t d l i b . h>
#inlude <a s s e r t . h>
/* Ta i l l e des groupements ons idéré s ( i  i 4× 4) */
6 #define N 4
/* Nombre de groupements dans une g r i l l e ( i  i 3× 3) */
#define M 3
11 /* Une g r i l l e de t a i l l e 12× 12 */
typedef int GRID[M*N℄ [M*N℄ ;
/* Un masque pour remp l i r l e s g r i l l e s 4× 4−groupées */
typedef int MASK[M*M℄ ;
16
/* Le t a b l e au des 29 masques p o s s i b l e s */
MASK masks[1<<(M*M) ℄ ;
/* La l i s t e des g r i l l e s t rouvées , e t l e nombre d '
←֓
é léments qu ' e l l e  on t i en t */
21 #define TAB_GRID_MAX 100
GRID tab_grid [TAB_GRID_MAX℄ ;
int tab_grid_ount=0;
/* Af f i  h e une g r i l l e r e s t r e i n t e à [2, 10]2 */
26 void print_big_GRID(GRID g ) {
int x , y ;
for (x=N/2 ; x<N*(M−1)+N/2 ; x++){
for (y=N/2 ; y<N*(M−1)+N/2 ; y++)
i f ( g [ x ℄ [ y ℄ )
31 p r i n t f ( "# " ) ;
else
p r i n t f ( " ·  " ) ;
p r i n t f ( "\n" ) ;
}
36 }
/* Af f i  h e une g r i l l e r e s t r e i n t e à [3, 9]2 */
void print_small_GRID (GRID g ) {
int x , y ;
41 for (x=N−1;x<N*(M−1)+1;x++){
for (y=N−1;y<N*(M−1)+1;y++)
i f ( g [ x ℄ [ y ℄ )
p r i n t f ( "# " ) ;
else
46 p r i n t f ( " ·  " ) ;
p r i n t f ( "\n" ) ;
}
}
51 /* Copie l a g r i l l e s r  dans d e s t */
void opy_GRID(GRID sr ,GRID dest ) {
int x , y ;
60
for ( x=0;x<M*N; x++)
for ( y=0;y<M*N; y++)
56 dest [ x ℄ [ y℄= s r  [ x ℄ [ y ℄ ;
}
/* Remplit l e t a b l e au de masques */
void f i l l_masks (void ) {
61 int i , j ;
for ( i =0; i <1<<(M*M) ; i++)
for ( j =0; j<M*M; j++)
masks [ i ℄ [ j ℄=( i & (1<<j ) ) !=0;
}
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/* Remplit une g r i l l e s e l on un masque */
void fill_GRID (MASK m,GRID g ){
int X[9 ℄={0 ,N,2*N,0 ,N,2*N,0 ,N,2*N} ;
int Y[9 ℄={0 ,0 , 0 ,N,N,N,2*N,2*N,2*N} ;
71 int i , x , y , u , v ;
for ( i =0; i<M*M; i++){
x=X[ i ℄ ;
y=Y[ i ℄ ;
for (u=0;u<N; u++)
76 for ( v=0;v<N; v++)
g [ x+u ℄ [ y+v℄=m[ i ℄ ;
}
}
81 /* Calu l de l ' image de (x, y) ∈ [0, 12]2 par l ' homothét ie
←֓
φindex */
void i sometr i_trans form ( int *x , int *y , int index ) {
int z ;
swith ( index ) {
ase (1 ) :
86 *x=N*M−1−*x ;
break ;
ase (2 ) :
*y=N*M−1−*y ;
break ;
91 ase (3 ) :
*x=N*M−1−*x ;
*y=N*M−1−*y ;
break ;
ase (4 ) :
96 z=*x ;
*x=*y ;
*y=z ;
break ;
ase (5 ) :
101 z=*x ;
*x=N*M−1−*y ;
*y=z ;
break ;
ase (6 ) :
106 z=*x ;
61
*x=*y ;
*y=N*M−1−z ;
break ;
ase (7 ) :
111 z=*x ;
*x=N*M−1−*y ;
*y=N*M−1−z ;
}
}
116
/* Copie l ' image de l a g r i l l e s r  par l ' homothét ie φindex
←֓
dans d e s t */
void opy_isometri_transform_GRID(GRID sr ,GRID dest ,
←֓
int index ) {
int x , y , u , v ;
for (x=0;x<M*N; x++)
121 for (y=0;y<M*N; y++){
u=x ;
v=y ;
i sometr i_trans form (&u,&v , index ) ;
dest [ u ℄ [ v℄= s r  [ x ℄ [ y ℄ ;
126 }
}
/* Détermine s i 2 g r i l l e s r e s t r e i n t e s à [2, 9]2 sont é g a l e s
←֓
à une i s omé t r i e près */
int ompare_isometri_transformed_GRID(GRID g1 ,GRID g2 ) {
131 int s , i , x , y ;
GRID g ;
for ( i =0; i <8; i++){
s=1;
opy_isometri_transform_GRID( g1 , g , i ) ;
136 for (x=N−1;x<N*(M−1)+1;x++)
for ( y=N−1;y<N*(M−1)+1;y++)
s=s && (g [ x ℄ [ y℄==g2 [ x ℄ [ y ℄ ) ;
i f ( s )
return 1 ;
141 }
return 0 ;
}
/* Ajoute une g r i l l e à l a l i s t e s i e l l e n ' y e s t pas dé jà
←֓
à une i s omé t r i e près */
146 void insert_GRID(GRID g ) {
int i ;
for ( i =0; i<tab_grid_ount ; i++)
i f ( ompare_isometri_transformed_GRID(g , tab_grid [ i
←֓
℄ ) )
return ;
151 a s s e r t ( tab_grid_ount<TAB_GRID_MAX) ;
opy_GRID(g , tab_grid [ tab_grid_ount ℄ ) ;
tab_grid_ount++;
}
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156 /* Calu l e #(V(∆(x, y, 1)) ∩ T ) */
int neighbor_ount ( int x , int y ,GRID g ) {
int r=0,u , v ;
for (u=−1;u<=1;u++)
for ( v=−1;v<=1;v++)
161 i f ( g [ x+u ℄ [ y+v ℄ )
r++;
return r ;
}
166 /* Calu l e #(V∗(∆(x, y, 1)) ∩ T ) */
int star_neighbor_ount ( int x , int y ,GRID g ){
int r=0,u , v ;
for (u=−1;u<=1;u++)
for ( v=−1;v<=1;v++)
171 i f ( ( ( u==0)^(v==0)) && ( g [ x+u ℄ [ y+v ℄ ) )
r++;
return r ;
}
176 /* Calu l e D(T ) */
void dig_GRID(GRID g ) {
int x , y ;
GRID h ;
opy_GRID(g , h ) ;
181 for ( x=1;x<M*N−1;x++)
for ( y=1;y<M*N−1;y++)
i f ( neighbor_ount (x , y , g ) !=9)
h [ x ℄ [ y ℄=0;
opy_GRID(h , g ) ;
186 }
/* Vé r i f i e s i une g r i l l e e s t b ien 4× 4−groupée par
←֓
rapport à l ' o r i g i n e (2, 2) */
void hek_GRID_is_4_4_group (GRID g ) {
int u , v , x , y ;
191 for ( x=N; x<N*(M−1) ; x++)
for ( y=N; y<N*(M−1) ; y++)
for (u=−N/2 ; u<=N/2 ; u+=N)
for (v=−N/2 ; v<=N/2 ; v+=N)
i f ( g [ x+u ℄ [ y+v ℄ ^ g [N+u ℄ [N+v ℄ ) {
196 p r i n t f ( "Ce omplexe n ' e s t  pas 4x4−groupé : \ n"
←֓
) ;
print_big_GRID(g ) ;
abort ( ) ;
}
}
201
/* Vé r i f i e s i une g r i l l e ne on t i en t que des po in t s d '
←֓
ordre 2 */
void hek_GRID_is_yli(GRID g ) {
int k , x , y ;
for ( x=N; x<N*(M−1) ; x++)
206 for ( y=N; y<N*(M−1) ; y++){
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k=star_neighbor_ount (x , y , g ) ;
i f ( ( k<1) && g [ x ℄ [ y ℄ ) {
p r i n t f ( "Ce omplexe n ' e s t  pas une r e s t r i  t i o n  de
←֓
 omplexe su l  i f o rme  y  l i qu e : \ n" ) ;
print_small_GRID ( g ) ;
211 abort ( ) ;
}
}
}
216 /* Di f f é r en  e en s emb l i s t e en t re 2 g r i l l e s */
void substrat_GRID(GRID g1 ,GRID g2 ){
int x , y ;
for (x=0;x<N*M; x++)
for (y=0;y<N*M; y++)
221 g2 [ x ℄ [ y℄=g2 [ x ℄ [ y ℄ && ! g1 [ x ℄ [ y ℄ ;
}
/* Fontion p r i n  i p a l e */
void main ( ) {
226 GRID g , h ;
int i ;
f i l l_masks ( ) ;
for ( i =0; i <1<<(M*M) ; i++){
fill_GRID (masks [ i ℄ , g ) ;
231
opy_GRID(g , h) ;
dig_GRID( g ) ;
substrat_GRID(g , h ) ;
hek_GRID_is_yli(h ) ;
236
opy_GRID(g , h) ;
dig_GRID( g ) ;
hek_GRID_is_4_4_group ( g ) ;
241 substrat_GRID(g , h ) ;
insert_GRID(h) ;
}
p r i n t f ( "Les  deux p r o p r i é t é s \ n t e s t é e s  sont  v é r i f i é e s . \ n
←֓
" ) ;
p r i n t f ( " I l  y a %i  omplexes\ndans l a  l i s t e . \ n\n\n\n\n"
←֓
, tab_grid_ount ) ;
246 for ( i =0; i<tab_grid_ount ; i++){
p r i n t f ( "\nComplexe no %i : \ n" , i +1) ;
print_small_GRID ( tab_grid [ i ℄ ) ;
}
}
4.3 Résultats donnés par le programme
Notre programme se ompile sans message d'erreur ni d'avertissement ave
une version réente de g. Il s'exéute en moins d'une seonde et imprime les
résultats regroupés dans la table 1.
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Les deux propriétés
testées sont vérifiées.
Il y a 14 omplexes
dans la liste.
Complexe no 1:
· · · · · ·
· · · · · ·
· · · · · ·
· · · · · ·
· · · · · ·
· · · · · ·
Complexe no 2:
· · · · · ·
· · · · · ·
· · # # · ·
· · # # · ·
· · · · · ·
· · · · · ·
Complexe no 3:
· · · · · ·
· · · · · ·
# # # # · ·
# # # # · ·
· · · · · ·
· · · · · ·
Complexe no 4:
· · # # · ·
· · # # · ·
# # # # · ·
# # # # · ·
· · · · · ·
· · · · · ·
Complexe no 5:
· · · # · ·
· · · # · ·
· · · # · ·
# # # # · ·
· · · · · ·
· · · · · ·
Complexe no 6:
· · # # · ·
· · # # · ·
· · # # · ·
· · # # · ·
· · # # · ·
· · # # · ·
Complexe no 7:
· · # # · ·
· · # # · ·
# # # # · ·
# # # # · ·
· · # # · ·
· · # # · ·
Complexe no 8:
· · · # · ·
· · · # · ·
· · · # · ·
# # # # · ·
· · # # · ·
· · # # · ·
Complexe no 9:
· · · # · ·
· · · # · ·
· · · # · ·
· · · # · ·
· · · # · ·
· · · # · ·
Complexe no 10:
· · # # · ·
· · # # · ·
# # # # # #
# # # # # #
· · # # · ·
· · # # · ·
Complexe no 11:
· · · # · ·
· · · # · ·
· · · # # #
# # # # # #
· · # # · ·
· · # # · ·
Complexe no 12:
· · · # · ·
· · · # · ·
· · · # # #
· · · # # #
· · · # · ·
· · · # · ·
Complexe no 13:
· · # · · ·
· · # · · ·
# # # · · ·
· · · # # #
· · · # · ·
· · · # · ·
Complexe no 14:
· · · · · ·
· · · · · ·
· · · · · ·
· · · # # #
· · · # · ·
· · · # · ·
Tab. 1  Résultats imprimés par le programme
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4.4 Fin de la démonstration du lemme
On a regroupé dans le tableau suivant les quatorze diérentes ongurations
possibles à une isométrie près des ubes de U sur un voisinage de taille 6 × 6.
Les traits en pointillés délimitent un voisinage de taille 4 × 4 qui onstitue les
bords du motif de pavage permettant de reouvrir U (puisqu'on a vu que D2
préserve le 4×4-groupement). C'est à dire que quel que soit le omplexe original
S 4 × 4-groupé, toute restrition de U à z + [−1, 5]2 pour z ∈ (4Z)2 est égale
 à une isométrie près  à l'un des motifs du tableau, et toute restrition de
U à z + [0, 4]2 est égale à l'un des motifs du tableau délimité par les traits en
pointillés. La ouhe d'épaisseur 1 autour du arré en pointillés va être utilisée
pour aluler le nombre de voisins des ubes dyadiques à l'intérieur des pointillés.
Il nous reste enore à extraire de U les deux omplexes U1 et U2 annonés.
Considérons le déoupage présenté dans le tableau suivant : les hahures verti-
ales représentent U1 les hahures vertiales U2. Les traits en gras dénissent
une partition de U2 en sillons, ou les endroits où des ubes de U2 touhent des
ubes de U1.
Si l'on observe les restritions de U1 au motif de pavage de taille 4 × 4
matérialisé par les traits en pointillé, on onstate que U1 est bien suliforme en
66
yles ('est à dire que tout ube de U1 a deux voisins tangents, éventuellement
à l'extérieur du arré). En outre U2 est bien 2 × 2-groupé (par rapport à une
origine plaée au entre du arré du motif) et si on observe les partitions de
son 2× 2-groupement U ′2 délimitées par les traits en gras, on onstate bien que
haun des ubes des sous-omplexes a au plus deux voisins tangents, don que
U ′2 est quasi-suliforme. De plus, les seuls ubes de U
′
2 qui touhent des ubes
de U1 sont des extrémités de U
′
2 ('est à dire qui ont au plus un voisin tangent
dans U ′2).
Une ériture formelle des expliations qu'on vient de donner serait vrai-
semblablement fastidieuse et guère plus onvainante, on en restera là et on
onsidèrera que les trois omplexes T , U1 et U2 qu'on a extraits de S vérient
bien toutes les propriétés annonées dans le lemme 6.
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Résumé
Nous donnons une méthode de onstrution de omplexes polyédriques
dans Rn permettant de relier entre elles des grilles dyadiques d'orienta-
tions diérentes tout en s'assurant que les polyèdres utilisés ne soient
pas trop plats, y ompris leurs sous-faes de toutes dimensions. Pour ela,
après avoir rappelé quelques dénitions et propriétés simples des polyèdres
eulidiens ompats et des omplexes, on se dote d'un outil qui permet
de remplir de polyèdres n-dimensionnels un ouvert en forme de tube dont
la frontière est portée par un omplexe n− 1-dimensionnel. Le théorème
prinipal est démontré par indution sur n en reliant les omplexes dya-
diques ouhe par ouhe, en remplissant des tubes disposés autour des
diérentes ouhes et en utilisant le théorème en dimension inférieure pour
onstruire les moreaux manquants de la frontière des tubes. Une appli-
ation possible de e résultat est la reherhe de solutions à des problèmes
de minimisation de la mesure en dimension et odimension quelonques
dans ertaines lasses topologiques.
Abstrat
We build polyhedral omplexes in Rn that oinide with dyadi grids
with dierent orientations, while keeping uniform lower bounds (depend-
ing only on n) on the atness of the added polyhedrons inluding their
subfaes in all dimensions. After the denitions and rst properties of
ompat Eulidean polyhedrons and omplexes, we introdue a tool al-
lowing us to ll with n-dimensionnal polyhedrons a tubular-shaped open
set, the boundary of whih is a given n − 1-dimensionnal omplex. The
main result is proven indutively over n by ompleting our dyadi grids
layer after layer, lling the tube surrounding eah layer and using the
result in the previous dimension to build the missing parts of the tube
boundary. A possible appliation of this result is a way to nd solutions
to problems of measure minimization over ertain topologial lasses of
sets, in arbitrary dimension and odimension.
1
