Abstract
Introduction
Life scientists face many challenges in their task of managing biological information. Looking at the bioinformatics workflow at a low level, we observe that data from experiments is entered into databases, where scripts written in languages such as Perl are employed to filter and analyze the data and to compare them with other known samples. Results are then prepared as a combination of numerical data and prose for publication.
At a more conceptual level, the information that is used and generated by life scientists, including chemical pathways, annotated gene sequences, and protein structures, is highly connected in nature. For example, an enzyme that catalyzes some specific pathway has a specific, definite structure and genetic sequence that encodes how to construct it. Connections also exist between any given protein and other proteins that are similar to it, either in terms of functionality or composition. Historically, these different forms of information (e.g., annotations, pathways, structures, sequences, etc.) have been stored in a series of incompatible databases using disparate identifier schemes and distinct data formats. As a result, life scientists have been prevented from working with their information at the desired high level because these databases must be bridged, manipulated and normalized (usually by hand-written Perl scripts) to accomplish all but the simplest of tasks.
Protein Data and Information in structural bioinformatics is organized along the following lines. The structural information about protein moleculesthe 3D atomic coordinates of structures -is the core from which all other details are derived; it is a primary resource of structural data and is central to everything else. The files containing atomic coordinates are uninformative to the majority of structural biologists; thus, there are algorithmic tools (applications) that transform, classify, analyze, and model this primary data. The results of the data analysis are often (but not always) stored in other databases, considered to be secondary resources, since they contain value-added information.
Even without a unified approach to biological information management as proposed in earlier works [1] [2] [3] , one may still note that a huge wealth of information is available publicly. Despite data being universally accessible for any given research area, what distinguishes a novice from an expert is the knowledge of what information is relevant. Knowledge representation technology has enabled some of that expertise to be represented in a machine-readable form, such as with the Protein Ontology (PO) [4] and Gene Ontology (GO) [1] . When concepts are mapped in terms of ontologies, they are then searchable by the machine, potentially expanding the power of query engines. One can imagine a user aggregating several kinds of objects together-gene sequences, literature references, web pages, even the names of noted experts in the field-into custom, user-defined collections. Such collections represent valuable interpretations of relevance and could then be shared, sent between colleagues, and searched.
Previous work into integrating biological information sources has concentrated on doing so for the purposes of resolving federated queries [5] . Query resolution requires a sophisticated level of mapping in design of domain ontologies in order to work across multiple, disparate databases. We try to address this need by presenting algebra in this paper that will enhance the power of query engine for PO. The focus of this paper is on how we can standardize the naming conventions and provide user interface mechanisms for RDF-encoded biological information; hence, the output of protein ontology-based query resolvers should be usable.
Graph Oriented Model for Protein Ontology
Most of the applications especially from Semantic Web Community assume the existence of an ontology that models the domain of the application in an integrated way. However, the majority of existing biomedical data sources are not modeled in a way that relates instances directly to ontology classes and properties like RDF [6] can do, but are modeled as relations or as XML [7] . These data models come with their own schema and SQL or XML Schema [8] and XQuery [9] respectively. We developed BIODB database as our initial work [10] [11] [12] using XML Schema, which contains information about Protein Structures in a way that represents the relationships between various Protein Structure elements. It takes into greater consideration formation of the ultimate protein conformation and the relationships that exist in the data, rather then just storing the data. Both SQL and XML representations were made available to the community for BIODB.
UniProt [13] is a comprehensive repository of protein sequence and annotation data. The number of known protein sequences has been increasing ever since the creation of the database. UniProt is working towards providing protein sequence and annotation data in RDF format. Challenges still exits to these approaches like similar concepts in different databases by other organizations need to be mapped to each other or unified. Also users must still have detailed knowledge of precisely what classes and properties are available. Given that even a single database may make use of dozens of concepts this is not a trivial task. Some kind of query tool that allows users to browse the schema and construct queries might help.
In order to access such sources via ontologies Semantic Web Query Language or SWQL [14] was developed. SWQL uses an XQuery-like syntax and is like XQuery a declarative, fully compositional, strictly typed functional query language. It supports navigation and selection via its sublanguage SQWLPath similar to XPath [15] and unlike most RDF query languages [16] it supports joins and construction. Although SWQL uses Web Ontology Language or OWL [17] for representation but it still uses concepts from earlier XQuery and XPath implementations.
Recently developed OWL Query Language (OWL-QL) is a formal language and protocol for a querying agent and an answering agent to use in conducting a queryanswering dialogue using knowledge represented in the OWL. OWL-QL is an updated version of the DAML Query Language or DQL [18] .
There still need for a query framework for representing vocabularies forming ontologies as tree structured items to enhance performance and efficiency of data mining algorithms that are used for bioinformatics. Our common conceptual model for the internal representation of PO is based on the work done by Gyssens et al. [19] . In its core, we represent protein ontology as a graph. Following definition of graph is used:
Definition 1
• Ontology O = (G, RL) is represented as a directed labeled graph G and a set of rules RL.
• Graph G = (N, E) comprises a finite set of nodes N and a finite set of edges E.
• A non-null string gives the Label of a node.
Label of a node often represents a concept defined in the ontology. Label of an edge is the name of a semantic relationship among the concepts in the ontology and can be null if the relationship is not known. R denotes relationships in our graph model.
Set of logical rules RL, associated with protein ontology, are rules expressed in a logic-based language used to derive data from existing protein data and information sources. We discuss these rules in the next section in context of N, E, and R.
Protein Ontology Algebraic Operators
The key to scalability of PO conceptual model is the systematic and effective composition of data and information. In this section, we present PO ontology algebra that allows composition of multiple levels of information stored in the ontology for information retrieval. By retaining a log of composition process, we can also, with minimal adaptations, replay the composition whenever any of the underlying data sources that PO integrates change. The algebra has two unary operators: Select, Projection and three binary operators: Intersection, Union and Difference.
Select and Projection Operators
The Select Operator allows us to highlight and select portions of the PO that are relevant to the query at hand. Given the PO structure and a concept to be selected, the select operator selects the instances satisfying the given condition. These instances, which satisfy the given condition, would belong to particular sub trees or are the subset of the instances that belong to one or more sub trees. The Select Operator selects only those edges in the PO that connect nodes in a given set. The Select Operator is defined as:
Definition 2

OS = σ (NS, ES, RS) where NS = Nodes (condition = true) ES = Edges (∀ N ∈ NS)
Here N, E, R represent a set of nodes, edges and relationships for the Protein Ontology graph and NS, ES, RS represent the nodes, edges and relationships of the selection set respectively. We don't discuss the join condition operator here in Protein Ontology as the Protein Ontology Conceptual Framework is structured well and the Select Operator can be used in following forms:
• Simple-Condition: Where the select condition is specified using the simple content types like Generic Concepts in PO and the select operator is value-based; • Complex-Condition: Where the select condition is specified using complex content types like Derived Concepts in PO and the select operator is structure-based; and, • Pattern-Condition: Where the select condition is specified using a mix of simple and/or complex content types in the hierarchy with additional constraints, where the select operator is pattern-based. The Projection Operator allows us to produce a result for a given context (number of attributes of nodes denoted by n) where it has only specified items specified in the item set NP (where, NP ⊂ n) with: (a) preserved node hierarchy, (b) preserved node order and (c) preserved semantic relationships.
Definition 3
OP = Π (NP, EP, RP) where
NP ⊂ n
EP = Edges (∀ N ∈ NP)
Here N, E, R represent a set of nodes, edges and relationships for the Protein Ontology graph and NP, EP, RP represent the nodes, edges and relationships of the selection set respectively. Now we consider the Description of Protein Families in PO to demonstrate the usage of both the Select and Project Operators.
Example 1
Let us consider that a user requires all the information available in the PO in regards to Protein Families. In this case, all the instances of Family Concept are displayed and the SELECT operator is used for this purpose. 
Intersection Operator
Intersection is an important and interesting binary operation. Let O1 = (N1, E1, R1), and O2 = (N2, E2, R2) be the two parts of PO whose composition will provide the answer to the query submitted by the user. Here N is the set of nodes or concepts of PO, E is the set of edges or the PO hierarchy, and R is set of Relationships. The intersection of two parts of the PO with respect to the semantic relationships (SR) of PO is:
Definition 4
OI (1, 2) = O1 ∩ SR O2 = (NI, EI, RI), where NI = Nodes (SR (O1, O2)), EI = Edges (E1, NI ∩ N1) + Edges (E2, NI ∩ N2) + Edges (SR (O1, O2)), and RI = Relationships (O1, NI ∩ N1) + Relationships (O2, NI ∩ N2) + SR (O1, O2) -Edges (SR (O1, O2)).
Note that SR is different from R, as it does not include sequences. The nodes in the intersection ontology are those nodes that appear in the semantic relationships, SR. The edges in the intersection ontology are the edges among nodes that are either present in the source parts of the ontology or have been established as a semantic relationship, SR. Relationships in the intersection ontology are the relationships that have not been already modelled as edges and those relationships present in source parts of the ontology that use only concepts that occur in the intersection ontology.
Example 2
Let us consider that a query requires all the information that is common between Protein Entry and Structure descriptions available in the PO. In this case, all the information highlighted in Figure 3 is displayed. Only the ChainRef is common between Entry and Structure. INTERSECTION operation is used for this purpose (Entry ∩ Structure). ChainRef refers to the generic concept of Chains.
Union Operator
The union of two parts of PO, O1 = (N1, E1, R1), and O2 = (N2, E2, R2) is expressed as: (1, 2) , and RU = R1 ∪ R2 ∪ RI (1, 2) , where, OI (1, 2) = O1 ∩ SR O2 = (NI (1, 2) , EI (1, 2) , RI (1, 2) ) is the intersection of two ontologies. The union operation combines two parts of the ontology retaining only one copy of the concepts in the intersection. Here N, E, R represent set of nodes, edges and relationships for the Protein Ontology graph and NU, EU, RU represent the nodes, edges and relationships of the selection set respectively.
Definition 5
OI (1, 2) = O1 ∪ SR O2 = (NU, EU, RU), where,
NU = N1 ∪ N2 ∪ NI (1, 2), EU = E1 ∪ E2 ∪ EI
Example 3
Let us consider that a user requires all the information available in the PO in regards to Protein Families and the Protein Structure. In this case, all the information highlighted in Figure 4 is displayed. The UNION operator is used for this purpose (Family ∪ Structure). 
Difference Operator
The difference of two parts of PO, O1 and O2, written as O1 -O2, includes portions of the first part that are not common to the second part. The difference can be rewritten as O1 -(O1 ∩ SR O2). The nodes, edges and relationships that are not in the intersection but are present in the first part comprise the difference.
Example 4
Let us consider a query that requires all the information about the Protein Entry excluding the commonality between Protein Entry and Structure descriptions available in the PO. In this case, all the information that is not highlighted for Protein Entry in Figure 3 is displayed. As only the ChainRef is common between Entry and Structure, all other information except ChainRef is displayed for Entry using DIFFERENCE operation (Entry -(Entry ∩ Structure)).
One of the objectives of computing the difference is to optimize the maintenance of PO. As the PO instance store is huge and so many people add instances to it, the difference will suggest that instances are not entered properly or there is change in underlying data sources that the PO integrates. Change as suggested by the difference is forwarded to the administrator. If the change happens to be in the difference between structures of the parts being considered, then it does not occur in the intersection and is not related to any semantic relationships that establish bridges between the parts of the ontology. Therefore Semantic Relationships do not need to be changed. If the change arises from changes to the underlying data sources that PO integrates, then the set of concepts and semantic relationships need to be checked for any changes required to remove the difference.
Protein Ontology Implementation
The process of acquiring data and knowledge from proteomics domain is the first Stage of the development, which applies algorithms and methods analyzing protein data files and proteomics domain texts. The terminology used by domain experts is defined in protein ontology. In this study, to collect a glossary of concepts (classes) for the proteomics domain, first, an analysis was performed on 4 major protein data sources: PDB [20] , SCOP [21] , SWISS-PROT [22] and PIR [23] . An interface constructed using Java is used to parse the data from various protein data sources and unify them in the PO format ( Figure 5 ). Protein data is parsed according OWL schema specifications.
In Stage 2 Protein Ontology is formally represented using an ontology language [24] such as Ontology Web Language (OWL) or Resource Description Format (RDF). This stage involves the formalization of each term and the constraints used by the ontology. Some of the formalisms not provided by OWL in which Protein Ontology are defined using Protein Ontology Algebra. Terms are represented through classes, relations, functions, and instances. Queries to extract Protein Ontology Concepts and Instances are also formulated using Protein Ontology Specification (Figure 6 ). 
Conclusions
In this paper we covered PO ontology algebra that allows composition of multiple levels of information stored in the protein ontology for information retrieval. The PO approach supports precise composition of information from multiple diverse sources providing semantic relationships between among such sources. This approach allows reliable exploitation of protein information sources without any imposition on sources themselves.
PO algebra based on semantic relationships allows systematic composition, which unlike integration is more scalable.
