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Abstract 
This paper extends the termination proof techniques based on rewrite orderings to a higher- 
order setting, by defining a recursive path ordering for simply typed higher-order terms in q- 
long /I-normal form. This ordering is powerful enough to show termination of several complex 
examples. @ 1998-Elsevier Science B.V. All rights reserved 
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1. Introduction 
Higher-order rewrite rules are used in various programming languages and logi- 
cal systems with two different meanings. Some functional languages like ML or type 
theories like the calculus of inductive constructions use higher-order rewrite rules to 
define functions or recursors by first-order pattern matching. In this setting termination 
is known to be satisfied when all rules follow a generalized form of a primitive re- 
cursive schema of higher type [ 1,9, lo]. In fUnctiona languages like Elf, or theorem 
provers like Isabelle, higher-order rewrite rules define functions by higher-order pattern 
matching. Higher-order rewriting in this sense enjoys a theory which parallels the usual 
theory of first-order rewriting. In particular, the main property of first-order rewriting, 
the critical pair lemma, still holds for some restricted cases [16]. On the negative side, 
this framework lacks adequate termination proof methods. 
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Computer systems like RRL [ll], Saturate [17] or CiME [15] make available semi- 
automated techniques for proving termination of first-order rewrite rules by comparing 
their left and right-hand sides in some reduction ordering, of which the most popular 
one is the recursive path ordering [5]. Its principle is to generate recursively an ordering 
on terms from a user-defined ordering on function symbols called precedence. 
Our goal is to develop similar techniques for the higher-order case, thus further 
closing the gap between the practical needs and the existing results [4, 13, 141. These 
orderings will of course need to be compatible with the underlying typed A-calculus. 
Since higher-order pattern matching is used, compatibility with pq-conversion implies 
that the ordering operates on fly-equivalence classes of terms. This can be achieved 
by defining an ordering on canonical representatives, like terms in q-long p-normal 
form. 
Our contribution is precisely the definition of a recursive path ordering for higher- 
order terms operating on terms in y-long p-normal form. This ordering extends, on 
one hand a precedence on the function symbols, on the other hand a well-founded 
ordering on the type structure. Terms are compared by type first, then by head function 
symbol, before the comparison can proceed recursively on the arguments. In practice, 
the ordering on types can itself be a recursive path ordering generated by an arbitrary 
precedence between the basic types and the arrow, or by interpreting a type expression 
by its maximal basic type or by its basic output type. Several examples are carried 
out. Note that, as a particlular case, our ordering can be used to prove termination of 
many-sorted first-order term rewiriting systems (see [ 181 for an earlier work on this 
problem). 
The ordering works on type compatible terms, i.e. terms for which subterms are 
compatible and have a type smaller than or equal to (wrt. the ordering on types) the 
type of the term. Therefore, the ordering allows us to prove termination of the higher- 
order rewrite systems over compatible terms. For this reason, we provide sufficient 
conditions ensuring the compatibility property of the terms, which forces us to impose 
some restrictions on the ordering on types wrt. the type structure of the signature. We 
also show that even for some non-compatible terms the termination is assured by the 
termination of the rewrite system on compatible terms. 
The idea of extending a recursive path ordering to higher-order terms in v-long p- 
normal form was first explored in [ 131. The authors restricted their study to patterns 
in the sense of Miller, and this restriction survived in subsequent work [12, 141. We 
were able to get rid of this superflous assumption by proving the properties of our 
ordering for ground terms. For instance, we prove that (a first approximation of) our 
ordering enjoys the subterm property for ground terms. This does not contradict the 
fact that a term X(a) is not greater than a under our ordering on terms in g-long 
p-normal form. The point is that the term X(u) has ground instances whose v-long 
p-normal form is not a superterm of a. A similar phenomenon occurs regarding the 
monotonicity property. Finally these properties on ground terms together with stability 
under substitutions and well-foundedness for ground terms ensure the correctness of 
the ordering as a termination proof method. 
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Our ordering is no panacea, unfortunately. There are many important examples such 
as the apply function or Giidels recursors that cannot be oriented with our current 
definition. A careful analysis points at a potential remedy, an original, powerful notion 
of higher-order subterm discussed in [ 121. We believe that its use in our definition 
would overcome the limitations of our current proposal. 
The framework we use is described in Section 2. In Section 3 we extend the usual 
definitions on rewrite orderings to higher-order terms. The ordering is defined and 
studied in Section 4. Section 5 is devoted to analyze the compatibility property and 
Section 6 presents some actual orderings on types and several examples of application. 
A comparison with previous work is given in Section 7 and conclusions and future 
work in Section 8. 
We expect the reader to be familiar with the basic concepts and notations of term 
rewriting systems [7] and typed lambda calculi [2,3]. 
2. Algebraic r2-Terms 
To introduce the language we are going to investigate, we define successively types, 
terms, typing rules, and computation rules. For simplicity, we consider only one type 
operator, namely +, although our results accommodate other type operators as well, 
e.g., product types and sum types. 
2.1. Types 
We are first given a set Y of sorts. The set YY of types is generated from the set 
of sorts (or basic types) by the constructor + for functional types: 
In the following, we use CJT and /, to denote types. Type declarations are expressions 
of the form CSI x . x IS,, + g, where 01,. . , on, CJ are types. Types occurring before 
the arrow are called input types, while the type occurring after the arrow is called the 
output type. The latter is assumed to be a sort. We will denote by O(o) the output 
type (sort) of r~. Type declarations are not types, although they are used for typing 
purposes. The notion of input and output types will also be used for types, considering 
that the output type of a sort is the type itself and for a type ~1 + - gn + (T, 
where CJ is a sort, again 0 is the output type and all others are the input types. 
2.2. Signature 
We are given a set of function symbols which are meant to be algebraic operators, 
equipped with a fixed number n of arguments (called the arity) of respective types 
~1,. , o,~, and an output type (thereafter assumed to be a sort) C: 
We will assume that there are finitely many symbols of a given output type CJ. 
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2.3. Terms 
The set of untyped terms is generated from a denumerable 
cording to the grammar: 
F :=x 1 (n%-.s) 1 F-(F) 1 B(F,...,F) 
(1998) 33-58 
set X of variables ac- 
u(v) denotes the application of u to V. We write ~(211,. , v,) for u(vi ) . . . (v,), and 
may sometimes identify the first order variable x with x(). We use Vur(t) for the set 
of free variables of t, and SW”k(t) for its set of bound variables. We may assume 
for convenience (and without further notice) that bound variables in a term are all 
different, and are different from the free ones. 
Terms are identified with finite labeled trees by considering kc., for each variable x, 
as a unary function symbol LX. A context is a term with a hole. If t is a context and u 
a term then t[u] is the term resulting of placing u in the hole of t. A term (context) is 
ground if it contains no free variables. Positions are strings of positive integers. A and 
. denote respectively the empty string (root position) and the concatenation of strings. 
The latter may sometimes be omitted. The subterm of t at position p is denoted by 
tl,, and we write tr>tlp. The result of replacing tl, at position p in t by u is denoted 
by t[ulp. We use t[u] to indicate that u is a subterm of t. We use s to denote a list 
of terms si,...,s,, and it will be used ambiguously as a sequence or as a multiset of 
terms depending on the context. 
Substitutions are written as in {xl H tl, . . . ,x, H t,,} where ti is assumed different 
from Xi. We use the letter y for substitutions and postfix notation for their applica- 
tion. Remember that substitutions behave as endomorphisms defined on free variables 
(avoiding captures). 
2.4. Typing rules 
Typing rules restrict the set of terms by constraining them to follow a precise disci- 
pline. Environments are sets of pairs of the form x : CJ, where x is a variable and CJ is 
a type. Our typing judgements are written as r t M : CJ if the term M can be proved 
to have the type c in the environment r: 
Variables: 
Functions : 
F : o1 x . . . x on -+ o E F r I tl : cl . . . r k tn : on 
r t F(tl,...,t,) : CT 
Abstraction : 
Application : 
rbf(N+ 
J.-P. Jouannaud, A. Rubio I Theoreticul Computer Science 208 (1998) 33-58 37 
A term M has type o in the environment r if r E A4 : 0 is provable in the 
above inference system. A term M is typable in the environment r if there exists a 
(necessarily unique) type c such that M has type g in the environment r. A term M 
is typable if it is typable in some environment r. 
2.5. Higher-order rewrite rules 
Three particular equations originate from the %-calculus, CX-, 6- and y-equality: 
/Ix.v =a Iby.v{x t-+ y} if y @ 2PVur(u) U 7%r(u) 
(ix.v)(u) =fl u{x t-+ u} 
A”x.u(x) =‘1 u 
As usual, we do not distinguish terms which are x-equivalent. We use e for the 
congruence generated by the latter two equations. The first is easily oriented to give 
the P-reduction rule below. For the second, there is a choice, either from left to right 
yielding r-reduction, or from right to left yielding y-expansion. The second choice 
has well-known advantages [8], but y-expansion must be restricted so as to ensure 
termination, and, as a result, it is not a congruence. This is why we need to spell out 
in which context an q-expansion applies: 
(kc.v)(u)igu{x H v} 
C[u],-,C[A.X.U(X)]~ if 
x @ V&(u) 
u is not an abstraction 
\ C[u]I, is not an application in case p = q 1 
The simply typed I-calculus is confluent and terminating with respect to /&reductions, 
and with respect to B-reductions and y-expansions as well. We write .~_1~ for the unique 
/I-normal form of a term, and ~1; or simply sl for its unique (up to x-equivalence) 
normal form with respect to /?-reductions and q-expansions, also called q-long p-normal 
form. We will say that s is normalized when s = sl. Since the two rules are confluent, 
y-long p-normal forms can be obtained by /I-normalization followed by y-expansion. 
As a consequence, these normal forms satisfy the following property, which justifies 
the terminology: 
Lemma 1. v-long j-normal forms ure of the form 2x1 .x,,,.F(ul,. . . ,u,), jkw some 
m>O, F E FUX and terms UI,..., u, in y-long /I-normal form themselves, such thut 
F(uI,..., u, ) is of basic type. 
Corollary 2. Let s, t be two normalized terms such thut sip and t have the same tpe. 
Then s[t],, is in y-long p-normal form. 
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The use of the extensionality rule as an expansion, and the assumption that the output 
type of each algebraic symbol is a basic type allows us to hide applications except 
when F E X. Abstraction-free normalized terms will be called algebraic. Algebraic 
terms are first-order when they do not contain higher-order variables. One advantage 
of q-expansions is that higher-order algebraic terms look and sometimes behave as 
first-order ones. 
A (possibly higher-order) term rewriting system is a set of rewrite rules R = {ri t 
Ii + ri : Oi}iy where Zi and ri are normalized terms such that li and Ti have the same 
type Gi in the environment Ti. Given a term rewriting system R, a normalized term s 
rewrites to a term t at position p with the rule I + r and the substitution y, written 
sAt, or simply S +R t, if s/p-&, Zy and t = s[ryllp. By Corollary 2 t is normalized 
since s is. Such a term s is called reducible (with respect to R). ly is a redex in s, and 
t is the reduct of s. Irreducible terms are said to be in R-normal form. A substitution 
y is in R-normal form if xy is in R-normal form for all X. Note that if the applied 
rule I + r has non-basic type (T then we have to require sip to have type 0 too, since 
otherwise sip and ryl may have different types. If the type of the rule is basic then 
this restriction is superlluous as it always holds. 
We denote by -s the reflexive, transitive closure of the rewrite relation +R, and 
by ‘R * its reflexive, symmetric, transitive closure. 
A rewrite relation -+ is terminating (or strongly normalizing) if all terms are 
strongly normalizable, in which case it is called a reduction. It is confluent if S+*U 
and s-*v implies that u-*t and vh*t for some t. 
2.6. Example 1: Sorting 
The following example presents a set of rewrite rules defining the insertion algorithm 
for the (ascending or descending) sort of a list of natural numbers. Note that the left 
and right-hand sides of each rule are normalized terms. 
Y = {Nat,List}, 
gList = {4,FNatxNat-Nat = {mm, min>, FNatxLisf-List = {COGS}, 
.9- NatxListx(NatxNat+Nat)x(NatxNaf+Nat)-Lisr = {insert}, 
~Listx(NatxNat+Nat)x(NatxNat+Nat)-List = {sort}, 
FList+List = {ascending-sort, descending-sort}, %N&x&t-N& = {x, Y}. 
max(O,x) + x min(O,x) -+ 0 
max(x, 0) + x min(x,O) + 0 
maJXs(x),s(y)) + sWx(x,v)) min(s(x),s(y)) -+ s(mi@,v>) 
insert(n, nil, kcy.X(x, y), kcy.Y(x, y)) + cons(x, nil) 
insert(n, cons(m, I), J.xy.X(x, y), ky.Y(x, y)) + 
cons(X(n, m), insert( Y(n, m), I, Axy.X(x, y), ;Ixy.Y(x, y))) 
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sort(ni1, hy.X(x, y), hxy.Y(x, y)) ---f nil 
sort( cons(n, 1), Axy.X(x, y), hy. Y (x, v)) + 
insert(n,sort(l, IIxy.X(x, y), L~J’.Y(.u, y)), Lxy.X(x, y), Lxy.Y(x, y)) 
ascending_.sort( 1) + .sort( 1, ky.nzin(x, v), ixy.mm(x. y)) 
descending_sort( 1) + sort( 1, i_~,v.max(x, y), kry.min(.u, ~1)) 
2.7. Rebiv3c orderings 
We will make intensive use of well-founded monotonic (possibly total) orderings 
for proving strong normalization properties. We will use the vocabulary of rewrite sys- 
tems for orderings. An ordering, usually denoted by >, is an irreflexive and transitive 
relation, and a quasi-ordering, usually denoted by 3, is a reflexive transitive relation. 
A quasi-ordering > can be split in an ordering > for its strict part, defined by s > t 
iff s > t A ‘(t 2 s), and an equivalence for the rest, i.e. when s > t and t 2s. Relvrite or- 
derings are monotonic orderings, and reduction orderings are in addition well-founded. 
A quasi-ordering is said to be well-founded when its strict part is well-founded. Mono- 
tonicity of > is defined as u > 0 implies s[uy], > s[u-,]~ for all terms .F, positions p 
and substitutions y for which this makes sense. A quasi-reduction ordering is made of 
a reduction ordering for its strict part, and a congruence for its equivalence. Totality 
(on ground terms) means that any two (ground) terms are comparable. (Quasi-) reduc- 
tion orderings are used to prove termination of rewrite systems by simply comparing 
the left and right-hand sides of rules. The following results will play a key role, see 
[71: 
Assume 3 1 and > 2 are well-founded quasi-orderings on sets S1, &. Then 
(21 ,, 32),e_y is a well-founded quasi-ordering on Sr x &. 
Assume 3 I and 3 2 are well-founded quasi-orderings on sets Sr , &. Then (si , s? ) 
(>I , >2),,l~,,l(tl, t2) iff ,si > 1 tl and s2 >2t2 is a well-founded quasi-ordering on Sr x Sz. 
Assume > is a well-founded quasi-ordering on a set S. Then arnu, is a well-founded 
quasi-ordering on the set of multisets of elements of S. It is defined as the transitive 
closure of the following relation on multisets (using U for multiset union): 
A4 u {s} > > A4 u {t,, . . . . t,,} ifs ;> tj Vi E [l..n] 
A4 U (3) > > A4 U {t} if sat 
Note that the equivalence generated by >,mul is obtained by taking the reflexive tran- 
sitive closure of case two of the above definition when applied to equivalent terms s 
and t. 
Finally, we will also make use of simplification orderings, that are rewrite orderings 
possessing the so-called subterm property: any term is strictly bigger than any of its 
proper subterms. Simplification orderings contain the embedding relution defined as the 
rewrite ordering generated by subterm, that is by the projection rules ,f’(x) ---i X, for 
all .f’ E 3 and i E [l..arity(f)]. Kruskal proved that embedding is a well-order of the 
set of terms, see [7]. This property is the key to prove that simplification orderings 
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are well-founded [5]. The most popular simplification ordering is the recursive path 
ordering of Dershowitz [5]: 
Assume >.F is a well-founded ordering on 9 = Mu1 &J Lex. Then the following 
ordering on terms, called recursive path ordering, is a reduction ordering: 
s = f(s) krPO t = g(t) iff 
1. Si krpo t for some i, 
2. f >p g and s +rPo ti for all i, 
3. f = g E Lex and S(~rpo),ext and s +rPO ti for all i, 
4. f = g E Mul and ~~~~~~~~~~~~ 
where s +, t iff s &, t and t )&, s. 
Here Mu1 and Lex defines the status of the function symbols, which means the way 
the arguments should be compared recursively. In the case of Lex we can also decide 
whether the lexicographic comparison of the arguments is done left-to-right (as in the 
definition) or right-to-left or in any other fix order. 
krPO defines a congruence on terms =M~[ obtained by permuting equivalent arguments 
below multiset symbols. This congruence of permutations is generated by all axioms of 
the form f(xi ,. . . ,xn) = f(xccl,, . . .,xocn,), for all f E Mul, and all CJ in the symmetric 
group of order n. 
3. Higher-order rewrite orderings 
The higher-order setting requires generalizing the first-order definition of a reduction 
ordering: 
Definition 3. A quasi-ordering > on higher-order terms is a-compatible if u > v im- 
plies u’ > v’ for all ground terms in normal form u, v, u’, v’ such that u =a U’ and 
v =[x v’. 
A quasi-ordering > on higher-order terms is monotonic, also called stable under 
ground contexts, if u > v implies s[ulP > s[vlP for all terms U,V,S and positions p 
for which s[ulP and s[vlP are ground terms in normal form. 
A quasi-ordering 3 on higher-order terms is stable under substitutions if u > v 
implies (uy)J > (vy)J for all terms u, v in normal form and substitutions y. 
A higher-order rewrite ordering is an a-compatible, monotonic, stable under substi- 
tutions quasi-ordering on higher-order terms. A higher-order reduction ordering is a 
higher-order rewrite ordering which is well-founded on ground terms in normal form. 
Lemma 4. Let R be a set of higher-order rewrite rules. Then R is terminating on 
terms in normal form ifs there exists a higher-order reduction ordering 2 such that 
1 > r for each rewrite rule 1 t r E R. 
Proof. The only if case is obtained by taking the a-compatible closure of -i as 
the quasi-ordering. For the if case, we show as in the first-order case that s+Rt 
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implies s > t. As usual, we can assume that all terms in the derivation are ground. 
By definition sip = (l’y)J for some copy I’ + Y’ of 1 4 r E R, position p E ~~:onz(~s) 
and substitution y, since s is in normal form. Then, t = s[(v’;~)l]~, which is in normal 
form by Corollary 2. Now, 1 > r by assumption, 1’ > Y’ by x-compatibility of >. 
(ly)J, > (ry)L by stability under substitutions of > and s > t by monotonicity of >. 
Note that, like in the first-order case, the aforementioned properties can be restricted 
to a subset of the set of all higher-order terms, then the lemma ensures the termination 
of the rewrite system over this subset. In fact, this is the way we are going to use this 
result, since we will provide a higher-order reduction ordering on, what we call, Q’JX 
compatible terms, which ensures us termination over this set of terms. Afterwards we 
will study the general case in a different way. 
4. Recursive path ordering for algebraic L-terms 
Our path ordering is defined in two steps. First, we define an original extension 
of the recursive path ordering for algebraic terms. This extension makes an essential 
use of the type structure. The obtained ordering is shown to be well-founded on type 
compatible terms via a simple extension of Kruskal’s theorem to typed structures. Then, 
we define an interpretation of normalized terms into the set of purely algebraic terms. 
before applying the previous technique, which defines a higher-order reduction ordering 
on type compatible terms. In this second part, the main difficulty is to prove that the 
induced ordering is closed under appropriate instantiation. 
4.1. Typed recursive path ordering 
Given a well-founded ordering on types, any reduction ordering on terms can be 
easily transformed into a reduction ordering on typed terms by comparing lexicograph- 
ically their types first and then the terms themselves in the original ordering. We go 
beyond this first idea, by using the recursive path ordering as our starting ordering on 
terms. This allows us to apply the same idea recursively when comparing subterms. 
Our typed recursive path ordering operates on algebraic terms. It uses three basic 
ingredients: a quasi-ordering on types, a precedence, and a status. The quasi-orderincg 
on types >, F, is assumed to be well-founded. 
Definition 5. An algebraic typed term s : CT is type computible if for all its subterms 
t : z we have that t : z is type compatible and 02 q z. 
The quasi-ordering on function symbols 3,~ compares symbols of the same output 
type only. Its strict part >.B must be well-founded. The function symbols enjoy a 
multiset or lexicographic status. We will also allow right-to-left lexicographic stams 
for our examples. 
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As usual, a free variable x : CT is considered as a status-free function symbol which 
is not comparable to any other function symbol. 
We can now define the typed recursive path ordering: 
Definition 6. Let s : o and t : z be two algebraic typed terms. Then 
s : CJ = F(S) k t : z = G(i) iff 
1. o>~?T, or 
2. c-J=F~~, and 
(a) F 9 % and si k t for some si, or 
(b) F >_p G and s + ti for all i, or 
(c) F = G E Mul and S &,,,l i, or 
(d) F = G E Lex and S > leX 7 and s > ti for all i 
where s S- t iff s 2 t and t 2 s. 
Note that the condition F @ X prevents us to prove that X(c) + c. While it is 
not at all necessary in the context of algebraic terms, it becomes crucial in the next 
subsection, in which higher-order variables can be instantiated by abstractions. Note 
also that it is impossible to prove that X(a) > X(b) in case a + b. Again, this will be 
crucial in the next subsection, and we will come back on this second question later. 
Finally, it is clear (and well known for krPO), that, in case 2d, it is enough to check 
s > ti for those ti which have not been reached in the comparison S Flex 7. We will 
freely use this remark in our examples. 
From now on, in this section, we will consider only type compatible terms, and it 
will be only made explicit in the main properties. The proofs below are similar to the 
usual proofs for the recursive path ordering. There are however differences aiming at 
obtaining shorter proofs. 
Lemma 7. Assume that s 5 t and t = g( tl, . . . , tn). Then, ‘di f [ 1 ..n], s + ti. 
Proof. Let s : CT, t : z and ti : Zi. By definition of k, aa~~-,z and by compatibility 
property, z ayYri for all i E [l..n]. We prove that s + ti for all i E [ l..n] by induction 
on IsI + ItI, and discuss according to the proof that s > t. 
1. If 0>9?7 or r>yYri, then a>rYri and we are done. 
2. If s k t by case 2a, then sj h t for some sj, and we conclude by induction that 
sj > ti, hence s t ti by case 2a. Assume that ti > S. Then ti + sj by induction 
hypothesis again, resulting in a contradiction. Hence s + ti. 
3. If s k t by cases 2b or 2d, then s + ti by definition of the ordering. 
4. If s k t by case 2c, then there must exist some sj such that sj k ti. Hence s k ti 
by case 2a. Assume now that ti k s. Then ti F sj by induction hypothesis, resulting 
in a contradiction. Hence s + ti. 0 
Corollary 8. Assume that s k t by case 2a or 2b. Then s + t. 
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Proof. We reason by contradiction, assuming that t k S, hence t > si for all immediate 
subterms Si of s by Lemma 7. If s 5 t by case 2a, that is sj k t for some sj, we have 
a contradiction. If s k t by case 2b, then the only possibility to have t k s is by case 
2a, hence t F s by the previous argument, contradicting s k t. 0 
Lemma9. s?tandtksifSs=Mult. 
Proof. Note first that s k t if s =M~I t. The proof of the converse is performed by 
induction on Is/. Note first that s and t must have the same type if s h t k s, and 
that the proofs that s k t and t k s cannot be by case 2a or 2b by Corollary 8. s and 
t are therefore headed by the same function symbol, and we can easily conclude by 
induction. 0 
Corollary 10. 2 is rejlexive on type compatible terms 
Corollary 11. + has the (strict) subterm property on type compatible terms. 
Proof. Note that we use here both Corollary 10 and Lemma 7. 
Lemma 12. >- is transitive on type compatible terms. 
Proof. Assume that s = f(F) k t = g(t) k u = h(E). The proof is performed by 
induction on 1.~1 + /tj + 1~1, and by case distinction according to the proof that s k t 
and t k u. Comparisons involving case 1 are straightforward, using transitivity of the 
type ordering. Others follow the same pattern as in the corresponding proof for rpo. 
We write (p, q) to indicate that s k t by case p, and t k IA by case q. 
1. Case (2a,2). Then Si 2 t k u for some si. By induction hypothesis, s, k U, hence 
s 5 u by case 2a. 
2. Case (2(# 2a),2a). Then ti >- u. By Lemma 7, s + t,, and by induction hypothesis, 
s k u. 
3. Case (2b or 2c or 2d, 2b). Then f3Rg >.F h and t + u, for all ui. By induction 
hypothesis s k Ui for all Ui and s k t by case 2b. 
4. Case (2b, 2c or 2d). Then t F ui for all Ui by Lemma 7. By induction hypothesis, s k 
ui for all Ui. Assume that Ui k s. Then ui 2 t by induction hypothesis, contradicting 
t >- Ui. Hence s F ui and s k u by case 2b. 
5. If both comparisons are by case 2c or by case 2d, we proceed easily by induction. 
0 
Lemma 13. F is stable under ground contexts for type compatible terms qf the same 
type. 
Proof. Assume that s and t are terms of the same type r~ such that s + t, and let 
C[ lP be a ground context with a hole of type G. We then show easily by induction 
on the length of p that C[s] + C[t]. The base case is obtained for p = A, hence is 
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trivial. For the general case, say p = i . q with i E N, we use first induction with the 
context (Cli)] lq, and then discuss by case 2d or 2c according to the status of the root 
of C[]P. 0 
Lemma 14. + is stable under substitutions. 
Proof. We prove that s + t implies sy + ty, for all substitutions y by induction on 
IsJ + ItI. Let s : CT = F(q ,..., s,) and t : z = G(tl,..., t,). We distinguish five cases, 
according to the proof that s + t: 
1. c >~?r. Since types are preserved under substitution, we still have sy + ty by 
comparing their types. 
2. si k t for some i. By induction hypothesis, siy t ty, and hence sy + ty by case 2a 
of the definition of the ordering. 
3. F >F G and s + ti for all i. By induction, sy + tiy, and therefore sy + ty by case 
2b of the definition of the ordering. 
4. F = G E Mu1 and S *mu1 7. By induction, Sy k-mul iy, which proves this case by 
case 2c of the definition of the ordering. 
5. F = G E Lex, S ~-1~~ 7 and s + ti for all i. By induction, Sy +leX ty and sy + tiy, 
which proves this case as well. 0 
We are left with the proof of well-foundedness for type compatible terms, which 
follows the usual pattern. To overcome the difficulty that the signature may be infinite, 
we will use our hypothesis that there are finitely many symbols for a given output 
type rr. 
Lemma 15. Let {si}iE~ be an inJnite sequence of ground type compatible terms 
of the same type 0. Then, there exist two indices i < j such that si is embedded 
in Sj. 
Proof. The proof is by contradiction. If there is a counterexample sequence {si : a}i, 
there must be one of minimal type with respect to the well-founded type ordering 
> y9. Among such sequences of minimal type e, we choose a minimal one (in the 
usual sense, by comparing the sizes of the corresponding terms in the sequence). Since 
the sequence is of type C-J, terms are all headed by function symbols of output type 0, 
and since there are finitely many of them, we can extract an infinite subsequence of 
terms {F(Z)}jEN, all headed by some function symbol F E FC, X...X6,+~ such that, by 
compatibility property of the terms in the sequence, o>,;,ak for all k E [I..n] and all 
terms in each 2 are type compatible. We now proceed to show that, for each k E [l..n], 
infinite sequences of type ok built up from the set 1s = {r$~}&[i..U],JE~ of immediate 
subterms of terms in the extracted sequence satisfy the lemma. If d > ,~~crk, this results 
from our assumption that 0 is minimal. Otherwise ek=,s/Cr, and this results from the 
usual minimality argument. We then show as usual that n-tuples of type ~1,. . . , on of 
terms in IS satisfy the lemma with respect to the product ordering generated by the 
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embedding. We can therefore find indices i < j such that for all k E [ 1.~1, the term 
U; is embedded in the term di. Then F(ui) is embedded in F(uj) contradicting our 
assumption that there was a counterexample sequence. 0 
Theorem 16. k is a well-founded simplljication ordering on type computible ground 
ulgebruic terms. 
Proof. We are left to show that + is well-founded. Assuming an infinite decreasing 
sequence, all terms must have the same type from some point on in the sequence, 
since the ordering on types is well-founded by assumption. We use then as usual 
the previous lemma together with the fact that simplification orderings contain the 
embedding relation. 0 
Although we have assumed that there are finitely many symbols of the same output 
type C, this is not necessary. We know that Kruskal’s theorem holds for any embedding 
relation generated by a well-order on the set of function symbols. Since rpo generated 
by a given precedence contains the associated embedding relation, we can then conclude 
by an easy modification of our argument. 
4.2. Recursive path ordering for normalized terms 
The ordering for normalized terms works by comparing interpretations of normal- 
ized terms in the typed recursive path ordering we have just defined. Because bound 
variables cannot be substituted, they will be considered as new (non-variable) symbols 
&, of their respective output type r~. Abstractions are considered as operators of some 
input type r (the type of the body) and output type CJ 4 r (a is the type of the ab- 
stracted variable). Finally, we will index all symbols by their output type, thus making 
the type of a term easily readable on its head. This results in the following extended 
signature: 
Y,w:, = {Xc 1 x : c E .x} 
Note that we have a single symbol I, for each type CJ and a single I+,+ operator 
for each arrow type cr --) r. Therefore if ,F has a finite set of function symbols for 
each output type then 19 has a finite set of function symbols for each type. Note 
also that we would have more flexibility in practice to deal with arbitrary overloaded 
function symbols if they were indexed by their input and output types, instead of by 
their output type only. On the other hand, this would complicate our notations a little 
bit. 
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Definition 17. The interpretation function maps normalized terms to typed algebraic 
terms over the new signature: 
ox : 00 = x, 
NJ--) : 0 + 70 = &~,(OuO{XO(a) I-+ +q}> 
OF(. . .) ui,. . . ) : an = F,( . ..) oujo )...) 
In the above definition of the interpretation function, the reader should be aware 
that X,(al,. . . , a,) denotes the application of the higher-order variable X:zl + . . . -+ 
z, --+ z (with z basic) to the expressions ai : Ti. Substituting X, by the abstraction 
Iv1 . . . Yn.L(Yl, f. * , yn) and then P-normalizing the result, yields the term I,(al,. . . , 
a,,), as if X, had been simply replaced by I,. This justifies the shortcut used above, in 
which we substitute first-order variables and higher-order variables by the corresponding 
constant or funtion symbol I,. 
We define type compatibility for higher-order terms in the same way as we did for 
algebraic terms, i.e. s : o is type compatible if for every position p # A in s we have 
that s( P : z is type compatible and o 2~~7. Then it holds that s is type compatible iff 
oso is type compatible. 
Before we can introduce our ordering, we need to define the precedence on the 
new signature. It will simply extend the precedence >R over the former signature to 
>A%, by adding new pairs for taking care of the I, and &,, operators. In practice, 
it is wise to have 1, minimal among the function symbols of output type 0. Being 
unary operators, abstractions may have any status. Finally, the compatibility property 
for the abstraction operators requires that o -+ z>~~z. Compatibility is investigated 
thoroughly in Section 5. 
Definition 18. Assuming that s and t are two typable normalized terms such that no 
variable is both free and bound nor bound twice in the pair (s, t), we define: 
skhorpot iffbl ?ZOtO 
It is straightforward to see that the strict part of khOrpo fulfils s +horPo t iff 0~0 + 0 tn. 
Similarly, by Lemma 9, we have that s ?hOrpO t and t khorpo s iff 0~3 =M~, [t 0. 
Lemma 19. Let x and y be two variables of the same type and u a term such that 
x $4 S!Mar(u), y $! 9WGar(u) and o is the output type of x. Then ou{x H y}o = 
ou@, H Yc>. 
Proof. By induction on 1~1 and case analysis on the definition of the interpretation: 
1. u =x. Then OU{X H y}o = oyo = y, and OUO{X, H yO} =x,(x, H yg} = ya. 
2. u = z : z for some variable z different from x. Then OU{X H y}o = flzn = z, and 
ouo{x, H ycr} = z,{x, - ycT} = z,. 
3. u = (J.z.v) : 71 -+ 72. Then OU{X H y}o = o;lz.(v{x H y})o = ~z,_,~2(ov{x H y}o 
{zo(~,) ++ Lo(~,,}) and by induction hypothesis it is equal to &l_rz(~~~{~, H yd} 
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{zo(~,) - &I(,,)>> =~,,-,,(O~l{z~(~,) ++ b(T,)>){xo ++ yg}, which is equal to 1~3 
{xv H Yo}. 
4. u == x(. .,ui,. . .) : CJ. Then [U{X H y}] =I ]y(. . . ,ui{x H y},. . .)I = yC(. ,lu,{x H 
y} 1,. .), which by induction hypothesis is equal to yO(. . . ,] Ui [{x, H y,,}, .. .) = 
~,(...,Iu;~,...){x~ H yg} = (X,(...,:]UiO,...)){X, H yri}, which is equal to 
Jull{x, w yo}. 
5. U = F(.. .,Ui,. ..) 1 r~, for some F different form x. Then we proceed as in the 
previous case. 0 
Lemma 20. If u =2 v then 0u3 = IV& ,for all terms u and v. 
Proof. We will prove that u =n U’ in one step implies JUB = JU’~, then we can 
conclude by induction on the number of steps in the derivation of u =? v. 
We proceed by induction on (U/Z 
1. If u = J_x.w : CJ + z and U’ = i.y.w{x i-+ y}, with y $! SM’hr(w) U -Yhr(vc), then 
we have IUI = &-OVO{XO~~~ H -LOCK,}> and Ou’O = iO+T(Ow{x ++ JJ}~{.YO~~J ++ 
~o(,,J}), now by Lemma 19 we have :IU’I = &,,(lwl{x~(~~ H ~o~~~}{.Yoc,,~ - 
_L,~c~i,}), which is equal to JU]. 
2. If u = Ax.w : c ---f z and u’ = Ax.w’ : r~ + z, with w =2 w’ in one step, then by 
induction hypothesis Owl = tiw'l. Therefore, IuJ = &,,(Owl{x~~.~ H Lo(~,}) = 
L?(JW'l{xo(ri) cf lqc7,}) ==ou'3. 
3. If u = F(. . . ui . . .) : CJ and U’ = F(. . u: .) : CJ, with ui =x U; for some i, then by 
induction hypothesis JUi] = ]u:]. Therefore i]ufl = F,(...]uiI . ..) = F,(...]ujl . ..) = 
Jw’3. 0 
Corollary 21. &lrpo is 8x-compatible (with a-equality). 
Lemma 22. s is a ground normalized term ifljs] is a ground algebraic term. 
Proof. This is shown by means of a more general result, namely x : o E Y br(s) 
iff xocri) E V’itr(osl), by induction on IsI and case analysis on the definition of the 
interpretation in a similarly way as in the proof of previous lemmas. 
Lemma 23. ~horpo is a well-founded quasi-ordering on type compatible ground nur- 
malized terms. 
Proof. The property is inherited from the previous ordering. 0 
Lemma 24. If s khOrpO t then u[s] %/lOrPo u[t] for all contexts u and terms s : 7 and 
t : 7 such that u[s] and u[t] are typahle ground normalized terms. 
Proof. We will prove that OU[S]I = IUI[OSI~] and 3u[t]q = iiu0[ltiiy] for some substitu- 
tion y taking its value in {I, 1 c E 5~ A o is basic}. Note that we are considering that 
the interpretation of a hole is a hole, and hence [lu[ ] in = OUO[ 1. Then we can conclude 
that OU[S] J + ~u[t] 1: since 3sIl >- 1 t! holds by assumption that s +hou,,o t, we have 
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&soy + 0t0y by stability of +; finally as, by Lemma 22 the interpretation preserves 
groundness, ouo is a ground context and hence by monotonicity of + under ground 
context we have OU[S]O = OU~[JSO~] + ou~[ot~y] = OU[~]O. 
To prove JU[S]O = [luo[~~y] and OU[~]O = !u![~t!y], we proceed by induction on 1~1. 
If the context is empty it trivially holds by taking y as the empty substitution, 
Otherwise, since the context is ground, two cases have to be considered: 
If U[] = F( . ..) U’[] )...) f or some algebraic function symbol F with output type CJ, 
then we have OU[S]~ = F,(...,ou’[s]J ,...) and ~u[t]~ = Fg( . . . . ~u’[t]n ,... ). By in- 
duction hypothesis we have OU[S] o = F,(. . . , JU’O[OSO~] ,... > and Du[tl! = F,,( . . . . lu’o 
[otuy], . ..) for some y, and therefore OU[S]D = ~un[ut~y] and ou[t]o = ~u~[iltoy]. 
Otherwise, let u[] be J..x.u’[] with type o + r. Then JU[.S]O = &_r(qu’[s]~{~o(a~ H 
&+,)>) and ou[tlU = Lr@~‘[~lO{~~(~) H LO(~)}). By induction hypothesis 
ou[slo = ~,,,(~~‘~[~~~Y’I{xo(~) H b(g)>) ad Ju[tlo = ~~~r(~u’O[~tOy’l{xo(o) - 
LO(~)}). Now, taking Y = y’ U {xo(~) H loam)}, we have lu[slO = &~u’~{.Q(~J 
H &,)}[wIY~) = u~O~OYI and Ju[tlO = &-+r(~u’~{x~(~~ - L (~)}[ntOyl) = 
ou0[myl. 
Lemma 25. *houp is stable under substitutions. 
Proof. Assuming that s : ts and t : z are normalized, we need to show that s +hOrpO t 
implies syl >horpo tyJ for all substitutions y. This amounts to show that s’ = o.sd + 
fl t! = t’ implies 3syl o > otylo. This cannot be proved directly due to the replacement 
of bound variables by new function symbols (the -L,) in the interpretation. We will 
therefore prove a more general statement, namely OSO$~ + IIt]& implies !lsylo$r + 
otyJn&, where $1 and $J are (well-typed) substitutions taking their value in {I, 1 
c E Yy A B is basic}, and such that if X,I E 9om($i ) U 9om(&) (for some type a’) 
then X $ gem(r) and X 6 Var(yy) for all y E 9am(y). We proceed by induction on 
Is’1 + (t’l. 
The statement holds if o > ,G z, since types are preserved under substitution, normal- 
ization and interpretation. 
Otherwise, let s’ = F,(s’, , . . . ,sk) and t’ = G,(ti, . . . , th). We distinguish five cases: 
1. ~‘$1 + t’& by case 2a, that is ~($1 ? t’& for some subterm si of s’. Since the 
head symbol of ~‘$1 cannot be a variable by definition of the ordering, there are 
two possibilities: (i) s = F(sl , . . . ,sn), where F E F or F E X and F&I = I,; or 
else (ii) s is an abstraction /2x.si, and the output type of x is G’. 
i. In the first case, we have ~‘$1 = F,$l(sl,ti~, .. . ,.$,$I)>, where si = 0.q~. By 
induction hypothesis, si$i t t’& implies dSiyJl$i + ~tyl OI,!Q. Since ~F(sl,. . . ,s,) 
~yl$l = F,11/1(osly1011/1,. ..,~s,Y~[I$I), the result holds. 
ii. In the second case, ~‘$1 = &(s{$i), where s{ = 0.~1 0(x0/ H I,(}. Then s’,tjr can 
be written as 0.~1 o$,‘, with &’ = {x~ t H _Lgr} U $1. Note that x cannot appear 
neither in the domain of y nor in yy for all y in its domain since it is bound 
in s. Likewise, x0! cannot appear in the domain of $1. Therefore, by induction 
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hypothesis, s{$t = 3srI1# F- t’$z implies ~sryj]$,’ + ]P$L]&. The expected result 
follows, since 1(kc.st)yloll/r = &((Isr~J~{x,~ H 1,/}>$1) = &(nsr~IO$j’). 
2. Fg$r >j.,pG,h and ~‘$1 + ($2 for all i. There are again two cases. 
i. If G, # &, then, by induction, ~syLu$r + !tlyll$2. Since ]G(tI,...,t,)y~]& = 
Gli$~Ot~l:11$~12,. . , ,o t, yJ !II+!Q), the result follows. 
ii. If G, = i,, then, t’& = &(t~tj~)), where ti = ]tl ]{x,~ H lo!} for some x : 0’. 
Since tic)2 can be written as ItI ]I,$ (with I/$ = {x,, H J_,,,} U h), by induction 
hypothesis, IS~~O$~ h- OtlyJ]g, and since [(kc.tl)y_l]$~ = i&tlg~]&‘), the result 
holds. 
3. F, = G, = jl,, and s{$r + ti&. Then ~‘$1 = &(s’,$r ), where s{ = IS, 1(x,) h 1,~) 
for some x : d, and t’$~ = &(ti$2), where t;’ = Itl]{ya~ H lof} for some y : 0’. 
Since $$I can be written as 3sr Or/q’ (with $,’ = {x~! H l,,(} U $1) and ($2 can be 
written as ItI OI+$ (with I+$ = {vCf ti &,f} U yh), by induction hypothesis, osl y-1 I$,’ % 
ItryJ,Or,$. Since I(kw)y13$1 = &(osI~.~!I$,‘) and J(A_v.tl)yL!& = A,(ltlylo&‘). the 
result holds. 
4. F,$l = Gr~2 E Mu1 and s’$r krnul t’$2. By induction, the result holds. 
5. F,I/J, = Gr$z E Lex and ~‘$1 >ler t/$2 and ~‘$1 + ($2 for all i. By induction, the 
result follows similarly. 
Note that the cases in which the head symbol may change, namely when the head sym- 
bol is a higher-order variable, are always solved by type, therefore avoiding potential 
problems. Cl 
Theorem 26. ~~~~~~~~ is a higher-order reduction ordering on type compatible terms. 
By Lemma 4 this ensures us that the ordering can be used to prove termination of 
a rewriting system on type compatible terms. 
4.3. Totality 
Lemma 21. Assume that the type ordering 3.5, is total and the precedence 2;:~ is 
total on function symbols of the signature 9 which have the same output type. Then 
2 is a total ordering on ground type compatible algebraic terms. 
Proof. Assume s = f(s), t = g(t) is the minimal pair of ground algebraic terms such 
that s and t are incomparable. Then s and t must have the same type. By minimality 
assumption, the pairs (s, tj), (si, t), (si. tj) are comparable for all si E S and ti E t. If 
t, k s for some tj E t, then t F s, a contradiction. Hence s F t, for all ti t 7. By 
argument of symmetry, t F si for all si E S. There are now several cases: 
1. ,f > += g. Then t t s by case 2b, a contradiction. 
2. g >.+7 f is a symmetric case. 
3. f = g E Mul. Since all pairs (Si, t,) are comparable, either S &,l 2, in which case 
s k t, or t + _mul 5, in which case t k s, yielding a contradiction in both cases. 
4. f = g E Lex. Again, either S hler t, in which s 2 t since s F tj for all ti E 7, or 
2 k,px S, in which t k s since t F si for all s, E 3, yielding a contradiction in both 
cases again. 0 
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As a consequence of Lemmas 27 and 9, the strict part of the ordering orients any 
two ground algebraic terms which are not in the same equivalence class for =~~l, when 
the type ordering 2~~ is total and the precedence 31~ is total on function symbols 
of the extended signature 19 which have the same output type. 
Lemma 28. khorpo is total on ground terms when the type ordering 2~~ is total and 
the precedence 2 19 is total on function symbols of the extended signature W which 
have the same output type. 
5. Compatible terms and consistent ype orderings 
The goal of this section is to provide sufficient conditions ensuring the compatibility 
property of the terms wrt. the type ordering. We will also show that for some non- 
compatible terms the strong normalization is also assured by the termination of the 
rewrite system on compatible terms. 
Definition 29. A type (T is compatible with the quasi-ordering on types 3~~ iff it is a 
sort or it is of the form CT~ -+ . . . + c,, + z, where r is a sort, and r > yV oi and oi is 
compatible for every i E { 1 . . . n}. Analogously we can define compatibility of a type 
declaration. 
Definition 30. The quasi-ordering on types 3~~ is consistent with the type structure 
if 
(i) Vf : CT E 9, CJ is a compatible type, 
(ii) 0 + r>~~r. 
Lemma 31. Let 2~~ be a quasi-ordering on types consistent with the type structure 
and let s : CT be a normalized term. Then s : CT is a compatible term if 
(i) for every x : z E Var(s) we have that z is a compatible type, and 
(ii) if s : a is of the form 2x1 . . .x,,.u : cr1 -+ . . . + CJ,, -+ p, for some basic type p, 
then oi is a compatible type for all xi E Var(u). 
Proof. We proceed by induction on 1.~1. The property trivially holds if s is a constant 
or a basic type variable. Otherwise, there are three possible cases: 
1. s =X(st , . . .,sn), with X E Var(s) and si : Oi. By condition (i), ~1 + . . . -+ CT, + 
CT is a compatible type, and hence 0 8rY~i and oi is a compatible type for every 
i. Then, since Vkr(si) C Var(s), si : Oi satisfies condition (i), and since Gi is a 
compatible type, it also fulfils condition (ii). Therefore, by induction hypothesis, 
Si : Ci is a compatible term, and, since CJ > yVcri for every i, we have that s : CT is a 
compatible term. 
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2. s = F(sr,. . . ,s,,), with si : ci. By consistency of the type ordering with the type 
structure we have 0 2 ,T~ pi and gi is a compatible type for every i. Now we conclude 
as in the previous case. 
3. s = ax, . . . x,.u, with n 2 1, g = 01 + z and a = 02 + . . + cr, + p. Then, by 
(ii) if x E V&(u) then crt is a compatible type, which implies that A.xz . . .x,.u : a 
fulfils (i). On the other hand, since 3~1 . . .x,.u : 01 + . . . + gn + p fulfils condition 
(ii), we have that lvcz .. .x,.u : 02 + . + on + p, fulfils condition (ii) too. 
Therefore, by induction hypothesis Ax2 . . .x,.u : CI is a compatible term, and hence, 
since, by consistency of >,F, with the type structure, cr 3 .~~a, we have that s : o is 
a compatible term. II 
These restrictions on the terms are indeed necessary to ensure well-foundedness as 
shown in the following example: 
Example 1. Consider the following signature 
.2”a = {y}, %“%+a = {X} 
and the rule: 
fMJ-=X(x)), Y> + W(Y)) 
This rule can be proved terminating by our ordering (see next section), using 
a quasi-ordering on types consistent with the type structure in which /? is strictly 
greater than 2. Now consider the non-compatible free variable Z : fi -+ ~1, then the 
term f(g(J-x.Z(fW))),g(k.Z(f(x,x)))) can be rewritten to h(Z(f(g(Ax.Z(f(x,x))), 
g(A.x.Z(f(x,x)))))) which includes the initial redex again. 
Of course if we add a binder for Z making the term ground, the resulting term would 
have a bound variable Z with a non-compatible type, and hence Lemma 31 cannot be 
applied either. 
Lemma 2. Let 3~~ be a quasi-ordering on types which is consistent with the type 
structure and let R be a higher-order term rewriting system terminating on compatible 
terms and such that all rules have a compatible type. Then all ground normalized 
terms t: 01 + . . . + o, + g, with o basic and oi compatible for all i E { 1 . . n}, are 
strongly normalizable. 
Proof. By Lemma 1 t is of the form /Ix, . .xm.F(ul,. . , , u,), for some ma0 and F E 
Y U 3 such that F(ut,. . . ,u,) : o and xi : or, for every i E { 1.. .n}. Let t’ be 
hj . . . x,.F(u,, . . , u,) the biggest subterm of t which is type compatible (note that at 
least F(ut , . , u, ) is type compatible). Then by Lemma 31 t’ is a compatible term, 
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since, by assumption, its free variables, included in {xl,. . . ,xj_1}, as well as its re- 
maining bound variables in the head, i.e. {Xj,. . . ,;c,}, have a compatible type. Now, 
since all rules in R have a compatible type, it is obvious that if there is an infinite 
sequence starting with t there must be one starting with t’, which will contradict the 
termination of R on compatible terms. 0 
This lemma means that by using +hurpO, with an underlying ordering on types ful- 
filing the consistency restrictions, we can ensure strong normalization of every ground 
normalized term except the ones that are headed by some lambdas and at least one of 
them binds a variable with non-compatible type. Note that this requirement is strictly 
weaker than requiring the terms to have a compatible type. In fact, as we have seen 
in Lemma 3 1, we can slightly strength the previous lemma, by requiring compatibility 
on the bound variables that occur at least once in the body of the term. 
6. Type orderings and examples 
There is a trade-off between the granularity and the consistency of the ordering on 
types. This is why we provide with three different orderings satisfying the consistency 
properties. The first is a recursive path ordering on type expressions, This is a fine 
grain ordering, thus consistency may therefore be hard to achieve. The other two or- 
derings identifies many types, allowing us to ensure consistency easily, but its strict 
part compares fewer types. 
6.1. Recursive path ordering on types 
As already said, the recursive path ordering itself is a good candidate for the type 
ordering. Condition (ii) of consistency with the type structure is always satisfied (the 
comparison is strict), and condition (i) is easily checked when the signature 9 is 
finite. The signature to be considered for the type ordering is the set of basic types 
plus the arrow operator. Usually, it is better to take + smaller than any basic type, 
although there is no obligation. The only requirement is to provide a precedence 3~ 
on Y u { +}, and a status for +. The obtained ordering is quite powerful, hence it 
will allow us to compare many terms by type. 
Example 1. Sorting (see Section 2.6). We use the following precedences: 
List > 9 Nat, List > y-) 
{max,min} >~.~{o,s}, 
insert >)..F cons, sort >)_a {nil, insert}, 
{ascending-sort, descending-sort} >J..F sort, 
insert E Lex (right to left) and sort E Mul. 
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We will check only two rules: 
sort(cons(n, I), Jq.X(x, y), AXy. Y(x, y)) >-/*,qo 
in.st?rt(n,sort(l, iJcy.X(x, y), Ly.Y(x, y)), ixy.X(x, y), EJcy.Y(x, y)) 
and 
insevt(n, cons(m, /), Lry.X(x, y), ixy. Y(x, y)) >/I”,p” 
cons(X(n,m), insert( Y(n,m), 1, Ly.X(x, y), LXy.Y(x, y))) 
leaving the others to the reader. 
For the first rule, we first apply the interpretation before applying the ordering on 
algebraic terms (for readability reasons we will use N for Nat and L for List), hence 
we need to prove that 
since sort >j_pin.Yert, we need to check recursively 
The second comparison succeeds by case 2c, using the fact that corzsL(ny. 1~) t 11, 
and all other cases by case 1. 
For the second rule, after applying the interpretation, since insert >i,~cons, we need to 
check recursively 
t :- inLye%(YN(nh,,mN), ~L,~~,,,(~~,(~,~~,IN)).L.v-.z~(Y~(I-N,~N))) 
The first comparison is by case 1; for the second, since insert has a right-to-left 
lexicographic status, the comparison consL(mN, 1~) k 1~ succeeds, and we are left with 
t :- Y,v(4v,m.v), 
which works by case 1 again. 
Example 2 (Exumple 1 in the previous section). We use the following precedences 
to prove the termination: 
8>V& Ij>.“A, .f >;.sh. 
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Example 3. Mapcar. 
mup(kX(x), nil) + nil 
mup(kX(x), cons(n, I)) --f cons(X(n), mup(h.X(x), I)) 
The termination proof may use the following precedences: 
List > _y Nut, List > .y +, map >I.Fcons. map E Mul. 
Example 4. Maplist. 
Y = {N&List}, 
%ist = {nil}, -%JatxList-List = {cons}, q/Vat-Nat)xList-List = {fcons}, 
FListxNat-List = Gfmap},-%Nat-Nat = {X},%ist = {L>> f6Nat = {n> 
fmup(nil,n) + nil 
fmup(fcons(kX(x), L), n) 4 cons(X(n),jinup(L, n)) 
The termination proof may use the following precedences: 
List >,y Nut, List > .‘Y+, fmup >;_Fcons, f;nup E Mu/. 
6.2. Sort orderings 
The other two orderings are again generated by a precedence 3.~ on the set of 
basic types. The first one compares type expressions according to the maximal basic 
type occurring in them, that is 
O>~/Z iff mux(o) 3 ymux(z) 
where mux(a) is the maximal (wrt. 2~) basic type occurring in CJ. 
As we take the maximal sort occurring in the type expression, this type ordering 
always fulfils condition (ii) of the consistency with the type structure, and hence, like 
for the previous type ordering, we just have to check condition (i). 
Example 5. Prenex Normal Forms. This example is adapted from [16], where its local 
confluence is proved via the computation of its (higher-order) critical pairs. 
Formulas will be represented as L-terms with basic type 4. The idea is that quantifiers 
bind variables via the use of a functional argument, that is, an abstraction: 
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The missing rules are obtained by symmetry. The termination proof may use the fol- 
lowing precedences: 
Note that since 4 --f 4 is necessarily strictly bigger than 4 for a recursive path 
ordering, ‘d and 3 would not fulfil the consistency property with respect to any recursive 
path ordering on types. 
Finally, the third ordering on types, which can also be used in the previous example, 
is the weakest one. In this case, given a precedence 3.~ on the set of basic types, we 
compare type expressions according to their output sort. That is 
03.,;t iff 0(0)3&(r) 
Again, as we take the output type of the type expression, condition (ii) of the consis- 
tency with the type structure is always fulfiled. 
7. Discussion 
Three recent papers and a Ph.D. thesis discuss termination of higher-order rewrite 
rules, among which two give methods based on orderings for higher-order terms. In 
[ 141, the user is responsible for proving the monotonicity property of the ordering used, 
in the form of proof obligations that he or she has to verify. Besides, the resulting 
ordering is still weak, assuming in particular that left-hand sides are patterns in the 
sense of Miller. The method described in [4] is much more powerful, since it allows 
to prove termination of cut-elimination calculi, to the price of loosing control on the 
amount of verifications to be performed. On the other hand, [ 131 describes a computable 
ordering in the same spirit as ours, based on a first-order interpretation of terms in q- 
long /I-normal form, but a counterexample to its well-foundedness is given in [ 141. [ 121 
introduces a powerful notion of higher-order subterm, 3 allowing to state that U(X,U) is 
a subterm of rec(S(x), U, /lyz.v(y,z)). However, this notion of subterm is not enough to 
deal with the following example of primitive recursion of higher type over the natural 
3 The idea of higher-order subterm discussed by the author is very appealing per se, but we do not think 
that the author came up with the right technical definition. 
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numbers in Peano notation: 
rec(O,u, /2yz.v(y,z)) 
=(S(x), 4 ~yz.v(y,z)) 
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--+u 
--f 4x, reck u, AYZ.U(Y,Z))) 
Indeed, our ordering cannot deal with this example either, because our notion of com- 
patibility is defined in terms of the first-order notion of subterm: given a type y, the 
higher-order variable v has type Nat x y --) y, and Godel’s recursor ret has type 
Nat x y x (Nat x y + 7) -+ y. Since y cannot be bigger than Nat x y -+ y in the order- 
ing on types, compatibility requires all types to be equal, and the variable z, cannot be 
made smaller by type comparison. The very reason of this failure is that we implicitly 
consider Ilyz.v(y,z) as a subterm of rec(x, u, Ryz.v(y,z)). Applying 1yz.v(y,z) to inputs 
of the appropriate type results in a term of type y, and compatibility becomes satisfied. 
This is actually the essence of Loria-Saenz’ definition of higher-order subterm [12]. 
Using this idea should result in a sharper notion of compatibility of an operator f in 
terms of the output type (instead of the type itself) of each of its inputs. 
On the other hand, our ordering is already powerful enough to treat a variety of 
examples, as we have shown in Section 6. For all these examples, the use of type 
information was essential. As a matter of fact, even the first example, sorting, cannot 
be proved terminating by using the orderings of [13, 121, which fail to check the second 
insert rule. 
Finally, we can come back on the question of variables, and the example that X(a) 
and X(b) are incomparable even if a and b are comparable. Assume variables have 
a monotonic status. To compare terms headed by higher-order variables with such a 
status does not ensure stability by instantiation (instantiating X by, e.g., ,?x.c for some 
constant c), but we conjecture that it ensures a weak form of stability: S k-,0,, i implies 
that my &,,,, TV for all ground substitutions y in normal form. Assuming this weaker 
property, we can define an improved version of +h,,rp,, by allowing such comparisons 
each time the non-strict ordering is used in a recursive call, that is, in cases 2a, 2d 
and 2c. 
We believe that the obtained ordering has again all desired properties. However, the 
limited benefit obtained with this improvement does not seem to justify struggling with 
the resulting complications. 4 
8. Conclusion 
We have described an ordering for higher-order terms in n-long /Cnormal form, 
which enables us to automatically prove termination properties of higher-order rewrite 
rules in this setting. This ordering extends two distinct orderings to typed terms, an 
ordering on function symbols and an ordering on types. As a result of this structure 
similar to that of the recursive path ordering for first-order terms, the ordering is easy 
4 This suggestion resulted from a discussion with Jean Goubault. 
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to implement and to use in practice, and indeed, we have demonstrated its applicability 
by giving several practical examples. Improving over previous attempts, the ordering 
does not assume that left-hand sides of rules are patterns. It requires instead that the 
ordering on types is consistent with the signature, a quite restrictive property indeed. 
For future work, we plan to incorporate a notion of higher-order subterm to our 
ordering, therefore opening the way to a theory of higher-order simplification orderings. 
For this, we need to show that the embedding relation defined by an appropriate subterm 
ordering for higher-order terms is a well-order: this would allow us to generalize the 
present work quite smoothly. We are currently progressing in this direction which 
should yield what we think should be the true generalization of the recursive path 
ordering to this higher-order setting. 
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