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Topological states of matter are particularly robust, since they exploit global features of a ma-
terial’s band structure. Topological states have already been observed for electrons, atoms, and
photons. It is an outstanding challenge to create a Chern insulator of sound waves in the solid state.
In this work, we propose an implementation based on cavity optomechanics in a photonic crystal.
The topological properties of the sound waves can be wholly tuned in-situ by adjusting the ampli-
tude and frequency of a driving laser that controls the optomechanical interaction between light and
sound. The resulting chiral, topologically protected phonon transport can be probed completely
optically. Moreover, we identify a regime of strong mixing between photon and phonon excitations,
which gives rise to a large set of different topological phases and offers an example of a Chern in-
sulator produced from the interaction between two physically distinct particle species, photons and
phonons.
I. INTRODUCTION
Recently, a new paradigm in the classification of the
phases of matter has emerged that is based on topology
[1]. The Hall conductance quantization in a 2D electron
gas placed inside a magnetic field is so precise that it
serves as a standard to define the Planck constant. The
precision is due to the current being carried by chiral
edge states which are robust against scattering by dis-
order. It was realized that at the heart of this effect
there is the nontrivial topology of the bulk electron band
structure encoded in topological invariants, the Chern
numbers [2]. The modern exploration of new topologi-
cal phases started with the prediction of the anomalous
Quantum Hall effect [3]. This is a so-called Chern insu-
lator state that is realized in a staggered magnetic field
that has a vanishing average. The subsequent discov-
ery of the Quantum Spin Hall effect [4, 5] then proved
that even time-reversal symmetry breaking is not neces-
sary. In this case, the nontrivial topology is induced by
the spin-orbit coupling. A third pathway to a nontrivial
topology is the time-dependent modulation of the band
structure in Floquet topological insulators [6–9].
Inspired by these new developments in our understand-
ing of electronic systems, researchers have begun to ex-
tend the concept to other settings. Proposals and first ex-
periments on topological phases exist for cold atoms and
ions (e.g. [10–14]). More closely related to our setting is
the theoretical [15–21] as well as experimental [9, 22–25]
investigation of topologically nontrivial phases of light
(see [26] for a recent review). Unlike electrons, photons
are electrically neutral. Nevertheless, they mimic the dy-
namics of charged particles while hopping on a lattice, e.
g. when the time reversal symmetry is broken by syn-
thetic gauge fields [15, 16, 18–20] or when an effective
spin-orbit coupling is engineered [17, 21, 23].
At present, it remains an outstanding challenge to
engineer topological phases for sound waves (phonons)
in the solid state, with the resulting robust chiral edge
state transport that is useful for applications in phonon-
ics. So far, topological properties have been conjec-
tured to be present in the vibrations of individual micro-
tubule macromolecules in biophysics [27], although the
precise mechanism requires further investigation. More-
over, recently it was pointed out that masses connected
by springs or rigid links in special networks (related to
isostatic lattices) show topological features of vibrations.
These include zero-modes localized at some sample edges
of an appropriate geometry [28], propagation of topo-
logically protected nonlinear solitary waves [29] in 1D
chains, and topologically robust defect modes bound to
dislocations inside a 2D lattice [30]. In contrast to those
works, here we are going to propose a 2D phonon meta-
material of the Chern insulator class which shows chirally
propagating edge states robust against disorder. Very re-
cently, there have been steps into this direction for macro-
scopic systems, employing circulating fluid currents [31]
to break time-reversal invariance, or wiring up pendula
[32] in the appropriate way to create a topological insu-
lator. Our goal is to propose a fully tunable nano-scale
system.
It is not trivial to engineer the required non-reciprocal
phases for the transport of phonons in a tunable solid-
state platform. Although it would be conceivable to em-
ploy local time-dependent modulation of the stress, e.g.
using electrodes and piezoelectric materials (essentially
emulating the route towards photonic magnetic fields
proposed in [19]), this is not very practical, since the
number of wires would scale with the system size.
The tool we are going to employ instead is cavity op-
tomechanics [33], a rapidly evolving field that studies the
interaction between radiation and nanomechanical mo-
tion, with possible applications in sensing, classical and
quantum communication, and tests of foundational ques-
tions in quantum physics. In particular, we will consider
the flexible and scalable platform of optomechanical crys-
tals [34–38]. These systems are based on free-standing
photonic crystals, where engineered defects support co-
localized optical and vibrational modes interacting via
radiation pressure. Recently, it has been proposed that
an array of such point defects would form an optome-
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2chanical array ’metamaterial’ where the resulting optical
and mechanical band structures could be tuned in-situ
by a driving laser [39]. Here, we show how to implement
a nontrivial topology for sound waves in a solid state de-
vice, based on such optomechanical arrays. This can be
achieved when a suitable lattice geometry is chosen and
the driving laser imprints an appropriate phase pattern
on the optomechanical interaction. The light field then
induces an effective Hamiltonian for the sound waves that
leads to a Chern insulator with robust edge modes. We
emphasize that a single laser field (with a suitable phase
pattern) is enough; no time-dependent modulation of any
kind is required in our approach. Our proposal not only
presents a practicable route towards phonon Chern in-
sulators in the solid state, but its realization would also
represent the first example of a topological state of mat-
ter produced using optomechanics.
In addition, we will find that upon sweeping the laser
frequency one can also enter a regime where it is no
longer possible to view phonons and photons as sepa-
rate. Instead, a whole series of topological phase tran-
sitions arises where both sound and light are involved.
This would be an example of a topologically nontrivial
hybrid band structure made of two physically distinct
particle species, with corresponding edge states for the
emerging hybrid excitations. In contrast to the recently
proposed photon-exciton topological polaritons [40–42],
the interaction in our case is tunable in-situ over a wide
range via the laser amplitude.
II. RESULTS
A. Optomechanical Arrays
In the field of cavity optomechanics [33] the basic inter-
action between light and mechanical motion comes about
because any deformation of an optical cavity’s boundaries
will lead to a shift of the cavity’s optical mode frequen-
cies. Focussing on a single cavity mode, its energy may
therefore be expressed as ~ωcav(xˆ)aˆ†aˆ, where xˆ represents
the mechanical displacement and aˆ†aˆ is the photon num-
ber. Expanding to leading order in xˆ, which is usually an
excellent approximation [33], this yields the basic inter-
action ~ω′cavxˆaˆ†aˆ. The mechanical motion is very often
dominated by a single harmonic vibration mode, such
that xˆ = xZPF(bˆ + bˆ†), with xZPF the mechanical zero-
point fluctuations and bˆ the phonon annihilation opera-
tor. Thus one arrives at the fundamental optomechanical
interaction
− ~g0aˆ†aˆ(bˆ+ bˆ†) , (1)
where g0 = −ω′cavxZPF is the bare coupling constant.
The optomechanical coupling rate g0 represents the op-
tical shift due to a mechanical zero-point displacement,
and it is typically much smaller than the photon decay
rate κ. However, by illuminating the sample with laser
light, one can effectively enhance the optomechanical in-
teraction. When the system is driven by a laser, one can
write aˆ = α + δaˆ, where α is the complex amplitude set
by the laser drive and δaˆ represents the quantum fluc-
tuations on top of that. Keeping the leading nontrivial
terms, one obtains a quadratic Hamiltonian (the so-called
’linearized optomechanical interaction’),
− ~g0(α∗δaˆ+ αδaˆ†)(bˆ+ bˆ†) . (2)
This is the well-tested basis for the description of al-
most all quantum-optomechanical experiments to date
[33]. The new, effective coupling constant g = g0α is
laser-tunable and may be complex, containing a phase
factor set by the laser phase, which will become cru-
cial in our scheme. Eq. (2) describes the interconversion
between phonons and photon excitations at the cavity
mode frequency (terms δaˆ†bˆ and δaˆbˆ†). Physically, these
conversion processes can be understood as anti-Stokes
Raman transitions, where the driving photons imping-
ing on the cavity are inelastically scattered into higher-
frequency photons by absorbing a phonon (enabling e.g.
laser-cooling of mechanical motion). Depending on the
laser frequency, there can also be Stokes processes, where
driving photons are scattered to lower frequencies while
creating a phonon (δaˆ†bˆ†), although these will not be im-
portant for our scheme. For notational simplicity (and
following convention), we will from now on replace δaˆ by
aˆ.
In the solid-state, the largest values of g0 have been
reached in optomechanical (OM) crystals [34–38]. These
are free-standing photonic crystals, i.e. dielectric slabs
with an appropriate pattern of holes which creates com-
plete optical and mechanical band gaps. A local modi-
fication of the pattern of holes generates a point defect
where optical and mechanical modes can become local-
ized. The OM interaction between such a localized op-
tical and mechanical mode is described by Eq. (1), with
g0 on the order of around 1 MHz.
Future optomechanical arrays [43–46] can be produced
by fabricating a periodic array of such point defects, in
1D or 2D. The localized modes on adjacent lattice sites
will have an evanescent overlap, leading to tunneling of
photons and phonons between sites i and j with rates
Jij and Kij , respectively [43, 46, 47]. For photons such
tunneling-induced transport between localized modes has
been demonstrated experimentally in photonic crystal
coupled resonator waveguide arrays [48].
Combining both the optomechanical interaction at
each site j as well as the tunneling between sites, the
generic optomechanical array Hamiltonian [46, 49] reads
Hˆ/~ =
∑
j
Ωbˆ†j bˆj−∆aˆ†j aˆj−
(
gj aˆ
†
j bˆj + h.c.
)
+Hˆhop . (3)
The annihilation operators of photons and phonons are
denoted by aˆj and bˆj , where the site index j = (j1, j2, s)
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Figure 1. A Kagome optomechanical array. (a) Sketch of the overall arrangement of optical and vibrational modes, with
nearest-neighbor hopping on a Kagome lattice. The effective magnetic fluxes (indicated) add up to zero, realizing a Chern
insulator. (b) Schematic representation of the elementary building block in a possible realization based on a 2D snowflake
optomechanical crystal (for clarity, the snowflake size in (a) had been exaggerated in comparison). The picture shows three
linear defects that form at the interfaces between hexagonal domains of a periodic snowflake hole pattern. In the center of
each, there is an engineered localized point-like defect mode (as in the experiment of [38]). (c) Suitable optical phase pattern,
generated by the superposition of three beams meeting at 120 degree angles in the plane of the sample (illustrated here for a
scalar field).
will include a sub-lattice label s for a non-Bravais lat-
tice. The aˆj are already displaced by the classical steady-
state light amplitude αj , set by the laser amplitude
(as explained above), and the bˆj are displaced by the
static mechanical displacement βj , set by the constant
radiation force, see Appendix A. The term Hˆhop/~ =
−∑i,j Jij aˆ†i aˆj−∑i,j Kij bˆ†i bˆj incorporates the hopping of
photons and phonons between different sites, and ∆ is the
laser detuning from the optical resonance, ∆ ≡ ωL−ωcav,
as we have switched to a frame rotating at the laser fre-
quency. To be clear, we note that the detuning ∆ defined
here already includes a static effective shift of the optical
resonance due to the mechanical displacement βj , which
depends on the laser intensity and is found from the self-
consistent classical solution. This is already known well
for the standard optomechanical system [33].
The optomechanical interaction displayed in Eq. (3)
converts phonons into photons propagating inside the ar-
ray (and vice versa). The strength of these processes is
described by a laser-tunable coupling constant gj = g0αj
that is parametrically enhanced by the light amplitude,
where |αj |2 would be the steady-state photon number in
mode j. The amplitude αj will depend on the site j for
the case of an inhomogeneous driving field, to be consid-
ered below. For the sake of simplicity, we have omitted
the Stokes transitions of the type aˆ†j bˆ
†
j , where photon-
phonon pairs are emitted (or annihilated). Stokes pro-
cesses are strongly suppressed in the parameter regime
that will turn out to be suitable for the topologically
nontrivial phase (where ∆ will be negative, correspond-
ing to a “red-detuned” laser drive), so we neglect them at
first. Since the anti-Stokes processes considered here con-
serve the total excitation number, Hamiltonian Eq. (3) is
equivalent to a single-particle Hamiltonian, and we will
be able to use the standard classification of topological
phases [1].
B. A Chern Insulator implemented in an
Optomechanical Array
In multi-mode OM systems, the optical backaction can
be used to engineer the effective mechanical interaction,
which has been suggested to pave the way to phononic
quantum information processing (e.g. [50, 51]). In this
context, the phonon hopping amplitudes are modified by
the new pathways which are opened by the OM interac-
tion. A phononic excitation can be virtually converted
into a photon on site i, hop to site j, and be converted
back into a phonon on site j. From standard pertur-
bation theory, the probability amplitude associated with
this pathway is Jijgig∗j /(Ω + ∆)2. Hence, a pattern of
phases in the optomechanical coupling gj can lead to a
synthetic gauge field for phonons in the form of effec-
tive hopping rates K(eff)ij = Kij +K
(opt)
ij that contain an
optically-induced component with complex phases [51].
Inspired by previous studies which have indicated that
a staggered magnetic field for particles on a Kagome lat-
tice yields topologically nontrivial phases [16, 52–54], our
investigations focus on a Kagome optomechanical array.
We choose this geometry since it can be naturally im-
plemented in 2D optomechanical crystals based on the
snowflake design [47, 55], which have been demonstrated
in an experiment recently [38]. The general approach
described here is of course applicable to other lattice ge-
ometries as well. The Kagome optomechanical array is
sketched in Fig. 1. The idea is to have hexagonal patches
of periodically arranged snowflake-shaped holes, with lin-
ear dislocation defects forming at the edges between those
patches. As has been shown in the experiment [38], a
4suitable modification of the hole pattern inside the lin-
ear defect then creates a point-like defect with localized
modes. The nearest-neighbor coupling between those
modes will generate the connectivity of a Kagome lattice.
Its unit cell contains three sites (s = A,B,C) forming an
equilateral triangle (we set the side to 1). Thus, the op-
tomechanical band structure will comprise altogether six
bands, three of them photon-like and three phonon-like.
Some general properties of the band structure can be
deduced purely from the symmetry of the Kagome lattice
geometry, without assuming anything about the range of
the hopping or other details. The hopping term Hˆhop
maintains the time reversal T , the inversion symmetry
I with respect to any corner of the triangle, and the
symmetry C3 (rotations by n2pi/3 around the triangle
center, n ∈ Z). Then, in the absence of the laser drive
there is no optical or mechanical band gap: For both the
photons and the phonons the central band touches one
of the remaining bands (top or bottom) at the center of
the Brillouin zone, ~Γ = (0, 0), and the other one at the
symmetry points ~K = (2pi/3, 0) and ~K ′ = (pi/3, pi/
√
3),
where Dirac cones form.
We now assume the lattice to be driven by a laser, with
an optical phase that depends on the site within the unit
cell, leading to gj = geiϕs . To retain the C3 symmetry, we
choose a phase mismatch of 2pi/3 between the sublattices,
ϕB −ϕA = ϕC −ϕB = ϕA −ϕC = 2pi/3. Physically, the
driving laser phase pattern has to form a vortex around
each triangle center (Fig. 1). This can be achieved via
wave-front engineering of the impinging laser field. As
opposed to our recently proposed optomechanical gener-
ation of arbitrary synthetic magnetic fields for photons
[39], we emphasize that here (i.e. for a Chern insulator of
sound waves) only a single laser frequency is needed and
that the imprinted optical phase field is periodic in space,
greatly simplifying its generation. In fact, one does not
even need the versatility of a spatial light modulator for
this task. Superimposing three plane waves impinging on
the sample automatically creates the required pattern of
optical phases, if they are at 120 degree angles with re-
spect to each other within the plane of the sample. This
is illustrated in Fig. 1c for the slightly simplified case of
three interfering plane waves of a scalar field, and we have
confirmed that it also works when taking into account the
vector nature of the electromagnetic field.
C. Band Structure and Topological Classification
The resulting band structure in the presence of such a
drive is shown in Fig. 2, and we will explain it in more
detail below. The site-dependent optomechanical inter-
action breaks the time reversal symmetry, thereby open-
ing large gaps between the mechanical bands. As we will
show, these gaps are topologically nontrivial and lead to
topologically protected sound waves propagating at the
edge of a finite system.
As discussed before, Hamiltonian (3) can be trans-
lated from its second-quantized form into a single-particle
version, where the nature of the excitation (photon vs.
phonon) is treated as an internal state. Translational
invariance permits us to rewrite it in momentum space,
using a plane wave ansatz:
Hˆ(~k)/~ = ω¯− δωσˆz/2− (t¯+ δtσˆz/2)τˆ(~k)− g(µˆσˆx+ νˆσˆy).
(4)
Here we have assumed that only nearest-neighbor sites
are coupled, although that (reasonable) approximation
could be lifted without destroying any of the essential
physical properties discussed in the following, see Ap-
pendix B. The binary degree of freedom expressed by
σz = ±1 denotes photon (+1) vs. phonon (-1) exci-
tations, and σˆx,y,z are the Pauli matrices in this sub-
space. Furthermore, we have introduced the parameters
ω¯ = (Ω − ∆)/2, δω = Ω + ∆, t¯ = (J + K)/2, and
δt = (J −K).
The 3 × 3 matrices µˆ, νˆ and τˆ(~k) in Eq. (4) act on
the sublattice degree of freedom, referring to the three
sites s = A,B,C of the unit cell. The Hermitean hop-
ping matrix τˆ(~k) encodes motion on the Kagome lat-
tice, with τAB = 1 + e−i
~k~a1 , τAC = 1 + ei
~k~a3 and
τBC = 1 + e
−i~k~a2 , where ~a1 = (−1,−
√
3), ~a2 = (2, 0),
~a3 = (−1,
√
3) are the lattice basis vectors. At the
symmetry points in the Brillouin zone, the eigenbasis of
the C3 rotations diagonalizes τˆ(~k): the eigenvectors are
the vortex |	〉 ≡ ∣∣1, ei2pi/3, e−i2pi/3〉 /√3, the anti-vortex
|〉 ≡ ∣∣1, e−i2pi/3, ei2pi/3〉 /√3, and the vortex-free state
|〉 ≡ |1, 1, 1〉 /√3. The matrices µˆ, νˆ describe the con-
version between photons and phonons. When the OM
interaction converts a phonon into an array photon, a
driving photon is absorbed and its angular momentum is
transferred to the array photon. For example, a vortex-
free phonon |M,〉 is converted into a photon with a
vortex, |O,	〉 (M=”mechanical”, O=”optical”). The re-
maining allowed transitions are |M,	〉 ↔ |O,〉 and
|M,〉 ↔ |O,〉. All allowed transitions have matrix
element −g, and this fully specifies µˆ and νˆ in the C3
eigenbasis [see also Appendix B].
The eigenfrequencies of Hamiltonian (4) form six
photon-phonon polariton bands. The admixture be-
tween photon and phonon bands is weak for all quasi-
momenta if the highest mechanical and lowest optical
bands are separated by a gap larger than the OM cou-
pling, ∆34 ≡ −∆ − 4J − Ω + 2K  g, which we will
term the “weak-coupling limit”. Then, the photons can
be adiabatically eliminated, arriving at an effective de-
scription for the phonons which incorporates the optical
backaction.
In the limit of both weak coupling (∆34  g) and
large detuning, ∆34  J , the optically-induced effec-
tive phonon hopping K(eff)ij will be restricted to nearest
neighbors, whence we arrive at the model investigated in
[16, 52, 53]. A phonon hopping three times anticlockwise
around a triangle, at each step with probability ampli-
tude K(eff)ij ≈ K + e−i2pi/3Jg2/(∆ + Ω)2 ≡ K(eff)eiΦ/3,
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Figure 2. (a) Band structure of a Kagome optomechanical array, shown here in the case of well-separated optical and mechanical
bands (“weak-coupling limit”). The three mechanical bands appear flat on the scale of the optical bands. A zoom-in shows the
resulting phonon insulator. (b) The “strong-coupling” limit where photon and phonon excitations mix. (c) Topological phase
diagram: The different topological phases are marked by the color code and by the set of six Chern numbers, corresponding
to the bands ordered by frequency, uniquely identifying each phase. The schematic band structures below the phase diagram
indicate the symmetry points where a pair of bands touch at the corresponding phase transition. The OM coupling g (set by
the driving laser amplitude) is displayed on a logarithmic scale. The scale of the laser frequency (expressed via the detuning
∆) is linear but switches to logarithmic for large negative detunings, for clarity. The onset of weak coupling is indicated by
the line g = 0.1∆34, where ∆34 is the gap between optical and mechanical bands. The approximate analytical expressions (see
Appendix D) for the boundaries g12 and g23 of the intermediate topological phase introduced by the long-range hopping are
also shown.
picks up the phase (see Appendix C)
Φ = −3pi
2
+ 3 arctan
2K(∆ + Ω)2 − Jg2√
3Jg2
. (5)
Keeping in mind that a vector potential ~A(~r) imprints
the phase q~−1
´ ~rj
~ri
~A(~r) · d~r on a particle with charge q
hopping on a lattice from ~ri to ~rf , we interpret Φ as the
(dimensionless) flux of a synthetic gauge field piercing a
triangle. Notice that there is no net average magnetic
field as the flux piercing a hexagon is −2Φ, see Fig 1.
The flux Φ decreases monotonically from 0 to −2pi with
the laser amplitude g. We emphasize that in realistic im-
plementations the photon hopping rate J is much larger
than the phonon hopping rate K. It is precisely in this
limit that the construction adopted here works well (with
interference between direct phonon transport of ampli-
tude K and virtual transport via the photonic route).
Indeed, values for the phase all the way down to −2pi
can be reached, staying well within the weak-coupling
limit where Eq. (5) has been derived.
In the opposite, large-bandwidth limit, J  ∆34, only
a small quasimomentum region close to the ~Γ point con-
tributes to the optically induced mechanical hopping.
Away from ~Γ, the OM interaction is suppressed, as the
energetic distance between the lowest optical band and
the mechanical bands rapidly increases. Thus, the effec-
tive mechanical hopping K(eff)ij is long-range in this limit,
and this will change the topological properties to be dis-
cussed below. In general, the range of K(eff)ij is governed
by the ratio J/∆34 and can be tuned by changing the
gap ∆34 via the laser frequency.
Finally, going away from weak coupling, one can en-
ter a regime where photon and phonon bands cross and
hybridize strongly. In the following, we will discuss the
topological properties of the optomechanical band struc-
ture for all of these regimes.
For systems in the Quantum Hall state class A, which
is realized here, the topological state is uniquely identi-
fied by the bands’ Chern invariants (or TKNN invariant
[2] after Thouless, Kohmoto, Nightingale and den Nijs).
They are defined as the integral over the Brillouin zone
of the Berry curvature of each band [2]:
Cl =
1
2pi
ˆ
BZ
d2k(∇~k × ~Al(~k)) · ~ez l = 1 . . . 6. (6)
The Berry connection ~Al = i〈~kl|∇~k|~kl〉 depends on the
eigenstates |~kl〉 of Hamiltonian (4), describing hybrid ex-
citations of photons and phonons. The full topological
phase diagram calculated numerically as a function of
the laser parameters is shown in Fig. 2. Whenever two
(or more) bands touch, their Chern numbers may change,
signaling a topological phase transition.
6We start our analysis from the regime of weak coupling,
when optical and vibrational bands are separated suffi-
ciently (this regime is delimited by the dotted yellow lines
in Fig. 2). For concreteness, we focus on negative detun-
ings ∆, to the right of the diagram. At the far right we
are in the limit of nearest-neighbor hopping. There the
phonons are made to realize the Kagome Chern-insulator
model, with the flux Φ given by Eq. (5). In this model, all
three mechanical bands are separated by complete band
gaps. Both band gaps close simultaneously for special
values of the flux where time reversal symmetry is un-
broken [16]. In our case, this happens when the laser is
switched off, where Φ = 0, and when it reaches a criti-
cal amplitude g = gtp ≡ (∆ + Ω)
√
K/J , where Φ = pi.
The Chern numbers are C1/3 = ±sign[sin(Φ)], C2 = 0,
where the bands are ordered by increasing energy [52].
Hence, a topologically non-trivial phase arises as soon as
the driving is switched on, and the system changes to a
different topological phase above the threshold gtp. The
photons also experience a synthetic gauge field, whose
flux can be obtained from Eq. (5) by exchanging K and
J and changing the sign. This flux is therefore small and
has opposite direction. The photon band Chern numbers
thus turn out to be C4/6 = ∓sign[Φ], C5 = 0, without
any transition at gtp.
When the photon and phonon bands come closer by
changing the laser detuning, an effective long-range hop-
ping of phonons is induced optically, as discussed above.
Then, a new topological phase appears for intermediate
laser amplitudes, not predicted in the simple nearest-
neighbor model. The reason is that the mechanical band
gaps do no longer close simultaneously but at two differ-
ent critical couplings g12 and g23 (Fig. 2). In the previ-
ously discussed limit of short range hopping, J/∆34 → 0,
these would again coalesce to become gtp. The Chern
numbers for long-range hopping can be computed ana-
lytically (see Appendix D).
We now turn to the regime where the photon and
phonon bands overlap and interact strongly (see the cen-
ter of the phase diagram Fig. 2c). There, the topological
phases cannot be understood any more as induced by an
effective staggered synthetic gauge field for the phonons.
They give rise to a phase diagram that is unique for op-
tomechanical arrays. In this regime, a number of dif-
ferent phases appear. By inspecting the limit of small
coupling (g → 0), one notices that the topological phase
transitions occur whenever bands touch at the symme-
try points ~Γ, ~K, and ~K ′ or at the special points ~MA,
~MB and ~MC (see the sketch of the band structures at
the phase transitions, bottom of Fig. 2c). This remains
true for arbitrary coupling, and can be explained as fol-
lows. Topological phase transitions can happen when-
ever bands touch each other (instead of repelling), which
is possible if there are selection rules preventing them
from interacting. At the symmetry points ~k = ~Γ, ~K, ~K ′
this is guaranteed by angular momentum conservation,
whereas at ~MA the optical and mechanical Kagome sub-
lattice sites A are decoupled from the remaining sublat-
tices B and C (likewise with B at ~MB and C at ~MC).
The bands actually touch simultaneously at ~K, ~K ′, due
to inversion symmetry, while rotational symmetry makes
them touch simultaneously at ~MA, ~MB and ~MC . From
these considerations, we can predict the transitions to oc-
cur at the laser detunings ∆ + Ω ≈ −4J,−2J,−J, 0, 2J ,
for small coupling g and small mechanical hopping K.
The resulting set of Chern numbers for all the six bands
is displayed in Fig. 2, for each of the various topological
phases.
D. Chiral Edge State Transport
A fundamental consequence of the topological nature
of the optomechanical band structure is the appearance
of chiral edge states at the boundaries of a finite size
system. These excitations are topologically protected
against scattering if the bands are separated by a com-
plete band gap. They are thus very distinct from the type
of edge states that are produced in graphene-type sys-
tems with Dirac dispersion, which are not robust against
disorder and whose existence even depends on the de-
tails of the boundary. The net number of such edge states
(right-movers minus left-movers) within a given band gap
is directly determined by the sum of the Chern numbers
of all lower-lying bands. While in the effective short-
range Kagome model each pair of subsequent bands are
separated by such a gap, this is not generally true in
the full optomechanical model. Large gaps are desirable
because they are more robust against dissipation, disor-
der, and Stokes scattering, described by additional terms
Hˆst = −~
(
gj aˆ
†
j bˆ
†
j + h.c.
)
in the Hamiltonian. However,
topological band gaps cannot be larger than the mechan-
ical bandwidth ∼ K since they arise by the interplay of
intrinsic and optically induced hopping, see Appendix E.
For example, in the realistic regime where the optical
bandwidth is larger than the mechanical frequency the
largest topological gap ωgap is given by ωgap ≈ g
√
2J/K
(we consider a laser drive at the mechanical red sideband
of the lowest frequency optical mode), see Appendix E. In
order to show the feasibility of a topological optomechan-
ical array, we include all these aspects in the remainder of
the paper, with a photon decay rate κ and a mechanical
damping rate γ, see Appendixes A and F. In Fig. 3, we
show that for realistic parameters the topological gaps
are surprisingly resilient to dissipation. The bulk band
structure in Fig. 3d has a topological gap between the sec-
ond band (a hybrid photon-phonon band) and the third
band. The band gaps in the bulk photon and phonon
local density of states (LDOS), shown in Fig. 3e,f are
weakly smeared by dissipation, although the band gap
is much smaller than the photon decay rate κ. Such
a robustness, which is related to the optomechanically
induced transparency phenomenon [56–58], has been no-
ticed in a different context already for a 1D optomechani-
cal array [49]. It occurs because the excitations of the hy-
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Figure 3. Edge states in a kagome optomechanical array. (d) Band structure in the center of a finite-width strip, whose
geometry is shown in (a), as a function of the wavenumber along the longitudinal direction of the strip. Blue/red indicates
large photonic/phononic components. Optical and mechanical dissipation, as well as the Stokes interaction, have all been
included (see Appendix F). The indicated band gap is of topological nature. (b) Zoom-in of the strip’s band structure (here for
clarity without dissipation). The dispersion of the edge states is highlighted. The corresponding phonon probability density
as a function of position across the strip is shown in (c), demonstrating localization at the edges for quasimomenta where the
frequency lies in the bulk bandgap. The photonic component (not shown) is small. (e) and (f) show the local density of states
for photons and phonons, respectively, both in the bulk and at the edge of such a strip (of 30 unit cells width). The band gap
is much smaller than the photon decay rate κ.(g) Zoom-in of the phonon local density of states. The parameters are Ω = 0.1J ,
∆ = −4.02J , K = 0.005J , g = 0.007J , κ = 0.01J and γ = 8 · 10−5J .
brid band have strong phononic components at the band
edge, making them less sensitive to photon decay, see
the color code in Fig. 3d. In a strip of finite width (30
unit cells), one can observe that the phononic wavefunc-
tions form well-localized chiral edge states (Fig. 3b,c).
The residual bulk DOS inside the band gap (in Fig. 3f-g)
is produced when the mechanical dissipation smears the
nearby large peak in the DOS (the height of this peak
is larger by a factor of ≈ 1600 than the residual bulk
DOS inside the bandgap). That peak is formed by the
localized excitations in the flat mechanical band of the
Kagome lattice. We have checked that the transport is
still chiral even in presence of such residual bulk DOS,
see Appendix G. Our analysis shows that the coupling to
the localized excitations causes injection losses but not
backscattering.
Finally, we study transport in a finite-size array, for
an experimentally realistic setting that reveals the ro-
bustness against backscattering by disorder. Additional
robustness against mechanical dissipation in the form of
clamping losses can be provided by engineering ’phonon
shields’, as demonstrated in [37]. Since the gapless exci-
tations at the sample edge are phononic in nature, they
could be excited by applying local oscillating stress. On
the other hand, in the current setting it is experimen-
tally most straightforward to shine light onto the sample
edge. Even though the photon states are not localized
at the edge (unlike the phonon edge modes), this sim-
ple approach works surprisingly well. Effectively, the
beat note between the weak, local probe laser and the
strong, global driving laser creates an oscillating radi-
ation pressure force, launching phonons. In Fig. 4, we
show a simulation of topologically protected chiral sound
waves excited locally by a laser, traveling along the sam-
ple edge around an obstruction. In addition, we have
checked that also moderate random onsite disorder does
not affect the transport. Moreover, it turns out that
spatially resolved imaging of the light field emanating
from the sample (Fig. 4a) can be used to map out the
phonon edge state. This is because the local vibrations
will imprint sidebands on the strong drive laser, and one
of these sidebands appears at the probe laser frequency,
which then can be spectrally filtered and imaged.
In the strong-coupling regime discussed above, where
photons and phonons mix completely, one obtains chiral
transport of photon-phonon polariton excitations, which
can also be excited and read out in the manner discussed
here.
The phonons will eventually decay, since the topolog-
ical protection prevents disorder-induced backscattering
but not dissipation (the same is true as well for all topo-
logical photon systems, for example). The number of
sites over which the phonons propagate along the chiral
edge state is given by their speed (the slope of the edge
state dispersion) divided by the overall mechanical decay
rate (including both intrinsic and optically induced dis-
sipation). In the simplest case, the typical scale of the
propagation length is given by the ratio of the mechan-
ical hopping K over the mechanical decay rate γ. For
parameters compatible with state-of-the-art devices the
phonons can propagate for about 100 sites before decay-
ing, see Appendix G for a more detailed analysis. This
is completely sufficient for connecting phonon reservoirs
and other applications in phononics.
We now address briefly the most relevant issues for the
experimental realization of optomechanical Chern insula-
tors. The most important constraint in our model is the
need to avoid a mechanical lasing instability [33] that
may appear for larger bandwidths (J > Ω/3) due to the
Stokes terms. For laser frequencies below the blue side-
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Figure 4. Simulation of transport in a finite system. A probe
laser is injected locally at a site on the sample edge, at a fixed
frequency, launching phonons that are transported along the
chiral edge state. The larger figures depict the probability
map of finding a photon (a) or a phonon (b), respectively,
demonstrating transmission around an obstacle. Due to the
optomechanical interaction, the light intensity in (a), which
could be imaged locally, represents a faithful probe of the chi-
ral phonon transport in (b). The probe frequency lies in a bulk
bandgap (ωL − ωProbe = 1.06J) that just permits mechanical
edge states. The parameters correspond to large detuning be-
tween optical and mechanical bands (∆/J = −5.7, Ω/J = 1,
g/J = 0.2, K/J = 0.05, κ/J = 0.1 and γ/J = 0.002).
band of the lowest frequency optical mode, the instability
threshold is reached when the cooperativity equals (see
Appendix H)
C ≡ 4 g
2
κγ
= 1 +
(
∆ + 4J − Ω− 2K
κ/2
)2
. (7)
The laser intensity (proportional to g2) therefore has to
remain below this threshold, which was accounted for
when selecting parameters in our simulation results dis-
played here.
Regarding experimental parameters in general, in our
figures we remain compatible with those of the recent
2D snowflake crystal single-defect experiment [38, 55],
where they report Ω ≈ 2pi × 9GHz and a single-photon
coupling strength of g0 ≈ 2pi × 250 kHz. To obtain the
g = g0
√
nphot employed in Fig. 3 (where we assumed
J = 10Ω and g = 0.007J) would require on the order
of nphot ∼ 106 circulating photons. Although challeng-
ing, this should be doable, especially since any possible
increase of the phonon number due to unwanted heating
(and finite temperatures in general) does not affect mea-
surements of the band structure and transmission am-
plitudes, since the fluctuations do not contribute to the
average signal amplitudes.
In all future experiments on transport in optomechan-
ical arrays, it will be important to minimize disorder due
to fabrication fluctuations, and efforts to characterize and
optimize this are only now starting. In particular, post-
fabrication processing techniques such as local oxidation
[59] can be employed in the future in order to drastically
reduce the disorder by orders of magnitude. In numeri-
cal simulations, we have seen that the topological effects
persist robustly up to disorder strengths of 2% of Ω in
the mechanical on-site frequencies and of up to about J
in the optical on-site frequencies (at J = 10Ω). More
generally, we have observed in our simulations that there
is a wide latitude in parameter combinations to obtain
the effects discussed here. For example, it may be more
convenient experimentally to use larger photon hopping
rates J . Then, the instability is reached for smaller g,
the band gaps are smaller, and the edge states’ penetra-
tion length is larger. We checked that for J = 100Ω and
g = 5 × 10−2Ω (and the other parameters in the same
range as Fig. 3), one can still find a topological band
gap. The corresponding edge states are well localized on
a strip of width 60 unit cells.
III. CONCLUSION
Apart from its fundamental interest, chiral phonon
transport, robust against disorder, could be useful for
many settings. Among them are the transport of phonons
between localized long-lived vibrational modes (forming
robust ’phononic networks’) and the study of quantized
heat transport [60] in an unconventional setting (with a
’one-way’ connection between heat reservoirs). The re-
alization of a phonon Chern insulator would thus also
enable the observation of new physical phenomena rele-
vant to phononics. In addition, the mechanism we have
employed is conceptually distinct from anything that has
been considered for photons, to the best of our knowl-
edge. In fact, the optomechanical route towards Chern
insulators has major advantages over other proposals
that have been put forward for photons and which one
might try to translate to phonons: The optomechanical
concept is more flexible than geometry-based approaches
[17, 23], since the properties can be tuned quickly in-situ,
and in contrast to settings based on local electrical mod-
ulation [19], it does not require local wiring of any kind
(which is hard to scale up).
The flexibility of the approach proposed here, where
the pattern of the laser field determines the band struc-
ture, could be exploited to generate more general lay-
outs in-situ, where arbitrarily shaped regions of different
topological phases are produced, studying the transport
through the edge states that form at their interfaces,
possibly arranged in interesting interferometer configu-
rations. Moreover, the time-dependent local control of
the band structure could be the basis for quench experi-
ments on topological phases of light and sound. Finally,
if future improvements in the coupling g0 between single
photons and phonons were to permit entering the strong
single-photon coupling regime (with g0 ∼ κ, g0 ∼ Ω),
optomechanical fractional Chern insulators could be re-
alized, being governed by strong quantum correlations.
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Appendix A: Derivation of the linearized
Hamiltonian for the Kagome optomechanical array
We start from the standard input-output formalism
for an array of optomechanical cells (each consisting of
a vibrational and an optical mode) on a Kagome lattice,
driven by a laser with uniform intensity and a pattern of
phases ϕj . As we intend to linearize around the classi-
cal solution, we first write down the equations of motion
for the classical fields (the quantum fields averaged over
quantum and classical fluctuations) in a frame rotating
with the drive:
β˙j = (−iΩ− γ/2)βj + ig0|αj |2 + iK
∑
〈l,j〉
βl,
α˙j = (i∆
(0) − κ/2)αj + i2g0αjReβj + iJ
∑
〈l,j〉
αl
+
√
κeiϕj |α(in)|. (A1)
Here, j = (n,m, s), n,m ∈ Z, s = A,B,C and 〈j, l〉 in-
dicates the sum over nearest neighbor sites. Moreover,
g0 is the shift of the optical frequencies due to a single
phonon (more precisely, a zero-point displacement), K
(J) is the phonon (photon) hopping rate, and γ (κ) is
the phonon (photon) decay rate. The laser detuning is
∆(0) = ωL−ω(0)phot, and |α(in)| is the absolute value of the
driving field. The phases ϕi are independent of the unit
cell but they depend on the sublattice site: ϕB − ϕA =
ϕC − ϕB = ϕA − ϕC = 2pi/3. Then, the stationary solu-
tions of (A1) are given by αA = e−i2pi/3αB = ei2pi/3αC ,
where αA is a solution of the third order polynomial equa-
tion
αA =
ieiϕA
√
κα(in)
∆(0) + 4J + 2g20 |αA|2/(Ω− 4K) + iκ/2
. (A2)
Without loss of generality, we can choose the phase of
α(in) to fix αA > 0 real-valued (this amounts to a gauge
transformation).
We now linearize the quantum Langevin equations
(input-output equations of motion) around the classical
solutions. We find (where Hˆ ′ = Hˆ + Hˆst contains also
the Stokes interaction terms):
˙ˆ
bj = i~−1[Hˆ ′, bˆj ]− γbˆj/2 +√γbˆ(in)j
= (−iΩ− γ/2)bˆj + ig∗j aˆj + igj aˆ†j + iK
∑
〈l,j〉
bˆl +
√
γbˆ
(in)
j ,
˙ˆaj = i~−1[Hˆ ′, aˆj ]− κaˆj/2 +
√
κaˆ
(in)
j
= (i∆− κ/2)aˆj + igj(bˆj + bˆ†j) + iJ
∑
〈l,j〉
aˆl +
√
κaˆ
(in)
j (A3)
where gA = g0αA = e−i2pi/3gB = ei2pi/3gC , and the de-
tuning ∆ includes a small shift of the optical resonances
due to the average mechanical displacement induced by
the radiation pressure: ∆ = ∆(0) + 2g20 |αA|2/(Ω − 4K).
The input fields bˆ(in)j and aˆ
(in)
j describe the vacuum (and
possibly, thermal) fluctuations. The Hamiltonian Hˆ is
given in Eq. (1) of the main text, and together with the
Stokes terms Hˆst = −~
(
gj aˆ
†
j bˆ
†
j + h.c.
)
, it produces the
right hand side of the Langevin equations displayed here
(except the fluctuation and decay terms, which stem from
the interaction with the vibrational and electromagnetic
environment).
Appendix B: Symmetries of the Kagome Lattice
The topological effects discussed in the main text do
not depend qualitatively on the details of the hopping in-
teractions (there for concreteness we have assumed that
only nearest neighbor sites are coupled) provided that the
underlying inversion symmetry (around a corner of the
triangle forming the unit cell) and the C3 rotational sym-
metry of the Kagome lattice are retained. This applies
in particular to the topological phase diagram in Fig.
2 of the main text. In our model, a topological phase
transition occurs when two bands touch (instead of re-
pelling) as a result of a selection rule. This happens at the
symmetry points ~Γ, ~K and ~K ′ where only three transi-
tions are allowed by the C3 symmetry: |M,〉 ↔ |O,	〉,
|M,	〉 ↔ |O,〉, and |M,〉 ↔ |O,〉. Moreover, two
bands can touch at the special points ~MA, ~MB and ~MC
where the inversion symmetry ensures that the optical
and mechanical Kagome sublattices A, B, or C, respec-
tively, are decoupled from the remaining sublattices.
When these symmetry are broken the phase diagram
becomes qualitatively different. For instance, unequal
mechanical and/or optical eigenfrequencies on the differ-
ent sublattices break the C3 symmetry. This symmetry
breaking has a twofold effect. First, the bands do not
touch anymore at the symmetry points ~Γ, ~K and ~K ′.
This first effect does not change qualitatively the phase
diagram when a small perturbation breaks the symmetry.
In this case, the bands touch in a neighborhood of ~Γ, ~K
and ~K ′, and the borders of the corresponding topologi-
cal phase transitions are only slightly deformed. Second,
the bands do not touch simultaneously at ~MA, ~MB and
10
~MC . Then, the border of the corresponding topological
phase transitions split into three lines and new topologi-
cal phases appear. This second effect induces a qualita-
tive change of the topological phase diagram even when
only a small perturbation breaks the symmetry.
Appendix C: Derivation of the effective tight-binding
phonon Hamiltonian for large detunings
Our aim in this section is to integrate out the op-
tical field and derive the effective Hamiltonian for the
phonons. Various ways exist for doing this and here we
choose to eliminate the optical fields from the equations
of motion. In this section, we consider the regime of
nearest-neighbor effective phonon hopping at the far right
and far left of the phase diagram in Fig. 2 of the main
text. For concreteness, we focus on the far right region
in the diagram, −∆− Ω  J . Since we want to include
also Stoke processes we start from the linearized Hamil-
tonian, Eq. (1) of the main text. Keeping in mind that
the optical backaction is filtered by the mechanical band,
it is convenient to divide aˆj into its sidebands,
aˆj ≡ e−iΩtaˆ(red)j + eiΩtaˆ(blue)j + δaˆ (C1)
When the mechanical bandwidth is small, i.e. when
6K(eff)  Ω (where K(eff) is calculated below), ared(t)
and ablue(t) are slowly varying functions (as is δaˆ, de-
scribing the intrinsic optical fluctuations) and one can
neglect their time derivative in the Heisenberg equation
˙ˆaj = i~−1[Hˆ, aˆj ]. We find
e−iΩtaˆ(red)j = −
gj
∆ + Ω
bˆj +
∑
〈j,l〉
Jgl
(∆ + Ω)2
bˆl
eiΩtaˆ
(blue)
j = −
gj
∆− Ω bˆ
†
j +
∑
〈j,l〉
Jgl
(∆− Ω)2 bˆ
†
l (C2)
We eliminate the photons by substituting Eqs. (C1-C2)
in the Heisenberg equation ˙ˆbj = i~−1[Hˆ, bˆj ] and arrive at
˙ˆ
bj = i~−1[Hˆeff , bˆj ] where
Hˆeff/~ ≈
∑
j
Ω(eff)bˆ†j bˆj −
∑
〈j,l〉
K
(eff)
jl bˆ
†
j bˆl, (C3)
Ω(eff) = Ω +
g2
(∆ + Ω)
+
g2
(∆− Ω) , (C4)
K
(eff)
jl = K + J
g∗j gl
(∆ + Ω)2
+ J
gjg
∗
l
(∆− Ω)2 . (C5)
In deriving this, we have neglected the terms containing
two creation/annihilation operators (of the parametric
oscillator type, bˆ†bˆ† etc.), which is a good approximation
for a small bandwidth 6K(eff)  Ω(eff). The third term in
the right-hand side of Eq. (C5) describes the additional
hopping amplitude induced by Stokes scattering (going
beyond the simpler approximation discussed in the main
text, where this term was neglected). The corresponding
flux is
Φ = −3pi
2
+3 arctan
K(∆ + Ω)2(∆− Ω)2 − Jg2(∆2 + Ω2)
−2√3Jg2Ω∆
The above result tends to the expression in Eq. (3) of the
main text (which does not include Stokes scattering) for
|∆ + Ω|  Ω. From this formula it is easy to prove that
the small correction due to the Stokes processes decreases
the flux if Φ < −pi but it increases it if Φ > −pi. Since
both mechanical band gaps reach a maximum width at
Φ = −pi/2 and Φ = −3pi/2, the Stokes processes enlarge
the gap in the broad parameter regime −3pi/2 < Φ <
−pi/2.
Appendix D: Calculation of the Chern numbers and
the critical couplings in the weak coupling regime
1. Critical Couplings
In the limit of a very large separation between opti-
cal and mechanical bands, we have a model of phonons
with effective nearest-neighbor hopping on a Kagome lat-
tice, and there is only one critical coupling for a topolog-
ical phase transition. When the separation is reduced,
longer-range hopping develops, and the first effect is that
another topological phase shows up. It is bounded by
two critical couplings, g12 and g23. These can be cal-
culated by diagonalizing the single-particle Hamiltonian
Eq. (2) in the main text at the symmetry points ~Γ
and ~K ′ (the inversion symmetry ensures that the second
and third band will touch simultaneously at ~K and ~K ′).
Due to rotational symmetry there are only three allowed
transitions at the symmetry points: |M,〉 ↔ |O,	〉,
|M,	〉 ↔ |O,〉, and |M,〉 ↔ |O,〉. Hence, the
Hamiltonian is block-diagonal with three 2 × 2 blocks
and can be very easily diagonalized for arbitrary g. How-
ever, this leads to a nonlinear equation for the border of
the phase transitions g12 and g23. Instead, we restrict
ourselves to the weak-coupling regime (limit of large sep-
aration between optical and mechanical bands), where it
is possible to find simple analytical expressions for the
critical couplings and to calculate the Chern numbers
analytically.
At the ~Γ point, the spectrum of the single-particle
Hamiltonian Eq. (2) of the main text is (up to leading
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order in g):
EO = −∆ + 2J + g
2
−∆ + 2J − Ω− EM	 ,
EM	 = Ω + 2K +
g2
∆− 2J + Ω ,
EO	 = −∆ + 2J + g
2
−∆ + 2J − Ω− EM ,
EM = Ω− 4K + g
2
∆− 2J + Ω ,
EO = −∆− 4J, EM = Ω + 2K + g
2
∆ + 4J + Ω
.
Here, we indicate with EO the eigenvalue corresponding
to eigenvector | , O〉 + α| 	,M〉 (with α ∝ g), and
likewise for the other eigenvalues. The above eigenvalues,
ordered by increasing energy, are (for small g):
E1 = EM, E2 = EM, E3 = EM	,
E4 = EO, E5 = EO	, E6 = EO.
The coupling g12 where the first and the second mechan-
ical band touch each other can be obtained from the con-
dition EM = EM, yielding:
g12 =
{
6K
[
(∆− 2J + Ω)−1 − (∆ + 4J + Ω)−1]−1} 1/2.
Above this threshold, the first and second band exchange
their eigenvectors,
E1 = EM, E2 = EM, E3 = EM	,
E4 = EO, E5 = EO	, E6 = EO. (D1)
The same calculation at the ~K ′ point gives
EO = −∆ + 2J, EM	 = Ω−K + g
2
∆− 2J + Ω ,
EO	 = −∆− J + g
2
−∆− J − Ω− EM ,
EM = Ω−K + g
2
∆ + J + Ω
,
EO = −∆− J + g
2
−∆− J − EM ,
EM = Ω + 2K +
g2
∆ + J + Ω
.
In this case, the eigenvalues ordered by increasing energy
for small g are
E1 = EM, E2 = EM	, E3 = EM,
E4 = EO	, E5 = EO, E6 = EO. (D2)
The coupling g23 where the second and third band touch
each other can be obtained from the condition EM =
EM	, yielding,
g23 =
{
3K
[
(∆− 2J + Ω)−1 − (∆ + J + Ω)−1]−1} 1/2.
In the same way, at the K point and for g < g23 we have
E1 = EM, E2 = EM, E3 = EM	,
E4 = EO, E5 = EO, E6 = EO	. (D3)
Also at this point the second and third bands swap their
eigenstates at the critical coupling g23.
2. Chern numbers
In the weak coupling regime, it is also possible to
compute the Chern numbers analytically. We will show
this explicitly for the phase that develops due to longer-
range phonon hopping, i.e. the phase discussed above
between g12 and g23. We follow [61]. Applying their gen-
eral idea, we initially try to fix the gauge by requiring
(〈M,	 | + 〈O, |)|~k, l〉 ∈ R, where |~k, l〉 is the eigen-
state of band l at ~k. If such a gauge were well defined
over the whole Brillouin zone, the Chern number would
be 0 [in Eq. (4) of the main text, one integrates the curl
of a smooth function over a torus which gives zero from
Stoke’s theorem]. However, there are obstructions pre-
venting us to define a global gauge. At an obstruction
the overlap (〈M,	 |+ 〈O, |)|~k, l〉 vanishes and the cho-
sen gauge is ill defined. In its neighborhood, i.e. a fi-
nite region within the Brillouin zone, one has to choose
a different gauge. In the new local gauge, the overlap
(〈M,	 | + 〈O, |)|~k, l〉 ≡ ρ(~k)e−iθ(~k) is a smooth func-
tion of ~k and its complex argument winds an integer
number of times n on a path around the obstruction,
n = (2pi)−1
¸
~∇θ(~k) · d~k. When calculating the Chern
number, one picks up a contribution from the boundary
between the two regions of different gauge. The band
Chern number turns out to be the sum of the winding
numbers for all obstructions: Cl =
∑
i n
(l)
i . Such an ana-
lytical approach is possible because, in the weak-coupling
limit and for our particular choice of gauge, obstructions
form only at the symmetry points (this does not hold in
the strong coupling limit).
For concreteness, we focus on the second band and on
the topological phase introduced by the effective long-
range hopping. As discussed above, in this phase (corre-
sponding to g12 < g < g23), the second band wavefunc-
tion is state |M,〉 (with a small admixture to |O,	〉)
at the ~Γ point, state |M,	〉 (with a small admixture to
|O,〉) at the ~K ′ point, and state |M,〉 (with a small
admixture to |O,〉) at the ~K point. Hence, for the sec-
ond band, and for the global gauge defined above, there
are obstructions at ~k = ~Γ, ~K.
From the above discussion it is clear that in order to
compute the Chern number of the second band, it is suf-
ficient to compute the overlap (〈M,	 | + 〈O, |)|~k, 2〉
close to the symmetry points ~Γ and ~K. We start from
~Γ. We decompose the Hamiltonian into Hˆ(~Γ + δ~k) =
12
Hˆ(~Γ)− (t¯+ δtσˆz/2)δτˆ~Γ(δ~k)
δτˆ~Γ(δ
~k) = i
 0 −δ~k · ~a1 δ~k · ~a3δ~k · ~a1 0 −δ~k · ~a2
−δ~k · ~a3 δ~k · ~a2 0
 , (D4)
where δ~k = ~k − ~Γ. From Eqs. (D4,D1) we find, using
standard perturbation theory in δ~k:
(〈O, |+ 〈M,	 |)|kˆ, 2〉 ∝ 〈	 |δτˆ~Γ(δ~k)|〉 ∝ δkx − iδky.
Hence, the phase increases by 2pi on a small path go-
ing anti-clockwise around the obstruction: the wind-
ing number is 1. In a neighborhood of ~K, we decom-
pose the Hamiltonian into Hˆ( ~K + δ~k) = Hˆ( ~K) − (t¯ +
δtσˆz/2)δτˆ ~K(δ
~k)
δτˆ ~K(δ
~k) =
i
 0 −ei2pi/3δ~k · ~a1 e−i2pi/3δ~k · ~a3e−i2pi/3δ~k · ~a1 0 −ei2pi/3δ~k · ~a2
−ei2pi/3δ~k · ~a3 e−i2pi/3δ~k · ~a2 0
 .
(D5)
From Eqs. (D2,D5) we find
(〈O, |+ 〈M,	 |)|~k, 2〉 ∝ 〈 |δτˆ ~K(δ~k)| 	〉 ∝ δkx− iδky.
Notice that in this case the overlap comes from the opti-
cal part of the wavefunction. From the above expression
we see that the winding number is again 1. We can con-
clude that the Chern number for the second band in the
phase introduced by the long-range hopping (between g12
and g23) is 2. A similar calculation shows that the first
band has obstructions at ~Γ and ~K with winding number
−1 and an obstruction at ~K ′ with winding number 1,
whereas the third band has an obstruction with winding
number −1 at ~K ′. Hence, the Chern numbers for the
mechanical bands in the long range hopping phase are
[−1, 2,−1]. When the first and second bands touch for
g = g12 at ~Γ, the wavefunctions change smoothly but
they swap the bands. Hence, below g12, also the cor-
responding obstructions with their winding numbers are
swapped and we recover the result for small fluxes in the
tight binding model: [1, 0,−1]. A similar argument shows
that for the Chern numbers for g > g23 we recover the re-
sult for large fluxes in the tight binding model: [−1, 0, 1].
Appendix E: Size of the band gaps
The chiral excitations at the edge of the sample are
more robust against dissipation and disorder in the pres-
ence of large band gaps. In Fig. 5, we show the largest
band gap as a function of the laser parameters.
Large band gaps of the order ∼ K are present for com-
paratively large values of g, g  K. It is easy to under-
stand this behavior: for K = 0 time reversal symmetry is
not broken as one can eliminate the pattern of phases in
the couplings gi by a gauge transformation on the phonon
fields. In that case, all Chern numbers turn out to be zero
and there is no topologically nontrivial band gap. In the
presence of a small K complete band gaps open. Since
K is the smallest frequency scale, the band gaps can be
computed by perturbation theory in K and are of order
. K. For example, in the limit of effective tight-binding
phonon hopping (optical bands well separated from me-
chanical bands), large band gaps are reached for Φ = 3/2,
where the size of the two mechanical band gaps is 3K.
It is also possible to estimate the band gap in the more
promising parameter regime where the optical band-
width is large J & Ω. In this case, it is advanta-
geous to choose the laser frequency such that an opti-
cal band gets close but does not cross the mechanical
band, Ω  −∆ − 4J − Ω > 0. In this regime, the
modes in the lower optical band and with quasimomen-
tum k  1 interact most strongly with the mechanics.
In fact, all other optical modes are far detuned due to
the steep optical dispersion. Near k = 0 (the Γ point),
the low frequency optical modes have approximately zero
quasi-angular momentum. For a sideband resolved sys-
tem we can do a rotating wave approximation (since the
blue sideband of the low frequency optical modes is de-
tuned by 2Ω). Since, a photon with zero-quasiangular
momentum is converted into a phonon with unit angular
momentum (the additional quasi-momentum comes from
the laser drive), only such mechanical mode is coupled to
the light. Moreover, at the Γ point the mechanical states
with quasi-angular momentum ±1 are quasidegenerate.
Thus in order to compute the band gap formed close to
the Γ point by the optomechanical interaction we can
neglect the influence of the remaining modes and project
Hamiltonian (4) into these three levels. In a frame rotat-
ing with frequency Ω+2K, the three levels are described
by the 3× 3 effective Hamiltonian
Hˆeff =
δω(O)(~k) −g 0−g δω(M)(~k) K(~k)
0 K∗(~k) δω(M)(~k)

where δω(O) = −∆−4J−Ω−2K+2Jk2, δω(M) = −Kk2
and K = K(kx + iky)2. If δω(O)(k) > 0 the optical band
do not cross the mechanical bands but pushes down the
clock-wise phonon mode creating a band gap. For very
small k (of the order of g/J) the bands might also form
polaritons. As the detuning increases the optical interac-
tion becomes weaker and tends to close the gap. The min-
imal splitting is reached when the optically induced inter-
action is of the same order as the coupling K(k) between
the mechanical modes with opposite quasi-angular mo-
mentum. For |δω(O)(k) − δω(M)(k)|  |K(k)|, g, we can
eliminate adiabatically the low frequency optical mode.
The effective Hamiltonian for the remaining (mechanical)
levels reads
H˜(eff) =
(
ω(M)(~k)− g2
ω(O)(~k)
K(~k)
K∗(~k) ω(M)(~k)
)
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Figure 5. (a) Plot of the largest complete topologically nontrivial band gap as a function of the laser parameters forK/J = 10−3.
The yellow lines divide the diagram in separate parameter regions. The largest band gap lies between the subsequent bands
indicated inside each region. This diagram does not depend on Ω. (b) Stability diagram for J/Ω = 1, γ = 0.002J , and κ = 0.1J .
It shows the damping rate of the slowest relaxation process. The unstable region where the Green function G˜(ω, l, j) has a
pole in the upper-half plane is marked in black. The mechanical lasing threshold of Eq. (H2) is plotted in yellow, in its region
of validity. Note that the onset of the mechanical lasing instability (and that of another parametric instability visible in the
top right corner) restricts the region where the system is stable. We emphasize that the stable region will include the whole
parameter range displayed in Fig. 2c of the main text for a sufficiently large value of Ω (where Ω had not been specified for
Fig. 2c, since that figure is independent of Ω).
Thus, the eigenfrequencies of the second and third
phononic bands are (in the original frame)
E2/3 = Ω+2K−Kk2− g
2
2ω(O)(k)
∓
√
g4
4ω(O)2(k)
+K2k4,
independent of the direction of the quasi-momentum.
The gap ωgap between these two bands is given by the
minimum of E3 − E2 over the quasimomentum k. For
concreteness we consider the case where the red sideband
of the lowest frequency optical mode coincides with the
largest frequency mechanical mode, −∆− 4J = Ω + 2K.
In this case, we find a simple expression for the minimal
splitting, ωgap ≈ g
√
2K/J .
In the most general case, we have computed numeri-
cally the largest band gap as a function of the laser pa-
rameters. For fixed laser amplitude, the largest band
gap size varies on a broad range as a function of the
laser frequency, see Fig. (5). Notice that the mechani-
cal eigenfrequency Ω is not specified in Fig. 5a. It has
been implicitly assumed to be the largest frequency in the
problem while neglecting the Stokes scattering (which in-
volves a rotating wave approximation), whence the band
gaps become independent of Ω. Hence, the full phase
diagram shown in Fig. 2 of the main text can be ex-
plored for an appropriately large value of Ω. On the
other hand, the effect of Stokes scattering has to be care-
fully analyzed for large bandwidths J/Ω  1 or large
couplings g2  Ωκ. Below, we show that the interplay
of dissipation and Stokes scattering restricts the laser pa-
rameter range where the system is stable. In particular,
we will focus on the experimentally most relevant regime
of large optical bandwidth, J  Ω, where a mechanical
lasing transition arises.
Appendix F: Calculation of the density of states and
transmission probabilities for a finite system
In Fig. 3 and 4, we show the local densities of
states (LDOS) on site l, ρO(ω, l) for photons and
ρM (ω, l) for phonons, as well as the probabilities
TOO(ω, l, j) and TMO(ω, l, j) that a photon (“O” for
optical) injected on site j is transmitted to site l
as a photon or a phonon (“M” for mechanical), re-
spectively. They are directly related to the re-
tarded Green’s function in frequency space, G˜(ω, l, j) =´∞
−∞ dte
iωtG(t, l, j), where the different interesting com-
ponents are GOO(t, i, j) = −iΘ(t)〈[aˆi(t), aˆ†j(0)]〉 [propa-
gation of a photon], GMO(t, i, j) = −iΘ(t)〈[bˆi(t), aˆ†j(0)]〉
[conversion of a photon to a phonon], and GMM (t, i, j) =
−iΘ(t)〈[bˆi(t), bˆ†j(0)]〉 [propagation of a phonon].
In order to calculate G˜(ω, l, j) numerically in a finite
system with N × M unit cells (see Fig. 4 of the main
text), one organizes all the fields in a 12NM -dimensional
vector ~ˆc whose entries are aˆj , aˆ
†
j , bˆj , bˆ
†
j for all possible
3NM lattice sites. Then, Eq. (A3) can be written in a
compact form as i~˙ˆc = A~ˆc + ~ˆξ and the Green function is
G˜(ω) = (ω−A)−1. Notice that, in a system with N ×M
complete unit cells, the top and right edges have a zig-
zag form. In order to effectively describe a system with
only straight edges we set the hopping rates from and to
the sites on the zig-zag edges to zero. The photon and
phonon LDOS are given by
ρO(ω, l) = −2ImG˜OO(ω, l, l),
ρM (ω, l) = −2ImG˜MM (ω, l, l),
respectively. Moreover, from the Kubo formula and the
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input-output relations aˆ(out)j = aˆ
(in)
j −
√
κaˆj (and likewise
for the phononic fields), we find
TOO(ω, l, j) = |δlj − iκG˜OO(ω, l, j)|2,
TMO(ω, l, j) = κγ|G˜MO(ω, l, j)|2
TMM (ω, l, j) = γ
2
∣∣∣G˜MM (ω, l, j)∣∣∣2
For a strip that is infinite in the longitudinal direc-
tion and of finite width M unit cells (in Fig. 3 of the
main text), the quasimomentum in the longitudinal di-
rection is a conserved quantity. Hence, the LDOS is
most conveniently calculated by taking a partial Fourier
transform of the corresponding index n in Eq. (A3).
For a numerical evaluation one considers a finite length
N and introduces periodic boundary conditions for n,
aˆj = N
−1/2∑
n e
iknaˆkms (and likewise for bˆkms). For
N large enough the finite size effects due to the finite
length are smeared out by dissipation. For the strip,
we organize the fields aˆkms, aˆ
†
−kms, bˆkms, bˆ
†
−kms in a
12M -dimensional vector ~ˆck. Then, the Langevin equa-
tion reads i~˙ˆck = Ak~ˆck and the corresponding Green’s
function is G˜(ω, k) = (ω −Ak)−1. We arrive at the pho-
ton and phonon LDOS:
ρO(ω, n, s) = −2N−1Im
∑
k
G˜OO(ω, k;n, s;n, s),
ρM (ω, n, s) = −2N−1Im
∑
k
G˜MM (ω, k;n, s;n, s).
Appendix G: Edge state transport: Analysis of Loss
In this appendix we give more details regarding the
photon and phonon transport in the optomechanical ar-
ray. Our goal in this appendix is to analyze the prop-
agation length of phonons in the chiral edge states. In
addition, we want to discuss the appearance of a small
but finite bulk density of states even inside the bandgap.
We argue that the directionality of the transport is main-
tained in spite of that effect.
We focus on the most promising and realistic param-
eter regime where the optical bandwidth is much larger
than the mechanical eigenfrequency (keeping the param-
eters of Fig. 3 in the main text). In order to obtain the
phonon propagation length, we consider injection at a
particular site on the edge of a finite-size system (with
a geometry similar to Fig. 4). In Fig. 6, we plot the de-
cay of the phonon probability for different values of the
intrinsic mechanical decay rate γ. These values are com-
patible with present-day experiments on optomechanical
crystals, where even higher mechanical Q factors (105
and more) are reached routinely [38]. After some tran-
sient behavior close to the injection point (where photons
are converted into phonons), the number of transmitted
phonons decays exponentially with the propagation dis-
tance. This allows us to extract the propagation length
` [see panel (d)]. We expect ` to be given by the edge
state speed divided by the overall mechanical decay rate
γtotal = γ+γO (the sum of the intrinsic and the optically
induced mechanical decay rates). By extracting ` from a
fit of the numerical data we find that indeed ` = v/γtotal,
where the speed v = 2∂ω(k)/∂k [with 2 sites along the
edge per unit cell] is obtained from the edge state disper-
sion in a strip geometry. The typical scale of ` is roughly
given by the ratio of the phonon hopping K over the me-
chanical decay rate γ. This rule of thumb applies to the
broad parameter range where the optically induced me-
chanical hopping and decay rates are at most of the order
of their intrinsic counterpart. From our fits we can also
extract the optically induced damping which turns out to
be comparatively small [γO/Ω = 4.2 · 10−5]. We note in
passing that γ should be larger than a finite threshold to
avoid the mechanical lasing instability analyzed in Ap-
pendix H, see Eq. (H2). For the regime discussed here,
that would imply γ > g2κ/Ω2, which we have ensured to
be true in the figures. This sets an upper limit on ` that
depends on the remaining parameters.
Next we comment on the transient behavior close to
the injection point, see Fig. 6. The initial transient be-
havior in the vicinity of the injection point (Fig. 6c) is
partially due to photon-phonon conversion and the fact
that we chose to inject locally (at a single site). We now
discuss an additional effect during injection that is due to
a residual contribution to the bulk DOS inside the band
gap, which, though small, is noticeable, see also Fig. 3g.
We have found that this is due to the broadening in-
duced by mechanical dissipation. In particular, it results
from the tail of the nearby large and narrow DOS peak
formed by the localized excitations of the Kagome flat
band. The peak is so high that even a weak broadening
can induce a non-negligible bulk DOS inside the band
gap. A phonon injected locally will tunnel not only to
the edge state but also (with a lower probability) to such
localized excitations (after which it will decay without
moving far). This is because local injection in principle
can produce excitations at any quasimomentum k, i.e. it
also covers the full range of k where the small dissipation-
induced tail of the bulk band is present. Apart from this
influence on the injection process, the small finite bulk
DOS inside the gap can also have some influence during
the propagation, if there is disorder that is not smooth
on the scale of the unit cell. Then there can also be scat-
tering with large momentum transfer that will be able to
scatter some fraction of the edge state excitations into
the dissipative tails of the localized bulk modes. We em-
phasize though that the directionality of the transport
is preserved in any case (since phonons in the localized
bulk modes do not contribute to transport any more).
In addition, the injection losses could be reduced fur-
ther by injecting excitations in a momentum-resolved
way, over a small interval of momenta. Heisenberg’s un-
certainty relation then necessarily implies that they can-
not be injected at a single point but rather over an ex-
tended region; e.g. by tunneling from a nearby phonon
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waveguide. In fact, to some extent such a momentum-
resolved injection even happens when exciting the sys-
tem optically, since the largest photon-phonon coupling
occurs in a limited range of quasimomenta (near k = 0
for this parameter regime).
As for Fig. 4, we note that in comparison to Fig. 3 we
had considered a smaller optical hopping J (by one order
of magnitude) and a slightly larger optomechanical cou-
pling g. This parameter choice allows to display an edge
state in a comparatively smaller array, since a smaller J
implies shorter range optically induced mechanical hop-
ping and thus a smaller width of the edge states.
Appendix H: Mechanical lasing instability
Here, we show that the optical backaction can cause a
mechanical lasing instability for large enough couplings
and optical bandwidths. There is a phonon lasing in-
stability if at least one mechanical mode, at any point
in the Brillouin zone, becomes unstable (negative damp-
ing rate). Initially, we analyze the damping rates at the
symmetry point ~Γ. There, it is convenient to write the
OM interaction in terms of the eigenstates of the C3 ro-
tations with quasimomentum ~Γ: bˆ = (N )−1/2
∑
l bˆl,
bˆ	 = (N )−1/2
∑
l e
iϕl bˆl, bˆ = (N )−1/2
∑
l e
−iϕl bˆl, and
likewise for aˆ aˆ	, and aˆ . Here and in the following,
we omit the quasimomentum label ~Γ, N is the overall
number of sites forming the lattice, and the phases ϕl
only depend on the site A,B,C within the unit cell. The
linearized OM interaction reads
HOM (~Γ) ≈ −g[aˆ†bˆ	 + aˆ†bˆ†	]− g[aˆ†bˆ + aˆ†bˆ†]
−g[aˆ†	bˆ + aˆ†	bˆ†] + h.c.
As it should be expected from quasi-angular-momentum
conservation, when a driving photon (which carries a
vortex) emits a phonon with a vortex | 	,M〉, it is
simultaneously converted into a vortex-free array pho-
ton (in the optical mode |, O〉, with eigenfrequency
ωphot − 4J) whereas when it absorbs a phonon from the
same mechanical mode it is converted into an array pho-
ton with an anti-vortex (in the optical mode | , O〉,
with eigenfrequency ωphot +2J). This is a peculiar situa-
tion, with different photon creation processes connected
to phonon absorption and emission, respectively. It can
take place only because the time-reversal symmetry is
broken. Since the coupling strength of both processes
is the same (namely −g), we have anti-damping of the
mechanical mode | 	,M〉 if the blue sideband frequency
ωL−Ω is closer to the eigenfrequency of |, O〉 than the
red sideband frequency ωL + Ω is to the eigenfrequency
of | , O〉. In the opposite situation we have damping.
There are two possible scenarios: The first scenario
occurs for large bandwidths, J > Ω/3. Then, the
blue sideband of the optical mode |, O〉, located at
ωphot − 4J + Ω, has lower frequency than the red side-
band of | , O〉, located at ωphot − 4J + Ω. In this case,
the optical backaction tends to amplify the mechanical
mode | 	,M〉 when the driving is red detuned (its fre-
quency is below the average eigenfrequency of the two
optical modes, −∆ − J > 0). Instead, the mechanical
mode is damped by the optical backaction for a blue de-
tuned drive (−∆ − J < 0). This behavior is completely
opposite to the standard scenario in optomechanics. A
similar analysis shows that the mechanical mode | ,M〉
shows the opposite behavior. Hence, for any choice of
laser frequency, either | 	,M〉 or | ,M〉 are antidamped
(provided J > Ω/3). The optically-induced antidamping
grows with increasing coupling and eventually overcomes
the intrinsic damping, thus generating a mechanical las-
ing transition at a critical coupling.
The second scenario occurs for small bandwidths, J <
Ω/3. Then, the blue sideband near |, O〉 has a higher
frequency than red sideband of | , O〉. In this case, the
optical backaction damps the mechanical mode | 	,M〉
for a red detuned laser (−∆−J > 0) and amplifies it for
a blue detuned drive (−∆−J < 0). That is the standard
behavior in optomechanical systems. A similar analysis
shows that the mechanical mode | ,M〉 displays the
same behavior. Since, at ~Γ the spacing between the op-
tical eigenstates is largest, the same conclusion can be
drawn for any momentum. We can conclude that in the
small bandwidth case, J < Ω/3, there is a mechanical
lasing transition for a blue detuned drive but not for a
red detuned drive. Notice that the region where no un-
wanted mechanical lasing transition is present for small
bandwidth J includes the central part of the phase dia-
gram Fig. (2) (where a number of different topological
phases appear), as well as the “tight-binding limit” region
on the right part of the diagram.
It is possible to analytically compute the threshold
of the mechanical lasing transition for large bandwidths
J  Ω and when the driving frequency is below the blue
sideband of the lowest frequency optical mode |, O〉 (at
the ~Γ point), −∆− 4J > −Ω− 2K. Since the other blue
sidebands have larger detuning, the lasing transition is
determined by the backaction of |, O〉 on the mechan-
ical mode | 	,M〉. In order to get simple formulas, we
neglect the backaction by the optical modes | , O〉 and
| 	, O〉. This is a good approximation as these modes are
far detuned for a large optical bandwidth. The Langevin
equations for the modes aˆ, bˆ, and bˆ	 read
˙ˆa = (i∆ + i4J − κ/2)aˆ + ig(bˆ + b†	) +
√
κaˆ
(in)
 ,
˙ˆ
b = (−iΩ− i2K − γ/2)bˆ + igaˆ +√γbˆ(in) ,
˙ˆ
b	 = (−iΩ− i2K − γ/2)bˆ	 + igaˆ† +
√
γbˆ
(in)
	 .
As before, we divide aˆ into its blue and red sidebands as
well as its intrinsic quantum fluctuations (optical vacuum
noise)
aˆ ≡ e−iΩtaˆ(red) + eiΩtaˆ(blue) + δaˆ (H1)
For a narrow mechanical bandwidth γ  Ω, the oper-
ators aˆ(red) and aˆ(blue) are slowly varying and we can
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Figure 6. Photon and phonon transport in the regime of large optical bandwidths. Panels (a,b) display the Green’s functions∣∣∣G˜OO∣∣∣2 and ∣∣∣G˜MO∣∣∣2 for the propagation of photons and phonons, respectively, after injection of a probe laser photon at a
frequency ω inside the gap. Panel (c) is a cut along the upper edge of picture (b), for several different values of the mechanical
damping γ/Ω = 1.75 · 10−4, 2 · 10−4, 4 · 10−4, 6 · 10−4, 8 · 10−4 [from top to bottom], drawn on a log-scale to visualize the
exponential decay of phonon intensity. Panel (d) shows the propagation length ` directly obtained by a fit of the data from
panel (c) (symbols) and by using the resulting data to fit the function v/(γ + γO) with the optically induced damping γO as a
fitting parameter (solid line). The mechanical decay rate in (a,b) is γ = 4 · 10−4Ω. All other parameters are those of Fig. 3, on
a 20× 40 array, at ω/J = 0.10943 (the middle of the bandgap).
neglect their derivative in the first Langevin equation.
Then, we find
aˆ =
ig
κ/2− i(∆ + 4J + Ω + 2K) bˆ
+
ig
κ/2− i(∆ + 4J − Ω− 2K) bˆ
†
	 + δaˆ,
where δaˆ describes the vacuum noise. By substituting in
the second and third Langevin equations and performing
a rotating wave approximation, we find
˙ˆ
b = (−iΩ(eff) − γ(eff) /2)bˆ + ηˆ,
˙ˆ
b	 = (−iΩ(eff)	 − γ(eff)	 /2)bˆ	 + ηˆ	.
Here ηˆ/	 contains the intrinsic mechanical as well as the
optically induced noise. The effective eigenfrequencies
Ω
(eff)
/	 and decay rates γ
(eff)
/	 are obtained as
Ω
(eff)
 = Ω + 2K +
g2(∆ + 4J + Ω + 2K)
(κ/2)2 + (∆ + 4J + Ω + 2K)2
,
γ
(eff)
 = γ +
g2κ
(κ/2)2 + (∆ + 4J + Ω + 2K)2
,
Ω
(eff)
	 = Ω + 2K +
g2(∆ + 4J − Ω− 2K)
(κ/2)2 + (∆ + 4J − Ω− 2K)2 ,
γ
(eff)
	 = γ −
g2κ
(κ/2)2 + (∆ + 4J − Ω− 2K)2 .
We reach the threshold of the mechanical lasing transi-
tion when the smaller rate reaches zero: γ(eff) = 0, cor-
responding to a maximum tolerable cooperativity (before
hitting the instability) of
C = 4 g
2
κγ
= 1 +
(
∆ + 4J − Ω− 2K
κ/2
)2
. (H2)
Our formula holds for a laser driving frequency below
the blue sideband of the lowest frequency optical mode
|, O〉, −∆ − 4J > −Ω − 2K. The threshold coopera-
tivity increases monotonically from C = 1 to infinity for
decreasing laser frequency. Notice that C = 1 represents
also the lower bound for the maximum tolerable cooper-
ativity. It is reached when the driving is close to the blue
sideband of any optical mode.
Appendix I: Stability Diagram
In the general case, each relaxation process towards the
classical solution Eq. (A2) is associated to a pole of the
Green function G˜(ω, l, j) lying in the lower-half complex
plane. The corresponding damping rate is given by twice
the distance of the pole from the real axis. A pole in
the upper-half plane is associated to an excitation with
negative damping and signals that solution Eq. (A2) is
unstable. In Fig. 5, we plot the damping rate of the
slowest relaxation process as a function of the laser pa-
rameters for J = Ω. The unstable region where the Green
function G˜(ω, l, j) has at least one pole in the upper-half
plane is marked in black. The analytical expression for
the border of the mechanical lasing instability Eq. (H2)
is plotted in yellow. It is has been derived for laser fre-
quencies below the blue sideband of the lowest frequency
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optical mode (the right-hand side of the stability dia-
gram). In the central part of the diagram corresponding
to the strong coupling regime, the maximum tolerable
cooperativity stay close to its lower bound C = 1 because
the driving frequency is always close to the blue sideband
of an optical state. In the left hand part of the diagram,
the driving frequency is larger than the blue sideband of
the largest frequency mode and the lasing thresold starts
to increase again. Notice that at the far right of the
diagram the solution become unstable for values of the
cooperativity below the threshold of the mechanical las-
ing instability Eq. (H2). In this regime, the instability
is not induced by mechanical lasing but by a parametric
instability. In optomechanical arrays, parametric insta-
bilities can occur for g2 & Ωκ [39, 49]. They set a finite
limit to the tolerable cooperativity also in systems with
a small bandwidth driven by a red detuned laser where
no mechanical lasing transition is present.
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