We adapt a newly proposed generic approach to control variate selection to the problem of efficient estimation of sensitivity of financial security prices to model parameters, the so-called Greeks. We show that estimators based on pathwise and likelihood ratio methods can be cast in a general setting where generic control variates can be systematically defined for their estimation. In general, the means of such controls cannot be exactly calculated. One can use the Biased or Estimated Control Variates approach and estimate the means via simulation, or use the approach of DataBase Monte Carlo (DBMC) which also requires estimation of control means via simulation. We consider a parametric setting where price sensitivities need to be estimated repeatedly at multiple parameters. The fact that the same controls can be used for multiple estimation problems can justify the setup cost. The approach is illustrated via simple examples and preliminary computational results are provided.
INTRODUCTION
Sensitivity estimation plays an important part in the analysis, optimization, and control of general stochastic systems. While the approach of this paper is broadly applicable to efficient sensitivity estimation problems, to fix ideas, we limit ourselves to the case of estimating sensitivity of financial security prices with respect to model parameters, the so called "Greeks." These sensitivities are used in hedging and risk management in finance. In contrast to security prices, price sensitivities are not market observable and they need to be estimated using stochastic models of relevant state variables. Given a stochastic model, Monte Carlo simulation is a general and flexible tool for sensitivity estimation. On the other hand, it is observed that the computational effort needed for accurate estimation of price sensitivities via Monte Carlo can be substantial, "easily 10 to 100 times greater than that for estimating security prices with the same level of accuracy" (Chen and Glasserman 2007) . This motivates our work which aims to improve the efficiency of Monte Carlo for sensitivity estimation.
There are two broad methods of direct sensitivity estimation via Monte Carlo, namely, the pathwise method and the likelihood ratio method (see, e.g., (Asmussen and Glynn 2007) and (Glasserman 2004) ). More recently, price sensitivity estimators based on Malliavin calculus have been proposed (see, e.g., (Fournie, Lasry, and Lebuchous 1999) , (Fournie et al. 2001) ). Malliavin estimators are defined in continuous time. To evaluate them via Monte Carlo, they need to be discretized in time. It is shown that the discretized versions are closely related to combinations of pathwise and likelihood ratio derivatives (Chen and Glasserman 2007) . We, therefore, focus on the two methods of pathwise and likelihood ratio derivatives. Our approach extends to Malliavin based estimators estimated via simulation.
In this paper, we consider the variance reduction technique of Control Variates (CV) in order to increase the efficiency of Monte Carlo for sensitivity estimation. To use the CV technique, the first step is to identify a set of control variates. In common applications of the CV technique this step requires a tailor-made approach for each problem: effective controls can be found if one can identify and exploit special features of the problem. We follow the approach proposed in (Borogovac and Vakili 2009 ) that is more systematic in control variate selection. This approach is applicable when the estimation problem depends on some model or decision parameter and can be represented as estimating
J(q ) = E[Y (q , w)]
where {Y (q ); q ∈ Q} is a family of random variables defined on the same probability space (W, B, P). It is assumed that the probability measure P does not depend on parameter q . In this case, given w ∈ W, Y (q , w) is a deterministic function of q ∈ Q. (Borogovac and Vakili 2009) shows that common deterministic function approximation methods that are linear in their input data imply control variates that can be very effective. These include, for example, Taylor expansion and linear interpolation. It is worth noting that the approach does not require the user to commit to or use any of the deterministic function approximation methods; the approximation methods simply provide a theoretical basis for the use of the implied control variates.
Once the control variates are identified, the process of controlled estimation is fairly standard and straightforward (see, e.g., (Nelson 1990) ). In common applications of the CV technique, the control variates are limited to those whose means can be precisely computed. In almost all cases we consider, the means of the control variates cannot be exactly computed and need to be estimated. The user can follow the Estimated/Biased Control Variate approach (see (Schmeiser, Taaffe, and Wang 2001) , (Pasupathy et al. 2008) , (Emsermann and Simon 2002) ) where the means of the control variates are approximated or estimated via Monte Carlo. Alternatively, the DataBase Monte Carlo (DBMC) implementation proposed in (Borogovac and Vakili 2008, Borogovac and Vakili 2009) can be used, where, again, the means of the control variates need to be estimated via Monte Carlo. In either case, the implementation requires some computational setup cost. The justification or payback for this expenditure is the sum of efficiency gains when using the same set of controls to estimate sensitivities at many parameter values. Price sensitivity estimation of financial securities is a particularly well-suited application for such an implementation for at least two reasons: Repeated sensitivity estimation at different parameters is of practical interest (Staum 2009 ) and the relevant range of parameter values is sufficiently small to make controls based on quantities at a select set of parameter values effective for estimation at most other parameters.
In this paper we cast the sensitivity estimation via pathwise and likelihood ratio estimators in a setting where the generic control variate selection approach of (Borogovac and Vakili 2009 ) can be applied. We also consider generic control variates specifically used for derivative estimation (Borogovac 2009 ). We use the DBMC approach for controlled estimation and use simple examples to illustrate the approach. We use some examples from (Brodie and Glasserman 1996) in order to provide a basis for comparison with our preliminary computational experiments.
The rest of the paper is organized as follows. In Section 2, following (L'Ecuyer 1990), we give a representation of sensitivity estimation that reflects both pathwise and likleihood ratio estimation problems. A brief description of the control variate technique is included in Section 3 before we present a systematic approach to control variate selection in Section 4. We discuss two possible implementations of the CV technique that require estimating the mean of the control variates in Section 5. Experimental results are presented in Section 6 and we conclude in Section 7.
A UNIFIED REPRESENTATION OF SENSITIVITY ESTIMATORS
We begin with a brief review of sensitivity estimators that are used in Monte Carlo simulation. For more details, see, e.g., (Asmussen and Glynn 2007) and (Glasserman 2004) .
Let {Y(q ), q ∈ Q} denote a family of random variables, where Y(q ) represents the sample performance of a stochastic system or the sample discounted payoff of a financial security; q is model or decision variable. To simplify the discussion, assume q is a scalar. Let
denote the expected system performance or the price of a financial security. Sensitivity estimation is the problem of estimating
The most straightforward and longstanding sensitivity estimators are those based on the finite-difference approach. For example,
represents the forward-difference estimator (h > 0). These are sometimes called indirect estimators since to evaluate them we need to generate samples from a system with perturbed parameters. If sensitivities with respect to k parameters are required, we need to simulate samples at k different perturbed systems in addition to sampling at the nominal parameter. Direct sensitivity estimators that require sampling at a single parameter only fall into two broad categories of path or pathwise derivatives-some times called Infinitesimal Perturbation Analysis (IPA) estimators-and likelihood ratio (LR) derivatives. Following (L'Ecuyer 1990), let {P q ; q ∈ Q} be a family of probability measures on the same measurable space (W, B) . Let G be a probability measure that dominates all P q , i.e., P q is absolutely continuous with respect to G for all q ∈ Q. Then a(q ) can be written as
where L(G, q , w) = (dP q /dG)(w) is the likelihood ratio. Then, subject to validity of the interchange of differentiation and integration, we have
The above identity implies the following unbiased estimator for a ′ (q )
In most stochastic models of practical interest either the sample performance Y or the probability measure P depends on q and not both. If this is not the case, in almost all cases, the user can select an equivalent representation for which this is true.
If q is only a parameter of the sample performance Y and P = G, then the above estimator is the so-called pathwise estimator, i.e.,
On the other hand, if the sample performance is independent of q and the sampling measure G is equal to P q 0 for a nominal parameter q 0 , then the estimator is the so-called likelihood ratio estimator
More generally, if we fix G = P q 0 , then
Therefore, for both cases of pathwise and likelihood ratio derivatives we can write
where {Y (q ); q ∈ Q} is an appropriately defined family of random variables defined on the same probability space (W, B, P) for an appropriately defined probability measure P. Note that this representation is not unique.
Given such a representation, we can use the approach proposed by (Borogovac and Vakili 2009 ) for control variate selection. Before describing the approach we briefly review the CV technique.
Under mild conditions we have the central limit theorem
that provides the basis for constructing asymptotically valid confidence intervals for J (S(n) is the sample standard deviation and ⇒ denotes weak convergence). Assume k controls X(1), · · · , X(k), defined on the same probability space (W, B, P), have somehow been identified. Let X = (X(1), · · · , X(k)). (All vectors are assumed to be column vectors. They are written as row vectors for ease of presentation.) Assume the mean of
is the Hilbert space of random variables on (W, B, P) with finite second moment. Furthermore assume the covariance matrix of X, S X , is nonsingular. Then, there exists a variance minimizing coefficient vector b
where R 2 XY is the squared correlation coefficient given by
The variance reduction ratio due to using samples of the optimally controlled Z * as opposed to the uncontrolled Y , denoted by VRR, is given by
In almost all applications of the CV method b * needs to be estimated due to the fact that all or some components of S XY and S −1 X are not known in advance and need to be estimated from i.
onto S and we have the following variance decomposition.
A portion of Var(Y ), i.e., Var(X * ), can be explained and removed by the control variates. Furthermore, Z * is perpendicular to S hence uncorrelated to every element of S . As a result its variance cannot be further reduced using the controls. For a Hilbert space-based exposition of the CV technique, derivations, and further results, see, e.g., (Szechtman 2006) .
Let A be a non-singular k × k matrix and AX a nonsingular transformation of X. Components of AX produce a new set of controls that span the same linear subspace as that spanned by components of X and yield the same optimal controlled estimator Z * . Therefore, they form a vector of controls as effective as the original. In other words, the effectiveness of a vector of controls is a property of the linear subspace generated by its components rather than the controls themselves. Thus, an effective vector of controls is one where the linear subspace generated by its components is close to the estimation variable Y . This notion of proximity is the basis for the controls proposed in the next section.
SYSTEMATIC CONTROL VARIATE SELECTION
To present the systematic control variate selection approach, we return to the representation (5) of Section 2. Our objective is to estimate
where {Y (q ); q ∈ Q} is a family of random variables defined on the same probability space (W, B, P). The probability measure P does not depend on q . We begin with an example to describe the basic idea underlying the approach. Assume q is a scalar parameter and w ∈ W. Then, Y (q , w) is a deterministic function of q . Let q 1 < q < q 2 and assume Y (q 1 , w) and Y (q 2 , w) are computed. One way to approximate Y (q , w) is to use interpolation based on values Y (q 1 , w) and Y (q 2 , w). In this case we have
It is important to note that b 1 , b 2 are the same for all w ∈ W. Define
pointwise, i.e., for each sample w ′ ∈ W. Then, every realization of Y (q ) also is a deterministic approximation of the realization of Y (q ) based on interpolating realizations of Y (q 1 ) and Y (q 2 ). In other words,
The following argument suggests that X(1) and X(2) can be effective control variates for estimating
denote the deterministic approximation error for sample w. Furthermore, let
be a controlled estimator of J(q ) using control variates X(1) and X(2) and coefficients implied by the linear interpolation. Then we have,
Therefore, if "on (L 2 ) average" the samplewise deterministic approximation error is small, then the controlled estimator of J(q ) will have a small variance. We would like to highlight the following.
• The coefficients of the optimally controlled estimator of J(q ) are not necessarily b 1 and b 2 and in general they are not.
is an upper bound of the variance of the optimally controlled estimator.
• Linear interpolation has no practical role in the implementation of CV technique using control variates X(1) and X(2). We do not need to know b 1 and b 2 that are sample-wise quantities. The linear interpolation simply provides a theoretical justification for using control variates X(1) and X(2). The appropriate coefficients in CV implementation are determined on a "population-wise" basis. In this sense, we say that X(1) and X(2) are control variates implied or suggested by linear interpolation.
• Linear interpolation or other deterministic function approximation methods that imply control variates can play a role in the analysis of the properties of the controlled estimators. See, for example, the proposition given below. (Borogovac and Vakili 2009) gives the following more general result based on polynomial rather than linear interpolation.
Assume the following are in force. , b) ) be a set of controls for estimating E[Y (q )] and Z * the optimal controlled estimator. Then we have, for some C > 0,
(C k ([a, b] ) is the set of k-times continuously differentiable functions on [a, b] . V RR * (q ) is variance reduction ratio of optimally controlled estimator compared to crude Monte Carlo.
A generalization of the argument we presented above is that all deterministic function approximation methods that are linear in their input data and where the linear coefficients of the approximations are independent of the realization of the random function being estimated, imply sets of controls defined by their input data (see, (Borogovac and Vakili 2009) ). This is true for multidimensional as well as scalar q . This observation suggests a large class of control variates that can be considered for parametric estimation in general and sensitivity estimation at multiple parameters in particular. In our experiments we consider the following two types
So far we have not taken into account the fact that Y itself is a derivative of another function, say Y = dF/dq . Our discussion so far applies equally to the estimation of the expected performance or the price of a security as to the estimation of their sensitivities to model parameters. We now specifically look at what can be said when Y = dF/dq for some function F. Again, to simplify, assume q is a scalar.
Note that Y can be approximated by a finite difference:
This finite difference approximation satisfies the criterion we specified above. Namely, it is linear in its input data, i.e., F(q + h, w) and F(q , w), and the linear coefficients of the approximation, i.e., 1/h and −1/h are independent of the realization of the random function being estimated. Therefore, this approximation implies that F(q + h), and F(q ) can be effective control variates. This argument generalizes to estimating higher order derivatives of F (see (Borogovac 2009) ).
Based on the above discussion, we consider the following class of control variates in our experiments
Here, to illustrate, we give an example that will also be used in some of the experiments presented in Section 6. This example and others we consider in Section 6 are from (Brodie and Glasserman 1996) .
Illustrating example
Assume our objective is to estimate the delta of a European call option on a dividend paying stock that satisfies the Black-Scholes (BS) model. Delta is the sensitivity of the price of the option to the initial value of the stock.
Assume the stock price process, {S t ;t ∈ [0, T ]}, follows the Black-Scholes model under the risk-neutral measure. Namely,
where r is the risk-free interest rate, d is the rate of dividend payment, s is the volatility parameter, and {W t } is a standard Brownian motion. Let K be the strike price. In general, the parameters of interest are S 0 , r, s , K, and T and we can take q = (S 0 , r, s , K, T ). To simplify the discussion, we limit ourselves to the initial stock price and assume q = S 0 . Let F denote the discounted payoff of the option, i.e.,
The price of the option is given by
and the delta is dP dq (q ).
We give the pathwise and likelihood ratio estimators of delta and the proposed control variates for each estimator below. For derivation of the pathwise and likelihood ratio estimators, see (Brodie and Glasserman 1996) .
The pathwise estimator of delta is
• PL control variates. These controls are simply of the form
where S 0 (i) is the ith initial stock price. These initial values are selected by the user.
• TY control variates. To define a Taylor expansion we note that the derivative of D PW (q ) with respect to q is zero almost everywhere. As a result, we do not consider these controls for this case.
• FD control variates. In this case we have X(i) = F(q i ), i = 1, · · · , k, where q i 's are again selected by the user.
The likelihood ratio estimator of delta is
• PL control variates. The controls are of the form
is the ith initial stock price. These initial values are selected by the user.
• TY control variates. The controls are
• FD control variates. In this case we need to find ¡(q ) such that d¡ dq (q ) = Y (q ). It can be verified that
where g(x, q ) is the density of terminal stock price S T when initial stock price is q . Then, we have
where q i 's are again selected by the user.
As stated earlier, the means of the control variates proposed in the previous section can rarely be computed exactly. They need to to be estimated. In our experiments in Section 6 we use the DataBase Monte Carlo (DBMC) approach for this purpose. This is not the only possible implementation available. In this section, we give a brief description of the DBMC approach and comment on the alternative implementation. See, (Borogovac and Vakili 2008) and (Borogovac and Vakili 2009 ) for more details. Assume our objective is to estimate
for some q ∈ Q. We draw N i.i.d. samples from W according to probability measure P. The size of N is user defined. Assume that N is "very large," taken to be significantly larger than the number of samples generally used for estimating J(q ).
Let W DB = {w 1 , · · · , w N } denote the samples generated. In what follows, we assume W DB is fixed. We refer to W DB as the database. LetP denote the empirical measure associated with samples w 1 , · · · , w N . We consider solving an approximate problem defined as estimating
In other words,J(q ) is the expectation of Y (q ) with respect to the empirical measureP.
Note that the empirical measureP is simply the uniform measure on W DB = {w 1 , · · · , w N } assuming that if identical samples are generated, they are kept as separate elements. Therefore,
In other words,J(q ) is simply the average of N i.i.d. samples of Y (q , w j ). Given our assumption of very large N, and under some regularity assumptions on Y (q , w), we can expectJ(q ) to be a very good approximation of J(q ) with high probability. Let X(1), · · · , X(k) be a set of control variates as proposed in the previous section. We can directly calculate the means of the these controls with respect to the empirical measureP as
We will not evaluateJ(q ) exactly for other values of q . Rather, we use the CV technique to find an estimate of it. We use the classical control variate technique to estimateJ(q ). Figure (1) gives the outline of this implementation.
Generate a sample w j uniformly from the database.
Figure 1: Implementation of DBMC Y (q ) and X(i) are the sample averages of the above n samples and b * i is the estimate of the optimal coefficient based on these samples.
An alternative implementation is the following. Once the means of the controls are computed, we discard the samples w 1 , · · · , w N , and in step (a) of Figure 1 , we generate new samples from W according to the original probability measure P. The next steps follow as in Figure 1 . This is the method of Estimated Control Variate (Pasupathy et al. 2008) .
Both implementations produce biased estimators of J(q ). The bias can be reduced by increasing N. We expect the statistical properties of the estimators resulting from the two implementations to be quite similar. For a discussion of the statistical properties of the estimators resulting from the two implementations, see (Borogovac and Vakili 2008) , (Borogovac and Vakili 2009) , and (Pasupathy et al. 2008) .
Both implementation incur a setup cost, as should be clear from the above description. The cost can be justified if the control variates are used for estimation of J(q ) for a large number of q ∈ Q, for example.
EXPERIMENTAL RESULTS
In this section, we provide some preliminary experimental results for the estimation of price sensitivities when using the control variates proposed in Section 4. To provide a basis for comparison, we have selected the set of problems included in (Brodie and Glasserman 1996) . A few general comments about this comparison is in order.
• We do not run all the experiments that are included in (Brodie and Glasserman 1996) ; rather, for each of the three models they consider, we select the estimation of one of the price sensitivities. The results give an overall picture of the effectiveness of the controls we propose.
• In (Brodie and Glasserman 1996) for all experiments S T , the terminal stock price (in a B-S model) is used as a control. The price sensitivity estimates and the standard errors based on crude and control estimation calculated in (Brodie and Glasserman 1996) are included in the tables to follow and identifies by a B&G designation.
• As we have argued in this paper, the proposed controls can be used for estimation of price sensitivities at many model parameter values, varying, for example, initial stock price, interest rate, volatility, strike price, or any combinations of these. (Brodie and Glasserman 1996) report experimental results for the same model for three different initial stock prices only. As a result, we only report the use of the control variates for these parametric estimations. Note that the same control variates are used in all three cases. These control variates can be used to estimate price sensitivities at other parameter values as well.
• The overall message of the following experiments is that the proposed control variates are effective. This can be taken as a proof of concept. We have not attempted to select the best possible control variates (nor have Brodie and Glasserman apparently). To assess the degree of effectiveness of the proposed control variates requires further experimentation and analysis.
Delta of European call option
As in Section 4 let {S t ;t ∈ [0, T ]} denote a dividend paying stock price that under the risk-neutral measure satisfies the following stochastic differential equation
where r is the risk-free interest rate, d is the rate of dividend payment, s is the volatility parameter, and W t is a standard Brownian motion. Assume K be the strike price and the payoff is given by
The pathwise estimator of the delta is
and the likelihood ratio estimator is given by
We run N = 1000, 000 samples to construct the database. The estimators are based on n = 10, 000 samples as in (Brodie and Glasserman 1996) . The parameters of the experiment and the results of the experiment are given in 
Vega of an Asian option
Consider the same stock price dynamics as in the previous experiment. Let T be the maturity of the option written on the average of the last m daily closing prices. Let S i be the price at time t i = T − (m − i)/365.25, i.e., assume the maturity is greater than the averaging period and t 1 is larger than the increment between averaged prices (which is one day in this example). LetS
Vega of Asian option is defined as the derivative of p with respect to s , that is d p/ds . The pathwise estimator of vega can be represented as
The likelihood ratio estimator of Vega for Asian option is
In this case we use only the Polynomial interpolation based and Taylor expansion based control variates. The Taylor expansion involves the sample value and the derivative of the sample value with respect to S 0 . Results are provided in Table 2 . 
Vega of a model with stochastic volatility
In this section, we consider the European call option on a dividend paying stock whose price follows the following stochastic volatility model :
where Z and W are correlated Brownian motion process with correlation r, initial price S 0 and initial volatility s 0 are given. The price of European call option with strike price K can be similarly written as
There are three vegas in this case denoted by Vega = d p/ds 0 , Vega1 = d p/dx , and Vega2 =d p/dm. We denote the pathwise estimator of these sensitivities as functions of the parameters by V PW ,V 1 PW ,V 2 PW , respectively. They are given by where dt = T /m is the discretization step size. In this case we only use polynomial interpolation based estimators. Results are provided in Table 3 . 
CONCLUSIONS
In this paper we have proposed a systematic way of selecting control variates for controlled sensitivity estimation. While the approach is broadly applicable, we have focused on estimating price sensitivities of financial securities to model parameters, known as the "Greeks." The proposed control variates are implied by a set of deterministic function approximation methods. There is no need to use the deterministic approximations themselves; they simply provide justifications for using the proposed controls and can help in analyzing their effectiveness. There are many deterministic approximation methods that can be considered and there are corresponding classes of control variates that are implied. The issue of which control variates work better is most likely problem dependent and need to be investigated. We provide some preliminary experimental results for a number of price sensitivity problems and compare our results with those reported in the literature. The overall message is that the proposed control variates are effective. The have a better assessment of the degree of their effectiveness and how to best select them from the set of possible choices require more experimentation and analysis and are left for future research.
