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algre´ une ame´lioration de la se´curite´ routie`re ces dernie`res anne´es, les accidents de
la route pre´occupent toujours les pouvoirs publics et l’industrie automobile. Les
accidents de ve´hicules le´gers en virages ont des conse´quences tre`s graves au plan humain
pour les usagers de la route. Les statistiques montrent que 18% des accidents de la route
et 1/3 des accidents mortels en France ont eu lieu en virages (BAAC, 2006). L’accidento-
logie des ve´hicules le´gers en virages reste un enjeu majeur pour la se´curite´ routie`re. Les
principaux types de ces accidents sont les pertes de controˆle et les sorties de route.
La solution pratique qui existe actuellement pour re´duire ces accidents est la limitation de
la vitesse par des panneaux de signalisation. Il existe e´galement des travaux de recherche.
En effet, ces travaux sont mene´s sur le the`me de la de´tection et/ou de la correction
de trajectoire pouvant eˆtre dangereuse en virage par le biais de l’analyse du triptyque
Ve´hicule-Infrastructure-Conducteur. Cela consiste par exemple a` de´finir une vitesse cri-
tique a` respecter ou un profil de vitesse en fonction des caracte´ristiques de la route et
de l’e´tat dynamique du ve´hicule. Cet e´tat du ve´hicule est obtenu par des mode`les cine´-
matiques ou dynamiques. On peut faire plusieurs reproches a` ce type de travaux. Non
seulement, ils sont difficilement validables actuellement sur le terrain, mais surtout ne
conside`rent pas toutes les interactions entre le ve´hicule et son environnement.
D’autres approches existent avec et sans mode`les qui inte`grent les syste`mes d’aide a` la
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conduite tels que : ABS, ESP, ASR, etc. Ces approches ne tiennent pas compte de toutes les
interactions du syste`me de la conduite. Alors que la conduite est une habilete´ complexe
qui implique de prendre en compte l’ensemble des interactions du triptyque Ve´hicule-
Infrastructure-Conducteur. Dans cette the`se, ce triptyque est appele´ syste`me V-I-C. La
figure (1) repre´sente une illustration de ce syste`me.
Figure 1 – Illustration du syste`me V-I-C
.
La mode´lisation de ce syste`me fait intervenir des proble`mes non line´aires et des incerti-
tudes tre`s difficilement mode´lisables par les approches existantes. Il se re´ve`le fort difficile
de concevoir un mode`le permettant de de´crire ce syste`me dans toute sa complexite´. En
conse´quence, nous proposons d’e´laborer plusieurs mode`les partiels vis-a`-vis de crite`res de
de´faillance lie´s a` des comportements de conduite. Chaque mode`le de´crit et pre´dit une
situation particulie`re pre´sentant un intereˆt du point de vue se´curite´ routie`re.
Ces mode`les seront base´s sur l’observation du syste`me V-I-C. Dans le cadre de l’ope´ration
de recherche MTT (Me´trologie des Trajectoires et du Trafic), le LCPC s’est dote´ d’obser-
vatoires de trajectoires en virage. En utilisant ces observatoires, nous pouvons observer le
syste`me V-I-C via des trajectoires mesure´es. Ces trajectoires caracte´risent toute la com-
plexite´ de ce syste`me puissent qu’elles sont la re´sultante de ce syste`me.
A partir de ces observations de trajectoires pratique´es dans une configuration de virage
donne´e, l’objectif principal de ce travail de the`se consiste a` construire un indicateur de
risque de de´faillance de la trajectoire. Cet indicateur permet, a` partir d’une trajectoire en
cours de re´alisation a` l’abord d’un virage, de de´tecter si le ve´hicule auquel elle est associe´e
pre´sentera ou non un risque de violer un crite`re de se´curite´ donne´.
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Pour atteindre cet objectif, nous proposons d’abord de construire des mode`les probabi-
listes simples et robustes a` partir d’observations expe´rimentales issues des observatoires
de trajectoires. Chaque mode`le est spe´cifique a` un comportement de conduite donne´. Ce
choix de mode´lisation permet de prendre en compte la grande variabilite´ du triplet V-
I-C. Il permet e´galement de s’affranchir d’e´ventuelles difficulte´s dans l’alimentation des
parame`tres gouvernant le mode`le. Les e´tudes re´centes montrent une tendance a` analyser
le syste`me de conduite en milieu naturel. Car il est souvent judicieux d’observer un phe´-
nome`ne pour mieux le mode´liser « naturalistic driving ». Cette approche de mode´lisation
semble d’un grand inte´reˆt du fait qu’elle inte`gre l’automobiliste comme un acteur de la
conduite, et pas seulement comme une boite noire.
Ensuite, cette proce´dure de mode´lisation couple´e a` une analyse fiabiliste permet d’associer
une probabilite´ de de´faillance a` chaque comportement de conduite. Enfin, nous proposons
de de´velopper des me´thodes de reconnaissance de trajectoires (a` partir d’observations par-
tielles, par exemple des donne´es de mesures en entre´e de virage) afin de pouvoir affecter
chaque trajectoire a` un comportement de conduite identifie´ dont on a calcule´ pre´alable-
ment ses probabilite´s de de´faillance.
Figure 2 – Concept de l’indicateur de risque
L’originalite´ de la me´thodologie re´side a` plusieurs niveaux : l’emploi de me´thodes sta-
tistiques pour le traitement et la classification des trajectoires observe´es, l’utilisation de
me´thodes probabilistes pour la mode´lisation des incertitudes (ale´as) du syste`me et le re-
cours a` l’analyse fiabiliste pour l’estimation des niveaux de risque associe´s aux trajectoires.
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Cette me´thodologie utilise la connaissance du passe´ du syste`me V-I-C pour pre´dire son
futur comme le dit le neurophysiologiste Alain Berthoz : « La me´moire du passe´ n’est pas
faite pour se souvenir du passe´, elle est faite pour pre´venir le futur. La me´moire est un
instrument de pre´diction ».
Du point de vue de sa structuration, outre la pre´sente introduction ge´ne´rale, le manuscrit
comprend trois chapitres, une conclusion ge´ne´rale et des annexes.
Le premier chapitre est compose´ de quatre parties. La premie`re consiste en une analyse
accidentologique portant sur les ve´hicules le´gers. Cette analyse montre non seulement le
besoin d’ame´liorer la se´curite´ routie`re en France mais de´crit e´galement quelques facteurs
accidentoge`nes des ve´hicules en virage.
La deuxie`me partie fait une synthe`se des travaux re´alise´s par les chercheurs et industriels
dans le domaine de l’accidentologie des ve´hicules le´gers. Cet e´tat de l’art, nous permet
de montrer les limites des me´thodes de´terministes pour traiter la de´faillance du syste`me.
En effet, ces approches, non seulement ne conside`rent que des sous syste`mes tels que le
ve´hicule ou l’infrastructure ou encore le conducteur, mais en outre ne prennent pas en
compte les incertitudes des parame`tres des mode`les ou leurs interactions.
Nous donnons ensuite dans la troisie`me partie une description comple`te du syste`me V-
I-C ainsi que les diverses formulations mathe´matiques possibles de ce syste`me en faisant
apparaˆıtre les difficulte´s de mise en oeuvre. Nous montrerons effectivement pourquoi ce
syste`me n’est pas mode´lisable dans sa globalite´ de fac¸on re´aliste.
Enfin, la quatrie`me partie donne un aperc¸u de la nouvelle me´thode que nous proposons
pour pre´dire les trajectoires potentiellement dangereuses en entre´e de virage. Dans cette
partie, nous introduisons e´galement quelques de´finitions ne´cessaires pour la compre´hen-
sion de la me´thodologie propose´e.
Le deuxie`me chapitre, centre´ sur la me´thodologie propose´e dans cette the`se, com-
prend e´galement quatre parties. Dans la premie`re, apre`s une description du principe de
la construction de la base de donne´es des trajectoires expe´rimentales, nous de´crivons les
me´thodes de classification les mieux adapte´es a` cette e´tude. Le but de la classification est
d’identifier les diffe´rents comportements de conduite dans la base de donne´es de trajec-
toires observe´es.
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La deuxie`me partie de´crit les diffe´rentes e´tapes pour construire les mode`les probabilistes
a` partir des trajectoires observe´es. Pour construire ces mode`les, nous avons pre´alable-
ment propose´ plusieurs crite`res de de´faillances via des fonctions d’e´tats limites associe´es.
A chacun de ces crite`res est associe´ un unique processus stochastique scalaire norma-
lise´, faiblement stationnaire, ergodique et non gaussien. Ce processus est partiellement
caracte´rise´ par sa loi marginale d’ordre 1 et sa densite´ spectrale de puissance. Ces carac-
te´ristiques statistiques sont estime´es a` partir des observations expe´rimentales disponibles.
La loi marginale d’ordre 1 de chaque processus est approxime´e par une technique base´e
sur le de´veloppement de la densite´ de probabilite´ sur la base hilbertienne des polynoˆmes
d’Hermite normalise´s. Chacun de ces processus est caracte´ristique d’un comportement de
conduite spe´cifique. Leur simulation requiert un algorithme approprie´ dont nous donnons
une description de´taille´e en fin de partie.
Dans la troisie`me partie, pour des crite`res de se´curite´ donne´s, nous estimons les proba-
bilite´s de non-respect de ces crite`res. Le but de cette analyse fiabiliste est d’associer un
niveau de risque de de´faillance de trajectoires a` chaque comportement de conduite.
Enfin dans la quatrie`me partie, nous de´crivons la mise en oeuvre d’un mode`le de recon-
naissance de trajectoires base´ sur les algorithmes SVM. Ce mode`le permettra d’affecter
une trajectoire a` un comportement de conduite en entre´e de virage. Connaissant pre´ala-
blement le niveau de risque de chaque comportement de conduite, il est possible de pre´dire
la dangerosite´ de chaque trajectoire pour une configuration de virage donne´e.
Dans le troisie`me chapitre, nous montrons la faisabilite´ de la me´thodologie de´crite dans
le deuxie`me chapitre en traitant une application sur le virage du LCPC/Nantes. Ce travail
est comple´te´ par plusieurs validations expe´rimentales. A travers cette application, nous
prouvons que la me´thode propose´e est facile a` mettre en oeuvre.







’objet de ce chapitre I est dans un premier temps de mettre en exergue les enjeux
de l’accidentologie des ve´hicules le´gers en virages et de comprendre certains facteurs
accidentoge`nes. Cette compre´hension ne´cessite dans un premier temps la mise en place
d’une analyse accidentologique du syste`me V-I-C.
Ensuite, nous ferons une synthe`se des travaux existants dans la litte´rature autour de la
mode´lisation de ce syste`me en insistant e´videmment sur les forces et faiblesses de chaque
me´thode.
Puis, nous de´crirons la complexite´ de ce syste`me et les formulations mathe´matiques pos-
sibles. Dans cette description, nous montrerons pourquoi la mode´lisation du syste`me dans
sa globalite´ est une taˆche tre`s difficile voire impossible.
Enfin, sur la base de ces e´le´ments, nous proposerons une de´marche base´e sur une ap-
proche probabiliste et fiabiliste des trajectoires expe´rimentales de ve´hicules le´gers en vi-
rages. Dans cette de´marche, nous pre´senterons des de´finitions et des outils ne´cessaires a`
la compre´hension de la me´thodologie propose´e au chapitre II.
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I.2 Analyse accidentologique des ve´hicules le´gers
I.2.1 Accidentologie
L’accidentologie est une science relativement re´cente dont le but est avant tout de com-
prendre les me´canismes accidentels, et d’identifier les besoins qui permettraient de re´duire
le nombre et la gravite´ des accidents de la route. Les accidents de la route sont des e´ve`ne-
ments pouvant reposer sur des me´canismes complexes et difficilement pre´visibles. En effet,
ces phe´nome`nes font intervenir des parame`tres aussi varie´s que la configuration ge´ome´-
trique de l’infrastructure, les conditions me´te´orologiques, les caracte´ristiques me´caniques
et dynamiques de chaque ve´hicule, et bien entendu le comportement des diffe´rents conduc-
teurs implique´s. Tous ces e´le´ments, dont beaucoup sont difficilement quantifiables, voire
mesurables, vont faire en sorte que pour des mises en situation a priori tre´s similaires,
certaines vont aboutir a` un accident tandis que d’autres ne pre´senteront pas de danger
visible. Dans la plupart des cas, les e´tudes d’accidents prennent la forme de releve´s sta-
tistiques a` grande ou moyenne e´chelle. Les informations qui en de´coulent peuvent eˆtre
exploite´es dans certaines des situations, notamment l’annonce d’arrive´e sur points noirs1.
Bien entendu, l’immense majorite´ des ve´hicules traversent un point noir en toute se´curite´.
Inversement de nombreux accidents peuvent avoir lieu sur des emplacements non identifie´s
comme point noir.
Pour re´duire le nombre d’accidents, il est indispensable de bien en connaˆıtre les causes
et les me´canismes. C’est la raison pour laquelle on a recours aux connaissances accumu-
le´es par l’accidentologie. La compre´hension de ces me´canismes ne´cessite, entre autres, des
e´tudes approfondies sur les accidents re´els et la construction de mode`les permettant a`
l’accidentologiste de structurer le de´roulement de l’accident et de de´terminer les interac-
tions entre les facteurs et les causes l’ayant provoque´.
Les e´tudes accidentologiques approfondies oriente´es vers la se´curite´ primaire (les me´ca-
nismes accidentels, la pre´vention et l’e´vitement de l’accident) datent des anne´es 1950 et
se sont de´veloppe´es dans les anne´es 1970 et 1980, notamment en France a` l’Observa-
toire National Interministre´riel de Se´curite´ Routie`re (ONISR) puis au de´partement Me´ca-
nismes d’Accident de l’Institut National de Recherche sur les Transports et leur Se´curite´
(INRETS). Les constructeurs automobiles, par l’interme´diaire de leur Laboratoire d’Ac-
cidentologie et de Biome´canique commun (LAB), ont de´veloppe´ ce type d’e´tudes dans
1lieux ou` se concentrent les accidents
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les anne´es 1990, dans le cadre du programme de recherche VSR (Ve´hicule et Se´curite´
Routie`re) en partenariat avec l’INRETS. Ces e´tudes sont destine´es aux constructeurs au-
tomobiles, au CESAAR pour les poids lourds et au LAB pour les ve´hicules le´gers. Elles
apportent les connaissances accidentologiques pour comprendre les situations accidento-
ge`nes et e´ventuellement permettent de spe´cifier des dispositifs d’e´vitement de l’accident.
Comprendre les me´canismes accidentels implique notamment de recueillir de l’information
sur les accidents de la route, puis d’analyser cette information. Au de´but du programme
VSR, le LAB a choisi de de´velopper une me´thode d’investigation prospective et syste´-
matique qui consiste a` e´tablir un catalogue e´volutif de l’information a` collecter sur les
accidents. L’analyse de l’ensemble de ces e´le´ments, accident par accident, permet ensuite
de proce´der a` une reconstruction cine´matique et cognitive de l’accident. Puis, ces analyses
agre´ge´es pour tous les accidents aident a` mieux comprendre les me´canismes accidentels,
voire, dans certains cas, a` fournir sous forme de statistiques des re´sultats e´pide´miologiques
sur l’incidence ou les risques relatifs des facteurs de risque identifie´s.
I.2.2 Statistiques sur les accidents
En 2009, le bilan de l’inse´curite´ routie`re pour la France me´tropolitaine selon la direction
de la se´curite´ routie`re [29] s’e´levait a` 73390 accidents corporels, 4274 tue´s et 91669 blesse´s
dont 32930 blesse´s hospitalise´s, ce qui repre´sente par rapport a` 2008 (figure I.1), des
baisses de 9.7% du nombre d’accidents, de 7.5% des tue´s, de 11.2% des blesse´s et de
14.7% des blesse´s hospitalise´s. Cette forte acce´le´ration de la baisse annuelle du nombre
de tue´s sur la route (7.5% apre´s 2% en 2008) est toutefois le´ge`rement en dessous des
8.2% ne´cessaires pour atteindre l’objetif fixe´ par les pouvoirs publics de moins de 3000
tue´s en 2012. Les progre`s de l’anne´e 2009 sont principalement dus a` la baisse des vitesses
moyennes (−1.1%), probablement avec l’effet des radars.
Cependant, IRTAD (International Road Trafic and Road Accident) [45] a fait une com-
paraison entre la France et les autres pays europe´ens sur le nombre de tue´s par accidents
de la route en 2006 rapporte´ a` la population (par million d’habitants). Les re´sultats de
la figure (I.2) montrent que la France compte 40 a` 50% de tue´s par habitant plus que
la Sue`de ou le Royaume-Uni. Il reste des marges pour ame´liorer la se´curite´ routie`re en
France et atteindre le niveau de se´curite´ des meilleurs pays europe´ens.
Des e´tudes du SETRA [31] et de l’INRETS [40] ont mis en e´vidence que le risque d’accident
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Figure I.1 – Comparaison des statistiques
d’accidents en France pour 2008 et 2009.
Figure I.2 – Comparaison des statistiques
d’accidents en Europe pour 2005 et 2006.
en courbe est 5 a` 10 fois plus e´leve´ qu’en alignement droit ; 40% des accidents mortels se
produisent en virage. En outre, le LAB a montre´ qu’une meilleure gestion des difficulte´s
en virage pourrait permettre d’e´viter 15% des accidents mortels. D’ou` l’inte´reˆt, dans ce
travail de the`se de se focaliser, exclusivement a` l’accidentologie des Ve´hicules le´gers en
virages. A partir de cette e´tude accidentologique, plusieurs facteurs accidentoge`nes sont
de´termine´s dans le paragraphe suivant.
I.2.3 Origine des accidents en virage
Dans le but d’acce´der a` une meilleure connaissance des conditions et me´canismes des ac-
cidents de perte de controˆle en virage, le de´partement me´canisme d’accident de l’INRETS
s’est appuye´ sur l’analyse approfondie de 84 cas d’accidents en virage afin de disposer
d’une base d’e´tude adapte´e a` la proble´matique [14]. L’analyse concerne les aspects cine´-
matiques et le roˆle de quelques caracte´ristiques d’ame´nagement des virages ou` les accidents
se produisent. Les accidents concerne´s sont issus des EDA2 [40] et survenus sur un secteur
expe´rimental de l’INRETS autour de Salon de Provence. L’e´tude [34] a distingue´ deux
familles de pertes de controˆle en courbe, qui se produisent dans des conditions diffe´rentes :
– Les pertes de controˆle lie´es a` une erreur de direction (guidage) : elles repre´sentent
35% des cas et se produisent le plus souvent dans des virages a` gauche de grand
rayon. L’e´tat du conducteur (endormissement, malaise, accomplissement d’une taˆche
annexe et alcoole´mie) est le premier responsable de ce genre de perte de controˆle.
2Etudes De´taille´es d’Accidents
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– Les pertes de controˆle lie´es a` un proble`me dynamique : elles repre´sentent 65% des
cas. Elles re´sultent d’une vitesse inadapte´e compte tenu des capacite´s du conduc-
teur, du ve´hicule et des caracte´ristiques de l’infrastructure.
Nous illustrons nos propos par la figure (I.3) en repre´sentant la re´partition des facteurs
d’accident lie´s a` l’inadaptation de la vitesse du ve´hicule en virage. On remarque que la
vitesse inadapte´e au trace´ de la route est le cas le plus fre´quent (38%), suivi (24%) de la
vitesse de´passant le maximum autorise´. Les autres cas repre´sentent des taux infe´rieurs a`
15%.
Figure I.3 – Re´partition des facteurs d’accident lie´s a` l’inadaptation de la vitesse
Les trois causes principales sont donc : (i) vitesse inadapte´e au trace´ de la route, (ii) vi-
tesse inadapte´e aux capacite´s du conducteur et (iii) vitesse inadapte´e au trafic. En virage,
il n’est pas facile pour le conducteur de de´terminer la vitesse approprie´e. Par contre, les
conducteurs sous-estiment souvent la vitesse de franchissement ou la dangerosite´ du vi-
rage ; leur vitesse est donc souvent inadapte´e. Il est donc ne´cessaire de les aider a` adapter
leur vitesse a` la configuration du virage.
Bien que la vitesse soit un facteur de´terminant pour l’accidentologie des ve´hicules en
virage, les e´tudes ont mis en e´vidence d’autres facteurs tels que l’inadaptation de l’acce´-
le´ration late´rale du ve´hicule.
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Une e´tude de Dakhlallah et al [24] a montre´ que l’acce´le´ration late´rale augmente quand
la vitesse longitudinale du ve´hicule augmente dans le virage. Cette e´tude a e´te´ re´alise´e
pour un virage de rayon 150m. On distingue sur la figure (I.4) quatre plages de variation
de l’acce´le´ration late´rale en fonction de la vitesse longitudinale.
Figure I.4 – Relation entre l’acce´le´ration late´rale et la vitesse longitudinale du ve´hicule
La premie`re plage de 0 a` 0.5 m/s2 est appele´e plage de petits signaux. Elle concerne
le comportement de re´action en ligne droite a` des sollicitations de type ornie`res ou vent
late´ral ou en virage a` faible vitesse. Les forces centrifuges sont ne´gligeables et les pneus
ne doivent pas de´velopper de forces late´rales.
La deuxie`me de 0.5 a` 4m/s2 est appele´e plage ou zone de fonctionnement line´aire du
pneumatique. Les phe´nome`nes e´tudie´s sont entre autres les re´actions transitoires de lacet,
les changements de voie et les combinaisons de mouvements dynamiques transversaux et
longitudinaux tels que les re´actions aux transferts de charge dans les virages. La plage de
petits signaux et la plage line´aire sont donc de´terminantes pour l’appre´ciation subjective
du comportement dynamique des ve´hicules par les conducteurs. Ces deux premie`res plages
de´finissent la zone de conduite ou` le ve´hicule est controˆle´ par le conducteur.
La troisie`me de 4 a` 6m/s2 est appele´e plage transitoire. Le ve´hicule se comporte soit
de fac¸on line´aire, soit de fac¸on non line´aire selon sa conception. La zone de conduite est
critique (possibilite´ de perte de controˆle ou de sortie de route).
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La quatrie`me situe´e au-dela` de 6m/s2 est appele´e plage limite de danger. Elle n’est
atteinte que dans des situations extreˆmes par rapport aux compe´tences des conducteurs.
Dans cette plage, le comportement des ve´hicules est fortement non line´aire et instable du
point de vue controˆle pour un conducteur moyen. L’accident est presque ine´vitable car le
conducteur n’ayant pas l’habitude de s’y retrouver.
L’acce´le´ration late´rale est donc un facteur accidentoge`ne de´terminant en virage comme la
vitesse longitudinale. En conduite se´curise´e, elle ne de´passe ge´ne´ralement pas 4m/s2 selon
avis d’experts. Nous verrons dans la partie application de la me´thodologie au chapitre
(III) si cette hypothe`se est toujours ve´rifie´e pour une conduite apaise´e.
Cette analyse accidentologique a de´crit d’une part, l’influence de quelques facteurs acci-
dentoge`nes du syste`me V-I-C. D’autre part, la France dispose d’une marge de manoeuvre
pour re´duire l’accidentologie des ve´hicules en virages, notamment les sorties de route et
les pertes de controˆle auxquelles nous nous inte´ressons dans ce travail de the`se.
Nous avons e´nonce´ dans l’introduction ge´ne´rale que la seule solution pratique utilise´e
actuellement pour re´duire ces accidents est la limitation de la vitesse par des panneaux de
signalisation. Il existe e´galement des travaux de recherche qui ont permis de comprendre
et de re´duire ces accidents. Certains de ces travaux sont de´crits dans la section suivante.
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I.3 Synthe`se des travaux re´alise´s sur le syste`me VIC
L’objet de cette section est de faire un e´tat de l’art autour de la mode´lisation du syste`me
V-I-C en virages. La plupart de ces travaux sont base´s sur trois familles de mode`les :
mode`les de ve´hicule, mode`les lie´s a` la ge´ome´trie de la route et mode`les conducteurs.
I.3.1 Ve´hicule
Le ve´hicule le´ger est un solide en mouvement, ge´ne´ralement mode´lise´ par un mode`le cine´-
matique ou un mode`le dynamique. Les mode`les cine´matiques de trajectoires de´crivent
uniquement la trace et la loi horaire (vitesses, acce´le´rations et jerks) du centre de gravite´
du ve´hicule. Les mode`les dynamiques (avec masses, inerties et forces) de´crivent l’e´volution
des variables d’e´tat du syste`me obtenu a` partir des e´quations de mouvement du ve´hicule.
I.3.1.1 Mode`les cine´matiques
Ces mode`les ont pour but de repre´senter les trajectoires observe´es et se raccordant a` une
description line´aire de la ge´ome´trie des routes (segments de droite, arcs de cercle, arcs de
clotho¨ıde pour le cas plan). Les trajectoires peuvent suivre des chemins a` courbure poly-
noˆmiale, ou a` coordonne´es polynoˆmiales. Souvent, les trajectoires respectent des crite`res
de minimisation de l’acce´le´ration late´rale (elle est mathe´matiquement lie´e a` la courbure).
Dans les deux cas, il s’agit de trouver une alternative a` l’utilisation d’arcs de cercle pour
assurer la jonction entre deux lignes droites avec une continuite´ de la courbure aux points
de jonction.
Chemins a` courbure polynoˆmiale : Les clotho¨ıdes sont des courbes cine´matiques dont



















ou` τ0 est l’angle de la tangente, κ0 la courbure initiale, c le coefficient de variation de la
courbure avec l’abscisse curviligne l et (X0, Y0) le point initial. Les travaux de Kanayama
et Miyake [48] illustrent cette approche. D’autres fonctions particulie`res existent telles que
les spirales cubiques, a` courbure quadratique de l’abscisse curviligne, Kanayama et Hart-
man [49]. L’avantage de ces chemins est leur formulation simple vis-a`-vis des parame`tres
de configuration. Un de leurs inconve´nients est que leur projection n’est pas analytique,
c’est-a`-dire que leurs coordonne´es ne sont pas calculables mais peuvent seulement eˆtre
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obtenues de manie`re approche´e. Un autre inconve´nient est qu’ils contiennent une infinite´
de morceaux, a` partir du moment ou` ils contiennent un segment de droite. Intuitivement,
cela se produit de´s qu’il s’agit de relier deux configurations suffisamment e´loigne´es.
Chemins a` coordonne´es polynoˆmiales : Les clotho¨ıdes sont des courbes simples per-
mettant de constituer des trajectoires admissibles en respectant les crite`res de continuite´
sur la courbure. Il existe d’autres solutions pour parvenir au meˆme re´sultat, notamment
en utilisant diffe´rents formalismes mathe´matiques pour repre´senter les coordonne´es des
chemins sous forme polynomiales. On peut utiliser une repre´sentation parame´trique de
la trajectoire pour de´finir des chemins dont certains points de passage sont impose´s (en
ge´ne´ral 2 ou 3). Le degre´ du polynoˆme est fonction du nombre de points de passage im-
pose´s. Par exemple Komoriya et Tanie [53] ont utilise´ des fonctions B-splines d’ordre 3
afin de satisfaire la continuite´ de la courbure. En 2003, ces travaux sont ame´liore´s par
Lauffenburger [57] en utilisant des B-splines avec une contrainte sur le secteur angulaire.
Le principal avantage de ces chemins est la simplicite´ de l’expression analytique des co-
ordonne´es de leurs points. Cette expression analytique garantit la simplicite´ et surtout
l’exactitude de leur de´termination, contrairement aux clotho¨ıdes ou` les coordonne´es sont
obtenues par inte´gration et peuvent souffrir d’impre´cision. Ne´anmoins, l’inconve´nient ma-
jeur de ces chemins est que, si la contrainte d’orientation est implicitement prise en compte,
la ve´rification de la contrainte sur la courbure demande des calculs couˆteux. D’autres tra-
vaux re´cents utilisent une technique de filtrage pour reconstruire la trajectoire du ve´hicule
dans un plan (cf. Zamora[106], Joly [47]). Nous citons e´galement les travaux de Basset[1].
Les mode`les cine´matiques sont souvent simples a` construire. Ils sont inte´ressants pour
identifier les trajectoires qui s’e´cartent de fac¸on significative de la trajectoire se´curise´e.
Leur faiblesse re´side dans la non prise en compte de la dynamique du ve´hicule (donc
manque de re´alisme). Ils peuvent ge´ne´rer un nombre important de trajectoires irre´gulie`res
ou physiquement non re´alisables. Cette famille de mode`les ne convient donc pas pour
repre´senter le syste`me V-I-C dans le but de faire une analyse fiabiliste.
I.3.1.2 Mode`les dynamiques de ve´hicule
Bien qu’a` l’heure actuelle, il existe beaucoup de mode`les dynamiques reproduisant de
manie`re relativement fide`le le comportement d’un ve´hicule le´ger, ce dernier demeure un
syste`me complexe dont la mode´lisation est rendue de´licate par la variation de ses pa-
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rame`tres (vitesse, adhe´rence,. . . ). Les mode`les dynamiques peuvent eˆtre plus ou moins
simples (quart de ve´hicule, bicyclette) ou complexe (mode`le 3D a` quatre roues). La figure
(I.5) montre le mode`le bicyclette et le ve´hicule avec les axes de translations (X, Y, Z) et
de rotations (φ, ψ, θ).
Figure I.5 – Mode`le bicyclette / Ve´hicule dans son repe`re
ou` V est la vitesse longitudinale du ve´hicule, Fy1 et Fy2 les forces late´rales avant/arrie`re,
δ l’angle de braquage des roues, β l’angle de de´rive, α
′
l’angle de de´rive du train avant,
α1 l’angle de de´rive du pneumatique et ψ˙ le taux de lacet.
Les mode`les dynamiques servent a` la conception de nouveaux ve´hicules ou a` la compre´-
hension des phe´nome`nes re´gissant leur comportement. Ils de´crivent le comportement du
syste`me a` partir des lois de la physique. Par exemple, en faisant le choix d’un vecteur
d’e´tat q=[X, Y, Z, φ, ψ, θ], le mode`le dynamique s’e´crit sous la forme matricielle suivante :
M(q)q¨ + f(q, q˙) = Γ (I.2)
ou` M(q) est la matrice d’inertie ge´ne´ralise´e, f la matrice des forces exte´rieures et Γ le
vecteur des forces ge´ne´ralise´es. Nous citons ici quelques travaux relatifs a` la mode´lisation
dynamique. D’abord, le mode`le bicyclette a` deux roues en ligne obtenu en supposant que
les deux roues de chaque essieu sont confondues en une roue virtuelle situe´e au milieu de
l’essieu dans l’axe longitudinal du ve´hicule. Ce mode`le plan pre´sente beaucoup d’avan-
tages, en facilite la mise en oeuvre de certaines lois de controˆle et de commande. Il est tre`s
utilise´ dans les e´tudes de la dynamique du ve´hicule telles que Canudas [17], Mammar [61],
Mendoza [63], Bouteldja [13], Imine [44], Stephant [95], etc. Cependant, il ne reproduit pas
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les mouvements de roulis. Le mode`le « lacet-de´rive »tre`s simple, permet une utilisation
embarque´e dans des applications temps-re´el telles que dans Riedel [83], Glaser [41], etc.
Pour e´tendre le domaine de validite´ de ces mode`les, il est possible d’y ajouter un ou
plusieurs degre´s de liberte´ (ddl), tels que le roulis ou le tangage. Les mode`les les plus
complexes peuvent inte´grer jusqu’a` 30 ddl comme le mode`le de Chao [19]. Ils ont pour
objectif d’e´tudier des phe´nome`nes complexes comme les re´gimes transitoires du pneuma-
tique, l’un des organes du ve´hicule les plus de´licats a` e´tudier et a` mode´liser (cf. Pacejka
[73] et Basset [2]). Ce pneumatique assure l’interface entre la route et le ve´hicule et a
pour roˆle de transmettre les efforts. Il a e´te´ de´crit dans les travaux de Sammier [87]. La
plupart des mode`les a` 4 roues sont issus des travaux de Peng [74], de Tomizuka [98]. Les
travaux de Brossard [15], Gillespie [39] donnent une synthe`se des mode`les les plus courants.
En comple´ment des mode`les dynamiques de ve´hicule, il existe des simulateurs pour ge´-
ne´rer des trajectoires (trace et loi horaire), de manie`re plus pre´cise que les mode`les de
ve´hicules. ARCSIM(Vehicle Dynamics Simulation Software) du centre ame´ricain de re-
cherche militaire en automobile (Michigan, USA), ASM(Automotive Simulation Model)
du fournisseur mondial d’outil d’inge´nierie dspace, CarMaker de la compagnie IPG Cra-
Maker, Callas/Prosper de la socie´te´ SERA-CD en France, ainsi que d’autres, figurent
parmi les simulateurs professionnels de la dynamique du ve´hicule.
Cette famille de mode`les re´gissant des e´quations de mouvement du ve´hicule rendent
compte de la dynamique du syste`me mieux que les mode`les cine´matiques. Ils sont donc
utiles pour analyser le comportement dynamique du ve´hicule. La principale difficulte´ est
leur validation expe´rimentale, avec une identification difficile des parame`tres tels que la
hauteur de centre de gravite´, la masse, etc. En outre, ils ne prennent pas en compte des
facteurs accidentoge`nes (la visibilite´, la perception, etc.) ne´cessaires pour l’analyse de la
de´faillance du syste`me V-I-C. Nous verrons plus tard dans ce chapitre que ces mode`les
sont incomplets car ils sont base´s sur des hypothe`ses simplificatrices des e´quations qui
gouvernent le syste`me V-I-C dans le but d’obtenir des mode`les utilisables en pratique.
Le paragraphe suivant de´crit comment le syste`me de conduite a e´te´ e´tudie´ en tenant
compte de la mode´lisation de l’infrastructure.
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I.3.2 Infrastructure
Le passage d’un virage est une taˆche de´licate qui fait appel aux capacite´s de guidage et
de controˆle du conducteur. Certains virages peuvent eˆtre conside´re´s comme plus difficiles
que d’autres. En ge´ne´ral, les accidents surviennent dans des virages pre´sentant un de´faut
de conception tel qu’une irre´gularite´ de la courbure. Les irre´gularite´s de courbure sont
quantifie´es par la notion de « rayon mini », qui prend en compte la courbure locale de la
route, et la compare a` la courbure ge´ne´rale du virage.
Pour repre´senter ces phe´nome`nes, il existe des mode`les reliant le syste`me de conduite a`
la ge´ome´trie de la route. Par exemple, Revue [81] explique l’ade´quation de l’infrastruc-
ture aux contraintes dynamiques du ve´hicule pour de´finir le crite`re d’e´tat limite sur la
courbure. La conception cine´matique de la route doit eˆtre telle qu’elle n’entraˆıne pas une
rupture de l’e´quilibre transversal en courbe, des acce´le´rations re´siduelles ou des variations
d’acce´le´ration brutales pre´judiciables a` la se´curite´ et au confort des usagers. L’e´quilibre
transversal du ve´hicule se de´finit a` partir du de´vers δ, de la de´formation, de l’e´lasticite´ et
de la de´rive du pneumatique α, des conditions d’e´quilibre dans les courbes, du rayon R
de la courbe, de l’e´volution de l’acce´le´ration transversale. Le de´vers vers l’inte´rieur de la
courbe a pour effet de faire jouer un roˆle actif a` la pesanteur, la composante du poids du
ve´hicule paralle`le au plan de la chausse´e compense partiellement la force centrifuge. La
loi de Coulomb nous permet d’e´crire :
Fy = CfαFz = µFz (I.3)
ou` Cf est le coefficient d’envirage, Fz est la charge instantane´e de la roue, Fy la sollicitation
transversale et µ le coefficient d’adhe´rence. A partir de la condition d’e´quilibre d’un essieu,













ou` F = MV
2
R
est la force centrifuge et P = Mg le poid exerce´ sur l’essieu. L’e´quation (I.4)









En comple´ment a` ce mode`le lie´ a` la ge´ome´trie de la route, nous citons trois mode`les de
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contact pneumatique/chausse´e : le mode`le de LuGre, le mode`le semi-empirique de Guo
et le mode`le de Pacejka. Ce dernier, bien qu’ayant un domaine de validite´ limite´, est en-
core largement utilise´ comme re´fe´rence dans le monde industriel. Une des difficulte´s est
l’estimation de ses coefficients a` partir d’essais expe´rimentaux. Cette ope´ration, re´alise´e
couramment sur bancs d’essais par les manufacturiers de pneumatiques, demande sou-
vent a` eˆtre comple´te´e de manie`re a` tenir compte des variations de conditions (reveˆtement,
protocole d’essais, etc.). Ces mode`les sont de´crits dans Nadji [69], Delanne [26], Basset [2].
L’infrastructure est une composante importante dans l’e´tude dynamique du syste`me V-I-C
mais elle est souvent repre´sente´e d’une manie`re simplifie´e, et s’appuie sur des repre´sen-
tations conventionnelles. Ce type d’approche ne conside`re pas e´galement les interactions
du syste`me telles que la visibilite´ ou la perception donc ne re´pond pas a` nos objectifs. Le
paragraphe suivant de´crit la repre´sentation du syste`me par des mode`les conducteurs.
I.3.3 Conducteur
L’accidentologie a mis en e´vidence la responsabilite´ directe du conducteur dans la majorite´
des accidents de la route ; il est le seul acteur controˆlant le ve´hicule et son environnement.
En effet, l’infrastructure peut eˆtre non coope´rative ou de´grade´e, le ve´hicule a aussi ses
limites lie´es a` ses caracte´ristiques cine´matiques et dynamiques. En revanche, le conducteur
a des de´faillances dues a` ses e´tats psychiques et physiques (fatigue, inconscience, mala-
die, ivresse, etc.). Les conse´quences de ces de´faillances sont l’hypovigilance et la mauvaise
prise de de´cision due a` un mauvais jugement de la situation accidentoge`ne. La plupart
des accidents sont lie´s, directement ou non, a` une erreur humaine [35].
Les e´tudes sur le conducteur dans son environnement ont permis le de´veloppement de
mode`les comportementaux (base´s sur la perception) et une classification des conducteurs.
Parmi ces mode`les, citons les mode`les continus, discrets, hybrides et cognitifs tels que Lauf-
fenburger et al[56]. A partir de cette perception visuelle, des e´tudes comple´mentaires ont
donne´ des mode`les base´s sur la classification des conducteurs. Cette classification re´sulte
d’e´tudes statistiques pour de´finir le profil du conducteur (inexpe´rimente´/expe´rimente´) et
e´laborer un mode`le cognitif.
I.3.3.1 Classification des conducteurs
Les automobilistes sont regroupe´s selon deux classes de´finies par Rothengatter et al. [85] :
conducteurs « inexpe´rimente´s »et « tre`s expe´rimente´s ». Le principe consiste tout
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d’abord a` de´finir les caracte´ristiques, principalement en terme de trajectoire, des diffe´-
rentes classes de conducteurs. Ces caracte´ristiques de´pendent de l’aˆge, de l’expe´rience,
des caracte´ristiques physiques, des mesures proprioceptives et exte´roceptives. Les crite`res
ainsi de´finis pourront ensuite eˆtre utilise´s pour l’identification des parame`tres du mo-
de`le en vue du de´veloppement d’un ge´ne´rateur de trajectoires. Le conducteur « inexpe´ri-
mente´ »adopte une conduite que l’on pourrait qualifier de « conduite en re´gime e´tabli »,
avec des sollicitations longitudinale et transversale relativement de´couple´es : le freinage
s’effectue presque entie`rement avant l’entre´e dans la courbe alors que la reacce´le´ration est
limite´e par les efforts transversaux auxquels est soumis le conducteur. Un conducteur tre`s
expe´rimente´ adopte une strate´gie qui consiste a` attendre pour voir, au lieu de de´buter sa
manoeuvre sans connaissance du profil du virage et de sa sortie. Ces traits de caracte`re
correspondent d’ailleurs aux deux strate´gies de conduite pre´sente´es par Savkoor et al[89].
La me´thode de´crite dans ces travaux est insuffisante car il est ne´cessaire de prendre en
compte l’information de secteur angulaire dans la de´termination de la position late´rale
du ve´hicule. Messaoudene [64] propose de conside´rer le couple (rayon de courbure, sec-
teur angulaire) pour de´finir l’e´volution des positions late´rales des points de plonge´e et de
corde par l’interme´diaire d’un mode`le de repre´sentation identifie´ en utilisant le crite`re des
moindres carre´s. Enfin, pour de´finir un mode`le de trajectoires qui convienne aux deux
classes de conducteurs cite´es ci-dessus, il est impe´ratif que les points de plonge´e et de
corde, ainsi que leurs caracte´ristiques respectives (position, pente et courbure), puissent
eˆtre impose´s dans la de´termination de l’expression analytique du spline polaire.
L’hypothe`se de re´duire le syste`me V-I-C a` un mode`le conducteur ne permet pas de tenir
compte des interactions ne´cessaires pour e´tudier la de´faillance du syste`me.
Cette synthe`se de l’e´tat de l’art sur la mode´lisation du syste`me V-I-C que nous venons
de de´crire montre que beaucoup de travaux de recherche ont contribue´ de manie`re signi-
ficative a` la compre´hension et a` l’ame´lioration de la se´curite´ routie`re. Malheureusement,
chacun de ces travaux a conside´re´ le syste`me comme la mode´lisation d’un sous syste`me.
Certes, ces approches ont simplifie´ le proble`me pour obtenir des solutions utilisables, mais
elles n’ont pas tenu compte de l’ensemble des facteurs accidentoge`nes qui peuvent conduire
a` la de´faillance. Par exemple, les phe´nome`nes tels que l’adhe´rence, la visibilite´, la percep-
tion,... sont difficilement mode´lisables par les approches de´terministes cite´es.
La section suivante de´crit la complexite´ de ce syste`me afin d’apporter des solutions.
20
I.4. Description et formulations du syste`me V-I-C
I.4 Description et formulations du syste`me V-I-C
A travers la section pre´ce´dente, nous remarquons que ce syste`me n’a jamais e´te´ mode´lise´
dans sa globabilite´ en tenant compte de l’ensemble des interactions. Car la mode´lisation
de ces interactions ne´cessite des hypothe`ses simplificatrices par les approches de´termi-
nistes. Alors qu’il est dit dans l’introduction que la conduite est une habilete´ complexe
qui implique de prendre en compte toutes les interactions entre le ve´hicule, l’infrastructure
et le conducteur.
L’objet de cette section est de de´crire de fac¸on plus ou moins de´taille´e la complexite´ de
syste`me. Cette description consiste a` mettre en exergue les interactions du syste`me et
les discontinuite´s sur ces interactions. A partir de cette description, nous proposerons
des formalismes mathe´matiques ade´quats du syste`me. Nous montrerons e´galement les
difficulte´s techniques et scientifiques de la mise en oeuvre de ces formalismes.
I.4.1 Description du syste`me
L’activite´ de la conduite est compose´e de plusieurs interactions entre les trois sous-
syste`mes :
– Le ve´hicule est une structure me´canique, lie´e a` la chausse´e par des pneumatiques,
met directement en oeuvre les de´cisions prises par le conducteur. Il est soumis a` des
contraintes cine´matiques et dynamiques.
– L’infrastructure routie`re caracte´rise le trace´ et la surface de la route. Elle fournit
une tre`s grande quantite´ d’informations au conducteur, et interagit avec le ve´hicule.
Particulie`rement, les virages constituent une configuration pouvant ge´ne´rer des dan-
gers, de par la contrainte qu’ils imposent au conducteur de suivre une trajectoire
complexe et de la corriger durant tout le temps ne´cessaire au virage.
– Le conducteur, a` partir de la perception de son environnement, analyse et de´cide
ses actions sur le ve´hicule a` travers des ope´rateurs de commande : le volant, la pe´dale
d’acce´le´ration et la pe´dale de frein.
La mode´lisation de ce syste`me complexe dans sa globalite´ ne´cessite de comprendre les
diffe´rentes interactions entre ces trois sous syste`mes. Pour une meilleure compre´hension
de ce syste`me, nous le repre´sentons sous la forme d’une architecture.
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I.4.2 Architecture du syste`me
La figure (I.6) montre les diffe´rentes interactions du syste`me V-I-C. Ces interactions
peuvent engendrer des discontinuite´s dans les parame`tres (ou dans leur e´volution). Ces
discontinuite´s se traduisent soit par une mauvaise perception de la route par le conducteur,
qui applique alors des commandes inadapte´es, soit par des entre´es route en quantite´ trop
importantes pour eˆtre corrige´es par la boucle de conduite. Dans les deux cas, le syste`me
est perturbe´ par conse´quent le risque d’accident est e´leve´.
Figure I.6 – Sche´ma des entre´es/sorties du syste`me V-I-C
Parmi les interactions de ce syste`me (cf. figure I.6), nous citons la perception, la visibi-
lite´ ou encore l’adhe´rence qui sont des phe´nome`nes physiques complexes non seulement
fortement non line´aires mais pre´sentant e´galement des incertitudes sur leurs estimations.
Une mode´lisation par les approches de´terministes cite´es pre´ce´demment ne permet pas de
repre´senter ce syste`me en tenant compte de ce caracte`re ale´atoire.
Nous allons maintenant proposer des formulations mathe´matiques possibles de ce syste`me
et la difficulte´ de leurs mises en oeuvre.
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I.4.3 Formulations mathe´matiques du syste`me
Une mode´lisation re´aliste du syste`me V-I-C en tenant compte des incertitudes consiste a`
de´crire son e´volution par une e´quation diffe´rentielle stochastique (EDS) vectorielle de la
forme : {
X˙(t) = F (t,X(t)) + ξ(t,X(t))W˙ (t) , t > 0
X(0) = X0 p.s.
(I.6)
ou` X = (X(t), t ∈ R+) est un processus de´fini sur (Ω,=,P) indexe´ sur R+ a` valeurs dans
Rm ; F : R+ × Rm 7−→ : Rm : (t, ω) 7−→ F (t, ω) ; ξ : R+ × Rm 7−→ :MatR(m, d) :t, x 7−→
ξ(t, x) ; W˙ est un bruit blanc gaussien standard a` valeurs dans Rd ; X0 est une v.a donne´e,
de´finie sur (Ω,=,P) a` valeurs dans Rm, et ou` (Ω,=,P) est l’espace de probabilite´ de base
sur lequel seront suppose´es de´finies toutes les grandeurs ale´atoires (processus stochas-
tiques et variables ale´atoires) conside´re´es dans ce travail.
Dans l’e´quation diffe´rentielle stochastique (I.6), qui, en toute rigueur, doit eˆtre lue au
sens des distributions ale´atoires, X repre´sente l’e´tat du syste`me, F son e´volution ge´ne´-
rale, ξ l’intensite´ des fluctuations ale´atoires autour de cette e´volution ge´ne´rale et X0 la
condition initiale. F est encore appele´e la de´rive du syste`me et ξ son ope´rateur de diffusion.
Le vecteur X est de´fini par l’e´tat du triplet Ve´hicule-Infrastructure-Conducteur. Il contient
les e´le´ments suivants :
– les caracte´ristiques cine´matiques et dynamiques du ve´hicule que sont : position,
vitesse, acce´le´ration, jerk, forces, etc.
– les caracte´ristiques de l’infrastructure telles que le de´vers, la pente, la courbure,
l’adhe´rence, etc.
– les actions du conducteur que sont : les commandes exerce´es sur ve´hicule, la distance
de visibilite´, la perception, etc.
L’e´quation (I.6) admet une e´criture au sens des e´quations diffe´rentielles stochastiques de
Itoˆ de la forme : {
dX(t) = F (t,X(t))dt+ ξ(t,X(t))dW (t)
X(0) = X0 p.s.
(I.7)
La re´solution de (I.7) peut s’effectuer de diffe´rentes manie`res mais cela suppose la connais-
sance de F et de ξ. Si tel est le cas (I.7) peut alors eˆtre re´solue soit au sens des solutions
fortes, soit au sens des solutions faibles. Dans le premier cas, il est ne´cessaire de connaˆıtre
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des trajectoires de W˙ pour obtenir des trajectoires du processus solution X. Dans le se-
cond, il est ne´cessaire en toute rigueur de connaˆıtre la loi du processus solution X mais
en pratique on ne peut atteindre que certaines caracte´ristiques statistiques de cette loi.
Dans un cas comme dans l’autre, il est ne´cessaire en pratique de simuler le processus
solution X. Pour simuler la solution des EDS du type (I.7), il est ne´cessaire d’utiliser des
sche´mas de discre´tisation. On en trouve plusieurs dans la litte´rature [3], posse´dant chacun
ses caracte´ristiques propres.
Par exemple, le sche´ma d’Euler posse`de de mauvaises proprie´te´s de stabilite´, comme cela
est de´ja` connu pour les e´quations diffe´rentielles ordinaires. Il impose le choix d’un pas de
temps tre`s petit. Il est donc ne´cessaire d’utiliser d’autres sche´mas, mais nous ne pouvons
pas en faire une e´tude comple`te ici, voir [50]. Notons que l’ordre fort 1
2
du sche´ma d’Euler-
Maruyama peut eˆtre insuffisant, et il est inte´ressant de rechercher des sche´mas fortement
convergents d’un ordre 1 ou supe´rieur. Un sche´ma tre`s utilise´ par les EDS du type (I.7)
est celui de Milstein [50] qui s’e´crit en dimension 1, en supposant ξ de´rivable et ξξ
′
borne´ :{
Xi+1 = Xi + hF (Xi) + ξ(Xi)∆Wi + 12ξ(Xi)ξ
′
(Xi)((∆Wi)2 − h) , 0 ≤ i ≤ N
X(0) = X0
(I.8)
ou` h est le pas de discre´tisation et ∆Wi = Wi+1 −Wi l’accroissement du brownien.
On peut e´galement re´soudre l’e´quation (I.7) par une autre me´thode. En effet, le processus
solution de (I.7) est un processus de diffusion. Il s’agit donc d’un processus Markovien. Un
tel processus est bien entendu entie`rement caracte´rise´ par la seule connaissance de sa loi
initiale (qui est donne´e ici) et de sa famille de probabilite´s de transitions. Pour de´termi-
ner cette famille, il suffit de re´soudre l’e´quation aux de´rive´es partielles de Fokker-Planck
associe´e a` ce processus de Markov (cf. Soize[94]).
Ne´anmoins, compte tenu de la complexite´ de la description de l’e´volution du ve´hicule dans
son contexte, il est tre`s difficile voire impossible d’obtenir les expressions de F et de ξ.
On peut construire des approximations simplificatrices telles que dans les travaux cite´s
dans le paragraphe (I.3.1.2). Le proble`me est d’autant plus complexe que les parame`tres
les plus importants de ces mode`les sont difficilement identifiables en pratique.
L’expe´rience montre que le syste`me non line´aire (I.7) n’admet pas de solution stationnaire
pour le proble`me conside´re´ car certains de ses parame`tres varient de manie`re croissante
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en fonction du temps. Par contre, il est possible de disposer d’observations d’une partie
du vecteur d’e´tat X. Ce vecteur d’observation associe´ au vecteur d’e´tat est note´ U . Il est
obtenu par la relation suivante :
U(t) = η(X(t)) (I.9)
ou` η : R+ × Rm → Rq : t, x → η(t, x) est une fonction ge´ne´ralement tre`s complexe e´ga-
lement. Le processus U = (U(t), t ∈ R+) est de´fini sur (Ω,=,P) indexe´ sur R+ a` valeurs
dans Rq tel que q < m.
Nous venons de mettre en e´vidence que la mode´lisation du syste`me V-I-C dans sa globalite´
est une taˆche extreˆmement difficile a` re´aliser. Ceci est duˆ a` la multiplicite´ de ses para-
me`tres qui, en interagissant, donnent lieu a` des proble`mes non line´aires et des incertitudes
difficilement mode´lisables.
Pour contourner ces difficulte´s techniques, nous proposons d’une part, de trouver une re-
pre´sentation pertinente simplifie´e du syste`me V-I-C. D’autre part, au lieu de mode´liser ce
syste`me directement, nous proposons de proce´der a` une analyse fiabiliste sur cette repre´-
sentation afin de pouvoir estimer la de´faillance de ce syste`me.
Plusieurs travaux tels que Revue [81], Lauffenberger [56], ont montre´ non seulement que
la trajectoire est la re´sultante du syste`me V-I-C mais e´galement que les pertes de controˆle
ou les sorties de route sont dues a` une mauvaise estimation de la trajectoire du ve´hicule.
La de´faillance du syste`me est donc due a` une de´faillance de la trajectoire. D’ou` le choix
dans ce travail de the`se, d’une me´thodologie qui est base´e sur l’observation des trajectoires
du syste`me V-I-C.
Cette me´thodologie consiste a` identifier plusieurs familles de trajectoires pour une confi-
guration de virage juge´e accidentoge`ne. Ensuite, il faut associer un niveau de risque a`
chaque famille de trajectoires identifie´e. Enfin, il suffit de reconnaitre la trajectoire en
entre´e de virage et de l’affecter a` sa famille d’appartenance dont on connait son niveau
de risque.
Nous allons pre´senter dans la section suivante, un aperc¸u de cette me´thodologie.
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I.5 Aperc¸u de la solution envisage´e
L’objectif de cette the`se est de pre´dire les trajectoires dangereuses en entre´e de virage.
La me´thode propose´e s’appuie sur des approches probabiliste (construction de mode`le),
fiabiliste (estimation de la probabilite´ de de´faillance) et statistique (reconnaissance de
trajectoire). Ces approches ope`rent sur les trajectoires observe´es. Dans cette section, nous
pre´sentons quelques de´finitions et outils indispensables a` la compre´hension de la de´marche.
I.5.1 De´finition de la trajectoire du ve´hicule
La trajectoire peut eˆtre conside´re´e de plusieurs fac¸ons selon l’espace fonctionnel dans le-
quel on veut de´crire le mouvement du ve´hicule :
– soit dans l’espace des parame`tres, ou` elle est de´finie comme le graphe de la
fonction :
T : T → R6 : t→ T (t) = (x1(t), x2(t), x3(t), ψ(t), φ(t), θ(t))T (I.10)
ou` x1, x2 et x3 sont les coordonne´es carte´siennes du centre de masse du ve´hicule et
ψ, φ et θ les angles d’Euler.
– soit dans l’espace des phases, ou` elle est de´finie comme le graphe de la fonction :
u : T → R6 : t→ u(t) = (x1(t), x2(t), v1(t), v2(t), γ1(t), γ2(t))T (I.11)
ou` T ⊂ R+ est l’intervalle temporel d’observation du mouvement du ve´hicule. Les coor-
donne´es (x1, x2, v1, v2, γ1 et γ2) de´crivent le mouvement du ve´hicule dans la base du repe`re
Galile´en de re´fe´rence RA0 = (O,~e1, ~e2, ~e3). Pour de´finir ce repe`re, soit BA0 = (~e1, ~e2, ~e3) la
base orthonorme´e associe´e a` RA0 . Les axes de RA0 sont note´s Ox1, Ox2 et Ox3. Ce repe`re
est suppose´ eˆtre fixe dans le temps. Le mouvement du ve´hicule a lieu dans le plan hori-
zontal (Ox1, Ox2).
Avec une telle de´finition de la trajectoire, on fait l’hypothe`se que le ve´hicule se de´place
sur une chausse´e plane sans de´nivellation auquel cas les effets de pompage sont re´duits.
La trajectoire u du centre de masse G du ve´hicule est oriente´e et on choisit sur elle un
point ς pris pour origine de l’abscisse curviligne s. A chaque instant t, la position de G
est de´finie par cette abscisse curviligne s(t), cf. figure (I.7).
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Figure I.7 – Repe`re galile´en de re´fe´rence et repe`re mobile du ve´hicule
Changement de repe`re
On peut observer e´galement la trajectoire de G dans le repe`re mobile ou de Serret-Fre´net
RSFG = (G,~eT , ~eN , ~eb). Pour de´finir ce repe`re, soit BSFG = (~eT , ~eN , ~eb) la base orthonorme´e
associe´e a` RSFG .
Rappelons que l’abscisse curviligne s de G est une fonction de t. Le repe`re RSFG et la base
BSFG sont des fonctions de s et donc de t par l’interme´diaire de s. Le bipoint position ~OG
est une fonction de s et donc aussi de t par l’interme´diaire de s.







~eb = ~eT ∧ ~eN
(I.12)
ou` ρ est le rayon de courbure de la trajectoire en G ; c’est une fonction de s et donc aussi
de t par l’interme´diaire de s.
~eT , ~eN et ~eb sont des fonctions de s de norme 1 et donc de t par l’interme´diaire de s.
Le vecteur ~eT est tel que son support est tangent a` la trajectoire en G et contenu dans
le plan de coordonne´es (x1Ox2) du repe`re fixe RA0 . Son sens positif est celui de´fini par
l’orientation positive de la trace de u.
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Les coordonne´es de la trajectoire u sont obtenues dans le repe`re de Serret-Fre´net de la
forme :
– Position du centre de masse G du ve´hicule
Relativement au repe`re fixe RA0 , le point G est de´fini par ses coordonne´es (x1, x2, x3), avec
x3 = 0 : G = (x1, x2, 0).
– Vitesse du centre de masse G du ve´hicule




, d’ou` , ~V = v1~e1 + v2~e2







D’ou` : ~V = V ~eT ou` V =
ds
dt
est la vitesse longitudinale au point G.
– Acce´le´ration du centre de masse G du ve´hicule




, d’ou` , ~Γ = γ1~e1 + γ2~e2





















est l’acce´le´ration longitudinale et ΓN =
V 2
ρ
est l’acce´le´ration transversale du
ve´hicule.
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ΓT = γ1cos(ψ) + γ2sin(ψ)
ΓN = −γ1sin(ψ) + γ2cos(ψ)
(I.16)
Nous rappelons que ψ est un parame`tre non seulement mesure´ par les capteurs mais il est





Nous venons de montrer le passage du repe`re Galile´en de re´fe´rence au repe`re de Serret-
Fre´net. Cependant, nous ne disposons que d’observations expe´rimentales de trajectoires
en virage. Celles-ci sont par nature entaˆche´es d’incertitudes. C’est pourquoi les me´thodes
de mode´lisation de´terministes cite´es dans la section (I.3) sont mal adapte´es. Nous verrons
dans le paragraphe suivant comment tenir compte de ces incertitudes (ale´as).
I.5.2 Ale´as (incertitudes) du syste`me V-I-C
L’ale´a porte sur les phe´nome`nes intrinse`quement ale´atoires, lie´s ou non a` l’environnement
du ve´hicule ou au conducteur, agissant sur les trajectoires (par ex. effets d’actions exte´-
rieures comme le vent, ou de re´actions inattendues du conducteurs, ou encore d’interac-
tions lie´es a` un incertain probabiliste comme une re´duction d’adhe´rence sur une plaque
de verglas, une flaque d’huile, etc.). En pratique, la trajectoire ne peut eˆtre pre´dite avec
certitude et il est ne´cessaire de prendre en compte les incertitudes qui l’affectent. Ainsi,
le meˆme conducteur circulant avec le meˆme ve´hicule sur la meˆme route dans les meˆmes
conditions ne reproduira pas deux fois la meˆme trajectoire au sens de la de´finition (I.11).
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Pour tenir compte de ces incertitudes, nous assimilons toute trajectoire t → u(t) a` une
re´alisation d’un processus stochastique U = (U(t), t ∈ T ) de´fini sur (Ω,=,P) a` valeurs
dans R6. On aura alors u(t) = U(t, ω), ∀t ∈ T , avec ω ∈ Ω :
∀ω ∈ Ω, u = U (., ω) : T → R6 : t→ u(t) = U(t, ω) (I.18)
A partir de cette de´finition de la trajectoire, nous proposons une approche fiabiliste pour
e´valuer le niveau de risque de de´faillance des trajectoires.
I.5.3 De´finition des outils d’analyse fiabiliste du syste`me V-I-C
L’analyse fiabiliste classique consiste a` se donner des crite`res de de´faillance, a` leur associer
des e´tats limites et a` estimer les probabilite´s que ces crite`res ne soient pas respecte´s.
Nous allons rappeler quelques concepts fiabilistes tels : de´faillance, types et crite`res de
de´faillance, e´tats limites, probabilite´ de de´faillance, etc. Ces concepts sont ne´cessaires et
utiles pour la compre´hension de l’approche propose´e.
I.5.3.1 De´faillance du syste`me V-I-C
Le syste`me est re´pute´ de´faillant s’il produit une trajectoire de´faillante, c’est-a`-dire, une
trajectoire qui n’appartient pas au sous-ensemble des trajectoires admissibles pour lequel
des conditions de se´curite´ spe´cifie´es ont e´te´ de´finies. Ces conditions portent sur les coor-
done´es de la trajectoire (positions, vitesses et acce´le´rations). A partir de cette de´finition,
pour e´tudier la de´faillance du syste`me, nous de´terminons diffe´rents types de de´faillance
de ce syste`me.
I.5.3.2 Types de de´faillance
Diffe´rents types de de´faillance de trajectoires (en virage) peuvent eˆtre trouve´s dans la
litte´rature, qui se traduisent par une perte de controˆle ou une sortie de voie du ve´hicule.
Parmi ceux-ci, on peut citer :
– la sortie du ve´hicule de l’espace roulable,
– une perte d’adhe´rence du ve´hicule rendant celui-ci incontroˆlable par le conducteur,
Par rapport a` ces types de de´faillance, plusieurs crite`res (ou marqueurs) construits a` par-
tir de variables de base engendrent (seul ou de manie`re combine´e) la de´faillance de la
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trajectoire. La question a` re´soudre est la suivante : comment une de´faillance de la trajec-
toire est-elle re´ve´latrice de la de´faillance du syste`me V-I-C ? Pour cela, il faut traduire en
langage fiabiliste chaque type de de´faillance en crite`re de de´faillance.
I.5.3.3 Crite`res de de´faillance
La de´faillance de la trajectoire peut eˆtre caracte´rise´e de plusieurs fac¸ons selon le crite`re
de de´faillance conside´re´.
Soit on utilise une distance par rapport a` une trajectoire de re´fe´rence. Celle-ci est suˆre
par construction. La probabilite´ de sortie de route est alors une fonction croissante de
cette distance. La notion de distance entre trajectoires se complique par rapport a` la
notion de distance usuelle du fait, d’une part, de la dimension de l’espace des phases, et
d’autre part, de la de´pendance des variables d’acce´le´rations, vitesses et positions. La no-
tion naturelle de distance est associe´e a` la notion d’e´cart en acce´le´ration et/ou en vitesse
et/ou en position. L’inconve´nient de cette notion, est qu’elle conduit a` sommer des e´carts
sur des variables de dimensions physiques diffe´rentes. Dans cette e´tude, nous chercherons
a` de´finir une distance plus cohe´rente. Nous ferons e´galement un choix de la trajectoire de
re´fe´rence ne´cessaire pour le calcul de la distance entre trajectoires.
Soit on utilise une fonctionnelle des coordonne´es de la trajectoire u dans l’espace des
phases. Cette fonctionnelle peut-eˆtre de la plus simple (une seule coordonne´e) jusqu’a` la
plus complexe (toutes les coordonne´es). Nous choisirons les fonctionnelles les plus perti-
nentes pour e´tudier la de´faillance des trajectoires.
Les deux types de caracte´risation du crite`re de de´faillance du syste`me sont inte´ressants.
Le premier ge´ne`re la notion de risque conditionnel, i.e. la probabilite´ d’accident sachant
un niveau de risque de re´fe´rence donne´. Le second est anticipatif en ce sens qu’il donne la
possibilite´ au conducteur de choisir entre avoir un accident ou effectuer telle manoeuvre
pour continuer le roulage.
A partir des crite`res de de´faillance a` de´terminer au chapitre (II), nous essayerons d’associer
un mode`le a` chaque crite`re afin de simuler la dynamique du syste`me vis-a`-vis de ces crite`res
de de´faillance. A cet effet, nous proposons d’utiliser les me´thodes probabilistes car elles
permettent de construire des mode`les simples, robustes et plus re´alistes (prise en compte
des ale´as) que tous les mode`les pre´sente´s dans la section (I.3).
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I.5.3.4 Simulation de l’e´tat dynamique du syste`me V-I-C
L’inte´reˆt de la simulation est de permettre d’envisager toutes les situations critiques, et
de mener des e´tudes quantitatives dans ces situations. Les mode`les qui permettent ces
simulations sont issus de la phase d’identification et sont appele´s mode`les probabilistes
« boˆıte noire ». Ils permettent de pre´dire le comportement d’un syste`me dynamique en
fonction de sollicitations spe´cifiques. Ils sont utilise´s dans plusieurs domaines. La plupart
de ces applications sont traite´es dans l’ouvrage de Bouleau [11].
Ces mode`les probabilites consistent a` caracte´riser et identifier des processus stochastiques.
Une mode´lisation utilisant des processus stochastiques est adapte´e pour traiter le proble`me
avec la the´orie des valeurs extreˆmes. Cette the´orie est une branche des probabilite´s et sta-
tistiques dont l’objectif est de caracte´riser le comportement stochastique des queues de
distribution de processus ale´atoires (c.f. Jacob[46]). Les re´sultats, obtenus dans un cadre
asymptotique, permettent d’e´tablir des mode`les mathe´matiques qui peuvent alors servir
de guides dans des proble´matiques d’extrapolation.
Notons que la mode´lisation probabiliste des trajectoires discre`tes de ve´hicules en virages
est originale. Pour mener a` bien le proble`me pose´, plusieurs questions restent ouvertes
techniquement et the´oriquement. Entre autres, faut-il construire un mode`le unique ou
un mode`le par comportement de conduite ? Quels sont les algorithmes les mieux adapte´s
pour identifier chaque comportement de conduite ? Est-ce que les trajectoires conside´re´es
comme des re´alisations du processus U sont inde´pendantes ? Est-ce que les processus U
mode´lisant les observations u sont stationnaires ou non ? Si non peut-on se ramener a` une
situation stationnaire ? Est-ce que les caracte´ristiques statistiques (les densite´s de probabi-
lite´, les densite´s spectrales de puissance, les fonctions d’autocorre´lation, etc.) ne´cessaires a`
la simulation des processus stochastiques concerne´s pourront eˆtre correctement estime´es ?
Quelles seront les meilleures me´thodes d’estimation de ces caracte´ristiques ? Quelle sera
la meilleure me´thode de simulation de ces processus ?
Dans ce manuscrit, nous apporterons des re´ponses pre´cises a` ces questions en nous ap-
puyant, d’une part sur des travaux de Fogli[36] et Soize[93] pour l’estimation et l’identi-
fication des processus et d’autre part sur des travaux de Poirion[76], Puig[79], Kre´e[55],
Bernard[5] et Fogli[37] pour la simulation des processus stochastiques. En utilisant ces
techniques de simulation, on pourra alors e´valuer le risque une fois de´finies les fonctions
d’e´tats limites.
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I.5.3.5 Etats limites
Un e´tat limite est un ensemble de trajectoires constitue´ de la frontie`re ou la re´union des
frontie`res d’un domaine de se´curite´, dans l’espace des trajectoires muni de sa topologie.
Les e´tats limites ne sont pas uniques, mais pour un meˆme contexte on peut conside´rer
plusieurs e´tats limites, lie´s a` des domaines de se´curite´ inclus (emboˆıte´s) les uns dans les
autres, ou pas, en fonction des situations que l’on veut e´viter et de la mode´lisation adop-
te´e. Le lecteur peut se re´fe´rer au glossaire de l’ope´ration de recherche (MTT [67]).
A titre d’exemple, pour une route a` double sens sans se´parateur physique central, un e´tat
limite pourra inclure le franchissement de la ligne de se´paration de voies par sens (risque
de collision frontale ou violation d’une interdiction de de´passer), tandis qu’un autre e´tat
limite pourra l’ignorer (de´passement autorise´).
On retiendra l’existence de deux types classiques d’e´tats limites, rencontre´s en fiabilite´
des structures et des syste`mes. Ces deux types se transposent a` la se´curite´ routie`re :
– l’Etat Limite Ultime (ELU), ainsi appele´ car son franchissement conduit a` une
de´faillance irre´versible du syste`me ou a` la perte de l’inte´grite´ du syste`me. On peut
citer par exemple les pertes de controˆles de ve´hicules non rattrapables, des chocs
avec des atteintes a` l’inte´grite´ des personnes, ou des de´gaˆts mate´riels significatifs,
etc.
– l’Etat Limite de Servive (ELS), ainsi de´nomme´ car son franchissement conduit a`
une de´faillance temporaire et re´versible du syste`me. Typiquement lors du franchis-
sement d’un ELS le ve´hicule se trouve en dehors des conditions normales d’usage
sur l’infrastructure en situation de risque e´leve´ d’accident mais sans atteindre une
perte d’inte´grite´ du ve´hicule sur l’infrastructure.
Nous conside´rerons d’abord plusieurs sce´narii de de´faillance du syste`me qui sont inde´-
pendants les uns par rapport aux autres. Par exemple, parmi les 3 types de de´faillances
choisis, on peut sortir de la route sans avoir un inconfort important car le virage a e´te´ mal
ne´gocie´. L’hypothe`se d’inde´pendance entre les sce´narii de de´faillance implique plusieurs
e´tats limites inde´pendants. Par contre, les de´faillances lie´es a` l’interaction entre des e´tats
limites ne sont pas prises en compte. Dans le chapitre (II), les e´tats limites ne´cessaires
pour estimer les probabilite´s de de´faillance des trajectoires seront propose´s. Ensuite, apre`s
le calcul des probabilite´s de de´faillance et en faisant une analyse de sensibilite´ par rap-
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port aux crite`res choisis, nous ve´rifierons si des interactions existent entre ces e´tats limites.
Apre`s la de´finition des concepts fiabilistes, dans le paragraphe suivant, nous donnons les
me´thodes et les outils utilise´s pour estimer les probabilite´s de de´faillance du syste`me.
I.5.3.6 Estimation de la probabilite´ de de´faillance
La fiabilite´ d’un syste`me, qu’il soit physique ou non, se mesure par sa probabilite´ de
fonctionner sans de´faillance pendant une dure´e donne´e et dans un environnement spe´cifie´
Blanquart[7], Wasserman[104]. La notion temporelle de fiabilite´ se distingue par exemple
par l’augmentation de la probabilite´ de de´faillance en fonction du temps. Il existe en ge´nie
civil plusieurs travaux pour e´valuer le risque qu’une structure soit de´faillante.
Certains travaux conside`rent une repre´sentation probabiliste, dans laquelle les densite´s de
probabilite´ sont statistiquement connues. L’emploi d’un outil de fiabilite´ ade´quat pour-
rait conduire a` un calcul pre´cis de la probabilite´ de de´faillance. D’autres repre´sentations
existent telles que les repre´sentations impre´cises, dans lesquelles les lois de probabilite´
ne correspondent pas force´ment a` la re´alite´ (probabilite´ de de´faillance impre´cise), Ut-
kin[100]. Il existe aussi des travaux conside´rant une repre´sentation floue, pour laquelle,
dans le cas d’une impre´cision sur les densite´s de probabilite´, des repre´sentations par des
ensembles flous sont utilise´es. L’incertitude est alors munie d’une fonction d’appartenance,
et les ope´rateurs flous sont employe´s pour donner une valeur approximative de la fiabilite´,
Reddy[80], Chen[20], Lei[58], Nachtmann[68]. Enfin, on peut e´galement citer la repre´sen-
tation par intervalles, pour laquelle l’incertitude est de´termine´e par un simple intervalle
(ou par un volume dans un espace de dimension e´leve´e) de´finissant les plages de varia-
tion possibles des donne´es (interval analysis). Cette repre´sentation est utile dans le cas
ou` l’on n’a pas d’information sur les incertitudes ou pour des raisons de gain de temps
de calcul, Chang[18]. Dans certains travaux de la litte´rature, les bornes des intervalles
ont e´te´ conside´re´es comme des donne´es incertaines, Hall[43] ainsi que la probabilite´ de
de´faillance, Tonon[99].
Le choix des outils d’analyse fiabiliste de´pend fortement du proble`me pose´. Il n’existe pas
de me´thode universelle permettant de faire face a` la multiplicite´ des situations en pratique.
Les de´cisions me´thodologiques re´sultent donc de l’expe´rience acquise. Dans ce travail de
the`se, nous utiliserons la technique de « repre´sentation probabiliste »pour l’analyse des
trajectoires de´faillantes car les « densite´s de probabilite´ »sont statistiquement connues.
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Plusieurs me´thodes existent dans la litte´rature pour le calcul de cette probabilite´ : des
me´thodes de simulation et des me´thodes d’approximation, Melchers[62], Lemaire[59], Fo-
gli[36]. Les premie`res sont base´es sur des simulations de Monte Carlo, mais le couˆt de
calcul est souvent prohibitif. Les secondes sont base´es sur des approximations de la fonc-
tion d’e´tat-limite, ce qui permet une re´duction importante du temps de calcul.
Plusieurs auteurs se sont attache´s a` donner une meilleure approximation de la probabi-
lite´ de de´faillance a` partir d’une connaissance plus comple`te de la ge´ome´trie de la fonc-
tion d’e´tat-limite au voisinage du point de conception. Les me´thodes classiques sont :
FORM(First Order Reliability Method)/SORM (Second Order Reliability Method), les
techniques de de´veloppements asymptotiques et les me´thodes de surfaces de re´ponse.
Nous n’utiliserons pas ces me´thodes classiques de calcul de probabilite´ de de´faillance car
d’une part, la de´marche n’est pas base´e sur la connaissance du mode`le me´cano-nume´rique
de´crivant la dynamique du syste`me. D’autre part, nous pourrons de´terminer la loi de
probabilite´ des maxima des processus stochastiques qui gouvernent le syste`me une fois
que les processus stochastiques sont identifie´s. Et la connaissance de cette loi permet une
estimation de la probabilite´ de de´faillance de ce syste`me plus simple et plus pre´cise.
Comme application de la fiabilite´ dans le domaine de la se´curite´ routie`re, citons les tra-
vaux de Echaveguren[32]. Ces travaux consistent a` prendre la diffe´rence entre la vitesse
maximale re´alisable et la vitesse de base comme une marge de se´curite´. A partir de cette
marge, il estime la probabilite´ de de´faillance dans des conditions ope´rationnelles afin de
de´terminer les variables ayant un grand impact sur la fiabilite´. Les re´sultats obtenus dans
son e´tude ont de´montre´ que le rayon de courbure, la re´sistance au glissement et la ma-
crotexture sont des variables qui ont un grand impact sur la probabilite´ de de´faillance.
Citons e´galement le travail de Sellami[91] dans le cadre de l’accidentologie des poids lourds.
Ce travail consiste a` estimer la probabilite´ de de´faillance en fonction du crite`re de ren-
versement note´ LTR (Load Transfer Ratio). Ce crite`re est constitue´ des parame`tres qui
gouvernent la dynamique du ve´hicule. Nous citons e´galement les travaux de Rey et al.[82].
Apre`s avoir de´crit les cadres probabiliste (construction et simulation des mode`les) et
fiabiliste (estimation des probabilite´s de de´faillance) du proble`me pose´, nous abordons
les me´thodes de reconnaissance ne´cessaires pour pouvoir associer toute trajectoire u a` sa
famille de trajectoires en entre´e de virage.
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I.5.4 Reconnaissance de la trajectoire par la me´thode des SVMs
Nous proposons de construire un mode`le de reconnaissance de trajectoires base´ sur les tech-
niques d’apprentissage de type Se´parateurs a` Vaste Marges (SVM). L’origine des SVMs
remonte aux anne´es 70 lorsque Vapnik et Chervonenkis propose`rent le principe du risque
structurel et la VC-dimension. Ce n’est qu’en 1982 que Vapnik propose un premier clas-
sifieur base´ sur la minimisation du risque structurel baptise´ SVM, [103]. Ce mode`le e´tait
line´aire et on ne savait pas encore traiter les proble`mes avec des frontie`res de de´cision non
line´aires.
En 1992, Boser et al proposent d’introduire des noyaux non-line´aires pour e´tendre le SVM
au cas non-line´aire Boser[9]. En 1995, Cortes et al. proposent une version re´gularise´e du
SVM qui tole`re les erreurs d’apprentissage tout en les pe´nalisant [23].
Depuis, diffe´rentes variantes de l’algorithme SVM ont e´te´ propose´es par plusieurs cher-
cheurs et applique´es a` divers domaines. Par exemple, dans le domaine de la reconnais-
sance de chiffres manuscrits isole´s on peut citer les travaux de Cortes [23], Scholkopf [90]
et Burges [16]. Les travaux de Blanz [8] ont expe´rimente´ les SVM sur des proble`mes de
reconnaissances d’objets. Les SVM sont applique´s dans d’autres domaines que la classifi-
cation, notamment la regression Smola[92] et l’estimation de densite´ Vapnik[102], etc.
Le succe`s de cette me´thode est justifie´ par les solides bases the´oriques qui la soutiennent.
Les SVM est une me´thode de classification particulie`rement bien adapte´e pour traiter des
donne´es de grande dimension.
Avec un tel outil, nous pourrons utiliser le passe´ du syste`me V-I-C par apprentissage
pour pre´dire la famille (ou classe) d’appartenance de chaque trajectoire u en entre´e de
virage. Rappelons que dans la partie analyse fiabiliste nous proposons de construire des
abaques de probabilite´ de de´faillance par classe de trajectoires. Donc la connaissance de
la classe de trajectoires permettra de connaˆıtre la probabilite´ de de´faillance. A partir de
cette probabilite´ de de´faillance, nous proposons de construire un indicateur de risque.
Ceci est une indication pour le conducteur ou le gestionnaire d’infrastructure d’estimer la
dangerosite´ de la trajectoire en cours de re´alisation.
Nous allons exposer brie`vement les grandes e´tapes de la me´thodologie retenue.
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I.5.5 Re´sume´ de l’approche propose´e
La figure (I.8) repre´sente les principales e´tapes de la premie`re partie de la de´marche. Cette
premie`re partie consiste de partir des trajectoires expe´rimentales jusqu’a` l’estimation des
probabilite´s de de´faillance pour chaque comportement de conduite.
Figure I.8 – Architecture de la de´marche propose´e (1e`re partie)
La figure (I.9) repre´sente l’affectation d’une trajectoire en cours de re´alisation a` sa famille
d’appartenance dont on connait sa probabilite´ de de´faillance via la premie`re architecture.
Figure I.9 – Architecture de la de´marche propose´e (2nd partie)
L’utilisation des deux architectures permettra de calculer l’indicateur de risque.
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I.6 Conclusion
L’objet de ce chapitre (I) e´tait de faire : (i) une analyse accidentologique des ve´hicules,
(ii) un e´tat de l’art sur le syste`me V-I-C, (iii) une description de la complexite´ de la mo-
de´lisation de ce syste`me et (iv) un aperc¸u de la me´thodologie propose´e.
L’analyse accidentologique a montre´ d’une part que la France dispose d’une marge de ma-
noeuvre pour re´duire l’accidentologie des ve´hicules le´gers. D’autre part, qu’il existe des
facteurs accidentoge`nes tels que la vitesse longitudinale ou l’acce´le´ration late´rale. L’in-
adaptation de ces facteurs se traduit par une perte de controˆle ou une sortie de route.
L’e´tat de l’art a montre´ que des travaux scientifiques et industriels existent pour re´duire
ces accidents. Malgre´ ces re´sultats probants et significatifs, des phe´nome`nes complexes tels
que la visibilite´, l’adhe´rence ou encore la perception sont difficilement mode´lisables par
ces approches. Le syste`me est souvent sous repre´sente´ dans ces travaux. La complexite´ du
syste`me et la non prise en compte des ale´as nous oblige a` proposer de nouvelles me´thodes.
A partir de la description du syste`me, nous avons propose´ des formulations mathe´matiques
permettant de le mode´liser en inte´grant toute la complexite´. Le peu de connaissance sur
le syste`me ne nous permet pas d’avoir un mode`le global utilisable en pratique.
Dans l’aperc¸u de la me´thodologie propose´e, des de´finitions et des outils ont e´te´ introduits
pour la compre´hension. La trajectoire est de´finie comme la re´alisation d’un processus
stochastique. Cette de´finition inte`gre les incertitudes (ale´as) du syste`me. Un mode`le sera
construit par identification de ce processus ou de sa transformation. Cette me´thode de
mode´lisation est propose´e car d’une part, elle fait abstraction de toutes les interactions
non line´aires qui sont difficilement mode´lisables. Et d’autre part, on dispose d’instruments
de mesures de trajectoires discre`tes avec une grande pre´cision. La mode´lisation des don-
ne´es pour des processus stochastiques est une e´tape essentielle pre´alable a` une analyse
fiabiliste. Ainsi, les mode`les probabilistes conc¸us serviront a` alimenter l’analyse fiabiliste
ne´cessaire pour calculer les probabilite´s de de´faillance. Enfin, nous proposons d’e´laborer
un mode`le de reconnaissance permettant d’associer a` chaque trajectoire un niveau de
risque pre´alablement estime´.
Le prochain chapitre de´crit de fac¸on de´taille´e la me´thodologie propose´e pour pre´dire
les trajectoires a` risque. Cette partie constitue le coeur de la the`se.
38
CHAPITRE II
Me´thodologie de pre´diction de trajectoires a` risque
II.1 Introduction
L
’objet de ce chapitre II est de de´crire la me´thodologie propose´e dans ce travail de
the`se. Nous rappelons que cette me´thodologie consiste, pour une configuration de
virage donne´e et d’observations repre´sentatives de trajectoires pratique´es dans ce virage
de pre´dire les trajectoires a` risque en entre´e de virage.
Dans un premier temps, nous proposons d’acque´rir des trajectoires expe´rimentales et
d’identifier diffe´rents comportements de conduite dans ces trajectoires pratique´es. Un
comportement de conduite est caracte´rise´ par un sous-ensemble de trajectoires apparte-
nant a` une meˆme classe. Deux approches existent pour de´crire une classe : ge´ne´rative et
distinctive. La premie`re de´crit une classe par des proprie´te´s caracte´ristiques d’objets qui
la composent tandis que la deuxie`me de´crit une classe par sa frontie`re avec ses voisins.
Ensuite, a` partir des trajectoires expe´rimentales de chaque classe, nous construisons des
mode`les probabilistes robustes base´s sur l’identification de processus stochastique. Le but
de ces mode`les est de simuler la dynamique du syste`me V-I-C vis-a`-vis de crite`res de
de´faillance. En effet, les mode`les propose´s sont spe´cifiques a` des classes de trajectoires
judicieusement identifie´es.
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En utilisant les simulations de ces processus stochastiques, nous e´valuerons des probabilite´s
de de´passement du seuil des crite`res de de´faillance. Ceux-ci sont de´finis inde´pendamment
des mode`les. Le but de cette analyse fiabiliste est d’associer une probabilite´ de de´faillance
a` chaque classe de trajectoires.
Enfin, pour comple´ter la me´thodologie, nous e´laborons un mode`le de reconnaissance per-
mettant d’affecter en entre´e de virage chaque trajectoire a` sa classe d’appartenance, et de
lui attribuer un niveau de risque pre´alablement estime´ a` travers un indicateur de risque.
II.2 Classification des trajectoires u
L’identification des classes de trajectoires ne´cessite d’une part, de disposer d’un ensemble
de trajectoires et d’autre part, d’utiliser des outils de classification de donne´es.
II.2.1 Ensemble des trajectoires u observe´es
L’acquisition d’un tel ensemble de trajectoires se fait, soit par une expe´rimentation sur
site re´el, soit par l’utilisation d’un simulateur de conduite. Pour la pertinence de l’e´tude,
nous proposons de faire une expe´rimentation sur site re´el dans le but d’acque´rir un impor-
tant panel de trajectoires se rapprochant de celles qui seraient pratique´es en situation de
conduite naturelle. Sur site re´el, il faut disposer d’un ve´hicule instrumente´ ge´ne´ralement
plus pre´cis en mesures ou d’un observatoire de trajectoires bord de voie plus riche en panel
de conducteurs. Les deux syste`mes de mesures (ve´hicule instrumente´ et observatoire de
trajectoires bord de voie) permettent de mesurer les coordonne´es de la trajectoire u du
ve´hicule a` des instants discrets tk.
Pour mener a` bien l’acquisition de l’ensemble des trajectoires observe´es, un certain nombre
de re`gles sont ne´cessaires. Entre autres, il faut garantir une certaine repre´sentativite´ des
trajectoires pratique´es, la pre´cision des mesures avec une fre´quence d’acquisition e´leve´e,
etc. Les observations discre`tes collecte´es constituent l’ensemble des trajectoires observe´es.












(l)(tk), L est le nombre total de trajectoires disponibles, I(l) = {1l, 2l, . . . , Kl}
et Kl ∈ N∗ est le nombre d’observations de la leme trajectoire.
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∈ R6 ; k ∈ I(l) (II.2)
Pour tout l ∈ {1, . . . , L} et pour tout k ∈ I(l) , u(l)kl est la valeur a` l’instant tk du leme
passage du ve´hicule dans le virage. Pour tout kl ∈ I(l) le vecteur ukl est une observation
de la trajectoire du ve´hicule (constitue´e des positions, vitesses et acce´le´rations) dans le
repe`re Galile´en de re´fe´rence RA0 .
Il n’est pas e´vident, a priori, d’associer a` un meˆme processus stochastique les L trajec-
toires observe´es sur une configuration de virage donne´e compte tenu, par exemple, des
effets d’accoutumance ou de la perception des conducteurs ou encore de l’he´te´rogene´ite´
des conducteurs. Remarquons toutefois qu’il est tre`s difficile (voire impossible) de cre´er
des conditions d’observations expe´rimentales d’un meˆme processus. C’est la raison pour
laquelle il est judicieux de rechercher des classes de trajectoires similaires sur la totalite´
du parcours.
Une classe Cp sera constitue´e de Lp trajectoires expe´rimentales issues d’un meˆme processus
stochastique note´ Up de´fini sur (Ω,=,P) a` valeurs dans R6. Avec p = {1, . . . , P} ou` P est
le nombre de classes de trajectoires a` identifier. Pour re´partir l’ensemble des trajectoires
de la L-famille D en plusieurs classes ayant des proprie´te´s statistiques homoge`nes, on
utilisera des algorithmes de classification.
II.2.2 Me´thodes de classification des trajectoires
L’objectif de la classification est de construire P classes C1, C2, . . . , CP contenant respec-
tivement : L1, L2, . . . , LP trajectoires (ou objets) de la L-familles D. La classification est
base´e sur la mesure de proximite´ ou de dissemblance entre les trajectoires de D.
En ge´ne´ral, les me´thodes de classification utilisent la technique d’apprentissage. Cette
dernie`re est vue comme une fonction fθ de D dans l’espace de sortie Y :
fθ : D → Y (II.3)
ou` Y ⊂ N repre´sente les indices des classes Cp de la partition de D, et fθ est une fonction
spe´cifique a` la me´thode de classification choisie. La figure (II.1) est une illustration de la
transformation de l’espace d’entre´e en espace de sortie.
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Figure II.1 – Transformation de l’espace d’entre´e D en espace de sortie Y
La fonction de sortie peut eˆtre soit continue (proble`me de regression), soit discre`te (pro-
ble`me de classification). Dans la litte´rature, il existe plusieurs me´thodes de classification
[30]. Parmi ces me´thodes, nous avons choisi : les nue´es dynamiques [70], le meanshift [21]
et le Self Organising Maps [86] du fait de leur robustesse par rapport aux autres me´thodes
de classification de donne´es. Ils sont e´galement rapides en terme de temps de calcul.
II.2.2.1 Classification par nue´es dynamiques
La me´thode des nue´es dynamiques due a` Diday [27], utilise P noyaux (N1, N2, . . . , NP )
comportant chacun : L1, L2, . . . , LP e´le´ments de la population initiale de trajectoires.
Chaque classe Cp est caracte´rise´e par son centre (ou noyau) qui correspond au barycentre
ou a` la moyenne des e´le´ments qui le composent. Le but de cet algorithme est de trou-
ver les centres de classes des objets (trajectoires) en minimisant la somme des variances
intra-classes. L’algorithme est re´sume´ en 4 e´tapes mais pour plus de de´tails voir [65].
Etape 1, On ge´ne`re P noyaux, soit ale´atoirement par manque d’avis d’expert du syste`me,
soit en les fixant a priori selon l’avis d’expert sur la connaissance physique du syste`me.
Etape 2, On calcule la distance D(u,Np) pour tout objet u et pour tout noyau Np.








ou` d une application de D×D dans R+ ve´rifiant les proprie´te´s de syme´trie, de se´paration
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et d’ine´galite´ triangulaire. La distance d entre un objet u
(1)
p et un objet u
(2)
p doit eˆtre
choisie, par l’utilisateur, parmi l’ensemble des indices de distance utilise´s pour une mesure
de similarite´. La notion de distance entre trajectoires se complique par rapport a` la notion
de distance usuelle du fait de la dimension de l’espace des phases, d’une part, et du fait
de la de´pendance des coordonne´es de la trajectoire u, d’autre part. La notion naturelle de
distance est associe´e a` la notion d’e´cart en acce´le´ration et/ou en vitesse et/ou en position.
Pour les raisons cite´es ci-dessus, la distance Euclidienne dE, est mal adapte´e pour bien
caracte´riser l’e´cart entre les trajectoires. Dans une e´tude ante´rieure (cf. Koita et al.[52]),
nous avons utilise´ la distance de Mahalanobis pour tenir compte de la structure de







k − u(2)k )T Σ˜−1(u(1)k − u(2)k ) (II.5)
ou` Σ˜ est l’estime´e de la matrice de covariance du vecteur ale´atoire :
(Up(t1), . . . , Up(tK))
T = (Up,1, . . . , Up,K)
T (II.6)
Etape 3, On alloue tous les objets aux P noyaux. Un objet u sera alloue´ au noyau Np,
si sa distance D(u,Np) est la plus faible des distances a` l’ensemble des noyaux. Un objet
u ∈ Cp si :
D(u,Np) = min {D(u,Nr) ; r = 1, . . . , p} (II.7)
La classe Cp est donc de´finie comme suit :
Cp = {u ∈ D ; D(u,Np) ≤ D(u,Nr) , ∀p 6= r} (II.8)
Etape 4, on recherche de nouveaux noyaux (N1, N2, . . . , Np) en prenant les nS objets les
plus proches de la classe Cp. Les e´le´ments sont les objets qui minimisent une fonction R
distance d’un objet u a` une classe Cp. Pour une partition donne´e en p classes et pour une
classe Cp de la partition, on a :
R(u, p,P) = D(u, Cp). (II.9)
Remarque 1. La fonction qui fait correspondre a` l’ensemble N des noyaux une partition
P est appele´e par Diday fonction d’agre´gation f : P = f(N).
Remarque 2. La fonction qui fait correspondre a` la partition P un ensemble N de noyaux
est appele´e fonction d’e´cartement g : N = g(P).
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Le test le plus strict de la convergence est la ve´rification que la composition du noyau
est invariante d’une ite´ration a` une autre. En pratique on arreˆte le calcul, soit apre`s un
nombre maximum d’ite´rations, soit sur un seuil de de´croissance :∣∣∣∣W (i) −W (i+1)W (i)
∣∣∣∣ ≤  (II.11)
ou` W (i) la valeur du crite`re a` l’ite´ration i et  > 0 sert a` de´finir un crite`re de proximite´.
Remarque 3. En minimisant W , l’algorithme des nue´es dynamiques conduit a` faire
de´croˆıtre la variance intra groupe, la variance des noyaux et a` rapprocher chaque noyau
du centre du groupe qui lui est associe´.
Pour illustrer nos propos, nous re´sumons la me´thodologie des nue´es dynamiques sous la
forme d’une architecture.
Figure II.2 – Illustration de la me´thode des nue´es dynamiques
Cet algorithme est souvent utilise´ pour des raisons de simplicite´ de mise en oeuvre. Par
contre, les re´sultats qu’il donne sont parfois tre`s sensibles a` la condition initiale donc pas
d’unicite´ de la solution a` cause de minimums locaux.
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II.2.2.2 Classification par Mean shift
La me´thode mean shift a e´te´ introduite par Fukunaga and Hostetler en 1975 [38]. C’est
une technique d’estimation ite´rative non parame´trique base´e sur l’utilisation d’un noyau.
Elle consiste a` de´tecter les modes, i.e le maximum local, de la fonction de densite´ d’un
nuage de points. L’algorithme mean shift est base´ sur l’estimateur multidimensionnel de
densite´ pour un ensemble de L objets (u(l))l=1,...,L de l’espace D. Le vecteur mean shift















) − u (II.12)
ou` dM est la distance de Mahalanobis entre u et u
(l).
Supposons maintenant que l’espace de dimension d puisse eˆtre de´compose´ en p espaces
inde´pendants de dimensions dp, avec p ∈ N. Chacun associe´ a` un type d’information
diffe´rent (i.e position, vitesse, acce´le´ration). Les espaces e´tant inde´pendants, la matrice H

















) − u (II.13)
La classification mean shift est obtenue en appliquant a` chaque ite´ration l le de´placement
donne´ par l’e´quation (II.13). Cet algorithme converge vers le mode local de la densite´. La
classification finale de l’ensemble des trajectoires de D est obtenue en regroupant dans
une meˆme classe Cp tous les objets ayant converge´ vers le meˆme mode.
Cette me´thode de classification ne ne´cessite aucun a priori sur les densite´s de probabilite´
des objets de D [22]. Sa principale limite re´side dans le choix du parame`tre d’e´chelle







Le noyau KH est une fonction syme´trique, positive ou nulle, centre´e sur ze´ro et dont
l’inte´grale vaut 1. Et H est la matrice de largeur de bande, syme´trique, de´finie positive
qui normalise le support du noyau.
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II.2.2.3 Classification par Self Organizing Maps (SOM)
Les cartes topologiques ou auto-organisatrices ont e´te´ introduites pour la premie`re fois
par T.Kohenen en 1981 [51]. Elles font partie de la famille des mode`les dits a` apprentissage
non supervise´. Cet algorithme partage avec les algorithmes classiques d’ordination (ACP,
analyse des correspondances,. . . ), l’ide´e de repre´senter des donne´es multidimensionnelles
dans un espace de dimension infe´rieure (ge´ne´ralement un espace R2).
La me´thode SOM consiste a` placer non line´airement sur la carte de Kohonen les trajec-
toires (u(l))1<l<L de l’espace d’entre´e D en pre´servant les proximite´s, ainsi les trajectoires
similaires devront se retrouver proches les unes des autres sur la grille (constitue´e de plu-
sieurs prototypes). A cet effet, un apprentissage de la carte est ne´cessaire, il est re´alise´ de
manie`re ite´rative et non supervise´e a` partir des observations de D. La particularite´ des
cartes auto-organisatrices est qu’elles rendent possible la comparaison des groupements
qui ont e´te´ re´alise´s directement a` partir des donne´es. Une observation est affecte´e a` un
groupe qui est projete´ sur un noeud de la carte. Les observations semblables ont la meˆme
projection sur la carte ; si les projections sont diffe´rentes, cela veut dire que les observa-
tions dans l’espace d’entre´e sont diffe´rentes [28].
La figure (II.3) repre´sente une illustration de la carte topologique. Celle-ci est consti-
Figure II.3 – Carte topologique avec plusieurs neurones
tue´e de plusieurs neurones. Chaque neurone a un vecteur re´fe´rent qui le repre´sente dans
l’espace d’entre´e D. Apre`s une initialisation ale´atoire des valeurs de chaque neurone, on
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soumet une a` une les observations a` la carte. Selon les valeurs des neurones, il y en a un
qui re´pondra le mieux au stimulus. Celui dont la valeur sera la plus proche de la donne´e
pre´sente´e sera conside´re´ comme neurone gagnant. A chaque ite´ration, l’algorithme cherche
le neurone gagnant. C’est le plus proche dans l’espace d’entre´e au sens de la similarite´.
Les poids du neurone gagnant ainsi que son voisinage sont modifie´s. L’amplitude de la
modification est un parame`tre de l’algorithme. Moins un neurone est proche du neurone
gagnant dans la grille, moins son de´placement est important. Les prototypes repre´sen-
tant des exemples proches, au sens de la similarite´, seront proches sur la carte au sens
des voisins. Une fois l’apprentissage termine´, on peut e´tiqueter les prototypes si on sou-
haite les associer a` des classes (Cp)1<p<P . Les e´tapes suivantes re´sument l’algorithme SOM.
Etape 1, Initialisation des neurones de la carte, W = wl avec l = {1, . . . , L} et calcul de
la distance de Mahalanobis dM entre chaque objet u
(l) ∈ D et le prototype wl.
Etape 2, Calcul de la distance minimale pour trouver le neurone gagnant wg :
dg(u







Etape 3, Ajustement du poids du neurone gagnant





ou` hi est la fonction de voisinage gaussienne et hig(t) = exp(− dij2σ(t)) est la fonction de
voisinage qui de´pend de la distance dij entre un neurone i et le neurone gagnant g, la
fonction hij est une fonction gaussienne. σ est le coefficient de voisinage. Son roˆle est de
de´terminer un rayon de voisinage autour du neurone gagant.
Etape 4, Re´ite´rer les e´tapes 2,3 et 4 jusqu’a` atteindre le crite`re d’arreˆt maxi ‖∆(wg)‖ ≤ .
L’avantage de cette me´thode est la possibilite´ de choisir la taille de la carte. Ceci permet
donc de choisir le niveau de re´solution souhaite´, faisant ainsi apparaˆıtre plus ou moins de
de´tails dans le jeu de donne´es. L’inconve´nient est d’avoir un voisinage fixe et une liaison
entre neurones inchangeable meˆme pour mieux repre´senter des donne´es discontinues.
En dehors des 3 me´thodes de classification de´crites, on peut faire un couplage de me´thodes
pour le choix des conditions initiales. On fait d’abord une classification avec la me´thode
SOM puis introduire ce re´sultat comme condition initiale de la me´thode des Nue´es dyna-
miques. Cela permet a` l’algorithme de converger rapidement.
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Apre`s la description des algorithmes (k-means, mean shift et SOM), il est ne´cessaire de
choisir une me´thode de repre´sentation de la L−famille de D afin de pouvoir utiliser les
me´thodes de classification cite´es ci-dessus.
II.2.3 Transformation 3D-2D des donne´es de mesures
Rappelons que l’ensemble D des trajectoires est une famille 3D de donne´es discre`tes.
Celle-ci doit eˆtre transforme´e en famille 2D pour que les algorithmes de classification
puissent eˆtre applique´s. Cette transformation consiste a` caracte´riser autrement l’informa-
tion contenue dans le syte`me. La figure (II.4) est une illustration de cette transformation.
Figure II.4 – Transformation des donne´es
Nous proposons 3 types de caracte´risation qui sont : la moyenne, la variance et la me´-
diane des observations discre`tes des trajectoires u(l). Malgre´ une perte d’information due
a` la re´duction de la dimension de l’espace de travail, les algorithmes choisis dans ce travail
de the`se sont robustes pour distinguer les trajectoires entre elles.
Apre`s la caracte´risation de l’information, on utilise les algorithmes de classification de´crits
pre´ce´demment. Ces algorithmes permettront de regrouper les trajectoires ayant des pro-
prie´te´s statistiques voisines (variance inter-conducteurs faible pour une meˆme classe Cp).
Chaque Cp est conside´re´e comme un comportement de conduite diffe´rent. Il existe dans la
litte´rature des crite`res de re´gularite´ de la trajectoire permettant de de´finir chaque com-
portement de conduite de manie`re physique. Rappelons que ce n’est pas le but de cette
the`se. On se contente pour la suite qu’il existe bien e´videmment P classes de trajectoires
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correspondant a` P comportements de conduite pour une configuration de virage donne´e
et un ensemble repre´sentatif de trajectoires pratique´es sur ce virage. La figure (II.5) est
une illustration de la re´partition de D en famille de trajectoires.
Figure II.5 – Re´partition des trajectoires u observe´es en p familles
Nous allons de´crire des crite`res permettant de choisir l’algorithme de classification et la
me´thode de repre´sentation pour garantir une meilleure classification des trajectoires.
II.2.4 Validation des p classes de trajectoires identifie´es
Les classes Cp sont valide´es de deux manie`res diffe´rentes et comple´mentaires : la conver-
gence des algorithmes de classification et l’utilisation de crite`res de validite´ des classes.
II.2.4.1 Convergence des algorithmes de classification
Chaque algorithme de´crit pre´ce´demment admet son crite`re de convergence. On appelle
convergence d’un algorithme, apre`s plusieurs ite´rations, quand on retrouve a` chaque ite´-
ration la meˆme partition de D. Les classes de trajectoires ainsi obtenues sont stables.
C’est-a`-dire, les trajectoires affecte´es dans une classe ne changent pas de classe quelque
soit l’ite´ration. Il est ne´cessaire de de´terminer les classes (Cp)p=1,...,P avec une bonne
pre´cision car la performance des mode`les probabilistes a` de´velopper en de´pend fortement.
II.2.4.2 Crite`res de validite´ des classes Cp
Une partition optimale pre´sente des classes bien se´pare´es par maximisation de la fonction
« distances inter classes ». Avec les crite`res de validite´, on e´value la performance des algo-
rithmes (k-means, mean shift et SOM) ainsi que les me´thodes de repre´sentation (moyenne,
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variance et me´diane). Ces crite`res sont : la se´paration, l’homoge´ne´ite´ et la dispersion :
L’homoge´ne´ite´ permet d’avoir des classes les plus concises possibles, en maximisant la
distance intra classes.
La dispersion minimise la fonction d’inertie (la somme des carre´s des e´carts a` un centre
d’objets).
La se´parabilite´ line´aire des classes est mesure´e a` partir de la matrice de covariance des



































i est la moyenne de chaque classe, M =
∑
i ui la moyenne de l’ensemble
des observations et pic est de chaque classe C, i.e. le nombre d’e´le´ments dans la classe C
compare´e a` la base de donne´es. La se´parabilite´ des classes est obtenue par l’e´quation :
S = trace(S−1ω Sb) (II.19)
La repre´sentation graphique de la fonction S permettra de choisir l’algorithme de classi-
fication et la me´thode de repre´sentation de D. Le couple (algorithme/repre´sentation) qui
a une meilleure se´parabilite´ entre les P classes assurera la classification la plus optimale.
Ce re´sultat permet d’avoir des classes Cp stables vis-a`-vis du nombre d’ite´rations. Chaque
Cp est conside´re´e comme un comportement de conduite diffe´rent. Il est important d’iden-
tifier tous les comportements de conduite et que chacun soit repre´sente´ le mieux possible.
Car des classes instables engendrent des proble`mes d’homogene´ite´ et par conse´quent une
mauvaise identification des processus stochastiques. Rappelons que les trajectoires de
chaque Cp sont conside´re´es comme des re´alisations discre`tes d’un meˆme processus sto-
chastique Up de´fini sur (Ω,=,P) a` valeurs dans R6. Cette hypothe`se sera ve´rifie´e dans la
partie validation nume´rique des mode`les au chapitre III.
La prochaine section consiste a` faire une mode´lisation probabiliste par identification de
processus stochastiques.
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II.3 Mode´lisation stochastique du syste`me V-I-C
L’objectif de cette section est de de´velopper des mode`les probabilistes robustes capables
de reproduire l’e´tat dynamique du syste`me vis-a`-vis de plusieurs crite`res de de´faillance.
Ces mode`les sont spe´cifiques a` des classes de trajectoires judicieusement identifie´es dans
la pre´ce´dente section. Nous proposons cette me´thode de mode´lisation car, d’une part, elle
fait abstraction a` des interactions non line´aires qui ne sont pas mode´lisables de manie`re
pre´cise, et d’autre part, nous disposons d’instruments de mesures performants capables
d’acque´rir des observations discre`tes de trajectoires pratique´es.
Dans un premier temps, la me´thode consiste a` ve´rifier les hypothe`ses de stationnarite´ des
processus stochastiques e´tudie´s. Ensuite, nous caracte´risons et identifions au mieux chaque
processus. Enfin, nous de´crivons des techniques de simulation de processus stochastiques
stationnaires et non gaussiens ne´cessaires pour simuler les processus identifie´s.
II.3.1 Processus d’e´tat U du syste`me
A chaque classe Cp, p ∈ P , pre´ce´demment de´finie, on associe un unique processus sto-
chastique vectoriel Up = (Up(t), t ∈ R) de´fini sur l’espace de probabilite´ (Ω,=,P) a` valeurs
dans R6, tel que ∀t ∈ R :
Up(t) = (X1(t), X2(t), V1(t), V2(t),Γ1(t),Γ2(t))
T (II.20)
Ce processus Up de´crit, le comportement ale´atoire de la dynamique du syste`me V-I-C. Il
est partiellement connu a` travers les trajectoires de la classe Cp a` laquelle il est associe´. Les
composantes X1, X2, V1, V2,Γ1 et Γ2 sont des processus scalaires indexe´s sur R a` valeurs
dans R. Nous rappelons que ces composantes de´crivent respectivement : les positions,
vitesses et acce´le´rations du centre de masse (G) du ve´hicule relativement a` la base fixe
BA0 = (~e1, ~e2, ~e3). Pour des raisons de simplification de notations, on pose pour la suite du
manuscrit :
U = Up (II.21)
Remarque 4. Compte tenu de la quantite´ d’observations expe´rimentales disponibles d’une
part et des me´thodes de simulation de processus stochastique d’autre part, il n’est pas
envisageable de simuler le processus stochastique vectoriel U .
Cependant, l’objet final de ce travail de the`se est d’e´valuer le risque contenu dans le
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syste`me V-I-C par une analyse fiabiliste. Cette analyse conduit a` choisir plusieurs crite`res
de de´faillance. Nous choisissons des crite`res qui portent sur des fonctionnelles scalaires
du processus U , appele´s processus de controˆle. Ceux-ci sont issus de la traduction du
proble`me e´tudie´ en langage fiabiliste (projection fonctionnelle de U sur R).
II.3.1.1 Processus de controˆle Z
Un processus de controˆle associe´ au processus stochastique U est un processus Z =
(Z(t), t ∈ R) de´fini sur (Ω,=,P) a` valeurs dans R tel que :
Z(t) = F (U(t)) , ∀t ∈ R (II.22)
ou` F est une fonction de R6 dans R. On suppose dans toute la suite que ce processus est
du second ordre. Insistons bien sur le fait que F est relative au crite`re choisi pour de´finir
la de´faillance des trajectoires. Il a e´te´ dit au chapitre I que les crite`res de de´faillance sont
obtenus par traduction en langage fiabiliste des modes de de´faillance suivants :
– La sortie du ve´hicule dans l’espace roulable.
– Une perte d’adhe´rence du ve´hicule qui rend celui-ci incontroˆlable par le conducteur.
A partir de ces modes de de´faillance, nous avons montre´ que la de´faillance du syste`me peut
eˆtre caracte´rise´e soit par une distance relative entre trajectoires, soit par une fonctionnelle
des composantes de la trajectoire u dans l’espace des phases.
II.3.1.2 Crite`res de de´faillance du syste`me V-I-C
Dans cette e´tude, nous ne pre´tendons pas connaˆıtre les causes de la de´faillance du syste`me.
Parce que des causes diffe´rentes peuvent engendrer le meˆme type de de´faillance. Nous
conside´rons le syste`me comme une boite noire ge´ne´rant des trajectoires. Nous essayons
d’associer le risque contenu dans ce syste`me a` des niveaux de de´faillance portant sur la
re´ponse du syste`me (i.e. crite`re de de´faillance portant sur les trajectoires). La traduction
mathe´matique des 2 types de de´faillance cite´s pre´ce´demment correspond respectivement
aux crite`res de de´faillance suivants : distance entre trajectoires et acce´le´ration late´rale du
ve´hicule.
II.3.1.2.1 Distance relative entre trajectoires Soit une trajectoire de re´fe´rence
uref connue et appartenant a` l’espace roulable, cf. figure (II.6). Celle-ci est sure par
construction. La notion de trajectoire de re´fe´rence est difficile a` de´finir car e´tant sub-
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jective. Un choix possible de uref peut eˆtre la trajectoire moyenne um estime´e a` partir des









A partir de cette trajectoire moyenne, on peut calculer la distance Euclidienne dE entre
celle-ci et l’une quelconque des trajectoires observe´es u par :
dE(t) =
√
(u(t)− um(t))T (u(t)− um(t)) ;∀t (II.24)
Cependant, dans cette e´tude, nous proposons de calculer la distance ge´ome´trique D entre




ou` d est la distance euclidienne usuelle dans l’espace affine R2. L’ensemble des points
M ∈ CV constituant la ligne des centres de voie (CV ) sont connus expe´rimentalement.
La figure (II.7) repre´sente une illustration de la projection de cette distance sur le plan
(x1Ox2). Nous rappelons qu’une meilleure estimation de la sortie de route serait la prise
en compte de l’orientation du ve´hicule dans le calcul de la distance D.
Figure II.6 – Espace roulable du ve´hicule. Figure II.7 – Distance relative d(t).
La distance doit eˆtre borne´e car on ne peut pas s’e´carter inde´finiment de CV tout en restant
sur la route. La pre´sence du ve´hicule sur l’espace roulable est e´value´e par le crite`re :
supt∈T |D(t)| > δ∗ (II.26)
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est la largeur de la voie de ciculation et a la largeur du ve´hicule. Ce crite`re de
de´faillance porte sur le processus de controˆle D. La distance D = (D(t), t ∈ R) est un
processus de´fini sur (Ω,=,P) a` valeurs dans R+.
Apre`s la caracte´risation de la de´faillance par la distance relative entre trajectoires, nous
allons de´crire d’autres crite`res de de´faillance qui portent sur des fonctionnelles de u.
II.3.1.2.2 Fonctionnelle des composantes de la trajectoire u Le crite`re de de´-
faillance du syste`me pourrait eˆtre de´fini aussi par une fonctionnelle des coordonne´es de
la trajectoire u dans l’espace des phases. Il en est ainsi par exemple pour le crite`re de
de´faillance portant sur l’acce´le´ration transversale.
Acce´le´ration transversale
L’acce´le´ration transversale et sa variation (le jerk) sont des crite`res souvent utilise´s dans
la litte´rature pour de´terminer la dangerosite´ des trajectoires. Il en est propose´ dans
Kanayama et al[49] :
1. minimiser a` vitesse constante l’inte´grale du carre´ de la courbure le long du chemin,
ce qui revient a` minimiser les acce´le´rations transversales ;
2. minimiser la de´rive´e de la courbure ρ le long du chemin, ce qui correspond a` mini-
miser les variations de l’acce´le´ration transversale.
On trouve dans Hongo et al[97] un crite`re proche du second, consistant a` minimiser
l’inte´grale du carre´ de la de´rive´e de l’acce´le´ration. Ce qui correspond encore une fois
a` minimiser les variations de l’acce´le´ration transversale. Elle est donc utilise´e comme
crite`re de de´faillance car le de´passement d’un certain seuil (δ∗) peut engendrer une perte
d’adhe´rence, c.f. Revue[81]. Ce crite`re de de´faillance est de´fini par :
supt∈T |ΓN(t)| > δ∗ (II.28)
Il porte sur le processus de controˆle ΓN(t). Notons que ΓN = (ΓN(t), t ∈ R) est de´fini sur
(Ω,=,P) a` valeurs dans R. On peut le de´terminer facilement car c’est une coordonne´e de
la trajectoire u dans le repe`re de Serret-Fre´net. Nous avons montre´ le passage du repe`re
Galile´en de re´fe´rence RA0 au repe`re de Serret-Fre´net RSFG dans le chapitre I.
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Les 2 crite`res de de´faillance introduits portent sur les processus de controˆle : D(t)
la distance relative et ΓN(t) l’acce´le´ration transversale. Les Sup de ces fonctions seront
borne´es par des seuils δ∗ pour garantir la stabilite´ du ve´hicule sur la route. Ils nous
semblent eˆtre des crite`res pertinents pour e´tudier la de´faillance du syste`me. Rappelons
que D(t) et ΓN(t) viennent d’eˆtre obtenus par la transformation du processus U via une
fonction F selon le crite`re de de´faillance choisi. Ces processus seront repre´sente´s par Z




Les observations expe´rimentales montrent que le processus Z n’est en ge´ne´ral pas station-
naire. Dans le paragraphe suivant, nous allons construire une repre´sentation permettant
d’exprimer ce dernier comme une fonctionnelle affine d’un processus stationnaire.
II.3.1.3 Standardisation du processus de controˆle Z
Le processus Z est du second ordre mais n’est a priori pas stationnaire en m.o.d (moyenne
d’ordre deux). Conside´rons alors le processus X = (X(t), t ∈ R) de´fini sur (Ω,=,P) a`
valeurs dans R tel que :
X(t) = σ−1Z (t) (Z(t)− µZ(t)) (II.30)
ou` µZ(t) = E[Z(t)] et σZ(t) = E[(Z(t) − E[Z(t)])2] sont respectivement la moyenne et
l’e´cart-type temporels de Z. Par construction, le processus X est tel que µX(t) = 0 et
σX(t) = 1. Donc ces deux premiers moments sont constants. Ce processus est donc un
bon candidat pour eˆtre suppose´ stationnaire en m.o.d. Pour qu’il en soit ainsi, il faut en
toute rigueur que sa fonction d’autocorre´lation RX ne de´pende que des accroissements
temporels et non pas des couples d’instants (t1, t2).
Une e´tude statistique de X, pour les exemples conside´re´s, a montre´ (c.f. III.4.1.4) que
cette proprie´te´ est approximativement ve´rifie´e et donc que X peut eˆtre raisonnablement
conside´re´ comme stationnaire en m.o.d. Et, compte tenu de la relation (II.30), on obtient :
Z(t) = µZ(t) + σZ(t)X(t) (II.31)
Si l’on dispose d’estimation satisfaisante de µZ(t) et σZ(t), caracte´riser le processus Z
reviendra a` caracte´riser le processus X. Il s’agit donc maintenant de savoir caracte´riser
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(a` partir des donne´es expe´rimentales disponibles) le processus X stationnaire en m.o.d.
II.3.2 Caracte´risation du processus X
Un processus stochastique est un objet complexe a` de´crire. Par hypothe`se, le proces-
sus X est centre´, stationnaire en m.o.d et de variance unite´. Compte tenu des donne´es
disponibles, nous choisirons pour le caracte´riser sa loi marginale d’ordre 1 dont nous sup-
poserons qu’elle admet une densite´ pX , et sa fonction d’autocorre´lation RX , ou ce qui
revient au meˆme, sa densite´ spectrale de puissance SX . Bien entendu, cette caracte´risa-
tion n’est pas comple`te, car connaˆıtre comple`tement la loi d’un processus c’est connaˆıtre
sa famille de lois finidimensionnelles, ce qui est loin d’eˆtre le cas pour le processus X. On
s’attachera donc a` rechercher des processus dont la description soit beaucoup plus simple
afin de pouvoir les utiliser en pratique.
Pour le calcul des densite´s marginales d’ordre 1 et des densite´s spectrales de puissance,
nous avons utilise´ des e´chantillons expe´rimentaux. La densite´ marginale d’ordre 1 a e´te´
estime´e a` l’aide de l’estimateur standard et de l’estimateur a` noyau gaussien (cf. annexes
V.2). La densite´ spectrale de puissance a quand a` elle e´te´ estime´e a` l’aide de l’estimateur
de Welch avec feneˆtre de Hamming (cf. annexes V.3). Enfin, pour la fonction d’autocor-
re´lation, nous avons utilise´ l’estimateur base´ sur le pe´riodogramme [93].
A partir des estime´es pX , FX et SX , nous avons cherche´ des lois the´oriques par approxi-
mation ne´cessaires pour la simulation du processus stochastique X.
II.3.3 Approximation de la densite´ marginale d’ordre 1 de X
Pour cela deux grandes voies s’offrent a` nous, soit on cherche une approximation dans la
classe des lois usuelles Bouleau[12]. Soit on construit une approximation hilbertienne sur
une base fonctionnelle a` choisir. Nous avons retenu la base des polynoˆmes d’Hermite.
II.3.3.1 Estimation par des lois the´oriques usuelles
Rappelons que par construction la loi marginale d’ordre 1 a` approximer est de moyenne
µX = 0 et de e´cart-type σX = 1, du fait de la normalisation de X. Par le biais de tests
statistiques (Kolmogorov-Smirnov, Chi2, etc), nous avons teste´ l’ade´quation de cette loi
marginale d’ordre 1 a` des lois the´oriques connues. Parmi ces lois, nous avons la loi normale
et la loi logistique qui peuvent convenir.
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La loi normale a pour espe´rance E(X) = µX et variance V (X) = σ2X . L’utilisation de
cette loi comme ajustement de la loi marginale d’ordre 1 de X impose obligatoirement de
prendre µX = 0 et σX = 1. Pour comple´ter les tests statistiques sur l’hypothe`se gaussienne
de la loi marginale d’ordre 1 de X, nous avons estime´ les coefficients d’aplatissement K et
d’asyme´trie S (c.f. annexes V.4.3). Au cas ou` cette hypothe`se est ve´rifie´e, cela simplifierait
l’e´tude de manie`re conside´rable.
La loi logistique a pour espe´rance E(X) = µ et variance V (X) = s2pi2
3
. L’utilisation de
cette loi comme approximation de la loi de probabilite´ empirique de X impose de prendre





Outre la me´thode d’approximation par ces lois, nous proposons d’utiliser une approxi-
mation hilbertienne base´e sur une e´criture de la densite´ pX sur la base orthonorme´e des
polynoˆmes d’Hermite Soize[93].
II.3.3.2 Approximation Hilbertienne sur la base des polynoˆmes d’Hermite
Pour de´finir les polynoˆmes d’Hermite, nous conside´rons l’espace de Hilbert L2(R, ν). C’est
l’espace des fonctions re´elles de´finies ν−presque partout sur R, de carre´ inte´grable par





ou` f(x) = 1√
2pi
exp (−x2/2), x ∈ R est la densite´ de probabilite´ d’une loi gaussienne stan-
dard.
Les polynoˆmes d’Hermite Hα(x) sur R, d’indice α ∈ N sont de´finis par la formule de
re´currence : {
H0(x) = 1
Hα+1(x) = xHα − ddxHα(x)
(II.33)
La de´rive´e de Hα(x) par rapport a` x s’e´crit :
d
dx
Hα(x) = αHα−1(x) (II.34)
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Soit pX : R → R+ la densite´ de probabilite´ cible qui a e´te´ estime´e dans la partie (II.3.2)
en utilisant les e´chantillons expe´rimentaux.





ou` qα ∈ R et (hα)α de´signe la base orthonorme´e des polynoˆmes d’Hermite normalise´s,
avec pour tout α ∈ N :
hα(x) = (α!)
−1/2Hα(x) (II.37)
Ils forment une base orthonorme´e de L2(R, ν) et (α!)−1/2 est le facteur de normalisation
de manie`re a` avoir ((hj, hk)) = δjk.






ou` N est un entier ≥ 0 a` de´terminer.
Pour estimer les coefficients (qα)1<α<N , nous avons utilise´ deux approches : l’une base´e sur
l’estimation des moments de la loi marginale d’ordre 1 et l’autre base´e sur la projection
de pX sur la base des polynoˆmes d’Hermite.
II.3.3.2.1 Estimation des coefficients qα par estimation des moments
Une N−approximation du moment d’ordre p ∈ N de la loi marginale d’ordre 1 de X est
donne´e par :
Soit pX : x→ pX(x) la densite´ de probabilite´ cible qui a e´te´ estime´e dans la partie (II.3.2)
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ou` λ(p, α) =
∫
xpf(x)hα(x)dx est une constante a` calculer pour chaque couple (p, α)
donne´.
Supposons que l’on connaisse une estime´e statistique des N premiers moments de la loi
marginale d’ordre 1 de X.
Soit (µ˜pX)1<α<N ces N estime´es d’apre`s l’e´quation (II.40). Sachant que tous les couples
λ(p, α) peuvent eˆtre calcule´s explicitement, les coefficients inconnus qα peuvent alors eˆtre











λ(1, 1) λ(1, 2) . . λ(1, N)
λ(2, 1) λ(2, 2) . . λ(2, N)
λ(3, 1) λ(3, 2) . . λ(3, N)
. . . . .
. . . . .


















En raison d’un mauvais conditionnement de la matrice du syste`me, les coefficients (q˜α)α=0,...,N
sont souvent mal estime´s. Par conse´quent l’approximation par l’estimation des moments
peut-eˆtre de mauvaise qualite´. C’est pourquoi, nous avons pre´fe´re´ estimer les coefficients
(qα)α=1,...,N par une autre me´thode que nous de´taillons dans le sous paragraphe suivant.
II.3.3.2.2 Estimation des coefficients par inte´gration de la loi marginale.
La loi marginale PX peut s’e´crire :
pX(x)dx = q(x)ν(dx) (II.43)
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Avec q(x) = pXf
−1(x). Dans le cas particulier ou` q ∈ L2(R, ν), on peut e´crire le de´velop-





La se´rie du membre de droite de l’e´quation (II.36) est convergente dans L2(R, ν). Pour
tout indice α ∈ N, le re´el qα est obtenu par projection sur la base (hα)α de la forme :




Avec hα(x) = 1 pour α = 0, la condition de normalisation
∫
R pX(x)dx = 1 implique qα = 1
pour α = 0.






ou` pˆX est une estime´e de la densite´ pX , obtenue a` partir d’un e´chantillon statistique
expe´rimental de la loi marginale de X. Pour obtenir la valeur nume´rique des (qα)1<α<N ,
nous avons utilise´ un sche´ma d’inte´gration nume´rique classique tel que Simpson [25].
Apre`s avoir tronque´ le de´veloppement d’Hermite a` un ordre N raisonnable, nous avons
obtenu une approximation pNX de la densite´ pX de la loi marginale d’ordre 1 du processusX.
Dans la grande majorite´ des cas traite´s l’ordre de troncature du de´veloppement d’Hermite
n’a pas exce´de´ N = 7. Nous allons maintenant de´crire la proce´dure a` suivre pour choisir
la meilleure approximation de la densite´ pX .
II.3.3.3 Comparaison des approximations de la loi marginale d’ordre 1 de X
On peut obtenir de bonnes approximations de pX ce qui est duˆ a` la re´gularite´ et/ou a` la
finesse de la densite´ pX estime´e. Si elle pre´sente trop de fluctuations, l’approximation par
Hermite peut ne pas donner de bons re´sultats malgre´ un ordre e´leve´ de troncature.
Pour ame´liorer la qualite´ des approximations au cas ou` le de´veloppement sur la base
des polynoˆmes d’Hermite ne serait pas suffisant, on pourrait utiliser la me´thode de de´ve-
loppement sur la base d’Edgeworth. C’est une me´thode qui sert a` regrouper les termes
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(qα)0<α<N du meˆme ordre de grandeur pour approximer au mieux les densite´s de proba-
bilite´ cibles, Pugachev [77].
Toutes ces me´thodes d’approximation utilise´es pre´sentent des avantages et des inconve´-
nients. A titre d’exemple, pour les lois usuelles, on peut avoir la difficulte´ d’approximer
les densite´s avec plusieurs fluctuations ; pour le developpement sur la base des polynoˆmes
d’Hermite, on a des proble`mes d’instabilite´ pour un ordre de troncature e´leve´. Pour choisir
la meilleure approximation des lois empiriques du processus X, nous proposons d’utiliser
des crite`res de proximite´.
Il existe plusieurs crite`res de mesures d’e´cart dans la litte´rature : la norme L1, la norme
L2, ou encore les mesures e´tudie´es par Bickel-Rosenblatt, Bickel[6].












ou` ∆xi est le pas de discre´tisation du sche´ma nume´rique.
















Pour une norme choisie, la meilleure me´thode d’approximation est celle qui conduira a` la
plus petite erreur. Le choix se fera sur la me´thode d’approximation qui donnera le plus
petit e´cart entre la densite´ cible et la densite´ approxime´e.
Outre ces crite`res (I1, I2) de comparaison, on peut utiliser des tests statistiques tels que
Kolmogorov-Smirnov, Chi2, etc. L’utilisation de ces tests permet d’accepter ou de rejeter
l’hypothe`se nulle H0 pour chaque approximation de la densite´. Chaque test a une p-value
fixe´e par l’utilisateur pour comparer deux distributions [88]. Il est e´galement possible
d’utiliser le principe d’entropie maximale pour choisir la meilleure approximation.
On peut chercher e´galement d’approximer les densite´s spectrales de puissance SX pour
la simulation. Sinon, on peut utiliser nume´riquement la densite´ spectrale estime´e a` partir
des e´chantillons expe´rimentaux.
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A partir de pX et SX , nous pouvons simuler le processus X. La prochaine section de´crit
des me´thodes de simulation du processus X stationnaire du second ordre et non gaussien.
II.3.4 Simulation du processus X
La simulation du processus stochastique X consiste a` ge´ne´rer nume´riquement des va-
leurs X(t1), . . . , X(tn) selon la loi conjointe donne´e par la loi marginale d’ordre n, ceci
pour tout entier n et toute suite (ti)i=1,...,n. Ce qui est non re´alisable en ge´ne´ral car on
n’a pas acce`s a` la connaissance de ce syste`me de lois marginales, sauf pour les processus
gaussiens. Ceci n’est e´videmment pas le cas pour les processus X dans les exemples traite´s.
Rappelons qu’a` partir de l’e´quation (II.30) et des re´alisations discre`tes de Z, nous avons
de´duit les re´alisations discre`tes de X. Cette famille de re´alisations a e´te´ utilise´e dans les
e´tapes pre´ce´dentes pour :
– estimer les valeurs de la fonction d’autocorre´lation RX et ve´rifier que cette fonction
conserve la meˆme valeur pour tous les couples d’instants e´quidistants. En d’autres
termes, on a montre´ que X ve´rifie l’hypothe`se de stationnarite´ a` l’ordre 2 ;
– estimer la densite´ pX de la loi finidimensionnelle d’ordre 1 de X, la fonction de
re´partition FX de cette loi, la Densite´ Spectrale de Puissance SX (c.f. Fogli[36]) ;
– estimer les moments du processus stochastique X jusqu’a` l’ordre p.
Dans tout ce qui suit nous notons p˜X , F˜X , S˜X , R˜X , les approximations respectives obte-
nues de ces grandeurs.
Comme nous l’avons explique´ pre´ce´demment, le but est de simuler une bonne approxima-
tion de X. Cette e´tape est cruciale dans notre de´marche. Pour re´pondre a` cette question,
nous utilisons une me´thode de simulation de processus stochastiques non gaussiens base´e
sur les polynoˆmes d’Hermite (c.f. Poirion [75] et Puig [79]). Cette me´thode ne ne´cessite
que la connaissance de FX et de RX . Nous en rappelons les principales e´tapes.
Remarque 5. Tout processus stationnaire admet des lois marginales d’ordre 1 qui sont
isonomes a` une loi donne´e.
Soit U est une variable ale´atoire uniforme sur [0, 1]. Alors F−1X (U) est une variable ale´atoire
de meˆme loi que X. Soit FN la fonction de re´partition d’une variable ale´atoire re´elle de
loi gaussienne standard. On note F−1X ◦ FN la compose´e des fonctions F−1X et FN . Soit G
une variable normale de loi uniforme sur [0, 1]. Donc la variable ale´atoire F−1X (FN (G)) a
meˆme loi que X. Posons :
F = F−1X ◦ FN . (II.49)
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En pratique on ne connait pas l’expression analytique de la fonction F. On va utiliser une
repre´sentation de F sur une base adapte´e et construire ses coordonne´es. La de´composition
de la fonction F sur la base des polynoˆmes d’Hermite : lorsque X est une variable ale´atoire
du second ordre, la fonction F appartient a` cet espace. On suppose que F−1X ◦FN appartient
a` l’espace de Hilbert :
L2(R) =
{
f : R→ R ;
∫
R
|f(x)|2 dx < +∞
}
. (II.50)
Cet espace est muni du produit scalaire :






, ∀f ∈ L2(R) , ∀g ∈ L2(R) (II.51)
Sous cette hypothe`se F peut eˆtre projete´e sur la base orthonorme´e (hm)n∈N de L2(R).
Cette base orthonorme´e est constitue´e des polynoˆmes d’Hermite normalise´s (cf. section
(II.3.3.2)). Il existe donc une suite de re´els (fn)n∈N tels que :












Soit G de´fini sur (Ω,=,P) un processus gaussien stationnaire centre´ a` valeurs dans R et de
variance 1. Soit FG la fonction de re´partition de sa loi finidimensionnelle d’ordre 1 et RG
sa fonction d’autocorre´lation (que l’on ne connait pas a priori). Soit V = (V (t), t ∈ R)
le processus stationnaire du second ordre de´fini sur (Ω,=,P) a` valeurs dans R tel que
∀t ∈ R :
V (t) = (F−1X ◦ FN )(G(t)) (II.54)
Ce processus posse`de les proprie´te´s suivantes :
– La loi finidimensionnelle d’ordre 1 note´e pV de V a pour fonction de re´partition FX ,
– le processus V a les meˆmes deux premiers moments que le processus X,
– V (t) =
∑
n∈N fnhn(G(t)), ∀t ∈ R,
– la fonction d’autocorre´lation du processus V doit coincider avec la fonction d’auto-
corre´lation impose´e RX
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n, ∀t ∈ R (II.56)
Il est tre`s difficile de trouver la fonction RG connaissant la fonction RX . C’est une e´quation
polynoˆmiale fonctionnelle non re´solue en pratique. On la remplace par un proble`me d’op-











C’est un proble`me d’optimisation sous contraintes car la fonction d’autocorre´lation RG est
de type positif. Cette contrainte ne peut pas eˆtre introduite telle quelle dans le proble`me.
Le proble`me s’e´crit en introduisant les mesures spectrales. Le the´ore`me de Bochner est
utilise´ ; il lie la fonction d’autocorre´lation et la densite´ spectrale et plus ge´ne´ralement








iλtSX(λ)dλ ; ∀t ∈ R
(II.58)










sous les contraintes : SG fonction positive, paire, et telle que
∫
R SG(λ)dλ = 1. A partir de
la densite´ spectrale SG, on peut chercher une repre´sentation markovienne afin de pouvoir
simuler le processus G construit pre´ce´demment. Par conse´quent V est une approximation
de X. En pratique, nous allons approximer X par un processus V M = (V M(t), t ∈ R) de
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avec M ∈ N∗ fixe´, les coefficients (fn)n=0,...,M donne´s par (II.53), G le processus gaussien
pre´ce´demment de´fini.
Pour approximer X nous simulons V M en utilisant la relation (II.60). Le proble`me se
rame`ne donc a` celui de la simulation du processus gaussien G. Pour cela, nous utilisons
une me´thode classique de Poirion et al [75] base´e sur l’utilisation de la densite´ spectrale
de puissance SG du processus G. Nous choisissons de prendre :
SG ≡ S˜X (II.61)
La ge´ne´ration de trajectoires du processus non gaussien X est alors imme´diate de´s qu’on
a construit les trajectoires du processus gaussien G sous-jacent [78].
Nous rappelons les diffe´rentes e´tapes de la me´thode de simulation choisie :
En pratique, SG est uniquement connue aux points :
λj = −λL + (j + 1/2)∆λ , j ∈ {0, 1, . . . , N − 1} , (II.62)
d’une N−partition re´gulie`re de l’intervalle [−λL, λL], i.e.
SG ≡ (SG(λj) , j = 0, 1, . . . , N − 1) (II.63)
ou` λL est la fre´quence de coupure, ∆λ est le pas de discre´tisation. ∆λ et λL sont connus
et impose´s par le the´ore`me d’e´chantillonnage de Shannon.
Ensuite, pour simuler le processus G, on peut utiliser soit la repre´sentation spectrale
soit la repre´sentation markovienne. La me´thode de la repre´sentation spectrale est ge´-
ne´ralement plus performante que la me´thode de repre´sentation markovienne.
L’algorithme de simulation base´ sur la repre´sentation spectrale de G se pre´sente comme
suit. Soit (φj)j=0,1,...,N−1 une famille de variables ale´atoires re´elles de´finies sur (Ω,=,P)
inde´pendantes dans leur ensemble, suivant une loi uniforme sur [0, 2pi]. On peut montrer













Chapitre II. Me´thodologie de pre´diction de trajectoires a` risque
converge en loi vers le processus G. L’algorithme de simulation s’obtient en e´chantillon-
nant l’approximation GN de G aux noeuds tj = j∆t , j = 0, . . . , N − 1 du domaine
temporel T de simulation. Il fait intervenir la notion de FFT (Fast Fourrier Transform).
Enfin, on reconstitue les trajectoires de X par la formule :
X = f1 ∗G+ f2 ∗ (G2 − 1) + f3 ∗ . . . . (II.65)
On peut e´galement simuler le processus G en utilisant une repre´sentation markovienne
, (c.f. Fogli[36]). Cette me´thode de simulation est base´e sur le principe de re´alisation
markovienne des processus gaussiens centre´s a` spectre rationnel.
De´finition 1. On dit qu’un processus X = (X(t), t ∈ R+) admet une re´alisation mar-
kovienne de dimension finie en observant un processus a` valeurs dans Rn, s’il existe une
matrice A asymptotiquement stable, Q∈ Rn et B∈ Rn tels que :
Le processus X = (X(t), t ∈ R+) ainsi de´fini est donc le re´sultat d’un filtrage causal de
bruit blanc (c.f Kre´e[55]). En effet, soit ψ(t) = exp(tA)Q, filtre causal de´fini pour t > 0.
Le processus X = (X(t), t ∈ R+) s’obtient a` l’aide du filtre causal φ = BTψ.








D’autre part, on a : ∫
R+
e−iλxφ(x)dx = R(iλ)Q−1(iλ) (II.67)
ou` Q est le polynoˆme caracte´ristique de A et R est un polynoˆme dont les coefficients sont
donne´s par les vecteurs B et Q. On a en particulier le the´ore`me suivant :
The´ore`me 1. G = (G(t), t ∈ R) est a` re´alisation markovienne de dimension finie ssi G




ou` R et Q des polynoˆmes avec les racines de Q(X) dans R(z) < 0 tels que :{
R(X) = aqX
q + . . .+ a1X + a0;
Q(X) = brX
r + . . .+ b1X + b0; r < q
(II.69)
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II.3.4.1 Principe de re´alisation markovienne
La classe de Hardy H2+(C) est l’ensemble des transforme´es de Laplace des e´le´ments de
L2(R+,C). Une fraction rationnelle de L2(R,C) appartient a` H2+(C) ssi ses poˆles sont dans
le demi-plan Re(z) < 0, ce qui est bien le cas dans le the´ore`me pre´ce´dent. D’autre part une




dλ > −∞ (II.70)
Le principe de markovianisation approche´e se fonde sur le re´sultat de densite´ suivant :
The´ore`me 2. L’ensemble des fonctions rationnelles ω → R(iλ)/Q(iλ) qui sont dans
H2+(C) est dense dans H2+(C).
On peut se reporter a` Kre´e[54] pour la demonstration.
Soit G = (G(t), t ∈ R) processus gaussien stationnaire centre´ du second ordre admettant
pour densite´ spectrale :
SG(λ) = |G(iλ)|2 ; ∀λ ∈ R (II.71)
avec G ∈ H2+(C). Le principe de markovianisation approche´e est donc, graˆce au re´sultat
de densite´ du the´ore`me, d’approcher G par une fraction rationnelle de H2+(C). On cherche
ainsi a approcher X = (X(t), t ∈ R+) au sens de l’e´nergie, c’est-a`-dire : on cherche
V = (V (t), t ∈ R+) processus gaussien de densite´ spectrale SV telle que :
‖SX − SV ‖21 <  (II.72)
En ce qui concerne la simulation nume´rique, on ne va donc pas simuler le processus X =
(X(t), t ∈ R+) qui mode´lise le phe´nome`ne physique mais un processus V = (V (t), t ∈ R+)
de densite´ spectrale rationnelle aussi proche que l’on veut de X = (X(t), t ∈ R+) au sens
de l’e´nergie. Un algorithme pour de´terminer ce spectre rationnel est propose´ dans l’article
de Bernard et Bonnemoy[4].
Pour cela, on utilise la technique de recuit simule´. C’est est une me´taheuristique inspire´e
d’un processus utilise´ en me´tallurgie. Ce processus alterne des cycles de refroidissement
lent et de re´chauffage (recuit) qui tendent a` minimiser l’e´nergie du mate´riau. Elle est
aujourd’hui utilise´e en optimisation pour trouver les extrema d’une fonction.
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Soit, la fonction F non convexe donc plusieurs minimas locaux. Il faut e´viter de res-
ter pie´ge´ autour de ces minimas locaux. Il faut faire une exploration ale´atoire de l’espace
d’e´tat en favorisant les descentes et en permettant les remonte´es dans certaines situations.
Plus pre´cise´ment, soit une chaine de Markov sur l’espace d’e´tat, et on accepte ou on re-
fuse une transition avec une probabilite´ 1 si F de´croit, et si F croit avec une probabilite´
e− −∆F
T
. Ou` T est un parame`tre, appele´ tempe´rature par analogie avec la me´canique sta-
tistique. Plus la tempe´rature est grande, plus seront facilite´es les transitions ascendantes.
En revanche, a` la limite T = 0, on obtient un algorithme de descente. Tout au long de
l’algorithme, on fait de´croitre T , ni trop vite pour ne pas rester bloque´ autour d’un mini-
mum local, ni trop lentement si on veut avoir un re´sultat en un temps raisonnable.
Le lecteur trouvera plus de de´tail sur la repre´sentation markovienne d’un processus dans
Bernard[5] et Kre´e[55], Fogli[37].
La simulation de SG et l’utilisation de la formule (II.65) ont permis de reconstruire les
trajectoires de X. Ce re´sultat nous permet d’obtenir des simulations du processus X. En
utilisant la formule (II.31), on obtient des re´alisations du processus Z par simulation. Les
grandes e´tapes de cette mode´lisation probabiliste du syste`me V-I-C sont re´sume´es dans
le sche´ma (II.8).
Figure II.8 – Re´sume´ des grandes e´tapes de la mode´lisation probabiliste propose´e
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Les simulations sont utilise´es dans un premier temps pour valider les mode`les Z. Dans un
second temps, elles serviront a` estimer les probabilite´s de de´passer le seuil des crite`res de
se´curite´ choisis par classe de trajectoires.
II.3.5 Validation des mode`les Z
Une fois les mode`les Z conc¸us, pour les valider nume´riquement, il est ne´cessaire de com-
parer les proprie´te´s statistiques des observations mesure´es a` celles des simulations de Z.
A partir de ces simulations, on estime quelques caracte´ristiques statistiques des donne´es
simule´es telles que les moments µp, la densite´ de la loi marginale d’ordre 1 pX et la densite´
spectrale de puissance SX de chaque processus X. Ensuite, on compare ces caracte´ristiques
statistiques a` celles obtenues a` travers les mesures. Avoir des caracte´ristiques statistiques
proches entre les donne´es issues de mesures et celles issues de simulation permet de valider
nume´riquement les mode`les probabilistes Z.
Les mode`les ainsi conc¸us sont capables de simuler la dynamique du syste`me V-I-C vis-a`-
vis des deux crite`res de de´faillance.
Ce choix de mode´lisation permet de prendre en compte la grande variabilite´ du triplet
V-I-C. Il nous a e´galement permis de nous affranchir d’e´ventuelles difficulte´s dans l’alimen-
tation des parame`tres gouvernant la de´faillance du syste`me. Nous avons note´ au chapitre
I que cette approche de mode´lisation stochastique va conside´rablement simplifier l’e´tape
d’analyse fiabiliste. Elle permet d’e´viter les proble`mes sous-jacents lie´s a` l’utilisation des
me´thodes fiabilistes classiques telles que FORM/SORM, etc.
La prochaine section consiste a` utiliser les simulations issues des mode`les Z pour faire
l’analyse fiabiliste du syste`me V-I-C.
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II.4 Analyse fiabiliste du syste`me V-I-C
Les grandes e´tapes d’une de´marche fiabiliste classique ont e´te´ introduites au chapitre
I. L’objet de cette section est de de´crire la me´thode d’estimation de la probabilite´ de
de´faillance du syste`me, a` partir d’observations repre´sentatives de trajectoires pratique´es
dans une configuration de virage donne´e. Rappelons que 2 crite`res de de´faillance ont e´te´
de´finis dans la section pre´ce´dente. Ils sont note´s K1 et K2 pour la suite de l’e´tude. Ces
crite`res portent respectivement sur les processus de controˆle D (distance) et ΓN (acce´-
le´ration transversale). Ces fonctions repre´sente´es par Z sont des processus de controˆle
scalaires de´finis sur (Ω,=,P) a` valeurs dans R. Dans la partie (II.3), le processus Z a e´te´
partiellement caracte´rise´ et identifie´.
A partir de Z, nous allons de´finir les variables de controˆle, les marges de se´curite´ et
les e´tats limites associe´s. Ensuite, nous identifierons la loi de probabilite´ des extreˆmes de
chaque processus Z et par classe Cp de trajectoires. Enfin, nous estimerons les probabilite´s
de de´faillance Pf relatives aux 2 crite`res de de´faillance et a` chaque classe Cp.
II.4.1 Variable de controˆle et crite`res de se´curite´
C’est une variable telle que les valeurs qu’elle prend au dela` d’un certain seuil admissible
note´ δ∗ caracte´rise l’e´tat de de´faillance du syste`me. Soit Y une variable de controˆle de´finie
sur l’espace de probabilite´ (Ω,=,P) a` valeurs dans R tel que :
Y = supt∈T |Z(t)| (II.73)
Rappelons que Z(t) = F (U(t)), ∀t ∈ R+, ou` F : R6 → R+ est une fonctionnelle qui ope`re
sur le processus d’e´tat U . Elle repre´sente un ope´rateur de projection qui permet de se
ramener au cas scalaire et qui intervient dans la fonction d’e´tat limite. L’identification
partielle du processus Z dans la section (II.22) a permis de simuler Z. Ces simulations
permettent d’avoir des re´alisations de Y a` travers la relation (II.73).
La variable ale´atoire Y repre´sente le point de de´faillance le plus probable. Elle mode´lise
les parame`tres incertains de la dynamique du syste`me. Cette formulation de Y a pour
but d’e´liminer la notion temporelle le long du virage e´tudie´ et de raisonner en terme de
franchissement d’un seuil (δ∗) donne´. L’hypothe`se de stationnarite´ ve´rifie´e pre´ce´demment
prend tout son sens. Car si tel n’e´tait pas le cas une telle formulation ne serait pas possible.
A partir de la variable de controˆle Y , on associe une marge de se´curite´.
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II.4.2 Marge de se´curite´ M
A chaque crite`re de se´curite´ est associe´ une marge de se´curite´ qu’on note M . Cette gran-
deur scalaire est une variable ale´atoire qui mesure en un point du syste`me me´canique a`
e´tudier, l’e´cart entre la variable de controˆle Y et une valeur admissible δ∗ de cette dernie`re.
Une fois que le seuil δ∗ est fixe´, nous obtenons les re´alisations de M par la relation :
M = δ∗ − Y (II.74)
Ces re´alisations sont connues car les observations de Y sont disponibles. La marge de
se´curite´ est aussi a` la base de la de´finition des e´ve´nements de se´curite´ note´ Es et de
de´faillance note´ Ef que nous allons de´finir dans le paragraphe suivant.
II.4.3 Fonction d’e´tat limite G
La fonction G sert a` de´finir la frontie`re line´aire ou non-line´aire entre le domaine de se´curite´
et celui de la de´faillance. Autrement dit, elle de´finit les e´ve´nements de se´curite´ Es et de
de´faillance Ef associe´s aux e´tats fiable et de´faillant du mode`le. Elle est de´finie par :
G(y) = δ∗ − y (II.75)
Pour tout y ∈ R, G(y) > 0 caracte´rise l’e´tat fiable et G(y) < 0 l’e´tat de´faillant. Par
conse´quent, Es et Ef sont de´finis par :
Es = {ω ∈ Ω : G(Y (ω)) > 0} ; Ef = {ω ∈ Ω : G(Y (ω)) < 0} (II.76)
et ve´rifient :
Es ∪ Ef = Ω ; Es ∩ Ef =  (II.77)
A ces deux e´ve´nements sont associe´s les domaines de se´curite´ Ds et de de´faillance Df du
syste`me. Ils sont de´finis par :
Ds = {y ∈ R : G(y) > 0} ; Df = {y ∈ R : G(y) ≤ 0} (II.78)
et qui ve´rifient :
Ds ∪Df = R ; Ds ∩Df =  (II.79)
Remarque 6. D’apre`s (II.74) et (II.75), M = G(Y ).
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Les e´tats limites conside´re´s peuvent eˆtre conside´re´s de deux manie`res diffe´rentes : inde´-
pendants et de´pendants. Dans un premier temps, ils seront conside´re´s inde´pendants. En
revanche, nous n’aborderons pas la ge´ne´ralisation de la the´orie des valeurs extreˆmes qui
traite des phe´nome`nes ou` plusieurs parame`tres sont ne´cessaires pour caracte´riser un phe´-
nome`ne. Car, il faut chercher mathe´matiquement a` estimer la probabilite´ d’occurrence
simultane´e de plusieurs facteurs. Dans un second temps, nous les conside´rerons de´pen-
dants afin d’estimer la probabilite´ de de´faillance Pf lie´e a` leur interaction. La marge de
se´curite´ associe´e a` cette fonction d’e´tat limite est M = δ∗ − Y .
L’e´tape suivante consiste a` identifier la loi de cette variable ale´atoire M , ne´cessaire pour
estimer la probabilite´ de de´faillance des trajectoires.
II.4.4 Identification de la loi de la v.a M
La variable ale´atoire M est de´finie par la loi PM sur (R, β), laquelle sera suppose´e admettre
une densite´ pM par rapport a` la mesure de Lebesgue dy sur (R, β) :
PM(dy) = pM(y)dy (II.80)
C’est-a`-dire




Pour des raisons e´videntes lie´es a` (II.81), cette densite´ doit ve´rifier :
Supp(pM) ⊂ DG (II.82)
ou` Supp(pM) de´signe le support de pM , DG le domaine de de´finition de G. Nous utilisons
une estimation de la densite´ de probabilite´ pM de M a` travers les re´alisations de M .
Cette loi de probabilite´ correspond a` la loi des maxima du processus scalaire Z. Il faut
maintenant trouver une approximation correcte de la loi de probabilite´ pM .
La loi de pM peut eˆtre approxime´e dans un premier temps par des lois de valeurs extreˆmes
telles que : Gumbel, Weibull ou Fre´chet. Ces lois asymptotiques de valeurs extreˆmes sont
stables. Par contre, ces 3 types de loi asymptotique d’extreˆme ne sont pas exhaustifs.
D’autres lois ne ve´rifiant pas le principe de stabilite´ existent dans certains cas (rare en
pratique). Leur inte´reˆt serait de surcroˆıt limite´ du fait de l’instabilite´ de leur forme.
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Au cas ou` ces lois de valeurs extreˆmes ne seraient pas adapte´es, on peut faire une approxi-
mation par un de´veloppement sur la base orthonorme´e des polynoˆmes d’Hermite comme
dans la partie (II.3.3.2). Malgre´ la possibilite´ de trouver une tre`s bonne approximation
de la loi par la me´thode Hermite, l’inconve´nient se trouve dans la robustesse de cette ap-
proximation. Il est donc pre´fe´rable d’utiliser une des trois lois de valeurs extreˆmes cite´es
ci-dessus et de trouver les bons parame`tres de cette loi.
A partir d’une approximation correcte de la loi de M , nous estimons la probabilite´ de
de´faillance P (Ef ).
II.4.5 Estimation de la probabilite´ de de´faillance Pf
Le calcul de la probabilite´ de de´faillance note´e Pf ne´cessite la simulation de M et donc
par conse´quent du mode`le Z. Notons que la simulation de Z a e´te´ faite dans la section
(II.3.4). En fixant δ∗ ∈ R∗+, on peut estimer la probabilite´ de de´faillance Pf via :




L’estimation de cette inte´grale peut se faire en utilisant une me´thode de Monte Carlo.
Ces me´thodes reposent sur la loi des grands nombres : en re´pe´tant un grand nombre de
fois une expe´rience de fac¸on (the´orique inde´pendante), on obtient une approximation de
plus en plus pre´cise de (II.83). On peut calculer directement (II.83) de´s que la fonction
de re´partition de M est connue. Par exemple si M suit la loi de Gumbel de type (I).





, y ∈ R (II.84)
et par conse´quent :
Pf = FM(0) = exp(−e
α
β ) (II.85)
ou` α et β sont deux re´els strictement positifs :











On peut e´galement estimer Pf a` partir d’une approximation nume´rique de l’inte´grale
(II.83) en utilisant un sche´ma nume´rique standard si l’on dispose directement d’une bonne
73
Chapitre II. Me´thodologie de pre´diction de trajectoires a` risque
approximation de la loi de pM (cf. figure(II.9)).
Figure II.9 – Estimation de la probabilite´ Pf via l’aire sous la courbe.
Notons qu’une des difficulte´s sous-jacente pour la partie applicative est le calage d’un
seuil de se´curite´ δ∗. Nous proposons de faire varier δ∗ dans un intervalle de valeurs admis-
sibles et d’estimer la valeur de la probabilite´ Pf .
II.4.6 Variation de Pf en fonction du seuil δ
∗
L’une des caracte´ristiques probabilistes les plus importantes est la caracte´ristique dite
ope´rationnelle. C’est la fonction pi(δ∗) correspondant a` la probabilite´ d’accepter une classe
de trajectoires contenant un nombre de trajectoires u a` risque de´passant le seuil de se´curite´
δ∗.
Figure II.10 – Variation de la probabilite´ Pf en fonction du seuil δ∗.
ou` α∗ est la probabilite´ d’accepter une classe Cp contenant un nombre de trajectoires de´-
faillantes, β∗ est la probabilite´ de rejeter une classe contenant un nombre de trajectoires
se´curise´es. Un choix judicieux de α∗ et β∗ permet d’identifier la zone line´aire avec pre´cision.
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La fonction pi(δ∗) permet de de´terminer la rupture ge´ome´trique (zone de variation line´aire
et non line´aire) pour chaque classe de trajectoires identifie´e. Une zone de fonctionnement
line´aire correspond ge´ne´ralement a` une conduite se´curise´e pour un groupe de conducteurs.
Tandis qu’une zone non line´aire correspond a` une situation de conduite instable pour le
meˆme groupe de conducteurs.
A cette probabilite´ de de´faillance, nous associons un intervalle de confiance a` chaque de´-
cision car il n’est pas toujours possible de diviser de fac¸on cate´gorique a` l’aide d’un seul
nombre δ∗, les trajectoires se´curise´es et celles de´faillantes. Il apparait souvent une zone
d’inde´termination, ou` nous ne pouvons pas dire exactement si la classe de trajectoires est
a` risque ou pas. Dans de tels cas la classe est estime´e plus se´curise´e si δ < δ1 et plus a`
risque si δ > δ2, avec δ2 > δ1. Comme la fonction pi(δ
∗) est monotone de´croissante et du
fait que les de´cisions errone´es sur l’acceptation ou le rejet sont ine´vitables, il est souhai-
table que les probabilite´s des de´cisions errone´es soient faibles.
Ainsi, les exigences envers l’e´tude peuvent consister en ce que les probabilite´s des erreurs,
soient respectivement non supe´rieures a` α∗ et β∗, (c.f. figure (II.10)).
En choisisant le crite`re de de´faillance portant sur l’acce´le´ration late´rale et en se re´fe´rant
au paragraphe (I.2.3), obtenir un intervalle d’appartenance de la zone line´aire d’une classe
infe´rieur a` 4m/s2 signifie une classe de conduite apaise´e. Par contre, obtenir une zone li-
ne´aire qui de´passe le seuil de 6m/s2 signifie une classe de conduite risque´e. Ces hypothe`ses
devraient eˆtre ve´rifie´es dans le chapitre III concernant l’application de la me´thodologie.
La zone line´aire de la fonction pi(δ∗) est limite´e par la probabilite´ seuil. En se re´fe´rant
au ge´nie civil, l’e´valuation de la probabilite´ seuil (Pseuil) pour une structure repose
sur les conse´quences engendre´es par les facteurs suivants : (i) la ruine , (ii) la dure´e de
vie envisage´e, (iii) la valeur de remplacement, (iv) le roˆle e´conomique de l’ouvrage. Cet
ensemble de facteurs peut eˆtre estime´ avec une certaine probabilite´ et une confiance sur
l’estimation. C’est-a`-dire, limiter la probabilite´ d’atteindre une de´faillance a` une valeur
acceptable. Nous pre´cisons que le choix de la valeur finale de la probabilite´ seuil reste du
ressort du le´gislateur. C’est avant tout un choix politique, qui implique de faire accepter
la non-suˆrete´ absolue des constructions (c.f. Eurocodes[33]).
Nous venons de de´crire l’influence de δ∗ sur l’estimation de Pf . Ce re´sultat permet de fixer
la probabilite´ seuil a` partir de la zone de fonctionnement line´aire de chaque classe Cp.
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En utilisant la fonction pi(δ∗), nous pouvons comparer les probabilite´s de de´faillance Pf
par crite`re de se´curite´ Ki et par classe Cp de trajectoires.
II.4.6.1 Comparaison des fonctions de probabilite´s pi(δ∗)
Nous avons 2 crite`res de de´faillance pour P classes de trajectoires. Ce qui fait 2P fonctions
de la forme pi(δ∗). Nous avons fait deux analyses inte´ressantes pour la comparaison des
probabilite´s qui sont : l’effet des crite`res de de´faillance sur une classe Cp donne´e et l’effet
des classes sur un crite`re donne´.
L’expe´rience nous a montre´ que les classes de trajectoires ont des niveaux de de´faillance
diffe´rents quelque soit le crite`re de de´faillance conside´re´. La fonction pi(δ∗) de´croit rapide-
ment avec l’accroissement de la valeur seuil δ∗ pour une conduite apaise´e. Tandis qu’elle
de´croit moins vite avec l’accroissement de la valeur du seuil pour une conduite rapide.
L’expe´rience a e´galement montre´ qu’il existe une relation d’ordre entre les crite`res en
terme d’influence sur l’estimation de la probabilite´ de de´faillance. A partir de ce re´sultat,
nous avons mis en e´vidence une relation d’ordre entre les classes de trajectoires e´galement.
Pour chaque classe Cp, il a e´te´ associe´ 2 probabilite´s de de´faillance (Pf1 et Pf2) selon
les deux crite`res de de´faillance (K1 et K2). Certes, cette me´thode d’estimation de la de´-
faillance associant plusieurs Pf a` une classe Cp est une de´marche inte´ressante pour des
e´tats limites inde´pendants. Mais, il est e´galement inte´ressant d’associer une seule proba-
bilite´ Pf a` une classe Cp en utilisant la fiabilite´ en se´rie avec le crite`re du Sup.
Pour cela, soit un ensemble d’e´ve´nements de de´faillance Ei, de probabilite´s P (Ei). Le
syste`me forme´ d’e´ve´nements Ei est un syste`me en se´rie si l’occurrence d’un seul e´ve´nement
entraˆıne la de´faillance du syste`me. La probabilite´ de de´faillance du syste`me Pf−sys est alors
la probabilite´ de l’union des e´ve´nements de de´faillance :
Pf−sys = Prob(∪Ei), i = 1, 2 (II.87)
Cette probabilite´ de de´faillance est obtenue en utilisant le crite`re du Sup.
Par contre, pour des e´tats limites de´pendants, ce qui correspond a` la fiabilite´ des syste`mes
ou` l’analyse du syste`me est constitue´ de combinaisons logiques de composants fiabilistes.
On a plusieurs e´tats limites en interactions les uns par rapport aux autres. Cette approche
ne´cessite la mise en place d’une me´thode de simulation d’un processus stochastique vec-
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toriel de´fini sur (Ω,=,P) a` valeurs dans R3. On peut utiliser en effet la me´thode des copules.
L’utilisation des copules peut-eˆtre envisage´e lorsqu’on connait les lois marginales de va-
riables ale´atoires de´pendantes et qu’on souhaite caracte´riser ou mode´liser un re´sultat
de´pendant de ces variables, [71].
A la probabilite´ de de´faillance Pf−sys, on associe un indice de fiabilite´ conventionnel.
II.4.7 Indice de fiabilite´ conventionnel βc
Outre la probabilite´ de de´faillance, on de´finit l’indice de fiabilite´ conventionnel
βc par la relation :
βc = −Φ−1(Pf−sys) (II.88)
ou` Φ est la fonction de re´partition d’une variable gaussienne centre´e re´duite.
Un indice e´leve´ signifie un risque faible de de´faillance de la trajectoire. Lorsque la fonction
d’e´tat limite est affine et la variable ale´atoire est gaussienne, on a une relation de la forme :
βc = βHL (II.89)
ou` βHL de´signe l’indice de Hasofer-Lind. La figure (II.11) repre´sente une interpre´tation
ge´ome´trique de cet indice.
Figure II.11 – Illustration de l’indice de fiabilite´ βHL.
Dans le cas ou` la surface de rupture n’est pas line´aire, elle est approche´e par un de´ve-
loppement de Taylor au premier ordre au point P ∗. Pour plus de de´tails, le lecteur peut
consulter la re´fe´rence dans l’ouvrage de Lemaire [59], Fogli[36].
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Cet indice de fiabilite´ βc repre´sente la valeur cumule´e de la probabilite´ de de´faillance du
syste`me. On montre que la probabilite´ de de´faillance est lie´e a` l’indice de fiabilite´ βc selon
le tableau suivant pour les Eurocodes0 (EC0) a` titre d’exemple.
Pf−sys 10−1 10−2 10−3 10−4 10−5 10−6 10−7
βc 1.28 2.32 3.09 3.72 4.27 4.75 5.20
Tableau II.1 – Probabilite´ de de´faillance en fonction de l’indice de fiabilite´ βc pour EC0.
Ainsi, les e´tats limites ultimes correspondent a` une probabilite´ d’occurrence (de de´-
faillance) de l’ordre de 10−3 a` 10−6 et les e´tats limites de service, quant a` eux, corres-
pondent a` une probabilite´ de l’ordre de 0.5 a` 10−2 pour les EC0.
Nous venons de mettre en oeuvre une fonction reliant les classes de trajectoires a` la proba-
bilite´ de de´faillance. Cette fonction correspond a` une table de probabilite´ Pf en fonction
du seuil δ∗ par classe de trajectoires Cp.
Une des difficulte´s sous-jacentes des me´thodes fiabilistes classiques est l’estimation de la
probabilite´ de de´faillance en temps re´el. Cette difficulte´ est due a` la recherche du point de
conception dont l’unicite´ n’est jamais assure´e, Sudret[96]. Une fois le point de de´faillance
le plus probable P ∗ obtenu, le calcul de la de´rive´e seconde pour la me´thode FORM/SORM
peut s’ave´rer tre`s fastidieux en grande dimension.
Alors que l’approche d’e´valuation de la probabilite´ de de´faillance des trajectoires que nous
proposons dans cette the`se est base´e sur la lecture d’une table de probabilite´. A partir de
cette table, il suffit de connaitre la classe d’appartenance d’une trajectoire pour de´duire
sa probabilite´ de de´faillance.
La prochaine section consiste a` de´crire la me´thode de pre´diction de la classe d’apparte-
nance de chaque trajectoire u.
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II.5 Me´thode de reconnaissance des trajectoires u
L’objet de cette section est de de´crire la mise en oeuvre d’un mode`le de reconnaissance
robuste. Ce mode`le note´M permet de pre´dire la classe d’appartenance Cp de chaque tra-
jectoire u en entre´e de virage. Nous rappelons qu’a` la section pre´ce´dente, nous avons e´tabli
une relation entre les classes de trajectoires (Cp)p=1,...,P et la probabilite´ de de´faillance Pf
en fonction du seuil de se´curite´ δ∗. Les classes de trajectoires sont homoge`nes en proba-
bilite´ de de´faillance. La pre´diction de la classe d’appartenance des trajectoires permettra
de connaitre la probabilite´ de de´faillance de chaque trajectoire u.
Nous avons utilise´ les techniques d’apprentissage de type Se´parateurs a` Vaste Marges
(SVM). C’est une technique qui consiste a` extraire de la connaissance a` partir d’une base
d’apprentissage pour classer de nouvelles donne´es. Le lecteur peut se refe´rer a` l’ouvrage
de Vapnik, « The nature of statistical learning theory »[101].
Le choix des SVM se justifie a` plusieurs points. Un algorithme performant du a` l’intro-
duction de la notion de Marge. Il fournit de bonnes performances de classification a` partir
d’un nombre re´duit d’exemples d’apprentissage. Une autre caracte´ristique des SVMs est
leur capacite´ a` traiter des proble`mes de grandes dimensions.
L’originalite´ de cette me´thode de reconnaissance re´side non seulement dans l’utilisation
d’une base d’apprentissage en entre´e de virage mais e´galement en utilisant les coordonne´es
les plus approprie´es pour de´crire la dynamique du syste`me V-I-C, i.e. les coordonne´es de
la trajectoire u tel qu’elle est de´finie dans l’e´quation I.11.
Dans un premier temps, nous identifions la zone d’apprentissage ne´cessaire pour construire
le mode`le. Dans un second temps, nous mettrons en oeuvre un mode`le multi-classes en
utilisant les algorithmes SVM sur la zone d’apprentissage identife´e.
II.5.1 Identification de la zone d’apprentissage
La me´thode SVM est base´e sur la technique d’apprentissage. Il est donc ne´cessaire de dis-
poser de donne´es d’observations en entre´e de virage. A partir de celles-ci, pour identifier
la zone d’apprentissage, nous proposons de suivre l’algorithme suivant :
Etape 1 : Soit N le nombre de points d’e´chantillonnage de la trajectoire u sur tout le
virage. On chosit k, la taille de la feneˆtre des observations discre`tes avec k = [1, . . . , N1]
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Ce vecteur d’observations repre´sente les coordonne´es de la trajectoire a` des instants
(tk)k=1,...,N1 diffe´rents.
Etape 2 : On construit la base d’apprentissage en utilisant ces observations discre`tes
enregistre´es entre t0 et tk a` l’entre´e du virage. L’ensemble des donne´es de mesures collecte´es
dans cette zone d’apprentissage est de´fini par :
D′ ∆= {x1, x2, . . . , xL} (II.91)
ou` L est le nombre de trajectoires observe´es. D′ est un ensemble de trajectoires partielles.
Etape 3 : On imple´mente l’algorithme de classification des nue´es dynamiques en utilisant
la base d’apprentissage D′. Nous obtenons les classes Cp′ contenant chacune un certain
nombre de trajectoires. Avec p
′ ∈ P ′ = {1, . . . , P ′} ou` P ′ est le nombre de classe de
trajectoires pour la classification de l’ensemble D′ . Rappelons qu’en conside´rant la tota-
lite´ de la trajectoire, nous avons obtenu une partition avec P classes de trajectoires (cf.
section(II.2)).
Etape 4 : On calcule le nombre de trajectoires communes entre les classes (Cp)p=1,...,P
obtenues avec la partition de D et les classes (Cp′)p=1,...,P ′ obtenues avec la partition de
D′ .
Soient (Ii)i=1,...,P et (Ij)j=1,...,P ′ repre´sentant respectivement le vecteur des indices des
trajectoires classe´es dans (Cp)p=1,...,P et (Cp′)p′=1,...,P ′ . On obtient le nombre de trajectoires
communes entre les classes e´gal a` :
Nco(i, j) = Card (Ii ∩ Ij) (II.92)
ou` Nco est une matrice de dimension P × P ′ .
A partir de ce re´sultat, on cherche le nombre maximum de trajectoires communes entre
une classe Cp donne´e et les classes (Cp′)p′=1,...,P ′ . On obtient :
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Nmaxco (j) = max (Nco(1, j), Nco(2, j), . . . , Nco(P, j)) (II.93)
ou` Nmaxco ∈ NP est un vecteur.
Etape 5 : Pour chaque ite´ration k de cet algorithme, nous calculons le pourcentage Pr








ou` L est le nombre de trajectoires classe´es dans la partition de D. On re´ite`re les e´tapes
1, 2, 3, 4, 5 jusqu’a` l’obtention de la convergence. On appelle convergence lorsque Pr est
invariant d’une ite´ration a` une autre. En pratique, on arreˆte le calcul, soit apre`s un nombre
maximum d’ite´rations, soit sur un seuil de de´croissance :
Wx =
∣∣∣∣Pr(k+1) − Pr(k)Pr(k)
∣∣∣∣ ≤  (II.95)
Cet algorithme conduit a` faire de´croitre la diffe´rence entre les classes des deux partitions.
Le re´sultat ide´al serait d’obtenir une fonction Pr qui tend vers la valeur 1. Cela signifie
que les deux partitions sont similaires. Ce qui revient a` re´duire toute l’information conte-
nue dans les observations du virage entier a` la zone d’apprentissage en entre´e de virage.
En appliquant l’algorithme ci-dessus sur des trajectoires expe´rimentales, le re´sultat est
repre´sente´ par la fonction k → Pr(k). Plus la taille de cette zone est re´duite (proche de
l’entre´e du virage), plus c’est mieux car le conducteur aura plus de temps pour corriger
la trajectoire de son ve´hicule. Il est ne´cessaire de faire un compromis entre le minimum
d’observations discre`tes k et le maximum de performance Pr. L’ame´lioration de la valeur
de Pr revient a` augmenter la pre´cision du mode`le d’apprentissage a` construire.
La prochaine e´tape consiste a` construire un mode`le multi-classes en utilisant les algo-
rithmes SVM et les observations issues de la zone d’apprentissage que nous venons d’iden-
tifier.
II.5.2 Construction du mode`le de reconnaissance
Soit un proble`me de classification multi-classes, nous conside´rons le formalisme suivant.
Soit l’ensemble S tel que :
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S , {(xi, yi) ∈ Rv × {1, . . . , p}}Li=1 .
A partir de la base d’apprentissage, nous allons de´crire l’utilisation d’un classifieur line´aire.
Un classifieur est dit line´aire lorsqu’il est possible d’exprimer sa fonction de de´cision par
une fonction line´aire en fonction de x. On peut exprimer une telle fonction comme :
x 7−→ fθ(x) = θTx+ b = 〈θ,x〉+ b, (II.96)
ou` θ,x ∈ Rv et b ∈ R. Pour de´cider a` quelle cate´gorie y un exemple x appartient, il
suffit de voir le signe de la fonction de de´cision : y = sign(fθ(x)). Ge´ometriquement, cela
revient a` conside´rer un hyperplan qui est le lieu des points x satisfaisant la condition :
〈θ,x〉+ b = 0 et de conside´rer un coˆte´ pour lequel les exemples sont classe´s positivement
et l’autre cote´ pour lequel les exemples sont classe´s ne´gativement. La figure (II.12) donne
une repre´sentation image´e de la situation dans R2. On voit que le vecteur θ de´finit la
pente de l’hyperplan : θ est perpendiculaire a` l’hyperplan.
Figure II.12 – Hyperplan se´parateur d’un classifieur line´aire. La quantite´ b‖θ‖ exprime la
distance entre l’hyperplan se´parateur (H) et l’origine.
Une description de´taille´e de la me´thode SVM se trouve en annexes(V.5). Une e´tude com-
parative sur les diffe´rentes techniques d’apprentissage et les me´thodes de classification se
trouve dans, Boubezoul [10].
Nous allons pre´senter la proce´dure de validation de ce mode`le de reconnaissance conc¸u
par apprentissage sur les observations de D′ .
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II.5.3 Validation du mode`le M de reconnaissance
La validation du mode`le de reconnaissance a e´te´ faite par une ve´rification a posteriori de
ses performances. Le principe est simple mais efficace (apre`s avoir construit le mode`le,
on estime ses performances de ge´ne´ralisation). La question de la se´lection de mode`le est
aborde´e dans le sens de la se´lection de l’architecture optimale, c’est-a`-dire de la complexite´
de la famille de fonctions utilise´e. On construit un nombre de mode`les de structures diffe´-
rentes, on re´alise l’apprentissage des parame`tres optimaux θ pour chacun d’entre eux, et
on se´lectionne au final la structure (a` travers ses parame`tres optimaux) qui donne la plus
faible erreur de ge´ne´ralisation.
Il est crucial de mesurer l’erreur de ge´ne´ralisation sur des exemples qui n’ont pas servi lors
de la construction du mode`le. Pour cela, la me´thode de validation croise´e a e´te´ utilise´e.
Elle consiste a` diviser l’ensemble des trajectoires partielles de D′ en 2 parties :
– un sous ensemble d’apprentissage (S) dont les donne´es serviront a` l’apprentissage
(ou construction) du mode`le ;
– un sous ensemble de validation (V) dont les donne´es seront utilise´es uniquement
pour e´valuer la performance du mode`le entraine´.
Ensuite, nous re´pe´tons cette proce´dure de re´e´chantillonnage (apprentissage/test) pour
100 ite´rations de manie`re inde´pendante. Nous avons a` chaque ite´ration un taux de recon-
naissance et un taux d’erreur. Le re´sultat du test en terme de pre´diction des classes est
pre´sente´ par une matrice de confusion (cf. tableau(II.2)).
Tableau II.2 – Matrice de confusion SVM Multi-classes.










sont les classes pre´dites par le mode`le de reconnaissance. Cette matrice de
confusion montre a` la fois le taux de reconnaissance et le taux d’erreur de chaque classe
pre´dite. La meilleure pre´diction des classes par le mode`leM correspond a` 100% de taux
de reconnaissance et 0% de taux d’erreurs pour chaque classe dans le tableau (II.2).
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Comme nous l’avons fait sous-entendre au chapitre (I), l’erreur de´pend d’un certain
nombre de facteurs : le nombre de points d’apprentissage N , la corre´lation entre les pa-
rame`tres, le nombre et la pertinence de ces parame`tres, etc.. Dans cette e´tude, avec les
observations nume´riques, nous avons fait varier ces parame`tres afin d’illustrer l’efficacite´
des me´thodes de re´echantillonnage.
Le principal avantage de la me´thode de reconnaissance propose´e est l’utilisation de la
trajectoire dans la base d’apprentissage pour tenir compte de l’ensemble de la dynamique
du syste`me V-I-C. Un autre avantage consiste a` utiliser peu d’information en entre´e du
virage pour donner des re´sultats avec une bonne performance. Par contre, l’inconve´nient
de cette me´thode est qu’il soit sensible au nombre de trajectoires observe´es et a` la repre´-
sentativite´ de ces trajectoires dans les classes Cp.
Le mode`le M permet d’affecter chaque trajectoire u a` une classe d’appartenance Cˆp de
trajectoires. Cette affectation implique la connaissance de la probabilite´ de de´faillance
Pf de la classe Cˆp une fois que le seuil de se´curite´ δ∗ est choisi pour une configuration
de virage donne´e. A partir de cette probabilite´ Pf , nous avons propose´ un indicateur de
risque qui permet d’e´valuer la dangerosite´ de la trajectoire en cours de re´alisation.
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II.6 Indicateur de risque du syste`me V-I-C
L’objet de cette section est de construire un indicateur de risque de de´faillance de la
trajectoire. Nous allons d’abord de´finir la notion du risque.
II.6.1 De´finition du risque
La perception du risque est cruciale. Pour lutter contre un risque, encore faut-il en eˆtre
conscient ! Cela appelle donc des proce´dures qui permettent de l’identifier, de le mesurer,
et de de´finir des mesures de pre´vention si on estime que le risque est trop grand. Dans
bien des domaines, le risque est de´fini par :
Risque = fre´quence/probabilite´ potentielle d’occurrence x intensite´/se´ve´rite´ du risque.
Dans des syste`mes complexes, le risque re´sulte d’une multitude de facteurs. Il faut donc
ge´ne´raliser la notion de risque en conside´rant les causes lie´es a` des actions individuelles.
Risque=
∑
probabilite´ de l’e´venement x son intensite´ x facteur de ponde´ration.
Ces multiples de´finitions montrent que le risque est subjectif ou plus exactement, nous
avons une perception subjective du risque. Chacun de nous a une conscience plus ou moins
aiguise´e du risque qu’il prend ou bien auquel il est soumis. Cette prise de conscience est
plus ou moins une bonne repre´sentation du risque re´el. La figure (II.13) repre´sente le
diagramme de Farmer pre´sente´ en 1967 qui dit que plus la gravite´ de l’e´ve´nement est
grande plus la probabilite´ d’occurrence est faible.
Figure II.13 – Diagramme de Farmer : probabilite´-gravite´.
La perception du risque est fonction du contexte socio-e´conomique dans lequel nous e´vo-
luons. Toute e´valuation du risque est base´e sur une estimation. Le choix de la mesure du
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Activite´s Taux moyen de de´ce`s Exposition Taux de de´ce`s
par heure d’exposition (h/anne´e) par anne´e
(×10−9) (×10−6)
Escalade 30000− 40000 50 1500− 2000
Tabac 2500 400 1000
Transport ae´rien 1200 20 24
Transport automobile 700 300 200
train 2.32 80 15
Travail en chantier 70− 200 2200 150− 440
Incendie 1− 3 3.09 8− 24
De´faillances structurales 0.02 6000 0.01
Tableau II.3 – Risque associe´ a` quelques activite´s.
risque n’est pas anodin car il conditionne l’interpre´tation des re´sultats qu’on en tire. Le
tableau (II.3) pre´sente le risque associe´ a` quelques activite´s.
Le paragraphe suivant de´crit l’indicateur de risque propose´ dans ce travail de the`se.
II.6.2 Evaluation du risque du syste`me
Pour e´valuer un risque, il est ne´cessaire d’introduire une fonction couˆt. Cette dernie`re est
de´finie sur la base des conse´quences en perte de vies humaines, d’ordre e´conomique, social
et environnemental.
Risque = Pf × (gravite´) (II.97)
ou` la gravite´ est un scalaire calcule´ selon le crite`re de se´curite´ utilise´. A titre d’exemple
la vitesse est un facteur aggravant. La violence des chocs et les conse´quences corporelles
des accidents en sont conside´rablement augmente´s.
Un tel indicateur de risque note´ Irisque permet en dehors de la probabilite´ de de´faillance
calcule´e pour une classe de trajectoire donne´e, d’associer un risque a` chaque trajectoire u
de Cp. Par exemple, soient deux trajectoires u(1) et u(2) appartenant a` une meˆme classe Cp.
Elles ont la meˆme probabilite´ Pf mais leurs dynamiques e´tant diffe´rentes, elles n’auront
pas la meˆme gravite´ en cas d’accident donc des niveaux de risque diffe´rents.
Cependant, pour que cet indicateur fonctionne en pratique, il faut mesurer les coordonne´es
de u et disposer de la probabilite´ de de´faillance Pf de la trajectoire en cours de re´alisation.
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Pour la mesure des coordonne´es de la trajectoire u, plusieurs techniques plus ou moins
pre´cises sont de´crites a` la section II.2.1. Quant a` la probabilite´ Pf , nous avons e´tabli au
paragraphe (II.4.6) une fonction (abaque) reliant chaque classe Cp a` une probabilite´ Pf
selon un seuil de se´curite´ δ∗ donne´. A partir de ces abaques, il suffit de reconnaitre une tra-
jectoire en cours de re´alisation et de l’affecter a` sa classe d’appartenance. La connaissance
de cette classe donne directement la probabilite´ Pf . Nous avons de´veloppe´ a` la section
pre´ce´dente un mode`le de reconnaissance de trajectoire permettant de pre´dire la classe
d’appartenance de chaque trajectoire u. Donc l’indicateur Irisque pourrait eˆtre connu.
Au dela` de cet indicateur de risque qui est lie´ a` un comportement de conduite donne´, on
peut e´tablir aussi des classes de fiabilite´ afin d’effectuer du diagnostic d’infrastructure.
II.6.3 Classes de fiabilite´ du syste`me
Nous conside´rons les classes Cp comme des classes de conse´quences. Ceci revient a` faire un
classement des comportements de conduite sur la base des conse´quences en perte de vies
humaines, d’ordre e´conomique, social et environnemental. Cette classification par exemple
en 3 classes de conse´quences (CC) est re´sume´e dans le tableau suivant :
Classes de Description Exemples
conse´quences
Conse´quences e´leve´es en termes de perte de
CC3 vies humaines ; conse´quences e´conomiques, C3
Eleve´e sociales ou environnementales tre`s importantes
Conse´quences moyennes en termes de perte
CC2 de vies humaines ; conse´quences e´conomiques, C2
Moyenne sociales ou environnementales conside´rables
Conse´quences faibles en termes de perte de
CC1 vies humaines ; conse´quences e´conomiques, C1
Basse sociales ou environnementales faibles
Tableau II.4 – Classes de conse´quences du syste`me V-I-C.
Le tableau fait le lien entre les classes de conse´quences et les p classes de trajectoires
identifie´es. On peut faire le meˆme lien entre les classes de conse´quences et les configurations
de virage. Un tel re´sultat permet de faire du diagnostic d’infrastructure en classant les
infrastructures entre elles en terme de dange´rosite´.
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II.7 Conclusion
L’objectif de ce chapitre (II) e´tait de de´crire la me´thodologie propose´e. Cette me´thodo-
logie consiste, pour une configuration de virage donne´e, et d’observations repre´sentatives
de trajectoires pratique´es dans ce virage, a` pre´dire les trajectoires juge´es dangereuses.
Apre`s la description du recueil de trajectoires expe´rimentales, nous avons pre´sente´ les
techniques de classification les plus adapte´es pour regrouper les trajectoires observe´es en
classe de trajectoires avec des proprie´te´s statistiques homoge`nes. Cette classification est
ne´cessaire car les conducteurs n’ont pas le meˆme comportement de conduite. Des outils
sont de´veloppe´s pour garantir des classes avec une se´parabilite´ optimale. Nous avons fait
l’hypothe`se que les trajectoires d’une classe sont issues d’un meˆme processus stochastique.
Cette hypothe`se est autant plus vraie, au fur et mesure que les classes sont bien se´pare´es.
Ensuite, a` chaque classe de trajectoires Cp est associe´e un mode`le probabiliste judicieuse-
ment construit. Les mode`les repre´sentent la dynamique du syste`me vis-a`-vis de crite`res
de de´faillance. Ils sont obtenus par identification de processus stochastiques scalaires nor-
malise´s, faiblement stationnaires, ergodiques et non gaussiens. Ce choix de mode´lisation
permet de prendre en compte la grande variabilite´ du syste`me V-I-C. Chaque proces-
sus est partiellement caracte´rise´ par sa loi marginale d’ordre 1 et sa densite´ spectrale de
puissance. La loi marginale est approxime´e par une technique base´e sur le de´veloppement
de la densite´ sur la base des polynoˆmes d’Hermite. Les mode`les permettent de faire des
simulations ayant des proprie´te´s statistiques proches de celles issues de l’expe´rimentation.
Puis, ces simulations ont servi a` estimer la probabilite´ de de´faillance par classe de trajec-
toires selon les crite`res de de´faillance K1 et K2.
Enfin, nous avons e´labore´ un mode`le de reconnaissance a` partir d’observations partielles
permettant d’affecter chaque trajectoire u a` une classe Cp dont on connait pre´alablement
sa probabilite´ de de´faillance. Au-dela` de la probabilite´ de de´faillance par classe Cp, nous
avons propose´ un indicateur de risque Irisque. La connaissance de la probabilite´ de de´-
faillance Pf , la vitesse V du ve´hicule permet d’estimer le risque Irisque de de´faillance de
la trajectoire u en cours de re´alisation.
Le prochain chapitre consiste a` appliquer cette me´thodologie de pre´diction des trajec-
toires a` risque sur le virage Infrasure (LCPC/Nantes).
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CHAPITRE III
Application de la me´thodologie sur le virage (LCPC/Nantes)
III.1 Introduction
L
’objet de ce chapitre est d’appliquer la me´thodologie de´crite dans le chapitre (II).
Cette me´thodologie consiste a` e´valuer le risque contenu dans le syste`me V-I-C vis-a`-
vis de crite`res de de´faillance afin de pre´dire les trajectoires potentiellement dangereuses
a` partir d’une configuration de virage donne´e et d’observations repre´sentatives de trajec-
toires pratique´es dans ce virage. Nous rappelons que le syste`me V-I-C est de´fini par les
interactions du triptyque : Ve´hicule-Infrastructure-Conducteur.
Figure III.1 – Repre´sentation simplifie´e du syste`me V-I-C.
Nous avons montre´ au chapitre I que les interactions entre les trois sous syste`mes sont
mal repre´sente´es et pre´sentent des incertitudes (ale´as). Ce qui implique une mode´lisation
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partielle de ce syste`me par les approches de´terministes. A titre d’exemple, des phe´nome`nes
complexes comme l’adhe´rence, la perception ou encore la visibilite´ sont difficilement mo-
de´lisables par ces approches. C’est une des raisons pour lesquelles, nous avons propose´
une approche d’analyse et de mode´lisation probabiliste base´e sur l’observation de trajec-
toires repre´sentatives pratique´es sur une configuration de virage donne´e. Elle permet de
conside´rer le ve´hicule et son environnement.
Figure III.2 – Observation des trajectoires u pratique´es sur ce virage
Une autre raison et non la moindre est le progre`s enregistre´ ces dernie`res anne´es sur les
dispositifs de mesures des trajectoires u surtout pour les ve´hicules instrumente´s en pre´ci-
sion et en fre´quence d’acquisition.
Dans ce chapitre, apre`s cette introduction, nous commencerons par de´crire le plan d’ex-
pe´rience qui a e´te´ mis en oeuvre pour recueillir les trajectoires pratique´es. A partir de ces
trajectoires, comme expose´ a` la section (II.2.2), nous effectuerons une analyse statistique
pour de´terminer P classes de trajectoires avec une se´parabilite´ optimale entre ces classes.
Les trajectoires u de chacune de ces classes Cp sont conside´re´es comme des re´alisations
d’un meˆme processus stochastique U de´fini sur (Ω,=,P) a` valeurs dans R6. A partir des
observations expe´rimentales de U , nous de´terminerons les re´alisations du processus de
controˆle Z de´fini sur (Ω,=,P) a` valeurs dans R. Rappelons que dans le chapitre II, deux
crite`res de de´faillance ont e´te´ choisis pour e´tudier la de´faillance du syste`me. Ces crite`res
portent sur les processus de controˆle suivant : D(t) la distance relative a` une trajectoire
de re´fe´rence et ΓN(t) l’acce´le´ration transversale du centre de masse (G) du ve´hicule. Ces
processus de controˆle sont repre´sente´s par Z dans cette e´tude.
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Comme de´crit dans le chapitre II, Z sera normalise´ pour obtenir un nouveau processus
note´ X de´fini sur (Ω,=,P) a` valeurs dans R. Le processus X est par de´finition de moyenne
nulle et de variance unite´. Pour comple´ter l’analyse statistique, les hypothe`ses de station-
narite´ au second ordre de X seront ve´rifie´es. Nous ve´rifierons notamment les proprie´te´s
de sa fonction d’autocorre´lation RX .
Ensuite, dans la partie approximation du processus X, nous construirons un processus
qui converge en lois vers X. Nous estimerons certaines caracte´ristiques statistiques de X
telles que la loi marginale d’ordre 1 de pX , la densite´ spectrale de puissance SX pour
chaque crite`re de de´faillance Ki et par classe de trajectoires Cp. Un choix de me´thodes
d’approximation de lois sera effectue´ en utilisant d’une part des crite`res de proximite´
(I1, I2) et d’autre part, des tests statistiques d’ajustement de loi. Les mode`les seront va-
lide´s par comparaison des proprie´te´s statistiques (µp, pX , SX) entre les donne´es mesure´es
issues de ce virage et celles simule´es issues des mode`les. Les simulations serviront e´gale-
ment a` alimenter la partie analyse fiabiliste (estimation du niveau de risque).
Concernant la partie analyse fiabiliste, nous associerons la probabilite´ de de´faillance
Pf a` chaque classe de trajectoires Cp selon le crite`re de de´faillance Ki. Nous interpre´te-
rons le niveau de risque de chaque classe Cp. Les abaques construits serviront a` calculer
l’indicateur de risque Irisque.
Pour comple´ter cette me´thodologie de pre´diction des trajectoires a` risque, les re´sultats du
mode`le M de reconnaissance des trajectoires seront pre´sente´s. Ce mode`le permet-
tra de pre´dire la classe d’appartenance de chaque trajectoire u a` l’abord du virage. Il sera
valide´ a` l’aide d’une matrice de confusion consistant a` pre´senter le taux de reconnaissance
et le taux d’erreur des trajectoires affecte´es a` une classe Cp.
Enfin, nous calculerons le niveau de risque Irisque de de´faillance de chaque trajectoire u a`
partir de sa classe d’appartenance Cp et de sa probabilite´ de de´faillance Pf correspondante.
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III.2 Recueil de donne´es expe´rimentales
L’objet de cette section est d’acque´rir un ensemble de trajectoires u se rapprochant de
celles qui seraient pratique´es en situation de conduite naturelle. Pour cela, il faut disposer
d’un syste`me de mesures, d’une configuration de virage et d’un protocole expe´rimental.
III.2.1 Choix d’un dispositif me´trologique
Le LCPC dispose d’un ve´hicule instrumente´ appele´ VERT (Renault Clio du LCPC/MACS)
permettant de mesurer des parame`tres cine´matiques du ve´hicule a` temps discret a` une
fre´quence de 100Hz. Le ve´hicule VERT est e´quipe´ d’un dispositif de mesures, appele´
MRT (Mesure de Re´fe´rence des Trajectoires). Ce dispositif de mesures est un syste`me
d’acquisition couple´ a` des capteurs pre´cis (GPS centime´trique et centrale inertielle). Il
enregistre les positions, les vitesses, les acce´le´rations et les trois angles d’Euler. La figure
(III.3) repre´sente a` la fois le ve´hicule VERT et le syste`me d’acquisition de mesures.
Figure III.3 – Ve´hicule instrumente´ et centrale inertielle.
Graˆce aux capteurs de grande qualite´ utilise´s, la centrale inertielle couple´e avec un GPS
diffe´rentiel de phase permet de mesurer des trajectoires avec une pre´cision RMS(Root
Mean Square) de 0.01◦ sur les angles, 3.5cm en position longitudinale, 5cm en position
late´rale et 0.07km/h en vitesse. Pour plus de de´tails sur le ve´hicule VERT, il faut se
refe´rer a` Ortiz [72]. Nous utilisons ce ve´hicule car il est non seulement plus pre´cis mais
dispose plus de champ d’observation que les observatoires de trajectoires bord de voie [42].
III.2.2 Descriptif de l’environnement du ve´hicule
En raison de la particularite´ de ce ve´hicule lourdement instrumente´ et par soucis de ne pas
geˆner la circulation du trafic routier, il a e´te´ utilise´ sur un circuit ferme´. Le site qui a servi
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a` cette expe´rimentation est la piste d’essais du LCPC a` Nantes. Cette piste est constitue´e
d’un virage similaire a` ceux que l’on peut rencontrer sur certaines routes nationales en
France. La figure (III.4) repre´sente une vue ae´rienne de ce virage.
Figure III.4 – Vue ae´rienne du virage (LCPC/Nantes).
La configuration ge´ome´trique de ce virage correspond a` une double clothoide. C’est donc
un virage inte´ressant pour e´tudier les comportements de conduite. Nous allons maintenant
de´crire le protocole mis en place pour recueillir des trajectoires observe´es.
III.2.3 Protocole expe´rimental
Les conducteurs ont e´te´ se´lectionne´s via l’emploi d’un questionnaire comportant plu-
sieurs crite`res : tranche d’aˆge, sexe, nombre d’anne´es du permis de conduire, expe´rience
de la conduite, etc. Nous ne pre´sentons pas la re´partition des conducteurs en fonction des
crite`res de se´lection car le but de cette e´tude ne consiste pas a` faire de la repre´sentation
sociale des conducteurs. On se contente d’obtenir un e´chantillon repre´sentatif de trajec-
toires pratique´es qui sont effectue´es par une population de conducteurs.
L’accident relatif au nombre de kilome`tres parcourus est un phe´nome`ne rare donc une
observation classique dans le temps n’aurait pas suffit pour observer l’ensemble des si-
tuations accidentoge`nes ou du quasi-accident. Afin de se rapprocher de ces situations
accidentoge`nes et dans le but d’assurer une certaine variabilite´ des trajectoires observe´es,
2 consignes cibles a` respecter ont e´te´ donne´es : Conduite apaise´e et Conduite rapide.
1. La 1ere consigne est destine´e a` maximiser le confort des passagers donc des trajec-
toires se rapprochant de la conduite se´curise´e.
2. La 2eme consigne avait pour but de minimiser le temps de parcours. Contrairement
a` la premie`re, cette conduite se situe en e´tat de stress (donc situation a` risque).
Ces consignes sont alterne´es dans un ordre de´termine´ pour e´viter les effets d’accoutumance
a` une consigne donne´e. Apre`s un repe´rage du trajet en tant que passager, chacun des 32
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ou` L = 232 est le nombre total de trajectoires disponibles ; I(l) = {1, 2, . . . , k(l)}.
III.2.4 Illustration d’une trajectoire expe´rimentale
Rappelons que la trajectoire u de´finie par la formule (II.2) de´crit respectivement la trace
et la loi horaire du centre de masse (G) du ve´hicule dans le repe`re Galile´en de re´fe´rence
RA0 . Les figures (III.5) a` (III.7) repre´sentent une illustration de l’e´volution des coordon-
ne´es d’une quelconque des trajectoires u dans la base fixe BA0 .
Figure III.5 – Evolution temporelle des coordonne´es (x1 et x2) d’une trajectoire u.
Figure III.6 – Evolution temporelle des coordonne´es (v1 et v2) d’une trajectoire u.
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Figure III.7 – Evolution temporelle des coordonne´es (γ1 et γ2) d’une trajectoire u.
Nous constatons a` travers ces figures que la mesure des coordonne´es de la trajectoire u
est d’une bonne pre´cision. Cette dernie`re est ne´cessaire pour l’ensemble des e´tapes de la
me´thodologie. Notons qu’une des forces et faiblesses de la me´thodologie propose´e re´side
dans la pre´cision des donne´es.
Nous avons explique´ dans le chapitre II que les conducteurs n’ont pas le meˆme compor-
tement de conduite sur la totalite´ du parcours, il est donc ne´cessaire de regrouper les
trajectoires u de l’ensemble D dans des classes Cp.
La prochaine section consiste a` pre´senter les re´sultats de la classification des trajectoires
observe´es sur cette configuration de virage.
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III.3 Classification des trajectoires u observe´es
L’objet de cette section est de pre´senter les re´sultats de la classification des trajectoires.
Nous rappelons que l’ensemble des trajectoires D obtenu dans la pre´ce´dente section est
compose´ de 232 trajectoires expe´rimentales. Les me´thodes (nue´es dynamiques, meanshift
et SOM) de´crites au paragraphe (II.2.2) ont e´te´ utilise´es pour re´partir ces trajectoires
dans des classes Cp diffe´rentes avec des proprie´te´s statistiques homoge`nes.
III.3.1 Re´sultat de la classification
Dans un premier temps, la L−famille D est re´partie en 2 classes repre´sentant les trajec-
toires rapides et les trajectoires lentes, selon les 2 consignes donne´es. Les 2 classes ob-
tenues admettent une grande variance intra-classe, de ce fait les algorithmes ne convergent
pas pour trouver un re´sultat identique en re´pe´tant l’expe´rience. En essayant une partition
avec P = 4 classes, les algorithmes de classification convergent en donnant des classes
stables vis-a`-vis du nombre d’ite´ration. Pour P > 4, les algorithmes peuvent toujours
converger mais il faut un compromis entre la convergence et le nombre minimum de classes
de trajectoires repre´sentatives. Car un nombre e´leve´ de classes Cp identifie´es conduit a` des
classes moins repre´sentatives en trajectoires pratique´es. Dans cette e´tude, le seuil  de
de´croissance pour la convergence est fixe´ a` 10−2, (cf. II.2.2).
Rappelons que cette classification est multi-dimensionnelle. Pour des raisons de repre´sen-
tation graphique, le re´sultat a e´te´ projete´ sur les composantes vitesse v1 et acce´le´ration
γ2 du centre de masse (G) du ve´hicule, c.f. figure (III.8).
Figure III.8 – Projection dans R2 du re´sultat de la classification des trajectoires u.
Nous distinguons sur la figure (III.8), une se´paration non line´aire entre les classes C1 et
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C2. Ce re´sultat s’explique par le fait que la consigne n’a pas e´te´ comprise de la meˆme fac¸on
par tous les conducteurs. Ce qui se traduit parfois par une conduite he´sitante. Par contre,
entre les classes C2 et C3, nous avons une se´paration line´aire. Ce qui est du a` la diffe´rence
des consignes donne´es pour re´aliser ces deux classes de trajectoires.
Malgre´ la convergence des algorithmes de classification, nous allons ve´rifier le crite`re de
se´parabilite´ S entre les 4 classes Cp dans le but d’obtenir une partition optimale.
III.3.2 Validation des 4 classes de trajectoires identifie´es
Il est important de de´terminer les classes avec une grande pre´cision car la performance
des mode`les probabilistes a` de´velopper de´pend e´galement de la pre´cision de ce re´sultat.
Afin d’assurer une classification optimale, nous avons utilise´ des crite`res de validite´ des
algorithmes de classification tels que la se´parabilite´ entre les classes, c.f. figure (III.9).
Figure III.9 – Se´parabilite´ entre les 4 classes de trajectoires.
Sur cette figure, les me´thodes de repre´sentation sont indique´es par les indices suivants :
1 =moyenne, 2 =variance et 3 =me´diane sur l’axe des abscisses. En ordonne´e, on a la
valeur de la se´parabilite´ entre les quatre classes de trajectoires. Cette valeur est comprise
entre 0 et 1. Elle est obtenue par la formule (II.19).
On a explique´ au chapitre II que les donne´es de l’ensemble D doivent eˆtre repre´sente´es
par un ensemble en 2D pour que les algorithmes de classification puissent eˆtre utilise´s.
Le re´sultat de la figure (III.9) a permis de choisir l’algorithme k−means comme me´-
thode de classification et la me´diane comme me´thode de repre´sentation des donne´es. Car
ce couple donne une meilleure se´parabilite´ entre les 4 classes de trajectoires identifie´es.
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Une classification optimale correspond a` une meilleure se´parabilite´ des classes, cf. sec-
tion(II.2.4).
Cette classification a permis de regrouper les trajectoires ayant des proprie´te´s statistiques
voisines (variance inter-conducteurs faible pour une meˆme classe Cp).
Le tableau (III.1) donne la re´partition du nombre de trajectoires observe´es de l’ensemble
D par classe Cp.
Classes C1 C2 C3 C4
Nombre de trajectoires 35 73 47 77
Tableau III.1 – Re´partition en nombre de trajectoires
III.3.3 Interpre´tation physique des classes
Pour donner une interpre´tation physique aux 4 classes Cp de trajectoires identifie´es, nous
avons associe´ un comportement de conduite a` chacune de ces classes.
1. La 1e`re classe C1 est la classe des trajectoires lentes avec la conduite apaise´e, elle
correspond a` une conduite lente et he´sitante,
2. La 2e`me classe C2 est la classe des trajectoires rapides avec la consigne apaise´e, elle
correspond a` une conduite prudente,
3. La 3e`me classe C3 est la classe des trajectoires lentes de la consigne rapide, elle
correspond a` une conduite performante,
4. La 4e`me classe C4 est la classe des trajectoires rapides de la conduite rapide, elle
correspond a` une conduite risque´e.
Toujours dans l’interpre´tation de ces 4 classes de trajectoires, la vitesse v1 et l’acce´le´ration
γ2 ont une amplitude qui augmente de la classe C1 a` la classe C4. Ce qui signifie que les 4
classes n’ont pas la meˆme dynamique pour un observateur terrestre.
Rappelons que l’identification des classes est une e´tape de´cisive car la me´thodologie pro-
pose´e est base´e sur celles-ci. Il est donc important de ve´rifier l’hypothe`se que les classes
(Cp)p=1,...,4 sont physiquement lie´es au syste`me V-I-C e´tudie´. Pour cela, nous avons fait
une seconde expe´rimentation dans les meˆmes conditions que la premie`re expe´rimentation.
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Les proprie´te´s statistiques (moyenne µ, e´cart-type σ, etc.) des nouvelles classes de trajec-
toires sont proches de celles des anciennes classes. Le sche´ma (III.10) re´sume la de´marche
suivie pour la ve´rification de l’existance physique des classes (Cp)p=1,...,4.
Figure III.10 – Sche´ma de validation des classes Cp obtenues.
La figure (III.11) montre la comparaison entre la premie`re et la seconde expe´rimentation.
Cette comparaison correspond a` la moyenne temporelle de l’acce´le´ration γ2 du centre de
masse (G) du ve´hicule dans le repe`re fixe RA0 .
Figure III.11 – Acce´le´rations γ2 pour la 1e`re et 2e`me expe´rimentation.
Les deux courbes e´tant proches, cela signifie que les classes sont lie´es au syste`me V-I-C
e´tudie´. Apre`s cette ve´rification, nous rappelons que les trajectoires de chaque classe Cp
sont assimile´es a` des re´alisations d’un unique processus stochastique vectoriel Up pour
tout p ∈ {1, . . . , 4}.
La prochaine section consiste a` ve´rifier les hypothe`ses de re´gularite´ des processus stochas-
tiques e´tudie´s.
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III.4 Analyse statistique des processus stochastiques
L’objet de cette section est de ve´rifier l’hypothe`se de stationnarite´ du processus d’e´tat U ,
du processus de controˆle Z et du processus normalise´ X. Il est important de ve´rifier cette
hypothe`se car les mode`les probabilistes que nous mettrons en oeuvre dans la prochaine
section sont base´s sur l’identification de processus stochastiques stationnaires.
III.4.1 Ve´rification des hypothe`ses de re´gularite´ de U , Z et X
Rappelons que Up = (Up(t), t ∈ R) est le processus d’e´tat du syste`me V-I-C, de´fini sur
(Ω,=,P) a` valeurs dans R6, tel que ∀t ∈ R :
Up(t) = (X1(t), X2(t), V1(t), V2(t),Γ1(t),Γ2(t))
T (III.2)
Le processus Up est note´ U afin d’alle´ger les notations. On a u(t) = U(t, ω), ∀t ∈ T ou`
ω ∈ Ω.
Les composantes de U sont respectivement : les positions, les vitesses et les acce´le´rations
du centre de masse (G) du ve´hicule selon la base BA0 = (~e1, ~e2, ~e3) du repe`re fixe RA0 .
III.4.1.1 Processus d’e´tat U
Le processus U est non stationnaire sur la totalite´ du virage car la moyenne temporelle
de ses composantes est fortement de´pendante du temps, c.f. figure (III.12). Par contre,
Figure III.12 – Moyenne temporelle des coordonne´es (v1 et v2) de u.
la figure (III.13) montre une stationnarite´ par morceaux pour les composantes : ac-
ce´le´ration γ1(t) et acce´le´ration γ2(t) du centre de masse (G) du ve´hicule. Malgre´ cette
stationnarite´ par morceaux, il est difficile de caracte´riser U . Car cela ne´cessite d’une part,
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Figure III.13 – Moyenne temporelle des coordonne´es (γ1 et γ2) de u.
de faire un de´coupage du virage en zones stationnaires. Et d’autre part, il faut relier les
diffe´rentes zones de de´coupage apre`s la caracte´risation de chacune de ces zones. Ce qui
n’est pas envisageable vu la dimension du processus U et la forme des signaux. A partir
des observations de U , nous obtenons les re´alisations du processus Z de´fini sur (Ω,=,P)
a` valeurs dans R.
III.4.1.2 Processus de controˆle Z
Le processus de controˆle Z = F (U) est obtenu par la transformation du processus d’e´tat
U , ou` F de´signe une fonctionnelle affine. Les deux cas de Z choisis dans le chapitre II
pour e´tudier la de´faillance du syste`me V-I-C sont :
– D = (D(t), t ∈ R+), processus de controˆle repre´sentant la distance entre le centre
de la voie (CV ) et la position late´rale du centre de masse (G) dans le repe`re route.




– ΓN = (ΓN(t), t ∈ R+), processus de controˆle repre´sentant l’acce´le´ration transversale
du ve´hicule dans le repe`re de Serret-Fre´net. Nous avons montre´ au chapitre I, le
passage du repe`re galile´en fixe RA0 au repe`re mobile de Serret-Fre´net RSFG .
Nous rappelons que ces 2 processus de controˆle portent respectivement les crite`res de
de´faillance K1 et K2. Les figures (III.14) et (III.15) montrent une variation importante
de la moyenne temporelle des processus Z pour chaque classe Cp et pour chacun des
crite`res (Ki)(i=1,2) conside´re´s. Cela signifie que Z n’est e´galement pas stationnaire comme
le processus stochastique U .
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Figure III.14 – Moyenne temporelle de Z
selon le crite`re K1 pour les 4 classes.
Figure III.15 – Moyenne temporelle de Z
selon le crite`re K2 pour les 4 classes.
Rappelons que les me´thodes de simulation utilise´es dans ce travail de the`se sont adapte´es
pour des processus stationnaires en moyenne d’ordre deux.
L’e´tape suivante de notre de´marche (c.f. chapitre II) consiste a` chercher une repre´sentation
standardise´e de Z que l’on a note´ X.
III.4.1.3 Repre´sentation standardise´e du processus Z
Le processus scalaire X de´fini sur (Ω,=,R) a` valeurs dans R est obtenu par la relation
(II.30). Ce processus admet par construction une moyenne µX = 0 et un e´cart-type
σX = 1.
Les figures (III.16) et (III.17) repre´sentent une ω-re´alisation du processus X relative aux
4 classes Cp de trajectoires et a` chacun des 2 processus de controˆle D(t) et ΓN(t).
Figure III.16 – Une ω-re´alisation de X du
processus de controˆle D(t).
Figure III.17 – Une ω-re´alisation de X du
processus de controˆle ΓN (t).
Nous allons maintenant ve´rifier que le processus X est stationnaire au second ordre.
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III.4.1.4 Fonction d’autocorre´lation X
Par construction le processus X est centre´ et de variance unite´. Mais l’hypothe`se de sta-
tionnarite´ au second ordre suppose aussi que la fonction d’autocorre´lation RX de X ne
de´pend que de l’e´cart τ entre deux instants t1 et t2, (cf. annexesV.1). Les figures (III.18)
et (III.19) repre´sentent les fonctions d’autocorre´lation τ → RX(τ) relatives aux 4 classes
de trajectoires et a` chacun des 2 crite`res de de´faillance K1 et K2.
Figure III.18 – Graphes de RX selon le pro-
cessus de controˆle D.
Figure III.19 – Graphes de RX selon le pro-
cessus de controˆle ΓN .
Selon la classe Cp de trajectoires et le crite`re Ki, on a une de´croissance rapide de la
fonction d’autocorre´lation RX . On constate sur ces figures que la variation de la fonction
RX de´pend de l’e´cart entre deux instants τ = (t, t+ k∆).
Outre la ve´rification des conditions de stationnarite´ a` l’ordre 2 du processus X par la
fonction d’autocorre´lation RX(τ), on a utilise´ aussi des tests statistiques de stationnarite´.
Nous avons utilise´ le test de substituts temps-fre´quence, Xiao[105]. Le principe de ce test
est d’utiliser des caracte´ristiques temps-fre´quence pour donner un sens statistique pre´-
cis a` un signal. Ce test est relatif a` une dure´e d’observation et peut s’appliquer a` des
bandes de fre´quence, donnant un cadre a` ce qui est souvent fait en pratique. Un degre´ de
non-stationnarite´ peut eˆtre attache´ au test, ainsi que, le cas e´che´ant, une e´chelle caracte´-
ristique de la non-stationnarite´ de´tecte´e. En appliquant ce test sur le processus X, nous
remarquons que l’hypothe`se de stationnarite´ n’est pas rejete´e. Ceci confirme, le re´sultat
obtenu avec la fonction d’autocorre´lation RX(τ).
Apre`s cette ve´rification des hypothe`ses de stationnarite´ du processus X, nous allons a`
pre´sent construire des mode`les probabilistes spe´cifiques a` chaque classe Cp de trajectoires.
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III.5 Mode´lisation stochastique du processus X
L’objet de cette section est de construire des mode`les probabilistes par identification de
processus stochastiques. Dans un premier temps, nous allons estimer la loi marginale
d’ordre 1 pX et la densite´ spectrale de puissance SX en utilisant les observations expe´-
rimentales disponibles dans chacune des classes Cp. Ces estime´es seront ne´cessaires pour
simuler le processus X et par conse´quent le mode`le probabiliste Z. Ensuite, nous cher-
cherons des approximations ade´quates aux estime´es nume´riques pX et SX . Enfin, nous
pre´senterons les re´sultats de la validation nume´rique des mode`les Z.
III.5.1 Loi marginale d’ordre 1 de X
III.5.1.1 Estime´es de la densite´ pX et de la fonction de re´partition FX
Rappelons que les densite´s marginales d’ordre 1 ont e´te´ estime´es a` l’aide de l’estimateur
standard et de l’estimateur a` noyau gaussien, cf. annexes(V.2). Les figures (III.20) et
(III.21) montrent les estime´es de la densite´ pX de la loi marginale d’ordre 1 relatives aux
4 classes de trajectoires identifie´es C1, C2, C3, C4 et aux 2 crite`res de de´faillance conside´re´s
K1, K2.
Figure III.20 – Graphes de pX pour le cri-
te`re K1.
Figure III.21 – Graphes de pX pour le cri-
te`re K2.
La densite´ pX relative au crite`re K1 montre plus de variation (fluctuation) que celle du
crite`re K2. Ceci s’explique par la variabilite´ de chaque crite`re de de´faillance.
En observant la figure (III.21), on pourrait penser que les lois obtenues pour le crite`re
d’acce´le´ration transversale sont proches a` des lois gaussiennes. Cependant, les valeurs des
coefficients d’aplatissement K et d’asyme´trie S relatifs a` ces lois ne confirment pas cette
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hypothe`se, cf. tableau (III.2).
Coefficients C1 C2 C3 C4
Aplatissement (K) 3.25 3.38 3.32 3.54
Asyme´trie (S) 0.01 -0.02 -0.01 0.11
Tableau III.2 – Coefficients d’aplatissement et d’asyme´trie de X.
Pour une loi gaussienne, on a K = 3 et S = 0.
Nous allons pre´senter les approximations trouve´es pour les 8 densite´s de probabilite´ pX
estime´es ci-dessus. Ces densite´s correspondent aux 4 classes de trajectoires pour chacun
des 2 crite`res de de´faillance K1 et K2.
Au chapitre II, nous avons propose´ d’approximer les lois cibles dans un premier temps par
les lois usuelles (loi normale et loi logistique) et dans un second temps par le de´veloppement
de la densite´ pX sur la base des polynoˆmes d’Hermite. Nous avons propose´ cette seconde
me´thode car les lois classiques ne sont pas souvent adapte´es. Au cas ou` ces deux me´thodes
ne seraient pas adapte´es, il faut utiliser le principe d’entropie maximale.
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III.5.1.2 Approximation de la loi marginale d’ordre 1 de X
Les figures (III.22) et (III.23) repre´sentent les approximations p˜X de la densite´ cible pX
pour le crite`re de distance relative selon les classes C1 et C2, puis C3 et C4.
Figure III.22 – Approximations de pX pour C1 et C2 selon le crite`re K1
La figure (III.22) montre une bonne approximation de pX avec le de´veloppement sur la
base des polynoˆmes d’Hermite. Par contre, celles obtenues par les lois usuelles (loi normale
et loi logistique) sont tre`s mauvaises quelque soit la classe de trajectoires.
Figure III.23 – Approximations de pX pour C3 et C4 selon le crite`re K1
La figure (III.23) montre e´galement une bonne approximation par la me´thode Hermite
et une tre`s mauvaise approximation par les lois usuelles. Ce re´sultat est confirme´ par les
crite`res de proximite´ (I1 et I2) et les tests statistiques d’ade´quation de lois. D’ou` l’inte´ret
d’utiliser ces me´thodes complexes pour garantir la qualite´ des approximations.
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Crite`re K2 :
Quant aux figures (III.24) et (III.25), elles montrent une approximation p˜X de la loi cible
pX pour le crite`re d’acce´le´ration late´rale selon les classes C1 et C2, puis C3 et C4.
Figure III.24 – Approximations de pX pour C1 et C2 selon le crite`re K2
La partie gauche de la figure (III.24) montre une densite´ pX cible bien approxime´e avec
la me´thode Hermite. Alors que les lois usuelles donnent des approximations moins pre´-
cises surtout en queue de distribution. La pre´cision des mode`les de´pend aussi bien de
la tendance centrale que des queues de distribution. Par contre la partie droite montre
une mauvaise approximation par la me´thode Hermite. L’utilisation de cette me´thode ne
garantit pas une approximation de pX positive surtout a` un ordre de troncature α e´leve´
du fait de la multiplicite´ des polynoˆmes d’Hermite entrant enjeu.
Figure III.25 – Approximations de pX pour C3 et C4 selon le crite`re K2
A travers les figures ci-dessus, on remarque que l’approximation par des lois usuelles est
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plus pre´cise pour une densite´ pX fine que si elle comporte des fluctuations. L’estime´e de la
loi relative au crite`re K1 est un exemple de densite´ avec fluctuations, c.f. figure (III.22).
III.5.1.3 Choix de la me´thode d’approximation
Outre l’aspect graphique, l’acceptation ou le rejet d’une approximation se fait en utilisant
les crite`res de proximite´ (I1 et I2) de la section (II.3.3.3) et des tests statistiques. Les
tests d’ajustement utilise´s sont des tests classiques inspire´s des re´sultats de Glivenko et
Kolmogorov, (cf. Saporta[88]). L’erreur de premie`re espe`ce (ou p-value) est fixe´e a` 5%.
Le tableau (III.3) montre une comparaison entre les me´thodes d’approximation utilise´es :
Hermite, loi normale et loi logistique. La comparaison se fait par : les crite`res de proximite´
I1 et I2, l’hypothe`se nulle H0, la p-value du test, la moyenne et l’e´cart-type de chaque
approximation. Les re´sultats concernent la classe C3 pour le crite`re de de´faillance K1.
crite`res de validite´ Hermite Loi normale Loi logistique
I1 0.1656 0.46 0.51
I2 0.01 0.03 0.04
H0 0 1 1
p− value 0.75 12.10−10 14.10−18
µ 0.10 0.10 0.13
σ 0.14 0.12 0.17
Tableau III.3 – Comparaison des me´thodes d’approximation de la loi marginale de pX .
Les autres tableaux de comparaison relatifs au couple (classe Cp/crite`re Ki) ne sont pas
pre´sente´s car la de´marche e´tant identique. Dans une tre´s large majorite´ des cas traite´s,
on a choisi le de´veloppement de la densite´ sur la base des polynoˆmes d’Hermite. Car, le
test ne rejette pas l’hypothe`se nulle H0 a` 5% des cas environ. Ce qui confirme les valeurs
faibles de I1 et I2 pour cette me´thode par rapport a` l’approximation par des lois usuelles.
Outre les crite`res de proximite´ (I1 et I2), le couple (µ, σ) le plus proche des caracte´ristiques
(moyenne et e´cart-type) de la loi cible est encore la loi d’ajustement par la me´thode
Hermite. Pour la loi cible, on a µ = 0.10 et σ = 0.14. Malgre´ les bons re´sultats de la
me´thode, il faut une certaine prudence. Il existe des cas particuliers ou` une loi classique
peut eˆtre adapte´e(cf. figure III.24). Nous cherchons la meilleure approximation car la
pre´cision des mode`les de´pend de l’erreur qu’on peut commettre sur ces approximations.
Dans la prochaine e´tape, nous cherchons a` estimer la densite´ spectrale de puissance SX .
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III.5.2 Densite´ spectrale de puissance SX
Rappelons que le processus X de´fini sur (Ω,=,P) a` valeurs dans R est centre´, stationnaire
en moyenne d’ordre deux. Nous allons chercher d’une part une estimation de SX et d’autre
part, une approximation the´orique de SX si possible.
III.5.2.1 Estime´es de la densite´ spectrale de puissance
Les densite´s spectrales de puissance SX ont e´te´ estime´es a` l’aide de l’estimateur de Welch
avec feneˆtre de Hamming (cf. annexesV.3). Les figures (III.26) et (III.27) montrent les
estime´es de SX relatives aux 4 classes Cp de trajectoires et a` chacun des 2 crite`res de
de´faillance (K1 et K2).
Figure III.26 – Graphes de SX pour les 4
classes selon le processus de controˆle D(t).
Figure III.27 – Graphes de SX pour les 4
classes selon le processus de controˆle ΓN (t).
Nous distinguons des diffe´rences importantes au sens de l’e´nergie entre ces densite´s spec-
trales de puissance SX . Ceci explique e´galement la diffe´rence entre les classes (Cp)p=1,...,P
en terme de dynamique.
Avec les estime´es pX et SX , il est possible de manie`re nume´rique de simuler le proces-
sus X en utilisant la me´thode de´crite dans la section (II.3.4). Il est e´galement possible
de chercher une approximation de la densite´ spectrale SX sous la forme d’une fraction
rationnelle.
III.5.2.2 Approximation des densite´s spectrales SX
Essayons d’approximer les estime´es de SX par des DSP the´oriques en utilisant une ap-
proximation markovienne de X. Afin de se placer sous les hypothe`ses relatives a` la
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re´alisation markovienne de dimension finie, soient R et Q de la forme suivante :{
R(x) = (α1 + β1x)(α2 + β2x)
Q(x) = (x2 + 2γ1δ1x+ δ
2
1)(x




ou` (α1, β1),(α1, β1) ∈ R − {(0, 0)} et γ1, γ2, δ1, δ2 sont des re´els strictement positifs. On















Bien que ce proble`me de minimisation soit de petite taille (8 parame`tres a` determiner), la
minimisation n’en est pas pour autant plus rapide. Ceci est sans doute du a` deux points :
premie`rement, il n’est pas possible d’utiliser un algorithme de Transformation de Fourier
Rapide, et en second lieu nous n’avons aucune ide´e de la valeur des coefficients des poly-
noˆmes R et Q tandis que dans la me´thode spectrale en partant de σk = S(ωk), l’expe´rience
montre que l’on est de´ja` pre`s de la solution.
Remarquons que la classe fonctionnelle est tre`s contrainte car les poˆles des racines doivent
eˆtre dans le demi plan gauche {z ∈ C : Re(z) < 0}, (c.f. Poirion [75]).
Pour cette e´tude, la me´thode d’approximation n’a pas donne´ de meilleur re´sultat surtout
pour les SX relatives au crite`re K2. Ceci doit eˆtre du aux multiples pics que contiennent
ces fonctions de densite´ spectrale.
Nous avons donc utilise´ nume´riquement la densite´ spectrale de puissance SX obtenue par
les donne´es de mesures expe´rimentales pour simuler le processus X.
A partir de ces simulations, il faut valider les mode`les Z pour que les donne´es issues de
ces mode`les puissent eˆtre utilise´es dans la partie analyse fiabiliste. Nous rappelons que les
mode`les Z sont de´finis par la relation suivante :
Z(t) = σZ(t)×X(t) + µZ(t) (III.6)
ou` µZ et σZ sont des fonctions temporelles de´terministes connues par estimation statis-
tique. Le processus X vient d’eˆtre partiellement caracte´rise´ et identifie´. Avec Z, nous
simulons l’e´tat dynamique du syste`me V-I-C vis-a`-vis des 2 crite`res de de´faillance K1 et
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K2 selon chaque classe Cp de trajectoires.
La validation des mode`les Z est l’occasion e´galement de ve´rifier l’hypothe`se que toutes
les trajectoires expe´rimentales d’une classe Cp sont des re´alisations d’un meˆme processus
stochastique U . La figure (III.28) repre´sente le principe de validation des mode`les Z.
Figure III.28 – Principe de validation du mode`le probabiliste Z.
Il est important et ne´cessaire d’avoir des mode`les Z valide´s. Car les probabilite´s de de´-
faillance que nous allons calculer dans la partie analyse fiabiliste sont tre`s sensibles aux
erreurs de mode´lisation.
Le prochain paragraphe pre´sente cette e´tape de validation des mode`les en comparant les
lois issues des donne´es mesure´es a` celles issues des donne´es simule´es.
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III.5.3 Validation nume´rique des mode`les probabilistes Z
Dans un premier temps, nous simulons 100000 re´alisations de taille N=2685 du processus
X en utilisant les estime´es pX et SX selon la me´thode de´veloppe´e par Poirion et Puig [75],
cf. section (II.3.4). A partir de ces re´alisations, nous estimons la loi marginale d’ordre 1
p˜X et la densite´ spectrale de puissance S˜X des donne´es simule´es.
Ensuite, nous proposons de comparer l’estime´e de la loi marginale d’ordre 1 de pX obtenue
a` partir de la famille d’observations a` celle obtenue par les simulations du processus X.
Enfin, nous comparons les estime´es des densite´s spectrales de puissance SX issues des
donne´es mesure´es a` celles des donne´es simule´es.
III.5.3.1 Comparaison de lois marginales d’ordre 1 (cibles et simulations)
La validation des mode`les Z de manie`re quantitative ne´cessite non seulement le calcul des
crite`res de proximite´ I1 et I2 mais aussi l’utilisation de test statistique. Le test utilise´ est
celui de Kolmogorov-Smirnov pour une erreur de premie`re espe`ce a` 5%. Les re´sultats de
ce test et les valeurs des crite`res I1 et I2 sont pre´sente´s dans le tableau (III.4) pour chaque
classe Cp selon le crite`re d’acce´le´ration transversale K2.
crite`res de validite´ C1 C2 C3 C4
I1 0.20 0.24 0.27 0.13
I2 0.01 0.03 0.07 0.006
H0 0 0 0 0
p− value 0.12 0.08 0.06 0.32
Tableau III.4 – Crite`res de validite´ des simulations a` partir des mode`les Z.
L’hypothe`se nulle H0 de conformite´ n’est pas rejete´e pour la densite´ de probabilite´ pX
associe´e a` chaque classe de trajectoires Cp. Ceci explique les valeurs faibles des crite`res de
proximite´ I1 et I2. Ces re´sultats confirment la conformite´ des deux lois marginales d’ordre
1 de pX obtenue par mesures et p˜X obtenue par simulations.
Nous ne pre´sentons pas les autres tableaux de comparaison car la de´marche e´tant iden-
tique d’une part et les performances de la me´thode sont comparables, d’autre part.
Outre la comparaison (classe Cp/crite`re Ki) des re´sultats du test, on pre´sente aussi une
comparaison graphique des densite´s selon les crite`res de de´faillance K1 et K2.
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Crite`re de de´faillance K1 :
Les figures (III.29) et (III.30) montrent la comparaison entre la loi marginale d’ordre 1 de
pX obtenue par estimation statistique des observations et celle obtenue par la simulation.
Cela concerne les classes C1 et C2, puis C3 et C4 selon le crite`re distance relative K1.
Figure III.29 – Comparaison des graphes de pX pour C1 et C2 selon le crite`re K1
Figure III.30 – Comparaison des graphes de pX pour C3 et C4 selon le crite`re K1
L’hypothe`se nulle H0 de conformite´ n’est pas rejete´e pour les densite´s relatives aux 4
classes de trajectoires. Ce re´sultat est confirme´ par la repre´sentation graphique. Nous
constatons toute fois une meilleure superposition pour certaines classes que pour d’autre.
Ceci doit eˆtre du a` la repre´sentativite´ de ces classes en trajectoires pratique´es. Justement
une des faiblesses de cette me´thode de mode´lisation reste bien entendu la repre´sentativite´
des classes vis-a`-vis de trajectoires pratique´es.
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Crite`re de de´faillance K2 :
Les figures (III.31) et (III.32) montrent une comparaison des densite´s marginales d’ordre
1 pour le cite`re d’acce´le´ration late´rale selon les classes C1 et C2, puis C3 et C4.
Figure III.31 – Comparaison des graphes de pX pour C1 et C2 selon le crite`re K2
Figure III.32 – Comparaison des graphes de pX pour C3 et C4 selon le crite`re K2
La superposition des graphes confirme les re´sultats obtenus du tableau (III.4). En se
re´fe´rant a` ce tableau, l’hypothe`se nulle H0 n’est pas rejete´e pour les lois obtenues a` partir
des observations des 4 classes. Nous pouvons conside´rer les donne´es simule´es a` partir des
mode`les Z comme des re´alisations issues des 4 classes de trajectoires. Ce re´sultat ve´rifie
aussi une hypothe`se pose´e au de´but de l’e´tude qui consiste a` supposer que toutes les
trajectoires d’une classe Cp sont issues d’un meˆme processus stochastique U .
Nous allons pre´senter la comparaison entre les densite´s spectrales SX des mesures a` celles
des simulations.
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III.5.3.2 Comparaison des densite´s spectrales SX (cibles et simulations)
Crite`re de de´faillance K1 :
Les figures (III.35) et (III.36) montrent la comparaison des graphes de SX entre les
mesures et les simulations pour chaque classe de trajectoires selon le crite`re de distance.
Figure III.33 – Comparaison des graphes de SX pour C1 et C2 selon le crite`re K1
Figure III.34 – Comparaison des graphes de SX pour C3 et C4 selon le crite`re K1
Nous constatons une superposition des densite´s spectrales SX entre les mesures et les
simulations comme pour les densite´s de probabilite´ pX . Cette superposition est encore
plus pre´cise pour les classes C2 et C4 que pour les classes C1 et C3. Ceci est encore du a`
la repre´sentativite´ de ces classes en trajectoires pratique´es. Plus les classes sont repre´sen-
tatives de trajectoires u pratique´es, plus les caracte´ristiques statistiques des mesures sont
proches de celles des simulations.
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Crite`re de de´faillance K2 :
Les figures (III.35) et (III.36) montrent la comparaison des graphes de SX entre les donne´es
mesure´es et les donne´es simule´es pour le crite`re d’acce´le´ration transversale et selon chaque
classe Cp.
Figure III.35 – Comparaison des graphes de SX pour C1 et C2 selon le crite`re K2
Figure III.36 – Comparaison des graphes de SX pour C3 et C4 selon le crite`re K2
On distingue une diffe´rence visible entre les mesures et les simulations pour la classe C3.
L’e´cart entre les graphes de SX pour les classes C1 et C2 est plus faible que celui de la classe
C3. Par contre, la classe C4 donne une bonne superposition des densite´s spectrales SX entre
les mesures et les simulations. Ces re´sultats montrent l’importance de la repre´sentativite´
des classes Cp en trajectoires pratique´es. Notons que des pics existent pour les SX obtenues
par mesure alors que celles obtenues par simulation ne les conside`rent pas. Cela ouvre
une discussion entre le fait de conside´rer ces pics comme un bruit de mesures ou de
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mode´lisation. Les re´sultats pre´ce´dents et les tableaux (III.5, III.6) ont permis de clore
cette discussion. Les pics des SX issues des donne´es mesure´es sont des bruits de mesures.
III.5.3.3 Comparaison des moments d’ordre p (mesures et simulations)
Les tableaux (III.5) et (III.6) pre´sentent la comparaison des moments d’ordre p entre les
















mesure simulation mesure simulation mesure simulation mesure simulation
C1 0 0.06 1 1.12 1.51 1.67 6.22 5.95
C2 0 0.05 1 1.14 2.15 1.98 10.79 9.13
C3 0 0.07 1 1.14 1.58 1.44 5.88 5.07
C4 0 0.11 1 1.20 1.94 1.66 8.49 6.54
















mesure simulation mesure simulation mesure simulation mesure simulation
C1 0 0.0001 1 0.99 -0.03 -0.02 2.66 2.68
C2 0 0.0001 1 1.001 0.068 0.072 3.33 3.32
C3 0 -0.0002 1 1.001 -0.09 -0.08 2.97 2.77
C4 0 -0.0001 1 0.997 0.01 0.05 4.01 3.01
Tableau III.6 – Comparaison des moments µp entre mesures et simulations pour K2.
A travers ces tableaux, on note que les moments µpX des donne´es de mesures sont assez
proches de ceux des donne´es simule´es. En conclusion, les performances du proce´de´ de
simulation du processus X sont acceptables.
La prochaine section consiste a` utiliser les donne´es simule´es a` partir des mode`les Z
pour calculer les probabilite´s de de´faillance Pf .
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III.6 Analyse fiabiliste du syste`me V-I-C
L’objet de cette section est de construire des abaques de probabilite´ de de´faillance par
classe de trajectoires. Rappelons que ces abaques pi(δ∗) sont spe´cifiques au virage e´tudie´.
Nous allons d’abord identifier la loi des maxima du processus Z. A partir de ces lois,
nous estimerons les probabilite´s de de´faillance Pf relatives a` chaque classe Cp et selon
les crite`res de de´faillance K1 et K2. Enfin, nous ferons une e´tude de sensibilite´ de ces
probabilite´s par rapport aux 4 classes Cp et aux 2 crite`res de de´faillance.
III.6.1 Identification de la loi de Y
Rappelons que la variable ale´atoire Y obtenue par la relation (III.7) repre´sente la loi de
probabilite´ des maxima du processus de controˆle Z.
Y = Supt∈T |Z(t)| (III.7)
Il est e´quivalent de connaitre la loi de probabilite´ de pY pour les maximas et celle de pM
pour la marge. Nous rappelons que la marge de se´curite´ est obtenue par :
M = δ∗ − Y (III.8)
En utilisant les simulations de Z et en fixant le seuil δ∗, on obtient les re´alisations de la
marge M . L’e´ve`nement M ≤ 0 caracte´rise l’e´tat de´faillant tandis que l’e´ve`nement M > 0
caracte´rise l’e´tat fiable. A partir des re´alisations de M , nous avons estime´ et approxime´
la loi pM de M . Si on se re´fe`re a` la section (II.4.4), en ge´ne´ral les lois de probabilite´ des
valeurs extreˆmes suivent les 3 lois suivantes : Gumbel, Frechet et Weibull.
Le test d’ajustement de Kolmogorov-Smirnov a e´te´ utilise´ pour accepter ou rejeter l’ade´-
quation de la densite´ pM par rapport aux 3 lois de valeurs extreˆmes. Pour la plupart des
cas e´tudie´s, la loi de frechet et la loi Weibull sont rejete´es.
Nous allons d’abord pre´senter les re´sulats de ces tests statistiques. Pour chaque cas consi-
de´re´, le test statistique a e´te´ utilise´ pour une erreur de premie`re espe`ce a` 5%. Ensuite, nous
pre´senterons e´galement les re´sulats graphiques de ces ajustements pour les 4 classes Cp et
selon chaque crite`re de de´faillance Ki. Les ajustements seront pre´cis, car les probabilite´s
de de´faillance que nous allons estimer a` partir des lois pM sont faibles donc un mauvais
ajustement implique des erreurs d’estimation conside´rables.
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III.6.1.1 Re´sultats des tests statistiques d’ajustement de loi
Nous pre´sentons les re´sultats des tests statistiques d’ajustement de la loi de pM par les
lois de valeurs extreˆmes telle que la loi de Gumbel pour les crite`res de distance K1 et
d’acce´le´ration transversale K2.
Crite`re de de´faillance K1 :
crite`res de validite´ C1 C2 C3 C4
Hypothe`se nulle H0 0 0 0 0
p− value 0.40 0.3 0.13 0.11
Tableau III.7 – Validation des ajustements de la loi pM des maxima de Z.
L’hypothe`se nulle H0 n’est pas rejete´e pour les 4 classes Cp. La loi de pM est approximable
par la loi de Gumbel. Le calcul direct est donc possible pour estimer la probabilite´ de
de´faillance Pf . La qualite´ de l’estimation de la densite´ pM permet e´galement d’estimer Pf
par la me´thode Monte carlo ou par un sche´ma d’inte´gration nume´rique classique.
Crite`re de de´faillance K2 :
crite`res de validite´ C1 C2 C3 C4
Hypothe`se nulle H0 0 0 0 0
p− value 0.10 0.52 0.08 0.166
Tableau III.8 – Crite`res de validite´ des ajustements de la loi des max.
Le test statistique ne rejette pas l’hypothe`se nulle H0 pour les 4 classes. La loi de pM est
donc approximable par la loi de Gumbel. On peut calculer directement la probabilite´ de
de´faillance Pf pour ce crite`re car on connait la fonction de re´partition de la loi de Gumbel,
cf. (II.4.5). Ce re´sultat est essentiel car il nous permet d’extrapoler nos observations pour
de´duire les quantiles extreˆmes.
Nous tenons a` pre´ciser que la qualite´ de l’ajustement de la loi pM de´pend e´galement du
niveau de validation des mode`les Z. Les re´sultats du test montre le bon fonctionnement
des e´tapes pre´ce´dentes de la me´thodologie propose´e.
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Crite`re de de´faillance K1 :
Outre les re´sultats du test, les figures (III.37) et (III.38) montrent l’estime´e de la loi des
maxima de pM et une approximation de cette loi par la loi de Gumbel pour les 4 classes
selon le crite`re K1.
Figure III.37 – Approximation de la loi de pM pour C1 et C2 selon le crite`re K1
Figure III.38 – Approximation de la loi de pM pour C3 et C4 selon le crite`re K1
Apre`s l’acceptation de l’ade´quation par le test statistique, la comparaison graphique
montre e´galement que la loi cible peut eˆtre approxime´e par la loi de Gumbel.
Nous remarquons que pour le crite`re K1 correspondant a` la « distance relative entre
trajectoires », en fixant le seuil δ∗ a` 1, 5m du centre de la voie (CV ), seules les classes C3
et C4 contiennent des trajectoires de´faillent.
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Crite`re de de´faillance K2 :
Les figures (III.39) et (III.40) montrent l’approximation de la loi de pM pour les classes
C1 et C2, puis C3 et C4 selon le crite`re d’acce´le´ration transversale.
Figure III.39 – Approximation de la loi de pM pour C1 et C2 pour le crite`re K2
Figure III.40 – Approximation de la loi de pM pour C3 et C4 selon le crite`re K2
En ge´ne´ral, la loi des extreˆmes d’un processus gaussien est une loi de Gumbel. Les ap-
proximations p˜M des figures (III.39) et (III.40) correspondent a` des lois de Gumbel. Ce qui
confirme l’aspect d’une distribution normale que nous avons constate´ pour le processus
X relatif au crite`re d’acce´le´ration late´rale. Les allures proches entre la loi cible et la loi
de Gumbel confirment les re´sultats du test statistique. Malgre´ la possibilite´ d’obtenir une
bonne approximation avec la me´thode Hermite, l’inconve´nient se trouve dans la robustesse
(cf. II.3.3.3). Les densite´s de probabilite´ pM identifie´es servent a` estimer la probabilite´ de
de´faillance Pf et l’indice de fiabilite´ conventionnel βc associe´.
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III.6.2 Estimation de la probabilite´ de de´faillance Pf
Rappelons qu’en fixant δ∗ ∈ R∗+, on peut estimer la probabilite´ de de´faillance Pf par :
Pf = P (δ




Analysons l’influence de la variation du seuil (δ∗) de se´curite´ sur le calcul de la probabi-
lite´ de de´faillance Pf et de l’indice de fiabilite´ βc relatifs aux 4 classes de trajectoires
selon chacun des crite`res de de´faillance K1 et K2. On remarque bien entendu que plus le
seuil de se´curite´ δ∗ augmente, plus la probabilite´ de de´faillance Pf dimunie.
En fonction de ce re´sultat, plusieurs questions sont pose´es. Entre autres, est-ce que les
niveaux de risque sont identiques pour les 4 classes identifie´es ? Existe-t’il une zone line´aire
et non line´aire pour une classe Cp donne´e en faisant varier Pf en fonction du seuil δ∗ ? Les
crite`res K1 et K2 ont ils la meˆme sensibilite´ par rapport a` une classe Cp donne´e ? Nous
apporterons des re´ponses pre´cises a` toutes ces interrogations.
III.6.2.1 Probabilite´s de de´faillance en fonction du seuil de se´curite´ δ∗
Les figures (III.41) et (III.42) repre´sentent la variation de Pf en fonction de δ
∗ selon les
crite`res K1 et K2. On constate que la probabilite´ Pf de´croˆıt rapidement avec l’accroisse-
ment de la valeur du seuil δ∗ pour les classes C1 et C2 (conduite apaise´e). Tandis qu’elle
de´croit moins vite pour C3 et C4 (conduite rapide).
Figure III.41 – Graphes de δ∗ → Pf (δ∗) et δ∗ → βc(δ∗) pour le crite`re K1.
Les conducteurs de C1 sont ceux qui se rapprochent le plus du centre de la voie (CV ).
Tandis que les conducteurs de C3 et C4 sont ceux qui s’e´loignent le plus de CV . Pendant
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l’expe´rimentation, des conducteurs de C4 ont emprunte´ la voie de gauche afin de minimiser
encore plus le temps de parcours. Notons que plus la trace du ve´hicule se rapproche du
bord de voie, plus il y a de chance de sortir de la voie.
Nous allons ve´rifier une hypothe`se utilise´e dans la litte´rature qui conside´re l’acce´le´ration
late´rale limite Γ¯N a` 3m/s
2 pour une trajectoire se´curise´e en virage. Des e´tudes re´centes
[24] conside´rent la limite de la zone de fonctionnement line´aire du pneumatique a` 4m/s2.
La figure (III.42) montre une rupture ge´ome´trique pour la classe C2 a` 3.5m/s2.
Figure III.42 – Graphes de δ∗ → Pf (δ∗) et δ∗ → βc(δ∗) pour le crite`re K2.
Les 2 classes de la conduite apaise´e ont une rupture ge´ome´trique infe´rieure a` cette
valeur. Par contre, a` la section(I.2.3), nous avons montre´ qu’une acce´le´ration late´rale
supe´rieure a` 6m/s2 est conside´re´e comme dynamiquement instable. On constate que 10%
des trajectoires de la classe C4 de´passe cette valeur donc elles sont instables.
Nous concluons sur cette partie que le niveau de de´faillance est diffe´rent d’une classe de
trajectoires a` une autre. De la classe C1 a` C4, la probabilite´ augmente de la forme :
C1 ≺ C2 ≺ C3 ≺ C4 ;∀ Ki avec i = 1, 2 (III.10)
Nous allons montrer l’effet des crite`res de de´faillance sur l’estimation de Pf par classe Cp.
III.6.2.2 Etude de sensibilite´ en fonction des crite`res de de´faillance
Une analyse de sensibilite´ classique cherche a` calculer les parame`tres statistiques des
variables de sortie en fonction des parame`tres statistiques des donne´es d’entre´e. Dans cette
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classe Cp par rapport aux crite`res (Ki)(i=1,2). Pour comparer les crite`res sur une meˆme
e´chelle, nous avons utilise´ la normalisation « min-max »sur chaque crite`re de de´faillance.
Le seuil δ∗ normalise´ varie donc dans [0, 1]. On a fait l’hypothe`se au chapitre II que les 2
crite`res sont pertinents pour analyser la de´faillance du syste`me V-I-C. Pour ve´rifier cette
hypothe`se, nous rajoutons un 3e`me crite`re lie´ a` l’orientation (ψ) du ve´hicule sur la route.
Ce crite`re supple´mentaire note´ K3 est de´fini par :
Y = supt∈T |ψ(t)| > ψ¯ (III.11)
ou` ψ¯ = δ∗ est une valeur seuil de l’orientation du ve´hicule a` choisir dans un intervalle
[ψmin, ψmax]. Les figures (III.43) a` (III.46) montrent la comparaison des fonctions pi(δ
∗).
Ces fonctions repre´sentent la variation de Pf en fonction du seuil δ
∗ normalise´ pour les 3
crite`res K1, K2 et K3 selon la classe C1, puis C2, C3, et C4.
Figure III.43 – Evolution de Pf en fonction
de δ∗ selon la classe C1.
Figure III.44 – Evolution de Pf en fonction
de δ∗ selon la classe C2.
Figure III.45 – Evolution de Pf en fonction
de δ∗ selon la classe C3.
Figure III.46 – Evolution de Pf en fonction
de δ∗ selon la classe C4.
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III.6. Analyse fiabiliste du syste`me V-I-C
On distingue que les crite`res n’ont pas la meˆme variabilite´. L’e´cart le plus important
entre les crite`res se situe dans la classe C2 entre le crite`re d’acce´le´ration transversale et le
crite`re d’orientation du ve´hicule. Ce re´sultat correspond a` une situation de conduite ou`
les conducteurs de cette classe ge´ne`rent une acce´le´ration transversale forte en minimisant
l’orientation du ve´hicule par rapport a` l’axe de la voie de circulation.
On constate e´galement que les crite`res (Ki)i=1,...,3 sont non seulement hie´rarchise´s vis-a`-vis
de Pf mais ils pre´sentent aussi des corre´lations surtout pour K1 et K3 selon les classes C3
et C2. On en de´duit la relation d’ordre suivante :
K3 ≺ K1 ≺ K2 (III.12)
Nous concluons que le crite`re d’orientation K3 a moins d’influence sur la probabilite´ de
de´faillance Pf que les deux autres. Ce qui implique la pertinence des crite`res de de´faillance
K1 et K2. La relation (III.12) permet de mieux distinguer les 4 classes vis-a`-vis de Pf .
Ce re´sultat est conside´re´ comme une e´tude de sensiblite´ de Pf d’une classe Cp par rapport
a` l’effet des 3 crite`res de de´faillance. Nous retenons que le crite`re d’acce´le´ration trans-
versale est le plus pertinent pour e´valuer la de´faillance du syste`me V-I-C. Par contre,
le crite`re d’orientation du ve´hicule est le moins pertinent que les crite`res de distance et
d’acce´le´ration transversale pour cette application.
Le reproche fait a` ce re´sultat est de ne pas calculer la probabilite´ de l’interaction entre les
crite`res K1 et K2. Pour calculer une telle probabilite´, il faut simuler ensemble les processus
de controle D et ΓN . Nous avons propose´ comme perspective d’utiliser la me´thode des
copules pour simuler un processus stochastique vectoriel a` valeurs dans R3.
Sinon, pour re´pondre au reproche, nous avons propose´ dans la me´thodologie au chapitre
II, de calculer la probabilite´ de de´faillance en introduisant le crite`re du Sup.
III.6.2.3 Probabilite´s de de´faillance en utilisant le crite`re du Sup
Nous faisons l’hypothe`se d’e´tudier la de´faillance du syste`me V-I-C en utilisant l’approche
de la fiabilite´ des composants en se´rie. Cela signifie de´s qu’un crite`re Ki n’est pas respecte´
le syste`me devient de´faillant. Pour cela, on a calcule´ la probabilite´ de l’union Pf−sys.
Pf−sys = Prob (∪Ei) , i = 1, 2 (III.13)
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Les figures (III.47) et (III.48) repre´sentent la comparaison des probabilite´s de de´faillance
selon les crite`res K1, K2 et le crite`re du Sup.
Figure III.47 – Probabilite´ de de´faillance avec crite`re du Sup pour C1 et C2
Figure III.48 – Probabilite´ de de´faillance avec crite`re du Sup pour C3 et C4
Le crite`re du Sup est donc plus contraignant que chacun des crite`res K1 et K2 pris se´pa-
remment. Ceci permet de mieux ge´rer les fausses alertes et la non de´tection.
Nous venons d’associer une probabilite´ Pf a` chaque classe Cp de trajectoires. Pour cette
configuration de virage, en fixant δ∗, on connaˆıt la probabilite´ Pf par classe Cp. Ceci
correspond a` la construction d’abaques de probabilite´ de de´faillance. En fonction de ces
abaques pi(δ∗), on peut faire aussi du diagnostic d’infrastructure. Par exemple, pour un
δ∗ donne´, une valeur e´leve´e de Pf pour toutes les classes signifierait une infrastructure
inadapte´e a` la circulation. En utilisant pi(δ∗), pour avoir la probabilite´ Pf d’une trajectoire
u en cours de re´alisation, il suffit de reconnaitre sa classe d’appartenance Cp.
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III.7 Reconnaissance des trajectoires u observe´es
L’objet de cette section est de pre´senter les re´sultats de la me´thode de reconnaissance
des trajectoires. Nous avons utilise´ une technique d’apprentissage de type Support Vector
Machine. Cette technique s’applique sur les trajectoires expe´rimentales issues du virage
e´tudie´. Dans un premier temps, nous montrons les performances du mode`le M de re-
connaissance en fonction de la zone d’apprentissage conside´re´e. Dans un second temps,
nous pre´senterons les re´sultats de la pre´diction de la classe d’appartenance Cp de chaque
trajectoire u en entre´e de virage.
III.7.1 Identification de la zone d’apprentissage S
Comme nous l’avons souligne´ au chapitre I, l’erreur de ge´ne´ralisation (c’est-a`-dire la qua-
lite´ du mode`le) de´pend d’un certain nombre de facteurs. Parmi ces facteurs, on trouve
notamment le nombre N d’e´chantillons de la base d’apprentissage S. Il est inte´ressant de
faire varier ce parame`tre ainsi que la proportion des diffe´rentes populations afin d’illustrer
leurs impacts sur l’erreur de ge´ne´ralisation.
A partir des trajectoires expe´rimentales, nous avons identifie´ la base d’apprentissage (cf.
figure III.49) ne´cessaire pour construire le mode`le M. Pour cela, l’algorithme de´crit au
paragraphe (II.5.1) a e´te´ utilise´. Le choix de cette base d’apprentissage se justifie dans la
figure (III.50), ou` nous comparons la performance du mode`le de reconnaissance pour 3
zones d’apprentissage de tailles diffe´rentes avec k = {400, 800, 1000} observations.
Figure III.49 – Zone d’apprentissage du vi-
rage.
Figure III.50 – Choix de la base d’appren-
tissage optimale du virage.
Sur cette figure, nous donnons la moyenne µ et l’e´cart-type σ du taux d’apprentissage
(train) et du taux de reconnaissance (test) pour chaque zone. Pour cette configuration
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de virage et en fonction des trajectoires u observe´es, la zone d’apprentissage optimale
correspond a` 25% du virage. En utilisant cette zone comme base d’apprentissage S, le
conducteur dispose 75% du temps pour corriger sa trajectoire au cas ou` elle serait dange-
reuse.
III.7.2 Re´sultats de l’affectation des trajectoires
A partir de la base d’apprentissage pre´ce´demment identifie´e, nous utilisons la me´thode
Bootstrap consistant a` diviser l’e´chantillon des 232 trajectoires en deux sous ensembles
(70% pour l’apprentissage et 30% pour le test). Ensuite, nous avons imple´mente´ l’algo-
rithme multi-classes des SVMs. Le re´sultat de la pre´diction des classes d’appartenance Cp
pour les 30% de trajectoires de la base de test se trouve dans le tableau (III.9).
% Cˆ1 Cˆ2 Cˆ3 Cˆ4
C1 79.2730 0 20.6497 0
C2 0 89.6662 17.5617 12.7721
C3 9.8303 10.2295 78.8922 1.0479
C4 0.0773 7.4839 0.3871 92.1290
Tableau III.9 – Validation du mode`le Multi-class (SVM) par une matrice de confusion.
On remarque que les trajectoires u de la classe C4 sont les mieux affecte´es avec un taux
de reconnaissance de 92.12%. Ce re´sultat a e´te´ confirme´ tout au long de l’e´tude a` travers
l’estimation des lois de probabilite´ ou la validation des mode`les Z. Notons que c’est une
classe qui est bien repre´sente´e en trajectoires pratique´es. D’ou` la ne´cessite´ de la repre´sen-
tative´ des classes que nous avons souligne´ tout le long de ce travail de the`se.
Nous avons 7.4% des trajectoires de C4 qui sont affecte´es dans la classe C3. Ces 2 classes
sont obtenues avec la meˆme consigne « conduite rapide ». Il n’y a que 0.4% de trajectoires
qui sont affecte´es aux classes C1 et C2 « conduite apaise´e ». Ce re´sultat montre e´galement
la bonne performance du mode`le M.
Malgre´ que la classe C3 soit supe´rieure en nombre de trajectoires par rapport a` la classe
C1, la repre´sentativite´ de cette dernie`re fait que son taux de reconnaissance est supe´rieur
a` celui de la classe C3. Certes, le nombre de trajectoires u dans une classe Cp est important
mais ce n’est pas le seul parame`tre a` conside´rer.
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Nous avons remarque´ aussi que les trajectoires de la classe C3 sont difficiles a` identifier
par le mode`le de reconnaissance par rapport aux autres classes. C’est la classe qui a le
plus petit taux de reconnaissance (78.89%) et le plus grand taux d’erreur (37%).
Globalement, cette approche de reconnaissance de trajectoire conduit a` un taux d’erreur
(i.e. mauvaise pre´diction de la classe d’appartenance) infe´rieur a` 8% pour une classe Cp
repre´sentative.
L’originalite´ de cette me´thode de reconnaissance re´side non seulement dans l’utilisation
d’une base d’apprentissage d’observations partielles mais aussi dans l’utilisation des coor-
donne´es pertinentes de la trajectoire u telles que l’e´quation I.11. Cette de´marche permet
de tenir compte de toute la dynamique qui existe pour de´crire le syste`me V-I-C.
Construction de l’indicateur de risque
Les re´sultats de cette application ont permis de cre´er des abaques pi (δ∗) de risque de de´-
faillance des trajectoires u pour cette configuration de virage. Les classes de conse´quences
associe´es aux classes Cp de trajectoires sont :
– La classe C1 : une conduite lente, he´sitante, de´butante
– La classe C2 : une conduite se´curise´e, prudente, fiable
– La classe C3 : une conduite performante, faible risque,
– La classe C4 : une conduite rapide, risque e´leve´,
A partir de la pre´diction de la classe d’appartenance de chaque trajectoire u, on connaˆıt
la probabilite´ Pf a` travers les abaques pi (δ
∗). La connaissance de Pf et la mesure des
coordonne´es de u a permis de calculer l’indicateur de risque Irisque.
Risque = Pf × (gravite´) (III.14)
Rappelons que la gravite´ est calcule´e en fonction du crite`re de de´faillance Ki conside´re´.
En terme d’illustration, pour le crite`re d’acce´le´ration transversale, nous avons normalise´
l’acce´le´ration late´rale de la trajectoire en cours de re´alisation par l’acce´le´ration late´rale
obtenue avec le v85 des trajectoires observe´es. Le v85 repre´sente la vitesse longitudinale
au dessous de laquelle roulent 85% des conducteurs (ce qui permet d’exclure les vitesses
conside´re´es comme atypiques et extreˆmes), c.f. Louah et Violette[60].
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A partir de cette gravite´ et en fixant le seuil δ∗ a` 5m/s2, la probabilite´ Pf par classe Cp
est repre´sente´e dans le tableau III.10 :
% C1 C2 C3 C4
Pf 0 0 0.01 0.17
Tableau III.10 – Probabilite´ de de´faillance par classe de trajectoires.
Par conse´quent, le risque de de´passer ce seuil est nul pour les classes de la « consigne
apaise´e ». Il est e´gal a` 0.6 pour la classe C3 et 0.79 pour la classe C4.
Au-dela` de cette validation de la me´thodologie avec des observations de trajectoires d’une
pre´cision de 100Hz issues du ve´hicule VERT, dans le cadre du projet DIVAS, nous avons
utilise´ des trajectoires issues d’un observatoire de trajectoires bord de voie (Te´le´me`tre
laser, avec moins de pre´cision).
Dans un premier temps, nous avons re´cupe´re´ les coordonne´es d’une trajectoire en temps
re´el sous forme de donne´es nume´riques. En fonction de l’e´tat dynamique du ve´hicule, le
mode`le M de reconnaissance a affecte´ cette trajectoire a` la classe C4. A partir de ce re´-
sultat, en se re´fe´rant aux abaques δ∗ → pi(δ∗) de la section (III.6.2) et en fixant le seuil
de se´curite´ δ∗ a` 5.5m/s2 pour le crite`re d’acce´le´ration transversale, on obtient une
probabilite´ Pf = 0.12. Enfin, la valeur du risque associe´ a` cette trajectoire u est calcule´e.
Cette trajectoire qui appartient a` la classe C4 avec un risque supe´rieur a` 0.8 est conside´re´e
comme une conduite rapide a` risque e´leve´ selon la classe des conse´quences.
Il faut remarquer que la me´thode de reconnaissance est robuste car malgre´ l’utilisation
de donne´es de mesures du te´le´me`tre de moins bonne qualite´ par rapport au ve´hicule
instrumente´ VERT qui a servi a` faire la base d’apprentissage S, on obtient un taux de
reconnaissance de 84%. Les re´sultats sont encourageants pour une premie`re validation en
pratique. Pour ame´liorer ce re´sultat, il est ne´cessaire de mesurer les coordonne´es de la
trajectoire u avec plus de pre´cision et de fre´quence d’acquisition des mesures.
Cette validation sur site re´el dans le cadre de ce projet a e´te´ l’occasion de montrer la
faisabilite´ technique de la me´thodologie propose´e pour pre´dire des trajectoires potentiel-
lement dangereuses. La figure III.51 pre´sente la me´thodologie propose´e sous forme d’une





























Figure III.51 – Re´sume´ de la me´thodologie pour cette configuration de virage.
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III.8 Fiche technique d’utilisation de la me´thodologie
Pour mieux comprendre la me´thodologie de´crite dans ce travail de the`se, nous avons
re´sume´ les grandes e´tapes dans une fiche technique.
Pour la ge´ne´ralisation, il suffit de choisir une configuration de virage et d’acque´rir des




L’objet de ce chapitre III e´tait d’appliquer la me´thodologie propose´e sur des donne´es ex-
pe´rimentales issues du virage (LCPC/Nantes) afin de ve´rifier la faisabilite´ en pratique.
D’abord, nous avons identifie´ 4 classes de trajectoires a` partir des observations expe´rimen-
tales. Les trajectoires observe´es de chaque classe sont conside´re´es comme des re´alisations
d’un meˆme processus U . A travers ces re´alisations, nous avons ve´rifie´ que le processus
d’e´tat U et le processus de controˆle Z ne sont pas stationnaires. Par contre, les hypo-
the`ses de stationnarite´ au second ordre sont ve´rifie´es pour le processus X.
Ensuite, les approximations ade´quates ont e´te´ faites pour le processus X. Pour la plupart
des cas traite´s, nous avons choisi le de´veloppement sur la base des polynoˆmes d’Hermite.
Avec les estime´es de la loi marginale d’ordre 1 et la densite´ spectrale de puissance, des
simulations du processus X ont e´te´ obtenues. Nous avons compare´ les caracte´ristiques
statistiques des mesures a` celles des simulations. Les crite`res de proximite´ et les tests
statistiques ont permis de valider les mode`les probabilistes Z propose´s.
Les simulations ont servi a` estimer la probabilite´ de de´faillance des 4 classes de trajec-
toires. La comparaison des Pf par crite`re Ki et par classe Cp a permis d’associer un niveau
de risque par comportement de conduite. Un comportement de conduite est assimile´ a` une
classe de trajectoires avec des proprie´te´s statistiques homoge`nes. Pour chaque classe, on
constate que les crite`res ont une relation d’ordre. Ceci permet de mieux distinguer les 4
classes vis-a`-vis du risque encouru. Nous avons montre´ qu’il existait une relation d’ordre
entre les classes Cp.
Ce resultat permet de conclure sur cette application que quelque soit le crite`re de de´-
faillance Ki, la classe C1 est la plus se´curise´e de toutes les classes identifie´es, la classe
C4 est la plus risque´e et la classe C3 a une probabilite´ de de´faillance plus e´leve´e que la
classe C2. Ces re´sultats sont conforment aux consignes donne´es pendant l’expe´rimentation.
Dans cette configuration de virage (III.3), nous sommes capables de reconnaˆıtre une tra-
jectoire dangereuse en entre´e de virage. Cette information est une indication pour le
conducteur pour agir sur les commandes du ve´hicule ou au moins d’eˆtre vigilant sur sa
conduite. L’information peut e´galement inte´resser un gestionnaire d’infrastructure qui






ans un contexte de de´veloppement de strate´gies pour ame´liorer la se´curite´ routie`re,
ce travail de the`se re´pond a` la proble´matique suivante : proposer une me´thodologie
d’aide a` la de´tection et a` la pre´diction des trajectoires a` risque a` partir d’une configuration
de virage donne´e et d’observations de trajectoires pratique´es sur ce virage.
Pour mener a` bien cette re´flexion, une e´tude accidentologique des ve´hicules le´gers a
d’abord e´te´ effectue´e. Les re´sultats de cette e´tude ont montre´ que la France dispose d’une
marge de manoeuvre pour re´duire l’accidentologie des ve´hicules en virages, notamment
les sorties de route et les pertes de controˆle auxquelles nous nous sommes inte´resse´s dans
cette the`se. On s’est inte´resse´ exclusivement a` l’accidentologie des ve´hicules le´gers en vi-
rage car des e´tudes du SETRA et de l’INRETS ont montre´ que le risque d’accident en
virage est 5 a` 10 fois plus e´leve´ qu’en alignement droit. L’e´tude accidentologique a montre´
qu’il existe plusieurs facteurs de risque tels qu’une vitesse excessive ou une grande varia-
tion de l’acce´le´ration late´rale, etc.
Ensuite, nous avons constate´ a` travers un e´tat de l’art qu’un nombre important de tra-
vaux scientifiques et industriels existent dans ce domaine. Malgre´ des re´sultats probants
et significatifs, la complexite´ du syste`me de conduite nous oblige a` ame´liorer les me´thodes
existantes ou a` proposer de nouvelles me´thodes. Cet e´tat de l’art a montre´ que les an-
ciens travaux ne conside´raient pas le syste`me V-I-C dans sa globalite´. Ge´ne´ralement, ils
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cherchent a` mode´liser une sous partie. Le syste`me contient e´galement plusieurs incerti-
tudes qui ne peuvent pas eˆtre prises en compte par les me´thodes de´terministes.
Premie`rement, nous avons propose´ dans cette the`se de conside´rer le syste`me de la
conduite comme un syste`me V-I-C. Ce dernier est compose´ de l’ensemble des interactions
du triptyque Ve´hicule-Infrastructure-Conducteur. Ces interactions sont non line´aires et
difficilement mode´lisables de manie`re pre´cise. Diffe´rentes formulations mathe´matiques de
ce syste`me ont e´te´ pre´sente´es en tenant compte des incertitudes (ale´as) du syste`me. Cepen-
dant, il existe plusieurs difficulte´s techniques pour acce´der aux e´quations qui gouvernent
ce syste`me dans sa globalite´. En revanche, nous disposons des trajectoires qui sont la
re´ponse de ce syste`me a` des excitations exte´rieures. Ces excitations sont aussi mal repre´-
sente´es d’ou` la complexite´ de ce syste`me.
Par ailleurs, nous avons propose´ une solution originale a` la proble´matique pose´e. Elle
consiste a` effectuer une analyse fiabiliste du syste`me a` partir d’observations de trajec-
toires pratique´es. D’une part, cette me´thode d’analyse et de mode´lisation fait abstraction
a` toutes les interactions non line´aires qui ne sont pas mode´lisables de manie`re pre´cise. Et
d’autre part, on dispose actuellement d’instruments de mesure des trajectoires tre`s pre´cis.
La me´thodologie propose´e consiste d’abord a` recueillir des trajectoires repre´sentatives pra-
tique´es sur une configuration de virage donne´e. Ces trajectoires observe´es sont re´parties
dans des classes de trajectoires en utilisant des algorithmes de classification. Les classes
de trajectoires obtenues sont judicieusement constitue´es. Car une mauvaise classification
entraine des proble`mes d’he´te´rogene´ite´ des trajectoires d’une classe.
Deuxie`mement, nous avons propose´ de conside´rer les trajectoires u d’une classe Cp
comme des re´alisations d’un meˆme processus stochastique U de´fini sur (Ω,=,P) a` valeurs
dans R6. A partir de ces trajectoires, une strate´gie fiabiliste du syste`me a e´te´ propose´e. Elle
consiste d’abord a` choisir des crite`res de de´faillance. Nous avons montre´ que la distance et
l’acce´le´ration late´rale sont des crite`res pertinents pour e´tudier la de´faillance du syste`me
VIC. Ces crite`res portent sur des transformations de la forme Z = F (U). Le processus de
controle Z de´fini sur (Ω,=,P) a` valeurs dans R est non stationnaire comme le processus U .
Cependant, la mode´lisation probabiliste propose´e suppose que les processus stochastiques
utilise´s soient stationnaires en m.o.d. Nous avons propose´ une repre´sentation standartise´e
de Z qui ve´rifie l’hypothe`se de stationnarite´ au second ordre.
Ensuite, a` partir des re´alisations de X, celui-ci a e´te´ partiellement caracte´rise´ et identi-
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fie´. La loi marginale d’ordre 1 de X et la densite´ spectrale de puissance ont permis de
simuler le processus X. A cet effet, une technique de simulation de processus stationnaire
non gaussien a e´te´ utilise´e. Les simulations obtenues ont permis de valider les mode`les
Z par comparaison entre les donne´es mesure´es et les donne´es simule´es. Pour cette com-
paraison, des crite`res de proximite´ heuristiques et des tests statistiques de conformite´ de
lois ont e´te´ utilise´s. L’hypothe`se nulle H0 n’est pas rejete´e pour la conformite´ des lois
relatives aux mesures et aux simulations pour une erreur de premie`re espe`ce a` 5%. Ce
re´sultat ve´rifie e´galement l’hypothe`se que toutes les trajectoires d’une classe Cp sont issues
d’un meˆme processus Up. Les simulations ont e´galement servi a` estimer la probabilite´ de
de´faillance Pf relative aux 4 classes de trajectoires et a` chacun des 2 crite`res de de´faillance.
Troisie`mement, nous avons identifie´ la loi pM des maxima du processus Z afin d’estimer
la probabilite´ de de´faillance Pf du syste`me. La probabilite´ Pf peut eˆtre calcule´e direc-
tement si pM est approxime´e par une des 3 lois de valeurs extreˆmes. Sinon, une bonne
estimation de cette loi permet e´galement de faire une estimation correcte de Pf . Par
contre, la difficulte´ de la mesure du risque dans le syste`me VIC est le choix du seuil de
se´curite´ δ∗. Pour cela, on a fait varier δ∗ dans un intervalle de valeurs admissibles. Ensuite,
on a compare´ les fonctions de probabilite´ pi(δ∗) relatives aux 4 classes de trajectoires et
a` chacun des 2 crite`res de de´faillance. Cette comparaison a montre´ que les 4 classes Cp
n’ont pas le meˆme niveau de risque pour un crite`re Ki donne´. Elle a e´galement montre´
que le niveau de risque n’est pas le meˆme selon le crite`re pour une classe Cp donne´e. L’uti-
lisation de ces re´sultats a permis de faire un classement par ordre croissant des classes de
trajectoires en terme de probabilite´ de de´faillance.
Au-dela` de l’estimation de la probabilite´ Pf pour chaque classe Cp, nous avons introduit la
notion du risque. Le calcul du risque Irisque propose´ a pour but de diffe´rencier les niveaux
de risque de deux trajectoires u(1) et u(2) appartenant a` une meˆme classe Cp.
Quatrie`mement, pour comple´ter la me´thodologie, un mode`le M de reconnaissance des
trajectoires a e´te´ de´veloppe´. Ce mode`le est base´ sur les observations en entre´e de virage.
Il a permis d’affecter une trajectoire u a` une classe Cp dont on a pre´alablement calcule´ ses
probabilite´s de de´faillance Pf . Ensuite, en fonction des coordonne´es de la trajectoire u et
de sa probabilite´ Pf , on lui associe un niveau de risque Irisque.
Avec une telle me´thodologie et dans cette configuration de virage (III.3), on peut recon-
naˆıtre une trajectoire dangereuse a` l’entre´e du virage. Cette information est une indication
137
Chapitre IV. Conclusion ge´ne´rale
pour le conducteur pour agir sur les commandes du ve´hicule ou au moins d’eˆtre vigilant
sur sa conduite. Cette information peut concerner e´galement un gestionnaire d’infrastruc-
ture qui souhaiterait identifier des usagers dangereux dans le trafic. Au-dela` des re´sul-
tats significatifs et probants de cette me´thodologie, celle-ci pre´sente plusieurs avantages
conside´rables qui sont entre autres : son utilisation ne ne´cessite que la connaissance de
trajectoires repre´sentatives pratique´es, la facilite´ de mise en oeuvre nume´rique, pas de
difficulte´s d’identifier les parame`tres pertinents du syste`me contrairement aux mode`les de
dynamique ve´hicule, et surtout prise en compte des incertitudes du syste`me, etc.
Malgre´ les bons re´sultats des mode`les e´labore´s et les avantages de cette me´thodologie,
ne´anmoins elle reste sensible aux donne´es de mesures. Pour appliquer correctement la me´-
thodologie propose´e, il est ne´cessaire de disposer d’une bonne repre´sentativite´ des trajec-
toires pratique´es et une bonne pre´cision des trajectoires mesure´es car chacune des e´tapes
de la me´thodologie repose sur ces conditions. Nous sommes confiants dans ce domaine, car
les outils de mesures de trajectoires seront performants et accessibles dans un futur proche.
En perspectives, afin d’ame´liorer la pre´cision de cette me´thodologie, nous proposons
d’enrichir la base de donne´es expe´rimentales. Par ailleurs, plusieurs pistes peuvent eˆtre
envisage´es pour ame´liorer les performances du classifieur. Ceci permet d’e´viter les fausses
alertes ou la non de´tection des trajectoires potentiellement dangereuses. On peut penser a`
ge´ne´raliser cette me´thodologie dans d’autres configurations de virage ou avec d’autres sys-
te`mes de mesures moins performants que le ve´hicule VERT. Cette ge´ne´ralisation aura pour
but d’identifier probablement d’autres comportements de conduite, niveaux de risque, etc.
Il est e´galement possible de faire une classification des infrastructures routie`res en terme de
dangerosite´ en utilisant des indices de fiabilite´ conventionnels comme ce qui existe pour les
structures de genie civil. Une des possibilite´s serait d’e´valuer la probabilite´ de collision d’un
ve´hicule avec des ve´hicules circulant dans le sens inverse. Ce re´sultat pourra contribuer a`
l’analyse de la dangerosite´ de certains virages et de certains comportements de conduite
en virage. On peut envisager d’adapter cette me´thodologie a` d’autres domaines de la





V.1 Stationnarite´ et ergodicite´ d’un processus X
La stationnarite´ joue un roˆle important dans la pre´diction de se´ries temporelles. La translation
de l’origine des temps d’une dure´e ne doit pas affecter la loi conjointe. Plusieurs types de sta-
tionnarite´ existent : au sens strict, au sens faible, etc. La notion de stationnarite´ au sens strict
est rarement utilisable en pratique car l’on dispose rarement de toutes les densite´s de probabilite´
d’un signal ale´atoire.
V.1.1 Stationnarite´ en moyenne quadratique de X
On dit qu’un processus stochastique X est stationnaire a` l’ordre 2 lorsque la moyenne et la
variance ne de´pendent pas du temps, et que la fonction d’autocovariance ne de´pend que de la
diffe´rence entre les deux arguments t1 et t2 Bouleau[11], soit :
E[X(t)] = µX (constant) ; ∀t ∈ T
E[(X(t)− E[X(t)])2] = σX (constant) ; ∀t ∈ T
Cov(X(t1), X(t2)) = CXX(t2 − t1) = CXX(τ); ∀t1∀t2; τ = t2 − t1
(V.1)
Remarque 7. La stationnarite´ au second ordre est suffisante pour assurer la stationnarite´ forte
lorsque le processus peut eˆtre suppose´ gaussien, hypothe`se souvent utilise´e, parfois faute de mieux.
Par construction, µX = 0 et σX = 1 car le processus X a e´te´ normalise´ en se re´fe´rent a` l’e´quation
(II.3.1.3). Quant a` la fonction d’autocorre´lation RX de X, celle-ci ne doit de´pendre que de l’e´cart
139
Chapitre V. Annexes
τ entre deux instants t1 et t2. Ces conditions sont comple´te´es par des tests statistiques pertinents
[105].
V.1.2 Hypothe`se d’ergodicite´ de X
Lorsque l’on utilise l’ope´rateur d’espe´rance mathe´matique E, son application stricte suppose de
recourir a` ce que l’on appelle une moyenne d’ensemble. Par exemple, la moyenne d’une variable
ale´atoire est l’inte´grale sur toutes les valeurs possibles, note´es x, ponde´re´es par la densite´ de
probabilite´ de la v.a. Imaginons maintenant que l’on souhaite estimer la moyenne d’un processus






Le parame`tre µX est la moyenne de X(t) et repre´sente une moyenne d’ensemble (moyenne
probabiliste) ; GT repre´sente une moyenne sur la trajectoire du processus X qui est stationnaire.
La notion d’ergodicite´ correspond au fait que pour T →∞, la suite de v.a. GT tend en un certain
sens vers µX , c’est-a`-dire que cette proprie´te´ permet de remplacer la moyenne d’ensemble par la
moyenne sur une trajectoire. Le processus X est dit ergodique par rapport a` µX dans L2(σ,R)
si GT tend vers µX dans L2(σ,R) quand T →∞ : limT→∞E
(
|GT − µX |2
)
= 0, Soize[93].
En ge´ne´ral on se contente de supposer l’ergodicite´ pour les moments d’ordre 1 et 2 soit : µX ,
σ2X et CXX(t). La ve´rification de l’hypothe`se de stationnarite´ est ne´cessaire avant de proce´der a`
la caracte´risation des processus X.
V.2 Estimations de la densite´ de probabilite´ pX
On dispose d’un N-e´chantillon ordonne´ εN = {x1, . . . , xN} de re´alisations du processus X ab-
solument continu. Avec εN e´tant un empilement de Lp re´alisations de X. On veut construire a`
partir de εN une estime´e de la densite´ de probabilite´ pX et de la fonction de re´partition FX .
Figure V.1 – Approximations de pX et FX
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Bien entendu, plus le nombre d’e´preuves est grand, plus les intervalles de partitionnement du
domaine des valeurs possibles du processus peuvent eˆtre fins et, par conse´quent, plus l’histo-
gramme peut donner une meilleure approximation de la densite´ de probabilite´ (c.f. Bouleau [12],
Fogli[36]).
Une estimation convenable de pX peut eˆtre la densite´ relative des points expe´rimentaux. Le
domaine d’estimation est l’intervalle ferme´ D de R tel que D = [x1, xN ]. On se donne un entier
strictement positif M petit devant N et on subdivise D en M intervalles D1, . . . , DM de meˆme
longueur δ, tel que, ∀j ∈ JM = 1, . . . ,M :
Dδj =
{
[x1 + (j − 1)δ, x1 + jδ][x1 + (M − 1)δ, x1 +Mδ] = [xN − δ, xN ] si j = M (V.3)
On a donc :
D = ∪j∈JMDδj , Dδi = ∩i,j∈JMi6=jDδj =  (V.4)
et, ∀j ∈ JM :
δ =
∣∣∣Dδj ∣∣∣ = xN − x1M (V.5)
Notons que le choix d’une partition re´gulie`re de D n’est pas impe´ratif. Il n’a en fait d’autre raison
que de simplifier la mise en oeuvre informatique des estime´es. Si l’e´chantillon εN pre´sente une
forte irre´gularite´ dans la re´partition de ses e´le´ments, il est d’ailleurs pre´fe´rable d’avoir recours
a` un fractionnement non re´gulier de D. A chaque intervalle Dδj de la partition choisie de D, on
associe le nombre N δj d’e´le´ments de εN lui appartenant.
Les estime´es cherche´es de la densite´ de probabilite´ pX et de la fonction de re´partition FX sont















1Dδj (x) ; x ∈ D (V.7)
ou` 1Dδj est la fonction indicatrice de D
δ
j . L’estimation (V.6) de pX n’est bien entendu pas unique.
On peut en de´finir bien d’autres qui sont d’ailleurs en ge´ne´ral de meilleure qualite´.
Parmi ces estimateurs, on a l’estimation de Rosenblatt base´e sur le principe de la feneˆtre











, x ∈ R (V.8)
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avec ∆1/2 = [−12 ,
1
2 ].
On peut e´galement faire une estimation a` noyau de Parzen. Elle est e´galement base´e sur le











, x ∈ R (V.9)
ou` K, appele´ noyau de l’estimation, est une densite´ de probabilite´ sur R de support : ∆1 = [−1, 1]
et δ est un re´el > 0 a` choisir, appele´ parame`tre de lissage.
Les noyaux les plus couramment utilise´s dans la litte´rature sont les suivants :
– le noyau triangulaire
K(u) = (1− |u|) 1∆1(u) , u ∈ R (V.10)





1− u2)1∆1(u) , u ∈ R (V.11)





1− u2)2 1∆1(u) , u ∈ R (V.12)









1∆1(u) , u ∈ R (V.13)










, u ∈ R (V.14)
La constante de lissage δ de´termine la re´gularite´ de l’estime´e pNX : un δ trop grand lisse trop,
alors qu’un δ trop petit conduit a` une estimation tre`s chaotique.
V.3 Estimation densite´ spectrale de puissance SX
Soit le processus stochastique X , centre´, continu en moyenne quadratique, stationnaire et er-
godique. Lp ∈ N, on note x(l) avec l ∈ {1, . . . , Lp}, une famille de Lp re´alisations inde´pendantes
de X(t). Soit SX : R→ R : ω → SX(ω) la DSP de X. L’estimateur statistique SˆL,T de Welch a
e´te´ utlise´ pour estimer SX (c.f.[54]). C’est en fonction de la qualite´ de l’estimateur que de´pend
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celle des estime´es. Il importe donc d’e´tudier soigneusement les proprie´te´s (biais, efficacite´, consis-
tance) de l’estimateur. Pour plus de de´tail concernant cette question, nous renvoyons le lecteur
a` l’ouvrage de Soize[93]. Nous nous contenterons juste de donner les expressions de l’estimateur












WT (t)X(l)p (t)exp(−iωt)dt (V.16)
ou` WT est la feneˆtre temporelle relative a` l’intervalle d’acquisition t = [0, T ]. Pour cette feneˆtre,












V.4 Approximations de lois de probabilite´
V.4.1 Lois usuelles
Rappelons que la loi normale de parame`tres µ ∈ R et σ ∈ R∗+ est une loi de probabilite´ de




















Rappelons e´galement que la loi logistique de parame`tre µ ∈ R et pour s > 0 est une loi de
probabilite´ de support x ∈]−∞,+∞[ et dont la densite´ ou la fonction de masse est :
f(x) =
exp(− (u−µ)s )
s(1 + exp(− (u−µ)s ))2
(V.20)
Sa fonction de re´partition est :
F (x) =
1




V.4.2 De´veloppement de la densite´ sur la base des polynoˆmes
d’Hermite
Ces polynoˆmes peuvent eˆtre construits par re´currence :
{
H0(x) = 1
Hm+1(x) = xHm − ddxHm(x)
(V.22)
Par exemple, voici les 5 premiers :
H0(x) = 1
H1(x) = x
H2(x) = x2 − 1
H3(x) = x3 − 3x
H4(x) = x4 − 6x2 + 3
H5(x) = x5 − 10x3 + 15x
(V.23)
A partir des polynoˆmes Hm, on obtient les fonctions normalise´es hm sur R a` valeurs dans R
de´finies par :
hm(x) = (m!)−1/2Hm(x) ; ∀m ∈ N (V.24)
Ils forment une base orthonorme´e de L2(R, ν1) et (m!)−1/2 est le facteur de normalisation de
manie`re a` avoir ((hj , hk)) = δjk. La de´rive´e de Hm(x) par rapport a` x s’e´crit :
d
dx
Hm(x) = mHm−1(x) (V.25)






Pour m > 0, ces polynoˆmes ont une moyenne nulle :
E[Hm(Y (x))] =
∫
Hm(x)g(x)dx = 0 (V.27)
une variance unite´ :
V ar[Hm(Y (x)) = E[Hm(Y (x))2] = 1 (V.28)
et ve´rifient, pour p 6= m, positifs ou nuls :
Cov[Hp(Y (x)), Hm(Y (x))] = E[Hp(Y (x))Hm(Y (x))] = 0 (V.29)
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A partir de la de´finition et des proprie´te´s cite´es ci-dessus, nous allons montrer comment de´ve-
lopper une fonction en polynoˆme d’Hermite.
De´veloppement d’une fonction en polynoˆmes d’Hermite
Toute fonction f [Y (x)] peut se de´velopper en polynoˆmes d’Hermite :





Du fait de l’orthogonalite´ des polynoˆmes : E[f [Y (x)]Hm[Y (x)]] = fn.
En effet :








p=0 fpE[Hp(Y (x))Hm(Y (x))]
= fm
(V.31)
Pour toute fonction f donne´e, ceci permet de calculer ces coefficients :





Avec f0 = E[f [Y (x)]].
V.4.3 Coefficients d’aplatissement et d’asymetrie
Le coefficient d’aplatissement est une statistique qui mesure le degre´ de vraisemblance des
e´ve´nements extreˆmes. Plus, il est grand, plus les queues de distribution sont e´paisses par rapport
a` celles de la loi normale, c’est a` dire plus des e´ve´nements extreˆmes peuvent potentiellement



















,∀t ∈ T (V.34)
Si K > 0, la distribution est plus allonge´e que la loi normale, et les queues de distribution sont
plus e´paisses. Si K = 0, la distribution est quasi normale, Si K < 0, la distribution est plus
aplatie que la loi normale, les queues de distribution sont moins e´paisses.
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Le coefficient d’asyme´trie mesure le degre´ d’asyme´trie de la distribution. Ce coefficient, note´









Pour une distribution parfaitement syme´trique (par exemple, une loi normale), le coefficient
d’asymetrie S = 0. Si le coefficient S < 0, la distribution est asyme´trique a` gauche : il y a une
forte probabilite´ qu’un e´ve´nement soit au dessus de la moyenne qu’en dessous (la valeur modale
est au dessus de la moyenne). Si, S > 0 la distribution est asyme´trique a` droite : il y a une plus
faible probabilite´ qu’un e´ve´nement soit au dessus de la moyenne qu’en dessous (la valeur modale
est au dessous de la moyenne).
V.5 Ge´ne´ralite´s et de´finitions sur les me´thodes SVM
Soit un proble`me de classification binaire, nous conside´rons le formalisme suivant. Soit l’ensemble
S tel que :
S , {(xi, yi) ∈ Rv × {−1, 1}}Ni=1 .
V.5.1 Classifieur line´aire
Un classifieur est dit line´aire lorsqu’il est possible d’exprimer sa fonction de de´cision par une
fonction line´aire en fonction de x. On peut exprimer une telle fonction comme :
x 7−→ fθ(x) = θTx+ b = 〈θ,x〉+ b, (V.36)
ou` θ,x ∈ Rv et b ∈ R. Pour de´cider a` quelle cate´gorie y un exemple x appartient, il suffit
de voir le signe de la fonction de de´cision : y = sign(fθ(x)). Ge´ometriquement, cela revient a`
conside´rer un hyperplan qui est le lieu des points x satisfaisant la condition : 〈θ,x〉+b = 0 et de
conside´rer un coˆte´ pour lequel les exemples sont classe´s positivement et l’autre cote´ pour lequel
les exemples sont classe´s ne´gativement. La figure (V.2) donne une repre´sentation image´e de la
situation dans R2. On voit que le vecteur θ de´finit la pente de l’hyperplan : θ est perpendiculaire
a` l’hyperplan.
Donne´es line´airement se´parable et marge
Il est utile d’introduire la notion de donne´es line´airement se´parable.
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Figure V.2 – Hyperplan se´parateur d’un classifieur line´aire. La quantite´ b‖θ‖ exprime la dis-
tance entre l’hyperplan se´parateur (H) et l’origine.
De´finition 2. (line´airement se´parable) Un ensemble {(xi, yi) ∈ Rv × {−1, 1}}Ni=1 est line´aire-
ment se´parable ssi :
∃θ ∈ Rv, b ∈ R : yi(〈θ,xi〉+ b) ≥ 0, ∀i = 1, . . . , N. (V.37)
La de´finition consiste a` dire qu’il doit exister un hyperplan permettant de se´parer les exemples
positifs des exemples ne´gatifs. Dans le cas de donne´es line´airement se´parables, il existe plusieurs
me´thodes pour trouver un tel hyperplan. La plus connue et la plus ancienne parmi ces me´thodes
est l’algorithme du perceptron de Rosenblatt [84]. Il existe ge´ne´ralement une infinite´ d’hyper-
plans qui permettent de se´parer les donne´es d’apprentissage mais tous ne permettent pas de
bien ge´ne´raliser, c’est-a`-dire de bien classer les donne´es a` venir et pas encore vues dans la base
d’apprentissage.
L’objectif est alors de de´terminer parmi ces hyperplans celui qui se´pare d’une manie`re « opti-
male »les donne´es d’apprentissage, autrement dit, il faut choisir l’hyperplan qui permettra une
meilleure ge´ne´ralisation. Dans le domaine des SVM un hyperplan peut eˆtre conside´re´ comme
optimal dans le sens ou` il maximise la marge de se´paration. Nous n’allons plus seulement nous
contenter de trouver un hyperplan se´parant les deux classes, mais nous allons en plus chercher
parmi eux celui qui se´pare au mieux les classes (au sens de la maximisation de la marge).
Intuitivement, cela revient a` chercher l’hyperplan le plus suˆr. Le fait d’avoir une marge plus large
procure plus de « se´curite´ »lorsque l’on classe un nouvel exemple. Comme le montre la figure
(V.3), la partie gauche nous montre le cas ou` on a un hyperplan optimal avec une grande marge,
ce qui nous permet de bien classer un nouvel exemple malgre´ le fait qu’il soit tombe´ dans la marge.
Cependant, sur la partie droite malgre´ le fait que l’on ait trouve´ un hyperplan optimal, l’exemple
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se voit mal classe´, du fait que, la marge soit petite. Nous pre´sentons maintenant la notion de la
Figure V.3 – Impact de la maximisation de la marge sur la capacite´ de ge´ne´ralisation.
marge qui est une notion tre`s importante pour les SVMs. La notion de marge peut eˆtre relative
a` un exemple particulier ou a` un ensemble d’exemples. La marge ge´ome´trique repre´sente la
distance Euclidienne prise perpendiculairement entre l’hyperplan et l’exemple xi.
De´finition 3. (marge ge´ome´trique d’un exemple) La marge ge´ome´trique d’un exemple xi, par
rapport a` l’hyperplan de´finie par {θ, b} est la quantite´ :





De´finition 4. (marge ge´ome´trique de l’ensemble d’apprentissage) La marge de l’ensemble d’ap-




























Dans le cadre de la classification par maximisation de la marge d’un ensemble d’apprentissage
line´airement se´parable, l’hyperplan se´parateur correspond a` l’hyperplan permettant la se´para-
tion des exemples de la bases d’apprentissage en deux cate´gories. On peut de´finir deux plans
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se trouvant de part et d’autre de l’hyperplan et paralle`les a` celui-ci, sur lesquels se trouvent
les exemples les plus proches. Dans notre de´finition de l’hyperplan en (cf. section V.5.1), il est
possible que diffe´rents hyperplans correspondent a` cette de´finition (correspondant mathe´mati-
quement a` l’e´quation d’un hyperplan (voir la figure (V.4))). Il est donc possible de modifier les
Figure V.4 – Hyperplans de se´paration.
parame`tres θ et b de telle fac¸on que les deux plans paralle`les aient respectivement pour e´quation :{
〈θ,x〉+ b = 1
〈θ,x〉+ b = −1. (V.41)
Ces deux hyperplans sont appele´s hyperplans canoniques (voir la figure (V.5) pour une repre´sen-
tation visuelle de ces hyperplans canoniques). Notons que la marge des hyperplans canoniques
est
1
‖θ‖ . Le lien entre la maximisation de la marge et le principe de minimisation du risque
Figure V.5 – Hyperplans canoniques.




(Dimension-VC d’un classifieur line´aire) Soit l’ensemble des hyperplans 〈θ,x〉+b =
0 ou` θ est normalise´ de tel sorte que les exemples les plus proches se trouvent sur les
hyperplans canoniques : min
i=1,...,N
‖〈θ,xi〉 + b‖ = 1. La famille des fonctions de de´cision
fθ(x) = 〈θ,x〉+ b ; telle que ‖θ‖ ≤ Λ posse`de une dimension-VC satisfaisant l’ine´galite´ :
h ≤ R2Λ. Ou` R est le rayon de la plus petite sphe`re contenant les exemples de l’ensemble
d’apprentissage centre´e a` l’origine.
Remarque 8. – Ce the´ore`me nous montre qu’en diminuant la borne Λ sur ‖θ‖, c’est-a`-dire
en augmentant (indirectement) la marge, la dimension VC du classifieur diminue. On peut
donc controˆler la dimension V C en agissant sur la marge.
– Un point tre`s important est le fait que ce re´sultat est inde´pendant de la dimension des don-
ne´es de l’ensemble d’apprentissage. On peut donc obtenir une dimension VC controˆlable
dans un espace a` tre`s grande dimension.
V.5.2 Classifieur a` marge maximale
Maintenant que nous avons de´fini les notions de marges et d’hyperplans canoniques, la recherche
d’un hyperplan optimal consiste a` maximiser cette marge, autrement dit, a` minimiser ‖θ‖. Le




sous les contraintes yi(〈θ,xi〉+ b) ≥ 1, ∀i = 1, . . . , N.
(V.42)
Il s’agit d’un proble`me quadratique sous contraintes line´aires dont la fonction objectif est a`
minimiser. Cette fonction objectif est le carre´ de l’inverse de la marge. L’unique contrainte se
traduit par le fait que les exemples doivent eˆtre bien classe´s et qu’ils ne doivent pas de´passer les
hyperplans canoniques.
Dans cette formulation, que l’on appelle formulation primale, les variables a` fixer sont les com-
posantes θ et b. Cette e´criture du proble`me implique le re´glage de v + 1 parame`tres, v e´tant la
dimension du vecteur xi. Cette formulation, pose proble`me dans le cas ou` nous aurons a` traiter
des donne´es de grandes dimensions (fle´au de la dimensionalite´1). Pour e´viter cela, Il est alors
judicieux de reformuler le proble`me dans une forme dite formulation duale.
1Curse of dimensionality en anglais.
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RESUME :
Situe´ dans le contexte ge´ne´ral de la se´curite´ routie`re, et plus particulie`rement axe´ sur la se´curite´
des ve´hicules le´gers (VL) en virages, ce travail de the`se a pour objet de proposer une me´tho-
dologie fiabiliste de pre´diction de trajectoires a` risque, base´e sur le traitement statistique et la
mode´lisation probabiliste de trajectoires re´elles de VL en virages.
La premie`re partie du travail concerne la construction de mode`les probabilistes simples et ro-
bustes repre´sentatifs des trajectoires re´elles observe´es. Ces mode`les sont des transforme´es de
processus ale´atoires scalaires normalise´s du second ordre, faiblement stationnaires, ergodiques et
non gaussiens, et permettent de de´crire de fac¸on re´aliste la variabilite´ ale´atoire observe´e du trip-
tyque Ve´hicule-Infrastructure-Conducteur. Ils permettent aussi, par construction, de s’affranchir
d’e´ventuelles difficulte´s dans l’alimentation des parame`tres dominants qui les gouvernent.
La seconde partie est consacre´e au de´veloppement et a` la mise en oeuvre d’une strate´gie fia-
biliste destine´e a` associer un niveau de risque a` chaque trajectoire en entre´e de virage. Base´e
sur l’emploi conjoint de me´thodes probabilistes pour la mode´lisation des incertitudes, fiabilistes
pour l’e´valuation des niveaux de risque et statistiques pour la classification et le traitement des
trajectoires, cette approche est une re´ponse re´aliste au proble`me pose´.
De par sa conception et ses possibilite´s, la me´thodologie fiabiliste propose´e est une contribution
significative au de´veloppement de proce´dures d’alerte destine´es a` re´duire notablement le nombre
d’accidents en virages.
ABSTRACT :
This PhD thesis tackles the general context of road safety, focussing on the safety of light ve-
hicles (LV) in bends. A reliability engineering methodology is proposed to predict dangerous
trajectories, based on the statistical processing and probabilistic modelling of actual trajectories
in a bend.
In the first part of this work, simple and robust probabilistic models are built to describe trajec-
tories measured in an instrumented bend. The models are transforms of scalar normalized second
order stochastic processes which are slightly stationary, ergodic and non-Gaussian. They offer
a realistic description for the observed random variability of the Vehicle-Infrastructure-Driver
system. They also inherently circumvent possible difficulties in the identification of the dominant
parameters which control the system.
The second part of this work is devoted to the development and implementation of a reliability
engineering strategy intended to associate a risk level to each trajectory at a bend entry. Based
on the joint use of probabilistic methods for modelling uncertainties, reliability engineering for
assessing risk levels and statistics for classifying and processing the trajectories, this approach
provides a realistic answer to the tackled problem.
From its design and its possibilities, the proposed reliability engineering methodology constitutes
a significant contribution to the development of warning procedures the deployment of which
are expected to notably reduce the number of accidents in bends.
