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V delu opišite zvezni model vrednotenja premoženja z Lévyjevimi procesi. Posebej
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Vrednotenje diskretnih azijskih opcij z Lévyjevimi procesi
Povzetek
V delu predstavimo metode za vrednotenje diskretnih azijskih opcij, ki temeljijo na
Lévyjevih procesih. Metode bazirajo na izsledkih podanih v članku [10]. V modelih,
ki jih uporabimo, je cena osnovnega sredstva modelirana z Lévyjevim procesom. V
delu uporabimo različne Lévyjeve procese. Numerične metode, ki jih uporabimo
so Monte Carlo simulacije in kvadraturna metoda za aritmetične opcije ter metoda
Fourierjeve transformacije za geometrijske opcije. Za večjo natančnost Monte Carlo
metod uporabimo kontrolno spremenljivko. Prav tako predstavimo metode za ka-
libracijo modela podatkom. V 2. poglavju opišemo glavne rezultate iz finančne
matematike v zveznem času. V 3. poglavju opišemo Black-Scholes model ter nje-
gove pomanjkljivosti. V 4. poglavju opišemo Lévyjeve procese. V tem poglavju
predstavimo glavne lastnosti splošnih Lévyjevih procesov ter podrobne lastnosti za
Lévyjeve procese, ki so uporabljeni v nadaljevanju tega dela. V 5. poglavju opi-
šemo definicijo trga, kjer je vrednost osnovnega sredstva modelirana z Lévyjevim
procesom. V tem poglavju je opisna tudi kalibracija modela. V 6. poglavju opišemo
Monte Carlo metode ter metodo kontrolne spremenljivke. V 7. in 8. poglavju opi-
šemo metode za vrednotenje diskretnih geometrijskih oziroma aritmetičnih azijskih
opcij. V 9. poglavju so opisani rezultati kalibracije ter vrednotenja opcij. Zaključek
je podan v 10. poglavju.
Valuation of discrete Asian options using Lévy processes
Abstract
In the thesis we describe methods for valuation of discrete Asian options based on
Lévy processes. Methods described are based on article [10]. In models, which we
use, the price of the underlying was modelled as exponential Lévy process. Applied
numerical methods are Monte Carlo simulations, quadrature method for arithmetic
Asian options and Fourier inversion method for geometric Asian options. For greater
accuracy of MC simulations we use control variate. We also present method for
calibration of the model to data. In Chapter 2 we describe main results of financial
mathematics in continuous time. Black-Scholes model and its shortcomings are
described in Chapter 3. Lévy processes and their properties are described in Chapter
4. In Chapter 5 Lévy market model is described together with the calibration of the
model. Monte Carlo methods and control variate method are described in Chapter
6. In Chapters 7 and 8, valuation methods of discrete geometric and arithmetic
Asian options are described. In Chapter 9 we describe results of model calibration
and option valuation. The conclusion is given in Chapter 10.
Math. Subj. Class. (2010): 60Gxx, 65M99
Ključne besede: Azijske opcije, Lévyjevi procesi, Gaussova kvadraturna formula
Keywords: Asian options, Lévy processes, Gauss quadrature
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1 Uvod
V delu predstavimo metode, za vrednotenje diskretnih azijskih opcij, ki temeljijo
na metodah opisanih v [10]. Izplačilo diskretnih aritmetičnih (geometrijskih) azij-
skih opcij je odvisno od aritmetičnega (geometrijskega) povprečja cene osnovnega
sredstva v nekem časovnem obdobju. Azijske opcije so zelo uspešne na trgu, saj
zmanjšajo možnost manipulacije njihove vrednosti blizu izteka pogodbe. Prav tako
omogočajo boljše možnosti ščitenja podjetjem, ki imajo tok izpostavljenosti.
Nekaj pristopov vrednotenja zveznih azijskih opcij z modeliranjem cene osnov-
nega sredstva z geometrijskim Brownovim gibanjem je že bilo opisanih. Za analiti-
čen pristop omenimo pristop z Laplasovo transformacijo v [13], pristop s spektralno
razširitvijo opisano v [20] in aproksimacijo povprečne porazdelitve s prileganjem ce-
loštevilskih momentov v [29], [19] in aproksimacijo z logaritemskimi momenti, kot
v [11]. Drug pristop uporablja binomska drevesa, kot v [12]. Pristop opisan v [10]
ima več prednosti.
Prvič poda ceno geometrijske opcije v zaprti obliki kot Fourierjevo transforma-
cijo pri predpostavki, da se osnovna sredstva modelirajo z Lévyjevim procesom. Z
eksplicitno formulo za ceno geometrijske opcije, lahko implementiramo hitro Monte
Carlo metodo za vrednotenje aritmetične opcije z uporabo kontrolne spremenljivke
(ki je v tem primeru cena geometrijske opcije). Ta ideja za azijske opcije je bila prvo
predstavljena v [17].
Drugič analizira vrednost aritmetične azijske opcije ob predpostavki, da je vre-
dnost osnovnega sredstva modelirana z Lévyjevim procesom. V [10] je podana nova
metoda za vrednotenje aritmetičnih opcij, ki temelji na rekurzivni numerični kva-
draturi z uporabo hitre Fourierjeve transformacije. Ta metoda prav tako omogoča
oceno grških parametrov (ang. Greeks), kot sta delta ali gama.
2 Finančna matematika v zveznem času
V tem poglavju navedemo glavne rezultate uporabe slučajnih procesov, z zveznim
časom in zveznimi trajektorijami, v financah. Bolj natančen opis je dostopen v [4],
[9], [16], [28], [26].
V realnosti cene osnovnih sredstev, kot so delnice, ne odražajo lastnosti zve-
zne slučajne spremenljivke, saj lahko cene osnovnih sredstev zavzamejo le diskretne
vrednosti (ponavadi večkratniki 0,01). Kljub temu so, zaradi lažje analize, zvezne
slučajne spremenljivke in slučajni procesi z zveznim časom uporabljeni za modelira-
nje cen osnovnih sredstev.
2.1 Slučajni procesi in filtracije
Predpostavimo da imamo končen časovni horizont, označen s T̄ . Označimo verje-
tnostni prostor z (Ω,F ,P), kjer je Ω množica možnih izidov, F je sigma algebra in
P je verjetnostna mera.
Verjetnostni prostor je P-poln če za vsak B ⊂ A ∈ F za katerega velja P(A) = 0,
velja tudi B ∈ F .
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Prav tako mora verjetnostni prostor imeti filtracijo F = (Ft, 0 ≤ t ≤ T ) sigma
algeber, ki so podmnožice F :
Fs ⊂ Ft ⊂ FT̄ ⊂ F za 0 ≤ s < t ≤ T̄ (2.1)
V splošnem predpostavimo da imamo filtriran verjetnostni prostor (Ω,F ,P), ki za-
došča sledečim običajnim pogojem
• F je P-poln.
• F0 vsebuje vse P-ničelne možice v Ω. To intuitivno pomeni, da na začetku
vemo, katere množice so mogoče in katere niso.
• F je z desne zvezna, to je, Ft =
⋂
s>tFs.
Slučajni proces, X = {Xt, 0 ≤ t ≤ T̄} je družina slučajnih spremenljivk defini-
ranih na polnem verjetnostnem prostoru (Ω,F ,P). X je prilagojen (angl. adapted)
filtraciji F (ali F-prilagojen) če je Xt merljiv glede na Ft, za vsak t.
Slučajni proces X je napovedljiv glede na F, če velja, da je Xt merljiv glede na
Ft−, za vsak t, kjer je
Ft− =
⋃
s<t
Fs (2.2)
Začenši s slučajnim procesom X na polnem verjetnostnem prostoru
(Ω,F ,P), poimenujemo FX = {FXt , 0 ≤ t ≤ T̄}, kjer je za vsak 0 ≤ t ≤ T̄ , FXt
najmanjša sigma algebra, tako da je {Xs, s ≤ t} merljiva glede na FXt . Tako je FX
najmanjša filtracija (ki zadostuje običajnim pogojem), ki vsebuje vse informacije, ki
jih lahko zaznamo, če spremljamo X skozi čas.
2.1.1 Martingali
Slučajni proces X je martingal glede na (F,P) če veljajo sledeči pogoji
• X je F-prilagojen.
• E(|Xt|) <∞ za vse t ≥ 0.
• E(Xt|Fs) = Xs za vse 0 ≤ s ≤ t.
Martingal je "konstanten v povprečju", to je razvidno iz tretjega pogoja: naj-
boljša napoved prihodnje vrednosti Xt na podlagi informacij, ki jih imamo v času
s, je Xs
2.1.2 Končno in neskončno variabilni procesi
Naj bo f : [a, b] → R poljubna funkcija. Rečemo, da je funkcija f cadlag, če velja,
da je f z desne zvezna in ima v vsaki točki na definicijskem območju leve limite.
Podobno rečemo, da je slučajni proces X cadlag, če velja da so njegove trajek-
torije skorja gotovo cadlag funkcije časa.
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Naj bo P = {a = t1 < t2 < · · · < tn+1 = b} particija intervala [a, b]. Variacijo
funkcije f na particiji P definiramo z
varP(f) =
n∑
i=1
|f(ti+1)− f(ti)| (2.3)
Če je supremum variacije čez vse pariticije končen
sup
P
varP(f) <∞ (2.4)
potem pravimo, da ima f končno variacijo na [a, b]. Če to ne drži, potem ima f
neskončno variacijo na [a, b]. Če ima f definicijsko območje [0,∞), potem trdimo, da
ima f končno variacijo na [0,∞), ko ima končno variacijo na vsakem kompaktnem
podintervalu v [0,∞).
Vsaka monotona funkcija ima končno variacijo. Prav tako lahko vsako funkcijo
z končno variacijo zapišemo kot razliko dveh nepadajočih funkcij.
Funkcije s končno variacijo so pomembne v integracijski teoriji. Naj ima f končno
variacijo in naj bo g zvezna funkcija, tedaj lahko definiramo Stieltjesov integral∫
l
g(x)df(x) (2.5)
Stiltjesovi integrali se uporabljajo v stohastični integraciji.
Slučajni proces X = {Xt, t ≥ 0} ima končno variacijo, če imajo vse njegove
trajektorije končno variacijo skoraj gotovo. Če temu pogoju ni zadoščeno, ima X
neskončno variacijo.
2.1.3 Karakteristične funkcije
Definicija 2.1. Karakteristična funkcija ϕ slučajne spremenljivke X z gostoto f , je
Fourierjeva transformacija gostote f
ϕX(u) = E(exp (iuX)) =
∫ ∞
−∞
eiuxf(x)dx (2.6)
Nekatere lastnosti karakteristične funkcije so:
• ϕ(0) = 1.
• |ϕ(u)| ≤ 1 za vse u ∈ R.
• Karakteristična funkcija vedno obstaja in je zvezna funkcija.
Najbolj pomembna lastnost karakteristične funkcije je ta, da definira porazde-
litev X enolično. Prav tako lahko s karakteristično funkcijo izračunamo momente
X:
E(Xk) = i−k
∂
∂uk
ϕ(u)
⏐⏐⏐⏐
u=0
(2.7)
Naj bosta X in Y dve neodvisni slučajni spremenljivki, potem velja ϕX+Y (u) =
ϕX(u)ϕY (u)
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2.1.4 Asimetričnost in kurtozis
Definicija 2.2. Asimetričnost slučajne spremenljivke X je definirana kot
E[(X − µX)3]
var(X)3/2
(2.8)
kjer je µX upanje X.
Za simetrično porazdelitev (kot npr. normalno porazdelitev) je asimetričnost
enaka 0. Če ima porazdelitev daljši levi kot desni rep, ima porazdelitev negativno
asimetričnost.
Kurtozis porazdelitve nam pove, kako težke repe ima porazdelitev.
Definicija 2.3. Kurtozis slučajne spremenljivke X je definiran kot
E[(X − µX)4]
var(X)2
(2.9)
Normalna porazdelitev ima kurtozis enak 3. Če ima porazdelitev bolj raven vrh,
je kurtozis manjši od 3. Če pa ima porazdelitev bolj špičast vrh, je kurtozis večji
od 3. Kurtozis večji od 3 ponazarja da ima porazdelitev težje repe.
Zgodovinski dnevni logaritemski donosi odražajo negativno asimetričnost in višji
kurtozis.
2.2 Finančni modeli v zveznem času
V tem odseku predstavimo splošne rezultate s področja finančnega modeliranja v
zveznem času.
Najprej definiramo trg, na katerem obstaja več finančnih instrumentov. Prav
tako mora obstajati netvegan finančni instrument, npr. bančni račun.
Cene finančnih instrumentov modeliramo s slučajni procesi. Zato predpostavimo,
da imamo verjetnosti prostor (Ω,F ,P) s filtracijo F. Verjetnostni meri P pravimo
naravna mera. Prav tako predpostavimo, da imamo končen horizont planiranja T̄ .
Naj imamo na našem trgu N osnovnih finančnih instrumentov s procesi vrednosti
A(1), . . . , A(N). To pomeni da je vrednost i-tega osnovnega instrumenta v času t
enaka A(i)t .
Najprej definiramo pogojno terjatev.
Definicija 2.4. Pogojna terjatev je finančni instrument, katerega izplačilo v času t
je σ(A(i)t , 0 ≤ i ≤ N) merljivo.
Trgovalno strategijo definiramo na sledeči način:
Definicija 2.5. Trgovalna strategija je napovedljiv (glede na F) slučajni proces
ϕ = {ϕ(1), . . . , ϕ(N)}, kjer ϕ(i)t pomeni količino i-tega osnovnega instrumenta, ki ga
imamo v času t. Posledično je vrednost trgovalne strategije v času t enaka ϕt · At
Sedaj lahko definiramo trgovalno strategijo samofinanciranja (angl. self-financing
strategy).
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Definicija 2.6. Trgovalna strategija samofinanciranja, je trgovalna strategija, za
katero velja, da denarja ne dodajamo, oziroma ne črpamo iz strategije tekom trajanja
strategije. To pomeni, da denar dodamo/črpamo samo na začetku in koncu trgovalne
strategije. Matematično to formuliramo na sledeč način. Naj bo ϕ = (ϕ(1), . . . , ϕ(N))
trgovalna stategija, potem ima ϕ lastnost samofinanciranja, če velja:
ϕt · At = ϕ0 · A0 +
∫ t
0
ϕu · dAu (2.10)
Prav tako definiramo dopustno (angl. admissible) trgovalno strategijo, kot trgo-
valno strategijo, ki ima vrednost omejeno od spodaj s konstanto.
2.2.1 Ekvivalentna martingalska mera in polnost trga
Polnost trga je definirana na naslednji način:
Definicija 2.7. Trg je poln, če lahko vsako pogojno terjatev repliciramo z dopustno
trgovalno strategijo samofinanciraja. To pomeni, da sta izplačili pogojne terjatve in
trgovalne strategije enaki.
Sedaj definiramo arbitražo na trgu.
Definicija 2.8. Na trgu obstaja arbitraža, če lahko ustvarimo sprejemljivo trgovalno
strategijo samofinanciranja, z vrednostjo Vt v času t, za katero velja
• P(V0 ≤ 0) = 1.
• P(Vt ≥ 0) = 1 in P(Vt > 0) > 0 za nek t > 0.
Definicija 2.9. Naj bo r netvegana obrestna mera. Verjetnostna mera Q definirana
na (Ω,FT̄ ), je ekvivalentna martingalska mera (EMM), ko velja
• Q je ekvivalentna P, to je, P in Q imata iste dogodke z ničelno mero.
• Diskontirana cena finančnega instrumenta Ã(i) = {Ã(i)t = exp (−rt)A
(i)
t , t ≥ 0}
je martingal glede na Q, to velja za vsak osnovni finančni instrument (1 ≤ i ≤
N).
Obstoj EMM je povezan z obstojem arbitraže na trgu. Izkaže se da, če obstaja
EMM, potem na trgu ni arbitraže, v obratno smer sklep ne velja v zveznem času.
Obstoj EMM omogoča, da izračunamo ceno izvedenega finančnega instrumenta kot
pogojno matematično upanje.
Izrek 2.10 (Osnovni izrek o vrednotenju naložb). Naj na trgu obstaja EMM Q in
naj bo C vrednostni proces pogojne terjatve ter r netvegana obrestna mera. Potem
je vrednost pogojne terjatve v času t podana kot:
Ct = e
−r(T−t)EQ(CT |Ft), 0 ≤ t ≤ T (2.11)
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Osnovni izrek o vrednotenju naložb je podrobneje opisan v [16].
Vprašanje polnosti trga je povezano s enoličnostjo EMM, ki je povezana s na-
povedljivo upodobitveno lastnostjo (angl. predictable representation theory) (PR
lastnost). V verjetnostni teoriji ima martingal M PR lastnost, če za vsako kvadra-
tno integrabilno slučajno spremenljivko H (ki je FT -merljiva) velja
H = E(H) +
∫ T
0
asdMs (2.12)
za nek napovedljiv proces a = {as, 0 ≤ s ≤ T}. Ko imamo tako upodobitev, nam
napovedljiv proces a da sprejemljivo strategijo samofinanciranja. Na žalost ima PR
lastnost samo nekaj martingalov (npr. Brownovo gibanje).
Enoličnost EMM implicira PR lastnost, ki implicira polnost trga. PR lastnost
Brownovega gibanja implicira, da je Black-Scholesov model poln (ima poln trg).
Večina ostalih modelov ni polnih.
2.3 Vrednotenje evropskih opcij
V tem podpoglavju opišemo rezultate in formule za vrednotenje evropskih opcij.
Naj imamo na trgu delnico, katere vrednostni proces označimo s S in naj imamo
netvegano obrestno mero r.
Evropska nakupna opcija z zapadlostjo T in izvršilno ceno K, ima izplačilo
G(ST ) = max{ST −K, 0} (2.13)
Po izreku 2.10, za vrednost opcije v času t ≤ T velja
Vt = EQ(e−r(T−t)G(ST )|Ft) = EQ(e−r(T−t) max{ST −K, 0}|Ft) (2.14)
kjer je Vt vrednost opcije v času t in Q je izbrana EMM. Če poznamo gostoto
slučanje spremenljivke ST (pod mero Q), potem lahko z numeričnim integriranjem
izračunamo vrednost opcije v času t. Pogosto nimamo znane gostote ST v zaprti
obliki, zato ne moremo uporabiti numerične integracije. Pogosto pa imamo znano
karakteristično funkcijo ST (pod mero Q).
Sedaj označimo ceno evropske nakupne opcije, z izvršilno ceno K in zapadlostjo
T , v času t = 0 s C(K,T ). Sedaj opišemo vrednotenje evropske opcije z uporabo
karakteristične funkcije.
2.3.1 Vrednotenje evropske opcije z uporabo karakteristične funkcije
Naj bo
ϕ(u) = EQ(exp(iu log(ST ))) (2.15)
Sledimo postopku opisanem v [5]. Naj bo α pozitivna konstanta, tako da je
EQ(SαT ) <∞ (v naših izračunih uporabimo α = 1.5). Potem imamo (po [5])
C(K,T ) =
exp(−α log(K))
π
∫ ∞
0
exp(−iv log(K))ϱ(v)dv (2.16)
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kjer je
ϱ(v) =
exp (−rT )ϕ(v − (α + 1)i)
α2 + α− v2 + i(2α + 1)v
(2.17)
Hitra Fourierjeva transformacija je lahko uporabljena za izračun C(K,T ) v (2.16).
Cena prodajne evropske opcije je lahko izračunana s pariteto nakupne in prodajne
opcije.
Ta postopek izračuna cene opcije uporabimo, ko kalibriramo model. Prav tako
formulo (2.16) uporabimo za izračun cene geometrijske azijske opcije.
3 Black-Scholesov model in njegove pomanjkljivosti
V tem poglavju opišemo Black-Scholesov model trga in njegove pomanjkljivosti.
Black-Scholesov model je pogosto uporabljen model za vrednotenje izvedenih fi-
nančnih instrumentov, vendar ima nekaj pomanjkljivosti kot so konstantna volatil-
nost itd. Black-Scholes model temelji na geometrijskem Brownovem gibanju. Zato
najprej definiramo Brownovo gibanje ter geometrijsko Brownovo gibanje.
Definicija 3.1. Slučajni procesX = {Xt, t ≥ 0} imenujemo (standardno) Brownovo
gibanje na verjetnostnem prostoru (Ω,F ,P) če veljajo naslednji pogoji:
• X0 = 0 skoraj gotovo,
• X ima neodvisne in stacionarne prirastke,
• Xt+s −Xt je porazdeljen normalno z upanjem 0 in varianco s
Standardno Brownovo gibanje je primer Lévyjevega procesa. Prav tako je Bro-
wnovo gibanje zvezen proces (s skoraj gotovo zveznimi trajektorijami), njegove traj-
ektorije pa niso nikjer odvedljive.
Sedaj predstavimo model za ceno delnice. Naj bo S proces cene delnice. S
modeliramo s geometrijskim Brownovim gibanjem, ki je rešitev sledeče SDE.
dSt = Stµdt+ StσdWt (3.1)
Rešitev te SDE je proces določen z naslednjo formulo
St = S0 exp((µ−
1
2
σ2)t+ σWt) (3.2)
Opazimo tudi da je logaritem cene normalno porazdeljen
log(St)− log(S0) = (µ−
1
2
σ2)t+ σWt (3.3)
Iz enačbe (3.3) sledi, da so logaritemski donosi v Black-Scholesovem modelu nor-
malno porazdeljeni. V Black-Scholesovem modelu imamo poleg delnice na trgu tudi
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netvegan bančni račun z netvegano obrestno mero r. Vrednostni proces bančnega
računa označimo z B in je definiran kot
Bt = e
rt (3.4)
Kot smo omenili v prejšnjem poglavju, ima Brownovo gibanje PR lastnost, zato
je Black-Scholesov model poln.
Prav tako se izkaže, da Black-Scholesov model ne dopušča arbitraže, saj obstaja
enolična EMM Q. Izkaže se, da ima cena delnice pod Q sledečo dinamiko
St = S0 exp((r −
1
2
σ2)t+ σWt) (3.5)
Ideja zamenjave mere temelji na Girsanovem izreku in pravilno izbranem Radon-
Nykodimovem odvodu v zamenjavi mere. Podroben pregled postopka je opisan v
[16].
Ker imamo znano gostoto ST pod EMM, lahko analitično izračunamo ceno evrop-
ske nakupne opcije. Cena evropske opcije je podana z naslednjo enačbo (znano kot
Black-Scholesova enačba)
C(K,T ) = S0Φ(d1)−Ke−rTΦ(d2) (3.6)
kjer je
d1 =
log(S0/K) + (r +
1
2
σ2)T
σ
√
T
(3.7)
d2 = d1 − σ
√
T (3.8)
in Φ je kumulativna porazdelitvena funkcija standardne normalne porazdelitve.
Kljub temu, da je Black-Scholes model priljubljen, ne odraža določenih lastnosti,
ki jih izkazujejo finančne časovne vrste. Dve od pomanjkljivosti sta sledeči
• Logaritemski donosi niso normalno porazdeljeni, saj odražajo asimetrično po-
razdelitev ter težke repe (večji kurtozis).
• Izkaže se, da volatilnost cene delnice (σ parameter) ni konstanten, ter da
se spreminja skozi čas (izkaže se, da volatilnost izkazuje lastnost grozdenja).
Prav tako tržne cene opcij ne izkazujejo konstantne implicirane volatilnosti za
različne zapadlosti T ali izvršilne cene K.
4 Lévyjevi procesi
V tem poglavju opišemo osnove Lévyjevih procesov. Kot je omenjeno v prejšnjem
poglavju, logaritemski donosi niso normalno porazdeljeni, zato jih moramo mode-
lirati s porazdelitvijo, ki odraža asimetričnost in težje repe. To lahko dosežemo z
Lévyjevimi procesi. Prav tako lahko obdržimo določene lastnosti, ki jih Brownovo
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gibanje ima, kot so neodvisni in stacionarni prirastki. V Levy procesih imajo lahko
prirastki bolj fleksibilno porazdelitev, kot je normalna. Da obdržimo lastnost ne-
odvisnih in stacionarnih prirastkov, mora imeti izbrana porazdelitev (prirastkov)
lastnost neskončne deljivosti (angl. infinite divisibility).
Primeri porazdelitev, ki imajo lastnost neskončne deljivosti in so dovolj fleksibilne
(v smislu asimetričnosti in kurtozisa) so npr. variančna gama porazdelitev (VG),
normalno inverzna Gaussova (NIG) porazdelitev in CGMY porazdelitev. Prav tako
med Lévyjeve procese spadajo skok-difuzijski procesi (angl. jump difussion), med
njimi omenimo Mertonov proces in dvojni eksponentni proces.
4.1 Definicija in lastnosti Lévyjevega procesa
V tem podpoglavju definiramo Lévyjeve procese. Več podrobnosti je dostopnih v
[3], [27], [1].
Najprej definiramo lastnost neskončne deljivosti.
Definicija 4.1. Naj imamo dano porazdelitev s karakteristično funkcijo ϕ. Če za
vsako n ∈ Z+ velja
ϕ(u) = ϕn(u)
n (4.1)
kjer je ϕn neka karakteristična funkcija, potem ima ta porazdelitev lastnost ne-
skončne deljivosti. Alternativno lahko lastnost neskončne deljivosti definiramo na
naslednji način. Naj bo X slučajna spremenljivka z dano porazdelitvijo, potem
ima porazdelitev X lastnost neskončne deljivosti če velja, da za vsak n ∈ Z+ lahko
zapišemo
X
d
=
n∑
i=1
X
(n)
i (4.2)
kjer so X(n)i neodvisno enako porazdeljene (nep) slučajne spremenljivke.
Definiramo sedaj Lévyjev proces.
Definicija 4.2. Slučajni proces X je Lévyjev proces, če veljajo sledeče lastnosti.
• X0 = 0 skoraj gotovo.
• X ima neodvisne stacionarne prirastke.
Izkaže se, da če imamo porazdelitev, ki ima lastnost neskončne deljivosti, po-
tem lahko definiramo Lévyjev proces s tako marginalno porazdelitvijo. Velja tudi
obratno, vsak Lévyjev proces ima marginalno porazdelitev z lastnostjo neskončne
deljivosti.
Prav tako velja, da obstaja modifikacija Lévyjevega procesa, ki je prav tako
Lévyjev proces in ima cadlag trajektorije. Zato privzamemo, da uporabljamo Lévy-
jeve procese s cadlag trajektorijami. Privzamemo tudi, da uporabljamo naravno
filtracijo generirano z Lévyjevim procesom X.
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Kumulantna karakteristična funkcija ψ(u) = log(ϕ(u)) je pogosto imenovana
karakteristični eksponent (angl. characteristic exponent) in zadostuje sledeči Lévy-
Hinčinovi enačbi:
ψ(u) = iγu− 1
2
σ2u2 +
∫ ∞
−∞
(eiux − 1− iux1{|x|<1})ν(dx) (4.3)
kjer γ ∈ R, σ ≥ 0 in ν je mera na R \ {0} z lastnostjo∫ ∞
−∞
min{1, x2}ν(dx) <∞ (4.4)
Trojici (γ, σ, ν(dx)) pravimo Lévyjeva trojica, ki enolično določa porazdelitev
Lévyjevega procesa. ν pravimo Lévyjeva mera. Če velja ν(dx) = u(x)dx, potem
ima Lévyjeva mera gostoto (ki ji pravimo Lévyjeva gostota). Lévyjeva gostota ima
vse lastnosti verjetnostne gostote, razen da se ne integrira v ena. Poleg tega mora
imeti Lévyjeva gostota maso nič v izhodišču.
Iz Lévy-Hinčinove enačbe sledi, da je Lévyjev proces sestavljen iz treh neodvisnih
delov: linearnega determinističnega dela, Brownovega dela in dela čistih skokov.
Lévyjeva mera ν(dx) diktira, kako se skoki obnašajo. Skoki z velikostjo v množici A,
se zgodijo tako pogosto, kot skoki v Poissonovem procesu z intenzivnostjo
∫
A
ν(dx).
Omenimo še, da je subordinator nenegativen nepadajoč Lévyjev proces. Tak
proces seveda ne more imeti Brownovega dela (σ = 0). Prav tako mora imeti γ ≥ 0
in Lévyjeva mera ν mora imeti ničelno vrednost na negativni polosi. Subordinator
ima vedno končno variacijo.
Omenimo nekaj lastnosti Lévyjevih procesov. Če imamo Lévyjev proces s σ2 = 0
in
∫ 1
−1 |x|ν(dx) <∞, potem ima ta proces končno variacijo. Lévyjev proces s končno
variacijo se da zapisati kot razlika dveh naraščajočih procesov. Prav tako, v primeru
σ2 = 0 in
∫ 1
−1 |x|ν(dx) <∞, ima proces končno mnogo skokov v končnem časovnem
intervalu. V tem primeru rečemo, da ima proces lastnost končne aktivnosti (angl.
finite activity).
Ker ima Brownovo gibanje neskončno variacijo, je Lévyjev proces z Brownovim
delom neskončno variabilen. Lévyjev proces s samo čistimi skoki, to je, nima Bro-
wnovega dela (σ = 0), je neskončno variabilen natanko tedaj ko
∫ 1
−1 |x|ν(dx) = ∞.
4.2 Primeri Lévyjevih procesov
V tem podpoglavju naštejemo primere Lévyjevih procesov, ki jih uporabimo pri
modeliranju.
4.2.1 Poissonov proces
Poissonov proces temelji na Poissonovi porazdelitvi, ki je neskončno deljiva.
Definicija 4.3. Poissonov proces X je slučajni proces s parametrom λ > 0, z
naslednjimi lastnostmi.
• X0 = 0 skoraj gotovo.
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• X ima neodvisne in stacionarne prirastke, ki so porazdeljeni s Poissonovo
porazdelitvijo. To je Xt+s −Xt je porazdeljeno Poissonvo s prametrom λs
Poissonov proces je naraščajoč proces s samo čistimi skoki velikosti 1. Poissonov
proces ima Lévyjevo trojico (0, 0, λδ(1)), kjer je δ(1) Diracova delta z maso v točki
1. Čas med dvema zaporednima skokoma je porazdeljen eksponentno z upanjem
λ−1.
4.2.2 Sestavljen Poissonov proces
Sestavljen Poissonov proces je podoben navadnemu Poissonovem procesu, le da do-
pušča, da so velikosti skokov porazdeljene s poljubno porazdelitvijo.
Definicija 4.4. Naj bo N Poissonov proces s parametrom λ > 0 in Zi, i = 1, 2, . . .
so neodvisne identično porazdeljene slučajne spremenljivke neodvisne od N . Naj
ima porazdelitev Zi karakteristično funkcijo ϕZ(u). Potem definiramo sestavljen
Poissonov proces X s sledečo enakostjo
Xt =
Nt∑
i=1
Zi (4.5)
Naj bo A Borelova množica, potem velja
P(Zi ∈ A) =
ν(A)
λ
(4.6)
kjer je ν(R) = λ <∞ in ν({0}) = 0. Lévyjeva trojica je(∫ 1
−1
xν(dx), 0, ν(dx)
)
(4.7)
Omenimo še sestavljen Poissonov proces z linearnim trendom d. Ta proces je
definiran kot
Xt = dt+
Nt∑
i=1
Zi, (4.8)
kjer so N in Zi kot v (4.5).
4.2.3 Inverzni Gaussov proces
Naj bo T (a,b) prvi čas, ko Brownovo gibanje s trendom b > 0, to je {Ws+ bs, s ≥ 0},
zadane nivo a > 0. T (a,b) ima tako imenovano inverzno Gaussovo porazdelitev
IG(a, b), ki ima karakteristično funkcijo
ϕIG(u; a, b) = exp(−a(
√
−2iu+ b2 − b)) (4.9)
IG(a, b) porazdelitev ima lastnost neskončne deljivosti, zato posledično lahko z
njo definiramo Lévyjev proces.
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Definicija 4.5. Slučajni proces X je IG(a, b) proces, če veljajo naslednji pogoji:
• X0 = 0 skoraj gotovo.
• X ima neodvisne in stacionarne prirastke.
• Xt ima IG(at, b) porazdelitev
Gostota IG(a, b) porazdelitve je znana v eksplicitni obliki in je dana z naslednjo
formulo
fIG(x; a, b) =
a√
2π
exp(ab)x−3/2 exp(−1
2
(a2x−1 + b2x)), x > 0 (4.10)
Lévyjeva mera IG(a, b) procesa je dana z
νIG(dx) = (2π)
−1/2ax−3/2 exp(−1
2
b2x)1{x>0}dx (4.11)
Prva komponenta Lévyjeve trojice (trend) je podana z
γ =
a
b
(2Φ(b)− 1) (4.12)
kjer je Φ porazdelitvena funkcija standardne normale porazdelitve.
4.2.4 Normalno inverzni Gaussov proces
Normalno inverzna Gaussova (NIG) porazdelitev s parametri α > 0,−α < β < α in
δ > 0, NIG(α, β, δ), ima karakteristično funkcijo
ϕNIG(u;α, β, δ) = exp(−δ(
√
α2 − (β + iu)2 −
√
α2 − β2)) (4.13)
Iz enakosti (4.13) je razvidno, da je NIG(α, β, δ) porazdelitev neskončno deljiva,
posledično lahko definiramo NIG Lévyjev proces.
Definicija 4.6. Slučajni proces X je NIG(α, β, δ) proces, če veljajo sledeči pogoji.
• X0 = 0 skoraj gotovo.
• X ima neodvisne stacionarne prirastke.
• Xt je porazdeljen z NIG(α, β, tδ) porazdelitvijo
Lévyjeva mera NIG procesa je podana z
νNIG(dx) =
δα
π
exp(βx)K1(α|x|)
|x|
dx (4.14)
kjer je Kλ(x) modificirana Besselova funkcija tretjega reda z indeksom λ (opisana v
prilogi).
NIG proces nima Brownovega dela in njegova Lévyjeva trojica je
(γ, 0, νNIG(dx)) (4.15)
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kjer je
γ =
2δα
π
∫ 1
0
sinh(βx)K1(αx)dx (4.16)
Gostota NIG(α, β, δ) porazdelitve je dana s
fNIG(x;α, β, δ) =
αδ
π
exp(δ
√
α2 − β2 + βx)K1(α
√
δ2 + x2)√
δ2 + x2
(4.17)
NIG proces je povezan s Inverznim Gaussovim procesom in Brownovim gibanjem.
Naj bo W standardno Brownovo gibanje in naj bo I IG proces s parametroma a = 1
in b = δ
√
α2 − β2 (kjer α > 0,−α < β < α in δ > 0), potem je proces
Xt = βδ
2It + δWIt (4.18)
NIG(α, β, δ) proces. Navedimo še prve štiri centrale momente NIG porazdelitve:
NIG(α, β, δ)
upanje δβ/
√
α2 − β2
varianca α2δ(α2 − β2)−3/2
asimetričnost 3βα−1δ−1/2(α2 − β2)−1/4
kurtozis 3
(
1 + α
2+4β2
δα2
√
α2−β2
)
Tabela 1: Centralni momenti NIG porazdelitve
4.2.5 CGMY proces
CGMY porazdelitev je bila predstavljena v [6]. CGMY (C,G,M, Y ) je štiri para-
metrična porazdelitev s sledečo karakteristično funkcijo
ϕCGMY (u;C,G,M, Y ) = exp(CΓ(−Y )((M − iu)Y −MY + (G+ iu)Y −GY ))
(4.19)
kjer je Γ gama funkcija.
Definicijsko območje parametrov definiramo kot C,G,M > 0 in Y < 2. Če
vzamemo Y > 2, Lévyjeva mera ni dobro definirana.
CGMY porazdelitev je neskončno deljiva in lahko definiramo Lévyjev proces.
Definicija 4.7. Slučajni procesX je CGMY(C,G,M, Y ) proces, ko veljajo naslednji
pogoji.
• X0 = 0 skoraj gotovo.
• Prirastki procesa X so neodvisni in stacionarni.
• Xt je porazdeljen s CGMY (tC,G,M, Y ) porazdelitvijo.
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Lévyjeva mera CGMY(C,G,M, Y ) procesa je dana z
νCGMY (dx) =
{
C exp(Gx)(−x)−1−Y dx, x < 0
C exp(−Mx)x−1−Y dx, x > 0
(4.20)
Prvi parameter v Lévyjevi trojici je
γ = C
(∫ 1
0
exp(−Mx)x−Y dx−
∫ 0
−1
exp(Gx)|x|−Y dx
)
(4.21)
Navedimo prve štiri centralne momente CGMY porazdelitve:
CGMY(C,G,M, Y )
upanje C(MY−1 −GY−1)Γ(1− Y )
varianca C(MY−2 +GY−2)Γ(2− Y )
asimetričnost C(M
Y −3−GY −3)Γ(3−Y )
(C(MY −2+GY −2)Γ(2−Y ))3/2
kurtozis 3 + C(M
Y −4+GY −4)Γ(4−Y )
(C(MY −2+GY −2)Γ(2−Y ))2
Tabela 2: Centralni momenti CGMY porazdelitve
kjer je Γ gama funkcija.
CGMY proces ima čiste skoke. To pomeni, da nima Brownovega dela. V primeru
Y < 0 imajo trajektorije končno mnogo skokov v končnih časovnih intervalih. Dru-
gače pa imajo neskončno mnogo skokov v kateremkoli končnem časovnem intervalu.
V primeru Y ∈ [1, 2) ima proces neskončno variacijo.
Omenimo, da je variančna gama porazdelitev (proces) poseben primer CGMY
porazdelitve (procesa). Če vzamemo Y = 0, potem dobimo variančno gama poraz-
delitev (proces) VG(C,G,M).
4.2.6 Skok difuzijski procesi
V tem podpoglavju opišemo dva difuzijska procesa s skoki, ki ju uporabimo v nada-
ljevanju.
Difuzijski procesi s skoki so poseben primer Lévyjevih procesov in imajo formo
Xt = γt+ σWt +
Nt∑
i=1
Yi (4.22)
kjer je N Poissonov proces s parametrom λ, W je standardno Brownovo gibanje in
Yi so nep. slučajne spremenljivke. Yi so porazdeljene s porazdelitvijo ν0.
V tem delu uporabimo dva modela, ki temeljita na difuzijskih procesih s skoki.
Prvi je Mertonov model, ki je opisan v [22], kjer imamo Yi ∼ N(µj, σ2j )
Drugi model je Kouov model, ki je opisan v [18], kjer so skoki Yi porazdeljeni
dvojno eksponentno, to je
ν0(dx) = [pλ+e
−λ+x1{x>0} + (1− p)λ−e−λ−|x|1{x<0}]dx (4.23)
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kjer sta λ+, λ− > 0 parametra, ki določata (povprečno) velikost skoka, p ∈ [0, 1]
pa predstavlja verjetnost pozitivnega skoka. Koujev proces imenujemo tudi dvojni
eksponentni proces.
Sedaj navedimo še Lévyjeva eksponenta za Mertonov in dvojni-eksponentni pro-
ces. Za Mertonov proces imamo Lévyjev eksponent podan s sledečo formulo
ψMerton(u) = −
1
2
σ2u2 + λ
(
eiuµj−
1
2
u2σ2j − 1
)
(4.24)
Za dvojni eksponentni proces imamo Levy-jev eksponent podan z naslednjo for-
mulo
ψde(u) = −
1
2
σ2u2 + iuλ
(
p
λ+ − iu
− (1− p)
λ− + iu
)
(4.25)
4.3 Simuliranje Lévyjevih procesov
V tem poglavju opišemo Monte Carlo metode za simulacijo Lévyjevih procesov.
Začnemo s standardnim Brownovim gibanjem in nadaljujemo s Poissonovim ter
sestavljenim Poissonovim procesom. Nato opišemo postopek za Mertonov proces
ter dvojni eksponentni proces. Na koncu pa opišemo postopka za NIG proces in
CGMY proces.
4.3.1 Brownovo gibanje
Ker ima Brownovo gibanje W neodvisne ter stacionarne prirastke, ki so normalno
porazdeljeni, lahko simuliramo trajektorijo s časovnimi presledki ∆t s sledečim po-
stopkom
1. Nastavi W0 = 0.
2. Rekurzivno izračunaj
Wn∆t = W(n−1)∆t + vn
√
∆t (4.26)
kjer so vn, n = 1, 2, . . . realizacije neodvisnih standardno normalnih slučajnih
spremenljivk.
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Slika 1: Brownovo gibanje
4.3.2 Poissonov proces
Za simuliranje Poissonovega procesa uporabimo metodo, ki temelji na slučajnih spre-
menljivkah, porazdeljenih enakomerno na [0, 1]. Postopek za simulacijo trajektorije
Poissonovega proces s parametrom λ na časovnem intervalu [0, T ] je sledeč
1. Simuliraj število N ∼ Poisson(λT ).
2. Simuliraj N slučajnih spremenljivk, porazdeljenih enakomerno na [0, 1].
u1, . . . , uN . Označi u(1), . . . , u(N) vrstilne statistike zaporedja u1, . . . , uN .
3. Časi skokov v Poissonovem procesu so Tu(1), . . . , Tu(N). To pomeni, da ima
proces vrednost 0 v času t < Tu(1), času t = Tu(1) proces skoči na vrednost 1
ter tam ostane do časa t = Tu(2), ko skoči na vrednost 2.
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Slika 2: Poissonov proces s parametrom λ = 4
4.3.3 Sestavljen Poissonov proces
Sestavljen Poissonov proces simuliramo s pomočjo navadnega Poissonovega procesa.
Naj bo Nt, t ∈ [0, T ] simulirana trajektorija Poissonovega procesa s parametrom λ.
Potem je simulirana trajektorija sestavljenega Poissonovega procesa izračuna kot
Xt =
Nt∑
i=1
Zi (4.27)
kjer so Zi, i ≥ 1 simulirani skoki procesa.
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Slika 3: Sestavljen Poissonov proces s parametrom λ = 4 ter s skoki porazdeljeni
N(µ = 0, σ = 2)
4.3.4 Mertonov skok difuzijski proces
Mertonov proces simuliramo s pomočjo enačbe (4.22), tako da simuliramo trajekto-
rijo Poissonovega procesa N s parametrom λ, ter velikosti (neodvisnih) skokov Yi,
ki so porazdeljene N(µj, σj).
Slika 4: Mertonov skok difuzijski proces s parametri σ = 1, λ = 4, µj = 0, σj = 2,
γ = 0.5
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4.3.5 Dvojni eksponenti proces
Dvojni eksponentni proces (Koujev model) simuliramo podobno kot Mertonov pro-
ces, le da so skoki porazdeljeni dvojno eksponentno. To pomeni, da uporabimo
enakost (4.22), in simuliramo trajektorijo Poissonovega procesa N s parametrom λ,
ter velikosti skokov Yi, ki so porazdeljene dvojno eksponentno.
Dvojno eksponentno slučajno spremenljivko Y simuliramo s sledečim postopkom
1. Simuliramo Bernoullijevo slučajno spremenljivko B, kjer je verjetnost uspeha
p ∈ [0, 1].
2. Če B = 1, potem simuliramo eksponentno slučajno spremenljivko X s para-
metrom λ+ (E(X) = 1/λ+). Sicer simuliramo eksponentno slučajno spremen-
ljivko X s parametrom λ− (E(X) = 1/λ−).
3. Nastavimo Y = X.
Slika 5: Dvojni eksponentni proces s parametri σ = 1, λ = 4, λ+ = 0.5,λ− = 1,
p = 0.4, γ = 1
4.3.6 Inverzni Gaussov proces
Za simulacijo IG procesa moramo simulirati IG porazdeljene slučajne spremenljivke.
V nadaljevanju opišemo postopek predstavljen v [23]. Postopek za simulacijo iz
IG(a, b) porazdelitve je sledeč
1. Simuliraj standardno normalno spremenljivko v.
2. Nastavi y = v2.
3. Nastavi x = (a/b) + y/(2b2)−
√
4aby + y2/(2b2).
4. Simuliraj slučajno spremenljivko u, porazdeljeno enakomerno na [0, 1].
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5. Če u ≤ a/(a + xb) potem je x simulirana iz IG(a, b) porazdelitve, sicer je
a2/(b2x) simulirana iz IG(a, b) porazdelitve.
S simulacijo iz IG(a, b) porazdelitve, lahko simuliramo IG(a, b) proces I s sledečim
postopkom
1. Nastavi I0 = 0.
2. Rekurzivno izračunaj
In∆t = I(n−1)∆t + in, i ≥ 1 (4.28)
kjer so in neodvisne simulacije iz IG(a∆t, b) porazdelitve
Slika 6: IG proces s parametri a = 1, b = 2
4.3.7 Normalno inverzni proces
NIG(α, β, δ) proces simuliramo s pomočjo IG procesa in sicer uporabimo relacijo
X
(NIG)
t = βδ
2It + δWIt (4.29)
kjer je I IG proces s parametroma a = 1 in b = δ
√
α2 − β2.
Tako lahko simuliramo NIG proces s simulacijami IG procesa ter Brownovega
gibanja.
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Slika 7: NIG proces s parametri α = 50, β = −10,δ = 1
4.3.8 CGMY proces
Postopek simuliranja CGMY procesa je opisan v [25]. Spodaj povzamemo samo
glavne rezultate. Najprej navedemo pomembno trditev iz [25].
Trditev 4.8. Naj bodo C,G,M > 0 in Y ∈ (0, 2). Naj bo Z subordinator s trendom
0 in Lévyjevo gostoto
νZ(t) =
C exp( t
2
A2 − t
4
B2)D−Y (B
√
t)
tY/2+1
, (4.30)
kjer je D parabolično cilindrična funkcija (navedena v [15]) in A = (G − M)/2,
B = (G+M)/2. Potem je proces
Xt = AZt +WZt , (4.31)
kjer je W standardno Brownovo gibanje, CGMY(C,G,M, Y ) proces.
Ideja postopka simulacije je, da proces Z v enačbi (4.31) aproksimiramo s se-
stavljenim Poissonovim procesom z linearnim trendom. Najprej definiramo nekaj
objektov, ki jih potrebujemo v simulacijskem postopku.
K =
2−Y/2
√
πC
Γ(Y/2 + 1/2)
, (4.32)
kjer je Γ gama funkcija.
f(t) =
2Y/2Γ(Y/2 + 1/2) exp( t
2
A2 − t
4
B2)
√
π
D−Y (B
√
t), (4.33)
kjer so A,B,D kot v trditvi 4.8.
Postopek simulacije je sledeč
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1. Ideja je, da aproksimiramo trajektorijo subordinatorja Z (v zvezi (4.31)) s
sestavljenim Poissonovim procesom z Levyjevo gostoto
ν(t) =
K
t1+Y/2
1{t>ϵ} (4.34)
in linearnim trendom
d =
Kϵ1−Y/2
1− Y/2
(4.35)
kjer je K kot v (4.32) in ϵ je neko majhno število. Označimo sedaj s Ti čase
skokov in z yi velikosti skokov v aproksimiranem sestavljenem Poissonovem
procesu.
2. Aproksimiraj trajektorijo CGMY(C,G,M, Y ) procesa z metodo zavrnitve
(angl. rejection method). To pomeni, da sprejmemo skok yi če velja f(yi) > ui,
kjer je ui slučajna spremenljivka porazdeljena enakomerno na [0, 1]. Aproksi-
macija procesa Z v zvezi (4.31) je podana kot
Ẑt = td+
∑
i
yi1{Ti≤t}1{f(yi)>ui} (4.36)
kjer je d kot v (4.35), f kot v (4.33), ui so neodvisne simulacije slučajne spre-
menljivke, porazdeljene enakomerno na [0, 1], yi pa so skoki v aproksimiranem
sestavljenem Poissonovem procesu.
3. Aproksimiramo CGMY proces z
X̂t = AẐt +WẐt (4.37)
kjer je A kot v trditvi 4.8 in W je standardno Brownovo gibanje.
Slika 8: CGMY proces s parametri C = 0.02,G = 0.01,M = 5,Y = 1.2 in parame-
trom v simulacijskem postopku ϵ = 0.0001
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5 Lévyjev model trga in kalibracija
V tem poglavju opišemo, kako modeliramo ceno delnice z Lévyjevimi procesi in kako
nastavimo parametre v izbranem procesu/modelu. Slednjemu postopku pravimo
kalibracija modela.
5.1 Lévyjev model trga
Predpostavimo, da imamo na trgu osnovno sredstvo z vrednostnim procesom S =
{St, t ≥ 0} ter netvegan bančni račun z vrednostnim procesom B = {Bt, t ≥ 0}. B
je definiran z
Bt = e
rt (5.1)
kjer je r netvegana obrestna mera. Ceno osnovnega sredstva, glede na naravno mero
P, modeliramo z Lévyjevim procesom X in sicer kot
St = S0e
Xt = S0e
X∆1 +X
∆
2 +···+X∆n (5.2)
kjer so X∆i , 1 ≤ i ≤ n prirastki procesa X s časovnim korakom ∆, kjer velja n∆ = t.
V literaturi je bilo za modeliranje osnovnega sredstva preučenih več Lévyjevih
procesov. V [21] je preučen variančni gama proces. V [8] pa je predstavljen hiper-
bolični model in v [2] je uporabljen NIG proces za modeliranje vrednosti osnovnega
sredstva. V [6] je predstavljen CGMY proces za modeliranje.
Ker je trg, na katerem uporabimo Lévyjev proces za modeliranje vrednosti osnov-
nega sredstva, nepoln (izjemi sta modela z Brownovim gibanjem in Poissonovim
procesom), ne moremo EMM določiti enolično. Spodaj opišemo metodo z uporabo
popravka upanja (angl. mean-correcting martingale measure). Alternativna metoda
je Escherjeva transformacija, ki je opisana v [14].
5.1.1 Martingalska mera s popravljenim upanjem
Ideja martingalske mere s popravljenim upanjem je, da popravimo upanje procesu
X v (5.2). To je narejeno s posebnim parametrom m, tako da je pod EMM Q proces
S sedaj
St = S0e
mt+Xt = S0e
mn∆+X∆1 +X
∆
2 +···+X∆n (5.3)
izkaže se da mora biti m določen po sledeči formuli
m = r − log(ϕ(−i)) (5.4)
kjer je ϕ karakteristična funkcija X1, to je
ϕ(u) = EQ(eiuX1) (5.5)
Če je S definiran s formulo (5.3), potem je S̃ = {S̃t = exp(−rt)St, t ≥ 0} martingal.
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5.2 Kalibracija modela
S kalibracijo nastavimo parametre modela, ki ga nato uporabimo za vrednotenje
finančnega instrumenta. V podpoglavju 2.3.1 smo opisali postopek vrednotenja
evropskih nakupnih opcij s hitro Fourierjevo transformacijo. S to metodo lahko
določimo parametre v modelu tako, da bo izračunana cena blizu ceni opcije na trgu.
Naj bo θ vektor parametrov v našem modelu (θ enolično določi Lévyjev proces
X) in naj bo modelska cena evropske nakupne opcije v času t = 0, s sklicno ceno
K in zapadlostjo T , označena s Cθ(K,T ). Naj bodo na trgu dane cene evropskih
nakupnih opcij označene s C(Ki, Ti), i ∈ {1, . . . ,M}. Parametre θ nastavimo tako
da minimiziramo razdaljo med modelskimi cenami Cθ(Ki, Ti) in cenami na trgu
C(Ki, Ti). Kot razdaljo uporabimo povprečno kvadratno napako, to pomeni
θ̂ = argmin
θ∈Θ
1
M
M∑
i=1
(C(Ki, Ti)− Cθ(Ki, Ti))2 (5.6)
kjer je Θ definicijski prostor θ in θ̂ so ocenjeni parametri v modelu.
Funkcijo ϕ v enačbi (2.15) izračunamo po naslednji formuli
ϕ(u) = eiumTEQ(eiuXT ) = eiumT
[
EQ(eiuX1)
]T (5.7)
kjer je EQ(eiuX1) znana v zaprti formi.
Omenimo še nekaj mer, ki nam povedo, kako dobro se modelske cene ujemajo s
tržnimi cenami.
• Absolutna napaka kot odstotek povprečne cene. To napako označimo s APE
(angl. abosolute percentage error) in je definiran z
APE =
1
MMP
M∑
i=1
|C(Ki, Ti)− Cθ(Ki, Ti)|
M
(5.8)
MMP =
1
M
M∑
i=1
Cθ(Ki, Ti) (5.9)
• Povprečno absolutno napako označimo z AAE (angl. average absolute error)
AAE =
M∑
i=1
|C(Ki, Ti)− Cθ(Ki, Ti)|
M
(5.10)
• Povprečno relativno odstotno napako označimo z ARPE (angl. average relative
percentage error)
ARPE =
1
M
M∑
i=1
|C(Ki, Ti)− Cθ(Ki, Ti)|
C(Ki, Ti)
(5.11)
• Koren povprečne kvadratne napake označimo z RMSE (angl. root mean square
error)
RMSE =
√ M∑
i=1
(C(Ki, Ti)− Cθ(Ki, Ti))2
M
(5.12)
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Enakost (5.6) ne more biti uporabljena za kalibracijo difuzijskih modelov s skoki
(Mertonov in dvojni eksponentni model), ker lahko več različnih kombinacij para-
metrov odraža isto kvadratno napako. Zaradi tega sledimo postopku opisanem v
[10]. In sicer ocenimo parametre θ s sledečo formulo
θ̂ = argmin
θ∈Θ
∫ ωmax
0
3∑
j=1
(
Re
(
ϕCGMY (ω)
∆j
)
−Re
(
ϕjd(ω; θ)
∆j
))2
dω (5.13)
kjer je ϕCGMY karakteristična funkcija odX1, kjer jeX CGMY proces s kalibriranimi
parametri. ϕjd(ω; θ) je karakteristična funkcija od X1 kjer je X skok difuzijski
proces (Mertonov ali dvojni eksponentni) s parametri θ. V formuli (5.13) vzamemo
∆1 = 0.25, ∆2 = 0.5, ∆3 = 1 in ωmax = 250. Za izračun integrala v (5.13)
uporabimo Gaussovo kvadraturo (implementirano v scipy paketu v programskem
jeziku Python).
6 Vrednotenje z Monte Carlo metodami
V tem poglavju na kratko opišemo Monte Carlo metode za vrednotenje finančnih
instrumentov. Prav tako na kratko opišemo metodo pospešitve Monte Carlo metod,
to je, metoda s kontrolno spremenljivko.
Naj bo G(St, 0 ≤ t ≤ T̄ ) funkcija izplačila finančnega instrumenta evropskega
tipa, kjer je S vrednostni proces osnovnega sredstva. Poudarimo da je G odvisna
od trajektorije procesa S na časovnem intervalu [0, T̄ ]. Potem iz izreka 2.10 sledi,
da je vrednost V tega finančnega instrumenta v času t = 0 podana kot
V0 = e
−rT̄EQ(G(St, 0 ≤ t ≤ T̄ )) (6.1)
kjer je r netvegana obrestna mera in Q je izbrana EMM.
EQ(G(St, 0 ≤ t ≤ T̄ )) lahko ocenimo s standardno cenilko za upanje
ĜN =
1
N
N∑
i=1
G(S
(i)
t , 0 ≤ t ≤ T̄ ) (6.2)
kjer so S(i) = {S(i)t , 0 ≤ t ≤ T̄} simulirane neodvisne trajektorije vrednostnega
procesa osnovnega sredstva. Po zakonu velikih števil sledi, da v primeru
EQ(|G(St, 0 ≤ t ≤ T̄ )|) <∞, (6.3)
ĜN konvergira (ko N → ∞) k EQ(G(St, 0 ≤ t ≤ T̄ )) skoraj gotovo. Prav tako iz cen-
tralnega limitnega izreka (CLI) sledi, da je ĜN asimptotično normalno porazdeljena
z upanjem EQ(G(St, 0 ≤ t ≤ T̄ )). Posledično lahko V0 ocenimo kot
V̂0 = e
−rT̄ ĜN (6.4)
Označimo sedaj
Gi := G(S
(i)
t , 0 ≤ t ≤ T̄ ) (6.5)
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Iz CLI sledi, da je 95% interval zaupanja za V0 podan z
V̂0 ± 1.96ŜE (6.6)
kjer je
ŜE = e−rT̄
(
1
N − 1
N∑
i=1
(Gi − ḠN)2
)
/
√
N (6.7)
ḠN =
1
N
N∑
i=1
Gi (6.8)
Standardna napaka ŜE nam pove, kako natančna je naša ocena V̂0.
6.1 Pospešitev s kontrolno spremenljivko
Z metodo kontrolnih spremenljivk lahko pospešimo konvergenco Monte Carlo me-
tod k pravi vrednosti. Recimo, da želimo izračunati EQ(G(St, 0 ≤ t ≤ T̄ )), kjer
je G funkcija izplačila. Naj bo H funkcija, za katero lahko eksaktno izračunamo
EQ(H(St, 0 ≤ t ≤ T̄ )). Predpostavimo, da sta, za simulirane trajektorije S, funkciji
G in H pozitivno korelirani.
Sedaj definiramo za nek β ∈ R novo funkcijo izplačila
GH({St, 0 ≤ t ≤ T̄}) = G({St, 0 ≤ t ≤ T̄})− β(H({St, 0 ≤ t ≤ T̄})− EQ(H))
(6.9)
kjer
EQ(H) = EQ(H({St, 0 ≤ t ≤ T̄})) (6.10)
Razvidno je, da je upanje G in GH enako
EQ(GH({St, 0 ≤ t ≤ T̄})) = EQ(G({St, 0 ≤ t ≤ T̄})) (6.11)
Izkaže se, da ima GH manjšo varianco kot G.
var(GH) = var(G)− 2βcov(G,H) + β2var(H) (6.12)
Varianca var(GH) je minimizirana če vzamemo
β =
cov(G,H)
var(H)
(6.13)
V našem postopku, najprej simuliramo vrednosti G(St, 0 ≤ t ≤ T̄ ) in
H(St, 0 ≤ t ≤ T̄ ), tako da lahko ocenimo β z
β̂ =
ˆcov(G,H)
ˆvar(H)
(6.14)
kjer uporabimo standardni cenilki
ˆcov(G,H) =
1
N − 1
N∑
i=1
(Gi − ḠN)(Hi − H̄N) (6.15)
ˆvar(H) =
1
N − 1
N∑
i=1
(Hi − H̄N)2 (6.16)
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7 Vrednotenje geometrijskih azijskih opcij
V tem poglavju opišemo postopek za vrednotenje diskretnih geometrijskih azijskih
opcij. Postopek je bil predstavljen v [10].
Najprej definiramo funkcijo izplačila za diskretne geometrijske azijske opcije. Iz-
plačilo je odvisno od geometrijskega povprečja vrednosti osnovnega sredstva, kjer so
vrednosti vzete v ekvidistančnih časovnih točkah. Naj bo S = {St, t ≥ 0} vrednostni
proces osnovnega sredstva, modeliran z Lévyjevim procesom X, to je
St = S0e
mt+Xt (7.1)
glede na EMM Q.
Definicija 7.1. Funkcija izplačila G∆T diskretne geometrijske azijske nakupne opcije
s T + 1 datumi spremljanja, ki so razdeljeni z časovnim razmikom ∆ in izvršilno
ceno K, je definirana kot
max{G∆T −K, 0} (7.2)
kjer je
G∆T =
(
T∏
k=0
S∆k
) 1
T+1
(7.3)
Izplačilo se zgodi v času T∆, ki je tudi čas zapadlosti opcije
Iz izreka 2.10 (osnovni izrek o vrednotenju naložb) sledi da je cena diskretne
geometrijske azijske nakupne opcije (v času t = 0) podana s
Cg(T,K) = e−rT∆EQ(max{G∆T −K, 0}) (7.4)
Sedaj označimo Y ∆T := log(G∆T ). Karakteristična funkcija za Y ∆T je podana s (dokaz
je naveden v Prilogi)
ϕY ∆T (u) = EQ(e
iuY ∆T ) (7.5)
= exp
(
iu
(
log(S0) +m
∆T
2
)
+
T∑
k=1
ψ∆
(
u
T − k + 1
T + 1
))
(7.6)
kjer je ψ∆ Levy-jev eksponent za X∆ (∆-prirastek v X)
ψ∆(u) = log(EQ(eiuX
∆
)) (7.7)
Na podlagi tega rezultata lahko izračunamo Cg(T,K) z uporabo rezultatov iz pod-
poglavja 2.3.1. Funkcija ϱ v zvezi (2.17) je sedaj podana kot
ϱ(v) =
exp (−rT∆)ϕY ∆T (v − (α + 1)i)
α2 + α− v2 + i(2α + 1)v
(7.8)
Posledično imamo po enakosti (2.16)
Cg(T,K) =
exp(−α log(K))
π
∫ ∞
0
exp(−iv log(K))ϱ(v)dv (7.9)
Cg(T,K) lahko izračunamo z uporabim numerične integracije ali pa z uporabo hitre
Fourierjeve transformacije. V naših izračunih uporabimo α = 1.5.
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8 Vrednotenje aritmetičnih azijskih opcij
V tem poglavju opišemo postopka za vrednotenje diskretnih azijskih nakupnih opcij.
Prvi postopek temelji na Monte Carlo metodah, drugi pa na numerični kvadraturi
in je opisan v [10].
Prvo definiramo funkcijo izplačila za diskretne aritmetične azijske opcije. Funk-
cija izplačila diskretne aritmetične azijske opcije je odvisna od aritmetičnega povpre-
čja vrednosti osnovnega sredstva, kjer so vrednosti vzete v ekvidistančnih časovnih
točkah.
Definicija 8.1. Funkcija izplačila diskretne azijske nakupne opcije, s T + 1 da-
tumi spremljanja, ki so razdeljeni z časovnim razmikom ∆ in izvršilno ceno K, je
definirana kot
max{A∆T −K, 0} (8.1)
kjer je
A∆T =
1
T + 1
T∑
k=0
S∆k (8.2)
kjer je S vrednostni proces osnovnega sredstva. Izplačilo opcije je izvršeno v času
T∆, ki je tudi zapadlost opcije.
Posledično z uporabo izreka 2.10 velja, da je cena (v času t = 0) diskretne azijske
nakupne opcije podana kot
Ca(K,T ) = e−rT∆EQ(max{A∆T −K, 0}) (8.3)
Ponovno uporabimo Lévyjev model trga, tako da modeliramo vrednost osnovnega
sredstva, pod EMM Q, s
St = S0e
mt+Xt (8.4)
kjer je m parameter popravka upanja.
Posledično imamo
Sk∆ = S0e
mk∆+X∆1 +···+X∆k (8.5)
kjer so X∆i neodvisni prirastki (z časovnim razmikom ∆) Lévyjevega procesa X.
8.1 Monte Carlo metoda
Prva metoda za vrednotenje diskretnih aritmetičnih azijskih opcij je Monte Carlo
metoda z uporabo kontrolne spremenljivke, opisane v poglavju 6.1. Simuliranje
procesa X je opisano v poglavju 4.3, posledično lahko simuliramo proces S pod Q
in funkcijo izplačila max{A∆T −K, 0}. Označimo sedaj izplačilo aritmetične opcije
kot
G := G({St, 0 ≤ t ≤ ∆T}) := max{A∆T −K, 0} (8.6)
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in izplačilo geometrijske opcije kot
H := H({St, 0 ≤ t ≤ ∆T}) := max{G∆T −K, 0} (8.7)
Ker lahko izračunamo EQ(H) (semi) analitično z uporabo numerične integracije,
lahko izplačilo geometrijske opcije H uporabimo kot kontrolno spremenljivko za
izračun EQ(G). Postopek za izračun Ca(K,T ) je torej sledeč:
1. Simuliraj B trajektorij vrednosti osnovnega sredstva S(i) = {S(i)k∆, 0 ≤ k ≤
T}, 1 ≤ i ≤ B.
2. Izračunaj B vrednosti izplačila geometrijske opcije Hi := H(S(i)).
3. Izračunaj B vrednosti izplačila aritmetične opcije Gi := G(S(i)).
4. Oceni parameter β z uporabo formule (6.14)
5. Simuliraj N trajektorij vrednosti osnovnega sredstva S(i) = {S(i)k∆, 0 ≤ k ≤
T}, 1 ≤ i ≤ N
6. Izračunaj vrednost EQ(H) z uporabo metode opisane v poglavju 7 (uporabi
numerično integracijo).
7. Izračunaj N vrednosti izplačila aritmetične opcije z uporabo kontrolne spre-
menljivke
G
(i)
H := G(S
(i))− β̂(H(S(i))− EQ(H)) (8.8)
8. Izračunaj vrednost aritmetične opcije kot
Ca(K,T ) = e−r∆T
1
N
N∑
i=1
G
(i)
H (8.9)
V naših izračunih uporabimo število simulacij B = 10000 za izračun β̂ ter število
simulacij N = 10000 za izračun cene azijske opcije.
8.2 Kvadraturna metoda
Druga metoda za vrednotenje diskretnih aritmetičnih opcij je opisana v [10] in te-
melji na Gaussovi kvadraturi. Kot je opisano v [7], se da porazdelitev A∆T izračunati
rekurzivno. Definirajmo
Z∆k := m∆+X
∆
k (8.10)
Zanima nas porazdelitev sledeče spremenljivke
T∑
k=1
S∆k = S0e
Z∆1 (1 + eZ
∆
2 (. . . (1 + eZ
∆
T ))) (8.11)
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Definiramo
L∆T := e
Z∆T (8.12)
in nato rekurzivno definiramo
L∆k = e
Z∆k (1 + L∆k+1), k = T − 1, . . . , 1 (8.13)
Nato dobimo
A∆T = S0(1 + L
∆
1 )/(T + 1) (8.14)
Za izračun cene aritmetične opcije moramo torej izračunati gostoto L∆1 , ali ekviva-
lentno, gostoto
B1 := log(L
∆
1 ) (8.15)
Ko poznamo gostoto fB1 slučajne spremenljivke B1, lahko numerično izračunamo
ceno aritmetične opcije kot
Ca(K,T ) = e−r∆T
∫ ∞
γ
(
S0
T + 1
(1 + ex)−K
)
fB1(x)dx (8.16)
kjer imamo γ = log(K(T + 1)/S0 − 1). Iz enakosti (8.16) lahko izračunom grške
parametre. Delta je podana s sledečo formulo
∆ =
∂Ca(K,T )
∂S0
(8.17)
=
e−r∆T
T + 1
∫ ∞
γ
(1 + ex)fB1(x)dx (8.18)
Gama je dobljena na podoben način
Γ =
∂2Ca(K,T )
∂2S0
(8.19)
= e−rT∆
(
K
S0
)2
T + 1
K(T + 1)− S0
fB1(γ) (8.20)
Poleg tega lahko iz zveze (8.13) rekurzivno izračunamo momente L∆k . Pri tem upora-
bimo dejstvo da sta Z∆k in L∆k+1 neodvisni slučajni spremenljivki, zato lahko pišemo
EQ((L∆k )n) = EQ((eZ
∆
k (1 + L∆k+1))
n) (8.21)
= enm∆ϕX∆(−in)
n∑
q=0
(
n
q
)
EQ((L∆k+1)q) (8.22)
kjer se rekurzija začne z
EQ((L∆T )n) = EQ
(
enZ
∆
T
)
= enm∆ϕX∆(−in) (8.23)
Prav tako lahko izračunamo momente aritmetičnega povprečja
EQ((A∆T )n) =
(
S0
T + 1
)n n∑
j=0
(
n
j
)
EQ((L∆T )j) (8.24)
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8.2.1 Izračun gostote B1
V tem podpoglavju podrobneje opišemo postopek za izračun fB1 . Če definiramo
Bk := log(L
∆
k ) (8.25)
potem iz (8.13) sledi
Bk = Z
∆
k + log(1 + L
∆
k+1) (8.26)
Ker vemo da sta Z∆k in L∆k+1 neodvisni, je Bk konvolucija Z∆k in log(1 + e
B∆k+1). Ker
velja, da so Z∆k nep. je gostota fZ∆k neodvisna od k, zato namesto fZ∆k pišemo fZ∆ .
Sedaj lahko pišemo
fBk(x) =
∫ ∞
−∞
fZ∆(x− log(ey + 1))fBk+1(y)dy, k = T − 1, . . . , 1, (8.27)
kjer je začetni pogoj
fBT ≡ fZ∆ . (8.28)
fZ∆ je podana kot
fZ∆(z) = fX∆(z −m∆), (8.29)
kjer je fX∆ gostota X∆. fX∆ ni vedno podana v zaprti formi (npr. za CMGY
porazdelitev), zato jo izračunamo iz karakteristične funkcije za X∆. To naredimo s
hitro Fourierjevo transformacijo.
Za izračun fBk moramo izračunati neskončen integral v (8.27). Neskončen in-
tegral najprej aproksimiramo s končnim integralom, katerega lahko izračunamo z
Gaussovo kvadraturno formulo. Zapišemo torej
fBk(x) ≈
∫ uk+1
lk+1
fZ∆(x− log(ey + 1))fBk+1(y)dy (8.30)
≈
Mk+1∑
j=1
w
(k+1)
j fZ∆(x− log(ey
(k+1)
j + 1))fBk+1(y
(k+1)
j ) (8.31)
kjer so w(k+1)j , 1 ≤ k ≤ T−1, 1 ≤ j ≤Mk+1 Gaussove uteži in y
(k+1)
j , 1 ≤ j ≤Mk+1 so
Gaussove abscise na [lk+1, uk+1] v Gaussovi kvadraturni formuli. Edina podrobnost,
ki jo moramo določiti, so meje lk, uk in Mk. Meje lk in uk določimo tako, da velja
Q(Bk < lk) < 10−8 (8.32)
Q(Bk > uk) < 10−8 (8.33)
Tukaj uporabimo izrek podan v [24], kot sledi
Izrek 8.2. Naj bo X nenegativna slučajna spremenljivka. Potem lahko pišemo
P(X > t) ≤ inf
n≥0
MX(n)
tn
(8.34)
kjer je
MX(n) = E(Xn) (8.35)
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Izrek 8.2 nam torej poda zgornjo mejo za repne verjetnosti za nenegativno X z
uporabo nenegativnih momentov X.
Z uporabo izreka 8.2 lahko izračunamo uk. Zapišemo
Q(Bk > uk) = Q(L∆k > euk) < inf
n≥0
ML∆k (n)
enuk
(8.36)
Sedaj določimo tak uk, da velja
inf
0≤n≤10
ML∆k (n)
enuk
= 10−8 (8.37)
Momenti ML∆k (n) so dani z (8.22).
Za določitev meje lk je postopek drugačen. Najprej določimo mejo lT . To nare-
dimo po naslednjem postopku. Zapišemo
Q(BT < lT ) = Q(e−BT > e−lT ) < inf
n≥0
Me−BT (n)
e−nlT
(8.38)
Momente Me−BT (n) izračunamo z
Me−BT (n) = EQ(e−nBT ) = EQ(e−nZ
∆
) (8.39)
= e−nm∆ϕX∆(in) (8.40)
kjer je
ϕX∆(u) = EQ(eiuX
∆
) =
[
EQ(eiuX1)
]∆
= ϕ(u)∆ (8.41)
Nastavimo lT tako, da velja
inf
10≥n≥0
Me−BT (n)
e−nlT
= 10−8 (8.42)
Ko imamo lT izračunan, izračunamo lT−1 z uporabo dejstva
Q(L1 ≤ x) < Q(L2 ≤ x) < · · · < Q(LT ≤ x) (8.43)
in
Q(B1 ≤ x) < Q(B2 ≤ x) < · · · < Q(BT ≤ x) (8.44)
Posledično vemo, da velja l1 > l2 > · · · > lT . Da določimo lT−1 izberemo NT−1
ekvidistančnih točk zi, 1 ≤ i ≤ NT−1 na intervalu [lT , uT−1], potem izračunamo
fBT−1 v točkah zi z uporabo (8.31) ter parametrov MT , lT in uT . Sedaj moramo
oceniti
Q(BT−1 < zi), 1 ≤ i ≤ NT−1 (8.45)
Verjetnosti v (8.45) ocenimo s ploščino pod funkcijo fBT−1 . Ploščino ocenimo s
Simpsonovim integracijskim pravilom, kjer uporabimo točke (zi, fBT−1(zi)). lT−1
tako določimo kot točko zj ∈ {zi, 0 ≤ i ≤ NT−1} za katero velja
Q(BT−1 < zj) < 10−8 (8.46)
Q(BT−1 < zj+1) ≥ 10−8 (8.47)
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Kar moramo še določiti je število NT−1, ki je določeno kot
NT−1 = ⌈50(uT−1 − lT )⌉ (8.48)
Ko imamo izračunano lT−1, lahko izračunamo lT−2, pri čemer izberemo NT−2 ekvi-
distančnih točk zi na intervalu [lT−1, uT−2]. Nato ponovno ocenimo verjetnosti
Q(BT−2 < zi), 1 ≤ i ≤ NT−2 (8.49)
z uporabo Simpsonovega integracijskega pravila na točkah (zi, fBT−2(zi)). Nato vza-
memo lT−2 kot točko zj ∈ {zi, 0 ≤ i ≤ NT−2} za katero velja
Q(BT−2 < zj) < 10−8 (8.50)
Q(BT−2 < zj+1) ≥ 10−8 (8.51)
Na enak način izračunamo l2, . . . , lT−3.
Kar moramo še določiti, so števila Mk, 2 ≤ k ≤ T . Ta števila so določena z
Mk = ⌈E(uk − lk)⌉ (8.52)
kjer je E parameter, ki določi (približno) koliko točk je na eni enoti. Izkaže se, da
je E ključen parameter za izračun gostote fB1 . V poglavju 9 navedemo rezultate za
različne E. Parametru E rečemo tudi število kvadraturnih točk na enoto.
Opazimo še, da se da (8.31) zapisati v matrični obliki kot
fk = Kk+1Dk+1fk+1 (8.53)
kjer je Kk+1 matrika velikosti Mk ×Mk+1, katere (i, j)-ti element je
fZ∆(y
(k)
i − log(ey
(k+1)
j + 1)) (8.54)
Dk+1 je diagonalna matrika, katere (j, j)-ti element je w
(k+1)
j .
Sedaj lahko zapišemo celoten postopek za izračun gostote fB1 . Vhodni podatki
so
• T : T + 1 je število datumov spremljanja,
• ∆: časovni prirastek,
• ϕ: karakteristična funkcija za X1,
• E: število kvadraturnih točk na enoto,
• u = {ui, 1 ≤ i ≤ T}
• lT
• nfft, število točk v katerih izračunamo gostoto fX∆ . V naših izračunih vza-
memo nfft = 217.
• x = {xi, 1 ≤ i ≤ N}, točke v katerih želimo izračunati fB1 .
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Postopek je sledeč
1. Določi ϕX∆(u) = ϕ(u)∆
2. Izračunaj gostoto fZ∆ iz ϕ(u)∆, na nfft točkah na intervalu [lT , u1] z uporabo
hitre Fourijejeve transformacije. Označimo uporabljene točke na intervalu
[lT , u1] s ti, 1 ≤ i ≤ nfft in naj bodo izračunane točke gostote fZ∆ označene
kot fti .
3. Določi funkcijo fZ∆ kot linearno interpolacijo med točkami (ti, fti), 1 ≤ i ≤
nfft.
4. Določi Gaussove uteži w(T )j , 1 ≤ j ≤ MT in abscise y
(T )
j , 1 ≤ j ≤ MT na
intervalu [lT , uT ].
5. določi vektor fT , katerega i-ti element je fZ∆(y
(T )
i ).
6. Ponavljaj za k = T − 1, . . . , 2
(a) Razdeli interval [lk+1, uk] na Nk ekvidistančnih točk z
(k)
i , 1 ≤ i ≤ Nk, kjer
je
Nk = ⌈50(uk − lk+1)⌉ (8.55)
(b) Določi
Mk+1 = ⌈E(uk+1 − lk+1)⌉ (8.56)
(c) Določi Gaussove uteži w(k+1)j , 1 ≤ j ≤ Mk+1 in abscise y
(k+1)
j , 1 ≤ j ≤
Mk+1 na intervalu [lk+1, uk+1].
(d) Ustvari matriki K̃k+1 in D̃k+1. V K̃k+1 je (i, j)-ti element enak
fZ∆(z
(k)
i − log(ey
(k+1)
j + 1)) (8.57)
D̃k+1 je diagonalna matrika z (j, j)-tim elementom w
(k+1)
j .
(e) Izračunaj f̃k:
f̃k = K̃k+1D̃k+1fk+1 (8.58)
(f) Izračunaj lk. Izračunaj verjetnosti
Q(Bk < z(k)i ), 1 ≤ i ≤ Nk (8.59)
Te verjetnosti izračunamo z uporabo Simpsonovega pravila na točkah
(z
(k)
i , f̃k(i)), kjer je f̃k(i) i-ti element v f̃k.
(g) Določi lk kot število z
(k)
j ∈ {z
(k)
i , 1 ≤ i ≤ Nk}, za katero velja
Q(Bk < z(k)j ) < 10−8 (8.60)
Q(Bk < z(k)j+1) > 10−8 (8.61)
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(h) Določi Mk kot
Mk = ⌈E(uk − lk)⌉ (8.62)
(i) Določi Gaussove uteži w(k)j , 1 ≤ j ≤ Mk in abscise y
(k)
j , 1 ≤ j ≤ Mk na
intervalu [lk, uk].
(j) Ustvari matriki Kk+1 in Dk+1. V Kk+1 je (i, j)-ti element enak
fZ∆(y
(k)
i − log(ey
(k+1)
j + 1)) (8.63)
Dk+1 je diagonalna matrika z (j, j)-tim elementom w
(k+1)
j .
(k) Izračunaj fk
fk = Kk+1Dk+1fk+1 (8.64)
7. Določi M2 kot
M2 = ⌈E(u2 − l2)⌉ (8.65)
8. Določi Gaussove uteži w(2)j , 1 ≤ j ≤M2 in abscise y
(2)
j , 1 ≤ j ≤M2 na intervalu
[l2, u2].
9. Določi matriki K2 in D2. V K2 je (i, j)-ti element enak
fZ∆(xi − log(ey
(2)
j + 1)) (8.66)
D2 je diagonalna matrika, katere (j, j)-ti element je enak w
(2)
j .
10. Izračunaj fB1 v točkah x, kot
f1 = K2D2f2 (8.67)
11. i-ti element v f1 je aproksimacija za fB1(xi).
8.2.2 Izračun vrednosti opcije
Ko poznamo funkcijo fB1 lahko izračunamo integral v (8.16) z uporabo Gaussove
kvadrature. Najprej moramo določiti zgornjo mejo v (8.16). Tako, da zapišemo
Ca(K,T ) ≈ e−r∆T
∫ ξ
γ
(
S0
T + 1
(1 + ex)−K
)
fB1(x)dx (8.68)
V naših izračunih vzamemo ξ = u1, kjer je u1 tak
Q(B1 > u1) < 10−8 (8.69)
To pomeni, da na intervalu [γ, ξ] določimo Gaussove abscise xi ∈ [γ, ξ], 1 ≤ i ≤ N
ter Gaussove uteži wi, 1 ≤ i ≤ N . Tako s postopkom opisanim v podpoglavju 8.2.1
izračunamo fB1 v točkah xi, ter izračunamo integral v (8.68) kot
Ca(K,T ) ≈
N∑
i=1
wi
(
S0
T + 1
(1 + exi)−K
)
fB1(xi) (8.70)
V naših izračunih vzamemo N = 7000.
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9 Rezultati
V tem poglavju opišemo rezultate kalibracije naših modelov ter rezultate vrednotenja
azijskih opcij.
9.1 Rezultati kalibracije
Podatki so bili pridobljeni na https://finance.yahoo.com/. Podatki zajemajo
evropske nakupe opcije na S&P 500 ETF (simbol SPY). Podatki so bili pridobljeni
na datum 13.10.2018, ko je bila cena osnovnega sredstva (SPY) enaka 276,01. Za-
padlost opcij je bila 30.9.2019. Za netvegano obrestno mero smo vzeli r = 0.0376.
Tržne cene evropskih nakupnih opcij, ki so bile uporabljene v kalibraciji, so zapi-
sane v datoteki calls_S&P500_2019_09_30.txt. Rezultati kalibracije so podani v
nadaljevanju.
9.1.1 Black-Scholesov model
Ocenjena volatilnost je
σ̂ = 0, 13250 (9.1)
Napake kalibracije so
APE 0,136161
AAE 2,252082
ARPE 0,323737
RMSE 3,298631
Tabela 3: Napake kalibracije za Black-Scholes model
Slika 9: Prileganje modelskih cen resničnim cenam evropskih nakupnih opcij za
Black-Scholes model
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9.1.2 Mertonov model
Ocenjeni parametri so
σ̂ = 0, 0409181 (9.2)
m̂uj = 0, 0279449 (9.3)
λ̂ = 1, 758277 (9.4)
σ̂j = 0, 055769 (9.5)
γ̂ = 0 (9.6)
Napake kalibracije so
APE 0,278704
AAE 3,679448
ARPE 0,242794
RMSE 4,945140
Tabela 4: Napake kalibracije za Mertonov model
Slika 10: Prileganje modelskih cen resničnim cenam evropskih nakupnih opcij za
Mertonov model
37
9.1.3 Dvojni eksponentni model
Ocenjeni parametri so
σ̂ = 0, 033496 (9.7)
λ̂ = 4, 961077 (9.8)
p̂ = 0, 313845 (9.9)
λ̂+ = 17, 289637 (9.10)
λ̂− = 78, 309924 (9.11)
γ̂ = 0 (9.12)
Napake kalibracije so
APE 0,186792
AAE 2,793589
ARPE 0,437387
RMSE 4,120793
Tabela 5: Napake kalibracije za dvojni eksponentni model
Slika 11: Prileganje modelskih cen resničnim cenam evropskih nakupnih opcij za
dvojni eksponentni model
9.1.4 NIG model
Ocenjeni parametri so
α̂ = 3, 2827701 (9.13)
β̂ = −2, 370831 (9.14)
δ̂ = 0, 0619320 (9.15)
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Napake kalibracije so
APE 0,123116
AAE 2,075460
ARPE 0,262142
RMSE 2,736410
Tabela 6: Napake kalibracije za NIG model
Slika 12: Prileganje modelskih cen resničnim cenam evropskih nakupnih opcij za
NIG model
9.1.5 CGMY model
Ocenjeni parametri so
C = 0, 0158401 (9.16)
G = 1, 492229× 10−7 (9.17)
M = 5, 0802721 (9.18)
Y = 1, 1585706 (9.19)
Napake kalibracije so
APE 0,119882
AAE 2,017536
ARPE 0,217868
RMSE 2,701883
Tabela 7: Napake kalibracije za CGMY model
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Slika 13: Prileganje modelskih cen resničnim cenam evropskih nakupnih opcij za
CGMY model
Vidimo da ima najboljše kalibracijske rezultate CGMY in NIG modela. Prika-
žemo še sliko vseh gostot kalibriranih modelov.
Slika 14: Gostote kalibriranih modelov
9.2 Vrednotenje geometrijskih opcij
V tem podpoglavju podamo rezultate za vrednotenje geometrijskih azijskih naku-
pnih opcij. Za izračun cene geometrijske azijske opcije uporabimo r = 0.0376 in
S0 = 100, zapadlost opcije je T̄ = 1, tako da je časovni inkrement med datumi spre-
mljanja enak ∆ = 1/(št. datumov spremljanja − 1). Vrednosti opcij so izračunane
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za različne izvršilne cene K ter različno število datumov spremljanja. V tabelah
je podan čas računanja v sekundah (CPU stolpec). Parametri modelov so vzeti iz
poglavja 9.1. V enakosti (7.9) uporabimo parameter α = 1.5. Za izračun integrala
v (7.9) uporabimo Gaussovo kvadraturno formulo (uporabimo funkcijo quadrature
v paketu scipy v programskem jeziku Python).
9.2.1 Black-Scholesov model
# datumov K Cena CPU
12 90 11,4185 1,2760
12 100 3,7909 1,3160
12 110 0,5788 1,4110
25 90 11,4327 0,8540
25 100 3,8264 1,3320
25 110 0,5997 1,2660
50 90 11,4393 0,8910
50 100 3,8427 1,1820
50 110 0,6093 1,1720
Tabela 8: Cene diskretnih geometrijskih azijskih nakupnih opcij v Black-
Scholesovem modelu.
9.2.2 NIG model
# datumov K Cena CPU
12 90 12,1639 0,9600
12 100 3,8505 1,4490
12 110 0,4118 1,3800
25 90 12,1860 1,0100
25 100 3,8712 1,4800
25 110 0,4227 1,5100
50 90 12,1963 1,1510
50 100 3,8810 1,6200
50 110 0,4278 1,7220
Tabela 9: Cene diskretnih geometrijskih azijskih nakupnih opcij v NIG modelu.
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9.2.3 Dvojni eksponentni model
# datumov K Cena CPU
12 90 11,3088 1,0700
12 100 3,0714 1,5100
12 110 0,6822 1,5100
25 90 11,3141 1,1200
25 100 3,0933 1,5000
25 110 0,7036 1,5300
50 90 11,3165 1,0700
50 100 3,1035 1,5400
50 110 0,7134 1,6200
Tabela 10: Cene diskretnih geometrijskih azijskih nakupnih opcij v dvojnem ekspo-
nentnem modelu.
9.2.4 CGMY model
# datumov K Cena CPU
12 90 12,1841 1,1000
12 100 3,8429 1,5700
12 110 0,3745 1,6720
25 90 12,2032 1,2300
25 100 3,8640 1,7500
25 110 0,3854 1,7500
50 90 12,2123 1,4110
50 100 3,8739 2,0200
50 110 0,3905 2,1200
Tabela 11: Cene diskretnih geometrijskih azijskih nakupnih opcij v CGMY modelu.
9.2.5 Mertonov model
# datumov K Cena CPU
12 90 11,3573 1,0340
12 100 2,8121 1,4310
12 110 0,3235 1,4310
25 90 11,3614 1,0100
25 100 2,8308 1,4800
25 110 0,3370 1,4610
50 90 11,3633 1,0400
50 100 2,8394 1,5400
50 110 0,3432 1,5600
Tabela 12: Cene diskretnih geometrijskih azijskih nakupnih opcij v Mertonovem
modelu.
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9.3 Vrednotenje aritmetičnih opcij
V tem poglavju opišemo rezultate vrednotenja diskretnih aritmetičnih azijskih na-
kupnih opcij. Kot začetno ceno osnovnega sredstva vzamemo S0 = 100. Netvegana
obrestna mera je r = 0.0376, zapadlost opcije je T̄ = 1, tako da je časovni inkrement
med datumi spremljanja enak ∆ = 1/(št. datumov spremljanja−1). Parametri mo-
delov so vzeti iz poglavja 9.1.
Za izračun fB1 vzamemo sledeče parametre nfft = 217. Za izračun zgornjih mej
u = {ui, 1 ≤ i ≤ T} vzamemo prvih 10 momentov za L∆k , 1 ≤ k ≤ T . Prav tako
izračunamo vrednosti opcij za različne vrednosti parametra E (število kvadraturnih
točk na enoto). Za izračun integrala v (8.68) vzamemo število kvadraturnih točk
N = 7000.
Za izračun vrednosti opcije po metodi Monte Carlo vzamemo parametra B =
10000 (število simulacij za oceno β̂) ter N = 10000 (število simulacij za oceno
vrednosti).
9.3.1 Black-Scholesov model
# datumov K MC Cena SE E = 300 E = 350 E = 400
12 90 11,5673 0,00127 11,5655 11,5655 11,5655
12 100 3,8967 0,00095 3,8980 3,8980 3,8980
12 110 0,6316 0,00084 0,6320 0,6320 0,6320
25 90 11,5733 0,001195 11,5738 11,5738 11,5738
25 100 3,9274 0,00094 3,9287 3,9287 3,9287
25 110 0,6515 0,00085 0,6496 0,6496 0,6496
50 90 11,5763 0,00119 11,5776 11,5776 11,5776
50 100 3,9426 0,00093 3,9427 3,9427 3,9427
50 110 0,6567 0,00080 0,6579 0,6579 0,6579
Tabela 13: Cene diskretnih aritmetičnih azijskih nakupnih opcij v Black-
Scholesovem modelu.
# datumov K MC CPU E = 300 CPU E = 350 CPU E = 400 CPU
12 90 7,5350 5,6120 6,2262 7,1840
12 100 7,2700 5,2020 5,9340 6,5880
12 110 7,0930 5,1230 5,8760 6,5900
25 90 6,7100 6,9240 8,1270 9,4300
25 100 7,1310 6,8840 8,0430 9,4220
25 110 7,2830 6,8330 8,9143 9,5310
50 90 6,9060 9,9600 12,2570 14,8310
50 100 6,6290 10,0440 12,2750 14,8160
50 110 7,2510 9,9240 12,2270 14,8760
Tabela 14: Trajanje (v sekundah) izračunov v Black-Scholesocem modelu.
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9.3.2 CGMY model
# datumov K MC Cena SE E = 500 E = 700 E = 800
12 90 12,3107 0,00345 12,3786 12,3786 12,3786
12 100 3,9341 0,00207 3,9978 3,9978 3,9978
12 110 0,4161 0,00208 0,4742 0,4742 0,4742
25 90 12,3200 0,00273 12,3779 12,3779 12,3779
12 100 3,9496 0,00236 4,0009 4,0009 4,0009
25 110 0,4250 0,00155 0,4705 0,4705 0,4705
50 90 12,3255 0,00294 12,3118 12,37689 12,3750
50 100 3,9593 0,00171 3,9772 4,0004 3,9999
50 110 0,4300 0,00178 0,4645 0,4664 0,4664
Tabela 15: Cene diskretnih aritmetičnih azijskih nakupnih opcij v CGMY modelu.
# datumov K MC CPU E = 500 CPU E = 700 CPU E = 800 CPU
12 90 16,9572 45,9998 117,1104 158,1142
12 100 16,4892 44,8384 117,7330 164,6185
12 110 16,9416 45,9158 119,5646 163,3462
25 90 19,7672 129,3146 343,6654 449,6581
25 100 19,8120 126,2932 336,7369 449,6367
25 110 19,8432 129,2592 345,1416 448,3163
50 90 25,6952 316,3481 817,1836 1111,0899
50 100 26,3504 320,8131 804,7872 1116,3354
50 110 26,0550 320,0381 798,3914 1107,4649
Tabela 16: Trajanje (v sekundah) izračunov v CGMY modelu.
9.3.3 Dvojni eksponentni model
# datumov K MC Cena SE E = 300 E = 350 E = 400
12 90 11,4292 0,00728 11,4352 11,4352 11,4352
12 100 3,1802 0,00624 3,1788 3,1788 3,1788
12 110 0,7464 0,00502 0,7477 0,7477 0,7477
25 90 11,4320 0,00655 11,4351 11,4351 11,4352
25 100 3,2059 0,01019 3,1961 3,1961 3,1961
25 110 0,7590 0,00627 0,7657 0,7657 0,7658
50 90 11,4388 0,00671 11,4351 11,4351 11,4349
50 100 3,1980 0,00644 3,2041 3,2042 3,2041
50 110 0,7752 0,00545 0,7741 0,7741 0,7740
Tabela 17: Cene diskretnih aritmetičnih azijskih nakupnih opcij v dvojnem ekspo-
nentnem modelu.
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# datumov K MC CPU E = 300 CPU E = 350 CPU E = 400 CPU
12 90 6,7392 4,7736 5,4288 6,0684
12 100 6,3346 4,8204 5,4600 6,0840
12 110 6,3492 4,8672 5,3976 6,1202
25 90 6,8952 6,3024 7,4412 8,7692
25 100 7,0668 6,3084 7,4014 8,7692
25 110 7,0668 6,3502 7,4140 8,7360
50 90 8,7360 9,1260 11,1862 13,7134
50 100 8,6892 9,1260 11,1228 13,7144
50 110 8,6892 9,1728 11,1082 13,6464
Tabela 18: Trajanje (v sekundah) izračunov v dvojnem eksponentnem modelu.
9.3.4 Mertonov model
# datumov K MC Cena SE E = 300 E = 350 E = 400
12 90 11,4434 0,00360 11,4405 11,4405 11,4405
12 100 2,8783 0,00247 2,8800 2,8800 2,8800
12 110 0,3497 0,00228 0,3526 0,3526 0,3526
25 90 11,4374 0,00287 11,4410 11,4410 11,4410
25 100 2,8957 0,00274 2,8956 2,8956 2,8956
25 110 0,3646 0,00355 0,3645 0,3645 0,3645
50 90 11,4399 0,00350 11,4413 11,4410 11,4411
50 100 2,9051 0,00289 2,9028 2,9027 2,9028
50 110 0,3676 0,00247 0,3701 0,3701 0,3701
Tabela 19: Cene diskretnih aritmetičnih azijskih nakupnih opcij v Mertonovem mo-
delu.
# datumov K MC CPU E = 300 CPU E = 350 CPU E = 400 CPU
12 90 6,4650 4,9532 5,5692 6,2868
12 100 5,8344 4,9140 5,5848 6,2878
12 110 5,8656 4,9140 5,6160 6,2732
25 90 6,7392 6,5208 7,7240 9,0792
25 100 6,6612 6,5520 7,6908 9,1280
25 110 6,6768 7,1136 7,7532 9,0948
50 90 8,3739 9,6062 11,7312 14,5236
50 100 8,2992 9,5034 11,7468 14,3364
50 110 8,2846 9,5532 11,7000 14,3364
Tabela 20: Trajanje (v sekundah) izračunov v Mertonovem modelu.
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9.3.5 NIG model
# datumov K MC Cena SE E = 700 E = 900 E = 1100
12 90 12,2954 0,00329 12,2954 12,2954 12,2955
12 100 3,9444 0,00289 3,9449 3,9449 3,9449
12 110 0,4523 0,00174 0,4580 0,4580 0,4581
25 90 12,3081 0,00319 12,3101 12,3129 12,3123
25 100 3,9614 0,00271 3,9601 3,9609 3,9607
25 110 0,4654 0,00201 0,4660 0,4661 0,4660
50 90 12,3186 0,00310 12,1824 12,3238 12,3381
50 100 3,9680 0,00275 3,8976 3,9720 3,9738
50 110 0,4678 0,00212 0,4674 0,4697 0,4703
Tabela 21: Cene diskretnih aritmetičnih azijskih nakupnih opcij v NIG modelu.
# datumov K MC CPU E = 700 CPU E = 900 CPU E = 1100 CPU
12 90 9,9060 65,2943 122,0888 202,3817
12 100 9,4380 65,2539 123,5214 197,6719
12 110 9,2518 66,5537 123,3660 202,6743
25 90 9,7344 196,2931 336,3287 460,3351
25 100 9,8124 149,0898 274,8878 460,4924
25 110 9,8934 149,4310 273,9186 453,6495
50 90 9,9060 367,6992 677,6439 1128,4801
50 100 9,9382 366,3346 674,3275 1129,1157
50 110 10,0464 371,5044 671,1101 1132,1308
Tabela 22: Trajanje (v sekundah) izračunov v NIG modelu.
10 Zaključek
V tem delu predstavimo metode za vrednotenje diskretnih azijskih opcij. Za geome-
trijske opcije dobimo analitično formulo cene. Za izračun cene geometrijske opcije
uporabimo numerično integracijo, ki vzame kratek čas (približno 1-2 sekundi). Za
aritmetične opcije uporabimo Monte Carlo metodo in kvadraturno formulo. Kvadra-
turna metoda omogoča tudi izračun nekaterih grških parametrov (Gama in Delta).
Iz rezultatov je razvidno, da moramo za aritmetične opcije z več datumi spremljanja
izbrati višje vrednost parametra E za bolj natančen izračun cene. Izkaže se, da za
Black-Scholes model ter difuzijska modela s skoki (Mertonov in dvojni eksponentni)
zadostuje že E = 300, ki ima približno enako časovno zahtevnost kot Monte Carlo
metoda. Za CGMY in NIG modela moramo uporabiti višje vrednosti parametra E,
da dobimo natančno vrednost opcije. Za visoke vrednosti E in veliko število datu-
mov spremljanja, se izkaže, da je postopek vrednotenja časovno zahteven za modela
CGMY in NIG, zato za ta modela predlagamo Monte Carlo metodo za vrednotenje,
saj je ta metoda časovno manj zahtevna kot kvadraturna metoda. Prav tako so
Monte Carlo metode dovolj natančne.
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11 Priloga
11.1 Modificirana Besselova funkcija
Modificirani Bessselovi funkciji prvega reda I±v(z) in tretjega reda (znana tudi kot
McDonaldova funkcija) Kv(z), sta rešitvi diferencialne enačbe
z2
∂2w
∂2z
+ z
∂w
∂z
− (z2 + v2)w = 0 (11.1)
Funkcijo Iv(z) lahko zapišemo kot
Iv(z) = (z/2)
v
∞∑
k=0
(z2/4)k
k!Γ(v + k + 1)
(11.2)
in za Kv(z) velja
Kv(z) =
π
2
Iv(z)− I−v(z)
sin(vπ)
(11.3)
kjer desno stran zamenjamo z limitno vrednostjo če je v celo število ali 0.
Besselova funkcija Kv je lahko izražena v integralni formi:
Kv(z) =
1
2
∫ ∞
0
uv−1 exp(−1
2
z(u+ u−1))du. (11.4)
11.2 Dokaz karakteristične funkcija za Y ∆T
Tukaj dokažemo enakost (7.6).
Naj bo Y ∆T = log(G∆T ), kjer je G∆T podana v (7.3). Y ∆T lahko ponazorimo s
prirastki Lévyjevega procesa X∆k
Y ∆T =
1
T + 1
T∑
k=0
log(S∆k) (11.5)
= log(S0) +
1
T + 1
(
m∆
(T + 1)T
2
+
T∑
k=1
k∑
i=1
X∆i
)
(11.6)
= log(S0) +m∆
T
2
+
1
T + 1
T∑
k=1
Xk
T∑
i=k
1 (11.7)
= log(S0) +m∆
T
2
+
1
T + 1
T∑
k=1
(T − k + 1)X∆k (11.8)
Ker so X∆k neodvisne in identično porzdeljene slučajne spremenljivke, lahko pišemo
EQ
(
eiuY
∆
T
)
= eiu(log(S0)+m∆
T
2
)
T∏
k=1
EQ
(
exp
(
iu
T − k + 1
T + 1
X∆k
))
(11.9)
= exp
(
iu
(
log(S0) +m∆
T
2
)
+
T∑
k=1
ψ∆
(
u
T − k + 1
T + 1
))
. (11.10)
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