Abstract. An operator family of densely defined closed linear operators and the multiplication operator associated with it are considered. The spectrum of this multiplication operator is expressed in terms of the spectra of the operators in the given family.
Introduction
When considering problems from mathematical physics modelled by linear differential operators, separation of variables (often with respect to the time variable on the one hand and the space variables on the other hand) leads to spectral problems where the spectrum gives information about stability and discrete states. However, a further separation of variables in the space variables is often useful; for example, if differentiation does not occur with respect to all space variables. Therefore, the original spectral problem is split into a family of spectral problems. Here we investigate the question how the spectrum of the original problem can be descibed by the spectra of the operators in this family. This allows, for example, to describe the spectrum of certain PDE problems in terms of spectra of a family of associated ODE problems.
More precisely, we consider an operator family (A(ρ)) ρ∈X of closed densely defined operators on a Banach space E, where X is a locally compact space. With this family we associate an operator A on L p (X, µ, E), 1 ≤ p < ∞, for a given Radon measure µ on X such that (Af )(ρ) = A(ρ)f (ρ), ρ ∈ X, which we call a multiplication operator. Our main result describes the spectrum of A in terms of the spectra of the operators A(ρ).
There are two main assumptions on the operator family A(ρ), namely that the domains D(A(ρ)) are independent of ρ and that the operator family depends continuously on ρ on a compactification of X, where the common domain is equipped with a graph norm. For self-adjoint operators on Hilbert spaces, this concept was developed e. g. in Reed and Simon, [9, Section XIII.16 ]. There it is only assumed that A(ρ) depends measurably on ρ; however, the characterization of the spectrum is more complicated, see [9, Theorem XIII.85] . For not necessarily self-adjoint operators in Hilbert space one can use the theory of direct integrals, see e. g. Azoff, [1] , and Dixmier, [5, Chapter II, §2] . For usual multiplication operators, i. e. multiplication by matrix functions, the spectrum has been investigated e. g. by Hardt and Wagenführer in [7] .
As was pointed out in [1] , in general there is little resemblance between the spectra of the family A(ρ) and the spectrum of A. Therefore we will require continuity of the family A(ρ); see below for a precise definition. Although our assumptions on A(ρ) seem quite restrictive, many problems in mathematical physics lead to operator functions of this type. We note that a particular example has been studied by Binding and Volkmer in [2] in the setting of two-parameter problems.
In [3] we have considered a particular example from magnetohydrodynamics in L 2 . In this paper we give a more general theoretical background and extend the example into a more general setting. In a forthcoming paper we will consider the more general case that the assumptions on A(ρ) are replaced by the assumption that A(ρ) depends continuously on ρ with respect to the gap topology on the space of closed operators in H. This allows the domains of A(ρ) to depend on ρ.
The paper is organized as follows. In Section 2 we define the multiplication operator A associated with (A(ρ)) ρ∈X and prove that A is closed. In Section 3 it is shown that the spectrum of A is the union of the spectra of A(ρ) over ρ in the compactification of X. Results on the point spectrum and the essential spectrum are established in Section 4. In Section 5 results are obtained for cases where A(ρ) is only continuous on X. In Section 6 the general results are applied to some classes of examples to illustrate the reduction process.
The multiplication operator associated with an operator family
Throughout this paper, X denotes a nonempty locally compact Hausdorff space, µ a Radon measure on X with supp µ = X, E a Banach space with norm · , 1 ≤ p < ∞, and [4] only deals with finite measure spaces, but it is easily seen that finiteness is not needed here. Let C(E) denote the set of closed operators on E. For a subspace D ⊂ E, we denote by C D (E) the subset of C(E) consisting of those closed operators T with domain D(T ) being exactly D.
On C D (E) we define a topology as follows. For an operator G ∈ C D (E), we denote by · G the graph norm of G on D given by
and set
Then ρ G is a metric on C D (E). We note that the topology induced by the metric ρ G does not depend on the choice of the operator G since all the graph norms on D are equivalent by the closed graph theorem, and that (C D (E), · G ) can be identified with a subset of the space
Let Y be a compactification of X. We consider an operator function
with the following properties:
is equipped with the above mentioned topology. 
2)
Proof. The existence of c G such that (2.1) holds is an immediate consequence of assumption (b) and the compactness of Y . Now let x ∈ D and ρ ∈ Y . Then
Assume that the left inequality in (2.2) is false for any positive constant m G . Then there are a sequence (
The continuity assumption (b) implies that for every ε > 0 there is a positive integer n ε such that A(ρ nε ) − A(ρ) G < ε and x nε A(ρn ε ) < ε. This leads to
But this contradicts the equivalence of the two graph norms · A(ρ) and · G .
Proposition 2.2. Let assumptions (a) and (b) be satisfied. Then there is a unique bounded linear operator
Hence there is a unique bounded linear operator defined on the subset of simple functions of L p (X, µ, D) with the desired property. Since this subset is dense in
, the proof is complete.
As every L p -convergent sequence contains a subsequence converging almost everywhere, see [6, Theorem III.3.6 and Corollary III. 6 .13], we may assume that
To finish the proof we have to show that f ∈ L p (X, µ, D), for which it suffices to prove that (f n ) ∞ 1 is a Cauchy sequence there. In view of Proposition 2.1 we
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conclude that
H → 0 as n, m tend to ∞, which completes the proof.
Because of (2.3) we call A the multiplication operator associated with the operator family A. The simplest examples of multiplication operators associated with a family of operators are operators of multiplication by scalar functions or, more generally, by matrix functions. But multiplication operators may also arise from differential operators the highest derivatives of which do not contain derivatives in all directions, see Section 6.
The spectrum of the multiplication operator
In the following for an operator T we denote its spectrum by σ(T ), its point spectrum, i. e., the set of its eigenvalues, by σ p (T ), and its essential spectrum, i. e., the set of all points λ ∈ σ(T ) where T − λ is not a Fredholm operator, by σ ess (T ).
Theorem 3.1. Let assumptions (a) and (b) be satisfied. Then the spectra of the operator A and the operator family A are related as follows:
) there are two cases: either A(ρ 0 ) − λ has a closed range which is a proper subspace of E, or there is a sequence (f n ) ∞ 1 in D with f n = 1 and (A(ρ 0 ) − λ)f n < 1 n . We first consider the second case. Since X is dense in Y , X n := Y n ∩ X is a nonempty open subset of X. Since µ is a Radon measure on the locally compact space X with support X, we can find a measurable subset M n of X n such that µ(M n ) is a finite positive number. Let α n := (µ(M n ))
Denk, Möller and Tretter IEOT
Now assume that A(ρ 0 ) − λ has a closed range which is a proper subspace of E. Then there is h ∈ E * \ {0} such that (A(ρ 0 ) − λ)f, h = 0 for all f ∈ D.
Suppose that λ ∈ ρ(A). Choose M n and α n as above, let β n := (µ(M n ))
and the closed graph theorem imply that (A−λ)
). Thus we would obtain
This contradiction shows that also in this case λ ∈ σ(A).
Conversely, let λ ∈ σ(A). If λ is an eigenvalue of A, then there exists a
Hence, by definition of A, A(ρ)f (ρ) = λf (ρ) for almost all ρ ∈ X. Since f = 0, f (ρ) = 0 for all ρ in some set of positive measure. Hence there is ρ 0 ∈ X such that f (ρ 0 ) = 0 and
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A(ρ 0 )f (ρ 0 ) = λf (ρ 0 ). This proves
Now assume that λ ∈ σ(A) is not an eigenvalue of A. Then A − λ is injective, but not surjective, and we can find an element g ∈ H such that (A − λ)f = g for all f ∈ L p (X, µ, D). Assume λ ∈ ρ∈Y σ(A(ρ)). For (almost all) ρ ∈ X we define
From assumption (b) and the continuity of the inversion, see [8, Theorem IV.1.16], it follows that the mapping ρ → (A(ρ)
Remark 3.2. i) It is a remarkable fact that the spectrum of A is independent of the chosen measure µ as long as supp µ = X. ii) Also, the spectrum of A is independent of p. This is a property which often holds for differential operators in L p spaces. iii) The assumption that supp µ = X is not essential in that one can replace X with supp µ and Y with the closure of supp µ in Y . Assumptions (a) and (b) clearly remain true for these smaller sets. 
n and almost all x ∈ [a, b] is the usual operator of multiplication by the matrix function A. By Theorem 3.1 it follows that (compare [7] ),
In particular, if n = 1 and u ∈ C[a, b], we obtain the well known result that the spectrum of the operator A of multiplication by the function u is given by 
Proof. The inclusion
follows from Theorem 3.1 since σ(A) is closed. For the point spectrum the converse inclusion (even without the closure) has been proved in (3.1). The proof of the inclusion for the whole spectrum follows if we modify the last paragraph of the proof of Theorem 3.1 using assumption (3.3) in order to show in (3.2) that the function h therein belongs to L p (X, µ, D).
In the next theorem we will see that assumption (3.3) is fulfilled if all operators A(ρ), ρ ∈ X, are self-adjoint. However, the following example shows that, even if conditions (a) and (b) hold, it may happen that
Example. Consider the family of operators in 2 (Z) given by
where A 0 is a modified left shift operator in 2 (Z) defined by
A 0 x 0 = 0, A 0 x n = x n−1 , n ∈ Z, n = 0, and the operator A 1 in 2 (Z) is given by
It is not difficult to show, see [8, Chapter IV, Example 3.8] , that σ(A(ρ)) ⊂ {λ ∈ C : |λ| = 1}, ρ ∈ (0, 1], but in the limit ρ → 0 one has σ(A 0 ) = {λ ∈ C : |λ| ≤ 1}.
Theorem 3.4. Let E be a Hilbert space and let assumptions (a) and (b) be satisfied. Assume that A is self-adjoint, i. e., A(ρ) is self-adjoint for all ρ ∈ X. Then
and A is self-adjoint if p = 2.
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Proof. We first note that we can take p = 2, see Remark 3.2 i). Also, the selfadjointness of each A(ρ) implies that for any ρ ∈ X and λ ∈ ρ ∈X σ(A(ρ )) we have the estimate
where η is independent of ρ. Then, with the aid of (2.2), it follows that
for ρ ∈ X and x ∈ E and hence condition (3.3) of Corollary 3.3 is satisfied, which proves the assertion about the spectrum of A.
It remains to be shown that
and hence A is symmetric. For all ρ ∈ X we have σ(A(ρ)) ⊂ R since A(ρ) is self-adjoint. From what has already been proved it follows that σ(A) ⊂ R. Since the operator A is symmetric and closed, this implies that A is self-adjoint.
The point spectrum of the multiplication operator
In this section we assume that E is a Hilbert space and that p = 2.
Theorem 4.1. Let assumptions (a) and (b) be satisfied, where E is a separable Hilbert space, and suppose p = 2. Then λ ∈ σ p (A) if and only if there exists a measurable subset M of X such that µ(M ) > 0 and
Proof. If λ ∈ σ p (A), we have already seen in the proof of Theorem 3.1 that there exists a set E of positive measure such that (4.1) holds. Conversely, let λ ∈ C be given for which a measurable set M with µ(M ) > 0 and (4.1) exists. Due to the fact that µ is a Radon measure, every measurable set of infinite measure contains a measurable subset of positive finite measure. Therefore we may assume µ(M ) < ∞. We want to show that λ ∈ σ p (A).
The main part of the proof consists in showing that the orthogonal projection in D onto the null space N (A(ρ)−λ) is measurable. To see this, for every ρ ∈ X we consider the operator A(ρ) − λ as a bounded operator from D to E and define its IEOT adjoint operator (A(ρ) − λ) * ∈ B(E, D). Due to assumption (b) and the definition of the adjoint operator, for every fixed f ∈ D and g ∈ E the scalar-valued function
is a continuous (and thus measurable) function on X. Here (·, ·) G denotes the scalar product in the Hilbert space D induced by · G . Now we fix an orthonormal basis {e n } ∞ 1 of E. Then f n (ρ) := (A(ρ) − λ) * e n is a measurable function of ρ, and for every fixed ρ ∈ X the set {f n (ρ) : n ∈ N} is complete in the range R(A(ρ) − λ) * ⊂ D in the sense that the closure of all finite linear combinations of f n (ρ) contains this range. Applying the Gram-Schmidt orthogonalization to {f n (ρ)} 
for every fixed f ∈ D. Therefore, for the projection P (ρ) := I − P (ρ), ρ → P (ρ)f is also measurable for all f ∈ D. But P (ρ) is the orthogonal projection in D onto
As D endowed with the norm · G is isomorphic to the graph of G, which is a closed subspace of the separable Hilbert space E × E, D is separable, too. We fix an orthonormal basis {h n } ∞ 1 of D and define f(ρ) := P (ρ)h N (ρ) for ρ ∈ M where N (ρ) := min{n ∈ N : P (ρ)h n = 0} , adapting an idea from [1] , proof of Lemma 5.7. Note that for every ρ ∈ M at least one n ∈ N exists with P (ρ)h n = 0 because N (A(ρ) − λ) = {0}. For ρ ∈ X \ M , we define f(ρ) := 0.
As ρ → P (ρ)h n is measurable for every n ∈ N, the same is true for ρ → f(ρ). Moreover, we have
and therefore the function f belongs to the domain of A. By definition of f, we have (A(ρ) − λ)f(ρ) = 0 for all ρ ∈ X and f(ρ) = 0 for all ρ ∈ M which shows that λ is an eigenvalue of A.
If one takes a singleton {ρ} for X, then obviously A is isomorphic to A(ρ), and σ ess (A(ρ)) = σ(A(ρ)) implies σ ess (A) = σ(A). Below we shall see that this latter property cannot happen if µ is non-atomic, i. e., if for every measurable subset M of X with µ(M ) > 0 there is a measurable subset
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Theorem 4.2. Let assumptions (a) and (b) be satisfied, where E is a Hilbert space, and suppose p = 2. Assume that µ is non-atomic. Then σ ess (A) = σ(A).
Proof. First we show that every eigenvalue has an infinite dimensional eigenspace.
e., {fχ Mn : n ∈ N} belongs to the null space of A − λ and is obviously a set of linearly independent functions. Hence λ is an eigenvalue with infinite dimensional eigenspace. Now assume f ∈ H \ {0} is orthogonal to the range of A − λ. Choosing sets M 1 , M 2 , . . . as above we obtain for all g ∈ D(A) that
i. e., {fχ Mn : n ∈ N} is orthogonal to the range of A − λ, and thus the range of A − λ cannot be a proper subspace of H with a finite dimensional complement. 
The spectrum of A under weakened assumptions
In the previous sections we assumed that A is defined on Y . But the operators A(ρ) are naturally defined only on X, and even though continuous dependence on ρ might be a reasonable assumption, requiring that we have a continuos extension to Y could be too restrictive. However, the estimates (2.2) are essential to define A and to show that A is closed. Hence we shall consider the conditions (a ) D = D(A(ρ)), ρ ∈ X, is independent of ρ and a dense subspace of E, (b ) A : X → C D (E) is continuous, (c ) There are positive constants m G and M G such that
It is clear from Proposition 2.1 that the assumptions (a ), (b ), (c ) are weaker than the assumptions (a), (b).
It is now easy to see that Revisiting the proofs of Theorem 3.1 and Proposition 3.3, we obtain 6.2. Let I = [a, b] and X be intervals, −∞ < a < b < ∞, µ a Radon measure on X with support X, n ∈ N, and set H = L 2 (X × I, µ). Consider continuous and bounded functions a j : X × I → C, j = 0, . . . , n, such that a n is never zero and a a j (ρ, ·)g (j) , g ∈ D(A(ρ)).
As above we obtain The picture, however, changes if a n is allowed to have zeros. In this case, the domains of the operators A(ρ) are no longer independent of ρ. This problem will be consider in a forthcoming paper.
