Abstract. A Boolean function is bipolar iff it is monotone or antimonotone in each of its arguments. We investigate the number b(n) of n-ary bipolar Boolean functions. We present an (almost) closed-form expression for b(n) that uses the number a(n) of antichain covers of an n-element set. This is closely related to Dedekind's problem, which can be rephrased as determining the number d(n) of Boolean functions that are monotone in all arguments. Indeed, a closed-form solution of a(n) would directly yield a closed-form solution of d(n), suggesting that determining a(n) is a non-trivial problem of itself. §1. Introduction. Computer science makes use of mathematical logic in many ways. A particular recent application of logic in computer science is in the field of abstract argumentation. This field is concerned with modelling (abstractions) of discussions, debates and other forms of human argumentation using mathematical tools. While the predominantly used formalism to date has been the abstract argumentation framework of Dung [3], a number of authors have introduced extensions of that formalism. One such extension is the abstract dialectical framework by Brewka and Woltran [1] . That formalism crucially relies on Boolean functions to express relationships between different positions in a debate.
§1. Introduction. Computer science makes use of mathematical logic in many ways. A particular recent application of logic in computer science is in the field of abstract argumentation. This field is concerned with modelling (abstractions) of discussions, debates and other forms of human argumentation using mathematical tools. While the predominantly used formalism to date has been the abstract argumentation framework of Dung [3] , a number of authors have introduced extensions of that formalism. One such extension is the abstract dialectical framework by Brewka and Woltran [1] . That formalism crucially relies on Boolean functions to express relationships between different positions in a debate.
As one of their contributions, Brewka and Woltran introduced a sublanguage of their formalism where only special Boolean functions are allowed, so-called bipolar Boolean functions. In a bipolar function, each of its arguments is supporting or attacking. Intuitively, in argumentation, a statement P supports another statement Q if it is never the case that accepting the truth of P leads to rejecting the truth of Q. Symmetrically, statement P attacks statement Q if accepting the truth of P can never lead to accepting the truth of Q.
Mathematically, supporting and attacking arguments of Boolean functions are simply arguments in which the function is monotone or antimonotone, respectively. In this paper we study the class of Boolean functions that are monotone or antimonotone (or both) in each of their n arguments. In particular, we analyze the cardinality b(n) of this class, where it turns out that there is a close relationship to a combinatorial problem posed by Richard Dedekind in 1897 [2] .
The resulting integer sequence b(n) is given by 2, 4, 14, 104, 2170, 230540, 499596550, 309075799150640, . . . c 0000, Association for Symbolic Logic 0022-4812/00/0000-0000/$00.00
and apparently has not received any attention in the literature so far. 1 While it is somewhat obvious that the number b(n) of bipolar Boolean functions grows considerably with n, we can show that the proportion of bipolar Boolean functions versus all Boolean functions -the quotient b(n) 2 2 n -approaches zero as n approaches infinity.
The rest of the paper proceeds as follows. We first give some background and notation on Boolean functions and (anti-)monotonicity properties. In the section thereafter we analyze the number of bipolar Boolean functions. Section 4 gives a closed upper bound for b(n) and shows that the number of bipolar Boolean functions is relatively (in comparison to the total number of Boolean functions) negligible. Then, Section 5 briefly clarifies the relation to Dedekind's problem, and Section 6 concludes. §2. Background. Let X be a countable set of variables, that is, X = {x 1 , x 2 , . . . }. We denote the set of truth values by B = {0, 1}. An n-ary Boolean function is of the form f : B n → B, where we assume for simplicity that the arguments of f are
This in turn yields an input vector
) to an n-ary Boolean function. We use this fact to sometimes abbreviate
• monotone iff for all 1 ≤ i ≤ n, f is monotone in x i ;
• antimonotone iff for all 1 ≤ i ≤ n, f is antimonotone in x i ;
• bipolar iff for all 1 ≤ i ≤ n, f is monotone in
• antimonotone in x i , we call x i attacking in f ;
• both monotone and antimonotone in x i , we call x i redundant in f ;
• neither monotone nor antimonotone in x i , we call x i dependent in f . Note that monotone Boolean functions in n arguments can be equivalently characterized thus:
The property of being supporting/attacking etc. will be called the polarity of an argument. Since supporting/attacking arguments might be redundant, we use the prefix strictly to exclude this; that is, an argument is strictly supporting iff it is supporting and not attacking, symmetrically an argument is strictly attacking iff it is attacking and not supporting.
We denote the set of all Boolean functions in n arguments by B n = {f : B n → B}. Furthermore, for s, a, r, d ∈ N, we denote by B n (s, a, r, d) the set of Boolean functions in n arguments where exactly s arguments are supporting, a arguments are attacking, r arguments are redundant and d arguments are dependent. Note that in this case n = s + a − r + d since redundant arguments are supporting and attacking. So for example, B n (k, 0, 0, n − k) denotes the set of Boolean functions that are supporting in exactly k arguments where none of the arguments is redundant; B n (n, k, k, 0) is the set of monotone Boolean functions: all arguments are supporting, but some k ≤ n of them might also be attacking and thus redundant.
But then, for
Thus f is not monotone in x j . Contradiction. 2. Analogous.
4. Analogous.
In the following we use the abbrevation m = {n 1 , n 2 , . . . , n m } for an m-element set of natural numbers. Building upon this, for a Boolean function f : B n → B we denote by
The following result shows that this notation is justified because the order in which these i-negations are applied does not matter. Furthermore, applying i-negation twice is the identity operation since 1
Finally, when taking two Boolean functions where all arguments are strictly supporting (that is, a non-degenerate monotone Boolean function) and repeatedly applying i-negations to them, this process leads to distinct Boolean functions if and only if we started out with different functions, or manipulated them differently.
n → B be a Boolean function.
1. For any m ⊆ {1, . . . , n} and any permutation π : {1, . . . , m} → {1, . . . , m},
(injectivity)
Proof. 1. Obvious (cf. Def. 1). 2. Obvious (cf. Def. 1).
3. Let f, g ∈ B n (n, 0, 0, 0) and m, k ⊆ {1, . . . , n} such that f = g or m = k. We do a case distinction whether m = k.
•
The properties shown by this proposition are instrumental in proving the following useful lemma. It asserts that, intuitively, there are two orthogonal dimensions along which (strict) bipolar Boolean functions can be constructed: first, the polarity of their arguments, that is, the choice whether a particular argument will be (strictly) supporting or attacking; second, the underlying logical relationships between the arguments, that make up the essence of the function in the end.
Lemma 2. Let s, a, n ∈ N such that s + a = n.
We define the mapping
and show that it is a bijection. Clearly the mapping is well-defined, since for f ∈ B n (n, 0, 0, 0) and a ∈ {1,... ,n} a , we have f −a ∈ B n (s, a, 0, 0) by Lemma 1. ϕ is injective:: For f, g ∈ B n (n, 0, 0, 0) and m, k ⊆ {1, . . . , n} with f = g or m = k, it follows directly from Proposition 1 that f −m = g −k . ϕ is surjective:: Let f ∈ B n (s, a, 0, 0) and denote by a the set of indices whose arguments are attacking in f . Then clearly f −a ∈ B n (n, 0, 0, 0), and furthermore
In combination, we get
. . , c n ) where for 1 ≤ i ≤ n we set
For a Boolean function f ∈ B n we now define
Now let s, a, r, n ∈ N with s + a − r = n. We define the mapping ψ : B n (s, a, r, 0) → B n−r (s − r, a − r, 0, 0) × {1, . . . , n} r with f → f n\r f , r f where r f denotes the set of indices whose arguments are redundant in f . We proceed to show that ψ is bijective. ψ is injective:: Let f, g ∈ B n (s, a, r, 0) with f = g. Then there are
By definition of r f and r g , we also have that
Assume to the contrary of what we have to show that (f n\r f , r f ) = (g n\r g , r g ). Then in particular f n\r f = g n\r g . It follows that for all (c 1 , . . . , c n−r ) ∈ B n−r , we get
In particular,
Contradiction. Thus (f n\r f , r f ) = (g n\r g , r g ).
ψ is surjective:: Let f ∈ B n−r (s − r, a − r, 0, 0) and r ⊆ {1, . . . , n}. Define
where i 1 , . . . , i n−r ∈ {1, . . . , n} \ r such that i 1 < i 2 < . . . < i n−r . Then clearly r = r g and thus ψ(g) = (g n\r g , r g ) = (g n\r , r) = (f, r).
Now we are prepared to turn to the main theorem.
Theorem 1. The number of bipolar Boolean functions in n arguments is
Consider the following equalities. Afterwards we will clarify every single step. As a notational shorthand we use B n ( * , * , r, 0) for s+a−r=n B n (s, a, r, 0), i.e. all possible (s,a)-combination of supporting and attacking arguments for Boolean functions in n arguments with r redundant arguments. Observe that Theorem 1 implies that the problem of determining the number of bipolar functions in n arguments can be reduced to the problem determining the number of Boolean functions in n arguments where all arguments are strictly supporting, so-called nondegenerate monotone Boolean functions. According to the online encyclopedia of integer sequences at http://oeis.org/A006126, Rodrigo Obando observed that this number in turn coincides with the number a(n) of antichain covers of an n-element set.
2 In our terminology, this is formulated as follows:
Proof. It is well-known that antichains correspond to monotone Boolean functions. Consider therefore Φ : aC n → B n (n, * , * , 0) where aC n abbreviates the set of all ⊆-antichains in the n-element set V = {x 1 , . . . , x n }. For any A = (A i ) i∈I ∈ aC we define the monotone Boolean function Φ(A) = f A via
Obviously, Φ is injective. To see that Φ is even surjective consider any f ∈ B n (n, * , * , 0). Define
We have Φ(A f ) = f and thus, Φ is shown to be a bijection. We will show now that the restriction of Φ to antichain covers matches the set of nondegenerate monotone Boolean functions B n (n, 0, 0, 0). Let f ∈ B n (n, 0, 0, 0). We will show that A f is an antichain cover. Since f is non-degenerate we derive: for any argument x i exists a witnessing vector b w = (b 1 , . . . , b i−1 , b i+1 , . . . , b n ) 
we may further assume that the witnessing vector is componentwiseminimal since there are only finitely many which have to be considered. We deduce that for b
is ⊆-minimal in X and thus x i ∈ A∈A f A is guarenteed. Assume, to derive a contradiction, that there is some X ∈ X with X X
We proceed with a case distinction. A for any 1 ≤ i ≤ n. This means A f is an antichain cover. It remains to show that the non-degeneracy of Φ(A) = f A is guarenteed whenever A is an antichain cover. Assume to the contrary that f A is degenerate. This means that there is an x i such that f A is supporting and attacking in x i , i.e. for all b = (b 1 , . . . , b i−1 , b i+1 , . . . , b n ) ∈ B n−1 we have:
Let b
Since A is an antichain cover we derive the existence of an A ∈ A such that
In consideration of the equation above,
This in turn enforces the existence of an A ∈ A, s.t. A A in contrast to the antichain property of A.
The first 8 values of this sequence are given here: n a(n)
We additionally set a(0) = 2, since there are two null-ary Boolean functions where all of the arguments are non-redundant, namely the constant functions 0 and 1.
As a direct consequence, we get a closed expression for b(n) that depends only on a(i) for 0 ≤ i ≤ n.
A closed expression for the upper bound. While it seems difficult to provide a closed-form expression for b(n), we can present an upper bound.
Proposition 3. For any n ∈ N we have
consideration of this observation the reader might get the impression that the number of bipolar functions account for a major proportion of the number of Boolean functions in general. The following proposition shows that this is not the case. To the contrary, the possibility that an arbitrary chosen Boolean function is bipolar approaches zero. This also shows that the bound given in Proposition 3 is non-trivial.
Proof. By Proposition 3 and standard fractional arithmetic we have
Consequently, lim n→∞ b(n) 2 2 n = 0 concluding the proof. As already mentioned the presented upper bound coincides with b(n) if n ∈ {1, 2}. This is not surprising for n = 1 since we counted the number of functions being attacking or supporting in x 1 , thus being bipolar. In case of n = 2 one may easily show that being attacking or supporting in x 1 enforces non-dependency in x 2 . The following example shows that this property does not carry over to n ≥ 3.
Example 2. Consider f : B 3 → B where
The argument x 1 is supporting since whenever a ≤ a , then f (a, b, c) ≤ f (a , b, c). This means, the function f is one of the 2 · 3 [2] presented the problem of determining the number d(n) of monotone Boolean functions in n arguments. Numerous authors have tackled the problem, giving asymptotic estimations, exact values for small n, recursive equations or algorithms (see [5] for an overview). For reference we reproduce the closed form expression given by Kisielewicz [5] :
This is also listed in the online encyclopedia of integer sequences at http://oeis. org/A000372.
Proposition 5. The number of monotone Boolean functions in n arguments is given by
Proof. Similar to the proof of Theorem 1 we deduce as follows.
|B n (n, r, r, 0)| (20) Use n n − r = n r and index-renaming, i.e. r → i.
Thus solving a(n) implies solving d(n).
Corollary 2.
That is, a good approximation (or even precise expression) for a(n) can be directly used to give an equally good approximation for d(n).
In the antichain interpretation, the main difference between a(n) and d(n) is that d(n) is the number of all (⊆-)antichains of subsets of an n-element set, while a(n) is the number of antichain covers of an n-element set, that is, those antichains where each element of the set is contained in at least one element of the antichain. Interestingly, there is a simple expression for the number of covers of an n-element set [6] (A000371), so the difficulty of determining a(n) and d(n) indeed stems from the antichain property. Finally, we remark that due to their interrelationship, the values of functions a, d and b are always ordered in the same way:
Corollary 3. For all n ∈ N with n ≥ 1, we have a(n) ≤ d(n) ≤ b(n). Proof. Clearly a(n) ≤ d(n) holds due to Corollary 2 and d(n) ≤ b(n) since any monotone function is also bipolar. §6. Conclusion. We analysed the class of bipolar Boolean functions, a class introduced in the area of abstract argumentation. Bipolar Boolean functions are an interesting generalization of monotone Boolean functions, where the polarity of the arguments is irrelevant as long as the arguments are in a certain sense independent of each other.
It follows from the complexity-theoretic considerations by Strass and Wallner [7] that the satisfiability problem for bipolar Boolean expressions -given a bipolar function f : B n → B represented as a Boolean expression over variables {x 1 , . . . , x n }, is there a b ∈ B n such that f (b) = 1? -can be decided in polynomial time under the assumption that the polarity of the arguments is known. Thus bipolar Boolean functions constitute an interesting language also from the point of view of computation and computational complexity.
