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The process of learning to read is lengthy and cognitively demanding. Nevertheless, 
the majority of us, if properly instructed, learn to read without problems. There is a 
significant minority of individuals, though, who struggle to acquire this fundamental skill, 
even though they have normal intelligence and adequate cognitive abilities. This thesis 
examines why this may be the case. At least in alphabetic orthographies, a crucial phase in 
developing the ability to read is learning the socially agreed upon associations between 
letters and speech sounds (Ehri, 2005; Frith, 1985; Marsh, Friedman, Welch, & Desberg, 
1981). In this sense, learning to read ultimately relies on the formation of automatic 
audiovisual associations. Importantly, this reliance of reading on audiovisual associations 
persists into adulthood, such that the expert reader continues to depend on these 
audiovisual objects (Carreiras, Quinones, Hernandez-Cabrera, & Dunabeitia, 2014). Hence, 
impaired reading may be related to a general deficit in audiovisual processing. Yet, the 
relationship between reading ability and audiovisual processing is still not fully understood. 
The main aim of this thesis is to clarify the relationship between reading ability and 
audiovisual processing; and to ultimately contribute to the clarification of the underlying 
causes of reading impairment in developmental dyslexia. We focused on both individual and 
group differences in specific cognitive and reading skills and in audiovisual related 
measures. We aimed at clarifying the relationship between reading ability and audiovisual 
processing by using behavioral, electrophysiological and neuroimaging methods.  
 
Developmental dyslexia 
 Developmental dyslexia (henceforth, simply dyslexia) is characterized by less 
accurate and/or fluent reading, in the presence of normal intelligence, adequate cognitive 
abilities, and appropriate instruction (Lyon, Shaywitz & Shaywitz, 2003). While 
environmental factors impact dyslexia manifestation (Byrne et al., 2006; Frith, 1999; Kiuru et 
al. 2013), its origins are neurobiological in nature and there is evidence for heritability 
(Catts, Kamhi & Adlof, 2012; Fletcher, 2009; Lyon et al., 2003; Snowling & Hulme, 2012). 
With an estimated worldwide prevalence ranging from 5 to 10 percent, dyslexia is the most 
common subtype of neurodevelopmental disorder (Lyon et al., 2003; Peterson & 
Pennington, 2015). Moreover, dyslexia is found in all languages so far studied. Its 
manifestation, though, differs across languages as a function of the transparency of the 
orthographic systems of those languages (Landerl et al., 2013; Ziegler & Goswami, 2005; 
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Ziegler et al., 2010). The cognitive predictors of dyslexia might thus be universal, but the 
ways in which dyslexia symptoms are expressed are impacted by the consistency of the 
correspondence between sound and spelling (Landerl et al., 2013). In opaque orthographies 
(such as English), the same letter might be pronounced differently in different words (for 
instance, O is pronounced differently in grow, down, move, clock). Inversely, in relatively 
transparent orthographies (such as Dutch), orthography is consistent and, therefore, the 
same letter is usually pronounced identically in different words. In transparent 
orthographies, extremely slow and effortful phonological recoding and very poor spelling 
are diagnostic criteria for dyslexia. However, in less transparent orthographies, dyslexia 
might be characterized by inaccurate reading alone (Ziegler & Goswami, 2005). Another 
example of the orthographic influence on dyslexia is observable in the association between 
phonological awareness and reading ability: Though phonological awareness seems to be 
the strongest correlate of reading ability, at least, in Finnish, Hungarian, Dutch, Portuguese, 
and French, its effect is stronger in less transparent orthographies (Ziegler et al., 2010).  
Importantly, dyslexia does not just impact reading acquisition. Instead, it represents 
a chronic condition, with individuals diagnosed with dyslexia during childhood still 
manifesting reading problems in adulthood (e.g., Elbro, Nielsen, & Petersen, 1994). Indeed, 
dyslexic adult readers have been shown to perform significantly worse than typical readers 
on many reading measures, even when differences in education and reading habits are 
accounted for (Elbro et al., 1994). But the difficulties in dyslexia are not exclusively observed 
in direct reading measures. Instead, dyslexic readers show a panoply of symptoms, most of 
them associated with deficits in phonological processing and phonological awareness 
(Bekebrede, van der Leij, & Plakas, 2010; Lefly & Pennington, 1991; Leinonen et al., 2001; 
Nergård-Nilssen & Hulme, 2014; Snowling et al., 1997; van Bergen, de Jong, Maassen, & van 
der Leij, 2014; Vellutino, Fletcher, Snowling, & Scanlon, 2004). For instance, adult dyslexic 
readers have demonstrated inaccurate and slow word recognition skills (Bruck, 1990; 
Nergård-Nilssen & Hulme, 2014), poor nonword reading (Birch, 2016; Hanley, 1997; 
Snowling et al., 1997), poor spelling (Birch, 2016; Everatt, 1997; Kemp, Parrila, & 
Kirby, 2009; Nergård-Nilssen & Hulme, 2014), and problems in rapid automatized naming 
(Bekebrede et al., 2010; Birch, 2016; van Bergen et al., 2014).  
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Due to the consistent reporting of a phonological deficit in dyslexic readers, the 
phonological theory (Liberman, Shankweiler, & Liberman, 1989; Ramus et al., 2003) is 
currently the predominant account of dyslexia. It postulates that dyslexic readers have a 
specific impairment in the representation, storage (e.g., Snowling, 2000) or access (e.g., 
Ramus & Szenkovits, 2008) to phonological information. Given that learning to read 
depends on the development of grapheme-phoneme mappings (the correspondence 
between letters and speech sounds), reading might be impaired when phonemes are not 
adequately represented, stored or accessed (Bradley & Bryant, 1978; Ramus & Szenkovits, 
2008; Snowling, 1981, 2000; Vellutino, 1979).  
Though there is broad consensus about the presence of a phonological impairment 
in dyslexia, other impairments have been reported in association with reading impairment. 
Some of these impairments (e.g., sensory and motor problems, see, for instance, Ramus et 
al., 2003) are difficult to reconcile with the phonological deficit view. Consequently, several 
theories have been developed as alternatives to the phonological account, such as the rapid 
auditory processing theory (Tallal, 1980; Tallal, Miller, & Fitch, 1993), the visual theory 
(Livingstone, Rosen, Drislane, & Galaburda, 1991; Lovegrove, Heddle, & Slaghuis, 1980), the 
cerebellar theory (Nicolson and Fawcett, 1990; Nicolson, Fawcett, & Dean, 2001), and the 
magnocellular theory (Livingstone et al. 1991; Stein and Walsh 1997). The rapid auditory 
processing theory (Tallal, 1980; Tallal et al., 1993) hypothesizes that a low-level auditory 
perceptual dysfunction might affect the ability to learn how to use the phonic skills needed 
for reading. More specifically, the perception of brief and rapidly varying sounds is argued to 
be impaired in dyslexia. This impairment is said to apply to all verbal and non-verbal 
auditory input, but to have a critical impact on the perception of syllables containing stop 
consonants (given that in these syllables, spectral changes in the first milliseconds of voicing 
contain crucial differentiating information). The visual theory (Lovegrove et al., 1980; 
Livingstone et al., 1991), though not denying the plausibility of a phonological deficit, 
considers that a low-level visual deficit might underlie the reading impairment in dyslexia. 
Inadequate binocular fixations, pupil movement (Cornelissen, Hansen, Hutton, Evangelinou, 
& Stein, 1998; Stein and Fowler, 1993; Eden, Stein, Wood, & Wood, 1994), and visual 
crowding (Spinelli, De Luca, Judica, & Zoccolotti, 2002) have been suggested as some of the 
visual impairment characteristics. The automaticity or cerebellar theory of dyslexia 
(Nicolson and Fawcett, 1990; Nicolson et al., 2001) claims that a dysfunction in the 
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cerebellum might explain dyslexia. It is hypothesized that a dysfunctional cerebellum would 
lead to: a) problems in speech articulation, which could result in deficient phonological 
representations; and b) a lower ability to automatize tasks, which could affect the learning 
of grapheme-phoneme associations. Lastly, the magnocellular theory (Stein and Walsh, 
1997) argues for a causal connection between magnocellular dysfunction and reading 
impairment. The presence of a dysfunction in the magnocellular component of the visual 
system, specialized in processing fast temporal information, could explain the phonological, 
visual and motor deficits observed in dyslexia.    
More recently, Blomert (2011) proposed that an impairment in integrating letters 
and speech sounds into fully automated audiovisual objects could underlie dyslexia. This 
hypothesis is supported by neuroimaging evidence showing a deficit in the integration of 
orthographic and phonological information, observable in the auditory cortex and in the 
superior temporal sulcus (Blau et al., 2009; 2010). Considering that effective letter-speech 
sound integration might be necessary for adequate letter recognition to develop, a cross-
modal deficit specific to letter-speech sound objects could hinder the incremental tuning of 
the auditory and the multisensory cortex for the integration of letter-speech sound objects. 
Additionally, it could negatively influence the tuning of the fusiform gyrus for letters and 
words (Blomert, 2011). In this thesis, we explore the possibility that the audiovisual 
processing deficit might not be only specific to letter-speech sound associations, as argued 
in Blomert (2011). Instead, a broader audiovisual deficit, which would impair the 
development of grapheme-phoneme associations but also the ability to integrate other 
audiovisual objects (such as, for instance, audiovisual speech), could underlie dyslexia. 
Though the phonological theory is the leading account of dyslexia, the field has not 
yet reached consensus. Consequently, more than one of the theories may be correct, either 
because there are different dyslexic readers’ sub-groups with different characteristics, or 
because the theories are not mutually exclusive. Given that our aim is to clarify whether a 
general audiovisual processing deficit is present in dyslexia, none of the theories mentioned 
earlier will be evaluated directly in this thesis. Nevertheless, they will be discussed in 
Chapter 6, in the light of the results reported in the experimental chapters. 
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Audiovisual speech perception 
In face-to-face communication, we process and combine information from both 
hearing and seeing a speaker. And, indeed, speech is typically perceived more accurately 
when one hears and sees the speaker than just hears the speaker (e.g., Arnold & Hill, 2001; 
Jesse, Vrignaud, Cohen, & Massaro, 2000; MacLeod & Summerfield, 1987; Reisberg, 
McLean, & Goldfield, 1987; Spehar, Tye-Murray, & Sommers, 2008; Sumby & Pollack, 1954; 
see Massaro & Jesse, 2007, for an overview). This audiovisual benefit arises because visual 
speech provides information that is redundant, but also complementary to that of auditory 
speech (Grant, Walden, & Seitz, 1998; Jesse & Massaro, 2010; Sumby & Pollack, 1954; 
Summerfield, 1987; Walden, Prosek, & Worthington, 1974). For instance, while information 
about manner of articulation and voicing is easier to distinguish auditorily than visually, the 
opposite is true for information about place of articulation (Miller & Nicely, 1955). 
Moreover, visual speech not only provides information about the phonetic segments that 
occur in an utterance, but also contains suprasegmental information about prosody 
(Krahmer & Swerts, 2004; Jesse & McQueen, 2014; Munhall, Jones, Callan, Kuratate, & 
Vatikiotis-Bateson, 2004; Vatikiotis-Bateson, Eigsti, Yano, & Munhall, 1998).  
Though visual information contributes to the perception of speech even when the 
auditory signal is clearly audible and intact (Arnold & Hill, 2001; Reisberg et al., 1987), it 
becomes more important in less optimal settings. That is, the contribution of the visual 
input to perception is most apparent when the auditory component is noisy or distorted 
(Grant & Seitz, 2000; Sumby & Pollack, 1954). Another particularly convincing 
demonstration of the impact of visual information on speech perception is provided by the 
McGurk illusion (McGurk and MacDonald, 1976), in which the visual input alters the 
expected perceptual interpretation of clear auditory information. For example, when 
hearing the syllable /apa/ while seeing a speaker pronouncing /aka/, participants typically 
report perceiving /ata/. In this case, the alveolar /t/ best matches the contradictory place of 
articulation information provided by the visual velar /k/ and the auditory bilabial /p/. The 
McGurk effect has been shown to occur even when the perceiver is instructed to ignore 
either the auditory or the visual information (Massaro, 1987; Summerfield & McGrath, 
1984) or when the information mismatches in time or speaker (Grant, Greenberg, Poeppel, 
& van Wassenhove, 2004; Green, Kuhl, Meltzoff, & Stevens, 1991; Sams, Möttönen, & 
Sihvonen, 2005). 
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The temporal window of audiovisual processing 
To process audiovisual speech, information in the signals from both modalities has to 
be gathered over time and combined into a unitary percept. Although the temporal 
coordination of signals from multiple sensory modalities seems to be fundamental for 
multisensory integration (Stein & Meredith, 1993), the perceptual system is tolerant of 
temporal asynchronies: Because information is integrated over a certain time window, 
multisensory signals do not have to be precisely synchronous in order to be perceived as 
single temporal events. Indeed, there seems to be a temporal window of several hundred 
milliseconds during which human observers perceive desynchronized auditory and visual 
signals as synchronous and integrate them as a unitary event (Conrey & Pisoni, 2006; Dixon 
& Spitz, 1980; Massaro, Cohen, & Smeele, 1996; McGrath & Summerfield, 1985; van 
Wassenhove, Grant, & Poeppel, 2007).  
Though the size of this temporal window seems to depend on aspects such as task 
(simultaneity judgment versus temporal-order-judgment, see, for example, van Eijk, 
Kohlrausch, Juola, & van de Par, 2008) and stimuli (speech versus non-speech, see, for 
instance, Vroomen and Stekelenburg, 2011) used, the audiovisual temporal window has 
been consistently described as asymmetric: Leading auditory information is already 
detected at small stimulus onset asynchronies (SOA), but leading visual information needs 
larger asynchronies before it is detected (e.g. Grant & Greenberg, 2001; van Wassenhove et 
al., 2007). 
One important question is whether the time window underlying explicit asynchrony 
judgement is the same that underlies integration in speech identification. There is some 
evidence that these two windows are related to each other, or might even be the same time 
window (i.e., that audiovisual temporal sensitivity and audiovisual perception are 
correlated; Baskent & Bazo, 2011; Grant & Seitz, 1998; Stevenson, Zemtsov, & Wallace, 
2012). In this case, someone who judges events as synchronous over a wider temporal 
window might integrate audiovisual events over a similarly extended window. Other studies 
suggest that there is a dissociation between audiovisual integration and audiovisual 
temporal perception (Conrey & Pisoni, 2006; Soto-Faraco & Alsius, 2007, 2009; van 
Wassenhove et al., 2007). That is, it might be the case that the two windows are unrelated 
and reflect different processes. Congruent with this latter view, the brain network involved 
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in the detection of audiovisual simultaneity seems to differ from the network involved in 
audiovisual integration (Miller & D’Esposito, 2005). Although it is currently not clear how 
fundamental this distinction is, it is important to consider the possibility that two different 
windows exist and that the processes and mechanisms that result in those windows might 
be fundamentally different. 
Individual (e.g., Conrey & Pisoni, 2006; Miller & D’Esposito, 2005; Stevenson et al., 
2012) and group differences (for instance, between older and younger adults, see Diederich, 
Colonius, & Schomburg, 2008 and Laurienti, Burdette, Maldjian, & Wallace, 2006) have been 
described in the size of the audiovisual temporal window. In the present thesis, we will use 
metrics reflecting the size of such a temporal window to characterize audiovisual processing 
in typical and dyslexic readers. 
 
Time course and neural basis of audiovisual processing 
Multisensory interactions start at early stages of sensory processing (e.g., Foxe & 
Schroeder, 2005; Ghazanfar & Schroeder, 2006). Electrophysiological (EEG) studies show 
evidence of such interactions as early as 100 milliseconds after auditory onset (van 
Wassenhove, Grant, & Poeppel, 2005; Besle, Fort, Delpuech, & Giard, 2004; Klucharev, 
Möttönen, & Sams, 2003). Thus, EEG studies of audiovisual speech perception often focus 
on changes in the N1 and P2 event-related potential (ERP) components. These two 
components have been consistently characterized as reflecting audiovisual integration 
(Bernstein, Auer, Wagner, & Ponton, 2008; Besle et al., 2004; Klucharev et al., 2003; 
Pilling, 2009; Stekelenburg &Vroomen, 2007; Treille, Vilain, & Sato, 2014; van Wassenhove, 
et al., 2005). When the auditory signal is accompanied by congruent visual speech, the N1-
P2 complex is typically speeded up (e.g., Baart, Stekelenburg, & Vroomen, 2014; Knowland, 
Mercure, Karmiloff-Smith, Dick, & Thomas, 2014; Stekelenburg & Vroomen, 2007; van 
Wassenhove et al., 2005). Some studies have also found an amplitude reduction of the N1-
P2 complex in audiovisual speech (Besle et al., 2004; Klucharev et al., 2003; Knowland et al., 
2014; Pilling, 2009; Stekelenburg & Vroomen, 2007; van Wassenhove et al., 2005), but this 
effect has not always been replicated (see, for instance, Baart et al., 2014; Möttönen, 
Schürmann, & Sams, 2004). The lead of visual information might reduce both the signal 
uncertainty and the computational demands on auditory brain areas, which could explain 
the facilitation introduced by the visual component (e.g., Besle et al., 2004). These effects 
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are not restricted to speech, but seem to depend on whether the auditory component can 
be predicted by the visual component (see Stekelenburg & Vroomen, 2007). 
Neuroimaging studies have shown that these early multisensory interactions are 
observable not only in multisensory cortices (such as the superior temporal sulcus and the 
superior temporal gyrus) (e.g., Callan et al., 2003; Calvert, Campbell, & Brammer, 2000; 
Skipper, Nusbaum, & Small, 2005), but also in primary cortical areas, traditionally seen as 
strictly unisensory (e.g., Callan et al., 2003; Calvert et al., 1999; Gonzalo & Büchel, 2004; von 
Kriegstein & Giraud, 2006). Neuroimaging studies often focus on the comparison between 
neural activity in response to audiovisual stimuli, and the sum of the responses to 
unisensory stimuli. Some have shown that the regions involved in multisensory processing 
are characterized by superadditive responses (said to occur when certain brain regions 
exhibit enhanced responses to audiovisual stimuli, when compared to the sum of the 
responses to unisensory stimuli) (Giard & Peronnet, 1999; Calvert et al., 2000; Calvert, 
Hansen, Iversen, & Brammer, 2001; Macaluso, Frith, & Driver, 2000; Bushara, Grafman, & 
Hallett, 2001; Klucharev et al., 2003; Wright, Pelphrey, Allison, McKeown, & McCarthy, 
2003; Molholm, Ritter, Javitt, & Foxe, 2004). Others have also described the presence of 
subadditive responses in multisensory regions (e.g., Beauchamp, 2005; Beauchamp, Argall, 
Bodurka, Duyn, & Martin, 2004a; Beauchamp, Lee, Argall, & Martin, 2004b; Laurienti, 
Perrault, Stanford, Wallace, & Stein, 2005; Stevenson, Geoghegan, & James, 2007). Whether 
superadditive or subadditive responses are encountered seems to depend on 
methodological aspects (James & Stevenson, 2012), such as, for instance, stimulus efficacy: 
Multisensory interactions seem to be primarily subadditive for intact stimuli, but additive 
for degraded stimuli (Werner & Noppeney, 2010).  
Although plenty is known about audiovisual speech perception in typical readers, 
less is understood about how audiovisual objects are processed in dyslexia. Given that the 
audiovisual process of associating graphemes and phonemes is fundamental in learning to 
read, it seems relevant to investigate whether an audiovisual deficit could be associated 
with reading impairment. The aim of the present thesis is to clarify whether an audiovisual 
deficit underlies reading impairment in dyslexia. 
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An audiovisual deficit in dyslexia 
A reduced automaticity of letter-speech sound integration has been consistently 
shown in young and adult dyslexic readers. For instance, dyslexic children were slower than 
typical readers when asked to respond “same or different” to congruent and incongruent 
letters and speech sounds (Blau et al., 2010). Moreover, EEG data have revealed deficits in 
early and late phases of letter-speech sound processing in children (Moll, Hasko, Groth, 
Bartling, & Schulte-Körne, 2016) and indicated early insensitivity to grapheme-phoneme 
integration in dyslexic adults (Jones, Kuipers, & Thierry, 2016). Other EEG studies have 
reported that, contrary to what is observed in typical readers, dyslexic children and adults 
do not show an enhancement of the mismatch negativity component (MMN) in response to 
deviant spoken syllables compared to standards (Froyen, Willems, & Blomert, 2011; Mittag, 
Thesleff, Laasonen, & Kujala, 2013; Žarić et al., 2014). In a recent study using a target 
detection task with unisensory and audiovisual letters and speech sounds, the performance 
of typical and dyslexic adolescents was compared in unisensory, audiovisual, congruent and 
incongruent conditions (Kronschnabel, Brem, Maurer, & Brandeis, 2014). A global field 
power (GFP) analysis of the EEG data revealed a higher GFP within the N1 and P2 time 
windows for the dyslexic readers, when compared to the typical readers. This was 
interpreted as suggesting decreased attempts to match the current visual stimulus with a 
stored representation or, alternatively, differences in auditory processing (Kronschnabel et 
al., 2014). Lastly, neuroimaging evidence suggests that both young and adult dyslexic 
readers show reduced activation in unisensory and multisensory regions when presented 
with unisensory and audiovisual letter-speech sound combinations (Blau et al., 2009, 2010; 
Kast, Bezzola, Jäncke, & Meyer, 2011; Kronschnabel et al., 2014). Importantly, individual 
differences in the neural integration of letters and speech sounds seem to be associated 
with individual differences in reading ability in children (Žarić et al., 2014). 
Though the use of audiovisual letter-speech sound objects is sensible when 
investigating the presence of a specific grapheme-phoneme integration deficit in dyslexia, 
there is evidence suggesting that such a deficit might be broader, that is, that dyslexic 
children and adults also differ from typical readers in, for instance, integrating cross-modal 
speech stimuli (e.g., Hayes, Tiippana, Nicol, Sam, & Kraus, 2003; Norrix, Plante & Vance, 
2006; Ramirez & Mann, 2005) and cross-modal non-speech stimuli (e.g., Hairston, Burdette, 
Flowers, Wood, & Wallace, 2005). The presence of a general audiovisual deficit in dyslexia is 
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also suggested by training studies using non-linguistic material. Kujala et al. (2001) 
demonstrated that a training procedure with non-linguistic material resulted in plastic 
changes in the dyslexic children auditory cortex, which was reflected in enhanced 
electrophysiological mismatch negativity, faster reaction times to sound changes and, 
importantly, improvement in reading skills. 
A general audiovisual deficit could explain difficulties in processing speech and non-
speech audiovisual objects. Additionally, it could explicate the hampered formation of 
audiovisual grapheme-phonemes associations observed in dyslexia. Inadequate grapheme-
phoneme associations could then result in reading impairment: They could create ambiguity 
in the mappings between graphemes and phonemes (Wallace and Stevenson, 2014) and 
result in slower decoding and reduced accuracy while reading (Hairston et al., 2005). 
In this thesis, we use audiovisual speech as a way to investigate whether the 
audiovisual deficit in dyslexia is broad, or specific to letter-speech sound objects. The use of 
audiovisual speech allows not only to test the generality of such a deficit in dyslexia, but also 
to address audiovisual processing in dyslexia without probing dyslexic readers’ main area of 
difficulty (i.e., the processing of letter-speech sound associations). 
 
Behavioral evidence of a broader audiovisual deficit in dyslexia 
 Dyslexic readers have been shown to differ behaviorally from typical readers in 
several aspects of audiovisual processing. 
Studies focused on the temporal window of perceived synchrony show that dyslexic 
adults require longer SOAs to judge the order of audiotactile events (Laasonen, Service, & 
Virsu, 2002) and that dyslexic children require longer SOAs to judge the order of tones and 
circles (Hairston et al., 2005), when compared to typical readers. An expanded temporal 
window of perceived simultaneity could impair processes that ought to occur in narrow time 
windows, such as the development of adequate grapheme-phoneme mappings (Froyen, van 
Atteveldt, Bonte, & Blomert, 2008). Impaired grapheme-phoneme representations could 
result in reductions in the speed with which printed representations are decoded and lead 
to errors in the accurate matching of phonemes and graphemes (Hahn, Foxe, & Molholm, 
2014; Hairston et al., 2005). 
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Other studies showed that dyslexic adults seem not to benefit from audiovisual 
stimulation, as typical readers do (e.g., Ramirez & Mann, 2005). However, in Ramirez and 
Mann (2005), dyslexic readers were also worse than typical readers at identifying visual 
stimuli. Given that typical and dyslexic children have been shown to have the same size of 
audiovisual benefit when differences in unisensory processing are considered (Campbell, 
Whittingham, Frith, Massaro, & Cohen, 1997; Megnin-Viggars & Goswami, 2013), it is not 
clear whether the results described in Ramirez and Mann are related to differences in visual 
processing or in integration itself.  
The weight of visual information in speech perception has also been reported to 
differ between typical and dyslexic readers. For instance, using McGurk stimuli with and 
without noise, Hayes et al. (2003) showed that, in a more difficult listening situation with a 
high level of noise, learning disabled children gave more visually-based responses and fewer 
fusion responses than normal-learning children. More recently, van Laarhoven, Keetels, 
Schakel, and Vroomen (in press) examined the influence of visual articulatory information 
on word recognition in dyslexia. Neither young nor adult dyslexic readers benefited from 
visual information in the way that typical readers did. Importantly, in both Hayes et al. 
(2003) and van Laarhoven et al. (in press), differences between typical and impaired readers 
could not be accounted for by unisensory differences. However, other studies assessing 
McGurk stimuli perception (Groen & Jesse, 2013), synthetic audiovisual speech perception 
(de Gelder & Vroomen, 1998), and phonetic recalibration (Baart, de Boer-Schellekens, & 
Vroomen, 2012) showed no differences between typical and dyslexic children, adolescents 
and adults. Moreover, studies showing unisensory differences (Bastien-Toniazzo, Stroumza, 
& Cavé, 2010; Cavé, Stroumza, & Bastien-Toniazzo, 2007) or not reporting unisensory 
performance (Boliek, Keintz, Norrix, & Obrzut, 2010; Norrix et al., 2006) found mixed results 
in terms of whether or not dyslexic children and adults differ from typical readers.  
Lastly, dyslexic readers seem to distribute their multisensory attention resources 
differently from typical readers. Harrar et al. (2014) investigated audiovisual integration 
using the redundant target effect paradigm with non-speech stimuli. Dyslexic adults showed 
difficulty shifting their attention between modalities, but only from the visual to the 
auditory modality, which, according to the authors, could explain the differences in 
multisensory responses observed between the two groups (Harrar et al., 2014). 
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In the present thesis (Chapter 2), we test behaviorally for the existence of a general 
audiovisual deficit in dyslexia, assessing the same sample in different aspects of audiovisual 
speech and non-speech processing: cross-modal temporal sensitivity, audiovisual 
integration, and phonetic identification. 
 
Electrophysiological evidence of a broader audiovisual deficit in dyslexia 
EEG studies have revealed several differences between typical and dyslexic readers 
in audiovisual processing. Widmann, Schröger, Tervaniemi, Pakarinen, and Kujala (2012) 
compared typical and dyslexic children in a symbol-to-sound task. Dyslexic readers showed a 
later and smaller N2b, usually evoked in response to deviant stimuli, and indicative of 
processes related to attentive target discrimination (Näätänen, 1992). This suggested later 
and less reliable processing of audiovisual congruency. Additionally, no P3a was observed in 
dyslexic readers. The P3a is evoked as a response to novel and salient sounds and has been 
related to the behavioral relevance of a stimulus (Wetzel and Schröger, 2007; Widmann et 
al., 2012). This was interpreted as indicating general impaired audiovisual identification 
processes. Finally, while typical readers showed early-induced auditory gamma band 
response when sounds and symbols were congruent, such an effect was not observable in 
the dyslexic readers. This suggested no or less integration of audiovisual information into 
unitary audiovisual objects in dyslexia. 
Rüsseler, Gerth, Heldmann, and Münte (2015) tested for an audiovisual speech 
deficit in dyslexic adult readers. When compared to typical readers, dyslexic readers showed 
smaller N170 amplitudes and more positive ERPs from 200 to 500 milliseconds after the 
stimulus presentation. While the more positive ERPs were interpreted as reflecting 
increased effort in dyslexic readers under noisy conditions, the smaller N170 was discussed 
as indicating deficits in the processing of moving faces in dyslexic adult readers.  
Given that the N1-P2 complex has been repeatedly described as an index of 
audiovisual integration (e.g., Besle et al., 2004), it is surprising that, to the best of our 
knowledge, no study has investigated these components in dyslexic readers. In the present 
thesis (Chapter 4), we test for differences between typical and dyslexic adult readers in the 
N1-P2 complex. 
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Neuroimaging evidence of a broader audiovisual deficit in dyslexia 
Only one prior fMRI study has looked at audiovisual processing in dyslexic readers 
using stimuli other than grapheme-phoneme associations. Typical and dyslexic adult readers 
were presented with phonetically matching and conflicting audiovisual speech (Pekkola et 
al., 2006). Enhanced activation in motor speech regions, the left inferior parietal lobule and 
the ventral visual cortex was found for the dyslexic readers, when compared to the typical 
readers. Stronger activation in these regions could indicate a greater use of motor-
articulatory and visual strategies during audiovisual speech processing in dyslexia, as a 
compensatory mechanism for dyslexic readers difficulties in auditory speech perception. 
However, this study had a reduced sample, which complicates interpretation. In this thesis 
(Chapter 5), we test for differences between typical and dyslexic adult readers in the neural 
activation evoked by auditory, visual, and audiovisual speech stimuli.  
In summary, differences between typical and dyslexic readers in audiovisual 
processing have been shown using different methodologies. However, the behavioral 
evidence is inconsistent, the few existent electrophysiological studies did not test for 
differences between typical and dyslexic readers in the ERP components said to index 
audiovisual integration, and only one neuroimaging study with a reduced sample looked at 
audiovisual processing in dyslexic readers.  
 
Outline of the thesis 
The general purpose of this thesis was to test whether a (general) audiovisual deficit could 
underlie reading impairment in dyslexia. To achieve this goal, both group (typical versus 
dyslexic) and individual differences were investigated in several cognitive, reading, and 
audiovisual measures, using a variety of different methodologies.  
In Chapter 2, the focus is on the plausible existence of a general audiovisual deficit in 
dyslexia (that is, one not restricted to letter-speech sound associations). First, we tested for 
differences between typical and dyslexic readers in cross-modal temporal sensitivity (i.e., in 
the temporal window of perceived synchrony). For this purpose, we used a simultaneity 
judgment task with speech (McGurk) and non-speech (clapping) stimuli with different SOAs. 
Second, we investigated whether the groups differed in the size of the audiovisual temporal 
window of integration, using a speech identification task with the same McGurk stimuli (and 
SOAs). The inclusion of these two first tasks allowed us to test whether both temporal 
        
GENERAL INTRODUCTION | 21 
 
 
 
windows (the window of perceived synchrony and the window of audiovisual integration) 
are correlated. Third, using an audiovisual speech continuum between two phonetic 
categories, we asked whether there were group differences in phonetic identification. 
Previous literature indicated that differences between typical and dyslexic readers could be 
observed in all three aspects (cross-modal temporal sensitivity, size of the temporal window 
of integration, and phonetic identification). If differences between the groups would be 
found in the temporal window of perceived synchrony, but not in the temporal window of 
integration (or vice-versa), this would suggest the existence of two different audiovisual 
windows, possibly reflecting different processes.  
In Chapter 3, individual differences in audiovisual speech and non-speech 
processing, reading and reading-related abilities, and cognitive abilities related to reading 
and audiovisual processing are discussed. Hierarchical regression analyses were carried out 
in order to determine the variables that accounted for variance in reading and reading-
related abilities. With these analyses, we aimed to clarify whether audiovisual processing 
accounted for variance in reading and reading-related abilities (phonological awareness and 
letter naming), beyond the effect of a set of measures typically associated with individual 
differences in both reading and audiovisual processing (verbal working memory, inhibitory 
control, processing speed, paired-associate learning, and cognitive flexibility). If reading 
impairment is indeed associated with a deficit in audiovisual processing, individual 
differences in the audiovisual measures should explain variance in reading ability, beyond 
the effect of the cognitive abilities tested. 
In the study described in Chapter 4, the existence of an audiovisual speech deficit in 
adult dyslexic readers is tested electrophysiologically. Two experiments are described. In the 
first experiment, typical and dyslexic readers were tested on an audiovisual speech 
identification task with congruent and incongruent (McGurk) stimuli. In the second 
experiment, the groups were tested in a simultaneity judgment task with the same McGurk 
stimulus, but presented with various stimulus-onset asynchronies. The analysis was focused 
on differences between the groups in the N1 and the P2 components, which have previously 
been shown to reflect audiovisual integration. Prior evidence indicates that typical and 
dyslexic readers might differ both in audiovisual speech perception and in audiovisual 
temporal sensitivity. If those differences are perceptual, they ought to be observed in early 
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components. That is, differences should be observed between typical and dyslexic readers 
in the amplitude and/or latency of the N1 and the P2 components.   
In Chapter 5, differences between typical and dyslexic readers in audiovisual speech 
processing are investigated in a functional Magnetic Resonance Imaging (fMRI) study. The 
focus is on areas in which typical and dyslexic readers are shown to differ during reading 
tasks, and on unisensory and multisensory regions important in audiovisual speech 
perception. While lying in the scanner, typical and dyslexic readers performed 1-back 
reading and audiovisual speech tasks. We tested for differences between the groups in each 
of the conditions (auditory, visual, audiovisual, real words, and illegal letter strings). 
Differences between typical and dyslexic readers are expected in several areas associated 
with reading. Additionally, dyslexic readers might differ from the typical readers in 
unisensory processing, in audiovisual integration, or in both. Hence, differences between 
the groups might be observed in unisensory (auditory: Heschl’s gyrus and superior temporal 
sulcus; visual: middle temporal and fusiform gyri) and/or in multisensory regions (superior 
temporal sulcus and supramarginal gyrus). Given that superadditivity has been argued to 
reflect audiovisual benefit, typical and dyslexic readers might also differ in this metric, in 
unisensory and/or multisensory regions.  
 In the sixth chapter, a short summary of each of the experimental chapters and an 
overview discussing the most relevant findings are presented. 
 In summary, in this thesis, we aimed to test for the existence of a general audiovisual 
processing deficit in dyslexia. Different techniques were used in an attempt to get 
converging evidence on this question. The clarification of whether an audiovisual processing 
deficit is associated with reading impairment in dyslexia could have theoretical implications 
(i.e., it could contribute to the discussion on the nature and etiology of dyslexia), and also 
inform clinical practice. 
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Abstract 
Since reading is an audiovisual process, reading impairment may reflect an 
audiovisual processing deficit. The aim of the present study was to test the existence and 
scope of such a deficit in adult dyslexic readers. We tested 39 typical and 51 dyslexic adult 
readers on their sensitivity to the simultaneity of audiovisual speech and non-speech 
stimuli, their time window of audiovisual integration for speech (using incongruent /aCa/ 
syllables), and their audiovisual perception of phonetic categories. Dyslexic adults showed 
less sensitivity to audiovisual simultaneity than typical readers, for both speech and non-
speech events. We found no differences between dyslexic and typical readers in the 
temporal window of integration for audiovisual speech or in the audiovisual perception of 
phonetic categories. The results suggest an audiovisual temporal deficit in dyslexia that is 
not specific to speech-related events. But the differences found for audiovisual temporal 
sensitivity did not translate into a deficit in audiovisual speech perception. Hence, there 
seems to be a hiatus between simultaneity judgment and perception, suggesting a 
multisensory system that uses different mechanisms across tasks. Alternatively, it is possible 
that the audiovisual deficit in dyslexia is only observable when explicit judgments about 
audiovisual simultaneity are required. 
 
Keywords: dyslexia, audiovisual perception, simultaneity judgment, perception of phonetic 
categories, speech, non-speech 
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Introduction 
Developmental dyslexia is characterized by severe difficulties in attaining an 
adequate reading level, despite normal intelligence and educational opportunities and in 
the absence of any sensory or neurological impairment (Lyon, Shaywitz & Shaywitz, 2003). 
Phonemic awareness and letter knowledge have been consistently found to be prerequisites 
of reading ability (Bowey, 2005; Hulme, Bowyer-Crane, Carroll, Duff & Snowling, 2012; 
Melby-Lervåg, Lyster & Hulme, 2012). This could be because both are pivotal to the learning 
and storing of mappings between visual symbols (graphemes) and letter sounds (phonemes) 
(Melby-Lervåg et al., 2012). Learning and automatization of those mappings — concerning, 
fundamentally, audiovisual objects — are crucial for literacy acquisition (Ehri, 1998). Indeed, 
a failure in the letter-sound mapping system is considered to be a main cause of 
developmental dyslexia (Vellutino, Fletcher, Snowling & Scanlon, 2004). As reading is thus 
an audiovisual mapping process, developmental dyslexia may reflect a general audiovisual 
processing deficit, rather than a specific deficit in processing letter-sound mappings. In this 
study, we test for the existence of such a deficit in dyslexia, focusing on three aspects in 
which dyslexic and typical readers could differ: in the time window over which auditory and 
visual events are perceived as synchronous, in the time window over which events are 
integrated into a unitary percept in audiovisual speech perception, and in phonetic 
identification of audiovisual speech. 
Dyslexic readers inadequately process letter-sound associations. During the 
processing of letters and speech sounds, dyslexic adults (Blau, van Atteveldt, Ekkebus, 
Goebel & Blomert, 2009; Kast, Bezzola, Jäncke, & Meyer, 2011), adolescents (Kronschnabel, 
Brem, Maurer & Brandeis, 2014) and children (Blau et al., 2010) have been found to 
underactivate brain regions involved in grapheme-phoneme conversions (i.e., the left 
inferior frontal and angular gyri) (Kronschnabel et al., 2014) and areas of the brain 
associated with multisensory integration, such as the supramarginal gyrus (Kast et al., 2011) 
and superior temporal regions (Blau et al., 2009, 2010; Kast et al., 2011; Kronschnabel et al., 
2014). Electrophysiological (EEG) studies measuring mismatch negativity (MMN) provide 
further evidence for a difference between dyslexic and typical readers in their processing of 
letter-speech sound associations. The MMN is evoked in an oddball paradigm, when, in a 
sequence of auditory stimuli, a rarely presented sound (the deviant) deviates from a 
frequently presented sound (the standard). Typical readers showed an enhancement of the 
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MMN in response to deviant spoken syllables compared to standards, when letters were 
presented with the speech stimuli (Froyen, Willems, & Blomert, 2011), but not when 
scrambled images were presented with the speech (Mittag, Thesleff, Laasonen, & Kujala, 
2013). This enhancement of the MMN was absent in dyslexic children (Froyen et al., 2011) 
and adults (Mittag et al., 2013). The lack of enhancement of the MMN in dyslexics suggests 
that early and automatic letter–speech sound integration is absent (Froyen et al., 2011; 
Mittag et al., 2013). 
The focus in these studies has mostly been on letter-speech sound associations. 
Some have argued that letter-speech sound audiovisual objects are special and that the 
dyslexic readers’ difficulties with letter-sound associations should not generalize to other 
audiovisual objects (Blomert, 2011; Blomert & Froyen, 2010). But there is evidence 
suggesting that dyslexic readers also differ from typical readers when processing non-
linguistic audiovisual material. In an EEG study, dyslexic and typical children indicated 
whether visual and auditory patterns (rectangles and tones) were congruent or incongruent 
(Widmann, Schröger, Tervaniemi, Pakarinen, & Kujala, 2012). Compared to their controls, 
dyslexic children showed a later and smaller N2b, no P3a, and no early-induced auditory 
gamma band response when sounds and symbols were congruent. Additionally, the N2b 
amplitude was significantly correlated with reading skill. The N2b is evoked in response to 
deviant task-relevant stimuli and it is interpreted as reflecting processes related to attentive 
target discrimination (Näätänen, 1992). Widmann et al. (2012) suggested that the later 
onset and lower amplitude of N2b found in dyslexic children could reflect later and less 
reliable processing of audiovisual congruency. The P3a is evoked in response to novel and 
salient sounds (Wetzel and Schröger, 2007) and has been related to the behavioral 
relevance of a stimulus (Widmann et al., 2012). Therefore, the absence of the P3a in dyslexic 
readers suggests the presence of impaired audiovisual identification processes. Lastly, early-
induced auditory gamma band responses that reflect the synchronization of neural activity 
have previously been related to the integration of visual and auditory information 
(Widmann, Gruber, Kujala, Tervaniemi, & Schröger, 2007). Widmann et al. (2012) argued 
that the absence of an early-induced auditory gamma band response in dyslexic readers 
indicates no or less integration of audiovisual information into unitary audiovisual objects. 
Further evidence for differences between dyslexic and typical readers in processing 
audiovisual non-speech materials comes from a behavioral study by Harrar et al. (2014) on 
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the multisensory facilitation of reaction times in adult dyslexic readers. The extent to which 
responses to audiovisual stimuli (a white noise burst and a Gabor patch) were speeded 
compared to responses to unisensory stimuli was smaller in the dyslexia group. The 
magnitude of the reduction of this multisensory benefit was related to reading ability in 
both groups. Again, the ability to benefit from audiovisual events and reading ability seem 
to be related. 
In summary, these results suggest that the audiovisual deficit in dyslexia might be of 
a more general nature, not confined to letter-speech sound associations or even to the 
language domain. This impaired multisensory integration is not only observable in dyslexic 
children but —like dyslexia itself (e.g. Elbro, Nielsen, & Petersen, 1994) — persists in 
adulthood. It is thus not a transient developmental lag associated with the beginning of 
reading acquisition. Hence, it is relevant to characterize the scope of the deficit in adult 
dyslexic readers.  
So far, the nature of an audiovisual deficit in dyslexia has only been explored with 
either letter-sound associations (e.g. Kronschnabel et al., 2014) or non-linguistic events (e.g. 
Harrar et al., 2014). Though the use of non-linguistic materials contributes to the 
conceptualization of the audiovisual deficit as a domain-general phenomenon, these 
materials were often not ecologically valid. By using ecologically valid non-linguistic stimuli 
(clapping) and linguistic stimuli (audiovisual speech), we assess if and in what way the 
combination of auditory and visual information is deficient in dyslexic readers. This allows 
for using ecologically valid materials that refer to a unitary audiovisual event, while avoiding 
probing the direct area of difficulty: letter-sound associations (i.e., reading).  
An audiovisual processing deficit might manifest in at least three different ways. 
First, the time window over which auditory and visual events are perceived as occurring 
simultaneously might differ between dyslexic and typical readers. This audiovisual temporal 
sensitivity is assessed in tasks where participants have to judge explicitly the temporal order 
of auditory and visual events (using a temporal-order judgment task) or their simultaneity 
(using a simultaneity judgment task). Temporal synchrony is one of the most important 
determinants of whether or not two events in different modalities are perceived as one 
multisensory event, or as two separate events (e.g. Stein & Meredith, 1993). Human 
observers tolerate asynchronies between auditory and visual signals up to several hundred 
milliseconds and still judge them as synchronous (Conrey & Pisoni, 2006; Dixon & Spitz, 
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1980; Massaro, Cohen, & Smeele, 1996; McGrath & Summerfield, 1985; van Wassenhove et 
al., 2007). The time window over which auditory and visual events are perceived as 
occurring simultaneously is asymmetric: Leading auditory information is already detected at 
small stimulus onset asynchronies (SOA), but leading visual information needs larger 
asynchronies before it is detected (e.g. Grant & Greenberg, 2001; van Wassenhove et al., 
2007). Moreover, this time window differs across stimuli, with wider temporal windows for 
complex (e.g., speech) than simple (e.g., tones and flashes) stimuli (e.g., Vatakis & Spence, 
2006). This time window seems to be wider for dyslexic than typical adult readers, when 
judging the cross-modal temporal order of auditory and visual non-speech events (tones 
and circles; Hairston, Burdette, Flowers, Wood, &Wallace, 2005). According to Hairston et 
al., this extended window could result in difficulties in processes that are dependent on the 
rapid and accurate integration of cues from multiple senses, such as reading. Hairston et al. 
argued that expanding the temporal window over which auditory and visual events are seen 
as synchronous will likely result in inappropriate grapheme-phoneme correspondences and, 
consequently, in less efficient decoding. Wallace and Stevenson (2014) added that extended 
temporal windows might lead to difficulties in the construction of strong reading 
representations, in that the windows will cause greater ambiguity in the correspondences 
between the auditory and the visual elements of words. Alternatively, dyslexic readers may 
experience difficulties in the uptake of information and extend their temporal windows to 
compensate for the difficulties in sensory processing (see e.g. Diederich, Colonius, & 
Schomburg, 2008; Laurienti, Burdette, Maldjian, & Wallace, 2006, for a similar suggestion 
regarding older adults). Either way, the idea that abnormally wide temporal windows could 
result in deficits in processes that require narrow windows (i.e., reading, see Froyen, Van 
Atteveldt, Bonte & Blomert, 2008) warrants further investigation. 
A second way an audiovisual processing deficit might manifest is in the size of the 
time window over which audiovisual information is combined into a unitary percept. In the 
present study, we test this time window of integration for audiovisual in /aCa/ syllables that 
elicit the McGurk effect. The McGurk effect is a perceptual illusion that shows the influence 
of visual speech information on the perception of speech (McGurk & McDonald, 1976). It 
has been commonly used as a way to assess audiovisual speech integration (Alsius, Navarra, 
Campbell, & Soto-Faraco, 2005; Alsius, Navarra, & Soto-Faraco, 2007; Munhall & Tohkura, 
1998; Soto-Faraco & Alsius, 2007; Tiippana, Andersen, & Sams, 2004; van Wassenhove, 
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Grant, & Poeppel, 2005, 2007; but see Tiippana, 2014). It is characterized by a change in 
auditory perception induced by incongruent visual speech: When hearing the syllable /apa/ 
while seeing a speaker pronouncing /aka/, participants typically tend to report perceiving 
/ata/ (this is labeled as a fusion response). In this case, the alveolar /t/ best matches the 
contradictory place of articulation information provided by the visual velar /k/ and the 
auditory bilabial /p/. In tasks with McGurk stimuli with various SOAs, typical readers show a 
temporal window of integration of approximately 200 ms (Conrey & Pisoni, 2006; Munhall, 
Gribble, Sacco, & Ward, 1996; Soto-Faraco & Alsius, 2007; van Wassenhove et al., 2007). To 
the best of our knowledge, the width of the dyslexic readers’ temporal window of 
integration has not been examined.  
The two time windows — the one used to judge simultaneity and the one during 
which audiovisual integration occurs — may or may not be related. One possibility is that 
there is a correlation between audiovisual temporal sensitivity and audiovisual perception 
(Baskent & Bazo, 2011; Grant & Seitz, 1998; Stevenson, Zemtsov, & Wallace, 2012). For 
instance, Stevenson et al. (2012) reported that individuals with narrower windows of 
audiovisual integration were better in dissociating asynchronous audiovisual sound-flashes 
events than individuals with wider windows. A different possibility is that there is a 
dissociation between temporal sensitivity and perception (Conrey & Pisoni, 2006; Soto-
Faraco & Alsius, 2007, 2009; van Wassenhove et al., 2007). Soto-Faraco and Alsius (2009) 
showed that there were regions of a SOA continuum where individuals predominantly 
responded that audio and video were asynchronous, but still reported a significant number 
of fusion percepts. Furthermore, the brain network involved in the detection of simultaneity 
has been shown to differ from that involved in integration (Miller & D’Esposito, 2005). In 
sum, it is not yet clear whether the two time windows are related, that is, whether an 
individual who judges events as simultaneous over a wider temporal window also integrates 
audiovisual events over a similarly extended window. We will therefore test whether 
dyslexic and typical readers differ in both or only one of these windows.  
Third, dyslexic and typical readers might differ in the extent to which their 
perception of speech sounds is influenced by information from the auditory and visual 
modalities. Several approaches have been used to examine this possibility. One approach is 
to determine whether the phonetic categories of dyslexic and typical readers differ. De 
Gelder and Vroomen (1998) assessed differences between 9-to-14 year-old poor readers 
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and their age- and reading-level matched controls in an audiovisual phonetic categorization 
task. Nine steps from an auditory and a visual continuum between /ba/ and /da/ were 
presented unimodally or combined to audiovisual speech. The dyslexic readers were less 
categorical in the identification of auditorily-presented stimuli and poorer at speech-
reading. However, the influence of visual information on audiovisual speech perception did 
not differ between groups. That is, audiovisual speech perception seemed to be reasonably 
intact. Baart, de Boer-Schellekens, and Vroomen (2012) compared adult dyslexic and typical 
readers' audiovisual speech perception using a phoneme identification task before and after 
the recalibration of auditory phonetic categories through visual speech information. In line 
with the previous evidence, dyslexic readers were less categorical in the labeling of the 
speech sounds, but the size of their phonetic recalibration effect was the same as that of 
typical readers.  
A second approach used to study potential differences in speech perception in 
dyslexic versus typical readers is to assess the size of the audiovisual benefit. Speech is 
typically perceived more accurately when participants hear and see the speaker than when 
they only hear the speaker (e.g., Arnold & Hill, 2001; Jesse, Vrignaud, Cohen, & Massaro, 
2000; MacLeod & Summerfield, 1987; Reisberg, McLean, & Goldfield, 1987; Spehar, Tye-
Murray, & Sommers, 2008; Sumby & Pollack, 1954). This audiovisual benefit arises because 
visual speech provides information that is complementary and redundant to that of auditory 
speech (Grant, Walden, & Seitz, 1998; Jesse & Massaro, 2010; Sumby & Pollack, 1954; 
Summerfield, 1987; Walden, Prosek, & Worthington, 1974). Dyslexic adult readers do not 
benefit from visual cues as much as typical readers (Ramirez & Mann, 2005), but one has to 
be cautious about the locus of the effect. In Ramirez and Mann's study, dyslexic readers 
were also poorer than their controls at identifying visual cues when presented in isolation. 
The deficit could thus be at the level of processing visual speech rather than at the 
integration level. In line with this, dyslexic children show the same size of audiovisual 
benefit as typical reading children, once differences in the processing of auditory and visual 
stimuli are taken into consideration (Campbell, Whittingham, Frith, Massaro, & Cohen, 
1997). This suggests that even though the processing of auditory and visual speech in 
dyslexic readers may be less efficient, integration itself does not seem to be impaired. 
Accordingly, Megnin-Viggars and Goswami (2003) reported that for dyslexic and typical 
adult readers who showed similar performance in visual speech perception, the size of the 
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audiovisual benefit was the same. The performance of both groups in the audiovisual 
condition was however near ceiling, which could suggest that the task was not sensitive 
enough to reveal group differences.  
Lastly, audiovisual speech perception can also be assessed using McGurk stimuli. 
Hayes, Tiippana, Nicol, Sams, and Kraus (2003) showed that learning disabled and normal-
learning children performed similarly on McGurk stimuli in low- and no-noise conditions. 
However, in a more difficult listening situation with a high level of noise, learning disabled 
individuals gave more visually-based responses and fewer fusion responses than normal-
learning children. The difference in fusions could not be accounted for by unisensory 
differences. Groen and Jesse (2013) compared children and adolescents with dyslexia and 
their age-matched controls. There were no unisensory visual or auditory differences 
between the groups. Moreover, dyslexic children and adolescents did not differ from the 
typical readers in their perception of McGurk stimuli. Other studies showing unisensory 
differences (Bastien-Toniazzo, Stroumza, & Cavé, 2009; Cavé, Stroumza, & Bastien-Toniazzo, 
2007) or not reporting unisensory performance (Boliek, Keintz, Norrix, & Obrzut, 2010; 
Norrix, Plante & Vance, 2006) found mixed results in terms of whether or not dyslexic 
children reported fewer or the same amount of fusion responses. These results are difficult 
to interpret, however, because group differences in the size of the McGurk effect could arise 
from differences in performance either in unimodal conditions and/or in audiovisual 
processing.  
In summary, typical and dyslexic readers may differ in audiovisual temporal 
sensitivity, in the temporal window of integration, and/or in the audiovisual speech 
perception of phonetic categories. However, despite the plausible link between audiovisual 
processing and reading ability, the evidence is still scarce, may not be generalizable to the 
processing of ecologically valid materials, and is not always consistent. Additionally, studies 
often focus on only one component of audiovisual processing, which does not allow for a 
broader characterization of the audiovisual processing profile in dyslexia. In our study, we 
tested the hypothesis that an audiovisual processing deficit may underlie reading 
impairment. Our intentions were fourfold. First, we tested for differences in audiovisual 
temporal sensitivity, that is, whether the time window over which auditory and visual 
events are perceived as occurring simultaneously is different between dyslexic and typical 
readers. Adult typical and dyslexic readers performed a simultaneity judgment task with 
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ecologically valid speech (McGurk) and non-speech (clapping) stimuli with different SOAs. 
Through the use of both speech and non-speech events, we can reveal whether any possible 
deficits in dyslexic compared to typical readers are restricted to speech or are domain 
general. Second, we determined whether dyslexic and typical readers differ in the size of the 
temporal window of integration for audiovisual speech. The same participants were tested 
in a speech identification task, again using McGurk stimuli with different SOAs. Third, we 
tested for group differences in phonetic identification of consonants placed in audiovisual 
nonsense syllables. We asked whether differences would emerge between typical and 
dyslexic readers in the identification of McGurk stimuli, and in the phonetic categorization 
of steps from an audiovisually presented continuum between two phonetic categories. This 
allowed us to test whether a change in the size of the audiovisual time window(s) in 
dyslexia, if present, also affects speech perception. Fourth, we were able to compare these 
three aspects of audiovisual processing in the same individuals and hence provide a broader 
profile of the differences, if any, between dyslexic and typical readers.  
 
 
Method 
Participants 
Fifty-four typical readers and 60 dyslexic readers were recruited. All participants 
were undergraduate students at the Radboud University or at the HAN University of Applied 
Sciences in Nijmegen and received monetary compensation or course credits for their 
participation.  
All participants had normal or corrected-to-normal vision and were native speakers 
of Dutch. The inclusion of a participant in the group of dyslexic or typical readers was 
contingent on whether or not participants had a prior diagnosis of dyslexia and on their 
performance on a reading task we administered (the task is described in the Reading and 
cognitive measures section). Based on the distribution of the scores, the following cut-offs 
were chosen. To be considered typical readers, participants had to perform not only above 
the 50th percentile on reading accuracy but also above the 30th percentile on reading 
speed. To be included in the dyslexic readers group, participants had to perform below the 
50th percentile on reading accuracy or below the 30th percentile on reading speed. 
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Fourteen typical readers and three dyslexic readers, as originally defined, were excluded 
from the initial sample because their performance did not meet these criteria.  
Additionally, to be included in the final sample, all participants had to show pure-
tone thresholds in a standard audiometric test below 30 dB HL in each ear for a range of 
frequencies (0.125 to 4 kHz). One typical reader and six dyslexic readers (as originally 
defined) were excluded from further analyses for failing this hearing screening. 
Therefore, 39 typical readers (9 men; age: M = 22.3, SD = 2.9 years) and 51 dyslexic 
readers (11 men; age: M = 22.7, SD = 2.7 years) were included in the final sample. The 
median for typical readers was the 75th percentile (range = 54th to 99th percentile) in 
reading accuracy and the 76th percentile (range = 37th to 99th percentile) in reading speed. 
The median for dyslexic readers was the 19th percentile (range = 1st to 65th percentile) in 
reading accuracy and the 6th percentile (range = 1st to 92nd percentile) in reading speed. 
 
Reading and cognitive measures 
Reading. Reading was assessed with the text-reading task from a standardized Dutch 
reading and writing battery for dyslexia diagnosis in adolescents and adults (Gl&schr — Test 
voor gevorderd Lezen en Schrijven; De Pessemier & Andries, 2009). Participants were asked 
to read a 582-word text out loud while being audio-recorded. This text consisted of three 
paragraphs, varying in reading difficulty (easy, medium, and difficult). Silent pre-reading of 
the text was not allowed. Despite being informed that the time taken to read the text would 
be considered, the participants were told that it was more important to read clearly and 
accurately than to read fast. If more than five seconds were taken to read a word, the 
experimenter would read the word out loud. The participant would then continue reading, 
starting with the following word. Number of errors and time needed to complete the task 
were measured. Omissions, additions, replacements, and inversions were coded as errors, 
following the test manual, and the total number of errors per participant was calculated. 
The time to complete the task was the total time in seconds taken to read the entire text. 
The raw scores of the two measures (number of errors and time) were transformed into 
percentiles using the norms provided in the test manual to determine group membership. 
However, for the statistical analyses, we used the raw scores for both measures. 
Non-verbal cognitive ability. Matrix Reasoning, a subtest of the Dutch adaptation of 
the Wechsler Adult Intelligence Scale (WAIS-IV-NL; Wechsler, 2012), was used to assess non-
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verbal cognitive ability. Participants viewed an incomplete matrix of abstract pictures and 
were asked to select, from five possibilities, the picture that best completed the matrix. 
Items were presented until the participant made four consecutive errors, four errors on five 
consecutive items or until the end of the task was reached. The number of correct 
responses was used to compute a standardized score (M = 10, SD = 3).  
Speech reading. Speech reading was assessed with a forced-choice visual-only 
syllable identification task taken from Jesse and Janse (2012). The stimuli consisted of 10 
consonant-vowel (CV) syllables. The consonants came from five Dutch viseme classes 
(bilabial: /p/, /m/; labiodental: /f/, /v/; nonlabial front fricatives: /s/, /z/; other nonlabial 
front consonants: /t/, /n/; other nonlabial back consonants: /k/, /x/) (van Son, Huiskamp, 
Bosman & Smoorenburg, 1994). The vowel was the same for all syllables (/ø/). A total of six 
blocks was presented. Each block consisted of ten silent videos of a speaker’s face 
pronouncing each of the CV syllables, presented in random order. After each video, the set 
of possible responses was shown on the screen. The participants were asked to indicate 
which consonant (out of 10) the speaker had produced by pressing the corresponding key 
on a computer keyboard. If a response was not given in five seconds, the next video was 
presented. No feedback was provided. Overall accuracy (proportion of correct answers) was 
computed. 
 
Experimental materials and procedures 
Simultaneity judgment task. Audiovisual speech and non-speech materials were 
created to assess audiovisual temporal sensitivity in a simultaneity judgment task. Speech 
materials were taken from Groen and Jesse (2013), and consisted of a McGurk stimulus, 
where the auditory syllable /apa/ was dubbed onto a video showing a speaker saying /aka/. 
This stimulus should thus be perceived by participants as /ata/ (McGurk & MacDonald, 
1976). Non-speech materials consisted of a video showing a woman clapping her hands. The 
hands were clapped above the head, so that only hands and wrists were visible. The time 
between the start of the visual event (the beginning of the mouth or the hand moving) and 
the auditory event (the onset of the first phoneme or of the clapping sound) was 
approximately 200 milliseconds in the initial recordings of both types of materials. White 
noise was added to the speech stimuli at -16 dB SNR to increase the possibility of fusion 
(Groen & Jesse, 2013). 
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To create these stimuli, a female native Dutch speaker was video-recorded 
pronouncing the syllables /apa/ and /aka/ (Groen & Jesse, 2013) and the first author was 
recorded clapping hands. Speech stimuli were recorded with a Sony DCR-HC1000E camera 
and non-speech stimuli with a Sony Handycam DCR-SR190E. The audio was recorded at 44.1 
kHz. The videos were digitized as uncompressed 400 × 320 .avi files in PAL format. Videos 
were edited using Adobe Premiere Elements 11.0 (Adobe Systems, Mountain View, CA) and 
Praat (Boersma, 2011).  For speech and non-speech stimuli, the time between the onset of 
the visual and of the auditory event (SOA) was systematically varied. To create stimuli with 
various SOAs, the video track of each stimulus was systematically shifted in 40 millisecond 
increments (i.e., by one frame), so that the video track occurred earlier (visual lead) or later 
(auditory lead) than in the original stimuli.  This created 23 speech stimuli and 23 non-
speech stimuli, each set with SOAs ranging from -440 milliseconds to +440 milliseconds. The 
negative SOAs reflect an auditory lead, whereas the positive SOAs reflect a visual lead. 
In separate speech and non-speech simultaneity judgment conditions, participants 
were asked to indicate as quickly and accurately as possible by button press whether the 
auditory and the visual components of the audiovisual events were in synchrony or not. 
Participants completed the non-speech condition in their first test session and the speech 
condition in the second session. A total of eight blocks was presented in each condition. 
Each block consisted of 23 stimuli (22 asynchronous and one synchronous), shown in 
random order. A total of 184 trials were presented per condition. For both speech and non-
speech conditions, we report the percentage of “in synchrony” responses. 
McGurk identification task. The same stimuli (with the same SOAs) as in the speech 
condition of the simultaneity judgment task were presented. As before, white noise was 
added to these stimuli (at -16 dB SNR). The number of trials and blocks (8 blocks, each 
consisting of 23 stimuli) was the same as in the speech condition of the simultaneity 
judgment task. In the identification task, the participants were asked to indicate by button 
press what they had perceived (/aka/, /apa/, or /ata/). We report visually-based (/k/), 
auditorily-based (/p/) and fusion (/t/) response rates.  
Phonetic categorization task. Participants were presented with steps from an 
audiovisual continuum between the Dutch nonwords /soːp/ and /soːt/. These stimuli were 
taken from van der Zande, Jesse, and Cutler (2013). A male native speaker of Dutch had 
been video recorded with a Sony DCR-HC1000E camera and audio recorded with two 
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Sennheiser microphones. Videos showed the speaker’s head and the top of his shoulders. 
Videos were digitized as uncompressed 720 x 576 .avi files in PAL format. The audio 
sampling rate was 44.1 kHz. A 21-step auditory-only continuum and a 21-step visual-only 
continuum were created (see van der Zande et al., 2013, for details). Seven auditory steps 
and seven visual steps were selected and combined orthogonally for a pilot. 18 
undergraduate students, not involved in the main experiment, participated in the pilot. 
Participants were instructed to look at and listen to the speaker and to indicate what the 
speaker had said (“soop” or “soot”) as fast and accurately as possible. Each block consisted 
of 49 audiovisual stimuli presented in random order. A total of 10 experimental blocks was 
presented. Based on the pilot results, five audio steps (step 1: 19% /p/ responses, step 8: 
34%, step 10: 55%, step 12: 61%, and step 21: 82%) and five visual steps (step 0: 16% /p/ 
responses, step 35: 33%, step 40: 47%, step 50: 68%, and step 100: 85%) were selected for 
the main experiment. From here on, we will refer to the auditory and visual steps as steps 1, 
2, 3, 4, and 5, respectively. Each auditory step was combined with each visual step, resulting 
in a total of 25 videos. These stimuli had no noise added. Participants were asked to indicate 
by button press, as fast and accurately as possible, whether the speaker had said “soop” or 
“soot”. Each block consisted of 25 audiovisual stimuli presented in random order. A total of 
eight experimental blocks was presented, resulting in a total of 200 trials. The mean 
percentage of /p/ responses across the combined steps of the auditory and the visual 
continuum are reported. 
 
General procedure 
Informed consent was obtained from all participants of the study. All procedures 
performed in the present study were in accordance with the ethical standards of Radboud 
University. 
Participants were tested in two separate sessions in order to avoid fatigue and to 
reduce possible influences between the experimental tasks. During the first session, 
participants completed the following tasks (in this order): hearing screening, reading, 
phonetic categorization, speech reading, McGurk identification, matrix reasoning, and the 
non-speech condition of the simultaneity judgment task, as well as some additional tasks to 
be reported elsewhere. The speech condition of the simultaneity judgment task was 
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completed during the second session, together with several other tasks to be reported 
elsewhere. 
The experimental tasks were controlled by Presentation® software (Version 16.5, 
www.neurobs.com). Visual materials were displayed on a CRT monitor Iiyama vision master 
pro451 (19 inches screen). The refresh rate of the monitor was set to 75Hz (at 1280x1024 
resolution), a multiple of the videos’ frame rate, to guarantee temporally accurate 
presentation of the stimuli. The audio was presented via Sennheiser headphones (model HD 
25 SP) at a fixed comfortable listening level (60 dB). 
All four experimental tasks had the same presentation sequence: (1) a 50 millisecond 
black screen; (2) a fixation cross, presented for 250 milliseconds; (3) a 200 millisecond black 
screen; and (4) the stimulus presentation. The videos were played in the center of the 
screen. Each video (in all tasks) lasted two seconds and was always played completely. After 
stimulus offset, the response options were presented on the screen and the participants 
were asked to report their response by pressing one of the response buttons. If a response 
was not given within five seconds, the next trial was presented. A practice block always 
preceded experimental blocks, to familiarize the participants with the procedure. Practice 
consisted of 8 trials, except for the phonetic categorization task with 5 practice trials. 
Feedback on the procedure (i.e., how and when to give a response) was given only on 
practice trials. 
 
Results 
Reading and cognitive measures 
Table 1 shows a summary of the included participants’ performance in the reading 
tasks and in the other cognitive tasks. The number of errors made on the reading task 
correlated positively with the time taken to complete it (r = .69, p < .001). Two-sample 
independent means t-tests were used to test for group differences. In cases where the 
assumption of the homogeneity of variances was violated, Welch corrections were applied 
to adjust the degrees of freedom. The statistical analyses confirmed that typical and dyslexic 
readers differed significantly in reading accuracy and in reading speed. The groups did not 
differ in non-verbal cognitive ability or in their ability to speech read.  
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Table 1 
Typical and dyslexic readers’ average performance in the reading and cognitive measures. Standard 
deviations are reported in parentheses. 
 
Typical readers 
(N = 39) 
Dyslexic readers 
(N = 51) 
t-test Cohens D 
Reading accuracy 
(number of errors) 
5.36 (2.50) 19.18 (10.39) 
t(57.41) = -9.16, 
p < .00001 
1.76 
Reading speed 
(in seconds) 
232.05 (16.07) 309.75 (45.81) 
 
t(65.16) = -11.24, 
p < .00001 
2.15 
Non-verbal cognitive 
ability 
(standardized score) 
9.97 (2.54) 10.45 (2.23) 
t(88) = -0.96, 
p = .35 
0.20 
Speech-reading accuracy 
(proportion of correct 
answers) 
.40 (.08) .38 (.08) 
 
t(88) = 1.24, 
p = .22 
0.26 
 
 
Simultaneity judgment task 
Figure 1 shows the average percentage of responses judged as occurring 
simultaneously or “in synchrony” (referred to as “synchronous responses” from here on) for 
the speech and non-speech stimuli at each SOA for the typical and the dyslexic readers. This 
figure suggests that for both speech and non-speech stimuli, dyslexic readers perceived 
auditory and visual information as synchronous over a wider window than their controls. 
Additionally, the differences between groups appear to be more pronounced for the visual 
leads (positive SOAs) than for the auditory leads (negative SOAs).  
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Figure 1. Synchrony responses by SOA and group for audiovisual speech (A) and non-speech (B) 
stimuli. 
 
Mixed-effect models were implemented separately to analyze the data collected for 
auditory (negative SOAs) and visual lead (positive SOAs) in the speech and non-speech 
conditions, using the lmer function in the lme4 package (Bates, Maechler, Bolker & Walker, 
2014) in R (version 3.1.2, R Core Team, 2014). Type of answer (synchronous, asynchronous) 
was the binomial numeric dependent variable (out-of-synchrony response = 0, in-synchrony 
response = 1). Group (typical readers = -0.5, dyslexic readers = 0.5) was a contrast-coded 
fixed factor and SOA was a scaled numeric fixed factor. To evaluate an effect of type of lead, 
we also report results from models containing type of lead as a contrast-coded fixed factor 
(auditory lead = -0.5, visual lead = 0.5). For these models, negative and positive SOAs were 
treated as equivalent (i.e., the magnitude of the SOA relative to the synchronous stimulus 
was analyzed, but the sign of the SOA was ignored). For all models, subjects were added as a 
random factor, along with by-subject slope adjustments for SOA (Barr, Levy, Scheepers & 
Tily, 2013). Models were fit using the maximum likelihood criterion. P-values were 
estimated using Satterthwaite approximations. 
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Speech stimuli. For speech stimuli, dyslexic readers gave more synchronous 
responses than typical readers, both for auditory lead (ß = 0.03, SE = 0.009, p < .01) and for 
visual lead (ß = 0.07, SE = 0.009, p < .00001). Likewise, SOA had a significant effect for both 
auditory (ß = 0.26, SE = 0.01, p < .00001) and visual lead (ß = -0.28, SE = 0.009, p < .00001), 
with participants’ responses changing across SOA in both parts of the continuum. The 
interaction between group and SOA was significant for visual lead (ß = 0.07, SE = 0.02, p 
< .001). The change with SOA was larger for the dyslexic than for the typical readers, 
indicating a wider temporal window for dyslexic readers. This effect was only marginally 
significant for auditory lead (ß = -0.04, SE = 0.02, p = .09). We further combined the auditory 
and the visual lead portions to evaluate the effects of type of lead. Type of lead was not 
significant and did not contribute to any interactions (all p > .05). 
Non-speech stimuli. For non-speech stimuli, dyslexic readers gave more synchronous 
responses than typical readers for auditory lead (ß = 0.02, SE = 0.008, p < .01) and for visual 
lead (ß = 0.07, SE = 0.009, p < .00001). Again, responses changed across SOAs for auditory 
lead (ß = 0.37, SE = 0.006, p < .00001) and did so differently by group (ß = -0.02, SE = 0.01, p 
< .05), suggesting a wider time window for dyslexic than typical readers. Responses also 
changed across SOAs for visual lead (ß = -0.28, SE = 0.009, p < .00001), but these changes 
were independent of group (p > .05). To examine the effects of type of lead, we also 
collapsed these data across SOA. Unlike for speech events, the type of lead had an effect on 
simultaneity perception for non-speech events (ß = -0.13, SE = 0.02, p < .00001). Group 
effects were again observed (ß = 0.05, SE = 0.006, p < .00001) and were independent of type 
of lead. Responses changed across SOA (ß = -0.33, SE = 0.006, p < .00001), but this degree of 
change in slope was different depending on the type of lead (ß = 0.08, SE = 0.01, p < .00001). 
As with the speech stimuli, however, there was no three-way interaction of SOA, type of 
lead, and group. 
Speech versus non-speech stimuli. The proportion of synchronous responses given in 
the speech and non-speech conditions were significantly correlated (r = .72, p < .001). We 
further tested whether there were differences in the width of the windows for speech and 
non-speech stimuli. A mixed-effect model was implemented. Type of answer (synchronous, 
asynchronous) was the binomial numeric dependent variable (out-of-synchrony response = 
0, in-synchrony response = 1). Group (typical readers = -0.5, dyslexic readers = 0.5) and type 
of stimulus (speech = -0.5, non-speech =0.5) were contrast-coded fixed factors. SOA was a 
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scaled numeric fixed factor. This analysis showed a decrease in synchronous responses with 
larger SOAs (ß = -0.30, SE = 0.01, p < .00001). Such a decrease was steeper for non-speech 
than for speech stimuli (ß = -0.06, SE = 0.01, p < .00001). A three-way interaction between 
group, SOA, and type of stimulus (ß = -0.04, SE = 0.02, p < .01) revealed that the steeper 
decrease for non-speech compared to speech was more profound for dyslexic than for 
typical readers.  
In summary, dyslexic readers gave more synchronous responses than typical readers 
for speech and non-speech stimuli. These group differences were observed both when the 
auditory portion of the stimuli was earlier in time and when the visual portion was earlier in 
time. The changes in synchronous responses across the speech and non-speech continua 
were also different across groups, indicating a wider temporal window of perceived 
simultaneity for dyslexic compared to typical readers. 
 
McGurk identification task 
Figure 2 shows the distribution of fusion responses per participant and per group. 
 
Figure 2. Distribution of fusion rates per participant and group. Each point represents one 
participant. 
 
Figure 3 shows the mean response rates for dyslexic and typical readers to McGurk 
stimuli across different SOAs. Response rates are plotted separately by group for visually-
based /k/ responses, auditorily-based /p/ responses, and fusion /t/ responses. The results 
shown in this figure suggests that there are no group differences here for any type of 
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response. The response distribution changes however, as expected, across SOAs, indicating 
a larger visual influence for more synchronous presentations. 
 
 
Figure 3. Response rates by groups across SOA. 
 
Mixed-effect models were used to analyze the data, using the same modeling 
approach as described above. However, for these analyses we did not separate the analyses 
by lead type. We first analyzed the influence of group and SOA on auditory-based responses 
(i.e., /p/ responses). For this analysis, we created a binomial numeric dependent variable by 
coding /p/ responses as 1 and all other responses as 0. This analyses would hence code all 
visually-influenced responses as 0, no matter whether or not they lead to a fusion. For 
completeness and in a similar fashion, we analyzed effects on fusion responses (/t/ 
responses = 1) and on visually-based responses (/k/ responses = 1). Results showed that all 
response types changed across SOAs (visual-based /k/ responses: ß = -0.02, SE = 0.004, p 
<.00001; fusion responses: ß = 0.01, SE = 0.04, p <.01; auditory-based /p/ responses: ß = 
0.01, SE = 0.003, p <.001). Group had no main effect and did not interact with SOA (p > .05).  
In summary, no differences were found between dyslexic and typical readers for any 
type of response: auditorily-based, visually-based, and fusion responses. More importantly, 
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changes in response rates across the SOAs were similar in both groups, suggesting a similar 
sized time window of integration for adults with and without dyslexia. 
 
Phonetic categorization task 
 Figure 4 shows each group’s mean percentage of /p/ responses for each step on the 
auditory /t/-/p/ continuum, crossed with steps of the visual /t/-/p/ continuum. This figure 
suggests that visual information has an influence on the categorization of the auditory 
continuum, but that this influence is similar across groups. In order to illustrate this better, 
we calculated the difference between the mean percentage of /p/ responses to the most 
/p/-like visual step minus the mean percentage of /p/ responses to the least /p/-like visual 
step. To account for differences in proximity to ceiling level performance, that is, for the 
amount of possible improvement, this difference was divided by 100 minus the mean 
percentage of /p/ responses to the most /p/-like visual step. The mean normalized benefit 
for each group at each step of the auditory continuum is plotted in Figure 5. The data 
depicted in this figure again suggest that both groups show a similarly large visual influence 
on their auditory categorizations. 
 
 
Figure 4. Mean percentage of /p/ responses across the combined steps of an auditory and visual 
continuum for dyslexic and typical readers (ranging from 1: less “/p/-like” to 5: more “/p/-like”).  
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Figure 5. Mean change in percentage of /p/ responses between the most and least /p/-like steps on 
the visual continuum. This measure was calculated for each step of the auditory continuum for 
dyslexic and typical readers and has been normalized based on the auditory performance in the 
most /p/-like visual condition. 
 
Mixed-effect models were used for the data analyses, similar to what was described 
earlier. Type of answer (1 = /p/, 0 = /t/) was treated as a binomial numeric dependent 
variable. Group (typical readers = -0.5, dyslexic readers = 0.5) was included in the models as 
a contrast-coded fixed-effect and auditory and visual steps as scaled, numeric fixed-effects. 
Subjects and by-subject slope adjustments for auditory and visual steps were added as 
random effects. Group had no effect on categorizations and did not interact with any other 
factor (p > .05). More /p/ responses were given when presented with more /p/-like steps on 
the auditory (ß = 0.25, SE = 0.008, p < .00001) and the visual continuum (ß = 0.16, SE = 0.01, 
p < .00001). The interaction between auditory and visual steps was also significant (ß = -
0.02, SE = 0.004, p < .00001). In summary, dyslexic and typical readers did not differ in the 
visual influence on auditory perception.  
There were no significant correlations between tasks (all p>.05). 
 
Discussion 
The aim of the present study was to test whether an audiovisual deficit was present 
in adults with developmental dyslexia. More specifically, we determined whether adult 
typical and dyslexic readers differed a) in the time window over which auditory and visual 
speech and non-speech events are perceived as occurring simultaneously, b) in the 
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temporal window of integration for audiovisual speech, and c) in the extent to which their 
audiovisual perception of phonetic categories is influenced by information from the visual 
modality. 
First, we showed that dyslexic and typical readers differed in their audiovisual 
temporal sensitivity. Dyslexic readers gave more in-synchrony responses to out-of-
synchrony stimuli than the typical readers, for both speech and non-speech stimuli. 
Furthermore, the change in response rates across SOAs differed by group, indicating that 
dyslexic readers had a wider temporal window of perceived synchrony than typical readers. 
The differences observed between typical and dyslexic readers in audiovisual temporal 
sensitivity for speech and non-speech are in line with previous evidence of an altered 
temporal profile of audiovisual temporal perception in dyslexia for non-speech events 
(Hairston et al., 2005). Additionally, this result fits with earlier suggestions of an auditory 
temporal processing deficit in dyslexia (Tallal, 1984; for a review of the literature, see 
Farmer & Klein, 1995). Importantly, we added to Hairston et al.'s results by showing 
differences both in speech and in non-speech events. This suggests that the audiovisual 
deficit in dyslexia is broad, rather than specific to letter-speech sound associations or to 
non-speech events. Additionally, both groups showed narrower temporal windows for the 
non-speech when compared to the speech events, which concurs with previous findings in 
typical adult readers (e.g., Vatakis & Spence, 2006). Hence, although dyslexic readers 
showed a deficit in audiovisual temporal perception for both speech and non-speech 
events, they still showed a narrower window for stimuli that were less complex (and more 
prominently than the typical readers). This crossmodal temporal deficit — reflected here as 
wider windows during which out-of-synchrony events are perceived as in-synchrony — 
could result in impaired reading. Given that adequate associations between graphemes and 
phonemes occur in narrow time windows (Froyen et al., 2008), a crossmodal deficit that 
results in the widening of audiovisual temporal windows could impair the development of 
such associations and, consequently, reading. That is, it could hamper the formation of 
adequate representations, creating ambiguity in the correspondences between graphemes 
and phonemes (Wallace and Stevenson, 2014). This could result in reductions in the speed 
with which printed representations are decoded (Hairston, et al., 2005), and lead to more 
errors in the accurate pairing of orthography and speech sounds (Hahn et al., 2014). 
Alternatively, it is possible that dyslexic readers experience difficulties in the uptake of 
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information and extend their temporal windows to compensate for the difficulties in 
sensory processing. Such a compensatory mechanism has been previously shown in older 
adults (Diederich et al., 2008; Laurienti et al., 2006). In summary, we have demonstrated the 
existence of a general audiovisual temporal deficit in dyslexia, restricted neither to reading, 
nor to language. Both this deficit and reading impairment in dyslexia may be the effect of a 
third (currently unknown) factor. 
Second, we observed no group differences in the time window of audiovisual 
integration of information about stop consonants. The two groups performed similarly with 
regard to the rate of auditorily- and visually-based responses, as well as the rate of fusion 
responses in our McGurk identification task. The rate of visually-based responses peaked 
with more synchrony, while the rate of fusion and of auditory-based responses declined 
with more synchronous stimuli. Overall, participants reported more visually-based 
responses than fusion responses and auditory-based responses. Auditory-based responses 
had the lowest overall rate probably because the informativeness of auditory information 
was lowered by the added noise. The lower rate of auditory-based responses does not seem 
to be due to the instructions to report ‘what is perceived’ rather than ‘what is heard’. In a 
separate pilot study (N = 14) we obtained similar results when we asked participants with 
typical reading to report what they ‘heard’ (instead of ‘perceived’). The rate of visual-based 
responses also exceeded the rate of fusion responses, possibly because the visually-
presented "aka" was clearly recognizable and thus did not support the "ata" interpretation 
(see Tiippana, 2014, for a similar argument; and e.g., Andersen, Tiippana, Laarni, Kojo, & 
Sams, 2009; Saalasti et al., 2012, for similar patterns).    
In combination, these two sets of results showed that dyslexic and typical readers 
differed in terms of audiovisual temporal sensitivity, but showed similar temporal windows 
of integration. This points to a dissociation between the judgment of synchrony and the 
attainment of perceptual integration (Conrey & Pisoni, 2006; Soto-Faraco & Alsius, 2007, 
2009; van Wassenhove et al., 2007), which is in accordance with evidence showing that 
different brain networks are involved in the detection of audiovisual simultaneity and in 
audiovisual integration (Miller & D’Esposito, 2005). Alternatively, this dissociation could 
relate to the nature of the tasks and to the processes considered in the present study. We 
showed that dyslexic readers performed worse than typical readers while making explicit 
judgments about the temporal synchrony of the events. However, no differences were 
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observed when the groups were making implicit judgments about that same synchrony 
while determining phonetic identity, using identical stimuli. Interestingly, reading requires 
conscious reflection about letter-sound correspondences and their synchrony, that is, a 
percept in one modality has to be mapped onto another modality, but there is no single 
representation for a letter-sound correspondence. In audiovisual speech, though, 
information from two modalities is integrated into a single overall percept. Hence, 
synchrony is used implicitly in audiovisual speech integration but explicitly in reading. It is 
thus possible that a core aspect of the role of an audiovisual deficit in the acquisition of 
letter-sound correspondences in dyslexia lies in the ability to make explicit judgments about 
timing. An explanation along these lines would also account for the absence of differences 
between dyslexic and typical readers in audiovisual speech perception. Furthermore, it is 
interesting to note that other hypotheses about the nature of dyslexia also suggest that the 
deficit may lie in conscious reflective processes, such as the hypothesis that dyslexics have 
problems with accessing (otherwise unimpaired) phonological representations (Boets et al., 
2013; Ramus & Szenkovits, 2008). Further research is needed to clarify the plausibility of 
these two explanations (i.e., that based on distinct mechanisms for simultaneity and 
perceptual judgments vs. that based on the ability to make explicit judgments). 
Electrophysiological and neuroimaging studies requiring both explicit and implicit judgments 
(and tapping into both time windows) may shed some light on possibly distinctive 
mechanisms underlying each of these tasks.  
Our third finding was that there were no group differences between dyslexic and 
typical readers’ audiovisual speech perception. In the phonetic categorization task, both 
groups gave more /p/ responses when presented with more /p/-like steps on the auditory 
and visual continua. More importantly, the change in p-responses for auditory steps as a 
function of visual step was the same across groups. In the McGurk identification task, no 
differences were found between groups in terms of their response rates. This absence of 
differences between dyslexic and typical readers is in line with the studies reporting intact 
audiovisual speech perception in dyslexia (Baart et al., 2012; Campbell et al., 1997; de 
Gelder and Vroomen, 1998; Groen & Jesse, 2013). This result is, however, at odds with 
studies showing fewer fusion responses in children (Hayes et al., 2003) and adults (Norrix et 
al., 2006) with learning disabilities. Importantly, we tested adults diagnosed with 
developmental dyslexia, whereas both Hayes et al. (2003) and Norrix et al. (2006) tested 
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individuals with learning disabilities. Though dyslexia is the most frequent learning disability, 
learning disabilities may reflect arithmetic, handwriting, and/or spelling problems (Shaywitz, 
Fletcher, & Shaywitz, 1995). The multidimensional nature of learning disabilities and the 
possible differences between the disabilities included in it may explain the differences 
between our results and those of Hayes et al. (2003) and Norrix et al. (2006). Alternatively, it 
may be the case that speech processing is too easy a task for adult readers to perform: 
speech is encountered since infancy, and on a very regular basis and the learning of the 
causal relations between sounds and mouth gestures is implicit — opposite characteristics 
to the reading process. Additionally, it may be that the tasks were not sufficiently difficult to 
reveal difficulties in dyslexic readers. Deficits in speech perception might only come to light 
under more challenging conditions. Indeed, Hayes et al. (2003) reported differences 
between learning disabled and normal learning children, but only when the stimuli were 
presented with a high level of noise. Moreover, Hazan, Messaoud-Galusi, and Rosen (2013) 
showed that children with dyslexia exhibited difficulties in speech-in-noise perception but 
only when the speaker's intonation was variable or when the listeners were under greater 
memory and cognitive load, as in discrimination tasks. It is also possible that deficits which 
could emerge in the perception of words or sentences may have gone undetected in the 
current task with isolated nonsense syllables (e.g., Grant & Seitz, 1998; Sommers, Tye-
Murray, & Spehar, 2005). A different possibility is that differences between typical and 
dyslexic readers are not easily observable behaviourally. Indeed, Widmann et al. (2012) 
observed large and significant differences between typically developing and dyslexic 
children on the neurophysiological level in a symbol-to-sound matching task, while at the 
same time this resulted in only slightly worse performance in the dyslexic readers on the 
behavioural outcomes of this processing. In the behavioural experiment conducted by 
Widmann et al. and in the present study, individual and group differences in perception may 
have been diminished by post-perceptual compensatory strategies. 
Summarizing, we have shown no differences between typical and dyslexic readers in 
their perception of audiovisual speech. We hypothesize that, though differences in speech 
perception may exist between the two groups during childhood, those differences cease to 
exist in remediated dyslexic readers, possibly due to the development of compensatory 
strategies and to accumulated experience with speech processing. 
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Conclusion 
Reading is an audiovisual process that requires the learning and the automatization 
of systematic links between graphemes and phonemes. It is thus plausible to assume that 
reading impairment in developmental dyslexia may reflect an audiovisual deficit. Our results 
are in line with such an assumption, showing that adult dyslexic readers have a wider time 
window of perceived audiovisual synchrony than typical readers, for both speech and non-
speech stimuli. No difference was found, however, in the size of the temporal window of 
integration and in audiovisual speech perception. This dissociation is consistent with an 
audiovisual system that makes use of distinct mechanisms to accomplish different tasks. 
Alternatively, the audiovisual deficit in dyslexic readers might reflect problems with making 
explicit simultaneity judgments. Either way, these results point towards the presence of a 
domain-general audiovisual temporal processing deficit in developmental dyslexia. 
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Abstract 
The aim of this study was to clarify whether audiovisual processing accounted for 
variance in reading and reading-related abilities, beyond the effect of a set of measures 
typically associated with individual differences in both reading and audiovisual processing. 
Testing adults with and without a diagnosis of dyslexia, we showed that, across all 
participants, audiovisual temporal sensitivity contributed uniquely to variance in reading 
ability. This is consistent with previous studies demonstrating an audiovisual deficit in 
dyslexia. Additionally, we showed that speechreading (identification of speech based on 
visual cues from the talking face alone) was a unique contributor to variance in phonological 
awareness in dyslexic readers only: those who scored higher on speechreading, scored 
lower on phonological awareness. This suggests a greater reliance on visual speech as a 
compensatory mechanism when auditory speech is problematic. A secondary aim of this 
study was to better understand the nature of dyslexia. The finding that a sub-group of 
dyslexic readers scored low on phonological awareness and high on speechreading is 
consistent with a hybrid perspective of dyslexia: There are multiple possible pathways to 
reading impairment, which may translate into multiple profiles of dyslexia.  
 
Keywords: reading, dyslexia, audiovisual temporal sensitivity, speechreading, individual 
differences 
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Introduction 
Developmental dyslexia (henceforth dyslexia) is a disability characterized by severe 
difficulties in attaining an adequate reading level, despite normal intelligence and 
educational opportunities and in the absence of any sensory or neurological impairment 
(Lyon, Shaywitz & Shaywitz, 2003). Since reading is an audiovisual process that requires 
learning and the automatization of systematic links between graphemes and phonemes, it is 
possible that reading impairment in dyslexia reflects an audiovisual processing deficit (see, 
for a review of the literature, Hahn, Foxe, & Molholm, 2014). In the present study, we tested 
this hypothesis by asking whether individual differences in audiovisual temporal sensitivity 
and in speechreading account for individual differences in reading and reading-related 
abilities among adult readers with and without diagnosed dyslexia, above and beyond other 
cognitive skills typically associated with reading. Looking into individual differences among 
readers with and without dyslexia also allowed us to contribute to another debate on the 
nature of dyslexia: Is dyslexia better explained by single or multiple deficit models?  
Dyslexia represents a persistent condition rather than a transient developmental lag 
associated with the beginning of reading acquisition. In addition to manifest reading 
difficulties (e.g., Elbro, Nielsen, & Petersen, 1994), adults with dyslexia also show impaired 
phonological processing (e.g., Vellutino, Fletcher, Snowling, & Scanlon, 2004). Phonological 
awareness (the ability to perceive and manipulate the sound structure of spoken words) and 
letter naming (how quickly letters can be named) are two reading-related abilities that rely 
on phonological processing. Both abilities are impaired in adult dyslexic readers (e.g. 
Bekebrede, van der Leij, & Plakas, 2010; Elbro, Nielsen, & Petersen, 1994; van Bergen, de 
Jong, Maassen, & van der Leij, 2014), leading many to believe that a phonological deficit 
underlies dyslexia (e.g., Snowling, 2000; Stanovich, 1988). Phonological awareness is 
fundamental for the learning and storing of mappings between visual symbols (graphemes) 
and letter sounds (phonemes) (Melby-Lervåg, Lyster, & Hulme, 2012). Hence, it has been 
described as the primary predictor of reading success (Bast & Reitsma, 1998; Caravolas, 
2004; Høien, Lundberg, Stanovich, & Bjaalid, 1995; Melby-Lervåg et al., 2012; Müller & 
Brady, 2001; Öney & Durgunoglu, 1997; Snowling, 2000; Stanovich & Siegel, 1994; Vellutino 
et al., 2004, Wimmer, Landerl, Linortner, & Hummer, 1991). Letter naming is hypothesized 
to reflect the ease of access to and retrieval of phonological codes for letters from long‐term 
memory in children (e.g. Chiappe, Stringer, Siegel, & Stanovich, 2002; Pennington, Cardoso‐
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Martins, Green, & Lefly, 2001; Schatschneider, Carlson, Francis, Foorman, & Fletcher, 2002; 
Torgesen, Wagner, & Rashotte, 1994), adolescents (Penningston et al., 2001), and adults 
(Chiappe et al., 2002). It is an important predictor of reading fluency and dyslexia in 
alphabetic scripts in children (e.g., van den Bos, 1998; de Jong & van der Leij, 1999; de Jong 
& van der Leij, 2002; Kirby, Parrila, & Pfeiffer, 2003; Georgiou, Parrila, Kirby, & Stephenson, 
2008; Kirby, Desrochers, Roth, & Lai, 2008) and adults (Jones, Branigan, & Kelly, 2009).  
In summary, adult dyslexic readers show difficulties not only in reading, but also in 
reading-related abilities, such as phonological awareness and letter naming. This wider 
reading profile has value in diagnosing individuals with dyslexia (e.g., Reynolds & Shaywitz, 
2009). Moreover, adult dyslexic readers might have developed strategies to compensate for 
their difficulties in reading. Thus, they might not differ from the typical readers in reading 
measures, but, when faced with tasks such as those measuring phonological awareness and 
letter naming, residual difficulties might become apparent. Hence, in this study, we assessed 
the associations of audiovisual processing with reading ability, but also with other reading-
related abilities reflecting a phonological deficit in dyslexia (that is, phonological awareness 
and letter naming).  
As mentioned before, reading impairment might reflect a deficit in audiovisual 
processing and, indeed, children and adult dyslexic readers have been shown to 
inadequately process audiovisual objects, for instance, while being presented with 
audiovisual and unisensory letters and speech sounds (Blau, van Atteveldt, Ekkebus, Goebel 
& Blomert, 2009; Blau et al., 2010; Froyen, Willems, & Blomert, 2011; Kast, Bezzola, Jäncke, 
& Meyer, 2011; Kronschnabel, Brem, Maurer & Brandeis, 2014; Mittag, Thesleff, Laasonen, 
& Kujala, 2013), while identifying unisensory and audiovisual speech (e.g., Hayes, Tiippana, 
Nicol, Sams, & Kraus, 2003), and while matching non-linguistic audiovisual materials (e.g., 
rectangles and tones, Widmann, Schröger, Tervaniemi, Pakarinen, & Kujala, 2012). For a 
subset of the sample tested in this study, we have recently shown differences between 
dyslexic and typical adult readers in their audiovisual temporal sensitivity (Francisco, Jesse, 
Groen, & McQueen, 2017). Adult typical and dyslexic readers performed a simultaneity 
judgment task, in which participants had to indicate whether or not auditory and visual 
components of speech and non-speech stimuli presented with different stimulus onset 
asynchronies (SOAs) occurred simultaneous. The speech stimuli elicited the McGurk effect 
(McGurk & McDonald, 1976), a perceptual illusion that is characterized by the joint 
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interpretation of incongruent auditory and visual speech. For example, when hearing the 
syllable /apa/ while seeing a speaker pronouncing /aka/, participants often report 
perceiving /ata/ — referred to as fusion response. Using McGurk stimuli provides at least 
two advantages. First, it allows one to analyze different measures: Proportion of fusion 
responses, proportion of auditory-based responses, and proportion of visually-based 
responses. Second (if using different SOAs), it allows to test whether temporal sensitivity 
judgments have consequences for identification (given that a congruent stimulus, in 
contrast, will almost always be identified in the same way). The non-speech stimuli used in 
our study showed a woman clapping her hands. We showed that adult dyslexic readers had 
a wider time window of perceived audiovisual synchrony than typical readers, for both 
speech and non-speech stimuli, that is, they judged asynchronous events as being in-
synchrony more often than typical readers. 
These results on the perceived simultaneity of audiovisual speech events were in 
line with those of other studies reporting dyslexic adults’ extended temporal windows when 
judging the temporal order of audiotactile, visuotactile, and audiovisual events compared to 
typical readers (Hairston et al., 2005; Laasonen et al., 2002). We and others (Hairston et al., 
2005; Wallace & Stevenson, 2014) have argued that such an expanded time window could 
result in difficulties in processes that are dependent on the rapid and accurate integration of 
cues from multiple senses, such as reading (see Froyen, Van Atteveldt, Bonte & Blomert, 
2008). Expanding the temporal window over which auditory and visual events are seen as 
synchronous could result in inappropriate grapheme-phoneme correspondences and, 
consequently, in less efficient decoding. Moreover, it might lead to substantial difficulties in 
the construction of strong reading representations, in that the wider windows will lead to 
greater ambiguity in the correspondences between the auditory and the visual elements of 
a word (Hairston et al., 2005; Wallace & Stevenson, 2014).  
Even though these studies provide evidence for an audiovisual deficit in dyslexia, the 
nature of the relationship between audiovisual processing and reading remains mostly 
unknown. Studying individual differences could help clarify this relationship. For instance, in 
an event-related potential (ERP) study testing typical, reading impaired and severely reading 
impaired children, Žarić et al. (2014) found that individual differences in ERP measures of 
letter-speech sound integration correlated with reading fluency, suggesting that early 
audiovisual speech integration processes scale with individual differences in reading ability. 
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Gullick and Booth (2014) investigated the relationship of behavioral performance and brain 
function related to phoneme–grapheme integration with connectivity in the arcuate 
fasciculus. In a range of children with different reading abilities, they showed that both 
response accuracy and brain activity for audiovisual rhyme judgments were predictive of 
fractional anisotropy along the arcuate fasciculus. Fractional anisotropy reflects the degree 
of directional diffusivity of white matter voxels. Higher values are taken to reflect greater 
connectivity between brain regions and thus more efficient processing of information along 
a specific tract. These studies stress the importance of considering individual differences in 
reading, reading-related abilities associated with phonological processing, and audiovisual 
processing in order to understand how reading ability and audiovisual processing are 
related. 
In the present study, we aimed to test whether individual differences in audiovisual 
processing account for variance in reading, and in reading-related abilities tapping into 
phonological processing. Individual differences in reading and reading-related abilities have 
been described in dyslexic adult readers (e.g., Ramus et al., 2003; Rosen, 2003). Such 
differences may be due to individual differences in distinct cognitive processes. Therefore, 
to pinpoint the nature of the contribution of audiovisual processing to reading, the effect of 
cognitive abilities typically associated with reading also ought to be considered. Since the 
ability to learn to read depends on the acquisition of a variety of different types of 
knowledge and skills (c.f. Vellutino et al., 2004), we selected a set of distinct cognitive 
abilities typically associated in the literature with reading ability. First, working memory has 
been consistently associated with reading, at least in children (Christopher et al., 2012; 
Swanson, Howard, & Saez, 2006; Swanson, Zheng, & Jerman, 2009) and adolescents 
(Christopher et al., 2012). It has a fundamental role in: a) establishing stable associations 
between lexical and sublexical components of spoken and printed words; and b) encoding, 
storing, and retrieving the different types of information entailed in learning to read 
(Vellutino et al., 2004). Second, inhibitory control may be related to reading in adults, as it 
impacts working memory and its contents (Hasher, Zacks, & May, 1999). It ensures that 
information in the memory buffer is restricted to goal-relevant information, for instance, by 
preventing any activated but goal-irrelevant information from entering working memory. In 
a large-sample study, reading-impaired children and adult readers were shown to have 
greater difficulty in preventing irrelevant information from entering working memory 
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(Chiappe, Hasher, & Siegel, 2000). Third, processing speed is also typically associated with 
reading. Dyslexic adult readers (Breznitz & Meyler, 2003; Laasonen, Lahti-Nuuttila, & Virsu, 
2002; Stoodley & Stein, 2006; Wolf, Bowers, & Biddle, 2000) and children (Pennington & 
Bishop, 2009; Wolf et al., 2000) show slower processing speed than typical readers across a 
range of tasks both in the visual and in the auditory modality. Recently, linguistic and non-
linguistic processing speed has been argued to be a more powerful predictor of reading than 
even phonological awareness, at least in dyslexic children (Park & Lombardino, 2013). 
Fourth, children with reading impairment have also been shown to perform poorly in 
paired-associate learning tasks (e.g., Vellutino, Scanlon, & Spearing 1995; Mayringer & 
Wimmer, 2000; Messbauer & de Jong, 2003). Furthermore, visual-verbal paired associate 
learning has been reported to be a unique predictor of visual word recognition, after 
controlling for phoneme awareness and verbal-verbal paired associate learning, at least in 
children (Hulme, Goetz, Gooch, Adams, & Snowling, 2007). Last, successful reading also 
depends on a certain level of cognitive flexibility. For instance, while reading, an individual 
may need to generate and evaluate several possibilities for the pronunciation of a word, 
before selecting the most adequate one for a given context (Gaskins, 2008). Increased 
cognitive flexibility has been argued to strengthen the effectiveness of phoneme awareness 
and of reading and spelling instruction for kindergarten and first-grade students (Krause & 
Moore, 1997).  
Individual differences have been reported not only in reading, but also in audiovisual 
processing. In the general adult population, there have been reports of individual 
differences in the size of the temporal window during which events are perceived as 
synchronous (Conrey & Pisoni, 2006; Miller & D’Esposito, 2005; Stevenson, Zemtsov, & 
Wallace, 2012), in the size of the audiovisual benefit (obtained when bimodal rather than 
unimodal events are presented) (e.g., Jesse, Vrignaud, Cohen, & Massaro, 2000; MacLeod & 
Summerfield, 1990), and in the perception of the McGurk effect (e.g., Nath & Beauchamp, 
2012; Strand, Cooperman, Rowe, & Simenstad, 2014). Such variability could at least partially 
be accounted for by differences in speechreading (the ability to identify speech based only 
on seeing the speaker's talking face). Speechreading is a fundamental component of 
audiovisual processing, with better adult speechreaders showing a larger audiovisual benefit 
(e.g., Jesse & Janse, 2012). Additionally, speechreading ability has been found to be a strong 
correlate of reading ability in both deaf and hearing children (Kyle & Harris, 2010). Woll 
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(2012) argued that the information derived through speechreading supports the 
development of the phonological skills needed for reading. Speechreading is itself 
characterized by substantial individual variability (e.g., Summerfield, 1992), and though 
some attempted to clarify this variability, little is known about which factors underlie 
individual differences in speechreading. Working memory (Feld & Sommers, 2009; Lyxell & 
Rönnberg, 1989, 1993) and processing speed (Feld & Sommers, 2009) seem to be important 
components of speechreading in both younger and older adults. In summary, individual 
differences have been observed both in reading and in audiovisual processing. Importantly, 
some of the cognitive measures related to reading ability, have also been associated with 
audiovisual processing. This needs to be considered when the aim is to understand the 
unique contribution of audiovisual processing in reading ability. 
Focusing on individual differences will also allow us to contribute to the clarification 
of another aspect of the nature of dyslexia. Among the debates in dyslexia (see, for 
instance, Ramus, 2003), one unresolved issue is the question of whether dyslexia is 
explained better by single (e.g. Ramus et al., 2003) or multiple deficit (e.g. Bishop & 
Snowling, 2004; Pennington, 2006) models. While single deficit models assume that a single 
deficit is necessary and sufficient to impair reading performance, multiple deficit models 
argue that a single deficit is necessary but not sufficient to do so (i.e., there must be at least 
two deficits). Pennington et al. (2012) proposes an alternative to single and multiple deficit 
models: a hybrid perspective that assumes the existence of multiple cognitive profiles 
among dyslexic readers. Moreover, it assumes that the relationship between cognitive 
deficits and dyslexia is probabilistic, rather than deterministic. Looking at individual 
differences could allow us to understand whether there are sub-groups with different 
reading and/or cognitive profiles within the dyslexic group and thus contribute to the 
debate on the type of model that better explains dyslexia. 
In summary, in the present study, we tested whether audiovisual processing, in 
particular, speechreading, audiovisual speech identification, and audiovisual temporal 
sensitivity, could account for variance in reading and reading-related abilities (phonological 
awareness and letter naming), above and beyond the variance explained by a set of 
cognitive abilities typically associated with reading. Reading performance (errors and time), 
phonological awareness, and letter naming were assessed in a sample of typical and dyslexic 
adult readers. To assess audiovisual processing, the same participants performed a 
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simultaneity judgment task with speech (McGurk) and non-speech (clapping) stimuli with 
different SOAs and a speech identification task, again using the same McGurk stimulus with 
different SOAs. To evaluate the unique contribution of audiovisual processing in reading and 
reading-related measures, those participants were also tested in a set of tasks assessing the 
cognitive abilities typically associated with reading: verbal working memory, inhibitory 
control, processing speed, paired-associate learning, and cognitive flexibility. We believe 
that this approach could contribute to a better understanding of the nature of dyslexia, a 
secondary aim of the present study. 
 
Method 
Participants 
One-hundred-and-fourteen native Dutch speakers — of which 60 had received a 
clinical diagnosis of dyslexia during childhood — were recruited via the Radboud University 
SONA system. All participants were students at the Radboud University or at the HAN 
University of Applied Sciences in Nijmegen and received a monetary compensation or 
course credits for their participation in the study. 
In addition to having normal or corrected-to-normal vision, participants had to pass 
a standard audiometric hearing screening (< 30 dB at 125, 250, 500, 1K, 2K, 3K, and 4K Hz in 
both ears). Nine participants (seven with a diagnosis of dyslexia) did not pass this screening 
and were therefore excluded, leaving 53 participants with a diagnosis of dyslexia (11 males; 
age: M = 22.62, SD = 2.68 years old) and 52 participants without such a diagnosis (13 males; 
age: M = 22.08, SD = 2.72 years old). Thirty-nine of the typical readers and 51 of the dyslexic 
readers had also been included in a group differences analysis, reported in Francisco et al. 
(2017). 
All participants gave written informed consent prior to the experiment. 
 
Reading and reading-related tasks 
Reading. A text-reading task from a standardized Dutch reading and writing battery for the 
diagnosis of dyslexia in adolescents and adults [Gl&schr - Test voor gevorderd Lezen en 
Schrijven (De Pessemier & Andries, 2009) was used to assess reading ability. The 582-word 
text consisted of three paragraphs increasing in difficulty. Text difficulty scores (Flesch 
Reading Ease Scores, Flesch, 1948) for the first, second, and third paragraph were 59.7, 39.8, 
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and 8.0, respectively. Participants were instructed to read the text out loud, and it was 
emphasized that reading the text clearly and accurately was more important than reading it 
quickly. Silent pre-reading of the text was not allowed. In case a participant took more than 
five seconds to read a word, the experimenter would read that word out loud and ask the 
participant to continue by reading the next word. Both the time taken to read the text 
(reading time in seconds) and the total number of substantial errors (omissions, additions, 
replacements, and inversions; reading errors) were measured. In order to check whether 
typical and dyslexic readers made different types of reading errors, chi-square tests of 
independence were conducted on reading errors. No relationships were found between 
reading group and types of errors committed: Omissions, X2 (35) = 38.67, p = .31; additions, 
X2 (46) = 52.16, p = .25; replacements, X2 (38) = 43.18, p = .26; inversions, X2 (13) = 17.04, p = 
.2. As indicated in the manual, the reading task presents good indices of internal consistency 
both for number of substantial errors (Guttman split-half = .77) and for time taken to 
complete the task (Guttman split-half = .90). 
Phonological awareness. Phonological awareness was assessed with the reversal task from 
the Gl&schr (De Pessemier & Andries, 2009). During this task, participants heard pairs of 
pre-recorded items and were asked to indicate by giving a yes/no answer whether the 
second token heard in a pair was the phonological reverse of the first one (e.g., gak would 
be the phonological reverse of kag). Participants were not allowed to write down the heard 
items, and were instructed to answer as quickly as possible. Six practice items, during which 
feedback was given, preceded 20 experimental items, during which no feedback was given. 
Time (in seconds) to complete the task and the number of correct responses were measured 
and combined into a phonological awareness total score, using the formula provided in the 
manual [(time/accuracy)×10]. For this total measure, higher scores reflected worse 
performance. As indicated in the manual, reliability of this task had been calculated at r = 
.90 (Guttman split-half reliability). 
Letter naming. A subtask from the Gl&schr (De Pessemier & Andries, 2009) was used to 
assess letter naming. Twenty-two different letters were used in this discrete task. Each of 
the letters was presented once (a, c, d, j, o, r, u, v, w, x), twice (b, g, h, i, m, n, p, s, t, z) or 
three times (f, k). The participants saw one letter at a time in the center of the screen. Their 
task was to name the letter as quickly as possible and continue by pressing a button. The 
order of presentation of the letters followed the prescribed order in the manual and was the 
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same for all participants. Time (time taken, in seconds, to complete the task) was measured. 
As indicated in the manual, this subtask has adequate levels of test-retest reliability (.76) 
(De Pessemier & Andries, 2009). 
 
Cognitive tasks 
Verbal working memory. Verbal working memory was assessed with the digit-span subtest 
of the Wechsler Adult Intelligence Scale (WAIS-IV-NL; Wechsler, 2012). Both forms of the 
subtest (forward and backward) were used. In the forward form, sequences of numbers 
were read out loud and the participant was asked to repeat them in the same order. This 
form consisted of eight items (with two digit sets each), ranging from two to nine in length. 
The items could be assigned zero, one, or two points. The participant received two points 
when both digit sets were correctly repeated, one point when only one of the digit sets was 
correctly produced and zero points when both digit sets were incorrect. The task was 
stopped when two incorrect answers were given for an item. In the backward form, the 
procedure was identical, with the exception that participants were asked to repeat the set 
of heard numbers in reverse order. This form consisted of seven items (with two digit sets 
each). The number of correct answers within each form was computed. Both totals were 
then summed (max. = 30) and used to compute a standardized score using the formula in 
the manual (M = 10, SD = 3). This subtest has a split-half reliability of .91 (Pearson, 2012). 
Inhibitory control. Inhibitory control was measured using the Simon task (Simon, 1990). In 
this computerized task, subjects viewed a colored square in either their left or in their right 
visual field. When a green square was presented, a button left of the midline had to be 
pressed; when the square was red, a button right of the midline had to be pressed. On 
congruent trials (60 trials), the square was presented on the same side as the response had 
to be made (e.g., a green square presented on the left side). On incongruent trials (60 trials), 
the square was presented on the opposite side from the response (e.g., a green square 
presented on the right side). The Simon effect, defined as the average of the reaction times 
in the incongruent trials minus the average of the reaction times in the congruent trials, is 
the outcome measure that will be reported. The Simon Task has reliability coefficients 
ranging from .56 to .65 (Borgmann, Risko, Stolz, & Besner, 2007). 
Processing speed. Digit-symbol substitution, a subtest of the WAIS-IV-NL (Wechsler, 2012), 
was used to assess processing speed. The test consisted of nine digit-symbol pairs followed 
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by a list of digits. After completing a 7-item practice, the participants were instructed to 
write down the corresponding symbol under each digit, as quickly as possible. The number 
of correctly filled in symbols (max. = 133) within the allowed time (120 seconds) was 
calculated. A standardized score was then computed from the manual (M = 10, SD = 3). This 
subtest has a split-half reliability of .86 (Pearson, 2012). 
Paired-associate learning. Paired-associate learning was assessed with a task during which 
participants were required to learn associations between pairs of novel/non-existing objects 
and nonwords. Fifteen novel objects that had been previously rated to ‘look nothing like a 
real object’ were selected from Kroll and Potter (1984). The object-likeness ratings were 
made on a 7-point scale, with a rating of 1 indicating that the non-object “looked very much 
like a real object,” whereas a rating of 7 indicated that the non-object “looked nothing like a 
real object” (Kroll & Potter, 1984, p. 60). These novel objects were randomly paired with 15 
two-syllable nonwords. The nonwords were adapted from the two-, three-, and four-syllable 
nonwords used by Rispens and Baker (2012). Ten of those two-syllable nonwords were 
used. We created the remaining five by adapting the three- and four-syllable items to two-
syllable nonwords, keeping the items as dissimilar as possible from real words. Participants 
were told that they would learn novel names for novel objects, and that these associations 
should be memorized. The learning included three exposures of each of the pairs. During 
each exposure phase, the novel object was presented visually on a computer screen while 
the participant heard the associated nonword via headphones. Each pair was displayed for 
approximately five seconds. The presentation was randomized. A picture-naming test was 
used to assess the learning of the pairs. During the picture-naming test, the novel objects 
were randomly presented one at a time in the center of the screen. Participants were 
instructed to name the novel object. No feedback was given. There was no time limit to give 
an answer. The responses were recorded and later phonetically transcribed by a native 
Dutch speaker using the International Phonetic Alphabet and scored. Accuracy was 
computed as the proportion of correct phonemes in the correct position within the 
nonword (for instance, if only one phoneme out of four was produced accurately and in the 
correct position within the nonword, a score of 0.25 was recorded). 
Cognitive flexibility. Cognitive flexibility was assessed with the Trail Making test (TMT; 
Reitan, 1958). The TMT consisted of two parts. In the TMT-A, participants were required to 
sequentially connect 25 numbers distributed on an A3 sheet of paper by drawing lines. In 
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TMT-B, participants were asked to alternate between numbers and letters (1-A-2-B-3 etc.), 
which required the constant switching between the two dimensions. The score on each part 
represents the amount of time required to complete the task. The cognitive flexibility 
measure was calculated as the difference between the time to complete version B minus 
the time to complete version A. This difference score has been shown to provide a relatively 
pure indicator of executive control abilities (Sánchez-Cubillo et al., 2009). A higher score 
reflects a longer time taken to complete the task. TMT-A has reliability coefficients ranging 
from .69 to .94 and the TMT-B from .66 to .86 (Goldstein & Watson, 1989). 
Non-verbal cognitive ability. Matrix Reasoning, a subtest of the Dutch adaptation of the 
WAIS-IV-NL (Wechsler, 2012), was used to assess non-verbal cognitive ability. Participants 
viewed an incomplete matrix of abstract pictures and were asked to select, from five 
possibilities, the picture that best completed the matrix. Items were presented until 
participants made four consecutive errors, four errors on five consecutive items, or until the 
end of the task was reached. The number of correct responses was used to compute a 
standardized score (M = 10, SD = 3). This subtest has a split-half reliability of .85 (Pearson, 
2012). 
     
Speechreading and audiovisual processing tasks 
Speechreading. Speechreading was assessed with a forced-choice visual-only syllable 
identification task for Dutch, developed by Jesse and Janse (2012). The stimuli consisted of 
10 consonant-vowel (CV) syllables. The consonants were taken from five Dutch viseme 
classes (bilabial: /p/, /m/; labiodental: /f/, /v/; nonlabial front fricatives: /s/, /z/; other 
nonlabial front consonants: /t/, /n/; other nonlabial back consonants: /k/, /x/) (van Son, 
Huiskamp, Bosman & Smoorenburg, 1994). The vowel was the same for all syllables (/ø/). A 
total of six blocks was presented. Each block consisted of 10 videos of a speaker’s face 
pronouncing the 10 CV syllables, presented in random order. The participants were asked to 
indicate which consonant the speaker had produced by pressing the corresponding key on a 
computer keyboard. If a response was not given within five seconds, the next video was 
presented. No feedback was provided. Overall accuracy (proportion of correct answers) was 
computed. 
Audiovisual temporal sensitivity. Audiovisual temporal sensitivity for audiovisual speech and 
non-speech events was assessed with a simultaneity judgement task. Speech materials 
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consisted of a McGurk stimulus presented with white noise at -16 dB SNR, where 
participants should perceive /ata/ when hearing a speaker say the syllable /apa/ while 
seeing the speaker pronouncing /aka/ (McGurk & MacDonald, 1976). This speech stimulus 
was created by Groen and Jesse (2013). Non-speech materials consisted of a video showing 
the clapping hands of a woman, recorded by us. Both sets of stimuli have been used in our 
previous study (Francisco et al., in 2017). In that study, we created SOAs by moving 
segments in 40 millisecond increments (one frame) from the beginning of the original file to 
its end (for the audio leads) and from the end of the original file to its beginning (for the 
audio lags). This process resulted in the creation of 23 speech stimuli with SOAs ranging 
from -440 milliseconds (auditory lead: from -440 milliseconds to 0) to +440 milliseconds 
(visual lead: from 0 to +440 milliseconds). For both sets of stimuli, participants were asked 
to indicate as quickly and accurately as possible, by button press, whether the auditory and 
the visual components of the audiovisual events were in synchrony or not. A total of eight 
blocks was presented, each consisting of 23 stimuli (22 asynchronous and one synchronous) 
shown in random order. The proportion of in-synchrony responses (pooled over SOAs) was 
computed for each participant in each condition. Though it is more common to fit a function 
to the data of individual participants to estimate measures as the width of the function at 
half-height, in the present study, it was not possible to provide a good fit to all of our 
participants' data, and, therefore, we did not add these more common measures as they 
would not be valid. 
Audiovisual speech identification. The stimuli from the speech condition of the simultaneity 
judgment task were also used to measure audiovisual speech identification at various cross-
modal asynchronies. Stimuli, noise, SOAs and number of trials were the same as in the 
audiovisual temporal sensitivity task, but this time, participants were asked to report what 
they had perceived (/aka/, /apa/, or /ata) by button press. In the present study, we focused 
on fusion responses (see also others, e.g. for an analysis of individual differences see Gurler, 
Doyle, Walker, Beauchamp, & Magnotti, 2015; for an analyses of SOA on identification see 
Van Wassenhove, Grant, and Poeppel, 2007). Fusion rates, though not a perfect measure 
(see Tiippana, 2014), are the most direct measure of audiovisual processing and, therefore, 
the one used in the present study. For the analysis, the mean fusion rate pooled over the 
SOAs was entered for each subject. 
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Both experimental tasks, simultaneity judgment and audiovisual speech 
identification, followed the same design: (1) a 50 millisecond black screen; (2) a 250 
millisecond fixation cross; (3) a 200 millisecond black screen; (4) the stimulus presentation. 
The two-second videos were played in the center of the screen. The response options were 
presented after the video offset. At that moment, the participants should report their 
response by pressing one of the response buttons. If a response was not given within five 
seconds, the next video was presented. In all tasks, experimental blocks were preceded by 
an 8-item practice block to familiarize the participants with the procedure. If necessary, 
further clarifications were given during the practice block. As soon as the experimental 
blocks began, no more feedback was given.  
 
General procedure 
To avoid fatigue, data collection was divided across two sessions. During the first 
session, participants completed the following tasks: hearing screening, reading, 
phonological awareness, audiovisual speech identification, matrix reasoning, and non-
speech simultaneity judgment. During the second session, they completed the letter 
naming, digit span, paired-associate learning, speechreading, Simon, digit-symbol 
substitution, trail making and speech simultaneity judgment tasks. The order of the tests 
was fixed across subjects. 
The computerized cognitive and experimental tasks were presented on a CRT 
monitor Iiyama vision master pro451 (19 inches screen), using Presentation software 
(Version 16.5, www. neurobs.com). During the presentation in the experimental tasks, the 
refresh rate of the monitor was set to a multiple of the videos’ frame rate (75Hz, at 
1280x1024 resolution). The audio was presented via Sennheiser headphones (model HD 25 
SP) at a fixed comfortable listening level (60 dB). 
 
Results 
We tested whether audiovisual processing accounts for variance in reading and 
reading-related abilities, after controlling for the influence of a set of cognitive measures 
typically associated with reading. To accomplish this, we first conducted a principal 
component analysis to reduce the number of variables that could account for variance in 
the reading and reading-related abilities. Additionally, including all measures in this analysis 
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allowed us to understand how they were related with each other. We then submitted these 
components to hierarchical regression analyses. 
Participants’ performance in the reading and reading-related, audiovisual and 
cognitive measures is summarized in Table 1. Table 1 also shows group differences statistics. 
Two-sample independent means t-tests were used to test for group differences. When the 
assumption of the homogeneity of variances was violated, Welch corrections were applied 
to adjust the degrees of freedom. 
 
Table 1 
Participants’ performance in cognitive, reading, and audiovisual measures (mean, standard deviation 
and minimum and maximum scores) 
 
Typical  
readers 
Dyslexic  
readers 
  
 Mean (SD) Mean (SD) t-test Cohens D 
Reading and reading-related measures     
Reading errors 
(number of errors) 
6.98 
(3.81) 
18.77 
(10.39) 
t(65.97) = -7.75, 
p < .00001 
1.51 
Reading time 
(seconds to complete task) 
238.87 
(21.75) 
307.11 
(46.96) 
t(73.64) = -9.58, 
p < .00001 
1.86 
Phonological awareness 
[(time/accuracy)×10] 
55.77 
(13.27) 
72.37 
(23.78) 
t(81.82) = -4.43, 
p < .00001 
0.86 
Letter naming 
(seconds to complete task) 
23.96 
(4.66) 
27.65 
(6.03) 
t(103) = -3.50,  
p < .01 
0.68 
Cognitive abilities     
Working memory 
(standardized) 
11.35 
(2.66) 
9.87 
(2.34) 
t(103) = 3.03,  
p < .01 
0.60 
Inhibitory control 
(incongruent-congruent, in milliseconds) 
10.01 
(18.35) 
7.86 
(30.19) 
t(85.82) = 0.48,  
p > .05 
0.09 
Processing speed 
(standardized) 
12.83 
(2.88) 
10.32 
(2.49) 
t(103) = 4.77,  
p < .00001 
0.93 
Paired-associate learning 
(correct phonemes proportion) 
.44 
(.20) 
.30 
(.16) 
t(103) = 3.94,  
p < .00001 
0.77 
Cognitive flexibility 
(B-A, in seconds) 
28.23 
(17.16) 
30.98 
(22.67) 
t(103) = -0.70,  
p > .05 
0.14 
Non-verbal cognitive ability (standardized) 
9.85 
(2.45) 
10.47 
(2.22) 
t(103) = -1.37,  
p > .05 
0.26 
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Speechreading and audiovisual measures 
Audiovisual temporal sensitivity (speech) 
(in-sync responses proportion) 
.59 
(.13) 
.63 
(.14) 
t(103) = -1.73,  
p > .05 
0.30 
Audiovisual temporal sensitivity (nonspeech) 
(in-sync responses proportion) 
.45 
(.12) 
.50 
(.12) 
t(103) = -1.91,  
p > .05 
0.42 
Speechreading 
(accuracy proportion) 
.40 
(.08) 
.38 
(.08) 
t(103) = 1.37,  
p > .05 
0.25 
Audiovisual speech identification 
(fusion proportion) 
.37 
(.25) 
.35 
(.24) 
t(103) = 0.36,  
p > .05 
0.08 
 
 We first summarized the cognitive and audiovisual measures by conducting a 
principal component analysis (PCA) with orthogonal rotation (varimax). As an initial step of 
the PCA, we examined the correlations between the cognitive and audiovisual measures 
(Table 2). 
 
Table 2 
Pearson correlations between audiovisual and cognitive measures 
  
 1 2 3 4 5 6 7 8 9 
1 Audiovisual speech 
identification 
 
      
  
2 Audiovisual temporal 
sensitivity (speech) 
.01 
      
  
3 Audiovisual temporal 
sensitivity (nonspeech) 
.02 .70** 
     
  
4 Speechreading -.07 -.03 -.05       
5 Paired-associate learning .14 -.12 -.19* .12      
6 Working memory .18 -.24* -.20* .10 .45**     
7 Processing speed .12 -.13 -.11 .24* .29** .41**    
8 Cognitive flexibility -.12 .11 .01 -.03 -.14 -.29** -.18   
9 Inhibitory control .12 .04 .06 -.05 -.10 -.10 -.04 .01  
10 Non-verbal cognitive ability -.02 -.17 -.16 -.01 .09 .19 .23* .01 -.08 
* p < .05, ** p < .01; uncorrected for multiple comparisons 
 
 Regarding the PCA analysis itself, the Kaiser-Meyer-Olkin measure of sampling 
adequacy was .62, slightly above the commonly recommended value of at least .60 
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(Tabachnick & Fidell, 2012), and Bartlett’s test of sphericity was significant (χ2 (36) = 147.48, 
p < .01). Using the criterion of selecting eigenvalues greater than one (Costello & Osborne, 
2005), the PCA extracted three factors. The eigenvalues indicated that these three factors 
explained 55.21% of the total variance in the data set (25.85%, 16.34%, and 13.02%, 
respectively). The rotated factor loadings for each of the nine variables are presented in 
Table 3. To determine factor consistency, a loading of ± .50 was used as a criterion (Costello 
& Osborne, 2005). Non-verbal cognitive ability was excluded from the analysis because it did 
not contribute to a simple factor structure and failed to meet the minimum criterion. The 
PCA demonstrated that the remaining predictors could be consolidated into three different 
factors. The first factor, named cognitive abilities, included working memory, processing 
speed, paired-associate learning, and cognitive flexibility. The second factor, named 
audiovisual temporal sensitivity, included speech and non-speech audiovisual temporal 
sensitivity. Finally, speechreading, audiovisual speech identification and inhibitory control 
were included in the third factor. Though this third factor included different abilities, it was 
named visual speech processing since, as we will show below, speechreading was the 
measure driving the results found for the factor. Composite scores were created for each of 
the three factors, based on the mean of the items that had their primary loadings on that 
factor.  
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 Table 3 
Component structure identified in principal components analysis with orthogonal rotation (loadings 
greater than .50 are presented in bold) 
 
 
 
Cognitive abilities 
Audiovisual 
temporal sensitivity 
Visual speech 
processing 
Working memory .771 -.196 -.050 
Processing speed .682 -.022 -.225 
Paired-associate learning .656 -.132 -.132 
Cognitive flexibility -.517 -.011 -.194 
Audiovisual temporal sensitivity 
(nonspeech) 
-.090 .913 .059 
Audiovisual temporal sensitivity 
(speech) 
-.126 .907 -.010 
Speechreading .266 .075 -.605 
Audiovisual speech identification .432 .086 .609 
Inhibitory control -.055 .056 .592 
  
We next focused on the relationships between reading and reading-related abilities and the 
three factors from the PCA: cognitive abilities, audiovisual temporal sensitivity, and visual 
speech processing. Correlational tests were run in order to provide an initial descriptive 
overview of these relationships. As can be seen in Table 4, the reading abilities correlated 
with each other, as expected. Cognitive abilities correlated significantly with all the reading 
abilities and audiovisual temporal sensitivity correlated with the number of reading errors 
made (uncorrected correlations). 
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Table 4 
Pearson correlations between dependent variables (reading and reading-related) and predictors 
(cognitive abilities, audiovisual sensitivity and visual speech processing) 
   1 2 3 4 5 6 
1  Reading errors       
2  Reading time .674**      
3  Phonological awareness .338** .504**     
4  Letter naming .247* .423** .135    
5  Cognitive abilities -.494** -.521** -.411** -.300**   
6  Audiovisual temporal sensitivity .209* .026 .049 .055 .000  
7  Visual speech processing .009 -.013 -.115 -.003 .000 .000 
* p < .05, ** p < .01; uncorrected for multiple comparisons  
 
 
 Four multiple regression analyses were carried out in order to determine the 
variables that accounted for variance in reading errors, reading time, phonological 
awareness, and letter naming. Hierarchical regression analyses were used to test whether 
audiovisual temporal sensitivity and visual speech processing could account for variance in 
the performance on the reading and reading-related skills tasks, after controlling for 
cognitive abilities.  
 All the assumptions required to perform a regression analysis were met. The 
dependent variables were log-transformed to create normally distributed measures. Visual 
inspection of the histograms and skewness (reading errors: skewness = -0.522, std. error = 
0.239; reading time: skewness = 0.574, std. error = 0.239; phonological awareness: 
skewness = 0.502, std. error = 0.239; letter naming: skewness = -0.455, std. error = 0.239) 
and kurtosis (reading errors: kurtosis = 0.699, std. error = 0.474; reading time: kurtosis = 
0.186, std. error = 0.474; phonological awareness: kurtosis = 0.271, std. error = 0.474; letter 
naming: kurtosis = -0.120, std. error = 0.474) measures indicated that the departure from 
normality was not too extreme in any of the transformed variables. All independent 
measures were factors and were also normally distributed: Visual inspection of the 
histograms and skewness (cognitive abilities: skewness = -0.106, std. error = 0.239; 
audiovisual temporal sensitivity: skewness = 0.317, std. error = 0.239; visual speech 
processing: skewness = -0.315, std. error = 0.239) and kurtosis (cognitive abilities: kurtosis = 
0.142, std. error = 0.474; audiovisual temporal sensitivity: kurtosis = -0.427, std. error = 
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0.474; visual speech processing: kurtosis = 0.125, std. error = 0.474) measures indicated that 
the departure from normality was not too extreme in any of the factors. Normal 
distributions were also found within reading group, for all variables. Next, an analysis of 
standard residuals was carried out on the data to identify outliers. While no outliers were 
identified in reading errors (Std. Residual Min = -3.20, Std. Residual Max = 2.11) or in reading 
time (Std. Residual Min = -2.22, Std. Residual Max = 3.25), there was one outlier in the 
phonological awareness measure (Std. Residual Min = -2.06, Std. Residual Max = 3.36) and 
one outlier in the letter naming measure (Std. Residual Min = -2.58, Std. Residual Max = 
3.38). Because the exclusion of the two outliers did not change any of the results found, 
those participants were kept in the sample. Additionally, tests of the assumption of 
collinearity indicated that multicollinearity was not problematic (all models: Tolerance > .10, 
VIF < 4). The exceptions were the interaction terms. It has been suggested, however, that 
multicollinearity caused by the inclusion of powers or products of other variables is less of a 
concern (Allison, 2012). To further investigate whether multicollinearity could be 
problematic in the present study, we computed correlations between the three factors 
(cognitive abilities, audiovisual temporal sensitivity, and visual speech processing) and the 
interactions between each of those factors and group. The factors correlated significantly 
only with the interaction term that included the factor of interest. Hence, we assumed that 
the multicollinearity found for these data is not of concern. Also, all histograms of 
standardized residuals indicated that the data contained approximately normally distributed 
errors, as did the normal P-P plot of standardized residuals, which showed points that were 
not completely on the line, but close. The scatterplots of standardized residuals showed that 
the data met the assumptions of homogeneity of variance and linearity. Lastly, the Durbin-
Watson tests indicated, in all analyses, d values between the two critical values of 1 < d < 3 
and, therefore, we could assume that there was no first order linear auto-correlation in the 
data. 
 Three identical models were developed for each of the dependent variables: the first 
model comprised the cognitive abilities factor; the second model included cognitive abilities, 
audiovisual temporal sensitivity, and visual speech processing. The third model consisted of 
the second model and, in addition, the interactions between each of the factors of model 2 
and reading group (typical versus dyslexic readers). These interactions were included to 
        
94 | CHAPTER 3 
 
 
make sure that the results found were not the consequence of the inclusion of two different 
groups of readers. Tables 5 to 8 summarize the outcomes of these analyses. 
 Cognitive abilities and audiovisual temporal sensitivity, but not visual speech 
processing, made unique contributions in accounting for variance in the number of reading 
errors made. Audiovisual temporal sensitivity became only marginally significant in the third 
model (when the interactions were included). Though significant, the third model is 
characterized by a decrease in the R-squared and a non-significant F-change. Therefore, 
Model 2, showing both cognitive abilities and audiovisual temporal sensitivity as significant 
measures in explaining the variance in the number of reading errors made, is a better model 
than Model 3. When analyzed separately, both speech (r = .25, p < .01) and non-speech (r = 
.30, p < .01) audiovisual temporal sensitivity correlated positively with the number of 
reading errors made 
 
Table 5 
Summary of hierarchical regression analysis for variables accounting for variance in reading errors  
 Model 1 Model 2 Model 3 
Variables B SE β B SE β B SE β 
Cognitive abilities -.38 .06 -.49** -.38 .06 -.49** -.50 .23 -.65** 
Audiovisual temporal 
sensitivity 
   .16 .06 .21* .34 .21 .45^ 
Visual speech processing    .02 .06 .03 .04 .21 .06 
Group x Cognitive abilities       .08 .14 .17 
Group x Audiovisual 
temporal sensitivity 
      -.12 .13 -.26 
Group x Visual speech  
processing 
      -.01 .13 -.02 
Adjusted R2 .24 .27 .25 
F for change in R2 32.85** 3.08* 0.39 
^p < .1, * p < .05, ** p < .01 
 
In contrast, only the factor reflecting cognitive abilities accounted for variance in 
reading time, as can be seen in Table 6. 
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Table 6 
Summary of hierarchical regression analysis for variables accounting for variance in reading time 
 Model 1 Model 2 Model 3 
Variables B SE β B SE β B SE β 
Cognitive abilities -.09 .02 -.52** -.09 .02 -.52** -.10 .05 -.59^ 
Audiovisual temporal 
sensitivity 
   .01 .02 .03 .02 .05 .09 
Visual speech processing    -.01 .02 -.01 .01 .05 .08 
Group x Cognitive abilities       .01 .03 .08 
Group x Audiovisual 
temporal sensitivity 
      -.01 .03 -.06 
Group x Visual speech 
processing 
      -.01 .03 -.08 
Adjusted R2 .26 .25 .23 
F for change in R2 38.30** 0.08 0.06 
^p < .1, * p < .05, ** p < .01 
 
 Variance in phonological awareness (Table 7) was significantly accounted for by 
cognitive abilities in the first and the second model. However, this result did not hold when 
the interactions were added (third model). Instead, the interaction between visual speech 
processing and reading group became significant.  
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Table 7 
Summary of hierarchical regression analysis for variables accounting for variance in phonological 
awareness  
 Model 1 Model 2 Model 3 
Variables B SE β B SE β B SE β 
Cognitive abilities -.12 .03 -.41** -.12 .03 -.41** -.11 .10 -.36 
Audiovisual temporal 
sensitivity 
   .02 .03 .06 .01 .09 .02 
Visual speech processing    -.02 .03 -.08 .14 .08 .46 
Group x Cognitive abilities       -.01 .06 -.04 
Group x Audiovisual 
temporal sensitivity 
      .01 .05 .07 
Group x Visual speech 
processing 
      -.11 .05 -.58* 
Adjusted R2 .16 .16 .16 
F for change in R2 20.94** 0.62 1.38 
* p < .05, ** p < .01 
 
 In an attempt to clarify this interaction and to understand which of the variables 
included in the visual speech processing factor were driving this interaction, we further 
looked into the relationships between a) speechreading and phonological awareness, b) 
audiovisual speech identification and phonological awareness and c) inhibitory control and 
phonological awareness. As can be seen in Figure 1, speechreading (panel A) but not 
audiovisual speech identification (panel B) or inhibitory control (panel C) drove the 
interaction between visual speech processing and phonological awareness. The dyslexic 
readers who scored better on speechreading scored lower on phonological awareness. This 
was not the case for the typical readers. 
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Figure 1. Relationship between phonological awareness and speechreading (panel A), audiovisual 
speech identification (panel B), and inhibitory control per group (panel C) on a log scale. Lines 
represent linear regression fits, computed using the least squares method. To facilitate the reading 
of this figure, better scores represent better performance for all measures. 
 
 To further confirm this result, we tested for differences in phonological awareness 
between the dyslexic readers who scored high in speechreading and the ones who scored 
low in speechreading. The same was done for the typical readers. To do that, we first 
computed a median split of the speechreading measure. Two-sample independent means t-
tests were then carried out per group. This analysis confirmed that dyslexic readers who 
scored higher in speechreading differed from those who scored lower in speechreading. The 
best dyslexic speechreaders had lower phonological awareness scores than the worst 
dyslexic speechreaders (t(51) = -2.57, p < .05). The typical speechreaders’ groups did not 
differ significantly. 
 Lastly, only the cognitive abilities factor accounted for variance in letter naming 
(Table 8). Nevertheless, that factor was no longer significant when the interactions were 
added. 
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Table 8 
Summary of hierarchical regression analysis for variables accounting for variance in letter naming  
 Model 1 Model 2 Model 3 
Variables B SE β B SE β B SE β 
Cognitive abilities -.06 .02 -.30** -.06 .02 -.30** -.06 .07 -.26 
Audiovisual temporal 
sensitivity 
   .01 .02 .04 -.10 .07 -.45 
Visual speech processing    -.01 .02 -0.3 -.11 .07 -.48 
Group x Cognitive abilities       -.01 .04 -.06 
Group x Audiovisual 
temporal sensitivity 
      .07 .04 .49 
Group x Visual speech 
processing 
      -.06 .04 .45 
Adjusted R2 .09 .06 .08 
F for change in R2 10.15** 0.14 1.56 
* p < .05, ** p < .01 
 
Discussion 
Our main aim was to test whether individual differences in audiovisual processing 
account for variance in reading and reading-related abilities. In summary, audiovisual 
temporal sensitivity (both speech and non-speech) accounted for variance in the number of 
reading errors, even after controlling for the effect of cognitive abilities typically associated 
with reading. Reading group (typical vs. dyslexic) did not moderate this effect, suggesting 
these effects are independent of diagnostic status. Additionally, the interaction between 
phonetic identification in visual speech and group was a unique contributor to variance in 
phonological awareness, that is, dyslexic readers who scored higher on speechreading, 
scored lower on phonological awareness. Speechreading did not relate to phonological 
awareness in the typical readers. 
Variance in the number of reading errors made was accounted for by both cognitive 
abilities and audiovisual temporal sensitivity in both participant groups. Participants who 
had lower scores in the cognitive abilities factor made more reading errors. Associations 
between paired-associate learning (e.g., Hulme et al., 2007), working memory (e.g., 
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Christopher et al., 2012), processing speed (e.g., Park & Lombardino, 2013), cognitive 
flexibility (Krause & Moore, 1997), and reading ability are well established in the literature. 
In our study, audiovisual temporal sensitivity made a further contribution to explaining the 
variance in the number of reading errors. Participants who gave more in-synchrony answers 
made more reading errors. And that was true for both the speech and the non-speech 
events (i.e., there was no evidence that audiovisual temporal sensitivity for speech and non-
speech stimuli had distinct effects on reading errors). This finding is consistent with the 
results we have previously reported (Francisco et al., 2017; and see Chen, Zhang, Ai, Xie, & 
Meng, 2016 for similar results in Chinese children) and extends them by showing that 
dyslexic readers are not only less sensitive to the temporal synchrony of audiovisual events 
than typical readers, but that the degree of sensitivity explains variance in reading ability in 
both typical and dyslexic readers, even after controlling for measures that relate to reading. 
As previously argued, a general audiovisual deficit reflected in wider temporal windows of 
audiovisual processing (i.e., more in-synchrony responses, as shown in the present study) 
could result in impaired reading. Given that adequate associations between graphemes and 
phonemes occur in narrow time windows (Froyen et al., 2008), an audiovisual deficit that 
results in the widening of audiovisual temporal windows could impair the development of 
such associations and, consequently, reading. That is, it could hamper the formation of 
adequate representations, creating ambiguity in the correspondences between graphemes 
and phonemes (Wallace & Stevenson, 2014). This could result in reductions in the speed 
with which printed representations are decoded and lead to more errors in the accurate 
pairing of orthography and speech sounds (Hairston et al., 2005). These arguments should, 
nevertheless, be taken cautiously, since the results of our regression analyses do not allow 
for conclusions on causation. Because of this, we cannot exclude the possibility that the 
relationship might be reversed, such that improvements in reading might lead to a 
narrowing of the audiovisual temporal window or that a third variable created both 
improvements in reading and narrowing of the audiovisual temporal window.  
The relationship between reading and audiovisual processing has also been 
addressed in intervention studies using audiovisual training to improve reading. For 
instance, Žarić et al. (2015) showed in an ERP study that, through reading instruction and 
training in letter-speech sound associations, the ability to integrate letters and speech 
sounds could be improved in dyslexic children. In other intervention studies focusing on 
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letter-speech sound mapping training, dyslexic children showed: a) significant improvement 
(and at a faster rate than typical readers) in post-tests assessing word reading and spelling 
measures (González et al., 2015); b) a reduction in the ERP component elicited by words and 
symbols (N170) (González et al., 2016). Longitudinal studies, focusing on the development 
of the association between reading and audiovisual processing might shed additional light 
on the relationship between reading and audiovisual processing. 
Yet another possibility is that deficits in certain cognitive abilities could impact 
audiovisual processing and explain the differences in audiovisual processing in individuals 
with different reading ability levels. The analysis of group differences was not the focus of 
this paper (see Francisco et al. (2017) for an analysis of group differences) and, therefore, no 
strict criteria were applied in the definition of the typical and dyslexic readers groups. 
Nevertheless, typical and dyslexic readers differed significantly in working memory and in 
processing speed. Working memory and processing have been shown to be important 
components of speechreading (Feld & Sommers, 2009; Lyxell & Rönnberg, 1989, 1993). 
Thus, a deficit in working memory and/or in processing speed could explain an audiovisual 
deficit and simultaneously contribute to or aggravate a reading deficit (Beneventi, 
Tønnessen, Ersland, & Hugdahl, 2010; Stoodley & Stein, 2006). 
In the present study we also showed that variance in reading time was accounted for 
only by cognitive abilities. Participants who had lower scores in the cognitive abilities factor 
were slower readers. This is consistent with the results found for the number of reading 
errors: The associations between reading and the measures included in the cognitive 
abilities factor (paired-associate learning, working memory, processing speed, cognitive 
flexibility, inhibitory control) are amply supported by the literature (Hulme et al., 2007; 
Christopher et al., 2012; Park & Lombardino, 2013; Krause & Moore, 1997; Chiappe et al., 
2000). Audiovisual temporal sensitivity was a unique predictor of variance in reading errors, 
but not of variance in reading time. This result does not seem to be due to the instructions 
given (participants were told that accuracy was more important than speed), since an effect 
of the cognitive abilities factor was still present in reading time. Alternatively, accuracy and 
speed may be influenced by distinct underlying processes. In a study comparing subgroups 
of dyslexic adults in phonological and orthographic processing, Leinonen et al. (2001) 
showed that inaccurate phonological decoding appeared to determine the number of errors 
made during reading, while inability to effectively and rapidly access words manifested as 
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slow reading speed. Audiovisual temporal sensitivity might be associated with phonological 
decoding more than with lexical access speed. This assumption could explain why 
audiovisual temporal sensitivity accounted for variance in reading errors but not in reading 
time. 
Another main result of the present study was that variance in phonological 
awareness was accounted for by the interaction between visual speech processing and 
reading group. Though inhibitory control and fusion rates were also included in the visual-
speech-processing factor, only speechreading drove the association between phonological 
awareness and visual speech processing. We found that dyslexic readers with higher scores 
in speechreading were worse at phonological awareness than those with lower scores in 
speechreading, that is, dyslexic readers with a greater impairment in phonological 
processing were better speechreaders. No differences were found between the typical 
speechreader groups.  
This evidence is in line with results reported in a functional imaging study, where 
typical and dyslexic adult readers were presented with phonetically matching and conflicting 
audiovisual vowels (Pekkola et al., 2006). When presented with audiovisual speech, dyslexic 
readers displayed enhanced brain activity in areas dedicated to visual and motor-
articulatory processes when compared to typical readers. According to Pekkola et al., 
dyslexic readers may have learned to compensate for their deficits by relying more on 
speechreading input, that is, dyslexic readers might place more reliance on visual speech 
because processing auditory speech is problematic. More recently, also MacSweeney, 
Brammer, Waters, and Goswami (2009) showed greater inferior frontal gyrus activation in 
dyslexic readers and deaf individuals in contrast to controls in a rhyme judgment task with 
pictures. Given the involvement of the inferior frontal gyrus in articulation, this suggests, 
again, greater reliance on visual speech during phonological processing when auditory 
processes are absent (deaf group) or impaired (dyslexic group). As individuals with impaired 
hearing (Bernstein, Tucker, & Demorest, 2000), some dyslexic readers might rely more on 
the information taken from visual speech.  
The argument that dyslexic readers might rely more on speechreading input, 
however, seems to be at odds with studies showing positive correlations between 
phonological processing and speechreading in adult dyslexic readers (Mohammed, 
Campbell, MacSweeney, Barry, & Coleman, 2006). While in the present study typical and 
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dyslexic readers differed significantly in the reading measures applied, in Mohammed et 
al.’s study, dyslexic readers’ reading skills did not differ significantly from those of the typical 
readers. In the present study, only the dyslexic readers with the lowest scores in 
phonological awareness had better speechreading scores. We might have captured a 
dyslexic sub-group more impaired in phonological awareness than any of the participants in 
the Mohammed et al. study. Differences in reading ability between our sample and the one 
tested in Mohammed et al. may then explain the differences in the results reported. 
An enhanced reliance on speechreading in dyslexia is also not consistent with studies 
reporting impaired speechreading in dyslexic readers (de Gelder & Vroomen, 1998; Ramirez 
& Mann, 2005). De Gelder and Vroomen (1998) tested dyslexic children rather than adults. 
The evidence that children are less proficient in speechreading when compared to adults 
(e.g. McGurk & MacDonald, 1976) might explain the differences between ours and de 
Gelder and Vroomen’s results. Considering that speechreading ability develops with age 
(van Linden & Vroomen, 2008), adult readers are expected to make more efficient use of 
speechreading, when compared to children. In Ramirez and Mann's study, dyslexic adult 
readers were also poorer at identifying visual cues. The sample assessed in Ramirez and 
Mann’s study was noticeably small (N=10), which limits the generalization of their results. It 
is also worth noting that the dyslexic readers tested in the present study were all highly 
educated adults, whereas in the Ramirez and Mann study some dyslexic readers had lower 
education levels (some of them having only completed high-school education). Higher and 
lower educated dyslexic readers might develop different strategies to deal with their 
reading difficulties. Contrary to de Gelder and Vroomen’s and Ramirez and Mann’s results, 
and in line with the results reported in the present study, Baart, Boer-Schellekens, and 
Vroomen (2012) showed that dyslexic and typical adult readers perform about the same in 
speechreading and are equally able to use information from visual speech to recalibrate 
their auditory phonetic categories. 
In the present study we also showed that letter naming was accounted for only by 
cognitive abilities. In this study, letter naming was quantified as the time taken to name a 
set of letters in a discrete task. Although the use of a discrete task may reduce the influence 
of memory processes during naming (de Pessemier & Andries, 2009), it has been suggested 
that serial letter naming is more strongly related to reading than discrete letter naming 
(Georgiou, Parrila, Cui, Papadopoulos, 2013 and see Kirby, Georgiou, Martinussen, and 
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Parrila, 2010 for a review). Thus, the use of a discrete task complicates further conclusions 
about both the meaning of the present results and the nature of the letter naming ability, 
that is, whether it is a general phonological processing construct (Torgesen, Wagner, & 
Rashotte, 1994; Wagner & Torgesen, 1987) or whether it reflects cognitive processes other 
than the ones related to phonological processing (Bowers & Wolf, 1993; Kirby et al., 2003; 
Manis, Doi, & Bhadha, 2000; Park & Lombardino, 2013; Wolf, Bowers, & Biddle, 2000). That 
the cognitive abilities factor accounted for variance in the letter naming seems to point 
towards the latter possibility. 
Regarding our secondary aim to contribute to the debate on the nature of dyslexia, 
our results are consistent with a hybrid perspective of dyslexia, such as that proposed by 
Pennington et al. (2012). According to Pennington et al. (2012), the associations between 
predictors and reading ability are not deterministic, but probabilistic. Consequently, there 
are multiple possible pathways to reading impairment, which may translate into multiple 
profiles of dyslexia. And, indeed, in the present study, a subset of dyslexic readers who 
showed lower scores in phonological awareness scored higher on the speechreading 
measure. This suggests that speechreading might be relevant for some dyslexic readers. 
Increasing the sample heterogeneity may shed additional light on this matter. In the present 
study, we may have tested a sample that represents a middle section in the reading ability 
continuum — despite consisting of typical readers with generally above average reading 
performance and of dyslexic readers with generally below average reading performance, we 
had a highly educated sample. The inclusion of groups of individuals from outside the 
university context may aid to the understanding of the associations between reading and 
audiovisual processing. 
 
Conclusion 
The aim of the present study was to clarify whether audiovisual processing 
accounted for variance in reading and reading-related abilities beyond the effect of other 
cognitive abilities, and how, if present, that association could contribute to the 
understanding of the nature of dyslexia. We showed that audiovisual temporal sensitivity 
made a unique contribution to accounting for variance in reading ability (more specifically, 
in reading errors), even after controlling for the influence of cognitive abilities typically 
associated with reading. This finding substantiates the role of audiovisual processing in 
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reading and is consistent with studies showing an audiovisual deficit in dyslexic readers. 
Additionally, we showed that visual speech processing accounted for variance in 
phonological awareness in dyslexic but not in typical readers. This suggests that some 
dyslexic readers may have learned to compensate for their deficits in auditory speech 
perception by relying more on visual speech. Our results further indicate that audiovisual 
processing and speechreading contribute independently to different processes: While 
audiovisual temporal sensitivity accounted for variance in reading errors, speechreading 
accounted for variance in phonological awareness. Furthermore, our results are consistent 
with a hybrid perspective of dyslexia, such as the one proposed by Pennington et al. (2012).  
It appears that there are multiple possible pathways to reading impairment, and hence 
multiple profiles of dyslexia.  
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Abstract 
Since reading is an audiovisual process, reading impairment may reflect an 
audiovisual processing deficit. In the present study, we investigated the existence of such a 
deficit in the time course of early neural processing of audiovisual speech in adult dyslexic 
readers. We tested for differences between typical and dyslexic readers in behavior and in 
the N1-P2 complex, an electrophysiological component said to reflect audiovisual 
interactions. One experiment assessed audiovisual speech perception. A second experiment 
focused on sensitivity to audiovisual temporal synchrony. Behaviorally, dyslexic readers 
were worse speechreaders and less sensitive to audiovisual speech asynchronies than 
typical readers. These behavioral differences were not reflected in the N1-P2 
measurements. We suggest that the behavioral differences between typical and dyslexic 
readers might not be reflected in early ERP components, as they occur later in perceptual or 
even post-perceptual processing. We found evidence that, at least during the audiovisual 
temporal sensitivity task, typical and dyslexic readers indeed differed in the strategies they 
used. The results point towards the presence of an audiovisual processing deficit in 
developmental dyslexia, which is reflected in speechreading difficulties and in decreased 
temporal sensitivity. 
 
Keywords: dyslexia, audiovisual speech, speechreading, temporal sensitivity, ERP, N1, P2 
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Introduction 
Dyslexia is a learning disability characterized by severe reading and spelling 
difficulties. These difficulties are persistent and resistant to remedial efforts. That is, those 
individuals with a childhood diagnosis of dyslexia still exhibit reading difficulties in 
adulthood (e.g. Bekebrede, van der Leij, & Plakas, 2010; Elbro, Nielsen, & Petersen, 1994; 
van Bergen, de Jong, Maassen, & van der Leij, 2014). Since reading depends on the learning 
and automatization of grapheme-phoneme mappings (i.e., audiovisual objects) (Snowling, 
1980), an audiovisual processing deficit could underlie reading impairment in dyslexia. In the 
present study we test behaviorally and electrophysiologically for the presence of such a 
deficit in dyslexic adult readers.  
Neuroimaging and electrophysiological studies have consistently shown deficient 
processing of letter-sound associations in dyslexia (e.g., Blau et al., 2010; Blau, van 
Atteveldt, Ekkebus, Goebel & Blomert, 2009; Froyen, Willems, & Blomert, 2011; Kast, 
Bezzola, Jäncke, & Meyer, 2011; Kronschnabel, Brem, Maurer & Brandeis, 2014; Mittag, 
Thesleff, Laasonen, & Kujala, 2013). While the focus in these studies has exclusively been on 
letter-speech sound associations, other work suggests that dyslexic readers also differ from 
typical readers when processing other types of audiovisual material, including audiovisual 
speech (Francisco, Jesse, Groen, & McQueen, 2017; Hayes, Tiippana, Nicol, Sams, & Kraus, 
2003).  
The use of audiovisual speech to assess audiovisual processing in dyslexia is 
advantageous: Not only is audiovisual speech ecologically valid, but it also allows one to 
avoid probing letter-sound associations, dyslexic readers’ direct area of difficulty. However, 
the behavioral literature on the existence of an audiovisual speech deficit in dyslexia is not 
consistent. While some studies show evidence of such a deficit (e.g., Francisco et al., 2017; 
Hayes et al, 2003), others show no differences between typical and dyslexic readers in 
audiovisual speech perception (e.g., Baart, de Boer-Schellekens, & Vroomen, 2012; 
Campbell, Whittingham, Frith, Massaro, & Cohen, 1997; de Gelder and Vroomen, 1998; 
Groen & Jesse, 2013).  
The use of electroencephalography (EEG), an online method with fine-grained, high-
temporal resolution, could add to the current behavioral evidence. It could do so by 
assessing potential processing difficulties while avoiding the influence of possible post-
perceptual compensatory strategies, which may hide differences in behavioral measures. 
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For instance, Widmann, Schröger, Tervaniemi, Pakarinen, and Kujala (2012) reported large 
differences between typical and dyslexic children on the neurophysiological level in a 
symbol-to-sound matching task, while, behaviorally, dyslexic readers only performed slightly 
worse than typical readers. In that way, it could complement behavioral evidence by 
clarifying the time-point at which any differences might occur, thereby speaking to the issue 
of whether the behavioral differences reported previously might be perceptual or post-
perceptual.  
Thus, in the present study, we made use of EEG to test for differences between 
typical and dyslexic adult readers in the early processing of audiovisual speech. First, we 
tested for differences between typical and dyslexic readers in audiovisual speech 
perception. Audiovisual speech perception is often assessed using McGurk stimuli (McGurk 
& McDonald, 1976), in which, for example, participants should perceive /ata/ when hearing 
a speaker say the syllable /apa/ while seeing the speaker pronouncing /aka/. Making use of 
McGurk-type stimuli with and without noise, Hayes et al. (2003) showed that learning 
disabled (which includes reading impaired) and normal-learning children performed 
similarly in low- and no-noise conditions. However, in a more difficult listening situation 
with a high level of noise, learning disabled individuals gave more visually-based (i.e. /aka/) 
responses and fewer fusion (i.e. /ata/) responses than normal-learning children. Groen and 
Jesse (2013) compared children and adolescents with dyslexia and their age-matched 
controls. There were no differences in the processing of unisensory visual or auditory 
speech between the groups. Moreover, dyslexic children and adolescents did not differ from 
typical readers in their perception of McGurk stimuli. Other studies found mixed results in 
terms of whether or not dyslexic children reported fewer or the same number of fusion 
responses (Bastien-Toniazzo, Stroumza, & Cavé, 2009; Cavé, Stroumza, & Bastien-Toniazzo, 
2007). These studies showed, however, unisensory differences or did not report unisensory 
performance. It is thus not clear where the differences in fusion rates emerge from. More 
recently, Francisco et al. (2017) tested typical and dyslexic adult readers in an audiovisual 
speech identification task using McGurk stimuli with different stimulus onset asynchronies 
(SOAs). No differences were found between the groups. This is consistent with the idea that, 
though differences in speech perception may exist between typical and dyslexic readers 
during childhood, those differences cease to exist in adulthood due to the development of 
compensatory strategies and to accumulated experience with speech processing. However, 
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an alternative explanation for the lack of differences between the groups could be that 
those differences are not easily observable behaviorally, as shown by Widmann et al (2012) 
in a symbol-to-sound matching task. 
Second, we tested for differences in audiovisual temporal sensitivity between typical 
and dyslexic readers. Audiovisual temporal sensitivity is often assessed in tasks where 
participants have to judge explicitly the temporal order of auditory and visual events (using 
a temporal-order judgment task) or their simultaneity (using a simultaneity judgment task). 
Laasonen, Service, and Virsu (2002) looked at differences between dyslexic and typical adult 
readers in audiotactile, visuotactile, and audiovisual cross-modal temporal sensitivity. In a 
temporal-order-judgment task, dyslexic readers required longer SOAs for correctly judging 
the order of events in every modality combination (though the groups were only 
significantly different in the audiotactile condition). Hairston et al. (2005) compared typical 
and dyslexic adult readers’ performance in a crossmodal non-speech (tones and circles) 
temporal-order-judgment task. Dyslexic readers showed an extended temporal window 
when judging the order of these non-speech events compared to typical readers. Francisco 
et al. (2017) tested for differences between typical and dyslexic readers in speech and non-
speech audiovisual temporal sensitivity. Non-speech stimuli consisted of videos showing a 
woman clapping her hands. Speech stimuli were McGurk events with different SOAs. There 
was evidence of a general (speech and non-speech) audiovisual temporal deficit in dyslexia. 
Dyslexic readers gave more in-synchrony answers to out-of-synchrony events than typical 
readers, that is, dyslexic readers had an expanded time window of perceived audiovisual 
temporal synchrony. Abnormally wide temporal windows could result in deficits in 
processes that require narrow windows (i.e., reading, see Froyen, Van Atteveldt, Bonte & 
Blomert, 2008) and/or are dependent on the rapid and accurate integration of cues from 
multiple senses (Hairston et al., 2005). Expanding the temporal window over which auditory 
and visual events are seen as synchronous might lead to substantial difficulties in the 
construction of strong reading representations, in that the windows will cause greater 
ambiguity in the correspondences between the auditory and the visual elements of a word 
(Wallace & Stevenson, 2014).   
The use of EEG may provide important insights into the nature of audiovisual speech 
processing in dyslexic readers. More specifically, in the present study, it allowed us to test 
whether dyslexic readers differed from typical readers in the early processing of audiovisual 
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speech while a) identifying speech and b) making judgments about the synchrony of 
audiovisual events. EEG studies of audiovisual speech perception often focus on changes in 
the N1-P2 complex. This complex has been consistently characterized as an index of 
audiovisual integration (Bernstein, Auer, Wagner, & Ponton, 2008; Besle, Fort, Delpuech, & 
Giard, 2004;  Klucharev, Möttönen, & Sams, 2003; Pilling, 2009; Stekelenburg & 
Vroomen, 2007; Treille, Vilain, & Sato, 2014; van Wassenhove, Grant, & Poeppel, 2005), 
given the systematic replication of its modulation by visual speech (Bernstein et al., 2007; 
Besle et al., 2004; Klucharev et al., 2003; Pilling, 2009; Stekelenburg & Vroomen, 2007; 
Treille, Vilain, & Sato, 2014; van Wassenhove et al., 2005) and the correlation of these 
effects with the perception of audiovisual illusions (Van Wassenhove et al., 2005).  
In the general population, the auditory-evoked N1 and P2 components are 
attenuated and speeded up when the auditory signal is accompanied by congruent visual 
speech (Klucharev et al., 2003; Besle et al., 2004; van Wassenhove et al., 2005; Stekelenburg 
and Vroomen, 2007; Arnal, Morillon, Kell, & Giraud, 2009; however, see: Baart & Samuel, 
2015; Treille, Vilain, & Sato, 2014; Kaganovich & Schumaker, 2014 for exceptions). These 
modulations have been described for both speech and non-speech events, provided that the 
visual information precedes and predicts the auditory input (Stekelenburg & Vroomen, 
2007; Vroomen & Stekelenburg, 2010). The general assumption is that precedence of visual 
information reduces signal uncertainty and lowers the computational demands on auditory 
brain areas (e.g., Besle et al., 2004). 
 To the best for our knowledge, only one prior study has looked at differences 
between typical and dyslexic readers in the N1-P2 time windows. To investigate audiovisual 
processing in dyslexic adolescent readers, Kronschnabel et al. (2014) acquired 
electrophysiological and hemodynamic data in a target detection task, in which single letters 
and three-letter consonant-vowel-consonant strings (CVCs) and speech sounds were 
presented in different conditions (unimodal versus audiovisual; congruent versus 
incongruent). The hemodynamic data revealed effortful and inefficient grapheme-phoneme 
conversions in dyslexic readers. A global field power (GFP) analysis of the EEG data indicated 
that, within the N1 and P2 time windows, dyslexic readers showed a higher GFP than typical 
readers. This was argued to confirm the hemodynamic data, showing less efficient tuning to 
letter strings in dyslexia. Additionally, an interaction between group and stimulus length was 
found in the N1 time window and in the N1-P2 transition. Such an effect was, according to 
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the authors, driven by an earlier P2 in the dyslexic readers, when compared to the typical 
readers. An earlier P2 could indicate decreased attempts to match the current visual 
stimulus with a stored representation or, alternatively, differences in auditory processing 
(Kronschnabel et al., 2014). 
In the present study, we explored whether an audiovisual deficit is present in 
dyslexia when processing audiovisual speech. We measured EEG while typical and dyslexic 
readers performed two tasks on Vowel-Consonant-Vowel (VCV) speech stimuli: the first 
assessing audiovisual speech perception (Experiment 1) and the second focusing on 
audiovisual temporal sensitivity (Experiment 2). In Experiment 1, typical and dyslexic 
readers were tested on an audiovisual speech identification task with congruent and 
incongruent (McGurk) stimuli. In Experiment 2, the groups were tested in a simultaneity 
judgment task with the same McGurk stimulus, but in which different visually-leading SOAs 
were used. The focus of the EEG analyses was on the N1-P2 complex in response to the 
initial vowel of the VCV stimuli. This complex has been consistently described as reflecting 
audiovisual integration. The prior literature indicates that differences might be found 
between dyslexic and typical readers both in audiovisual speech perception and in 
audiovisual temporal sensitivity. If those differences are perceptual, they should be 
observed in an early temporal window, that is, differences should be reflected in differences 
in amplitude and/or latency in the N1-P2 complex.  
 
EXPERIMENT 1 
Method 
Participants 
Fifty-six native Dutch speakers (undergraduate students at the Radboud University 
or at the HAN University of Applied Sciences in Nijmegen) were recruited. They received 
monetary compensation or course credits for their participation. Those who reported no 
reading impairment were initially assigned to the typical reading group. Dyslexic readers 
with a previous diagnosis of developmental dyslexia were initially assigned to the dyslexic 
readers group. Participants’ definitive inclusion in one of the groups was based on their 
reading performance (the reading task is described in the Materials section). To be 
considered typical readers, participants had to perform above the 30th percentile on both 
reading measures (errors and time). This resulted in the exclusion of six typical readers. To 
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be included in the dyslexic readers group, participants had to perform below the 30th 
percentile on either one (or both) of the reading measures. Additionally, the participants 
had to have normal or corrected-to-normal vision and pass an audiometric hearing test 
(below 30 dB for 125, 250, 500, 1k, 2k, 3k, and 4k Hz in both ears). One dyslexic participant 
failed the hearing test and was therefore excluded. The final sample included 21 typical 
readers (6 men; age: M = 22.71, SD= 3.33 years old) and 28 dyslexic readers (8 men; age: M 
= 22.46, SD = 3.26 years old). However, due to a technical error during data collection, we 
were only able to use the data from 17 typical readers (4 men; age: M = 22.06, SD = 2.58 
years old) and 20 dyslexics readers (8 men; age: M = 22.10, SD = 3.39 years old) in 
Experiment 1. The median for typical readers was the 63rd percentile (range = 32nd to 96th 
percentile) in reading errors and the 59th percentile (range = 31st to 81st percentile) in 
reading time. The median for dyslexic readers was the 12th percentile (range = 1st to 65th 
percentile) in reading errors and the 11th percentile (range = 1st to 40th percentile) in reading 
time. Nine typical readers and 13 dyslexic readers had previously participated in a 
behavioral study investigating differences between typical and dyslexic readers in 
audiovisual perception (Francisco et al., 2017). 
Approval for the present study was obtained from the local Ethical Committee of the 
Faculty of Social Sciences, Radboud University Nijmegen (registration number: ECSW2014-
0605-213). 
 
Materials 
Reading. Reading ability was assessed with a text-reading task from a Dutch reading and 
writing battery for dyslexia diagnosis in adolescents and adults (Gl&schr - Test voor 
gevorderd Lezen en Schrijven, De Pessemier & Andries, 2009). The text consists of three 
paragraphs with distinct levels of difficulty (from easy to difficult). The 582-word text was 
presented to the participants on an A4 sheet. The participants were asked to read it out 
loud as clearly and accurately as possible (while being audio-recorded). Fast reading was 
discouraged. Silent pre-reading of the text was not allowed. The reading was interrupted 
when more than five seconds were taken to read a word, in which case the experimenter 
would read the problematic word out loud and ask the participant to continue by reading 
the next word. Both reading time and reading errors were measured. Reading time was the 
total time in seconds taken to read the complete text. Reading errors was the total number 
        
AN AUDIOVISUAL PROCESSING DEFICIT IN DYSLEXIA: BEHAVIORAL BUT NO ERP EVIDENCE | 125 
 
 
of errors (omissions, additions, replacements, and inversions) made by the participants. 
Norms from the manual were used to transform raw scores for reading errors and reading 
time into the percentile scores that were used to assign group membership. 
Audiovisual Speech Identification. To assess audiovisual speech identification, we used three 
congruent stimuli (/aka/, /apa/, /ata/) and one incongruent McGurk stimulus (McGurk & 
MacDonald, 1976). These stimuli had been previously used in Groen and Jesse (2013) and in 
Francisco et al. (2017). Videos were post-processed and manipulated using Adobe Premiere 
Elements 11.0 (Adobe Systems, Mountain View, CA) and Praat (Boersma, 2011). The 
incongruent McGurk stimulus was created by combining the audio portion of an /apa/ token 
with the video of an /aka/ token to elicit the fusion percept of /ata/. The release burst of the 
/p/ was aligned with the burst of the /k/ in the original soundtrack of /aka/. The videos had 
a duration of 2760 milliseconds and included a 240 milliseconds fade-in, a 2280 milliseconds 
stimulus, a 160 milliseconds fade-out and a 80 milliseconds black screen. To create the fade-
in, we added the first (40-millisecond) frame six times to the beginning of the video. A fade-
in from 0% to 100% (0% being black) happened over these six frames. Similarly, the fade-out 
from 100% to 0% was created by adding the last frame four times (= 160 milliseconds) to the 
end of the video. To match the visual component of the video, we added 240 milliseconds of 
silence to the start of the auditory file and 160 milliseconds at the end. The auditory files 
were normalized in intensity using Praat (Boersma, 2011). The stimuli timings were, on 
average, the following: start of the vowel articulatory movement at 500 milliseconds, 
auditory onset of the vowel at 920 milliseconds, start of the consonant articulatory 
movement at 1200 milliseconds, auditory onset of the consonant at 1600 milliseconds.  
 The three congruent stimuli (/aka/, /apa/, and /ata/), but not the McGurk stimulus, 
were presented in three different conditions: auditory-only, visual-only, and audiovisual. In 
the audiovisual condition, the participants watched a video with synchronized auditory and 
visual components. The visual condition showed the same video, but without the auditory 
component. In the auditory condition, the participants listened to the auditory component 
and saw a video formed by a random rearrangement of the averaged pixel colors of the 
/apa/ video (we took a pixel and averaged the color of that pixel location across all frames). 
The resulting video was a random pattern that was unidentifiable as a human head. It was 
shown as a square with the same dimensions as the other videos. The McGurk stimulus was 
presented only audiovisually. No noise was added. 
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As in previous studies, multisensory interactions were examined by comparing the 
ERPs evoked by auditory stimuli with the ERPs evoked by the audiovisual stimulus minus the 
ERPs evoked by the visual stimulus (that is, A > AV –V) (for instance: Arnal et al., 2009; Besle 
et al., 2004; Vroomen and Stekelenburg, 2010). In addition, we ran a secondary analysis, 
which was aimed at dealing with potential spurious interaction effects due to slow wave 
potentials (e.g., Teder-Sälejärvi, McDonals, Di Russo, & Hillyard, 2002). Slow wave potentials 
can occur as positive or negative waveforms that begin prior to auditory stimulus onset and 
may extend into the post-stimulus period. When the ERPs evoked by the visual stimulus are 
subtracted from the ERPs evoked by the audiovisual stimulus, the correspondent slow wave 
potentials are also subtracted. However, that is not the case with the auditory stimuli. If 
present, the difference between the two terms could thus reflect such potentials. 
Therefore, to make sure that the outcomes of our primary analysis could not be explained 
by the presence of slow wave potentials, we ran an additional analysis in which we 
subtracted ERPs evoked by a control condition (C) from those evoked by A (A-C), following 
the procedure of Stekelenburg and Vroomen (2007). In this control condition, the same 
video was shown as in the auditory condition (i.e., a rearrangement of the pixels of the 
/apa/ video), but without the auditory component. In theory, using this comparison, the 
anticipatory slow waves and the common visual components in the control condition should 
be subtracted from the auditory condition, just as they were subtracted in the visual 
condition versus the audiovisual condition [(A-C) > (AV-V)].  
 The participants were required to provide an answer in all five conditions. In the 
visual, auditory, and audiovisual conditions, participants were asked to report by button 
press what they had heard (i.e., they were supposed to ignore a video if present): /apa/, 
/ata/, or /aka/. In the control condition, they were asked to indicate by button press which 
color they had mainly seen in the square used in the control condition (green, yellow, or 
black).  
         
Procedure 
The participants who had not been part of the previous behavioral study (Francisco 
et al., 2017) were required to participate in an extra behavioral session. This session 
preceded the EEG data collection and lasted approximately one hour. During this extra 
session, the participants’ reading abilities were tested. Additionally, an audiovisual 
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behavioral task measuring audiovisual speech perception was employed. This audiovisual 
behavioral task was only used to guarantee similar levels of exposure to the audiovisual 
stimuli between the new participants and those from the previous study and therefore will 
not be reported on further. 
The ERP session lasted approximately two hours. This included the audiovisual 
speech identification task and the simultaneity judgment task, which will be presented as 
Experiment 2. Participants sat in the recording cabin, approximately 50 centimeters from 
the screen. Presentation software (Version 16.5, www. neurobs.com) was used to present 
the audiovisual speech identification task on a CRT monitor Iiyama vision master pro451 (19 
inch screen). The refresh rate of the monitor was set to a multiple of the videos’ frame rate 
(75Hz, at 1280x1024 resolution). The auditory component of the videos was presented at a 
comfortable listening level (70 dB) via a pair of loudspeakers positioned on top of the 
screen.  
The videos were randomly presented in the center of the screen. The task was 
divided in three experimental blocks (and a 10-item practice block) and each condition was 
presented 60 times. A trial began with a 250-millisecond fixation cross, followed by a 250-
millisecond blank screen. After the presentation of the 2760-millisecond video and a 
delayed period of 1500 milliseconds, during which a blank screen was presented, the 
response choices (/apa/, /ata/, /aka/) were presented on the screen. The participants were 
asked to give their answer as quickly and accurately as possible, by button press. If a 
response was not given within three seconds, the next video was presented. As soon as a 
response was given (or when the three seconds had passed), the response choices 
disappeared from the screen. An inter-trial interval of 500 or 750 milliseconds (randomized) 
followed. 
 
Data acquisition and analyses 
EEG data were acquired continuously at a sampling rate of 1000 Hz from 64 
locations, using Ag-AgCl active scalp electrodes mounted on an elastic cap (actiCAP - 
BrainProducts GmbH, Gilching, Germany, 10-20 montage). The ground electrode was 
positioned at AFz. The online reference was the left mastoid. An electrode placed 
approximately two centimeters below the right eye was used to measure ocular activity. 
Impedances were kept below 5 kΩ.  We used EEGLAB (version 13.4.4b; Delorme & Makeig, 
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2004) and ERPLAB (version 5.0; Lopez-Calderon & Luck, 2014) to analyze the ERP data.  
The data were downsampled (to 256 Hz), bandpass filtered (0.1 - 30Hz), and re-
referenced to the average reference. ERPs were time-locked to the auditory onset of the 
vowel in the auditory and in the audiovisual congruent and incongruent McGurk conditions, 
and to the corresponding time in the visual and in the control conditions (that is, at 920 
milliseconds in the original video). The epochs extracted corresponded to a window from -
1150 to 3000 milliseconds. Each epoch included a 200-millisecond baseline that preceded 
the first video frame. The data were first visually inspected for gross movement artifacts, 
other than eye blinks. Subjects with such gross movement artifacts on more than 30% of 
trials were excluded; this was the case for one dyslexic reader. Additionally, three typical 
readers were excluded because they did not complete the experiment. The remaining 
typical and dyslexic readers did not differ in the proportion of trials excluded in this manner 
(typical readers: M=.08, SD=.05; dyslexic readers: M=.09, SD=.06; t(31)=-618, p > .05). 
Next, the “runica” algorithm in EEGLAB (version 13.4.4b; Delorme & Makeig, 2004) 
was used to perform an independent component analysis. This analysis allowed us to 
mathematically subtract components representing regular artifacts such as eye blinks, 
horizontal eye movements, electrocardiographic activity, and bad channels. Only trials with 
correct answers were included in the analyses. For the McGurk stimulus, all responses were 
accepted as correct.  
The N1 was measured in a window of 90-150 milliseconds and the P2 in a window of 
180-240 milliseconds (Luck, 2005). The adequacy of these time windows was checked by 
visual inspection per participant. A visual inspection indicated that the peaks had a centro-
parietal maximum in both typical and dyslexic readers. An average of those centro-parietal 
channels (F1, Fz, F2, FC1, FCz, FC2, C1, Cz, C2, CP1, CPz, CP2) was thus used in the analyses. 
ERPs were averaged per participant and per condition. The analyses focused on two 
different comparisons: A > (AV-V) and (A-C) > (AV-V). The difference waves used (A-C and 
AV-V) were calculated for each participant. We then measured the local peak amplitudes 
and local peak latencies for the N1 and the P2, per difference wave and per participant. 
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Results 
Reading measures 
Participants’ performance in the reading measures in Experiment 1 is summarized in 
Table 1. 
 
Table 1 
Participants’ performance in the reading measures (mean, standard deviation and minimum and 
maximum scores) 
 Typical readers Dyslexic readers 
 Mean (SD) Min-Max Mean (SD) Min-Max 
Experiment 1     
Reading errors 
(number of errors) 
7.79 (3.66) 2 -13 24.50 (16.15) 7 - 66 
Reading time 
(seconds to complete task) 
242.57 (10.85) 225 - 264 299.29 (40.43) 257 - 412 
Experiment 2     
Reading errors 7.95 (3.79) 2 - 15 22.62 (13.61) 7 - 66 
Reading time 242.14 (10.35) 225 - 264 299.71 (35.25) 257 - 412 
 
Two-sample independent means t-tests were used to test for group differences in 
the reading measures. Welch corrections were applied to adjust the degrees of freedom 
where the assumption of the homogeneity of variances was violated. As expected, dyslexic 
readers made significantly more reading errors (t(21.10) = -4.30, p < .01, d = 1.41) and took 
significantly longer to read the text (t(22.20) = -6.75, p < .01, d = 2.22). 
 
Audiovisual speech identification 
Behavioral results. Figure 1 shows the participants’ performance in the audiovisual speech 
identification task. The unimodal and the congruent audiovisual conditions were analyzed 
together. The McGurk condition was analyzed separately. 
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Figure 1. Panel A: Unimodal and congruent audiovisual stimuli. The percentage of correct responses 
for typical and dyslexic readers per stimulus condition is reported. Panel B: McGurk stimulus. The 
proportion of responses per response category given is presented. Error bars represent standard 
errors of the mean. 
 
Mixed-effect models were implemented to analyze the data, using the lmer function 
in the lme4 package (Bates, Maechler, Bolker & Walker, 2014) in R (version 3.1.2, R Core 
Team, 2014). In the analysis of the unimodal and congruent audiovisual conditions, accuracy 
was the (numeric) dependent variable. Group (typical readers = -0.5, dyslexic readers = 0.5) 
was a contrast-coded fixed factor. Type of stimulus (/aka/, /apa/, /ata/) and presentation 
condition (auditory, visual, and audiovisual) were also fixed factors. The stimulus /aka/ and 
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the auditory condition were mapped onto the intercept. Subjects were added as a random 
factor, along with by-subject slope adjustments for type of stimulus and for presentation 
condition (Barr, Levy, Scheepers & Tily, 2013). Models were fit using the maximum 
likelihood criterion. P-values were estimated using Satterthwaite approximations. 
 The dyslexic readers performed worse than the typical readers, but only in the visual 
condition (ß = -0.18, SE = 0.03, p < .001). For both groups, performance was, as expected, 
worse in the visual condition than in the auditory condition (ß = -0.18, SE = 0.01, p < .001). 
The lower performance in the visual than in the auditory condition was more prominent for 
/aka/ than for /apa/ or for /ata/ (ß = 0.19, SE = 0.01, p < .001; ß = 0.15, SE = 0.01, p < .001). 
Given that the dyslexic readers were worse than the typical readers at lip-reading /aka/ in 
the visual condition, the larger decrease from the auditory to the visual condition for /aka/ 
when compared to /apa/ and /ata/ was even larger for the dyslexic readers than for the 
typical readers (ß = 0.17, SE = 0.02, p < .001; ß = 0.13, SE = 0.02, p < .001). No overall 
audiovisual benefit was observed, as performance was already close to ceiling level in the 
auditory-only condition. To clarify whether the absence of audiovisual benefit was true for 
all stimuli, we tested for differences between the auditory and the audiovisual conditions 
per stimulus. This analysis revealed an audiovisual benefit only for /apa/ (ß = 0.02, SE = 0.01, 
p < .05), similarly small in size for typical and dyslexic readers.  
In the analyses of responses to the McGurk stimuli, we first analyzed the influence of 
group on auditory-based responses (i.e., /apa/ responses). For this analysis, we created a 
binomial numeric dependent variable by coding /apa/ responses as 1 and all other 
responses as 0. In a similar fashion, we analyzed effects on fusion responses (/ata/ 
responses = 1) and on visually-based responses (/aka/ responses = 1). Group (typical 
readers, dyslexic readers) was a contrast-coded fixed factor and subjects were added as a 
random factor. The groups differed only in the rate of visually-based (/aka/) responses given 
(ß = 0.02, SE = 0.01, p < .01), with dyslexic readers giving more /aka/ responses than the 
typical readers (it is nonetheless important to note that the numerical difference between 
the percentage of /aka/ responses given by the typical and by the dyslexic readers was 
modest: typical readers: M=0.71, SD=1.07; dyslexic readers: M=2.42, SD=1.86). 
ERP results. Figure 2 shows the averaged ERPs for the congruent stimuli, per 
presentation condition and by reading group.  
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Figure 2. Panel A: Average ERPs at centro-parietal channels (F1, F2, Fz, FC1, FC2, FCz, C1, C2, Cz, CP1, 
CP2, CPz) and the scalp topography of auditory peaks N1 and P2, for all stimuli (average) and for 
each of the stimuli, per presentation condition (A: auditory, AV-V: audiovisual-visual) and by reading 
group  (typical readers, dyslexic readers). Time (in ms) is presented in the x-axis. Time zero is the 
auditory onset of the vowel. Note that the time window between -200 and 0 milliseconds does not 
correspond to baseline. The videos started at -920 milliseconds, which explains the differences 
observable in the period between -200 and 0 milliseconds. Mean amplitude (in µV) is presented in 
the y-axis. The scalp topography plots depict the activity in the windows defined for N1 and P2. The 
color scale refers to average amplitude. Panel B: N1 and P2 mean amplitude (in µV) and latency (in 
ms) per condition and group. Error bars represent standard errors of the mean.  
 
Repeated measures ANOVAs were performed in R (version 3.1.2, R Core Team, 
2014), separately for amplitude and latency and by component (N1, P2), and using the lme 
function included in the nlme package (Pinheiro, Bates, DebRoy, Sarkar, 2014 & R Core 
Team, 2016). Type of stimulus was initially included as a within-subjects factor. Since this 
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variable had no effect on any of the dependent variables, an average wave of the three 
stimuli was computed in ERPLAB (version 5.0; Lopez-Calderon, & Luck, 2014) and used for 
subsequent analyses. Presentation condition (A, AV-V) was a within-subjects factor. Group 
(typical readers, dyslexic readers) was a between-subjects factor. Subject and subject by 
condition were added as random effects. All p-values were submitted to Holm-Bonferroni 
corrections for multiple comparisons (Holm, 1979), using the p.adjust function of the stats 
package (R Core Team, 2014). Tukey post-hoc analyses were performed with Bonferroni 
corrections for multiple comparisons using the glht function of the multcomp package 
(Hothorn, Bretz, & Westfall, 2008).  
Neither group nor presentation condition had significant effects on the N1 amplitude 
or latency. Though Figure 2 seems to indicate that there might be differences between 
presentation conditions and/or groups in the P2 amplitude, those differences were not 
statistically significant. When compared to the typical readers, dyslexic readers showed a 
later P2. This difference was, however, only marginally significant (F(1,31) = 5.34, p = .08). 
Lastly, the secondary analysis was conducted to control for the possible influence of 
slow wave potentials in the additive model (A>AV-V). In this analysis, as described in the 
Methods section, the ERPs evoked by an additional control condition were subtracted from 
the ERPs evoked by the auditory condition, which allowed the following comparison: (A-C) > 
(AV-V). This analysis was performed as described earlier. Type of stimulus and difference 
wave (A-C, AV-V) were now the within-subjects factors. Group (typical readers, dyslexic 
readers) was a between-subjects factor. Subject and subject by condition were added as 
random effects. This analysis yielded no significant results. 
 Figure 3 shows the average ERPs by reading group for the McGurk stimulus. To 
analyze the McGurk data, ERPs to the auditory-only /apa/ were compared to the ERPs to the 
audiovisual McGurk with responses to visual /aka/ subtracted from them.  AV-V seems to 
have elicited larger and earlier N1 and P2 component for both groups, when compared to 
those elicited by the auditory /apa/. 
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Figure 3. Panel A: Average ERPs at centro-parietal channels (F1, F2, Fz, FC1, FC2, FCz, C1, C2, Cz, CP1, 
CP2, CPz) and the scalp topography of auditory peaks N1 and P2, per condition (A: auditory, AV-V: 
audiovisual-visual) and reading group (typical readers, dyslexic readers). Time (in ms) is presented in 
the x-axis. Time zero is the auditory onset of the vowel. Note that the time window between -200 
and 0 milliseconds does not correspond to baseline. Mean amplitude (in µV) is presented in the y-
axis. The scalp topography plots depict the activity in the windows defined for N1 and P2. The color 
scale refers to average amplitude.  Panel B: N1 and P2 mean amplitude and latency per stimulus and 
group. Error bars represent standard errors of the mean. 
 
Repeated measures ANOVAs were performed in R (version 3.1.2, R Core Team, 
2014), using the same procedure as before. There was no effect of group or of the 
interaction between group and presentation condition (A, AV-V) in the N1 and the P2 
amplitudes and latencies. The difference wave AV(McGurk)-V(/aka/) elicited a larger P2 than 
the auditory /apa/ (F(1,31) = 8.84, p < .05). 
        
AN AUDIOVISUAL PROCESSING DEFICIT IN DYSLEXIA: BEHAVIORAL BUT NO ERP EVIDENCE | 137 
 
 
The secondary analysis of the McGurk stimulus [(A-C) > (AV-V)] yielded the same 
results as the A > AV-V analysis, that is, the difference wave AV(McGurk)-V(/aka/) elicited a 
larger P2 than the difference wave A(/apa/)-C (F(1,31) = 8.94, p < .05). There were no other 
significant effects. 
 
Discussion 
 In Experiment 1 we tested for differences between typical and dyslexic adult readers 
in audiovisual speech identification. Behaviorally, dyslexic readers were less accurate than 
typical readers in the visual condition and to a greater extent when identifying /aka/, the 
stimulus with less visually explicit articulatory cues. Difficulties with speechreading have 
been previously described in dyslexic readers (de Gelder and Vroomen, 1998) and are 
hypothesized to arise from less adequate phonological representations (Mohammed, 
Campbell, MacSweeney, Barry, & Coleman, 2006). Despite differing in the visual condition, 
the groups performed similarly in the audiovisual condition and showed similar audiovisual 
benefits. That is, the dyslexic readers’ difficulties in speechreading did not seem to be 
reflected in their audiovisual processing. De Gelder and Vroomen (1998) have previously 
reported a similar pattern: Compared to the typical readers, dyslexic readers were poorer at 
speechreading, but the influence of visual information on audiovisual speech perception did 
not differ between groups. One possibility is that dyslexic readers make use of different 
audiovisual processing strategies, which allow them to avoid relying on the visual 
component. A different possibility is that the current task, having no noise embedded, 
provided a clear enough auditory signal, which reduced the need for the participants in both 
groups to rely on the visual component. The use of a set of stimuli with an ambiguous/noisy 
auditory component should clarify which of the two possibilities is more probable.  
In the McGurk stimulus, although both groups gave very few visually-based (/aka/) 
answers, the dyslexic readers gave more than the typical readers. This suggests that, despite 
the low proportion of visually-based responses in both groups, visual information had a 
greater weight in the perception of incongruent stimuli for the dyslexic readers than for the 
typical readers. Pekkola et al. (2006) had previously reported that, when presented with 
audiovisual speech, dyslexic adult readers, when compared to typical readers, activated 
more strongly motor speech areas, the parietal lobule and the ventral visual cortex. These 
findings were interpreted as reflecting dyslexic readers’ greater use of motor-articulatory 
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and visual strategies during audiovisual speech. It is thus possible that dyslexic readers have 
developed compensatory strategies for their reading impairment, and utilize more visual 
information than typical readers, to compensate for their difficulties in auditory speech 
perception (Pekkola et al., 2006).  
This result, however, is hard to reconcile with the evidence reported above showing 
that dyslexic readers were less accurate than typical readers in the visual modality. Hayes et 
al. also found that despite being less accurate identifying unisensory visual stimuli, learning-
disabled children were more likely than normal learning children to report perceiving only 
the visual component of incongruent audiovisual stimuli. It might be that congruent and 
incongruent events are processed differently, and that different mechanisms are in use, at 
least for the dyslexic readers.  
The differences between groups in the proportion of visually-based responses in the 
McGurk stimulus is also at odds with the behavioral results reported in Francisco et al. 
(2017). There, both typical and dyslexic readers gave a similar percentage of visually-based 
answers. The fundamental difference between the two studies is the noise: in Francisco et 
al. the stimuli were embedded in noise, whereas in the present study no noise was used. It 
might be that in the presence of noise, both typical and dyslexic readers needed to rely to a 
greater extent on the visual information, which might have hidden the differences between 
the groups. In the present study, the information conveyed by the auditory component of 
the video was more reliable than in the previous study and, therefore, typical readers did 
not need to rely as much on the visual information. The dyslexic readers, however, kept 
their reliance on the visual modality (though the reduction of visually-based answers was 
also large for the dyslexic readers in this study) and that resulted in the differences between 
the typical and dyslexic readers. 
Behavioral and EEG data were collected at the same time in the present study. 
Hence, the presence of differences in behavior could lead one to predict that the processing 
depicted in the ERPs would also be different between typical and dyslexic readers. However, 
the differences found behaviorally between typical and dyslexic readers in visual speech 
were not reflected electrophysiologically. Regarding the congruent stimuli, both groups 
showed very similar N1-P2 patterns. A visual inspection of Figure 2 might suggest 
differences between typical and dyslexic readers at least in the P2 amplitude. However, no 
significant differences were found between the groups in the amplitude of this component. 
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The P2 peaked later in dyslexic than in typical readers, but this difference was only 
marginally significant. Although relatively little is known about the functional relevance of 
the P2, recent evidence suggests that this component is specifically sensitive to audiovisual 
grapheme-phoneme integration (Pattamadilok, Perre, & Ziegler, 2011) and to visual 
articulatory gestures and speech integration (Baart, Stekelenburg, & Vroomen, 2014; 
Knowland, Mercure, Karmiloff-Smith, Dick, & Thomas, 2014; Pilling, 2009; van Wassenhove 
et al., 2005). Therefore, had it been statistically significant, this later P2 in dyslexic readers 
could have been a sign of inefficient audiovisual integration. Nevertheless, this difference 
was only marginally significant and should therefore be interpreted with caution. Regarding 
the McGurk stimuli, again, no differences were found between typical and dyslexic readers. 
This lack of statistically significant differences might have been due to the high variance 
found within groups, at least observable for the amplitude measurements, as can be seen in 
panel B in Figures 2 and 3. 
Though the expected sub-additivity effects were generally observed for the 
congruent stimuli, that is, AV-V evoked smaller amplitudes than A (see Figure 2), the 
differences between conditions were not statistically significant. The presence of sub-
additivity effects would be in line with previous studies suggesting that the precedence of 
visual information reduces signal uncertainty and lowers the computational demands on 
auditory brain areas (Klucharev et al., 2003; Besle et al., 2004; van Wassenhove et al., 2005; 
Stekelenburg and Vroomen, 2007; Arnal et al., 2009). Here, we believe that the type of 
stimuli might have influenced the results. While others have used consonant-vowel token 
(CVs), we used vowel-consonant-vowel tokens (VCVs) to be able to draw a comparison with 
the behavioral results from Francisco et al. (2017). The lack of visual informativeness of the 
initial vowel might explain the differences between ours and others results. Van 
Wassenhove et al. (2005) varied the informativeness of the visual consonant and found no 
effect of it on the N1 amplitude reduction. However, others have shown that at least the N1 
modulation is induced by visual information that ought to both precede and reliably predict 
audiovisual onset (e.g., Stekelenburg & Vroomen, 2007; Vroomen & Stekelenburg, 2010). In 
the present study, the initial /a/ might not have been visually informative enough to 
modulate the early ERP components. It remains possible that between-group ERP 
differences would emerge in response to the visually more informative consonants in the 
current stimuli. Further analyses of the current data where the ERPs are time-locked to the 
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onset of the consonant are therefore required. Additionally, it is relevant to add that, 
though amplitude reductions and latency facilitations are often described in the literature, 
there is a variety of factors that can modulate the N1 and the P2 and explain some of the 
variability found in the literature: quality of the recordings, characteristics of the actor’s face 
and mouth in the video, speaker-specific properties of producing particular phonemes, type 
of task used, sound intensity, inter-trial times, filtering, inclusion/exclusion of particular 
subjects, and associations between peaks and difference waves (see Baart, 2016).  
The activity elicited by the McGurk stimulus had different characteristics from what 
has previously been reported (e.g., van Wassenhove et al., 2005). This might have been 
since the McGurk stimulus here used was generally perceived as a congruent /apa/. The lack 
of noise in this stimulus might have contributed to the reduced fusion (/ata/) percepts. Also, 
the McGurk stimulus analysis seems to have showed somehow larger amplitudes than the 
other stimuli in the present study. A possible explanation is that, as reported for semantic 
processing in the N400 (Kutas & Hillyard, 1980) and for audiovisual speech in the N300 
(Lebib et al., 2004), the more difficult it is to integrate a given piece of information, the 
larger the ERP component. Thus, the presence of conflicting auditory and visual components 
might have resulted in more extensive processing of the McGurk stimulus and, 
consequently, increased the amplitude of the N1 and the P2. Alternatively, it is possible that 
in the McGurk stimulus, attention played a different role than in the congruent stimuli. 
Though some have rejected a role of attention in the modulation of the N1-P2 complex 
(e.g., Besle et al., 2004; van Wassenhove et al., 2005), others have shown that those ERP 
components might be modulated by attentional shifts: reduced attention to the auditory 
modality has been shown to result in smaller amplitudes in the N1-P2 complex (Hansen & 
Hillyard, 1980). 
 Lastly, it is relevant to note that the two different analyses performed (additive 
model with and without the visual control condition) resulted in similar findings. In a recent 
review, Baart (2016) also compared two different types of analyses: one following the 
additive model (A>AV-V) and the other one comparing the ERPs evoked by the auditory 
condition with the ERPs evoked by the audiovisual condition, with no subtraction of the 
visual activity. The two analyses yielded similar results, which suggested that the effects 
were not dependent on the type of analysis. Though our results suggest the same thing, 
they might have been impacted by the use of the visual control (C condition) in the 
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secondary analysis. In this condition, we asked the participants to decide on the color that 
was on the screen in majority. Participants later reported that this visual control condition 
was the most difficult one. The increase in difficulty might have added additional noise to 
the experiment, which led us to primarily rely on the A > AV-V analysis. However, both types 
of analyses are, in the present study, imperfect: While A > AV-V might include the effects of 
slow wave potentials, (A-C) > (AV-V) includes a control condition that does not seem to be 
ideal to reduce those effects. Importantly, though, both analyses point towards the same 
conclusion: Typical and dyslexic readers do not seem to differ in the early processing of 
audiovisual speech. 
In summary, the ERP results on their own suggest no differences between typical and 
dyslexic readers in audiovisual speech identification. But the behavioral differences between 
the groups indicated a speechreading deficit in dyslexia. These differences suggest that 
electrophysiological differences might exist but either were not picked up by these analyses 
or may not appear on the early components tested here. It remains possible, however, that 
EEG differences could be found in other measures related to audiovisual speech processing, 
such as in audiovisual temporal sensitivity. This possibility was explored in Experiment 2.  
 
EXPERIMENT 2 
Method 
The simultaneity judgment task presented here as Experiment 2 was run together 
with Experiment 1. However, since different numbers of participants contributed to the data 
analyses in each case, the tasks are presented as separate experiments.  
 
Participants 
The participants were the same as those tested in Experiment 1. In Experiment 2, 
however, all data was usable (that is, no technical error occurred) and, therefore, 21 typical 
readers (6 men; age: M = 22.71, SD = 3.33 years old) and 28 dyslexics readers (8 men; age: 
M = 22.46, SD = 3.26 years old) were part of the final sample. For the typical readers 
included in the final sample, the 65th percentile (range = 32nd to 96th percentile) was the 
median in reading errors and the 59th percentile (range = 31st to 98th percentile) the median 
in reading time. For the dyslexic readers, the 16th percentile (range = 1st to 65th percentile) 
was the median in reading errors and the 8th percentile (range = 1st to 40th percentile) was 
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the median in reading time. Among the participants included in the final sample, 13 typical 
readers and 21 dyslexic readers had previously participated in the behavioral study focusing 
on differences in audiovisual perception between typical and dyslexic readers (Francisco et 
al., 2017).  
 
Materials and Procedure  
All procedures and materials were identical to those reported in Experiment 1 with the 
exception of the simultaneity judgement task, which was run after the audiovisual speech 
identification task. 
Simultaneity Judgement. The stimulus used in the simultaneity judgement task was the 
McGurk stimulus used in Experiment 1. But the time between the onset of the visual and of 
the auditory event (SOA) was varied. Praat (Boersma, 2011) and Adobe Premiere Elements 
11.0 (Adobe Systems, Mountain View, CA) were used to create the stimuli. The video track 
was shifted in time so that it occurred earlier than in the original stimuli. Motivated by the 
results of the earlier behavioral study (Francisco et al.) and to reduce task duration, the 
experimental conditions comprised only visually leading events: 0, +200, +320, +400, and 
+440 milliseconds. Figure 4 shows the timings per SOA (start of the vowel’s articulatory 
movement and the vowel’s auditory onset). In all SOA conditions, the onset of articulatory 
movement preceded the auditory onset. 
 
Figure 4. Vowel timing in each of the SOAs. Articulatory moments preceded the auditory onset in 
every SOA condition. 
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 Table 2 shows the participants’ performance in the previous behavioral study 
(Francisco et al., 2017) in these five events. As can been seen in Table 2, the five videos 
corresponded to four different conditions: 1) in-synchrony for both typical and dyslexic 
readers (0 ms); 2) out-of-synchrony for both typical and dyslexic readers (+440 ms); 3) in-
synchrony for the dyslexic readers but out-of-synchrony for the typical readers (+320 ms); 4) 
a control condition to balance the number of in-synchrony and out-of-synchrony events 
presented to the groups (+200 ms for the typical readers and +400 for the dyslexic readers). 
In summary, typical readers were shown two videos perceived mostly as in-synchrony in the 
previous behavioral study (Francisco et al., 2017): 0 and 200 milliseconds of asynchrony; and 
two videos perceived mostly as out-of-synchrony: 320 and 440 milliseconds of asynchrony. 
Dyslexic readers were shown two videos perceived mostly as in-synchrony in the previous 
behavioral study: 0 and 320 milliseconds of asynchrony; and two videos perceived mostly as 
out-of-synchrony: 400 and 440 milliseconds of asynchrony.  
 
Table 2  
Typical and dyslexic readers’ performance in a previous behavioral simultaneity judgment task 
(Francisco et al., 2017), per condition. The percentage of in-synchrony responses is reported. 
Standard deviations are reported in parentheses.  
 Typical readers (N = 39) Dyslexic readers (N = 51) 
0 ms 91.67 (14.43) 87.50 (18.87) 
200 ms 75.00 (25.00) 79.90 (21.66) 
320 ms 33.65 (30.77) 49.75 (32.64) 
400 ms 13.14 (19.01) 25.00 (26.34) 
440 ms 8.97 (14.61) 18.38 (24.28) 
 
Data acquisition and analyses 
Data were acquired and analyzed as described for Experiment 1. The same artifact 
rejection methods were applied as in Experiment 1. But unlike in Experiment 1, no trials 
were excluded based on the behavioral responses given. One typical reader and two 
dyslexic readers had a trial exclusion rate higher than 30% and were therefore excluded. 
One dyslexic reader and three typical readers stopped the experiment before its end (due to 
fatigue or sickness) and were also excluded. The final groups of typical and dyslexic readers 
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did not differ in the proportion of trials excluded (typical readers: M=.07, SD=.06; dyslexic 
readers: M=.08, SD=.06; t(40)=-.176, p > .05). 
 
Results 
Reading measures 
A summary of the participants’ performance in the reading measures can be seen in 
Table 1. Two-sample independent means t-tests (with Welch corrections) were used to test 
for group differences in the reading measures. Typical and dyslexic readers differed 
significantly in reading errors (t(28.39) = -4.60, p < .01, d = 1.32) and in reading time 
(t(30.46) = -8.28, p < .01, d = 2.39). 
 
Audiovisual temporal sensitivity 
Behavioral results. Figure 5 shows the participants’ performance in the simultaneity 
judgment task.  
 
Figure 5. Mean percentage of in-synchrony responses per SOA for typical and dyslexic readers. Error 
bars represent standard errors of the mean. 
 
Mixed-effect models were implemented to analyze these data, using the lmer 
function in the lme4 package (Bates et al., 2014) in R (version 3.1.2, R Core Team, 2014). 
Type of answer (synchronous, asynchronous) was the (numeric) dependent variable. Group 
was a contrast-coded fixed factor (-0.5 = typical readers, 0.5 = dyslexic readers). SOA (0 
milliseconds, 320 milliseconds, 440 milliseconds) was also a fixed factor, with the 0-
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milliseconds condition mapped onto the intercept. The 200-millisecond SOA and the 400-
millisecond SOA were excluded from the behavioral analysis, since those were only fillers. 
Subjects were added as a random factor, along with by-subject slope adjustments for SOA.  
Dyslexic readers gave fewer out-of-synchrony responses than typical readers 
(marginally significant, ß = -0.07, SE = 0.04, p = .06). When compared to the 0-millisecond 
SOA, fewer synchronous responses were given to the 320-millisecond (ß = -0.33, SE = 0.04, p 
< .001) and to the 440-millisecond SOA (ß = -0.59, SE = 0.04, p < .001). In the 320 and the 
440-millisecond SOAs, the dyslexic readers gave more synchronous responses than the 
typical readers (ß = 0.20, SE = 0.07, p < .05), which indicated the presence of a wider time 
window for dyslexic readers. There was no interaction between group and SOA, showing 
that the decrease in synchronous responses from the 320 to the 440-millisecond SOA was 
similar between groups. 
 
ERP results. Figure 6 shows the average ERPs per SOA and by reading group. The 440-
millisecond SOA seems to have elicited larger P2 amplitudes for both typical and dyslexic 
readers. The 320-millisecond SOA seems to have elicited later P2 components in both 
groups. 
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Figure 6. Panel A: Average ERPs at centro-parietal channels (F1, F2, Fz, FC1, FC2, FCz, C1, C2, Cz, CP1, 
CP2, CPz) and the scalp topography of auditory peak N1 and P2, for each SOA (0, 320, and 440 
milliseconds for both groups; 200 milliseconds for the typical readers and 400 milliseconds for the 
dyslexic readers) and by reading group (typical readers, dyslexic readers). Time (in ms) is presented 
in the x-axis. Time zero is the auditory onset of the vowel. Note that the time window between -200 
and 0 milliseconds does not correspond to baseline. Mean amplitude (in µV) is presented in the y-
axis. The scalp topography plots depict the activity in the windows defined for N1 and P2. The color 
scale refers to average amplitude. Panel B: N1 and P2 mean amplitude and latency per SOA (0, 320, 
and 440) and group. Error bars represent standard errors of the mean. 
 
Repeated measures ANOVAs were performed in R (version 3.1.2, R Core Team, 
2014), using the same procedure as in Experiment 1. Differently from Experiment 1, though, 
in Experiment 2 we compared different SOAs. We first looked into differences in amplitude 
and latency for N1 and P2 between SOAs within each group. In this analysis we included all 
SOAs per group, that is, SOAs 0, 200, 320 and 440 for the typical readers and SOAs 0, 320, 
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400, and 440 for the dyslexic readers. SOA was the within-subjects factor and subject and 
subject by SOA were added as random effects. No differences across SOA were found for 
the typical readers in terms of N1 and P2. For the dyslexic readers, SOA had only a 
significant effect on the P2 latency (F(3,72) = 3.85, p < .05), with the 320-millisecond SOA 
eliciting a later P2 when compared to the 0-millisecond SOA (p < .01). 
Next, we tested for differences between groups in the shared SOAs (that is, 0, 320 
and 440-millisecond SOAs). SOA (0, 320 and 440) was the within-subjects factor, whereas 
group (typical readers, dyslexic readers) was defined as between-subjects factor. Subject 
and subject by SOA were added as random effects. Group had no significant effect on either 
component. SOA had a significant effect on both amplitude and latency: N1 amplitude 
(F(2,80) = 5.66, p < .05 (320 > 0, p <.05)); P2 amplitude (F(2,80) = 16.86, p < .001 (440 > 0, p 
< .001 and 440>320, p < .001)); P2 latency: F(2,80) = 4.72, p < .05 (the post hoc pair-wise 
comparisons revealed no significant differences). 
Finally, regression analyses were carried out per group to clarify whether the 
behavioral answer given could account for variance in N1 and P2 amplitude and latency. For 
this analysis we again included all SOAs per group. Table 3 summarizes the outcome of 
these analyses. For the typical readers, behavioral answer made a unique contribution in 
accounting for variance in both N1 and P2 amplitudes: Out-of-synchrony responses elicited 
increased amplitudes when compared to in-synchrony responses. For the dyslexic readers, 
behavioral answer did not explain variance in any of the dependent variables. 
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Table 3 
Summary of the regression analyses showing the contribution of behavioral answer to the 
explanation of variance in N1 and P2 amplitude and latency 
 N1 amplitude N1 latency P2 amplitude P2 latency 
Typical readers B SE β B SE β B SE β B SE β 
 -.65 .22 -.34** 6.28 4.93 -.15 -.77 .37 -.24* -7.45 5.55 -.16 
Adjusted R2 .10 .01 .05  .01  
F for change in R2 8.53** 1.62 4.22*  1.80  
    
 N1 amplitude N1 latency P2 amplitude P2 latency 
Dyslexic readers B SE β B SE β B SE β B SE β 
 -.16 .29 -.06 -.58 5.42 -.01 -.54 .33 -.16 -.98 6.14 -.02 
Adjusted R2 -.01 -.01 .02 -0.1 
F for change in R2 .32 .01 2.68 .03 
* p < .05, ** p < .01 
 
Discussion  
 In Experiment 2 we tested for differences between typical and dyslexic adult readers 
in audiovisual temporal sensitivity with a simultaneity judgment task. Dyslexic readers gave 
more in-synchrony responses than typical readers. This result is in line with previous 
evidence of an altered temporal profile of audiovisual temporal perception in dyslexia for 
speech (Francisco et al., 2017) and for non-speech events (Francisco et al., 2017; Hairston et 
al., 2005). This behavioral difference was, however, not reflected in the ERP analyses. 
Typical and dyslexic readers showed similar N1-P2 amplitude and latency and similar 
patterns in the effect of SOA, that is, the 440-millisecond SOA seems to have elicited larger 
P2 amplitudes for both typical and dyslexic readers and the 320-millisecond SOA seems to 
have elicited later P2 components in both groups. A possible explanation is, thus, that the 
behavioral differences observed arise from later perceptual or post-perceptual processes. 
That is, typical and dyslexic readers might make use of different mechanisms and/or 
processes to judge the synchrony of audiovisual speech. Indeed, the regression analyses 
showed that while for the typical readers, behavioral answers accounted for variance in 
both N1 and P2 amplitudes (out-of-synchrony responses elicited increased amplitudes), that 
was not the case for the dyslexic readers. Analyses of later ERP components or response-
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related activity might shed some light on the possibility that the groups were using different 
strategies.   
 
General Discussion 
 In the present study, we aimed to test for an audiovisual processing deficit in adult 
dyslexic readers. We compared typical and dyslexic readers’ performance, behaviorally and 
electrophysiologically, in audiovisual speech identification and audiovisual temporal 
sensitivity.  
 Behaviorally, we showed evidence of a speechreading deficit in dyslexia (dyslexic 
readers were less accurate than typical readers in the visual condition in Experiment 1) as 
has previously been reported (de Gelder & Vroomen, 1998; Mohammed et al., 2006). 
Speechreading is a strong and consistent longitudinal correlate of both reading and spelling 
development in typical children (Kyle & Harris, 2011), possibly supporting the development 
of the phonological skills needed for reading (Woll, 2012). Thus, if better speechreading 
skills result in more distinct phonological representations, which in turn helps individuals 
when learning to read, differences in the benefit taken from visual information could 
underlie differences in reading ability. Such a deficit was, nonetheless, not reflected in 
audiovisual speech processing, indicating that dyslexic readers might make use of different 
strategies while processing audiovisual speech (which allow them to compensate for their 
speechreading difficulties). Alternatively, it is possible that, without noise, audiovisual 
speech identification was too easy a task and dyslexic readers were able to rely to a greater 
extent on the auditory component (and avoid relying on the visual component), which 
would explain the absence of differences between the groups in the audiovisual condition. 
Additionally, our results indicated that dyslexic readers might use different mechanisms to 
process congruent and incongruent stimuli: those participants who were less accurate 
identifying congruent visual speech gave more visually-based responses when presented 
with incongruent stimuli.  
 We further showed behavioral evidence of an audiovisual temporal deficit in 
dyslexia: while performing the simultaneity judgment task, the dyslexic readers gave more 
in-synchrony responses for out-of-synchrony stimuli than the typical readers. This result was 
in line with previous evidence of an altered temporal profile of audiovisual processing in 
dyslexia (Francisco et al., 2017; Hairston et al., 2005). Such a temporal deficit could result in 
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impaired reading. Given that adequate associations between graphemes and phonemes 
occur in narrow time windows (Froyen et al., 2008), an audiovisual temporal deficit could 
impair the development of such associations and, consequently, reading. That is, it could 
hinder the development of adequate representations, which could result in ambiguous 
correspondences between graphemes and phonemes (Wallace & Stevenson, 2014). Slower 
and less accurate decoding could then occur as a result of those ambiguous associations 
(Hahn, Fox, & Molholm, 2014; Hairston, et al., 2005). 
 Though the processing reflected in the ERPs had to contribute to the behavioral 
differences found (given that behavioral and ERP data were collected simultaneously), none 
of these behavioral results were reflected in differences between typical and dyslexic 
readers in the N1-P2 complex. On their own, the ERP results could suggest an absence of 
differences between the groups, both in audiovisual speech identification and in audiovisual 
temporal sensitivity. This would be at odds with other EEG studies reporting evidence of an 
audiovisual processing deficit in dyslexia (Froyen et al., 2011; Mittag et al., 2013; Rüsseler, 
Gerth, Heldmann & Münte, 2015; Widmann et al., 2012). However, the behavioral results 
suggest that electrophysiological differences might also exist in the present sample, but 
were not picked up by our analyses or on the components analyzed, or were hidden due to 
high variance observed within groups. Alternatively, it is possible that the behavioral 
differences reported do not originate in early perceptual processing, but instead reflect later 
perceptual or post-perceptual processes. If the latter is the case, differences between the 
groups should be observed in later ERP components. Consistent with this possibility, there 
was an indication that, at least during temporal judgements, typical and dyslexic readers 
made use of different strategies.  
 Though the expected sub-additivity effects were generally observed as a trend for 
the congruent stimuli, differences between conditions were not statistically significant. The 
choice of stimuli might have influenced the results: While the majority of the past studies 
used CVs, we used VCVs to maintain compatibility with our earlier behavioral experiments 
on VCV stimuli. Though different aspects may underlie the differences between our results 
and those of others (e.g., visual uninformativeness, etc.), it might be the case that the sub-
additive effects are (at least partially) dependent on stimulus characteristics. One way to 
test this possibility would be to time-lock the epochs in our study to the consonant rather 
than to the vowel. This would require the elimination of any neural activity of the vowel 
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preceding the consonant, which could be done using methods such as ADJAR (Woldorff, 
1993).  
 A final concern about these EEG data is that, overall, the amplitudes are low. While 
others (eg., Stekelenburg and Vroomen, 2007; van Wassenhove et al., 2005) have reported 
N1 amplitudes around -5µV and P2 amplitudes around 7 µV for speech stimuli, the 
amplitudes described here do not exceed ±1µV for both the N1 and the P2 components 
(with the exception of those to the incongruent stimulus in the identification task; see 
Figure 3). As previously discussed, one possibility is that the use of VCVs impacted the 
amplitudes, i.e., that the initial vowel might not have been visually informative enough to 
modulate the early ERP components. However, Klucharev et al. (2003), also using vowels, 
reported very similar amplitudes to the ones reported for consonants in other studies 
(Stekelenburg and Vroomen, 2007; van Wassenhove et al., 2005). Importantly, our 
unprocessed data show a range of amplitudes comparable to those of previous studies. 
Hence, a possibility is that a step in the processing of the data resulted in the reported 
amplitudes. But most of the pre-processing choices made were standard and based on 
previous literature. One step which we used but which is less commonly used in the 
previous studies, however, is Independent Component Analysis (ICA) to remove artifacts. 
One possibility that we will be exploring is thus whether the ICA influenced the N1 and P2 
amplitudes (both the low ones in most conditions and the high ones in the incongruent 
condition in Experiment 1). If some of the excluded components contained not only artifacts 
but also task-relevant neural activity, the results could have been affected.  
In summary, the ERP results are ambiguous. ERP differences in audiovisual speech 
identification were absent but might have been found had the variance within groups been 
lower. ERP differences in simultaneity judgment were also absent but the associated 
behavioral differences might be late perceptual or post-perceptual and therefore not 
observable in the early ERP components associated with audiovisual integration. There was 
in any case no ERP evidence of group differences in early perceptual processing. In contrast, 
the behavioral data collected during the ERP experiments (and thus linked to the ERP data), 
are clear. They suggest that there is an audiovisual processing deficit in dyslexic adult 
readers. This deficit seems to be reflected in at least two aspects: difficulties with 
speechreading and an impairment in audiovisual temporal sensitivity. 
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Abstract 
The aim of the present fMRI study was to investigate whether there were 
differences between typical and dyslexic adult readers in the neural correlates of 
audiovisual speech processing. We tested for BOLD activity differences between these two 
groups in a 1-back task, as they read and as they processed auditory, visual, and audiovisual 
speech. During the reading tasks, dyslexic readers showed reduced activity in the 
supramarginal gyrus, a region suggested to play an important role in phonological 
processing, but only when they read strings of consonants, not when they read words. 
During the speech perception tasks, dyslexic readers were slower than typical readers in 
their behavioral responses in the visual speech condition and showed reduced overall neural 
activation in the audiovisual condition. The groups did not differ in terms of superadditivity, 
that is, they manifested similar neural activity to audiovisual stimuli, when compared to 
unisensory stimuli. However, an additional analysis focusing on vision-related processing 
during the audiovisual condition showed diminished activation for the dyslexic readers in a 
fusiform gyrus cluster. Our results suggest that dyslexic readers benefit less from visual 
information during audiovisual speech processing than normal readers. Given that visual 
speech processing supports the development of phonological skills fundamental in reading, 
differences in processing of visual speech could contribute to differences in reading ability 
between typical and dyslexic readers. 
 
Keywords: fMRI, dyslexia, audiovisual speech perception, visual speech  
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Introduction 
The development of adequate grapheme-phoneme associations is pivotal in reading. 
Given that such associations are fundamentally audiovisual in nature, an audiovisual deficit 
might underlie reading impairment in dyslexia. Neuroimaging studies consistently report 
inefficient processing of grapheme-phoneme associations in dyslexic readers. But the 
audiovisual deficit in dyslexia might be broader, that is, it might not be restricted to letter-
speech sound associations. Dyslexic readers, when compared to typical readers, might 
therefore also process differently other types of audiovisual material, such as audiovisual 
speech. In the present functional Magnetic Resonance Imaging (fMRI) study we investigated 
whether typical and dyslexic adult readers differed in the neural correlates of audiovisual 
speech processing. 
Dyslexia, characterized by severe reading and/or spelling impairments, represents a 
persistent condition, that is, individuals with a childhood diagnosis of dyslexia still manifest 
reading impairment in adulthood (e.g. Bekebrede, van der Leij, & Plakas, 2010; Elbro, 
Nielsen, & Petersen, 1994; van Bergen, de Jong, Maassen, & van der Leij, 2014). Efficient 
learning and storing of the mappings between visual symbols (graphemes) and speech 
sounds (phonemes) is crucial for the development of an adequate reading level (Ehri, 1998). 
Indeed, the inadequacy of letter-sound mappings seems to be a main cause of reading 
impairment in dyslexia (Vellutino, Fletcher, Snowling & Scanlon, 2004). Neuroimaging 
studies have consistently reported deficient processing of letter-sound associations in 
dyslexia. When presented with unisensory (auditory and visual) and audiovisual letter-
speech sound combinations, adult dyslexic readers showed reduced activation in both 
unisensory and multisensory regions: superior temporal cortex (Blau, van Atteveldt, 
Ekkebus, Goebel, & Blomert, 2009; Kast, Bezzola, Jäncke, & Meyer, 2011; Kronschnabel, 
Brem, Maurer, & Brandeis, 2014); supramarginal gyrus (Kast et al., 2011); left inferior frontal 
and angular gyri and inferior temporal cortex (Kronschnabel et al., 2014). 
While the focus of these studies has been on letter-speech sound associations, there 
is evidence suggesting that the audiovisual deficit in dyslexia might be broader, that is, that 
dyslexic readers also differ from typical readers when processing other types of audiovisual 
material, such as non-speech sounds and objects (tones and circles; e.g., Hairston, Burdette, 
Flowers, Wood, & Wallace, 2005) and audiovisual speech (e.g. Francisco, Jesse, Groen, & 
McQueen, 2017; Hayes, Tiippana, Nicol, Sam, & Kraus, 2003; Norrix, Plante & Vance, 2006; 
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Ramirez & Mann, 2005). A broader audiovisual deficit could impair not only the processing 
of speech and non-speech audiovisual objects, but also the formation of (audiovisual) 
grapheme-phoneme associations. The hindered formation of grapheme-phoneme 
associations, fundamental for reading, could result in impaired reading. That is, inadequate 
representations could create ambiguity in the correspondences between graphemes and 
phonemes (Wallace and Stevenson, 2014), which could result in slower decoding and 
reduced accuracy while reading (Hairston, et al., 2005). 
The study of the neural correlates of audiovisual speech processing in dyslexia is 
useful for three reasons. First, it adds to the current neuroimaging literature, which has 
focused exclusively on grapheme-phoneme associations: It might offer additional support to 
the behavioral literature suggesting a broader audiovisual deficit in dyslexia. Second, it 
makes it possible to test the hypothesis of an audiovisual deficit in dyslexia without probing 
letter-sound associations, dyslexic readers’ direct area of difficulty, while still using 
ecologically valid stimuli. Third, it allows to test whether this is a true audiovisual 
impairment, rather than a deficit in some aspect of perceptual, cognitive or language 
processing required for the development of the grapheme-phoneme conversion sub-
system. 
In the typical population, a number of brain regions have been repeatedly implicated 
in audiovisual speech processing. These include high-level associative areas such as the 
superior temporal sulcus (e.g., Beauchamp, Argall, Bodurka, Duyn, & Martin, 2004a; 
Beauchamp, Nath, & Pasalar, 2010; Calvert, Campbell, & Brammer, 2000; Stevenson, Altieri, 
Kim, Pisoni, & James, 2010; Stevenson, VanDerKlok, Pisoni, & James, 2011) and the 
supramarginal gyrus (e.g., Skipper, Nusbaum, & Small, 2005), as well as traditionally 
unimodal regions such as Heschl's gyrus (e.g., Calvert et al., 1999; Callan et al.,  2003; 
Möttönen, Schürmann, & Sams, 2004; Pekkola et al., 2005) and the superior temporal sulcus 
(e.g., Beauchamp et al., 2004a, 2010; Calvert et al., 2000) for auditory information, and the 
middle temporal gyrus (e.g., Callan et al., 2003; Calvert et al., 1999; Calvert & Campbell, 
2003), and the fusiform gyrus for visual information processing (e.g., Calvert & Campbell, 
2003; Macaluso, George, Dolan, Spence, & Driver, 2004; Stevenson et al., 2010; Wyk et al., 
2010). 
Some studies have shown that the regions involved in multisensory processing 
exhibit enhanced responses to audiovisual stimuli, when compared to the sum of the 
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responses to unisensory stimuli (Giard & Peronnet, 1999; Calvert et al., 2000; Calvert, 
Hansen, Iversen, & Brammer, 2001; Macaluso et al., 2000; Bushara et al., 2001; Klucharev, 
Möttönen, & Sams, 2003; Wright et al., 2003; Molholm et al., 2004). This so-called 
superadditivity seems to reflect basic sensory features of audiovisual integration 
(Kronschnabel et al., 2014). For instance, phonological processing does not impact 
superadditivity, that is, the superadditive effect is not modulated by differences in the 
abstract phonological status of the stimuli (e.g., Klucharev et al., 2003). Interestingly, 
superadditivity seems to relate to behavioral measures of audiovisual integration: 
Individuals who benefit from audiovisual stimulation exhibit superadditive responses in the 
superior temporal sulcus, while those who do not show such a benefit show suppressive 
responses (Werner & Noppeney, 2010). 
Superadditive responses are not the only type of response profile found during 
audiovisual integration. Previous studies have shown the coexistence of superadditive and 
subadditive neuronal populations in multisensory regions (e.g., Beauchamp, 2005; 
Beauchamp et al. 2004a; Beauchamp, Lee, Argall, & Martin, 2004b; Laurienti, Perrault, 
Stanford, Wallace, & Stein, 2005; Stevenson, Geoghegan, & James, 2007). Stimulus efficacy 
(i.e., informativeness of the auditory and visual modalities) seems to be one of the 
consistent determinants of whether subadditivity or superadditivity is observed. For 
instance, multisensory interactions seem to be primarily subadditive for intact stimuli but 
additive for degraded stimuli (Werner & Noppeney, 2010). Nevertheless, the use of 
different criteria and contrasts/models might also impact the response profile found (for a 
discussion, see James & Stevenson, 2012). In the present study, we focus on superadditivity 
as an index of audiovisual integration, making use of a conservative criterion where 
audiovisual activity should be greater than the sum of auditory and visual activity (AV>A+V, 
James & Stevenson, 2012). 
Despite the multitude of research that has focused on audiovisual processing, it is 
unclear whether and how the neural correlates for audiovisual processing are different in 
dyslexia than in the typical population. Pekkola et al. (2006) tested for differences between 
typical and dyslexic adult readers while presenting phonetically matching and conflicting 
audiovisual vowels. Dyslexic readers exhibited stronger activation than typical readers in 
motor speech regions, the left inferior parietal lobule and the ventral visual cortex. This was 
interpreted as reflecting dyslexic readers' greater use of motor-articulatory and visual 
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strategies during phonetic processing of audiovisual speech, possibly to compensate for 
their difficulties in auditory speech perception. However, there were no unisensory control 
conditions or behavioral data, which makes it difficult to interpret these results.  
In the present study, we tested for differences between typical and dyslexic readers 
in Blood Oxygen-Level Dependent (BOLD) activity during a 1-back auditory, visual, and 
audiovisual speech task. Behavioral evidence suggests that typical and dyslexic readers 
differ in audiovisual speech processing (e.g. Francisco et al., 2017; Hayes et al., 2003; Norrix 
et al., 2006; Ramirez & Mann, 2005). Such differences might reflect difficulties in the 
integration of audiovisual speech and/or in the unisensory processing of the auditory or the 
visual component of speech. Therefore, we tested for differences between typical and 
dyslexic readers in audiovisual processing and in unisensory (auditory and visual) processing. 
First, a more exploratory whole-brain analysis was performed. Second, since the typical 
population literature indicates specific regions relevant for audiovisual and unisensory 
processing, we conducted region-of-interest (ROI) analyses focusing on these areas. These 
two type of analyses have been shown to be complementary (Szycik, Jansma, & Münte, 
2008). In auditory speech, differences between typical and dyslexic readers might be found 
in Heschl’s gyrus (e.g., Calvert et al., 1999; Callan et al., 2003; Möttönen et al., 2004; Pekkola 
et al., 2005) and in the superior temporal sulcus (e.g., Beauchamp et al., 2004a, 2010; 
Calvert et al., 2000). For visual speech, the middle temporal and the fusiform gyri are 
plausible candidates for group differences (e.g., Callan et al., 2003; Calvert et al., 1999; 
Calvert & Campbell, 2003; Macaluso et al., 2004; Stevenson et al., 2010; Wyk et al., 2010). 
Lastly, in audiovisual speech, differences between typical and dyslexic readers could be 
found in the superior temporal sulcus and in the supramarginal gyrus (Beauchamp et al., 
2004a, 2010; Skipper et al., 2005; Stevenson et al., 2010, 2011), which are known to 
integrate audiovisual information, but also in any of the unisensory regions. Given that 
superadditivity is argued to reflect audiovisual integration and benefit, we tested for 
differences between the groups in superadditivity, that is, whether activity is higher during 
audiovisual speech processing compared to auditory and visual speech processing alone. 
We also tested the two groups in two reading conditions aimed at testing natural 
reading (words), but also at tapping into more basic orthographic processing (illegal letter 
strings).  
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In summary, in the present study, we aimed to test whether typical and dyslexic 
adult readers differed in the neural correlates of audiovisual speech and/or unisensory 
(auditory and visual) processing. We carried out two different, but complementary, 
analyses: an exploratory whole-brain analysis and a ROI analysis focused on specific regions 
relevant for audiovisual and unisensory processing as indicated by the typical population 
literature. 
 
Materials and Methods 
Participants 
Forty-seven native Dutch undergraduate students were recruited. Participants’ initial 
inclusion in the typical readers or dyslexic readers group depended on whether or not they 
had a prior diagnosis of dyslexia. Their definitive inclusion was based on their performance 
on a reading task (see Materials and Tasks section). Participants had to perform above the 
30th percentile on both reading measures to be included in the typical readers group or 
below the 30th percentile on either of the reading measures to be included in the dyslexic 
readers group. Five typical readers who did not meet these criteria were excluded. All 
participants had normal or corrected-to-normal vision and passed an audiometric hearing 
test (below 30 dB for 125, 250, 500, 1K, 2K, 3K, and 4K Hz in both ears). One participant was 
excluded due to malfunctioning of the scanner. The final sample included 20 typical readers 
(8 men; age: M = 25.75, SD = 4.06 years) and 21 dyslexic readers (4 men; age: M = 24.89, SD 
= 2.70 years). The median for typical readers was the 85th percentile (range = 32nd to 96th 
percentile) in reading errors and the 58th percentile (range = 30th to 98th percentile) in 
reading time. The median for dyslexic readers was the 19th percentile (range = 1st to 55th 
percentile) in reading errors and the 4th percentile (range = 1st to 40th percentile) in reading 
time. All participants gave written informed consent prior to the experiment (local ethics 
committee CMO region Arnhem–Nijmegen, the Netherlands). The participants received 
monetary compensation or course credits for their participation. 
 
Materials and Tasks 
Screening reading task (behavioral). Reading ability was assessed with a text-reading task 
from a standardized Dutch reading and writing battery for dyslexia diagnosis in adolescents 
and adults (Gl&schr - Test voor gevorderd Lezen en Schrijven; De Pessemier & Andries, 
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2009). This task was performed outside the scanner. A 582-word text was presented to the 
participants on an A4 sheet, consisting of three paragraphs with different levels of difficulty 
(from easy to difficult). Participants were asked to read the text out loud (while being audio-
recorded), as clearly and accurately as possible. Fast reading was discouraged. Silent pre-
reading of the text was not allowed. When more than five seconds were taken to read a 
word, the experimenter would read the problematic word out loud and ask the participant 
to continue by reading the next word. Both reading time and reading errors were measured. 
Reading time was the total time in seconds taken to read the complete text. Reading errors 
was the total number of errors (omissions, additions, replacements, and inversions) made 
by the participants. Norms from the manual were used to transform raw scores for reading 
errors and reading time into percentiles. 
fMRI reading and speech perception tasks. While lying in the scanner, participants 
performed six variants of a 1-back task: words and illegal letter strings (reading conditions), 
auditory, visual, and audiovisual (speech perception conditions), and speech production. 
The speech production condition will be reported elsewhere and therefore will not be 
discussed further. In the word-reading condition, 15 two-syllable and 15 three-syllable 
familiar words were presented one at a time on the screen. The stimuli used were taken 
from a Dutch standardized reading test (Een-minuut-test, Brus & Voeten, 1999). In the illegal 
letter strings condition, consonant strings formed by five letters (e.g., qfntp) were presented 
one at time on the screen. These strings were formed by randomly assigning consonants to 
strings of five tokens, and deleting strings that had familiar and/or similar clusters (so that 
the final tokens were orthographically and phonologically illegal). The consonant strings 
could thus be pronounced as a sequence of five letter names but not as if they were single 
words. In the speech perception conditions, Dutch legal consonant-vowel (CV) syllables 
were presented: auditorily in the auditory condition, visually in the visual condition, and 
bimodally in the audiovisual condition. The stimuli from both reading conditions and all 
three speech perception conditions are shown in Appendix I. 
 The videos of the visual and audiovisual conditions showed a female face and lasted 
for one second. To create these videos, a female native Dutch speaker was video-recorded 
pronouncing the CVs. The video was recorded with a Sony Handycam DCR-SR190E. The 
audio was recorded at 44.1 kHz. The videos were digitized as uncompressed 400x320 .avi 
files in PAL format. Adobe Premiere Elements 11.0 (Adobe Systems, Mountain View, CA) 
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was used to edit the videos.  The sound was presented through in-ear MR compatible ear 
buds. The volume was adjusted for every participant such that the stimuli were clearly 
audible above the scanner noise.  
 The trials were presented in blocks consisting of six stimuli of the same condition and 
one repeated stimulus. Each block thus contained seven trials. There were five blocks for 
each of the six conditions, amounting to a total of 30 blocks for the whole run. Every block 
was preceded by a screen indicating the upcoming condition for 2500 milliseconds. In each 
of the blocks, except in the speech production condition, the stimulus appeared on the 
screen for 1500 ms, followed by an inter-trial interval of 500 ms. Each block lasted 
approximately 14 seconds. Participants were instructed to press a button if a stimulus was 
repeated. No speeded response was required, but the participants had to respond before 
the next trial was presented for the response to be registered. Reaction time was calculated 
as the difference in time between the stimulus onset and the button press. The order of the 
conditions was pseudo-randomized for every participant, such that no consecutive blocks 
were of the same condition. 
 
Procedure 
 The present study was organized in two sessions. In the first session, the reading 
assessment and the hearing screening were administered, together with other experimental 
tasks to be reported elsewhere. This session took approximately 45 minutes. The scanning 
occurred in the second session. The task was explained outside of the scanner, to make sure 
that the participants understood the instructions. Once in the scanner, participants were 
reminded of what was required of them. The scanning session took approximately one hour. 
 
MRI data acquisition 
The scans were performed using a Siemens 3T MAGNETOM Trio Tim MR system 
(Siemens Healthcare, Erlangen, Germany) with a 32- channel head coil. A T1-weighted rapid 
acquisition gradient echo (MP-RAGE) sequence was used to acquire an anatomical image of 
the whole brain: repetition time (TR): 2400 ms; echo time (TE): 2.13 ms; flip angle (FA): 8°; 
matrix size (MS): 384 x 256; field of view (FOV): 256 mm, voxel size (VS); 1.0 × 1.0 × 1.0 mm3. 
Whole brain functional images were collected using a multi-band (accelerator factor of 8) 
T2*-weighted sequence: TR: 735ms; TE: 39 ms; FA: 52°; MS: 704 x 704; FOV: 210 mm; VS: 
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2.4 x 2.4 x 2.4 mm. Diffusion Tensor Imaging (DTI) and resting state MRI data were also 
acquired during the session, but will be reported elsewhere. 
fMRI analyses 
Pre-processing. Image pre-processing and statistical analyses were performed with SPM8 
(Statistical Parametric Mapping; Wellcome Department of Cognitive Neurology, London, 
UK; www.fil.ion.ucl.ac.uk) implemented in Matlab R2013a (MathWorks, Natick, MA). The 
first five volumes of each participant's functional EPI-data were excluded to allow for T1 
equilibration. The first volume was used to realign the EPI images. The subject mean was co-
registered with the corresponding structural MRI using mutual information optimization. 
Both functional and structural scans were spatially normalized and transformed into a 
common Montreal Neurological Institute (MNI) space (resampled at voxel size 2x2x2 mm3), 
as defined by the SPM8 T1.nii template. Additionally, they were spatially filtered by 
convolving the functional images with an isotropic 3D Gaussian kernel (8 mm full width at 
half-maximum, FWHM). 
Whole-brain analysis. The functional run was modeled using the General Linear Model 
(GLM) approach implemented in SPM8 for each participant. The regressors included the six 
conditions of interest. These explanatory variables were temporally convolved with the 
canonical Hemodynamic Response Function (HRF) provided by SPM8. Each event was time-
locked to the onset of the block with a duration of 16 seconds. The design matrix included 
six head motion regressors (three translations, three rotations). A high-pass filter was 
implemented using a cut-off period of 128 seconds to remove low-frequency effects from 
the time series. For statistical analysis, contrast parameter images for each condition of 
interest were generated for each participant and then subjected to a second-level analysis 
(Penny, Holmes, & Friston, 2003), treating subjects as a random variable. For within group 
comparison for different conditions we used one-way ANOVAs. To test for differences 
between typical and dyslexic readers in each of the conditions we used 2-sample t-tests. All 
analyses included the reading measures (errors and time) as covariates. To detect the 
activation patterns, we applied cluster-size statistics using initial voxel level threshold at 
uncorrected p<.001 and family-wise corrected cluster-size PFWE<.05 (Hayasaka & Nichols, 
2003). To observe whether there was a superadditivity effect in the audiovisual condition 
relative to the auditory and the visual condition, we first computed a contrast image 
weighting: 2 (audiovisual), -1 (auditory), -1 (visual) on the single subject level. This contrast 
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image was tested using a one-sample t-test for the within-group effect, and a 2-sample t-
test to compare between groups. This contrast assumes a linear relationship between 
audiovisual, visual and auditory conditions, in which significant voxels are those whose 
activation level of the audiovisual condition multiplied by two is greater than the summed 
activation level of the auditory and visual conditions. Depending on the region, however, 
the contribution of auditory and visual processing in the audiovisual condition may not be 
equal. Thus we also took a different approach where we looked into the audiovisual activity 
patterns in audition- or vision-specific brain areas by using functional masks to include only 
those voxels that are activated during unisensory inputs. 
Region-of-Interest analysis. To perform the region-of-interest (ROI) analyses, we first 
defined anatomical regions of interest using the WFU PickAtlas toolbox (AAL atlas) 
(Maldjian, Laurienti, & Burdette, 2004; Maldjian, Laurienti, Burdette, & Kraft, 2003; Tzourio-
Mazoyer et al., 2002) in SPM8. The MarsBaR toolbox (Brett, Anton, Valabregue, & Poline, 
2002) implemented in SPM8 was then used to extract the beta values for each of the ROIs, 
per group and in each of the conditions. GLMs (performed in IBM SPSS Statistics for 
Macintosh, Version 19.0) were used to analyze these data. 
For the reading conditions, we extracted areas in which dyslexic readers have 
previously been shown to differ from typical readers in shallow orthographies, based on the 
meta-analysis performed by Martin, Kronbichler, & Richlan (2016). Those areas were divided 
into one large left occipitotemporoparietal cluster in which dyslexic readers showed 
underactivation:  the left supramarginal gyrus, left superior temporal sulcus, left middle 
temporal gyrus, left fusiform gyrus, left inferior temporal gyrus, left inferior parietal lobule; 
and in regions in which dyslexic readers showed overactivation: the left precentral gyrus, 
left cingulate, left inferior frontal gyrus – pars orbitalis, bilateral caudate, right inferior 
frontal sulcus, and right cerebellum. For the speech perception conditions, we chose areas 
well described in the literature as responding to unimodal auditory material: superior 
temporal sulcus and Heschl’s gyrus (e.g., Calvert et al., 1999; Callan et al., 2003; Möttönen 
et al., 2004; Pekkola et al., 2005); to unimodal visual material (more specifically, to 
movement and faces): the middle temporal gyrus (e.g., Callan et al., 2003; Calvert et al., 
1999; Calvert & Campbell, 2003) and fusiform gyrus (e.g., Calvert & Campbell, 2003; 
Macaluso et al., 2004; Stevenson et al., 2010; Wyk et al., 2010); and to audiovisual material: 
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the superior temporal sulcus and supramarginal gyrus (e.g., Beauchamp et al., 2004a, 2010; 
Calvert et al., 2000; Skipper et al., 2005; Stevenson et al., 2010, 2011). 
 
Results 
Reading measures 
Behavioral results 
Reading task. Two-sample independent means t-tests were used to test for group 
differences in the reading task. Welch corrections were applied to adjust the degrees of 
freedom where the assumption of the homogeneity of variances was violated. As expected, 
dyslexic readers made significantly more reading errors than typical readers (typical readers: 
M=6.15, SD=3.30, dyslexic readers: M=21.79, SD=14.17; t(19.85) = -4.69, p < .001, d = 1.52). 
Dyslexic readers also took significantly longer to read the text (typical readers: M=244.10, 
SD=12.00, dyslexic readers: M=316.84, SD=37.02; t(21.57) = -8.17, p < .001, d = 2.64). 
Words and illegal letter strings. Two dyslexic readers responded only to about 20% of the 
repeated trials and were therefore excluded from all further analyses. The false alarm rate 
in these conditions was approximately 1% (M=.01, SD=.03). Figure 1 shows the behavioral 
performance (reaction time and accuracy) in each of the conditions (words and illegal letter 
strings), per group.  
 
Figure 1. Proportion accuracy (panel A) and reaction time in milliseconds (panel B) per group in the 
reading conditions. Error bars represent standard errors of the mean. 
 
Mixed-effect models were implemented to analyze the data, using the lmer function 
in the lme4 package (Bates, Maechler, Bolker & Walker, 2014) in R (version 3.1.2, R Core 
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Team, 2014). Two separate models were built for reaction time and accuracy (numeric 
dependent variables). In both models, group (typical readers = -0.5, dyslexic readers = 0.5) 
and condition (words = -0.5, illegal letter strings = 0.5) were contrast-coded fixed factors. 
Subjects were added as a random factor, along with by-subject slope adjustments for 
condition (Barr, Levy, Scheepers & Tily, 2013). Models were fit using the maximum 
likelihood criterion. P-values were estimated using Satterthwaite approximations. For both 
accuracy and reaction times, there were no significant differences between groups or 
conditions or significant interactions between the two factors (all p > .05). 
 
Imaging results 
Activation patterns. Table 1 shows the significantly activated clusters for each condition 
(compared to baseline), per reading group. 
 
 Table 1. Brain regions showing activity during each of the reading conditions, against baseline 
Group Condition Cluster size pFWE Local Maxima 
 Anatomical area x y z t 
Typical 
readers 
Words 1241 p < .001 R lingual gyrus 24 -88 -8 10.93 
 R inferior occipital gyrus  
32 -92 0 8.27 
R calcarine fissure 24 -92 4 8.21 
2494 p < .001 L inferior occipital gyrus -20 -94 -10 10.71 
187 p < .001 L superior parietal gyrus -28 -52 52 7.75 
413 p < .001 R precentral gyrus 36 -14 64 6.68 
R postcentral gyrus 52 -12 54 5.79 
109 p < .001 L insula -32 20 2 6.58 
L IFG – triangular part -44 28 0 4.07 
368 p < .001 L precentral gyrus -48 4 40 5.93 
L rolandic operculum -54 6 12 4.75 
171 p < .001 L supp. motor area -2 -2 62 5.87 
301 p < .001 L inferior parietal -52 -28 44 5.62 
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161 p < .001 
L middle temporal gyrus -46 -46 6 5.32 
Illegal  
letter 
strings 
2869 p < .001 
L inferior occipital gyrus -34 -86 -10 12.01 
L fusiform gyrus -42 -76 -14 10.32 
2659 p < .001 R lingual gyrus 24 -88 -8 10.82 
R middle occipital gyrus 42 -80 2 8.04 
1644 p < .001 
L superior parietal gyrus -30 -58 60 8.08 
L inferior parietal gyrus -46 -36 52 7.50 
1060 p < .001 L precentral gyrus -46 4 40 7.45 
1420 p < .001 R postcentral gyrus 46 -24 48 7.24 
R inferior parietal gyrus  50 -34 52 6.68 
R superior parietal gyrus 32 -58 58 5.66 
698 p < .001 L supp. motor area -2 4 58 7.21 
223 p < .001 R hemispheric cerebellum 
lobule VIII 16 -72 -50 
6.05 
R hemispheric cerebellum 
lobule VIIB 8 -74 -40 
5.91 
146 p < .001 L insula -30 18 6 6.04 
274 p < .001 R precentral gyrus 50 8 38 6.04 
77 p < .05 L hemispheric cerebellum 
lobule VIII -24 -66 -50 
5.92 
211 p < .001 R insula 34 26 -2 5.32 
R IFG – orbital part 32 26 -12 4.84 
84 p < .05 L postcentral gyrus -56 -18 26 4.65 
Dyslexic 
readers 
Words 2003 p < .001 R inferior occipital gyrus 24 -94 -8 
16.18 
R calcarine fissure 24 -90 2 12.54 
2611 p < .001 L inferior occipital gyrus -16 -96 -8 
13.99 
L middle occipital gyrus -26 -96 0 
11.58 
248 p < .001 L precentral gyrus -50 2 42 6.03 
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R IFG – opercular part -40 4 30 5.52 
107 p < .01 R precentral gyrus 46 6 34 5.80 
84 p < .05 L supp. motor area -4 8 56 5.72 
85 p < .05 L superior parietal gyrus -30 -64 54 
5.10 
94 p < .01 R angular gyrus 28 -60 48 4.47 
Illegal  
letter 
strings 
3149 p < .001 R lingual gyrus 20 -90 -8 15.34 
R inferior occipital gyrus 26 -94 -2 
11.50 
R hemispheric cerebellum 
lobule VI 8 -74 -18 
10.42 
2914 p < .001 
L inferior occipital gyrus -20 -96 -10 12.89 
L middle occipital gyrus -24 -94 0 10.26 
420 p < .001 L precentral gyrus -46 4 36 7.59 
766 p < .001 R angular gyrus  30 -58 50 7.50 
R middle occipital gyrus 30 -62 36 6.62 
986 p < .001 L inferior parietal gyrus -34 -50 48 7.24 
449 p < .001 R supp. motor area 2 16 52 6.99 
L supp. motor area -2 8 56 6.80 
R superior frontal gyrus 6 28 44 4.32 
249 p < .001 R precentral gyrus 42 4 28 6.77 
R IFG – opercular part 34 6 30 4.50 
R middle frontal gyrus 50 14 48 3.75 
283 p < .001 R insula 34 20 4 6.54 
285 p < .001 R postcentral gyrus 46 -28 46 6.20 
87 p < .05 R IFG – triangular part 48 36 28 6.00 
86 p < .05 R IFG – orbital part 44 48 -12 5.49 
75 p < .05 L insula -34 20 2 5.12 
 
R:right, L:left, IFG: inferior frontal gyrus, PFWE: family-wise corrected p 
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Whole brain analysis. Differences between typical and dyslexic readers were first tested 
through an exploratory whole-brain analysis. We tested for differences in each of the 
conditions against baseline, focusing on two different contrasts (typical readers > dyslexic 
readers and dyslexic readers > typical readers). In the illegal letter strings condition, typical 
readers showed increased activity in a left supramarginal gyrus cluster (cluster size: 137 
voxels; local maximum [x=-56, y=-24, z=40]), when compared to dyslexic readers. No 
significant clusters were found in the words condition. 
ROI analysis. As described in the fMRI analyses section, 12 anatomical ROIs were chosen for 
this analysis. Six of those ROIs were previously shown to be underactivated in dyslexic 
readers, when compared to typical readers (left supramarginal gyrus (SMG), left superior 
temporal sulcus (STS), left middle temporal gyrus (MTG), left fusiform gyrus (FUSF), left 
inferior temporal gyrus (ITG), and left inferior parietal lobule (IPL)). The other six have been 
reported to be overactivated in dyslexic readers, when compared to typical readers (left 
precentral gyrus (PG), left cingulate (CIN), left inferior frontal gyrus – pars orbitalis (IFG), 
bilateral caudate (CAr/CAl), right inferior frontal sulcus (IFS), and right cerebellum (CB)). 
Figure 2 shows mean activation per group and ROI in the words condition (panel A) and in 
the illegal letter strings condition (panel B). The overactivation/underactivation pattern 
found in the present study is generally consistent with that reported previously (Martin et 
al., 2016), with the exception of the illegal letter strings condition where, in the areas 
previously reported to be overactivated in dyslexic readers, there was a tendency towards 
underactivity in several regions. 
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Figure 2. Mean parameter estimates extracted from the voxels in the anatomically defined ROIs per 
group in the words condition (panel A: areas previously shown to be underactivated in dyslexic 
readers; panel B: areas previously shown to be overactivated in dyslexic readers) and in the illegal 
letter strings condition (panel C: areas previously shown to be underactivated in dyslexic readers; 
panel D: areas previously shown to be overactivated in dyslexic readers). Error bars represent 
standard errors of the mean. SMG: left supramarginal gyrus; STS: left superior temporal sulcus; MTG: 
left middle temporal gyrus; FUSF: left fusiform gyrus; ITG: left inferior temporal gyrus; IPL: left 
inferior parietal lobule; PG: left precentral gyrus; CIN: left cingulate; IFG: left inferior frontal gyrus – 
pars orbitalis; CAr/CAl: bilateral caudate; IFS: right inferior frontal sulcus; CB: right cerebellum. 
 
To test for differences between the groups in these ROIs, GLMs (performed in IBM 
SPSS Statistics for Macintosh, Version 19.0) were carried out per condition (words and illegal 
letter strings) and per type of ROI (previously reported to be underactivated or 
overactivated in dyslexic readers). Activation was the dependent variable, while group and 
ROI were fixed factors.  
In the words condition, there was neither an effect of group nor of the interaction 
between group and ROI. ROI had a significant effect in both underactivated areas: 
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F(5,222)=28.11, p < .001 (η 2=.39) and overactivated areas: F(6,259)=5.27, p < .001 (η 2=.11) 
showing that the level of activation differed among the ROIs.  
In the illegal letter strings condition, there was neither an effect of group in the 
overactivated ROIs nor an interaction between group and ROIs. Group had an overall effect 
in the underactivated ROIs: F(1,222)=16.12, p < .001 (η 2=.07). Bonferroni-corrected post-
hoc comparisons revealed only one significant effect: that typical readers showed increased 
activity in the left supramarginal gyrus when compared to the dyslexic readers: t(37)=1.86, p 
< .05. ROI had a significant effect in both the underactivated areas: F(5,222)=26.01, p < .001 
(η 2=.37) and the overactivated areas: F(6,259)=8.43, p < .001 (η 2=.16).  
 
Speech perception measures 
Behavioral results 
Figure 3 shows the behavioral performance (reaction time and accuracy) per group in the 
auditory, the visual, and the audiovisual speech perception conditions. In the speech 
perception conditions, the false alarm rate was approximately 14% (M=.14, SD=.16). 
 
Figure 3. Proportion accuracy (panel A) and reaction time (panel B) per group in the speech 
perception conditions. Error bars represent standard errors of the mean. 
 
Mixed-effect models were implemented as described for the reading conditions. 
Group was, as before, contrasted-coded (typical readers = -0.5, dyslexic readers = 0.5). The 
auditory condition was mapped onto the intercept. In terms of accuracy, dyslexic readers 
detected fewer repetitions than typical readers (ß = -0.16, SE = 0.08, p < .05). Performance 
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was, as expected, worse in the visual condition (ß = -0.15, SE = 0.05, p < .001). There were 
no significant interactions between group and any of the conditions. Overall, more time was 
taken in the visual condition (ß = 59.86, SE = 27.31, p < .05). Dyslexic readers were slower 
than the typical readers, but only significantly so in the visual condition (ß = 114.11, SE = 
54.63, p < .05).  
 
Imaging results 
Activation patterns. Table 2 shows the significantly activated clusters for each condition 
(compared to baseline), per reading group. 
 
Table 2. Brain regions showing activity during each of the audiovisual speech conditions, against 
baseline 
Group Condition Cluster size pFWE Local Maxima 
 Anatomical area x y z t 
Typical 
readers 
Auditory 3066 p < .001 L superior temporal gyrus -64 -18 8 12.64 
L middle temporal gyrus -54 -36 10 12.12 
3321 p < .001 R middle temporal gyrus 56 -28 2 12.15 
R superior temporal gyrus 64 -28 4 10.84 
292 p < .001 L hemispheric cerebellum 
lobule VI 
-28 -62 -24 10.46 
L cerebellum crus I -40 -70 -26 4.67 
691 p < .001 L supp. motor area -4 4 58 9.16 
R supp. motor area 6 2 66 6.20 
405 p < .001 R hemispheric cerebellum 
lobule VI 
32 -62 -26 7.61 
R cerebellum crus II 16 -76 -36 6.10 
R hemispheric cerebellum 
lobule VIII 
22 -70 -48 5.35 
194 p < .001 L hemispheric cerebellum 
lobule VIIB 
-14 -78 -44 7.14 
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L hemispheric cerebellum 
lobule VIII 
-30 -66 -50 5.70 
L cerebellum crus II -12 -76 -34 5.45 
294 p < .001 L insula -34 20 2 6.57 
951 p < .001 R IFG – opercular part 50 8 22 6.34 
R insula 32 26 -2 5.95 
R precentral gyrus 44 2 44 5.54 
388 p < .001 L IFG – opercular part -58 8 14 6.26 
L precentral gyrus -44 0 26 5.20 
354 p < .001 R inferior parietal 48 -52 58 5.91 
213 p < .001 R middle frontal gyrus 42 36 34 5.05 
86 p < .05 L middle frontal gyrus -36 48 8 4.96 
L IFG – triangular part -36 38 14 4.18 
Visual 4710 p < .001 R insula 36 26 0 12.50 
R IFG – opercular part 52 18 6 11.93 
3359 p < .001 L insula -34 20 4 12.31 
L IFG – orbital part -44 44 -4 9.01 
L precentral gyrus -44 -2 52 8.97 
10459 p < .001 L crus I -38 -66 -24 11.80 
R fusiform gyrus 40 -52 -18 11.17 
R middle occipital gyrus 32 -90 16 11.06 
1902 p < .001 R supp. motor area 6 24 50 10.37 
L superior frontal gyrus -8 20 44 9.90 
L supp. motor area -2 18 52 9.32 
1546 p < .001 R inferior parietal 42 -44 50 9.60 
1442 p < .001 L inferior parietal -54 -38 50 8.29 
Audiovisual 10051 p < .001 R middle temporal gyrus 56 -28 2 13.76 
R superior temporal gyrus 60 -12 -6 12.23 
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3343 p < .001 L superior temporal gyrus -58 -18 6 11.38 
L middle temporal gyrus -54 -40 12 9.63 
1223 p < .001 L insula -36 20 0 8.87 
L precentral gyrus -44 -2 52 8.12 
1722 p < .001 R precentral gyrus 48 2 46 8.63 
R IFG – opercular part 54 18 20 8.09 
410 p < .001 R insula 34 26 0 7.69 
R IFG – opercular part 50 20 -2 4.54 
521 p < .001 R supp. motor area 4 4 66 6.91 
L supp. motor area -6 4 58 6.09 
219 p < .001 L middle frontal gyrus -38 48 8 6.82 
339 p < .001 R inferior parietal 42 -50 56 5.48 
R angular gyrus 52 -58 52 4.47 
113 p < .01 L inferior parietal -32 -58 50 4.77 
Dyslexic 
readers 
Auditory 5910 p < .001 R superior temporal gyrus 62 -24 10 18.75 
4841 p < .001 L superior temporal gyrus -58 -24 6 13.93 
L middle temporal gyrus -62 -12 0 12.11 
1002 p < .001 R hemispheric cerebellum 
lobule VI 
28 -62 -24 8.22 
R cerebellum crus II 12 -78 -36 7.63 
R cerebellum crus I 40 -70 -24 7.62 
949 p < .001 L cerebellum crus I -32 -58 -32 7.79 
R hemispheric cerebellum 
lobule VIIB 
-22 -74 -42 7.30 
L cerebellum crus II -10 -82 -34 6.30 
1126 p < .001 R supp. motor area 4 8 60 7.30 
373 p < .001 R inferior parietal 38 -48 42 6.06 
R supramarginal gyrus 54 -28 50 5.00 
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134 p < .001 L middle occipital gyrus -28 -56 38 4.60 
L inferior parietal -38 -52 46 4.33 
95 p < .01 L precentral gyrus -46 -4 54 5.42 
L middle frontal gyrus -32 0 54 4.70 
Visual 11614 p < .001 R hemispheric cerebellum 
lobule VI 
30 -60 -26 13.56 
L calcarine fissure -14 -
100 
0 12.47 
2086 p < .001 L insula -34 18 -2 13.53 
L precentral gyrus -44 -4 50 7.91 
4535 p < .001 R insula 34 22 2 13.41 
R IFG – opercular part 44 10 30 10.31 
2363 p < .001 R supp. motor area 6 18 50 10.78 
R superior frontal gyrus 6 24 44 8.61 
1198 p < .001 R angular gyrus 36 -54 50 8.82 
R inferior parietal 32 -50 44 7.32 
500 p < .001 L inferior parietal -38 -52 52 5.74 
L superior parietal gyrus -32 -62 48 5.33 
261 p < .001 L middle frontal gyrus -38 58 2 5.42 
Audiovisual 7595 p < .001 R superior temporal gyrus 60 -22 10 15.88 
R calcarine fissure 16 -98 0 13.77 
R rolandic operculum 48 -20 12 13.56 
7316 p < .001 L superior temporal gyrus -56 -24 6 13.75 
L calcarine fissure -14 -
100 
0 12.18 
262 p < .001 L insula -32 22 4 9.52 
321 p < .001 R insula 38 22 -4 8.74 
R IFG – triangular part 48 22 2 4.91 
1879 p < .001 R IFG – opercular part 44 10 30 7.84 
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R precentral gyrus 44 8 42 7.15 
866 p < .001 L IFG – opercular part -40 10 26 7.65 
L IFG – triangular part -52 20 32 6.21 
772 p < .001 L supp. motor area -4 10 54 7.19 
R supp. motor area 8 14 52 6.04 
242 p < .001 L precentral gyrus -46 -2 54 7.18 
233 p < .001 R inferior parietal 44 -50 52 6.72 
R angular gyrus 44 -58 50 5.45 
R superior parietal gyrus 38 -58 56 4.49 
128 p < .01 L inferior parietal -32 -56 44 5.63 
94 p < .01 L middle frontal gyrus -32 44 12 4.24 
 
R:right, L:left, IFG: inferior frontal gyrus, supp: supplementary, PFWE: family-wise corrected p 
 
 
Whole brain analysis. Differences between typical and dyslexic readers were first tested 
through an exploratory whole-brain analysis. We tested for differences in each of the 
conditions (against baseline) looking at two different contrasts (typical readers > dyslexic 
readers and dyslexic readers > typical readers). In the auditory condition, a cluster in the 
right precuneus (cluster size: 95 voxels; local maximum [x=10, y=-50, z=28]), revealed more 
activity for the dyslexic than for the typical readers. No significant clusters were found for 
the reverse contrast for the auditory condition, and neither direction for the visual and 
audiovisual conditions.  
ROI analysis. As described in the fMRI analyses section, different anatomical ROIs were 
chosen per condition for this analysis. The auditory condition analysis included the superior 
temporal sulcus and Heschl’s gyrus; the visual condition analysis included the fusiform gyrus 
and the middle temporal gyrus; the audiovisual condition analysis focused on the ROIs used 
in the unimodal conditions and, additionally, on the supramarginal gyrus. Figure 4 shows the 
mean of the extracted parameter estimates of the voxels within the anatomically defined 
ROIs per condition and group. 
 
 
        
182 | CHAPTER 5 
 
 
 
Figure 4. Mean parameter estimates extracted from the voxels in the anatomically defined ROIs per 
group in the audiovisual speech perception conditions (panel A: auditory, panel B: visual, panel C: 
audiovisual). Error bars represent standard errors of the mean. STS: superior temporal sulcus; HES: 
Heschl's gyrus; MTG: middle temporal gyrus; FUS: fusiform gyrus; SMG: supramarginal gyrus; r: right; 
l: left. 
   
GLMs (performed in IBM SPSS Statistics for Macintosh, Version 19.0) were used to 
analyze the data, following the same procedure as in the analyses of the reading conditions. 
Here, the models were built per condition. Activity level was the dependent variable. Group, 
ROI and ROI laterality were fixed factors. In the auditory condition there was an effect of 
ROI: F(1,148)=32.77, p < .001 (η 2=.18), with increased activity in the superior temporal 
sulcus, when compared to Heschl’s gyrus (p < .001). No significant effects of group or of any 
of the interactions were found. In the visual condition, there were no significant effects. In 
the audiovisual condition, group had an overall significant effect: F(1,370)=7.43, p < .05 
(η 2=.02), with dyslexic readers showing decreased activation compared to the typical 
readers. Nonetheless, post-hoc comparisons revealed that the groups did not differ 
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significantly in any of the individual ROIs. The effect of ROI was significant: F(4,370)=57.38, p 
< .001 (η 2=.38).  
Superadditivity. Superadditivity was first tested with the contrast AV>A+V (Barraclough, 
Xiao, Baker, Oram, & Perret, 2005; Kronschnabel et al., 2014; Meredith & Stein, 1983, 1986). 
The ROIs used in the audiovisual condition were also used in the superadditivity analysis. 
Table 3 shows the significantly activated clusters for AV>A+V, per reading group.  
 
Table 3. Brain regions showing activity for the superadditivity contrast (AV > A&V) 
Group Cluster size pFWE Local Maxima 
   Anatomical area x y z t 
Typical 
readers 
7660 p < .001 L cerebellum crus I -30 -82 -18 11.69 
 R lingual gyrus  16 -88 -8 11.34 
L fusiform gyrus -36 -62 -12 10.41 
2545 p < .001 R superior temporal sulcus 66 -32 6 9.99 
141 p < .001 L posterior cingulate gyrus -6 -48 20 5.32 
L precuneus -10 -58 20 4.84 
Dyslexic 
readers 
1837 p < .001 L middle occipital gyrus -18 -98 4 11.75 
L inferior occipital gyrus -40 -80 -10 10.55 
L calcarine fissure -8 -100 4 9.67 
2070 p < .001 L superior temporal sulcus -52 -22 8 11.02 
2289 p < .001 R calcarine fissure 14 -100 0 10.17 
R middle occipital gyrus 32 -88 8 9.07 
R middle temporal gyrus 44 -66 4 8.48 
 1968 p < .001 R superior temporal sulcus 60 -22 10 9.58 
 
R:right, L:left, PFWE: family-wise corrected p 
 
 Figure 5 shows the mean parameter estimates extracted from the voxels in the 
anatomically defined ROIs for the superadditivity contrast. 
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Figure 5. Mean parameter estimates extracted from the voxels in the anatomically defined ROIs for 
the superadditivity contrast. Error bars represent standard errors of the mean. Positive numbers 
reflect AV>A+V. STS: superior temporal sulcus; HES: Heschl's gyrus; MTG: middle temporal gyrus; 
FUS: fusiform gyrus; SMG: supramarginal gyrus; r: right; l: left. 
 
The GLM approach described previously was also applied here. Activity was the 
dependent variable. Group and ROI were fixed factors. Only the effect of ROI was 
significant: F(4,370)=37.23, p < .001 (η 2=.29). The effect of group and all interactions were 
not significant.  
The descriptive statistics (see Figure 5) indicated that the groups differed the most in 
typically unimodal areas: Heschl’s and fusiform gyri (though those differences were not 
statistically significant). It is thus possible that, though the groups do not differ in 
audiovisual processing per se, they might differ in the processing of the auditory or of the 
visual component during audiovisual stimulation. For this reason, we carried out two 
additional analyses: the first analysis looked at the added value of auditory information 
during audiovisual processing and the second analysis focused on the added value of visual 
information during audiovisual processing. 
To test for differences between the groups in auditory-related processing during the 
audiovisual condition, we first ran 2-sample t-tests, comparing typical and dyslexic readers 
in the areas where, during the audiovisual condition, audiovisual activity was greater than 
visual activity (AV>V). We assumed that this contrast would show areas that are involved in 
either auditory processing or in processing related to the integration of audiovisual 
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information. Since we were exclusively interested in the regions showing brain activation 
specific to unimodal auditory processing, we then applied an inclusive mask selecting the 
areas in which activity was greater during the auditory condition than during the visual 
condition, per group (i.e., all the voxels that showed greater activation for auditory relative 
to visual condition applying voxel level threshold p< .001, uncorrected, for the contrast 
A>V). This analysis revealed no significant clusters. 
To test for differences between the groups in visually-related processing during the 
audiovisual condition, we followed the procedure just described. In this second analysis, we 
compared the groups in the areas where audiovisual activity was greater than auditory 
activity (AV>A), specifically focusing on the areas that showed brain activation specific to 
unimodal visual processing (V>A). The visual analysis revealed a significant cluster (voxel 
level threshold p< .001, uncorrected) in the left fusiform gyrus (typical readers > dyslexic 
readers; cluster size: 34 voxels; local maximum [x=-30, y=-66, z=-12] (see Figure 6). In an 
attempt to interpret the functional properties of the significant cluster that we observed, 
we ran an additional analysis. In order to specify whether the left fusiform area reported 
above was more likely to reflect processing of faces or visual words, we contrasted the 
words condition with the visual condition and detected clusters in the anatomically defined 
fusiform gyrus (bilateral mask, created with the WFU PickAtlas toolbox, as previously 
described). The contrast words > visual (visual word processing) revealed clusters around 
the coordinates x=-29±1, y=-39±1, z=-14±2. The contrast visual > words (face processing) 
revealed clusters around x=37±5, y=-63±13, z=-16±2 and x=-32±4, y=-67±7, z=-17±1. The 
peak activity of the fusiform cluster identified in the group contrast (typical > dyslexic) for 
visual related-processing during the audiovisual condition reported above was closer to the 
cluster showing greater activation for the visual condition than to the cluster showing 
greater activation for the words condition. Thus the visual processing benefit in the typical 
readers during the audiovisual condition could be due to extra processing/covert processing 
of the facial movement during the audiovisual condition. 
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Figure 6. Cluster in the left fusiform gyrus that was significantly more activated for the typical 
readers than for the dyslexic readers for visual related-processing during the audiovisual condition.  
 
Discussion 
The present study examined the neural correlates of audiovisual speech processing 
in groups of adult dyslexic and typical readers. Differences between the groups could 
indicate the presence of a general audiovisual deficit in dyslexia, rather than a deficit limited 
to the inefficient processing of (audiovisual) associations between letters and speech 
sounds. Typical and dyslexic adult readers were tested in behavioral and imaging reading 
and speech perception measures, while performing a 1-back task. Additionally, we tested 
for differences in superadditivity between typical and dyslexic readers. Behaviorally, when 
compared to typical readers, dyslexic readers were slower and less accurate in the 1-back 
task, particularly in the visual speech condition. When performing the 1-back task on printed 
materials, dyslexic readers showed reduced activation in the supramarginal gyrus. In the 
speech perception conditions, dyslexic readers showed less activation in both unimodal and 
heteromodal areas during the audiovisual condition. Less activation in the fusiform gyrus 
while processing audiovisual speech in dyslexics suggests that they benefit less from the 
visual information (facial movement) during audiovisual speech perception than normal 
readers. 
 In the two reading conditions in the scanner, there were no significant behavioral 
differences in the 1-back task between the groups, though the dyslexic readers showed in 
general lower accuracy and longer reaction times for detecting repetitions. The 
neuroimaging results revealed no differences between typical and dyslexic readers in the 
words condition. The dyslexic readers tested in the present study were highly educated 
adults, who have most certainly developed compensatory strategies to deal with their 
reading difficulties. That and the high familiarity of the words chosen might explain why no 
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differences were found between the groups while the participants were detecting word 
repetitions. In the illegal letter strings condition, however, dyslexic readers showed 
decreased activation in the supramarginal gyrus when compared to the typical readers. This 
suggests that it is unlikely that participants were comparing visual images rather than 
processing the strings phonologically in this condition, as the supramarginal gyrus has been 
suggested to play an important role in phonological processing and in the mapping of 
graphemes and phonemes (Caplan, Gow, & Makris, 1995; Gabrieli, 2009; Ojemann, 
Ojemann, Lettich, & Berger, 1989; Paulesu et al., 1996; Rumsey et al., 1997; Sandak et al., 
2004). Grapheme-phoneme conversion procedures could happen as task strategy (rehearsal 
of sequences), but also automatically (given that these strings were formed by characters 
with letter names). That is, participants could have sounded out the letter names of the 
consonant strings using grapheme-to-phoneme conversion in order to perform the 1-back 
task. Thus, consistent with previous studies (Blau et al., 2009; Kast et al., 2011; 
Kronschnabel et al., 2014), this result suggests deficient grapheme-phoneme processing, 
even in highly educated dyslexic adults. That this difference between the groups only 
emerged in the illegal letter strings condition might be due to the increased difficulty of this 
condition when compared to the words condition. Alternatively, it is possible that 
differences emerged only in the condition in which grapheme-to-phoneme conversion was 
required.  
When performing the 1-back task on speech materials, the dyslexic readers were 
overall less accurate and slower (at least in the visual condition) in detecting repetitions 
than the typical readers. These results fit with previous behavioral evidence of an 
audiovisual speech deficit in dyslexia (e.g. Francisco et al., 2017; Hayes et al., 2003; Norrix et 
al., 2006; Ramirez & Mann, 2005).  
The whole-brain analysis revealed greater activity level in dyslexics relative to typical 
group in the auditory condition in the right precuneus. The precuneus is involved in a wide 
spectrum of tasks, including visuospatial imagery and visual memory retrieval (Cavanna & 
Trimble, 2006). Thus, it might be that dyslexic readers, to a greater extent than typical 
readers, were imagining the visual component of speech while listening to the auditory 
stimuli. Alternatively, this difference between typical and dyslexic readers might be 
indicative of differences in visual memory retrieval: At least in Chinese, in which a fine-
grained visuospatial analysis must be performed to activate characters’ phonology, the right 
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precuneus showed increased activity after visual working memory training in L2 learners of 
Chinese (Opitz, Schneiders, Krick, & Mecklinger, 2014).  
The ROI analysis revealed differences between the groups only in the audiovisual 
condition. There was an overall effect of group, but no specific area in which the groups 
differed. Overall diminished activity in dyslexic readers during audiovisual processing could 
reflect functional disruption during audiovisual processing. This finding is consistent with the 
behavioral results and with the well-established inefficient processing of (audiovisual) letter-
speech sound objects in dyslexia (Blau et al., 2009, 2010; Kast et al., 2011; Kronschnabel et 
al., 2014). Our finding adds to previous results, showing that the audiovisual deficit in 
dyslexia may not be specific to letter-speech sound associations, but might instead be 
broader in nature. One possibility is that a general audiovisual deficit impairs the adequate 
establishment of audiovisual associations, such as associations between letters and speech 
sounds, of audiovisual speech associations, and of other more arbitrary associations (such as 
between tones and circles, Hairston et al., 2005). Alternatively, considering the modifying 
effects that reading development has at the neural level (Dehaene et al., 2010), the 
diminished activity observed in the dyslexic readers may not be a deficit per se, but a 
consequence of the failure to establish adequate grapheme-phoneme associations during 
initial reading development (Blomert, 2011).  
Superadditivity during audiovisual processing was found in both heteromodal and 
unimodal areas, in accordance with what had been previously shown (e.g., Calvert et al., 
2000, 2001; Giard & Peronnet, 1999). No differences were found between typical and 
dyslexic readers. Since superadditivity seems to be associated with audiovisual integration, 
as indicated by the size of the audiovisual benefit (Werner & Noppeney, 2009), typical and 
dyslexic readers may have benefited similarly from audiovisual stimulation in the present 
study. This would be in accordance with Kronschnabel et al. (2014), who also reported no 
differences between typical and dyslexic readers in measures of superadditivity. However, 
in the present study, a more specific analysis showed that the groups might differ in how 
much they benefit from visual information during audiovisual processing, with dyslexic 
readers showing reduced activity in the left fusiform gyrus. The fusiform gyrus is involved in 
audiovisual speech perception (Stevenson et al., 2010; Wyk et al., 2010) and comprehension 
(McGettigan et al., 2012).  
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The difference found between the groups in the fusiform gyrus is in accordance with 
DTI studies showing white matter differences between typical and dyslexic readers in this 
region (e.g. Richards et al., 2008). Furthermore, it is consistent with other fMRI work 
showing underactivation of the fusiform gyrus in dyslexia (more specifically, in the visual 
word form area, McCandliss et al., 2003) in response to visual words and pseudowords 
(Helenius et al., 1999; Salmelin et al., 1996; Shaywitz et al., 1998). The visual word form area 
is a portion of the left fusiform gyrus specifically sensitive to visual word forms and its 
attributes (McCandliss et al., 2003). Hence, the differences found in the present study 
between typical and dyslexic readers could reflect differences between the groups in 
orthographic processing, when perceiving the visual component of audiovisual speech. 
However, in the present study, the cluster found to be different between typical and 
dyslexic readers (x=30, y=-66, z=-12) was closer to the clusters more active for facial 
processing (visual speech > word condition: x=37±5, y=-63±13, z=-16±2) than to the clusters 
more active for word processing (words > visual speech condition;  x=-29±1, y=-39±1, z=-
14±2). Moreover, the visual speech cluster seems to overlap with the fusiform face area 
(x=41, y=-54, z=-18; Kanwisher et al., 1997), a portion of the fusiform gyrus involved in 
detecting and identifying faces (Grill-Spector, Knouf, & Kanwisher, 2004). The fusiform face 
area is connected to the superior temporal sulcus (Blank, Anwander, & von Kriegstein, 
2011). Its activation is higher when subjects are asked to recognize the speaker than when 
they are asked to recognize speech (von Kriegstein, 2012). Moreover, activity in this portion 
of the fusiform gyrus is positively correlated with face benefits in speaker recognition (von 
Kriegstein et al., 2008). The differences between typical and dyslexic readers might thus be 
reflecting differences in visual (facial) processing, rather than in orthographic information 
processing. Interestingly, Rüsseler et al. (2015) reported deficient processing of moving 
faces in dyslexic readers, reflected as a smaller N170 component, which seems to have its 
neuronal source in the fusiform gyrus (Deffke et al., 2007; Linkenkaer-Hansen et al., 1998; 
Sadeh et al., 2010).  
The dyslexic readers’ decreased activation in the fusiform gyrus might appear to be 
at odds with evidence showing stronger ventral visual cortex activity for dyslexic readers in 
the study by Pekkola et al. (2006). In that study, however, stronger ventral visual cortex 
activity for dyslexic readers was only observed when contrasting incongruent with 
congruent audiovisual stimuli. It could be the case, therefore, that dyslexic readers make 
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use of different strategies when perceiving congruent and incongruent stimuli (Hayes et al., 
2003) and that these differences are somehow reflected in activity in the fusiform gyrus. 
Moreover, since the peak of the fusiform cluster in which differences were found between 
typical and dyslexic readers was not reported by Pekkola et al., we might be comparing 
results from two different portions of the fusiform gyrus. 
Nevertheless, the finding that typical and dyslexic readers differ in visual speech 
processing is in agreement with our behavioral results (dyslexic readers were slower when 
responding to the visual condition) and with other behavioral findings (e.g., de Gelder and 
Vroomen, 1998). Visual speech processing is a strong and consistent longitudinal correlate 
of both reading and spelling development in typical children (Kyle & Harris, 2011), possibly 
supporting the development of the phonological skills needed for reading (Woll, 2012). 
Thus, if better visual speech skills result in more distinct phonological representations, 
which in turn help individuals when learning to read, differences in the benefit taken from 
visual information may underlie differences in reading ability. 
 
Conclusion  
Since reading ability depends on the adequate development of grapheme-phoneme 
(audiovisual) associations, an audiovisual deficit might underlie reading impairment in 
dyslexia. In the present fMRI study we tested whether typical and dyslexic adult readers 
differed in audiovisual speech processing. When compared to typical readers, dyslexic 
readers: a) performed behaviorally worse in the 1-back task when responding to repetitions 
in the visual speech condition; b) showed less overall activation in unimodal and 
heteromodal areas in the audiovisual condition; and c) while processing audiovisual speech, 
showed less activation in a cluster in the left posterior fusiform gyrus. Taken together, our 
results suggest that dyslexic readers use visual information during audiovisual speech 
processing differently than typical readers. Since visual speech processing supports the 
development of phonological skills that are fundamental in reading, differences in reading 
ability might be explained by differences in visual speech processing. 
 In addition to earlier work suggesting deficient processing in the fusiform gyrus in 
response to letter strings (Helenius et al., 1999; Salmelin et al., 1996; Shaywitz et al., 1998), 
our study adds a lack of activation in response to visual information during audiovisual 
speech perception in dyslexic readers. 
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Appendix I 
Table 1. List of stimuli per condition. The IPA system was used to transcribe the real words used in the 
reading conditions and the CVs used in the speech perception conditions.  
Words Illegal letter strings Auditory, visual, audiovisual  
voorbij qfntp be  
zieke gdbpw by 
luilak szvtf de 
trekken mknrq do 
dichten lxcgd fu 
worden zpqtk fo 
roeping rlwpz ɣu 
zorgvol tshwm ɣe 
nanacht xqnjv ɦa 
wetsrol zfklg ɦy 
morgen brcpd ji 
hamer pslzf ju 
slopen knhvw ki 
bezig xgrbd ko 
hanger cqtjm li 
stamtafel lsjdw lu 
aanplanten fbkvg mo 
steigeren nxztm my 
herkenning fhcvq nɛi 
bijeenkomst pbqnw nu 
verhuizen lrxtg pu 
uithuilen kmwpj py 
grootmoeder rzncx ro 
heenlopen sgdlt ry 
rekenen wfgcb sy 
navliegen jskxq su 
schoenveter vtzpl ty 
kibbelen sxbjt ti 
frommelen dgwcl wu 
saluutschot mvfrz wy 
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Summary 
 The adequate development and the subsequent automatization of the mappings 
between letters and speech sounds are crucial in acquiring the ability to read and in reading 
itself. Dyslexic readers have been shown to be less efficient in these processes, when 
compared to typical readers (e.g., Blau, van Ateveldt, Ekkebus, Goebel, & Blomert, 2009; 
Blau et al., 2010). Hence, it has been argued that dyslexia may be characterized by a deficit 
in the integration of graphemes and phonemes. Notwithstanding, other studies reported 
the presence of an audiovisual deficit in dyslexia using non-linguistic material (for instance, 
Widmann, Schröger, Tervaniemi, Pakarinen, & Kujala, 2012). The audiovisual deficit in 
dyslexia could thus be more general, not restricted to the mappings between letters and 
speech sounds. In the experiments reported in Chapters 2 to 5, we investigated whether a 
general audiovisual deficit is associated with reading impairment in dyslexic adult readers. 
We also attempted to clarify the nature of such a deficit.  
 In Chapter 2, we tested behaviorally for the existence of a general audiovisual 
deficit in dyslexia. Typical and dyslexic readers were assessed in three different aspects of 
audiovisual processing: The temporal window of perceived synchrony for speech and non-
speech stimuli, the time window of audiovisual integration for speech, and audiovisual 
perception of phonetic categories. Dyslexic readers had a wider window of perceived 
synchrony when compared to the typical readers, for both speech and non-speech stimuli. 
This finding suggested an audiovisual temporal deficit in dyslexia, not specific to speech. 
Previous studies had already indicated an altered temporal profile of audiovisual temporal 
perception in dyslexia for non-speech stimuli (Hairston, Burdette, Flowers, Wood, & 
Wallace, 2005). However, those non-speech stimuli lack ecological validity, which 
complicates generalization to other, more valid, materials. We added to those previous 
results by showing differences between typical and dyslexic readers not only in non-speech, 
but also in speech stimuli. However, there were no significant differences between typical 
and dyslexic readers either in the temporal window of integration for the identification of 
audiovisual speech or in the audiovisual perception of phonetic categories. We argued that 
it could be the case that the audiovisual deficit in dyslexia was only observable when explicit 
judgments about audiovisual simultaneity were required. Alternatively, the audiovisual 
speech tasks could have been too easy, even for the dyslexic readers, which could have 
made it impossible to see any differences between the groups. That different results were 
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found for the temporal window of integration and for the temporal window of perceived 
synchrony furthermore supports the idea that the two windows are not correlated (see, for 
instance, Soto-Faraco & Alsius, 2007, 2009). That is, the multisensory system might make 
use of different mechanisms in the perception of time versus the perception of speech.  
  The experiments described in Chapter 2 allowed us to show a general audiovisual 
temporal processing deficit in dyslexic adult readers. Additionally, though not looked into, 
individual differences were observed. Therefore, in Chapter 3, in an attempt to clarify the 
relationship between these variables, we analyzed individual differences in reading, reading-
related abilities, audiovisual processing, and cognitive abilities associated with reading or 
audiovisual processing. The results of regression analyses showed that audiovisual temporal 
sensitivity contributed uniquely to variance in reading ability. This supported further our 
results described in Chapter 2 and those of previous studies (e.g. Hairston et al., 2005), 
demonstrating an audiovisual deficit in dyslexia. Additionally, we showed that 
speechreading was a unique contributor to variance in phonological awareness in dyslexic 
readers. A median-split analysis revealed that the dyslexic readers who scored lower on 
phonological awareness scored higher on speechreading. We argued that the dyslexic 
readers with more severe difficulties might rely to a greater extent on visual speech, as a 
compensatory mechanism. Pekkola et al. (2006) had previously found evidence in line with 
this argument: When compared to typical readers, adult dyslexic readers showed enhanced 
brain activity in areas dedicated to visual and motor-articulatory processes when presented 
with audiovisual speech. Dyslexic readers might therefore place a greater reliance on visual 
speech because processing auditory speech is problematic (Pekkola et al., 2006).  
  The finding that there were two sub-groups within the dyslexic readers group 
indicates that dyslexia might be a heterogeneous disorder. That is, that there might be 
different cognitive profiles among dyslexic readers. Consistent with this finding, Pennington 
et al. (2012) proposed that dyslexia might be better explained by a hybrid account. Such a 
perspective assumes that there are several possible paths to reading impairment, and, 
consequently, that there are multiples profiles of dyslexia. 
 In Chapter 4, we continued to explore the nature of the audiovisual deficit in 
dyslexia with a different methodology. In Chapter 2, we had argued that a possibility for the 
lack of differences between typical and dyslexic readers in audiovisual speech perception 
was, as Widmann et al. (2012) had suggested, that behavioral differences could have been 
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hidden by post-perceptual compensatory strategies. Thus, a method that would allow the 
online measurement of early audiovisual processing, consequently avoiding the influence of 
post-perceptual strategies, could shed some further light on the behavioral results 
presented in Chapter 2. We therefore used electroencephalography (EEG) to test for 
differences between typical and dyslexic readers. Similarly to what was described in Chapter 
2, typical and dyslexic adult readers were asked to respond to an audiovisual speech 
identification task (with unisensory and audiovisual congruent and incongruent McGurk 
stimuli) and to a simultaneity judgment task (with audiovisual incongruent McGurk stimuli). 
The analyses were focused on the N1 and P2 event-related components (ERP), which have 
been shown to reflect audiovisual interactions (e.g., Besle, Fort, Delpuech, & Giard, 2004; 
Stekelenburg & Vroomen, 2007). The N1-P2 complex is typically speeded up (e.g., Baart, 
Stekelenburg, & Vroomen, 2014; Knowland, Mercure, Karmiloff-Smith, Dick, & Thomas, 
2014; Stekelenburg & Vroomen, 2007; van Wassenhove, Grant, & Poeppel, 2005) when the 
visual component precedes and predicts the auditory signal (Stekelenburg & Vroomen, 
2007). An amplitude reduction of the N1-P2 complex during the processing of audiovisual 
processing has also been reported (Besle et al., 2004; Klucharev, Möttönen, & Sams, 2003; 
Knowland et al., 2014; Pilling, 2009; Stekelenburg & Vroomen, 2007; van Wassenhove et al., 
2005), but less consistently so (see, for instance, Baart et al., 2014; Möttönen, Schürman, & 
Sams, 2004). 
 Behaviorally, when compared to typical readers, dyslexic readers performed here 
again worse when identifying visual speech and were less sensitive to audiovisual speech 
asynchronies. These findings suggested two different deficits in dyslexia: a) a speechreading 
deficit; and b) an audiovisual temporal processing deficit, as also suggested in Chapters 2 
and 3. However, the behavioral differences were not reflected in the ERP measurements: 
No significant differences were found between typical and dyslexic readers in the amplitude 
or latency of the N1 and the P2 components. We argued that differences between typical 
and dyslexic readers might exist, but occur later in perceptual or post-perceptual processing. 
And, interestingly, we found evidence that, during the audiovisual temporal sensitivity task, 
typical and dyslexic readers might have differed in the strategies they used. For the typical 
readers, the behavioral answers contributed uniquely to variance in both N1 and P2 
amplitudes, with out-of-synchrony responses eliciting larger amplitudes than in-synchrony 
responses. Conversely, for the dyslexic readers, the behavioral answers did not explain 
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variance in any of the dependent variables. 
  In Chapter 5, we used yet another methodology in a new attempt to get convergent 
evidence of the presence of an audiovisual processing deficit in dyslexia. In a functional 
Magnetic Resonance Imaging (fMRI) experiment, we tested for differences between typical 
and dyslexic readers in the local neural activity of audiovisual processing. While in the 
scanner, the participants performed a 1-back task. During the task they were presented with 
real words, illegal strings of consonants, and unisensory (auditory and visual) and 
audiovisual speech.  
  Behaviorally, dyslexic readers were slower and less accurate than the typical 
readers only in the visual speech condition. During the reading conditions, dyslexic readers 
showed decreased activity in the supramarginal gyrus when presented with the illegal 
strings of consonants. The supramarginal gyrus is a region suggested to play an important 
role in phonological processing. During the speech perception conditions, dyslexic readers 
showed reduced overall neural activation in the audiovisual condition. Thus, though we had 
been unable to find differences in audiovisual speech perception between the groups in the 
previous chapters (in Chapter 2 no behavioral differences were found; in Chapter 4 no EEG 
differences were found), the neuroimaging data revealed that typical and dyslexic readers 
do seem to differ when processing audiovisual speech. In Chapter 5, we also investigated 
whether typical and dyslexic readers differed in terms of superadditivity, a metric argued to 
reflect audiovisual benefit and/or integration. Superadditivity is said to occur when brain 
regions exhibit enhanced responses to audiovisual stimuli, when compared to the sum of 
the responses to unisensory stimuli. No differences were found between typical and dyslexic 
readers in superadditivity. Nevertheless, an additional analysis focused on vision-related 
processing during the audiovisual condition showed diminished activation for the dyslexic 
readers in the fusiform gyrus. The fusiform gyrus and, particularly, the visual word form area 
(McCandliss, Cohen, & Dehaene, 2003) are specifically sensitive to visual word forms and 
their characteristics (McCandliss et al., 2003). Hence, the difference found between the 
groups could reflect differences in the orthographic processing of the visual component of 
speech. However, the cluster reported to differ between typical and dyslexic readers 
seemed to overlap with the fusiform face area, a segment of the fusiform gyrus associated 
with detecting and identifying faces (Grill-Spector, Knouf, & Kanwisher, 2004). We therefore 
reasoned that, similarly to what we had suggested in Chapter 4, dyslexic readers might 
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benefit less from visual information during audiovisual speech processing than typical 
readers. Given that visual speech processing is argued to support the development of 
phonological awareness (Woll, 2012), better speechreading skills may result in more distinct 
phonological representations, which consequently facilitates the process of learning to read. 
  In summary, in Chapters 2 to 5, we have shown converging evidence of a general 
audiovisual processing deficit in dyslexia, one that is not restricted to grapheme-phoneme 
associations. The data reported suggests that such an audiovisual processing deficit might 
be reflected in dyslexia in at least two sub-deficits: a cross-modal temporal deficit and a 
speechreading deficit. We have also shown evidence of two different cognitive profiles in 
dyslexia: Dyslexic readers with weaker phonological awareness abilities showed stronger 
speechreading skills than the dyslexic readers with better phonological awareness abilities. 
 
Discussion 
 Two main conclusions may be drawn from this thesis. First, there is converging 
evidence of a general audiovisual processing deficit in adult dyslexic readers. Though the 
electrophysiological data did not reveal such a deficit, behavioral and neuroimaging data 
supported the idea that reading impairment may be associated with a deficit in processing 
linguistic and non-linguistic audiovisual information. This general audiovisual deficit seems 
to be reflected in a speechreading impairment and in a cross-modal temporal processing 
deficit. Second, our findings suggest that dyslexia might be better defined by a model that 
accounts for the existence of multiple cognitive profiles within the dyslexic population.  
 
The audiovisual processing deficit in dyslexia 
  We provided evidence of a broad audiovisual processing deficit in dyslexia, not 
restricted to letters and speech sounds. While the results reported in Chapters 2 to 4 
supported the existence of a cross-modal temporal deficit in dyslexia, Chapters 4 and 5 
indicated the presence of a speechreading deficit in dyslexic readers.  
  An essential skill in audiovisual processing of speech is the ability to obtain 
information from the visual signal. A speechreading deficit in dyslexia had been previously 
reported (e.g., de Gelder & Vroomen, 1998; Knowland, Evans, Snell, & Rosen, 2016; 
Mohammed, Campbell, Macsweeney, Barry, & Coleman, 2006). For instance, adult dyslexic 
readers were shown to be worse in speechreading than typical readers when presented 
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with a continuum between /ba/ and /da/ (de Gelder & Vroomen, 2006) and with silent 
speech (Mohammed et al., 2006). Children with developmental language learning 
impairments were also shown to be less accurate than typical readers in both speechreading 
and speech-in-noise tasks. Interestingly, though, language impaired children could still 
benefit from visual cues to improve performance when listening in noise (Knowland et al., 
2016).  
  In the present experiments, dyslexic adult readers were worse speechreaders 
(Chapters 4 and 5) and showed diminished activation in a fusiform gyrus cluster associated 
with face processing (Chapter 5). Importantly, speechreading has been shown to be a strong 
and consistent longitudinal correlate of both reading and spelling development in typical 
children (Kyle & Harris, 2011), possibly supporting the development of the phonological 
skills needed for reading (Woll, 2012). If better speechreading skills result in more distinct 
phonological representations, which in turn help individuals when learning to read, 
differences in the benefit taken from visual information could underlie differences in 
reading ability. Though this explanation might be true for some dyslexic readers, that is, 
worse speechreaders will be worse readers, the data reported in Chapter 3 suggest that that 
might not be the case for all dyslexic readers. In that study, we showed that the dyslexic 
readers with lower scores in phonological awareness were better speechreaders than the 
dyslexic readers with higher scores in phonological awareness. This suggests that there is a 
sub-group of dyslexic readers who, maybe due to greater difficulties in processing auditory 
speech, rely to a greater extent on visual speech, as previously proposed by Pekkola et al. 
(2006).  
  The idea that there might be different sub-groups within dyslexia deserves further 
investigation and will be discussed in the next section. Nevertheless, this finding indicates 
that speechreading training might be a useful tool for both groups of dyslexic readers here 
described. Considering that good visual speech skills contribute to more distinctive 
phonological representations, speechreading training may generally assist dyslexic readers 
by strengthening their phonological representations. Given that a greater reliance on visual 
speech might be already used as a compensatory mechanism by those dyslexic readers with 
more difficulties in phonological manipulations, early training in speechreading could 
further enhance the use of visual speech and therefore reduce the impact of reading 
difficulties. 
        
208 | CHAPTER 6 
 
 
  Studies investigating the associations between reading ability and speechreading 
ability in noise and in ecologically valid speech situations, both in children and in adults, 
could shed some further light on the relationship between those variables and on the 
usefulness of early visual speech training in dyslexia. 
  A temporal deficit in dyslexia had also been reported previously. For instance, Tallal 
(1984) argued for an auditory temporal deficit in dyslexia and suggested that such a deficit 
was the underlying cause of the phonological impairment observed in dyslexic readers. A 
similar argument was made in the general temporal processing deficit hypothesis (Farmer & 
Klein, 1995; Stein & Talcott, 1999). However, according to this latter hypothesis, the deficit 
should be present across the sensory modalities, and not only in the auditory modality. 
Moreover, temporal processing measures have been significantly related to reading ability 
(Martino, Espesser, Rey, & Habib, 2001; Van Ingelghem et al., 2001), suggesting that the two 
measures are functionally linked. Developmentally, audiovisual speech temporal processing 
appears to be fairly mature before or at the onset of formal reading instruction. The 
temporal simultaneity of these two processes might be crucial for appropriate reading 
ability development (Hillock-Dunn, Grantham, & Wallace, 2016).  
  The experiments reported in Chapters 2 and 4 provided behavioral evidence of a 
cross-modal temporal deficit in dyslexia. In those chapters, dyslexic readers were less 
sensitive to audiovisual asynchronies than typical readers. Moreover, in Chapter 3, we 
observed that individual differences in reading ability correlated with the width of the 
window of perceived synchrony: Participants who made more reading errors showed a 
wider window of perceived synchrony. Accurate timing seems to be crucial for both 
phonological processing and sensory integration in general (Llinás, 1993; Merzenich, 
Schreiner, Jenkins, & Wang, 1993). Importantly, it is fundamental for the adequate 
formation of the mappings between graphemes and phonemes, which seem to occur in 
narrow time windows (Froyen, van Atteveldt, Bonte, & Blomert, 2008). A cross-modal 
temporal deficit that would result in the widening of the temporal windows of perceived 
synchrony could impair the development of grapheme-phoneme associations, by 
introducing ambiguity (Wallace and Stevenson, 2014). This ambiguity could result in 
reductions in the speed of decoding (Hairston et al., 2005) and lead to more errors during 
the mapping of graphemes and phonemes (Hahn, Foxe, & Molholm, 2014). Freeman and 
Ipser (2016) argue that poor audiovisual synchronization during development could impair 
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the ability to perceive audiovisual speech, which could in turn result in difficulties in 
disambiguating unfamiliar phonemes (through failures to integrate visual and auditory 
speech cues). 
  The relationship between these two deficits (a speechreading deficit and a cross-
modal temporal deficit) and their relationship to reading impairment are not clear. One 
possibility is that both deficits underlie reading impairment in dyslexia, but are independent 
from each other. That is, they might be simultaneously present in dyslexia, but either not be 
related or be caused by different deficient processes.  
 An alternative is that the speechreading deficit and the cross-modal temporal 
deficit are related or have a causal relationship. On the one hand, a speechreading deficit 
could explain both the reading impairment and the cross-modal deficit in dyslexia. Adequate 
phonological representations are crucial in the process of learning to read. Given that good 
speechreading skills may result in better-specified phonological representations, a 
speechreading deficit could impair reading ability by hampering the formation of those 
representations. A speechreading deficit could also explain the cross-modal deficit in 
dyslexia. If dyslexic readers experience difficulties in the uptake of visual speech 
information, they may extend their temporal windows to compensate for the difficulties in 
visual speech processing. This deficit could then generalize to other materials, such as non-
linguistic audiovisual objects. 
 On the other hand, a cross-modal temporal processing deficit could explain both 
the reading impairment and the speechreading deficit in dyslexia. A temporal deficit could 
impact the adequate formation of any audiovisual objects. Such a deficit could particularly 
impact the audiovisual objects formed in narrow temporal windows (such as grapheme-
phoneme associations, Froyen et al., 2008). It could therefore result in less adequate 
grapheme-phoneme associations, consistently described as crucial for literacy acquisition 
(e.g., Ehri, 1998). And, since speechreading might determine the quality of phonological 
representations (Kyle & Harris, 2010), the speechreading deficit observed in dyslexic readers 
could thus reflect their less adequate phonological representations.  
  Lastly, a fourth possibility is that, despite the presence of both deficits in dyslexic 
readers, neither of the two underlies reading impairment in dyslexia. These deficits could be 
correlates, rather than causal determinants of reading impairment. Deficits in reading, 
speechreading, and cross-modal temporal processing could all be symptoms of one or more 
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other impaired processes in dyslexia. For instance, a magnocellular dysfunction, as proposed 
by the magnocellular theory of dyslexia (Stein and Walsh, 1997), could impact the 
processing of fast temporal information and, therefore, could explain the phonological and 
temporal deficits observed in dyslexia.    
  The data presented in Chapters 2 to 5 do not allow us to conclude which of these 
four possibilities is the most probable. Longitudinal studies that would include all these 
measures could clarify the developmental path of each of the abilities and therefore 
contribute to the understanding of dependency or mediating patterns between reading and 
audiovisual-related measures. One could ask, for instance, whether a crossmodal deficit 
and/or a speechreading deficit would be present at time 1 and would predict reading 
problems at time 2. Intervention studies focusing on the training of temporal processing and 
speechreading in different samples of dyslexic readers and on its effect on reading ability 
could also clarify the relationship between these measures.  
  The data presented offers, nonetheless, convincing evidence that an audiovisual 
processing deficit, characterized by speechreading and temporal processing difficulties, is 
present in dyslexia.  
 
The nature of dyslexia 
  A number of different theories have been proposed to explain developmental 
dyslexia. The prevailing view is that dyslexic readers have a specific impairment in the 
representation, storage (e.g., Snowling, 2000), or access (e.g., Ramus & Szenkovits, 2008) to 
phonological information.  
  The multiplicity of symptoms associated with dyslexia resulted in the development 
of several theories regarding the etiology and nature of reading impairment. In this thesis, 
we tested for the presence of an audiovisual processing deficit in dyslexia. Though we do 
not argue that an audiovisual deficit is the definitive explanation of dyslexia, we believe that 
it could potentially explain some of the symptoms that are associated with the disorder. Our 
findings suggest in addition that there might be different sub-groups of dyslexic readers, 
characterized by different deficits. Hence, theories that assume a variety of profiles of 
dyslexia might be more successful in understanding the causes of reading impairment than 
those focusing on a unitary profile. Faced with the existence of multiple “dyslexias”, slightly 
different accounts might have to be developed for each of the different dyslexic sub-groups. 
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  The presence of an audiovisual deficit in dyslexia, as shown in this thesis, does not 
rule out the possibility of a phonological deficit. Indeed, both inadequate cross-modal 
temporal processing and a speechreading deficit could result in phonological impairment, by 
hampering the adequate formation of grapheme-phoneme associations. Alternatively, a 
phonological deficit impairing the associations between graphemes and phonemes could 
result in a speechreading deficit and/or in the widening of the audiovisual temporal 
windows (the latter as a compensatory mechanism to deal with the phonological processing 
difficulties). 
  All other major theories of dyslexia could also be extended to account for a 
speechreading deficit or a cross-modal temporal deficit. For instance, by predicting 
temporal deficits, both the rapid auditory processing deficit (Tallal, 1980; Tallal, Miller, & 
Fitch, 1993) and the magnocellular theory (Stein and Walsh, 1997) are reconcilable with a 
cross-modal temporal processing deficit in dyslexia. Moreover, the low-level visual deficit 
argued by the visual theory (Lovegrove, Heddle, & Slaghuis, 1980; Livingstone, Rosen, 
Drislane, & Galaburda, 1991) could affect the ability to perceive visual speech, which could 
result in a speechreading deficit. Lastly, the automaticity or cerebellar theory of dyslexia 
(Nicolson and Fawcett, 1990; Nicolson, Fawcett, & Dean, 2001), arguing for a deficit in the 
automatization of skills, could explain inefficient grapheme-phoneme associations, which 
could theoretically result in a speechreading deficit and in widening of the audiovisual 
temporal window to deal with difficulties in processing audiovisual objects. Given the data 
reported in this thesis, one cannot exclude the theoretical possibility of inefficient 
grapheme-phoneme associations being the cause rather than the consequence of 
audiovisual processing deficits in dyslexia. 
  Therefore, though the presence of an audiovisual processing deficit in dyslexia does 
not bring closure to the debate on the etiology of dyslexia, it does stress the heterogeneity 
of symptoms and of cognitive profiles that might be present in such a disorder. It might be 
the case that none of the theories described accounts for all the symptoms present in 
dyslexia, simply because looking at dyslexia as a unitary disorder is not accurate or 
informative of the broader nature of the impairment. In Chapter 3, we showed that the size 
of the temporal window of perceived synchrony explained variance in reading accuracy 
across typical and dyslexic readers, which suggests homogeneity within groups. 
Nonetheless, in the same chapter, we observed two significantly different groups of dyslexic 
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readers (dyslexic readers who scored lower on phonological awareness, scored higher on 
speechreading). This finding indicated that there may be different sub-groups of dyslexic 
readers, characterized by different cognitive profiles. Different accounts of dyslexia may 
then account for different sub-groups of the disorder. 
  The idea that dyslexia could have multiple cognitive characteristics has increasingly 
been discussed in the literature (e.g., Menghini et al., 2010). For instance, a study aimed at 
characterizing distinct profiles in Portuguese children with dyslexia (Pacheco et al., 2014), 
reported two independent clusters of dyslexic readers, reflecting two different cognitive 
profiles. While one showed weak phonological processing and problems with rapid naming, 
the other had significantly impaired phonological processing, but normal rapid naming skills. 
Other studies had already advocated that no single cognitive deficit can explain all 
behavioral symptoms of all dyslexic readers (e.g., Ramus and Ahissar, 2012). For example, 
not all dyslexic readers show a phonological deficit (e.g., Valdois et al., 2011; Pennington et 
al., 2012) and not all individuals with a phonological deficit have dyslexia (e.g., Snowling, 
2008).  
  By suggesting the existence of different sub-groups of dyslexia, this thesis suggests 
that various constellations of underlying cognitive deficits can lead to the behavioral 
symptoms of dyslexia. Indeed, the evidence here presented is at odds with single (e.g. 
Ramus et al., 2003) or multiple deficit models (e.g. Bishop & Snowling, 2004; Pennington, 
2006). While single deficit models assume that a single deficit is necessary and sufficient to 
impair reading performance, multiple deficit models argue that a single deficit is necessary 
but not sufficient to do so (i.e., there must be at least two deficits). Our results suggest that 
dyslexia is better explained by a hybrid model, as proposed by Pennington et al. (2012). This 
hybrid perspective, that assumes the existence of multiple cognitive profiles among dyslexic 
readers, states that multiple genetic and environmental risk factors operate probabilistically 
to increase the likelihood of dyslexia. 
 
Final remarks 
  In the present thesis, we aimed to understand whether a general audiovisual deficit 
was associated with reading impairment in dyslexia. We probed this possibility, testing 
(mostly) the same typical and dyslexic readers in different tasks and using several different 
methodologies.   
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Limitations 
  Two general limitations of this thesis should be addressed. First, we focused 
exclusively on adults. The study of dyslexia in adults might be associated with several 
unaccounted factors, such as differing types and levels of intervention and differing 
compensatory mechanisms used by the individuals. Thus, differences within the dyslexic 
group might have impacted the results described here. Child participants are less likely to 
show the effects of interventions and compensatory strategies. Developmental or 
longitudinal studies aimed at clarifying the developmental path of audiovisual processing in 
dyslexic children and adolescents are fundamental to a better understanding of how stable 
the speechreading and the cross-modal temporal deficits are and how crucial audiovisual 
processing might be for reading ability. It is nevertheless important to stress that the finding 
of an audiovisual processing deficit in compensated dyslexic readers could speak to the 
long-term stability of such an impairment. Given that speechreading and cross-modal 
deficits were observed even in compensated adult dyslexic readers, it is possible that 
studies testing younger readers find such deficits. If such results are not reproduced in 
children, one possibility is that the findings here reported are associated with compensatory 
mechanisms developed by dyslexic readers. 
  Second, the use of the McGurk illusion is being recently seen more critically, since it 
is not a straightforward measure of audiovisual speech integration (Tiippana, 2014). For 
instance, Strand, Cooperman, Rowe, and Simenstad (2014) argued that, though the McGurk 
effect is portrayed as measuring audiovisual integration, it partly depends on individual 
differences in speechreading ability and in the detection of incongruity. Additionally, given 
that it has been suggested that the mechanisms used to process linguistic stimuli may differ 
as a function of the amount of semantic or lexical information available (nonwords versus 
isolated words versus meaningful sentences) (e.g., Grant & Seitz, 1998; Sommers, Tye-
Murray, & Spehar, 2005), some of our conclusions may not extend to the perception of 
words and sentences. Studies using natural, ecologically valid speech could add significantly 
to what is known about the associations between audiovisual speech processing and 
reading ability. 
 
Clinical Implications 
While this thesis contributed to the discussion on the factors underlying dyslexia and on the 
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nature of dyslexia, the results here reported may also inform clinical practice. Since dyslexic 
readers show a general audiovisual deficit, not restricted to grapheme-phoneme 
associations, training protocols targeting reading impairment could be developed based on 
non-linguistic materials, as had previously been proposed by Kujala et al. (2001). Kujala et al. 
used a training based on the matching between sound patterns (varying in pitch, duration, 
and intensity) and rectangles (varying in position, length, and thickness). This training 
resulted in enhanced electrophysiological mismatch negativity, faster reaction times to 
sound changes, and improvement in reading skills in dyslexic children. Our data suggests 
that other materials, such as audiovisual speech, could also be used in training protocols 
developed for dyslexic children. The inclusion of non-linguistic materials could eliminate the 
need of using letters and speech sounds, which are problematic in dyslexia. This might ease 
the training process. The finding that there may be different dyslexia sub-groups also has 
practical implications. As proposed by Fletcher et al. (2013), multiple criteria should be used 
for the diagnosis of dyslexia. The identification of dyslexia should not be restricted to a set 
of holistic, rigid criteria, but rather be fluid and flexible, taking into account both the 
characteristics of the written language to be learned (i.e., the transparency or opaqueness 
of its orthography) and the different symptoms that different groups of dyslexic readers 
may present.  
   
Conclusions 
 In this thesis, we provided evidence of a broad (speech and non-speech) 
audiovisual processing deficit in adult dyslexic readers. This deficit was reflected in two 
different aspects: speechreading and cross-modal temporal processing. Intervention in 
dyslexia might thus include non-linguistic materials. Additionally, speechreading training 
preceding formal reading instruction may be of great usefulness.  
 Given that differences were found between two sub-groups of dyslexic readers, we 
argue for the existence of multiple cognitive profiles among dyslexic readers, as suggested 
in the hybrid model of dyslexia (Pennington et al., 2012). We propose that dyslexia should 
not be characterized as a homogenous disorder. Instead, an effort should be made to define 
the plausibility of several sub-groups of dyslexic readers, so that different approaches and 
interventions can be thought of, focused on the symptoms that specific groups of 
individuals present. 
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Nederlandse samenvatting 
 
De adequate ontwikkeling en de daarop volgende automatisering van de verbinding 
tussen letters (grafemen) en spraakklanken (fonemen), zijn cruciaal voor het leren lezen en 
voor het lezen zelf. Lezers met dyslexie, in vergelijking met typische lezers, zijn minder 
effectief in deze processen (bijv. Blau, van Ateveldt, Ekkebus, Goebel, & Blomert, 2009; Blau 
et al., 2010), wat geleid heeft tot de suggestie dat dyslexie gekarakteriseerd kan worden 
worden door een tekort aan integratie van grafemen en fonemen. Echter, uit andere studies 
blijkt dat een audiovisueel tekort in dyslexie ook aanwezig is wanneer audiovisuele 
materialen gebruikt worden die geen spraak betreffen (bijvoorbeeld, Widmann, Schröger, 
Tervaniemi, Pakarinen, & Kujala, 2012). Het audiovisuele tekort in dyslexie zou dus 
algemener kunnen zijn en niet beperkt tot de verbinding tussen letters en spraakklanken. In 
de experimenten beschreven in hoofdstuk 2 tot en met 5, onderzoeken we of een algemeen 
audiovisueel tekort geassocieerd kan worden met een leesbeperking bij volwassenen met 
dyslexie. Ook zullen wij proberen om een dergelijk tekort duidelijker te karakteriseren.  
In hoofdstuk 2 hebben wij gedragsmaten gebruikt om te testen of er sprake is van 
een algemeen tekort in de audiovisuele verwerking bij volwassenen met dyslexie. Typische 
en dyslectische lezers werden geëvalueerd op drie verschillende aspecten van audiovisuele 
verwerking: het tijdsvenster voor waargenomen synchronie van de auditieve en visuele 
informatie voor spraak en niet-spraak stimuli, het tijdsvenster voor audiovisuele integratie 
voor spraak en de audiovisuele perceptie van fonetische categorieën. Dyslectische lezers 
hadden een breder tijdsvenster van waargenomen synchronie in vergelijking met de 
typische lezers, voor zowel spraak als niet-spraak stimuli. De bevinding suggereert een 
audiovisueel tekort in dyslexie, niet specifiek voor spraak. Dit komt overeen met eerdere 
studies die afwijkingen in het tijdsprofiel voor audiovisuele waarneming bij dyslexie voor 
niet-spraak stimuli vonden (Hairston, Burdette, Flowers, Wood, & Wallace, 2005). De eerder 
gebruike niet-spraak stimuli hadden echter een lage ecologische validiteit, wat de 
generalisatie naar andere, meer gangbare materialen bemoeilijkte. Met de huidige 
resultaten, voegen we hieraan toe dat dyslectische lezers afwijken van typische lezers in het 
tijdsvenster voor audiovisuele verwerking van zowel niet-spraak als spraak stimuli. Typische 
en dyslectische lezers verschilden echter niet significant in het tijdsvenster voor de 
identificatie van audiovisuele spraak, of in de audiovisuele perceptie van fonetische 
        
  
 
categorieën. Het zou kunnen dat het audiovisuele tekort bij mensen met dyslexie alleen 
geobserveerd kon worden wanneer er expliciet geoordeeld moet worden over audiovisuele 
gelijktijdigheid. Anderzijds, misschien was de audiovisuele spraakwaarnemingstaak te 
eenvoudig, zelfs voor de dyslectische lezers, waardoor we geen verschil tussen de groepen 
zagen. Dat verschillende resultaten werden gevonden voor het tijdsvenster voor de 
identificatie van audiovisuele spraak en voor het tijdsvenster van waargenomen synchronie, 
ondersteunt verder het idee dat de twee vensters niet samenhangen (zie, bijvoorbeeld, 
Soto-Farco & Alsius, 2007, 2009). Dus, het multisensorische systeem maakt mogelijk gebruik 
van verschillende mechanismen tijdens het waarnemen van tijd in vergelijking met het 
waarnemen van spraak.  
 De experimenten beschreven in hoofdstuk 2 laten ons een algemeen audiovisueel 
tijdsverwerkingstekort zien bij volwassen dyslectische lezers. Bovendien werden er 
individuele verschillen gevonden, maar die werden daar niet verder onderzocht. Daarom is 
er, in hoofdstuk 3, geprobeerd om de onderlinge relaties tussen deze variabelen te 
verduidelijken. We hebben bekeken of variatie in audiovisuele verwerking bijdraagt aan 
individuele verschillen in het lezen en hieraan gerelateerde vaardigheden, wanneer rekening 
gehouden wordt met cognitieve vaardigheden die relevant zijn voor lezen. Het resultaat van 
de regressie analyses laat zien dat de audiovisuele tijdsgevoeligheid op unieke wijze 
bijdraagt aan de verschillen in leesvaardigheid. Dit ondersteunt verder de door ons 
gevonden resultaten in hoofdstuk 2 en die van voorgaande studies (bijv. Hairston et al., 
2005), en demonstreert een audiovisueel tekort bij mensen met dyslexie. Tevens, hebben 
we laten zien dat liplezen een unieke bijdrage levert aan verschillen in het fonologisch 
bewustzijn bij dyslectische lezers. Een mediaan-split-analyse laat zien dat dyslectische lezers 
die lager scoorden op het fonologisch bewustzijn, hoger scoren op het liplezen. Wij 
argumenteren dat de dyslectische lezers die meer moeilijkheden ondervinden zwaarder 
leunen op visuele spraak, als een compensatie middel. Pekkola et al. (2006) hebben eerder 
al resultaten gevonden dat overeenkomt met dit argument. Wanneer volwassen 
dyslectische lezers vergeleken werden met typische lezers, lieten zij een verhoogde 
hersenactiviteit zien in de hersendelen die belangrijk zijn voor visuele en motor-
articulatorische processen, wanneer audiovisuele spraak aan hen getoond werd. 
Dyslectische lezers zijn mogelijk meer afhankelijk van visuele spraak, omdat de verwerking 
van auditieve spraak moeizamer verloopt (Pekkola et al., 2006). 
        
  
 De bevinding dat er twee subgroepen waren binnen de groep dyslectische lezers 
geeft aan dat dyslexie een heterogene stoornis is, gekenmerkt door een heterogene 
cognitief profiel. Consistent met deze bevinding is het voorstel van Pennington et al. (2012) 
voor een hybride account, waarbij er meerdere risicofactoren zijn die leiden tot een 
leestekort en daaraan gerelateerd dus meerdere cognitieve profielen binnen de groep van 
mensen met dyslexie. 
 In hoofdstuk 4 onderzoeken wij de oorsprong van het audiovisuele tekort in dyslexie 
verder met andere methodes. In hoofdstuk 2 opperden we, in navolging van Widmann et al. 
(2012), dat we mogelijk geen verschillen tussen typische en dyslectische lezers in 
audiovisuele spraakwaarneming vonden doordat gedragsmatige verschillen verborgen 
zouden kunnen worden door post-perceptuele compensatiestrategieën. Een methode die 
het mogelijk maakt om de audiovisuele verwerking te meten zonder invloed van post-
perceptuele strategieën, is de electro-encefalografie (EEG). Vergelijkbaar met hoofdstuk 2, 
werden typische en dyslectische lezers gevraagd een audiovisuele spraakidentificatietaak 
(met uni-sensorische en audiovisuele congruente en incongruente McGurk stimuli) en een 
audiovisuele synchronietaak (met audiovisuele incongruente McGurk stimuli) te doen. De 
analyses richtten zich op de N1 en P2 ‘event-related potential’ (ERP) componenten, omdat 
eerder gevonden is dat ze audiovisuele interactie reflecteren (bijv. Besle, Fort, Delpuech, & 
Giard, 2004; Stekelenburg & Vroomen, 2007). Het tijdstip waarop de N1 en P2 te zien zijn 
(latentie), ligt eerder wanneer de visuele informatie voorafgaat aan en voorspellend is voor 
de auditieve informatie in het signaal (bijv. Baart, Stekelenburg & Vroomen, 2014; Knowland, 
Mercure, Karmiloff-Smith, Dick, & Thomas, 2014; Stekelenburg &Vroomen, 2007; Van 
Wassenhove, Grant, & Poeppel, 2005). Vaak is de amplitude van de N1 en P2 componenten 
in dat geval ook kleiner (Besle et al., 2004; Klucharev, Móttönen, & Sams, 2003; Knowland et 
al., 2014; Pilling, 2009; Stekelenburg & Vroomen, 2007; van Wassenhove et al., 2005), maar 
niet altijd (zie, bijvoorbeeld, Baart et al., 2014; Möttöten, Schürman, & Sams, 2004). 
 Gedragsmatig presteerden dyslectische lezers hier opnieuw slechter dan typische 
lezers, tijdens het identificeren van visuele spraak en waren minder gevoelig voor 
audiovisuele spraaksynchronie. Deze bevindingen suggereren twee verschillende tekorten 
bij dyslexie: a) een lipleestekort; en b) een audiovisueel tijdsverwerkingstekort, net zoals 
gesuggereerd werd in hoofdstukken 2 en 3. De gedragsmatige verschillen vonden we echter 
niet terug in de ERP-metingen: We vonden geen significante verschillen tussen de typische 
        
  
 
en dyslectische lezers in de omvang of latentie van de N1 en P2 componenten. Dit wijst erop 
dat verschillen tussen typische en dyslectische lezers niet de vroege perceptuele processen 
terug te vinden zijn, maar mogelijk tijdens de latere perceptuele of post-perceptuele 
verwerking plaatsvinden. Inderdaad vonden we dat typische en dyslectische lezers 
misschien verschillende strategieën gebruikt hebben bij de audiovisuele synchronietaak. 
Voor typische lezers dragen de gedragsmatige antwoorden op een unieke wijze bij aan de 
amplitudeverschillen in de N1 en P2, waarbij stimuli die als niet-synchroon beoordeeld 
werden een grotere amplitude uitlokten. Omgekeerd, voor de dyslectische lezers droegen 
de gedragsmatige antwoorden niet bij aan de verschillen in de afhankelijke variabelen.  
 In hoofdstuk 5 maken wij gebruik van wederom een andere methode, in een nieuwe 
poging om convergerend bewijs te vinden voor de aanwezigheid van een audiovisueel 
verwerkingstekort bij mensen met dyslexie. In een experiment waarbij we gebruik maakten 
van de beeldvormende techniek ‘functional magnetic resonance imaging’ (fMRI), hebben wij 
getest voor verschillen tussen typische en dyslectische lezers in hersenactiviteit tijdens 
audiovisuele verwerking. In de scanner werden bestaande geschreven woorden, illegale 
rijen met geschreven medeklinkers en uni-sensorische (auditieve en visuele) en audiovisuele 
spraak gepresenteerd. 
 Gedragsmatig waren dyslectische lezers alleen langzamer en minder accuraat dan 
typische lezers tijdens de visuele spraakconditie. Tijdens de leesconditie lieten dyslectische 
lezers en verlaagde activiteit zien in de gyrus supramarginalis wanneer er een illegale rij met 
medeklinkers werd getoond. De gyrus supramarginalis is een regio waarvan gesuggereerd 
wordt dat die een belangrijke rol speelt in de fonologische verwerking. Tijdens de 
spraakperceptietaak, lieten dyslectische lezers over het algemeen minder neurale activatie 
zien dan in de audiovisuele conditie. Dus ondanks dat we geen verschillen in audiovisuele 
spraakwaarneming vonden tussen de groepen in de voorgaande hoofdstukken (in hoofdstuk 
2 waren er geen gedragsmatige verschillen gevonden; in hoofdstuk 4 waren er geen EEG 
verschillen gevonden), liet de beeldvormende data zien dat typische en dyslectische lezers 
wel verschilden wanneer zij audiovisuele spraak verwerkten. In hoofdstuk 5 onderzochten 
wij ook of typische en dyslectische lezers verschilden in de termen van superadditiviteit, een 
metriek die audiovisuele voordelen en/of integratie reflecteert. Superaddittiviteit vindt 
plaats wanneer de hersengebieden versterkte activiteit tonen als reactie op audiovisuele 
stimuli, in vergelijking met de som van de responsen op uni-sensorische stimuli. Er zijn geen 
        
  
verschillen gevonden tussen typische en dyslectische lezers qua superadditiviteit. 
Desalniettemin liet een verdere analyse op visueel gerelateerde verwerking tijdens de 
audiovisuele conditie zien dat dyslectische lezers de gyrus fusiformis in dat geval minder 
activeerden. De gyrus fusiformis, en specifiek, het ‘visuele-woord-vormgebied’ (McCandliss, 
Cohen, & Dehaene, 2003) is gevoelig voor visuele woordvormen en hun kenmerken 
(McCandliss et al., 2003). De gevonden verschillen zouden daarom verschillen kunnen 
reflecteren tussen orthografische verwerking van de visuele componenten van spraak. Het 
cluster waarin de verschillen gevonden werden overlapte echter met een segment van de 
gyrus fusiformis dat geassocieerd wordt met het waarnemen en identificeren van gezichten 
(Grill-Spector, Knouf, & Kanwisher, 2004). Om die reden suggereerden we, net zoals in 
hoofdstuk 4, dat dyslectische lezers minder profijt zouden kunnen hebben van visuele 
informatie tijdens audiovisuele spraakverwerking dan typische lezers. Omdat audiovisuele 
spraakverwerking bijdraagt aan het ontwikkelen van fonologische bewustzijn (Woll, 2012), 
zouden betere lipleesvaardigheden kunnen resulteren in specifiekere fonologische 
representaties, wat het weer gemakkelijker maakt om te leren lezen. 
 Samenvattend, in dit proefschrift rapporteren we convergerend bewijs voor een 
breed (spraak en niet-spraak) audiovisuele verwerkingstekort bij volwassenen met dyslexie. 
Dit tekort werd gereflecteerd in twee verschillende aspecten: liplezen en audiovisuele 
tijdsverwerking. Aangezien we verschillen binnen de groep met dyslectische lezers vonden, 
argumenteren wij voor het bestaan van verschillende cognitieve profielen tussen 
dyslectische lezers, zoals gesuggereerd door het hybride model van dyslexie (Pennington et 
al., 2012). Wij stellen voor dat dyslexie niet aanggekenmerkt kan worden als een homogeen 
tekort. In plaats daarvan zou het zinvol zijn de cognitieve profielen van de verschillende 
subgroepen van dyslectische lezers beter in kaart te brengen, zodat er verschillende 
aanpakken en interventies kunnen worden bedacht, gefocust op de symptomen die 
specifieke groepen van individuen laten zien. 
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