In this paper, we show that in order to obtain the Tsallis entropy rate for stochastic processes, we can use the limit of conditional entropy, as it was done for the case of Shannon and Renyi entropy rates. Using that we can obtain Tsallis entropy rate for stationary Gaussian processes. Finally, we derive the relation between Renyi, Shannon and Tsallis entropy rates for stationary Gaussian processes.
Introduction
In 1948, Shannon used some axioms to introduce Shannon entropy. Then Renyi (1961) and Tsallis (1988) generalized this idea and obtained different entropic forms, which in special cases reduce to Shannon entropy.
By the introduction of entropy in the probability theory, entropy and stochastic processes became linked, and the entropy rate was defined for stochastic processes after Shannon proved that the Shannon entropy rate exists for stationary stochastic processes (Shannon, 1948) . The rate of Shannon entropy is widely studied for stochastic processes, especially for stationary processes with discrete or continuous time, (see Girardin and Limnios, 2004 , and references therein). For example, the rate of Shannon entropy for a stationary Gaussian process was obtained by Kolmogorov (1958) . The rate of Renyi entropy for stochastic processes was obtained by Rached et al. (1999) .
Up to now, the Renyi entropy rate for some stochastic processes have been studied, for example, by Rached et al. (1999 Rached et al. ( , 2004 and Golshani and Pasha (2010) . But in the case of the Tsallis entropy, the rate of entropy for stochastic processes has not been obtained for any processes yet. In this paper, we have obtained the rate of Tsallis entropy for a stationary Gaussian process with discrete-time.
The application of the rate of entropy can be found in many areas such as economics (Bentes, et al, 2008) , medical sciences (Scalassara et al., 2008) statistical mechanics (Kirchnov, 2008) , stochastic processes (Peres and Quas, 2011; Rached et al., 2004) , statistics and related fields (Andai, 2009) , (Jenssen and Eltoft, 2008) and biomedical engineering (Lake, 2006) . This paper is organized as follows. In Section 2, we propose some properties of measures of information that are common for Shannon, Renyi and Tsallis entropies. In Section 3, we show that in order to obtain the Tsallis entropy rate for stochastic processes, we can use the limit of conditional entropy, as it was done for the case of Shannon and Renyi entropy rates; and from this relation we obtain the rate of Tsallis entropy for stationary Gaussian processes and show that this quantity is related to a spectral density function. We also show that for autoregressive and moving average processes, the rate of Tsallis entropy is independent of their representations. Finally, in Section 4 we derive the relation between Renyi, Shannon and Tsallis entropy rates for stationary Gaussian processes.
Shannon, Renyi and Tsallis Entropies
Let X be a random variable having an absolutely continuous distribution with density function f (x). The Shannon entropy is defined as (Shannon, 1948) ,
and the Renyi entropy is given by (Renyi, 1961) 
and the Tsallis entropy is given by (Tsallis, 1988 )
The limit of Tsallis entropy and Renyi entropy, as α → 1, is
Remark 1. For a random variable, with normal distribution, the Renyi entropy is h α (X) = In the following example, we obtain Tsallis entropy for normal distribution.
Example 1. The Tsallis entropy for the random variable with normal distribution is:
. Now, we review the definition of conditional entropy for three measures of information. The conditional Shannon entropy is (Cover and Thomas, 2006) 
if the integral exist. For the conditional Renyi entropy we have (Golshani and Pasha, 2010) 
if the integrals exist. Now, we propose definitions of the conditional Tsallis entropy and the joint Tsallis entropy. In order to define these for continuous random variables, we propose definitions similar to the case of discrete random variables, which was introduced by Abe (2000) . Definition 1. For two random variables X and Y , with the joint probability density function f (x, y) and conditional probability density function f (y|x), the joint Tsallis entropy is defined as
and the conditional Tsallis entropy is defined as
if the integrals exist. Now, we propose some properties of measures of information that are common for Shannon, Renyi and Tsallis entropies which were respectively proved for Shannon (Cover and Thomas, 2006) and Renyi (Golshani and Pasha, 2010) entropies. Now, we prove the following for Tsallis entropy:
Proposition 2. The Tsallis entropy is invariant under a location transformation of the random variable. i.e., for m ∈ R, we have:
Proposition 3. The Tsallis entropy is not invariant under a scale transformation of the random variable. More explicitly, for m ∈ R, we have:
The following property is a relation between the conditional entropy and the joint entropy which was proved for Shannon (Cover and Thomas, 2006) and Renyi (Golshani and Pasha, 2010) entropies.
The complete proof of this relation, for the case of discrete random variables is given by Furuichi (2006) . For the case of continuous random variables, the proof is done in a similar way.
Remark 2. For two independent random variables, f (x, y) = f (x).f (y), if we use relation (1), we get: Let (X 1 , . . . , X n ) be a random vector with probability density function f (x 1 , . . . , x n ) and having finite Tsallis entropy for every n, then, (Furuichi, 2006) :
Theorem 1. (Chain rule)
∀α.
Entropy Rate
In this section, we propose definitions for obtaining entropy rate for stochastic processes without considering the measure of information. For a discrete-time process X = (X n ) n 1 , the entropy at time n is defined as the entropy of the n-dimensional random vector of X, and the entropy rate is defined by the limit of the entropy at time n divided by n, when the limit exists, namely:
This definition is a regular definition for the entropy rate. By using the chain rule, another relation for obtaining the rate of entropy is obtained, based on the limit of conditional entropy, namely, H(X) = lim n→∞ H(X n |X n−1 , . . . , X 1 ). This relation is obtained in Cover and Thomas (2006) and Golshani and Pasha (2010) for Shannon and Renyi entropies, respectively. Also, for Tsallis entropy, we can get this relation by using the chain rule (Theorem 1). So we conclude that when the chain rule holds for the measure of entropy, then we can use the relation based on the limit of conditional entropy for obtaining the rate of entropy.
We know that a discrete-time process is stationary if the distribution of (X n 1 +h , . . . , X n k +h ) is independent of h for any positive integer k and n 1 , . . . , n k . Then, for conditional entropy, we get:
and the rate of entropy for a stationary process is equal to
This relation constitutes a way for obtaining the rate of entropy for stationary processes.
In this paper we denote the rate of Shannon entropy by h 1 (X), the rate of Renyi entropy by h α (X) and the rate of Tsallis entropy by S α (X). Now, similar to the cases of the rates of Renyi entropy and Shannon entropy for a stationary Gaussian process, we use relation (2) to obtain the rate of Tsallis entropy for this process and show that this quantity is related to a spectral density function and also show that for autoregressive and moving average processes, the rate of Tsallis entropy is independent of their representations.
Let stationary processes (X n ) n∈Z , where each X n is a real random variable defined on a probability space (Ω, β, P ) be regular (or purely nondeterministic) with its mean being zero and with autocovariance function γ(k) = E(X n X n+k ), its Fourier transform is the spectral density function f (λ), i.e.:
For stationary Gaussian processes, we have the following representation (Ihara, 1993) ,
where φ j , j 0 are constants, so that ∑ ∞ j=0 φ 2 j < ∞ and {ξ n } is a sequence of independent normal random variables with identical distribution N (0, 1), and β n (ξ) = β n (X), (β n (X) is the σ-field generated by (X k , k n)). This expression is known as the moving average representation of the process. Now, for these processes, we have the following theorems.
Theorem 2. For stationary Gaussian processes, the rate of Shannon entropy
is h 1 (X) = ∫ π −π log 2πf (λ)dλ, (Cover and Thomas, 2006 ) and the rate of Renyi entropy is equal to h α (X) = ∫ π −π log 2πf (λ)dλ, (Golshani and Pasha, 2010) .
By the following theorem, we obtain the rate of Tsallis entropy for these processes.
Theorem 3. For stationary Gaussian processes, the rate of Tsallis entropy is equal to:
Proof. Using relations (2) and (3), we have:
Since the σ-field generated by (ξ k , k 1) is equal to the σ-field generated by (X k , k 1), and ξ 1 is independent of (ξ k , k 0), thus ξ 1 is independent of (X k , k 0). On the other hand since
, it is a function of (X k , k 0) and by Proposition 2, Proposition 3 and Remark 2 we get:
Since ξ 1 has a normal distribution by Example 1, we have:
Also, from the relationship between the spectral density function of the process and the coefficients φ j in relation (3), we have Ihara, 1993) . So the Tsallis entropy rate is
where f is a spectral density function of process.
Proposition 5. The rate of Tsallis entropy for autoregressive-moving average processes (ARMA(p,q)) is:
Proof. From (Ihara, 1993) , the spectral density functions of these processes is:
where |α j | < 1, |β k | 1. So, from relation (4), we have:
) .
Now by using the fact that for |θ| 1, Ihara, 1993) , the result is obtained. 
Relation between Renyi, Shannon and Tallis Entropy Rates
In this section, we derive the relation between Renyi, Shannon and Tsallis entropy rates. For this purpose, we first consider the following property for the Renyi entropy.
Remark 4. For α 1 < α 2 , h α 1 (X) h α 2 (X), for all X; and equality holds if and only if X is a uniform random variable.
Using this remark, we have the following inequalities between Renyi and Shannon entropies:
(6) Now, we obtain the relation between Renyi and Tsallis entropies.
Proposition 6. For Renyi and Tsallis entropies the following inequalities hold.
1
. Now, let α < 1, then multiplying both sides of the relation by 1 1−α , we get h α (·) < S α (·). For α > 1, the relation (8) is obtained in a similar way. Now, by relations (5), (6), (7) and (8) the following inequalities between Renyi, Shannon and Tsallis entropies are obtained.
(10) Now, we obtain relation between Renyi, Shannon and Tallis entropy rates for a stationary Gaussian process, using (9) and (10).
For a random vector (X 1 , . . . , X n ), the inequality (9) becomes:
Then, taking the limit of the entropy as n → ∞ and considering that the rate of Renyi entropy (Golshani and Pasha, 2010) and the rate of Shannon entropy (Kolmogorov, 1958; Ihara, 1993) exist for autoregressive-moving average processes, and using Proposition 5 for Tsallis entropy rate, we have: 
Conclusion
In this paper, we obtained the rate of Tsallis entropy for stationary Gaussian processes. To do this, we showed that one can use the limit of conditional c ⃝ 2015, SRTC Iran
Tsallis entropy, similar to what was done for the cases of Renyi and Shannon entropies. Then, we showed that the rate of Tsallis entropy is related to a spectral density function, and then we proved that the rate of Tsallis entropy is independent of their representations, for autoregressive and moving average processes. Finally, we obtained the relation between Renyi, Shannon and Tsallis entropy rates, for stationary Gaussian processes. Further work can be done to obtain the rate of Tsallis entropy for Gaussian processes with continuous time.
