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A TOPOLOGICAL PROPERTY OF ASYMPTOTICALLY CONICAL
SELF-SHRINKERS OF SMALL ENTROPY
JACOB BERNSTEIN AND LU WANG
ABSTRACT. For any asymptotically conical self-shrinker with entropy less than or equal
to that of a cylinder we show that the link of the asymptotic cone must separate the unit
sphere into exactly two connected components, both diffeomorphic to the self-shrinker.
Combining this with recent work of Brendle, we conclude that the round sphere uniquely
minimizes the entropy among all non-flat two-dimensional self-shrinkers. This confirms a
conjecture of Colding-Ilmanen-Minicozzi-White in dimension two.
1. INTRODUCTION
A hypersurface Σ ⊂ Rn+1 is said to be a self-shrinker if it satisfies
(1.1) HΣ +
x⊥
2
= 0.
Here HΣ = −HΣnΣ = ∆Σx is the mean curvature vector of Σ and x⊥ is the normal
component of the position vector. Self-shrinkers arise naturally in the mean curvature flow
as the time slices of solutions that move self-similarly by scaling. Specifically, if Σ is a
self-shrinker, then
(1.2) {Σt}t∈(−∞,0) =
{√−tΣ}
t∈(−∞,0)
is a smooth mean curvature flow. Such self-similar flows are important as they model
singularities of the mean curvature flow. From a variational point of view, self-shrinkers
arise as critical points of the Gaussian (hyper)-surface area
(1.3) F [Σ] =
∫
Σ
Φ(x)dHn = (4pi)−n2
∫
Σ
e−
|x|2
4 dHn.
Here Hn is n-dimensional Hausdorff measure and Φ is the Gaussian normalized so that
F [Rn × {0}] = 1. Following Colding-Minicozzi [10], the entropy of a hypersurface is
defined by
(1.4) λ[Σ] = sup
(y,ρ)∈Rn+1×R+
F [ρΣ + y].
The Gaussian surface area and the entropy of self-shrinkers agree and so λ[Rn×{0}] = 1.
A hypersurface, Σ, is asymptotically conical, if it is smoothly asymptotic to a regular
cone; i.e., limρ→0 ρΣ = C(Σ) in C∞loc(Rn+1 \ {0}) for C(Σ) a regular cone. Our main re-
sult is a topological restriction on asymptotically conical self-shrinkers with small entropy:
Theorem 1.1. Let Σ be an asymptotically conical self-shrinker in Rn+1 for n ≥ 2. If
λ[Σ] ≤ λ[Sn−1∗ ], then L(Σ), the link of the asymptotic cone C(Σ), separates Sn into two
connected components both diffeomorphic to Σ. As a consequence, L(Σ) is connected.
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2 JACOB BERNSTEIN AND LU WANG
Here Sn ⊂ Rn+1 is the unit sphere centered at the origin and, for 0 ≤ k ≤ n,
(1.5) Sn−k∗ × Rk =
{
(x,y) ∈ Rn−k+1 × Rk = Rn+1 : |x|2 = 2(n− k)}
are the maximally symmetric self-shrinking cylinders with k-dimensional spine1. As the
Sn−k∗ × Rk are self-shrinkers, their Gaussian surface area and entropy agree. That is,
(1.6) λn = λ[Sn] = F [Sn∗ ] = F [Sn∗ × Rl].
By a computation of Stone [24],
(1.7) 2 > λ1 >
3
2
> λ2 > . . . > λn > . . .→
√
2.
When n = 2, Theorem 1.1 implies that Σ is diffeomorphic to an open disk. This allows
us to completely classify self-shrinkers inR3 of small entropy. Indeed, combining the work
of Colding-Ilmanen-Minicozzi-White [9] (see also [2]) and Brendle [4] with Theorem 1.1,
we conclude:
Corollary 1.2. If Σ ⊂ R3 is a self-shrinker with λ[Σ] ≤ λ1, then Σ is either S2∗, or some
rotation of R2 × {0} or S1∗ × R. In fact, there is a δ0 > 0 so that these are the only
self-shrinkers with entropy less than λ1 + δ0.
This answers affirmatively the n = 2 case of [9, Conjecture 0.10] which asks whether
Sn∗ minimizes the entropy amongst all non-flat self-shrinkers. In addition, this gives, for
mean curvature flows in R3, that λ2 is the best constant in White’s formulation [26] of
Brakke’s regularity theorem [3]. Another simple consequence of Corollary 1.2 is a sharp
lower bound for the entropy of all closed surfaces inR3 (see [2, Theorem 1.1] for a different
approach which works for all 2 ≤ n ≤ 6) and a new entropy lower bound for all closed
surfaces in R3 of positive genus:
Corollary 1.3. If Σ is a closed surface in R3, then λ[Σ] ≥ λ2 with equality if and only
if Σ is, up to translations and scalings, S2∗. Furthermore, if Σ has positive genus, then
λ[Σ] > λ1.
Our proof of Theorem 1.1 parallels that of Colding-Ilmanen-Minicozzi-White, who,
in [9], showed that Sn∗ uniquely minimizes the entropy within the class of closed self-
shrinkers. Indeed, our arguments may be thought of as a natural analog, in the asymp-
totically conical setting, of their arguments. However, we wish to emphasize one crucial
difference between our proofs. Namely, in [9] the authors exploit the fact that a closed
hypersurface must form a singularity in finite time – indeed, they point out this is the main
obstruction to extending their result to the non-compact setting. We, however, make use
of the fact that flows of asympotically conical surfaces of small entropy must exist with-
out singularities for long-time to show that the flows eventually become star-shaped with
respect to the origin.
More precisely, inspired by [9], we first study properties of a quantity along a smooth
mean curvature flow that we call the shrinker mean curvature – see (3.1). In particular, we
use a parabolic maximum principle on non-compact manifolds as in [12] to show that if the
initial surface of a smooth mean curvature flow is well-behaved at infinity and has positive
shrinker mean curvature, then the shrinker mean curvature remains positive along the flow
– see Proposition 3.2. We also use a standard parabolic maximum principle to conclude
1In Rn+1 a round sphere is a self-shrinker if and only if it is centered at the origin and its radius is
√
2n. In
our notation, the radii of Sn∗ and Sn are, respectively,
√
2n and 1. Thus, Sn∗ is a self-shrinker while Sn is not.
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that for such a flow, the shrinker mean curvature controls the second fundamental form –
see Proposition 3.3.
A variant on the shrinker mean curvature is also considered in [9] where the above
properties are shown to hold for smooth mean curvature flows of closed hypersurfaces.
However, in [9] the authors find it convenient to think of self-shrinkers as static points and
so instead work with a certain rescaled mean curvature flow. As such, their quantity has
a different, but related, form. While this may appear to be merely a technical distinction
it actually holds the key to our proof. Indeed, the quantity we consider makes sense for
smooth mean curvature flows which start close to a self-shrinker but that persist up to (and
beyond) the singular time of the self-shrinker. By its construction, this cannot be true of
the quantity considered in [9].
We next observe that if Σ is any non-flat asymptotically conical self-shrinker, then there
are asymptotically conical perturbations Γ± of Σ on each side of Σ which have posi-
tive shrinker mean curvature (relative to the correct orientation), strictly smaller entropy
and which have the same asymptotic cone as that of Σ – see Proposition 4.2. As in [9],
these two hypersurfaces are found by considering the normal exponential graphs of small
multiples of the lowest eigenfunction of the (self-shrinker) stability operator. Again the
non-compactness introduces certain technical difficulties.
In our third step, we consider the smooth mean curvature flows with initial surfaces Γ±.
Directly using arguments in [9], we prove that for non-compact flows of positive shrinker
mean curvature if a singularity develops, then the Gaussian density of the flows at the
singular point must be at least λn−1. Hence, if the entropy of Σ is at most λn−1, then the
flows starting from Γ± never develop singularities. We further show that each time slice of
these flows is smoothly asymptotic to the same cone as that of Σ.
Finally, we observe that any long-time solution of the mean curvature flow with positive
shrinker mean curvature and which is asymptotically conical must have a time-slice which
is star-shaped – see Theorem 4.6 and Proposition 5.1. Theorem 1.1 is then an immediate
consequence. The proofs of Corollaries 1.2 and 1.3 are straightforward.
2. NOTATION
Let Rn+1 denote the standard (n+ 1)-dimensional Euclidean space. We denote by
(2.1) BR(x0) =
{
x ∈ Rn+1 : |x− x0| < R
}
the open Euclidean ball of radius R centered at x0. When the center is the origin 0, we
will omit it. A hypersurface in Rn+1 is a proper codimension one submanifold of Rn+1.
At times it will be convenient to distinguish between a point p ∈ Σ and its position vector
x(p) ∈ Rn+1. Given a set Ω ⊂ Rn+1 we define the ρ-tubular neighborhood of Ω to be the
open set
(2.2) Tρ (Ω) =
⋃
p∈Ω
Bρ(p) ⊂ Rn+1.
Any hypersurface is two-sided and hence orientable – see for instance [20]. For this
reason, we will always orient a hypersurface, Σ, by a choice of unit normal
(2.3) nΣ : Σ→ Sn ⊂ Rn+1.
For such a Σ, we let gΣ denote the induced Riemannian metric, AΣ be the second funda-
mental form (with respect to the choice of unit normal nΣ) and HΣ the associated scalar
mean curvature which we take to be the trace of AΣ. Observe that the mean curvature vec-
tor HΣ = −HΣnΣ is well-defined independent of choices of unit normal as is the norm
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|AΣ| of the second fundamental form. For any hypersurface, Σ, and ρ ∈ R+ we have the
natural smooth map
(2.4) Ψρ : Σ× (−ρ, ρ)→ Tρ(Σ)
given by Ψρ(p, s) = x(p) + snΣ(p). We say Tρ(Σ) is a regular tubular neighborhood if
this map is a diffeomorphism.
We consider space-time, Rn+1 × R, to be the set of space-time points X = (x, t) ∈
Rn+1 × R. And let O = (0, 0) be the space-time origin. We will often focus on the
subset of space-time consisting of space-time points with negative time which we denote
by Rn+1 × R−. Given R, τ > 0, let
(2.5) CR,τ (X0) =
{
(x, t) ∈ Rn+1 × R : x ∈ BR(x0), |t− t0| < τ
}
be the parabolic cylinder of radius R and height τ centered at X0 = (x0, t0). It will also
be convenient to consider the backward parabolic cylinder
(2.6) C−R,τ (X0) = CR,τ (X0) ∩ Rn+1 × {t < t0} .
The parabolic boundary of a parabolic cylinder is defined to be
(2.7) ∂PCR,τ (X0) = ∂CR,τ (X0) \ (BR(x0)× {t = t0 + τ}) ,
where ∂ is the topological boundary. Likewise, ∂PC−R,τ (X0) = ∂C
−
R,τ (X0)∩∂PCR,τ (X0).
A smooth mean curvature flow is a collection of hypersurfaces {Σt}t∈I , where I is
some interval in R and so that there is a smooth map F : M × I → Rn+1 so that for each
t ∈ I , F (·, t) : M → Σt ⊂ Rn+1 is a parameterization of Σt and so that
(2.8)
(
∂
∂t
F (p, t)
)⊥
= HΣt(F (p, t)).
We will always take the hypersurfaces Σt in a smooth mean curvature flow to be oriented
so that the unit normal is smooth in t. It is often convenient to consider the space-time
track of a smooth mean curvature flow
(2.9) S = {(x(p), t) ∈ Rn+1 × R : p ∈ Σt} ,
which is a smooth submanifold of space-time (with boundary if I contains either of its
endpoints) that is transverse to each constant time hyperplane. We will not distinguish
between a smooth mean curvature flow {Σt}t∈I and its space-time track and so denote
both by S. Along the space-time track of a smooth mean curvature flow S, let ddt be the
smooth vector field given by
(2.10)
d
dt
=
∂
∂t
+HΣt .
It is not hard to see that this vector field is tangent to S and the position vector satisfies
(2.11)
d
dt
x(p, t) = HΣt(p).
It is straightforward (and standard) to compute the evolution of various geometric quanti-
ties with respect to this vector field – see for instance [11, Appendix B].
For a set Ω ⊂ Rn+1, an x ∈ Rn+1 and a ρ ∈ R+, let
(1) Ω + x =
{
y ∈ Rn+1 : y − x ∈ Ω}, the translation of Ω by x; and
(2) ρΩ =
{
y ∈ Rn+1 : ρ−1y ∈ Ω}, the scaling of Ω by ρ.
Similarly, for a set Ω ⊂ Rn+1 × R in space-time, an X ∈ Rn+1 × R and a ρ ∈ R+,
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(1) Ω +X =
{
Y ∈ Rn+1 × R : Y −X ∈ Ω}, the space-time translation of Ω by X;
and
(2) ρΩ =
{
(y, t) ∈ Rn+1 : (ρ−1y, ρ−2t) ∈ Ω}, the parabolic scaling of Ω by ρ.
Clearly, if S is the space-time track of a smooth mean curvature flow, then so is ρS + X
for any ρ ∈ R+ and X ∈ Rn+1 × R.
3. SHRINKER MEAN-CONVEXITY
Let S = {Σt}t∈[−1,T ) be a smooth mean curvature flow. Along the flow S, we define
the shrinker mean curvature relative to the space-time point X0 = (x0, t0) to be
(3.1) SX0Σt (p) = 2(t0 − t)HΣt(p)− (x(p)− x0) · nΣt(p).
We emphasize that, due to the t dependence, this quantity is defined for S. Given a time
t ∈ R and hypersurface Σ, the shrinker mean curvature of Σ relative to the space-time
point X0 and time t is defined to be
(3.2) SX0,tΣ (p) = 2(t0 − t)HΣ(p)− (x(p)− x0) · nΣ(p).
We recall the following evolution equation for the shrinker mean curvature due to
Smoczyk [23, Proposition 4].
Lemma 3.1. Along a mean curvature flow {Σt}t∈I , the shrinker mean curvature relative
to X0 satisfies
(3.3)
d
dt
SX0Σt = ∆ΣtS
X0
Σt
+ |AΣt |2 SX0Σt .
Observe that S is self-similar with respect to parabolic rescalings about X0 if and only
if SX0Σt ≡ 0. More generally, if one parabolically dilates S about X0, then the vector field
of the normal variation of this family at S is the shrinker mean curvature vector relative to
X0. Hence, as parabolic dilations are symmetries of the mean curvature flow, (3.3) may be
viewed as the linearization of the mean curvature flow. In a similar fashion, the quantities
ei ·nΣt used by Ecker-Huisken [12] are generated by spatial translations and so also satisfy
(3.3). Likewise, the mean curvature HΣt which also satisfies (3.3) arises in this manner
from temporal translations.
We now use the maximum principle of Ecker-Huisken [12, Corollary 1.1] on non-
compact manifolds to show that if a smooth mean curvature flow {Σt}t∈[−1,T ) satisfies that
Σ−1 is shrinker mean convex with respect toX0, then this remains true for all t ∈ (−1, T ).
Proposition 3.2. Let S = {Σt}t∈[−1,T ) be a smooth mean curvature flow in Rn+1 with
finite entropy. Suppose that Σ−1 satisfies
(3.4) SX0Σ−1(p) ≥ c
(
1 + |x(p)|2)−α
for some c > 0 and α ≥ 0, and that
(3.5) M = sup
t∈[−1,T )
sup
Σt\BR
|AΣt |+ |∇ΣtAΣt |+
∣∣∇2ΣtAΣt∣∣ <∞
for some R > 0. For all (p, t) ∈ S,
(3.6) SX0Σt (p) ≥ c
(
1 + |x(p)|2 + 2n(t+ 1))−α .
6 JACOB BERNSTEIN AND LU WANG
Proof. Let
(3.7) η(x, t) = 1 + |x|2 + 2n(t+ 1).
By [12, Lemma 1.1] we have that
(3.8)
(
d
dt
−∆Σt
)
η = 0,
and so
(3.9)
(
d
dt
−∆Σt
)
ηα = −α(α− 1)|∇Σt log η|2ηα.
Define
(3.10) u(p, t) = ηα(x(p), t)SX0Σt (p) for (p, t) ∈ S.
Then it follows from Lemma 3.1 and (3.8) that
(3.11)
(
d
dt
−∆Σt
)
u+ 2α∇Σt log η · ∇Σtu = |AΣt |2 u+ α(α+ 1) |∇Σt log η|2 u.
Notice that
(3.12) |∇Σt log η| (p, t) =
2
∣∣x(p)>∣∣
1 + |x(p)|2 + 2n(t+ 1) < 2,
and by (3.5) and (3.11) we have that on S \ CR,T+1(0,−1),
(3.13)
∣∣∣∣dudt
∣∣∣∣ (p, t) + 2∑
i=0
∣∣∇iΣtu∣∣ (p, t) ≤ C(M,α,X0) (1 + |x(p)|2 + 2n(t+ 1))α+1 .
Invoking (3.4) and finiteness of the entropy, Theorem A.1 implies, when R = 0, that
(3.14) inf
p∈Σt
u(p, t) ≥ inf
p∈Σ−1
u(p,−1) ≥ c,
giving immediately (3.6). 
We further adapt some ideas of [12] – specifically the proof of [12, Lemma 4.1] – to
prove a relationship between the shrinker mean curvature and the second fundamental form
for shrinker mean convex flows.
Proposition 3.3. Let S = {Σt}t∈[−1,T ) be a smooth mean curvature flow in Rn+1 with
finite entropy. Suppose that Σ−1 satisfies
(3.15) SX0Σ−1(p) ≥ c
(
1 + |x(p)|2)−α
for some c > 0 and α ≥ 0, and that
(3.16) M˜ = max
{
sup
t∈[−1,T )
sup
Σt\BR
|AΣt |+ |∇ΣtAΣt |+
∣∣∇2ΣtAΣt∣∣ , sup
Σ−1
∣∣AΣ−1∣∣
}
<∞
for some R > 0. Then for all (p, t) ∈ S,
(3.17) |AΣt(p)| ≤ c−1M˜
(
1 + |x(p)|2 +R2 + 2n(t+ 1))α SX0Σt (p).
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Proof. First observe that, by Proposition 3.2, for all (p, t) ∈ S,
(3.18) SX0Σt (p) ≥ c
(
1 + |x(p)|2 + 2n(t+ 1))−α .
Thus, in view of (3.16), it suffices to prove (3.17) on S ∩ C−R,T+1(0, T ).
Let
(3.19) u(p, t) = |AΣt(p)|2 v2(p, t) = |AΣt(p)|2 |SX0Σt (p)|−2.
By [11, Appendix B, (B.9)],
(3.20)
(
d
dt
−∆Σt
)
|AΣt |2 ≤ −2 |∇Σt |AΣt ||2 + 2 |AΣt |4 .
And by Lemma 3.1,
(3.21)
(
d
dt
−∆Σt
)
v2 = −2 |AΣt |2 v2 − 6 |∇Σtv|2
Thus, we compute the evolution equation of u:(
d
dt
−∆Σt
)
u = |AΣt |2
(
d
dt
−∆Σt
)
v2 − 2∇Σtv2 · ∇Σt |AΣt |2
+ v2
(
d
dt
−∆Σt
)
|AΣt |2
≤ −6 |AΣt |2 |∇Σtv|2 − 2∇Σtv2 · ∇Σt |AΣt |2
− 2 |∇Σt |AΣt ||2 v2.
(3.22)
Using Young’s inequality, we obtain the estimate:
−2∇Σtv2 · ∇Σt |AΣt |2 =−
∇Σtv2
v2
· ∇Σt
(
|AΣt |2 v2
)
+
|AΣt |2
∣∣∇Σtv2∣∣2
v2
−∇Σtv2 · ∇Σt |AΣt |2
=− ∇Σtv
2
v2
· ∇Σtu+ 4 |AΣt |2 |∇Σtv|2
− 4v |AΣt | ∇Σtv · ∇Σt |AΣt |
≤ − ∇Σtv
2
v2
· ∇Σtu+ 6 |AΣt |2 |∇Σtv|2
+ 2v2 |∇Σt |AΣt ||2 .
(3.23)
Hence,
(3.24)
(
d
dt
−∆Σt
)
u ≤ −∇Σtv
2
v2
· ∇Σtu = −2∇Σt log v · ∇Σtu.
Observe that the hypothesis (3.16) and (3.18) imply that
(3.25) sup
S∩∂PC−R,t+1(0,t)
u ≤ c−2M˜2 (1 +R2 + 2n(t+ 1))2α .
Therefore the standard parabolic maximum principle implies that
(3.26) sup
S∩C−R,t+1(0,t)
u ≤ c−2M˜2 (1 +R2 + 2n(t+ 1))2α ,
which proves the result. 
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4. SELF-SHRINKERS OF SMALL ENTROPY ASYMPTOTIC TO REGULAR CONES
We define ACSn to be the space of connected asymptotically conical self-shrinkers in
Rn+1. Observe that the hyperplanes through the origin are contained inACSn. We denote
by ACS∗n the subspace of non-flat elements of ACSn. Furthermore, given a λ ≥ 1, we let
ACSn[λ] be the set of elements of ACSn with Gaussian surface area (and hence entropy)
less than or equal to λ and define ACS∗n[λ] likewise.
The goal of this section is to prove the long-time existence of a smooth mean curva-
ture flow starting from a perturbation of any element of ACS∗n[λn−1]. First we need the
following properties of the lowest eigenfunction of the stability operator.
Proposition 4.1. Given Σ ∈ ACS∗n, there is a µ = µ(Σ) < −1 and a unique positive
smooth function f on Σ which satisfies
(4.1) LΣf = ∆Σf − x
2
· ∇Σf + |AΣ|2 f + 1
2
f = −µf with
∫
Σ
f2e−
|x|2
4 dHn = 1.
Moreover, for each β > 0, there are constants C0, . . . , Cm, . . . > 1 depending on Σ and
β so that
(4.2) C−10
(
1 + |x(p)|2) 12 +µ−β < f(p) < C0 (1 + |x(p)|2) 12 +µ+β , and
(4.3) |∇mΣ f(p)| < Cm
(
1 + |x(p)|2) 12 +µ+β−m2 for all m ≥ 1.
Proof. Given functions φ, ψ on Σ, we define
(4.4) (φ, ψ)0 =
∫
Σ
φψe−
|x|2
4 dHn, (φ, ψ)1 = (φ, ψ)0 + (∇Σφ,∇Σψ)0,
and ‖φ‖2i = (φ, φ)i for i = 0, 1. Let L2w(Σ) be the Hilbert space of functions on Σ with
finite ||·||0-norm andH1w(Σ) be the Hilbert space given by completingC∞c (Σ) using ‖·‖1.
Observe that H1w(Σ) may be naturally identified with a subspace of L
2
w(Σ). In fact, this
embedding is compact – see Appendix B or [7, Theorem 3].
Denote by BΣR the intrinsic geodesic open ball in Σ centered at a fixed point p ∈ Σ
with radius R. Note that
⋃
R>0B
Σ
R = Σ as Σ is connected. As observed in [10, Remark
5.17], there is a µR = µR(Σ) and a unique positive function fR ∈ H1w(BΣR) so that
LΣfR + µRfR = 0 with ‖fR‖20 = 1. Moreover, µR is characterized by
(4.5) µR = inf
φ
∫
Σ
(
|∇Σφ|2 − |AΣ|2 φ2 − 12φ2
)
e−
|x|2
4 dHn∫
Σ
φ2e−
|x|2
4 dHn
,
where the infimum is taken over all smooth non-zero functions compactly supported in
BΣR. As Σ ∈ ACS∗n, it follows from [25, Lemma 2.1] that
(4.6)
(
1 + |x(p)|2) |AΣ(p)|2 = O(1).
Obviously, µR is non-increasing in R. Thus, µR → µ as R→∞ for some µ > −∞. This
further implies that ‖fR‖21 is uniformly bounded. Hence, there is a sequence Rj → ∞
so that fRj converges to a function f on Σ weakly in H
1
w and strongly in L
2
w. Clearly,
f ∈ H1w(Σ) satisfying that LΣf + µf = 0 with ‖f‖20 = 1. The smoothness of f follows
from a standard elliptic regularity theory. As each fRj is non-negative, so is f and, in fact,
f > 0 on Σ by the Harnack inequality. Finally, it follows from [10, Lemma 9.25] that such
an f is unique.
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As Σ is non-flat, the classification of mean convex self-shrinkers [10, Theorem 0.17]
implies that HΣ must change sign. Hence, [10, Theorem 9.36] implies that µ < −1. For
β > 0, define
(4.7) g¯(x) = |x|1+2µ+2β and g(x) = |x|1+2µ−2β .
Then, invoking [10, Lemma 3.20] and (4.6), a direct computation gives
(4.8) LΣg¯ + µg¯ < 0 and LΣg + µg > 0 on Σ \ B¯R,
for someR = R(β,Σ) > 1 sufficiently large. Next we choose C > 1 so that
(4.9) C−1g < f < Cg¯ on ∂ (Σ \BR).
Consider the Dirichlet problem
(4.10)
 LΣg + µg = 0 on Σ ∩
(
Bi \ B¯R
)
,
g = f on ∂ (Σ \BR),
g = Cg¯ on ∂ (Σ \Bi).
Note that the zeroth order term of the differential equation in (4.10) has a negative sign.
Thus, it follows from [14, Theorems 8.3 and 8.13 ] and the maximum principle that for each
i > R, the problem (4.10) has a unique smooth solution g = gi bounded between C−1g
and Cg¯. Passing i → ∞, by the Arzela-Ascoli theorem, gi converges in C∞loc(Σ \ BR) to
some function g˜ so that LΣg˜ + µg˜ = 0 and g˜ = f on ∂(Σ \BR). Moreover,
(4.11) C−1|x(p)|1+2µ−2β < g˜(p) < C|x(p)|1+2µ+2β .
It follows from (4.6) and elliptic Schauder estimates that |∇Σg˜| grows at most polynomi-
ally. This together with the Euclidean volume growth of Σ implies that
(4.12)
∫
Σ\BR
|∇Σg˜|2 e−
|x|2
4 dHn <∞.
To conclude the proof, it suffices to show that h = f − g˜ = 0 on Σ \ BR. Let φi be
a cut-off function on Rn+1 so that φi = 1 in Bi, φi = 0 outside B2i, and |Dφi| < 2/i.
Since LΣh+ µh = 0 with h = 0 on ∂(Σ \BR), multiplying both sides of the equation by
hφ2i e
−|x|2/4 and integration by parts give that∫
Σ\BR
|∇Σh|2 φ2i e−
|x|2
4 dHn −
∫
Σ\BR
(
|AΣ|2 + 1
2
+ µ
)
h2φ2i e
− |x|24 dHn
+
∫
Σ∩(B2i\Bi)
2hφi∇Σφi · ∇Σhe−
|x|2
4 dHn = 0.
(4.13)
Thus, sending i → ∞ and invoking that µ < −1, the monotone convergence theorem
together with (4.11) and (4.12) implies that h = 0 on Σ \BR and so (4.2) follows.
Finally, letting Σt =
√−tΣ, we define
(4.14) f˜(q, t) = (−t)µ+ 12 f
(
q√−t
)
for t < 0 and q ∈ Σt.
Then (4.1) implies that
(4.15)
(
d
dt
−∆Σt
)
f˜ = |AΣt |2 f˜ .
And (4.2) gives that, if t ∈ [−1, 0) and q ∈ Σt ∩ (B2 \B1), then
(4.16) 0 < f˜(q, t) < C ′(Σ, µ, β)(−t)−β .
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Recall that Σt → C(Σ) in C∞loc(Rn+1 \ {0}) as t → 0. Thus, it follows from standard
parabolic regularity theory that for each integer m ≥ 1, there is a C ′′ = C ′′(Σ, C ′,m) so
that if p ∈ Σ \BR, then
(4.17) |∇mΣ f(p)| ≤ C ′′|x(p)|1+2µ+2β−m,
proving (4.3). 
We next use the lowest eigenfunction of the stability operator to perturb any element of
ACS∗n in order to strictly decrease its entropy.
Proposition 4.2. Let Σ ∈ ACS∗n and let C0, µ, and f be as in Proposition 4.1. There is
an 0 = 0(Σ) ∈ (0, 1) and K = K(Σ) > 1 so that if || < 0, then:
(1) the normal graph over Σ given by
(4.18) Γ =
{
y ∈ Rn+1 : y = x(p) + f(p)nΣ(p), p ∈ Σ
}
is a smooth hypersurface;
(2) for all R > 1 we have that Γ \BKR ⊂ T1/R (C(Σ));
(3) Γ is asymptotically conical and, in particular, given δ > 0 there is a κ ∈ (0, 1)
and R > 1 depending only on δ and Σ so that if p ∈ Σ \ BR and r = κ|x(p)|,
then Γ ∩ Br(p) can be written as a connected graph of a function w over TpΣ
with |Dw| ≤ δ;
(4) by a suitable choice of the normal to Γ,
(4.19) SO,−1Γ (p) ≥ −µ||C−10
(
1 + |x(p)|2)µ ≥ 0;
(5) if  6= 0, then λ[Γ] < λ[Σ].
Proof. By Proposition 4.1, µ < −1, and so if β = 12 min {1,−µ− 1}, then 0 < β ≤ 1/2
and µ + β < −1. As µ depends only on Σ, so does β. Thus the constants C0, C1 in
Proposition 4.1 depend only on Σ as well. Now define the mapping
(4.20) Ξ : Σ→ Γ ⊂ Rn+1, Ξ(p) = x(p) + f(p)nΣ(p).
As Σ ∈ ACS∗n, in view of [25, Lemma 2.2], there is a ρ > 0 so that Tρ(Σ) is a regular
tubular neighborhood. By Proposition 4.1, f is smooth and uniformly bounded by C0
and so, if || < ρ/C0, then Ξ(p) = Ψρ(p, f(p)) and so Γ is the image under the
diffeomorphism Ψρ of the graph of f in Σ × (−ρ, ρ). In particular Γ is a hypersurface,
proving Item (1).
As µ+ β < −1, Item (2) follows directly from (4.2) for sufficiently large K = K(Σ).
Let δ > 0 be any given small constant andR = R(δ,Σ) be a sufficiently large constant
which may change among lines. By [25, Lemma 2.2], there is a κ = κ(δ,Σ) ∈ (0, 1) so
that if p ∈ Σ \ BR and r = κ|x(p)|, then Σ ∩ B2r(p) is given by a connected graph of
a function over TpΣ with gradient bounded by δ/2. As β was chosen so β + µ < −1,
(4.2) and (4.3) together with [25, Lemma 2.1], and a direct computation (see the proof
of [25, Lemma 2.4]) imply that if q ∈ Σ ∩B2r(p), then
(4.21) |nΓ(Ξ(q)) · nΣ(q)| > 1− C (1 + |x(p)|)−2 ,
where C > 0 depends only on C0, C1 and Σ. For || < ρ/C0, |Ξ(p)− p| < ρ and so
(4.22) Γ ∩Br(p) ⊂ Ξ (Σ ∩B2r(p)) .
Combining (4.21) and (4.22), if p ∈ Σ \ BR, we conclude that Γ ∩ Br(p) can be written
as a connected graph of a function over TpΣ with gradient bounded by δ. In view of (4.2)
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and (4.3), it follows from Item (2) that Γ is smoothly asymptotic to C(Σ). This completes
the proof of Item (3).
As computed in the proof of [25, Lemma 2.4], it follows from an appropriate choice of
unit normal to Γ and (4.1) that
(4.23) SO,−1Γ = 2||LΣf +QΣ(f, ∇Σf, ∇2Σf) = −2||µf +QΣ(f, ∇Σf, ∇2Σf).
Where QΣ is a polynomial all of whose terms are of order at least 2 and which has uni-
formly bounded coefficients. This, together with (4.2), (4.3) and the fact that β ≤ 1/2,
implies Item (4) for all || sufficiently small.
Finally, Item (5) can be shown by modifying the arguments in the proof of [10, Theorem
0.15]. We leave the technical details to Appendix C. 
We next use sphere barriers to show that smooth mean curvature flows which initially
decay to a regular cone must continue to decay to the same cone for all positive time.
Lemma 4.3. Let {Γt}t∈[−1,T ) be a smooth mean curvature flow in Rn+1. Suppose that
there is a regular cone, C, and a K > 1 so that Γ−1 \ BKR ⊂ T1/R(C) for all R > 1.
Then there is a constant K ′ = K ′(C,K) > 1 so that for all R > 1 and t ∈ [−1, T ),
(4.24) Γt \BK′(R+√2n(t+1)) ⊂ TK′(1+2n(t+1))R−1(C).
Proof. For x ∈ Rn+1, let %(x) = inf {ρ ≥ 0 : Bρ(x) ∩ (BKR ∪ T1/R(C)) 6= ∅}. Define
an open subset of Rn+1 by
(4.25) U =
⋃
x∈Rn+1
B%(x)(x).
Clearly, U ∩ Γ−1 = ∅. For t ≥ −1, set
(4.26) %(x, t) =
{ √
%(x)2 − 2n(t+ 1) %(x)2 ≥ 2n(t+ 1)
0 %(x)2 < 2n(t+ 1),
(4.27) Ut =
⋃
x∈Rn+1
B%(x,t)(x).
By the avoidance principle for mean curvature flow, Ut ∩ Γt = ∅ for all t ∈ [−1, T ).
Let dC denote the distance to the cone C. Observe that
(4.28) %(x) = max
{
min
{|x| −KR, dC(x)−R−1} , 0}
and so the set U+t =
{
x ∈ Rn+1 : %(x, t) > 0} satisfies
(4.29) U+t =
{
x ∈ Rn+1 : |x| > KR+
√
2n(t+ 1), dC(x) > R−1 +
√
2n(t+ 1)
}
.
Clearly, U+t ⊂ Ut and, in general, is a proper subset. Hence,
(4.30) Γt \BKR+√2n(t+1) ⊂ TR−1+√2n(t+1)(C).
To conclude, pick a unit normal nC to C \ {0} so there is a smooth map
(4.31) Ψ : C \ {0} × R→ Rn+1, Ψ(p, l) = x(p) + lnC(p).
As L(C), the link of C, is compact and smooth, there is a ϑ ∈ (0, 1/2) so that if
(4.32) N = {(p, l) ∈ C × R : |l| < 2ϑ|x(p)|} ,
then Ψ|N is a diffeomorphism onto its image.
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Fix t > −1 and consider the part of U ct far from the origin. That is, set K ′ = 1 +
2Kϑ−1 > 4K and
(4.33) Vt = U ct ∩
{
x ∈ Rn+1 : |x| ≥ K ′
(
R+
√
2n(t+ 1)
)}
.
If y ∈ Vt, then, by the definition ofUt and the fact that |y| ≥ K ′R > KR, dC(y) ≤ R−1+√
2n(t+ 1). Hence, there is a point p ∈ C so dC(y) = |y− x(p)| ≤ R−1 +
√
2n(t+ 1).
This implies that
|x(p)| ≥ K ′
(
R+
√
2n(t+ 1)
)
−
√
2n(t+ 1)−R−1
≥ (K ′ − 1)
(
R+
√
2n(t+ 1)
)
= 2Kϑ−1
(
R+
√
2n(t+ 1)
)
,
(4.34)
where the second inequality used that R > 1 and so R > R−1. Hence,
(4.35)
|y − x(p)|
|x(p)| ≤
R−1 +
√
2n(t+ 1)
2Kϑ−1
(
R+
√
2n(t+ 1)
) < ϑ,
where we used that R > R−1 and that K > 1.
Thus, y ∈ Ψ(N) and so, up to reversing the orientation of C, y = Ψ(p, dC(y)) =
x(p) + dC(y)nC(p). Set y0 = x(p) + ϑ|x(p)|nC(p). Observe that
(4.36) |y0| −
(
ϑ|x(p)| −R−1) = (√1 + ϑ2 − ϑ) |x(p)|+R−1 > KR,
where we used that, by (4.34), |x(p)| > 4KR and √1 + ϑ2 − ϑ > 1/3. Thus,
(4.37) Bϑ|x(p)|−R−1(y0) ∩BKR = ∅ and so %(y0) = ϑ|x(p)| −R−1.
As y /∈ Ut, we have y /∈ Bρ(y0,t)(y0). That is, ρ(y0, t) ≤ |y − y0| = ϑ|x(p)| − dC(y).
Hence,
dC(y) ≤ ϑ|x(p)| −
√
(ϑ|x(p)| −R−1)2 − 2n(t+ 1)
=
ϑ2|x(p)|2 − (ϑ|x(p)| −R−1)2 + 2n(t+ 1)
ϑ|x(p)|+√(ϑ|x(p)| −R−1)2 − 2n(t+ 1)
<
2R−1ϑ|x(p)| −R−2 + 2n(t+ 1)
ϑ|x(p)|
<
2
R
+
2n(t+ 1)
ϑ|x(p)| <
2(1 + 2n(t+ 1))
ϑR
,
(4.38)
where we used |x(p)| > R for the last inequality. Therefore, as Γt ⊂ U ct and K ′ > 2/ϑ,
(4.39) Γt \BK′(R+√2n(t+1)) ⊂ TK′(1+2n(t+1))R−1(C),
from which the result follows. 
In what follows, we establish the existence and uniqueness of a smooth shrinker mean
convex mean curvature flow starting from Γ at time −1. Moreover, we show that each
time slice of this flow is smoothly asymptotic to C(Σ) and if the flow exists smoothly
beyond time 0, then the time zero slice lies strictly on one side of C(Σ).
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Proposition 4.4. Let Σ ∈ ACS∗n and let Γ be as in Proposition 4.2 for  6= 0. There is
a T = T (Γ) ∈ (−1,∞], and a unique smooth mean curvature flow {Γt}t∈[−1,T ) with
Γ−1 = Γ
. Furthermore, there is an increasing function R(t) > 1 on [−1,∞) depending
only on Γ so that:
(1) for t ∈ [−1, T ), Γt is smoothly asymptotic to C(Σ) and, in particular, for p ∈
Γt \BR(t),
(4.40) |x(p)| ∣∣AΓt (p)∣∣+ |x(p)|2 ∣∣∇ΓtAΓt (p)∣∣+ |x(p)|3 ∣∣∣∇2ΓtAΓt (p)∣∣∣ < C˜0,
where C˜0 depends only on Γ;
(2) if T <∞, then
(4.41) lim
t→T
sup
BR(t)∩Γt
∣∣AΓt ∣∣ =∞;
(3) for t < min{0, T}, Γt \ B¯R(t) is given by the normal graph of a function ft over
a region Ωt ⊂ Σt =
√−tΣ with Σt \B2R(t) ⊂ Ωt which satisfies f−1 = f |Ω−1 ,
(4.42) C˜−11 || (1 + |x(p)|)2µ < |ft(p)| < C˜1 (1 + |x(p)|)−1 , and
(4.43) (1 + |x(p)|)2 |∇Σtft(p)|+ (1 + |x(p)|)3
∣∣∇2Σtft(p)∣∣ < C˜1,
where C˜1 depends only on Σ;
(4) for t < min{0, T}, Γt ∩ Σt = ∅, and if T > 0, then Γ0 ∩ C(Σ) = ∅;
(5) by a suitable choice of the normal to Γ,
(4.44) SOΓt (p) ≥ −µ||C
−1
0
(
1 + |x(p)|2 + 2n(t+ 1))µ > 0.
Proof. First, it follows from Items (2) and (3) of Proposition 4.2 that Γ smoothly asymp-
totes to the same regular cone, C(Σ), as that of Σ. Thus, Γ has uniformly bounded Cm
norm for all m and Tρ(Γ) is a regular tubular neighborhood of Γ for some ρ > 0. Argu-
ing as in the proof of [13, Theorem 4.2], there exists a smooth mean curvature flow starting
from Γ for small positive time. Indeed, the construction ensures that each of these time
slices can be expressed as a smooth normal graph over Γ with small L∞ norm. Denote
the maximal extension of this flow to a smooth mean curvature flow by {Γt}t∈[−1,T ).
Invoking Item (2) of Proposition 4.2, it follows from Lemma 4.3 and [25, Lemma 2.2]
that there exist increasing functions R(t) > 1 and C(t) > 1 on [−1,∞) depending only
on Γ so that for t ∈ (−1, T ) and p ∈ Γt \ BR(t), dΣ(x(p)) ≤ C(t)|x(p)|−1, where dΣ
is the distance to Σ. Furthermore, the pseudo-locality property of mean curvature flow
(cf. [18, Theorem 1.5]) together with Item (3) of Proposition 4.2 (for δ > 0 sufficiently
small) implies that each slice Γτ ∩ Br(q) is a connected graph of a function wτ over TqΣ
with |Dwτ | ≤ 2δ. Here, τ ≤ t and
(4.45) q ∈ Σ is such that |x(p)− x(q)| = dΣ(x(p)) and r = ςκ|x(q)|,
for some universal small constant ς . Replacing the localization function in the proof of [11,
Propositions 3.21 and 3.22] with (1− |x|2)3+, we conclude that, for m ≥ 0,
(4.46) sup
τ∈[−1,t]
sup
Γτ∩B r2 (q)
∣∣∣∇mΓτAΓτ ∣∣∣ ≤ C ′(m, δ,Γ)r−m−1.
This, together with Item (2) of Proposition 4.2 and Lemma 4.3, immediately gives Item
(1) and allows us to invoke [6, Theorem 1.1] to establish that the flow {Γt}t∈[−1,T ) is the
unique smooth mean curvature flow starting from Γ at time −1. Hence, it remains only to
verify Items (2), (3), (4) and (5).
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To show Item (2), we argue by contradiction. If T <∞ and
(4.47) sup
t∈[−1,T )
sup
Γt
∣∣AΓt ∣∣ <∞,
then the same holds true for all higher order derivatives of the second fundamental form
by [13, Theorem 3.7]. As Γ decays smoothly to C(Σ), it follows from Item (1) that Γt for
t < T smoothly decays to C(Σ) in a uniform manner. Thus, Γt → ΓT smoothly and ΓT is
a hypersurface in Rn+1 smoothly decaying to C(Σ). By our previous discussion, we could
extend smoothly the flow {Γt}t∈[−1,T ) to a larger time interval [−1, T ′) for some T ′ > T .
This contradicts the maximality of T .
By [25, Lemma 2.2], for τ ≤ t < min {0, T}, p ∈ Στ and q and r as in (4.45),
Στ∩Br(q) is the connected graph of a function w˜τ over TqΣ with rm−1|Dmw˜τ | uniformly
bounded for 1 ≤ m ≤ 3. Below, let C ′′ = C ′′(δ,Σ,Γ) be a sufficiently large constant
which may change among lines. In view of (4.2) and (4.3), it is straightforward to check
that
(4.48)
2∑
m=0
r−1−2µ−2β+m ‖Dmw−1 −Dmw˜−1‖L∞ ≤ C ′′.
Thus, combining (4.46) and (4.48), it follows from the mean curvature flow equation that,
as long as β is small enough so that µ+ β < −1, for t < min {0, T},
(4.49)
2∑
m=0
rm+1 ‖Dmwt −Dmw˜t‖L∞ ≤ C ′′.
Hence, using similar reasoning as in the proof of [25, Lemma 2.3], one verifies all of Item
(3) except the lower bound on |ft|, which will be a consequence of our proof of Item (4).
Next, by symmetry, it suffices to show Item (4) for  > 0 and so f−1 = f > 0. Let
(4.50) T0 = sup {t0 < min {0, T} : Γt ∩ Σt = ∅ for all t < t0} .
We will show that T0 = min {0, T}, implying the first part of Item (4), i.e., Γt ∩ Σt = ∅
when t < min {0, T}. First, we prove that Γt remains disjoint from Σt for t close to −1.
By continuity, there is a δ′ > 0 small so that Γt ∩Σt ∩ B¯2R(0) = ∅ for all t < −1 + δ′. In
particular, if t < −1 + δ′, then ft restricted to Σt ∩ ∂B2R(0) is strictly positive. As both
Γt and Σt move by mean curvature, the equation for ft is given by a perturbation of the
linearized mean curvature flow equation and thus, invoking [25, Lemma 2.1] and Item (3),
we get that
(4.51)
(
d
dt
−∆Σt
)
ft = a · ∇Σtft + bft,
where a and b are uniformly bounded and depend on Σ, ft, ∇Σtft, and ∇2Σtft. The
derivation of (4.51) involves lengthy but tedious computations for which we refer the reader
to [21, Lemma 2.5]. Define
(4.52) f˜t(p) = ft(p)η−µ(x(p), t) = ft(p)
(
1 + |x(p)|2 + 2n(t+ 1))−µ .
Then it is easy to deduce that
(4.53)
(
d
dt
−∆Σt
)
f˜t = a˜ · ∇Σt f˜t + b˜f˜t,
where
(4.54) a˜ = a+ 2µ∇Σt log η and b˜ = b+ µ(µ− 1) |∇Σt log η|2 + µa · ∇Σt log η.
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Thus, together with (4.2) (choosing β = 1/2), it follows from Theorem A.1 that, for
t < −1 + δ′, f˜t in Σt \B2R(0) is bounded from below by a positive constant. In particular,
this implies that T0 ≥ −1 + δ′.
Assume that T0 < min {0, T}. Invoking Item (3) and [25, Lemma 2.1] again, it follows
from the parabolic Harnack inequality [19, Corollary 7.42] that f˜t restricted on Σt\B4R(0)
for t ≤ T0 is also bounded from below by a positive constant. Thus, by the parabolic
maximum principle on bounded domains, we conclude that ΓT0 ∩ ΣT0 = ∅. Hence, we
repeat the arguments in the previous paragraph to see that Γt ∩ Σt = ∅ for t ∈ [T0, T ′0]
and T ′0 > T0. This contradicts the definition of T0. Therefore, T0 = min {0, T}, i.e.,
Γt ∩ Σt = ∅ for t < min {0, T}.
To conclude, we note that, as Σt → C(Σ) in C∞loc(Rn+1 \ {0}) as t→ 0, we must have
Γ0∩C(Σ) ⊂ {0} by the previous discussion and parabolic maximum principle on bounded
domains. However, if Γ0∩C(Σ) = {0}, then, as {Γt}t∈[−1,0] is smooth, its parabolic blow-
up at O would be a static hyperplane and so Σ would lie in a half-space whose boundary is
this hyperplane. By [10, Lemma 3.25] and the fact that Σ has polynomial volume growth,
this could occur only if Σ was the hyperplane – see also [5, Theorem 1.1]. This contradicts
Σ ∈ ACS∗n and shows Item (4). Finally, Item (5) follows from Proposition 3.2, Item (1)
and Item (4) of Proposition 4.2. 
Following the arguments in [9], we show that, for elements ofACS∗n with small entropy,
the flow constructed in Proposition 4.4 exists for long time. A crucial ingredient in our
proof is the fact that shrinker mean convexity is preserved under mean curvature flow –
i.e., Item (5) of Proposition 4.4.
Proposition 4.5. If Σ ∈ ACS∗n[λn−1] and, for  6= 0, {Γt}t∈[−1,T ) is given by Proposition
4.4, then T =∞.
Proof. We argue by contradiction. If T < ∞, then Item (5) of Proposition 4.2, Item (2)
of Proposition 4.4 and Brakke’s local regularity theorem [3] or [26] imply that there is an
x0 ∈ B¯R(T ) so that the corresponding rescaled flow about X0 = (x0, T ),
(4.55) Γ˜s = (T − t)−
1
2 (Γt − x0) , s = − log(T − t),
satisfies that for some sequence si →∞, Γ˜si converges to a multiplicity one F -stationary
varifold Σ˜ with 1 < λ[Σ˜] < λn−1 and
(4.56)
∫
Γ˜si
∣∣∣∣HΓ˜si + x⊥2
∣∣∣∣2 e− |x|24 dHn → 0.
Invoking Items (3) and (4) of Proposition 4.2 and Item (1) of Proposition 4.4, it follows
from Proposition 3.3 that on Γ˜si ∩BRi for Ri = R(T )esi/2,
(4.57)
∣∣∣AΓ˜si ∣∣∣ < C(Σ,Γ, T ){2 (e−si − T )HΓ˜si − e− si2 (x0 + e− si2 x) · nΓ˜si} .
Passing si →∞, this together with Brakke’s local regularity theorem implies that
(4.58) |AΣ˜| ≤ −2CTHΣ˜ on the regular set Reg(Σ˜).
If n ≥ 3, then λn−1 < 3/2 and so Σ˜ is smoothly embedded by [9, Proposition 5.1]. If
n = 2, it follows from (4.56) and (4.57) that
(4.59)
∫
Γ˜si
∩BR
∣∣∣AΓ˜si ∣∣∣2 e− |x|24 dH2 < C ′(λ1, R, T, C).
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Thus, in view of [22, Lemma 4], the singular set Sing(Σ˜) is discrete. Furthermore, as Σ˜ is
of multiplicity one, it follows from Allard’s regularity theorem that Sing(Σ˜) = ∅.
If T = 0, then Σ˜ is flat and of multiplicity one and hence, λ[Σ˜] = 1, contradicting
λ[Σ˜] > 1. If T 6= 0, then HΣ˜ does not change sign and, as F [Σ˜] < λn−1, it follows
from [10, Theorem 0.14] that Σ˜ is the self-shrinking sphere or a hyperplane. As Γ˜si is
connected and non-compact, Σ˜ must be also non-compact and so Σ˜ cannot be a sphere.
Hence, Σ˜ must be a hyperplane, yielding a contradiction as in the previous case. 
We will need the following straightforward consequence of Propositions 4.4 and 4.5 in
the next section.
Theorem 4.6. Let Σ ∈ ACS∗n[λn−1] and let Γ be as in Proposition 4.2 for  6= 0. There
is a unique smooth mean curvature flow {Γt}t∈[−1,0] with Γ−1 = Γ. Moreover, Γ0 is
a connected hypersurface which is smoothly asymptotic to, but disjoint from, C(Σ), and
which satisfies x · nΓ0 > 0.
5. TOPOLOGY OF NON-COMPACT SHRINKERS OF SMALL ENTROPY
We first observe the following topological fact which essentially says that the hypersur-
faces Γ0 from Theorem 4.6 are star-shaped relative to 0.
Proposition 5.1. Let Σ ⊂ Rn+1 be a connected hypersurface which is smoothly asymp-
totic to a regular cone C(Σ). If x · nΣ > 0 and Σ ∩ C(Σ) = ∅, then the map Π : Σ→ Sn
given by
(5.1) Π(p) =
x(p)
|x(p)|
is a diffeomorphism onto its image. Furthermore, the image is a connected component of
Sn\L(Σ), where L(Σ) is the link of C(Σ).
Proof. Let Ω = Π(Σ) and observe that, as Π(C(Σ)) = L(Σ) and Σ ∩ C(Σ) = ∅, Ω ∩
L(Σ) = ∅. It follows that Π is a proper map. Indeed, suppose that K ⊂ Ω is compact.
As K ∩ L(Σ) = ∅ and Σ is smoothly asymptotic to C(Σ), there is an R = R(K) > 0 so
that Π−1(K) ⊂ BR. As Σ is a hypersurface, and so proper, Σ ∩ B¯R is compact and so
Π−1(K) ∩BR is also compact.
Next notice that, as x · nΣ > 0 and
(5.2) dΠp(v) =
v
|x(p)| −
x(p) (x(p) · v)
|x(p)|3 for v ∈ TpΣ,
dΠp is bijective for all p ∈ Σ. Hence, Π is a local diffeomorphism and so Ω is an open
subset of Sn. As Ω is the image of a connected set, Ω itself must be connected and hence,
by a standard topological result, Π is a finite covering map.
We now show that Π is a diffeomorphism. To see this, fix a q ∈ Ω and suppose that
p, p′ ∈ Π−1(q) are two consecutive points in the pre-image of q – here we order by distance
from 0. For δ > 0 sufficiently small, let p˜ = x(p)+δx(q) and likewise define p˜′. Invoking
that x·nΣ > 0, the straight line segment p˜p˜′ connecting p˜ to p˜′ intersects transversally with
Σ exactly once. Now let ΠΣ be the nearest point projection onto Σ and let γ : [0, 1] → Σ
be a simple, smooth parametrized curve connecting ΠΣ(p˜) to ΠΣ(p˜′). Consider the curve
γ˜ : [0, 1]→ Rn+1 defined by
(5.3) γ˜(t) = x(γ(t)) + δnΣ(γ(t)).
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p˜′
p˜
p˜p˜′ γ˜
γ˜(0)
γ˜(1)
Σ
Σ
qSn
ΠΣ(p˜
′)
ΠΣ(p˜)
FIGURE 1. The line segment p˜p˜′ and curve γ˜.
Clearly, p˜γ˜(0) ∪ γ˜ ∪ γ˜(1)p˜′ is homotopic to p˜p˜′ in Rn+1, but does not intersect Σ. This is
a contradiction and completes the proof that Π is a diffeomorphism of Σ onto Ω.
Finally, we show that Ω must be a connected component of Sn \L(Σ). To see this, let Ωˆ
be the connected component of Rn+1 \ C(Σ) which contains Σ – such a component exists
as Σ is connected and disjoint from C(Σ). Clearly, Ω ⊂ Ωˆ∩ Sn and Ωˆ∩ Sn is a connected
component of Sn \ L(Σ). Pick a point q ∈ ∂Ω and a sequence qi ∈ Ω with qi → q 6∈ Ω.
Set pi = Π−1(qi) ∈ Σ. As Σ is proper, |x(pi)| → ∞ and so, as Σ is smoothly asymptotic
to C(Σ), q ∈ L(Σ). Hence, ∂Ω ⊂ L(Σ) and our claim is verified. 
We may now prove Theorem 1.1.
Proof of Theorem 1.1. First observe that the theorem is trivially true for hyperplanes. We
next claim that Σ must be connected. Indeed, otherwise one could use two of the connected
components as barriers to find a stable self-shrinker which is impossible in view of [1,
Lemma 3.3]. As such, we may assume that Σ ∈ ACS∗n[λn−1].
Hence, applying Theorem 4.6, we associate to Σ two smooth mean curvature flows{
Γ±t
}
t∈[−1,0] with Γ
±
−1 = Γ
± for some  > 0 small, where Γ± are the hypersurfaces
as in Proposition 4.2. Moreover, each Γ± = Γ±0 is a connected star-shaped hypersurface
which is smoothly asymptotic to, but disjoint from, C(Σ). Notice that Rn+1\Σ consists of
exactly two connected components (as Σ is connected) one containing Γ− and the other
Γ. Hence, Rn+1 \ C(Σ) also consists of exactly two connected components Ωˆ± each
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containing Γ± and so, by Proposition 5.1, each Γ± is diffeomorphic to Ω± = Ωˆ± ∩ Sn.
This proves all but the last claim.
The final claim, that L(Σ) is connected, follows by applying the Mayer-Vietoris long
exact sequence for reduced homology. Indeed, slightly enlarge Ω± so that both are still
connected and Ω+ ∩ Ω− is a regular tubular neighborhood of L(Σ) in Sn. One then has
(5.4) H˜1(Sn)→ H˜0(L(Σ))→ H˜0(Ω−)⊕ H˜0(Ω+)
as part of the long exact sequence. As n ≥ 2 and both Ω− and Ω+ are connected,
(5.5) {0} = H˜1(Sn) = H˜0(Ω−) = H˜0(Ω+).
Hence, H˜0(L(Σ)) = {0} and so L(Σ) is connected. 
We next prove Corollary 1.2.
Proof of Corollary 1.2. First, notice that all possible singularities at the first singular time
of mean curvature flow of closed surfaces have smooth supports – see [17, Theorem 2].
Hence, one can strengthen [9, Theorem 0.8] of Colding-Ilmanen-Minicozzi-White to con-
clude that any closed self-shrinker with entropy (equivalently, Gaussian surface area) less
than or equal to λ1 is diffeomorphic to a sphere. Furthermore, such a self-shrinker must be
S2∗ by a recent result of Brendle [4] on the uniqueness of closed genus zero self-shrinkers
(recall, in our definition self-shrinkers are automatically embedded).
Next, as observed in [2, Proposition 4.7] and in the proof of [2, Theorem 1.2] when
n = 2, any non-compact self-shrinker in R3 with λ[Σ] ≤ λ1 is either a rotation of S1∗ × R
or asymptotically conical. By Theorem 1.1, in the latter case, Σ is diffeomorphic to a open
disk. Invoking [4, Theorem 2] of Brendle, it follows that Σ must be flat. Thus, the only
self-shrinkers with entropy less than or equal to λ1 are S2∗ and rotations of R2 × {0} and
S1∗ × R.
To prove the gap, we argue by contradiction. Namely, suppose that there was no such
δ0. Then there would exist a sequence Σi of self-shrinkers with λ[Σi] ∈ (λ1, 2) and
λ[Σi] → λ1. Up to passing to a subsequence, we may assume that Σi converges to a
multiplicity one F -stationary varifold Σ with λ[Σ] ≤ λ1. As each Σi is two-sided, the
tangent cones of Σ cannot be quasi-planes. Also, there is no minimal cone with isolated
singularities in R3. Thus, by Allard’s regularity theorem, Σi converges in C∞loc(R3) to
Σ and λ[Σ] = limi→∞ λ[Σi] = λ1. By the rigidity of self-shrinkers of small entropy
established in the previous paragraph, this implies that (up to a rotation) Σ = S1∗ × R.
Hence, in view of [8, Theorem 0.1], for all i sufficiently large, Σi are rotations of S1∗ × R
and, in particular, λ[Σi] = λ1, giving the desired contradiction. 
Finally we show Corollary 1.3.
Proof of Corollary 1.3. Let {Σt}t∈[−1,T ) be the maximal smooth mean curvature flow
with initial surface Σ−1 = Σ. As Σ is closed, a comparison with a large shrinking sphere
implies that T < ∞. Let X0 = (x0, T ) be a singular point of the flow. It follows from
Corollary 1.2 and the monotonicity of entropy that λ[Σ] ≥ λ2 with equality if and only
if, modulo translations and scalings, Σ is equal to S2. If the tangent flow at X0 is a self-
shrinking sphere, then, by Brakke’s local regularity theorem, Σt must be very close to the
sphere for all t near T . In particular, Σt is diffeomorphic to S2 and thus, as the flow is
smooth, so is Σ. Hence, if Σ has positive genus, the tangent flow cannot be a shrinking
sphere and so λ[Σ] > λ1 by the monotonicity formula and Corollary 1.2. 
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APPENDIX A.
We use a weighted version of Huisken’s monotonicity formula to establish a parabolic
maximum principle for smooth non-compact mean curvature flows with boundaries. This
is a slight generalization of [12, Corollary 1.1].
Theorem A.1. Let S = {Σt}t∈[−1,T ) be a smooth mean curvature flow in Rn+1 with
finite entropy. For a fixed R ≥ 0 and X0 = (0,−1), suppose that u is a C2 function on
S \ CR,T+1(X0) which satisfies:
(1) on S˚ = S \ CR,T+1(X0),
(A.1)
(
d
dt
−∆Σt
)
u ≥ a · ∇Σtu+ bu
with supS˚ |a|2 + |b| = M0 <∞;
(2) u > c0 ≥ 0 on ∂P S˚ = (Σ−1 \BR) ∪ (S ∩ ∂CR,T+1(X0)) for some constant c0;
(3) for all t ∈ [−1, T ),
(A.2)
∫
Σt\BR
(
|u|2 +
∣∣∣∣dudt
∣∣∣∣2 + |∇Σtu|2 + ∣∣∇2Σtu∣∣2
)
Φ(0,T ) dHn <∞,
where
(A.3) Φ(0,T )(x, t) = (T − t)−n2 Φ
(
x√
T − t
)
= (4pi(T − t))−n2 e− |x|
2
4(T−t) .
Then for all t ∈ [−1, T ),
(A.4) inf
Σt\BR
u ≥ c0eM1(t+1) ≥ 0,
where M1 = min
{
inf S˚ b, 0
} ≤ 0.
Proof. We will first show that u ≥ 0. Let u0(p, t) = max {−u(p, t), 0} ≥ 0 on S˚ and
we extend u0 by zero to the whole S. As u is continuous and, for every 0 < T ′ <
T , S ∩ ∂PCR,T ′+1(X0) is compact, Item (2) implies that −u is strictly negative in a
neighborhood of S ∩ ∂PCR,T ′+1(X0). Hence, u20 is C1,1 and satisfies, in the weak sense,
that
(A.5)
(
d
dt
−∆Σt
)
u20 ≤ −2 |∇Σtu0|2 + 2u0a · ∇Σtu0 + 2bu20 ≤ 3M0u20.
Here we used Item (1) and Young’s inequality.
Invoking (A.5) and Item (3), it follows from the weighted monotonicity formula [11,
Theorem 4.13] that
(A.6)
d
dt
∫
Σt
u20 Φ(0,T ) dHn ≤ 3M0
∫
Σt
u20 Φ(0,T ) dHn.
This together with Item (2) implies that for all t ∈ [−1, T ),
(A.7)
∫
Σt
u20 Φ(0,T ) dHn = 0.
That is, u0 ≡ 0 on S and so u ≥ 0 as claimed.
Set u˜ = e−M1(t+1)u. Using u˜ ≥ 0 and b−M1 ≥ 0, it follows that
(A.8)
(
d
dt
−∆Σt
)
u˜ ≥ a · ∇Σt u˜+ (b−M1) u˜ ≥ a · ∇Σt u˜.
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AsM1 ≤ 0, u˜ > c0 on ∂P S˚. Applying the same argument as above to u˜−c0, we conclude
that u˜ ≥ c0 which completes the proof. 
APPENDIX B.
Throughout this appendix, let Σ be a self-shrinker in Rn+1 and let H1w(Σ) and L2w(Σ)
be as in the proof of Proposition 4.1. The goal is to prove the natural embedding
(B.1) ι : H1w(Σ) ↪→ L2w(Σ)
is compact.
First, we prove a lemma that yields a uniform decay rate for the weighted L2 integration
over exterior regions.
Lemma B.1. For all φ ∈ C∞c (Σ),
(B.2)
∫
Σ
φ2|x|2e− |x|
2
4 dHn ≤ 16
∫
Σ
|∇Σφ|2e−
|x|2
4 dHn + 4n
∫
Σ
φ2e−
|x|2
4 dHn
Proof. Recall that the divergence theorem implies that
(B.3)
∫
Σ
divΣVdHn = −
∫
Σ
HΣ ·VdHn
for all vector fields V of compact support. Setting V = xφ2e−|x|
2/4 yields the lemma.
Indeed, we compute
(B.4) divΣV = nφ2e−
|x|2
4 + 2(x · ∇Σφ)φe−
|x|2
4 − 1
2
φ2|x>|2e− |x|
2
4 ,
and, using the self-shrinker equation and Young’s inequality,
1
2
∫
Σ
φ2|x|2e− |x|
2
4 dHn = n
∫
Σ
φ2e−
|x|2
4 dHn + 2
∫
Σ
(x · ∇Σφ)φe−
|x|2
4 dHn
≤ n
∫
Σ
φ2e−
|x|2
4 dHn + 4
∫
Σ
|∇Σφ|2 e−
|x|2
4 dHn
+
1
4
∫
Σ
φ2|x|2e− |x|
2
4 dHn.
(B.5)
The desired estimate follows from a rearrangement of the above inequality. 
Now we are ready to prove that
Proposition B.2. The natural embedding ι : H1w(Σ) ↪→ L2w(Σ) is compact.
Proof. As C∞c (Σ) is dense in H
1
w(Σ), it suffices to prove the proposition for ι restricted
to C∞c (Σ) ∩H1w(Σ). Namely, let φi be a sequence of elements of C∞c (Σ) ∩H1w(Σ) with
(φi, φi)1 ≤ C for some constant C > 0. We need to find a subsequence φij converging
strongly in L2w(Σ).
ForR > 1 we introduce the cut-off function ψR : Rn+1 → [0, 1] so that ψR = 1 inBR,
ψR = 0 outside B2R, and |DψR| ≤ 2/R. Let φRi = φiψR. Clearly spt(φRi ) ⊂ Σ ∩ B2R
and (φRi , φ
R
i )1 ≤ 8C for all i. By the Rellich-Kondrachov compactness theorem, there is a
subsequence of φRi converging strongly in L
2
w(Σ) to φ
R supported in Σ ∩B2R. Now take
an increasing sequenceRk →∞ and by a diagonalization argument we find a subsequence
ij →∞ and φ ∈ L2w(Σ) so that φij → φ strongly in L2w(Σ ∩BRk) for each k.
TOPOLOGY OF ASYMPTOTICALLY CONICAL SELF-SHRINKERS 21
Observe that ‖φRk−φ‖0 → 0 as k →∞. And by Lemma B.1, ‖φij−φRkij ‖0 ≤ C ′R−2k
for some C ′ depending only on n and C. Thus
(B.6) ‖φij − φ‖0 ≤ ‖φij − φRkij ‖0 + ‖φRkij − φRk‖0 + ‖φRk − φ‖0 → 0,
i.e., φij → φ strongly in L2w(Σ). 
APPENDIX C.
Let Σ ∈ ACS∗n and let f be the lowest eigenfunction of LΣ as in Proposition 4.1.
Throughout 1 > 0 is assumed to be sufficiently small. We consider a one-parameter
family of hypersurfaces
(C.1) Γs =
{
y ∈ Rn+1 : y = x(p) + sf(p)nΣ(p), p ∈ Σ
}
for |s| ≤ 1 with Γ0 = Σ. Observe that, as Γs is asymptotically conical by Item (3) of
Proposition 4.2, for each |s| ≤ 1, this family of hypersurfaces is a normal variation of Γs
with vector field fΓsnΓs , where fΓs = fnΣ · nΓs . Define a function
(C.2) G : Rn+1×R+×[−1, 1]→ R+, G(x0, t0, s) = (4pit0)−
n
2
∫
Γs
e−
|x−x0|2
4t0 dHn.
The goal of this appendix is to show that there is an 2 ∈ (0, 1) sufficiently small so
that if s 6= 0 and |s| ≤ 2, then
(C.3) λ[Γs] ≡ sup
x0,t0
G(x0, t0, s) < G(0, 1, 0) = λ[Σ].
In order to establish (C.3), we follow closely the proof of [10, Theorem 0.15] and thus it
suffices to show:
Proposition C.1. The following properties hold:
(1) G has a strict local maximum at (0, 1, 0);
(2) The restriction of G to Σ, i.e., G(x0, t0, 0), has a strict global maximum at (0, 1);
(3) |∂sG| is uniformly bounded on compact sets;
(4) G(x0, t0, s) is strictly less than G(0, 1, 0) whenever |x0| is sufficiently large;
(5) G(x0, t0, s) is strictly less than G(0, 1, 0) whenever | log t0| is sufficiently large.
Proof. Observe that, by [10, Proposition 3.6], the gradient of G vanishes at (0, 1, 0).
Hence, Item (1) will follow if we show that the Hessian ofG at (0, 1, 0) is negative definite.
That is, if, for any a, b ∈ R and y ∈ Rn+1 so that (a, b,y) 6= (0, 0,0),
(C.4) ∂ss|s=0G(sy, 1 + as, bs) < 0.
To see this, we first use [10, Theorem 4.14] to conclude that, at s = 0,
∂ssG(sy, 1 + as, s) = (4pi)
−n2
∫
Σ
(
−fLΣf − a2H2Σ −
(y · nΣ)2
2
)
e−
|x|2
4 dHn
+ (4pi)−
n
2
∫
Σ
(2afHΣ + fy · nΣ) e−
|x|2
4 dHn.
(C.5)
Note that f , HΣ, and y · nΣ are eigenfunctions corresponding to different eigenvalues of
LΣ. As Σ is asymptotically conical and f satisfies (4.2) and (4.3), it follows from [10,
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Corollary 3.10] that f is orthogonal to both HΣ and y ·nΣ in L2w(Σ). This implies that the
last integration in the right hand side of (C.5) is zero and so, at s = 0,
∂ssG(sy, 1 + as, s) = (4pi)
−n2
∫
Σ
(
−fLΣf − a2H2Σ −
(y · nΣ)2
2
)
e−
|x|2
4 dHn
≤ µ(4pi)−n2
∫
Σ
f2e−
|x|2
4 dHn < 0.
(C.6)
Hence, for any b ∈ R \ {0}, the second derivative ∂ss|s=0G(sy, 1 + sa, bs) < 0. Finally,
appealing to [10, Theorem 4.14] again,
(C.7) ∂ss|s=0G(sy, 1 + sa, 0) = (4pi)−n2
∫
Σ
(
−a2H2Σ −
(y · nΣ)2
2
)
e−
|x|2
4 dHn < 0,
where the inequality follows from the fact that Σ ∈ ACS∗n and so Σ can neither split off
a line isometrically (and so is non-flat) nor can HΣ cannot vanish identically. Hence, we
conclude that the Hessian of G at (0, 1, 0) is negative definite as claimed. In particular,
there is an 3 ∈ (0, 1) so that
(C.8) G(x0, t0, s) < G(0, 1, 0) if 0 < |x0|2 + (log t0)2 + s2 < 23.
Next, [10, Lemma 7.10] implies that λ[Σ] = G(0, 1, 0), and there is an α0 > 0 so that
(C.9) G(x0, t0, 0) < G(0, 1, 0)− α0 if |x0|2 + (log t0)2 > 
2
3
4 ,
which gives Item (2).
As λ[Σ] < ∞, Σ has bounded area ratios. Since Σ has uniformly bounded second
fundamental form, combining with (4.2) and (4.3), it follows from [25, (2.34)] that
(C.10) sup
|s|≤1
sup
x∈Rn+1,r>1
r−nHn(Γs ∩Br(x)) < C(Σ, C0, C1).
Furthermore, as Σ is asymptotically conical, by (4.2) and (4.3), there is a CH depending
only on C0, C1, C2, and Σ so that
(C.11) sup
|s|≤1
sup
Γs
H2Γs ≤ CH .
Then, using the first variation formula [10, Lemma 3.1], we argue as in [10, (7.5)] to get
that
(C.12) ∂t0G(x0, t0, s) ≥ −(4pit0)−
n
2
∫
Γs
H2Γs
4
e−
|x−x0|2
4t0 dHn ≥ −CH
4
G(x0, t0, s).
Thus, for 0 < t0 ≤ t¯,
(C.13) G(x0, t0, s) ≤ e
CHt¯
4 G(x0, t¯, s).
In particular, choosing t¯ = 1, this together with (C.10) implies that
(C.14) sup
|s|≤1
sup
x∈Rn+1,r>0
r−nHn(Γs ∩Br(x)) < CM ,
where CM depends only on n, C, and CH .
An easy consequence of (C.14) is that given α1 > 0 small, there is an R > 0 so that
(C.15) sup
|s|≤1
sup
x0,t0
(4pit0)
−n2
∫
Γs\B
R
√
t0
(x0)
|x− x0|√
t0
e−
|x−x0|2
4t0 dHn < α1
4
.
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Invoking the first variation formula again, we get that
(C.16) ∂sG(x0, t0, s) = (4pit0)−
n
2
∫
Γs
fΓs
(
HΓs − (x− x0) · nΓ
s
2t0
)
e−
|x−x0|2
4t0 dHn.
Let K be any compact set in Rn+1 × R+ × [−1, 1]. There is an R¯ so that BR¯ contains
BR
√
t0(x0) for every (x0, t0, s) ∈ K. Thus, with (4.2) and (C.11), it follows from (C.15)
that the integration in (C.16) restricted on Rn+1 \ BR¯ will be uniformly bounded on K.
Clearly, the integration in (C.16) restricted on B2R¯ is continuous in all three variables x0,
t0, and s. Hence we conclude that ∂sG is uniformly bounded on K, proving Item (3).
To see Item (4), observe that, by Item (3) of Proposition 4.2, for any given α1 > 0 small,
there is anR′ > 1 so that if |x0| > R′, 0 < t0 ≤ 1, and |s| ≤ 1, then either (Γs−x0)/
√
t0
is contained outside BR, or (Γs − x0)/
√
t0 in B2R is a connected small C1 graph over
some hyperplane. This, together with (C.15), implies that G(x0, t0, s) < 1 + α1/2.
Next we study the region where t0 > 1 and |x0| sufficiently large. Set ρ = 1/
√
t0 < 1
and y0 = x0/
√
t0. By (C.14), given α1 > 0 small, there is an r1 > 0 small so that for all
y0 ∈ Rn+1, ρ < 1, and |s| ≤ 1,
(C.17) (4pi)−
n
2
∫
ρΓs∩Br1
e−
|x−y0|2
4 dHn < α1
4
.
Observe that ρΓs is the normal graph of the function sρf(ρ−1·) on ρΣ. As ρΣ→ C(Σ) in
C∞loc(Rn+1 \ {0}) as ρ→ 0 and the link L(Σ) is smooth embedded, it follows from (4.2)
and (4.3) that there is a CA(r1) so that
(C.18) sup
|s|≤1,ρ<1
sup
ρΓs\Br1
|AρΓs | < CA(r1).
Furthermore, together with (C.14), (C.15) and (C.17), we get that, if y0 ∈ Rn+1, ρ < 1,
and |s| ≤ 1, then
F [ρΓs − y0] ≤ F [ρΣ− y0] + α1
2
+ (4pi)−
n
2
∫
ρΓs∩(BR(y0)\Br1)
e−
|x−y0|2
4 dHn
− (4pi)−n2
∫
ρΣ∩(BR(y0)\Br1)
e−
|x−y0|2
4 dHn
≤ F [ρΣ− y0] + α1
2
+ CE ,
(C.19)
where CE depends on C0, C1, 1, r1, CM , and CA with CE → 0 as 1 → 0.
Now let us choose α1 = min {α0/4, 2(λ[Σ]− 1)/5} and possibly shrink 1 so that
CE < α0/4. Hence, by (C.9), we conclude that for all |x0| > R¯′ = max
{
R′, 32
}
(C.20) G(x0, t0, s) < λ[Σ]− α0
2
.
Finally, in view of (C.19), we only need to deal with the case that t0 approaches to 0
and |x0| ≤ R¯′ so to complete the proof of Item (5). We choose t¯ sufficiently small so that
(C.21) e
CHt¯
4 (λ[Σ]− α0) < λ[Σ]− α0
2
.
Thus, further shrinking 1 if necessary, it follows from (C.13), (C.9) and Item (3) that for
all 0 < t0 < t¯, |x0| ≤ R¯′, and |s| ≤ 1, we have that G(x0, t0, s) < λ[Σ]− α0/4. 
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