Given a multiobjective Lagrangian function, we study the optimization problem, using the set-optimization framework. Set-valued Euler-Lagrange equations are obtained in the unconstrained and constrained case. For the unconstrained case an existence result is proved. An application for the isoperimetric problem is given.
Introduction
In this paper a problem of optimization for a multiobjective Lagrangian is considered over a set of admissible arcs with boundary conditions. On one side, multi-objective optimization has many applications in engineering. See for example [11] and the bibliography therein. For example, it is employed in the design, planning and operation of chemical process industries (see [12] ). More references about the use of multiple objectives in engineering system design and reliability optimization can be found in [9] : they range from a residual heat removal safety system for a boiling water reactor, to the selection of technical specifications and maintenance activities at nuclear power plants to increase reliability, availability and maintainability of safety-related equipment or to minimizing total wire length and minimizing the failure rate in the printed circuit board design.
On the other side, set optimization provides a totally new approach to multicriteria decision-making problems: see for example [4] and the bibliography therein.
Here the complete-lattice approach has been used. If one passes from the set-valued function f to be minimized to the inf-translation of f by M , the infimizer, which was a set, becomes a set formed by the single point {0}. Using this fact and the scalarizations in the directions of the dual cone, we prove that an infimizer M must contain the minimizers of the scalarized problems or at least their minimizing sequences (in the considered direction). For each direction ζ, set-valued Euler-Lagrange equations are derived. It is also possible to write two equations of sets, that contain the information of all the directions.
Like in the well-known real-valued results, under hypotheses of coercivity and convexity an existence result is proved: the set formed by all the solutions of the scalarized problems is an infimizer. In order to obtain the existence result we must enlarge the set of the admissible arcs (from the space C 1 to a Sobolev space). As a consequence, a concept of weak solution for set-valued Euler-Lagrange equations is proposed.
Since constrained problems are very interesting for the applications, we considered here the isoperimetric problem. Also here an infimizer M must contain the minimizers of the scalarized problems or at least their minimizing sequences. The set-valued equations are provided.
Finally, an application to optimization of the shape of energy-saving buildings, taken from [10] , is studied.
Preliminaries
Let P(R d ) denote the power set of R d . We recall here some definitions (see for example [6] ). On P(R d ) the Minkowski sum of two non-empty sets A, B is defined as
It can be extended to the whole power set by A + ∅ = ∅ + A = ∅. Furthermore, we consider the following sum:
where cl (·) denotes the closure. It is possible to consider also the multiplication of a set by a scalar λA = {λa | a ∈ A}.
If R d + is the positive orthant, the following subset of the power set of R d can be defined
is a complete lattice and if A ⊆ F(R d , R d + ) the infimum and the supremum are, respectively,
For ζ ∈ R d + , we denote
This set can be also written as
(see Remark 2.1 in [8] ). Let {A n } n∈N be a sequence of sets in F(R d , C), we denote by lim n→∞ A n the following set:
This definition of limit coincides with the upper limit of Painlevé-Kuratowski (Liminf n→∞ A n = {z ∈ Z | lim n→∞ d(z, A n ) = 0}, see [1] ).
Let {A s } s∈S with S ⊆ R be a family of sets in P(R d , C) ands ∈ R. We denote by lim s→s A s the set which satisfies that for any sequence {s n } n∈N ⊆ S with s n →s one has lim
The function f is convex if and only if graph f is a convex set. This is equivalent to the following inclusion: for any x 1 , x 2 ∈ R n and λ ∈ (0, 1)
Let us write for any set
Then we recall (see [6] ) that a set M ⊂ R n is called an infimizer for f if
It is immediate that the whole R n is an infimizer and that if M is an infimizer, then also any other set M ⊇ M is also an infimizer. For any ζ ∈ R d + \ {0} and any h ∈ R n , it is possible to define a directional derivative of f with respect to ζ at x 0 ∈ R n in the direction h as
(see [7] and [8] ). Given ξ ∈ R n and ζ ∈ R d + \ {0}, we recall the definition of the function
3 Set-valued Euler-Lagrange equation
We consider the functional
on the set
Moreover, we define
and
where the integral is in the Aumann sense (see [2] ). One can note that J(y) = J(y) + R d + . If M ⊂ X , we consider the inf-translation of J by M :
The set M is an infimizer for J if and only if {0} is an infimizer forĴ(·; M ) (see [6] ).
Remark 3.1. The inf-translation usually is defined on the same set X , but here we need to consider the set C 1 0 ([a, b]; R n ) instead, so that the sum y + v in (9) is in X .
For every ζ ∈ R d + \ {0}, we can consider the function
Since the following equalities hold
The relation between an infimizer of the set-valued function J and the corresponding real-valued function ϕ ζ,M is explained in the following lemma.
Proof. If M ⊂ X is an infimizer for J, using (10), we have for all
To simplify the notation, we denote
are the vectors in R n of the derivatives with respect to y i (with respect to p i ) for i = 1, 2, . . . , n. Analogously, we write
Remark 3.3. From the previous lemma, we can deduce that if M is an infimizer for J, then it must contain for every ζ ∈ R d + \ {0} either an arc y ζ such that
or an infimizing sequence y m,ζ such that
, suppose that there exists y ζ ∈ M solution of (12) . Then ϕ ζ,M is Fréchet differentiable at 0 and
Proof. For any v ∈ C 1 0 ([a, b]; R n ), the following inequalities hold:
By the Fréchet differentiability of the functional J ζ :
and we have proved that
On the other hand, by Lemma 3.2, we have
and, by (13) and (14), the following inequality holds
Then also the other inequality holds:
Now by (13) and (15) the proof is complete.
Proof. The theorem is an immediate consequence of the fact that y ζ is a minimizer of the functional ζ · J(y) with Lagrangian L ζ (t, y, p).
Remark 3.6. In order to find the solutions y ζ of (16) it is sufficient to consider
Example 3.7. We want to move a mass point with unitary mass in one dimension from point A at time t = 0 to point B at time t = 1 and we want to do that in a way that minimizes the difference of kinetic energy and potential energy over time. The potential energy might be generated by some external forces f (as e.g. gravity) that may vary with time. We assume two scenarios, either there are no external forces, then the Lagrangian would be L 1 (t, y, p) = 1 2 p 2 and the movement should take place with constant velocity, or there is some given external forces f , then the Lagrangian would be L 2 (t, y, p) = 1 2 p 2 + yf (t) and another movement would be optimal. Assume that we don't know which scenario will occur. If we move with constant velocity which is optimal in scenario 1 this might be rather expensive in scenario 2 and vice versa. So the aim would be to find some compromise solution which is pretty good for both scenarios. If there are known probabilities ζ i for occurence of scenario i, then minimizing the integrated expected energies is the same as using the Lagrangian L ζ .
Let us consider the following Lagrangian:
L(t, y, p) = 
with t ∈ [0, 1]. The two component correspond to the Dirichlet principle and the generalized Dirichlet principle. For ζ = (ζ 1 , ζ 2 ), we have
The Euler-Lagrange equation is the following:
and, using the boundary condition, the solution y ζ is
If we write the previous equation
In Figure 1 there are the graphs of the three arcs corresponding to ζ = (0, 1), 1 2 , 1 2 and (1, 0) for the choice A = 0 and B = 1. We can conclude that the set M should contain the arcs y ζ .
In the following theorem we obtain a set-valued version of the Euler-Lagrange equation. (16) if and only if it is a solution of the following set-valued equation
All equations (18) for ζ ∈ R d + \ {0} admit a solution y ζ if and only if the arcs y ζ are solutions of the following two equations of sets:
Proof. For any v ∈ R n , we want to calculate the following derivative
Using (2), we see that
Taking the limit, we obtain that
Now we want to calculate the derivative with respect to t in the direction ζ of the set valued function S (DpL ζ (t,y(t),ẏ(t)),ζ) (v). We have that
and taking the limit we obtain
In the same way it is easy to see that
Now the equivalence of (16) and (18) immediate. Every equation (18) for a given ζ is equivalent to the couple of equations
By taking the intersection over all ζ of the previous equations, we obtain (19).
Vice versa from (19) we have that 0 ∈
and this completes the proof
Existence of an infimizer
In this section we consider a bigger set of admissible arcs, in order to obtain results of existence. More precisely, the arcs need not to be C 1 but only to be in a suitable Sobolev space W 1,q ([a, b]; R n ) with 1 < q < +∞. We assume that the Lagrangian is component-wise coercive, in the sense that there exist α > 0, β ≥ 0 such that
for any i = 1, . . . , d, p, y ∈ R n , t ∈ [a, b]. The admissible set is
is also convex in (y, p). By the classical results (see [3] and [5] ), if the coercivity inequalities and the convexity condition hold, then for every ζ ∈ R d + \ {0} there exists at least one y ζ ∈ X 1 solving
Theorem 4.1. Assume that L satisfies component-wise the coercivity inequalities (22) and L(t, y, p) is convex in (y, p). Then the set
with y ζ solution of (23), is an infimizer of inf y∈X1 J(y) .
Proof. In order to prove that
we only need to prove that for every y 0 ∈ X 1
Let Γ be defined as Γ = inf y∈X1 J(y) .
Let e 1 , e 2 , . . . , e d ∈ R d be the vectors
We define z 0 ∈ R d as the vector whose i-th component is e i · J(y ei ):
Considering the line λz 0 + (1 − λ)J(y 0 ) for λ ∈ R, there exists
and is an element of the boundary of Γ. The set Γ is convex and is nonempty. By the supporting hyperplane theorem, there exists ξ ∈ R d \ {0} such that for any z ∈ Γ ξ · z ≥ ξ ·ẑ . In the space W 1,q ([a, b]; R n ) one cannot expect to have solutions of the Euler-Lagrange equation (16). Let us suppose that the Lagrangian is C 1 and for every component the following inequalities hold
for some constant C 1 , C 2 and all t ∈ [a, b], y ∈ R n and p ∈ R n . We say that y ∈ X 1 is a weak solution of the Euler-Lagrange equation in the direction ζ (16) provided that
In the next proposition we want to establish a definition of weak solution in the set-valued framework. In order to do this, we consider the set-valued function (4) defined in different spaces. We consider W −1,q ([a, b]; R n ), the dual space of W 1,q 0 ([a, b]; R n ), where q =−1 , and we denote by ·, · the natural pairing and we write
In the previous equation the second derivative of the Lagrangian is meant in the weak sense, as it can be seen in the right-hand side. For any ξ ∈ We can now state the following proposition. Proof. It is sufficient to notice that
Since y ζ solution of (23) For ζ = (ζ 1 , ζ 2 ) L ζ (t, y, p) = (ζ 1 + ζ 2 )p 2 + ζ 2 tp + 4ζ 1 y 2 and the Euler-Lagrange equation is
The solutions are of the type
with c 1 , c 2 constants. In order to fulfill the boundary conditions, we obtain
Remark 4.5. The second component of the Lagrangian in Example 3.7 is not coercive: inequality (22) does not hold and the Lagrangian is not even bounded from below. All the same, using Poincaré inequality, it is possible to prove that
with C 1 , C 2 , C 3 constants. In fact, let y 0 be any arc in X 1 . Then y − y 0 ∈ W 1,q 0 ([a, b]; R n ) and there exist C, C constants such that
From (31) there exist α > 0 and β ≥ 0 such that
With this observation it is possible to follow the proof of Theorem 4.1 and conclude that
, where y ζ is as in (17), is an infimizer for the functional J.
Isoperimetric problems
In this section we want to consider isoperimetric problems. See [3] and [5] . In the first part we recall well-known real-valued results and then we derive a vector-valued result.
The considered problem is the minimization of the functional
where G : R n → R m is such that every component verifies
for some constant C.
The following real-valued existence result of a constrained minimizer holds (this result is more general than the one in [3] ).
Proposition 5.1. Assume that L satisfies component-wise the coercivity inequalities (22) and L(t, y, p) is convex in p. Assume that G satisfies (34). Moreover, assume that X 2 is not empty. For any
Proof. Let {y k } k∈N ⊂ X 2 be a minimizing sequence:
It is possible to see that the coercivity and convexity hypotheses imply that {y k } k∈N is bounded in W 1,q ([a, b]; R n ). There exists a subsequence, that we still denote {y k } k∈N , and a function y 0 ∈ W 1,q ([a, b]; R n ) such that
Since the functional J ζ is weakly lower semicontinuous
We want to prove that y 0 ∈ X 2 . By Rellich-Kondrachov theorem W 1,q ([a, b]; R n ) is compactly embedded in C([a, b]; R n ). Consequently, both y k and G(y k ) tend pointwise to y 0 and G(y 0 ), respectively. From (34), we easily deduce that
where C is a positive constant. Since
with C positive constant, by the dominated convergence theorem
Then y 0 ∈ X 2 and coincides with y ζ .
Such a minimizer of the real-valued problem (35) is a solution of the following Lagrange multiplier problem. 
Then there exists λ = (λ 1 , . . . ,
Proof. Let us denote by W the matrix m × m, whose elements are We denote by w the following curve:
The curve y ζ + w(s) is in X 2 . By (35) Suppose that there exist
The previous equation can be written as
For every v ∈ W 1,q 0 ([a, b]; R n ), let w(s) be as in (37). Then there holds
Proof. Since 
(40)
Optimization of the shape of energy-saving buildings
Following the idea in [10] , we consider the problem of optimizing the shape of a building of volume V and height h by minimizing building costs and yearly heating costs. The plan of the building is defined by two curves y 1 (t) and y 2 (t), with y 1 (t) ≥ y 2 (t). Here, in the plane x, y, the positive y direction coincides with south. The building is assumed to extend in the east-west direction from −a to a, so that −a ≤ t ≤ a.
The construction cost can be represented by the following functional
while the annual heating cost can be represented by
For the choices made in functional and the technical explanations see [10] . Here θ is the heat gain due to the solar radiation during the heating period, but it is chosen in a different way from [10] , more precisely
where θ 1 , θ 2 are the average sums of the total solar radiation on the wall facing south (θ 1 ) and on the walls facing east and west (θ 2 ). The curves must fulfill the following boundary conditions: Moreover, there is a constraint because the volume must be V :
If J = (J 1 , J 2 ), our problem is to minimize the functional J(y) on the set
The Lagrangian associated to the functional J is L : [−a, a] × R 2 → R 2 defined by L(t, p 1 , p 2 ) = α 1 1 + p 2 1 + α 2 1 + p 2 2 + α 3 , β 1 1 + p 2 1 + β 2 1 + p 2 2 + β 3 − β 4 p 1 .
If ζ = (ζ 1 , 1−ζ 1 ) for ζ 1 ∈ [0, 1], the projection of the Lagrangian in the direction ζ is L ζ (t, p 1 , p 2 ) =ζ 1 α 1 1 + p 2 1 + α 2 1 + p 2 2 + α 3 + (1 − ζ 1 ) β 1 1 + p 2 1 + β 2 1 + p 2 2 + β 3 − β 4 p 1 .
The Euler-Lagrange equations become: From these ordinary differential equations it is possible to see that λ cannot be zero, otherwise the solutions y 1 , y 2 would be straight lines, which is not compatible with the boundary conditions and the constraint. For simplicity we write A 1,ζ = ζ 1 α 1 + (1 − ζ 1 )β 1 and A 2,ζ = ζ 1 α 2 + (1 − ζ 1 )β 2 .
By integrating (41), one obtains
where C 1 , C 2 are constants, and this gives
A second integration, using the boundary condition in −a, gives
Using the boundary condition in a, we obtain C 1 = C 2 = 0. So the components of the solution y ζ are
The constraint can be written Reasoning as in [13, section 3.5] , it is possible to conclude that the solution (42) is the minimizer in the direction ζ. In fact, the Lagrangian L ζ (t, p 1 , p 2 ) − λG(y 1 , y 2 ) is convex in (y 1 , y 2 , p 1 , p 2 ) and strictly convex in (p 1 , p 2 ) for any λ. Then the solution (42) is the unique minimizer of the functional b 0 [L ζ (t,ẏ 1 ,ẏ 2 ) − λG(y 1 , y 2 )] dt and consequently it is also the unique minimizer of 
