Schémas volumes finis pour des problèmes multiphasiques by Nabet, Flore
Sche´mas volumes finis pour des proble`mes
multiphasiques
Flore Nabet
To cite this version:
Flore Nabet. Sche´mas volumes finis pour des proble`mes multiphasiques. Mathe´matiques
[math]. Aix Marseille universite´, 2014. Franc¸ais. <tel-01110741>
HAL Id: tel-01110741
https://tel.archives-ouvertes.fr/tel-01110741
Submitted on 28 Jan 2015
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
AIX-MARSEILLE UNIVERSITÉ
ECOLE DOCTORALE 184
UFR DES SCIENCES
INSTITUT DE MATHÉMATIQUES DE MARSEILLE (I2M), UMR 7373
Thèse présentée pour obtenir le grade universitaire de docteur
Discipline : Mathématiques
Flore NABET
Schémas volumes finis pour des problèmes
multiphasiques
Soutenue publiquement le 08/12/2014 devant le jury composé de
Pierre BOUSQUET Université Toulouse 3 - Paul Sabatier Codirecteur de thèse
Franck BOYER Aix-Marseille Université Directeur de thèse
Claire CHAINAIS-HILLAIRET Université Lille 1 Rapportrice
Florence HUBERT Aix-Marseille Université Examinatrice
Emmanuel MAITRE Université Joseph Fourier Examinateur
Roland MASSON Université de Nice Sophia Antipolis Examinateur
Alain MIRANVILLE Université de Poitiers Rapporteur

iii
Remerciements
Mes premiers remerciements s’adressent, bien entendu, à Franck Boyer et Pierre Bousquet.
Je remercie Franck qui, malgré son emploi du temps chargé, s’est toujours rendu disponible pour répondre à mes
questions, me faire partager ses connaissances, résoudre mes (trop nombreux??) problèmes informatiques... Merci pour
sa patience, ses conseils, son soutien. Il m’a permis de réaliser cette thèse dans d’excellentes conditions autant d’un point
de vue scientifique que d’un point de vue humain, je l’en remercie.
Je remercie Pierre d’avoir toujours porté beaucoup d’intérêt à mes travaux malgré l’éloignement de mon sujet de thèse
avec ses thèmes de recherches. Merci pour sa disponibilité et son investissement. Il s’est toujours montré présent lorsque
j’en avais besoin, je l’en remercie.
Mes plus sincères remerciements vont à Claire Chainais-Hillairet et Alain Miranville pour avoir accepté de rapporter
ma thèse et pour l’attention qu’ils ont portée à mes travaux.
Je tiens également à remercier Florence Hubert, Emmanuel Maitre et Roland Masson d’avoir accepté de participer à
mon jury.
Un grand merci à Stella Krell et Sebastian Minjeaud pour l’aide qu’ils m’ont apportée durant ma thèse et mon stage
de M2, pour leurs nombreux conseils avisés ainsi que pour les moments de détentes et les multiples parties de cartes que
nous avons partagés.
Je souhaite remercier très chaleureusement tous les membres du LATP. Je remercie particulièrement l’équipe d’analyse
appliquée ainsi que le café du 3ème étage. Grâce à eux mes années de thèse se sont déroulées dans une ambiance très
agréable. Merci pour leur sympathie, leur soutien, leurs encouragements ainsi que pour les nombreuses discussions que
nous avons pu avoir (mathématiques ou non). Merci Julia, Julien O., Nicolas et Mihaï avec qui j’ai également eu le plaisir
de partager mes enseignements, Ana, Julien G. (et ses pauses forcées?), Guillemette, Florence, Raphaèle, Thierry, Sylvie,
Pascal, Emmanuel, Christophe, Olivier G., Assia, Yves, Stéphane, Christian.
Merci à l’ensemble de l’équipe administrative et technique. Ils ont toujours répondu présent lorsque j’avais besoin de
leur aide : Gérard, Kai, Marie-Christine, Nelly, Sonia, Tino, Valérie D. et bien sûr Valérie J. avec qui je fais souvent la
fermeture du CMI. Merci Julien grâce à qui nous travaillons dans de bonnes conditions.
Je remercie également tous les thésards/post-doc avec qui j’ai eu le plaisir de partager mes repas, de grandes discus-
sions, de nombreuses parties de cartes ou encore d’excellentes soirées. Merci Caro, Julie et Jordan pour les soirées crêpes,
pizzas ou autres, les séances d’escalade et d’accrobranche ainsi que pour le soutien que vous m’avez apporté durant cette
thèse. Merci à Seb et Thomas A. pour leur accueil lorsque je suis arrivée en stage de M2 ainsi que pour les nombreux
débats que nous avons pu avoir. Merci à ceux qui ont partagé mon bureau durant ma thèse (et surtout qui ont réussi à
y rester) : Fanny, Rima, Guillaume, Benjamin C. ainsi que ceux récemment arrivés, qui ont eu la lourde tâche de me
supporter pendant la rédaction de ce manuscrit et la préparation de ma soutenance : Rémi, Thomas B. Merci à Jonathan,
Romaric, Thomas Z. et Lionel sans qui ces 3 années auraient certes été beaucoup plus calmes mais également beaucoup
moins agréables. Merci à mon partenaire de contrée François ainsi qu’à Fédérico, Niklas, Peter, Bien, Nicolas, Benjamin
H., Cécile, Juliette, Chady, Ayuna, Brice, Boris.
J’ai également une pensée pour tous les jeunes chercheurs que j’ai eu le plaisir de rencontrer au cours de ma thèse et
avec qui j’ai partagé de très agréables moments : Ludo, Marianne, Nelly, Nina, Cindy, Simon, Yoann, ...
iv Remerciements
Merci Christèle, Jess et Jérem sur qui je peux compter depuis de nombreuses années maintenant, je ne compte plus les
bons moments passés ensemble. Merci Aude pour les balades à cheval, les soirées cosmétiques, Just Dance ou autres...
Merci à mes amis matheux qui sont là depuis la licence : Allan, Cédric, David, Gaby, Joffrey, Sophie. Enfin merci à
Mathieu d’avoir toujours été là lorsque j’en avais besoin, de m’avoir toujours soutenue et d’avoir cru en moi lorsque je
n’y croyais plus.
Je conclus mes remerciements par ceux qui sont là depuis toujours et qui, chacun à leur manière, m’apportent leur
soutien au quotidien. Merci à toute ma famille et en particulier mon frère, ma soeur et mes parents pour leur patience (et
il leur en a fallu!!) et leur soutien constant.
vTable des matières
Introduction vii
Partie 1
Discrétisation Volumes Finis du modèle de Cahn-Hilliard
Chapitre I L’équation de Cahn-Hilliard avec des conditions aux limites de Neumann 3
I.1 Le modèle de Cahn-Hilliard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
I.2 Le cadre Volumes Finis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
I.3 Discrétisation VF4 de l’équation de Cahn-Hilliard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
I.4 Théorèmes d’existence et de convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
I.5 Estimations d’erreur pour le schéma VF4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .11
I.6 Quelques remarques sur l’implémentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
I.7 Illustrations numériques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
I.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Chapitre II Discrétisation de l’opérateur de Laplace-Beltrami 31
II.1 Le problème de Laplace-Beltrami sur un domaine courbe 1D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
II.2 Le problème de Laplace avec des conditions aux limites de Ventcel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
II.3 Quelques remarques sur l’implémentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
II.4 Tests numériques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
II.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
Chapitre III Le modèle de Cahn-Hilliard avec des conditions aux limites dynamiques 55
III.1 La condition aux limites dynamique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
III.2 Approximation VF4 de l’équation de Cahn-Hilliard avec CL dynamiques . . . . . . . . . . . . . . . . . . . . . . . . .57
III.3 Estimations d’énergie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
III.4 Existence de solutions au problème discret . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
III.5 Convergence des solutions approchées . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
III.6 Démonstration du Lemme III.20 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
III.7 Quelques remarques sur l’implémentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
III.8 Résultats numériques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
III.9 Conclusion et perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
vi
Partie 2
Stabilité Inf-Sup du schéma DDFV pour le problème de Stokes
Chapitre IV Méthode numérique pour le calcul de la constante Inf-Sup discrète 123
IV.1 Description générale du cadre DDFV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
IV.2 Modèle de Stokes et condition Inf-Sup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
IV.3 Calcul de la constante Inf-Sup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
IV.4 Quelques remarques sur l’implémentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
Chapitre V Etude de la stabilité Inf-Sup du problème de Stokes 137
V.1 Stabilité Inf-Sup inconditionnelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .137
V.2 Stabilité Inf-Sup de codimension 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
V.3 Résultats numériques supplémentaires et perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
V.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
Partie 3
Discrétisation DDFV d’un modèle couplé Cahn-Hilliard/Stokes
Chapitre VI Discrétisation DDFV de l’équation de Cahn-Hilliard 167
VI.1 Cadre DDFV du problème étudié . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
VI.2 Les conditions aux limites de Neumann . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
VI.3 Les conditions aux limites dynamiques. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .171
VI.4 Quelques remarques sur l’implémentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
VI.5 Tests numériques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
VI.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
Chapitre VII Couplage de l’équation de Cahn-Hilliard avec le problème de Stokes 185
VII.1 Construction de nouveaux opérateurs discrets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
VII.2 Les conditions aux limites de Neumann . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
VII.3 Les conditions aux limites dynamiques. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .201
VII.4 Quelques remarques sur l’implémentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
VII.5 Tests numériques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
VII.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
Conclusions et perspectives 217
Annexe 221
Références 229
vii
Introduction
Dans ce manuscrit nous nous intéressons à l’analyse numérique de schémas de types volumes finis pour deux systèmes
particuliers d’équations : les équations de Cahn-Hilliard et les équations de Stokes ainsi que des modèles couplant ces
deux équations.
Les méthodes de type volumes finis ont été largement étudiées depuis plusieurs années dans différents domaines de
l’ingénierie. En effet, ces méthodes sont bien adaptées à l’approximation numérique des lois de conservation apparaissant
par exemple en mécanique des fluides, en génie pétrolier et dans de nombreux autres domaines. L’analyse théorique
des schémas volumes finis (analyse de convergence, estimations d’erreur, ...) a commencé à la fin des années 1980 et a
connu une rapide expansion dans les années 1990 : voir par exemple le livre de Eymard, Gallouët, Herbin [EGH00] et les
références qui s’y trouvent.
En ce qui concerne le problème de Stokes, son étude par des méthodes de types volumes finis a déjà fait l’objet de
nombreux travaux. Au contraire le modèle de Cahn-Hilliard n’a jamais été étudié, à notre connaissance, par une méthode
de types volumes finis. L’approximation volumes finis de ce modèle présente pourtant plusieurs avantages. En effet,
d’un point de vue numérique les schémas volumes finis sont faciles à implémenter et permettent de traiter des géométries
complexes. De plus, dans ces travaux nous étudions une condition aux limites particulière (appelée condition aux limites
dynamique) qui couple l’équation dans le domaineΩ avec une équation sur sa frontière Γ par un terme de dérivée normale.
Les schémas volumes finis sont bien adaptés à ce problème car ils permettent de coupler naturellement le domaine et sa
frontière par un terme de flux y compris en géométrie courbe.
Dans une première partie, nous nous intéresserons principalement à la discrétisation du système de Cahn-Hilliard par
une première méthode très classique de type volumes finis en espace, appelée VF4 ou TPFA (acronyme de "Two Point
Flux Approximation"). La seconde partie est consacrée au problème de Stokes et notamment à l’étude de la stabilité Inf-
Sup discrète pour un second schéma volumes finis, le schéma DDFV (acronyme de "Discrete Duality Finite Volume").
Enfin, dans une troisième partie, nous couplons les résultats obtenus dans les Parties 1 et 2 et nous proposons un schéma
DDFV original pour la discrétisation du couplage entre le modèle de Cahn-Hilliard et le problème de Stokes.
Dans la suite de cette introduction, nous décrivons brièvement les différents chapitres présentés dans cette thèse et
nous présentons les résultats principaux. Dans la majorité des chapitres de ce manuscrit, nous décrivons l’implémentation
numérique des codes réalisés pendant cette thèse avec le logiciel Scilab.
Notons que pour tous les résultats présentés dans ces travaux nous nous plaçons sur un ouvert Ω borné et connexe de R2
mais que le cas tridimensionnel est bien sûr intéressant et important en pratique mais fera l’objet de travaux futurs.
1. Discrétisation volumes finis de l’équation de Cahn-Hilliard
L’équation de Cahn-Hilliard est une équation issue de la physique introduite initialement par J.W Cahn et J.E Hilliard
dans [CH58] pour décrire le processus de séparation de phases qui se produit lors du refroidissement d’un alliage solide au
dessous d’une température critique. Au cours de cette séparation de phases, également appelée décomposition spinodale,
les deux constituants d’un alliage métallique binaire se séparent spontanément et forment plusieurs régions distinctes
constituées de phases pures. Ces phases pures vont ensuite se regrouper entre elles pour former des motifs plus gros et
finalement ne former plus que deux zones. Si nous notons c1 la concentration du premier constituant et c2 celle du second,
ces concentrations vérifient la relation suivante c1 + c2 = 1 et nous supposons qu’elles varient continûment entre 0 et 1.
Ainsi, il suffit d’étudier la concentration c = c1 du premier constituant. Si c = 1 cela signifie donc que nous observons la
phase pure constituée seulement du premier composant et si c = 0 nous observons la phase pure constituée seulement du
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second composant. Ce modèle est désormais utilisé dans des situations plus générales que celles des travaux de Cahn et
Hilliard pour modéliser par exemple des mélanges de fluides non-miscibles.
Le modèle de Cahn-Hilliard fait partie de la classe de modèles de type interface diffuse car les interfaces sont représen-
tées par des zones d’épaisseur faible mais non nulle. Un des intérêts du modèle, d’un point de vue numérique notamment,
est de pouvoir considérer en pratique des interfaces épaisses tout en maintenant les propriétés macroscopiques du système.
Ces équations permettent ainsi de modéliser la non-miscibilité des phases en présence en maintenant l’épaisseur d’interface
à une valeur prescrite ε (cf Figure 1b).
Le but principal de la première partie est de proposer et d’analyser un premier schéma volumes finis à deux points pour
l’équation de Cahn-Hilliard associée à des conditions aux limites dites dynamiques (car elles font intervenir la dérivée en
temps du paramètre d’ordre).
Le problème est le suivant : Trouver la concentration c : (0, T )× Ω→ R de l’une des deux phases satisfaisant,
∂tc =Γb∆µ, dans (0, T )× Ω;
µ =− 3
2
εσb∆c+
12
ε
σbf
′
b(c), dans (0, T )× Ω;
∇µ · ~n =0, sur (0, T )× ∂Ω;
ε3
64ΓbΓs
∂tcpΓ =
3
8
ε2σbσs∆ΓcpΓ − 6σbf ′s(cpΓ)−
3
2
εσb∂nc, sur (0, T )× ∂Ω;
c(0, .) = c0, dans Ω;
(1a)
(1b)
(1c)
(1d)
(1e)
où µ est une inconnue intermédiaire appelée potentiel chimique.
Le terme cpΓ désigne la trace de c sur Γ = ∂Ω, ∆Γ est l’opérateur de Laplace-Beltrami et ∂n l’opérateur de dérivée
normale.
Des paramètres physiques décrivant les propriétés des deux constituants du mélange interviennent dans l’équation dans
Ω : la tension de surface σb > 0 entre les deux composants (densité d’énergie de l’interface) et le coefficient de mobilité
(que nous choisissons constant dans ces travaux) Γb > 0. Rappelons que ε > 0 désigne la valeur de l’épaisseur d’interface
que nous imposons. A cela s’ajoute des paramètres physiques qui permettent de décrire les différentes propriétés de la
paroi : un paramètre de relaxation Γs > 0 et un coefficient de capillarité σs > 0. Le terme fb possède une structure
de double-puits (voir Figure 1a) et est appelé potentiel volumique de Cahn-Hilliard, le terme fs est appelé potentiel de
Cahn-Hilliard surfacique.
0 1
fb(c) = c
2(1− c)2
(a) Potentiel de Cahn-Hilliard
0
0.5
1
Interface: ε
(b) Epaisseur de l’interface
Figure 1: Structure double puits du potentiel fb et définition de l’épaisseur de l’interface
Quelles que soient les conditions aux limites qui lui sont associées, l’équation de Cahn-Hilliard n’a, à notre connais-
sance, jamais été étudiée par une méthode de type volumes finis. C’est la raison pour laquelle nous commençons dans
le Chapitre I par décrire une approximation volumes finis (appelée approximation VF4) de l’équation de Cahn-Hilliard
associée à des conditions aux limites de Neumann pour le paramètre d’ordre qui sont celles que l’on trouve le plus souvent
dans la littérature.
L’équation de Cahn-Hilliard présente plusieurs difficultés. En effet, c’est une équation parabolique, du 4ème ordre non-
linéaire (car le potentiel volume fb(c) = c2(1− c)2 n’est pas quadratique) et qui ne satisfait pas de principe du maximum
à cause du terme de diffusion d’ordre 4.
Par ailleurs, la condition aux limites dynamique (1d) apporte des difficultés supplémentaires. L’une de ces difficultés
vient du fait que l’opérateur de Laplace-Beltrami ∆Γ intervient dans cette condition aux limites et donc la géométrie du
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domaine, qui n’est alors nécessairement plus polygonal, intervient dans l’équation. De plus, un couplage s’effectue entre
l’équation dans Ω par le terme ∆c et l’équation sur Γ = ∂Ω par l’intermédiaire du terme de dérivée normale ∇c · ~n. De
ce fait, dans le Chapitre II, nous nous concentrons sur l’analyse du schéma volumes finis utilisé pour deux problèmes plus
simples mais faisant intervenir ces ingrédients : le problème de Laplace-Beltrami sur la courbe fermée Γ et le problème
de Laplace dans Ω avec des conditions aux limites de Ventcel sur Γ. En couplant les résultats des Chapitres I et II nous
serons alors en mesure, dans le Chapitre III, de réaliser l’étude mathématique du problème (1) en utilisant le schéma VF4
(pour la discrétisation spatiale).
Dans ce manuscrit nous utilisons principalement le potentiel de Cahn-Hilliard donné par la fonction polynomiale
double-puits fb(c) = c2(1 − c)2 (cf Figure 1a). Notons cependant que le potentiel thermodynamique introduit dans
[CH58] est donné par la fonction logarithmique suivante :
f lb(c) =
θc
2
c(1− c) + θ
4
[(1− c) ln(1− c) + c ln c] , 0 < θ < θc,
où θc représente la température critique.
Les termes logarithmiques décrivent alors l’entropie du mélange et la condition θ < θc assure que le potentiel f lb ait
une structure double-puits. L’approximation polygonale que nous utilisons est pertinente lorsque l’abaissement de la
température est faible, c’est à dire lorsque θ est proche de la température critique θc. Le potentiel logarithmique f lb permet
notamment d’assurer que c reste compris entre 0 et 1, même sans principe du maximum. L’analyse numérique du modèle
de Cahn-Hilliard en utilisant le potentiel logarithmique f lb serait donc très intéressante mais la forme particulière de ce
potentiel ajoute des difficultés supplémentaires dans l’analyse du schéma. Ce potentiel ne sera donc pas considéré dans
ces travaux mais l’analyse du modèle de Cahn-Hilliard associé à ce potentiel pourrait faire l’objet de travaux futurs tout
comme la comparaison, d’un point de vue numérique, des résultats obtenus avec le potentiel polynomial fb et avec le
potentiel logarithmique f lb .
Pour plus de détails concernant l’analyse de l’équation de Cahn-Hilliard avec un potentiel logarithmique nous renvoyons
à [CMZ11] et aux références qui s’y trouvent.
Chapitre I : Etude de l’équation de Cahn-Hilliard avec des C.L. de Neumann
Le modèle de Cahn-Hilliard décrit l’évolution du système à travers la minimisation d’une énergie libre Fb :
Fb(c) = 3
4
εσb
∫
Ω
|∇c|2 + 12
ε
σb
∫
Ω
fb(c). (2)
L’équation d’évolution associée à la minimisation de cette énergie est le flot de gradient dans H−1 sous la contrainte de
conservation du volume, plus précisément nous résolvons le système d’équations aux dérivées partielles suivant : ∂tc = ∆µ,µ = −3
2
εσb∆c+
12
ε
σbf
′
b(c),
où le potentiel chimique µ est une inconnue intermédiaire égale à la dérivée fonctionnelle de l’énergie libre Fb par rapport
au paramètre d’ordre c.
Il n’y a aucun flux de masse à travers la frontière : nous imposons donc une condition aux limites de Neumann homogène
sur le potentiel chimique. Dans ce chapitre, nous imposons également une condition au bord de Neumann homogène pour
le paramètre d’ordre (avant de présenter dans le Chapitre III une condition aux limites plus générale). Notons que ∇c est
orienté dans la direction transverse à l’interface qu’il faut comprendre comme la ligne de niveau {c = 12} et donc cette
condition au bord impose un angle de contact égal à pi2 entre l’interface et la paroi. Cette description n’est pas toujours
réaliste, c’est l’une des raisons pour lesquelles nous étudierons par la suite des conditions aux limites plus générales.
De plus, nous observons que l’énergie libre Fb est dissipée au cours du temps car en multipliant par µ l’équation
d’évolution sur c, nous obtenons :
d
dt
Fb(c) = −
∫
Ω
|∇µ|2 ≤ 0. (3)
L’étude de l’équation de Cahn-Hilliard associée à ces conditions aux bords de Neumann homogènes a déjà fait l’objet
de nombreux travaux autant d’un point de vue théorique [EZ86, Zhe86, Ell89, Dlo94, CM95, Tem97, RH99, NC08,
MW09] que d’un point de vue numérique [EF87, EFM89, EF89, Ell89, DN91, EL92, Eyr98, CCK00, Fur01a, FP04,
FP05, SY10] où de nombreuses méthodes de type différences finies ou éléments finis ont été proposées.
Nous proposons ici une nouvelle méthode, de type volumes finis, qui utilise l’approximation volumes finis classique
basée sur l’approximation consistante à deux points (Two Point Flux Approximation) de l’opérateur de Laplace décrite
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par exemple dans [EGH00]. Notons que si le maillage utilisé est constitué de triangles, ce schéma présente un stencil de
4 points, c’est la raison pour laquelle ce schéma est couramment appelé VF4.
Dans ce chapitre, nous supposons que Ω est un ouvert borné, connexe et polygonal de R2.
Ce chapitre nous donne tout d’abord l’opportunité de rappeler le cadre général des schémas volumes finis. Rappelons
brièvement la définition d’un maillage orthogonal admissible du domaine Ω (voir Figure 2). Nous décomposons le do-
maine Ω en polygones convexes disjoints notés K et appelés volumes de contrôle tels que ⋃K∈MK = Ω, ce qui permet
de construire un maillage polygonal M = (K)
K∈M
de Ω. A chaque volume de contrôle K ∈ M est associé un point xK
appelé centre du volume de contrôle K et nous imposons la condition suivante, appelé condition d’orthogonalité : si xK et
xL sont les centres de deux volumes de contrôle voisins nous demandons que le segment [xKxL] soit orthogonal à l’arête
σ séparant K et L. Le pas du maillage est défini par size(M) = sup{diam(K),K ∈M}.
xK xL
σ = K|L
~nKL
Figure 2: Maillage orthogonal admissibleM
Pour tout temps tn fixé, à chaque maille K ∈M le schéma VF4 associe une inconnue cnK pour le paramètre d’ordre.
Ensuite, nous décrivons la méthode utilisée pour obtenir le schéma associé à l’équation de Cahn-Hilliard (que nous
appellerons par la suite schéma VF4). De manière analogue à la décroissance de l’énergie (3) obtenue dans le cas continu,
nous pouvons montrer la décroissance de l’énergie au niveau discret ce qui permet de démontrer :
• l’existence d’au moins une solution au problème discret (Théorème I.8);
• des bornes sur les solutions discrètes et notamment une borne L∞(0, T,H1(Ω)) sur le paramètre d’ordre et une
borne L2(0, T,H1(Ω)) sur le potentiel chimique (Proposition I.12);
• la convergence des solutions approchées vers une solution faible du problème continu et donc en l’occurrence
l’existence de cette solution (Théorème I.11).
Le résultat principal démontré dans ce chapitre est le théorème d’estimation d’erreur pour le schéma complètement dis-
crétisé (Théorème I.16) que nous énonçons ici.
Théorème 1 (Estimation d’erreur pour l’équation de Cahn-Hilliard avec des CL de Neumann)
Soit (c, µ) ∈ C3([0, T ]×Ω)×C2([0, T ]×Ω) solution de l’équation de Cahn-Hilliard avec des conditions aux limites
de Neumann. Soit M > 0 tel que ‖c‖L∞(0,T ;L∞(Ω)) ≤ M et M ′ > M . Alors, pour toute solution c∆tM du Problème
discret telle que :
c0
M
= Pc
M
c0 et sup
K∈M
|cnK| ≤M ′, ∀n ∈ J0, NK,
il existe une constante positive C > 0 (dépendant de M et M ′) telle que l’estimation suivante est vérifiée (pour ∆t
assez petit),
sup
n∈J0,NK
|Pc
M
c(tn)− cn
M
|1,M ≤ C(∆t+ size(M)).
Le terme Pc
M
c désigne la projection centrée (voir définition I.18) de la solution exacte c sur le maillage M et |.|1,M
la semi-norme H1 discrète sur M (définie dans la Section I.2.2).
La condition de borne a priori sur la solution approchée sera commentée en détail dans la Section I.5 dédiée à la
démonstration du Théorème 1.
Le point le plus délicat dans la démonstration de ce résultat provient du terme non-linéaire f ′b(c) auquel il faut porter
une attention particulière. Pour cela nous nous inspirons des méthodes décrites dans [EFM89, KSW08]. Cependant,
des difficultés supplémentaires s’ajoutent dans le cas qui nous intéresse. Tout d’abord, le cadre volume finis complique
l’étude de ce terme. En effet, lorsque nous utilisons une méthode de type éléments finis conformes nous travaillons (du
moins en espace) sur des espacesH1-conformes. Ce n’est pas le cas lorsque nous utilisons une méthode de type volumes
finis où ces espaces sont discrets. De plus, nous utilisons dans ces travaux deux discrétisations en temps différentes du
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potentiel non-linéaire f ′b : la discrétisation implicite classique et une seconde discrétisation appelée semi-implicite, qui
permet d’obtenir une inégalité d’énergie discrète sans condition sur le pas de temps. C’est cette seconde discrétisation qui
complique également la démonstration du théorème d’estimation d’erreur.
Nous concluons ce chapitre en présentant différents résultats numériques qui permettent de valider le schéma VF4
pour le modèle de Cahn-Hilliard en illustrant différentes propriétés connues de ce modèle.
Chapitre II : L’opérateur de Laplace-Beltrami
Ce chapitre a essentiellement pour but d’introduire l’opérateur de Laplace-Beltrami et de traiter, dans un cadre plus simple,
plusieurs des difficultés qui interviennent lorsque nous prenons en compte la condition aux limites dynamique (1d) dans
le problème de Cahn-Hilliard :
• la géométrie du domaine, qui n’est plus polygonal, intervient dans l’équation sur le bord;
• un couplage s’effectue entre l’équation dans Ω et la condition aux limites sur ∂Ω.
Dans un premier temps nous nous intéressons à la discrétisation volumes finis de l’opérateur de Laplace-Beltrami sur une
courbe fermée Γ.
Plus précisément le problème s’écrit : Trouver u : Γ→ R satisfaisant,
−∆Γu+ u = g sur Γ avec g ∈ L2(Γ). (4)
Nous sommes donc en dimension 1 mais contrairement au cadre habituel le domaine Γ n’est pas une droite et les volumes
de contrôle ne sont pas des segments. Nous définissons donc un maillage ∂M de Γ constitué d’arcs de courbe comme
décrit sur la Figure 3.
xL′′
v = L|L′
eL
xL
yL
dL,v
xL′
yL′
d
L ′,v
Figure 3: Maillage ∂M de la courbe Γ
Ainsi, la Section II.1 permet d’introduire les notations en rapport avec le maillage ∂M mais elle permet également de
définir l’opérateur de gradient tangentiel discret utilisant une approximation à deux points consistante.
Pour tout volume de contrôle L ∈ ∂M, l’approximation volumes finis à deux points du problème (4) s’écrit :Å
−uL′ − uL
dL,L′
ã
−
Å
−uL − uL′′
dL,L′′
ã
+meLuL = meLgL, ∀L ∈ ∂M.
Dans un second temps, nous considérons le problème de Laplace avec des conditions aux limites de Ventcel.
Le problème est le suivant : Trouver u : Ω→ R tel que,
−∆u = f dans Ω;
−∆Γ(upΓ) + upΓ +∇u · ~n = g sur Γ;
(5)
avec f ∈ L2(Ω), g ∈ L2(Γ) et ~n la normale unitaire sortante au domaine.
Comme dans le cas des conditions aux limites dynamiques, ce problème couple une équation dans le domaine Ω avec
une équation sur le bord Γ. Ainsi, l’étude de ce problème, plus simple que l’équation de Cahn-Hilliard, va permettre
d’étudier ce couplage. Plus précisément nous verrons que le schéma VF4 permet de coupler naturellement l’équation
dans le domaine Ω et celle sur sa frontière par un terme de flux. De plus, cette section permet également de décrire
entièrement le maillage T = (M, ∂M) du domaine courbe Ω comme décrit sur la Figure 4.
La différence principale entre le maillage M défini dans le Chapitre I et le maillage intérieur M décrit ici est que les
volumes de contrôle K ayant un côté inclus dans Γ ne sont plus polygonaux et peuvent même ne pas être convexes.
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v = L|L′
xL
xK
yL
xLi
d
K,L
i
d
K
,L
dL,v
xL′
yL′
d
L ′,v
~nKLi
~nKL
~nσK(xL)
Sommet intérieur
Sommet du bord
Maillage intérieurM
Centre intérieur
K
Maillage du bord ∂M
L ∈ ∂M
eL corde associée à L
Figure 4: Maillage T associé à un domaine Ω non polygonal
D’un point de vue théorique, pour chacun des deux problèmes (4) et (5) étudiés dans ce chapitre nous démontrons une
estimation d’erreur d’ordre 1 ce qui est bien ce à quoi nous nous attendions au vu des propriétés connues du schéma VF4
(cf [EGH00]).
Remarquons également que, d’un point de vue numérique, lorsque nous programmons le schéma VF4 pour ces deux
problèmes, les seules informations à notre disposition sur la courbe Γ sont les coordonnées des sommets des mailles
L ∈ ∂M qui composent la frontière et qui sont fournies par le mailleur (en l’occurrence le logiciel Gmsh). Cependant,
plusieurs mesures font intervenir des mailles du bord :
• l’airemK de la maille K ∈M telle qu’il existe une arête σ ⊂ ∂K ∩ Γ;
• la longueurmL de la maille du bord L ∈ ∂M;
• la distance d(xK, xL) du centre xK ∈ K au centre xL ∈ L si L = σ ∈ ∂M est une maille du bord;
• la mesuremγLL′ de l’arc γLL′ joignant deux centres voisins du bord xL et xL′ .
Ainsi, pour construire le schéma VF4 nous ne pourrons pas utiliser ces mesures exactes mais seulement des approxima-
tions. Nous pourrions penser que pour obtenir un schéma VF4 adapté à la géométrie courbe du domaine il est nécessaire
de trouver une approximation précise de la courbure de Γ pour toutes les mailles L du bord. Pourtant, comme nous allons
le démontrer ceci n’est pas nécessaire. En effet nous choisissons de réaliser une approximation polygonale, c’est à dire
que nous considérons :
• l’airemK du polygone K construit à partir des sommets de la maille K ∈M;
• la longueurmeL de la corde eL associée à la maille du bord L ∈ ∂M;
• la distance dK,L = d(xK, yL) entre le centre xK ∈ K et le centre yL ∈ eL si L = σ ∈ ∂M est une maille du bord;
• la longueur dL,L′ = dL,v + dL′,v = d(xL,v) + d(xL′ ,v).
L’un des intérêts de ce chapitre est de montrer, d’un point de vue théorique, que ces approximations sont suffisantes mais
également d’observer que, d’un point de vue numérique, nous n’obtenons pas un schéma plus précis en réalisant une
approximation très précise des quantités géométriques qui interviennent.
Chapitre III : Le modèle de Cahn-Hilliard avec des conditions aux limites dynamiques
Rappelons que la condition aux limites de Neumann homogène sur le paramètre d’ordre impose que l’interface soit
orthogonale au bord du domaine. Or pour certains systèmes physiques, cette condition dans l’équation de Cahn-Hilliard
est trop restrictive. Par exemple, lorsqu’un premier fluide déplace un second fluide non-miscible la ligne de contact par
rapport à la paroi solide dévie de l’angle de contact statique pi2 . Pour tenir compte des interactions ayant lieu entre les
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composants du modèle de Cahn-Hilliard et la paroi solide, des physiciens [FMD97, FMD98, KEM+01] ont introduit de
nouvelles conditions aux limites appelées conditions aux limites dynamiques.
Pour cela, ils décomposent l’énergie libre F associée au modèle de Cahn-Hilliard en une énergie libre volumique (qui est
égale à l’énergie libre du modèle de Cahn-Hilliard associé à des conditions aux limites de Neumann définie par (2)) et une
énergie libre surfacique Fs :
F(c) =Fb(c) + Fs(c)
avec Fb(c) =
∫
Ω
Å
3
4
εσb |∇c|2 + 12
ε
σbfb(c)
ã
et Fs(c) =
∫
Γ
Å
3
16
ε2σbσs |∇ΓcpΓ|2 + 6σbfs(cpΓ)
ã
.
(6)
Nous voyons alors que la définition de l’énergie libre implique que nous allons travailler dans ce chapitre dans un espace
de fonctions particulier :
H1Γ(Ω) = {c ∈ H1(Ω) tel que cpΓ ∈ H1(Γ)}.
La condition aux limites dynamique (1d) est alors obtenue de sorte que le système tende à minimiser son énergie
totale.
Le but de ce chapitre est de réaliser l’analyse numérique de ce modèle en utilisant le schéma VF4 introduit dans les
chapitres précédents. Bien que d’un point de vue théorique, l’équation de Cahn-Hilliard avec des conditions aux limites
dynamiques (1) soit désormais assez bien comprise (voir par exemple [RZ03, WZ04, MZ05, CFP06, PRZ06]), d’un point
de vue numérique il existe beaucoup moins de résultats. Des méthodes de type différences finis sur grille cartésienne ont
été utilisées dans [FMD97, FMD98, KEM+01] mais sans preuve de convergence. Dans [CPP10] les auteurs démontrent
des résultats de convergence et d’estimations d’erreur pour le schéma semi-discrétisé en espace en utilisant une méthode
de type éléments finis et donc la discrétisation en temps n’est pas prise en compte. De plus, dans cette étude, les auteurs
imposent des conditions aux limites périodiques dans la direction latérale et donc la géométrie potentiellement courbe du
domaine n’est pas considérée.
Comme nous l’avons vu dans le Chapitre II le schéma VF4 s’adapte facilement à la géométrie courbe du domaine et
permet de coupler naturellement l’équation dans Ω avec la condition aux limites sur Γ par un terme de flux. Pour ces
raisons, nous avons choisi d’étudier le modèle de Cahn-Hilliard avec des conditions aux limites dynamiques en utilisant
une discrétisation de type VF4 en espace.
En utilisant les pré-requis introduits dans les Chapitres I et II nous sommes maintenant en mesure de réaliser l’analyse
mathématique du schéma VF4 pour l’équation de Cahn-Hilliard avec des conditions aux limites dynamiques (1). Pour
cela nous commençons par donner l’approximation VF4 de cette équation ainsi que les estimations d’énergies associées.
Notons que nous décrivons deux discrétisations possibles des termes non-linéaires fb et fs (appelées implicite et semi-
implicite) dont une inconditionnellement stable. Avec chacune de ces deux discrétisations, nous obtenons la décroissance
de l’énergie au niveau discret (pour un pas de temps suffisamment petit lorsque nous utilisons une discrétisation implicite,
voir Proposition III.9 et pour tout pas de temps pour la discrétisation semi-implicite, voir Proposition III.10), ce qui permet
de démontrer :
• l’existence d’au moins une solution au problème discret (voir Théorème III.12) dont la démonstration fait l’objet
de la Section III.4;
• des bornes sur les solutions discrètes (voir Proposition III.26) et notamment une borne L∞(0, T,H1(Ω))-discrète
pour le paramètre d’ordre, une borneL∞(0, T,H1(Γ))-discrète pour sa trace et une borneL2(0, T,H1(Ω))-discrète
pour le potentiel chimique;
• la convergence des solutions discrètes vers une solution faible du problème continu (voir Théorème III.18) ce qui
permet d’ailleurs par la même occasion d’obtenir l’existence de cette solution faible.
Ce dernier théorème (cf Théorème III.18) est le résultat majeur de ce chapitre, nous en énonçons le résultat :
Théorème 2 (Théorème de convergence des solutions approchées vers une solution faible)
Soit c0 ∈ H1Γ(Ω) et
ÄÄ
(c∆tT )
(m)
ä
,
Ä
(µ∆tT )
(m)
ää
m∈N
une suite d’approximations obtenues sur une famille de mail-
lages et de pas de temps telle que le pas de temps et le pas d’espace, ∆t(m) (avec ∆t(m) < ∆t0 pour une discréti-
sation implicite des termes non-linéaires) et size(T (m)) respectivement, tendent vers 0. Alors, il existe une solution
faible (c, µ) du problème (1) pour la donnée initiale c0 telle que, à sous-suite près, les convergences suivantes sont
vérifiées pour tout q ≥ 1 :
(c∆tT )
(m) → c dans L2(0, T ;Lq(Ω)), (c∆t∂M)(m) → cpΓ dans L2(0, T ;Lq(Γ)),
et (µ∆tT )
(m)
⇀ µ dans L2(0, T ;Lq(Ω)) faiblement.
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La démonstration de ce résultat présente plusieurs difficultés. La première difficulté vient du fait que le domaine Ω
n’est plus polygonal. En effet, la majorité des schémas volumes finis existant à ce jour sont réalisés sur un domaine
Ω polygonal. Ainsi, tous les résultats nécessaires à la démonstration de ce théorème (lorsqu’ils sont déjà connus) sont
donnés sur un domaine polygonal. Il faut donc dans un premier temps vérifier que ces résultats s’adaptent à la géométrie
courbe du domaine. Bien que ce soit le cas de beaucoup d’entre eux ce n’est pas le cas du lemme suivant :
Lemme 3
Il existe une constante C > 0 dépendant seulement de la régularité du maillage telle que :
• pour tout segment σ ⊂ R2 et pour tout polygone P ⊂ R2 de mesure non nulle,
• pour tout pseudo-triangle P ⊂ R2 possédant un côté courbe σ ⊂ R2 (vérifiant une propriété de régularité que
nous détaillerons plus loin),
et pour tout u ∈ H1(R2), alors :
|uP − uσ|2 ≤ C27 (mσ + diam(Q))
2
mP
∫
Q
|∇u(z)|2 dz,
où uP désigne la moyenne de u sur P , uσ la moyenne de u sur σ et :
• Q =”Pσ est l’enveloppe convexe de P ∪ σ dans le cas où σ est un segment;
• Q = P dans le cas où σ ⊂ ∂P est l’arête courbe du pseudo-triangle P (comme décrit sur la Figure 5).
σ
P
Figure 5: Le triangle à bord courbe
La démonstration de ce lemme est classique dans le cas où σ est un segment (premier cas) mais est plus compliquée
dans le second cas. Dans le premier cas la preuve peut par exemple se trouver dans [EGH00]. Dans le second cas,
la démonstration, plus complexe, est donnée dans la Section III.6 et fait l’objet d’un article actuellement en cours de
rédaction en collaboration avec P. Bousquet et F. Boyer [BBN14].
La seconde difficulté provient de la condition aux limites dynamique. En effet, en plus des difficultés liées à la nature
de l’équation de Cahn-Hilliard (qui est rappelons-le une équation parabolique non-linéaire du 4ème ordre) et de celles
déjà introduites dans le Chapitre II dues à la prise en compte de l’opérateur de Laplace-Beltrami et au couplage entre
une équation 2D et une équation 1D, la condition aux limites dynamique est elle-même non-linéaire. Remarquons que
dans [FMD97] lorsque les auteurs introduisent cette condition aux limites, le potentiel de Cahn-Hilliard surfacique fs est
quadratique. Cependant, s’intéresser à un potentiel surfacique fs non-quadratique (et donc imposer une condition aux
limites non-linéaire) permet d’une part de considérer des problèmes plus généraux mais également de prendre un compte
le potentiel qui apparaît lorsque nous nous intéressons à la dynamique d’angle de contact. Ce potentiel présente d’autant
plus d’importance que c’est le potentiel utilisé dans [YZF10, Don12] lors du couplage des équations de Navier-Stokes
avec le modèle de Cahn-Hilliard avec des conditions aux limites dynamiques qui est un sujet de recherche important (voir
le Chapitre VII).
Ainsi, pour passer à la limite dans le schéma nous allons avoir besoin de compacité forte dans L2(0, T, L2(Ω)) (du
fait du potentiel volumique fb) mais également dans L2(0, T, L2(Γ)). Nous allons donc devoir utiliser le théorème de
Kolmogorov et donc utiliser des estimations de translations en espace et en temps.
Nous allons construire un opérateur de prolongement en espace original qui utilise la trace discrète de la solution. Cet
opérateur permet alors d’obtenir des estimations en espace et en temps dans Ω et sur Γ simultanément. A partir de là nous
pouvons appliquer le théorème de Kolmogorov sur L2(]0, T [×R2) pour obtenir la compacité forte. Pour finir, la nature
particulière du prolongement que nous avons construit permet d’obtenir l’existence d’un certain c ∈ L∞(0, T,H1(Ω)) tel
que Tr c ∈ L∞(0, T,H1(Γ)) qui satisfait les convergences fortes suivantes (à sous-suite près) :
(c∆tT )
(m) −−−−−→
m→+∞
c dans L2(0, T, L2(Ω)) et (c∆t∂M)
(m) −−−−−→
m→+∞
Tr c dans L2(0, T, L2(Γ)).
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A partir de là nous pouvons passer à la limite dans le schéma et obtenir le résultat de convergence annoncé.
Pour conclure ce chapitre nous présentons plusieurs résultats numériques. Nous commençons avec des résultats
d’estimations d’erreur numérique qui mettent en évidence :
• La convergence d’ordre 1 en temps attendue;
• Une convergence d’ordre 2 en espace pour les normes L2-discrètes à la fois dans Ω et sur Γ. D’un point de
vue théorique, pour le problème de Laplace, nous savons que le schéma VF4 converge à l’ordre 1 en norme L2.
Cependant, un phénomène de super-convergence, qui reste à ce jour un problème ouvert, s’observe dans ce cas là.
Il n’est donc pas étonnant de l’observer également pour le problème qui nous intéresse.
• Une convergence d’ordre 1 en semi-norme H1-discrète ce qui est ce à quoi nous nous attendions au regard des
propriétés du schéma VF4 pour le problème de Laplace.
• Un phénomène de super-convergence d’ordre 2 en normeH1-discrète sur Γ que nous expliquons par la construction
particulière (réalisée avec le logiciel Gmsh) des volumes de contrôle du bord.
Dans un second temps nous proposons plusieurs résultats plus qualitatifs qui permettent d’observer l’influence des dif-
férents paramètres intervenant dans la condition aux limites dynamique sur l’évolution de la solution.
Les principaux résultats de ce chapitre ont été annoncés dans des actes de conférences soumis à comité de lecture
[Nab14c, Nab14b] et un article détaillant ces résultats est actuellement en préparation [Nab14a].
2. Etude de la stabilité Inf-Sup du schéma DDFV pour le problème de Stokes
Cette partie est consacrée à l’étude du problème de Stokes incompressible 2D suivant : Trouver le champ de vitesse
u : Ω→ R2 et la pression p : Ω→ R tels que :
−∆u+∇p = f , dans Ω,
divu = 0, dans Ω,
u = 0, sur ∂Ω, m(p)
def
=
1
|Ω|
∫
Ω
p = 0.
où Ω est un ouvert polygonal borné connexe de R2, f ∈ (L2(Ω))2.
L’approximation volumes finis du problème de Stokes fait l’objet de nombreux travaux et peut être divisé en deux classes
de méthodes : colocalisées (toutes les inconnues sont approchées aux mêmes points) et décalées (dans le cas contraire).
Notons que pour l’approximation du problème de Stokes nous ne pouvons pas utiliser le schéma VF4 car l’opérateur
de divergence associé à ce schéma n’est pas consistant et le schéma ne converge pas. Nous nous intéressons donc ici
à l’approximation de ce problème par la méthode Discrete Duality Finite Volume (DDFV) [Del07, Kre11] qui est une
méthode décalée car l’approximation du champ de vitesse et celle du champ de pression sont localisées sur des maillages
différents. Cette méthode de volumes finis a notamment pour avantages de pouvoir s’adapter aisément à des maillages
quelconques ou à des écoulement bi-fluides (avec une viscosité non-constante), tout en conservant les propriétés des
opérateurs différentiels mis en jeu.
Rappelons que le caractère bien posé de ce problème vient du fait que l’inégalité suivante appelée inégalité Inf-Sup
(ou LBB) est vérifiée :
inf
p∈L20(Ω)
(
sup
v∈(H10 (Ω))
2
b(v, p)
‖v‖H1‖p‖L2
)
> 0, (7)
où b(v, p) =
∫
Ω
p (divv) et L20(Ω) = {p ∈ L2(Ω) : m(p) = 0}.
La méthode DDFV pour le problème de Stokes a été introduite dans [Del07] mais la question de la stabilité Inf-Sup
uniforme n’avait, à ce jour, pas été traitée. En l’absence d’une preuve de stabilité Inf-Sup, dans [Kre11] l’auteur propose
d’ajouter un terme de stabilisation dans l’équation de conservation de la masse. Cependant, d’un point de vue numérique
il a été observé que ce terme de stabilisation ne semblait pas nécessaire. C’est la raison pour laquelle nous avons choisi
de réaliser dans cette partie l’étude théorique et numérique de la stabilité Inf-Sup du schéma DDFV pour le problème de
Stokes. De plus, notons que si nous montrons la stabilité Inf-Sup de ce schéma, alors l’analyse d’erreur présentée dans
[Kre11] pourra directement être appliquée au schéma sans terme de stabilisation.
Le Chapitre IV a pour but de poser le cadre DDFV associé à ce problème et de présenter une méthode numérique
(basée sur la recherche de valeurs propres d’une matrice appropriée) permettant de calculer la constante Inf-Sup discrète
pour un maillage donné. Le Chapitre V est alors consacré à l’étude théorique et numérique de la stabilité Inf-Sup pour
différentes familles de maillages.
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Chapitre IV : Méthode numérique pour le calcul de la constante Inf-Sup discrète
Le but de ce chapitre est de décrire une méthode numérique permettant de calculer, pour un maillage donné, la constante
Inf-Sup discrète du schéma DDFV.
Nous commençons donc par rappeler le cadre général de la méthode DDFV (décrit par exemple dans [ABH07]). Un
maillage DDFV T est constitué d’un maillage primalM ∪ ∂M et d’un maillage dualM∗ ∪ ∂M∗ (voir Figure 6).
D
Mailles primales intérieures K ∈M
Centres xK
D
Mailles duales K∗ ∈M∗ ∪ ∂M∗
Sommets xK∗
Figure 6: (Gauche) Le maillage primalM ∪ ∂M; (Droite) Le maillage dualM∗ ∪ ∂M∗.
Le maillage primal intérieur M est essentiellement le même que le maillage VF4 sur domaine polygonal construit
dans le Chapitre I à la différence que les centres xK des volumes de contrôle K ∈M ne respectent plus nécessairement la
condition d’orthogonalité imposée par le schéma VF4. Le maillage primal extérieur ∂M est alors l’ensemble des arêtes
du maillageM incluses dans ∂Ω.
A partir du maillage primal M nous définissons le maillage dual M∗ ∪ ∂M∗ de sorte que les centres du maillage dual
soient en fait les sommets du maillage primal. Pour cela, pour chaque sommet xK∗ du maillage primal nous relions entre
eux tous les centres des volumes de contrôle voisins (en parcourant les volumes de contrôle dans le sens horaire). Le
polygone K∗ ainsi construit constitue alors un volume de contrôle dual dont le centre est en fait le sommet xK∗ .
L’approximation DDFV du problème de Stokes que nous considérons ici associe à chaque maille primaleK ∈M∪∂M
une inconnue uK ∈ R2 et à chaque maille dualeK∗ ∈M∗∪∂M∗ une inconnue uK∗ ∈ R2 pour la vitesse. Les inconnues
en pression sont alors localisées sur un troisième maillage, appelé maillage diamant, noté D et défini de la manière
suivante. Pour toute arête σ = [xK∗ , xL∗ ] du maillage primal séparant les volumes de contrôle K et L, nous définissons la
maille diamant D ∈ D comme le quadrangle dont les diagonales sont σ∗ = [xK, xL] et σ = [xK∗ , xL∗ ] comme décrit sur
la Figure 6.
Il y a donc une bijection entre les arêtes du maillage primal et les mailles diamants.
L’approximation DDFV du problème de Stokes associe à chaque maille diamant D ∈ D une inconnue pD ∈ R pour la
pression.
Ces différents maillages nous permettent de définir de façon consistante les opérateurs gradients et divergences discrets
suivants (voir Section IV.1.3)
∇D : (R2)T → (M2(R))D,
divD :
(
R2
)T → RD,
divT : (M2(R))D → E0,
∇T : RD → E0,
où l’ensemble E0 est le sous-ensemble de
(
R2
)T
qui permet de prendre en compte les conditions aux limites de Dirichlet,
E0 =
¶
uT ∈
(
R2
)T
tel que u∂M = 0 et u∂M∗ = 0
©
.
Nous pouvons maintenant définir la constante Inf-Sup discrète associée à un maillage T de la manière suivante :
βT = inf
pD∈RD
Ç
sup
vT ∈E0
(divDvT , pD)D
|||∇DvT |||D,2‖pD −m(pD)‖D,2
å
. (8)
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Ainsi, pour un maillage donné T le schéma DDFV associé au problème de Stokes est bien posé si et seulement si βT > 0.
De plus, pour une famille de maillage dont le pas du maillage size(T ) tend vers 0, le schéma est stable si et seulement si
lim inf
size(T )→0
βT > 0.
En réécrivant la constante Inf-Sup discrète (8) sous forme matricielle, nous montrons alors que βT est la racine carrée
de la seconde plus petite valeur propre d’une matrice appropriée. Plus précisément, en notant respectivementMD, BD,T
et RT les matrices de masse en pression, de divergence et de rigidité du système; nous avons le résultat suivant :
Lemme 4 (Relation avec le complément de Schur)
La constante Inf-Sup discrète βT satisfait β
2
T = λ2(SD), où SD est la matrice symétrique définie par :
SD = M
− 12
D BD,TR
−1
T
tBD,TM
− 12
D ∈MND(R).
Dans le Chapitre V, nous utilisons alors une méthode d’itération de sous-espaces avec projection de Rayleigh-Ritz
décrite dans la Section IV.3.2 pour calculer les valeurs propres de la matrice SD.
Chapitre V : Etude de la stabilité Inf-Sup pour le problème de Stokes
Ce chapitre est consacré à l’étude d’un point de vue théorique et numérique de la propriété de stabilité Inf-Sup du schéma
DDFV pour le problème de Stokes.
Nous commençons notre analyse par une première série de maillages (cf Figure 7) pour lesquels nous sommes en
mesure de démontrer qu’ils vérifient la propriété de stabilité Inf-Sup, ce que nous observons également numériquement
(voir Figure 8).
(a) Maillage triangles conformes (b) Maillage triangles non-conformes (c) Maillage en damier
Figure 7: Série de maillages Inf-Sup stables
10−3 10−2 10−1 100
10−1
100
Maillages triangles conformes
Maillages triangles non-conformes
Maillages en damier
Figure 8: Etude de la stabilité pour une première série de maillages; βT en fonction de size(T )
La démonstration de cette propriété de stabilité Inf-Sup repose sur le résultat suivant :
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Théorème 5 (Résultat général de stabilité Inf-Sup)
Soit T un maillage DDFV sur un domaine connexe polygonal Ω. Supposons qu’il existe αT ≥ 1 tel que :
|pD|h ≤ αT ‖hT∇T pD‖T ,2, ∀pD ∈ RD. (9)
Alors il existe une constante C > 0, dépendant seulement de la régularité du maillage, telle que :
C
αT
‖pD −m(pD)‖D,2 ≤ sup
vT ∈E0
bT (vT , pD)
|||∇DvT |||D,2 , ∀pD ∈ R
D, (10)
c’est à dire βT ≥ C/αT .
Les normes discrètes utilisées dans ce théorème seront définies dans la Section IV.1.4, en particulier la semi-norme
| · |h sur RD est définie par
|pD|2h =
∑
D,D′∈D
D|D′
(h2D + h
2
D′)(pD′ − pD)2, ∀pD ∈ RD,
où la notation D|D′ signifie que D et D′ ont un côté commun (nous dirons que D et D′ sont voisins) et hD représente le
diamètre de la maille diamant D.
La stratégie présentée dans la Section V.1 consiste alors à vérifier si, pour une famille donnée de maillage, l’inégalité (9)
est vérifiée pour un certain αT uniformément borné lorsque le pas du maillage tend vers 0. Cette estimation signifie en
fait que nous allons devoir estimer la différence entre deux pressions sur des mailles diamants voisines pD − pD′ en terme
du gradient de pression sur des mailles primales et duales. Rappelons la valeur du gradient de pression (défini dans la
Section IV.1.3) pour une maille K ∈M par exemple,
mK∇
KpD =
∑
Dσ,σ∗∈DK
mσpD~nσK.
Ainsi, la valeur du gradient de pression sur une maille donnée dépend de la valeur des pressions sur toutes les mailles
diamants qui lui sont associées. C’est la raison pour laquelle il n’est pas forcément facile d’obtenir une estimation de la
différence de deux pressions sur des mailles diamants voisines. Par conséquent, l’étude de la validité de l’hypothèse (10)
dépend fortement de la géométrie des mailles que nous considérons et il faudra donc vérifier cette hypothèse pour chaque
famille de maillages décrits sur la Figure 7.
Dans un second temps, dans la Section V.2 nous nous intéressons à une seconde série de maillage, de type cartésien
(voir Figure 9), pour lesquels nous montrons que la propriété de stabilité Inf-Sup n’est pas vérifiée.
(a) Maillage conforme uniforme (b) Maillage non-conforme
Figure 9: Série de maillages Inf-Sup instables
Plus précisément, dans le cas du maillage cartésien conforme uniforme nous montrons que βT = 0 (Théorème V.8) et pour
le cas non-conforme nous prouvons que βT > 0 mais que βT → 0 lorsque le pas du maillage tend vers 0 (Théorème V.9),
comme nous l’observons également numériquement sur la Figure 10a (droite en orange).
Nous démontrons ainsi l’existence d’au moins un mode de pression instable (décrit sur la Figure 10b). Cependant,
nous établissons qu’il existe en fait un unique mode instable (Théorème V.11) ce qui signifie que la propriété de stabilité
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βT√
λ3(SD)
(a) Comparaison entre βT et
√
λ3(SD) en
fonction de size(T )
(b) Le mode instable
Figure 10: Instabilité Inf-Sup pour le maillage cartésien non-conforme
Inf-Sup est satisfaite si nous imposons aux modes de pression d’être orthogonaux au mode instable. C’est cette propriété
que nous appelons la propriété de stabilité Inf-Sup de codimension 1.
D’un point de vue numérique, nous traçons la racine carré de la valeur propre suivante λ3(SD) du complément de Schur du
système défini dans le Lemme 4. Nous observons alors (voir Figure 10a, droite en violet) que
√
λ3(SD) semble minorée
lorsque le pas du maillage tend vers 0 ce qui confirme la présence d’un unique mode instable.
Cette étude semble donc expliquer pourquoi même dans le cas d’un maillage Inf-Sup instable, les propriétés de con-
vergence de la méthode DDFV sont conservées même sans terme de stabilisation comme cela a été observé dans [Kre11].
Notons que pour démontrer la propriété de stabilité Inf-Sup inconditionnelle tout comme pour démontrer la propriété
de stabilité Inf-Sup de codimension 1, l’idée sous-jacente de notre analyse est de construire une sorte d’approximation de
l’opérateur de Fortin (voir Propositions V.1 et V.12). Une fois cet opérateur construit, la démonstration des théorèmes de
stabilité Inf-Sup correspondants (cf Théorème V.2 et Théorème V.11), se divise alors en deux cas de la même manière que
pour la preuve classique de la stabilité Inf-Sup de l’élément de Taylor-Hood.
Pour conclure ce chapitre, nous présentons divers résultats numériques permettant d’observer que la propriété de
stabilité Inf-Sup est vérifiée pour plusieurs familles de maillages très généraux bien que nous ne soyons pas en mesure,
pour le moment, de le démontrer d’un point de vue théorique.
Pour conclure, cette étude montre que le schéma DDFV semble être très robuste vis à vis de la propriété de stabilité
Inf-Sup même en ce qui concerne des maillages non-conformes.
Le travail présenté dans cette partie a été accepté pour publication dans Mathematics of Computation et a été réalisé
en collaboration avec F. Boyer et S. Krell [BKN14a].
3. Discrétisation DDFV d’un modèle couplé Cahn-Hilliard/Stokes
Le couplage des équations de Cahn-Hilliard avec les équations de Navier-Stokes est un sujet important de recherche
actuel. Ce modèle permet de décrire l’écoulement d’un mélange de deux fluides incompressibles non-miscibles. Les
équations de Navier-Stokes permettent alors de prendre en compte l’hydrodynamique de l’écoulement.
Ce modèle de champ de phases permet de capturer l’interface en imposant la valeur de l’épaisseur d’interface à une
valeur ε > 0 faible mais plus grande que sa valeur réelle.
Si nous considérons deux fluides de densité ρ1 et ρ2 et de viscosité η1 et η2, ce couplage est réalisé :
• en ajoutant un terme de transport u · ∇c dans l’équation d’évolution du paramètre d’ordre (équation de Cahn-
Hilliard);
• en ajoutant un terme de force capillaire µ∇c dans le bilan de quantité de mouvement (équations de Navier-Stokes);
• en définissant la densité ρ et la viscosité η comme des fonctions régulières du paramètre d’ordre (telles que ρ(1) =
ρ1, η(1) = η1, ρ(0) = ρ2 et η(0) = η2).
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Alors, le problème s’écrit : Trouver la concentration de l’un des deux constituants c : (0, T ) × Ω → R, le champ de
vitesse u : (0, T )× Ω→ R2 et la pression p : (0, T )× Ω→ R tels que :
∂tc+ u · ∇c = Γb∆µ, dans (0, T )× Ω;
µ = −3
2
εσb∆c+
12
ε
σbf
′
b(c), dans (0, T )× Ω;
∂t(ρ(c)u) + div(ρ(c)u⊗ u)− div(2η(c)Du) +∇p+ T = µ∇c+ ρ(c)g, dans (0, T )× Ω;
divu = 0, dans (0, T )× Ω;
u = 0; sur (0, T )× Γ;
∇µ · ~n = 0, sur (0, T )× Γ;
(11a)
(11b)
(11c)
(11d)
(11e)
(11f)
où le vecteur g représente la gravité et Du = 12
(∇u+∇uT ).
Notons que le choix du terme T est sujet à débat (voir par exemple [Boy02, BLM+10, AGG12] et les références qui s’y
trouvent pour des choix différents). En effet, lors du couplage entre les équations de Cahn-Hilliard et les équations de
Navier-Stokes, la vitesse u représente la vitesse moyenne des deux fluides mis en jeu et donc lorsque ρ est une fonction
dépendante du paramètre d’ordre, l’équation de conservation de la masse ∂tρ + div(ρu) = 0 n’est plus vérifiée. Ainsi,
selon les auteurs, différentes solutions sont proposées pour obtenir le bilan local d’énergie cinétique.
Notons que pour que le système (11) soit bien posé, il faut ajouter une condition aux limites sur le paramètre d’ordre c.
Habituellement, ces équations sont étudiées en choisissant une condition aux limites de Neumann homogène [Jac99,
Boy02, LS03, KSW08, AF08, Abe09, BLM+10, AGG12].
Cependant, là encore cette condition aux limites impose un angle de contact entre l’interface et la paroi égal à pi2 . Cette
condition est trop restrictive car lorsqu’un premier fluide déplace un second fluide, l’énergie de relaxation de la paroi
produit un angle de contact dynamique qui dévie de l’angle de contact statique pi2 . C’est la raison pour laquelle dans
[Jac00] l’auteur introduit l’énergie libre de surface suivante :
Fs(c) = 6σb
∫
Γ
fs(cpΓ) avec fs(cpΓ) = cos(θs)c
2
Å
1
3
c− 1
2
ã
+
σ1 + σ2
12σb
+
cos(θs)
12
,
où σ1 représente la tension de surface entre le fluide 1 (l’inconnue du modèle de Cahn-Hilliard de concentration c) et la
paroi, σ2 la tension de surface entre le fluide 2 (celui de concentration 1− c) et la paroi et θs est l’angle de contact statique
entre l’interface et la paroi (mesuré du côté du fluide 1) .
Alors, l’équation de Young est vérifiée à l’angle de contact θs avec la paroi :
σb cos(θs) = σ2 − σ1,
et la fonction fs ainsi construite satisfait :
6σbfs(1) = σ1, 6σbfs(0) = σ2, 6σbfs
Å
1
2
ã
=
σ1 + σ2
2
et f ′s(0) = f
′
s(1) = 0.
La condition aux limites correspondante s’écrit ainsi :
3
2
εσb
Γs
∂tcpΓ = −6σbf ′s(cpΓ)−
3
2
εσb∂nc.
Notons que cette condition aux limites est en fait la condition aux limites dynamique introduite dans le Chapitre III (hormis
le fait que les coefficients intervenant devant le terme ∂tcpΓ sont différents) pour un potentiel de surface fs particulier et en
imposant qu’il n’y ait pas de diffusion sur la paroi (σs = 0). L’étude de ces conditions aux limites fait l’objet de travaux
récents [QWS06, WQS08, YZF10, YF11, CQA11, Don12].
Dans ces travaux nous nous plaçons dans un cas simplifié : nous supposons la viscosité constante et nous étudions
le couplage avec les équations de Stokes en négligeant le terme d’inertie et en faisant l’hypothèse de l’approximation
Boussinesq. Ainsi, l’équation (11c) se réécrit :
∂tu− 1Re∆u+∇p =
1
ρ∗
µ∇c+ ρ(c)
ρ∗
g, avec
1
Re =
η∗
ρ∗
, (12)
où nous avons noté ρ∗ (respectivement η∗) la densité (respectivement la viscosité) du fluide le plus lourd.
Il s’agit ici de se concentrer sur les difficultés liées au couplage et à la condition aux limites dynamique. L’étude du
système couplé Cahn-Hilliard/Navier-Stokes complet sera bien sûr la suite logique de ces travaux.
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Rappelons que pour étudier le couplage entre les équations de Stokes et celles de Cahn-Hilliard nous ne pourrons
pas utiliser le schéma VF4 décrit dans la Partie 1 (car il n’est pas adapté à l’approximation du problème de Stokes).
Dans la Partie 2 nous avons présenté un schéma DDFV efficace pour le problème de Stokes n’imposant pas de condition
d’orthogonalité et permettant notamment l’utilisation de maillages non-conformes. Nous avons donc choisi d’utiliser le
schéma DDFV défini dans la Partie 2 pour l’analyse du couplage entre les équations de Cahn-Hilliard et les équations
de Stokes. Dans un premier temps nous allons donc, dans le Chapitre VI, étudier l’approximation DDFV associée aux
équations de Cahn-Hilliard puis dans le Chapitre VII nous présenterons un schéma DDFV original pour le couplage
Cahn-Hilliard/Stokes qui permet de prendre en compte la condition aux limites dynamique et non-linéaire.
Dans cette partie, le domaine Ω sera un ouvert borné, connexe, régulier de R2 (pas forcément polygonal).
Chapitre VI : Discrétisation DDFV de l’équation de Cahn-Hilliard
Ce chapitre est dédié à l’établissement d’un schéma DDFV pour l’équation de Cahn-Hilliard associée à deux types de
conditions aux limites pour le paramètre d’ordre : la condition aux limites de Neumann étudiée dans le Chapitre I et la
condition aux limites dynamique décrite dans le Chapitre III.
Dans un premier temps, nous définissons un maillage DDFV sur un domaine Ω non polygonal. Pour cela, nous
utilisons des méthodes similaires à celles décrites dans le Chapitre III pour obtenir un maillage VF4 sur un domaine
courbe. Puis, nous définissons des opérateurs gradients et divergence discrets qui sont en dualité.
Le point délicat de ce chapitre réside dans l’établissement du schéma DDFV pour l’équation de Cahn-Hilliard avec
des conditions aux limites dynamiques. Dans ce cas là, les mailles duales du bord jouent un rôle particulier. En effet, lors
de la discrétisation de l’équation sur le potentiel chimique elles interviennent comme inconnues duales intérieures mais
elles interviennent également en tant qu’inconnues duales du bord dans la prise en compte de la condition aux limites
dynamique. Notons que ce sont les seules mailles pour lesquelles ce problème intervient. En effet, les mailles primales
du bord n’interviennent pas dans l’équation dans Ω mais seulement dans l’équation sur Γ. Détaillons donc ici la méthode
utilisée pour obtenir l’approximation DDFV associée à une maille duale du bord K∗ ∈ ∂M∗.
• Pour commencer, pour t ∈ R fixé, nous intégrons l’équation sur le potentiel chimique sur la maille K∗,∫
K∗
µ(t, x)dx =−A∆ ∑
Dσ,σ∗∈DK∗
∫
σ∗
∇c(t, x) · ~nσ∗K∗dσ(x)
−A∆ ∑
D∈DK∗∩Dext
∫
σ∩K∗
∇c(t, x) · ~nσKdσ(x) +Afb
∫
K∗
f ′b(c(t, x))dx.
• Nous intégrons ensuite la condition aux limites dynamique sur σ∗Γ = ∂K∗∩Γ, alors pour tout t ∈ R nous obtenons :
A∂t
∫
σ∗
Γ
∂tcpΓ(t, x)dσ(x) =A∆Γ
∑
v∗∈V
K∗
∇ΓcpΓ(t,v∗)nv∗K∗ · ~τ −Afs
∫
σ∗
Γ
f ′s(cpΓ(t, x))dσ(x)
−A∆ ∑
D∈DK∗∩Dext
∫
σ∩K∗
∇c(t, x) · ~nσKdσ(x) .
• Nous allons ensuite éliminer le terme de flux qui est encadré en soustrayant les deux équations ci-dessus.
• Ainsi, en intégrant l’équation obtenue pour t ∈ [tn, tn+1] nous obtenons finalement :
−A∆ ∑
Dσ,σ∗∈DK∗
∫ tn+1
tn
∫
σ∗
∇c(t, x) · ~nσ∗K∗dσ(x)dt+Afb
∫ tn+1
tn
∫
K∗
f ′b(c(t, x))dxdt
−
∫ tn+1
tn
∫
K∗
µ(t, x)dxdt+A∂t
∫
σ∗
Γ
(
cpΓ(t
n+1, x)− cpΓ(tn, x)
)
dσ(x)
−A∆Γ
∑
v∗∈V
K∗
∫ tn+1
tn
∇ΓcpΓ(t,v∗)nv∗K∗ · ~τdt+Afs
∫ tn+1
tn
∫
σ∗
Γ
f ′s(cpΓ)dσ(x)dt = 0.
• Alors, en utilisant les opérateurs discrets définis dans la Section VI.1, l’approximation DDFV de l’équation sur le
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potentiel chimique associée à la condition aux limites dynamique pour une maille duale du bord s’écrit :
−A∆ ∑
Dσ,σ∗∈DK∗
mσ∗∇Dcn+1T · ~nσ∗K∗ +AfbmK∗dfb(cnK∗ , cn+1K∗ )−mK∗µn+1K∗ +A∂tmσ∗Γ
cn+1K∗ − cnK∗
∆t
−A∆Γ
∑
v∗∈V
K∗
∇v∗Γ cn+1∂M nv∗K∗ +Afsmσ∗Γdfs(cnK∗ , c
n+1
K∗ ) = 0.
Pour chacune des conditions aux limites étudiées dans ce chapitre, nous donnons également l’égalité d’énergie corre-
spondante qui permet d’aboutir (de la même manière que pour le schéma VF4) à la décroissance de l’énergie au niveau
discret. Nous pouvons ainsi démontrer l’existence d’au moins une solution au problème discret ainsi que les bornes sur
les solutions discrètes.
Pour conclure ce chapitre nous présentons plusieurs résultats numériques qui permettent de montrer que le schéma
DDFV est bien adapté à l’approximation de l’équation de Cahn-Hilliard tout en autorisant la présence de mailles non-
conformes.
Chapitre VII : Couplage de l’équation de Cahn-Hilliard avec le problème de Stokes
Nous pouvons maintenant nous intéresser au cas du couplage avec les équations de Stokes. Commençons par remarquer
que bien que nous ayons déjà défini le schéma DDFV pour le problème de Stokes (cf Partie 2) et pour les équations de
Cahn-Hilliard (cf Chapitre VI) le couplage entre ces deux équations ne sera pas si simple :
• Pour coupler ces deux équations nous avons ajouté un terme de transport u · ∇c dans l’équation d’évolution du
paramètre d’ordre (11a). Or les inconnues en vitesse sont localisées aux centres et aux sommets alors que le gradient
discret du paramètre d’ordre est constant par diamant. Nous n’allons donc pas pouvoir discrétiser le terme u · ∇c
en utilisant une approximation DDFV classique. Cependant, la vitesse est à divergence nulle ce qui implique que
u · ∇c = div(uc). Nous allons donc construire dans la Section VII.1.1 un nouvel opérateur discret divTpi (uT , cT )
permettant d’approcher le terme div(uc) (dans la même idée que ce que font les auteurs dans [GK14]).
• Lors du couplage nous avons également ajouté un terme de force capillaire µ∇c dans le bilan de quantité de
mouvement des équations de Stokes (12). Or, les inconnues sur le potentiel chimique sont également localisées aux
centres et aux sommets. Le même problème se pose alors pour discrétiser le terme µ∇c. Nous définissons donc
dans la Section VII.1.2 un nouvel opérateur discret GT (µT , cT ) ayant pour but d’approcher ce terme.
Notons que ces opérateurs sont construits de sorte que l’égalité suivante soit conservée au niveau discret :∫
Ω
u · µ∇c =
∫
Ω
div(uc)µ, ∀u tel que divu = 0.
Nous montrons ensuite dans la Section VII.1.3 que ces nouveaux opérateurs discrets sont, en un certain sens, consis-
tants.
Nous sommes maintenant en mesure de présenter un schéma découplé pour l’approximation DDFV du couplage entre
l’équation de Cahn-Hilliard et le problème de Stokes tel que la dissipation de l’énergie totale au niveau discret soit vérifiée
pour un pas de temps suffisamment petit.
Nous concluons ce chapitre par des résultats numériques permettant d’une part d’illustrer le comportement du schéma
DDFV vis à vis du système étudié et d’autre part d’observer l’influence de la condition aux limites dynamique sur la
dynamique d’angles de contact.
L’une des simulations que nous présentons modélise la chute d’une goutte le long d’un plan incliné (nous donnons ici
l’exemple d’une inclinaison α = 70◦) à laquelle nous demandons de satisfaire un angle de contact θs fixé (dans les figures
ci-dessous θs = 2pi3 ). La configuration initiale du modèle est décrite sur la Figure 11.
Nous observons alors (voir Section VII.5) l’influence des différents paramètres qui interviennent : l’angle d’inclinaison
α du plan, l’angle de contact θs choisi et le coefficient de relaxation Γs.
Dans le cas que nous présentons ici (voir Figures 12 et 13) nous faisons seulement varier le coefficient Γs en maintenant
fixé les paramètres α = 70◦ et θs = 2pi3 .
Nous pouvons alors clairement observer l’influence du coefficient de relaxation :
• d’une part sur la vitesse de le goutte : plus le coefficient de relaxation est faible plus la goutte tombe lentement;
• d’autre part sur la vitesse d’établissement de l’angle de contact θs choisi : plus le coefficient de relaxation est élevé
plus l’angle de contact θs entre la paroi solide et l’interface fluide se forme rapidement.
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Figure 11: Configuration initiale d’une goutte tombant le long d’un plan incliné de 70◦
(a) Solution au temps t = 1 (b) Solution au temps t = 5 (c) Solution au temps t = 9 (d) Solution au temps t = 10
Figure 12: Coefficient de relaxation Γs = 20
Solution primale en rouge - Solution duale en bleu - Lignes de courant en noir
(a) Solution au temps t = 1 (b) Solution au temps t = 5 (c) Solution au temps t = 9 (d) Solution au temps t = 10
Figure 13: Coefficient de relaxation Γs = 0.2
Solution primale en rouge - Solution duale en bleu - Lignes de courant en noir
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4. Publications
L’ensemble de ces travaux a donné lieu à une publication dans une revue à comité de lecture et trois actes de conférence
à comité de lecture. Par ailleurs, trois articles sont en cours de rédaction.
4.1 Article dans une revue à comité de lecture
[BKN14a]
F. Boyer, S. Krell, F. Nabet, Inf-Sup stability of the Discrete Duality Finite Volume method for the 2D Stokes
problem.
Mathematics of Computation, 2014, à paraître.
http://hal.archives-ouvertes.fr/hal-00795362
Cet article présente l’étude, autant d’un point de vue théorique que numérique, de la propriété de stabilité
Inf-Sup du schéma DDFV pour le problème de Stokes pour différentes familles de maillages. Son contenu
est essentiellement celui de la Partie 2.
4.2 Articles en cours de rédaction
[Nab14a]
F. Nabet, Convergence of a finite-volume scheme for the Cahn-Hilliard equation with dynamic boundary
conditions, 2014.
Cet article reprend essentiellement le contenu du Chapitre III et en particulier la démonstration du théorème
de convergence des solutions discrètes vers une solution faible du du problème continu présenté dans la
Section III.5.
[BBN14]
P. Bousquet, F. Boyer, F. Nabet, On a functional inequality arising in the analysis of finite volume methods,
2014.
Cet article reprend le contenu de la Section III.6 dans laquelle nous démontrons une inégalité de type Poincaré
entre la moyenne d’une fonction u sur un pseudo-triangle à bord courbe et la moyenne de u sur ce bord courbe.
[BN14]
F. Boyer, F. Nabet, A DDFV method for a Cahn-Hilliard-Stokes phase field model, 2014.
Cet article reprend le contenu de la Partie 3 dans laquelle nous proposons un schéma DDFV adapté au cou-
plage entre l’équation de Cahn-Hilliard et le problème de Stokes, en particulier associé à une condition aux
limites dynamique sur le paramètre d’ordre.
4.3 Actes de conférences à comité de lecture
[Nab14c]
F. Nabet, Finite-Volume method for the Cahn-Hilliard equation with dynamic boundary conditions,
Proceeding SMAI 2013 (Seignosse Le Penon, Landes).
http://hal.archives-ouvertes.fr/hal-00872690
[Nab14b]
F. Nabet, Finite-Volume analysis for the Cahn-Hilliard equation with dynamic boundary conditions,
Finite Volumes for Complex Applications VII Methods and Theoretical Aspects,
Proceedings of the 7th international symposion of Finite Volumes for Complex Applications (Berlin, Alle-
magne), 2014 .
http://hal.archives-ouvertes.fr/hal-00974585
4.4 Acte de conférence
[BKN14b]
F. Boyer, S. Krell, F. Nabet, Stabilité Inf-Sup du schéma DDFV pour le problème de Stokes 2D.
Actes du colloque EDP-Normandie, (Caen) 2013.
1Partie 1
Discrétisation Volumes Finis du modèle de
Cahn-Hilliard

3Chapitre I
L’équation de Cahn-Hilliard avec des
conditions aux limites de Neumann
Ce chapitre est consacré à la présentation d’une approximation de type volumes finis de l’équation de Cahn-Hilliard
diphasique avec des conditions aux limites de Neumann et un potentiel polynomial. Ces équations ont largement été
étudiées autant d’un point de vue théorique que numérique (voir par exemple [EZ86, Zhe86, Ell89, Dlo94, CM95, Tem97,
RH99, NC08, MW09]). L’analyse numérique de ce modèle par des méthodes de type éléments finis ou différences finies a
déjà fait l’objet de nombreux travaux(cf [EF87, EFM89, EF89, Ell89, DN91, EL92, Eyr98, CCK00, Fur01a, FP04, FP05,
SY10]) mais il n’a, à notre connaissance jamais été étudié par une méthode de type volumes finis. Le but de ce chapitre
est d’introduire le schéma VF4 (appelé ainsi car pour le problème de Laplace ce schéma a un stencil de 4 points en 2D
sur un maillage triangles), également appelé TPFA (acronyme de "Two Point Flux Approximation"), qui sera par la suite
étendu dans le Chapitre III à d’autres types de conditions aux limites.
Nous commençons par rappeler, d’une part le modèle de Cahn-Hilliard auquel nous nous intéressons (Section I.1) et
d’autre part (Section I.2) les notations volumes finis usuelles. Dans la Section I.3 nous décrivons le schéma numérique
que nous utilisons ainsi que les estimations d’énergie qui en découlent. Nous énonçons ensuite les résultats d’existence
de solutions au problème discret (Théorème I.8) et de convergence des solutions discrètes vers une solution faible du
problème continu (Théorème I.11). Le résultat principal de ce chapitre est le théorème d’estimation d’erreur pour le
schéma complètement discrétisé (Théorème I.16) dont la démonstration fait l’objet de la Section I.5. Enfin, nous détaillons
(Section I.6) l’implémentation de ce schéma réalisée avec le logiciel Scilab puis nous présentons dans la Section I.7
plusieurs résultats numériques illustrant les différentes propriétés du système de Cahn-Hilliard.
Notons que ce chapitre a notamment pour but de décrire, dans un cadre volumes finis classique (le domaine Ω est
polygonal et nous imposons des conditions aux limites de Neumann), le schéma que nous utiliserons dans le Chapitre
III. C’est la raison pour laquelle nous ne démontrerons pas tous les résultats énoncés dans ce chapitre. Cependant, si un
résultat n’est pas démontré, sa preuve sera alors détaillée dans le Chapitre III pour le cas plus complexe des conditions
aux limites dynamiques. Pour chacun des résultats en question nous préciserons quel est le résultat correspondant qui sera
démontré dans le Chapitre III.
Dans ce chapitre, nous nous plaçons sur un domaine Ω ouvert, borné, connexe et polygonal de R2.
I.1 Le modèle de Cahn-Hilliard
Dans cette section nous rappelons brièvement les principales propriétés (décrites par exemple dans [Lap06, Min10]) du
modèle de Cahn-Hilliard.
Ce système modélise un mélange composé de deux phases dont les concentrations c1 et c2 varient entre 0 et 1 (valeurs
qui représentent les phases pures) et sont reliées par la relation c1 + c2 = 1.
L’équation de Cahn-Hilliard est un modèle de type interface diffuse, nous imposons donc l’épaisseur entre les deux phases
du mélange égale à une valeur ε > 0, faible mais tout de même plus grande que sa valeur réelle.
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Ainsi, l’inconnue du modèle est la concentration c de l’une des deux phases qui vaut 1 dans une des phases, 0 dans l’autre
et qui varie continûment entre 0 et 1 dans l’interface.
Ce modèle repose sur l’introduction d’une l’énergie libre Fb dépendant de l’épaisseur de l’interface ε et de la tension
de surface entre les deux phases σb :
Fb(c) = 3
4
εσb
∫
Ω
|∇c|2 + 12
ε
σb
∫
Ω
fb(c). (I.1)
La minimisation de cette énergie fait entrer en compétition les deux termes qui la composent :
• Un terme proportionnel à
∫
Ω
|∇c|2 dont la minimisation pénalise les fortes variations de la concentration et donc
tend à augmenter l’épaisseur de l’interface.
• Un terme proportionnel à
∫
Ω
fb(c) qui modélise la non-miscibilité des phases. En effet, la fonction double puits
fb(c) = c
2(1− c)2 (cf Figure I.1a), appelée potentiel de Cahn-Hilliard, est minimale dans les phases pures, c’est à
dire pour c = 0 et c = 1. Par conséquent, contrairement au terme précédent, ce terme tend à minimiser l’épaisseur
de l’interface.
Les coefficients devant ces deux termes sont obtenus en résolvant le problème de minimisation 1D sur un domaine infini.
Nous obtenons le profil minimisant (cf Figure I.1b) suivant :
ceq(x) =
1
2
Å
1 + tanh
2x
ε
ã
,
et nous choisissons d’identifier ε à l’épaisseur de l’interface et l’énergie Fb(ceq) à la tension de surface σb.
0 1
fb(c) = c
2(1− c)2
(a) Potentiel de Cahn-Hilliard
0
0.5
1
Interface: ε
(b) Epaisseur de l’interface
Figure I.1: Structure double puits du potentiel fb et définition de l’épaisseur de l’interface
L’équation d’évolution associée est le flot de gradient dansH−1 sous la contrainte de conservation du volume total au
cours du temps : pour tout t ∈ R,
∫
Ω
c(t, x)dx =
∫
Ω
c(0, x)dx.
Ainsi, pour un temps final T > 0 donné, l’évolution du paramètre d’ordre c : (0, T ) × Ω → R est décrite par l’équation
de Cahn-Hilliard,  ∂tc = Γb∆µ;µ = −3
2
εσb∆c+
12
ε
σbf
′
b(c).
(I.2)
Nous avons introduit une inconnue intermédiaire µ appelée potentiel chimique qui est la dérivée fonctionnelle de l’énergie
libre Fb par rapport au paramètre d’ordre c. Le paramètre Γb > 0 est constant et représente un coefficient de diffusion
appelé mobilité.
Nous pouvons dès à présent remarquer que l’équation de Cahn-Hilliard présente plusieurs difficulté : c’est une équation
parabolique du 4ème ordre et non-linéaire du fait de la nature du potentiel de Cahn-Hilliard fb (cf Figure I.1a).
A ce système s’ajoute une condition initiale dans Ω,
c(0, .) = c0, (I.3)
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ainsi que deux conditions aux limites. Il n’y a aucun échange de masse à travers la paroi, ainsi dans ces travaux nous
imposerons toujours une condition aux limites de Neumann homogène sur le potentiel chimique µ. En ce qui concerne le
paramètre d’ordre, dans ce chapitre nous imposerons également une condition de Neumann homogène (voir le Chapitre
III pour une analyse de conditions plus générales). Les conditions aux limites associées à l’équation (I.2) s’écrivent donc :®∇µ · ~n = 0 sur (0, T )× ∂Ω,
∇c · ~n = 0 sur (0, T )× ∂Ω,
(I.4a)
(I.4b)
où ~n est la normale unitaire sortante à Ω.
Les solutions du système de Cahn-Hilliard avec des conditions aux limites de Neumann satisfont l’égalité d’énergie
suivante :
d
dt
Fb(c) = −Γb
∫
Ω
|∇µ|2. (I.5)
Pour plus de clarté, nous noterons dans la suiteA∆ = 32εσb le coefficient qui se trouve devant le terme∆c dans l’équation
sur le potentiel chimique et Afb = 12ε σb celui qui est devant la dérivée du potentiel de Cahn-Hilliard f ′b.
Dans ces travaux, nous nous plaçons dans un cadre général pour lequel le potentiel de Cahn-Hilliard satisfait les
hypothèses standard : fb est une fonction positive de classe C2(R2) qui vérifie :
• Dissipativité :
lim inf
|c|→∞
f ′′b (c) > 0, (I.6)
donc il existe α1 > 0 et α2 ≥ 0 tels que pour tout c ∈ R,
fb(c) ≥ α1c2 − α2.
• Croissance polynomiale : il existe Cb > 0 et un réel p ≥ 2 tels que :∣∣∣f (m)b (c)∣∣∣ ≤ Cb (1 + |c|p−m) , m = {0, 1, 2}. (I.7)
Notons cependant que le potentiel fb décrit par la fonction double-puits présentée sur la Figure I.1a vérifie ces hypothèses
et rentre donc dans le cadre de notre étude.
I.2 Le cadre Volumes Finis
Rappelons que Ω est un ouvert polygonal connexe de R2 et que nous nous plaçons donc dans le cadre des volumes finis
2D.
I.2.1 Maillage et notations
Nous rappelons dans cette section les notations volumes finis usuelles (cf par exemple [EGH00]) que nous utiliserons
dans ce chapitre.
Maillage orthogonal admissible: Un maillage admissible M est un ensemble de polygones disjoints appelés mailles
ou volumes de contrôle et notés K tels que :
• Ω = ∪K∈MK;
• si K,L ∈M,K 6= L, alors K˚ ∩ L˚ = ∅;
• si K,L ∈M,K 6= L tels que la dimension de K¯ ∩ L¯ est égale à 1, alors K¯ ∩ L¯ est l’arête qui sépare les volumes de
contrôle K et L;
• pour tout K ∈ M, nous nous donnons un point xK, appelé centre de la maille K, tel que si K, L sont deux mailles
voisines, l’arête qui sépare K et L est orthogonale à la droite joignant xK et xL. Cette condition est appelée "condition
d’orthogonalité".
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Notations : Soit E l’ensemble des arêtes du maillageM, Eint désigne l’ensemble des arêtes intérieures et Eext l’ensemble
des arêtes extérieures.
Si σ = K|L ∈ Eint est une arête qui sépare la maille K de la maille L, nous définissons :
• mσ la longueur de l’arête σ;
• ~nKL (ou ~nσK) la normale unitaire à σ allant de K vers L;
• dK,L la distance entre les centres xK et xL.
A chaque arête σ = K|L, nous associons le quadrilatère dont les diagonales sont σ et le segment [xK, xL], appelé diamant
et noté D (ou Dσ). Remarquons que si σ ∈ Eext, le diamant Dσ dégénère en triangle.
Pour une maille K ∈M, notons :
• mK la mesure de la maille K;
• EK l’ensemble des arêtes de la maille K et E intK = EK ∩ Eint.
xK xL
σ = K|L
~nKL
Figure I.2: Notations pour un maillage orthogonal admissible
Régularité du maillage : Le pas du maillage est défini par size(M) = sup{diam(K),K ∈M}. AppelonsN le nombre
maximal d’arêtes passant par un sommet du maillage et N ∗ le nombre maximal d’arêtes que peut posséder un volume de
contrôle K ∈M. Nous introduisons alors un nombre positif reg(M) défini par :
reg(M) := max
(
N ,N ∗, max
K∈M
σ∈EK
diam(K)
diam(Dσ)
,max
D
diam(D)√
mD
,max
K∈M
diam(K)√
mK
)
.
Cette constante mesure la régularité du maillage et interviendra dans toutes les constantes des résultats suivants. Dans
l’analyse de convergence elle sera supposée bornée indépendamment du pas du maillage ce qui revient à supposer que les
mailles ne s’aplatissent pas trop lorsque nous raffinons le maillage.
Inconnues discrètes : La méthode VF4 associe à chaque maille K ∈ M, une inconnue scalaire uK. Ainsi, nous
définissons la fonction constante par morceaux uM ∈ RM de la manière suivante :
uM =
∑
K∈M
uK1K ∈ L∞(Ω),
où 1K désigne la fonction indicatrice de la maille K.
Soit N ∈ N, l’intervalle de temps [0, T ] est discrétisé avec un pas de temps constant ∆t = TN . Pour tout n ∈{0, . . . , N}, nous définissons le temps tn = n∆t. Alors, u∆t
M
désigne la fonction constante par morceaux sur (0, T )× Ω
telle que pour tout t ∈ [tn, tn+1[,
u∆t
M
(t, x) = un+1K si x ∈ K.
Ainsi, pour tout temps tn, le schéma VF4 associe à chaque maille K ∈ M une inconnue cnK pour la concentration et une
inconnue µnK pour le potentiel chimique.
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I.2.2 Produits scalaires discrets et normes associées
Pour tout uM, vM ∈ RM, nous introduisons le produit scalaire L2-discret et le semi-produit scalaire H1-discret suivants :
(uM, vM)L2(Ω) =
∑
K∈M
mKuKvK et JuM, vMK1,M =
∑
σ=K|L∈Eint
mσ
dK,L
(uK − uL) (vK − vL) . (I.8)
Remarquons que seules les arêtes intérieures du maillage M interviennent dans la définition du semi-produit scalaire
H1-discret J., .K1,M. Ceci est une conséquence du fait que le problème étudié est associé à des conditions aux limites de
Neumann.
La norme L2 et la semi-norme H1 correspondantes sont alors données par :
‖uM‖L2(Ω) = (uM, uM)
1
2
L2(Ω)
et |uM|1,M = JuM, vMK
1
2
1,M, ∀uM ∈ RM,
et la norme H1-discrète est définie par :
‖uM‖21,M = ‖uM‖2L2(Ω) + |uM|21,M , ∀uM ∈ RM.
De même, nous définissons la norme Lp-discrète de la manière suivante :
‖uM‖Lp(Ω) =
Å ∑
K∈M
mK|uK|p
ã 1
p
, ∀uM ∈ RM.
I.3 Discrétisation VF4 de l’équation de Cahn-Hilliard
Dans cette section, nous donnons une approximation VF4 du problème de Cahn-Hilliard avec des conditions aux limites de
Neumann. Nous proposons deux discrétisations en temps différentes (décrites dans la Section I.3.2) du potentiel de Cahn-
Hilliard non-linéaire : implicite et semi-implicite. Nous présentons également les estimations d’énergie correspondants à
ces deux discrétisations.
I.3.1 Principe du schéma VF4
Rappelons rapidement le principe de l’approximation VF4 : nous intégrons formellement le problème continu sur chaque
maille K ∈M et sur chaque intervalle de temps [tn, tn+1]. Ainsi, en ce qui concerne l’équation d’évolution du paramètre
d’ordre dans le système (I.2), nous avons : ∫
K
∫ tn+1
tn
∂tc = Γb
∫
K
∫ tn+1
tn
∆µ
et la formule de Stokes implique∫
K
(
c(tn+1, x)− c(tn, x)) = Γb ∫ tn+1
tn
∑
σ∈EK
∫
σ
∇µ · ~nσK.
Alors, en utilisant la condition aux limites de Neumann homogène sur le potentiel chimique µ nous pouvons considérer
seulement les arêtes intérieures du maillageM et cette équation se réécrit :∫
K
(
c(tn+1, x)− c(tn, x)) = Γb ∫ tn+1
tn
∑
σ∈Eint
K
∫
σ
∇µ · ~nσK.
Appliquons maintenant les formules de Taylor à l’ordre 2, ainsi pour tout t ∈ [tn, tn+1] et pour tout x ∈ σ,
µ(t, xL)− µ(t, xK) = ∇µ(t, x) · (xL − xK) +O
(
(size(M))2
)
donc en utilisant la condition d’orthogonalité xL − xK = dK,L~nKL, nous obtenons :
mσ
µ(t, xL)− µ(t, xK)
dK,L
=
∫
σ
∇µ(t, x) · ~nKL +O
(
(size(M))2
)
.
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Un raisonnement similaire pour l’équation sur le potentiel chimique µ en utilisant la condition aux limites de Neumann
homogène sur le paramètre d’ordre c nous permet d’obtenir le problème suivant. Si cn
M
est donné, l’approximation VF4
du problème (I.2) avec les conditions aux limites (I.4) au temps tn+1 s’écrit :
Problème I.1 (Formulation VF4 du problème de Cahn-Hilliard avec des CL de Neumann)
Trouver (cn+1
M
, µn+1
M
) ∈ RM × RM tels que pour tout K ∈M,
mK
cn+1K − cnK
∆t
+ Γb
∑
σ∈Eint
K
mσ
µn+1K − µn+1L
dK,L
= 0,
mKµ
n+1
K = A∆
∑
σ∈Eint
K
mσ
Å
cn+1K − cn+1L
dK,L
ã
+AfbmKdfb(cnK, cn+1K ),
(I.9a)
(I.9b)
où dfb désigne la discrétisation du terme non-linéaire f ′b(c) décrite dans la Section I.3.2.
Définition I.2 (Projection moyenne discrète)
Nous définissons la projection moyenne sur le maillage M de la manière suivante. Pour toute fonction u intégrable,
Pm
M
u = (PmK u)K∈M avec :
PmK u =
1
mK
∫
K
u(x)dx.
Nous définissons alors c0
M
par :
c0
M
= Pm
M
c0 ∈ RM. (I.10)
Remarque I.3
En sommant l’équation (I.9a) sur toutes les mailles K ∈ M, nous remarquons qu’il y a bien conservation du volume
au niveau discret : ∑
K∈M
mKc
n
K =
∑
K∈M
mKc
n+1
K , ∀n ∈ {0, . . . , N}. (I.11)
I.3.2 Energie libre et discrétisation du potentiel de Cahn-Hilliard
L’énergie libre discrète associée à l’énergie continue définie par (I.1) est donnée par :
Fb,M(cM) = A∆
2
|cM|21,M +Afb
∑
K∈M
mKfb(cK).
La preuve de la propriété suivante est analogue à celle de la Proposition III.8 détaillée dans le Chapitre III.
Proposition I.4 (Egalité d’énergie discrète)
Soit cn
M
∈ RM. Supposons qu’il existe une solution (cn+1
M
, µn+1
M
) au Problème I.1, alors l’égalité suivante est
vérifiée :
Fb,M(cn+1M )−Fb,M(cnM) + ∆tΓb
∣∣µn+1
M
∣∣2
1,M
+
A∆
2
∣∣cn+1
M
− cn
M
∣∣2
1,M
=Afb
∑
K∈M
mK
(
fb(c
n+1
K )− fb(cnK)− dfb(cnK, cn+1K )(cn+1K − cnK)
)
.
(I.12)
Nous décrivons maintenant les deux discrétisations du terme non-linéaire fb que nous utiliserons dans ces travaux.
Discrétisation implicite : La première discrétisation utilisée est une discrétisation implicite, c’est à dire que dfb est
donnée par :
dfb(cnK, c
n+1
K ) = f
′
b(c
n+1
K ), ∀K ∈M.
En utilisant l’égalité d’énergie (I.12), nous obtenons l’inégalité d’énergie suivante.
Proposition I.5 (Inégalité d’énergie discrète)
Il existe ∆t0 > 0 indépendant du maillage tel que si (c
n+1
M
, µn+1
M
) est solution du Problème I.1, alors pour tout pas
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de temps∆t ≤ ∆t0, l’inégalité suivante est satisfaite :
Fb,M(cn+1M )−Fb,M(cnM) +
∆tΓb
2
∣∣µn+1
M
∣∣2
1,M
+
A∆
4
∣∣cn+1
M
− cn
M
∣∣2
1,M
≤ 0. (I.13)
Nous renvoyons à la Proposition III.9 pour la démonstration de ce résultat.
Discrétisation semi-implicite : L’inconvénient de la discrétisation implicite est que la décroissance de l’énergie au
niveau discret n’est vérifiée que pour un pas de temps suffisamment petit, ce qui peut être contraignant d’un point de vue
numérique. En effet∆t0 = ε
3
96Γbσb
dépend fortement de la valeur de l’épaisseur d’interface ε, que nous choisissons petite
(de l’ordre du pas du maillage) pour pouvoir observer au mieux les phénomènes qui se produisent au niveau de l’interface.
C’est la raison pour laquelle nous utilisons également la discrétisation suivante :
dfb(x, y) =
fb(y)− fb(x)
y − x =
∫ 1
0
f ′(x+ s(y − x))ds. (I.14)
Dans le cas particulier du potentiel fb(c) = c2(1− c)2, cette discrétisation s’écrit :
dfb(x, y) = f ′b
(x+ y
2
)
− 1
2
(1− x− y)(x− y)2.
Remarquons que cette discrétisation dfb est construite de sorte que le second membre de l’égalité (I.12) soit exactement
égal à 0. Ainsi, nous avons l’estimation d’énergie suivante valable pour tout pas de temps.
Proposition I.6 (Inégalité d’énergie discrète)
Supposons qu’il existe une solution (cn+1
M
, µn+1
M
) au Problème I.1, alors l’égalité suivante est satisfaite :
Fb,M(cn+1M )−Fb,M(cnM) + ∆tΓb
∣∣µn+1
M
∣∣2
1,M
+
A∆
2
∣∣cn+1
M
− cn
M
∣∣2
1,M
= 0. (I.15)
Remarque I.7
Pour chacune des deux discrétisations choisies, nous avons donc bien décroissance de l’énergie : si (cn+1
M
, µn+1
M
) est
solution du Problème I.1, alors il existe une constante C1 > 0 indépendante de ∆t et size(M) telle que :
Fb,M(cn+1M )−Fb,M(cnM) + C1
Å
∆tΓb
∣∣µn+1
M
∣∣2
1,M
+
A∆
2
∣∣cn+1
M
− cn
M
∣∣2
1,M
ã
≤ 0, (I.16)
avec ∆t ≤ ∆t0 pour une discrétisation implicite du potentiel fb.
I.4 Théorèmes d’existence et de convergence
La démonstration de ces théorèmes impose des hypothèses générales sur la discrétisation dfb du potentiel de Cahn-
Hilliard : dfb est de classe C1 et il existe Cb ≥ 0 et un réel p > 2 tels que :∣∣∣dfb(a, b)∣∣∣ ≤ Cb (1 + |a|p−1 + |b|p−1) et ∣∣∣D (dfb(a, .)) (b)∣∣∣ ≤ Cb (1 + |a|p−2 + |b|p−2) . (I.17)
Nous renvoyons à la démonstration du Théorème III.12 pour une preuve détaillée (dans le cas de conditions aux limites
dynamiques) du résultat suivant.
Théorème I.8 (Existence d’une solution au problème discret)
Soit cn
M
∈ RM. Supposons que :
• le potentiel de Cahn-Hilliard fb satisfait les hypothèses de dissipativité (I.6) et de croissance polynomiale (I.7);
• la discrétisation du terme non-linéaire dfb vérifie l’hypothèse (I.17) ainsi que la propriété suivante : il existe
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K
cn
M
b > 0 (pouvant dépendre de c
n
M
) tel que pour tout K ∈M,∑
K∈M
mK
(
fb(uK)− fb(cnK)− dfb(cnK, uK)(uK − cnK)
) ≤ KcnMb , ∀uK. (I.18)
Alors, il existe au moins une solution (cn+1
M
, µn+1
M
) ∈ RM × RM au problème discret (I.1).
Remarque I.9
Pour chacune des deux discrétisations en temps dfb du potentiel de Cahn-Hilliard l’hypothèse (I.18) est bien satisfaite :
• si nous choisissons la discrétisation implicite la démonstration est donnée dans [Min10, Proposition V.13];
• si nous utilisons la discrétisation semi-implicite alors le membre de gauche de (I.18) est toujours égal à 0.
Définition I.10 (Formulation faible)
Le couple (c, µ) ∈ L∞(0, T ;H1(Ω)) × L2(0, T ;H1(Ω)) est solution du problème (I.2) avec les conditions aux
limites (I.4) au sens faible si pour tout φ ∈ C∞c ([0, T [×Ω¯), nous avons :∫ T
0
∫
Ω
(−∂tφ(t, x)c(t, x) + Γb∇µ(t, x) · ∇φ(t, x)) dxdt =
∫
Ω
c0(x)φ(0, x)dx,∫ T
0
∫
Ω
(µ(t, x)φ(t, x)−A∆∇c(t, x) · ∇φ(t, x)−Afbf ′b(c(t, x))φ(t, x)) dxdt = 0.
La preuve du théorème de convergence suivant sera détaillée dans le cas plus complexe des conditions aux limites
dynamiques lors de la démonstration du Théorème III.18.
Théorème I.11 (Théorème de convergence)
Soit c0 ∈ H1(Ω) et
ÄÄ
(c∆t
M
)
(i)
ä
,
Ä
(µ∆t
M
)
(i)
ää
i∈N
une suite d’approximations obtenues sur une famille de maillages
admissibles et de pas de temps telle que le pas de temps et le pas d’espace, ∆t(i) et size(M(i)) respectivement (avec
∆t(i) < ∆t0 si nous utilisons une discrétisation implicite), tendent vers 0.
Alors, il existe une solution faible (c, µ) du problème (I.2) définie sur [0, T [ au sens de la Définition I.10 pour la donnée
initiale c0 telle que, en supposant que reg(M(i)) est borné lorsque i → +∞, à sous-suite près, les convergences
suivantes sont satisfaites pour tout q ≥ 1 :
(c∆t
M
)
(i) −−−−→
i→+∞
c dans L2(0, T ;Lq(Ω)) fortement,
et (µ∆t
M
)
(i) −−−−⇀
i→+∞
µ dans L2(0, T ;Lq(Ω)) faiblement.
L’inégalité d’énergie (I.16) permet d’obtenir les bornes sur les solutions suivantes : une borne L∞(0, T,H1(Ω))
discrète pour la concentration, une borne L2(0, T,H1(Ω)) discrète pour le potentiel chimique et une borne pour la dérivée
en temps discrète du paramètre d’ordre.
Nous nous référons à la preuve de la Proposition III.26 pour l’obtention des bornes en question.
Proposition I.12 (Bornes sur les solutions discrètes)
Supposons que les hypothèses du théorème I.11 soient satisfaites.
Alors, il existe des constantes positivesM1,M2 etM3 indépendantes de ∆t et size(M) telles que :
sup
n≤N
‖cn
M
‖1,M ≤M1,
N−1∑
n=0
∆t
∥∥µn+1
M
∥∥2
1,M
≤M2 et ∆t
N−1∑
n=0
∆t
∥∥∥∥cn+1M − cnM∆t
∥∥∥∥2
1,M
≤M3. (I.19)
Cette proposition est l’un des points clés de la démonstration du théorème de convergence. En effet, le terme f ′b(c)
étant non-linéaire nous avons besoin de compacité forte dans L2(0, T ;L2(Ω)) pour pouvoir passer à la limite dans le
schéma. La Proposition I.12 associée aux estimations de translations en espace et en temps suivantes nous permettent
I.5. Estimations d’erreur pour le schéma VF4 11
d’appliquer le théorème de Kolmogorov (voir Annexe, Théorème A.11) et ainsi d’obtenir, d’une part, l’existence de la
limite dans le théorème de convergence et d’autre part de passer à la limite dans le terme non-linéaire f ′b(c).
Notation : Pour toute fonction constante par morceaux u∆t
M
définie sur (0, T )×RM, nous notons u˜∆t
M
son prolongement
par 0 sur R× R2.
Le Lemme I.13 est un résultat général valable pour toute fonction uM ∈ RM qui permet d’obtenir une estimation
de translation en espace faisant intervenir la norme L2(0, T,H1)-discrète du paramètre d’ordre. Ainsi, en appliquant la
Proposition I.12 qui nous donne une estimation L∞(0, T,H1)-discrète du paramètre d’ordre, nous obtenons une estima-
tion de translation en espace d’ordre 1 avec une constante ne dépendant que de la régularité du maillage reg(M) (que
nous supposons bornée lorsque nous raffinons le maillage).
Lemme I.13 ([EGH00, Lemme 4.3 et Remarque 4.13])
Soit η ∈ R2, alors il existe C2 > 0 indépendante de size(M), ∆t et η telle que pour toute fonction u∆tM ,
‖u˜∆t
M
(·, ·+ η)− u˜∆t
M
‖2L2(R×R2) ≤ C2|η| ‖u∆tM ‖2L2(0,T ;‖.‖1,M) .
Au contraire, l’estimation de translation en temps I.14 est spécifique au problème que nous étudions. En effet, pour la
démontrer (cf preuve du Théorème III.39) nous utilisons que le couple (c∆t
M
, µ∆t
M
) est solution du Problème discret (I.1).
Cette estimation est donc seulement valable pour les solutions du Problème (I.1).
En utilisant la borne L∞(0, T ;H1)-discrète du paramètre d’ordre ainsi que la borne L2(0, T ;H1)-discrète sur le potentiel
chimique obtenues dans la Proposition I.12 nous obtenons une estimation de translation en temps d’ordre 1 avec une
constante indépendante de size(M), ∆t et τ .
Théorème I.14 (Estimation de translations en temps)
Supposons les hypothèses du Théorème I.8 satisfaites de manière à ce qu’une solution (c∆t
M
, µ∆t
M
) au Problème
discret (I.1) existe pour tout N ∈ N et pour tout maillage admissible M.
Soit τ > 0, alors il existe une constante C3 > 0 indépendante de size(M), ∆t et τ telle que :∥∥∥›c∆t
M
(.+ τ, .)−›c∆t
M
∥∥∥2
L2(R×R2)
≤ C3τ
Ä
‖c∆t
M
‖2L∞(0,T ;L2(Ω)) + ‖c∆tM ‖L∞(0,T ;|.|1,M) ‖µ∆tM ‖L2(0,T ;|.|1,M)
ä
.
Remarque I.15
Les constantes C3 (cf Théorème I.14) et C2 (cf Lemme I.13) dépendent de la régularité du maillage reg(M) que nous
supposons bornée lorsque le pas du maillage tend vers 0.
I.5 Estimations d’erreur pour le schéma VF4
Le but de cette section est de démontrer le théorème d’estimation d’erreur suivant pour le Problème complètement dis-
crétisé I.1.
Pour démontrer ce théorème nous nous inspirons des techniques analogues à celles présentées dans [EFM89, KSW08]
(pour des schémas éléments finis) que nous adaptons au cadre volumes finis qui nous intéresse. Notons cependant que
lorsque nous utilisons des méthodes de type volumes finis, nous travaillons sur des espaces discrets en espace contraire-
ment au cadre éléments finis conformes où ces espaces sont continus. La principale difficulté de cette preuve réside dans
la prise en compte du terme non-linéaire et le fait d’utiliser une norme H1-discrète sur Ω rajoute une difficulté supplé-
mentaire lors du traitement de ce terme (voir Lemme I.32). De plus, le fait d’utiliser une discrétisation semi-implicite
(voir (I.14)) pour la discrétisation du terme non-linéaire f ′b complique également la démonstration.
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Théorème I.16 (Estimation d’erreur)
Pour tout couple (c, µ) ∈ C3([0, T ] × Ω) × C2([0, T ] × Ω) solution de l’équation de Cahn-Hilliard (I.1) avec les
conditions aux limites (I.4). SoitM > 0 tel que ‖c‖L∞(0,T ;L∞(Ω)) ≤M . Alors, pour toute solution c∆tM du Problème
discret I.1 telle que :
c0
M
= Pc
M
c0 et sup
K∈M
|cnK| ≤M ′, ∀n ∈ J0, NK, (I.20)
alors il existe une constante positive C4 > 0 (dépendant deM etM
′) telle que l’estimation suivante est vérifiée (avec
∆t ≤ ∆te),
sup
n∈J0,NK
|Pc
M
c(tn)− cn
M
|1,M ≤ C4(∆t+ size(M)).
Nous avons noté Pc
M
c la projection centrée (voir définition I.18) de la solution exacte c sur le maillage M.
Remarque I.17
La solution exacte c du problème continu (I.2) est supposée appartenir à C3([0, T ]× Ω) donc il existeM > 0 tel que
‖c‖L∞(0,T ;L∞(Ω)) ≤M .
Choisissons maintenant un potentiel tronqué ‹fb de fb vérifiant ‹fb = fb sur [−M ′,M ′] et tel que ‹fb(x) soit constant
à l’infini. La fonction ‹fb ainsi construite (ainsi que toutes ses dérivées) est Lipschitzienne. De plus, notons que la
définition (I.14) de la discrétisation semi-implicite du terme non-linéaire f ′b implique,
dfb(x, y) =
∫ 1
0
f ′b(x+ s(y − x))ds
donc de la même manière la discrétisation df˜b de la fonction ‹fb coïncide avec dfb sur [−M ′,M ′]2 est Lipschitzienne.
Nous pouvons alors remarquer plusieurs choses:
• Si nous prenons ‹fb à la place de fb dans l’équation de Cahn-Hilliard, l’hypothèse (I.20) est toujours vérifiée et
donc le Théorème I.16 est toujours satisfait.
• Cas d’une famille de maillages quasi-uniforme :
Si nous démontrons le Théorème d’estimation d’erreur I.16 en utilisant le potentiel tronqué ‹fb de fb en con-
sidérant une solution c∆t
M
du Problème discret I.1 avec le potentiel ‹fb à la place du potentiel fb, alors il existe
C(regunif(M)) > 0 ne dépendant que de la régularité uniforme du maillage (voir la Définition A.9) tel que
pour tout q et pour tout n ∈ J0, NK nous avons :
‖Pc
M
c(tn)− cn
M
‖
L∞(Ω)
≤ C(regunif(M))
size(M)2/q
‖Pc
M
c(tn)− cn
M
‖
Lq(Ω)
et pour tout 1 ≤ q < +∞, le Lemme I.25 et le Théorème I.16 impliquent,
‖Pc
M
c(tn)− cn
M
‖
L∞(Ω)
≤ C9C4C(regunif(M))
Å
∆t
size(M)2/q
+ size(M)1−
2/q
ã
.
Ainsi, si ∆t et size(M) tendent vers 0 tout en étant liés par une relation du type ∆t ≤ Csize(M)α pour un
certain α > 0, alors cette estimation permet d’affirmer que pour tout n ∈ J0, NK, ‖cn
M
‖
L∞(Ω)
≤M ′.
Vu que les fonctions fb et ‹fb coïncident sur [−M ′,M ′], si c∆tM est solution du Problème discret I.1 avec le
potentiel de Cahn-Hilliard ‹fb, elle l’est aussi avec le potentiel fb (et réciproquement).
En conclusion, pour une famille de maillages quasi-uniforme (au sens de la Définition A.9), si ∆t et size(M)
sont reliés par la relation ∆t ≤ size(M)α (pour une valeur arbitraire α > 0) alors l’hypothèse (I.20) est
toujours vérifiée pour ∆t et size(M) assez petits et il existe donc des solutions c∆t
M
au Problème discret I.1 qui
la vérifie.
• Nous pouvons également vérifier numériquement que l’hypothèse (I.20) est bien satisfaite lorsque nous utilisons
le potentiel fb.
Ainsi, nous pouvons effectuer toute la démonstration du Théorème I.16 avec la fonction ‹fb qui vérifie bien toutes les
hypothèses de régularité dont nous avons besoin. Par souci de simplicité nous noterons dans la suite fb à la place de ‹fb.
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I.5.1 Définitions et propriétés des projections discrètes
Dans cette section nous commençons par définir deux projections : la projection elliptique et la projection centrée.
Définition I.18 (Projection centrée)
La projection centrée Pc
M
: C0(Ω)→ RM est définie de la manière suivante. Soit u ∈ C0(Ω), nous posons
Pc
M
u = (PcKu)K∈M avec P
c
Ku = u(xK).
Définition I.19 (Projection elliptique)
NotonsH2N (Ω) = {u ∈ H2(Ω) : ∇u ·~n = 0 sur ∂Ω}, alors la projection elliptique PellM : H2N (Ω)→ RM est définie
de la manière suivante. Soit u ∈ H2N (Ω), la projection elliptique PellM u =
(
PellK u
)
K∈M
est la solution du problème
discret suivant :
Trouver vM ∈ RM tel que ∑
K∈M
mKvK =
∫
Ω
u et :
∑
σ∈Eint
K
mσ
vK − vL
dK,L
= −
∫
K
∆u, ∀K ∈M.
Remarque I.20
La projection elliptique est en fait la solution de l’approximation VF4 du problème continu :® −∆v = f dans Ω,
∇v · ~n = 0 sur ∂Ω. (I.21)
avec f = −∆u.
Lorsque u est une fonction dépendant également du temps, pour t ∈ R fixé, nous noterons Pell
M
(u(t)) la projection
elliptique de la fonction v = u(t, .).
Nous donnons maintenant les propriétés de ces projections qui nous seront utiles dans la section suivante pour la
démonstration du Théorème I.16.
Lemme I.21
Soit u ∈ H2(Ω), alors il existe une constante C5 > 0 ne dépendant que de Ω et reg(M) telle que :
‖u− Pc
M
u‖
L2(Ω)
≤ C5size(M) ‖u‖H2(Ω) .
Démonstration : Soit u ∈ H2(Ω), alors en utilisant les formules de Taylor avec reste intégral, nous avons :
u(xK)− u(x) = ∇u(x) · (xK − x) +
∫ 1
0
(1− s) (D2u((1− s)x+ sxK)(xK − x)) · (xK − x)ds
et l’inégalité de Jensen implique :
‖u− Pc
M
u‖q
Lq(Ω)
=
∑
K∈M
∫
K
|u(xK)− u(x)|q dx
≤2q−1 ∑
K∈M
∫
K
|∇u(x) · (xK − x)|q dx
+ 2q−1
∑
K∈M
∫
K
∫ 1
0
∣∣(1− s)〈D2u((1− s)x+ sxK)(xK − x), (xK − x)〉∣∣q dsdx.
Le changement de variable y = (1− s)x+ sxK implique :
‖u− Pc
M
u‖q
Lq(Ω)
≤ 2q−1 (size(M))q ‖∇u‖q
Lq(Ω)
+ 2q−1
∑
K∈M
(size(M))
2q
∫
K
∣∣D2u(y)∣∣q dy,
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ce qui conclut la preuve.
Lemme I.22
Soit u ∈ H2N (Ω), alors il existe une constante C6 > 0 ne dépendant que de Ω et reg(M) telle que :∥∥∥Pell
M
u− Pc
M
u
∥∥∥
L2(Ω)
≤ C6size(M) ‖u‖H2(Ω) et
∣∣∣Pell
M
u− Pc
M
u
∣∣∣
1,M
≤ C6size(M) ‖u‖H2(Ω) .
Démonstration : Par définition, la projection elliptique Pell
M
u est solution du problème discret (I.21) donc la dif-
férence Pell
M
u − Pc
M
u représente l’erreur associée au problème (I.21). Or, nous savons (cf [EGH00, Section 3.2.3] par
exemple) que l’estimation d’erreur du schéma VF4 pour le problème de Laplace satisfait bien les estimations annoncées.
Corollaire I.23
Soit u ∈ H2N (Ω), alors il existe une constante C7 > 0 ne dépendant que de Ω et reg(M) telle que :∥∥∥Pell
M
u− u
∥∥∥
L2(Ω)
≤ C7size(M) ‖u‖H2(Ω) .
Nous énonçons maintenant les inégalités de Poincaré et de Poincaré-Sobolev suivantes.
Lemme I.24 (Inégalité de Poincaré moyenne discrète [EGH00, Lemme 3.7])
Il existe C8 > 0 dépendant seulement de Ω tel que pour tout maillage admissible M et pour tout uM ∈ RM,
‖uM −mM (uM)‖L2(Ω) ≤ C8 |uM|1,M avecmM (uM) =
1
|Ω|
∑
K∈M
mKuK
et donc, nous avons également :
‖uM‖2L2(Ω) ≤ 2C28 |uM|21,M + 2|Ω|mM (uM)2.
Lemme I.25 (Inégalité de Poincaré-Sobolev,[BCCHF, Théorème 3])
Soit 1 ≤ q < +∞, alors il existe une constante C9 > 0 dépendant seulement de q, Ω et reg(M) telle que :
‖uM‖Lq(Ω) ≤ C9 ‖uM‖1,M , ∀uM ∈ RM. (I.22)
I.5.2 Démonstration du Théorème I.16
Définition I.26 (Erreur)
Pour toute fonction u : (0, T )×Ω→ R et un
M
une approximation de u au temps tn, nous notons eu,nM ∈ RM l’erreur
associée à u au temps t = tn et nous la définissons de la manière suivante :
eu,n
M
= e¨u,n
M
+ e˙u,n
M
avec e¨u,n
M
= Pc
M
u(tn)− Pell
M
u(tn) et e˙u,n
M
= Pell
M
u(tn)− un
M
.
Nous notons également e¯u,nM = u(t
n, ·)− Pell
M
u(tn).
Proposition I.27
Considérons un couple (c, µ) solution de l’équation de Cahn-Hilliard (I.2) avec les conditions aux limites (I.4) et un
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couple (cn+1
M
, µn+1
M
) solution du Problème discret I.1. Alors, l’estimation suivante est vérifiée :
Γb∆t
∣∣e˙µ,n+1
M
∣∣2
1,M
+
A∆
2
Ä∣∣e˙c,n+1
M
∣∣2
1,M
− |e˙c,n
M
|21,M +
∣∣e˙c,n+1
M
− e˙c,n
M
∣∣2
1,M
ä
=∆t
(
Rn+1c , e˙
µ,n+1
M
)
L2(Ω)
− (e¯c,n+1
M
− e¯c,n
M
, e˙µ,n+1
M
)
L2(Ω)
+
(
e¯µ,n+1
M
, e˙c,n+1
M
− e˙c,n
M
)
L2(Ω)
−Afb
((
f ′b(c(t
n+1, ·))− dfb(cn
M
, cn+1
M
)
)
, e˙c,n+1
M
− e˙c,n
M
)
L2(Ω)
.
(I.23)
où pour tout K ∈M nous avons noté :
Rn+1c (x) =
c(tn+1, x)− c(tn, x)
∆t
− ∂tc(tn+1, x), ∀x ∈ K. (I.24)
Démonstration : Appliquons la Définition I.19 de la projection elliptique au couple (c, µ) solution de l’équation de
Cahn-Hilliard (I.2) associée aux conditions aux limites (I.4). Ainsi, pour tout K ∈M, nous avons :∫
K
∂tc(t
n+1, x)dx+ Γb
∑
σ∈Eint
K
mσ
PellK µ(t
n+1)− PellL µ(tn+1)
dK,L
= 0 (I.25)
et
A∆ ∑
σ∈Eint
K
mσ
PellK c(t
n+1)− PellL c(tn+1)
dK,L
+Afb
∫
K
f ′b(c(t
n+1, x))dx−
∫
K
µ(tn+1, x)dx = 0. (I.26)
Soustrayons l’équation (I.9a) du Problème discret à l’équation (I.25), nous obtenons :
Γb
∑
σ∈Eint
K
mσ
e˙µ,n+1K − e˙µ,n+1L
dK,L
−mK c
n+1
K − cnK
∆t
= −
∫
K
∂tc(t
n+1, x)dx
et donc,
Γb
∑
σ∈Eint
K
mσ
e˙µ,n+1K − e˙µ,n+1L
dK,L
+mK
e˙c,n+1K − e˙c,nK
∆t
= mK
PellK c(t
n+1)− PellK c(tn)
∆t
−
∫
K
∂tc(t
n+1, x)dx.
La définition (I.24) de Rn+1c entraîne :
Γb
∑
σ∈Eint
K
mσ
e˙µ,n+1K − e˙µ,n+1L
dK,L
+mK
e˙c,n+1K − e˙c,nK
∆t
=
∫
K
Rn+1c (x)dx−mK
e¯c,n+1K − e¯c,nK
∆t
. (I.27)
Soustrayons maintenant l’équation (I.9b) du Problème discret à l’équation (I.26),
A∆ ∑
σ∈Eint
K
mσ
e˙c,n+1K − e˙c,n+1L
dK,L
−mKe˙µ,n+1K = −Afb
∫
K
(
f ′b(c(t
n+1, x))− dfb(cnK, cn+1K )
)
dx+
∫
K
e¯µ,n+1
M
dx. (I.28)
Multiplions maintenant l’équation (I.27) par vK et sommons sur K ∈M, ainsi :
ΓbJe˙
µ,n+1
M
, vMK1,M +
Ç
e˙c,n+1M − e˙c,nM
∆t
, vM
å
L2(Ω)
=
(
Rn+1c , vM
)
L2(Ω)
−
Ç
e¯c,n+1M − e¯c,nM
∆t
, vM
å
L2(Ω)
(I.29)
puis multiplions l’équation (I.28) par uK et sommons sur K ∈M,
A∆Je˙c,n+1M , uMK1,M −
(
e˙µ,n+1
M
, uM
)
L2(Ω)
=−Afb
((
f ′b(c(t
n+1, ·))− dfb(cn
M
, cn+1
M
)
)
, uM
)
L2(Ω)
+
(
e¯µ,n+1
M
, uM
)
L2(Ω)
.
(I.30)
En choisissant vM = ∆te˙
µ,n+1
M dans l’équation (I.29) et uM = e˙
c,n+1
M − e˙c,nM dans l’équation (I.30) puis en additionnant
les deux équations nous obtenons l’identité souhaitée.
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Proposition I.28
Considérons un couple (c, µ) solution de l’équation de Cahn-Hilliard (I.2) avec les conditions aux limites (I.4) et le
couple (cn+1
M
, µn+1
M
) solution du problème discret I.1. Alors, pour tout n0 ∈ J0, NK l’estimation suivante est vérifiée :
Γb
2
n0∑
n=0
∆t
∣∣e˙µ,n+1
M
∣∣2
1,M
+
A∆
2
Å
1
2
∣∣e˙c,n0+1
M
∣∣2
1,M
− ∣∣e˙c,0
M
∣∣2
1,M
+
n0∑
n=0
∣∣e˙c,n+1
M
− e˙c,n
M
∣∣2
1,M
ã
≤ ∥∥e˙c,0
M
∥∥2
L2(Ω)
+
n0∑
n=0
∆t |e˙c,n
M
|21,M +
Å
1 +
2
Γb
ã
C28
n0∑
n=0
∆t
(∥∥Rn+1c ∥∥2L2(Ω) +
∥∥∥∥∥ e¯c,n+1M − e¯c,nM∆t
∥∥∥∥∥
2
L2(Ω)
)
+
1
2
∥∥e¯µ,1
M
∥∥2
L2(Ω)
+
2C28
A∆
∥∥e¯µ,n0+1
M
∥∥2
L2(Ω)
+
C28
2
n0∑
n=0
∆t
∥∥∥∥∥ e¯µ,nM − e¯µ,n+1M∆t
∥∥∥∥∥
2
L2(Ω)
+
A2fb
2
∥∥gM(t1, ·)∥∥2L2(Ω) + 4C28A2fbA∆ ∥∥gM(tn0+1, ·)∥∥2L2(Ω)
+ C28A2fb
n0∑
n=0
∆t
∥∥∥∥gM(tn, ·)− gM(tn+1, ·)∆t
∥∥∥∥2
L2(Ω)
+
|Ω|
2C28
Å
1 +
A∆
4
ã
mM
(
e˙c,0
M
)2
+ (1 + 2Γb)
n0∑
n=0
∆t
Å∣∣f ′b(PcM(c(tn+1)))− f ′b(cn+1M )∣∣21,M + ∣∣∣dfb(cn+1M , cn+1M )− dfb(cnM, cn+1M )∣∣∣21,Mã ,
(I.31)
où nous avons noté gM la fonction telle que pour tout K ∈M :
gM(t, x) = f
′
b (c(t, x))− f ′b (c(t, xK)) , ∀x ∈ K, t ∈ R. (I.32)
Démonstration : Commençons par sommer l’identité (I.23) pour n allant de 0 à n0, nous obtenons :
Γb
n0∑
n=0
∆t
∣∣e˙µ,n+1
M
∣∣2
1,M
+
A∆
2
Å∣∣e˙c,n0+1
M
∣∣2
1,M
− ∣∣e˙c,0
M
∣∣2
1,M
+
n0∑
n=0
∣∣e˙c,n+1
M
− e˙c,n
M
∣∣2
1,M
ã
=
n0∑
n=0
∆t
(
Rn+1c , e˙
µ,n+1
M
)
L2(Ω)
−
n0∑
n=0
(
e¯c,n+1
M
− e¯c,n
M
, e˙µ,n+1
M
)
L2(Ω)
+
n0∑
n=0
(
e¯µ,n+1
M
, e˙c,n+1
M
− e˙c,n
M
)
L2(Ω)
−Afb
n0∑
n=0
((
f ′b(c(t
n+1, ·))− dfb(cn
M
, cn+1
M
)
)
, e˙c,n+1
M
− e˙c,n
M
)
L2(Ω)
.
En utilisant la définition (I.32) de la fonction gM nous pouvons alors réécrire cette somme de la manière suivante :
Γb
n0∑
n=0
∆t
∣∣e˙µ,n+1
M
∣∣2
1,M
+
A∆
2
Å∣∣e˙c,n0+1
M
∣∣2
1,M
− ∣∣e˙c,0
M
∣∣2
1,M
+
n0∑
n=0
∣∣e˙c,n+1
M
− e˙c,n
M
∣∣2
1,M
ã
=
n0∑
n=0
∆t
(
Rn+1c , e˙
µ,n+1
M
)
L2(Ω)
−
n0∑
n=0
(
e¯c,n+1
M
− e¯c,n
M
, e˙µ,n+1
M
)
L2(Ω)
+
n0∑
n=0
(
e¯µ,n+1
M
, e˙c,n+1
M
− e˙c,n
M
)
L2(Ω)
−Afb
n0∑
n=0
(
gM(t
n+1, ·), e˙c,n+1
M
− e˙c,n
M
)
L2(Ω)
−Afb
n0∑
n=0
((
f ′b(P
c
M
(c(tn+1)))− dfb(cn
M
, cn+1
M
)
)
, e˙c,n+1
M
− e˙c,n
M
)
L2(Ω)
.
(I.33)
Pour obtenir l’estimation (I.31), il faut maintenant appliquer l’inégalité de Young aux différents termes du membre de
droite de cette égalité.
• Commençons par étudier les deux premiers termes du membre de droite de (I.33). Remarquons tout d’abord que si
vM ∈ RM est une fonction à moyenne nulle, pour tout uM ∈ RM, nous avons :
(uM, vM)L2(Ω) = (uM −mM (uM), vM)L2(Ω) ≤ ‖uM −mM (uM)‖L2(Ω) ‖vM‖L2(Ω)
et donc d’après l’inégalité de Poincaré moyenne du Lemme I.24, nous obtenons :
(uM, vM)L2(Ω) ≤ C8 |uM|1,M ‖vM‖L2(Ω) . (I.34)
– Le couple (c, µ) est solution de l’équation de Cahn-Hilliard (I.2) avec les conditions au bord (I.4), ce qui
implique :∫
Ω
∂tc(t
n+1, x)dx = Γb
∫
Ω
∆µ((tn+1, x)dx = Γb
∫
∂Ω
∇µ(tn+1, x) · ~n = 0, ∀n ∈ J0, n0K, (I.35)
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ainsi que : ∫
Ω
(c(tn+1, x)− c(tn, x))dx =
∫
Ω
∫ tn+1
tn
∂tc(s, x)ds = 0. (I.36)
Nous en déduisons donc que pour tout n ∈ J0, n0K :
mM
(
Rn+1c
)
=
∫
Ω
Å
c(tn+1, x)− c(tn, x)
∆t
− ∂tc(tn+1, x)
ã
dx = 0, (I.37)
et l’estimation (I.34) permet d’obtenir :(
Rn+1c , e˙
µ,n+1
M
)
L2(Ω)
≤ C8
∣∣e˙µ,n+1
M
∣∣
1,M
∥∥Rn+1c ∥∥L2(Ω) .
En appliquant l’inégalité de Young à cette inégalité nous avons finalement :
∆t
(
Rn+1c , e˙
µ,n+1
M
)
L2(Ω)
≤ Γb
8
∆t
∣∣e˙µ,n+1
M
∣∣2
1,M
+
2C28
Γb
∆t
∥∥Rn+1c ∥∥2L2(Ω) , ∀n ∈ J0, n0K. (I.38)
– Par définition de la projection elliptique, nous avons également pour tout n ∈ J0, n0K :
mM (e¯
c,n
M
) =
∫
Ω
c(tn, ·)− ∑
K∈M
mKP
ell
K c(t
n) = 0.
Nous en déduisons quemM
Ä
e¯c,n+1M − e¯c,nM
ä
= 0 et d’après l’estimation (I.34) nous avons :(
e¯c,n+1
M
− e¯c,n
M
, e˙µ,n+1
M
)
L2(Ω)
≤ C8
∣∣e˙µ,n+1
M
∣∣
1,M
∥∥e¯c,n+1
M
− e¯c,n
M
∥∥
L2(Ω)
et l’inégalité de Young implique :
(
e¯c,n+1
M
− e¯c,n
M
, e˙µ,n+1
M
)
L2(Ω)
≤ Γb
8
∆t
∣∣e˙µ,n+1
M
∣∣2
1,M
+
2C28
Γb
∆t
∥∥∥∥∥ e¯c,n+1M − e¯c,nM∆t
∥∥∥∥∥
2
L2(Ω)
, ∀n ∈ J0, n0K. (I.39)
• Nous allons maintenant nous intéresser aux troisième et quatrième termes du membre de droite de l’égalité (I.33).
Pour cela, nous allons effectuer une intégration par parties en temps discrète. Commençons par le terme faisant
intervenir e¯µ,nM .
n0∑
n=0
(
e¯µ,n+1
M
, e˙c,n+1
M
− e˙c,n
M
)
L2(Ω)
=− (e¯µ,1
M
, e˙c,0
M
)
L2(Ω)
+
n0∑
n=1
(
e¯µ,n
M
− e¯µ,n+1
M
, e˙c,n
M
)
L2(Ω)
+
(
e¯µ,n0+1
M
, e˙c,n0+1
M
)
L2(Ω)
.
En utilisant l’inégalité de Cauchy-Schwarz et l’inégalité (I.34) (car par définition de la projection elliptique, nous
avonsmM (e¯
µ,n
M ) = 0) nous obtenons :∣∣∣∣ n0∑
n=0
(
e¯µ,n+1
M
, e˙c,n+1
M
− e˙c,n
M
)
L2(Ω)
∣∣∣∣ ≤ ∥∥e¯µ,1M ∥∥L2(Ω) ∥∥e˙c,0M ∥∥L2(Ω) + C8 n0∑
n=1
∥∥e¯µ,n
M
− e¯µ,n+1
M
∥∥
L2(Ω)
|e˙c,n
M
|1,M
+ C8
∥∥e¯µ,n0+1
M
∥∥
L2(Ω)
∣∣e˙c,n0+1
M
∣∣
1,M
.
En utilisant l’inégalité de Young nous avons finalement,∣∣∣∣ n0∑
n=0
(
e¯µ,n+1
M
, e˙c,n+1
M
− e˙c,n
M
)
L2(Ω)
∣∣∣∣≤12 ∥∥e¯µ,1M ∥∥2L2(Ω)+C282 n0∑n=1∆t
∥∥∥∥∥ e¯µ,nM − e¯µ,n+1M∆t
∥∥∥∥∥
2
L2(Ω)
+
2C28
A∆
∥∥e¯µ,n0+1
M
∥∥2
L2(Ω)
+
1
2
∥∥e˙c,0
M
∥∥2
L2(Ω)
+
1
2
n0∑
n=1
∆t |e˙c,n
M
|21,M +
A∆
8
∣∣e˙c,n0+1
M
∣∣2
1,M
.
(I.40)
Nous effectuons maintenant une intégration par parties en temps discrète sur le terme faisant intervenir gM(tn+1, ·).
Cependant la fonction gM(t, ·) n’étant pas à moyenne nulle par l’inégalité de Cauchy-Schwarz nous obtenons,∣∣∣∣ n0∑
n=0
(
gM(t
n+1, ·), e˙c,n+1
M
− e˙c,n
M
)
L2(Ω)
∣∣∣∣ ≤ ∥∥gM(t1, ·)∥∥L2(Ω) ∥∥e˙c,0M ∥∥L2(Ω) + ∥∥gM(tn0+1, ·)∥∥L2(Ω) ∥∥e˙c,n0+1M ∥∥L2(Ω)
+
n0∑
n=1
∥∥gM(tn, ·)− gM(tn+1, ·)∥∥L2(Ω) ‖e˙c,nM ‖L2(Ω) .
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En remarquant que la définition de la projection elliptique et la conservation du volume au niveau discret (I.11)
impliquent que tout n ∈ J0, NK, mM (e˙c,nM ) = mM
Ä
e˙c,0M
ä
, l’inégalité de Poincaré du Lemme I.24 et l’inégalité de
Young entraînent :
Afb
∣∣∣∣ n0∑
n=0
(
gM(t
n+1, ·), e˙c,n+1
M
− e˙c,n
M
)
L2(Ω)
∣∣∣∣ ≤A2fb2 ∥∥gM(t1, ·)∥∥2L2(Ω) + 4C28A2fbA∆ ∥∥gM(tn0+1, ·)∥∥2L2(Ω)
+ C28A2fb
n0∑
n=1
∆t
∥∥∥∥gM(tn, ·)− gM(tn+1, ·)∆t
∥∥∥∥2
L2(Ω)
+
1
2
∥∥e˙c,0
M
∥∥2
L2(Ω)
+
1
2
n0∑
n=1
∆t |e˙c,n
M
|21,M +
A∆
8
∣∣e˙c,n0+1
M
∣∣2
1,M
+
|Ω|
2C28
Å
1 +
A∆
4
ã
mM
(
e˙c,0
M
)2
.
(I.41)
• Il reste à étudier le dernier terme du membre de droite de l’égalité (I.33).
Pour cela, nous choisissons vM = ∆t
(
f ′b(P
c
M
(c(tn+1)))− dfb(cn
M
, cn+1
M
)
)
dans l’identité (I.29), nous obtenons :(
e˙c,n+1
M
− e˙c,n
M
, f ′b(P
c
M
(c(tn+1)))− dfb(cn
M
, cn+1
M
)
)
L2(Ω)
=− Γb∆tJe˙µ,n+1M , f ′b(PcM(c(tn+1)))− dfb(cnM, cn+1M )K1,M
+∆t
(
Rn+1c , f
′
b(P
c
M
(c(tn+1)))− dfb(cn
M
, cn+1
M
)
)
L2(Ω)
− (e¯c,n+1
M
− e¯c,n
M
, f ′b(P
c
M
(c(tn+1)))− dfb(cn
M
, cn+1
M
)
)
L2(Ω)
.
En appliquant l’inégalité de Cauchy-Schwarz et l’inégalité (I.34) (car mM
(
Rn+1c
)
= mM
Ä
e¯c,n+1M − e¯c,nM
ä
= 0),
nous obtenons :∣∣∣(e˙c,n+1
M
− e˙c,n
M
, f ′b(P
c
M
(c(tn+1)))− dfb(cn
M
, cn+1
M
)
)
L2(Ω)
∣∣∣
≤ ∆t
(
Γb
∣∣e˙µ,n+1
M
∣∣
1,M
+ C8
∥∥Rn+1c ∥∥L2(Ω) + C8
∥∥∥∥∥ e¯c,n+1M − e¯c,nM∆t
∥∥∥∥∥
L2(Ω)
)∣∣∣f ′b(PcM(c(tn+1)))− dfb(cnM, cn+1M )∣∣∣
1,M
.
En remarquant que pour tout x ∈ R, dfb(x, x) = f ′b(x) (cf définition (I.14)) nous avons :∣∣∣f ′b(PcM(c(tn+1)))− dfb(cnM, cn+1M )∣∣∣
1,M
≤ ∣∣f ′b(PcM(c(tn+1)))− f ′b(cn+1M )∣∣1,M + ∣∣∣dfb(cn+1M , cn+1M )− dfb(cnM, cn+1M )∣∣∣1,M
Appliquons maintenant l’inégalité de Young à cette inégalité, nous en déduisons que pour tout n ∈ J0, n0K,∣∣∣(e˙c,n+1
M
− e˙c,n
M
, f ′b(P
c
M
(c(tn+1)))− dfb(cn
M
, cn+1
M
)
)
L2(Ω)
∣∣∣ ≤ Γb
4
∆t
∣∣e˙µ,n+1
M
∣∣2
1,M
+ C28∆t
(∥∥Rn+1c ∥∥2L2(Ω) +
∥∥∥∥∥ e¯c,n+1M − e¯c,nM∆t
∥∥∥∥∥
2
L2(Ω)
)
+ (1 + 2Γb)∆t
∣∣f ′b(PcM(c(tn+1)))− f ′b(cn+1M )∣∣21,M
+ (1 + 2Γb)∆t
∣∣∣dfb(cn+1
M
, cn+1
M
)− dfb(cn
M
, cn+1
M
)
∣∣∣2
1,M
.
(I.42)
En regroupant les inégalités (I.38), (I.39), (I.40), (I.41) et (I.42), l’équation (I.33) donne bien l’estimation (I.31).
Pour pouvoir appliquer le lemme de Gronwall discret, il faut maintenant estimer les termes du membre de droite de
l’inégalité (I.31) indépendamment de n.
Proposition I.29
Pour tout n0 ∈ J0, NK, le terme de reste Rn+1c défini par (I.24) satisfait
n0∑
n=0
∆t
∥∥Rn+1c ∥∥2L2(Ω) ≤ ‖∂ttc‖2L2(0,T ;L2(Ω))∆t2. (I.43)
I.5. Estimations d’erreur pour le schéma VF4 19
Démonstration : En appliquant la formule de Taylor avec reste intégral au terme Rn+1c défini par (I.24), nous
obtenons :
Rn+1c (x) =
1
∆t
∫ tn+1
tn
(tn − s)∂ttc(s, x)ds.
Nous avons alors,
∥∥Rn+1c ∥∥2L2(Ω) ≤ 1∆t2
(∫ tn+1
tn
(tn − s)2ds
)(∫ tn+1
tn
‖∂ttc(s, ·)‖2L2(Ω) ds
)
≤∆t
(∫ tn+1
tn
‖∂ttc(s, ·)‖2L2(Ω) ds
)
,
et en sommant ces inégalités pour n allant de 0 à n0 nous obtenons le résultat attendu.
Proposition I.30
Pour tout n0 ∈ J0, NK, les estimations suivantes sont vérifiées :
n0∑
n=0
∆t
∥∥∥∥∥ e¯c,n+1M − e¯c,nM∆t
∥∥∥∥∥
2
L2(Ω)
≤ C27 size(M)2 ‖∂tc‖2L2(0,T ;H2(Ω)) ,
n0∑
n=0
∆t
∥∥∥∥∥ e¯µ,nM − e¯µ,n+1M∆t
∥∥∥∥∥
2
L2(Ω)
≤ C27 size(M)2 ‖∂tµ‖2L2(0,T ;H2(Ω)) ,
(I.44)
et pour tout n ∈ J0, NK nous avons,∥∥∥µ(tn, ·)− Pell
M
µ(tn)
∥∥∥
L2(Ω)
≤ C7size(M) ‖µ‖L∞(0,T ;H2(Ω)) . (I.45)
Démonstration :
• Par construction, la projection elliptique est linéaire donc le Corollaire I.23 implique :∥∥e¯c,n+1
M
− e¯c,n
M
∥∥
L2(Ω)
≤ C7size(M)
∥∥c(tn+1, ·)− c(tn, ·)∥∥
H2(Ω)
≤ C7size(M)
∥∥∥∥∥
∫ tn+1
tn
∂tc(t, ·)dt
∥∥∥∥∥
H2(Ω)
.
Finalement, nous avons donc :
∥∥e¯c,n+1
M
− e¯c,n
M
∥∥2
L2(Ω)
≤ C26∆tsize(M)2
∫ tn+1
tn
‖∂tc(t, ·)‖2H2(Ω) dt,
et l’inégalité (I.44) est démontrée en sommant ces estimations pour n allant de 0 à n0.
• Pour tout n ∈ J0, NK, en appliquant le Corollaire I.23 à la fonction µ(tn, ·) nous obtenons directement :∥∥∥µ(tn, ·)− Pell
M
µ(tn)
∥∥∥
L2(Ω)
≤ C7size(M) ‖µ(tn, ·)‖H2(Ω) ≤ C7size(M) ‖µ‖L∞(0,T ;H2(Ω)) .
Proposition I.31
Pour tout t ∈ [0, T ], la fonction gM définie par (I.32) satisfait l’identité suivante :
‖gM(t, ·)‖2L2(Ω) ≤ 2L2f ′bsize(M)
2 ‖∇c(t, ·)‖2
H1(Ω)
, (I.46)
où nous avons noté Lf ′
b
> 0 la constante de Lipschitz de f ′b.
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De plus, il existe une constante C10 > 0 ne dépendant que de fb (et de ses dérivées) telle que pour tout n0 ∈ J0, NK,
n0∑
n=0
∆t
∥∥∥∥gM(tn+1, ·)− gM(tn, ·)∆t
∥∥∥∥2
L2(Ω)
≤ C10M c∞ ‖∂tc‖2L2(0,T ;H2(Ω)) size(M)2 (I.47)
où nous avons noté,
M c∞ = max
Ä
1, ‖∇c‖4L∞(0,T ;L∞(Ω)) ,
∥∥D2c∥∥2
L∞(0,T ;L∞(Ω))
ä
.
Démonstration : Soit t ∈ [0, T ], la définition (I.32) de la fonction gM et le fait que la fonction f ′b est Lipschitzienne
impliquent :
‖gM(t, ·)‖2L2(Ω) ≤ L2f ′b
∑
K∈M
∫
K
|c(t, x)− c(t, xK)|2 dx.
Alors, en utilisant les formules de Taylor avec reste intégral nous obtenons :
‖gM(t, ·)‖2L2(Ω) ≤ L2f ′b
∑
K∈M
∫
K
∣∣∣∣∇c(t, x) · (x− xK)
+
∫ 1
0
(1− s) 〈D2 (∂tc(tn+1, xK + s(x− xK)) (x− xK), (x− xK)〉 ds∣∣∣∣2dx
ce qui implique,
‖gM(t, ·)‖2L2(Ω) ≤ 2L2f ′b
Ä
size(M)2 ‖∇c(t, ·)‖2
L2(Ω)
+ size(M)4
∥∥D2c(t, ·)∥∥2
L2(Ω)
ä
et l’inégalité (I.46) est démontrée.
Montrons maintenant l’estimation (I.47). Pour cela, pour n ∈ J0, N − 1K nous définissons la fonction hn telle que
pour tout x ∈ Ω,
hn(x) = f ′b(c(t
n+1, x))− f ′b(c(tn, x)),
de sorte que pour tout K ∈M et pour tout n ∈ J0, N − 1K,
gM(t
n+1, x)− gM(tn, x) = hn(xK)− hn(x), ∀x ∈ K.
En utilisant le même raisonnement que pour le terme précédent, les formules de Taylor avec reste intégrale impliquent :∥∥gM(tn+1, ·)− gM(tn, ·)∥∥2L2(Ω) ≤ 2size(M)2 ‖∇hn‖2H1(Ω) .
Or, il existeMfb qui ne dépend que des constantes de Lipschitz des dérivées de la fonction fb (jusqu’à l’ordre 3) tel que :
‖∇hn‖2
H1(Ω)
≤Mfb∆t
( Ä
‖∇c‖4L∞(0,T ;L∞(Ω)) +
∥∥D2c∥∥2
L∞(0,T ;L∞(Ω))
ä ∫ tn+1
tn
‖∂tc‖2L2(Ω)
+ ‖∇c‖2L∞(0,T ;L∞(Ω))
∫ tn+1
tn
‖∂t∇c‖2L2(Ω) +
∫ tn+1
tn
‖∂tc‖2H2(Ω)
)
.
En sommant ces relations pour n allant de 0 à n0 nous obtenons bien le résultat annoncé.
Il reste maintenant à estimer les deux derniers termes du membre de droite de l’identité (I.31). Le raisonnement étant
similaire pour ces deux termes nous commençons par démontrer le résultat général suivant.
Lemme I.32
Considérons une fonction φ ∈ C2(R2,R) telle que toutes ses dérivées jusqu’à l’ordre 2 soient bornées. Alors, il
existe une constante positive C11 ne dépendant que de φ et de la régularité du maillage reg(M), telle que pour tout
aM, bM ∈ RM l’estimation suivante est vérifiée :
|φ(aM, bM)− φ(bM, bM)|21,M ≤ C11
Å
|aM − bM|21,M +
∣∣∣bM − b˜M∣∣∣2
1,M
+ Lip
M
Ä
b˜M
ä2 ‖aM − bM‖2L2(Ω)ã ;
pour tout b˜M ∈ RM, où nous avons noté :
Lip
M
Ä
b˜M
ä
= sup
σ=K|L∈Eint
∣∣∣∣∣ b˜K − b˜LdK,L
∣∣∣∣∣ .
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Démonstration : Par définition de la semi-norme H1-discrète, nous avons :
|φ(aM, bM)− φ(bM, bM)|21,M =
∑
σ=K|L∈Eint
mσdK,L
Å
[φ(aK, bK)− φ(aL, bL)]− [φ(bK, bK)− φ(bL, bL)]
dK,L
ã2
.
Par soucis de simplicité, pour tout σ = K|L ∈ Eint nous posons :
φσ(aM, bM) = [φ(aK, bK)− φ(aL, bL)]− [φ(bK, bK)− φ(bL, bL)] .
Remarquons maintenant que
φ(aK, bK)− φ(aL, bL) =
∫ 1
0
Å
(aK − aL)∂1φ(aL + s(aK − aL), bL + s(bK − bL))
+ (bK − bL)∂2φ(aL + s(aK − aL), bL + s(bK − bL))
ã
ds
et
φ(bK, bK)− φ(bL, bL) =
∫ 1
0
Å
(bK − bL)∂1φ(bL + s(bK − bL), bL + s(bK − bL))
+ (bK − bL)∂2φ(bL + s(bK − bL), bL + s(bK − bL))
ã
ds.
Alors, pour tout σ ∈ Eint le terme φσ(aM, bM) s’écrit :
φσ(aM, bM) = φ
1
σ(aM, bM) + φ
2
σ(aM, bM) (I.48)
avec :
φ1σ(aM, bM) =
∫ 1
0
(bK − bL)
Å
∂2φ(aL + s(aK − aL), bL + s(bK − bL))− ∂2φ(bL + s(bK − bL), bL + s(bK − bL))
+∂1φ(aL + s(aK − aL), bL + s(bK − bL))− ∂1φ(bL + s(bK − bL), bL + s(bK − bL))
ã
ds
et
φ2σ(aM, bM) =
∫ 1
0
Å
(aK − aL)− (bK − bL)
ã
∂1φ(aL + s(aK − aL), bL + s(bK − bL))ds.
Intéressons nous tout d’abord au terme φ2σ(aM, bM). En remarquant que la fonction ∂1φ est bornée nous avons,
∑
σ=K|L∈Eint
mσdK,L
Å
φ2σ(aM, bM)
dK,L
ã2
≤ ‖∂1φ‖2L∞ |aM − bM|21,M .
Etudions le terme φ1σ(aM, bM). Pour cela, écrivons le terme φ
1
σ(aM, bM) sous la forme :
φ1σ(aM, bM) = φ
1,1
σ (aM, bM) + φ
1,2
σ (aM, bM)
avec :
φ1,1σ (aM, bM) =
∫ 1
0
(
(bK − b˜K)− (bL − b˜L)
)Å
∂2φ(aL + s(aK − aL), bL + s(bK − bL))
− ∂2φ(bL + s(bK − bL), bL + s(bK − bL))
+ ∂1φ(aL + s(aK − aL), bL + s(bK − bL))
− ∂1φ(bL + s(bK − bL), bL + s(bK − bL))
ã
ds
et
φ1,2σ (aM, bM) =
∫ 1
0
(˜bK − b˜L)
Å
∂2φ(aL + s(aK − aL), bL + s(bK − bL))− ∂2φ(bL + s(bK − bL), bL + s(bK − bL))
+∂1φ(aL + s(aK − aL), bL + s(bK − bL))− ∂1φ(bL + s(bK − bL), bL + s(bK − bL))
ã
ds.
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En notant que les fonctions ∂1φ et ∂2φ sont bornées nous avons immédiatement :
∑
σ=K|L∈Eint
mσdK,L
Å
φ1,1σ (aM, bM)
dK,L
ã2
≤ (max (‖∂1φ‖L∞ , ‖∂2φ‖L∞))2
∣∣∣bM − b˜M∣∣∣2
1,M
.
Il reste maintenant à étudier le terme φ1,2σ (aM, bM).
Pour i = 1, 2, en utilisant que la fonction ∂1,iφ est bornée nous pouvons écrire,∣∣∣∣∂iφ(aL + s(aK − aL), bL + s(bK − bL))−∂iφ(bL + s(bK − bL), bL + s(bK − bL))∣∣∣∣
≤‖∂1,iφ‖L∞
∣∣∣∣(1− s)(aL − bL) + s(aK − bK)∣∣∣∣.
Pour tout σ ∈ Eint, nous avons donc :Å
φ1,2σ (aM, bM)
dK,L
ã2
≤ 2 (max (‖∂1,1φ‖L∞ , ‖∂1,2φ‖L∞))2
∣∣∣∣∣ b˜K − b˜LdK,L
∣∣∣∣∣
2 (|aK − bK|2 + |aL − bL|2) .
Donc, il existe C(reg(M)) ne dépendant que de la régularité du maillage reg(M) tel que :
∑
σ=K|L∈Eint
mσdK,L
Å
φ1,2σ (aM, bM)
dK,L
ã2
≤ C(reg(M)) (max (‖∂1,1φ‖L∞ , ‖∂1,2φ‖L∞))2 LipM Äb˜Mä2 ‖aM − bM‖2L2(Ω) .
ce qui conclut le lemme.
Proposition I.33
Pour tout n0 ∈ J0, NK, l’identité suivante est vérifiée (avec C11 dépendant de fb),
n0∑
n=0
∆t
∣∣f ′b(PcM(c(tn+1)))− f ′b(cn+1M )∣∣21,M + ∣∣∣dfb(cn+1M , cn+1M )− dfb(cnM, cn+1M )∣∣∣21,M
≤C11
Ä
4 + C12 ‖∇c‖2L∞(0,T ;L∞(Ω))
ä n0+1∑
n=1
∆t |e˙c,n
M
|21,M
+ 3C11
Ä
1 + C28 ‖∇c‖2L∞(0,T ;L∞(Ω))
ä n0∑
n=0
∆t
∣∣e˙c,n+1
M
− e˙c,n
M
∣∣2
1,M
+ 4TC11C
2
6 size(M)
2 ‖c‖2L∞(0,T ;H2(Ω))
+ TC11C12 ‖∇c‖2L∞(0,T ;L∞(Ω))
Ä∥∥c0∥∥2
H2(Ω)
+ ‖c‖2L∞(0,T ;H2(Ω))
ä
size(M)2
+ 3|Ω|C11
Ä
1 + C28 ‖∇c‖2L∞(0,T ;L∞(Ω))
ä
‖∂t∇c‖2L2(0,T ;L∞(Ω))∆t2
+ 3C11C
2
6
Ä
1 + C28 ‖∇c‖2L∞(0,T ;L∞(Ω))
ä
‖∂tc‖2L2(0,T ;H2(Ω))∆t2size(M)2.
Démonstration : Nous allons appliquer deux fois le Lemme I.32 en choisissant bien les fonctions intervenant dans
ce Lemme. Nous l’appliquons une première fois à la fonction φ définie par φ(x, y) = f ′b(x) pour tout x, y ∈ R. Nous
choisissons alors aM = cn+1M et bM = b˜M = P
c
M
(c(tn+1)). Nous obtenons ainsi,∣∣f ′b(PcM(c(tn+1)))− f ′b(cn+1M )∣∣21,M ≤ C11 Ä∣∣ec,n+1M ∣∣21,M + LipM (PcM(c(tn+1)))2 ∥∥ec,n+1M ∥∥2L2(Ω)ä . (I.49)
Nous appliquons maintenant une seconde fois le Lemme I.32 mais cette fois à la fonction φ = dfb avec aM = cnM,
bM = c
n+1
M
et b˜M = PcM(c(t
n+1)). Ceci implique,∣∣∣dfb(cn+1
M
, cn+1
M
)− dfb(cn
M
, cn+1
M
)
∣∣∣2
1,M
≤ C11
Å ∣∣cn+1
M
− cn
M
∣∣2
1,M
+
∣∣ec,n+1
M
∣∣2
1,M
+ Lip
M
(
Pc
M
(c(tn+1))
)2 ∥∥cn+1
M
− cn
M
∥∥2
L2(Ω)
ã
.
(I.50)
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Nous avons par l’inégalité des accroissements finis,
Lip
M
(
Pc
M
(c(tn+1))
)
= sup
σ=K|L∈Eint
∣∣∣∣c(tn+1, xK)− c(tn+1, xL)dK,L
∣∣∣∣ ≤ ∥∥∇c(tn+1, ·)∥∥L∞(Ω) ≤ ‖∇c‖L∞(0,T ;L∞(Ω)) . (I.51)
De plus, pour tout n ∈ J0, NK, nous avons :
‖ec,n
M
‖2
L2(Ω)
≤ 2 ‖e˙c,n
M
‖2
L2(Ω)
+ 2 ‖e¨c,n
M
‖2
L2(Ω)
. (I.52)
La définition de la projection elliptique et la propriété de conservation du volume au niveau discret (I.11) impliquent
mM (e˙
c,n
M ) = mM
Ä
e˙c,0M
ä
, nous déduisons donc du Lemme I.24,
‖e˙c,n
M
‖2
L2(Ω)
≤ 2C28 |e˙c,nM |21,M + 2|Ω|mM
(
e˙c,0
M
)2
.
Or, d’après la définition (I.20) de c0
M
prise dans le Théorème I.16 et le Lemme I.22, nous avons :
mM
(
e˙c,0
M
)
= mM
(
Pell
M
c0 − Pc
M
c0
) ≤ 1|Ω| 12
∥∥∥Pell
M
c0 − Pc
M
c0
∥∥∥
L2(Ω)
≤ 1|Ω| 12 C6size(M)
∥∥c0∥∥
H2(Ω)
, (I.53)
ce qui entraîne,
‖e˙c,n
M
‖2
L2(Ω)
≤ 2C28 |e˙c,nM |21,M + 2C26 size(M)2
∥∥c0∥∥2
H2(Ω)
. (I.54)
De plus, le Lemme I.22 donne directement,
‖e¨c,n
M
‖
L2(Ω)
≤ C6size(M) ‖c(tn, ·)‖H2(Ω) et |e¨c,nM |1,M ≤ C6size(M) ‖c(tn, ·)‖H2(Ω) . (I.55)
Ainsi, en regroupant les inégalités (I.52), (I.54) et (I.55) il existe C12 > 0 tel que pour tout n ∈ J0, NK,
‖ec,n
M
‖2
L2(Ω)
≤ C12 |e˙c,nM |21,M + C12size(M)2
Ä∥∥c0∥∥2
H2(Ω)
+ ‖c‖2L∞(0,T ;H2(Ω))
ä
. (I.56)
Intéressons nous maintenant aux termes du membre de droite de l’estimation (I.50). Pour commencer nous pouvons
écrire, ∣∣cn+1
M
− cn
M
∣∣
1,M
≤ ∣∣e˙c,n+1
M
− e˙c,n
M
∣∣
1,M
+
∣∣e¨c,n+1
M
− e¨c,n
M
∣∣
1,M
+
∣∣Pc
M
c(tn+1)− Pc
M
c(tn)
∣∣
1,M
.
Alors, les projections Pell
M
et Pc
M
étant linéaires nous pouvons appliquer le Lemme I.22 ce qui entraîne :
∣∣e¨c,n+1
M
− e¨c,n
M
∣∣2
1,M
≤ C26∆tsize(M)2
∫ tn+1
tn
‖∂tc(t, ·)‖2H2(Ω) .
De plus,
∣∣Pc
M
c(tn+1)− Pc
M
c(tn)
∣∣2
1,M
=
∑
σ=K|L∈Eint
mσdK,L
∣∣∣∣∣∣
∫ tn+1
tn
(∂tc(t, xK)− ∂tc(t, xL)) dt
dK,L
∣∣∣∣∣∣
2
≤ ∆t ∑
σ=K|L∈Eint
mσdK,L
∫ tn+1
tn
∣∣∣∣ (∂tc(t, xK)− ∂tc(t, xL))dK,L
∣∣∣∣2 dt
≤ ∆t ∑
σ=K|L∈Eint
mσdK,L
∫ tn+1
tn
∣∣∣∣∣
∫ 1
0
∂t∇c(t, xL + s(xK − xL)) · ~nKL
∣∣∣∣∣
2
dt
≤ |Ω|∆t
∫ tn+1
tn
‖∂t∇c(t, ·)‖2L∞(Ω) dt.
Nous avons alors,
∣∣cn+1
M
− cn
M
∣∣2
1,M
≤3 ∣∣e˙c,n+1
M
− e˙c,n
M
∣∣2
1,M
+ 3C26∆tsize(M)
2
∫ tn+1
tn
‖∂tc(t, ·)‖2H2(Ω)
+ 3|Ω|∆t
∫ tn+1
tn
‖∂t∇c(t, ·)‖2L∞(Ω) dt.
(I.57)
24 Chapitre I. L’équation de Cahn-Hilliard avec des conditions aux limites de Neumann
Enfin, en remarquant que la conservation du volume au niveau discret (I.11) implique mM
(
cn+1
M
− cn
M
)
= 0, l’inégalité
de Poincaré entraîne, ∥∥cn+1
M
− cn
M
∥∥
L2(Ω)
≤ C8
∣∣cn+1
M
− cn
M
∣∣
1,M
(I.58)
En sommant les termes (I.49) et (I.50) et en regroupant les estimations (I.51), (I.55), (I.56), (I.57) et (I.58) nous obtenons :
∣∣f ′b(PcM(c(tn+1)))− f ′b(cn+1M )∣∣21,M + ∣∣∣dfb(cn+1M , cn+1M )− dfb(cnM, cn+1M )∣∣∣21,M
≤C11
Ä
4 + C12 ‖∇c‖2L∞(0,T ;L∞(Ω))
ä ∣∣e˙c,n+1
M
∣∣2
1,M
+ 4C11C
2
6 size(M)
2 ‖c‖2L∞(0,T ;H2(Ω))
+ C11C12size(M)
2 ‖∇c‖2L∞(0,T ;L∞(Ω))
Ä∥∥c0∥∥2
H2(Ω)
+ ‖c‖2L∞(0,T ;H2(Ω))
ä
+ 3C11
Ä
1 + C28 ‖∇c‖2L∞(0,T ;L∞(Ω))
ä ∣∣e˙c,n+1
M
− e˙c,n
M
∣∣2
1,M
+ 3|Ω|C11
Ä
1 + C28 ‖∇c‖2L∞(0,T ;L∞(Ω))
ä
∆t
∫ tn+1
tn
‖∂t∇c(t, ·)‖2L∞(Ω) dt
+ 3C11C
2
6
Ä
1 + C28 ‖∇c‖2L∞(0,T ;L∞(Ω))
ä
∆tsize(M)2
∫ tn+1
tn
‖∂tc(t, ·)‖2H2(Ω) dt.
En sommant cette estimation pour n allant de 0 à n0 nous obtenons le résultat attendu.
Fin de la démonstration du Théorème I.16:
Les Propositions I.29, I.30, I.31, I.33 et l’estimation (I.53) sur le terme mM
(
c0
M
)
permettent d’estimer les termes du
membre de droite de l’inégalité (I.31) (cf Proposition I.28). Ainsi, il existe C13 > 0 (dépendant de c et µ) indépendant de
size(M) et ∆t tel que pour tout n0 ∈ J0, N − 1K,
Γb
2
n0∑
n=0
∆t
∣∣e˙µ,n+1
M
∣∣2
1,M
+
A∆
4
∣∣e˙c,n0+1
M
∣∣2
1,M
+
A∆
2
n0∑
n=0
∣∣e˙c,n+1
M
− e˙c,n
M
∣∣2
1,M
≤C13
∥∥e˙c,0
M
∥∥2
1,M
+ (1 + C13)
n0∑
n=0
∆t |e˙c,n
M
|21,M + C13∆t
∣∣e˙c,n0+1
M
∣∣2
1,M
+ C13
n0∑
n=0
∆t
∣∣e˙c,n+1
M
− e˙c,n
M
∣∣2
1,M
+ C13
(
size(M)2 +∆t2
)
.
Remarquons alors que le Lemme I.22 implique :
∥∥e˙c,0
M
∥∥2
1,M
=
∥∥∥Pc
M
c0 − Pell
M
c0
∥∥∥2
1,M
≤ 2C26 size(M)2
∥∥c0∥∥2
H2(Ω)
. (I.59)
Donc choisissant ∆t ≤ A∆8C13 il existe C14 > 0 (dépendant de c, c0 et µ) indépendant de size(M) et ∆t tel que :
A∆
8
∣∣e˙c,n0+1
M
∣∣2
1,M
≤ C14
Å
n0∑
n=0
∆t |e˙c,n
M
|21,M +
(
size(M)2 +∆t2
)ã
,
Nous pouvons maintenant appliquer le Lemme de Gronwall discret (cf Lemme A.7) et nous obtenons :
∣∣e˙c,n0+1
M
∣∣2
1,M
≤ 8C14A∆
Ä
size(M)2 +∆t2 +∆t
∣∣e˙c,0
M
∣∣2
1,M
ä
e
8TC14
A∆ .
Le Théorème I.16 se déduit alors des estimations (I.55) et (I.59).
I.6 Quelques remarques sur l’implémentation
Tous les tests numériques de ce manuscrit ont été réalisés à l’aide d’un code en Scilab.
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I.6.1 Lecture du maillage
Dans un premier temps, il faut réaliser un programme qui pour un maillage donné (par exemple construit avec le logiciel
Gmsh) nous renvoie les informations qui nous seront utiles pour assembler les matrices. L’assemblage des matrices d’un
schéma de type volumes finis se fait par arêtes. Ces informations sont rassemblées dans une structure appelée mesh qui
contient les cordonnées des sommets et des centres ainsi que les informations sur les arêtes qui permettent de définir de
façon unique le maillage considéré.
• Sommets : coordonnées du sommet numéro i
mesh.sommets(i,_X), mesh.sommets(i,_Y)
• Centres : coordonnées du centre numéro j
mesh.centres(j,_X), mesh.sommets(j,_Y)
• Arêtes : pour l’arête numéro k
– Les numéros des deux sommets xK∗ et xL∗ notés _KS et _LS
mesh.aretes(k,_KS), mesh.aretes(k,_LS)
– Les numéros des deux centres xK et xL
mesh.aretes(k,_K), mesh.aretes(k,_L)
Par convention, mesh.aretes(k,_L)=0 si c’est une arête du bord.
– Mesure de l’arêtemσ = d(xK∗ , xL∗)
mesh.aretes(k,_MES)
– Distance dK,L = d(xK, xL) entre les centres xK et xL
mesh.aretes(k,_DKL)
– Mesure des quarts de diamants
mesh.aretes(k,_MES_K_KS), mesh.aretes(k,_MES_K_LS),
mesh.aretes(k,_MES_L_KS), mesh.aretes(k,_MES_L_LS)
Remarquons que si l’arête k est une arête du bord, nous avons :
mesh.aretes(k,_MES_L_KS)=mesh.aretes(k,_MES_L_LS)=0.
– Normale unitaire ~nσK allant de K vers L
mesh.aretes(k,_N_KL_X), mesh.aretes(k,_N_KL_Y)
Remarque I.34
1. Lorsque nous décomposons Ω en mailles triangles, pour pouvoir satisfaire la condition d’orthogonalité du
maillage nous imposons que le maillage soit Delaunay.
2. Pour le schéma VF4, si les mailles sont des triangles alors le centre xK de la maille K sera le centre du cercle
circonscrit à ce triangle.
3. Si σ est une arête du bord alors le centre xL associé à cette arête sera le milieu de σ.
A partir de ces données nous pouvons maintenant assembler les matrices permettant d’écrire le Problème I.1 sous
forme matricielle.
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I.6.2 Ecriture sous forme matricielle
Numériquement, la résolution du Problème discret I.1 se fait sous forme matricielle. Dans le cas de conditions aux limites
de Neumann, il nous suffit de construire deux matrices : la matrice du Laplacien AM et la matrice de masseMM. Notons
NM = Card(M), alors ces matrices sont définies de la manière suivante :
• La matrice du Laplacien AM ∈MNM,NM telle que pour tout uM ∈ RM,
AMuM =
((
− ∑
σ∈Eint
K
mσ
uL − uK
dK,L
)
K∈M
)
.
• La matrice de masseMM ∈MNM,NM telle que,
diag(MM) =
(
(mK)K∈M
)
et 〈MMuM, vM〉 = (uM, vM)L2(Ω) , ∀uM, vM ∈ RM;
où nous avons noté diag(MM) la diagonale de la matriceMM.
Ainsi, nous pouvons écrire le Problème I.1 sous la forme suivante :
Problème I.35
Supposons cn
M
∈ RM donné. Trouver (cn+1
M
, µn+1
M
) ∈ RM × RM tels que,{
MMc
n+1
M
+ Γb∆tAMµ
n+1
M
= MMc
n
M
,
A∆AMcn+1M +AfbMMdfb(cnM, cn+1M )−MMµn+1M = 0.
Par définition de la matrice du Laplacien AM, nous devons calculer le rapport suivant (appelé transmissivité) :
flux:=
mσ
dK,L
=mesh.aretes(:,_MES) ./mesh.aretes(:,_DKL);
Pour la matrice de masse, nous calculons la valeur des demi-diamants :
MES_D_K=mesh.aretes(:,_MES_K_KS)+mesh.aretes(:,_MES_K_LS);
MES_D_L=mesh.aretes(:,_MES_L_KS)+mesh.aretes(:,_MES_L_LS);
Nous assemblons chacune des matrices par arêtes.
// Pour toutes les arêtes
A(mesh.aretes(:,_K),mesh.aretes(:,_K))← +flux;
M(mesh.aretes(:,_K),mesh.aretes(:,_K))← +MES_D_K;
// Seulement pour les arêtes intérieures
v_INT=find(mesh.aretes(:,_L)>0);
A(mesh.aretes(v_INT,_K),mesh.aretes(v_INT,_L))← -flux(v_INT);
A(mesh.aretes(v_INT,_L),mesh.aretes(v_INT,_L))← +flux(v_INT);
A(mesh.aretes(v_INT,_L),mesh.aretes(v_INT,_K))← -flux(v_INT);
M(mesh.aretes(v_INT,_L),mesh.aretes(v_INT,_L))← +MES_D_L(v_INT);
où la notation a← ± b signifie a=a ± b.
I.6.3 Traitement du terme non-linéaire
Pour chacune des discrétisations du potentiel de Cahn-Hilliard fb, nous devons résoudre un système non-linéaire et donc
à chaque itération n ∈ {1, . . . , N} nous utilisons une méthode de Newton. A l’itération n + 1, la solution (cn
M
, µn
M
)
du Problème I.35 à l’instant tn est connu. Nous cherchons (cn+1
M
, µn+1
M
) ∈ RM × RM solution de F (X,Y ) = 0 avec
F : RM × RM → RM × RM définie par :
F (X,Y ) =
Å
MMX + Γb∆tAMY −MMcnM
A∆AMX +AfbMMdfb(cnM, X)−MMY
ã
.
Le principe de la méthode de Newton associée à cette fonction F est le suivant :
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Algorithme I.36 (Méthode de Newton pour les CL de Neumann)
• Initialisation :
– u0
M
= cn
M
et v0
M
= µn
M
;
– Critère d’arrêt : eps;
– Erreur : err(0)=1.
• Algorithme : Tant que err(i)> eps, nous calculons :
wi+1
M
= wi
M
−DF−1(wi
M
)F (wi
M
) et err(i+1) =
‖wi+1
M
− wi
M
‖
‖wi
M
‖
où wi
M
est le vecteur
Å
ui
M
vi
M
ã
.
• Lorsque nous obtenons i=in+1 tel que err(in+1)<eps nous posons c
n+1
M
= u
in+1
M et µ
n+1
M
= v
in+1
M .
Remarque I.37
Le calcul du terme DF−1(wi
M
)F (wi
M
) se fait en résolvant le système linéaire :
DF (wi
M
)zi
M
= F (wi
M
) avec DF (wi
M
) =
Å
MM Γb∆tAM
A∆AM +AfbMMDdfb(uiM) −MM
ã
,
oùDdfb(ui
M
) est la matrice diagonale dont les coefficients diagonaux sont égaux à la dérivée de dfb par rapport à la
seconde variable au point (cn
M
, ui
M
).
Pour chacune des discrétisations, la méthode de Newton converge très rapidement (en moins de 5 itérations en prenant
eps=10−6). Ainsi, l’utilisation d’une discrétisation implicite ou semi-implicite plutôt qu’une discrétisation explicite du
terme non-linéaire, qui engendrerait une condition de stabilité, n’augmente pas significativement le temps de calcul vu
que nous pouvons prendre des ∆t sensiblement plus grands.
I.7 Illustrations numériques
Dans cette section, nous présentons quelques résultats numériques qui illustrent les différents comportements du modèle
de Cahn-Hilliard. Pour chacun des cas tests, nous utiliserons une discrétisation semi-implicite du terme non-linéaire
fb(c) = c
2(1− c)2.
Pour tous les domaines utilisés, nous utilisons un maillage constitué de triangles Delaunay et pour toute mailleK ∈M
le centre xK est le centre du cercle circonscrit au triangle K, donc la condition d’orthogonalité est bien vérifiée.
I.7.1 Dynamique de l’interface
Ce cas test illustre la stabilité de l’épaisseur d’interface proche de ε. Il est réalisé sur le carré unité avec les paramètres
suivants : la mobilité Γb = 4, la tension de surface σb = 0.25 et l’épaisseur d’interface ε = 0.25. Nous choisissons un
pas de temps ∆t = 10−4 et le pas du maillage est size(M) = 0.04.
La donnée initiale dépend seulement de la composante en x et est définie par :
c0(x, y) =
1
2
Å
1 + tanh
Å
2(x− 0.5)
10ε
ãã
, ∀x, y ∈ [0, 1]2.
En une dimension le profil d’équilibre (cf Figure I.3) donné par :
ceq(x, y) =
1
2
Å
1 + tanh
Å
2(x− 0.5)
ε
ãã
, ∀x, y ∈ [0, 1]2,
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est obtenu en résolvant le problème suivant en dimension infinie :
−3
2
εσbc
′′
eq +
12
ε
σbf
′
b(ceq(x)) = 0, ∀x ∈ R,
lim
+∞
ceq = 1, lim
−∞
ceq = 0, ceq
Å
1
2
ã
=
1
2
.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.2
0.4
0.6
0.8
1
ε
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t = 10−3
t = 1.8.10−3
t = 3.10−3
ceq
Figure I.3: Evolution du paramètre d’ordre
En réalisant une coupe suivant le plan y = 0.5, nous traçons sur la Figure I.3 le profil du paramètre d’ordre à
différents instants ainsi que le profil d’équilibre ceq . Nous observons bien l’évolution du paramètre d’ordre vers la solution
stationnaire.
I.7.2 Minimisation de la longueur de l’interface
Ce test est réalisé sur le domaine ] − 0.2, 0.2[2 avec les paramètres suivants : une mobilité Γb = 10−4, une épaisseur
d’interface ε = 0.02 et une tension de surface entre les deux phases σb = 1. Le pas du maillage est size(M) = 10−2 et le
pas de temps ∆t = 10−3. Le donnée initiale est une bulle ellipsoïdale (cf Figure I.4a) définie par :
c0(x, y) =
1
2
ñ
1 + tanh
Ç
2
ε
ñ…
x2
a2
+ a2y2 − 0.1
ôåô
; avec a = 1.5.
Le système de Cahn-Hilliard va tendre à minimiser la longueur de l’interface sous contrainte de conservation du volume.
La Figure I.4 montre l’évolution de la forme de l’interface qui va tendre vers une position d’équilibre avec une interface
circulaire.
(a) Position initiale (b) Solution au temps t = 0.1 (c) Solution au temps t = 0.6 (d) Solution au temps t = 1.5
Figure I.4: Evolution de la position de l’interface
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I.7.3 Décomposition spinodale
Ce test est réalisé sur le carré unité avec les paramètres suivants : une épaisseur d’interface ε = 0.05, une mobilité
Γb = 0.08 et une tension de surface σb = 0.004. Le pas de temps est ∆t = 10−3 et le pas d’espace est size(M) ∼ 0.04.
La donnée initiale est une concentration aléatoire comprise entre 0.49 et 0.51.
(a) Solution au temps t = 0.1 (b) Solution au temps t = 0.15 (c) Solution au temps t = 0.5 (d) Solution au temps t = 100
Figure I.5: Dynamique de séparation de phases
La Figure I.5 montre l’évolution du mélange : la concentration initiale est homogène avec une très faible perturbation
aléatoire, puis dans un premier temps une séparation de phases s’effectue rapidement et les phases pures vont finalement
se regrouper entre elles pour former des motifs plus gros. Notons qu’au temps t = 100 la solution stationnaire n’est pas
encore atteinte. Une fois celle-ci atteinte il ne restera que deux zones : l’une composée de la phase pure c = 0 et l’autre
composée de la phase pure c = 1. Les résultats que nous obtenons ici sont bien en accord avec ceux observés dans la
littérature lors du phénomène de séparation de phase (cf par exemple [EF87, Ell89, Fur01b, WKG06, SCM08]).
I.8 Conclusion
Dans ce chapitre nous avons présenté un nouveau schéma pour la discrétisation du modèle de Cahn-Hilliard avec des
conditions aux limites de Neumann.
L’étude de ce schéma nous a permis d’obtenir des résultats d’existence et de convergence des solutions approchées et nous
avons établi une estimation d’erreur d’ordre 1 pour le schéma complètement discrétisé.
Numériquement, nous avons pu observer différents comportements connus du système de Cahn-Hilliard et ainsi valider
le schéma proposé.
Ce chapitre nous a donc permis de valider le schéma volumes finis VF4 pour l’équation de Cahn-Hilliard avec des con-
ditions aux limites de Neumann et représente la première étape vers l’étude de problèmes et de schémas plus complexes.
30 Chapitre I. L’équation de Cahn-Hilliard avec des conditions aux limites de Neumann
31
Chapitre II
Discrétisation de l’opérateur de
Laplace-Beltrami
Dans le Chapitre III, nous étudierons le modèle de Cahn-Hilliard associé à des conditions aux limites dites dynamiques
dans lesquelles la géométrie du domaine ainsi que l’opérateur de Laplace-Beltrami posé sur ∂Ω interviennent. Le but
de ce chapitre est dans un premier temps d’introduire l’opérateur de Laplace-Beltrami et le problème de Laplace avec
des conditions aux limites de Ventcel ainsi que leurs discrétisations par une méthode volumes finis. D’autre part, nous
étudions le comportement du schéma VF4 introduit dans le chapitre précédent lorsque le domaine n’est plus polygonal
mais un domaine suffisamment régulier quelconque.
Notons cependant que les résultats de ce chapitre pourraient également être utilisés à d’autres fins, comme par exemple
pour des méthodes de décomposition de domaine de type Schwarz. En effet, dans [Jap98] l’auteur introduit un algorithme
de Ventcel-Schwarz dans lequel la condition de raccord entre les différents sous-domaines fait intervenir une condition
de Ventcel ce qui permet d’améliorer la vitesse de convergence de l’algorithme de Schwarz. De plus, dans [HH14] les
auteurs s’intéressent à cet algorithme de Ventcel-Schwarz en utilisant une discrétisation de type volumes finis. L’étude de
la discrétisation volumes finis d’une équation ayant des conditions aux limites de Ventcel sur un domaine courbe (et non
plus polygonal) peut donc être intéressante pour des applications en décomposition de domaines.
Nous commençons notre étude par le problème de Laplace-Beltrami sur une courbe fermée (Section II.1) puis nous
l’élargissons au cas du problème de Laplace avec des conditions aux limites de Ventcel (Section II.2). Nous établissons
des relations entre les approximations des quantités géométriques (dues à la présence d’un domaine courbe) que nous
utilisons et leur valeur exacte qui nous permettent de démontrer des résultats d’estimations d’erreur (Théorèmes II.11
et II.19). Dans la Section II.3 nous complétons la description de l’implémentation effectuée durant cette thèse et nous
présentons dans la Section II.4 des estimations d’erreur numériques qui d’une part, illustre le résultat démontré dans le
Théorème II.19 et d’autre part, permettent de montrer l’intérêt des schémas de type volumes finis pour des domaines non
polygonaux.
Dans ce qui suit, nous nous plaçons sur un domaine Ω ouvert, borné, connexe et régulier de R2 de frontière régulière
Γ = ∂Ω et nous choisissons une orientation de Γ (nous renvoyons à l’Annexe pour plus de précisions sur Γ).
II.1 Le problème de Laplace-Beltrami sur un domaine courbe 1D
Dans cette section, nous considérons le problème suivant posé sur la courbe régulière Γ.
Trouver u : Γ→ R satisfaisant :
−∆Γu+ u = g sur Γ, (II.1)
avec g ∈ L2(Γ).
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II.1.1 Construction d’un maillage associé à Γ
Notations : Pour construire un maillage ∂M (cf Fig. II.1) associé à Γ, nous décomposons Γ en arcs de courbe notés
L ∈ ∂M et appelés mailles ou volumes de contrôle tels que Γ = ∪L∈∂ML. Nous notons V l’ensemble des sommets du
maillage ∂M.
Pour tout volume de contrôle L ∈ ∂M, nous définissons :
• mL sa longueur;
• un point xL ∈ L que nous appelons le centre de la maille L;
• e (ou eL) la corde associée à L etme sa longueur;
• yL le point d’intersection entre la corde e et la perpendiculaire e passant par xL;
• VL l’ensemble des sommets de la maille L.
Pour tout sommet v = L|L′ séparant les mailles L et L′, nous notons :
• dL,v la distance entre le sommet v et le centre yL : c’est une approximation de la mesure mγLv de l’arc γLv ⊂ L
dont les extrémités sont le centre xL et le sommet v;
• dL,L′ = dL,v + dL′,v : c’est une approximation de la mesure mγLL′ de l’arc γLL′ ⊂ Γ passant par le sommet v et
dont les extrémités sont les centres xL et xL′ ;
• nvL = ±1 tel que nvL = −nvL′ , donc nvL donne une orientation de la courbe γLL′ en fonction de l’orientation
donnée à la courbe Γ : nvL = 1 si l’orientation de Γ va de L vers L′.
Le pas du maillage est défini par size(∂M) = sup{mL,L ∈ ∂M}.
v = L|L′xL
yL
dL,v
xL′
yL′
d
L ′,v
Figure II.1: Notations du maillage ∂M
Inconnues discrètes : L’approximation TPFA de (II.1) associe à chaque maille L ∈ ∂M, une inconnue scalaire uL.
Nous définissons alors la fonction constante par morceaux u∂M ∈ R∂M de la manière suivante :
u∂M =
∑
L∈∂M
uL1L ∈ L∞(Γ),
où 1L désigne la fonction indicatrice de la maille L.
Définitions des projection discrètes : Nous définissons deux projections sur le maillage ∂M : la projection moyenne
Pm∂M et la projection centrée P
c
∂M.
Définition II.1 (Projection moyenne sur le maillage ∂M)
Nous définissons la projection moyenne sur le maillage ∂M de la manière suivante. Pour toute fonction u intégrable
sur Γ,
Pm∂Mu = (P
m
L u)L∈∂M avec P
m
L u =
1
mL
∫
L
u(x)dσ(x), ∀L ∈ ∂M.
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Définition II.2 (Projection centrée sur le maillage ∂M)
La projection centrée sur le maillage ∂M est définie de la manière suivante. Pour toute fonction u continue sur Γ,
Pc∂Mu = (P
c
Lu)L∈∂M avec P
c
Lu = u(xL), ∀L ∈ ∂M.
Le résultat suivant est alors immédiat.
Lemme II.3
Soit u ∈ H1(Γ), alors il existe une constante C15 > 0 indépendante de size(∂M) telle que :
‖u− Pc∂Mu‖L2(Γ) ≤ C15size(∂M) ‖u‖H1(Γ) .
II.1.2 Définitions et propriétés sur le maillage ∂M
Proposition II.4
Pour toute maille L ∈ ∂M, la relation suivante est vérifiée :
meL −mL = O
(
m3L
)
.
En particulier, il existe CΓ > 0 indépendant de size(∂M) tel quemeL ≤ mL ≤ CΓmeL .
Démonstration : Soit v et w les deux sommets de la maille L, alors les formules de Taylor nous donnent :
w = v +mL~τ v,w(v) +
m2L
2
~τ
′
v,w(v) +O
(
m3L
)
,
où ~τ v,w est le vecteur tangent à L allant de v vers w.
Nous avons alors,
m2eL = |v −w|2
=
≠
mL~τ v,w(v) +
m2L
2
~τ
′
v,w(v) +O
(
m3L
)
,mL~τ v,w(v) +
m2L
2
~τ
′
v,w(v) +O
(
m3L
)∑
= m2L +m
3
L
〈
~τ v,w(v),~τ
′
v,w(v)
〉
+O (m4L) .
En remarquant que pour tout x ∈ L, 〈~τ v,w(x),~τ ′v,w(x)〉 = 0, nous obtenons :
m2eL = m
2
L +O
(
m4L
)
(II.2)
et donc :
meL = mL
»
1 +O (m2L) = mL
(
1 +O (m2L)) ,
ce qui conclut la preuve.
~τ v,w(v)
~τ
′
v,w(v)
v
w
L
eL
xL
yL
Figure II.2: Notations utilisées dans la démonstration de la Proposition II.4
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Définition II.5 (Définition formelle de yL)
Pour tout L ∈ ∂M, le point yL peut être défini par la relation :
yL = v +
≠
w − v
meL
, (xL − v)
∑
w − v
meL
,
où v et w sont les deux sommets de la maille L.
Proposition II.6
Considérons une maille L ∈ ∂M et un sommet v de L, alors la relation suivante est vérifiée :
mγLv − dL,v = O (mLmγLv) .
Démonstration : Notons w le second sommet de la maille L, alors les formules de Taylor impliquent :
v = xL −mγLv~τ v,w(xL) +O
(
m2γLv
)
, (II.3)
w = xL +mγLw~τ v,w(xL) +O
(
m2γLw
)
, (II.4)
où nous rappelons que ~τ v,w est le vecteur tangent à L allant de v vers w.
Soustrayons les équations (II.3) et (II.4), en remarquant quemγLv +mγLw = mL nous obtenons :
w − v
meL
=
mL
meL
~τ v,w(xL) +O
Å
m2L
meL
ã
. (II.5)
La Définition II.5 et les égalités (II.3) et (II.5) permettent d’écrire :
yL − v =
≠
mL
meL
~τ v,w(xL) +O
Å
m2L
meL
ã
,mγLv~τ v,w(xL) +O
(
m2γLv
)∑Å mL
meL
~τ v,w(xL) +O
Å
m2L
meL
ãã
=
Å
mLmγLv
meL
+O
Å
mγLvm
2
L
meL
ããÅ
mL
meL
~τ v,w(xL) +O
Å
m2L
meL
ãã
=
m2L
m2eL
mγLv~τ v,w(xL) +O
Ç
mγLv
m3L
m2eL
å
ce qui donne,
dL,v −mγLv = |yL − v| −mγLv =
m2L −m2eL
m2eL
mγLv +O
Ç
mγLvm
3
L
m2eL
å
.
L’équation (II.2) et la Proposition II.4 permettent alors de conclure.
~τ v,w(xL)
v
wγLv γLw
eL
xL
yL
dL,v
Figure II.3: Notations utilisées dans la démonstration de la Proposition II.6
Produits scalaires sur ∂M : Nous allons maintenant définir deux produits scalaires L2-discrets sur R∂M : un produit
scalaire (., .)
L2(Γ)
qui utilise les longueurs exactes des arcs L et un produit scalaire (., .)
∂M
qui utilise les valeurs des cordes
correspondantes. Pour tout u∂M, v∂M ∈ R∂M,
(u∂M, v∂M)L2(Γ) =
∑
L∈∂M
mLuLvL et (u∂M, v∂M)∂M =
∑
L∈∂M
meLuLvL,
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et nous notons ‖.‖
L2(Γ)
et ‖.‖0,∂M les normes correspondantes.
De la même manière nous introduisons deux normes Lp-discrètes dans R∂M,
‖u∂M‖pLp(Γ) =
∑
L∈∂M
mL|uL|p et ‖u∂M‖p0,p,∂M =
∑
L∈∂M
meL |uL|p. ∀u∂M ∈ R∂M.
Nous pouvons alors remarquer que ces normes sont équivalentes et les constantes sont indépendantes de size(T ) (cf
Proposition II.4).
Nous définissons également un semi-produit scalaire H1-discret sur Γ de la manière suivante :
Ju∂M, v∂MK1,∂M =
∑
v=L|L′∈V
dL,L′
Å
uL − uL′
dL,L′
ãÅ
vL − vL′
dL,L′
ã
, ∀u∂M, v∂M ∈ R∂M;
ainsi que la semi-norme correspondante |.|1,∂M.
Pour finir, nous définissons la norme H1-discrète sur Γ par :
‖u∂M‖21,∂M = ‖u∂M‖20,∂M + |u∂M|21,∂M , ∀u∂M ∈ R∂M.
II.1.3 Approximation TPFA de l’opérateur de Laplace-Beltrami
Définitions et propriétés des opérateurs tangentiels
Les définitions et les principales propriétés des opérateurs différentiels mis en jeu sont rappelées dans l’Annexe.
Pour obtenir l’approximation TPFA associée à ce problème, le principe est le même que dans le chapitre précédent.
Nous intégrons l’équation (II.1) sur chaque maille L ∈ ∂M,∫
L
g(x)dσ(x) =
∫
L
−∆Γu(x)dσ(x) +
∫
L
u(x)dσ(x)
=
∑
v∈VL
−∇Γu(v) · ~τ v,L(v) +
∫
L
u(x)dσ(x);
(II.6)
où ~τ v,L = nvL~τ est le vecteur unitaire tangent à Γ allant de L vers L′.
Proposition II.7
Le gradient tangentiel de u : Γ→ R au sommet v = L|L′ satisfait l’estimation :∣∣∣∣∣u(xL′)− u(xL)mγLL′ −∇Γu(v) · ~τ v,L(v)
∣∣∣∣∣ ≤
∫
γLL′
∣∣(u ◦ ϕ)′′(ϕ−1(x))∣∣ dσ(x),
où ϕ est la paramétrisation choisie de Γ (voir Annexe).
Démonstration : Considérons les points tL, tL′ , tv ∈ R tels que xL = ϕ(tL), xL′ = ϕ(tL′) et v = ϕ(tv), alors les
formules de Taylor à l’ordre 2 nous donnent :
u(xL′)− u(xL) = (u(ϕ(tL′))− u(ϕ(tv)))− (u(ϕ(tL))− u(ϕ(tv)))
=(tL′ − tv)(u ◦ ϕ)′(tv) +
∫ tL′
tv
(tL′ − s)(u ◦ ϕ)′′(s)ds
− (tL − tv)(u ◦ ϕ)′(tv)−
∫ tL
tv
(tL − s)(u ◦ ϕ)′′(s)ds.
En remarquant que tL′ − tL = mγLL′nvL, nous obtenons :
u(xL′)− u(xL)
mγLL′
−∇Γu(v) · ~τ v,L(v) = 1
mγLL′
∫ tL′
tv
(tL′ − s)(u ◦ ϕ)′′(s)ds
+
1
mγLL′
∫ tv
tL
(tL − s)(u ◦ ϕ)′′(s)ds,
ce qui permet de conclure la preuve.
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Nous définissons alors le gradient tangentiel discret de la manière suivante.
Définition II.8 (Gradient tangentiel discret)
L’opérateur de gradient tangentiel discret∇∂MΓ : R∂M → RV est tel que pour tout u∂M ∈ R∂M,
∇∂MΓ u∂M =
(∇∂MΓ,vu∂M)v∈V , avec ∇∂MΓ,vu∂M = uL′ − uLdL,L′ nvL, ∀v = L|L′ ∈ V.
Rappelons que nvL = 1 si la courbe Γ est orientée de L vers L
′ et nvL = −1 si Γ est orientée de L′ vers L.
Principe du schéma TPFA pour l’opérateur de Laplace-Beltrami
L’approximation TPFA de l’équation (II.1) s’écrit alors :
Problème II.9 (Formulation VF du problème de Laplace-Beltrami)
Trouver u∂M ∈ R∂M tel que :∑
v∈VL
−∇∂MΓ,vu∂MnvL +meLuL = mLPm∂Mg, ∀L ∈ ∂M. (II.7)
Notons que ce schéma fait simplement intervenir les coordonnées des sommets v du maillage ∂M. Toutes les
autres quantités géométriques que nous utilisons sont calculées à partir de ces coordonnées. En effet, d’un point de
vue numérique, nous ne connaissons pas forcément l’équation de la courbe Γ lorsque nous programmons ce schéma. Les
seules informations à notre disposition sont les coordonnées des sommets du maillage ∂M. C’est la raison pour laquelle
nous devons approcher les valeurs réelles des quantités géométriques qui interviennent dans ce schéma.
Proposition II.10
Considérons une solution u∂M ∈ R∂M au Problème II.9, alors il existe une constante C16 > 0 indépendante de
size(∂M) telle que :
|u∂M|21,∂M + ‖u∂M‖20,∂M ≤ C16 ‖g‖2L2(Γ) .
Démonstration : Considérons une solution u∂M ∈ R∂M au Problème II.9. Pour tout L ∈ ∂M, multiplions alors
l’équation (II.7) par uL puis sommons sur l’ensemble des mailles L ∈ ∂M, nous obtenons :
|u∂M|21,∂M + ‖u∂M‖20,∂M = (Pm∂Mg, u∂M)L2(Γ) .
En utilisant l’inégalité de Cauchy-Schwarz, puis le fait que les normes ‖.‖
L2(Γ)
et ‖.‖0,∂M sont équivalentes et enfin
l’inégalité de Young nous pouvons conclure la preuve.
II.1.4 Estimation d’erreur
Nous montrons dans cette section qu’en réalisant une approximation polygonale de la courbe Γ (obtenue en reliant entre
eux les sommets du maillage ∂M en parcourant la courbe dans le sens horaire) le schéma volumes finis TPFA pour le
problème de Laplace-Beltrami sur Γ est d’ordre 1.
L’erreur e∂M du problème (II.1) est définie de la manière suivante :
e∂M = u∂M − Pc∂Mu.
Théorème II.11
Supposons que la solution u du problème continu (II.1) appartienne à H2(Γ). Considérons la solution u∂M du
Problème discret II.9. Alors, il existe une constante C17 > 0 indépendante de size(∂M) telle que :
|e∂M|21,∂M + ‖e∂M‖2L2(Γ) ≤ C17size(∂M)2
Ä
‖g‖2
L2(Γ)
+ ‖∇Γu‖2L2(Γ) + ‖u‖2H2(Γ)
ä
.
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Nous décomposons la preuve de ce résultat en deux étapes. Dans un premier temps (cf Proposition II.12) nous
majorons l’erreur H1-discrète par la somme de l’erreur de consistance Rv,L pour tout v ∈ V (due au terme de Laplace-
Beltrami) et de l’erreur de consistance Ru∂M sur u qui contient également l’erreur due à l’approximation polygonale. Il
nous restera ensuite à estimer ces deux erreurs de consistance pour démontrer le Théorème II.11
Proposition II.12
Considérons la solution u du problème (II.1) et la solution u∂M du Problème discret II.9, alors l’estimation suivante
est vérifiée :
|e∂M|21,∂M + ‖e∂M‖2L2(Γ) ≤
∑
v=L|L′∈V
Rv,L
2
dL,L′
+ ‖Ru∂M‖2L2(Γ) (II.8)
où nous avons noté :
Rv,L = u(xL′)− u(xL)− dL,L′∇Γu(v)~τ v,L, ∀v = L|L′ ∈ V;
Ru∂M = (R
u
L)L∈∂M avec R
u
L =
(mL −meL)
mL
uL +
1
mL
∫
L
(u(x)− u(xL))dσ(x), ∀L ∈ ∂M.
Démonstration de la Proposition II.12 : Commençons par soustraire l’équation (II.6) du problème continu au
Problème discret II.9. Ainsi, pour tout L ∈ ∂M, nous obtenons :
∑
v=L|L′∈V
− (∇∂MΓ,vu∂MnvL −∇Γu(v)~τ v,L)+ (meL −mL)uL +mLeL + ∫
L
(u(xL)− u(x))dσ(x) = 0
ce qui donne
∑
v=L|L′∈V
eL − eL′
dL,L′
+mLeL =
∑
v=L|L′∈V
Rv,L
dL,L′
+mLR
u
L.
Multiplions maintenant cette équation par eL et sommons sur L ∈ ∂M :
|e∂M|21,∂M + ‖e∂M‖2L2(Γ) =
∑
v=L|L′∈V
Rv,L
eL − eL′
dL,L′
+ (Ru∂M, e∂M)L2(Γ) ;
où nous avons utilisé la relation de conservativité Rv,L = −Rv,L′ .
L’inégalité de Cauchy-Schwarz et l’inégalité de Young nous permettent de conclure la preuve.
Fin de la démonstration du Théorème II.11 : Il nous suffit maintenant de majorer les termes du membre de droite
de l’estimation (II.8).
• En utilisant la définition de Rv,L donnée dans la Proposition II.12, nous pouvons écrire pour tout v = L|L′ ∈ V ,
Rv,L
dL,L′
= (u(xL′)− u(xL))
Ç
1
dL,L′
− 1
mγLL′
å
+
Ç
u(xL′)− u(xL)
mγLL′
−∇Γu(v)~τ v,L
å
,
ce qui donne :
Rv,L
2
dL,L′
≤ 2(u(xL′)− u(xL))
2
mγLL′
(mγLL′ − dL,L′)2
dL,L′mγLL′
+ 2dL,L′
Ç
u(xL′)− u(xL)
mγLL′
−∇Γu(v)~τ v,L
å2
.
D’après la Proposition II.6, il existe une constante CΓ > 0 indépendante de size(∂M) telle que :
(mγLL′ − dL,L′)2
dL,L′mγLL′
≤ CΓsize(∂M)2
et en utilisant le paramétrage normal ϕ de Γ, nous avons :
(u(xL′)− u(xL)) =
∫ tL′
tL
(u ◦ ϕ)′(t)dt =
∫
γLL′
∇Γu(x) · ~τ (x)dσ(x),
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ce qui permet d’obtenir :
(u(xL′)− u(xL))2 ≤ mγLL′
∫
γLL′
|∇Γu(x)|2 dσ(x).
En utilisant la Proposition II.7, nous pouvons alors écrire :
∑
v=L|L′∈V
Rv,L
2
dL,L′
≤ 2CΓsize(∂M)2
Ä
‖∇Γu‖2L2(Γ) + ‖u‖2H2(Γ)
ä
. (II.9)
• La définition de Ru∂M donne :
‖Ru∂M‖2L2(Γ) ≤2
∑
L∈∂M
(mL −meL)2
mL
u2L + 2
∑
L∈∂M
1
mL
Å∫
L
(u(x)− u(xL))dσ(x)
ã2
≤2 ∑
L∈∂M
(mL −meL)2
mL
u2L + 2 ‖u− Pc∂Mu‖2L2(Γ) .
Le Lemme II.3 et la Proposition II.4 permettent d’obtenir :
‖Ru∂M‖2L2(Γ) ≤ 2
Ä
CΓ ‖u∂M‖20,∂M + C15 ‖u‖2H1(Γ)
ä
size(∂M)2 (II.10)
et la Proposition II.10 implique
‖Ru∂M‖2L2(Γ) ≤ 2
Ä
CΓC16 ‖g‖2L2(Γ) + C15 ‖u‖2H1(Γ)
ä
size(∂M)2.
II.2 Le problème de Laplace avec des conditions aux limites de Ventcel
Dans cette section, nous couplons le problème de Laplace sur un domaine Ω de R2 avec une condition aux limites sur la
courbe Γ faisant intervenir l’opérateur de Laplace-Beltrami.
Le problème est le suivant : Trouver u : Ω→ R tel que®−∆u = f dans Ω;
−∆ΓupΓ + upΓ + ∂nu = g sur Γ;
(II.11a)
(II.11b)
avec f ∈ L2(Ω), g ∈ L2(Γ) et upΓ la trace de u sur Γ.
II.2.1 Maillage VF4 sur un domaine courbe
Pour obtenir un maillage T associé à ce type de problème, nous allons coupler les notations du maillage ∂M de la section
précédente avec celles du maillage M du Chapitre I que nous modifierons un peu pour les adapter à la géométrie courbe
du domaine. Les notations de ce maillage sont rassemblées sur la Figure II.4.
Maillage orthogonal admissible T : Un maillage T de Ω est dit admissible s’il est constitué d’un maillage intérieur
M et d’un maillage du bord ∂M tels que :
• Le maillage intérieur M satisfait les propriétés énoncées dans la Section I.2.1 à ceci près que les mailles K ∈ M
possédant une arête sur le bord ne sont plus polygonales.
• Le maillage du bord ∂M est celui décrit dans la Section II.1.1 en notant que les volumes de contrôle L ∈ ∂M sont
les arêtes (qui sont en fait des arcs de courbes) des volumes de contrôle de M incluses dans Γ. Notons que les
éléments de ∂M sont à la fois des arêtes du maillages M et des volumes de contrôle du bord. C’est la raison pour
laquelle nous utilisons deux notations différentes : lorsque nous les considérons comme des mailles du bord, nous
les notons L ∈ ∂M alors que lorsque nous les considérons comme des arêtes (extérieures) du maillage M nous
les notons σ ∈ Eext. Nous imposons là aussi des conditions d’orthogonalité : pour toute maille L ∈ ∂M qui est
également une arête σ de la mailleK ∈M, nous imposons que la droite reliant les centres xL et xK soit orthogonale
à la corde eL.
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Nous donnons maintenant les notations spécifiques à ce maillage.
Pour une maille K ∈ M ayant une arête appartenant à ∂M, K n’est plus polygonal et peut même ne pas être convexe.
Nous notons alors :
• K le polygone formé par les sommets de K, remarquons alors que K peut ne pas être inclus dans Ω;
• mK (respectivementmK) le mesure de K (respectivement K).
v = L|L′
xL
xK
yL
xLi
d
K,L
i
d
K
,L
dL,v
xL′
yL′
d
L ′,v
~nKLi
~nKL
~nσK(xL)
Sommet intérieur
Sommet du bord
Maillage intérieurM
Centre intérieur
K
Maillage du bord ∂M
L ∈ ∂M
eL corde associée à L
Figure II.4: Maillage T associé à Ω
Rappelons que E est l’ensemble des arêtes sur le maillage T , Eint l’ensemble des arêtes intérieures et Eext les arêtes
extérieures (notons que Eext = ∂M). Les notations concernant les arêtes intérieures ont été décrites dans la section I.2.1
et ne changent pas. En ce qui concerne une arête du bord σ = L ∈ EK ∩ Eext, nous définissons :
• mσ sa longueur etme la longueur de la corde e associée à σ;
• D = Dσ = {tx + (1 − t)xK, t ∈ [0, 1], x ∈ σ} le diamant associé à σ. Nous définissons alors D de la manière
suivante : D = D si σ ∈ Eint et D est le triangle dont les sommets sont les sommets de σ et le centre xK si σ ∈ Eext;
• mD la mesure de D etmD celle de D;
• ~nKL la normale unitaire à la corde eL sortante à K et dK,L la distance entre les centres xK et yL;
• ~nσK(x) la normale unitaire à σ au point x ∈ σ sortante à K.
Par souci de simplicité, nous notons K = K si la maille K ∈ M n’a aucune arête sur le bord et nous introduisons la
transmissivité :
aσ =

mσ
dK,L
si σ = K|L ∈ Eint
meL
dK,L
si σ = L ∈ Eext ∩ EK
Le pas du maillage est défini par size(T ) = sup{diam(K),K ∈M} et la constante de régularité du maillage est celle
définie dans la Section I.2.1 : reg(T ) = reg(M).
Inconnues discrètes : L’approximation VF4 associe à chaque maille K ∈ M une inconnue scalaire uK et à chaque
maille du bord L ∈ ∂M une inconnue scalaire uL. Nous associons alors à la fonction discrète uT ∈ RT , un couple de
fonctions uT = (uM, u∂M) dans L∞(Ω)× L∞(Γ).
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II.2.2 Définitions et propriétés du maillage T
Proposition II.13
Soit K ∈M, alors :
mK −mK = O
(
diam(K)3
)
.
a b
xK
mK\K mK\K
Figure II.5: Différences entre la maille K et son approximation K
Démonstration : Soit K ∈M tel que EK ∩ Eext 6= ∅ (si EK ∩ Eext = ∅, alors K = K et il n’y a rien à démontrer).
Sans perte de généralité, nous pouvons supposer size(T ) assez petit et Γ assez régulière, de manière à ce que σ ∈
EK ∩ Eext soit localement le graphe d’une fonction régulière φ sur [a, b]. Notons φe l’équation affine de la corde associée
à σ, alors :
mK −mK =
∫ b
a
(φ(x)− φe(x)) dx
et il existe ξx ∈]a, b[ tel que :
φ(x)− φe(x) = (x− a)(x− b)φ
′′(ξx)
2
.
Nous obtenons finalement,
|mK −mK| ≤ ‖φ
′′‖
L∞
12
(b− a)3,
où ‖φ′′‖
L∞
ne dépend que de la courbure maximale de Γ.
En remarquant que |b− a| ≤ diam(K), nous pouvons conclure la preuve.
Proposition II.14
Considérons une maille du bord L ∈ ∂M telle que L = σ ∈ EK où K ∈M est une maille intérieure, alors :
d(xL, yL) = |d(xK, xL)− dK,L| = O(mLmγLv),
où v est un des deux sommets de la maille L.
Démonstration : La Définition II.5 de yL donne :
xL − yL = xL − v −
≠
w − v
meL
, (xL − v)
∑
w − v
meL
,
et les égalités (II.3) et (II.5) permettent alors d’obtenir :
xL − yL =mγLv~τ v,w(xL) +O
(
m2γLv
)
−
≠
mL
meL
~τ v,w(xL) +O
Å
m2L
meL
ã
,mγLv~τ v,w(xL) +O
(
m2γLv
)∑Å mL
meL
~τ v,w(xL) +O
Å
m2L
meL
ãã
=mγLv~τ v,w(xL) +O
(
m2γLv
)− ÅmLmγLv
meL
+O
Å
mγLvm
2
L
meL
ããÅ
mL
meL
~τ v,w(xL) +O
Å
m2L
meL
ãã
=mγLv~τ v,w(xL)
Ç
m2eL −m2L
m2eL
å
+O (mγLvmL) .
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L’égalité (II.2) permet de conclure la preuve.
~τ v,w(xL)
v
w
γLv eL
xK
xL
yLd
K
,L
d
(x
K
, x
L
)
Figure II.6: Notations utilisées dans la démonstration de la Proposition II.14
Proposition II.15
Pour tout point x ∈ σ = L ∈ Eext, l’égalité suivante est vérifiée :
~nσK(x)− ~nKL = O(mL).
Démonstration : Notons v et w les deux sommets de L, alors en utilisant l’identité (II.5) au point x ∈ σ, nous
avons :
w − v
meL
=
mL
meL
~τ v,w(x) +O
Å
m2L
meL
ã
.
Or, par définition la normale~nKL est égale au vecteur w−vmeL
tourné de±pi2 et le vecteur~nσK(x) est égal au vecteur~τ v,w(x)
tourné de ±pi2 . Ainsi, en remarquant que ~nKL et ~nσK(x) sont des normales sortantes à Ω nous obtenons :
~nKL =
mL
meL
~nσK(x) +O
Å
m2L
meL
ã
,
et la Proposition II.4 conclut la preuve.
~τ v,w(x)
~nσK(x)
x
v
w
σ = L
eL
~nKL
Figure II.7: Notations utilisées dans la démonstration de la Proposition II.15
Les différents produits scalaires et normes discrets sur Γ ont été décrits dans la Section II.1.1.
En ce qui concerne le produit scalaire L2-discret dans Ω, nous définissons :
(uM, vM)M =
∑
K∈M
mKuKvK, ∀uMvM ∈ RM
et nous notons ‖.‖0,M la norme associée.
Nous définissons également la norme Lp-discrète dans Ω suivante:
‖uM‖p0,p,M =
∑
K∈M
mK|uK|p ∀uM ∈ RM.
Ces définitions sont quelque peu différentes de celles introduites dans la Section I.2.1 car elle font intervenir la valeur
approchée de la mesure d’une maille K ∈ M ayant une arête sur le bord plutôt que sa valeur exacte. Cependant, les
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normes Lp-discrètes ‖.‖0,p,M et ‖.‖Lp(Ω) sont équivalentes et les constantes sont indépendantes de size(T ) (cf Proposition
II.13).
Le semi-produit scalaire H1-discret dans Ω est défini de la manière suivante : Pour tout uT , vT ∈ RT ,
JuT , vT K1,T =
∑
σ=K|L∈Eint
mσ
dK,L
(uK − uL) (vK − vL) + ∑
σ=L∈Eext
meL
dK,L
(uK − uL) (vK − vL)
=
∑
σ∈E
aσ (uK − uL) (vK − vL) .
(II.12)
Notons que contrairement au produit scalaireH1-discret dansΩ introduit dans le Chapitre I par la relation (I.8), ce produit
scalaire fait intervenir les arêtes extérieures (σ ∈ Eext) du maillageM (et pas seulement les arêtes intérieures). Ceci est dû
au fait que le produit scalaire défini par (I.8) est adapté aux conditions aux limites de Neumann que nous avons imposées
à l’équation de Cahn-Hilliard dans le Chapitre I. Dans cette section le problème que nous étudions est associé à des
conditions aux limites plus générales, c’est la raison pour laquelle nous utilisons un produit scalaire faisant intervenir
toutes les arêtes du maillages. Si nous cherchons uT ∈ RT l’approximation d’une certaine fonction continue u : Ω → R
satisfaisant des conditions aux limites de Neumann homogène, il est naturel d’imposer à uT de satisfaire uL = uK si
σ = L ∈ Eext ∩ EK (puisque d(xK, xL)∇u(x) · ~n(x) = (u(xL) − u(xK)) + O
(
size(T )2)). Dans ce cas là, ces deux
produits scalaires sont bien égaux.
Nous notons |.|1,T la semi-norme H1-discrète correspondant au produit scalaire (II.12) et nous définissons la norme
H1-discrète dans Ω par :
‖uT ‖21,T = ‖uM‖20,M + |uT |21,T , ∀uT ∈ RT .
Nous énonçons maintenant une inégalité de Poincaré faisant intervenir la norme L2-discrète sur Γ et qui sera utile pour
démontrer la Proposition II.18 (et donc le Théorème d’estimation d’erreur II.19). Nous ne donnons pas la démonstration
de ce Lemme dans ce manuscrit car c’est une adaptation immédiate de l’inégalité de Poincaré discrète pour des conditions
aux limites de Dirichlet (voir [EGH00, Lemme 3.1] pour plus de détails).
Lemme II.16 (Inégalité de Poincaré)
Il existe une constante C18 > 0 indépendante de size(T ) telle que pour tout uT ∈ RT ,
‖uM‖2L2(Ω) ≤ C18
Ä
|uT |21,T + ‖u∂M‖20,∂M
ä
.
II.2.3 Approximation VF4 couplant le domaine et sa frontière
Pour obtenir le schéma VF4 associé aux équations (II.11), nous procédons en deux étapes :
• Nous intégrons l’équation (II.11a) sur toutes les mailles intérieures K ∈ M comme nous l’avons fait dans la
Section I.3.1 : ∫
K
f(x)dx = − ∑
σ∈Eint
K
∫
σ
∇u(x) · ~nKLdσ(x)− ∑
σ∈Eext
K
∫
σ
∇u(x) · ~nσK(x)dσ(x). (II.13)
• Nous intégrons la condition aux limites (II.11b) sur chaque maille L ∈ ∂M de la même manière que dans la
Section II.1.3 :∫
L
g(x)dσ(x) =
∑
v∈VL
−∇ΓupΓ(v)~τ v,L +
∫
L
upΓ(x)dσ(x) +
∫
σ
∇u(x) · ~nσK(x)dσ(x). (II.14)
Le couplage entre l’équation dans le domaine Ω et celle sur sa frontière s’effectue alors naturellement par le terme de flux∫
σ
∇u · ~n sur les arêtes extérieures.
L’approximation VF4 du problème (II.11) s’écrit alors :
Problème II.17
Trouver uT ∈ RT tel que :
∑
σ∈Eint
K
mσ
uK − uL
dK,L
+
∑
σ∈Eext
K
meL
uK − uL
dK,L
= mKP
m
K f, ∀K ∈M;
∑
v∈VL
−∇∂MΓ,vu∂MnvL +meLuL +meL
uL − uK
dK,L
= mLP
m
L g, ∀L ∈ ∂M.
(II.15a)
(II.15b)
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Proposition II.18
Considérons une solution uT ∈ RT du Problème II.17, alors il existe une constante C19 > 0 dépendant seulement
de reg(T ) (que nous supposons borné lorsque le pas du maillage tend vers 0) telle que l’estimation suivante soit
vérifiée :
|uT |21,T + |u∂M|21,∂M + ‖u∂M‖20,∂M ≤ C19
Ä
‖f‖2
L2(Ω)
+ ‖g‖2
L2(Γ)
ä
.
Démonstration : Si uT ∈ RT est solution du Problème II.17, alors pour tout vT ∈ RT , nous avons :
JuT , vT K1,T + Ju∂M, v∂MK1,∂M + (u∂M, v∂M)∂M = (P
m
M
f, vM)L2(Ω) + (P
m
∂Mg, v∂M)L2(Γ) .
Choisissons vT = uT , alors l’inégalité de Cauchy-Schwarz implique :
|uT |21,T + |u∂M|21,∂M + ‖u∂M‖20,∂M ≤ ‖PmMf‖L2(Ω) ‖uM‖L2(Ω) + ‖Pm∂Mg‖L2(Γ) ‖uM‖L2(Γ) .
Le Lemme II.16 et le fait que les normes ‖.‖0,∂M et ‖.‖L2(Γ) sont équivalentes nous permettent d’obtenir :
|uT |21,T + |u∂M|21,∂M + ‖u∂M‖20,∂M ≤
√
C18 ‖PmMf‖L2(Ω)
Ä
|uT |1,T + ‖u∂M‖0,∂M
ä
+ CΓ ‖Pm∂Mg‖L2(Γ) ‖uM‖0,∂M ,
et l’inégalité de Young donne le résultat.
II.2.4 Estimation d’erreur
Nous définissons l’erreur eT associé au problème (II.11) de la manière suivante :
eT = uT − PcT u avec PcT u = (PcMu,Pc∂Mu).
Du fait de la géométrie courbe de Ω, il est possible que nous prenions en compte des points x ∈ Ωc dans la démonstration
de l’estimation d’erreur. Nous allons donc utiliser un prolongement dans R2 de la fonction u pour que toutes les quantités
que nous utiliserons dans la preuve du Théorème II.19 soient bien définies. La fonction u appartenant à H2(Ω), il existe
un prolongement u˜ ∈ H2(R2) (fixé dans la suite) tel que :
u˜(x) = u(x), ∀x ∈ Ω et ‖u˜‖H2(R2) ≤ C20 ‖u‖H2(Ω) (II.16)
avec C20 > 0 ne dépendant que de Ω.
Théorème II.19
Supposons que la solution u du problème continu (II.11) appartienne à H2(Ω) et que sa trace upΓ ∈ H2(Γ).
Considérons la solution u∂M du Problème discret II.9. Alors, il existe une constante C21 > 0 indépendante de
size(∂M) telle que :
|eT |21,T + |e∂M|21,∂M + ‖e∂M‖2L2(Γ) ≤ C21size(T )2
Ä
‖u‖2H2(Ω) + ‖upΓ‖2H2(Γ) + ‖f‖2L2(Ω) + ‖g‖2L2(Γ)
ä
. (II.17)
Nous décomposons la preuve du Théorème II.19 en deux étapes. Dans un premier temps, nous démontrons (cf
Proposition II.20) que le membre de gauche de l’inégalité (II.17) est majoré par les différentes erreurs de consistance
intervenant dans ce problème. Il nous reste alors, dans un second temps, à estimer ces différentes erreurs de consistance.
Proposition II.20
Considérons la solution u du problème (II.11) ainsi que la solution uT du Problème discret II.17, alors l’estimation
suivante est vérifiée :
|eT |21,T + |e∂M|21,∂M + ‖e∂M‖2L2(Γ) ≤
∑
σ=K|L∈Eint
mσdK,L(R
int
σ,K)
2 +
∑
σ=L∈Eext
meLdK,L(R
ext
σ,K)
2
+
∑
v=L|L′∈V
Rv,L
2
dL,L′
+ ‖Ru∂M‖2L2(Γ) ;
(II.18)
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où nous avons noté :
Rintσ,K =
u(xL)− u(xK)
dK,L
− 1
mσ
∫
σ
∇u(x) · ~nσKdx, ∀σ = K|L ∈ EK ∩ Eint;
Rextσ,K =
u(xL)− u(xK)
dK,L
− 1
meL
∫
σ
∇u(x) · ~nσK(x)dx, ∀σ = L ∈ EK ∩ Eext;
Rv,L = upΓ(xL′)− upΓ(xL)− dL,L′∇ΓupΓ(v)~τ v,L, ∀v = L|L′ ∈ V;
Ru∂M = (R
u
L)L∈∂M avec R
u
L =
(mL −meL)
mL
uL +
1
mL
∫
L
(upΓ(x)− upΓ(xL))dσ(x), ∀L ∈ ∂M.
Démonstration :
Commençons par soustraire les équations (II.13) et (II.15a), alors les définitions de Rintσ,K et R
ext
σ,K données dans la
Proposition II.20 impliquent :∑
σ∈E
aσ(eK − eL) = ∑
σ∈Eint
K
mσR
int
σ,K +
∑
σ∈Eext
K
meLR
ext
σ,K, ∀K ∈M. (II.19)
De la même manière, soustrayons les équations (II.14) et (II.15b), nous obtenons alors :∑
v∈VL
eL − eL′
dL,L′
+mLeL +meL
eL − eK
dK,L
=
∑
v∈VL
Rv,L
dL,L′
+mLR
u
L −meLRextσ,K, ∀L ∈ ∂M. (II.20)
Multiplions maintenant l’équation (II.19) par eK puis sommons sur K ∈ M et multiplions l’équation (II.20) par eL puis
sommons sur L ∈ ∂M. Alors, en sommant les deux équations obtenues nous avons :
|eT |21,T + |e∂M|21,∂M + ‖e∂M‖2L2(Γ) =
∑
σ=K|L∈Eint
mσ(eK − eL)Rintσ,K +
∑
σ=L∈Eext
meL(eK − eL)Rextσ,K
+
∑
v=L|L′∈V
Rv,L
eL − eL′
dL,L′
+ (Ru∂M, e∂M)L2(Γ) .
Nous pouvons maintenant appliquer l’inégalité de Cauchy-Schwarz puis l’inégalité de Young et nous obtenons l’estimation
(II.18).
Fin de la démonstration du Théorème II.19 : Il nous suffit maintenant d’estimer les termes du membre de droite
de l’inégalité (II.18).
• Soit σ = K|L ∈ Eint alors les formules de Taylor nous donnent :
u(xL) = u(x) + 〈∇u(x), (xL − x)〉+
∫ 1
0
(1− t) 〈D2u ((1− t)x+ txL) (xL − x), (xL − x)〉 ,
u(xK) = u(x) + 〈∇u(x), (xK − x)〉+
∫ 1
0
(1− t) 〈D2u ((1− t)x+ txK) (xK − x), (xK − x)〉 ,
ce qui implique
Rintσ,K =
1
mσdK,L
∫
σ
∫ 1
0
(1− t) 〈D2u ((1− t)x+ txL) (xL − x), (xL − x)〉
− 1
mσdK,L
∫
σ
∫ 1
0
(1− t) 〈D2u ((1− t)x+ txK) (xK − x), (xK − x)〉 .
L’inégalité de Jensen et le changement de variable (t, x) ∈ [0, 1]×σ 7→ y = x+ t(xL−x) (ou (t, x) ∈ [0, 1]×σ 7→
y = x+ t(xK − x) pour le second terme) permettent d’obtenir :
(Rintσ,K)
2 ≤ C(reg(T )) size(T )
2
mD
∫
D
|D2u(y)|2dy.
En remarquant quemD =
mσdK,L
2 , nous avons finalement :∑
σ=K|L∈Eint
mσdK,L(R
int
σ,K)
2 ≤ C(reg(T ))size(T )2 ∥∥D2u∥∥2
L2(Ω)
. (II.21)
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• Soit σ = L ∈ ∂M, d’après la définition (II.16) de u˜ nous avons u(xL) = u˜(xL) et u(xK) = u˜(xK) donc pour tout
x ∈ σ,
u(xL) =u˜(x) + 〈∇u˜(x), (xL − x)〉+
∫ 1
0
(1− t) 〈D2u˜ ((1− t)x+ txL) (xL − x), (xL − x)〉 dt,
u(xK) =u˜(x) + 〈∇u˜(x), (xK − x)〉+
∫ 1
0
(1− t) 〈D2u˜ ((1− t)x+ txK) (xK − x), (xK − x)〉 dt.
En utilisant le fait que xL − xK = d(xK, xL)~nKL,la définition de Rextσ,K implique :
Rextσ,K =
d(xK, xL)
dK,L
1
mσ
∫
σ
∇u˜(x) · ~nKLdσ(x)− 1
meL
∫
σ
∇u˜(x) · ~nσK(x)dσ(x)
+
1
dK,Lmσ
∫
σ
∫ 1
0
(1− t) 〈D2u˜ ((1− t)x+ txL) (xL − x), (xL − x)〉 dtdσ(x)
− 1
dK,Lmσ
∫
σ
∫ 1
0
(1− t) 〈D2u˜ ((1− t)x+ txK) (xK − x), (xK − x)〉 dtdσ(x)
=
d(xK, xL)− dK,L
dK,LmL
∫
L
∇u˜(x) · ~nKLdσ(x) + meL −mL
meLmL
∫
L
∇u˜(x) · ~nσK(x)dσ(x)
+
1
mL
∫
L
∇u˜(x) · (~nKL − ~nσK(x))dσ(x)
+
1
dK,Lmσ
∫
σ
∫ 1
0
(1− t) 〈D2u˜ ((1− t)x+ txL) (xL − x), (xL − x)〉 dtdσ(x)
− 1
dK,Lmσ
∫
σ
∫ 1
0
(1− t) 〈D2u˜ ((1− t)x+ txK) (xK − x), (xK − x)〉 dtdσ(x).
En utilisant l’inégalité de Jensen, nous obtenons alors :
meLdK,L(R
ext
σ,K)
2 ≤ (d(xK, xL)− dK,L)
2
5dK,L
meL
mL
∫
L
|∇u˜(x)|2 dσ(x) + dK,L (meL −mL)
2
5meLmL
∫
L
|∇u˜(x)|2 dσ(x)
+ dK,L
meL
5mL
∫
L
|∇u˜(x)|2 |~nKL − ~nσK(x)|2dσ(x)
+
meL
dK,Lmσ
∫
σ
∫ 1
0
(1− t)2 ∣∣D2u˜ ((1− t)x+ txL)∣∣2 |xL − x|4dtdσ(x)
+
meL
dK,Lmσ
∫
σ
∫ 1
0
(1− t)2 ∣∣D2u˜ ((1− t)x+ txK)∣∣2 |xK − x|4dtdσ(x).
Or, d’après les Propositions II.4, II.14 et II.15 il existe une constante CΓ > 0 indépendante de size(T ) telle que :
|d(xK, xL)− dK,L| ≤ CΓ(mLmγLv)2, |meL −mL|2 ≤ CΓm6L et |~nKL − ~nσK(x)|2 ≤ CΓm2L.
Ainsi, par changement de variable dans les deux dernières intégrales du membre du droite, nous obtenons :
meLdK,L(R
ext
σ,K)
2 ≤CΓ(reg(T ))size(T )3
∫
L
|∇u˜(x)|2 dσ(x)
+ C(reg(T ))size(T )2
Ç∫
DL
∣∣D2u˜(y)∣∣2 dy + ∫
D
∣∣D2u˜(y)∣∣2 dyå
où DL = {(1− t)x+ txL : t ∈ [0, 1], x ∈ σ = L}.
Alors, en utilisant la définition de u˜ et la relation (II.16), nous pouvons écrire :∑
σ=L∈Eext
meLdK,L(R
ext
σ,K)
2 ≤ CΓ(reg(T ))C20size(T )2
Ä
‖∇ΓupΓ‖2L2(Γ) + ‖u‖2H2(Ω)
ä
. (II.22)
• Pour finir, l’estimation (II.10) associée à la Proposition II.18 implique :
‖Ru∂M‖2L2(Γ) ≤ 2(CΓC19
Ä
‖f‖2
L2(Ω)
+ ‖g‖2
L2(Γ)
ä
+ C15 ‖upΓ‖2H1(Γ) size(T )2. (II.23)
En regroupant les estimations (II.21), (II.22), (II.9) et (II.23), nous obtenons le résultat attendu.
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II.3 Quelques remarques sur l’implémentation
II.3.1 Ecriture sous forme matricielle
D’un point de vue numérique le Problème II.9 fait intervenir les matrices suivantes :
• La matrice du Laplace-Beltrami LΓ∂M ∈MN∂M,N∂M telle que pour tout u∂M, v∂M ∈ R∂M,
LΓ∂Mu∂M =
ÇÇ
− ∑
v∈VL
uL′ − uL
dL,L′
å
L∈∂M
å
et 〈LΓ∂Mu∂M, v∂M〉 = Ju∂M, v∂MK1,∂M.
• La matrice de masse du bordMΓ∂M ∈MN∂M,N∂M telle que pour tout u∂M, v∂M ∈ R∂M,
〈MΓ∂Mu∂M, v∂M〉 = (u∂M, v∂M)L2(Γ) .
Nous pouvons alors écrire le Problème II.9 sous forme matricielle.
Problème II.21
Trouver u∂M ∈ R∂M tel que :
(LΓ∂M +M
Γ
∂M)u∂M = g∂M, avec g∂M =
Å∫
L
g(x)dσ(x)
ã
L∈∂M
.
En ce qui concerne le Problème II.17, il va falloir ajouter la construction de deux matrices :
• La matrice du Laplacien AM,T ∈MNM,NT telle que pour tout uT ∈ RT ,
AM,T uT =
ÇÇ
− ∑
σ∈EK
aσ(uL − uK)
å
K∈M
å
.
• La matrice N∂M,T ∈MN∂M,NT correspondant au terme de dérivée normale telle que pour tout uT ∈ RT ,
N∂M,T uT =
ÇÅ
meL
uL − uK
dK,L
ã
L∈∂M
å
.
Remarque II.22
La matrice du LaplacienAM,T que nous venons d’introduire est différente de la matriceAM introduite dans la Section
I.6 car elle prend également en compte les arêtes extérieures.
Le Problème II.17 s’écrit alors :
Problème II.23
Trouver uT ∈ RT tel que : ®
AM,T uT = fM,
(LΓ∂M +M
Γ
∂M)u∂M +N∂M,T uT = g∂M,
avec fM =
Å∫
K
f(x)dx
ã
K∈M
et g∂M =
Å∫
L
g(x)dσ(x)
ã
L∈∂M
.
II.3.2 Construction des matrices
A partir de la structure mesh que nous avons décrite dans la Section I.6, nous allons pouvoir construire les matrices
associées aux Problèmes II.9 et II.17.
Pour construire les matrices A= AM,T et N= N∂M,T nous avons besoin de calculer la transmissivité pour toutes les
arêtes σ ∈ E :
flux:= aσ=mesh.aretes(:,_MES) ./mesh.aretes(:,_DKL);
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Nous assemblons les matrices AM,T , N∂M,T et Mg= MΓ∂M par arête de la manière suivante :
// Pour toutes les arêtes
A(mesh.aretes(:,_K),mesh.aretes(:,_K))← +flux;
// Seulement pour les arêtes intérieures
v_INT=find(mesh.aretes(:,_L)>0);
A(mesh.aretes(v_INT,_K),mesh.aretes(v_INT,_L))← -flux(v_INT);
A(mesh.aretes(v_INT,_L),mesh.aretes(v_INT,_L))← +flux(v_INT);
A(mesh.aretes(v_INT,_L),mesh.aretes(v_INT,_K))← -flux(v_INT);
// Seulement pour les arêtes extérieures
v_EXT=find(mesh.aretes(:,_L)==0);
A(mesh.aretes(v_EXT,_K),mesh.nb_vol+v_EXT)← -flux(v_EXT);
N(v_EXT,mesh.nb_vol+v_EXT)← +flux(v_EXT);
N(v_EXT,mesh.aretes(v_EXT,_K))← -flux(v_EXT);
Mg(v_EXT,v_EXT)← +mesh.aretes(v_EXT,_MES);
où nous avons noté mesh.nb_vol le nombre de volumes de contrôles intérieurs K ∈M.
Pour construire la matrice L= LΓ∂M correspondant à la matrice du Laplacien en 1D, nous parcourons cette fois les sommets
du maillage ∂M. Nous avons donc besoin de compléter la structure mesh introduite dans la Section I.6 : Pour le sommet
numéro i du maillage du bord nous ajoutons :
• Les numéros des deux arêtes _sigL et _sigLp ayant pour sommet v = L|L′
mesh.sommets(i,_sigL), mesh.sommets(i,_sigLp)
• Les numéros des deux sommets voisins _VL et _VLp (correspondants respectivement aux arêtes _sigL et _sigLp)
mesh.sommets(i,_VL), mesh.sommets(i,_VLp)
• La distance dL,L′ = d(yL,v) + d(yL′ ,v)
mesh.sommets(i,_DLLp)
Par convention, toutes ces quantités sont nulles pour un sommet intérieur. Nous pouvons alors identifier facilement les
sommets du bord ∂M :
som_bord=find(mesh.sommets(:,_VL)>0);
Pour tous les sommets du maillage extérieur, nous avons besoin de calculer la quantité :
flux_bord:= 1dL,L′
=1 ./(mesh.sommets(som_bord,_DLLp));
Nous sommes maintenant en mesure de construire la matrice L :
// Pour tous les sommets du bord
L(mesh.sommets(som_bord,_sigL),mesh.sommets(som_bord,_sigL))← +flux_bord;
L(mesh.sommets(som_bord,_sigL),mesh.sommets(som_bord,_sigLp))← -flux_bord;
L(mesh.sommets(som_bord,_sigLp),mesh.sommets(som_bord,_sigLp))← +flux_bord;
L(mesh.sommets(som_bord,_sigLp),mesh.sommets(som_bord,_sigL))← -flux_bord;
II.4 Tests numériques
Nous avons vu dans ce chapitre que nous approchons le domaine Ω par un domaine polygonal pour obtenir toutes les
mesures dans lesquelles la géométrie du bord du domaine intervient. En effet, les seules informations que nous avons sur
la courbe Γ pour construire le schéma VF4 sont les coordonnées des sommets v ∈ V , nous ne connaissons pas l’équation
de Γ. Ainsi, nous avons fait plusieurs approximations pour les longueurs des quantités faisant intervenir des points de Γ
dans les Problèmes II.9 et II.17 :
• meL est une approximation demL;
• dK,L = d(xK, yL) est une approximation de d(xK, xL);
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• dL,L′ = d(yL,v) + d(yL′ ,v) est une approximation demγLL′ .
Le but de cette section est de confirmer que ces approximations n’influent pas sur la précision du schéma numérique.
Pour cela, nous allons essayer d’approcher à un ordre supérieur les quantités géométriques liées au domaine.
Pour chaque sommet v ∈ V , nous calculons le rayon Rv du cercle passant par v ainsi que par ses deux sommets voisins.
Nous en déduisons donc les quantités suivantes (cf Figure II.8) :
• le rayon de courbure RL =
Rv +RW
2
associé à la maille L ∈ ∂M dont les sommets sont v et w;
• la mesure›mL de l’arc de cercle de rayon RL et d’angle θL = 2arcsinÅmeL
2RL
ã
;
• le centre x˜L = yL+
Å
RL −
…
R2L −
meL
4
ã
~nKL. Notons que pour une courbe Γ quelconque, nous avons en général
x˜L /∈ Γ.
v′
v
w
w′
L
eL
~nKL
Rv
RW
RL
Figure II.8: Constructions des approximations d’ordre supérieur
Remarque II.24
Si Ω est un cercle alors RL est le rayon du cercle,›mL = mL et x˜L = xL ∈ Γ.
Nous allons présenter plusieurs estimations d’erreur (pour le problème de Laplace-Beltrami sur Γ et pour le problème
de Laplace dans Ω avec des conditions aux limites de Ventcel) et pour chacune de ces estimations nous comparons les
résultats obtenus en utilisant :
• les longueursmeL , dK,L et dL,L′ utilisées dans ce chapitre (approximation polygonale basique);
• les nouvelles approximations RL,›mL et x˜L que nous venons de définir (approximation d’ordre supérieur).
Pour toute maille K ∈ M (respectivement L ∈ ∂M), nous calculons l’erreur relative entre la solution exacte u(xK)
(respectivement u(xL)) et la solution approchée :
• uK (respectivement uL) obtenue en résolvant le Problème II.17;
• u˜K (respectivement u˜L) obtenue en résolvant un problème similaire au Problème II.17 mais avec la nouvelle défini-
tion des quantités géométriques décrite ci-dessus.
Notons que les calculs réalisés pour obtenir les second membres des différents problèmes considérés dans cette section
en fonction de la solution exacte que nous choisissons sont détaillés dans l’Annexe.
Commençons par l’étude du problème de Laplace-Beltrami sur Γ. Nous choisissons comme domaine Γ le cercle unité
et la solution exacte est donnée par :
u(x, y) = 1 +
1
2
(tanh(px) + tanh(qy)) , ∀(x, y) ∈ Γ, avec p = q = 10. (II.24)
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Rappelons (cf Remarque II.24) que sur le cercle les nouvelles quantités géométriques que nous venons de définir sont
en fait égales aux quantités géométriques exactes correspondantes.
Dans un premier temps nous considérons un maillage non-uniforme du cercle unité (cf Figure II.9a).
Notons uex∂M = (u(xL))L∈∂M, nous traçons alors les erreurs relatives en norme L
2-discrète (cf Figure II.10a) suivantes :
‖u∂M − uex∂M‖L2(Γ)
‖uex∂M‖L2(Γ)
et
‖ﬁu∂M − uex∂M‖L2(Γ)
‖uex∂M‖L2(Γ)
(II.25)
ainsi que les erreurs relatives en semi-norme H1 discrète (cf Figure II.10b) suivantes :
|u∂M − uex∂M|1,∂M
|uex∂M|1,∂M
et
|ﬁu∂M − uex∂M|1,∂M
|uex∂M|1,∂M
. (II.26)
(a) Maillage non-uniforme du disque (b) Maillage périodique du disque
Figure II.9: Les différents maillages du cercle utilisés
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(a) Erreur en norme L2-discrète sur Γ en fonction de size(T )
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(b) Erreur en semi-normeH1-discrète en fonction de size(T )
Figure II.10: Erreurs relatives pour un maillage non-uniforme du cercle unité
Nous observons sur la Figure II.10 une convergence d’ordre 2 en norme L2-discrète mais également en norme H1-
discrète. La convergence d’ordre 2 en norme L2 n’est pas étonnante car c’est également ce que nous observons pour le
cas du problème de Laplace en 1D et d’un point de vue théorique ce résultat a été démontré (voir [FS88, EGH00]) dans le
cas où xL est le centre de gravité de la maille L (ce qui est bien le cas ici). Cependant nous nous attendions à obtenir de
l’ordre 1 en normeH1. Remarquons alors que le maillage non-uniforme du cercle représenté sur la Figure II.9a est en fait
l’image d’un maillage uniforme par une application régulière. C’est la raison pour laquelle nous obtenons ici de l’ordre 2
plutôt que de l’ordre 1.
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Pour ne pas observer ce phénomène de super-convergence dû à la particularité du maillage nous traçons cette fois les
différentes erreurs relatives (avec la même solution exacte) sur un maillage périodique du cercle unité (cf Figure II.9b).
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(a) Erreur en norme L2-discrète sur Γ en fonction de size(T )
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(b) Erreur en semi-normeH1-discrète en fonction de size(T )
Figure II.11: Erreurs relatives pour un maillage périodique du cercle unité
Nous observons alors sur la Figure II.11 un ordre de convergence égal à 2 en norme L2 et à 1 en normeH1, ce qui est
donc bien en accord avec les résultats attendus.
Remarquons que pour chacun des tests ci-dessus nous observons que les deux types d’erreurs calculées (avec une ap-
proximation polygonale basique en rouge et avec une approximation d’ordre supérieure en bleu) sont quasiment confon-
dues. Ces résultats semblent donc montrer que l’approximation polygonale basique est suffisante lorsque nous réalisons
une approximation TPFA du problème de Laplace-Beltrami.
Intéressons nous maintenant au problème de Laplace avec des conditions aux limites de Ventcel. Cette étude est
réalisée pour deux domaines Ω différents et deux solutions exactes différentes. Le premier cas test est réalisé en prenant
Ω égal au disque unité qui est plus raffiné d’un côté que de l’autre (cf Figures II.12a et II.12b) de manière à obtenir un
maillage non-uniforme de Γ. Notons que nous avons également réalisé ces tests numériques avec un maillage uniforme
du disque unité et que nous obtenons des résultats similaires.
(a) Maillage initial (b) Troisième raffinement (c) Solution exacte
Figure II.12: Les différents raffinements du disque unité utilisés (à gauche) et la solution exacte considérée (à droite)
Nous considérons la solution exacte définie par (II.24) avec p = 2 et q = 0.3 (cf Figure II.12c). Nous traçons alors
(en fonction du pas du maillage) les erreurs relatives en norme L2-discrète dans Ω (cf Figure II.13a) suivantes :
‖uM − uexM ‖L2(Ω)
‖uex
M
‖
L2(Ω)
et
‖›uM − uexM ‖L2(Ω)
‖uex∂M‖L2(Γ)
, (II.27)
les erreurs relatives dans Ω en semi-norme H1 discrète (cf Figure II.13c) suivantes :
|uT − uexT |1,M
|uexT |1,T
et
|u˜T − uexT |1,T
|uexT |1,T
(II.28)
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ainsi que les erreurs relatives sur Γ pour la trace de la solution définies par (II.25) et (II.26) (cf Figures II.13b et II.13c
respectivement).
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(a) Erreur L2-discrète dans Ω en fonction de size(T )
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(b) Erreur L2-discrète sur Γ en fonction de size(T )
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(c) ErreurH1-discrète dans Ω en fonction de size(T )
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(d) ErreurH1-discrète sur Γ en fonction de size(T )
Figure II.13: Erreurs relatives pour le disque unité
Pour le second cas test, le domaine Ω est l’ellipse de demi-grand axe a = 0.5 et de demi-petit axe b = 0.3. Nous
considérons la solution exacte polynomiale suivante (cf Figure II.14c) :
u(x, y) = 4
xy
ab
Å
2
x2
a2
− 1
ã
.
(a) Maillage initial (b) Troisième raffinement (c) Solution exacte
Figure II.14: Les différents raffinements de l’ellipse
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Notons que contrairement au cas précédent nous avons effectué ici un raffinement uniforme de Γ. Cependant, nous
obtenons des résultats similaires en raffinant de façon non-uniforme la frontière de l’ellipse.
De plus, remarquons que dans ce cas là nous n’avons pas calculé la valeur du centre xL, la solution exacte est donc
calculée au point x˜L qui est une meilleure approximation du point xL que le centre yL.
Comme pour le cas précédent, nous traçons sur la Figure II.15 les différentes erreurs relatives définies par (II.25),
(II.26), (II.27) et (II.28) associées à ce problème.
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(a) Erreur L2-discrète dans Ω en fonction de size(T )
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(b) Erreur L2-discrète sur Γ en fonction de size(T )
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(c) ErreurH1-discrète dans Ω en fonction de size(T )
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(d) ErreurH1-discrète sur Γ en fonction de size(T )
Figure II.15: Erreurs relatives pour l’ellipse
Dans chacun des cas (cf Figures II.13 et II.15), nous observons les mêmes comportements :
• Les valeurs des erreurs calculées avec les deux approximations sont très proches et même parfois confondues.
• L’ordre de convergence est égal à 2 en norme L2 aussi bien dans Ω que sur Γ. Or bien que nous ayons montré dans
le Théorème II.19 que le schéma VF4 convergeait à l’ordre 1 ce n’est pas surprenant d’observer de l’ordre 2 en
norme L2 dans Ω car ce phénomène de super-convergence s’observe également pour le problème de Laplace avec
le schéma VF4. Ce phénomène de super-convergence en norme L2 reste pour le moment un problème ouvert.
En ce qui concerne la norme L2 sur Γ nous avons également obtenu de l’ordre 2 (cf Figures II.10a et II.11a) dans
le cas du problème de Laplace-Beltrami sur Γ ce n’est donc pas étonnant de l’observer également ici.
• Nous observons bien de l’ordre 1 en semi-norme H1-discrète dans Ω ce qui est en accord avec le résultat obtenu
dans le Théorème II.19.
• Enfin, nous obtenons de l’ordre 2 pour l’erreur relative en semi-norme H1-discrète sur Γ. Comme pour le cas du
problème de Laplace-Beltrami, le logiciel Gmsh construit des maillages non-uniforme du bord comme image par
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une fonction régulière d’un maillage uniforme. C’est (sûrement) la raison pour laquelle nous observons là aussi ce
phénomène de super-convergence en norme H1 que le couplage ne semble d’ailleurs pas affecter.
En conclusion, nous avons pu observer numériquement que l’approximation polygonale du domaine Ω n’affecte pas
l’ordre du schéma numérique ni sa précision.
II.5 Conclusion
Dans ce chapitre, nous avons proposé une approximation VF4 sur un domaine courbe qui permet de coupler une équation
dans le domaine Ω avec une équation sur sa frontière Γ.
Le premier intérêt de cette méthode est que ce couplage s’effectue naturellement par un terme de flux. De plus, nous
avons montré que cette méthode s’adaptait facilement à la géométrie courbe du domaine sans avoir besoin de connaître
l’équation de Γ ni de faire une approximation précise de sa géométrie.
D’un point de vue numérique, l’implémentation de ces deux problèmes est aisée et ne fait jamais intervenir la géométrie
courbe du domaine. Ainsi, ces premiers résultats permettent d’envisager des conditions aux limites plus complexes pour
l’équation de Cahn-Hilliard.
54 Chapitre II. Discrétisation de l’opérateur de Laplace-Beltrami
55
Chapitre III
Le modèle de Cahn-Hilliard avec des
conditions aux limites dynamiques
Ce chapitre est dédié à l’analyse numérique de l’équation de Cahn-Hilliard (III.1) associée aux conditions aux limites
(III.2) appelées conditions aux limites dynamiques et décrites dans la Section III.1. Cette condition aux limites sur le
paramètre d’ordre prend en compte la géométrie du domaine Ω du fait de la présence de l’opérateur de Laplace-Beltrami
qui a été introduit dans le Chapitre II. De plus, le potentiel de Cahn-Hilliard fs rend cette condition au bord non-linéaire
et un couplage s’effectue entre l’équation dans le domaine et cette condition aux limites par le biais du terme ∂nc. Nous
avons vu dans le chapitre précédent, que le schéma VF4 permet facilement de prendre en compte la géométrie du domaine
mais aussi de coupler naturellement l’équation dans le domaine et celle sur sa frontière.
Nous présentons le schéma VF4 associé au modèle de Cahn-Hilliard avec des conditions aux limites dynamiques
(Section III.2) puis nous démontrons les différentes estimations d’énergie en fonction de la discrétisation des termes non-
linéaires que nous utilisons (Section III.3). Ces estimations d’énergies sont essentielles à la démonstration des théorèmes
d’existence (Théorème III.12) et de convergence des solutions approchées (Théorème III.18). La section III.5 est con-
sacrée à la démonstration du théorème de convergence. Du fait des non-linéarités dans l’équation à la fois dans Ω et sur
Γ, le point clé de cette démonstration réside dans l’obtention de compacité forte pour les solutions approchées ainsi que
pour leur trace. Dans ce but, nous introduisons un opérateur de prolongement original permettant d’obtenir une nouvelle
estimation de translations en espace qui permet de mettre en évidence une limite dans L∞(0, T,H1(Ω)) dont la trace est
dans L∞(0, T,H1(Γ)).
Finalement, après avoir donné quelques remarques sur l’implémentation complétant les Sections I.6 et II.3, nous présen-
tons deux types de tests numériques : des estimations d’erreurs permettant de valider le schéma et des résultats plus
qualitatifs, en accord avec ceux observés dans la littérature, permettant d’illustrer les différentes propriétés des conditions
aux limites dynamiques.
Ce travail fait l’objet d’un article en préparation [Nab14a].
Dans la suite de ce chapitre, nous considérons un domaine régulier, borné, connexe Ω ⊂ R2 de frontière elle même
connexe et de classe C3,1.
III.1 La condition aux limites dynamique
Rappelons que l’équation de Cahn-Hilliard dans Ω s’écrit de la manière suivante : Trouver la concentration de l’une des
deux phases c : (0, T )× Ω→ R satisfaisant
∂tc =Γb∆µ,
µ =− 3
2
εσb∆c+
12
ε
σbf
′
b(c);
c(0, .) = c0.
(III.1a)
(III.1b)
(III.1c)
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La condition aux limites de Neumann homogène imposée sur le paramètre d’ordre dans le Chapitre I est trop restrictive
pour modéliser le comportement de certains systèmes physiques. En effet, elle impose un angle de contact statique égal
à pi2 entre l’interface et la paroi. Cependant, dans de nombreux systèmes binaires, il y a une interaction dynamique
du système avec les parois. Prenons l’exemple d’un système confiné : lorsqu’un fluide déplace un second fluide non-
miscible, la ligne de contact par rapport à la paroi solide bouge et dévie de l’angle de contact statique. Pour tenir compte
des interactions avec les parois solides, des physiciens (cf [FMD97, FMD98, KEM+01]) ont introduit la condition aux
limites (III.2b). Ainsi, les conditions aux limites étudiées dans ce chapitre s’écrivent :
∇µ · ~n = 0 sur (0, T )× Γ,
ε3
64ΓbΓs
∂tcpΓ =
3
8
ε2σbσs∆ΓcpΓ − 6σbf ′s(cpΓ)−
3
2
εσb∂nc sur (0, T )× Γ,
(III.2a)
(III.2b)
Rappelons que nous avons noté cpΓ la trace de c sur Γ,∆Γ l’opérateur de Laplace-Beltrami sur Γ et ∂n la dérivée normale.
Des paramètres physiques décrivant les propriétés de la paroi interviennent : Γs > 0 est un paramètre de relaxation,
σs > 0 un coefficient de capillarité et fs le potentiel de Cahn-Hilliard surfacique (qui peut être non-linéaire).
Remarque III.1
Si nous prenons σs = fs = 0 et Γs = +∞ nous retrouvons la condition aux limites de (I.4b).
Remarque III.2
Les valeurs des coefficients de l’équation (III.2b) ont été obtenus en effectuant le changement d’échelle inverse à celui
réalisé dans [FMD97].
Le potentiel volumique fb et le potentiel surfacique fs vérifient la condition de dissipativité suivante :
lim inf
|c|→∞
f ′′b (c) > 0 et lim inf
|c|→∞
f ′′s (c) > 0. (III.3)
Ces conditions impliquent qu’il existe α1 > 0 et α2 ≥ 0 tels que
fb(c) ≥ α1c2 − α2 et fs(c) ≥ α1c2 − α2.
Le potentiel fb satisfait également l’hypothèse de croissance polynomiale (I.7) donnée dans le Chapitre I. Le potentiel
volumique utilisé est là encore le potentiel double-puits fb(c) = c2(1− c)2 (cf Figure I.1a) bien que pour l’analyse nous
nous placions dans un cadre plus général (qui contient fb). Le potentiel surfacique fs prendra plusieurs expressions en
fonction des propriétés de la paroi que nous chercherons à modéliser.
Par souci de simplicité, pour l’équation sur le potentiel chimique dans Ω nous notons A∆ le coefficient se trouvant
devant le terme ∆c (ainsi que devant la terme de flux ∂nc dans la condition aux limites dynamique) et Afb celui devant
le terme non-linéaire f ′b(c). Pour la condition aux limites sur le paramètre d’ordre nous désignons par A∂t le coefficient
devant la dérivée en temps de la trace du paramètre d’ordre ∂tcpΓ, A∆Γ celui devant le Laplace-Beltrami ∆ΓcpΓ et Afs le
coefficient devant le terme f ′s(cpΓ). Plus précisément nous avons :
A∆ = 3
2
εσb, Afb =
12
ε
σb, A∂t = ε
3
64ΓbΓs
, A∆Γ =
3
8
ε2σbσs et Afs = 6σb,
et le système de Cahn-Hilliard avec des conditions aux limites dynamiques s’écrit ainsi :
∂tc = Γb∆µ; dans (0, T )× Ω;
µ = −A∆∆c+Afbf ′b(c); dans (0, T )× Ω;
A∂t∂tcpΓ = A∆Γ∆ΓcpΓ −Afsf ′s(cpΓ)−A∆∂nc; sur (0, T )× Γ;
∂nµ = 0; sur (0, T )× Γ;
c(0, .) = c0; dans Ω.
(III.4a)
(III.4b)
(III.4c)
(III.4d)
(III.4e)
L’énergie libre associée à cette équation se décompose alors en une énergie volumique (égale à l’énergie de Cahn-
Hilliard donnée dans le Chapitre I) et une énergie surfacique.
F(c) =Fb(c) + Fs(c)
avec Fb(c) =
∫
Ω
ÅA∆
2
|∇c|2 +Afbfb(c)
ã
et Fs(c) =
∫
Γ
ÅA∆Γ
2
|∇ΓcpΓ|2 +Afsfs(cpΓ)
ã
.
(III.5)
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Comme nous pouvons le voir dans la définition de l’énergie libre ci-dessus, nous allons travailler dans un espace de
fonctions particulier :
H1Γ(Ω) = {c ∈ H1(Ω) tel que cpΓ ∈ H1(Γ)}, (III.6)
qui est adapté au fait que l’opérateur de Laplace-Beltrami apparaît dans la condition aux limites.
Notons que la condition (III.2b) est obtenue de sorte que le système tende à minimiser son énergie totale F . Nous avons
alors dissipation de l’énergie :
d
dt
F(c(t, .)) = −Γb
∫
Ω
|∇µ(t, .)|2 −A∂t
∫
Γ
|∂tcpΓ(t, .)|2 , t ∈ [0, T [. (III.7)
D’un point de vue théorique, l’équation de Cahn-Hilliard avec des conditions aux limites dynamiques est désormais
assez bien comprise. Le lecteur peut se référer à [RZ03, WZ04, MZ05, PRZ06, CFP06] et aux références s’y trouvant
pour les détails sur l’existence, l’unicité et la régularité de solutions, l’existence d’attracteurs et la convergence vers des
états stationnaires. De plus, dans [GMS09] les auteurs démontrent (dans un cadre plus général) l’existence de solutions
au problème continu (III.4) dans les espaces d’énergie.
Dans ce chapitre, nous démontrons un théorème de convergence des solutions approchées (cf Théorème III.18) qui
permet alors d’obtenir directement l’existence d’une solution faible au problème continu (III.4).
Par contre, d’un point de vue numérique il existe beaucoup moins de résultats. Dans [FMD97, FMD98, KEM+01] les
auteurs utilisent des méthodes de type différences finies et donnent des résultats numériques mais sans de preuve de con-
vergence. Une approche éléments finis est proposée dans [CPP10] où les auteurs prouvent des résultats de convergence
et d’estimations d’erreur pour le schéma semi-discrétisé en espace. Ces résultats sont obtenus sur une plaque en im-
posant des conditions aux limites périodiques dans la direction latérale et donc les géométries potentiellement courbes des
domaines ne sont pas prises en compte.
Nous pouvons dès à présent remarquer que le modèle de Cahn-Hilliard avec des conditions aux limites dynamiques
(III.4) présente plusieurs difficultés. Les premières difficultés sont dues à la nature même de l’équation de Cahn-Hilliard
qui est une équation parabolique non-linéaire du 4ème ordre (en particulier nous ne disposons pas d’un principe du maxi-
mum). A celles-ci s’ajoutent les difficultés liées à la condition aux limites dynamiques :
• la géométrie courbe du domaine intervient dans l’équation sur Γ du fait de la présence de l’opérateur de Laplace-
Beltrami dans la condition aux limites sur le paramètre d’ordre;
• cette condition aux limites est non-linéaire (en raison du terme f ′s(c));
• un couplage s’effectue entre l’équation sur le potentiel chimique dans Ω (par le terme ∆c) et l’équation sur le
paramètre d’ordre sur Γ ( par le terme ∂nc).
Notons que nous avons montré dans le Chapitre II que le schéma volumes finis VF4 permet de coupler facilement
l’équation dans le domaine Ω avec celle sur sa frontière Γ tout en prenant facilement en compte la géométrie courbe
du domaine.
Néanmoins, lors de la démonstration du Théorème de convergence III.18 plusieurs difficultés vont apparaître :
• A cause des non-linéarités qui apparaissent dans l’équation à la fois dans Ω et sur Γ nous allons avoir besoin de
compacité forte dans L2(0, T, L2(Ω)) mais également dans L2(0, T, L2(Γ)) pour passer à la limite dans le schéma.
• Obtenir l’existence de la limite dans Ω est un résultat classique en volumes finis obtenu en utilisant des estimations
de translations en espace et en temps appropriées et en appliquant le Théorème de Kolmogorov. Cependant, le
cas qui nous intéresse est moins classique : nous voulons obtenir l’existence d’une limite dans L∞(0, T,H1(Ω))
telle que sa trace soit dans L∞(0, T,H1(Γ)). Pour cela nous proposons une nouvelle estimation de translations en
espace (cf Théorème III.33) dont la démonstration fait l’objet de la Section III.5.4.
• La géométrie courbe du domaine va faire intervenir des difficultés supplémentaires même dans le cas de certains
résultats classiques en volumes finis (mais qui sont démontrés pour un domaine polygonal) comme nous le verrons
en particulier dans la Section III.6.
III.2 Approximation VF4 de l’équation de Cahn-Hilliard avec CL dynamiques
Les notations concernant la discrétisation en espace de type volumes finis qui seront utilisées dans ce chapitre ont été
décrites dans le Chapitre II.
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III.2.1 Localisation des inconnues
Rappelons que nous avons défini dans les chapitres précédents les fonctions constantes par morceaux uM ∈ RM et
u∂M ∈ R∂M :
uM =
∑
K∈M
uK1K ∈ L∞(Ω) et u∂M = ∑
L∈∂M
uL1L ∈ L∞(Γ)
ainsi que la fonction discrète uT ∈ RT à laquelle nous associons le couple uT = (uM, u∂M).
Intéressons nous maintenant à la discrétisation en temps. Soit N ∈ N∗, nous discrétisons uniformément l’intervalle de
temps [0, T ] avec un pas de temps ∆t = TN .
Pour tout n ∈ {1, . . . , N}, nous posons tn = n∆t. Nous définissons u∆t
M
(respectivement u∆t∂M) comme la fonction
constante par morceaux sur (0, T )× Ω (respectivement (0, T )× Γ) telle que pour tout t ∈ [tn, tn+1[,
u∆t
M
(t, x) = un+1K si x ∈ K et u∆t∂M(t, x) = un+1L si x ∈ L.
Pour un pas de temps tn donné, le schéma VF4 associe donc à chaque maille intérieure K ∈ M une inconnue cnK et à
chaque maille du bord L ∈ ∂M une inconnue cnL pour le paramètre d’ordre. En ce qui concerne le potentiel chimique, les
mêmes notations sont utilisées en associant une inconnue µnK pour tout K ∈ M et une inconnue µnL pour tout L ∈ ∂M.
Remarquons cependant que µ vérifie des conditions aux limites de Neumann homogène, nous imposons donc la valeur
des inconnues du bord µn∂M ∈ R∂M de la manière suivante :
µnL = µ
n
K, ∀L ∈ ∂M telle que L = σ ∈ EK ∩ Eext.
Remarque III.3
Avec cette convention, pour tout vT ∈ RT nous avons JµM, vMK1,M = JµT , vT K1,T où J., .K1,M est le semi-produit
scalaireH1-discret introduit dans le Chapitre I (cf définition (I.8)) et J., .K1,T celui que nous utiliserons ici (cf définition
(II.12)).
Les normes discrètes en espaces ont déjà été introduites, définissons maintenant des normes en espace et en temps.
Définition III.4 (Normes discrètes en espace et en temps)
Considérons une norme discrète N sur un espace donné B, nous définissons alors :
• La norme discrète dans Lp(0, T ;N (B)) par :
‖u∆t‖Lp(0,T ;N (B)) =
(
N−1∑
n=0
∆t(N (un+1))p
) 1
p
.
• La norme discrète dans L∞(0, T ;N (B)) par :
‖u∆t‖L∞(0,T ;N (B)) = sup
n≤N
N (un).
III.2.2 Principe du schéma VF4
Définition III.5 (Projection moyenne)
Nous définissons la projection moyenne sur le maillage T de la manière suivante. Pour toute fonction u intégrable
sur Ω et qui admet une trace upΓ intégrable sur Γ, nous posons P
m
T u = (P
m
M
u,Pm∂MupΓ) avec
Pm
M
u =
Å
1
mK
∫
K
u(x)dx
ã
K∈M
et Pm∂MupΓ =
Å
1
mL
∫
L
upΓ(x)dσ(x)
ã
L∈∂M
.
Avec cette définition et en choisissant c0 ∈ H1Γ(Ω) (où H1Γ(Ω) est défini par (III.6)), la concentration initiale discrète
est définie par :
c0T = P
m
T c
0. (III.8)
Notons que nous commenterons ce choix dans la Remarque III.21.
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Pour obtenir l’approximation VF4 associée au problème (III.4) nous allons procéder comme dans les chapitres précédents :
• Nous intégrons l’équation (III.1a) sur chaque maille intérieureK ∈M et sur chaque intervalle de temps [tn, tn+1] en
prenant en compte la condition aux limites de Neumann homogène sur le potentiel chimique (III.2a). Remarquons
alors qu’en ce qui concerne cette équation, le schéma VF4 est le même que celui décrit dans le Chapitre I (si nous
omettons les approximations dues à la géométrie courbe du domaine).
• Nous intégrons l’équation (III.1b) sur chaque maille intérieure K ∈M et sur chaque intervalle de temps [tn, tn+1].
En ce qui concerne l’opérateur de Laplace sur le paramètre d’ordre, nous utilisons l’approximation consistante
décrite dans la Section II.2 pour le problème de Laplace avec des conditions aux limites de Ventcel. Les autres
termes de l’équation sont traités de la même manière que dans le Chapitre I.
• Nous intégrons la condition aux limites (III.2b) sur chaque maille du bord L ∈ ∂M et sur chaque intervalle de
temps [tn, tn+1]. L’opérateur de Laplace-Beltrami est discrétisé en utilisant l’approximation consistante décrite
dans la Section II.1.
Ainsi si cnT ∈ RT est donné, l’approximation VF4 du problème (III.4) s’écrit :
Problème III.6
Trouver (cn+1T , µ
n+1
T ) ∈ RT × RT tels que :
mK
cn+1K − cnK
∆t
=− Γb ∑
σ∈Eint
K
mσ
dK,L
(
µn+1K − µn+1L
)
, ∀K ∈M;
mKµ
n+1
K =A∆
∑
σ∈Eint
K
mσ
dK,L
(
cn+1K − cn+1L
)
+A∆ ∑
σ∈Eext
K
meL
dK,L
(
cn+1K − cn+1L
)
+AfbmKdfb(cnK, cn+1K ), ∀K ∈M;
A∂tmeL
cn+1L − cnL
∆t
=−A∆Γ
∑
v∈VL
(
cn+1L − cn+1L′
)
dL,L′
−AfsmeLdfs(cnL, cn+1L )
−A∆meL
dK,L
(
cn+1L − cn+1K
)
, ∀L ∈ ∂M.
(III.9a)
(III.9b)
(III.9c)
Remarquons que dans l’équation (III.9a) l’approximation VF4 du terme ∆µ fait simplement intervenir les arêtes
intérieures du maillage M alors que dans l’équation (III.9b) l’approximation du terme ∆c utilise toutes les arêtes du
maillage (intérieures et extérieures). Cette différence est due au fait que µ satisfait une condition aux limites de Neumann
homogène (donc les arêtes extérieures n’interviennent pas) alors que c satisfait la condition aux limites dynamique (III.2b)
dans laquelle les arêtes extérieures interviennent (ce terme est d’ailleurs indispensable pour permettre le couplage avec
l’équation sur le maillage du bord (III.9c)).
Le terme dfb (respectivement dfs ) désigne la discrétisation du potentiel de Cahn-Hilliard volumique fb (respectivement
surfacique fs). Nous décrivons dans la Section III.3 les deux discrétisations (implicite ou semi-implicite) que nous util-
isons dans ces travaux.
En sommant l’équation (III.9a) sur tous les volumes de contrôle K ∈ M, nous remarquons que nous avons bien
conservation du volume au niveau discret :
∑
K∈M
mKc
n
K =
∑
K∈M
mKc
0
K, ∀n ∈ {1, . . . , N}. (III.10)
Pour l’analyse qui va suivre, il sera plus pratique d’utiliser une formulation "variationnelle" (équivalente) du Prob-
lème III.6.
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Problème III.7
Trouver (cn+1T , µ
n+1
T ) ∈ RT × RT tels que pour tout pour tout uT , vT ∈ RT × RT ,
Å
cn+1
M
− cn
M
∆t
, vM
ã
M
=− ΓbJµn+1T , vT K1,T ,(
µn+1
M
, uM
)
M
=A∆ ∑
σ=K|L∈Eint
mσ
dK,L
(
cn+1K − cn+1L
)
(uK − uL)
+A∆ ∑
σ=L∈Eext
meL
dK,L
(
cn+1K − cn+1L
)
uK
+Afb
∑
K∈M
mKd
fb(cnK, c
n+1
K )uK,
A∂t
Å
cn+1∂M − cn∂M
∆t
, u∂M
ã
∂M
=−A∆ΓJcn+1∂M , u∂MK1,∂M −Afs
∑
L∈∂M
meLd
fs(cnL, c
n+1
L )uL
−A∆ ∑
σ=L∈Eext
meL
dK,L
(
cn+1L − cn+1K
)
uL.
(III.11a)
(III.11b)
(III.11c)
III.3 Estimations d’énergie
En s’inspirant de l’énergie libre continue (III.5), nous définissons l’énergie libre discrète qui se décompose en une contri-
bution volumique Fb,T et une contribution surfacique Fs,∂M.
FT (cT ) = A∆
2
|cT |21,T +Afb
∑
K∈M
mKfb(cK)︸ ︷︷ ︸
:=Fb,T (cT )
+
A∆Γ
2
|c∂M|21,∂M +Afs
∑
L∈∂M
meLfs(cL)︸ ︷︷ ︸
:=Fs,∂M(c∂M)
, ∀cT ∈ RT . (III.12)
Nous avons alors l’égalité d’énergie suivante.
Proposition III.8 (Egalité d’énergie)
Soit cnT ∈ RT donné. Supposons qu’il existe une solution (cn+1T , µn+1T ) au Problème III.7, alors l’égalité suivante
est vérifiée :
FT (cn+1T )−FT (cnT ) + ∆tΓb
∣∣µn+1T ∣∣21,T + A∂t∆t ∥∥cn+1∂M − cn∂M∥∥20,∂M
+
A∆
2
∣∣cn+1T − cnT ∣∣21,T + A∆Γ2 ∣∣cn+1∂M − cn∂M∣∣21,∂M
=Afb
∑
K∈M
mK
(
fb(c
n+1
K )− fb(cnK)− dfb(cnK, cn+1K )(cn+1K − cnK)
)
+Afs
∑
L∈∂M
meL
(
fs(c
n+1
L )− fs(cnL)− dfs(cnL, cn+1L )(cn+1L − cnL)
)
.
(III.13)
Démonstration : Choisissons uT = cn+1T − cnT et vT = −∆tµn+1T comme fonctions test dans le Problème III.7 puis
additionnons les trois équations, nous obtenons :
−A∂t
∆t
∥∥cn+1∂M − cn∂M∥∥20,∂M =∆tΓb ∣∣µn+1T ∣∣21,T +A∆Jcn+1T , cn+1T − cnT K1,T +A∆ΓJcn+1∂M , cn+1∂M − cn∂MK1,∂M
+Afb
∑
K∈M
mKd
fb(cnK, c
n+1
K )(c
n+1
K − cnK) +Afs
∑
L∈∂M
meLd
fs(cnL, c
n+1
L )(c
n+1
L − cnL).
La relation 2a(a− b) = a2 − b2 + (a− b)2 implique,
∆tΓb
∣∣µn+1T ∣∣21,T + A∂t∆t ∥∥cn+1∂M − cn∂M∥∥20,∂M + A∆2 Ä∣∣cn+1T ∣∣21,T − |cnT |21,T + ∣∣cn+1T − cnT ∣∣21,T ä
+
A∆Γ
2
Ä∣∣cn+1∂M ∣∣21,∂M − |cn∂M|21,∂M + ∣∣cn+1∂M − cn∂M∣∣21,∂Mä
=−Afb
∑
K∈M
mKd
fb(cnK, c
n+1
K )(c
n+1
K − cnK)−Afs
∑
L∈∂M
meLd
fs(cnL, c
n+1
L )(c
n+1
L − cnL).
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Or la définition (III.12) de l’énergie libre, nous donne :
FT (cn+1T )−FT (cnT ) =
A∆
2
Ä∣∣cn+1T ∣∣21,T − |cnT |21,T ä+ A∆Γ2 Ä∣∣cn+1∂M ∣∣21,∂M − |cn∂M|21,∂Mä
+Afb
∑
K∈M
mK
(
fb(c
n+1
K )− fb(cnK)
)
+Afs
∑
L∈∂M
meL
(
fs(c
n+1
L )− fs(cnL)
)
,
ce qui conclut la preuve.
Nous ne connaissons pas, a priori, le signe des termes du membre de droite de l’égalité (III.13). Pour obtenir la
décroissance de l’énergie au niveau discret, il va falloir traiter indépendamment les deux discrétisations des termes non-
linéaires utilisées.
III.3.1 Discrétisation implicite
Comme nous l’avons vu dans le Chapitre I, la première discrétisation que nous utilisons est une discrétisation totalement
implicite des termes non-linéaires :
dfb(cnK, c
n+1
K ) = f
′
b(c
n+1
K ), ∀K ∈M et dfs(cnL, cn+1L ) = f ′s(cn+1L ), ∀L ∈ ∂M. (III.14)
Nous avons alors l’inégalité d’énergie suivante.
Proposition III.9
Il existe ∆t0 > 0 tel que si c
n
T ∈ RT est donné et si (cn+1T , µn+1T ) est une solution du Problème (III.7); alors pour
tout pas de temps ∆t ≤ ∆t0, l’estimation suivante est vérifiée :
FT (cn+1T )−FT (cnT ) +
∆tΓb
2
∣∣µn+1T ∣∣21,T + A∂t2∆t ∥∥cn+1∂M − cn∂M∥∥20,∂M
+
A∆
4
∣∣cn+1T − cnT ∣∣21,T + A∆Γ2 ∣∣cn+1∂M − cn∂M∣∣21,∂M ≤ 0.
(III.15)
Démonstration : D’après l’hypothèse de dissipativité (III.3), il existe αb, αs ≥ 0 tels que x, y ∈ R:
fb(x)− fb(y)− f ′b(x)(x− y) ≤ αb(x− y)2,
fs(x)− fs(y)− f ′s(x)(x− y) ≤ αs(x− y)2.
Ainsi, l’égalité d’énergie (III.13) devient :
FT (cn+1T )−FT (cnT ) + ∆tΓb
∣∣µn+1T ∣∣21,T + A∂t∆t ∥∥cn+1∂M − cn∂M∥∥20,∂M
+
A∆
2
∣∣cn+1T − cnT ∣∣21,T + A∆Γ2 ∣∣cn+1∂M − cn∂M∣∣21,∂M
≤αbAfb
∥∥cn+1
M
− cn
M
∥∥2
0,M
+ αsAfs
∥∥cn+1∂M − cn∂M∥∥20,∂M .
Choisissons maintenant vT = cn+1T −cnT ∈ RT comme fonction test dans l’équation (III.11a), alors l’inégalité de Cauchy-
Schwarz et l’inégalité de Young impliquent :
αbAfb
∥∥cn+1
M
− cn
M
∥∥2
0,M
= −αbAfb∆tΓbJµn+1T , cn+1T − cnT K1,T
≤ ∆tΓb
2
∣∣µn+1T ∣∣21,T + (Afbαb)2 ∆tΓb2 ∣∣cn+1T − cnT ∣∣21,T .
Nous pouvons ainsi conclure la preuve en choisissant∆t0 = min(
A∆
2Γb(Afbαb)
2 ,
A∂t
2Afsαs
).
Comme pour la Proposition I.5, ∆t dépend fortement des paramètres de l’équation. De plus, nous avons ajouté une
condition supplémentaire sur∆t0 qui dépend des paramètres surfaciques.
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III.3.2 Discrétisation semi-implicite
Comme dans le Chapitre I, nous choisissons dfb et dfs de sorte que le membre de droite de l’égalité (III.13) soit exactement
égal à 0.
dfb(x, y) =
fb(y)− fb(x)
y − x et d
fs(x, y) =
fs(y)− fs(x)
y − x , ∀x, y, x 6= y. (III.16)
Rappelons qu’en pratique nous n’avons pas de problème d’instabilité numérique lorsque x et y sont très proches car les
termes dfb et dfs s’écrivent comme des polynômes en x et y. Plus précisément, pour les différents potentiels fs que nous
utilisons, nous avons toujours :
dfs(x, y) = f ′s
(x+ y
2
)
+ (x− y)2P (x, y);
où P est un polynôme en x, y. Les valeurs exactes des termes dfs en fonction du choix du potentiel fs seront décrits dans
la Section III.8.
Alors, l’égalité d’énergie suivante est immédiate pour tout pas de temps∆t.
Proposition III.10
Soit cnT ∈ RT donné. Supposons qu’il existe une solution (cn+1T , µn+1T ) au Problème III.7, alors l’estimation suivante
est vérifiée :
FT (cn+1T )−FT (cnT ) + ∆tΓb
∣∣µn+1T ∣∣21,T + A∂t∆t ∥∥cn+1∂M − cn∂M∥∥20,∂M
+
A∆
2
∣∣cn+1T − cnT ∣∣21,T + A∆Γ2 ∣∣cn+1∂M − cn∂M∣∣21,∂M = 0.
(III.17)
Remarque III.11
Pour chacune des deux discrétisations choisies, nous avons décroissance de l’énergie : si cnT est donné et si
(cn+1T , µ
n+1
T ) est solution du Problème III.7, alors il existe une constante C22 > 0 indépendante de ∆t et T telle
que :
FT (cn+1T )−FT (cnT ) + C22
Å
∆tΓb
∣∣µn+1T ∣∣21,T + A∂t∆t ∥∥cn+1∂M − cn∂M∥∥20,∂M
+
A∆
2
∣∣cn+1T − cnT ∣∣21,T + A∆Γ2 ∣∣cn+1∂M − cn∂M∣∣21,∂M
ã
≤ 0,
(III.18)
avec une condition ∆t ≤ ∆t0 pour une discrétisation implicite.
III.4 Existence de solutions au problème discret
Rappelons que la discrétisation du potentiel volumique de Cahn-Hilliard satisfait l’hypothèse suivante : dfb est de classe
C1 et il existe Cb ≥ 0 et un réel p > 2 tels que :∣∣∣dfb(a, b)∣∣∣ ≤ Cb (1 + |a|p−1 + |b|p−1) ,∣∣∣D (dfb(a, .)) (b)∣∣∣ ≤ Cb (1 + |a|p−2 + |b|p−2) . (III.19)
Théorème III.12 (Existence d’une solution au problème discret)
Soit cnT ∈ RT . Supposons que :
• les potentiels fb et fs satisfassent l’hypothèse de dissipativité (III.3) et que le potentiel volumique satisfasse
l’hypothèse de croissance polynomiale (I.7);
• la discrétisation du potentiel volumique dfb satisfasse l’hypothèse de croissance polynomiale (I.17);
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• il existeK
cnT
b ,K
cnT
s > 0 (pouvant dépendre de cnT ) tels que,∑
K∈M
mK
(
fb(uK)− fb(cnK)− dfb(cnK, uK)(uK − cnK)
) ≤ KcnTb , ∀uK;∑
L∈∂M
meL
(
fs(uL)− fs(cnL)− dfs(cnL, uL)(uL − cnL)
) ≤ KcnTs , ∀uL. (III.20)
Alors, il existe au moins une solution (cn+1T , µ
n+1
T ) ∈ RT × RT au Problème (III.6).
Remarque III.13
• Le membre de droite des inégalités (III.20) est toujours nul lorsque nous utilisons une discrétisation semi-
implicite des potentiels de Cahn-Hilliard. Dans ce cas cette condition est donc toujours vérifiée.
• Lorsque nous utilisons une discrétisation complètement implicite des termes non-linéaires, le potentiel double-
puits fb(c) = c
2(1 − c)2 vérifie cette hypothèse (cf [Min10, Proposition V.13]). Dans la Section III.8, nous
vérifierons si les différents potentiels surfaciques fs utilisés vérifient cette hypothèse. Cependant si ce n’est pas
le cas, le Théorème III.12 est tout de même satisfait pour tout pas de temps suffisamment petit∆t ≤ ∆t0.
Commençons par rappeler deux lemmes énoncés dans le Chapitre I et qui nous serons très utiles dans la suite :
l’inégalité de Poincaré et l’inégalité Poincaré-Sobolev. Les preuves sont données dans [BCCHF] pour le cas d’un ouvert
Ω polygonal et des conditions aux limites de Neumann mais ces résultats s’adaptent facilement au cadre qui nous intéresse.
Lemme III.14 (Inégalité de Poincaré,[BCCHF, Théorème 5])
Il existe une constante C23 > 0 dépendant seulement de Ω et reg(T ) telle que :
‖uM −mM (uM)‖0,M ≤ C23 |uT |1,T , ∀uT ∈ RT ; (III.21)
avecmM (uM) =
1
MΩ
∑
K∈M
mKuK etMΩ =
∑
K∈M
mK.
Ainsi, pour tout uT ∈ RT , nous avons
‖uT ‖21,T ≤
(
2C223 + 1
) |uT |21,T + 2MΩ (mM (uM))2 . (III.22)
Lemme III.15 (Inégalité de Poincaré-Sobolev,[BCCHF, Théorème 3])
Soit 1 ≤ q < +∞, alors il existe une constante C24 > 0 dépendant seulement de q, Ω et reg(T ) telle que :
‖uM‖0,q,M ≤ C24 ‖uT ‖1,T , ∀uT ∈ RT . (III.23)
Donnons maintenant l’inégalité de Sobolev sur Γ, sous-variété de dimension 1.
Lemme III.16
Il existe une constante positive C25 dépendant seulement de Γ et de reg(T ) telle que :
‖u∂M‖L∞(Γ) ≤ C25 ‖u∂M‖1,∂M . (III.24)
Démonstration : Soit L1 ∈ ∂M, alors :
uL1 =
Å
uL1 −
1
MΓ
∑
L∈∂M
meLuL
ã
+
1
MΓ
∑
L∈∂M
meLuL avec MΓ =
∑
L∈∂M
meL .
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L’inégalité de Cauchy-Schwarz implique :
|uL1 |2 ≤ 2
Ç∣∣∣∣uL1 − 1MΓ ∑L∈∂MmeLuL∣∣∣∣2 + ∣∣∣∣ 1MΓ ∑L∈∂MmeLuL∣∣∣∣2å
≤ 2
Å
1
MΓ
∑
L∈∂M
meL |uL1 − uL|2 +
1
MΓ
∑
L∈∂M
meL |uL|2
ã
≤ 2
MΓ
Å ∑
L∈∂M
meL |uL1 − uL|2 + ‖u∂M‖20,∂M
ã
.
Remarquons que si uL1 , uL2 ∈ ∂M, nous avons par inégalité triangulaire :
|uL1 − uL2 | ≤
∑
v=L|L′∈V
|uL − uL′ |
≤ ∑
v=L|L′∈V
dL,L′
|uL′ − uL′ |
dL,L′
≤
Ç ∑
v=L|L′∈V
dL,L′
å 1
2
|u∂M|1,∂M .
Donc, d’après la Proposition II.6, il existe une constante CΓ > 0 ne dépendant que de Γ telle que :
|uL1 |2 ≤ 2
Å
CΓ |u∂M|21,∂M +
1
MΓ
‖u∂M‖20,∂M
ã
,
ce qui conclut la preuve.
Les points clés de la démonstration du Théorème III.12 sont les estimations a priori données par l’estimation d’énergie
III.13 couplées avec le lemme A.8 issu de la théorie du degré topologique en dimension finie [Dei85].
Démonstration du théorème III.12 :
Reformulation du problème :
SoitW l’espace vectoriel de dimension finie RT × RT auquel nous associons la norme suivante :
‖ωT ‖2W = ‖cT ‖21,T + ‖c∂M‖21,∂M + ‖µT ‖21,T , ∀ωT = (cT , µT ) ∈W.
Considérons l’application h définie de la manière suivante :
h : W × [0, 1]→W
(ωn+1T , δ) = (c
n+1
T , µ
n+1
T , δ) 7→ (Ec,Mδ , Ec,∂Mδ , Eµδ )
où nous avons noté Ec,Mδ =
(
Ec,Kδ
)
K∈M
, Ec,∂Mδ =
(
Ec,Lδ
)
L∈∂M
et Eµδ =
(
Eµ,Kδ
)
K∈M
:
Eµ,Kδ =mK
Å
cn+1K − cnK
∆t
ã
+ Γb
∑
σ∈Eint
K
mσ
Å
µn+1K − µn+1L
dK,L
ã
, ∀K ∈M;
Ec,Kδ =Afb
( ∑
σ∈Eint
K
mσ
Å
cn+1K − cn+1L
dK,L
ã
+
∑
σ∈Eext
K
meL
Å
cn+1K − cn+1L
dK,L
ã)
+A∆δmKdfb(cnK, cn+1K )−mKµn+1K , ∀K ∈M;
Ec,Lδ =A∂tmeL
Å
cn+1L − cnL
∆t
ã
+A∆Γ
∑
v∈VL
cn+1L − cn+1L′
dL,L′
+AfsδmeLdfs(cnL, cn+1L )
+A∆meL
cn+1L − cn+1K
dK,L
, ∀L ∈ ∂M.
La fonction g est définie par :
g : W →W
ωT 7→ h(ωT , 1),
ainsi le problème "Trouver ωn+1T ∈ W tel que g(ωn+1T ) = 0" est équivalent au Problème III.6. Il faut donc montrer que
les fonctions g et h vérifient bien les hypothèses du Lemme A.8.
L’hypothèse (III.19) sur la discrétisation dfb du potentiel volumique nous permet d’obtenir la continuité de la fonction h.
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Vérification de l’hypothèse (ii) du Lemme A.8 :
Soit (ωn+1T , δ) ∈ W × [0, 1] tels que h(ωn+1T , δ) = 0. Remarquons que ceci signifie que ωn+1T = (cn+1T , µn+1T ) est
solution d’un problème similaire au Problème III.6 avec δfb à la place de dfb et δdfs à la place dfs . Nous pouvons alors
appliquer les résultats précédents et obtenir une égalité d’énergie similaire à (III.13), ainsi nous avons :
FδT (cn+1T )−FδT (cnT ) + ∆tΓb
∣∣µn+1T ∣∣21,T + A∂t∆t ∥∥cn+1∂M − cn∂M∥∥20,∂M
+
A∆
2
∣∣cn+1T − cnT ∣∣21,T + A∆Γ2 ∣∣cn+1∂M − cn∂M∣∣21,∂M
= δAfb
∑
K∈M
mK
(
fb(c
n+1
K )− fb(cnK)− dfb(cnK, cn+1K )(cn+1K − cnK)
)
+ δAfs
∑
L∈∂M
meL
(
fs(c
n+1
L )− fs(cnL)− dfs(cnL, cn+1L )(cn+1L − cnL)
)
où
FδT (cT ) =
A∆
2
|cT |21,T + δAfb
∑
K∈M
mKfb(cK) +
A∆Γ
2
|c∂M|21,∂M + δAfs
∑
L∈∂M
meLfs(cL).
L’hypothèse (III.20) et le fait que δ ≥ 0 impliquent
FδT (cn+1T ) + ∆tΓb
∣∣µn+1T ∣∣21,T + A∂t∆t ∥∥cn+1∂M − cn∂M∥∥20,∂M ≤ δKcnTb + δKcnTs + FδT (cnT ) (III.25)
donc en remarquant que δ ≤ 1, il existeKcnT1 > 0 indépendant de δ et cn+1T tel que :
FδT (cn+1T ) + ∆tΓb
∣∣µn+1T ∣∣21,T + A∂t∆t ∥∥cn+1∂M − cn∂M∥∥20,∂M ≤ KcnT1 . (III.26)
De plus, les potentiels fb et fs sont minorés (hypothèse (III.3)) et 0 ≤ δ ≤ 1 donc :
FδT (cn+1T ) ≥
A∆
2
∣∣cn+1T ∣∣21,T + A∆Γ2 ∣∣cn+1∂M ∣∣21,∂M − α2 (AfbMΩ +AfsMΓ) . (III.27)
Ainsi, en regroupant les estimations (III.26) et (III.27), il existeKc
n
T
2 := K
cnT
1 + α2 (AfbMΩ +AfsMΓ) > 0 tel que :
A∆
2
∣∣cn+1T ∣∣21,T + A∆Γ2 ∣∣cn+1∂M ∣∣21,∂M +∆tΓb ∣∣µn+1T ∣∣21,T + A∂t∆t ∥∥cn+1∂M − cn∂M∥∥20,∂M ≤ KcnT2 ,
ce qui mène aux bornes suivantes avecKc
n
T
3 ,K
cnT
4 ,K
cnT
5 ,K
cnT
6 > 0∣∣cn+1T ∣∣21,T ≤ 2A∆KcnT2 := KcnT3 , ∣∣cn+1∂M ∣∣21,∂M ≤ 2A∆ΓKcnT2 := KcnT4 ,∥∥cn+1∂M − cn∂M∥∥20,∂M ≤ ∆tA∂tKcnT2 := KcnT5 , ∣∣µn+1T ∣∣21,T ≤ K
cnT
2
∆tΓb
:= K
cnT
6 .
Nous obtenons ainsi l’une des bornes attendues : il existeKc
n
T
7 > 0 tel que∥∥cn+1∂M ∥∥21,∂M ≤ 2 ÄKcnT5 + ‖cn∂M‖20,∂Mä+KcnT4 := KcnT7 . (III.28)
Pour obtenir la seconde borne sur le paramètre d’ordre, nous appliquons l’inégalité de Poincaré (III.22) en remarquant
que nous avons conservation du volume au niveau discretmM (cnM) = mM
(
cn+1
M
)
. Ainsi, il existeKc
n
T
8 > 0 telle que :∥∥cn+1T ∥∥21,T ≤ (2C223 + 1)KcnT3 + 2MΩ (mM (cnM))2 := KcnT8 . (III.29)
Il reste maintenant à obtenir la borne sur le potentiel chimique. Nous devons donc évaluer la moyenne de µn+1T sur Ω. Vu
que Ec,Mδ = E
c,∂M
δ = 0, nous avons :
∑
K∈M
mKµ
n+1
K =A∂t
∑
L∈∂M
meL
cn+1L − cnL
∆t
+ δAfb
∑
K∈M
mKd
fb(cnK, c
n+1
K ) + δAfs
∑
L∈∂M
meLd
fs(cnL, c
n+1
L )
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et puisque δ ≤ 1, ∣∣∣∣ ∑
K∈M
mKµ
n+1
K
∣∣∣∣ ≤A∂t∆t ∑L∈∂MmeL |cn+1L − cnL|
+Afb
∑
K∈M
mK
∣∣∣dfb(cnK, cn+1K )∣∣∣+Afs ∑
L∈∂M
meL
∣∣∣dfs(cnL, cn+1L )∣∣∣ . (III.30)
En utilisant l’inégalité de Cauchy-Schwarz, il existeKc
n
T
9 > 0 telle que :∑
L∈∂M
meL
∣∣cn+1L − cnL∣∣ ≤√MΓ ∥∥cn+1∂M − cn∂M∥∥0,∂M ≤√MΓ»KcnT5 := KcnT9 . (III.31)
De plus, l’hypothèse de croissance polynomiale (III.19) et l’inégalité de Poincaré-Sobolev (III.23) impliquent l’existence
d’une constanteKc
n
T
10 > 0 telle que :∑
K∈M
mK
∣∣∣dfb(cnK, cn+1K )∣∣∣ ≤ Cb ∑
K∈M
mK
(
1 + |cnK|p−1 + |cn+1K |p−1
)
≤ Cb
Ä
MΩ + ‖cnT ‖p−10,p−1,M +
∥∥cn+1T ∥∥p−10,p−1,Mä
≤ Cb
Ä
MΩ + ‖cnT ‖p−10,p−1,M + Cp−124
∥∥cn+1T ∥∥p−11,T ä
≤ Cb
Ç
MΩ + ‖cnT ‖p−10,p−1,M +
Å
C24
»
K
cn
T
8
ãp−1å
:= K
cnT
10 . (III.32)
D’après l’inégalité de Sobolev (III.24) , nous avons :∥∥cn+1∂M ∥∥L∞(Γ) ≤ C25 ∥∥cn+1∂M ∥∥1,∂M ≤ C25»KcnT7 ,
donc en distinguant les deux discrétisations possibles de dfs , il existeKc
n
T
11 > 0 tel que pour L ∈ ∂M :
• pour une discrétisation implicite de dfs , en posantM c
n
T := C25
»
K
cn
T
7 ,∣∣∣dfs(cnL, cn+1L )∣∣∣ = ∣∣f ′s(cn+1L )∣∣ ≤ max
B(0,M
cn
T )
|f ′s| := Kc
n
T
11 ;
• pour une discrétisation semi-implicite de dfs , en posantM c
n
T := max
(
C25
»
K
cn
T
7 , ‖cn∂M‖L∞(Γ)
)
,
∣∣∣dfs(cnL, cn+1L )∣∣∣ = ∣∣∣∣fs(cn+1L )− fs(cnL)cn+1L − cnL
∣∣∣∣ ≤ max
B(0,M
cn
T )
|f ′s| := Kc
n
T
11 .
Ainsi, il existe une constanteKc
n
T
12 > 0 telle que :∑
L∈∂M
meL
∣∣∣dfs(cnL, cn+1L )∣∣∣ ≤MΓKcnT11 := KcnT12 . (III.33)
Donc, en regroupant les estimations (III.30) à (III.33), il existeKc
n
T
13 > 0 telle que :∣∣mM (µn+1M )∣∣ = MΩ ÅA∂t∆t KcnT9 +AfbKcnT10 +AfsKcnT12 ã := KcnT13 . (III.34)
Nous pouvons maintenant appliquer l’inégalité de Poincaré (III.22), il existeKc
n
T
14 > 0 telle que :∥∥µn+1
M
∥∥2
1,T
≤ (2C223 + 1)KcnT6 + 2MΩ ÄKcnT13 ä2 := KcnT14 . (III.35)
En combinant les bornes obtenues dans les estimations (III.28), (III.29) et (III.29), nous obtenons finalement :
‖ωn+1T ‖2W ≤ Kc
n
T
8 +K
cnT
7 +K
cnT
14 := K
cnT .
Donc, prendre R >
√
Kc
n
T ≥ 0, assure que pour tout (ωn+1T , δ) ∈W × [0; 1],
h(ωn+1T , δ) = 0⇒ |ωn+1T |W 6= R.
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Vérification de l’hypothèse (iii) du Lemme A.8 :
Nous devons montrer l’existence d’une solution au problème linéaire h(ωn+1T , 0) = 0, que nous pouvons écrire sous la
forme :
Trouver (cn+1T , µ
n+1
T ) ∈ RT × RT tels que pour tout uT , vT ∈ RT × RT :
ΓbJµ
n+1
T , vT K1,T −
(
µn+1
M
, uM
)
M
+A∆Jcn+1T , uT K1,T +
1
∆t
(
cn+1
M
, vM
)
M
+A∆ΓJcn+1∂M , u∂MK1,∂M
+
A∂t
∆t
(
cn+1∂M , u∂M
)
∂M
=
1
∆t
(cn
M
, vM)M +
A∂t
∆t
(cn∂M, u∂M)∂M .
Puisque ce problème est linéaire et de dimension finie, il suffit de montrer que le couple (0, 0) est l’unique solution du
problème homogène :
Trouver (cn+1T , µ
n+1
T ) ∈ RT × RT tels que pour tout uT , vT ∈ RT × RT :
ΓbJµ
n+1
T , vT K1,T −
(
µn+1
M
, uM
)
M
+A∆Jcn+1T , uT K1,T +
1
∆t
(
cn+1
M
, vM
)
M
+A∆ΓJcn+1∂M , u∂MK1,∂M +
A∂t
∆t
(
cn+1∂M , u∂M
)
∂M
= 0,
(III.36)
Choisissons uT = cn+1T et vT = ∆tµ
n+1
T dans (III.36) alors :
∆tΓb
∣∣µn+1T ∣∣21,T +A∆ ∣∣cn+1T ∣∣21,T +A∆Γ ∣∣cn+1∂M ∣∣21,∂M + A∂t∆t ∥∥cn+1∂M ∥∥20,∂M = 0
⇒ ∣∣µn+1T ∣∣1,T = ∣∣cn+1T ∣∣1,T = ∣∣cn+1∂M ∣∣1,∂M = ∥∥cn+1∂M ∥∥0,∂M = 0.
Nous obtenons ainsi cn+1T = 0 et µ
n+1
T est constant. En injectant ceci dans (III.36), nous obtenons (c
n+1
T , µ
n+1
T ) = (0, 0).
III.5 Convergence des solutions approchées
Le but de cette section est de démontrer la convergence des solutions approchées du Problème III.6 vers une solution
faible du modèle de Cahn-Hilliard avec des conditions aux limites dynamiques (III.4).
Définition III.17 (Formulation faible)
Un couple (c, µ) ∈ L∞(0, T ;H1(Ω))× L2(0, T ;H1(Ω)) tel que cpΓ ∈ L∞(0, T ;H1(Γ)) est appelé solution faible
de l’équation de Cahn-Hilliard (III.4) si pour tout φ ∈ C2c
(
R× R2) telle que φ(T, .) = 0, les identités suivantes sont
satisfaites : ∫ T
0
∫
Ω
(−∂tφc+ Γb∇µ · ∇φ) dxdt =
∫
Ω
c0φ(0, .)dx, (III.37)∫ T
0
∫
Ω
(−µφ+A∆∇c · ∇φ+Afbf ′b(c)φ) dxdt
+
∫ T
0
∫
Γ
(−A∂t∂tφcpΓ +A∆Γ∇ΓcpΓ · ∇Γφ+Afsf ′s(cpΓ)φ) dσ(x)dt
=A∂t
∫
Γ
Tr (c0)φ(0, .)dσ(x).
(III.38)
Théorème III.18 (Théorème de convergence)
Soit c0 ∈ H1Γ(Ω) (cf définition (III.6)) et
ÄÄ
(c∆tT )
(m)
ä
,
Ä
(µ∆tT )
(m)
ää
m∈N
une suite d’approximations obtenues sur
une famille de maillages admissibles et de pas de temps telle que le pas de temps et le pas d’espace, ∆t(m) (avec
∆t(m) < ∆t0 pour une discrétisation implicite des termes non-linéaires) et size(T (m)) respectivement, tendent vers
0. Alors, en supposant que reg(T (m)) est borné lorsque m → +∞, il existe une solution faible (c, µ) du problème
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(III.6) (au sens de la Définition III.17) pour la donnée initiale c0 telle que, à sous-suite près, les convergences
suivantes sont vérifiées pour tout q ≥ 1 :
(c∆tT )
(m) → c dans L2(0, T ;Lq(Ω)), (c∆t∂M)(m) → Tr (c) dans L2(0, T ;Lq(Γ)),
et (µ∆tT )
(m)
⇀ µ dans L2(0, T ;Lq(Ω)) faiblement.
En raison de la présence de termes non-linéaires dans l’équation à la fois dans Ω et sur Γ pour pouvoir démontrer ce
Théorème nous allons avoir besoin de compacité forte à la fois dans L2((0, T ) × Ω) et dans L2((0, T ) × Γ). Ainsi, la
preuve du Théorème III.18 réside dans l’application du Théorème de Kolmogorov A.11 qui permet d’obtenir l’existence
de la limite et des convergences fortes. Nous pouvons ensuite passer à la limite dans le schéma et en particulier dans les
termes non-linéaires. Pour appliquer le théorème de Kolmogorov, nous allons utiliser trois éléments essentiels : les bornes
sur les solutions discrètes du Problème III.6 (cf Proposition III.26), un théorème d’estimation de translations en espace
(cf Théorème III.33) ainsi qu’un théorème d’estimation de translations en temps (cf Théorème III.39).
La principale difficulté dans la démonstration du Théorème III.18 se trouve dans la démonstration de l’estimation de
translations en espace. En effet, si nous appliquons le théorème de translations en espace classique (cf Lemme I.13) il
faudra procéder en trois étapes :
• Dans un premier temps, en utilisant le lemme de translations en espace I.13 couplé avec une estimation de trans-
lations en temps, nous pourrons appliquer le théorème de Kolmogorov une première fois dans L2((0, T ) × Ω) et
obtenir l’existence d’une limite c ∈ L2(0, T, L2(Ω)) (à sous-suite près).
• Nous devrons ensuite établir un théorème de translations en espace sur Γ qui, associé à une estimation de translations
en temps, permettra d’appliquer une seconde fois le théorème de Kolmogorov mais cette fois-ci sur L2((0, T )×Γ)
et obtenir l’existence d’une limite c˜ ∈ L2(0, T, L2(Γ)). Notons cependant que du fait de la présence du terme ∂nc
dans la condition aux limites nous devons tout de même utiliser le couplage qui s’effectue entre le domaine et sa
frontière (et donc l’équation dans Ω) pour obtenir l’estimation de translations en temps sur Γ.
• Enfin il restera à montrer que Tr (c) = c˜.
Pour éviter ceci, nous démontrons le Théorème III.33 qui permet d’obtenir directement (en appliquant une seule fois
le théorème de Kolmogorov) l’existence d’un certain c dans L∞(0, T,H1(Ω)) dont la trace est dans L∞(0, T,H1(Γ)).
Pour démontrer ce théorème, nous définissons un maillage d’un certain voisinage de Γ et nous construisons un opérateur
de prolongement particulier (cf Définition III.30) qui utilise la trace discrètes des solutions approchées et qui prend en
compte la géométrie courbe du domaine sur ce nouveau maillage. Des difficultés apparaissent alors qui sont liées à la
géométrie courbe du domaine et donc à la présence d’arêtes courbe dans le maillage.
III.5.1 Propriétés de la projection moyenne
La définition (III.8) de la concentration initiale discrète nous incite à donner les propriétés suivantes sur la projection
moyenne qui nous seront utiles dans la suite.
Proposition III.19
Pour tout p ≥ 1, il existe une constante C26 > 0 indépendante de size(T ) telle que :
‖Pm
M
u‖0,p,M ≤ C26 ‖u‖Lp(Ω) , ∀u ∈ Lp(Ω).
En utilisant l’inégalité de Jensen et le fait que les normes ‖.‖0,p,M et ‖.‖Lp(Ω) sont équivalentes la preuve de cette
proposition est immédiate.
Lemme III.20
Pour tout p ≥ 1, il existe une constante C27 > 0 dépendant seulement de reg(T ) et p telle que :
• pour tout segment σ ⊂ R2 et pour tout polygone P ⊂ R2 de mesure non nulle,
• pour tout pseudo-triangle P ⊂ R2 possédant un côté courbe σ ⊂ R2 et vérifiant la propriété de régular-
ité (III.144) décrite dans le Théorème III.40,
III.5. Convergence des solutions approchées 69
et pour tout u ∈ H1(R2), alors :
|uP − uσ|p ≤ C27 (mσ + diam(Q))
p
mP
∫
Q
|∇u(z)|p dz,
où uP désigne la moyenne de u sur P , uσ la moyenne de u sur σ et :
• Q =”Pσ est l’enveloppe convexe de P ∪ σ dans le cas où σ est un segment;
• Q = P dans le cas où σ ⊂ ∂P est l’arête courbe du pseudo-triangle P .
Dans le cas qui nous intéresse nous voulons appliquer ce lemme (le deuxième point plus précisément) aux mailles
intérieures K ∈ M possédant une arête σ appartenant à Γ (c’est à dire que σ est une arête courbe). Nous vérifions en
annexe (voir la Proposition A.3) que, pour ces mailles K, l’hypothèse de régularité (III.144) est bien satisfaite pour un
maillage T suffisamment régulier et un pas size(T ) suffisamment petit.
Remarque III.21
Ce lemme est crucial pour démontrer la proposition suivante qui sera utilisée dans la démonstration de la Proposition
III.26 permettant d’obtenir les bornes sur les solutions discrètes qui est un résultat essentiel dans la démonstration du
Théorème de convergence III.18.
En effet, pour obtenir les bornes sur les solutions discrètes il faut arriver à projeter la donnée initiale de sorte que les
normesH1-discrètes sur Ω et Γ soient contrôlées par la normeH1Γ(Ω) de la donnée initiale. Nous savons que lorsque
σ est un segment la démonstration de ce lemme est classique et peut être trouvée dans [EGH00, Lemme 3.4] par
exemple. Ainsi, nous pourrions penser que nous pouvons éviter d’utiliser le cas où σ est une arête courbe, dont la dé-
monstration est beaucoup plus complexe, en choisissant comme donnée initiale la moyenne sur les cordes. Cependant,
si nous faisons ce choix nous perdons l’estimation H1 du bord. En effet, si nous choisissons la projection moyenne
sur les cordes plutôt que sur les arêtes courbes nous ne sommes plus en mesure de démontrer la Proposition III.23 qui
nous permet d’obtenir l’estimation H1 du bord. C’est pour cette raison que nous choisissons comme concentration
initiale discrète la projection moyenne sur les arêtes courbes (voir la définition (III.8) de c0T ). Dans ce cas là nous
avons donc besoin d’utiliser le deuxième point du Lemme III.20 qui constitue un résultat technique dont la preuve fera
l’objet de la Section III.6.
Proposition III.22
Il existe une constante C28 > 0 indépendante de size(T ) telle que pour toute fonction u ∈ H1(Ω),
|PmT u|1,T ≤ C28 ‖∇u‖L2(Ω) .
Démonstration : Par définition de la semi-norme |.|1,T , nous avons :
|PmT u|21,T =
∑
σ=K|L∈Eint
mσ
dK,L
(PmK u− PmL u)2 +
∑
σ=L∈Eext
meL
dK,L
(PmK u− PmL u)2
≤ 2 ∑
σ=K|L∈Eint
mσ
dK,L
î
(PmK u− uσ)2 + (uσ − PmL u)2
ó
+
∑
σ=L∈Eext
meL
dK,L
(PmK u− PmL u)2 .
Alors, le Lemme III.20 implique :
|PmT u|21,T ≤2C27
∑
σ=K|L∈Eint
mσ
dK,L
Å
4diam(K̂)2
mK
∫
K̂
|∇u(z)|2 dz + 4diam(L̂)
2
mL
∫
L̂
|∇u(z)|2 dz
ã
+ C27
∑
σ=L∈Eext
meL
dK,L
(mσ + diam(K))
2
mK
∫
K
|∇u(z)|2 dz.
Il existe une constante positive CΓ(reg(T )) indépendante de size(T ) telle que :
|PmT u|21,T ≤ C27CΓ(reg(T ))
Ç ∑
σ=K|L∈Eint
Å∫
K̂
|∇u(z)|2 dz +
∫
L̂
|∇u(z)|2 dz
ã
+
∑
σ=L∈Eext
∫
K
|∇u(z)|2 dz
å
et la régularité du maillage permet de conclure la preuve.
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Proposition III.23
Considérons une fonction u ∈ H1(Γ), alors il existe une constante C29 > 0 indépendante de size(T ) telle que :
|Pm∂Mu|1,∂M ≤ C29 ‖∇Γu‖L2(Γ) .
Démonstration : Considérons deux volumes de contrôle voisins du bord L,L′ ∈ ∂M, alors nous avons :
|PmL u− PmL′u|2 =
∣∣∣∣ 1mL
∫
L
u(x)dσ(x)− 1
mL′
∫
L′
u(y)dσ(y)
∣∣∣∣2
≤ 1
mLmL′
∫
L
∫
L′
|(u(x)− u(y))|2 dσ(x)dσ(y)
≤ 1
mLmL′
∫
L
∫
L′
∣∣∣∣∣
∫Ùxy∇Γu(z) · ~τ (z)dσ(z)∣∣∣∣∣2 dσ(x)dσ(y).
L’inégalité de Cauchy-Schwarz implique :
|PmL u− PmL′u|2 ≤
mL +mL′
mLmL′
∫
L
∫
L′
Å∫
L∪L′
|∇Γu(z)|2 dσ(z)
ã
dσ(x)dσ(y)
≤ (mL +mL′)
∫
L∪L′
|∇Γu(z)|2 dσ(z).
Nous pouvons alors écrire,
|Pm∂Mu|21,∂M =
∑
v=L|L′∈V
(PmL − PmL′)2
dL,L′
≤ ∑
v=L|L′∈V
mL +mL′
dL,L′
∫
L∪L′
|∇Γu(z)|2 dσ(z)
≤ C(reg(T )) ∑
v=L|L′∈V
∫
L∪L′
|∇Γu(z)|2 dσ(z)
≤ 2C(reg(T ))
∫
Γ
|∇Γu(z)|2 dσ(z),
ce qui conclut la preuve.
Proposition III.24 ([ABH07, Proposition 3.5])
Il existe une constante C30 > 0 dépendant seulement de Ω et reg(T ) telle que,
‖Pm
M
u− u‖
L2(Ω)
≤ C30size(T ) ‖∇u‖L2(Ω) , ∀u ∈ H1(Ω).
Proposition III.25
Pour toute fonction u ∈ H1(Γ), l’inégalité suivante est vérifiée :
‖u− Pm∂Mu‖L2(Γ) ≤ size(T ) ‖∇Γu‖L2(Γ) .
Démonstration : La définition de la projection moyenne Pm∂M donne :
‖u− Pm∂Mu‖2L2(Γ) =
∑
L∈∂M
∫
L
∣∣∣∣u(x)− 1mL
∫
L
u(y)dσ(y)
∣∣∣∣2 dσ(x)
≤ ∑
L∈∂M
1
mL
∫
L
∫
L
|u(x)− u(y)|2dσ(x)dσ(y).
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En remarquant que |u(x)− u(y)| =
∣∣∣∣∣
∫Ùxy∇Γu(z) · ~τ (z)dσ(z)∣∣∣∣∣, nous obtenons :
‖u− Pm∂Mu‖2L2(Γ) ≤
∑
L∈∂M
∫
L
∫
L
∫Ùxy |∇Γu(z)|2 dσ(z)dσ(x)dσ(y)
≤size(T )2 ∑
L∈∂M
∫
L
|∇Γu(z)|2 dσ(z),
ce qui conclut la preuve.
III.5.2 Bornes sur les solutions du Problème III.6
Proposition III.26 (Bornes sur les solutions discrètes)
Supposons les hypothèses du Théorème III.18 satisfaites. Alors, il existe des constantes positives M1, M2, M3, M4
etM5 indépendante de ∆t et size(T ) telles que:
sup
n≤N
‖cnT ‖1,T ≤M1, sup
n≤N
‖cn∂M‖1,∂M ≤M2,
N−1∑
n=0
∆t
∥∥µn+1
M
∥∥2
1,T
≤M3,
N−1∑
n=0
∆t
∥∥∥∥cn+1T − cnT∆t
∥∥∥∥2
1,T
≤ M4
∆t
et
N−1∑
n=0
∆t
∥∥∥∥cn+1∂M − cn∂M∆t
∥∥∥∥2
0,∂M
+∆t2
N−1∑
n=0
∣∣∣∣cn+1∂M − cn∂M∆t
∣∣∣∣2
1,∂M
≤M5.
(III.39)
Démonstration :
1. L’estimation d’énergie (III.18) donne une borne uniforme sur l’énergie discrète,
∀n ∈ J0, NK, FT (cnT ) ≤ FT (c0T ). (III.40)
Ainsi, en utilisant l’hypothèse de croissance polynomiale (I.7), l’énergie initiale FT (c0T ) peut être majorée indépen-
damment du pas du maillage. En effet, on écrit d’abord :
FT (c0T ) =
A∆
2
∣∣c0T ∣∣21,T +Afb ∑
K∈M
mKfb(c
0
K) +
A∆Γ
2
∣∣c0∂M∣∣21,∂M +Afs ∑
L∈∂M
meLfs(c
0
L)
≤ A∆
2
∣∣c0T ∣∣21,T +AfbCb ∑
K∈M
mK
(
1 + |c0K|p
)
+
A∆Γ
2
∣∣c0∂M∣∣21,∂M +AfsMΓ max
B(0,‖c0‖L∞(Γ))
|fs|
≤ A∆
2
∣∣c0T ∣∣21,T +AfbCb ÄMΩ + ∥∥c0T ∥∥p0,p,Mä+ A∆Γ2 ∣∣c0∂M∣∣21,∂M +AfsMΓ maxB(0,‖c0‖L∞(Γ)) |fs|.
La définition (III.8) de c0T et les Propositions III.19, III.22 et III.23 impliquent ensuite que :∥∥c0T ∥∥0,p,M ≤ C26 ∥∥c0∥∥Lp(Ω) , ∣∣c0T ∣∣1,T ≤ C28 ∥∥∇c0∥∥L2(Ω) et ∣∣c0∂M∣∣1,∂M ≤ C29 ∥∥∇Γc0∥∥L2(Γ) ,
donc il existe une constante positiveK0 telle que :
FT (c0T ) ≤ K0. (III.41)
De plus, d’après l’hypothèse de dissipativité (III.3) nous avons :
FT (cnT )≥
A∆
2
|cnT |21,T+Afbα1 ‖cnM‖20,M −Afbα2MΩ+
A∆Γ
2
|cn∂M|21,∂M+Afsα1 ‖cn∂M‖20,∂M−Afsα2MΓ. (III.42)
Ainsi, en combinant les estimations (III.40), (III.41) et (III.42) et en posantK1 := K0+α2 (AfbMΩ +AfsMΓ) >
0, il existe des constantes positivesK2,K3,K4 etK5 telles que pour tout n ∈ J0, NK,
‖cn
M
‖20,M ≤
K1
Afbα1
:= K2, |cnT |21,T ≤
2K1
A∆ := K3,
‖cn∂M‖20,∂M ≤
K1
Afsα1
:= K4, |cnT |21,∂M ≤
2K1
A∆Γ
:= K5.
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Ces estimations étant vraies pour tout n ∈ J0, NK, nous obtenons finalement,
sup
n≤N
‖cnT ‖1,T ≤
√
K2 +K3 := M1, sup
n≤N
‖cnT ‖1,∂M ≤
√
K4 +K5 := M2. (III.43)
2. Sommons maintenant les équations (III.18) pour n allant de 0 à N − 1 :
FT (cNT ) + C22
N−1∑
n=0
Å
∆tΓb
∣∣µn+1T ∣∣21,T + A∂t∆t ∥∥cn+1∂M − cn∂M∥∥20,∂M
+
A∆
2
∣∣cn+1T − cnT ∣∣21,T + A∆Γ2 ∣∣cn+1∂M − cn∂M∣∣21,∂M
ã
≤ FT (c0T ).
(III.44)
Les estimations (III.41) et (III.42) donnent alors :
N−1∑
n=0
∆t
∣∣µn+1T ∣∣21,T ≤ K1C22Γb et
N−1∑
n=0
1
∆t
∥∥cn+1∂M − cn∂M∥∥20,∂M ≤ K1C22A∂t . (III.45)
Prenons pour uT la fonction constante égale à 1 dans le Problème III.7 puis additionnons les équations (III.11b) et
(III.11c). Pour tout n ∈ J0, N − 1K, nous obtenons :∑
K∈M
mKµ
n+1
K = Afb
∑
K∈M
mKd
fb(cnK, c
n+1
K ) +Afs
∑
L∈∂M
meLd
fs(cnL, c
n+1
L ) +
A∂t
∆t
∑
L∈∂M
meL
(
cn+1L − cnL
)
.
L’hypothèse de croissance polynomiale (I.17) donne∑
K∈M
mK
∣∣∣dfb(cnK, cn+1K )∣∣∣ ≤ Cb ÄMΩ + ‖cnM‖p−10,p−1,M + ∥∥cn+1M ∥∥p−10,p−1,Mä ,
donc en utilisant le Lemme III.15 et la borne (III.43), il existe une constanteK6 > 0 telle que :∑
K∈M
mK
∣∣∣dfb(cnK, cn+1K )∣∣∣ ≤ Cb ÄMΩ + Cp−124 ‖cnT ‖p−11,T + Cp−124 ∥∥cn+1T ∥∥p−11,T ä
≤ Cb
Ä
MΩ + 2(M1)
p−1Cp−124
ä
:= K6.
De plus, pour chacune des discrétisations du potentiel surfacique fs (cf définition (III.14) pour une discrétisation
implicite et (III.16) pour une discrétisation semi-implicite), il existe une constanteK7 > 0 telle que :∣∣∣dfs(cnL, cn+1L )∣∣∣ ≤ max
B(0,M2)
|f ′s| := K7, ∀L ∈ ∂M.
Ainsi, d’après l’inégalité de Poincaré (III.22) appliquée à µn+1T il existe K8 =
4
MΩ
(AfbK6 +AfsK7)2 > 0 tel
que : ∥∥µn+1T ∥∥21,T ≤(2C223 + 1) ∣∣µn+1T ∣∣21,T + 4A2∂tMΓMΩ 1∆t2 ∥∥cn+1∂M − cn∂M∥∥20,∂M +K8.
Les bornes (III.45) permettent finalement d’obtenir :
N−1∑
n=0
∆t
∥∥µn+1
M
∥∥2
1,T
≤ (2C223 + 1)
K1
C22Γb
+
4A∂tMΓK1
MΩC22
+ TK8 := M3. (III.46)
3. De (III.41), (III.42) et (III.44), nous déduisons
N−1∑
n=0
∣∣cn+1T − cnT ∣∣21,T ≤ 2K1C22A∆
et la forme discrète de conservation du volume mM
(
cn+1
M
− cn
M
)
= 0 combinée à l’inégalité de Poincaré (III.21)
impliquent
N−1∑
n=0
∥∥∥∥cn+1T − cnT∆t
∥∥∥∥2
1,T
≤ 1
∆t2
(1 + C23)
2K1
C22A∆ :=
M4
∆t2
.
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4. De la même manière, nous avons :
N−1∑
n=0
∣∣cn+1∂M − cn∂M∣∣21,∂M ≤ 2K1C22A∆Γ et
N−1∑
n=0
∆t
∥∥∥∥cn+1∂M − cn∂M∆t
∥∥∥∥2
0,∂M
≤ K1
C22A∂t
ce qui entraîne,
N−1∑
n=0
∥∥∥∥cn+1∂M − cn∂M∆t
∥∥∥∥2
0,∂M
+∆t
N−1∑
n=0
∣∣∣∣cn+1∂M − cn∂M∆t
∣∣∣∣2
1,∂M
≤ 1
∆t
Å
K1
C22A∂t +
2K1
C22A∆Γ
ã
:=
M5
∆t
.
III.5.3 Convergence faible du gradient discret
Définition III.27 (Gradient discret)
L’opérateur de gradient discret∇T : RT → (R2)E est défini de la manière suivante. Pour tout uT ∈ RT ,
∇T uT = ∑
σ∈E
1D∇TσuT ∈
(
L2(Ω)
)2
, avec ∇TσuT = 2
uL − uK
dK,L
~nKL, ∀σ ∈ E ,
où 1D est la fonction indicatrice du diamant D.
Proposition III.28 (Convergence faible du gradient)
Considérons une suite de fonctions (uT (m))m∈N de R
T
(m)
associée à une suite de discrétisations dont le pas du
maillage size(T (m)) tend vers 0 (tout en maintenant borné la régularité du maillage reg(T (m))). Supposons qu’il
existe une constante positiveM indépendante de size(T (m)) telle que :
‖uT (m)‖1,T (m) ≤M, ∀m ≥ 0. (III.47)
Alors, (uT (m))m∈N converge faiblement (à sous-suite près) dans L
q(Ω) (q ≥ 1) vers un certain u ∈ H1(Ω) et
(∇T uT (m))m∈N converge faiblement vers ∇u dans L2.
Par soucis de clarté nous rappelons ici la preuve de cette proposition qui est un résultat classique en volumes finis.
La démonstration que nous présentons ici est inspirée de celle donnée dans [EG02, Lemme 2] avec une définition un peu
différente du gradient discret.
Démonstration :
Soit φ ∈ (C∞c (Ω))2. La borne (III.47) nous permet d’extraire une sous-suite, toujours notée (uT (m)) par simplicité,
qui converge faiblement vers un certain u ∈ Lq(Ω) (q ≥ 1), ainsi :∫
Ω
uT (m)(x)divφ(x)dx −−−−−→
m→+∞
∫
Ω
u(x)divφ(x)dx. (III.48)
De plus, en utilisant la formule de Stokes et le fait que φ = 0 sur ∂Ω, nous avons :∫
Ω
uT (m)(x)divφ(x) =
∑
K∈M
uK(m)
∫
K
divφ(x)dx
=
∑
K∈M
uK(m)
Ç ∑
σ∈EK
∫
σ
φ(x) · ~nσK(x)
å
dσ(x)
=
∑
σ=K|L∈Eint
(uK(m) − uL(m))
∫
σ
φ(x) · ~nKLdσ(x).
Remarquons alors quemD =
mσdK,L
2 si σ ∈ Eint, ce qui donne :∫
Ω
uT (m)(x)divφ(x) =
∑
σ=K|L∈Eint
mD
Å
2
uK(m) − uL(m)
dK,L
~nKL
ã
·
Å
1
mσ
∫
σ
φ(x)dσ(x)
ã
=− ∑
σ=K|L∈Eint
mD∇TσuT (m) ·
Å
1
mσ
∫
σ
φ(x)dσ(x)
ã
,
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et donc : ∫
Ω
uT (m)(x)divφ(x) =−
∑
σ=K|L∈Eint
∇TσuT (m) ·
∫
D
φ(x)dx
+
∑
σ=K|L∈Eint
mD∇TσuT (m) ·
Å
1
mD
∫
D
φ(x)dx− 1
mσ
∫
σ
φ(x)dσ(x)
ã
.
(III.49)
Or, nous savons que φ ∈ (C∞c (Ω))2, donc :
0 =− ∑
σ=L∈Eext
∇TσuT (m) ·
∫
D
φ(x)dx+
∑
σ=L∈Eext
mD∇TσuT (m) ·
Å
1
mD
∫
D
φ(x)dx− 1
mσ
∫
σ
φ(x)dσ(x)
ã
,
(III.50)
ainsi en ajoutant les équations (III.49) et (III.50), nous obtenons :∫
Ω
uT (m)(x)divφ(x) =−
∫
Ω
∇T uT (m)(x) · φ(x)dx+
∑
σ∈E
mD∇TσuT (m) ·
Å
1
mD
∫
D
φ(x)dx− 1
mσ
∫
σ
φ(x)dσ(x)
ã
.
Puisque φ est de classe C∞,∣∣∣∣ 1mD
∫
D
φ(x)dx− 1
mσ
∫
σ
φ(x)dσ(x)
∣∣∣∣ ≤ C ‖∇φ‖L∞(Ω) size(T ), ∀σ ∈ E .
De plus, la borne (III.47) signifie que la suite (∇T uT (m))m∈N est bornée dans L2, donc :∫
Ω
uT (m)(x)divφ(x) = −
∫
Ω
∇T uT (m)(x) · φ(x)dx+Oφ (size(T ))
et, à sous-suite près, (∇T uT (m))m∈N converge faiblement vers un certain G ∈
(
L2(Ω)
)2
, ainsi nous obtenons :∫
Ω
uT (m)(x)divφ(x) −−−−−→
m→+∞
−
∫
Ω
G(x) · φ(x)dx. (III.51)
Puisque les convergences (III.48) et (III.51) sont satisfaites pour tout φ ∈ (C∞c (Ω))2, nous en déduisons que u ∈ H1(Ω)
et (∇T uT (m))m∈N converge faiblement (à sous-suite près) vers∇u dans L2.
Remarquons que dans cette preuve nous avons choisi φ à support compact dans Ω ainsi les arêtes extérieures du
maillage n’interviennent pas et donc la géométrie courbe du domaine n’intervient pas.
III.5.4 Estimation de translations en espace
Pour passer à la limite dans le schéma, du fait des non-linéarités, nous devons utiliser de la compacité forte dans le domaine
Ω mais aussi sur sa frontière Γ. C’est pourquoi, dans cette section, nous allons donner des estimations de translations en
espace qui, couplées avec des estimations de translations en temps, vont nous permettre d’obtenir la convergence d’une
suite de fonctions
Ä
(c∆tT )
(m)
ä
m∈N
solutions du Problème discret III.6 vers un certain c dans L2((0, T ) × Ω) et celle deÄ
(c∆t∂M)
(m)
ä
m∈N
vers Tr c dans L2((0, T )× Γ).
Dans ce but, nous construisons un opérateur de prolongement particulier sur un voisinage ouvert de Ω.
Pour plus de clarté, la majorité des résultats de cette section seront présentés pour des fonctions indépendantes du temps
mais s’adaptent bien sûr facilement au cas qui nous intéresse.
Construction de l’opérateur de prolongement
Dans l’Annexe (cf Définition A.1) nous rappelons la définition de la projection PΓ sur Γ en utilisant la fonction :
ψ : (xΓ, s) ∈ Γ× R∗+ 7→ xΓ + s~n(xΓ) ∈ R2,
où ~n(xΓ) est la normale unitaire sortante à Ω au point xΓ ∈ Γ.
III.5. Convergence des solutions approchées 75
Pour construire l’opérateur de prolongement associé à un maillage T de Ω nous considérons l’ouvert Ωα = {x ∈
Ωc, d(x,Γ) < α} = ψ (Γ×]0, α[), voisinage de Γ. Notons que dans le cas continu, nous pouvons définir un opérateur de
prolongement P : H1Γ(Ω)→ H1(R2) de la manière suivante :
Pu(x) =

u(x) si x ∈ Ω
Tru(PΓx)θ(d(x,Γ)) si x ∈ Ωα
0 sinon
où θ ∈ C∞c (R) vérifie θ(0) = 1 et θ(α) = 0.
Nous nous inspirons alors du cas continu pour construire ce prolongement discret.
Par souci de simplicité commençons par donner l’idée de ce prolongement ΨΩαT (uT ) pour le cas où Ω est le demi-
espace (cf Figure III.1). Dans ce cas là nous avons Ωα = R×]0, α[ et nous construisons un maillage cartésien de pas
hα ≤ size(T ) de Ωα en utilisant le maillage ∂M de Γ. Or nous sommes ici dans le cas discret, nous devons donc affecter
une valeur par maille au prolongement ΨΩαT (uT ). Pour cela, si nous notons RiL la maille à distance (i − 1)hα (pour
i ∈ J1, αhα K) de l’arête L du maillage du bord ∂M, nous définissons le centre xRiL de cette maille de la manière suivante :
xRi
L
= xL +
Å
ihα − hα
2
ã
ey,
et pour tout (x, y) ∈ RiL, nous posons
ΨΩαT (uT ) (x, y) = uLθ(d(xRiL ,Γ)) = uLθ
Å
ihα − hα
2
ã
.
En conclusion, dans le cas du demi-espace, le prolongement ΨΩαT (uT ) est donc défini par :
ΨΩαT (uT ) (x, y) =

uT (x, y) si y ≤ 0
u∂M(x)θ
Å
ihα − hα
2
ã
si (i− 1)hα ≤ y ≤ ihα, 1 ≤ i ≤ α
hα
0 si y ≥ α
xL
ΩΨ
Ωα
T (uT ) = uT
Γ
Ωα α
hα
ΨΩαT (uT ) = uLθ
(
5
2hα
)
ΨΩαT (uT ) = 0
Figure III.1: Définition du prolongement ΨΩαT (uT ) dans le cas du demi-espace
Nous allons maintenant adapter cette construction à la géométrie courbe du domaine Ω que nous considérons, pour
définir un maillageMα de l’ouvert Ωα (cf Figure III.2):
• Posons n˜α = αsize(T ) alors en notant E la fonction partie entière, nous introduisons :
nα =
®
n˜α si n˜α ∈ N
E(n˜α) + 1 si n˜α /∈ N
et hα =
α
nα
≤ size(T ).
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• Pour tout L ∈ ∂M, nous définissons nα volumes de contrôles de la manière suivante :
RiL = ψ (L×](i− 1)hα, ihα[) , ∀i ∈ {1, · · · , nα}.
A chacun de ces volumes de contrôle, nous associons le point xRi
L
= ψ
({xL} × {(i− 12 )hα}) appelé centre du
volume de contrôleRiL.
• Nous notons Eαint l’ensemble des arêtes intérieures du maillage Mα et Eαext l’ensemble des arêtes extérieures du
maillageMα qui n’appartiennent pas à Eext. Nous décomposons l’ensemble Eαint en deux sous-ensembles :
– Eα‖ est l’ensemble des arêtes séparant des volumes de contrôle RiL et Ri+1L (pour i ∈ {1, · · · , nα − 1}) qui
sont construits à partir de la même maille du bord L ∈ ∂M. Pour toute arête σ ∈ Eα‖ , nous notons σ = σi,i+1L
l’arête séparant les volumes de contrôle RiL et Ri+1L et mσi,i+1
L
sa longueur. Remarquons que ces arêtes sont
des arcs de courbes, donc nous désignons par ei,i+1L la corde associée à σ
i,i+1
L etmei,i+1
L
sa longueur.
– Eα⊥ est l’ensemble des arêtes qui séparent un volume de contrôle RiL (construit à partir de L ∈ ∂M) d’un
volume de contrôle Ri
L′
(construit à partir de L′ ∈ ∂M) où L,L′ sont deux mailles voisines du bord. Pour
une arête σ ∈ Eα⊥ séparant les volumes de contrôle RiL et RiL′ , nous notons γiRR′ l’arc de courbe reliant les
centres xRi
L
et xRi
L′
, c’est à dire γi
RR′
= ψ
(
γLL′ × {(i− 12 )hα}
)
etmγi
RR′
sa longueur.
Ω
Ωα
α
hα
xL
xRi
L
Figure III.2: Définition du maillageMα
Notons que ce maillage est simplement défini pour les besoins de la preuve du théorème de translations en espace et
que d’un point de vue numérique nous ne le construisons jamais.
La proposition suivante permet de relier les longueurs des arêtes du maillageMα à celles du maillage ∂M.
Proposition III.29
Considérons γ un arc de courbe inclus dans Γ et ς l’arc de courbe défini par ς = ψ(γ × {δ}) avec δ ∈ [0, α] et ψ la
fonction introduite dans la Définition A.1. Alors, en notant κ la courbure de Γ, la relation suivante est vérifiée :
|mς −mγ | ≤ δ‖κ‖∞mγ .
Démonstration : Introduisons la fonction ψδ(t) = ϕ(t) + δ~n(ϕ(t)) où ϕ est une paramétrisation par longueur d’arc
de Γ. Alors, ψδ est une paramétrisation de l’arc ς donc il existe t1, t2 ∈ R tels que :
mς =
∫ t2
t1
|ψ′δ(t)|dt.
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La définition de ψδ implique :
|ψ′δ(t)|2 = (ϕ′1(t)− δϕ′′2(t))2 + (ϕ′2(t) + δϕ′′1(t))2
=
(
ϕ′1(t)
2 + ϕ′2(t)
2
)︸ ︷︷ ︸
=|ϕ′(t)|2=1
−2δ (ϕ′1(t)ϕ′′2(t)− ϕ′2(t)ϕ′′1(t))︸ ︷︷ ︸
=κ(ϕ(t))
+δ2
(
ϕ′′1(t)
2 + ϕ′′2(t)
2
)︸ ︷︷ ︸
=|κ(ϕ(t))|2
= (1− δκ(ϕ(t)))2 .
Or, nous avons :
1− δ‖κ‖∞ ≤ 1− δ|κ(ϕ(t))| ≤ |ψ′(t)| = |1− δκ(ϕ(t))| ≤ 1 + δ|κ(ϕ(t))| ≤ 1 + δ‖κ‖∞,
et en remarquant quemγ =
∫ t2
t1
|ϕ′(t)|dt, nous obtenons :
(1− δ‖κ‖∞)mγ ≤ mς ≤ (1 + δ‖κ‖∞)mγ
ce qui conclut la preuve.
Nous définissons alors le maillage Tα = T ∪Mα et nous notons K ∈ Tα les volumes de contrôle de ce maillage.
Définition III.30 (Opérateur de prolongement en espace)
Nous définissons l’opérateur de prolongement ΨΩαT : R
T → RTα de la manière suivante. Pour tout uT ∈ RT et pour
tout x ∈ R2,
ΨΩαT (uT ) (x) =
{
uT si x ∈ Ω,
uRi
L
= uLθ
Ä
d(xRi
L
,Γ)
ä
si x ∈ RiL ∈Mα,
où θ ∈ C∞c ([0, α[) et satisfait θ(x) = 1 pour tout x ∈ [0, α2 ].
Estimation de translations en espace
Le maillage Mα fait intervenir des arêtes courbes ce qui complique les notations et ainsi la compréhension des résultats.
Nous allons donc nous ramener à un domaine polygonal dont les arêtes sont des segments.
Remarquons que le problème discret est écrit sur le maillage polygonal car nous utilisons une approximation polygonale
de toutes les quantités géométriques qui apparaissent dans l’équation (en raison de la géométrie courbe du domaine). De
la même manière, lors de l’implémentation nous ne calculons jamais les valeurs réelles de ces quantités géométriques
mais seulement leurs approximations. Ainsi, le schéma numérique est résolu sur le domaine polygonal ΩP . Nous allons
là aussi utiliser un domaine polygonal ΩPα qui est une approximation du domaine Ωα mais notons que nous utilisons ce
domaine polygonal simplement pour les besoins de la preuve du Théorème de translations en espace III.33. Par contre,
pour le passage à la limite dans le théorème de convergence il est plus simple de raisonner sur le domaine Ωα. En effet, le
domaine Ωα est indépendant du maillage considéré il dépend simplement de Γ et de α alors que le domaine ΩPα dépend
du maillage T de Ω et en particulier du pas du maillage size(T ) (plus précisément nous avons ΩPα −−−−−−−→
size(T )→0
Ωα) ce qui
complique le passage à la limite.
Construisons un maillage T Pα à partir du maillage Tα. Comme pour le cas du maillage T , pour tout K ∈ Tα nous
notons K le polygone formé par les sommets de K. Nous pouvons alors définir le maillage T Pα comme l’union, sur tous
les volumes de contrôle de Tα, des mailles K. Le centre d’une maille K est le même que celui de la maille K associée et
sera donc noté xK. Notons ΩP =
⋃
K∈M
K et ΩPα =
⋃
K∈Mα
K.
Remarquons que la construction du maillage Mα ainsi que les Propositions III.29 et II.4 impliquent qu’il existe
Cα,Γ > 0 indépendant de size(T ) tel que size(Mα) ≤ Cα,Γsize(T ) et size(T Pα ) ≤ Cα,Γsize(T ).
Définition III.31
Nous définissons l’application ζTα : RTα → RT Pα de la manière suivante. Pour tout uTα ∈ RTα ,
ζTα (uTα) = (ζ
Tα
K (uTα))K∈T Pα avec ζ
Tα
K (uTα) = uK.
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Si nous notons σ les arêtes du maillage T Pα , mσ leur longueur et dK,L la distance entre les centres xK et xL de deux
mailles voisines K et L, la norme H1-discrète associée au maillage T Pα est définie de la manière suivante :
‖ζTα (uTα)‖21,T Pα =
∑
σ∈E∪Eα
int
mσ
dK,L
|uK − uL|2.
Proposition III.32
Il existe une constante positive C31 indépendante de size(T ) telle que pour tout uT ∈ RT , l’inégalité suivante est
vérifiée :
‖ζTα (ΨΩαT (uT ))‖21,T Pα ≤ C31
Ä
|uT |21,T + ‖u∂M‖21,∂M
ä
, ∀uT ∈ RT .
Démonstration : En utilisant les Définitions III.30 et III.31 des opérateurs ΨΩαT et ζ
Tα , nous avons :
‖ζTα (ΨΩαT (uT ))‖21,T Pα =
∑
σ=K|L∈Eint
mσ
dK,L
(uK − uL)2 + ∑
σ=L∈Eext
meL
d(xK, xR1
L
)
Ä
uK − uR1
L
ä2
+
∑
σ∈Eα‖
m
e
i,i+1
L
d(xRi
L
, xRi+1
L
)
Ä
uRi
L
− uRi+1
L
ä2
+
∑
σ∈Eα⊥
mσ
d(xRi
L
, xRi
L′
)
(
uRi
L
− uRi
L′
)2
.
Il faut maintenant exprimer les trois dernières sommes du membre de droite en fonction de uT .
• Les définitions de uR1
L
et θ, nous donnent :
|uL − uR1
L
| = |uL||θ(d(xL,Γ))− θ(d(xR1
L
,Γ))| ≤ Cθ hα
2
|uL|,
et en utilisant que hα2 ≤ d(xK, xR1L) et d(xK, xL) ≤ d(xK, xR1L), nous avons :
∑
σ=L∈Eext
meL
|uK − uR1
L
|2
d(xK, xR1
L
)
≤ 2 ∑
σ=L∈Eext
meL
|uK − uL|2 + |uL − uR1
L
|2
d(xK, xR1
L
)
≤ 2 ∑
σ=L∈Eext
meL
|uK − uL|2
d(xK, xL)
+ C2θhα
∑
σ=L∈Eext
meL |uL|2.
Or, d’après la Proposition II.14, il existe une constante CΓ ne dépendant que de Γ telle que :
|d(xK, xL)− dK,L| ≤ CΓ(mLmγLv),
nous obtenons ainsi
∑
σ=L∈Eext
meL
|uK − uR1
L
|2
d(xK, xR1
L
)
≤ 2CΓ ∑
σ=L∈Eext
meL
|uK − uL|2
dK,L
+ C2θhα ‖u∂M‖20,∂M . (III.52)
• De la même manière, les définitions des centres xRi
L
et xRi+1
L
permettent d’écrire :
|uRi
L
− uRi+1
L
| = |uL||θ(d(xRi
L
,Γ))− θ(d(xRi+1
L
,Γ))| ≤ Cθhα|uL|
et ainsi, en remarquant que d(xRi
L
, xRi+1
L
) = hα,
∑
σ∈Eα‖
m
e
i,i+1
L
|uRi
L
− uRi+1
L
|2
d(xRi
L
, xRi+1
L
)
≤ C2θhα
∑
σ∈Eα‖
m
e
i,i+1
L
|uL|2.
Or, d’après les Propositions II.4 et III.29, nous avons :
m
e
i,i+1
L
−mσi,i+1
L
= O
(
m3
σi,i+1
L
)
, |mσi,i+1
L
−mL| ≤ ihα‖κ‖∞mL et meL −mL = O
(
m3L
)
,
donc il existe une constante positive CΓ,α,κ indépendante de size(T ) telle que :
∑
σ∈Eα‖
m
e
i,i+1
L
|uRi
L
− uRi+1
L
|2
d(xRi+1
L
, xRi+1
L
)
≤ C2θCΓ,α,κhα
∑
σ∈Eα‖
meL |uL|2.
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Ainsi, en notant qu’à chaque volume de contrôle L ∈ ∂M correspondent nα − 1 (avec nα = αhα ) arêtes σ ∈ Eα‖ ,
nous obtenons : ∑
σ∈Eα‖
m
e
i,i+1
L
|uRi
L
− uRi+1
L
|2
d(xRi+1
L
, xRi+1
L
)
≤ αC2θCΓ,α,κ ‖u∂M‖20,∂M . (III.53)
• Enfin, les définitions de uRi
L
et uRi
L′
et le fait que θ ≤ 1 impliquent :
|uRi
L
− uRi
L′
| = |uL − uL′ ||θ(d(xRi
L
,Γ))| ≤ |uL − uL′ |
donc en remarquant que pour tout σ ∈ Eα⊥ ,mσ = hα nous avons :∑
σ∈Eα⊥
mσ
d(xRi
L
, xRi
L′
)
(
uRi
L
− uRi
L′
)2
≤ hα ∑
σ∈Eα⊥
|uL − uL′ |2
d(xRi
L
, xRi
L′
)
Or, les Propositions II.4, II.6 et III.29 donnent :
d(xRi
L
, xRi
L′
)−mγi
RR′
=O
(
m3γi
RR′
)
, |mγi
RR′
−mγLL′ | ≤
Å
i− 1
2
ã
hα‖κ‖∞mγLL′
et mγLL′ − dL,L′ = O
(
mγLL′ (mL +mL′)
)
.
Donc il existe une constante positive CΓ,α,κ indépendante de size(T ) telle que :∑
σ∈Eα⊥
mσ
d(xRi
L
, xRi
L′
)
(
uRi
L
− uRi
L′
)2
≤ CΓ,α,κhα ∑
σ∈Eα⊥
|uL − uL′ |2
dL,L′
.
En remarquant qu’à chaque sommet v = L|L′ ∈ V correspondent nα arêtes σ ∈ Eα⊥ , nous avons finalement :∑
σ∈Eα⊥
mσ
d(xRi
L
, xRi
L′
)
(
uRi
L
− uRi
L′
)2
≤ αCΓ,α,κ |u∂M|21,∂M . (III.54)
En regroupant les estimations (III.52), (III.53) et (III.54), nous obtenons le résultat attendu.
Nous pouvons maintenant appliquer le lemme classique de translations en espace (cf [EGH00, Lemme 3.3] rap-
pelé dans l’Annexe, Lemme A.12) à la fonction ζTα (ΨΩαT (uT )) ∈ RT Pα sur le maillage polygonal T Pα (en notant que
size(T Pα ) ≤ Cα,Γsize(T )).
Théorème III.33 (Estimation de translations en espace)
Il existe une constante positive C32 > 0 indépendante de size(T ) et η telle que pour tout uT ∈ RT et pour tout
η ∈ R2, l’estimation suivante est vérifiée :∥∥∥ζ˜Tα (ΨΩαT (uT )) (.+ η)− ζ˜Tα (ΨΩαT (uT ))∥∥∥2
L2(R2)
≤ C32|η| (|η|+ size(T ))
Ä
|uT |21,T + ‖u∂M‖21,∂M
ä
,
où nous avons noté ζ˜Tα (ΨΩαT (uT )) le prolongement par 0 de la fonction ζ
Tα (ΨΩαT (uT )) hors de Ω
P
α.
Remarquons que l’estimation de translations en espace que nous venons d’obtenir utilise l’opérateur de prolongement
ζ˜Tα (ΨΩαT (uT )) défini sur le domaine polygonal Ω
P (vérifiant ΩP = ∪K∈MK −−−−−−−→
size(T )→0
Ω). Cependant, pour démontrer
le théorème de convergence nous allons raisonner sur le maillage T du domaine Ω (qui vérifie Ω = ∪K∈MK quel que
soit size(T )) et donc utiliser l’opérateur de prolongement ΨΩαT (uT ) défini sur ce domaine. Il faut donc commencer par
montrer que lorsque le pas du maillage tend vers 0 ces opérateurs convergent bien vers la même limite.
Pour une fonction uTα ∈ RTα , nous notons u˜Tα le prolongement par 0 de uTα hors de Ωα.
Proposition III.34
Il existe une constante positive C33 indépendante de size(T ) telle que pour toute fonction uT ∈ RT , la relation
suivante soit vérifiée pour size(T ) suffisamment petit :∥∥∥ﬁΨΩαT (uT )− ζ˜Tα (ΨΩαT (uT ))∥∥∥2
L2(R2)
≤ C33size(T )2
Ä
|uT |21,T + ‖u∂M‖21,∂M
ä
.
80 Chapitre III. Le modèle de Cahn-Hilliard avec des conditions aux limites dynamiques
Démonstration : Pour toute maille K ∈ Tα, notons 1K la fonction indicatrice de la maille K et 1K celle de la maille
K. Alors pour size(T ) suffisamment petit, pour tout wTα ∈ RTα nous pouvons écrire :∣∣∣ﬁwTα − ζ˜Tα (wTα)∣∣∣ = ∣∣∣∣∣ ∑K∈Tα wK1K − ∑K∈Tα wK1K∣∣∣∣∣
=
∣∣∣∣∣ ∑σ∈E∪Eα
int
(
1K∩L(wK − wL) + 1L∩K(wL − wK)
)
+
∑
σ∈Eα
ext
wK(1Kext − 1Kext)
∣∣∣∣∣ ,
où Kext = {x ∈ (ΩP ∪ ΩPα)c : x ∈ K et x /∈ K} et Kext = {x ∈ (Ω ∪ Ωα)c : x ∈ K et x /∈ K}.
Or, les ensembles qui apparaissent dans les fonctions indicatrices mises en jeu sont deux à deux disjoints, nous obtenons
alors : ∣∣∣ﬁwTα − ζ˜Tα (wTα)∣∣∣2 = ∑
σ∈E∪Eα
int
(1K∩L − 1L∩K)2|wK − wL|2 + ∑
σ∈Eα
ext
(1Kext − 1Kext)2|wK|2.
Notons que pour tout wTα ∈ RTα ,∥∥∥ﬁwTα − ζ˜Tα (wTα)∥∥∥2
L2(R2)
=
∫
Ω∪Ωα∪ΩPα
∣∣∣ﬁwTα(x)− ζ˜Tα (wTα) (x)∣∣∣2 dx.
Alors, en remarquant que pour tout σ = K|L ∈ E ∩ Eαint (respectivement σ ∈ Eαext) les ensembles K ∪ L et K ∪ L
(respectivement Kext et Kext) sont disjoints, nous avons :∥∥∥ﬁwTα − ζ˜Tα (wTα)∥∥∥2
L2(R2)
=
∑
σ∈E∪Eα
int
(mK∩L +mL∩K)|wK − wL|2 + ∑
σ∈Eα
ext
(mKext +mKext)|wK|2.
En utilisant un raisonnement similaire à celui donné dans la preuve de la Proposition II.13, il existe une constante positive
CΩα(reg(T )) indépendante de size(T ) telle que :∣∣∣ﬁwTα − ζ˜Tα (wTα)∣∣∣2 ≤CΩα(reg(T ))size(T )2Ç‖ζTα (wTα)‖21,T Pα + ∑
σ∈Eα
ext
size(T )|wK|2
å
.
Ainsi, en prenant wTα = Ψ
Ωα
T (uT ) et en remarquant que si K ∈ T Pα tel que σ = ψ (L× {α}) ∈ Eαext ∩ EK, alors
|wK| = |ΨΩαK (uT )| =
∣∣∣uLθ Äd(xRnα
L
,Γ)
ä∣∣∣ ≤ |uL|,
nous obtenons :∣∣∣ﬁΨΩαT (uT )− ζ˜Tα (ΨΩαT (uT ))∣∣∣2 ≤CΩα(reg(T ))size(T )2 Ä‖ζTα (ΨΩαT (uT ))‖21,T Pα + ‖u∂M‖20,∂Mä
et la Proposition III.32 permet de conclure la preuve.
Proposition III.35
Considérons (uT (m))m∈N une famille de fonctions de R
T
(m)
associée à une suite de discrétisations telle que le pas
d’espace size(T (m)) tende vers 0 et que la régularité reg(T (m)) reste bornée. Supposons qu’il existe une constante
positiveM telle que :
‖uT (m)‖1,T (m) ≤M et ‖u∂M(m)‖1,∂M(m) ≤M, ∀m ≥ 0. (III.55)
Alors nous pouvons extraire une sous-suite, encore notée (uT (m))m∈N par simplicité, qui converge fortement dans
L2(Ω) vers une certaine fonction u ∈ H1(Ω) dont la trace appartient à H1(Γ) et telle que (u∂M(m))m∈N converge
fortement dans L2(Γ) vers upΓ. De plus, à sous-suite près, (∇T uT (m))m∈N converge faiblement vers∇u dans L2(Ω)
et (∇∂MΓ u∂M(m))m∈N converge faiblement vers ∇ΓupΓ dans L2(Γ).
Pour pouvoir utiliser ce résultat pour le cas qui nous intéresse où les fonctions considérées dépendent également du
temps, nous en donnons ci-dessous une version adaptée à ces fonctions.
Proposition III.36
Considérons une famille de fonctions
Ä
(u∆tT )
(m)
ä
m∈N
associée à une suite de discrétisations telle que le pas de
temps et le pas d’espace, ∆t(m) et size(T (m)) respectivement, tendent vers 0 et telle que la régularité reg(T (m))
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reste bornée. Supposons qu’il existe une constante positiveM telle que :
sup
n≤N(m)
∥∥∥(unT )(m)∥∥∥
1,T (m)
≤M et sup
n≤N(m)
∥∥∥(un∂M)(m)∥∥∥
1,∂M(m)
≤M, ∀m ≥ 0. (III.56)
Supposons de plus qu’il existe une fonction u˜ ∈ L2((0, T ) × R2) telle que la convergence suivante soit vérifiée (à
sous-suite près) :
ζ˜Tα
Ä
ΨΩαT
Ä
(u∆tT )
(m)
ää
−−−−−→
m→+∞
u˜ dans L2((0, T )× R2). (III.57)
Si nous notons u la restriction de u˜ à Ω alors, u ∈ L2(0, T ;H1(Ω)) et Tr (u) ∈ L2(0, T ;H1(Γ)).
De plus, les convergences suivantes sont vérifiées (à sous-suite près) :
(u∆tT )
(m) −−−−−→
m→+∞
u dans L2((0, T )× Ω), (∇T u∆tT )(m) −−−−−⇀
m→+∞
∇u faiblement dans L2((0, T )× Ω),
(u∆t∂M)
(m) −−−−−→
m→+∞
upΓ dans L
2((0, T )× Γ), (∇∂MΓ u∆t∂M)(m) −−−−−⇀
m→+∞
∇ΓupΓ faiblement dans L2((0, T )× Γ).
Notons que dans ce cas là nous avons besoin, par l’ajout de l’hypothèse (III.57), de supposer que nous avons conver-
gence forte de la suite de fonctions
Ä
(u∆tT )
(m)
ä
m∈N
. En effet, les fonctions considérées dépendant du temps, il faudrait
également avoir des estimations de translations en temps pour obtenir cette convergence (ce que nous ferons dans la suite).
Ainsi, l’hypothèse (III.57) permet d’obtenir la convergence (III.59) (que nous obtiendrions avec des estimations de trans-
lations en temps).
Nous donnons ici la preuve de la Proposition III.35 où les fonctions sont supposées indépendantes du temps mais notons
qu’une fois la convergence (III.59) obtenue, le cœur de la preuve est le même : il suffit simplement d’ajouter la dépendance
en temps.
Démonstration : Nous décomposons cette preuve en plusieurs étapes et nous notons que toutes les convergences
ci-dessous ont lieu à sous-suite près.
• Montrons que la suite
Ä
ζ˜Tα (ΨΩαT (uT (m)))
ä
m∈N
converge fortement dans L2(R2) vers un certain u˜ ∈ H1(R2) :
Le Théorème III.33 et l’hypothèse (III.55) impliquent que pour toutm ∈ N,∥∥∥ζ˜Tα (ΨΩαT (uT (m))) (.+ η)− ζ˜Tα (ΨΩαT (uT (m)))∥∥∥2
L2(R2)
≤ 2M2C32|η|
Ä
|η|+ size(T (m))
ä
. (III.58)
De plus, la Proposition III.34 donne :∥∥∥ζ˜Tα (ΨΩαT (uT (m)))∥∥∥2
L2(R2)
≤2
∥∥∥ﬁΨΩαT (uT (m))− ζ˜Tα (ΨΩαT (uT (m)))∥∥∥2
L2(R2)
+ 2
∥∥∥ﬁΨΩαT (uT (m))∥∥∥2
L2(R2)
≤2C33size(T (m))2
Ä
|uT (m) |21,T + ‖u∂M(m)‖21,∂M
ä
+ 2
∥∥∥ﬁΨΩαT (uT (m))∥∥∥2
L2(R2)
et la Définition III.30 de l’opérateur d’extension ΨΩαT implique,∥∥∥ﬁΨΩαT (uT (m))∥∥∥2
L2(R2)
=
∫
Ω
|ΨΩαT (uT (m))|2 dx+
∫
Ωα
|ΨΩαT (uT (m))|2 dx
=
∑
K∈M
mK |uK(m) |2 +
∑
Ri
L
∈Mα
∫
Ri
L
|uL(m) |2
∣∣∣θ Äd(xRi
L
,Γ)
ä∣∣∣2
≤ ‖uT (m)‖2L2(Ω) +
∑
Ri
L
∈Mα
mRi
L
|uL(m) |2
≤ ‖uT (m)‖2L2(Ω) + nαCα,κ
∑
L∈∂M
mL |uL(m) |2
≤MΩ ‖uT (m)‖20,M(m) + nαCα,κ ‖u∂M(m)‖20,∂M(m) .
Alors, d’après l’hypothèse (III.55) la suite
Ä
ζ˜Tα (ΨΩαT (uT (m)))
ä
m∈N
est bornée dans L2(R2). Donc en utilisant
(III.58), le théorème de Kolmogorov permet d’extraire une sous-suite, toujours notée
Ä
ζ˜Tα (ΨΩαT (uT (m)))
ä
m∈N
, et
il existe une fonction u˜ ∈ L2(R2) telle que :
ζ˜Tα (ΨΩαT (uT (m))) −−−−−→
m→+∞
u˜ dans L2(R2). (III.59)
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En faisant tendre size(T (m)) vers 0 dans (III.58), le résultat de convergence (III.59) mène à :
‖u˜(.+ η)− u˜‖2L2(R2) ≤ 2M2C32|η|2, (III.60)
et donc u˜ ∈ H1(R2).
• D’après la Proposition III.34 et l’hypothèse III.55 nous avons :∣∣∣ζ˜Tα (ΨΩαT (uT (m)))−ﬁΨΩαT (uT (m))∣∣∣ −−−−−→
m→+∞
0 dans L2(R2), (III.61)
donc en posant u = u˜|Ω nous obtenons, par restriction à Ω :
uT (m) −−−−−→
m→+∞
u dans L2(Ω) et u ∈ H1(Ω).
• Montrons que la sous-suite (u∂M(m))m∈N converge fortement dans L
2(Γ) vers Tr (u) :
Notons Ωα/2 = {x ∈ Ωc, d(x,Γ) < α2 }, alors la Définition III.30 de ΨΩαT et notamment le fait que θ ≡ 1 sur [0, α2 ]
impliquent,
(ΨΩαT (uT (m))) (x) = u∂M(m)(PΓx), ∀x ∈ Ωα/2.
Donc pour tout xΓ ∈ Γ, s ∈ [0, α2 ],
u∂M(m)(xΓ) = (Ψ
Ωα
T (uT (m))) (xΓ + s~n(xΓ)) (III.62)
et ainsi pour tout xΓ ∈ Γ nous avons :
u∂M(m)(xΓ) =
2
α
∫ α
2
0
(ΨΩαT (uT (m))) (xΓ + s~n(xΓ))ds.
Pour tout xΓ ∈ Γ, nous définissons :
w(xΓ) =
2
α
∫ α
2
0
u˜(xΓ + s~n(xΓ))ds.
En utilisant la formule de changement de variable sur Ωα/2 (cf Proposition A.2) nous avons alors,∫
Γ
|w(xΓ)− u∂M(m)(xΓ)|2 dxΓ ≤
2
α
∫
Γ
∫ α
2
0
|u˜(xΓ + s~n(xΓ))− (ΨΩαT (uT (m))) (xΓ + s~n(xΓ))|2 dsdxΓ
≤ 2
α
∫
Ωα/2
|u˜(x)− (ΨΩαT (uT (m))) (x)|2
1
|1− d(x,Γ)κ(PΓx)|dx,
où nous avons noté κ(x) la courbure de Γ au point x.
En remarquant que pour tout x ∈ Ωα/2, |1− d(x,Γ)κ(PΓx)| ≥ 1− α2 ‖κ‖∞, nous obtenons :∫
Γ
|w(xΓ)− u∂M(m)(xΓ)|2 dxΓ ≤ Cα,κ‖u˜−ΨΩαT (uT (m)) ‖2L2(Ωα/2).
Or d’après les convergences (III.59) et (III.61) nous savons que ΨΩαT (uT (m)) −−−−−→
m→+∞
u˜ dans L2(R2) nous en
déduisons donc :
u∂M(m) −−−−−→
m→+∞
w =
2
α
∫ α
2
0
u˜(.+ s~n(.))ds dans L2(Γ). (III.63)
De plus la formule de changement de variable sur Ωα/2 (cf Proposition A.2) implique :∫
Ωα/2
|(ΨΩαT (uT (m))) (x)− w(PΓx)|2 dx =
∫
Γ
∫ α
2
0
|1− sκ(xΓ)| |(ΨΩαT (uT (m))) (xΓ + s~n(xΓ))− w(xΓ)|2 dsdxΓ
≤
(
1 +
α
2
‖κ‖∞
)∫
Γ
∫ α
2
0
|(ΨΩαT (uT (m))) (xΓ + s~n(xΓ))− w(xΓ)|2 dsdxΓ
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et donc en utilisant l’égalité (III.62) et la convergence (III.63) nous obtenons :∫
Ωα/2
|(ΨΩαT (uT (m))) (x)− w(PΓx)|2 ≤
α
2
(
1 +
α
2
‖κ‖∞
)∫
Γ
|u∂M(m)(xΓ)− w(xΓ)|2 dxΓ −−−−−→
m→+∞
0.
Finalement, en rappelant que ΨΩαT (uT (m)) −−−−−→
m→+∞
u˜ dans L2(R2) (donc dans L2(Ωα/2)), nous déduisons :
w(PΓx) = u˜(x), ∀x ∈ Ωα/2. (III.64)
La fonction w est donc la trace de u˜ sur ∂(Ωc) et comme u˜ ∈ H1(R2) c’est aussi la trace de u. Ainsi la convergence
(III.63) implique
u∂M(m) −−−−−→
m→+∞
Tr (u) dans L2(Γ).
Il reste maintenant à vérifier que upΓ = Tr (u) ∈ H1(Γ). Notons que l’égalité (III.64) entraîne que pour tout
x ∈ Ωα/2, u˜(x) ne dépend pas de d(x,Γ). Donc, l’égalité (A.6) permet d’obtenir :
∇u˜(x) = ∇Γd(x,Γ) u˜(x), ∀x ∈ Ωα/2.
De la Proposition A.6, nous déduisons que pour tout x ∈ Ωα/2 :
∇u˜(x) = 1
(1− d(x,Γ)κ(PΓx))∇Γw(PΓx),
c’est à dire que pour tout xΓ ∈ Γ et pour tout s ∈ [0, α2 ], nous pouvons écrire :
∇ΓupΓ(xΓ) = (1− sκ(xΓ))∇u˜(xΓ + s~n(xΓ)).
Donc en intégrant cette équation pour s ∈ [0, α2 ], pour tout xΓ ∈ Γ nous obtenons :
∇ΓupΓ(xΓ) = 2
α
∫ α
2
0
(1− sκ(xΓ))∇u˜(xΓ + s~n(xΓ))ds.
Alors, la formule de changement de variable sur Ωα/2 (cf Proposition A.2) entraîne :∫
Γ
|∇ΓupΓ(xΓ)|2 dxΓ ≤ 2
α
∫
Γ
∫ α
2
0
|1− sκ(xΓ)|2 |∇u˜(xΓ + s~n(xΓ))|2 dsdxΓ
≤ 2
α
∫
Ωα/2
|1− d(x,Γ)κ(PΓx)| |∇u˜(x)|2 dx
≤ 2
α
(
1 +
α
2
‖κ‖∞
)∫
Ωα/2
|∇u˜(x)|2 dx.
Or, nous savons que u˜ ∈ H1(R2) ce qui implique Tr (u) ∈ H1(Γ).
• La suite (uT (m))m∈N converge dans L
2(Ω) vers u ∈ H1(Ω) donc la Proposition III.28 associée à la borne (III.55)
dans H1(Ω) implique que (∇T uT (m))m∈N converge faiblement dans L2(Ω) vers ∇u.
• Montrons que la suite (∇∂MΓ u∂M(m))m∈N converge faiblement dans L2(Γ) vers ∇ΓupΓ.
Considérons un champ de vecteurs φ : Γ→ R2 de classe C∞ et tangent à l’hypersurface Γ. La suite (u∂M(m))m∈N
converge dans L2(Γ) vers Tru, alors en notant divΓ l’opérateur de divergence tangentielle nous avons :∫
Γ
u∂M(m)(x)divΓφ(x)dσ(x) −−−−−→
m→+∞
∫
Γ
Tru(x)divΓφ(x)dx (III.65)
et le fait que Tru ∈ H1(Γ) implique,∫
Γ
Tru(x)divΓφ(x)dx = −
∫
Γ
∇ΓupΓ(x) · φ(x)dσ(x). (III.66)
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De plus, en utilisant la formule de Stokes nous pouvons écrire :∫
Γ
u∂M(m)(x)divΓφ(x)dσ(x) =
∑
L∈∂M
uL(m)
∫
L
divΓφ(x)dσ(x)
=
∑
L∈∂M
uL(m)
∑
v∈VL
φ(v) · ~τ v,L
=
∑
v=L|L′∈V
Ä
uL(m) − u(m)L′
ä
φ(v) · ~τ v,L
=− ∑
v=L|L′∈V
dL,L′∇∂MΓ,vu∂M(m)φ(v) · ~τ (v)
=−
∫
Γ
∇∂MΓ u∂M(m)φ(x) · ~τ (x)dσ(x)
+
∑
v=L|L′∈V
dL,L′∇∂MΓ,vu∂M(m)
Ç
1
dL,L′
∫
γLL′
φ(x) · ~τ (x)dσ(x)− φ(v) · ~τ (v)
å
.
D’après la Proposition II.6, nous avons mγLL′ − dL,L′ = O
(
mγLL′ (mL +mL′)
)
et φ étant de classe C∞, nous
obtenons : ∣∣∣∣∣ 1dL,L′
∫
γLL′
φ(x) · ~τ (x)dσ(x)− φ(v) · ~τ (v)
∣∣∣∣∣ ≤ C ‖∇Γφ‖L∞(Γ) size(T ), ∀v ∈ V.
Or, la borne (III.55) dans H1(Γ) implique que la suite (∇∂MΓ u∂M(m))m∈N est bornée dans L2(Γ), donc :∫
Γ
∇∂MΓ u∂M(m)(x)φ(x) · ~τ (x)dσ(x) = −
∫
Γ
u∂M(m)(x)divΓφ(x) +Oφ (size(T )) ,
et les équations (III.65) et (III.66) permettent d’obtenir :∫
Γ
φ(x) · ∇∂MΓ u∂M(m)(x)~τ (x)dx −−−−−→
m→+∞
∫
Γ
φ(x) · ∇ΓupΓ(x)dx.
III.5.5 Estimation de translations en temps
Nous définissons un opérateur de prolongement en temps qui utilise l’opérateur de prolongement en espace que nous
venons d’étudier.
Définition III.37 (Opérateur de prolongement pour des fonctions dépendantes du temps)
Nous définissons l’opérateur de prolongement ζTαT pour des fonctions qui dépendent du temps en utilisant les opéra-
teurs ΨΩαT et ζ
Tα introduits dans les Définitions III.30 et III.31 de la manière suivante
ζTαT (u
∆t
T ) (t, x) =
®
ζ˜Tα (ΨΩαT (u
∆t
T )) (t, .) si t ∈ [0, T ],
0 sinon.
Par souci de simplicité, nous utiliserons la notation u∆t
T Pα
(t, .) = ζ˜Tα (ΨΩαT (u
∆t
T )) (t, .).
Lemme III.38 ([GHLL, Lemme A.1])
Soient (tn)0≤n≤N telle que t
0 = 0, tn = n∆t, tN = T , τ un nombre réel positif et χnτ : R → R la fonction définie
par :
χnτ (t) =
®
1 si t < tn ≤ t+ τ,
0 sinon.
(III.67)
Alors, pour toute famille de nombres réels (βn)1≤n≤N et pour tout nombre réel t, les identités suivantes sont satis-
faites : ∫
R
ï
N∑
n=1
βnχ
n
τ (t)
ò
dt = τ
N∑
n=1
βn. (III.68)
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Comme nous venons de le voir, l’estimation de translations en espace (cf Théorème III.33) n’utilise pas le fait que
c∆tT est solution du Problème (III.6). En fait cette estimation est vérifiée pour tout uT ∈ RT et ensuite pour obtenir la
convergence de solutions approchées il faut lui associer les bornesH1-discrètes sur la solution et sur sa trace (cf hypothèse
(III.55) de la Proposition III.35). Ainsi, si nous considérons un problème différent du modèle de Cahn-Hilliard mais dont
les solutions discrètes vérifient également les bornesH1-discrètes (III.55) nous pouvons appliquer les résultats précédents.
Au contraire, pour obtenir les estimations en temps suivantes nous avons besoin de savoir que le couple (c∆tT , µ
∆t
T ) est
solution du Problème discret (III.6) et cette estimation est propre au problème que nous étudions ici.
Nous donnons maintenant l’estimation de translations en temps qui nous permet d’obtenir la compacité forte qui nous
manquait dans la Proposition III.36.
Grâce à la forme particulière de l’opérateur de prolongement que nous avons défini qui utilise la trace des solutions
discrètes, le couplage entre le domaine Ω et sa frontière permet d’obtenir des estimations de translations en temps dans Ω
et sur Γ simultanément.
Théorème III.39 (Estimation de translations en temps)
Supposons les hypothèses du Théorème III.12 satisfaites de manière à ce qu’il existe une solution (c∆tT , µ
∆t
T ) au
Problème (III.6) pour tout N ∈ N et pour tout maillage admissible T .
Soit τ > 0, il existe une constante positive C34 indépendante de T , ∆t et τ telle que :
‖ζTαT (c∆tT ) (.+ τ, .)− ζTαT (c∆tT )‖2L2(R×R2) ≤ C34τ.
Nous allons adapter la preuve du Théorème A.1 donné dans [GHLL].
Démonstration : Soit t ∈ R. En utilisant la Définition III.37 de l’opérateur ζTαT et la définition (III.67) de χnτ , nous
avons :
ζTαT (c
∆t
T ) (t+ τ, .)− ζTαT (c∆tT ) (t, .) = χ0τ (t)c1T Pα − χ
N
τ (t)c
N
T Pα
+
N−1∑
n=1
χnτ (t)
Ä
cn+1
T Pα
− cn
T Pα
ä
. (III.69)
Pour tout s ∈ R, nous définissons :
n(s) =

−2 si s ≤ 0;
l’indice tel que tn(s) < s ≤ tn(s)+1 si 0 < s ≤ tN ;
N si s > tN .
(III.70)
Notons n0(t) et n1(t) les indices tels que n0(t) = n(t) et n1(t) = n(t + τ). Par convention, nous choisissons de poser
c−1T = c
N+1
T = 0. Avec cette notation, l’équation (III.69) est équivalente à :
ζTαT (c
∆t
T ) (t+ τ, .)− ζTαT (c∆tT ) (t, .) = cn1(t)+1T Pα − c
n0(t)+1
T Pα
. (III.71)
En regroupant les égalités (III.69) et (III.71), nous pouvons écrire :∫
R2
(ζTαT (c
∆t
T ) (t+ τ, x)− ζTαT (c∆tT ) (t, x)))2dx = T1(t) + T2(t) + T3(t) (III.72)
avec
T1(t) =χ
0
τ (t)
∫
ΩP∪ΩPα
Ä
c
n1(t)+1
T Pα
− cn0(t)+1
T Pα
ä
c1
T Pα
dx := TΩ
P
1 (t) + T
ΩPα
1 (t);
T2(t) =
N−1∑
n=1
χnτ (t)
∫
ΩP∪ΩPα
Ä
c
n1(t)+1
T Pα
− cn0(t)+1
T Pα
ä Ä
cn+1
T Pα
− cn
T Pα
ä
dx := TΩ
P
2 (t) + T
ΩPα
2 (t);
T3(t) =− χNτ (t)
∫
ΩP∪ΩPα
Ä
c
n1(t)+1
T Pα
− cn0(t)+1
T Pα
ä
cN
T Pα
dx := TΩ
P
3 (t) + T
ΩPα
3 (t).
• Commençons par étudier les termes TΩ
P
• (t) qui concernent les contributions dans Ω
P .
Puisque χ0τ (t) est égal à 1 sur [−τ, 0[ et 0 ailleurs et vu que cn0(t)+1M = 0 pour tout t négatif ou nul, nous avons :∫
R
TΩ
P
1 (t)dt =
∫ 0
−τ
∫
ΩP
Ä
c
n1(t)+1
M − cn0(t)+1M
ä
c1
M
dxdt =
∫ 0
−τ
∫
ΩP
c
n1(t)+1
M c
1
M
dxdt,
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donc la définition de la norme ‖.‖0,M implique :∫
R
TΩ
P
1 (t)dt ≤ τ ‖c∆tM ‖2L∞(0,T ;‖.‖0,M) . (III.73)
Des arguments similaires avec χNτ et c
n1(t)+1
M donnent,∫
R
TΩ
P
3 (t)dt ≤ τ ‖c∆tM ‖2L∞(0,T ;‖.‖0,M) . (III.74)
En ce qui concerne le terme TΩ
P
2 , nous utilisons le Problème III.7 en choisissant vT = c
n1(t)+1
T − cn0(t)+1T comme
fonction test dans l’équation (III.11a), alors :
TΩ
P
2 (t) =
N−1∑
n=1
χnτ (t)
∑
K∈M
mK
Ä
c
n1(t)+1
K − cn0(t)+1K
ä (
cn+1K − cnK
)
= −∆tΓb
N−1∑
n=1
χnτ (t)Jµ
n+1
T , c
n1(t)+1
T − cn0(t)+1T K1,T ,
et l’inégalité de Cauchy-Schwarz mène à :
TΩ
P
2 (t) ≤ ∆tΓb
N−1∑
n=1
χnτ (t)
∣∣µn+1T ∣∣1,T ∣∣∣cn1(t)+1T − cn0(t)+1T ∣∣∣1,T
≤ 2Γb ‖c∆tT ‖L∞(0,T ;|.|1,T )
N−1∑
n=1
χnτ (t)∆t
∣∣µn+1T ∣∣1,T .
L’identité (III.68) du Lemme III.38 permet d’obtenir :∫
R
TΩ
P
2 (t)dt ≤ 2Γbτ ‖c∆tT ‖L∞(0,T ;|.|1,T )
N−1∑
n=1
∆t
∣∣µn+1T ∣∣1,T ,
et l’inégalité de Cauchy-Schwarz implique :∫
R
TΩ
P
2 (t)dt ≤ 2
√
TΓbτ ‖c∆tT ‖L∞(0,T ;|.|1,T ) ‖µ∆tT ‖L2(0,T ;|.|1,T ) . (III.75)
• Intéressons nous maintenant aux termes TΩ
P
α
• (t) concernant les contributions dans ΩPα.
Les mêmes arguments que pour le terme TΩ
P
1 (t) donnent :∫
R
T
ΩPα
1 (t)dt =
∫ 0
−τ
∫
ΩPα
c
n1(t)+1
Mα
c1
Mα
dxdt
et en notant mRi
L
la mesure du quadrilatère dont les sommets sont ceux de la maille RiL, la Définition III.30 (en
notant que θ ≤ 1) de cMα permet d’obtenir :∫
R
T
ΩPα
1 (t)dt =
∫ 0
−τ
∑
Ri
L
∈Mα
mRi
L
c
n1(t)+1
L c
1
Lθ
Ä
d(xRi
L
,Γ)
ä2
dt
≤
∫ 0
−τ
∑
L∈∂M
c
n1(t)+1
L c
1
L
nα∑
i=1
mRi
L
dt.
Or les Propositions II.4 et III.29 impliquent
∑nα
i=1mRiL = CΓ,α,κmeL où CΓ,α,κ est une constante positive in-
dépendante de size(T ), donc : ∫
R
T
ΩPα
1 (t)dt ≤ CΓ,κ,ατ ‖c∆t∂M‖2L∞(0,T ;‖.‖0,∂M) . (III.76)
Un raisonnement similaire donne :∫
R
T
ΩPα
3 (t)dt ≤ CΓ,κ,ατ ‖c∆t∂M‖2L∞(0,T ;‖.‖0,∂M) . (III.77)
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Il reste à étudier le terme TΩ
P
α
2 , la Définition III.30 de cMα donne :
T
ΩPα
2 (t) =
N−1∑
n=1
χnτ (t)
∫
ΩPα
Ä
c
n1(t)+1
Mα
− cn0(t)+1Mα
ä (
cn+1
Mα
− cn
Mα
)
dx
=
N−1∑
n=1
χnτ (t)
∑
Ri
L
∈Mα
mRi
L
Ä
c
n1(t)+1
L − cn0(t)+1L
ä (
cn+1L − cnL
)
θ
Ä
d(xRi
L
,Γ)
ä2
dx
≤
N−1∑
n=1
χnτ (t)
∑
L∈∂M
Ä
c
n1(t)+1
L − cn0(t)+1L
ä (
cn+1L − cnL
) nα∑
i=1
mRi
L
≤ CΓ,κ,α
N−1∑
n=1
χnτ (t)
∑
L∈∂M
meL
Ä
c
n1(t)+1
L − cn0(t)+1L
ä (
cn+1L − cnL
)
.
Choisissons uT = c
n1(t)+1
T − cn0(t)+1T comme fonction test dans les équations (III.11b) et (III.11c) du Problème
III.7, nous obtenons :
T
ΩPα
2 (t) ≤ CΓ,κ,α
∆t
A∂t
Ä
A∆ΓTΩ
P
α
2,1 (t) +A∆TΩ
P
α
2,2 (t) +AfsTΩ
P
α
2,3 (t) + T
ΩPα
2,4 (t) +AfbTΩ
P
α
2,5 (t)
ä
(III.78)
où nous avons noté :
T
ΩPα
2,1 (t) = −
N−1∑
n=1
χnτ (t)Jc
n+1
∂M , c
n1(t)+1
∂M − cn0(t)+1∂M K1,∂M,
T
ΩPα
2,2 (t) = −
N−1∑
n=1
χnτ (t)Jc
n+1
T , c
n1(t)+1
T − cn0(t)+1T K1,T ,
T
ΩPα
2,3 (t) = −
N−1∑
n=1
χnτ (t)
∑
L∈∂M
meLd
fs(cnL, c
n+1
L )
Ä
c
n1(t)+1
L − cn0(t)+1L
ä
,
T
ΩPα
2,4 (t) =
N−1∑
n=1
χnτ (t)
Ä
µn+1
M
, c
n1(t)+1
M − cn0(t)+1M
ä
M
,
et TΩ
P
α
2,5 (t) = −
N−1∑
n=1
χnτ (t)
∑
K∈M
mKd
fb(cnK, c
n+1
K )
Ä
c
n1(t)+1
K − cn0(t)+1K
ä
.
En appliquant l’inégalité de Cauchy-Schwarz, nous obtenons :
T
ΩPα
2,1 (t) ≤
N−1∑
n=1
χnτ (t)
∣∣cn+1∂M ∣∣1,∂M ∣∣∣cn1(t)+1∂M − cn0(t)+1∂M ∣∣∣1,∂M
≤ 2 ‖c∆t∂M‖L∞(0,T ;|.|1,∂M)
N−1∑
n=1
χnτ (t)
∣∣cn+1∂M ∣∣1,∂M ,
T
ΩPα
2,2 (t) ≤
N−1∑
n=1
χnτ (t)
∣∣cn+1T ∣∣1,T ∣∣∣cn1(t)+1T − cn0(t)+1T ∣∣∣1,T
≤ 2 ‖c∆tT ‖L∞(0,T ;|.|1,T )
N−1∑
n=1
χnτ (t)
∣∣cn+1T ∣∣1,T ,
et TΩ
P
α
2,4 (t) ≤
N−1∑
n=1
χnτ (t)
∥∥µn+1
M
∥∥
0,M
∥∥∥cn1(t)+1M − cn0(t)+1M ∥∥∥
0,M
≤ 2 ‖c∆t
M
‖L∞(0,T ;‖.‖0,M)
N−1∑
n=1
χnτ (t)
∥∥µn+1
M
∥∥
0,M
.
En utilisant l’inégalité de Sobolev (III.24) sur Γ, pour tout n ∈ {1, . . . , N} nous avons :
‖cn∂M‖L∞(Γ) ≤ C25 ‖cn∂M‖1,∂M ,
donc en utilisant les bornes sur les solutions discrètes (III.39), le terme TΩ
P
α
2,3 satisfait :
T
ΩPα
2,3 (t) ≤ max
B(0,C25M2)
|f ′s|
N−1∑
n=1
χnτ (t)
∑
σ=L∈Eext
meL
∣∣∣cn1(t)+1L − cn0(t)+1L ∣∣∣ ,
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et l’inégalité de Cauchy-Schwarz implique :
T
ΩPα
2,3 (t) ≤ 2
√
MΓ max
B(0,C25M2)
|f ′s| ‖c∆t∂M‖L∞(0,T ;‖.‖0,∂M)
N−1∑
n=1
χnτ (t).
De plus, l’hypothèse de croissance polynomiale (I.17) et l’inégalité de Hölder permettent d’écrire :
T
ΩPα
2,5 (t) ≤Cb
N−1∑
n=1
χnτ (t)
∑
K∈M
mK
(
1 + |cnK|p−1 + |cn+1K |p−1
) ∣∣∣cn1(t)+1K − cn0(t)+1K ∣∣∣
≤Cb
√
MΩ
N−1∑
n=1
χnτ (t)
∥∥∥cn1(t)+1M − cn0(t)+1M ∥∥∥
0,M
+ Cb
N−1∑
n=1
χnτ (t)
Ä
‖cn
M
‖p−10,p,M +
∥∥cn+1
M
∥∥p−1
0,p,M
ä∥∥∥cn1(t)+1M − cn0(t)+1M ∥∥∥
0,p,M
,
et l’inégalité de Poincaré-Sobolev (III.23) donne :
T
ΩPα
2,5 (t) ≤2Cb
√
MΩ ‖c∆tM ‖L∞(0,T ;‖.‖0,M)
N−1∑
n=1
χnτ (t)
+ 2CbC
p
24 ‖c∆tT ‖L∞(0,T ;‖.‖1,T )
N−1∑
n=1
χnτ (t)
Ä
‖cnT ‖p−11,T +
∥∥cn+1T ∥∥p−11,T ä .
Intégrons maintenant les termes TΩ
P
α
2,• (t) par rapport à t. En utilisant le Lemme III.38 et l’inégalité de Hölder, nous
obtenons :
∆t
∫
R
T
ΩPα
2,1 (t) ≤2
√
Tτ ‖c∆t∂M‖L∞(0,T ;|.|1,∂M) ‖c∆t∂M‖L2(0,T ;|.|1,∂M) , (III.79)
∆t
∫
R
T
ΩPα
2,2 (t) ≤2
√
Tτ ‖c∆tT ‖L∞(0,T ;|.|1,T ) ‖c∆tT ‖L2(0,T ;|.|1,T ) , (III.80)
∆t
∫
R
T
ΩPα
2,3 (t) ≤2
√
MΓTτ max
B(0,C25M2)
|f ′s| ‖c∆t∂M‖L∞(0,T ;‖.‖0,∂M) , (III.81)
∆t
∫
R
T
ΩPα
2,4 (t) ≤2
√
Tτ ‖c∆t
M
‖L∞(0,T ;‖.‖0,M) ‖µ∆tM ‖L2(0,T ;‖.‖0,M) , (III.82)
et ∆t
∫
R
T
ΩPα
2,5 (t) ≤2Cb
√
MΩTτ ‖c∆tM ‖L∞(0,T ;‖.‖0,M) (III.83)
+ 4CbC
p
24T
1
p ‖c∆tT ‖L∞(0,T ;‖.‖1,T ) ‖c∆tT ‖
p−1
Lp(0,T ;‖.‖1,T )
. (III.84)
En regroupant les équations (III.72) à (III.83) et en utilisant la Proposition III.26 sur les bornes des solutions discrètes,
nous obtenons le résultat annoncé.
III.5.6 Démonstration du théorème de convergence
Nous sommes maintenant en mesure de donner la preuve du Théorème III.18.
Nous décomposons cette démonstration en trois étapes. Tout d’abord en utilisant les résultats précédents nous démontrons
l’existence des limites. Ensuite, nous étudions le passage à la limite tout d’abord pour l’équation d’évolution en temps
dans le domaine Ω (cf équation (III.1a)) qui est plus simple car il n’y a pas de terme non-linéaire. Enfin, nous nous
intéressons au passage à la limite dans l’équation sur le potentiel chimique en utilisant l’équation donnée sur Γ par la
condition aux limites dynamique (cf équation (III.1b) et condition aux limites (III.2b)).
Etape 1: Existence des limites
En utilisant les estimations de translations en espace et en temps (cf Théorèmes III.33 et III.39) ainsi que les bornes sur
les solutions discrètes (cf Proposition III.26), il existeM > 0 indépendant de size(T ), ∆t, η et τ tel que :
‖ζTαT (c∆tT ) (., .+ η)− ζTαT (c∆tT )‖2L2(R×R2) ≤M |η| (|η|+ size(T ))
et ‖ζTαT (c∆tT ) (.+ τ, .)− ζTαT (c∆tT )‖2L2(R×R2) ≤Mτ.
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De plus, les Définitions III.30 et III.37 des opérateurs de prolongement ΨΩαT et ζ
Tα
T ainsi que la Proposition III.34 et les
bornes sur les solutions discrètes (III.39) permettent d’obtenir :
‖ζTαT (c∆tT )‖2L2(R×R2) ≤M.
Nous pouvons alors appliquer le théorème de Kolmogorov (voir Théorème A.11). Ainsi, il existe une fonction c˜ ∈
L2((0, T )× R2) telle que le convergence suivante soit satisfaite (à sous-suite près) :
ζTαT (c
∆t
T ) −−−−−→
m→+∞
c˜ dans L2((0, T )× R2).
Nous pouvons alors appliquer la Proposition III.36, la sous-suite
Ä
(c∆tT )
(m)
ä
m∈N
converge fortement dansL2(0, T ;L2(Ω))
vers la fonction c = c˜|Ω ∈ L∞(0, T,H1(Ω)) et la sous-suite
Ä
(c∆t∂M)
(m)
ä
m∈N
converge fortement dans L2(0, T ;L2(Γ))
vers cpΓ = Tr c ∈ L∞(0, T ;H1(Γ)). De plus, la sous-suite
Ä
(∇T c∆tT )(m)
ä
m∈N
converge faiblement vers ∇c dans
L2(0, T ;L2(Ω)) et
Ä
(∇∂MΓ c∆t∂M)(m)
ä
m∈N
converge faiblement vers ∇ΓcpΓ dans L2(0, T ;L2(Γ)).
En utilisant la Proposition III.26 et en appliquant la Proposition III.28 à la suite
Ä
(µ∆tT )
(m)
ä
m∈N
nous obtenons qu’elle
converge faiblement, à sous-suite près, dans L2(0, T, Lq(Ω)) (q ≥ 1) vers une certaine fonction µ ∈ L2(0, T,H1(Ω)) etÄ
(∇T µ∆tT )(m)
ä
m∈N
converge faiblement vers ∇µ dans L2(0, T ;L2(Ω)).
Dans la suite, pour améliorer la lisibilité de la preuve, nous omettrons l’indice (m).
Etape 2: Convergence de l’équation d’évolution en temps dans Ω
Considérons une fonction φ ∈ C2,1(R × R2) telle que φ(T, .) = 0 et ∇φ · ~n = 0 sur (0, T ) × Γ. En utilisant le fait
que Ω est un ouvert R2 avec une frontière C3,1, le sous-ensemble contenant de telles fonctions φ est dense pour la norme
L2(0, T,H1(Ω)) dans l’ensemble des fonctions φ˜ ∈ C2(R× R2) satisfaisant φ˜(T, .) = 0 (cf [Dro02]).
Multiplions l’équation (III.9a) du Problème (III.6) par φnK = φ(t
n, xK) et sommons sur chaque volume de contrôle
intérieur K ∈M et sur chaque intervalle de temps [tn, tn+1], nous obtenons :
N−1∑
n=0
∑
K∈M
φn+1K
[
mK(c
n+1
K − cnK) + ∆tΓb
∑
σ∈Eint
K
mσ
Å
µn+1K − µn+1L
dK,L
ã]
= 0.
Posons,
T1 =
N−1∑
n=0
∑
K∈M
mKφ
n+1
K
(
cn+1K − cnK
)
et
T2 = Γb
N−1∑
n=0
∆t
∑
K∈M
φn+1K
∑
σ∈Eint
K
mσ
Å
µn+1K − µn+1L
dK,L
ã
.
• Le terme T1 peut se décomposer de la manière suivante :
T1 = − ∑
K∈M
mKc
0
Kφ
1
K︸ ︷︷ ︸
:=T1,1
+
N−1∑
n=1
∑
K∈M
mKc
n
K
(
φnK − φn+1K
)
︸ ︷︷ ︸
:=T1,2
+
∑
K∈M
mK φ
N
K︸︷︷︸
=φ(T,xK)=0
cNK , (III.85)
alors le premier terme de T1 s’écrit :
T1,1 = −
∫
Ω
c0(x)φ(0, x)dx+
∑
K∈M
∫
K
(c0(x)− c0K)φ(0, x)dx+
∑
K∈M
mKc
0
KR
φ
K (III.86)
où nous avons noté,
RφK =
1
mK
∫
K
φ(0, x)dx− φ(∆t, xK).
D’après la Proposition III.24, c0
M
converge vers c0 dans L2(Ω), alors puisque φ(0, .) ∈ C2,1(Ω),∣∣∣∣ ∑
K∈M
∫
K
(c0(x)− c0K)φ(0, x)dx
∣∣∣∣ ≤ ∥∥c0 − c0M∥∥L2(Ω) ‖φ(0, ·)‖L2(Ω) −−−−−−−→size(T )→0 0. (III.87)
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De plus, en utilisant la régularité de la fonction φ et la Proposition II.13, nous avons :
RφK ≤
∣∣∣∣ 1mK
∫
K
(φ(0, x)− φ(∆t, xK)) dx
∣∣∣∣+
∣∣mK −mK∣∣
mK
|φ(∆t, xK)|
≤ Cφ 1
mK
∫
K
|(0, x)− (∆t, xK)|+ CΓsize(T ) |φ(∆t, xK)|
≤ Cφ,Γ(∆t+ size(T )).
Alors, la définition (III.8) de c0
M
et la Proposition II.13 impliquent :∣∣∣∣ ∑
K∈M
mKc
0
KR
φ
K
∣∣∣∣ ≤ ‹Cφ,Γ(∆t+ size(T )) ∥∥c0∥∥L1(Ω) −−−−−−−−−→∆t,size(T )→0 0. (III.88)
En regroupant les équations (III.86) à (III.88),nous obtenons :
T1,1 −−−−−−−−−→
∆t,size(T )→0
−
∫
Ω
c0(x)φ(0, x)dx. (III.89)
En ce qui concerne le second terme de T1, le fait que φNK = φ
N+1
K = 0 permet d’écrire :
T1,2 =
N∑
n=1
∑
K∈M
mK∆tc
n
KR
∂tφ
K,n −
∫ T=tN
0
∫
Ω
c∆t
M
∂tφ(t, x)dxdt (III.90)
où nous avons noté,
R∂tφK,n =
1
mK∆t
∫ tn
tn−1
∫
K
∂tφ(t, x)dxdt− φ
n+1
K − φnK
∆t
.
La régularité de la fonction φ donne,∣∣∣∣∂tφ(t, x)− φn+1K − φnK∆t
∣∣∣∣ ≤ |∂tφ(t, x)− ∂tφ(tn, xK)|+ ∣∣∣∣∂tφ(tn, xK)− φn+1K − φnK∆t
∣∣∣∣
≤›Cφ(∆t+ size(T )) + ∆t
2
∣∣∣∣∫ s
0
(1− s)∂ttφ(tn + s∆t, xK)ds
∣∣∣∣
≤Cφ(∆t+ size(T )),
et la Proposition II.13 permet d’obtenir :
R∂tφK,n ≤
1
mK∆t
∫ tn
tn−1
∫
K
∣∣∣∣∂tφ(t, x)− φn+1K − φnK∆t
∣∣∣∣+
∣∣mK −mK∣∣
mK∆t
∣∣φn+1K − φnK∣∣
≤ Cφ,Γ(∆t+ size(T )).
Alors, la conservation du volume au niveau discret (III.10) implique :∣∣∣∣ N∑
n=1
∑
K∈M
mK∆tc
n
KR
∂tφ
K,n
∣∣∣∣ ≤ Cφ,Γ(∆t+ size(T )) N∑
n=1
∆t
∣∣∣∣ ∑
K∈M
mKc
0
K
∣∣∣∣
et la définition (III.8) de c0
M
associée à la Proposition II.13 entraîne :∣∣∣∣ N∑
n=1
∑
K∈M
mK∆tc
n
KR
∂tφ
K,n
∣∣∣∣ ≤ T‹Cφ,Γ(∆t+ size(T )) ∥∥c0∥∥L1(Ω) −−−−−−−−−→∆t,size(T )→0 0. (III.91)
De plus, nous savons que c∆t
M
converge vers c dans L2(0, T ;L2(Ω)), donc :∫ T
0
∫
Ω
c∆t
M
(t, x)∂tφ(t, x)dxdt −−−−−−−−−→
∆t,size(T )→0
∫ T
0
∫
Ω
c(t, x)∂tφ(t, x)dxdt, (III.92)
et en regroupant les équations(III.90), (III.91) et (III.92), nous obtenons :
T1,2 −−−−−−−−−→
∆t,size(T )→0
−
∫ T
0
∫
Ω
c(t, x)∂tφ(t, x)dxdt. (III.93)
Finalement, la définition (III.85) du terme T1 et les convergences (III.89) et (III.93) permettent de conclure :
T1 −−−−−−−−−→
∆t,size(T )→0
−
∫
Ω
c0(x)φ(0, x)dx−
∫ T
0
∫
Ω
c(t, x)∂tφ(t, x)dxdt. (III.94)
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• Intéressons nous maintenant au terme T2.
Commençons par remarquer que le terme T2 peut s’écrire :
T2 = Γb
N−1∑
n=0
∆t
∑
K∈M
µn+1K
∑
σ∈Eint
K
mσ
Å
φn+1K − φn+1L
dK,L
ã
.
Alors, puisque ∇φ · ~n = 0 sur (0, T )× Ω, pour tout t ∈ R la formule de Stokes donne :∫
K
∆φ(t, x)dx =
∫
∂K
∇φ(t, x) · ~ndσ(x) = ∑
σ∈Eint
K
∫
σ
∇φ(t, x) · ~nσKdσ(x)
et le terme T2 s’écrit :
T2 =− Γb
N−1∑
n=0
∆t
∑
K∈M
µn+1K
1
∆t
∫ tn+1
tn
(∫
K
∆φ(t, x)dx− ∑
σ∈Eint
K
∫
σ
∇φ(t, x) · ~nσKdσ(x)
)
dt
+ Γb
N−1∑
n=0
∆t
∑
K∈M
µn+1K
∑
σ∈Eint
K
mσ
Å
φn+1K − φn+1L
dK,L
ã
.
Ainsi, en notant
Rφσ,n+1 =
1
mσ∆t
∫ tn+1
tn
∫
σ
∇φ(t, x) · ~nσKdσ(x)dt− φ
n+1
L − φn+1K
dK,L
, (III.95)
nous avons :
T2 = −Γb
∫ T
0
∫
Ω
∆φ(t, x)µ∆t
M
(t, x)dx+ Γb
N−1∑
n=0
∆t
∑
σ=K|L∈Eint
mσ(µ
n+1
K − µn+1L )Rφσ,n+1. (III.96)
Or, nous savons que µ∆tT converge faiblement (à sous-suite près) dans L
2(0, T ;L2(Ω)) vers µ, donc :
T2,1 = −
∫ T
0
∫
Ω
∆φ(t, x)µ∆t
M
(t, x)dxdt −−−−−−−−−→
∆t,size(T )→0
−
∫ T
0
∫
Ω
∆φ(t, x)µ(t, x)dxdt.
En utilisant que µ ∈ L2(0, T ;H1(Ω)) et que ∇φ · ~n = 0 sur (0, T )× Ω, nous avons :
−
∫ T
0
∫
Ω
∆φ(t, x)µ(t, x)dxdt =
∫ T
0
∫
Ω
∇φ(t, x) · ∇µ(t, x)dxdt,
c’est à dire :
T2,1 −−−−−−−−−→
∆t,size(T )→0
∫ T
0
∫
Ω
∇φ(t, x) · ∇µ(t, x)dxdt. (III.97)
De plus, le terme Rφσ,n+1 satisfait :
Rφσ,n+1 ≤
1
mσ∆t
∫ tn+1
tn
∫
σ
∣∣∣∣∇φ(t, x) · ~nKL − φ(t, xL)− φ(t, xK)dK,L
∣∣∣∣
+
1
∆t
∫ tn+1
tn
∣∣∣∣φ(t, xL)− φ(t, xK)dK,L − φ
n+1
L − φn+1K
dK,L
∣∣∣∣ .
Pour tout σ = K|L ∈ Eint, la condition d’orthogonalité du maillage implique xL−xK = dK,L~nKL donc en utilisant
les formules de Taylor, pour tout t ∈ R et pour tout x ∈ σ nous avons :
∇φ(t, x) · ~nKL = φ(t, xL)− φ(t, xK)
dK,L
+O (size(T )) ,
et en appliquant également les formules de Taylor aux fonctions φ(t, xK) et φ(t, xL) au point tn+1, nous obtenons :
Rφσ,n+1 ≤ Cφ(∆t+ size(T )). (III.98)
92 Chapitre III. Le modèle de Cahn-Hilliard avec des conditions aux limites dynamiques
De l’inégalité de Cauchy-Schwarz nous déduisons donc :
|T2,2| =
∣∣∣∣∣Γb N−1∑n=0 ∆t ∑σ=K|L∈Eintmσ(µn+1K − µn+1L )(Rφ)n+1σ
∣∣∣∣∣
≤ΓbCφ(∆t+ size(T ))
Ç ∑
σ=K|L∈Eint
mσdK,L
å 1
2 N−1∑
n=0
∆t
∣∣µn+1T ∣∣1,T
≤Γb
√
TCφ|Ω| 12 (∆t+ size(T ))
∥∥µn+1T ∥∥L2(0,T ;|.|1,T ) ,
donc en utilisant les bornes sur les solutions (III.39), le second terme de T2 vérifie :
T2,2 ≤ Γb
√
TCφ|Ω| 12
√
M3(∆t+ size(T )) −−−−−−−−−→
∆t,size(T )→0
0. (III.99)
Ainsi, la définition (III.96) du terme T2 et les convergences (III.97) et (III.99) impliquent :
T2 −−−−−−−−−→
∆t,size(T )→0
Γb
∫ T
0
∫
Ω
∇φ(t, x) · ∇µ(t, x)dxdt. (III.100)
• Pour conclure, puisque T1 + T2 = 0, les convergences (III.94) et (III.100) impliquent que l’identité suivante est
satisfaite pour toute fonction φ ∈ C2,1(R× R2) telle que φ(T, .) = 0 et ∇φ · ~n = 0 sur (0, T )× Γ :
∫ T
0
∫
Ω
(−c(t, x)∂tφ(t, x) + Γb∇φ(t, x) · ∇µ(t, x)) dxdt =
∫
Ω
c0(x)φ(0, x)dx. (III.101)
Par densité, nous obtenons l’égalité (III.101) pour toute fonction φ ∈ C2(R× R2) telle que φ(T, .) = 0.
Etape 3: Convergence de l’équation sur µ et de la condition aux limites dynamique
Soit φ ∈ C2(R× R2) telle que φ(T, .) = 0.
Multiplions l’équation (III.9b) du Problème III.6 par ∆tφn+1K = ∆tφ(t
n+1, xK) puis sommons sur chaque volume de
contrôle intérieur K ∈M et sur chaque intervalle de temps [tn, tn+1], alors :
A∆
N−1∑
n=0
∆t
∑
K∈M
φn+1K
( ∑
σ∈Eint
K
mσ
Å
cn+1K − cn+1L
dK,L
ã
+
∑
σ∈Eext
K
meL
Å
cn+1K − cn+1L
dK,L
ã)
+
N−1∑
n=0
∆t
∑
K∈M
φn+1K
(AfbmKdfb(cnK, cn+1K )−mKµn+1K ) = 0.
Multiplions maintenant l’équation (III.9c) par φn+1L = φ(t
n+1, xL) et sommons sur chaque volume de contrôle du bord
L ∈ ∂M et sur chaque intervalle de temps [tn, tn+1], nous obtenons :
N−1∑
n=0
∆t
∑
σ=L∈Eext
φn+1L
Ç
A∂tmeL
Å
cn+1L − cnL
∆t
ã
+A∆Γ
∑
v∈VL
cn+1L − cn+1L′
dL,L′
å
+
N−1∑
n=0
∆t
∑
σ=L∈Eext
φn+1L
Å
AfsmeLdfs(cnL, cn+1L ) +A∆meL
cn+1L − cn+1K
dK,L
ã
= 0.
Donc, en sommant ces deux équations nous obtenons l’identité suivante :
A∆T1 + T2 +AfbT3 +A∂tT4 +A∆ΓT5 +AfsT6 = 0 (III.102)
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où nous avons noté :
T1 =
N−1∑
n=0
∆t
∑
K∈M
φn+1K
∑
σ∈Eint
K
mσ
Å
cn+1K − cn+1L
dK,L
ã
+
N−1∑
n=0
∆t
( ∑
K∈M
φn+1K
∑
σ∈Eext
K
meL
Å
cn+1K − cn+1L
dK,L
ã
+
∑
σ=L∈Eext
meLφ
n+1
L
cn+1L − cn+1K
dK,L
)
,
T2 =−
N−1∑
n=0
∆t
∑
K∈M
mKφ
n+1
K µ
n+1
K ,
T3 =
N−1∑
n=0
∆t
∑
K∈M
mKφ
n+1
K d
fb(cnK, c
n+1
K ),
T4 =
N−1∑
n=0
∑
L∈∂M
meLφ
n+1
L
(
cn+1L − cnL
)
,
T5 =
N−1∑
n=0
∆t
∑
L∈∂M
φn+1L
∑
v∈VL
Ç
cn+1L − cn+1L′
dL,L′
å
,
et T6 =
N−1∑
n=0
∆t
∑
L∈∂M
meLφ
n+1
L d
fs(cnL, c
n+1
L ).
• Commençons avec le terme T1. Notons que pour tout K ∈M et pour tout t ∈ R, la formule de Stokes donne :∫
K
∆φ(t, x)dx− ∑
σ∈EK
∫
σ
∇φ(t, x) · ~nσK(x)dσ(x) = 0,
alors en réordonnant les termes de la somme, le terme T1 s’écrit :
T1 =−
N−1∑
n=0
∆t
∑
K∈M
cn+1K
1
∆t
∫ tn+1
tn
Ç∫
K
∆φ(t, x)dx− ∑
σ∈EK
∫
σ
∇φ(t, x) · ~nσK(x)dσ(x)
å
dt
+
N−1∑
n=0
∆t
∑
K∈M
cn+1K
( ∑
σ∈Eint
K
mσ
Å
φn+1K − φn+1L
dK,L
ã
+
∑
σ∈Eext
K
meL
Å
φn+1K − φn+1L
dK,L
ã)
+
N−1∑
n=0
∆t
∑
σ=L∈Eext
meLc
n+1
L
Å
φn+1L − φn+1K
dK,L
ã
.
Ainsi, en reprenant la définition (III.95) du terme de reste Rφσ,n+1, nous obtenons :
T1 =−
∫ T
0
∫
Ω
c∆t
M
∆φ(t, x)dxdt+
∫ T
0
∫
Γ
c∆t∂M∇φ(t, x) · ~n(x)dσ(x)dt
+
N−1∑
n=0
∆t
∑
σ=K|L∈Eint
mσ
(
cn+1K − cn+1L
)
Rφσ,n+1 +
N−1∑
n=0
∆t
∑
σ=L∈Eext
meL
(
cn+1K − cn+1L
)
Rφσ,n+1.
(III.103)
Puisque c∆t
M
converge vers c dans L2(0, T ;L2(Ω)), nous avons :∫ T
0
∫
Ω
c∆t
M
∆φ(t, x)dxdt −−−−−−−−−→
∆t,size(T )→0
∫ T
0
∫
Ω
c(t, x)∆φ(t, x)dxdt
et de la même manière, la convergence de c∆t∂M vers cpΓ dans L
2(0, T ;L2(Γ)) donne :∫ T
0
∫
Γ
c∆t∂M∇φ(t, x) · ~n(x)dσ(x)dt −−−−−−−−−→
∆t,size(T )→0
∫ T
0
∫
Γ
cpΓ(t, x)∇φ(t, x) · ~n(x)dσ(x)dt.
Or, nous savons que c ∈ L2(0, T,H1(Ω)), donc :
−
∫ T
0
∫
Ω
c∆t
M
∆φdxdt+
∫ T
0
∫
Γ
c∆t∂M∇φ · ~ndσ(x)dt −−−−−−−−−→
∆t,size(T )→0
∫ T
0
∫
Ω
∇c · ∇φdxdt. (III.104)
D’après l’inégalité (III.98) obtenue dans l’étape précédente, pour toute arête intérieure σ ∈ Eint, nous avons :
Rφσ,n+1 ≤ Cφ(∆t+ size(T )),
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donc l’inégalité de Cauchy-Schwarz associée aux bornes sur les solutions (III.39) donne :∣∣∣∣∣N−1∑n=0 ∆t ∑σ=K|L∈Eintmσ (cn+1K − cn+1L )Rφσ,n+1
∣∣∣∣∣ ≤ Cφ|Ω| 12M1T (∆t+ size(T )) −−−−−−−−−→∆t,size(T )→0 0. (III.105)
Pour une arête extérieure σ = L ∈ Eext, nous avons :
Rφσ,n+1 =
1
mσ∆t
∫ tn+1
tn
∫
σ
∇φ(t, x) · (~nσK(x)− ~nKL)dσ(x)dt
+
1
mσ∆t
∫ tn+1
tn
∫
σ
(∇φ(t, x)−∇φ(tn+1, x)) · ~nKLdσ(x)dt
+
1
mσ
∫
σ
Å
∇φ(tn+1, x) · ~nKL − φ(t
n+1, xL)− φ(tn+1, xK)
d(xK, xL)
ã
dσ(x)
+
(
φn+1L − φn+1K
)Å 1
d(xK, xL)
− 1
dK,L
ã
.
Il nous faut maintenant majorer les termes du membre de droite de cette égalité.
– La Proposition II.15 implique :∣∣∣∣∣ 1mσ∆t
∫ tn+1
tn
∫
σ
∇φ(t, x) · (~nσK(x)− ~nKL)dσ(x)dt
∣∣∣∣∣ ≤ Cφsize(T ).
– Les formules de Taylor appliquées à la fonction ∇φ au point t ∈ [tn, tn+1] pour x ∈ σ fixé permettent
d’obtenir : ∣∣∣∣∣ 1mσ∆t
∫ tn+1
tn
∫
σ
(∇φ(t, x)−∇φ(tn+1, x)) · ~nKLdσ(x)dt∣∣∣∣∣ ≤ Cφ∆t.
– La condition d’orthogonalité sur les arêtes extérieures donne xL−xK = d(xK, xL)~nKL, donc pour tout t ∈ R
et pour tout x ∈ σ, nous avons :
∇φ(t, x) · ~nKL = φ(t, xL)− φ(t, xK)
d(xK, xL)
+O (size(T )) .
– La Proposition II.14, la régularité du maillage et les formules de Taylor appliquées à la fonction φ(tn+1, .)
aux points xK et xL entraînent :∣∣∣∣(φn+1L − φn+1K )Å 1d(xK, xL) − 1dK,Lã∣∣∣∣ ≤ Cφsize(T ).
Alors, comme pour le cas des arêtes intérieures, l’inégalité de Cauchy-Schwarz et les bornes sur les solutions
(III.39) permettent d’obtenir :∣∣∣∣∣N−1∑n=0 ∆t ∑σ=L∈EextmeL (cn+1K − cn+1L )Rφσ,n+1
∣∣∣∣∣ −−−−−−−−−→∆t,size(T )→0 0. (III.106)
Ainsi de la définition (III.103) du terme T1 et des convergences (III.104), (III.105) et (III.106), nous déduisons :
T1 −−−−−−−−−→
∆t,size(T )→0
∫ T
0
∫
Ω
∇c(t, x) · ∇φ(t, x)dxdt. (III.107)
• Nous pouvons réécrire le terme T2 de la manière suivante :
T2 = −
∫ T
0
∫
Ω
φ(t, x)µ∆t
M
dxdt+
N−1∑
n=0
∆t
∑
K∈M
mKµ
n+1
K R
φ
K,n (III.108)
avec
RφK,n =
1
∆tmK
∫ tn+1
tn
∫
K
φ(t, x)dxdt− φ(tn+1, xK). (III.109)
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Puisque µ∆t
M
converge faiblement vers µ dans L2(0, T ;L2(Ω)), nous avons :∫ T
0
∫
Ω
φ(t, x)µ∆t
M
dxdt −−−−−−−−−→
∆t,size(T )→0
∫ T
0
∫
Ω
φ(t, x)µ(t, x)dxdt. (III.110)
La régularité de la fonction φ et la Proposition II.13 impliquent :
RφK,n ≤
1
∆tmK
∫ tn+1
tn
∫
K
∣∣φ(t, x)− φ(tn+1, xK)∣∣ dxdt+ ∣∣mK −mK∣∣
mK
∣∣φ(tn+1, xK)∣∣
≤ Cφ,Γ(∆t+ size(T )) (III.111)
et l’inégalité de Cauchy-Schwarz entraîne :∣∣∣∣N−1∑
n=0
∆t
∑
K∈M
mKµ
n+1
K R
φ
K,n
∣∣∣∣ ≤MΩCφ,Γ(∆t+ size(T ))N−1∑
n=0
∆t
∥∥µn+1
M
∥∥
0,M
≤MΩCφ,Γ
√
T (∆t+ size(T )) ‖µ∆t
M
‖L2(0,T ;‖.‖0,m) .
Des bornes (III.39) sur les solutions discrètes, nous déduisons donc :∣∣∣∣N−1∑
n=0
∆t
∑
K∈M
mKµ
n+1
K R
φ
K,n
∣∣∣∣ ≤MΩCφ,Γ√TM3(∆t+ size(T )) −−−−−−−−−→
∆t,size(T )→0
0. (III.112)
Finalement la définition (III.108) du terme T2 et les convergences (III.110) et (III.112), permettent d’obtenir :
T2 −−−−−−−−−→
∆t,size(T )→0
−
∫ T
0
∫
Ω
φ(t, x)µ(t, x)dxdt. (III.113)
• En ce qui concerne le terme T3, rappelons que pour tout x ∈ R, dfb(x, x) = f ′b(x), ainsi :
T3 =
N−1∑
n=0
∆t
∑
K∈M
mKφ
n+1
K
(
dfb(cnK, c
n+1
K )− dfb(cn+1K , cn+1K )
)
+
N−1∑
n=0
∆t
∑
K∈M
mKφ
n+1
K f
′
b(c
n+1
K ). (III.114)
D’après l’hypothèse de croissance polynomiale (III.19), nous avons :∣∣∣dfb(a, b)− dfb(a, a)∣∣∣ ≤ Ç sup
s∈[0,1]
∣∣∣D (dfb(a, ·)) (sa+ (1− s)b)∣∣∣å |b− a|
≤ Cb
Ç
1 + |a|p−2 + sup
s∈[0,1]
|sa+ (1− s)b|p−2
å
|b− a|
≤ Cb
(
1 + |a|p−2 + (|b|+ |b− a|)p−2) |b− a|
≤ C˜b
(
1 + |a|p−2 + |b|p−2) |b− a|.
Donc le premier terme de T3 satisfait :
T3,1 =
N−1∑
n=0
∆t
∑
K∈M
mKφ
n+1
K
(
dfb(cnK, c
n+1
K )− dfb(cn+1K , cn+1K )
)
≤ C˜b
N−1∑
n=0
∆t
∑
K∈M
mK
∣∣φn+1K ∣∣ ∣∣cn+1K − cnK∣∣ Ä1 + |cnK|p−2 + ∣∣cn+1K ∣∣p−2ä .
De l’inégalité de Hölder nous déduisons :
|T3,1| ≤ C˜b
N−1∑
n=0
∆t
∥∥φn+1
M
∥∥
0,p,M
∥∥cn+1
M
− cn
M
∥∥
0,p,M
∥∥∥1 + |cn
M
|p−2 + ∣∣cn+1
M
∣∣p−2∥∥∥
0, pp−2 ,M
,
donc en utilisant l’inégalité de Poincaré-Sobolev (III.23) et les bornes sur les solutions (III.39), nous obtenons :
|T3,1| ≤ C˜bCφC24
(
MΩ
p−2
p + 2(C24M1)
p−2
)
∆t
N−1∑
n=0
∆t
∥∥∥∥cn+1T − cnT∆t
∥∥∥∥
1,T
≤ C˜bCφC24
√
T
(
MΩ
p−2
p + 2(C24M1)
p−2
)
∆t
Ç
N−1∑
n=0
∆t
∥∥∥∥cn+1T − cnT∆t
∥∥∥∥2
1,T
å 1
2
≤ C˜bCφC24
√
TM4
(
MΩ
p−2
p + 2(C24M1)
p−2
)√
∆t.
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Nous avons donc :
T3,1 −−−−→
∆t→0
0. (III.115)
Intéressons nous maintenant au second terme de T3,
T3,2 =
∫ T
0
∫
Ω
φ(t, x)f ′b(c
∆t
M
)dxdt−
N−1∑
n=0
∆t
∑
K∈M
mKf
′
b(c
n+1
K )R
φ
K,n (III.116)
où RφK,n est défini par (III.109).
Commençons par étudier la convergence du premier terme de T3,2.
Pour tout r ≥ 1, l’inégalité de Poincaré-Sobolev (III.23) et la Proposition III.26 impliquent :
‖c∆t
M
‖2L2(0,T ;‖.‖0,r,M) ≤ C224 ‖c∆tT ‖
2
L2(0,T ;‖.‖1,T )
≤ C224TM21 .
Donc, la suite c∆t
M
converge faiblement (à sous-suite près) vers une certaine fonction c˜ dans L2(0, T ;Lr(Ω)).
Sachant que c∆t
M
converge dans L2(0, T ;L2(Ω)) vers c ∈ L2(0, T ;H1(Ω)), nous en déduisons que c˜ = c et
c∆t
M
converge faiblement (à sous-suite près) vers c dans L2(0, T ;Lr(Ω)).
De plus, pour tout uM ∈ RM et pour tout s ∈]0, 1] l’inégalité de Hölder donne :
‖uM‖Lr(Ω) ≤ ‖uM‖sLp(Ω) ‖uM‖1−sLq(Ω) avec
1
r
=
s
p
+
1− s
q
,
et en prenant p = 2, pour tout t ∈ R nous avons :
‖c∆t
M
(t, ·)− c(t, ·)‖
Lr(Ω)
≤ ‖c∆t
M
(t, ·)− c(t, ·)‖s
L2(Ω)
‖c∆t
M
(t, ·)− c(t, ·)‖1−s
Lq(Ω)
donc,
‖c∆t
M
− c‖2L2(0,T ;Lr(Ω)) ≤ ‖c∆tM − c‖2sL2(0,T ;L2(Ω)) ‖c∆tM − c‖2(1−s)L2(0,T ;Lq(Ω)) .
Ainsi, puisque c∆t
M
converge fortement vers c dans L2(0, T ;L2(Ω)), nous obtenons :
‖c∆t
M
− c‖2L2(0,T ;Lr(Ω)) −−−−−−−−−→
∆t,size(T )→0
0,
et la convergence faible de c∆t
M
dans L2(0, T ;Lr(Ω)), permet de conclure que c∆t
M
converge fortement vers c dans
L2(0, T ;Lr(Ω)). Alors, d’après la réciproque du théorème de Lebesgue il existe une sous-suite (toujours notée c∆t
M
)
telle que : ®
c∆t
M
(t, x)→ c(t, x) p.p sur (0, T )× Ω,
|c∆t
M
(t, x)| ≤ S(t, x) p.p sur (0, T )× Ω avec S ∈ L2(0, T ;Lr(Ω)). (III.117)
L’hypothèse de croissance polynomiale (I.7) implique :
|f ′b (c∆tM (t, x))φ(t, x)| ≤ Cb
(
1 + |c∆t
M
(t, x)|p−1) |φ(t, x)|
≤ Cb
(
1 + |S(t, x)|p−1) |φ(t, x)| ∈ L1(0, T ; Ω).
Alors, en utilisant le résultat (III.117) nous pouvons appliquer le théorème de convergence dominée,∫ T
0
∫
Ω
f ′b (c
∆t
M
(t, x))φ(t, x)dxdt −−−−−−−−−→
∆t,size(T )→0
∫ T
0
∫
Ω
f ′b (c(t, x))φ(t, x)dxdt. (III.118)
Il nous reste maintenant à étudier la convergence du second terme de T3,2. L’hypothèse de croissance polynomiale
(I.7), la majoration (III.111) et l’inégalité de Hölder impliquent :∣∣∣∣N−1∑
n=0
∆t
∑
K∈M
mKf
′
b(c
n+1
K )R
φ
K,n
∣∣∣∣ ≤CbCφ,Γ(∆t+ size(T ))N−1∑
n=0
∆t
∑
K∈M
mK
Ä
1 +
∣∣cn+1K ∣∣p−1ä
≤CbCφ,Γ(∆t+ size(T ))
Å
TMΩ +
N−1∑
n=0
∆t
∥∥cn+1
M
∥∥p−1
0,p−1,M
ã
.
De l’inégalité de Poincaré-Sobolev (III.23) nous déduisons :∣∣∣∣N−1∑
n=0
∆t
∑
K∈M
mKf
′
b(c
n+1
K )R
φ
K,n
∣∣∣∣ ≤CbCφ,ΓCp−124 (∆t+ size(T ))ÅTMΩ + N−1∑
n=0
∆t
∥∥cn+1T ∥∥p−11,T ã ,
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et la Proposition III.26 entraîne :∣∣∣∣N−1∑
n=0
∆t
∑
K∈M
mKf
′
b(c
n+1
K )R
φ
K,n
∣∣∣∣ −−−−−−−−−→
∆t,size(T )→0
0. (III.119)
Ainsi, la définition (III.116) du terme T3,2 et les convergences (III.118) et (III.119) impliquent
T3,2 −−−−−−−−−→
∆t,size(T )→0
∫ T
0
∫
Ω
f ′b (c(t, x))φ(t, x)dxdt, (III.120)
et donc les convergences (III.115) et (III.120) associées à la définition (III.114) du terme T3 donnent finalement :
T3 −−−−−−−−−→
∆t,size(T )→0
∫ T
0
∫
Ω
f ′b (c(t, x))φ(t, x)dxdt. (III.121)
• Etudions maintenant la convergence du terme T4 :
T4 = − ∑
L∈∂M
meLc
0
Lφ
1
L +
N−1∑
n=1
∑
L∈∂M
meLc
n
L
(
φnL − φn+1L
)
+
∑
L∈∂M
meL φ
N
L︸︷︷︸
φ(T,xL)=0
cNL . (III.122)
En posant
RφL =
1
meL
∫
L
φ(0, x)dσ(x)− φ(∆t, xL),
le premier terme de T4 s’écrit :
T4,1 =−
∫
Γ
c0(x)φ(0, x)dσ(x) +
∫
Γ
(c0(x)− c0∂M)φ(0, x)dσ(x) +
∑
L∈∂M
meLc
0
LRφ. (III.123)
La définition (III.8) de c0∂M et la Proposition III.25 impliquent :∣∣∣∣∫
Γ
(c0(x)− c0∂M)φ(0, x)dσ(x)
∣∣∣∣ ≤ ‖φ(0, ·)‖L2(Γ) ∥∥c0 − c0∂M∥∥L2(Γ)
≤ ‖φ(0, ·)‖
L2(Γ)
∥∥∇Γc0∥∥L2(Γ) size(T ),
donc : ∫
Γ
(c0(x)− c0∂M)φ(0, x)dσ(x) −−−−−−−→
size(T )→0
0. (III.124)
La régularité de la fonction φ et la Proposition II.4 permettent d’obtenir :
RφL ≤
∣∣∣∣ 1meL
∫
L
(φ(0, x)− φ(∆t, xL)) dσ(x)
∣∣∣∣+ |mL −meL |meL |φ(∆t, xL)|
≤ Cφ 1
meL
∫
L
|(0, x)− (∆t, xL)|dσ(x) + CΓsize(T )2 |φ(∆t, xL)|
≤ Cφ,Γ(∆t+ size(T )),
donc la définition (III.8) de c0∂M entraîne,∣∣∣∣ ∑
L∈∂M
meLc
0
LR
φ
L
∣∣∣∣ ≤Cφ,Γ(∆t+ size(T )) ∑
L∈∂M
meL
mL
∫
L
|c0(x)|dσ(x).
Nous obtenons ainsi : ∣∣∣∣ ∑
L∈∂M
meLc
0
LR
φ
L
∣∣∣∣ ≤‹Cφ,Γ(∆t+ size(T )) ∥∥c0∥∥L1(Γ) −−−−−−−−−→∆t,size(T )→0 0. (III.125)
La définition (III.123) du terme T4,1 et les convergences (III.124) et (III.125) donnent :
T4,1 −−−−−−−−−→
∆t,size(T )→0
−
∫
Γ
c0(x)φ(0, x)dσ(x). (III.126)
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Remarquons que φNL = φ
N+1
L = 0, alors en réordonnant les termes de la somme le second terme de T4 s’écrit :
T4,2 =
N∑
n=1
∆t
∑
L∈∂M
meLc
n
LR
∂tφ
L,n −
∫ T
0
∫
Γ
c∆t∂M∂tφ(t, x)dσ(x)dt (III.127)
où nous avons noté :
R∂tφL,n =
1
meL∆t
∫ tn
tn−1
∫
L
∂tφ(t, x)dσ(x)dt− φ
n+1
L − φnL
∆t
.
La régularité de la fonction φ et la Proposition II.4 permettent d’obtenir :
R∂tφL,n ≤
1
meL∆t
∫ tn
tn−1
∫
L
∣∣∣∣∂tφ(t, x)− φn+1L − φnL∆t
∣∣∣∣+ |mL −meL |meL
∣∣∣∣φn+1L − φnL∆t
∣∣∣∣
≤ Cφ,Γ(∆t+ size(T )),
et l’inégalité de Cauchy-Schwarz entraîne :∣∣∣∣ N∑
n=1
∆t
∑
L∈∂M
meLc
n
LR
∂tφ
L,n
∣∣∣∣ ≤ Cφ,Γ√MΓ(∆t+ size(T )) N∑
n=1
∆t ‖cn∂M‖0,∂M .
Donc, en utilisant les bornes sur les solutions (III.39), nous obtenons :∣∣∣∣ N∑
n=1
∆t
∑
L∈∂M
meLc
n
LR
∂tφ
L,n
∣∣∣∣ ≤ Cφ,Γ√MΓTM2(∆t+ size(T )) −−−−−−−−−→
∆t,size(T )→0
0. (III.128)
De plus, la suite c∂M converge vers Tr (c) dans L2(0, T ;L2(Γ)) donc le second terme de T4,2 satisfait :∫ T
0
∫
Γ
c∆t∂M∂tφ(t, x)dσ(x)dt −−−−−−−−−→
∆t,size(T )→0
∫ T
0
∫
Γ
cpΓ(t, x)∂tφ(t, x)dσ(x)dt. (III.129)
Alors, la définition (III.127) associée aux convergences (III.128) et (III.129) impliquent :
T4,2 −−−−−−−−−→
∆t,size(T )→0
−
∫ T
0
∫
Γ
cpΓ(t, x)∂tφ(t, x)dσ(x)dt, (III.130)
et finalement la convergence du terme T4 est obtenue en regroupant les convergences (III.126) et (III.130),
T4 −−−−−−−−−→
∆t,size(T )→0
−
∫ T
0
∫
Γ
cpΓ(t, x)∂tφ(t, x)dσ(x)dt−
∫
Γ
Tr c0(x)φ(0, x)dσ(x). (III.131)
• Rappelons que pour tout L ∈ ∂M,∫
L
∆Γφ(t, x)dσ(x) =
∑
v∈VL
∇Γφ(t,v) · ~τ v,L(v), ∀t ∈ R;
alors en réordonnant les termes de la somme le terme T5 s’écrit :
T5 =−
N−1∑
n=0
∆t
∑
L∈∂M
cn+1L
1
∆t
∫ tn+1
tn
Ç∫
L
∆Γφ(t, x)dσ(x)− ∑
v∈VL
∇Γφ(t,v) · ~τ v,L(v)
å
dt
+
N−1∑
n=0
∆t
∑
L∈∂M
cn+1L
∑
v∈VL
Ç
φn+1L − φn+1L′
dL,L′
å
.
En posant
Rφv,n+1 =
1
∆t
∫ tn+1
tn
Ç
∇Γφ(t,v) · ~τ v,L(v)− φ
n+1
L′
− φn+1L
dL,L′
å
dt,
nous avons donc :
T5 = −
∫ T
0
∫
Γ
c∆t∂M∆Γφ(t, x)dσ(x)dt+
N−1∑
n=0
∆t
∑
v=L|L′∈V
(
cn+1L − cn+1L′
)
Rφv,n+1. (III.132)
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Puisque c∆t∂M converge vers Tr c = cpΓ dans L
2(0, T ;L2(Γ)) le premier terme de T5 satisfait :∫ T
0
∫
Γ
c∆t∂M∆Γφ(t, x)dσ(x)dt −−−−−−−−−→
∆t,size(T )→0
∫ T
0
∫
Γ
cpΓ(t, x)∆Γφ(t, x)dσ(x)dt
et le fait que Tr (c) ∈ L2(0, T ;H1(Γ)) entraîne :
−
∫ T
0
∫
Γ
c∆t∂M∆Γφ(t, x)dσ(x)dt −−−−−−−−−→
∆t,size(T )→0
∫ T
0
∫
Γ
∇ΓcpΓ(t, x) · ∇Γφ(t, x)dσ(x)dt. (III.133)
Le terme de reste Rφv,n+1 se réécrit :
Rφv,n+1 =
1
∆t
∫ tn+1
tn
(∇Γφ(t,v)−∇Γφ(tn+1,v)) · ~τ v,L(v)
+
Ç
∇Γφ(tn+1,v) · ~τ v,L(v)− φ(t
n+1, xL′)− φ(tn+1, xL)
mγLL′
å
+
(
φn+1
L′
− φn+1L
)Ç 1
mγLL′
− 1
dL,L′
å
.
Il faut donc estimer les trois termes de Rφv,n+1.
– La régularité de la fonction φ entraîne :∣∣∣∣∣ 1∆t
∫ tn+1
tn
(∇Γφ(t,v)−∇Γφ(tn+1,v)) · ~τ v,L(v)∣∣∣∣∣ ≤ Cφ∆t.
– La Proposition II.7 implique :∣∣∣∣∣∇Γφ(tn+1,v) · ~τ v,L(v)− φ(tn+1, xL′)− φ(tn+1, xL)mγLL′
∣∣∣∣∣ ≤ CφmγLL′ .
– La Proposition II.6 donne :
∣∣φn+1
L′
− φn+1L
∣∣ ∣∣∣∣∣ 1mγLL′ − 1dL,L′
∣∣∣∣∣ ≤
∣∣∣∣∣ 1mγLL′ − 1dL,L′
∣∣∣∣∣
∫
γLL′
∣∣∇Γφ(tn+1, x)∣∣ dσ(x)
≤Cφ,Γsize(T ).
Ainsi, nous avons :
Rφv,n+1 ≤ Cφ,Γ(∆t+ size(T )),
et l’inégalité de Cauchy-Schwarz donne∣∣∣∣∣N−1∑n=0 ∆t ∑v=L|L′∈V (cn+1L − cn+1L′ )Rφv,n+1
∣∣∣∣∣ ≤ ‹Cφ,Γ (∆t+ size(T ))N−1∑n=0 ∆t ∣∣cn+1∂M ∣∣1,∂M .
La Proposition III.26 permet alors d’obtenir :∣∣∣∣∣N−1∑n=0 ∆t ∑v=L|L′∈V (cn+1L − cn+1L′ )Rφv,n+1
∣∣∣∣∣ ≤ ‹Cφ,ΓM2T (∆t+ size(T )) −−−−−−−−−→∆t,size(T )→0 0. (III.134)
La définition (III.132) du terme T5 et les convergences (III.133) et (III.134) mènent à la convergence suivante :
T5 −−−−−−−−−→
∆t,size(T )→0
∫ T
0
∫
Γ
∇ΓcpΓ(t, x) · ∇Γφ(t, x)dσ(x)dt. (III.135)
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• Pour finir, étudions la convergence du terme T6 que nous pouvons écrire :
T6 =
N−1∑
n=0
∆t
∑
L∈∂M
meLφ
n+1
L
(
dfs(cnL, c
n+1
L )− dfs(cn+1L , cn+1L )
)
+
N−1∑
n=0
∆t
∑
L∈∂M
meLφ
n+1
L f
′
s(c
n+1
L ).
(III.136)
Rappelons que pour tout n ∈ {0, . . . , N − 1} et pour tout L ∈ ∂M l’inégalité de Sobolev (III.24) sur Γ et la
Proposition III.26 impliquent :
cnL ≤ ‖cn∂M‖L∞(Γ) ≤ C25 ‖cn∂M‖1,∂M ≤ C25M2,
donc, pour tout L ∈ ∂M et pour tout n ∈ {0, . . . , N − 1}, nous avons :∣∣∣dfs(cn+1L , cnL)− dfs(cn+1L , cn+1L )∣∣∣ ≤
(
sup
y∈[cn
L
,cn+1
L
]
∣∣∣D (dfs(cn+1L , ·)) (y)∣∣∣
) ∣∣cn+1L − cnL∣∣
≤
Ç
sup
y∈B(0,C25M2)
∣∣∣D (dfs(cn+1L , ·)) (y)∣∣∣å ∣∣cn+1L − cnL∣∣
≤
Ç
sup
x,y∈B(0,C25M2)
∣∣∣D (dfs(x, ·)) (y)∣∣∣å︸ ︷︷ ︸
:=Bfs
∣∣cn+1L − cnL∣∣ .
Alors, en utilisant l’inégalité de Cauchy-Schwarz le premier terme de T6 satisfait :
T6,1 =
N−1∑
n=0
∆t
∑
L∈∂M
meLφ
n+1
L
(
dfs(cnL, c
n+1
L )− dfs(cn+1L , cn+1K )
)
≤ Bfs
N−1∑
n=0
∆t
∑
L∈∂M
meL
∣∣φn+1L ∣∣ ∣∣cn+1L − cnL∣∣
≤ Bfs∆t
N−1∑
n=0
∆t
∥∥φn+1∂M ∥∥0,∂M ∥∥∥∥cn+1∂M − cn∂M∆t
∥∥∥∥
0,∂M
≤ Bfs ‖φ∆t∂M‖L2(0,T ;‖.‖0,∂M)∆t
Ç
N−1∑
n=0
∆t
∥∥∥∥cn+1∂M − cn∂M∆t
∥∥∥∥2
0,∂M
å 1
2
.
Les bornes sur les solutions (III.39) et la régularité de la fonction φ permettent d’obtenir :
T6,1 ≤ BfsCφ
√
M5∆t −−−−→
∆t→0
0. (III.137)
Pour la convergence du second terme de T6, le raisonnement est similaire à celui donné dans l’étude de la conver-
gence du terme T3.
T6,2 =
∫ T
0
∫
Γ
φ(t, x)f ′s(c
∆t
∂M)dσ(x)dt+
N−1∑
n=0
∆t
∑
L∈∂M
meLf
′
s(c
n+1
L )R
φ
L,n (III.138)
où nous avons noté
RφL,n = φ(t
n+1, xL)− 1
∆tmeL
∫ tn+1
tn
∫
L
φ(t, x)dσ(x)dt.
Tout d’abord, l’inégalité de Sobolev sur Γ du Lemme III.16 et la Proposition III.26, impliquent que pour tout r ≥ 1,
‖c∆t∂M‖2L2(0,T ;‖.‖0,r,∂M) ≤MΓ
2
r ‖c∆t∂M‖2L2(0,T ;L∞(Γ))
≤MΓ 2rC225 ‖c∆t∂M‖2L2(0,T ;‖.‖1,∂M)
≤MΓ 2rC225TM22 .
Or, nous savons que c∆t∂M converge dans L
2(0, T ;L2(Γ)) vers Tr c ∈ L2(0, T,H1(Ω)) donc, à sous-suite près,
c∆t∂M converge faiblement vers Tr c dans L
2(0, T ;Lr(Γ)). De plus, pour tout s ∈]0, 1] l’inégalité de Hölder (avec
1
r =
s
2 +
1−s
q ) donne,
‖c∆t∂M − Tr c‖2L2(0,T ;Lr(Γ)) ≤ ‖c∆t∂M − Tr c‖2sL2(0,T ;L2(Γ)) ‖c∆t∂M − Tr c‖2(1−s)L2(0,T ;Lq(Γ)) .
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Puisque c∆t∂M converge fortement vers Tr c dans L
2(0, T ;L2(Γ)), nous obtenons :
‖c∆t∂M − Tr c‖2L2(0,T ;Lr(Γ)) −−−−−−−−−→
∆t,size(T )→0
0.
Ainsi, la convergence en norme associée à la convergence faible de c∆t∂M dans L
2(0, T ;Lr(Γ)), permettent de con-
clure que c∆t∂M converge fortement vers Tr c dans L
2(0, T ;Lr(Γ)). D’après la réciproque du théorème de Lebesgue,
il existe une sous-suite (toujours notée c∆t∂M) telle que :®
c∆t∂M(t, x)→ Tr c(t, x) p.p sur (0, T )× Γ,
|c∆t∂M(t, x)| ≤ S˜(t, x) p.p sur (0, T )× Γ avec S˜ ∈ L2(0, T ;Lr(Γ)).
(III.139)
Posons B
S˜
= B
Ä
0, ‖S˜‖L∞(0,T,L∞(Γ))
ä
, alors :
|f ′s (c∆t∂M(t, x))φ(t, x)| ≤ sup
B
S˜
|f ′s||φ(t, x)| ∈ L1(0, T ; Γ)
et la relation (III.139) permet d’appliquer le théorème de convergence dominée, donc le premier terme de T6,2
satisfait : ∫ T
0
∫
Γ
f ′s (c
∆t
∂M)φ(t, x)dσ(x)dt −−−−−−−−−→
∆t,size(T )→0
∫ T
0
∫
Γ
f ′s (cpΓ(t, x))φ(t, x)dσ(x)dt. (III.140)
Il nous reste à étudier la convergence du second terme de T6,2. La régularité de la fonction φ et la Proposition II.4
impliquent :
RφL,n ≤
|meL −mL|
meL
∣∣φ(tn+1, xL)∣∣+ 1
∆tmeL
∫ tn+1
tn
∫
L
∣∣φ(tn+1, xL)− φ(t, x)∣∣ dσ(x)dt
≤ Cφ,Γ(∆t+ size(T )).
Donc, le Lemme III.16 et la Proposition III.26 permettent d’obtenir :∣∣∣∣N−1∑
n=0
∆t
∑
L∈∂M
me˜f
′
s(c
n+1
L )R
φ
L,n
∣∣∣∣ ≤ Cφ,Γ sup
B(0,C25M2)
|f ′s|TMΓ(∆t+ size(T )) −−−−−−−−−→
∆t,size(T )→0
0. (III.141)
Ainsi, en regroupant les convergences (III.140) et (III.141), la définition (III.138) du terme T6,2 donne :
T6,2 −−−−−−−−−→
∆t,size(T )→0
∫ T
0
∫
Γ
f ′s (cpΓ(t, x))φ(t, x)dσ(x)dt, (III.142)
et donc la définition (III.136) du terme T6 et les convergences (III.137) et (III.142) permettent finalement d’obtenir :
T6 −−−−−−−−−→
∆t,size(T )→0
∫ T
0
∫
Γ
f ′s (cpΓ(t, x))φ(t, x)dσ(x)dt. (III.143)
• Pour conclure la preuve, il suffit maintenant de regrouper les convergences (III.107), (III.113), (III.121), (III.131),
(III.135) et (III.143) et l’équation (III.102), ainsi l’égalité suivante est vérifiée pour toute fonction φ ∈ C2(R×R2)
telle que φ(T, .) = 0 :∫ T
0
∫
Ω
(A∆∇c(t, x) · ∇φ(t, x)− µ(t, x)φ(t, x) +Afbf ′b (c(t, x))φ(t, x)) dxdt
+
∫ T
0
∫
Γ
(−A∂tcpΓ(t, x)∂tφ(t, x)+A∆Γ∇ΓcpΓ(t, x)·∇Γφ(t, x)+Afsf ′s (cpΓ(t, x))φ(t, x))dσ(x)dt
= A∂t
∫
Γ
Tr c0(x)φ(0, x)dσ(x).
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σ
T σ˜
Tσ˜
Figure III.3: Le triangle à bord courbe T et l’un de ses sous-triangles
III.6 Démonstration du Lemme III.20
Dans cette section, nous revenons sur la démonstration de la partie du Lemme III.20 qui n’est pas classique. Nous
précisons les hypothèses que doivent satisfaire le pseudo-triangle et l’arête courbe correspondante.
Les résultats de cette section font l’objet d’un article actuellement en cours de rédaction [BBN14] en collaboration avec
P. Bousquet et F. Boyer.
On considère ici un (pseudo-)triangle T dont l’un des côtés est un morceau de courbe de classe C1 appelé σ, voir
Figure III.3. On suppose que T est étoilé par rapport au sommet opposé à σ.
Le résultat principal de cette section est le suivant
Théorème III.40
On suppose qu’il existe µ, ν > 0 , tels que pour tout sous-arc σ˜ ⊂ σ, le sous-triangle Tσ˜ (voir figure III.3) corre-
spondant vérifie
µ ≤ mTσ˜
mσ˜
≤ ν. (III.144)
Alors, pour tout p ∈ [1,+∞], et tout u ∈W 1,p(T ), nous avons∣∣∣∣ 1mσ
∫
σ
u− 1
mT
∫
T
u
∣∣∣∣p ≤ C(mσ + diam(T ))p 1mT
∫
T
|Du|p,
où la constante C ne dépend que du rapport νµ .
Notons que, pour un T donné, l’existence d’une constante C > 0 vérifiant l’inégalité précédente est très claire (en
appliquant par exemple le lemme de Bramble-Hilbert) mais il s’agit ici de déterminer de quelle manière elle dépend de la
géométrie de ce triangle, et de σ en particulier.
Remarque III.41
Pour un vrai triangle plat T , la quantité
mTσ˜
mσ˜
ne dépend pas de σ˜ et vaut mTmσ . On a donc en particulier µ = ν et le
rapport ν/µ vaut donc 1. Ce résultat redonne bien l’inégalité usuelle dans ce cadre, avec une constante C universelle.
Dans la suite, on note Q =]0, 1[2 le carré unité de R2. Sans perte de généralité, on suppose que l’origine est située en
le sommet de T opposé à σ. Ainsi, le triangle T peut s’écrire sous la forme
T = {rγ(θ) : r ∈]0, 1[, θ ∈]0, 1[},
où γ est une paramétrisation de σ que l’on supposera normalisée de sorte que |γ′(θ)| = mσ pour tout θ ∈]0, 1[. On
suppose de plus l’orientation choisie de telle sorte que γ ∧ γ′ ≥ 0 (le caractère étoilé de T par rapport à son sommet
implique que cette quantité ne peut changer de signe).
Remarque III.42
L’hypothèse (III.144) implique la propriété suivante
µ ≤ γ(θ) ∧ γ′(θ) ≤ ν, ∀θ ∈ [0, 1]. (III.145)
En effet, pour tout 0 ≤ a < b ≤ 1, si on note σ˜ = γ([a, b]), alors nous avons
mσ˜ = (b− a)mσ, etmTσ˜ = mσ
∫ b
a
γ(θ) ∧ γ′(θ) dθ,
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ainsi d’après (III.144), nous avons
µ ≤
∫ b
a
γ(θ) ∧ γ′(θ) dθ
b− a ≤ ν,
ce qui donne (III.145) en faisant tendre b vers a.
Remarquons tout d’abord qu’il suffit bien sûr, d’après l’inégalité de Jensen, de montrer le cas p = 1. Nous allons
commencer par montrer que le résultat attendu est la conséquence de l’existence d’un difféomorphisme convenable entre
T et le carré unité. Notons que l’existence d’un tel difféomorphisme est assuré par un résultat général de [DM90] mais
qu’il nous faut ici être capable d’estimer les dérivées de ce difféomorphisme en fonction de la géométrie de T . C’est la
raison pour laquelle nous reprenons de façon explicite la démarche de [DM90] qui nous permet de contrôler toutes les
constantes mises en jeu dans les estimations.
Lemme III.43
Supposons qu’il existe un C1 homéomorphisme Φ : Q→ T tel que
1. Φ(0, θ) = (0, 0),
2. Φ(1, θ) = γ(θ),
3. JacΦ(s, θ) = 2mTs.
Alors pour tout u ∈W 1,1(T ), nous avons
1
mσ
∫
σ
u− 1
mT
∫
T
u =
1
2mT
∫
T
Du(x, y) [s∂sΦ(s, θ)](s,θ)=Φ−1(x,y) dx dy.
Démonstration : Par un argument usuel de densité, il suffit de supposer que u ∈ C1(T ). On pose alors
v(s, θ) = u ◦ Φ(s, θ)JacΦ(s, θ),
et pour tout (t, θ) ∈ Q, nous écrivons
v(1, θ)− v(t, θ) =
∫ 1
t
∂sv(s, θ) ds.
Il vient, grâce aux hypothèses sur Φ,
2mTu(γ(θ))− u ◦ Φ(t, θ)JacΦ(t, θ) =
∫ 1
t
(∂s(u ◦ Φ)JacΦ+ 2mT (u ◦ Φ)) ds.
En intégrant cette identité sur Q et par changement de variables, nous obtenons
2
mT
mσ
∫
σ
u−
∫
T
u =
∫ 1
0
dθ
∫ 1
0
dt
∫ 1
t
(∂s(u ◦ Φ)JacΦ+ 2mT (u ◦ Φ)) ds. (III.146)
On applique alors le théorème de Fubini∫ 1
0
dθ
∫ 1
0
dt
∫ 1
t
(∂s(u ◦ Φ)JacΦ+ 2mT (u ◦ Φ)) ds =
∫
Q
s (∂s(u ◦ Φ)JacΦ+ 2mT (u ◦ Φ)) ds dθ.
Comme nous avons JacΦ(s, θ) = 2mTs, le même changement de variable donne∫
Q
s (∂s(u ◦ Φ)JacΦ+ 2mT (u ◦ Φ)) ds dθ =
∫
T
Du(x, y) [s∂sΦ(s, θ)](s,θ)=Φ−1(x,y) dx dy +
∫
T
u.
Cette égalité jointe à (III.146) fournit le résultat.
Dans le cas où T est un vrai triangle, c’est-à-dire que σ est un segment droit, on observe que l’application
φ2 : (s, θ) ∈ Q¯→ sγ(θ) ∈ T¯ ,
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vérifie les hypothèses du lemme précédent. On retrouve alors la preuve usuelle de l’inégalité recherchée, voir par exemple
[EGH00].
Dans le cas général où σ est courbe, nous avons
Jacφ2(s, θ) = sγ(θ) ∧ γ′(θ),
et cette quantité n’est pas indépendante de θ. On ne peut donc pas prendre Φ = φ2. On va donc chercher à composer φ2
avec des difféomorphismes du carré unité de telle sorte que nous vérifions les bonnes propriétés, voir la Figure III.4.
Pour simplifier l’écriture, nous définissons g par
g : (s, θ) ∈ Q 7→ |Jacφ2(s, θ)| = s|γ ∧ γ′|(θ).
Nous construisons alors un premier difféomorphisme φ1 deQ de sorte que φ2◦φ1 satisfasse les deux premières hypothèses
du Lemme III.43 et une version plus faible (intégrée par rapport à s) de la troisième hypothèse.
Lemme III.44
Il existe un C1 homéomorphisme φ1 : Q→ Q tel que
1. Pour tout x ∈ ∂Q, φ1(x) = x,
2. Pour tout θ ∈ (0, 1), ∫ 1
0
Jac (φ2 ◦ φ1)(s, θ) ds =
∫ 1
0
g ◦ φ1(s, θ)Jacφ1(s, θ) ds = mT . (III.147)
Démonstration : Soit
ε =
µ
10ν
(III.148)
et ζ ∈ C∞c (0, 1) telle que 0 ≤ ζ ≤ 1 + ε, |ζ ′|L∞ ≤ 10ε et∫ 1
0
ζ = 1 et
∫ 1
0
|ζ − 1| < ε. (III.149)
Nous introduisons alors l’application
G : (a, b) 7→
∫ 1
0
s
∫ a+ζ(s)b
0
|γ ∧ γ′|(θ) dθ ds.
Alors G est bien définie et de classe C1 sur l’ensemble {(a, b) : 0 ≤ a ≤ 1, −a1+ε ≤ b ≤ 1−a1+ε }. Par ailleurs, nous avons
∂aG(a, b) =
∫ 1
0
|γ ∧ γ′|(a+ ζ(s)b)s ds
∂bG(a, b) =
∫ 1
0
|γ ∧ γ′|(a+ ζ(s)b)ζ(s)s ds.
Par (III.145), il vient
∂bG(a, b) ≥ µ
∫ 1
0
ζ(s)s ds > 0. (III.150)
Montrons maintenant que
G
Å
a,
−a
1 + ε
ã
≤ mTa. (III.151)
En effet, par (III.145), nous avons
G
Å
a,
−a
1 + ε
ã
≤ ν
∫ 1
0
s(a− a
1 + ε
ζ(s)) ds ≤ νa
1 + ε
∫ 1
0
(1 + ε− ζ(s)) ds.
Par (III.149), cela implique
G
Å
a,
−a
1 + ε
ã
≤ νaε
1 + ε
≤ νaε.
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Comme
mT =
1
2
∫ 1
0
|γ ∧ γ′|(θ) dθ ≥ µ
2
,
nous déduisons de (III.148) que
G
Å
a,
−a
1 + ε
ã
≤ mTa,
ce qui prouve la propriété attendue.
De la même façon, nous pouvons montrer que∫ 1
0
s ds
∫ 1
a+ζ(s) 1−a1+ε
|γ ∧ γ′|(θ) dθ ≤ mT (1− a).
Ceci peut s’écrire
G(1, 0)−G
Å
a,
1− a
1 + ε
ã
≤ mT (1− a),
et comme
G(1, 0) =
∫ 1
0
s ds
∫ 1
0
|γ ∧ γ′| = mT ,
nous déduisons que
G
Å
a,
1− a
1 + ε
ã
≥ mTa. (III.152)
En utilisant (III.150), (III.151) et (III.152) nous voyons que pour tout a ∈ [0, 1], il existe un unique w(a) ∈ [−a/(1 +
ε), (1− a)/(1 + ε)] tel que
G(a, w(a)) = mTa.
Par le théorème des fonctions implicites, la fonction w ainsi définie est de classe C1 dans [0, 1] et vérifie
∂aG(a, w(a)) + ∂bG(a, w(a))w
′(a) = mT . (III.153)
Comme G(0, 0) = 0 et G(1, 0) = mT , nous avons w(0) = 0 = w(1).
Montrons maintenant que pour tout s ∈ (0, 1), et tout a ∈ (0, 1), nous avons
1 + ζ(s)w′(a) > 0. (III.154)
Pour cela, il suffit de montrer que ∂bG(a, w(a))(1 + ζ(s)w′(a)) > 0. Par (III.153), cela revient à montrer que
∂bG(a, w(a)) + ζ(s)(−∂aG(a, w(a)) +mT ) > 0,
ce qui est à nouveau équivalent à
∂bG(a, w(a))− ∂aG(a, w(a)) + ζ(s)mT + (1− ζ(s))∂aG(a, w(a)) > 0. (III.155)
Notons que
∂bG(a, w(a))− ∂aG(a, w(a)) =
∫ 1
0
|γ ∧ γ′|(a+ ζ(s)w(a))(ζ(s)− 1)s ds ≥ −ν
∫
|ζ − 1| ≥ −νε.
Dans la dernière inégalité, nous avons utilisé (III.149). De plus, comme 0 ≤ ζ ≤ 1 + ε, il vient
ζ(s)mT + (1− ζ(s))∂aG(a, w(a)) ≥ min (∂aG(a, w(a)), (1 + ε)mT − ε∂aG(a, w(a))) .
Comme µ/2 ≤ ∂aG(a, w(a)) ≤ ν/2 etmT ≥ µ/2, nous obtenons
ζ(s)mT + (1− ζ(s))∂aG(a, w(a)) ≥ µ
2
− εν
2
.
Grâce à (III.148), ceci implique (III.155) et donc la propriété souhaitée (III.154).
Nous posons maintenant
φ1(s, θ) = (s, θ + ζ(s)w(θ)),
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et observons que φ1 est de classe C1 dans Q et vérifie Jacφ1(s, θ) = 1 + ζ(s)w′(θ) > 0. Comme pour tout s ∈ [0, 1], la
fonction θ 7→ θ + ζ(s)w(θ) est continue croissante, elle envoie [0, 1] sur [0, 1]. Ainsi, φ1 est un difféomorphisme de Q
sur Q. De plus, φ1 coincide avec l’identité sur le bord du carré ∂Q. Il reste à prouver (III.147).
Soit a ∈ [0, 1]. Par définition de w et g, il vient∫ 1
0
ds
∫ a+ζ(s)w(a)
0
g(s, θ) dθ = mTa.
La définition de φ1, donne à son tour, ∫
φ1((0,1)×(0,a))
g = mTa.
On effectue alors un changement de variables pour obtenir∫ a
0
dθ
∫ 1
0
g ◦ φ1(s, θ)Jacφ1(s, θ) ds = mTa.
Ceci implique que pour tout θ ∈ (0, 1), ∫ 1
0
g ◦ φ1(s, θ)Jacφ1(s, θ) ds = mT ,
et conclut la preuve du lemme.
Remarque III.45
Cette preuve montre que pour tout (s, θ) ∈ Q,
∂bG(a, w(a))(1 + ζ(s)w
′(a)) ≥ µ
3
.
De la même façon, nous pouvons prouver que
∂bG(a, w(a))(1 + ζ(s)w
′(a)) ≤ ν.
On écrit alors
µ
∫ 1
0
ζ(s)s ds ≤ ∂bG(a, b) ≤ ν
∫ 1
0
ζ(s)s ds,
et on peut estimer le membre de droite ν alors que
µ
∫ 1
0
ζ(s)s ds ≥ µ
Ç∫ 1
0
s ds−
∫ 1
0
|ζ(s)− 1| ds
å
≥ µ
Ç∫ 1
0
s ds− ε
å
≥ µ
3
.
Ainsi, nous obtenons
µ
3
≤ ∂bG(a, b) ≤ ν
et donc nous avons estimé 1 + ζw′ de la façon suivante
µ
3ν
≤ 1 + ζ(s)w′(a) ≤ 3ν
µ
. (III.156)
On termine la construction du difféomorphisme Φ que l’on va chercher sous la forme φ2 ◦φ1 ◦φ0. Pour simplifier les
écritures, nous introduisons l’application g1 : Q→ R définie par
g1(s, θ) = Jac (φ2 ◦ φ1)(s, θ)
= g ◦ φ1(s, θ)Jacφ1(s, θ)
= s|γ ∧ γ′|(θ + ζ(s)w(θ))(1 + ζ(s)w′(θ)),
dont on note qu’elle vérifie pour tous s ∈ (0, 1], θ ∈ [0, 1], g1(s, θ) > 0.
Lemme III.46
Il existe un homéomorphisme φ0 : Q→ Q de classe C1 dans Q et tel que
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1. Pour tout θ ∈ (0, 1), φ0(0, θ) = (0, θ) et φ0(1, θ) = (1, θ),
2. Pour tout (s, θ) ∈ Q,
Jac (φ2 ◦ φ1 ◦ φ0)(s, θ) = g1 ◦ φ0(s, θ)Jacφ0(s, θ) = 2mTs. (III.157)
Démonstration : Pour tout (s, θ) ∈ Q, nous introduisons v(s, θ) l’unique élément de [0, 1] tel que∫ v(s,θ)
0
g1(s
′, θ) ds′ = mTs
2. (III.158)
L’application v est bien définie car g1(s, θ) > 0 pour tout s ∈ (0, 1], θ ∈ [0, 1] et de surcroît∫ 1
0
g1(s
′, θ) ds′ = mT .
C’est d’ailleurs exactement pour cette raison que nous avons construit g1 comme dans le Lemme III.44. Observons que
v(0, θ) = 0 et v(1, θ) = 1. Par le théorème des fonctions implicites, v est de classe C1 dans (0, 1] × [0, 1] et vérifie
g1(v(s, θ), θ)∂sv(s, θ) = 2mTs; ou encore
v(s, θ)|γ ∧ γ′|(θ + ζ ◦ v(s, θ)w(θ))(1 + ζ ◦ v(s, θ)w′(θ))∂sv(s, θ) = 2mTs. (III.159)
En particulier, pour tout (s, θ) ∈ Q, ∂sv(s, θ) > 0.
Nous déduisons de la Remarque III.45 que pour tout (s, θ) ∈ Q,
µ2
3ν
s ≤ g1(s, θ) ≤ 3ν
2
µ
s.
Comme µ/2 ≤ mT ≤ ν/2, nous déduisons de (III.158) que
µ√
3ν
s ≤ v(s, θ) ≤
√
3ν
µ
s. (III.160)
On peut dès lors poser
φ0(s, θ) = (v(s, θ), θ).
On voit clairement que φ0 est bien un homéomorphisme deQ surQ qui est de classe C1 dansQ et que, de plus, φ0(0, θ) =
(0, θ), φ0(1, θ) = (1, θ) et Jacφ0(s, θ) = ∂sv(s, θ). En dérivant la formule (III.158), on obtient
2smT = g1(v(s, θ), θ)∂sv(s, θ) = g1 ◦ φ0(s, θ)Jacφ0(s, θ),
et la preuve est complète.
Remarque III.47
Nous déduisons de (III.159) et (III.156), les estimations plus précises suivantes
|v(s, θ)∂sv(s, θ)| ≤ 3ν
2
µ2
s,
qui, avec (III.160), impliquent que
|∂sv(s, θ)| ≤ 3
√
3ν3
µ3
.
Les lemmes III.44, III.46 montrent bien que, comme annoncé, l’application
Φ = φ2 ◦ φ1 ◦ φ0,
vérifie bien toutes les hypothèses du lemme III.43. La construction est résumée dans la figure III.4:
• Le côté {s = 0} de Q (en rouge sur la figure) est préservé point par point par φ0 et φ1 et envoyé sur le sommet de
T (en rouge également) par φ2.
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• Le côté {s = 1} de Q (en bleu sur la figure) est préservé point par point par φ0 et φ1 et envoyé sur σ par φ2.
• Les segments horizontaux {θ = cte} de Q (en violet) sont globalement préservés par φ0 puis déformés par φ1 et
φ2.
• Les segments verticaux {s = cte} (en vert) sont globalement préservés par φ1 et déformés par φ−10 et φ2.
Q Q Q T
Φ
φ0 φ1
φ2
Figure III.4: La construction du difféomorphisme Φ
Pour terminer la preuve du Théorème III.40, il reste à établir l’estimation suivante.
Lemme III.48
Il existe un C > 0 universel tel que
|∂sΦ(s, θ)| ≤ C ν
3
µ3
(diam(T ) +mσ).
Démonstration : Par définition, nous avons
Φ(s, θ) = v(s, θ)γ(θ + ζ ◦ v(s, θ)w(θ)).
Ainsi, nous pouvons calculer
∂sΦ(s, θ) = (∂sv(s, θ)) γ(θ + ζ ◦ v(s, θ)w(θ)) + v(s, θ)∂sv(s, θ)ζ ′(v(s, θ))w(θ)γ′(θ + ζ ◦ v(s, θ)w(θ)).
Par construction, |ζ ′|L∞ ≤ 10/ε = 100ν/µ et |w|L∞ ≤ 1. Nous déduisons alors, avec la Remarque III.47, que
|∂sΦ(s, θ)| ≤ C ν
3
µ3
(|γ|L∞ +mσ) ≤ C ν
3
µ3
(diam(T ) +mσ).
III.7 Quelques remarques sur l’implémentation
En utilisant les matrices définies dans les Sections I.6 et II.3, nous pouvons écrire le Problème III.6 sous "forme ma-
tricielle" (appelé ainsi par abus de langage mais notons tout de même que ce problème n’est pas linéaire à cause du terme
dfb(cn
M
, cn+1
M
)) de la manière suivante.
Problème III.49
Soit cnT ∈ RT donné. Trouver (cn+1T , µn+1M ) ∈ RT × RM tels que,
MMc
n+1
M
+ Γb∆tAMµ
n+1
M
= MMc
n
M
,
A∆AM,T cn+1T +AfbMMdfb(cnM, cn+1M )−MMµn+1M = 0,
A∂tMΓ∂Mcn+1∂M +A∆ΓLΓ∂Mcn+1∂M +AfsMΓ∂Mdfs(cn∂M, cn+1∂M ) +A∆N∂M,T cn+1T = A∂tMΓ∂Mcn∂M.
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Comme dans la Section I.6, du fait des discrétisations des termes non-linéaires, nous utilisons une méthode de Newton
à chaque itération. A l’itération n + 1, la solution (cnT , µ
n
M
) du Problème III.49 à l’instant tn est connu. Nous cherchons
(cn+1T , µ
n+1
M
) ∈ RT × RM solution de F (X,Y ) = 0 avec F : RT × RM → RM × RM × R∂M définie par :
F (X,Y ) =
Ñ
MMXM + Γb∆tAMY −MMcnM
A∆AM,TX +AfbMMdfb(cnM, XM)−MMY
A∂tMΓ∂MX∂M +A∆ΓLΓ∂MX∂M +AfsMΓ∂Mdfs(cn∂M, X∂M) +A∆N∂M,TX −A∂tMΓ∂Mcn∂M
é
,
avec X = (XM, X∂M).
Le principe de la méthode de Newton est le même que celui décrit dans la Section I.6.
Algorithme III.50 (Méthode de Newton pour les CL dynamiques)
• Initialisation :
– u0T = c
n
T et v
0
M
= µn
M
;
– Critère d’arrêt : eps;
– Erreur : err(0)=1.
• Algorithme : Tant que err(i)> eps, nous calculons :
wi+1 = wi −DF−1(wi)F (wi) et err(i+1) = ‖w
i+1 − wi‖
‖wi‖
où wi est le vecteur
Å
uiT
vi
M
ã
.
• Lorsque nous obtenons i=in+1 tel que err(in+1)<eps nous posons c
n+1
T = u
in+1
T et µ
n+1
M
= v
in+1
M .
Remarque III.51
Le calcul du terme DF−1(wi)F (wi) se fait en résolvant le système linéaire DF (wi)zi = F (wi) avec
DF (wi) =
Ñ
MM,T Γb∆tAM
A∆AM,T +AfbMM,TDdfb(uiM) −MM
A∂tMΓ∂M,T +A∆ΓLΓ∂M,T +AfsMΓ∂M,TDdfs(ui∂M) +A∆N∂M,T 0∂M,M
é
,
où 0∂M,M ∈MN∂M,NM est la matrice nulle etDdfb(uiM) (respectivementDdfs(ui∂M)) est la matrice diagonale dont
les coefficients diagonaux sont égaux à la dérivée de dfb (respectivement de dfs ) par rapport à la seconde variable au
point (cn
M
, ui
M
) (respectivement (cn∂M, u
i
∂M)). Nous avons notéMM,T ,M
Γ
∂M,T et L
Γ
∂M,T les matrices :
MM,T = (MM, 0M,∂M), M
Γ
∂M,T = (M
Γ
∂M, 0∂M,M), et L
Γ
∂M,T = (L
Γ
∂M, 0∂M,M)
III.8 Résultats numériques
Dans cette section nous présentons quelques illustrations numériques. Nous commençons par donner des estimations
d’erreur numériques qui permettent de valider le schéma VF4. Ensuite, nous présentons quelques résultats qualitatifs
qui permettent de comparer ce schéma avec ceux présentés dans la littérature. Nous observons également l’influence des
différents paramètres apparaissant dans la condition aux limites dynamique sur la solution obtenue. Lorsque nous ne le
préciserons pas, nous utiliserons une discrétisation semi-implicite des termes non-linéaires qui est inconditionnellement
stable et nous choisirons comme potentiel volumique de Cahn-Hilliard la fonction double-puits fb(c) = c2(1− c)2.
Les maillages utilisés sont constitués de triangles conformes. Nous choisissons comme centre xK de la maille K, le
centre du cercle circonscrit au triangle K. Si σ = L ∈ Eext, yL est alors le milieu de la corde eL.
III.8.1 Estimations d’erreur
Nous comparons ici la solution discrète obtenue avec le schéma VF4 avec la solution exacte du modèle de Cahn-Hilliard.
Cependant, nous ne connaissons pas de solution non-triviale de l’équation de Cahn-Hilliard avec des conditions aux
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limites dynamiques. Nous devons donc modifier le modèle (III.4). Nous construisons une solution exacte en ajoutant un
terme source gb dans l’équation (III.4a) et un autre gs dans la condition aux limites (III.4c). De plus, le potentiel chimique
satisfait désormais des conditions aux limites de Neumann non-homogène.
Le problème s’écrit alors de la manière suivante. Trouver la concentration de l’une des deux phases c : (0, T ) × Ω → R
telle que : 
∂tc = Γb∆µ+ gb; dans (0, T )× Ω;
µ = −A∆∆c+Afbf ′b(c); dans (0, T )× Ω;
A∂t∂tcpΓ = A∆Γ∆ΓcpΓ −Afsf ′s(cpΓ)−A∆∂nc+ gs; sur (0, T )× Γ;
∂nµ = gµ 6= 0; sur (0, T )× Γ;
c(0, .) = c0; dans Ω;
Le domaine Ω est le cercle unité, nous pouvons donc calculer facilement les coordonnées exactes des centres xL. Pour
un temps fixé tn > 0, pour tout K ∈ M (respectivement pour tout L ∈ ∂M) nous pouvons comparer la solution exacte
c(tn, xK) (respectivement c(tn, xL)) avec la solution approchée cnK (respectivement c
n
L).
Nous choisissons comme solution exacte la fonction c(t, (x, y)) = 12 (1 + tanh(5(x+ t)) et nous calculons, au temps
T = N∆t = 0.5, les normes suivantes∥∥eT
M
∥∥
L2(Ω)
‖cT
M
‖
L2(Ω)
,
∥∥eT∂M∥∥L2(Γ)
‖cT∂M‖L2(Γ)
,
∣∣eTT ∣∣1,T
|cTT |1,T
et
∣∣eT∂M∣∣1,∂M
|cT∂M|1,∂M
,
où nous avons noté eTT = (e
T
M
, eT∂M) et c
T
T = (c
T
M
, cT∂M) avec :
eT
M
=
(
c(T, xK)− cNK
)
K∈M
, eT∂M =
(
c(T, xL)− cNL
)
L∈∂M
et cT
M
= (c(T, xK))K∈M , c
T
∂M = (c(T, xL))L∈∂M .
Nous traçons ensuite (cf Figures III.5 et III.6) ces erreurs relatives
• lorsque le pas du maillage size(T ) tend vers 0 et que le pas de temps est fixé;
• lorsque le pas de temps ∆t tend vers 0 et que le pas du maillage est fixé.
Nous choisissons les paramètres volumiques suivants ε = 0.5, Γb = σb = 0.1 et les paramètres surfaciques Γs = 10,
σs = 5 avec fb(c) = fs(c) = c2(1− c)2 comme potentiels de Cahn-Hilliard.
Comme nous nous y attendions, dans chaque cas nous observons une convergence d’ordre 1 en temps au-dessus d’un
certain seuil qui dépend du pas du maillage (cf Figures III.5b, III.5d, III.6b et III.6d). En ce qui concerne la convergence
en espace, au-dessus d’un certain seuil dépendant du pas de temps, nous observons :
• Un ordre 2 en norme L2-discrète à la fois dans Ω et sur Γ (cf Figures III.5a et III.5c) : ce phénomène de super-
convergence n’est pas étonnant car il apparaît également pour le problème de Laplace pour le schéma VF4 (et
nous l’avons également observé dans le Chapitre II dans le cas de l’équation de Laplace avec des conditions aux
limites de Ventcel). La démonstration d’un point de vue théorique de cette convergence d’ordre 2 reste à ce jour un
problème ouvert.
• Une convergence d’ordre 1 en norme H1-discrète dans Ω (cf Figure III.6a) ce qui est bien ce à quoi nous nous
attendions. En fait lorsque le pas du maillage est grossier nous avons l’impression d’obtenir de l’ordre 2 mais
lorsque nous raffinons le maillage l’ordre observé se rapproche de plus en plus de l’ordre 1. Pour mieux visualiser
cet ordre 1 il faudrait raffiner encore le pas du maillage mais les limitations du logiciel Scilab (dues au manque de
mémoire disponible) nous en empêche.
• Une convergence d’ordre 2 en norme H1-discrète sur Γ (cf Figure III.6c). Nous nous attendions à observer de
l’ordre 1mais comme dans le cas du Chapitre II un phénomène de super-convergence apparaît ici qui doit sûrement
être dû là encore à la géométrie particulière des maillages que construit le logiciel Gmsh (en tout cas sur Γ).
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Figure III.5: Erreurs relatives en norme L2
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Figure III.6: Erreurs relatives en norme H1-discrète
III.8.2 Décomposition spinodale
Dans cette section, nous observons l’influence des conditions aux limites dynamiques sur la dynamique de séparation de
phase. La donnée initiale est une concentration aléatoire comprise entre 0.49 et 0.51. Notons que lorsque nous utilisons
un maillage identique pour deux cas tests différents la concentration initiale est identique.
Influence du terme de diffusion de surface
Nous allons montrer ici l’influence de l’opérateur de Laplace-Beltrami sur la dynamique de séparation de phase. Le
potentiel surfacique de Cahn-Hilliard sera égal au potentiel volumique : fs(c) = c2(1− c)2.
Pour pouvoir comparer ces résultats avec ceux obtenus dans [FMD97], le premier test est réalisé sur le rectangle
[0, 8] × [0, 4] avec un pas size(T ) ∼ 0.15 en imposant des conditions périodiques dans les directions latérales. Nous
choisissons les paramètres fixes suivants : une mobilité Γb = 1.25, une tension de surface σb = 0.015, une épaisseur
d’interface ε = 0.2 et un coefficient cinétique de surface Γs = 10. Nous faisons varier le coefficient de capillarité σs = 0
ou σs = 5. Remarquons que dans l’analyse présentée dans ce chapitre nous avons toujours imposé σs > 0 et le cas σs = 0
n’a pas été pris en compte. En effet, le fait d’imposer σs > 0 nous permet d’obtenir une borne H1-discrète sur Γ des
solution approchées et plus précisément de leur trace discrète. Cette borne est ensuite essentielle pour obtenir l’estimation
de translations en espace (et ainsi le théorème de convergence). D’un point de vue théorique l’étude de ce cas particulier
reste à faire.
(a) C.L. de Neumann (b) σs = 0 (c) σs = 5
Figure III.7: Rectangle au temps t = 0.11
Le premier phénomène que nous observons est que la séparation de phase apparaît beaucoup plus rapidement que
dans le cas de conditions aux limites de Neumann. De plus, dans le cas des conditions aux limites dynamiques, des
structures latérales apparaissent rapidement. Lorsque σs > 0 ces structures sont plus larges que les structures apparaissant
à l’intérieur alors que lorsque σs = 0 elles sont plus petites ce qui est bien en accord avec les résultats observés dans
[FMD97].
Nous voulons maintenant étudier l’influence de la géométrie du domaine sur ce phénomène. Pour cela nous consid-
érons trois domaines :
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• le cercle unité avec un pas size(T ) ∼ 0.065 et les paramètres suivants : Γb = 0.2, σb = 0.006, ε = 0.08 et Γs = 10;
• l’ellipse de demi-grand axe a = 0.5 et de demi-petit axe b = 0.3 avec un pas size(T ) ∼ 0.025 et les paramètres
suivants : Γb = 0.03, σb = 0.0025, ε = 0.03 et Γs = 10;
• domaine courbe sans géométrie particulière avec un pas size(T ) ∼ 0.065 et les paramètres suivants : Γb = 0.15,
σb = 0.006, ε = 0.07 et Γs = 10.
Le pas de temps est constant ∆t = 10−3. Nous traçons alors :
• La valeur de la solution à l’instant t dans Ω en fonction des différents conditions aux limites.
• La valeur de la trace de la solution au même instant en fonction de l’abscisse curviligne en partant d’un point donné
sur Γ puis en parcourant Γ dans le sens trigonométrique.
(a) C.L. de Neumann, Solution dans Ω
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(b) C.L. de Neumann, Trace de la solution
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(d) σs = 0, Trace de la solution
(e) σs = 5, Solution dans Ω
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(f) σs = 5, Trace de la solution
Figure III.8: Cercle au temps t = 0.1
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(f) σs = 5, Trace de la solution
Figure III.9: Ellipse au temps t = 0.085
Pour les trois domaines étudiés, nous observons les mêmes comportements :
• la séparation de phase s’effectue plus rapidement avec les conditions aux limites dynamiques;
• des structures particulières dont la taille dépend de σs apparaissent sur la paroi;
• la trace de la solution lorsque σs = 0 fluctue très rapidement en prenant alternativement les valeurs 0 et 1 (approx-
imativement) alors que pour σs = 5 la valeur de la trace est beaucoup plus régulière même si là encore elle prend
alternativement les valeurs 0 et 1;
• nous voyons apparaître des motifs qui s’organisent parallèlement au bord.
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(c) σs = 0, Solution dans Ω
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(e) σs = 5, Solution dans Ω
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(f) σs = 5, Trace de la solution
Figure III.10: Domaine quelconque au temps t = 0.09
Attraction préférentielle de la paroi
Dans cette section, nous considérons le cas où les propriétés physiques de la paroi entraînent que l’un des deux composants
est préférentiellement attiré par la paroi. Pour modéliser ce phénomène, nous considérons le potentiel surfacique fs(c) =
gs
2 c
2 − hs+gs2 c avec gs > 0, ainsi :
• lorsque hs = 0, le minimum de fs se trouve en c = 12 et donc la paroi a le même comportement vis à vis des deux
composants;
• lorsque hs > 0, le minimum de fs se trouve en c =
hs+gs
2gs
> 12 et donc la paroi attire préférentiellement la phase
pure c = 1;
• inversement, lorsque hs < 0 le minimum de fs se trouve en c =
hs+gs
2gs
< 12 et donc la paroi attire préférentiellement
la phase pure c = 0.
Remarque III.52
• La discrétisation semi-implicite de ce potentiel de surface fs s’écrit :
dfs(x, y) = f ′s
(x+ y
2
)
.
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• Dans le cas d’une discrétisation complètement implicite, pour cnT ∈ RT donné et pour tout uT ∈ RT , nous
avons :
fs(uL)− fs(cnL)− f ′s(uL)(uL − cnL) = −
gs
2
(uL − cnL)2 < 0, ∀L ∈ ∂M.
Ainsi, l’hypothèse III.20 est bien vérifiée.
Ce test est réalisé sur le domaine quelconque présenté ci-dessus avec un pas size(T ) ∼ 0.065 et les paramètres
suivants : Γb = 0.3, σb = 0.008, ε = 0.1, σs = 0.1, Γs = 10 et gs = 1. Ces résultats sont donnés au temps t = 0.25 avec
un pas de temps ∆t = 10−3.
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Figure III.11: Influence du paramètre hs
Les structures parallèles que nous observons lorsque hs = 0 (cf Figure III.11a) sont similaires à celles observées dans
[KEM+01, CPP10] et l’alternance des phases pures confirme bien que la paroi n’attire aucun des deux composants. En
revanche, dans la Figure III.11c la paroi exerce une attraction sur la phase pure c = 1 (en rouge) ce qui est bien en accord
avec le choix de hs > 0.
III.8.3 Angles de contact
Rappelons que les conditions aux limites de Neumann imposent un angle de contact entre la paroi solide et l’interface
égal à pi2 . Ce cas test illustre l’influence des conditions aux limites dynamiques sur l’angle de contact entre la paroi et
l’interface.
Nous choisissons le potentiel surfacique suivant (introduit initialement dans [Jac00], voir aussi [YZF10, Don12]) :
fs(c) = cos(θs)c
2
Å
1
3
c− 1
2
ã
+
σ1 + σ2
12σb
+
cos(θs)
12
,
où σ1 représente la tension de surface entre le fluide 1 (l’inconnu du modèle de Cahn-Hilliard de concentration c) et la
paroi, σ2 la tension de surface entre le fluide 2 (celui de concentration 1− c) et la paroi et θs est l’angle de contact statique
entre l’interface et la paroi (mesuré du côté du fluide 1) .
Alors, l’équation de Young est vérifiée à l’angle de contact θs avec la paroi :
σb cos(θs) = σ2 − σ1,
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où nous rappelons que σb est la tension de surface entre les deux fluides et la fonction fs ainsi construite satisfait (où nous
rappelons que Afs = 6σb) :
Afsfs(1) = σ1, Afsfs(0) = σ2, Afsfs
Å
1
2
ã
=
σ1 + σ2
2
et f ′s(0) = f
′
s(1) = 0.
Notons que ce potentiel ne vérifie pas l’hypothèse de dissipativité (III.3). Or, d’un point de vue numérique nous
observons que la concentration c reste bornée et donc dans les cas que nous avons considérés cette hypothèse n’intervient
pas en pratique. Nous n’observons donc aucune difficulté supplémentaire (d’un point de vue numérique) lorsque nous
utilisons ce potentiel de surface.
Dans ce cas, la discrétisation semi-implicite du potentiel de surface s’écrit :
dfs(x, y) = f ′s
(x+ y
2
)
+
cos(θs)
12
(x− y)2.
Nous nous plaçons dans les mêmes conditions que celles décrites dans les références [YZF10, Don12] (bien que dans
ces articles les auteurs étudient le couplage entre les équations de Cahn-Hilliard et celles de Navier-Stokes), il n’y a donc
pas de diffusion sur la paroi et σs = 0. Nous choisissons une condition aux limites stationnaire Γs = +∞ donc la
condition aux limites (III.4c) se réécrit :
A∆∂nc = −Afsf ′s(cpΓ); sur (0, T )× Γ.
Nous nous plaçons sur le rectangle Ω = [0, 8] × [0, 4] avec un pas size(T ) ∼ 0.15 et des conditions périodiques dans
les directions latérales. Nous choisissons les paramètres volumiques fixes suivants : une mobilité Γb = 0.1, une tension
de surface σb = 0.07 et une épaisseur d’interface ε = 0.35. La concentration initiale est une bulle posée sur le bord (cf
Figure III.12a) donnée par :
c0(x, y) =
1
2
Å
1 + tanh
Å
2
ε
(»
(x− 4)4 + y2 − 2
)ãã
Le pas de temps est dt = 0.1 et nous traçons sur les Figures III.12b et III.12c l’état stationnaire pour différentes valeurs
de θs.
(a) Concentration initiale (b) θs = pi3 (c) θs =
2pi
3
Figure III.12: Angles de contact et dynamique de l’interface
Nous observons que l’angle de contact dans la phase pure c = 1 (en rouge) entre l’interface fluide et la paroi solide
que nous demandons est toujours réalisé : pi3 sur la Figure III.12b et
2pi
3 sur la Figure III.12c.
Dans le Chapitre VII nous étudierons un modèle couplé Cahn-Hilliard/Stokes pour lequel nous observerons également
(avec le même potentiel surfacique fs) la dynamique d’angles de contact.
III.9 Conclusion et perspectives
Nous avons proposé dans ce chapitre un schéma de type volumes finis pour l’équation de Cahn-Hilliard avec des condi-
tions aux limites dynamiques sur un domaine régulier.
D’un point de vue théorique, nous avons montré la convergence des solutions approchées vers une solution faible (et donc
en particulier l’existence de cette solution) du système de Cahn-Hilliard. De plus, nous avons présenté une nouvelle es-
timation de translations en espace qui permet directement d’obtenir l’existence d’une limite dans L∞(0, T,H1(Ω)) telle
que sa trace soit dans L∞(0, T,H1(Γ)).
Du point de vue numérique, cette méthode est simple à implémenter du fait de la bonne prise en compte par le schéma
du couplage entre le domaine et sa frontière et de la géométrie courbe du domaine. Nous avons également présenté des
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résultats d’estimations d’erreur qui permettent de valider ce schéma et des résultats qualitatifs qui illustrent les différentes
propriétés du modèle de Cahn-Hilliard en fonction des propriétés physiques de la paroi et des composants.
L’une des perspectives de ce travail serait de démontrer un théorème d’estimation d’erreur d’ordre 1 en temps et en
espace similaire à celui présenté dans la Section I.5.
De plus, nous avons vu dans la Section III.8.3 que lorsque nous nous intéressons à la dynamique d’angles de contact, il
n’y a pas de diffusion sur la paroi et donc le coefficient σs, que nous avons supposé strictement positif dans ces travaux,
est nul. Or, le fait de supposer σs > 0 nous permet d’obtenir la borne H1 discrète sur la trace des solutions approchées
c∆t∂M (cf Proposition III.26) et donc d’obtenir que la trace de la limite est bien dans L
∞(0, T,H1(Γ)) (cf Théorème III.33
et Proposition III.35). Une seconde perspective serait donc d’étudier d’un point de vue théorique le cas σs = 0 qui est
d’ailleurs le cas qui nous intéressera principalement lors du couplage avec les équations de Stokes (cf Chapitre VII).
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Partie 2
Stabilité Inf-Sup du schéma DDFV pour le
problème de Stokes

121
L’approximation volumes finis du problème de Stokes est un sujet de recherche actuel et peut être divisée en deux
familles de méthodes : colocalisées et décalées. Citons par exemple les méthodes de différences finies mimétiques
[BdVGLM09, BdVL10, BdVLM10], les schémas "Discrete Duality Finite Volume" (DDFV) [Del07, Kre11], les schémas
volumes finis mixtes [DE09], le schéma SUSHI (Scheme Using Stabilization and Hybrid Interfaces) [EHL06]. Le schéma
décalé le plus célèbre est le schéma MAC [HW65, Nic92] sur des maillages cartésiens.
Dans cette partie, nous nous concentrons sur l’approximation DDFV des équations de Stokes stationnaires. Il s’agit
d’une méthode décalée car l’approximation du champ de vitesse et celle du champ de pression sont localisées sur des
volumes de contrôle différents. En fait, pour un maillage cartésien, le schéma que nous proposons ici est équivalent
(excepté sur le bord) à deux schémas MAC découplés écrits sur deux maillages différents et décalés. Par conséquent, la
méthode DDFV pour le problème de Stokes peut être considérée comme une possible extension du schéma MAC sur des
maillages généraux.
Le schéma DDFV 2D requiert des inconnues en vitesse à la fois aux sommets et aux "centres" des volumes de
contrôle. Ces deux ensembles d’inconnues permettent de reconstituer des opérateurs de gradient discret bidimensionnel
(défini sur de nouveaux éléments géométriques appelés mailles diamants) et de divergence discrète qui sont en dualité,
au sens discret, ce qui donne son nom à la méthode. Cette approche a été introduite dans [Del07] mais certains points
importants de l’analyse n’ont pas été traités, comme la question de la stabilité Inf-Sup uniforme de la méthode qui est le
sujet principal de notre travail.
Notons que, pour surmonter ces difficultés dans l’analyse, l’auteur de [Del07] propose une formulation tourbillon-
vitesse-pression du problème de Stokes et alors d’approcher la vitesse sur les mailles diamants et la pression à la fois
sur les sommets et les centres des mailles primales. Cette approche duale ne semble pas être adaptée aux conditions aux
limites de Dirichlet ou à des problèmes plus généraux comme le problème de Stokes multifluides pour lequel la viscosité
n’est plus constante sur Ω. C’est la raison pour laquelle nous pensons que l’étude de la méthode DDFV en utilisant la
formulation naturelle vitesse-pression est toujours un sujet important.
Afin de surmonter les difficultés dues à l’absence, à l’époque, d’une inégalité Inf-Sup discrète appropriée pour la
formulation DDFV naturelle, il a également été proposé dans [Kre11] d’ajouter un terme de stabilisation dans l’équation
de conservation de la masse. Avec cette technique de stabilisation habituelle, une analyse complète du schéma a été
donnée. Cependant, il a été observé numériquement dans cette référence que des approximations très précises peuvent
être obtenues sans stabilisation (ou du moins avec des paramètres de stabilisation très petits).
Ceci est notre principale motivation, dans cette partie, pour aller plus loin dans l’analyse de la stabilité Inf-Sup du
schéma DDFV (non-stabilisé). Ce schéma est facile à implémenter sur des maillages généraux (avec seulement une
boucle sur les mailles diamants), possède un stencil raisonnablement petit, est sans paramètre et possède la structure
algébrique standard de point-selle bien adaptée à de nombreux solveurs itératifs et préconditionneurs. De plus, en utilisant
les résultats de stabilité Inf-Sup démontrés dans cette partie, l’analyse d’erreur présentée dans [Kre11] peut directement
être appliquée au schéma non-stabilisé. Nous ne considérons ici que le cas 2D, mais il est intéressant de noter que les
schémas DDFV ont été étendus avec succès au cas 3D dans [CH11, CPRT09, Her07, ABHK12] pour des équations de
diffusion scalaire linéaire anisotrope et dans [KM12] pour le problème de Stokes.
La question de la stabilité Inf-Sup a été largement étudiée dans le cadre des approximations de type éléments fi-
nis/Galerkin conformes et les résultats principaux dans ce domaine peuvent être trouvés dans [BF91, EG04, GR86]
par exemple; voir aussi l’article [BBF08]. Dans de nombreux cas, la stabilité Inf-Sup peut être analysée en prouvant
l’existence de l’opérateur, appelé opérateur de Fortin, tel que présenté initialement dans [For77].
Cette stratégie a été par exemple utilisée avec succès pour l’élément de Crouzeix-Raviart [CR73] ou l’élément (mini)
P1+bulle/P1 [ABF84]. Pour l’élément généralisé de Taylor-Hood P2/P1 ou son équivalent linéaire P1isoP2/P1, une
adaptation de la méthode de Fortin est nécessaire [Ver84]. Les preuves données dans cette partie peuvent en fait être vues
comme des adaptations au cadre DDFV des idées de Verfürth, même si notre approximation du champ de pression n’est
pas continue.
En ce qui concerne les méthodes de Galerkin discontinues (voir [DPE12] pour une étude plus détaillée de cette classe
de méthodes), nous pouvons citer par exemple [CKSS02] où la méthode LDG en variables vitesse-vitesse gradient de
pression est analysée en détail, en particulier ses propriétés de stabilités Inf-Sup. Puisque cette méthode est localement
conservative, elle peut être vue en un certain sens comme une approximation volumes finis d’ordre élevé. Cependant,
cette méthode nécessite un terme de stabilisation de la pression dans l’équation de conservation de la masse. Une autre
méthode DG en formulation vitesse/pression sans stabilisation de la pression (au moins sur des maillages simplexes) est
analysée dans [GRW05]. Aucune de ces méthodes ne peut prendre en compte des maillages généraux sans stabilisation de
la pression contrairement à la méthode DDFV présentée ici. C’est une caractéristique importante des méthodes décalées.
Cette partie est organisée comme suit. Dans le Chapitre IV nous rappelons d’abord le cadre DDFV, puis nous in-
troduisons le schéma DDFV pour le problème de Stokes, nous définissons la constante Inf-Sup discrète associée et nous
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décrivons une méthode numérique permettant de la calculer. Dans le Chapitre V nous étudions d’un point de vue théorique
et numérique si la propriété de stabilité Inf-Sup est satisfaite pour différentes familles de maillages. Nous obtenons des
comportements différents qui dépendent de la géométrie particulière des mailles. Dans la Section V.1, nous étudions trois
exemples de familles de maillages pour lesquelles nous sommes en mesure de prouver la stabilité Inf-Sup incondition-
nelle du schéma et nous présentons des illustrations numériques de ces propriétés. A l’inverse, dans la Section V.2, nous
prouvons que pour d’autres familles de maillages (de type cartésiens), la stabilité Inf-Sup n’est pas vérifiée. Cependant,
nous pouvons fournir une description précise de cette instabilité en établissant qu’il existe un seul mode instable de sorte
que la stabilité Inf-Sup est vérifiée si nous imposons aux champs de pression d’être orthogonaux au mode instable. Cela
semble expliquer pourquoi, dans ces cas là, l’instabilité Inf-Sup du schéma est suffisamment faible pour que les propriétés
de convergence de la méthode soit préservées même sans stabilisation comme cela a été observé dans [Kre11].
L’idée générale sous-jacente de notre analyse est de construire une sorte d’approximation de l’opérateur de Fortin, car
la construction d’un véritable opérateur de Fortin semble compliquée, en particulier pour des maillages non conformes
(voir Propositions V.1 et V.12).
Enfin, dans la Section V.3 nous présentons plusieurs résultats numériques pour vérifier si la stabilité Inf-Sup est
vérifiée ou non pour différentes familles de maillages pour lesquelles nous ne sommes pas encore en mesure de fournir
des résultats théoriques. La conclusion de cette étude est que le schéma DDFV semble être très robuste en ce qui concerne
la propriété de stabilité Inf-Sup.
Ce travail a été accepté pour publication dans Mathematics of Computation et a été réalisé en collaboration avec F.
Boyer et S. Krell [BKN14a].
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Chapitre IV
Méthode numérique pour le calcul de la
constante Inf-Sup discrète
Le but de ce chapitre est de décrire la méthode numérique utilisée dans le Chapitre V pour étudier le comportement de la
constante Inf-Sup discrète du schéma DDFV pour le problème de Stokes et ainsi la stabilité Inf-Sup de ce schéma.
Nous commençons par rappeler les définitions et notations associées à la méthode DDFV (Section IV.1) puis dans
la Section IV.2 nous introduisons le schéma DDFV pour le problème de Stokes et nous définissons la condition Inf-Sup
discrète associée. Après avoir réécrit le problème sous forme matricielle (Section IV.3.1) nous décrivons dans la Section
IV.3.2 la méthode numérique utilisée pour calculer la constante Inf-Sup discrète pour un maillage donné. La Section IV.4
est dédiée à l’implémentation du calcul de la constante Inf-Sup discrète avec le logiciel Scilab.
Dans toute la suite de cette partie, Ω est un ouvert borné, connexe et polygonal de R2.
IV.1 Description générale du cadre DDFV
IV.1.1 Définition des maillages DDFV
Considérons deux vecteurs a,b deR2, nous notons a·b = tab ∈ R leur produit scalaire euclidien, a⊗b = atb ∈M2(R)
leur produit tensoriel et a ∧ b = det(a,b) ∈ R leur produit vectoriel. De plus, ex = t(1 0) et ey = t(0 1) forment la
base canonique de R2.
Pour deux matrices ξ, ξ˜ ∈ M2(R), nous notons (ξ : ξ˜) = Tr (tξ ξ˜) ∈ R leur produit contracté et |ξ| = (ξ : ξ)1/2 la
norme associée.
Lesmaillages Nous rappelons ici les notations principales et les définitions des maillages DDFV décrites dans [ABH07].
Un maillage DDFV T est constitué d’un maillage primal M ∪ ∂M et d’un maillage dual M∗ ∪ ∂M∗. L’exemple d’un
domaine carré avec un maillage primal localement raffiné est donné sur la Figure IV.1.
Le maillage primal (intérieur) M est un ensemble de polygones disjoints K ⊂ Ω appelées mailles intérieures telles
que ∪K = Ω. L’ensemble ∂M désigne les arêtes des volumes de contrôle du maillage M qui sont incluses dans ∂Ω qui
sont considérées comme des volumes de contrôle dégénérés.
• A chaque volume de contrôle K ∈M, nous associons un point xK. Plusieurs choix sont possibles, dans toute cette
partie nous supposerons que xK est l’isobarycentre de la maille K.
• Pour tout volume de contrôle dégénéré K ∈ ∂M, nous associons le point xK égal au milieu de la maille K.
Cette famille de points est notée X = {xK, K ∈M ∪ ∂M}.
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Mailles primales intérieures K ∈M
Centres xK
Mailles duales K∗ ∈M∗ ∪ ∂M∗
Sommets xK∗
Figure IV.1: (Gauche) Le maillage primalM ∪ ∂M; (Droite) Le maillage dualM∗ ∪ ∂M∗.
Remarque IV.1
Contrairement à la partie précédente, ici nous n’imposons pas de condition d’orthogonalité entre les centres de deux
mailles voisines.
Nous désignons par X∗ l’ensemble des sommets des volumes de contrôle du maillage M et nous le décomposons
de la manière suivante X∗ = X∗int ∪ X∗ext où X∗int ∩ ∂Ω = ∅ et X∗ext ⊂ ∂Ω. A chaque point xK∗ ∈ X∗int (respec-
tivement xK∗ ∈ X∗ext), nous associons le polygone K∗ ∈ M∗ (respectivement K∗ ∈ ∂M∗) dont les sommets sont
{xK ∈ X, tels que xK∗ ∈ K, K ∈M} (respectivement {xK∗} ∪ {xK ∈ X, tels que xK∗ ∈ K, K ∈ (M ∪ ∂M)}) et con-
struit en respectant le sens horaire des volumes de contrôle correspondants. L’ensemble des mailles K∗ ainsi construites
permet de définir l’ensembleM∗ ∪ ∂M∗ des mailles duales.
Pour toutes mailles primales K et L, nous supposons que ∂K ∩ ∂L est soit vide, soit un sommet commun, soit une
arête du maillage primal notée σ = K|L. Nous notons E l’ensemble des arêtes de ce maillage. Nous notons également
σ∗ = K∗|L∗ une arête du maillage dual et E∗ l’ensemble des arêtes du maillage dual.
Les maillages primal et dual étant définis, nous introduisons le maillage diamant D tel que Ω = ∪
D∈D
D. L’ensemble des
mailles diamants D ∈ D est défini de la manière suivante : la maille Dσ,σ∗ est le quadrilatère dont les diagonales sont
l’arête primale σ = K|L = (xK∗ , xL∗) et l’arête duale correspondante σ∗ = K∗|L∗ = (xK, xL) (cf Figure IV.2). Notons
que les mailles diamants ne sont pas nécessairement convexes. Si σ ∈ E ∩ ∂Ω, le quadrangle Dσ,σ∗ dégénère en un
triangle.
Notations Pour tout volume de contrôle K ∈M ∪ ∂M, nous notons :
• mK la mesure de la maille K,
• EK l’ensemble de ses arêtes (si K ∈M) ou le singleton {K} si K ∈ ∂M.
• DK = {Dσ,σ∗ ∈ D, σ ∈ EK},
• hK son diamètre.
Nous utilisons également les notations duales correspondantes : mK∗ , EK∗ , DK∗ et hK∗ .
Pour la maille diamant D = Dσ,σ∗ dont les sommets sont (xK, xK∗ , xL, xL∗) (cf Figure IV.2), nous définissons :
• mσ la longueur de l’arête primale σ,
• mσ∗ la longueur de l’arête duale σ∗,
• ~nσK la normale unitaire à σ orientée de xK vers xL,
• ~nσ∗K∗ la normale unitaire à σ∗ orientée de xK∗ vers xL∗ ,
• hD son diamètre,
• mD sa mesure.
IV.1. Description générale du cadre DDFV 125
xK
xL
xK∗
xL∗
σσ
∗
~nσ∗K∗
~nσK
Figure IV.2: Notations d’une maille diamant D
Nous définissons Dext comme l’ensemble des mailles diamants dont un des côtés est inclus dans ∂Ω; l’ensemble des
diamants intérieurs est alors noté Dint = D\Dext.
Mesure de régularité du maillage Le pas du maillage size(T ) est le maximum des diamètres des mailles diamants
D ∈ D. Nous introduisons un nombre positif reg(T ) qui mesure la régularité d’un maillage donné et qui est utilisé pour
effectuer l’analyse de convergence de schémas volumes finis :
reg(T ) := max
(
N ,N ∗,max
D∈D
mσmσ∗
mD
, max
K∈M
D∈DK
hK
hD
, max
K∗∈M∗∪∂M∗
D∈D
K∗
hK∗
hD
,
max
D∈D
hD√
mD
, max
K∗∈M∗∪∂M∗
hK∗√
mK∗
,max
K∈M
hK√
mK
)
,
(IV.1)
oùN etN ∗ sont respectivement le nombre maximal d’arêtes que peut comporter une maille primale et le nombre maximal
d’arêtes incidentes à un sommet. Le nombre reg(T ) doit être uniformément borné lorsque size(T ) → 0 pour obtenir les
résultats de convergence.
IV.1.2 Inconnues discrètes et projection moyenne
La méthode DDFV pour le problème de Stokes fait intervenir des inconnues décalées. Nous associons à chaque maille
primale K ∈ M ∪ ∂M une inconnue uK ∈ R2 pour la vitesse, à chaque maille duale K∗ ∈ M∗ ∪ ∂M∗ une inconnue
uK∗ ∈ R2 pour la vitesse et à chaque maille diamant D ∈ D une inconnue pD ∈ R pour la pression. Ces inconnues sont
rassemblées de la manière suivante :
uT =
Ü
uM = (uK)K∈M
u∂M = (uK)K∈∂M
uM∗ = (uK∗)K∗∈M∗
u∂M∗ = (uK∗)K∗∈∂M∗
ê
∈ (R2)T et pD = ((pD)D∈D) ∈ RD.
Nous introduisons un sous-ensemble de
(
R2
)T
qui permet de prendre en compte les conditions aux limites de Dirichlet,
E0 =
¶
uT ∈
(
R2
)T
tel que u∂M = 0 et u∂M∗ = 0
©
.
Nous définissons maintenant la projection moyenne pour tout champ de vecteurs v ∈ (H10 (Ω))2 :
P
M
mv =
ÇÅ
1
mK
∫
K
v(x)dx
ã
K∈M
å
, PM
∗
m v =
ÇÅ
1
mK∗
∫
K∗
v(x)dx
ã
K∗∈M∗
å
. (IV.2)
Nous rassemblons finalement ces projections en utilisant la notation suivante :
P
T
mv =
Ü
P
M
mv
0
P
M
∗
m v
0
ê
∈ E0, ∀ v ∈ (H10 (Ω))2. (IV.3)
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IV.1.3 Définitions des opérateurs discrets
Dans cette section nous définissons les opérateurs discrets dont nous aurons besoin pour écrire et analyser le schéma
DDFV.
Définition IV.2 (Gradient discret d’un champ de vecteurs)
Nous définissons l’opérateur de gradient discret ∇D qui envoie un champ de vecteurs de (R2)T vers un champ de
matrices de (M2(R))D de la manière suivante :
∇DuT = 1
2mD
[mσ(uL − uK)⊗ ~nσK +mσ∗(uL∗ − uK∗)⊗ ~nσ∗K∗ ] , ∀D ∈ D,
pour tout uT ∈
(
R2
)T
.
Définition IV.3 (Divergence discrète d’un champ de vecteurs)
Nous définissons l’opérateur de divergence discrète divD qui envoie un champ de vecteurs de
(
R2
)T
vers un champ
scalaire de RD de la manière suivante :
divDuT = Tr (∇DuT ) = 1
2mD
[mσ(uL − uK) · ~nσK +mσ∗(uL∗ − uK∗) · ~nσ∗K∗ ] , ∀D ∈ D,
pour tout uT ∈
(
R2
)T
.
Définition IV.4 (Divergence discrète d’un champ de matrices)
Nous définissons l’opérateur de divergence discrète divT qui envoie un champ de matrices de (M2(R))D vers un
champ de vecteurs de E0 de la manière suivante :
divKξD =
1
mK
∑
Dσ,σ∗∈DK
mσξ
D~nσK, ∀K ∈M,
divK
∗
ξD =
1
mK∗
∑
Dσ,σ∗∈DK∗
mσ∗ξ
D~nσ∗K∗ , ∀K∗ ∈M∗,
pour tout ξD ∈ (M2(R))D.
Pour pouvoir écrire le schéma DDFV sous forme plus condensée, nous définissons la divergence discrète sur le
maillage primal et sur le maillage dual par :
divMξD = (div
KξD)K∈M , div
M
∗
ξD =
(
divK
∗
ξD
)
K∗∈M∗
.
Définition IV.5 (Gradient discret d’un champ scalaire)
Nous définissons l’opérateur de gradient discret∇T envoyant un champ scalaire de RD vers un champ de vecteurs
de E0 de la manière suivante :
∇T pD = div
T (pDId), ∀pD ∈ RD.
Remarque IV.6
Nous insistons sur le fait que, par définition, divK
∗
ξD et∇
K
∗
pD sont imposés égaux à 0 pour les mailles duales du
bord K∗ ∈ ∂M∗.
En résumé, nous avons introduit quatre opérateurs :
∇D : (R2)T → (M2(R))D,
divD :
(
R2
)T → RD,
divT : (M2(R))D → E0,
∇T : RD → E0.
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IV.1.4 Produits scalaires discrets et normes associées
Tout d’abord, nous définissons les trois produits scalaires de type L2-discrets suivants :
JuT ,vT KT =
1
2
Å ∑
K∈M
mKuK · vK +∑
K∗∈M∗
mK∗uK∗· vK∗
ã
, ∀uT ,vT ∈ E0,
(pD, qD)D =
∑
D∈D
mDpDqD, ∀pD, qD ∈ RD,
(ξD : φD)D =
∑
D∈D
mD(ξ
D : φD), ∀ξD, φD ∈ (M2(R))D.
Nous pouvons alors définir les normes correspondantes :
‖uT ‖T ,2 = JuT ,uT K
1
2
T , ∀uT ∈ E0,
‖pD‖D,2 = (pD, pD)
1
2
D
, ∀pD ∈ RD,
|||ξD|||D,2 = (ξD : ξD)
1
2
D
, ∀ξD ∈ (M2(R))D.
La formule de Stokes discrète ci-dessous est vérifiée, donnant ainsi son nom à la méthode (voir par exemple [ABH07,
DO05]).
Théorème IV.7 (Formule de Stokes discrète)
Pour tout ξD ∈ (M2(R))D, uT ∈ E0, nous avons :
JdivT ξD,uT KT = −(ξD : ∇DuT )D.
Nous rappelons finalement (voir par exemple [ABH07]) que vT ∈ E0 7→ |||∇DvT |||D,2 est une norme dans E0 (vérifi-
ant une inégalité de Poincaré appropriée) et qu’il existe C1 > 0 dépendant seulement de reg(T ) telle que l’estimation de
stabilité suivante soit vérifiée :
|||∇DPTmv|||D,2 ≤ C1‖v‖H1 , ∀v ∈ (H10 (Ω))2. (IV.4)
IV.2 Modèle de Stokes et condition Inf-Sup
IV.2.1 Le problème de Stokes
Nous nous intéressons à une approximation volumes finis du problème de Stokes incompressible 2D suivant : Trouver le
champ de vitesse u : Ω→ R2 et la pression p : Ω→ R tels que :
−∆u+∇p = f , dans Ω,
divu = 0, dans Ω,
u = 0, sur ∂Ω, m(p)
def
=
1
mΩ
∫
Ω
p = 0.
(IV.5)
Nous supposons que f est une fonction de (L2(Ω))2 et nous notonsmΩ la mesure de Ω.
Rappelons que le caractère bien posé de ce problème est lié à la validité de l’inégalité suivante appelée inégalité
Inf-Sup (ou LBB),
inf
p∈L20(Ω)
(
sup
v∈(H10 (Ω))
2
b(v, p)
‖v‖H1‖p‖L2
)
> 0, (IV.6)
où b(v, p) =
∫
Ω
p (divv) et L20(Ω) = {p ∈ L2(Ω) : m(p) = 0}. Cette inégalité est connue pour être équivalente à
l’existence d’un inverse à droite continu de l’opérateur de divergence comme indiqué dans le résultat suivant (cf [GR86,
BF13]).
Proposition IV.8
Il existe un opérateur linéaire continu Π : L20(Ω)→ (H10 (Ω))2 tel que
div(Π(p)) = p, ∀p ∈ L20(Ω).
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Avant de donner l’approximation DDFV du problème de Stokes expliquons brièvement pourquoi nous n’utilisons pas
le schéma VF4 décrit dans la Partie précédente. Pour construire le schéma VF4 associé au problème de Stokes (IV.5) nous
intégrons le bilan de quantité de mouvement sur chaque maille K ∈M,
mKfK
def
=
∫
K
f =
∫
K
(−∆u+∇p) = ∑
σ∈EK
∫
σ
(−∇u · ~nσK + p~nσK)︸ ︷︷ ︸
def
= FK,σ(u,p)
.
Alors, pour pouvoir approcher le flux exact FK,σ(u, p) sur chaque maille K ∈ M il semble naturel de considérer les
inconnues discrètes suivantes :
uM = (uK)K∈M ∈ (R2)M et pE = (pσ)σ∈E ∈ RE ,
et d’approcher le flux exact FK,σ(u, p) par le flux approché :
FK,σ(uM, pE)
def
= −mσuL − uK
dK,L
+ pσmσ~nKL.
Cela conduit naturellement à définir l’opérateur de gradient de pression discret suivant :
(∇EpE)K =
1
mK
∑
σ∈EK
mσpσ~nKL.
Or pour obtenir un schéma stable, bien posé et pouvoir démontrer des résultats de convergence il est nécessaire de définir
l’opérateur de divergence discret comme l’adjoint de l’opérateur de gradient, c’est à dire :
(divMuM)σ =
2
dK,L
(uL − uK) · ~nKL.
Ainsi, nous pouvons mettre en évidence deux problèmes majeurs si nous effectuons une approximation VF4 du problème
de Stokes :
• Cet opérateur de divergence discret n’est pas consistant car il ne tient compte du champ de vitesse que dans une
direction, celle de la normale. C’est donc une approximation incomplète de l’opérateur de divergence.
• Pour un maillage cartésien, avec cette définition, le vecteur uM = 0 est l’unique champ de vecteurs à divergence
nulle qui s’annule sur la frontière. Ceci signifie qu’il y a trop de degrés de liberté en pression par rapport aux degrés
de liberté en vitesse.
Il est donc nécessaire d’utiliser des méthodes un peu plus complexes lors de l’analyse numérique du problème de
Stokes. Nous avons choisi d’utiliser le schéma DDFV qui a notamment pour avantages de ne plus imposer de condi-
tion d’orthogonalité au maillage et de pouvoir traiter des maillages non-conformes.
IV.2.2 Approximation DDFV du problème de Stokes
Le schéma DDFV pour le Problème (IV.5) s’écrit :
Problème IV.9
Trouver uT ∈ E0 et pD ∈ RD tels que :
divM(−∇DuT + pDId) = fM,
divM
∗
(−∇DuT + pDId) = fM∗ ,
divDuT = 0,
m(pD) =
∑
D∈D
mDpD = 0,
(IV.7)
avec fM = PMmf et f
M
∗
= PM
∗
m f , où les projections sont définies par (IV.2).
Formellement, pour obtenir ce schéma nous intégrons le bilan de quantité de mouvement du problème (IV.5) sur le
maillage primal intérieurM et sur le maillage dual intérieurM∗ et l’équation de conservation de la masse sur le maillage
diamant D. Les flux de masse et de quantité de mouvement sont alors approchés en utilisant les gradients DDFV définis
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dans la Section IV.1.3. La condition aux bords de Dirichlet homogène est imposée sur ∂M et ∂M∗ grâce à la définition
de l’espace E0.
Nous tenons également à souligner qu’en pratique l’implémentation de ce schéma est facile car, pour tout type de
maillage, chaque flux numérique devant être évalué dans l’équation de quantité de mouvement dépend, tout au plus, de
quatre inconnues de vitesse. En outre, la matrice du système (cf Section IV.3.1) peut être assemblée diamant par diamant
(cf Section IV.4), c’est à dire arête par arête du maillage primal.
Dans [Del07] l’auteur montre que, pour un maillage triangulaire (à angles aigus) ou un maillage de rectangle non-
conforme, le Problème IV.9 possède une unique solution. Cependant, même dans ce cas, aucune estimation de stabilité
n’a été démontrée, c’est la raison pour laquelle nous nous intéressons ici à l’étude de la condition Inf-Sup discrète pour
ce schéma.
IV.2.3 La constante Inf-Sup discrète
Etant donné T un maillage DDFV, nous définissons la constante Inf-Sup discrète βT associée au schéma (IV.7) de la
manière suivante :
βT = inf
pD∈RD
Ç
sup
vT ∈E0
bT (vT , pD)
|||∇DvT |||D,2‖pD −m(pD)‖D,2
å
, (IV.8)
où nous avons noté :
bT (vT , pD) = (div
DvT , pD)D = −JvT ,∇T pDKT , ∀vT ∈ E0, ∀pD ∈ RD. (IV.9)
Pour un maillage donné T , nous savons que le schéma (IV.7) est bien posé si et seulement si nous avons βT > 0
(voir par exemple [EG04]). En fait, puisque le problème est posé en dimension finie, il est facile de voir que βT = 0
si et seulement si, il existe un mode de pression non nul pD tel que m(pD) = 0 et ∇
T pD = 0. Dans ce cas, le couple
(vT = 0, pD) est une solution non triviale du Problème IV.9 avec 0 comme terme source, ce qui prouve que le schéma
n’est pas bien posé.
Pour une famille de maillage telle que size(T )→ 0, nous savons que le schéma est stable si et seulement si
lim inf
size(T )→0
βT > 0. (IV.10)
En supposant que cette propriété est vérifiée, il est très facile d’adapter les preuves des estimations d’erreur données dans
[Kre11] pour obtenir un résultat de convergence de notre schéma sans terme de stabilisation.
Le but de cette partie est donc d’étudier d’un point de vue théorique et numérique, si la condition de stabilité (IV.10)
est vérifiée ou non pour divers types de familles de maillages. Nous allons voir que les résultats dépendent de la géométrie
particulière des mailles, en particulier pour des maillages non conformes, qui est un cas particulièrement intéressant pour
l’application de la méthode DDFV.
IV.3 Calcul de la constante Inf-Sup
Dans cette section, nous décrivons une méthode pratique pour calculer numériquement, pour un maillage donné, la con-
stante Inf-Sup discrète (IV.8) associée au schéma DDFV pour le problème de Stokes. Le point clé est de relier la valeur
de βT aux valeurs propres d’une matrice appropriée.
IV.3.1 Reformulation sous forme d’un problème de valeurs propres
Pour être plus précis, nous définissons NT = Card(T ), ND = Card(D), nous notons 〈·, ·〉 le produit scalaire euclidien
sur les espaces R2NT et RND et | · | les normes euclidiennes associées. Nous allons réécrire (IV.7) et (IV.8) au moyen des
matrices suivantes :
• La matrice de rigidité RT ∈M2NT (R) telle que pour tout uT ∈
(
R2
)T
,
RTuT =
1
2
á Ä(−mKdivK(∇DuT ))K∈Mä
u∂MÄ(−mK∗divK∗(∇DuT ))K∗∈M∗ä
u∂M∗
ë
.
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Remarquons que RT satisfait :
〈RTuT ,vT 〉 = (∇DuT : ∇DvT )D, ∀uT ∈
(
R2
)T
, ∀vT ∈ E0.
De plus, la matrice RT envoie E0 dans E0 et est symétrique définie positive sur E0. Par conséquent, R−1T et R
±1/2
T
sont des opérateurs bien définis qui envoient E0 sur lui-même.
• La matrice de divergence BD,T ∈MND,2NT (R) telle que pour tout uT ∈ E0, pD ∈ RD,
〈BD,TuT , pD〉 = bT (uT , pD).
Notons que
BD,TuT =
(
(mDdiv
DuT )D∈D
)
et tBD,T pD =
1
2
Ü (
(−mK∇KpD)K∈M
)
0Ä(−mK∗∇K∗pD)K∗∈M∗ä
0
ê
.
Observons que, par construction, tBD,T pD ∈ E0 pour tout pD ∈ RD.
• La matrice (diagonale) de masse en pressionMD ∈MND(R) telle que pour tout pD, qD ∈ RD,
〈MDpD, qD〉 = (pD, qD)D.
La formulation matricielle du schéma (IV.7) s’écrit alors : Trouver uT ∈
(
R2
)T
et pD ∈ RD tels que
Å
RT −tBD,T
BD,T 0
ãÅ
uT
pD
ã
=
Å
1
2P
T
mf
0
ã
〈MDpD, 1D〉 = 0.
(IV.11)
En utilisant les matrices définies ci-dessus, nous pouvons maintenant reformuler (IV.8) de la manière suivante :
βT = inf
pD∈R
D
〈MDpD,1D〉=0
Ç
sup
vT ∈E0
〈BD,T vT , pD〉
〈RT vT ,vT 〉 12 〈MDpD, pD〉 12
å
. (IV.12)
Nous montrons dans le lemme suivant que, pour un maillage donné T , calculer βT revient à résoudre un problème
de valeurs propres approprié (cf [Mal81] et [BF91, Section II.3]). Nous résolvons ensuite ce problème en utilisant une
méthode d’itération de sous-espaces avec projection de Rayleigh-Ritz (cf Section IV.3.2). Nous sommes alors en mesure
de calculer la valeur réelle de βT pour différents maillages et ainsi d’étudier les propriétés de stabilité Inf-Sup du schéma
DDFV, y compris dans le cas où l’analyse théorique fait défaut.
Notation: A partir de maintenant, pour toute matrice carré réelle M possédant des valeurs propres réelles, nous
définissons λi(M) comme la ième plus petite valeur propre deM .
Lemme IV.10 (Relation avec le complément de Schur)
La constante Inf-Sup discrète βT satisfait β
2
T = λ2(SD), où SD est la matrice symétrique définie par :
SD = M
− 12
D BD,TR
−1
T
tBD,TM
− 12
D ∈MND(R).
Remarque IV.11
Si nous posons pD = M
1
2
D1D nous avons SDpD = 0, donc la plus petite valeur propre de la matrice SD est toujours
λ1(SD) = 0.
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Démonstration : Effectuons le changement de variable uT = R
1
2
T vT ∈ E0 dans (IV.12), alors :
βT = inf
pD∈R
D
〈MDpD,1D〉=0
Ñ
sup
uT ∈E0
〈
BD,TR
− 12
T uT , pD
〉
〈uT ,uT 〉
1
2 〈MDpD, pD〉
1
2
é
= inf
pD∈R
D
〈MDpD,1D〉=0
1
〈MDpD, pD〉
1
2
Ñ
sup
uT ∈E0
〈
uT , R
− 12
T
tBD,T pD
〉
|uT |
é
= inf
pD∈R
D
〈MDpD,1D〉=0
∣∣∣R− 12T tBD,T pD∣∣∣
〈MDpD, pD〉
1
2
.
Considérons maintenant β2T et effectuons le changement de variable qD = M
1
2
DpD, nous obtenons :
β2T = inf
pD∈R
D
〈MDpD,1D〉=0
〈
BD,TR
−1
T
tBD,T pD, pD
〉〈
M
1
2
DpD,M
1
2
DpD
〉 = inf
qD∈R
D
〈M
1
2
D
qD,1〉=0
〈SDqD, qD〉
|qD|2 . (IV.13)
Ainsi, en utilisant la Remarque IV.11, nous avons effectivement montré que β2T est la seconde plus petite valeur propre de
la matrice SD.
IV.3.2 Méthode de Rayleigh-Ritz
Nous décrivons ici la méthode numérique utilisée, en pratique, pour calculer la constante Inf-Sup discrète associée à un
maillage donné. En fait, ce qui nous intéresse est le calcul des k plus petites valeurs propres du complément de Schur SD,
avec k choisi raisonnablement petit. En effet, lorsque nous étudions le cas d’un maillage Inf-Sup instable (cf Section V.2),
c’est à dire lorsque λ2(SD) −−−−−−−→
size(T )→0
0, nous voudrions connaître le nombre de mode instables. Nous sommes donc
intéressés par le comportement des valeurs propres λ3(SD) et λ4(SD) par exemple.
Nous utilisons une méthode d’itération de sous-espaces avec projection, décrite par exemple dans [Saa03], qui permet
de calculer les k plus petites valeurs propres d’une matrice symétrique. Cependant, numériquement le calcul de la matrice
M
− 12
D est très coûteux, nous voudrions donc éviter ce calcul. Notons que les valeurs propres de la matrice SD sont les
mêmes que celles de la matrice S˜D = M−1D BD,TR
−1
T
tBD,T ∈MND(R) qui n’est plus symétrique.
Nous supposons ici que βT > 0, c’est à dire que le schéma DDFV pour le problème de Stokes est bien posé sur le
maillage T . Si ce n’est pas le cas, une version adaptée de la méthode décrite ci-dessous (que nous ne décrirons pas ici)
doit être utilisée. Notons que parmi tous les maillages que nous considérons, le seul pour lequel βT = 0 est le maillage
cartésien uniforme (cf Théorème V.8).
Algorithme de calcul des valeurs propres λ2(S˜D), ..., λk+1(S˜D) :
1. Choisissons QD = [q1D, . . . , q
k
D
] ∈MND,k(R) tel que :〈
MDq
i
D
, qj
D
〉
= 0, ∀(i, j) ∈ {1, . . . , k}, i 6= j
et 〈
MDq
i
D
, 1D
〉
= 0, ∀i ∈ {1, . . . , k}, (IV.14)
où 1D ∈ RD est le vecteur constant égal à 1.
Ceci est obtenu en réalisant une procédure d’orthonormalisation de Gram-Schmidt standard.
2. Nous cherchons PD = [p1D, . . . , p
k
D
] ∈MND,k(R) tel que S˜DPD = QD.
Cela revient à résoudre k problèmes de Stokes discrets de la manière suivante :Å
RT
tBD,T
BD,T 0
ãÅ
UT
PD
ã
=
Å
0
−MDQD
ã
,〈
MDp
i
D
, 1D
〉
= 0, ∀i ∈ {1, . . . , k}.
(IV.15)
Remarquons que cette matrice de Stokes n’est pas inversible. La condition (IV.14) assure l’existence et l’unicité de
la solution.
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3. Nous réalisons un processus d’orthonormalisation de Gram-Schmidt sur les colonnes de la matrice PD pour le
produit scalaire associé à la matrice de masseMD. Nous obtenons›QD ∈MND,k(R) et R˜ ∈Mk,k(R) triangulaire
supérieure telles que :
t›QDMD›QD = Id et PD = ›QDR˜. (IV.16)
4. Nous pouvons maintenant introduire la matrice symétrique C =
t›QDMDS˜D›QD ∈Mk,k(R).
Or, S˜D = M−1D BD,TR
−1
T
tBD,T donc,
C =
t›QDBD,TR−1T tBD,T›QD,
et en utilisant la seconde égalité de (IV.16), nous obtenons :
C =
t›QDBD,TR−1T (tBD,TPD) R˜−1.
Ainsi, le problème de Stokes (IV.15) permet finalement d’écrire :
C =
t‹QBD,TR−1T (−RTUT ) R˜−1
= −t›QD (BD,TUT ) R˜−1
= −t›QD (−MDQD) R˜−1
=
t›QDMDQDR˜−1.
Cette nouvelle expression de C ne contient plus la matrice RT mais simplement la matrice plus petite R˜ qui peut
être explicitement inversée et donc C peut facilement être calculée.
5. Nous calculons maintenant les vecteurs propres Y et les valeurs propres λ(C) de la matrice C. La matrice C étant
de petite taille (C ∈ Mk,k(R) avec en pratique k plus petit que 10), nous pouvons utiliser un solveur quelconque
pour ce calcul, celui de Scilab par exemple (avec la commande spec).
6. Notons D la matrice diagonale dont les coefficients sont les valeurs propres de la matrice C associées aux vecteurs
propres Y (c’est à dire tels que CY = Y D) et posons QD = ›QDY . Alors,
tQDMDQD =
tY
t›QDMD›QDY = Id,
et
tQDMDS˜DQD =
tY
t›QDBD,TR−1T tBD,T›QDY = tY CY = D.
Remarquons que pour pouvoir itérer ce processus, il reste à vérifier que le vecteur QD ainsi construit satisfait bien
la condition (IV.14) :
• Notons q˜i
D
∈ RD (i ∈ {1, . . . , k}) les vecteurs colonnes de la matrice QD. Commençons par montrer :
〈MDq˜iD, 1D〉 = 0, ∀i ∈ {1, . . . , k}.
Notons (rl,j)1≤l,j≤k les coefficients de la matrice R˜, alors la définition des matrices›QD et R˜ implique,
pi
D
=
i∑
l=1
rl,iq˜lD ⇒ 〈MDpiD, 1D〉 =
i∑
l=1
rl,i〈MDq˜lD, 1D〉, ∀i ∈ {1, . . . , k}.
Le résultat se déduit alors facilement par récurrence en remarquant que les coefficients diagonaux de la matrice
R˜ sont strictement positifs.
• Notons yi = (yil)1≤l≤ND les vecteurs colonnes de la matrice Y , alors la définition de QD implique :
qi
D
=
k∑
l=1
yil q˜
l
D
⇒ 〈MDqiD, 1D〉 =
i∑
l=1
yil〈MDq˜lD, 1D〉 = 0, ∀i ∈ {1, . . . , k}.
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7. Nous itérons ce processus jusqu’à ce que le critère d’arrêt suivant soit vérifié :
|λj(C)− λj(Cold)|
|λj(C)| < tol, ∀j ∈ {1, · · · , k},
où Cold est la matrice C calculée à l’itération précédente et tol > 0 est une tolérance fixée que nous avons définie.
A la fin de cet algorithme, les valeurs propres de la matrice C sont des approximations de λ2(SD), ..., λk+1(SD).
Remarque IV.12
Considérons un vecteur propre pD associé à la constante Inf-Sup βT , alors le changement de variable qD = M
1
2
DpD
dans la démonstration du Lemme IV.10 implique que le vecteurM
1
2
DpD est un vecteur propre de la matrice SD associé
à la valeur propre β2T . De plus, l’équivalence suivante est satisfaite :
qD vecteur propre de SD ⇔M−1D BD,TR−1T tBD,T
(
M
− 12
D qD
)
= λ
(
M
− 12
D qD
)
⇔ pD = M−
1
2
D qD vecteur propre de S˜D.
Ainsi, cet algorithme nous fournit également une approximation du mode propre associé à la constante Inf-Sup. Cela
nous sera utile pour tracer, si besoin, les modes instables du problème de Stokes discret.
IV.4 Quelques remarques sur l’implémentation
IV.4.1 Construction des matrices
A partir de la structure mesh définie dans la Section I.6 nous pouvons construire les matrices définies dans la Section
IV.3.1 en les assemblant diamant par diamant. Pour cela, pour tout K∗ ∈ M∗ ∪ ∂M∗, nous avons besoin de définir la
normale unitaire à une arête duale σ∗ sortante à K∗. Ainsi, pour l’arête numéro k nous ajoutons l’information suivante
dans la structure mesh : Normale unitaire au segment [xK, xL] allant de xK∗ vers xL∗ ,
mesh.aretes(k,_NS_KSLS_X), mesh.aretes(k,_NS_KSLS_Y)
Rappelons les définition des matrices de rigidité RT et de divergence BD,T , pour tout uT ∈
(
R2
)T
nous avons :
RTuT =
1
2

(( ∑
Dσ,σ∗∈DK
−mσ∇DuT · ~nσK
)
K∈M
)
u∂M(( ∑
Dσ,σ∗∈DK∗
−mσ∗∇DuT · ~nσ∗K∗
)
K∗∈M∗
)
u∂M∗

et BD,TuT =
(
(mDdiv
DuT )D∈D
)
.
Nous introduisons donc les flux suivants :
flux_NN =
m2σ
2mD
, flux_NNS = flux_NSN =
mσmσ∗
2mD
~nσK · ~nσ∗K∗ , flux_NSNS =
m2σ∗
2mD
et la Définition IV.2 du gradient discret permet d’écrire pour tout uT ∈
(
R2
)T
, D ∈ D :
−mσ∇DuT · ~nσK = flux_NN ∗ (uK − uL) + flux_NNS ∗ (uK∗ − uL∗),
−mσ∗∇DuT · ~nσ∗K∗ = flux_NSN ∗ (uK − uL) + flux_NSNS ∗ (uK∗ − uL∗).
De plus, la Définition IV.3 de la divergence discrète donne pour tout uT ∈
(
R2
)T
, D ∈ D :
mDdiv
DuT = flux_N(uL − uK) + flux_NS(uL∗ − uK∗),
où nous avons noté :
flux_N =
1
2
mσ~nσK et flux_NS =
1
2
mσ∗~nσ∗K∗ .
Nous construisons alors la mesure des diamants mesD et le produit scalaire entre les normales primale et duale N_sca_NS :
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mesD= mesh.aretes(:,_MES_K_KS)+mesh.aretes(:,_MES_K_LS)...
+mesh.aretes(:,_MES_L_KS)+mesh.aretes(:,_MES_L_LS);
N_sca_NS= mesh.aretes(:,_N_KL_X).*mesh.aretes(:,_NS_KSLS_X)...
+mesh.aretes(:,_N_KL_Y).*mesh.aretes(:,_NS_KSLS_Y);
nous pouvons ainsi définir les différents flux :
flux_NN=0.5*mesh.aretes(:,_MES).^2 ./mesD;
flux_NNS=0.5*mesh.aretes(:,_MES).*mesh.aretes(:,_DKL).*N_sca_NS ./mesD;
flux_NNS=flux_NSN
flux_NSNS=0.5*mesh.aretes(:,_DKL).^2 ./mesD;
flux_N_X= 12mσ~nσK · ex =0.5*mesh.aretes(:,_MES).*mesh.aretes(:,_N_KL_X);
flux_N_Y= 12mσ~nσK · ey =0.5*mesh.aretes(:,_MES).*mesh.aretes(:,_N_KL_Y);
flux_NS_X= 12mσ∗~nσ∗K∗ · ex =0.5*mesh.aretes(:,_MES).*mesh.aretes(:,_N_KSLS_X);
flux_NS_Y= 12mσ∗~nσ∗K∗ · ey =0.5*mesh.aretes(:,_MES).*mesh.aretes(:,_N_KSLS_Y);
Numériquement, pour tout uT ∈
(
R2
)T
, nous choisissons d’ordonner l’inconnue u correspondante de la manière suiv-
ante :
u =

(uK · ex)K∈M
(uK∗ · ex)K∗∈M∗
(uK∗ · ex)K∗∈∂M∗
(uK · ey)K∈M
(uK∗ · ey)K∗∈M∗
(uK∗ · ey)K∗∈∂M∗ .

Remarquons que nous ne prenons pas en compte l’inconnue u∂M qui est nulle (du fait des conditions de Dirichlet ho-
mogène). De plus, d’après la définition de la matrice RT , nous avons besoin d’identifier les sommets du bord :
// Identification des sommets intérieurs
v_INT=find(mesh.aretes(:,_L)>0);
som_bord(mesh.aretes(v_INT,_KS)=1;
som_bord(mesh.aretes(v_INT,_LS)=1;
// Identification des sommets du bord
v_EXT=find(mesh.aretes(:,_L)==0);
som_bord(mesh.aretes(v_EXT,_KS)=0;
som_bord(mesh.aretes(v_EXT,_LS)=0;
Notons mesh.nb_som le nombre de sommets du maillage primal et mesh.nb_vol le nombre de mailles primales
intérieures, alors nous pouvons construire les matrices RT =R, BD,T =B etMD =M_D de la manière suivante :
• Pour toutes les arêtes :
R(mesh.aretes(:,_K),mesh.aretes(:,_K))← +flux_NN;
R(mesh.nb_vol+mesh.aretes(:,_KS),mesh.nb_som+mesh.aretes(:,_KS))
← +flux_NSNS.*som_bord(mesh.aretes(:,_KS))...
+1-som_bord(mesh.aretes(:,_KS));
R(mesh.nb_vol+mesh.aretes(:,_LS),mesh.nb_som+mesh.aretes(:,_LS))
← +flux_NSNS.*som_bord(mesh.aretes(:,_LS))...
+1-som_bord(mesh.aretes(:,_LS));
B_X(:,mesh.aretes(:,_K))← -flux_N_X;
B_Y(:,mesh.aretes(:,_K))← -flux_N_Y;
M_D(mesh.aretes(:,_K),mesh.aretes(:,_K))← +mesD;
• Seulement pour les arêtes intérieures :
– Contribution à l’équation de la maille K ∈M :
R(mesh.aretes(v_INT,_K),mesh.aretes(v_INT,_L))← -flux_NN(v_INT);
R(mesh.aretes(v_INT,_K),mesh.nb_vol+mesh.aretes(v_INT,_KS))
← +flux_NNS(v_INT);
R(mesh.aretes(v_INT,_K),mesh.nb_vol+mesh.aretes(v_INT,_LS))
← -flux_NNS(v_INT);
– Contribution à l’équation de la maille L ∈M :
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R(mesh.aretes(v_INT,_L),mesh.aretes(v_INT,_L))← +flux_NN(v_INT);
R(mesh.aretes(v_INT,_L),mesh.aretes(v_INT,_K))← -flux_NN(v_INT);
R(mesh.aretes(v_INT,_L),mesh.nb_vol+mesh.aretes(v_INT,_LS))
← +flux_NNS(v_INT);
R(mesh.aretes(v_INT,_L),mesh.nb_vol+mesh.aretes(v_INT,_KS))
← -flux_NNS(v_INT);
B_X(v_INT,mesh.aretes(v_INT,_L))← +flux_N_X;
B_Y(v_INT,mesh.aretes(v_INT,_L))← +flux_N_Y;
– Contribution à l’équation de la maille K∗ ∈M∗ ∪ ∂M∗ :
R(mesh.nb_vol+mesh.aretes(v_INT,_KS),mesh.nb_vol+mesh.aretes(v_INT,_LS))
← -flux_NSNS(v_INT).*som_bord(mesh.aretes(v_INT,_KS));
R(mesh.nb_vol+mesh.aretes(v_INT,_KS),mesh.aretes(v_INT,_K))
← +flux_NSN(v_INT).*som_bord(mesh.aretes(v_INT,_KS));
R(mesh.nb_vol+mesh.aretes(v_INT,_KS),mesh.aretes(v_INT,_L))
← -flux_NSN(v_INT).*som_bord(mesh.aretes(v_INT,_KS));
B_X(v_INT,mesh.nb_vol+,mesh.aretes(v_INT,_KS))
← -flux_NS_X.*som_bord(mesh.aretes(v_INT,_KS));
B_Y(v_INT,mesh.nb_vol+mesh.aretes(v_INT,_KS))
← -flux_NS_Y.*som_bord(mesh.aretes(v_INT,_KS));
– Contribution à l’équation de la maille L∗ ∈M∗ ∪ ∂M∗ :
R(mesh.nb_vol+mesh.aretes(v_INT,_LS),mesh.nb_vol+mesh.aretes(v_INT,_KS))
← -flux_NSNS(v_INT).*som_bord(mesh.aretes(v_INT,_LS));
R(mesh.nb_vol+mesh.aretes(v_INT,_LS),mesh.aretes(v_INT,_L))
← +flux_NSN(v_INT).*som_bord(mesh.aretes(v_INT,_LS));
R(mesh.nb_vol+mesh.aretes(v_INT,_LS),mesh.aretes(v_INT,_K))
← -flux_NSN(v_INT).*som_bord(mesh.aretes(v_INT,_LS));
B_X(v_INT,mesh.nb_vol+mesh.aretes(v_INT,_LS))
← +flux_NS_X.*som_bord(mesh.aretes(v_INT,_LS));
B_Y(v_INT,mesh.nb_vol+mesh.aretes(v_INT,_LS))
← +flux_NS_Y.*som_bord(mesh.aretes(v_INT,_LS));
Pour finir la construction de la matrice RT =R, nous effectuons les opérations suivantes :
R=0.5*R; et R=[R , spzeros(R) ; spzeros(R) , R];
et pour la matrice BD,T =B, nous avons :
B=[B_X , B_Y];
IV.4.2 Le problème des pressions constantes
Dans l’algorithme de calcul de la constante Inf-Sup (cf Section IV.3.2), lors de l’étape 2, nous devons résoudre le problème
de Stokes (IV.15). Comme nous l’avons déjà précisé, pour que ce système admette une unique solution, nous devons
imposer que tous les vecteurs colonnes de PD soient à moyenne nulle. Numériquement, pour réaliser cette condition,
nous résolvons en fait le problème suivant : Trouver ›PD = [p˜1D, . . . , p˜kD] ∈ MND−1,k(R) et UT = [u1T , . . . , ukT ] ∈
M2NT ,k(R) tels que : Ç
RT
t
B˜D,T
B˜D,T 0
åÇ
UT›PDå = Ç 0−M˜DQDå , (IV.17)
où B˜D,T ∈ MND−1,k (respectivement M˜D ∈ MND−1,ND ) est la matrice BD,T (respectivement MD) privée de sa
dernière ligne.
Une fois ce système (qui admet bien une unique solution) résolu, nous posons :
PD = [p1D, . . . , p
k
D
] ∈MND,k(R) avec piD =
Ç
p˜i
D
0
å
, ∀i ∈ {1, . . . , k},
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puis finalement pour tout i ∈ {1, . . . , k},
pi
D
= pi
D
− 1
mΩ
〈MDpiD, 1〉1D. (IV.18)
Ainsi, pour tout i ∈ {1, . . . , k} nous avons bien 〈MDpiD, 1〉 = 0. Il reste à vérifier que PD = [p1D, . . . , pkD] ∈ MND,k(R)
ainsi construit est bien solution du problème de Stokes (IV.15) :
• En remarquant que tBD,T 1D = 0, la définition (IV.18) de PD donne,
RTUT +
tBD,TPD = RTUT +
tBD,TPD = RTUT +
t
B˜D,T›PD = 0.
• Notons Bl
D,T (respectivement M
l
D
) la lème ligne de la matrice BD,T (respectivement MD), alors sachant que
B˜D,TUT = −M˜DQD, il suffit de montrer que :
BND
D,T u
i
T = −MNDD qiD, ∀i ∈ {1, . . . , k}.
Or, le fait que tBD,T 1D = 0 et la condition (IV.14) impliquent :
〈BD,T uiT +MDqiD, 1D〉 = 〈uiT , tBD,T 1D〉+ 〈MDqiD, 1D〉 = 0, ∀i ∈ {1, . . . , k}.
Donc, en remarquant que si B˜D,TUT = −M˜DQD alors BlD,T uiT = −M lDqiD pour tout l ∈ {1, . . . , ND − 1} et
pour tout i ∈ {1, . . . , k} nous avons :
BND
D,T u
i
T +M
ND
D
qi
D
= −
ND−1∑
l=1
(
Bl
D,T u
i
T +M
l
D
qi
D
)
= 0.
Nous venons donc de montrer que BD,TUT = −MDQD.
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Chapitre V
Etude de la stabilité Inf-Sup du problème de
Stokes
Ce chapitre est dédié à l’analyse de la propriété de stabilité Inf-Sup pour le schéma DDFV aussi bien d’un point de vue
théorique que numérique (en utilisant la méthode décrite dans le Chapitre IV). Nous commençons (cf Section V.1) par
l’étude de trois familles de maillages pour lesquelles nous montrons une propriété de stabilité Inf-Sup inconditionnelle.
Ensuite dans la Section V.2 nous nous intéressons au cas des maillages cartésiens (conformes uniformes et non-conformes)
pour lesquels nous montrons que la propriété de stabilité Inf-Sup n’est pas vérifiée. Cependant, nous démontrons égale-
ment qu’il existe un unique mode instable et que si nous imposons aux champs de pressions d’être orthogonaux à ce
mode, alors la propriété de stabilité Inf-Sup est vérifiée, c’est ce que nous appelons la propriété de stabilité Inf-Sup de
codimension 1. Pour finir, la Section V.3 est consacrée à la présentation de résultats numériques (que nous ne sommes
pas pour le moment en mesure de démontrer) permettant d’observer si la propriété de stabilité Inf-Sup est vérifiée ou non
pour différents types de maillages très généraux.
V.1 Stabilité Inf-Sup inconditionnelle
Dans cette section nous étudions trois familles de maillages sur le carré unité Ω =]0, 1[2 pour lesquelles nous sommes en
mesure de prouver la stabilité Inf-Sup inconditionnelle du schéma DDFV pour le problème de Stokes :
• La famille de maillages composés de triangles conformes (cf Figure V.1a) : notons que tous les résultats concernant
cette famille de maillages sont également vérifiés pour tout autre domaineΩ connexe et polygonal (avec un maillage
composé de triangles).
• La famille de maillages composés de triangles non-conformes (cf Figure V.1b) : ces maillages sont obtenus en
commençant par effectuer un maillage rectangle k × k du sous-domaine ]0, 0.5[×]0, 1[ et un maillage rectangle
2k × 2k du sous-domaine ]0.5, 1[×]0, 1[, puis en divisant chaque rectangle en deux triangles. Nous obtenons un
maillage de triangles non-conformes. Notons que les arêtes non-conformes sont situées le long d’une unique droite
appelée interface.
• La famille de maillages en damier (cf Figure V.1c) : nous partons d’un maillage cartésien uniforme de Ω, puis
nous divisons la moitié des mailles en quatre carrés plus petits comme décrit sur la figure. Ceci nous donne une
famille de quadrangles non-conformes. Notons que, contrairement au cas précédent, il y a un grand nombre d’arêtes
non-conformes dans ce maillage (en proportion quasi-constante par rapport au nombre total d’arêtes du maillage).
V.1.1 Observations numériques pour une première série de maillages
Pour chacune des trois familles de maillages décrites ci-dessus, nous calculons numériquement la racine carrée de la
seconde plus petite valeur propre de la matrice SD obtenue par la méthode d’itération de sous-espaces avec projection de
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(a) Maillage triangles conformes (b) Maillage triangles non-conformes (c) Maillage en damier
Figure V.1: Série de maillages Inf-Sup stables
Rayleigh-Ritz (décrite dans la Section IV.3.2)
Dans chaque cas, nous observons le comportement de βT =
√
λ2(SD) en fonction du pas du maillage (voir Figure
V.2).
10−3 10−2 10−1 100
10−1
100
Maillages triangles conformes, Fig. V.1a
Maillages triangles non-conformes, Fig. V.1b
Maillages en damier, Fig. V.1c
Figure V.2: Etude de la stabilité pour une première série de maillages; βT en fonction de size(T )
Nous déduisons de ces tests numériques que le schéma DDFV semble être Inf-Sup stable pour ces familles de mail-
lages, puisque nous observons que βT est minorée par une constante strictement positive lorsque le pas du maillage
size(T ) tend vers 0.
V.1.2 Démonstration de la stabilité Inf-Sup pour certaines familles de maillages
Dans cette section, nous montrons que la stabilité observée numériquement sur la Figure V.2 a effectivement lieu pour ces
familles de maillages.
L’analyse est basée sur le théorème général que nous donnons ci-dessous (Théorème V.2). Il s’appuie sur la propriété
suivante qui est démontrée dans [Kre11, Prop. 5.5]. Elle consiste à montrer que l’opérateur de projection PTm est, en un
certain sens, proche d’un opérateur de Fortin.
Proposition V.1
Soit T un maillage DDFV associé à Ω. Il existe une constante C2 > 0, dépendant seulement de reg(T ), telle que
pour tout v ∈ (H10 (Ω))2 et pD ∈ RD,∣∣∣∣ ∑
D∈D
∫
D
pD (div
DvT − divv) dz
∣∣∣∣ ≤ C2|pD|h‖v‖H1 , (V.1)
où vT = P
T
mv est la projection moyenne de v sur le maillage T (cf (IV.3)).
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Dans ce résultat, la semi-norme | · |h sur RD est définie par
|pD|2h =
∑
D,D′∈D
D|D′
(h2D + h
2
D′)(pD′ − pD)2, ∀pD ∈ RD, (V.2)
où la notation D|D′ signifie que D et D′ ont un côté commun; nous dirons qu’ils sont voisins.
Théorème V.2 (Résultat général de stabilité Inf-Sup)
Soit T un maillage DDFV sur un domaine connexe polygonal Ω. Supposons qu’il existe αT ≥ 1 tel que :
|pD|h ≤ αT ‖hT∇T pD‖T ,2, ∀pD ∈ RD. (V.3)
Alors il existe une constante C3 > 0, dépendant seulement de reg(T ), telle que :
C3
αT
‖pD −m(pD)‖D,2 ≤ sup
vT ∈E0
bT (vT , pD)
|||∇DvT |||D,2 , ∀pD ∈ R
D, (V.4)
c’est à dire βT ≥ C3/αT .
En conséquence, si nous considérons une famille régulière de maillages (c’est à dire telle que reg(T ) est bornée quand
size(T ) → 0), alors la stabilité Inf-Sup du schéma sera prouvée si nous pouvons obtenir la propriété d’équivalence des
normes (V.3) avec un nombre αT qui est borné lorsque size(T ) → 0. Prouver cette dernière propriété sera le but des
Propositions V.3, V.5 et V.6 pour différents types de familles de maillages.
Démonstration : Fixons pD ∈ RD. Quitte à ajouter une constante à pD, il est clair que nous pouvons toujours
supposer quem(pD) = 0.
SoitC2 > 0 la constante apparaissant dans (V.1) etΠ l’inverse à droite continu de la divergence, tel qu’il a été introduit
dans la Proposition IV.8.
Nous divisons l’analyse en deux cas de la même manière que pour la preuve classique de la stabilité Inf-Sup de
l’élément fini de Taylor-Hood (cf [EG04, GR86]).
• Dans le premier cas, nous supposons que pD est tel que
‖hT∇T pD‖T ,2 ≤ 1
2‖Π‖C2αT ‖pD‖D,2. (V.5)
Puisque l’intégrale de la fonction constante par morceaux pD =
∑
D∈D
pD1D ∈ L2(Ω) est égale à 0 sur Ω, nous
pouvons prendre v = Π(pD) (cf Définition IV.8) de sorte que :
divv = pD et ‖v‖H1 ≤ ‖Π‖‖pD‖D,2. (V.6)
Nous posons maintenant vT = P
T
mv ainsi, par construction, nous avons vT ∈ E0. En utilisant (IV.4), nous
obtenons :
|||∇DvT |||D,2 ≤ C1‖v‖H1 ≤ ‖Π‖C1‖pD‖D,2. (V.7)
Nous ajoutons et soustrayons
∑
D∈D
∫
D
pDdivv à bT (vT , pD) et nous utilisons (V.6) ce qui donne :
bT (vT , pD) = ‖pD‖2D,2 +
∑
D∈D
∫
D
pD (div
DvT − divv) .
La Proposition V.1 et l’estimation (V.6) impliquent,
bT (vT , pD) ≥ ‖pD‖2D,2 − ‖Π‖C2|pD|h‖pD‖D,2.
Appliquons maintenant l’hypothèse (V.3),
bT (vT , pD) ≥ ‖pD‖2D,2 − ‖Π‖C2αT ‖hT∇T pD‖T ,2‖pD‖D,2.
Par l’hypothèse (V.5), il est alors clair que :
bT (vT , pD) ≥ 1
2
‖pD‖2D,2.
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Ainsi, selon (V.7), en posant β1 =
1
2‖Π‖C1 nous obtenons finalement :
β1‖pD‖D,2 ≤ sup
vT ∈E0
bT (vT , pD)
|||∇DvT |||D,2 .
• Pour le second cas, nous supposons que pD est tel que :
‖hT∇T pD‖T ,2 ≥ 1
2‖Π‖C2αT ‖pD‖D,2. (V.8)
Dans ce cas, nous n’utilisons pas l’opérateur Π mais nous construisons directement vT ∈ E0 comme suit :®
vK = −h2K∇KpD, ∀K ∈M, vK = 0, ∀K ∈ ∂M,
vK∗ = −h2K∗∇K
∗
pD, ∀K∗ ∈M∗, vK∗ = 0, ∀K∗ ∈ ∂M∗.
(V.9)
Pour tout D ∈ D, en utilisant la Définition IV.2 nous avons, pour un certain C > 0 dépendant seulement de reg(T ),
mD|∇DvT |2 ≤ C
(|vK − vL|2 + |vK∗ − vL∗ |2)
≤ 2C (|vK|2 + |vL|2 + |vK∗ |2 + |vL∗ |2)
= 2C
(|h2K∇KpD|2 + |h2L∇LpD|2 + |h2K∗∇K∗pD|2 + |h2L∗∇L∗pD|2)
≤ 2Creg(T )2(mK|hK∇KpD|2 +mL|hL∇LpD|2 +mK∗ |hK∗∇K∗pD|2 +mL∗ |hL∗∇L∗pD|2).
Il s’ensuit que, pour un certain C4 > 0 dépendant seulement de reg(T ), nous avons :
|||∇DvT |||D,2 ≤ C4‖hT∇T pD‖T ,2.
De plus, par (V.9) nous obtenons :
bT (vT , pD) = −JvT ,∇T pDKT = ‖hT∇T pD‖2T ,2.
Ainsi, nous concluons en posant β2 =
1
2C4‖Π‖C2 , ce qui donne :
bT (vT , pD)
|||∇DvT |||D,2 ≥
1
C4
‖hT∇T pD‖T ,2 ≥ β2
αT
‖pD‖D,2.
En remarquant que par définition αT ≥ 1, le résultat est démontré avec C3 = min(β1, β2) qui ne dépend en effet que de
reg(T ).
Notre stratégie consiste désormais à étudier si, pour chacune des familles de maillages décrites ci-dessus, l’inégalité
(V.3) est satisfaite pour un certain αT uniformément borné quand size(T )→ 0. Cette inégalité correspond à une estima-
tion de la différence entre deux valeurs de pression sur des mailles diamants voisines, en terme de gradient de pression
DDFV qui est défini sur les maillages primal et dual. La difficulté vient du fait que la valeur du gradient de pression sur
une maille donnée dépend de la valeur des pressions sur toutes les mailles diamants qui lui sont associées. Par conséquent,
il n’est pas forcément facile de déduire une estimation de la différence entre deux valeurs de pression.
Pour effectuer cette analyse, nous introduisons les notations suivantes :
Notations Considérons une maille primale K et trois mailles diamants D, D′, D′′ de K
• Nous notons pD
K−→ pD′ s’il existe C dépendant seulement de reg(T ) tel que
|pD − pD′ | ≤ CmK
hK
|∇KpD| .
Nous écrirons
®
pD′
pD′′
K−→ pD si nous avons à la fois pD K−→ pD′ et pD K−→ pD′′ .
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• Nous notons pD
K−→
®
pD′
pD′′
s’il existe C dépendant seulement de reg(T ) et un certain θ ∈ [0, 1] tel que
|θ(pD − pD′) + (1− θ)(pD − pD′′)| ≤ CmK
hK
|∇KpD| .
• Des notations similaires sont utilisées pour les mailles duales K∗ ∈M∗ à la place des mailles primales K ∈M.
Proposition V.3 (Le cas du maillage triangles conformes)
Pour une famille de maillages triangles conformes (cf Figure V.1a), l’inégalité (V.3) est satisfaite avec αT dépendant
seulement de reg(T ).
En conséquence, pour une famille régulière de maillages triangles conformes, le schéma DDFV est Inf-Sup stable.
Démonstration : Pour tout volume de contrôle primal K, il existe trois mailles diamants appartenant à DK (une par
arête), que nous notons D1,D2,D3. Par définition du gradient de pression discret, nous avons :
mK∇
KpD =
3∑
i=1
mσipDi~nσiK et
3∑
i=1
mσi~nσiK = 0.
Ce qui implique, par exemple,
mK∇
KpD = mσ1(pD1 − pD3)~nσ1K +mσ2(pD2 − pD3)~nσ2K.
Nous utilisons maintenant la formule
2mK =
∣∣(mσi~nσiK) ∧ (mσj~nσjK)∣∣ , ∀i 6= j,
pour obtenir
|pD1 − pD3 | =
mσ2
2
|∇KpD ∧ ~nσ2K| ≤ C
mK
hK
|∇KpD| .
Nous venons donc de prouver que pD1
K−→ pD3 et les mêmes arguments permettent d’obtenir une estimation similaire pour
les deux autres possibilités de couples de mailles diamants associées à K.
La somme des ces estimations sur tout le domaine donne le résultat :
|pD|2h =
∑
D,D′∈D
D|D′
(h2D + h
2
D′)(pD′ − pD)2
≤ C(reg(T )) ∑
K∈M
h2KmK|∇KpD|2 ≤ C(reg(T ))‖hT∇T pD‖2T ,2.
Remarque V.4
Notons que, dans cette preuve, nous n’avons pas utilisé le gradient de pression sur les mailles duales. En fait, la même
preuve est valable si nous supposons seulement que les mailles duales sont des mailles triangles conformes.
Proposition V.5 (Le cas du maillage triangles non-conformes)
Pour la famille de maillages triangles non-conformes décrites sur la Figure V.1b, l’inégalité (V.3) est vérifiée avec
αT dépendant seulement de reg(T ).
En conséquence, pour cette famille particulière de maillages triangles non-conformes, le schéma DDFV est Inf-
Sup stable.
Démonstration : Notons que si le volume de contrôle K n’a aucune arête sur l’interface ou si K se trouve du côté
droit de l’interface, alors nous pouvons appliquer la même preuve que pour la proposition précédente.
Ainsi, le seul cas que nous devons étudier est celui où une maille primale K se trouve juste à gauche de l’interface.
Même s’il est en forme de triangle un tel volume de contrôle est en fait un quadrangle dégénéré puisqu’il a 4 mailles
voisines donc 4 arêtes et 4 mailles diamants associées. C’est la raison pour laquelle cette situation est différente, et plus
compliquée, que celle étudiée dans la proposition précédente.
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›K1 ›K2
›K3D˜2
D˜1
D2
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D3
D4
Figure V.3: Notations près de l’interface pour le maillage V.1b
La situation que nous étudions est décrite sur la Figure V.3. Nous devons borner toutes les différences de pressions
voisines possibles dans la maille K (c’est à dire pD1 − pD2 , pD1 − pD4 , pD2 − pD3 et pD3 − pD4 ) par une certaine
quantité dépendant seulement de la valeur du gradient de pression sur un petit nombre (fixé) de mailles. Ici, nous allons
obligatoirement avoir besoin d’utiliser les mailles primales voisines pour obtenir le résultat attendu. En effet, la différence
de pression pD1 − pD2 , par exemple, ne peut pas être majorée en utilisant simplement le gradient de pression sur la maille
primale K donnée. En effet, si pD3 = pD4 = 0 et pD1 = −mσ2mσ1 pD2 6= 0, alors∇
KpD est nul alors que pD1 − pD2 6= 0.
• Nous commençons par obtenir une borne sur la différence de pressions pD1 − pD2 en utilisant les gradients de
pression sur les volumes de contrôle se trouvant autour de K. Nous pouvons voir sur la Figure V.3, et en utilisant le
même argument que dans la preuve de la Proposition V.3, que la suite suivante est vérifiée :
pD1
K˜1−−→ p‹D1 K˜2−−→ p‹D2 K˜3−−→ pD2 ,
de sorte que, par l’inégalité triangulaire nous obtenons :
|pD1 − pD2 | ≤ C
Ç
m‹K1
h‹K1 |∇K˜1pD|+ m‹K2h‹K2 |∇K˜2pD|+ m‹K3h‹K3 |∇K˜3pD|å .
• Nous pouvons maintenant étudier le gradient de pression dans le volume de contrôle étudié K et utiliser que~nσ1K =
~nσ2K, de sorte que :
mK∇
KpD = (mσ1(pD1 − pD4) +mσ2(pD2 − pD4))~nσ1K +mσ3(pD3 − pD4)~nσ3K,
ce qui implique,
|pD3 − pD4 | =
mσ1 +mσ2
2
|∇KpD ∧ ~nσ1K| ≤ C
mK
hK
|∇KpD|.
Remarquons alors que nous pouvons écrire :
mK∇
KpD ∧mσ3~nσ3K =((mσ1 +mσ2)~nσ1K ∧mσ3~nσ3K) (pD1 − pD4) + (mσ2~nσ1K ∧mσ3~nσ3K) (pD2 − pD1),
ce qui donne
|pD1 − pD4 | ≤
mσ3
2
|∇KpD ∧ ~nσ3K|+ |pD1 − pD2 | ≤ C
mK
hK
|∇KpD|+ |pD1 − pD2 |.
Un raisonnement similaire permet également d’obtenir :
|pD2 − pD3 | ≤
mσ4
2
|∇KpD ∧ ~nσ4K|+ |pD1 − pD2 | ≤ C
mK
hK
|∇KpD|+ |pD1 − pD2 |.
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En regroupant toutes les estimations ci-dessus, nous observons que toutes les différences entre deux valeurs de pression
voisines peuvent être bornées en utilisant au plus 4 valeurs du gradient de pression sur des mailles primales voisines. Nous
pouvons alors conclure la preuve de la même manière que dans la proposition précédente.
Pour finir, nous sommes en mesure de prouver la même propriété de stabilité Inf-Sup pour des maillages hautement
non-conformes, c’est à dire pour des maillages qui possèdent une proportion constante d’arêtes non-conformes. Ce résultat
semble montrer que la stabilité Inf-Sup de la méthode DDFV est très robuste vis-à-vis de la non-conformité du maillage.
Proposition V.6 (Le maillage en damier)
Pour la famille de maillages en damier décrite sur la Figure V.1c, l’inégalité (V.3) est satisfaite avec αT indépendant
de size(T ).
Ainsi, le schéma DDFV est Inf-Sup stable pour cette famille particulière de maillages non-conformes.
M
M
∗
D
∂Ω
K1
K2
K˜
K3
D1
D2
D3
D4
D5
D6
D7
D8
D9 D10
D11
D12
K
∗
T1
K
∗
T2
K
∗
L
Figure V.4: Configurations possibles des mailles diamants voisines pour le maillage en damier, cf Fig. V.1c
Démonstration : Commençons par quelques remarques. Tout d’abord, les plus petites mailles primales sont des
carrés pour lesquels il est impossible de borner toutes les différences possibles de pressions qui leurs sont associées en
utilisant simplement le gradient de pression primal (puisque le mode de pression pour lequel deux pressions opposées
sont égales à 1 et les deux autres à −1 possède clairement un gradient de pression nul). Deuxièmement, les plus grandes
mailles primales sont des octogones dégénérés puisqu’elles sont associées à 8 arêtes/mailles diamants différentes. Ces
deux raisons rendent l’analyse assez compliquée.
Toutes les configurations possibles de mailles diamants voisines sont présentées sur la Figure V.4.
• Etudions d’abord la situation loin du bord. En utilisant que le volume de contrôle primal K1 est un carré, nous
déduisons
pD1
K1−−→ pD2 et pD3 K1−−→ pD4 .
De plus, en utilisant que la maille duale K∗T1 est un triangle, nous avons :
pD1
K∗T1−−→ pD3 , pD1
K∗T1−−→ pD5 et pD3
K∗T1−−→ pD5 .
Finalement, nous utilisons que K∗L est un parallélogramme donc mσ3 = mσ7 , ~nσ3K = −~nσ7K et mσ2 = mσ6 ,
~nσ2K = −~nσ6K de sorte que :
mK∗
L
∇K
∗
LpD = mσ2(pD2 − pD6)~nσ2K +mσ3(pD3 − pD7)~nσ3K.
Ainsi, tout comme dans un carré, les différences entre deux pressions opposées peuvent être contrôlées par le
gradient de pression :
pD2
K∗L−−→ pD6 et pD3
K∗L−−→ pD7 .
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Nous pouvons alors regrouper les relations précédentes, pour obtenir :
pD1
K∗T1−−→ pD3 K1−−→ pD4 , pD1
K∗T1−−→ pD5 K2−−→ pD8 ,
pD3
K∗T1−−→ pD1 K1−−→ pD2 , pD3
K∗T1−−→ pD1 K1−−→ pD2
K∗L−−→ pD6 .
En utilisant l’inégalité triangulaire et les propriétés de symétrie du maillage, nous pouvons voir que toutes les
différences de pressions possibles entre deux mailles diamants intérieures voisines peuvent être estimées par les
calculs précédents. Notons que certaines de ces estimations utilisent à la fois le gradient de pression primal et le
gradient de pression dual.
• Il reste à étudier le cas des mailles diamants sur le bord car, rappelons-le, nous avons imposé que le gradient de
pression sur les mailles duales du bord soit égal à 0 (cf Remarque IV.6) et par conséquent nous ne pouvons pas
l’utiliser pour obtenir les estimations recherchées.
Nous observons sur la Figure V.4 que nous devons étudier deux types de mailles diamants sur le bord.
– Les termes impliquant la maille diamant D9 peuvent être traités, comme dans le cas des mailles diamants
intérieures, en utilisant le gradient de pression primal sur K2 et le gradient de pression dual sur K∗T1 :
pD9
K2−−→ pD1
K∗T1−−→ pD5 et pD9 K2−−→ pD1
K∗T1−−→ pD5 K2−−→ pD8 .
– En utilisant les symétries du maillage, nous voyons que le seul terme impliquant la maille diamant D10 que
nous devons étudier avec soin est le terme pD10 − pD5 , puisque la maille duale correspondante est une maille
duale du bord pour laquelle le gradient de pression correspondant ne peut pas être utilisé.
Notons que, par définition du gradient de pression sur la maille duale K˜, nous avons
mσ10
Å
pD10 −
1
2
(pD6 + pD11)
ã
= m
K˜
(
∇K˜pD · ~nσ10K˜
)
.
Il en résulte que la relation suivante est vérifiée :
pD10
K˜−→
®
pD6
pD11
K∗T2−−→ pD12 K3−−→ pD7
K∗L−−→ pD3
K∗T1−−→ pD5 ,
ce qui termine la preuve.
V.2 Stabilité Inf-Sup de codimension 1
Dans cette section, nous étudions les propriétés de stabilité du schéma DDFV pour le problème de Stokes pour deux
familles de maillages cartésiens sur le carré unité : le maillage cartésien uniforme standard et le maillage cartésien non-
conforme séparé en deux sous-domaines (cf Figure V.5). Notons que la même analyse peut être appliquée à d’autres types
de maillages cartésiens comme nous le verrons dans la Section V.3.
Dans chacun des cas, nous prouvons (Théorèmes V.8 et V.9) que la stabilité Inf-Sup n’est pas satisfaite. Plus précisé-
ment, nous prouvons que βT = 0 dans le cas conforme uniforme, et que βT > 0 avec
βT −−−−−−−→
size(T )→0
0,
dans le cas non-conforme.
Ce comportement de βT démontre l’existence d’au moins un mode de pression instable. Plus précisément, nous
prouvons (Théorème V.11) qu’il y a en fait un unique mode instable. Cela signifie que la propriété de stabilité Inf-Sup est
satisfaite si nous imposons aux champs de pression d’être orthogonaux au mode instable, ou si nous ajoutons un terme
approprié de stabilisation de rang 1 dans l’équation de la divergence. Nous appelons cette propriété la stabilité Inf-Sup de
codimension 1.
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(a) Maillage conforme uniforme (b) Maillage non-conforme
Figure V.5: Les maillages cartésiens étudiés
Ceci est cohérent avec le fait qu’en pratique le schéma DDFV se comporte très bien vis-à-vis de ce type de maillages.
Pour illustrer ceci, nous traçons sur la Figure V.6, l’erreur L2 pour la vitesse et la pression en utilisant la famille de
maillages non-conformes de la Figure V.5b pour la solution exacte régulière donnée par :
u(x, y) =
Å−2π sin2(πx) cos(πy) sin(πy)
2π sin2(πy) cos(πx) sin(πx)
ã
et p(x, y) = x+ y − 1.
Nous observons la convergence à l’ordre deux pour la vitesse et la pression.
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(b) Erreur L2 pour la pression
Figure V.6: Erreur L2 en fonction du pas du maillage pour le maillage non-conforme (cf Fig. V.5b)
V.2.1 Instabilité Inf-Sup
Les maillages que nous considérons dans cette section sont cartésiens. Cela signifie que toutes les arêtes primales sont
soit horizontales, soit verticales (notons que ce n’est pas nécessairement le cas pour les arêtes duales). Par conséquent,
nous pouvons adopter les notations suivantes :
• Dh est l’ensemble des mailles diamants dont l’arête primale associée est horizontale,
• Dv est l’ensemble des mailles diamants dont l’arête primale associée est verticale.
De la même manière, nous notons ∂Ωh (respectivement ∂Ωv) la partie horizontale (respectivement verticale) du bord du
domaine.
Dans la suite, nous allons démontrer que la partie instable du schéma est entièrement contenue dans un mode de
pression qui est très proche du mode en damier défini de la manière suivante.
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Définition V.7 (Mode en damier)
Le mode en damier ψD est défini par :
ψD =
®
+1, pour D ∈ Dv,
−1, pour D ∈ Dh.
Notons que m(ψD) = 0 et ‖ψD‖D,2 = 1 pour les deux types de maillages cartésiens étudiés dans cette section (cf
Figure V.5).
Nous obtenons facilement le résultat suivant.
Théorème V.8 (Instabilité Inf-Sup pour le maillage cartésien uniforme)
Pour un maillage cartésien uniforme T , le mode en damier ψD satisfait
bT (vT , ψD) = 0, ∀vT ∈ E0.
En conséquence, nous avons βT = 0.
Démonstration : Par définition de ψD et puisque toutes les mailles primales et duales intérieures sont des carrés,
nous avons :
∇KψD = 0, ∀K ∈M, et ∇K∗ψD = 0, ∀K∗ ∈M∗.
Cela implique évidemment que :
bT (vT , ψD) = −JvT ,∇T ψDKT = 0.
Dans le cas des maillages cartésiens non-conformes, l’analyse n’est pas aussi simple et nous devons prouver que
∇T ψD ne s’annule pas mais est "petit" dans un sens adéquat. Ceci implique que βT n’est pas nul dans ce cas mais tend
vers 0 quand size(T )→ 0. Le résultat exact est le suivant.
Théorème V.9 (Instabilité Inf-Sup pour le maillage cartésien non-conforme)
Pour la famille de maillages décrite sur la Figure V.5b, il existe des constantesC5, C6 > 0, indépendantes de size(T ),
telles que le mode en damier ψD satisfasse :
C5size(T ) 12 ≤ sup
vT ∈E0
bT (vT , ψD)
|||∇DvT |||D,2 ≤ C6size(T )
1
2 .
Ceci implique en particulier que βT ≤ C6size(T ) 12 .
Démonstration : Cette preuve est divisée en plusieurs étapes. Pour tout vT ∈ E0, nous commençons par évaluer
la contribution des mailles primales dans bT (vT , ψD), puis celle des mailles duales dans le but d’obtenir (V.10). La
Définition V.7 du mode en damier ψD conduit alors à la borne supérieure. Pour conclure, avec un choix particulier de la
vitesse discrète vT , nous sommes en mesure de prouver la borne inférieure.
Pour simplifier les notations dans cette démonstration, nous notons h la longueur des arêtes primales du côté où les
mailles sont le moins raffinées.
• Tout d’abord nous montrons que, pour tout vT ∈ E0, la contribution des mailles primales dans le terme bT (vT , ψD)
est nulle.
Nous pouvons noter que si K ∈ M possède exactement quatre arêtes primales, alors le même calcul que celui
effectué pour les maillages cartésiens uniformes montre que ∇KψD = 0. Il reste à étudier le cas des mailles
primales possédant cinq arêtes, c’est à dire les volumes de contrôle situés juste à gauche de l’interface (cf Figure
V.7). Pour un tel volume de contrôle primal Kli, nous avons :
mKl
i
∇K
l
iψD = h(ψDl
i+1/2
− ψDl
i−1/2
)ey +
h
2
(ψ
D
+
i
+ ψ
D
−
i
− 2ψDl
i
)ex.
Puisque D+i ,D
−
i ,D
l
i sont des mailles diamants verticales et D
l
i+1/2,D
l
i−1/2 des mailles diamants horizontales, nous
avons :
ψ
D
+
i
= ψ
D
−
i
= ψDl
i
= 1 et ψDl
i+1/2
= ψDl
i−1/2
= −1,
de sorte que nous avons également dans ce cas∇K
l
iψD = 0.
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Figure V.7: Quelques notations près de l’interface pour le maillage cartésien non-conforme, Fig. V.5b
• Intéressons nous maintenant aux mailles duales. Pour une maille K∗ ∈ M∗ associée à un sommet xK∗ qui n’est
pas sur l’interface I , nous avons ∇K
∗
ψD = 0. La preuve est la même que pour le cas des maillages cartésiens
uniformes.
Il reste à étudier les contributions des mailles duales associées à des sommets situés sur l’interface. La géométrie
du maillage est telle que ces mailles sont décomposées en deux catégories. Certaines d’entre elles sont des mailles
triangles K∗i , pour i = 1, . . . , N , les autres sont des mailles trapèzes K
∗
i+1/2, pour i = 1, . . . , N − 1 (cf Figure V.7).
Ici, nous avons posé N = ne/2, ne étant le nombre total d’arêtes primales qui constituent l’interface.
– Commençons par remarquer que sur la maille duale triangle K∗i , nous avons :
mσ∗
i+
~nσ∗
i+
= −h
4
ex +
3h
4
ey et mσ∗
i−
~nσ∗
i−
= −h
4
ex − 3h
4
ey
où nous avons noté σ∗i+ (respectivement σ
∗
i− ) l’arête duale associée à la maille diamant D
+
i (respectivement
D
−
i ).
Alors, la Définition V.7 du mode en damier implique :
mK∗
i
∇K
∗
i ψD =
h
2
Å
ψDr
i
− 1
2
(ψ
D
−
i
+ ψ
D
+
i
)
ã
ex +
3h
4
(ψ
D
+
i
− ψ
D
−
i
)ey
= −hex, ∀i = 1, . . . , N.
– De la même manière, pour la maille duale trapèze K∗i+1/2 nous obtenons :
mK∗
i+1/2
∇K
∗
i+1/2ψD = h
Å
1
2
ψDr
i+1/2
− ψDl
i+1/2
+
1
4
(ψ
D
+
i
+ ψ
D
−
i+1
)
ã
ex +
3h
4
(ψ
D
−
i+1
− ψ
D
+
i
)ey
= hex, ∀i = 1, . . . , N − 1.
Nous observons que les orientations de ces deux gradients sont exactement opposées; c’est précisément la raison
pour laquelle nous sommes en mesure de prouver que la contribution de ces termes dans bT (vT , ψD) est petite.
Plus précisément, pour tout vT ∈ E0, nous avons :
bT (vT , ψD) = −h
2
N∑
i=1
Ä
vK∗
i+1/2
− vK∗
i
ä
· ex, (V.10)
où nous rappelons que sur la maille K∗N+1/2 du bord vK∗N+1/2 est égal à 0 car vT ∈ E0.
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• Pour tout 1 ≤ i ≤ N , nous considérons la maille diamant D+i . Par définition du gradient de vitesse discret sur D+i ,
nous avons :
(vK∗
i+1/2
− vK∗
i
) · ex = h
2
tex.∇D
+
i vT .ey.
Par conséquent, pour un certain C > 0 indépendant du pas du maillage, nous obtenons :
h
2
∣∣∣ÄvK∗
i+1/2
− vK∗
i
ä
· ex
∣∣∣ ≤ Cm
D
+
i
|∇D+i vT |.
Par l’inégalité de Cauchy-Schwarz, il s’ensuit que :
b(vT , ψD) ≤ C
N∑
i=1
m
D
+
i
|∇D+i vT | ≤ C|||∇DvT |||D,2
(
N∑
i=1
m
D
+
i
) 1
2
≤ C|||∇DvT |||D,2 size(T ) 12 ,
et la borne supérieure est démontrée.
• Il reste à prouver la borne inférieure. Pour cela, nous construisons un champ de vitesse discret particulier vT ∈ E0
parallèle à ex, qui est nul partout sauf sur la composante horizontale de chaque maille diamant triangle de l’interface
K
∗
i , i = 1, . . . , N , pour laquelle nous choisissons vK∗i = ex.
Par des calculs simples, en utilisant (V.10) nous obtenons :
b(vT , ψD) =
hN
2
=
1
2
et |||∇DvT |||D,2 ≤ C
size(T ) 12 ,
qui impliquent la borne inférieure annoncée.
V.2.2 Stabilité Inf-Sup orthogonalement au mode en instable
Malgré l’instabilité Inf-Sup du schéma DDFV sur les maillages cartésiens que nous avons établi dans la section précé-
dente, nous observons (cf Figure V.6) que ce schéma est tout de même très précis. Notons que, dans le cas des maillages
cartésiens uniformes, nous devons ajouter un terme de stabilisation (car sinon le schéma n’est pas bien posé puisque
βT = 0), mais l’ordre de ce terme ne semble pas avoir d’influence sur la précision de la méthode.
Nous proposons une interprétation de cet étonnamment bon comportement en montrant qu’il y a essentiellement
un seul mode instable et que, dans l’orthogonal de ce mode, l’inégalité Inf-Sup uniforme est vérifiée. De plus, ce mode
instable est très proche (mais pas toujours égal) du mode en damier ψD que nous avons défini précédemment (cf Théorème
V.14). Nous renvoyons, par exemple, à la discussion se trouvant dans [BF91, Section II.3].
Etude numérique des maillages cartésiens
Tout d’abord, nous illustrons numériquement ce phénomène sur la Figure V.8 en traçant en fonction de size(T ) :
• la valeur de βT ,
• la valeur de
√
λ3(SD) où λ3(SD) est la valeur propre suivante du complément de Schur du système,
• la valeur de la constante Inf-Sup de codimension 1 suivante :
β˜T = inf
pD∈{ψD}
⊥
m(pD)=0
Ç
sup
vT ∈E0
bT (vT , pD)
|||∇DvT |||D,2‖pD‖D,2
å
, (V.11)
où {ψD}⊥ = {pD ∈ RD : 〈MDpD, ψD〉 = 0}. Notons que β˜T peut aussi être calculée en résolvant un problème
de valeurs propres approprié que nous décrivons ci-dessous (Lemme V.10).
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Figure V.8: Instabilité Inf-Sup pour le maillage cartésien non-conforme, cf Fig. V.5b
Nous observons sur la Figure V.8a que, conformément au Théorème V.9, βT → 0 quand size(T ) → 0. Nous
observons également que
√
λ3(SD) est minorée , ce qui confirme la présence d’un unique mode instable. De plus, β˜T
paraît également minorée et semble presque coïncider avec
√
λ3(SD). Ceci suggère que le mode instable (qui est le mode
de pression pour lequel l’inégalité Inf-Sup est une égalité et est lié au vecteur propre de SD associé à λ2(SD)) ne devrait
pas être trop éloigné du mode en damier ψD que nous avons introduit précédemment (cf Définition V.7). Ceci est confirmé
par la Figure V.8b où nous traçons le mode instable obtenu numériquement, que nous notons qD.
Même si nous ne connaissons pas la formule explicite de ce mode, nous montrons dans le Théorème V.14 que ‖qD −
ψD‖D,2 ≤ Csize(T ) 12 .
Lemme V.10
La constante Inf-Sup de codimension 1 définie en (V.11) satisfait :
β˜T
2
= λ2(HDSDHD) avec HD = Id−M
1
2
DψD
t
(M
1
2
DψD) ∈MND(R). (V.12)
Démonstration : En utilisant le même raisonnement que pour le Lemme IV.10, la définition (V.11) de β˜T et les
définitions des matrices données dans la Section IV.3.1 permettent d’obtenir :
β˜T
2
= inf
qD∈M
1
2
D
{ψD}
⊥
〈M
1
2
D
qD,1D〉=0
〈SDqD, qD〉
‖qD‖2 .
Remarquons queM
1
2
D{ψD}⊥ = {M
1
2
DψD}⊥ et notons HD la matrice de la projection orthogonale sur {M
1
2
D qD}⊥ , alors
pour tout pD ∈ RD nous avons :
HDpD = pD −
〈
pD,M
1
2
DψD
〉
M
1
2
DψD,
de sorte que,
HD = Id−M
1
2
DψD
t
(M
1
2
DψD).
Algorithme de calcul de β˜T : Notons que la matrice HDSDHD n’est pas inversible.
Cependant, considérons une valeur propre λ non nulle de HDSDHD, alors il existe pD ∈ RD tel que
HDSDHDpD = λpD,
ce qui implique que pD ∈ Im(HD). Or HD est une matrice de projection donc HDpD = pD. Ainsi, pour tout r, si λ est
valeur propre de la matrice HDSDHD alors λ est également valeur propre de la matrice HDSDHD + r(Id−HD).
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Considérons maintenant qD ∈ (ImHD)⊥ = KerHD alors pour tout r,
(HDSDHD + r(Id−HD)) qD = rqD,
ce qui signifie que r est également valeur propre de la matrice HDSDHD + r(Id−HD).
En conclusion, si nous choisissons r > 0 assez grand (de sorte que r > λ2(HDSDHD)), alors β˜T est aussi la racine
carré de la seconde plus petite valeur propre de la matrice symétrique définie positive HDSDHD + r(Id−HD).
Pour calculer β˜T
2
nous utilisons la méthode de Rayleigh-Ritz décrite dans la Section IV.3.2 sur la matriceHDSDHD+
r(Id−HD). Rappelons que lors de l’étape 2, QD ∈MND,k(R) étant connu, nous cherchons PD ∈MND,k(R) tel que :
(HDSDHD + r(Id−HD))PD = QD. (V.13)
Pour résoudre ce système, nous le décomposons en plusieurs étapes :
• Dans un premier temps, nous cherchons p̂D ∈ RD et uT ∈
(
R2
)T
tels que SDp̂D = M
1
2
DψD. Pour cela, nous
cherchons donc pD ∈ RD et uT ∈
(
R2
)T
tels que :Å
RT
tBD,T
BD,T 0
ãÅ
uT
pD
ã
=
Å
0
−MDψD
ã
,
〈MDpD, 1D〉 = 0.
Puis, nous posons p̂D = M
1
2
DpD.
Remarquons que cette étape est indépendante de QD et peut donc être réalisée avant d’effectuer la méthode
d’itération de sous-espaces.
• Nous cherchons ensuite
...
PD = [
...
p1
D
. . .
...
pk
D
] ∈MND,k(R) tel que :
SD
...
PD = HDQD + SD
Id−HD
r
QD,
ce qui revient à résoudre le problème de Stokes suivant :
Trouver›PD ∈MND,k(R) etUT ∈M2NT ,k(R) tels que,Å
RT
tBD,T
BD,T 0
ãÇ
UT›PDå = Ç 0−M 12DHDQDå ,¨
MDp˜iD, 1D
∂
= 0, ∀i ∈ {1, . . . , k}.
Alors,
...
PD est défini par
...
PD =
Id−HD
r
QD +M
1
2
D
›PD.
• Pour finir, nous posons PD =”PD+ ...PD avec”PD = [α1p̂D, . . . , α1p̂D] ∈MND,k(R) où nous allons convenablement
choisir αi pour tout i ∈ {1, . . . , k}.
Rappelons que nous cherchons PD satisfaisant :
(Id−HD)QD = (Id−HD) (HDSDHD + r (Id−HD))PD
et donc en remarquant que HD est une matrice de projection, nous avons :
(Id−HD)QD = r (Id−HD)2 PD.
Alors, les définitions de PD et
...
PD impliquent :
(Id−HD)”PD = (Id−HD)Å Id−HD
r
QD −
...
PD
ã
= − (Id−HD)M
1
2
D
›PD.
De plus, rappelons que la définition (V.12) de la matrice de projection HD donne :
(Id−HD)xD =
〈
M
1
2
DψD, xD
〉
M
1
2
DψD, ∀xD ∈ RD,
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donc pour tout i ∈ {1, . . . , k}, αi doit vérifier :
αi
〈
M
1
2
DψD, p̂D
〉
M
1
2
DψD =
〈
M
1
2
DψD,M
1
2
D p˜iD
〉
M
1
2
DψD,
c’est à dire,
αi = −
¨
MDp˜iD, ψD
∂¨
MDpiD, ψD
∂ .
Il est alors facile de vérifier que PD ainsi construit satisfait bien (V.13).
Démonstration de la propriété de stabilité Inf-Sup de codimension 1
Nous sommes maintenant en mesure de fournir une justification théorique de ces observations avec le résultat suivant.
Théorème V.11 (Stabilité Inf-Sup de Codimension 1)
Soit T un maillage DDFV cartésien uniforme ou non-conforme comme décrit sur la Figure V.5. Alors, il existe une
constante C7 > 0 indépendante de size(T ) telle que pour tout pD ∈ RD,ï
(pD, ψD)D = 0 etm(pD) = 0
ò
=⇒
ï
C7‖pD‖D,2 ≤ sup
vT ∈E0
bT (vT , pD)
|||∇DvT |||D,2
ò
,
ce qui signifie que β˜T ≥ C7.
Ce théorème repose sur la proposition suivante qui est une généralisation de la Proposition V.1 adaptée au cadre que
nous étudions.
Proposition V.12
Soit T un maillage DDFV cartésien, uniforme ou non-conforme, comme décrit sur la Figure V.5. Il existe αT > 0,
indépendant de size(T ), tel que pour tout vh,vv ∈ (H10 (Ω))2 satisfaisant
divvh = 0 sur
⋃
D∈Dv
D, et divvv = 0 sur
⋃
D∈Dh
D, (V.14)
il existe vT ∈ E0 tel que
|||∇DvT |||D,2 ≤ αT (‖vh‖H1 + ‖vv‖H1), (V.15)
et pour tout pD ∈ RD,∣∣∣∣∣∑D∈D
∫
D
pD
Ç
divD(vT)−div
Ç
vh + vv
2
åå∣∣∣∣∣ ≤αT (‖vh‖H1 + ‖vv‖H1)‖hT∇T pD‖T ,2. (V.16)
Commençons par donner la preuve du Théorème V.11 en utilisant cette proposition.
Démonstration du Théorème V.11 Soit pD ∈ RD tel que m(pD) = 0 et (pD, ψD)D = 0. Nous introduisons les
parties "verticale" et "horizontale" de ce champ de pression définies par :
pDv =
∑
D∈Dv
pD1D et pDh =
∑
D∈Dh
pD1D,
où 1D est la fonction indicatrice de la maille diamant D.
Par définition du mode en damier ψD (cf Définition V.7) nous notons que :∫
Ω
pDv +
∫
Ω
p
D
h = m(pD) = 0 et
∫
Ω
pDv −
∫
Ω
p
D
h = (pD, ψD)D = 0.
Il s’ensuit que les deux pressions p
D
h et pDv sont à moyenne nulle, de sorte que nous pouvons appliquer la Proposition IV.8
et définir vh = Π(p
D
h), vv = Π(pDv ).
Nous pouvons remarquer que, par construction, divvh = 0 sur toutes les mailles diamants verticales, divvv = 0 sur
toutes les mailles diamants horizontales et que divvh + divvv = pD. Nous considérons maintenant vT ∈ E0 donné par
la Proposition V.12 qui satisfait
|||∇DvT |||D,2 ≤ αT (‖vh‖H1 + ‖vv‖H1) ≤ 2αT ‖Π‖‖pD‖D,2.
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Nous pouvons à présent calculer
bT (vT , pD) =
1
2
‖pD‖2D,2 +
∑
D∈D
∫
D
pD
Ç
divD(vT )− div
Ç
vh + vv
2
åå
.
De la Proposition V.12, nous déduisons
bT (vT , pD) ≥ 1
2
‖pD‖2D,2 − 2αT ‖Π‖‖pD‖D,2‖hT∇T pD‖T ,2. (V.17)
• Dans le cas où ‖hT∇T pD‖T ,2 ≤ 18αT ‖Π‖‖pD‖D,2, l’estimation (V.17) donne directement
bT (vT , pD)
|||∇DvT |||D,2 ≥
1
4
‖pD‖2D,2
|||∇DvT |||D,2 ≥
1
8αT ‖Π‖‖pD‖D,2,
et le résultat est démontré.
• Supposons maintenant que ‖hT∇T pD‖T ,2 ≥ 18αT ‖Π‖‖pD‖D,2. Dans ce cas, nous définissons vT par (V.9) comme
pour le Théorème V.2 et le résultat se démontre de la même manière.
Il reste à donner la preuve de la proposition préliminaire. Pour cela, nous utilisons le lemme suivant qui est une
conséquence directe de résultats classiques dans le cadre des volumes finis (cf par exemple [ABH07, Lemme 3.3]).
Lemme V.13
Il existe une constante C8 > 0 telle que si σ1 et σ2 sont deux segments de R
2 contenus dans un même ensemble
convexe P d’intérieur non vide, alors nous avons :∣∣∣∣ 1mσ1
∫
σ1
v − 1
mσ2
∫
σ2
v
∣∣∣∣ ≤ C8 Å 1mσ1 + 1mσ2 ã diam(P)2mP ∫P |∇v| , (V.18)
pour tout v ∈W 1,1(R2).
Notons que ce lemme est une conséquence immédiate du Lemme III.20 donné dans le Chapitre III.
Démonstration de la Proposition V.12 :
Afin de simplifier la présentation de cette preuve, nous posons vv,h
def
= v
v+vh
2 .
La preuve est divisée en plusieurs étapes. Nous commençons par traiter le cas conforme (qui est plus simple) puis en-
suite le cas non-conforme pour lequel une attention particulière est portée aux volumes de contrôle proches de l’interface.
Tout d’abord, nous allons donner une formule explicite (V.19) pour la vitesse discrète vT ∈ E0 qui vérifiera toutes les
conditions requises. L’estimation de stabilité (V.15) sera alors une simple conséquence du Lemme V.13.
La partie la plus difficile sera de prouver (V.16). Dans le cas de maillages uniformes, nous obtiendrons qu’en réalité
seules les mailles diamants du bord contribuent à l’estimation et que la somme de toutes ces contributions peut être bornée
par une certaine quantité dépendant du gradient de vitesse et des gradients de pression discrets. Pour les maillages non-
conformes, des contributions supplémentaires provenant des mailles diamants près de l’interface doivent soigneusement
être prises en compte.
• Pour tout K ∈ M (respectivement K∗ ∈ M∗), nous considérons deux segments γvK et γhK (respectivement γvK∗ et
γhK∗ ) inclus dans Ω passant par le point xK (respectivement xK∗ ) comme décrits sur la Figure V.9. Notons que γ
v
K∗
est horizontal et que γhK∗ est vertical; ceci est dû au fait que l’exposant indique le type du diamant (horizontal ou
vertical) auquel contribuera γ•• et non son orientation.
Nous pouvons maintenant construire vT ∈ E0 en posant
vK · ex = 1
mγv
K
∫
γv
K
vv · ex, vK · ey = 1
mγh
K
∫
γh
K
vh · ey, ∀K ∈M,
vK∗ · ex = 1
mγh
K∗
∫
γh
K∗
vh · ex, vK∗ · ey = 1
mγv
K∗
∫
γv
K∗
vv · ey, ∀K∗ ∈M∗.
(V.19)
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Figure V.9: Définition des segments γ••
• Prouvons l’estimation de stabilité (V.15). Notons que,
mD|∇DvT |2 ≤ C(reg(T ))
(|vK − vL|2 + |vK∗ − vL∗ |2) ,
et d’après le Lemme V.13,
|vK − vL|2 ≤ C(reg(T ))
∫
K̂∪L
(|∇vv|2 + |∇vh|2) ,
|vK∗ − vL∗ |2 ≤ C(reg(T ))
∫
K̂∗∪L∗
(|∇vv|2 + |∇vh|2) .
En utilisant que l’ensemble de toutes les enveloppes convexes de type K̂ ∪ L, par exemple, recouvre le domaine Ω
au plus 5 fois, nous pouvons sommer toutes ces inégalités afin d’obtenir finalement :
|||∇DvT |||2D,2 =
∑
D∈D
mD|∇DvT |2 ≤ C(reg(T ))(‖vv‖2H1 + ‖vh‖2H1).
• Démontrons (V.16) dans le cas du maillage cartésien uniforme. Soit pD ∈ RD et D une maille diamant. Nous
devons étudier différents cas.
– Le cas où D n’est pas une maille diamant du bord. Nous supposons par exemple que D ∈ Dv \Dext, le cas
d’une maille diamant horizontale étant similaire. Nous nous reportons à la Figure V.9a pour les notations.
En utilisant la définition de l’opérateur de divergence discret divD (cf Définition IV.3) et celle de vT donnée
par (V.19), nous obtenons :
mDdiv
DvT =
1
2
[mσ(vL · ex − vK · ex) +mσ∗(vL∗ · ey − vK∗ · ey)]
=
1
2
ï ∫
γv
L
vv · ex −
∫
γv
K
vv · ex +
∫
γv
L∗
vv · ey −
∫
γv
K∗
vv · ey
ò
.
Nous utilisons la formule de Stokes sur le rectangleRD dont les côtés sont γvK, γ
v
K∗ , γ
v
L et γ
v
L∗ ce qui implique :
mDdiv
D(vT ) =
1
2
∫
RD
divvv.
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Puisque D est une maille diamant verticale, nous remarquons que RD \ D est inclus dans la réunion de toutes
les mailles diamants horizontales. De l’hypothèse (V.14), nous déduisons que divvv est nul sur RD \ D. De
plus, en utilisant encore une fois (V.14) nous obtenons divvh = 0 sur D. Il s’ensuit que :
mDdiv
D(vT ) =
∫
D
div
Ç
vv + vh
2
å
=
∫
D
divvv,h.
Par conséquent, le terme correspondant dans le membre de gauche de (V.16) est tout simplement nul.
– Le cas où D est une maille diamant du bord. Nous supposons par exemple que D ∈ Dv∩Dext, car le cas d’une
maille diamant horizontale du bord est similaire. Nous nous reportons à la Figure V.10 pour les notations.
M
D
M
∗
K˜
K
K∗
L∗
K˜∗
D
′
D
D2
D1
Figure V.10: Notations pour l’étude de la contribution des mailles diamants du bord
Puisque vT ∈ E0, nous avons vK∗ = vL∗ = 0 et vu que, par hypothèse, vv est nul sur ∂Ω et que γvL ⊂ ∂Ω,
nous avons :
vK · ex = 1
mγv
K
∫
γv
K
vv · ex et vL · ex = 0 = 1
mγv
L
∫
γv
L
vv · ex.
Il s’ensuit que :
mDdiv
DvT =
1
2
ñ
−
∫
γv
L
vv · ex +
∫
γv
K
vv · ex
ô
=
1
2
∫
RD
divvv +
1
2
(∫
γv
K∗
vv · ey −
∫
γv
L∗
vv · ey
)
,
où RD est le rectangle de côtés γvK, γ
v
K∗ , γ
v
L et γ
v
L∗ .
Par le même argument que pour le cas précédent, en utilisant (V.14), nous obtenons :∫
D
pD(div
DvT − divvv,h) = 1
2
pD
(∫
γv
K∗
vv · ey −
∫
γv
L∗
vv · ey
)
.
La somme de toutes les contributions des mailles diamants verticales du bord donne :
∑
D∈D
∫
D∈Dv∩Dext
pD(div
DvT − divvv,h) = 1
2
∑
D∈Dv∩Dext
pD
(∫
γv
K∗
vv · ey −
∫
γv
L∗
vv · ey
)
=
1
2
∑
K∗∈∂M∗
xK∗∈∂Ω
v
(pD − pD′)
(∫
γv
K∗
vv · ey
)
,
où D et D′ représentent les deux mailles diamants du bord ayant xK∗ comme sommet comme le montre la
Figure V.10.
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En utilisant les notations de la Figure V.10, pour tout maille K∗ ∈ ∂M∗ telle que xK∗ ∈ ∂Ωv nous voyons
que la suite pD
K−→ pD1 K˜
∗
−−→ pD2 K˜−→ pD′ est vérifiée.
Il s’ensuit que,
|pD − pD′ | ≤ C(reg(T ))size(T )(|∇KpD|+ |∇K˜pD|+ |∇K˜
∗
pD|).
De plus, pour tout D ∈ Dv ∩Dext l’estimation (V.18) du Lemme V.13 donne :∣∣∣∣∣∣∣∣∣
1
mγv
K∗
∫
γv
K∗
vv · ey − 1
mγv
L
∫
γv
L
vv · ey︸ ︷︷ ︸
=0
∣∣∣∣∣∣∣∣∣ ≤
C(reg(T ))
mγv
K∗
∫
K∪K˜
|∇vv|
de sorte que finalement, en utilisant l’inégalité de Cauchy-Schwarz,∣∣∣∣∣∣∣
∑
K∗∈∂M∗
xK∗∈∂Ω
v
(pD − pD′)
∫
γv
K∗
vv · ey
∣∣∣∣∣∣∣ ≤ C‖vv‖H1‖hT∇T pD‖T ,2.
– En conclusion, nous avons prouvé que :∣∣∣∣ ∑
D∈D
∫
D
pD
(
divDvT − divvv,h
)∣∣∣∣ ≤ C (‖vh‖H1 + ‖vv‖H1) ‖hT∇T pD‖T ,2.
• Prouvons maintenant (V.16) pour le cas du maillage cartésien non-conforme défini sur la Figure V.5b. Nous com-
mençons par écrire le terme étudié de la manière suivante :
∑
D∈D
∫
D
pD
(
divDvT − divvv,h
)
=
1
2
∑
K∗∈∂M∗
xK∗∈∂Ω
v
(pD − pD′)
(∫
γv
K∗
vv · ey
)
+
1
2
∑
K∗∈∂M∗
xK∗∈∂Ω
h
xK∗ 6∈I
(pD − pD′)
(∫
γh
K∗
vh · ex
)
+ TI .
(V.20)
Les deux premiers termes contiennent les contributions des mailles diamants du bord loin de l’interface, le calcul
est le même que pour le cas conforme. Ces termes peuvent être estimés comme nous l’avons fait précédemment.
Il reste à calculer et estimer les contributions des mailles diamants près de l’interface que nous avons regroupées
dans le terme TI .
Nous notons DI l’ensemble des mailles diamants qui possèdent au moins un sommet sur l’interface. Cet ensemble
contient à la fois des mailles diamants horizontales et des mailles diamants verticales et nous devons distinguer les
deux cas. Une numérotation particulière de ces mailles diamants est donnée sur la Figure V.11. Sur la même figure,
nous définissons des segments verticaux notés ω±• et σ
±
• qui seront utiles dans la preuve.
Nous introduisons les flux suivants associés à chacun de ces segments :
F+i+1/2 =
∫
σ+
i+1/2
vh · ex, F+i =
∫
σ+
i
vh · ex,
F−i−1/2 =
∫
σ−
i−1/2
vh · ex, F−i =
∫
σ−
i
vh · ex,
G+i =
∫
ω+
i
vv · ex, G−i =
∫
ω−
i
vv · ex.
(V.21)
Par souci de simplicité, nous utilisons la convention suivante :
F−N+1/2 = F
+
N+1/2, F
+
1/2 = F
−
1/2, et F
−
N+1 = F
+
N .
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Figure V.11: Définition de σ±• et ω
±
• pour le maillage cartésien non-conforme
– Nous commençons par la contribution des diamants appartenant àDv ∩DI . Nous considérons par exemple la
cas où D = D+i pour un certain i ∈ {1, . . . , N − 1}. D’après la Figure V.12a et la définition de la divergence
discrète, nous avons :
m
D
+
i
divD
+
i vT =
1
2
Å
mγv
K
+
i
v
K
+
i
· ex −mγv
K
+
i
v
K
l
i
· ex +mγv
K∗
i
vK∗
i+1/2
· ey −mγv
K∗
i
vK∗
i
· ey
− 1
2
mγv
K
+
i
vK∗
i+1/2
· ex + 1
2
mγv
K
+
i
vK∗
i
· ex
ã
.
γv
K
l
i
γv
K
∗
i
γv
K
+
i
γv
K
∗
i+1/2
γh
K
∗
i
γh
K
∗
i+1/2
D
+
i
(a) Le cas de D+
i
γh
K
l
i
γh
K
l
i+1
γh
K
∗
i+1/2
D
l
i+1/2
(b) Le cas de Dl
i+1/2
Figure V.12: Calcul des mailles diamants verticales de l’interface
La définition de vT donnée par (V.19) donne :
m
D
+
i
divD
+
i vT =
1
2
Å∫
γv
K
+
i
vv · ex − 1
2
∫
γv
Kl
i
vv · ex +
∫
γv
K∗
i+1/2
vv · ey −
∫
γv
K∗
i
vv · ey
+
1
2
∫
γh
K∗
i
vh · ex − 1
2
∫
γh
K∗
i+1/2
vh · ex
ã
.
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Si nous notons R+i le rectangle de côtés γ
v
K∗
i
, γv
K
+
i
, γvK∗
i+1/2
, ω+i , en utilisant (V.14) nous obtenons :∫
D
+
i
divvv =
∫
R+
i
divvv
=
∫
γv
K
+
i
vv · ex −
∫
ω+
i
vv · ex +
∫
γv
K∗
i+1/2
vv · ey −
∫
γv
K∗
i
vv · ey.
Par soustraction et en utilisant que divvh = 0 sur D+i qui est une maille diamant verticale ainsi que la
définition des flux (V.21), il s’ensuit que :∫
D
+
i
(divD
+
i vT − divvv,h) = 1
4
Ä
G+i −G−i + F+i + F−i − F+i+1/2 − F−i+1/2
ä
.
Dans le cas où D = D−i pour i ∈ {2, . . . , N}, des calculs similaires permettent d’obtenir :∫
D
−
i
(divD
−
i vT − divvv,h) = 1
4
Ä
−G+i +G−i + F+i + F−i − F+i−1/2 − F−i−1/2
ä
.
Pour la maille diamant du bord D+N , en remarquant que vK∗N+1/2 = 0 car K
∗
N+1/2 ∈ ∂M∗ et vT ∈ E0, nous
obtenons :
m
D
+
N
divD
+
NvT =
1
2
Å
mγv
K
+
N
v
K
+
N
· ex −mγv
K
+
N
v
K
l
N
· ex −mγv
K∗
N
vK∗
N
· ey + 1
2
mγv
K
+
N
vK∗
N
· ex
ã
.
Or, γvK∗
N+1/2
∈ ∂Ωh donc
∫
γv
K∗
N+1/2
vv · ey = 0 (car vT ∈ E0) et la définition de vT donnée par (V.19)
implique :
m
D
+
N
divD
+
NvT =
1
2
Å∫
γv
K
+
N
vv · ex − 1
2
∫
γv
Kl
N
vv · ex +
∫
γv
K∗
N+1/2
vv · ey −
∫
γv
K∗
N
vv · ey + 1
2
∫
γh
K∗
N
vh · ex
ã
.
Finalement, un raisonnement similaire à celui donné pour la maille diamant D+i permet d’obtenir :∫
D
+
N
(divD
+
NvT − divvv,h) = 1
4
(
G+N −G−N + F+N + F−N
)
.
Enfin, un raisonnement analogue pour la maille diamant du bord D−1 donne :∫
D
−
1
(divD
−
1 vT − divvv,h) = 1
4
(−G+1 +G−1 + F+1 + F−1 ).
– Considérons maintenant les mailles diamants horizontales qui touchent l’interface. Nous pouvons facilement
voir, par définition des segments γhK∗ , que les mailles diamants intérieures se trouvant à droite de l’interface
(c’est à dire Dri , i = 1, ..., N et D
r
i+1/2, i = 1, ..., N−1, cf Figure V.11) ne contribuent pas à la somme étudiée.
En fait, le calcul est exactement le même que pour le cas du maillage cartésien uniforme.
Il reste à étudier les contributions des mailles diamants horizontales de l’interface se trouvant du côté gauche
de l’interface et notées Dli+1/2 pour i = 1, ..., N − 1 (cf Figure V.12b).
Des calculs similaires à ceux détaillés ci-dessus donnent :∫
Dl
i+1/2
(
divD
l
i+1/2vT − divvv,h
)
=
1
2
Ä
F+i+1/2 + F
−
i+1/2 − F+i − F−i+1
ä
.
Rassembler tous ces termes nous conduit à l’expression suivante du terme regroupant les contributions des mailles
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diamants de l’interface :
TI =
1
4
N∑
i=1
p
D
+
i
Ä
G+i −G−i + F+i + F−i − F+i+1/2 − F−i+1/2
ä
+
1
4
N∑
i=1
p
D
−
i
Ä
−G+i +G−i + F+i + F−i − F+i−1/2 − F−i−1/2
ä
+
1
2
N−1∑
i=1
pDl
i+1/2
Ä
F+i+1/2 + F
−
i+1/2 − F+i − F−i+1
ä
− 1
2
pDl
1/2
(F−1/2 + F
−
1 ) +
1
2
p
D
−
1
F−1/2 +
1
2
pDr
1/2
F−1/2
− 1
2
pDl
N+1/2
(F+N+1/2 + F
+
N ) +
1
2
p
D
+
N
F+N+1/2 +
1
2
pDr
N+1/2
F+N+1/2.
Dans ce calcul nous avons fait attention au fait qu’une partie de la contribution des diamants du bord Dl1/2, D
r
1/2,
D
l
N+1/2 et D
r
N+1/2 a déjà été prise en compte dans le second terme du membre de droite de (V.20).
Nous pouvons maintenant réorganiser tous ces termes de la manière suivante :
4TI =
N∑
i=1
(p
D
+
i
− p
D
−
i
)(G+i −G−i )
+
N−1∑
i=1
(2pDl
i+1/2
− p
D
+
i
− p
D
−
i+1
)(F+i+1/2 + F
−
i+1/2 − F+i − F−i+1)
+
N−1∑
i=1
(F−i+1 − F+i )(pD−
i+1
− p
D
−
i
)
+
N∑
i=1
(F−i − F−i+1)(pD+
i
− p
D
−
i
)
+ 2F−1 (pD−1
− pDl
1/2
) + 2F−1/2(pDr1/2 − pDl1/2)
+ 2F+N (pD+
N
− pDl
N+1/2
) + 2F+N+1/2(pDrN+1/2 − pDlN+1/2).
(V.22)
Dans cette formule, la différence des flux peut être estimée, comme précédemment, en terme de gradients de vitesse
grâce au Lemme V.13. Il reste donc à borner toutes les différences de pression apparaissant dans cette formule au
moyen des gradients de pression DDFV.
Pour i ∈ {1, . . . , N}, d’après la Figure V.7 nous avons :
mK∗
i+1/2
∇K
∗
i+1/2pD =
Å
−hpDl
i+1/2
+
h
2
pDr
i+1/2
+
h
4
(p
D
−
i+1
+ p
D
+
i
)
ã
ex +
3h
4
(p
D
−
i+1
− p
D
+
i
)ey (V.23)
de sorte que,
2pDl
i+1/2
− p
D
+
i
− p
D
−
i+1
=
1
2
(pDr
i+1/2
− p
D
+
i
) +
1
2
(pDr
i+1/2
− p
D
−
i+1
)− 2
h
mK∗
i+1/2
∇K
∗
i+1/2pD · ex.
De plus, les relations suivantes sont vérifiées :
p
D
−
i+1
K∗i+1/2−−−−→ p
D
+
i
K∗i−−→ p
D
−
i
,
pDr
i+1/2
K+
i−−→ pDr
i
K∗i−−→ p
D
+
i
,
pDr
i+1/2
K−
i+1−−−→ pDr
i+1
K∗i+1−−−→ p
D
−
i+1
.
Nous devons également borner les différences de pression p
D
−
1
− pDl
1/2
, pDr
1/2
− pDl
1/2
, p
D
+
N
− pDl
N+1/2
et pDr
N+1/2
−
pDl
N+1/2
correspondant aux termes de bord. Donnons par exemple les détails du raisonnement pour p
D
−
1
− pDl
1/2
et
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pDr
1/2
− pDl
1/2
. Nous écrivons simplement,
pDl
1/2
− p
D
−
1
=
(
pDl
1/2
− pDl
3/2
)
+
1
2
(
pDl
3/2
− pDr
3/2
)
+
1
2
(
pDl
3/2
− p
D
+
1
)
+
1
2
Ä
p
D
+
1
− p
D
−
1
ä
+
1
2
Ä
pDr
3/2
− pDr1
ä
+
1
2
Ä
pDr1 − pD−1
ä
et
pDl
1/2
− pDr
1/2
=
(
pDl
1/2
− pDl
3/2
)
+
1
2
(
pDl
3/2
− pDr
3/2
)
+
1
2
(
pDl
3/2
− p
D
+
1
)
+
1
2
Ä
p
D
+
1
− pDr1
ä
+
1
2
Ä
pDr
3/2
− pDr1
ä
+
Ä
pDr1 − pDr1/2
ä
.
En appliquant (V.23) à la maille duale K∗3/2, nous avons :
1
2
(
pDl
3/2
− pDr
3/2
)
+
1
2
(
pDl
3/2
− p
D
+
1
)
=
1
h
Å
1
3
mK∗
3/2
∇K
∗
3/2pD · ey −mK∗
3/2
∇K
∗
3/2pD · ex
ã
.
De plus, les relations suivantes sont satisfaites :
pDl
1/2
Kl1−−→ pDl
3/2
,
p
D
+
1
K∗1−−→ pDr1 , pDr1
K∗1−−→ p
D
−
1
,
pDr
3/2
K+1−−→ pDr1 , pDr1
K−1−−→ pDr
1/2
.
Pour conclure, nous utilisons toutes les estimations des différences de pression ci-dessus, le Lemme V.13 dans la
formule (V.22) ainsi que l’inégalité de Cauchy-Schwarz, pour obtenir :
|TI | ≤ C
(‖vh‖H1 + ‖vv‖H1) ‖hT∇T pD‖T ,2,
et le théorème est démontré en revenant à (V.20).
Nous sommes maintenant en mesure de démontrer que, asymptotiquement, le mode instable qD est sensiblement égal
au mode en damier. Nous rappelons que d’après (IV.8), le mode instable qD est entièrement caractérisé par :
βT = sup
vT ∈E0
b(vT , qD)
|||∇DvT |||D,2 , m(qD) = 0, ‖qD‖D,2 = 1 et (qD, ψD)D > 0. (V.24)
Théorème V.14 (Asymptotique du mode instable)
Soit T un maillage DDFV cartésien non-conforme comme décrit sur la Figure V.5b et qD le mode instable observé
numériquement sur la Figure V.8b et caractérisé par (V.24). Il existe une constante C9 > 0, ne dépendant pas de
size(T ), telle que :
‖qD − ψD‖D,2 ≤ C9size(T ) 12 .
Démonstration : Nous posons
pD = qD − (qD, ψD)D ψD, (V.25)
de sorte que (pD, ψD)D = 0 etm(pD) = 0.
Nous appliquons le Théorème V.11 de manière à obtenir, en utilisant (V.24) et (V.25),
C7‖pD‖D,2 ≤ sup
vT ∈E0
b(vT , pD)
|||∇DvT |||D,2 ≤ βT + (qD, ψD) supvT ∈E0
b(vT , ψD)
|||∇DvT |||D,2 .
En notant que ‖ψD‖D,2 = ‖qD‖D,2 = 1 et (qD, ψD)D ≤ 1, le Théorème V.9 implique :
‖qD − (qD, ψD)ψD‖D,2 ≤ 2C6
C7
size(T ) 12 . (V.26)
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De plus, nous avons (qD, ψD)
2
D
= ((qD, ψD)D ψD − qD, qD)D + ‖qD‖2D,2 et en utilisant le fait que (pD, ψD)D = 0 et
l’inégalité (V.26), nous obtenons :
(qD, ψD)
2
D
= 1− ‖qD − (qD, ψD)ψD‖2D,2 ≥ 1− 4
C26
C27
size(T ).
Nous concluons la preuve en remarquant que,
‖qD − ψD‖D,2 ≤ ‖qD − (qD, ψD)ψD‖D,2 + (1− (qD, ψD)) .
Vérifions maintenant que le mode instable qD converge faiblement vers 0. Le Théorème V.14 implique qu’il suffit de
montrer que ψD converge faiblement vers 0.
Soit f ∈ C0c (Ω), nous pouvons écrire :∫
Ω
ψDf =
∫
Ω
ψD(f − PmT f) +
∫
Ω
ψDP
m
T f
≤ ‖ψD‖L2(Ω) ‖f − PmT f‖L2(Ω) +
∫
Ω
ψDP
m
T f.
Or, la Définition V.7 du mode en damier ψD ainsi que le fait que les mailles primales sont toutes carrées impliquent :∫
K
ψD = 0, ∀K ∈M.
De plus, la définition de la projection moyenne implique :
‖f − PmT f‖L2(Ω) −−−−−−−→
size(T )→0
0.
Donc en notant que ‖ψD‖L2(Ω) = 1, par un argument classique de densité, nous obtenons bien la convergence faible de
ψD vers 0 et donc qD converge également faiblement vers 0.
V.3 Résultats numériques supplémentaires et perspectives
Dans un premier temps nous considérons dans cette section d’autres types maillages cartésiens non conformes :
• deux sur le carré unité Ω =]0, 1[2 (cf Figures V.13a et V.13b) qui présentent plus d’une interface non-conforme;
• un sur le rectangleΩ =]−1, 1[×]0, 1[ (cf Figure V.13c) raffiné uniformément mais avec une interface non-conforme.
(a) Maillage avec deux interfaces (b) Maillage localement raffiné (c) Maillage uniforme non-conforme
Figure V.13: Autres maillages cartésiens non-conformes
Nous observons (cf Figure V.14) les mêmes résultats que dans le cas précédent, à savoir que la constante Inf-Sup βT
tend vers 0 et que
√
λ3(SD) est minorée quand size(T ) tend vers 0. Dans chacun des cas, nous en déduisons que la
propriété de stabilité Inf-Sup de codimension 1 est vérifiée. Nous observons également (cf Figure V.15) que dans chaque
cas le mode instable a encore la même forme que le mode en damier.
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10−3 10−2 10−1
10−2
10−1
100
pente 1/2
βT pour le maillage avec deux interfaces√
λ3(SD) pour le maillage avec deux interfaces
βT pour le maillage localement raffiné√
λ3(SD) pour le maillage localement raffiné
βT pour le maillage uniforme non-conforme√
λ3(SD) pour le maillage uniforme non-conforme
Figure V.14: La constante Inf-Sup discrète βT =
»
λ2(SD) et
»
λ3(SD) en fonction de size(T )
(a) Maillage avec deux interfaces (b) Maillage localement raffiné
(c) Maillage uniforme non-conforme
Figure V.15: Modes propres correspondants
Dans un second cas test, nous partons d’un maillage cartésien uniforme que nous déformons très légèrement (cf Figure
V.16 pour un exemple avec une déformation plus forte) et nous observons numériquement le comportement de la constante
Inf-Sup discrète associée. Plus précisément, nous considérons un maillage cartésien T , nous choisissons un nombre d > 0
et nous déplaçons aléatoirement chacun des sommets intérieurs de ce maillage de ± size(T )
d
.
Nous observons alors (cf Figure V.17) que bien que l’amplitude de la déformation affecte la valeur de la constante Inf-
Sup discrète, elle n’influe pas sur la stabilité Inf-Sup du maillage. En effet, même lorsque le maillage est très légèrement
déformé, la propriété de stabilité Inf-Sup est toujours vérifiée. Remarquons également que la valeur de
√
λ3(SD) quant à
elle n’est pas du tout affectée par l’amplitude de la déformation. Ainsi, ces résultats semblent montrer que dès que nous
déformons très légèrement un maillage cartésien uniforme (qui est Inf-Sup instable et vérifie βT = 0) alors le maillage
obtenu est Inf-Sup stable.
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Figure V.16: Exemple d’un maillage cartésien déformé avec d = 3
10−3 10−2 10−1
10−3
10−2
10−1
100
βT pour d = 20√
λ3(SD) pourd = 20
βT pour d = 40√
λ3(SD) pour d = 40
βT pour d = 80√
λ3(SD) pour d = 80
Figure V.17: La constante Inf-Sup discrète βT =
»
λ2(SD)
Nous étudions maintenant la propriété de stabilité Inf-Sup pour trois familles de maillages conformes décomposés en
sous-domaines avec soit un maillage cartésien uniforme, soit un maillage triangles conformes (cf Figure V.18).
(a) Maillage avec une interface (b) Ω = ]0, 1[2 avec 2 interfaces (c) Ω = ]0, 1[2 \ [0.5, 1[2 avec 2 interfaces
Figure V.18: Maillages divisés en plusieurs sous-domaines avec un maillage différent
Nos résultats (cf Figure V.19) montrent que βT est minoré par une constante strictement positive quand size(T ) tend
vers 0, et donc le schéma DDFV semble être Inf-Sup stable pour de telles familles de maillages. Cependant, il semble
que l’adaptation des preuves précédentes à ces maillages ne soit pas si simple. En effet, comme nous l’avons vu la preuve
démontrant qu’un maillage constitué de triangles conformes est Inf-Sup stable (cf Section V.1) repose essentiellement
sur le fait que les mailles sont des triangles et que nous pouvons ainsi facilement exprimer le gradient de pression dans
une maille en fonction de la différence de deux pressions sur des mailles diamants voisines. Au contraire, les maillages
cartésiens sont Inf-Sup instables (cf Section V.2) et pour démontrer la propriété de stabilité Inf-Sup de codimension 1
nous construisons une vitesse discrète particulière qui vérifie l’inégalité Inf-Sup. Ces deux preuves étant très différentes,
V.3. Résultats numériques supplémentaires et perspectives 163
10−2 10−1 100
10−1
100
Maillage avec une interface, Fig. V.18a
Maillage avec deux interfaces, Ω = ]0, 1[2, Fig. V.18b
Maillage avec deux interfaces, Ω = ]0, 1[2 \ [0.5, 1[2, Fig. V.18c
Figure V.19: Domaine décomposé en plusieurs sous-domaines, βT =
√
λ2(SD) en fonction de size(T )
à ce jour nous ne sommes pas en mesure de coupler ces deux démonstrations pour obtenir un résultat de stabilité Inf-Sup
pour ces maillages. L’étude théorique de la stabilité Inf-Sup pour ces maillages pourrait donc faire l’objet d’un travail à
venir.
Pour finir, nous observons sur la Figure V.21 que la méthode DDFV semble être Inf-Sup stable pour des mailles
composées de quadrangles et de triangles (Figure V.20a) ou de losanges et de triangles (Figure V.20b) mais aussi pour des
maillages plus généraux constitués de quadrangles fortement déformés (Figure V.20c) ou d’hexagones (Figure V.20d) par
exemple.
(a) Maillage conforme quadrangles et triangles (b) Maillage conforme losanges et triangles
(c) Maillage quadrangles déformés (d) Maillage hexagones
Figure V.20: Différents types de maillages
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10−2 10−1 100
10−2
10−1
100
Maillage conforme quadrangles et triangles, Fig. V.20a
Maillage conforme losanges et triangles, Fig. V.20b
Maillage quadrangles déformé, Fig. V.20c
Maillage hexagones, Fig. V.20d
Figure V.21: La constante Inf-Sup discrète βT =
√
λ2(SD) en fonction de size(T )
V.4 Conclusion
Dans ce chapitre, nous avons étudié d’un point de vue théorique et numérique si la propriété de stabilité Inf-Sup était
satisfaite ou non pour le schéma DDFV pour différents types de familles de maillages. Nous observons que le schéma
DDFV semble être très robuste en ce qui concerne la propriété de stabilité Inf-Sup, en particulier dans le cas des maillages
non-conformes. Nous avons prouvé cette propriété pour différentes familles de maillages mais cette preuve dépend
fortement de la géométrie des mailles. De plus, dans le cas de maillages cartésiens qui sont, à notre connaissance,
les seuls pour lesquels la propriété de stabilité Inf-Sup pour le schéma DDFV n’est pas vérifiée nous avons démontré
une propriété de stabilité Inf-Sup de codimension 1. Jusqu’à présent, nous ne sommes pas en mesure de prouver cette
propriété de stabilité pour des maillages polygonaux généraux, même si nous avons présenté des résultats numériques
montrant que le schéma DDFV semble être Inf-Sup stable pour des familles très variées de maillages.
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Discrétisation DDFV d’un modèle couplé
Cahn-Hilliard/Stokes
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Chapitre VI
Discrétisation DDFV de l’équation de
Cahn-Hilliard
Dans les Chapitres I et III, nous avons décrit une méthode de type volumes finis (VF4) pour l’équation de Cahn-Hilliard.
Cependant le schéma VF4 impose des conditions très restrictives sur la géométrie du maillage dues à la condition
d’orthogonalité imposée entre les centres de deux mailles voisines. Dans de nombreux cas, cette condition d’orthogonalité
ne peut pas être satisfaite comme par exemple dans le cas de maillages non-conformes. Comme nous l’avons vu dans la
Partie 2, le schéma DDFV permet de traiter des maillages très généraux ne vérifiant pas cette condition d’orthogonalité.
C’est l’une des raisons pour lesquelles nous allons étudier dans ce chapitre le schéma DDFV associé à l’équation de
Cahn-Hilliard. La seconde raison est que lorsque nous voulons étudier un couplage de type Cahn-Hilliard/Stokes (voir
Chapitre VII), nous ne pouvons pas utiliser le schéma VF4 car, comme nous l’avons expliqué dans le Chapitre IV, ce
schéma n’est pas adapté à ce type de problème (l’opérateur de divergence n’est pas consistant et le schéma ne converge
pas).
Contrairement au cas étudié dans la Partie 2, ici le domaine Ω n’est pas forcément polygonal, nous commençons
donc par définir les notations DDFV propres à un domaine Ω ⊂ R2 régulier, non polygonal (cf Section VI.1.1). Nous
définissons également des opérateurs gradient et divergence discrets (Définitions VI.1 et VI.2) qui sont en dualité (cf
Théorème VI.4). Nous commençons par donner l’approximation DDFV du cas, plus simple, des conditions aux limites
de Neumann pour le paramètre d’ordre (Section VI.2) puis nous nous intéressons au cas des conditions aux limites
dynamiques (Section VI.3) dans lequel le point délicat est la discrétisation sur les mailles duales du bord de l’équation
sur le potentiel chimique car elles interviennent à la fois dans l’équation dans Ω et dans l’équation sur Γ par le biais de la
condition aux limites dynamique. Finalement, après avoir décrit l’implémentation du schéma DDFV (Section VI.4) nous
présentons des résultats numériques (Section VI.5) qui permettent de valider ce schéma.
VI.1 Cadre DDFV du problème étudié
VI.1.1 Notations DDFV sur un maillage courbe
Dans cette section, nous complétons les notations introduites dans le Chapitre II pour le schéma VF4 sur un domaine
non polygonal et celles décrites dans le Chapitre IV pour l’approximation DDFV du problème de Stokes sur un domaine
polygonal, afin de pouvoir écrire le schéma DDFV associé à l’équation de Cahn-Hilliard sur un domaineΩ non polygonal.
• Rappelons que nous notons V l’ensemble des sommets du maillage primal inclus dans Γ, v = L|L′ ∈ V désigne le
sommet qui sépare les mailles primales du bord L et L′ et VL ⊂ V est l’ensemble des sommets de la maille L ∈ ∂M.
De la même manière, nous notons V∗ l’ensemble des sommets du maillage dual inclus dans Γ. Remarquons que
V∗ est en fait l’ensemble des centres xL pour L ∈ ∂M. Ainsi, pour L ∈ ∂M, si xL est le point de Γ séparant les
mailles duales du bord K∗ et L∗ nous le notons (quand nous le considérons comme un sommet du maillage dual)
v∗ = K∗|L∗. L’ensemble VK∗ ⊂ V∗ désigne l’ensemble des sommets de la maille K∗ ∈ ∂M∗ qui appartiennent
à Γ.
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• Si xL est le centre de la maille L ∈ ∂M, nous définissons yL de la même manière que dans la Section II.1. Ce qui
signifie que yL est la projection orthogonale sur la corde eL du point xL. Notons qu’en pratique nous ne connaissons
pas le point xL nous choisissons donc yL ∈ eL tel que si L ∈ ∂M ∩ EK le segment [xK, xL] soit orthogonal à la
corde eL.
• Les arêtes (primales et duales) incluses dans Γ pouvant être courbes, nous introduisons :
mσ =
®
meL si σ = L ⊂ Γ,
mσ sinon,
et mσ∗ =
®
d(yL,v) + d(yL′ ,v) si σ
∗ = x˘LxL′ ⊂ Γ et v = L|L′,
mσ∗ sinon.
Rappelons que si σ = L ∈ Eext, ~nKL (ou ~nσK) désigne la normale unitaire à la corde eL sortante à Ω.
• Si K∗ ∈ ∂M∗ tel que ∂K∗ ∩ Γ = x˘LxL′ , nous notons K∗ le polygone formé par les sommets intérieurs de la maille
duale K∗, le sommet v = L|L′ ∈ Γ et par les centres yL et yL′ et mK∗ sa mesure. Si K∗ ∈ M∗, nous notons
K
∗ = K∗. Rappelons que les notations similaires K et D ont été définies dans la Section II.2 et seront réutilisées ici.
• Si K∗ ∈ ∂M∗ est une maille duale du bord, nous notons σ∗Γ ⊂ Γ l’arête duale du bord définie par σ∗Γ = ∂K∗ ∩ Γ.
VI.1.2 Formule de Green
Dans la partie 2, l’inconnue en vitesse uT est un champ de vecteurs de
(
R2
)T
auquel nous imposons des conditions aux
limites de Dirichlet homogène, nous avons donc défini les opérateurs de gradient discret ∇D : (R2)T → (M2(R))D
et de divergence discrète divT : (M2(R))D → E0 (cf Définitions IV.2 et IV.4). Ici, les inconnues cT et µT sont des
champs scalaires, nous devons donc définir deux nouveaux opérateurs discrets : le gradient discret d’un champ scalaire
∇D : RT → (R2)D et la divergence discrète d’un champ de vecteurs divT : (R2)D → RT . Nous donnons ensuite la
formule de Green associée à ces opérateurs.
Définition VI.1 (Gradient discret d’un champ scalaire)
L’opérateur de gradient discret qui envoie un champ scalaire de RT vers un champ de vecteurs de
(
R2
)D
est défini
de la manière suivante. Soit uT ∈ RT , nous posons ∇DuT = (∇DuT )D∈D, où pour tout D ∈ D :
∇DuT = 1
2mD
(
mσ(uL − uK)~nKL +mσ∗(uL∗ − uK∗)~nK∗L∗
)
.
Définition VI.2 (Divergence discrète d’un champ de vecteurs)
Nous définissons l’opérateur de divergence discrète divT qui envoie un champ de vecteurs de
(
R2
)D
vers un champ
scalaire de RT de la manière suivante. Soit ξD ∈
(
R2
)D
, nous posons
divT ξD =
Ä
divMξD, div
∂MξD, div
M
∗
ξD, div
∂M∗ξD
ä
avec
divMξD = (div
KξD)K∈M , div
∂MξD = 0, div
M
∗
ξD =
(
divK
∗
ξD
)
K∗∈M∗
, div∂M
∗
ξD =
(
divK
∗
ξD
)
K∗∈∂M∗
tels que :
∀K ∈M, divKξD = 1
mK
∑
Dσ,σ∗∈DK
mσξD · ~nσK,
∀K∗ ∈M∗, divK∗ξD = 1
mK∗
∑
Dσ,σ∗∈DK∗
mσ∗ξD · ~nσ∗K∗
∀K∗ ∈ ∂M∗, divK∗ξD = 1
mK∗
( ∑
Dσ,σ∗∈DK∗
mσ∗ξD · ~nσ∗K∗ +
∑
D∈DK∗∩Dext
dK∗,LξD · ~nσK
)
.
Nous avons noté dK∗,L = d(yL, xK∗) qui est une approximation de la longueur de l’arc x˙LxK∗ .
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Remarque VI.3
Remarquons que le gradient discret que nous définissons ici est simplement l’analogue de celui introduit dans la
Définition IV.2 dans le cas d’un champ de vecteur de
(
R2
)T
et sur un domaine Ω polygonal. Par contre, il faut faire
attention au fait que dans la Définition IV.4 la divergence d’un champ de matrices ξD ∈ (M2(R))D est définie de
sorte que divK
∗
ξD = 0 pour toute maille duale K∗ ∈ ∂M∗ ce qui n’est pas le cas ici. Ceci est dû au fait que, pour
pouvoir prendre en compte la condition aux limites dynamique sur les mailles duales du bord, nous allons également
devoir intégrer cette condition aux limites sur les mailles duales du bord (cf Section VI.3).
Afin d’écrire la formule de Green associée à ces opérateurs discrets, nous introduisons deux opérateurs de traces :
• un opérateur de trace sur RT défini par γT : uT ∈ RT 7→ γT (uT ) = (γL(uT ))L∈∂M ∈ R∂M tel que
γL(uT ) =
dK∗,LuK∗ + dL∗,LuL∗ +mσuL
2mσ
, ∀L = [xK∗ , xL∗ ] ∈ ∂M;
• un opérateur de trace sur
(
R2
)D
défini par γD : φD ∈
(
R2
)D 7→ (φD)D∈Dext ∈ (R2)Dext .
Nous définissons également les produits scalaires suivants :
JuT , vT KT =
1
2
Å ∑
K∈M
mKuKvK +
∑
K∗∈M∗∪∂M∗
mK∗uK∗vK∗
ã
, ∀uT , vT ∈ RT ,
(φD, v∂M)∂Ω =
∑
Dσ,σ∗∈Dext
mσφDvL, ∀φD ∈ RDext , v∂M ∈ R∂M,
(ξD, φD)D =
∑
D∈D
mDξD · φD, ∀ξD, φD ∈
(
R2
)D
.
Les normes associées sont définies par :
‖uT ‖T ,2 = JuT , uT K
1
2
T , ∀uT ∈ RT et ‖ξD‖D,2 = (ξD, ξD)
1
2
D
, ∀ξD ∈
(
R2
)D
.
Nous obtenons alors la formule de Green suivante qui implique que les deux opérateurs discrets introduits (cf Défini-
tions VI.1 et VI.2) sont en dualité (c’est d’ailleurs cette propriété de dualité qui a donné son nom à la méthode DDFV).
Nous ne donnons pas la preuve de cette propriété ici, nous nous référons à [DO05, ABH07].
Théorème VI.4 (Formule de Green)
Pour tout ξD, uT ∈
(
R2
)D × RT , nous avons :
JdivT ξD, uT KT = −
(
ξD,∇DuT
)
D
+ (γD(ξD) · ~nT , γT (uT ))∂Ω , (VI.1)
avec ~nT = ((~nKL)L∈∂M) ∈
(
R2
)Dext
où nous rappelons que pour tout L = σ ∈ ∂M, ~nKL désigne la normale
unitaire à la corde eL sortante à Ω.
VI.2 Les conditions aux limites de Neumann
Rappelons que l’équation de Cahn-Hilliard avec des conditions aux limites de Neumman (cf Chapitre I) s’écrit de la
manière suivante : Trouver c : (0, T )× Ω→ R satisfaisant :
∂tc = Γb∆µ, ∀(t, x) ∈ (0, T )× Ω;
µ = −A∆∆c+Afbf ′b(c), ∀(t, x) ∈ (0, T )× Ω;
∂nc = ∂nµ = 0, ∀(t, x) ∈ (0, T )× Γ;
c(0, x) = c0(x), ∀x ∈ Ω.
(VI.2a)
(VI.2b)
(VI.2c)
(VI.2d)
VI.2.1 Principe du schéma DDFV pour l’équation de Cahn-Hilliard
Soit T = (M ∪ ∂M,M∗ ∪ ∂M∗) un maillage DDFV associé au domaine Ω. Les inconnues discrètes de l’équation de
Cahn-Hilliard sont localisées aux centres des mailles primales et duales (c’est à dire aux centres et aux sommets). A
l’instant tn, nous cherchons donc :
cnT =
Å
(cnK)K∈M∪∂M
(cnK∗)K∗∈M∗∪∂M∗
ã
∈ RT et µnT =
Å
(µnK)K∈M∪∂M
(µnK∗)K∗∈M∗∪∂M∗
ã
∈ RT .
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De manière analogue à ce que nous fait pour le schéma VF4 (cf Section III.2), afin d’obtenir le schéma DDFV associé à
ce problème nous intégrons les équations (VI.2a) et (VI.2b) sur chaque maille primale intérieure K ∈ M et sur chaque
maille duale K∗ ∈ M∗ ∪ ∂M∗ en utilisant les conditions aux limites de Neumann imposées sur µ et c. Remarquons que
contrairement au cas du schéma DDFV pour le problème de Stokes avec des conditions au bord de Dirichlet (cf Section
IV.2), pour pouvoir prendre en compte les conditions aux limites de Neumann, nous intégrons également l’équation sur
les mailles duales du bord.
En utilisant les opérateurs discrets définis dans la Section VI.1.2, si nous supposons que cnT ∈ RT est donné,
l’approximation DDFV du problème (VI.2) au temps tn+1 est donnée par :
Problème VI.5 (Approximation DDFV de l’équation de Cahn-Hilliard avec des CL de Neumann)
Trouver (cn+1T , µ
n+1
T ) ∈ RT × RT tels que :
cn+1T0 − cnT0
∆t
− ΓbdivT
(∇Dµn+1T ) = 0,
µn+1T0 = −A∆divT
(∇Dcn+1T )+Afbdfb(cnT0 , cn+1T0 ),
γD(∇Dµn+1T ) · ~nT = γD(∇Dcn+1T ) · ~nT = 0,
(VI.3a)
(VI.3b)
(VI.3c)
où, par convention, nous notons uT0 =
Ñ
(uK)K∈M
(0)
L∈∂M
(uK∗)K∗∈M∗∪∂M∗
é
∈ RT .
Notons que nous avons introduit la notation uT0 pour que les mailles primales du bord L ∈ ∂M n’interviennent pas
dans les équations (VI.3a) et (VI.3b). Ainsi, l’équation sur le maillage primal du bord ∂M est vide dans ces deux équa-
tions. Sans cette notation, l’équation (VI.3a) entraînerait que cn+1∂M = c
n
∂M et l’équation (VI.3b) queAfbdfb(cn∂M, cn+1∂M ) =
µn+1∂M , ce qui n’est évidemment pas le cas.
Sur le maillage primal intérieur, l’équation (VI.3a) s’écrit :
mK
cn+1K − cnK
∆t
−mKΓbdivK
(∇Dµn+1T ) = 0, ∀K ∈M.
Alors, en sommant ces équations sur toutes les mailles primales intérieures K ∈M nous retrouvons bien la conservation
du volume au niveau discret sur le maillage primal M. Le même raisonnement sur le maillage dual (intérieur et du bord)
M
∗ ∪ ∂M∗ implique la conservation du volume sur le maillage dual. Ainsi,∑
K∈M
mK(c
n+1
K − cnK) =
∑
K∗∈M∗∪∂M∗
mK∗(c
n+1
K∗ − cnK∗) = 0. (VI.4)
VI.2.2 Estimation d’énergie
Nous définissons l’énergie libre associée au problème VI.5 (correspondant à l’énergie libre continue (I.1)) de la manière
suivante :
Fb,T (cT ) = A∆
2
∥∥∥∇DcT ∥∥∥2
D,2
+AfbJfb(cT ), 1T KT , ∀cT ∈ RT ; (VI.5)
où 1T ∈ RT est la fonction constante égale à 1 sur chaque volume de contrôle primal intérieur et dual (intérieur et du
bord).
Nous obtenons alors l’estimation d’énergie suivante :
Proposition VI.6 (Egalité d’énergie DDFV)
Soit cnT ∈ RT . Supposons qu’il existe une solution (cn+1T , µn+1T ) ∈ RT × RT au problème VI.5, alors l’égalité
suivante est vérifiée :
Fb,T (cn+1T )−Fb,T (cnT ) + Γb∆t
∥∥∥∇Dµn+1T ∥∥∥2
D,2
+
A∆
2
∥∥∥∇D(cn+1T − cnT )∥∥∥2
D,2
=
Afb
2
∑
K∈M
mK
(
fb(c
n+1
K )− fb(cnK)− dfb(cnK, cn+1K )(cn+1K − cnK)
)
+
Afb
2
∑
K∗∈M∗∪∂M∗
mK∗
(
fb(c
n+1
K∗ )− fb(cnK∗)− dfb(cnK∗ , cn+1K∗ )(cn+1K∗ − cnK∗)
)
.
(VI.6)
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Démonstration : Commençons par calculer le produit scalaire de l’équation (VI.3a) avec µn+1T , nous obtenons alors :
Jcn+1T − cnT , µn+1T KT − Γb∆tJdivT∇Dµn+1T , µn+1T KT = 0,
donc en utilisant la formule de Green discrète (VI.1) ainsi que la condition aux limites de Neumann homogène sur le
potentiel chimique, nous avons
Jcn+1T − cnT , µn+1T KT + Γb∆t
∥∥∥∇Dµn+1T ∥∥∥2
D,2
= 0. (VI.7)
Calculons maintenant le produit scalaire de l’équation (VI.3b) avec cn+1T − cnT . En utilisant le formule de Green discrète
(VI.1) et la condition aux limites de Neumann homogène sur la concentration, nous en déduisons :
A∆
(∇Dcn+1T ,∇D(cn+1T − cnT ))D +AfbJdfb(cnT , cn+1T ), cn+1T − cnT KT − Jµn+1T , cn+1T − cnT KT = 0.
La relation 2a(a− b) = a2 − b2 + (a− b)2 implique
A∆
2
Å∥∥∥∇Dcn+1T ∥∥∥2
D,2
−
∥∥∥∇DcnT ∥∥∥2
D,2
+
∥∥∥∇D(cn+1T − cnT )∥∥∥2
D,2
ã
+AfbJdfb(cnT , cn+1T ), cn+1T − cnT KT − Jµn+1T , cn+1T − cnT KT = 0.
(VI.8)
En utilisant la définition (VI.5) de l’énergie libre et en sommant les équations (VI.7) et (VI.8), nous obtenons le résultat
attendu.
Remarquons qu’en utilisant les mêmes discrétisations, implicite ou semi-implicite, pour le potentiel de Cahn-Hilliard
fb que celle décrites dans la Section I.3.2 nous obtenons des résultats similaires à ceux donnés dans le Chapitre I. Plus
précisément, nous pouvons montrer :
• la décroissance de l’énergie DDFV définie par (VI.5) (telle que dans les Propositions I.5 et I.6);
• l’existence d’au moins une solution au Problème discret VI.5 (telle que dans le Théorème I.8);
• les bornes sur les solutions discrètes (telles que dans la Proposition I.12) notamment une borne L∞(0, T,H1(Ω))-
discrète pour la concentration et une borne L2(0, T,H1(Ω))-discrète pour le potentiel chimique.
VI.3 Les conditions aux limites dynamiques
VI.3.1 Définitions de nouveaux opérateurs discrets
Nous notons W = (V,V∗) l’ensemble des sommets du maillage T inclus dans Γ (c’est à dire l’ensemble des sommets
du maillage ∂T = (∂M, ∂M∗)). Pour simplifier l’écriture du schéma, nous définissons ici deux nouveaux opérateurs
discrets : le gradient tangentiel∇WΓ et la divergence tangentielle div∂TΓ .
Définition VI.7 (Gradient tangentiel discret d’un champ scalaire)
L’opérateur de gradient tangentiel discret ∇WΓ : R∂T → RW est défini de la manière suivante. Soit u∂T ∈ R∂T , nous
posons ∇WΓ u∂T = (∇VΓu∂M,∇V∗Γ u∂M∗) avec ∇VΓu∂M = (∇vΓu∂M)v∈V et ∇V∗Γ u∂M∗ = (∇v∗Γ u∂M∗)v∗∈V∗ tels que :
∀v = L|L′ ∈ V, ∇vΓu∂M =
uL′ − uL
mσ∗
Γ
nvL;
∀v∗ = K∗|L∗ ∈ V∗, ∇v∗Γ u∂M∗ =
uL∗ − uK∗
mσ
nv∗K∗ ;
où nous avons noté nvL = ±1 tel que nvL = −nvL′ et nv∗K∗ = ±1 tel que nv∗K∗ = −nv∗L∗ .
En fait ces nombres permettent de donner une orientation aux arcs de courbe x˘LxL′ et˚ xK∗xL∗ . Plus précisément,
• nvL = 1 si l’orientation de Γ est choisie telle que nous parcourons l’arc x˘LxL′ de xL vers xL′ ,
• nv∗K∗ = 1 si l’orientation de Γ est choisie telle que nous parcourons l’arc˚ xK∗xL∗ de xK∗ vers xL∗ .
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Définition VI.8 (Divergence tangentielle discrète d’un champ scalaire)
Nous définissons l’opérateur de divergence tangentielle div∂TΓ : R
W → R∂T de la manière suivante. Soit ξW ∈ RW ,
nous posons div∂TΓ ξW = (div
∂M
Γ ξV , div
∂M∗
Γ ξV∗) avec div
∂M
Γ ξV = (div
L
ΓξV)L∈∂M et div
∂M∗
Γ ξV∗ =
(
divK
∗
Γ ξV∗
)
K∗∈∂M∗
tels que :
∀L ∈ ∂M, divLΓξV =
1
mσ
∑
v∈VL
ξvnvL;
∀K∗ ∈ ∂M∗, divK∗Γ ξV∗ =
1
mσ∗
Γ
∑
v∗∈V
K∗
ξv∗nv∗K∗ .
Afin d’obtenir une formule de Green associée à ces opérateurs tangentiels discrets, nous introduisons également deux
produit scalaires L2-discrets sur Γ :
Ju∂T , v∂T K∂T =
1
2
Å ∑
L∈∂M
mσuLvL +
∑
K∗∈∂M∗
mσ∗
Γ
uK∗vK∗
ã
, ∀u∂T , v∂T ∈ R∂T ,
(ξW , φW)W =
1
2
Ç ∑
v=L|L′∈V
mσ∗
Γ
ξvφv +
∑
v∗=K∗|L∗∈V∗
mσξv∗φv∗
å
, ∀ξW , φW ∈ RW .
Les normes correspondantes sont définies par :
‖u∂T ‖∂T ,2 = Ju∂T , u∂T K
1
2
∂T , ∀u∂T ∈ R∂T , ‖ξW‖W,2 = (ξW , ξW)
1
2
W , ∀ξW ∈ RW .
En utilisant la définition des opérateurs tangentiels discrets et des produits scalaires ci-dessus, nous obtenons immé-
diatement la formule de Green suivante.
Théorème VI.9 (Formule de Green pour les opérateurs tangentiels)
Pour tout ξW , u∂T ∈ RW × R∂T , nous avons
Jdiv∂TΓ ξW , u∂T K∂T = − (ξW ,∇WΓ u∂T )W . (VI.9)
VI.3.2 Approximation DDFV en prenant en compte la condition aux limites dynamiques
Rappelons que l’équation de Cahn-Hilliard avec des conditions aux limites dynamiques (cf Chapitre III) s’écrit de la
manière suivante : Trouver c : (0, T )× Ω→ R tel que,
∂tc = Γb∆µ; in (0, T )× Ω;
µ = −A∆∆c+Afbf ′b(c); in (0, T )× Ω;
A∂t∂tcpΓ = A∆Γ∆ΓcpΓ −Afsf ′s(cpΓ)−A∆∂nc; on (0, T )× Γ;
∂nµ = 0; on (0, T )× Γ;
c(0, .) = c0; in Ω.
(VI.10a)
(VI.10b)
(VI.10c)
(VI.10d)
(VI.10e)
Le point délicat dans l’obtention de l’approximation DDFV de ce problème provient de la discrétisation de la condition
aux limites dynamique sur les mailles duales du bord. Ceci est dû au fait que les inconnues duales du bord ont un statut
particulier car elles interviennent à la fois en tant qu’inconnues duales intérieures dans l’équation (VI.10b) et en tant
qu’inconnues duales du bord dans la condition aux limites dynamique (VI.10c). Remarquons que ce n’est pas le cas des
inconnues primales du bord qui n’interviennent que dans la condition aux limites (VI.10c). Le traitement des mailles
duales du bord sera donc différent de celui des mailles primales du bord.
Détaillons la méthode que nous utilisons ici pour obtenir l’approximation DDFV de l’équation (VI.10b) avec la con-
dition aux limites (VI.10c) sur les mailles duales du bord. Considérons une maille duale du bord K∗ ∈ ∂M∗ et intégrons
l’équation (VI.10b) sur cette maille, alors pour tout t ∈ R nous avons :∫
K∗
µ(t, x)dx =−A∆ ∑
Dσ,σ∗∈DK∗
∫
σ∗
∇c(t, x) · ~nσ∗K∗dσ(x)
−A∆ ∑
D∈DK∗∩Dext
∫
σ∩K∗
∇c(t, x) · ~nσKdσ(x) +Afb
∫
K∗
f ′b(c(t, x))dx.
(VI.11)
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Nous intégrons maintenant l’équation (VI.10c) sur ∂K∗ ∩ Γ = σ∗Γ , alors pour tout t ∈ R nous obtenons :
A∂t
∫
σ∗
Γ
∂tcpΓ(t, x)dσ(x) =A∆Γ
∑
v∗∈V
K∗
∇ΓcpΓ(t,v∗)nv∗K∗ · ~τ −Afs
∫
σ∗
Γ
f ′s(cpΓ(t, x))dσ(x)
−A∆ ∑
D∈DK∗∩Dext
∫
σ∩K∗
∇c(t, x) · ~nσKdσ(x) .
(VI.12)
Nous intégrons maintenant les équations (VI.11) et (VI.12) sur l’intervalle de temps [tn, tn+1] puis nous remplaçons le
terme encadré dans l’équation (VI.11) par la valeur que nous obtenons dans l’équation (VI.12). Nous pouvons alors écrire,
−A∆ ∑
Dσ,σ∗∈DK∗
∫ tn+1
tn
∫
σ∗
∇c(t, x) · ~nσ∗K∗dσ(x)dt+Afb
∫ tn+1
tn
∫
K∗
f ′b(c(t, x))dxdt
−
∫ tn+1
tn
∫
K∗
µ(t, x)dxdt+A∂t
∫
σ∗
Γ
(
cpΓ(t
n+1, x)− cpΓ(tn, x)
)
dσ(x)
−A∆Γ
∑
v∗∈V
K∗
∫ tn+1
tn
∇Γc(t,v∗)nv∗K∗ · ~τdt+Afs
∫ tn+1
tn
∫
σ∗
Γ
f ′s(cpΓ)dσ(x)dt = 0.
(VI.13)
Ainsi, pour toute maille duale du bord K∗ ∈ ∂M∗, l’approximation DDFV choisie de l’équation (VI.10b) associée à la
condition au bord (VI.10c) s’écrit :
−A∆ ∑
Dσ,σ∗∈DK∗
mσ∗∇Dcn+1T · ~nσ∗K∗ +AfbmK∗dfb(cnK∗ , cn+1K∗ )−mK∗µn+1K∗ +A∂tmσ∗Γ
cn+1K∗ − cnK∗
∆t
−A∆Γ
∑
v∗∈V
K∗
∇v∗Γ cn+1∂M∗nv∗K∗ +Afsmσ∗Γdfs(cnK∗ , c
n+1
K∗ ) = 0,
où nous rappelons que nous avons noté σ∗Γ = ∂K∗ ∩ Γ.
En ce qui concerne les autres termes du schéma, nous utilisons la méthode classique :
• Comme dans le cas de la Section VI.2, nous intégrons l’équation (VI.10a) sur chaque maille primale intérieure
K ∈ M et sur chaque maille duale K∗ ∈ M∗ ∪ ∂M∗. Nous prenons en compte la condition au bord de Neumann
homogène sur le potentiel chimique grâce aux mailles primales du bord.
• Nous intégrons l’équation (VI.10b) sur les mailles primales intérieures K ∈M et sur les mailles duales intérieures
K∗ ∈M∗.
• Enfin, nous intégrons les équations (VI.10c) sur les mailles primales du bord L ∈ ∂M.
Ainsi, si nous supposons cnT ∈ RT connu, l’approximation DDFV de l’équation (VI.10) est donnée par :
Problème VI.10 (Approximation DDFV de l’équation de CH avec des CL dynamiques)
Trouver (cn+1T , µ
n+1
T ) ∈ RT × RT tels que :
cn+1T0 − cnT0
∆t
− ΓbdivT
(∇Dµn+1T ) = 0;
γD(∇Dµn+1T ) · ~nT = 0;
(VI.14a)
(VI.14b)

µn+1
M
= −A∆divM
(∇Dcn+1T )+Afbdfb(cnM, cn+1M ),
µn+1
M
∗ = −A∆divM
∗ (∇Dcn+1T )+Afbdfb(cnM∗ , cn+1M∗ ),
mK∗µ
n+1
K∗ = −A∆
∑
Dσ,σ∗∈DK∗
mσ∗∇Dcn+1T · ~nσ∗K∗ +AfbmK∗dfb(cnK∗ , cn+1K∗ )
+A∂tmσ∗
Γ
cn+1K∗ − cnK∗
∆t
−A∆Γmσ∗Γdiv
∂M∗
Γ
(∇v∗Γ cn+1∂M∗)
+Afsmσ∗Γdfs(cnK∗ , c
n+1
K∗ ), ∀K∗ ∈ ∂M∗;
A∂t c
n+1
∂M − cn∂M
∆t
−A∆Γdiv∂MΓ
(∇VΓcn+1∂M )+Afsdfs(cn∂M, cn+1∂M ) +A∆γD(∇Dcn+1T ) · ~nT = 0.
(VI.15a)
(VI.15b)
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Notons que nous avons là encore utilisé la notation cnT0 de sorte que l’équation sur le maillage primal du bord ∂M soit
vide dans l’équation (VI.14a).
VI.3.3 Estimation d’énergie
Rappelons que pour l’équation de Cahn-Hilliard avec des conditions aux limites dynamiques, l’énergie libre continue F
est la somme d’une énergie libre volumique Fb et d’une énergie libre surfacique Fs (cf Définition III.5). L’énergie libre
volumique est en fait l’énergie libre associée à l’équation de Cahn-Hilliard avec des conditions aux limites de Neumann.
Ainsi, l’énergie libre volumique discrète est donnée par la formule (VI.5). L’énergie libre totale discrète est définie par la
formule suivante : Pour tout cT ∈ RT ,
Fb,T (cT ) = A∆
2
∥∥∥∇DcT ∥∥∥2
D,2
+AfbJfb(cT ), 1T KT︸ ︷︷ ︸
:=Fb(cT )
+
A∆Γ
2
‖∇WΓ c∂T ‖2W,2 +AfbJfs(c∂T ), 1∂T K∂T︸ ︷︷ ︸
:=Fs,∂M(c∂T )
, (VI.16)
où 1∂T ∈ R∂T est la fonction constante égale à 1 sur chaque volume de contrôle du bord (primal et dual).
Proposition VI.11 (Egalité d’énergie DDFV avec conditions aux limites dynamiques)
Soit cnT ∈ RT . Supposons qu’il existe une solution (cn+1T , µn+1T ) ∈ RT × RT au problème VI.10, alors l’égalité
suivante est vérifiée :
Fb,T (cn+1T )−Fb,T (cnT ) + Γb∆t
∥∥∥∇Dµn+1T ∥∥∥2
D,2
+
A∆
2
∥∥∥∇D(cn+1T − cnT )∥∥∥2
D,2
+
A∆Γ
2
∥∥∇WΓ (cn+1∂T − cn∂T )∥∥2W,2 + A∂t∆t ∥∥cn+1∂T − cn∂T ∥∥2∂T ,2
=
Afb
2
∑
K∈M
mK
(
fb(c
n+1
K )− fb(cnK)− dfb(cnK, cn+1K )(cn+1K − cnK)
)
+
Afb
2
∑
K∗∈M∗∪∂M∗
mK∗
(
fb(c
n+1
K∗ )− fb(cnK∗)− dfb(cnK∗ , cn+1K∗ )(cn+1K∗ − cnK∗)
)
+
Afs
2
∑
L∈∂M
mσ
(
fs(c
n+1
L )− fs(cnL)− dfs(cnL, cn+1L )(cn+1L − cnL)
)
+
Afs
2
∑
K∗∈∂M∗
mσ∗
Γ
(
fs(c
n+1
K∗ )− fs(cnK∗)− dfs(cnK∗ , cn+1K∗ )(cn+1K∗ − cnK∗)
)
.
Démonstration : Commençons par l’équation d’évolution sur la concentration. En prenant le produit scalaire de
l’équation (VI.14a) avec µn+1T et en utilisant la formule de Green discrète du Théorème VI.4 associée à la condition aux
limites de Neumann homogène (VI.14b), nous obtenons :
Jcn+1T − cnT , µn+1T KT + Γb∆t
∥∥∥∇Dµn+1T ∥∥∥2
D,2
= 0. (VI.17)
Intéressons nous maintenant à l’équation sur le potentiel chimique (VI.15a). Nous multiplions chaque équation d’une
maille primale intérieure K ∈ M par mK2 (cn+1K − cnK), chaque équation d’une maille duale intérieure K∗ ∈ M∗ par
mK∗
2 (c
n+1
K∗ − cnK∗) et chaque équation d’une maille duale du bord K∗ ∈ ∂M∗ par 12 (cn+1K∗ − cnK∗).
En sommant les identités obtenues sur les mailles primales intérieures et les mailles duales, nous avons :
−A∆JdivT
(∇Dcn+1T ) , cn+1T − cnT KT + A∆2 ∑K∗∈∂M∗ ∑D∈DK∗∩Dext dK∗,L∇Dcn+1T · ~nσK (cn+1K∗ − cnK∗)
+AfbJdfb(cnT , cn+1T ), cn+1T − cnT KT − Jµn+1T , cn+1T − cnT KT +
A∂t
2∆t
∑
K∗∈∂M∗
mσ∗
Γ
(
cn+1K∗ − cnK∗
)2
− A∆Γ
2
∑
K∗∈∂M∗
mσ∗
Γ
divK
∗
Γ
(∇V∗Γ cn+1∂M∗) (cn+1K∗ − cnK∗)
+
Afs
2
∑
K∗∈∂M∗
mσ∗
Γ
dfs(cnK∗ , c
n+1
K∗ )(c
n+1
K∗ − cnK∗) = 0.
(VI.18)
Il reste maintenant à prendre en compte la condition aux limites dynamique (VI.15b) sur les mailles primales intérieures.
Nous multiplions chaque équation d’une maille primale du bord L ∈ ∂M par mσ
2
(cn+1L − cnL) puis nous sommons sur les
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mailles primales du bord, ainsi :
A∂t
2∆t
∑
L∈∂M
mσ
(
cn+1L − cnL
)2 − A∆Γ
2
∑
L∈∂M
mσdiv
L
Γ
(∇VΓcn+1∂M ) (cn+1L − cnL)
+
Afs
2
∑
L∈∂M
mσd
fs(cnL, c
n+1
L )(c
n+1
L − cnL) +
A∆
2
∑
D∈Dext
mσ∇Dcn+1T · ~nσK
(
cn+1L − cnL
)
= 0.
(VI.19)
Remarquons alors que pour tout uT ∈ RT , ξD ∈ RDext , nous avons :∑
K∗∈∂M∗
∑
D∈DK∗∩Dext
dK∗,LξDuK∗ =
∑
D∈Dext
(dK∗,LuK∗ + dL∗,LuL∗) ξD.
En appliquant cette égalité aux fonctions uT = (cn+1T − cnT ) et ξD = γD
(∇Dcn+1T ) · ~nT et en sommant les équa-
tions (VI.18) et (VI.19), nous obtenons finalement :
−A∆JdivT
(∇Dcn+1T ) , cn+1T − cnT KT +A∆ (γD (∇Dcn+1T ) · ~nT , γT (cn+1T − cnT ))∂Ω
+AfbJdfb(cnT , cn+1T ), cn+1T − cnT KT − Jµn+1T , cn+1T − cnT KT +
A∂t
∆t
∥∥cn+1∂T − cn∂T ∥∥2∂T ,2
−A∆ΓJdiv∂TΓ
(∇WΓ cn+1∂T ) , cn+1∂T − cn∂T K∂T +AfsJdfs(cn∂T , cn+1∂T ), cn+1∂T − cn∂T K∂T = 0.
(VI.20)
En utilisant la formule de Green (VI.1) ainsi que la formule de Green sur les opérateurs tangentiels (VI.9), nous obtenons :
A∆
(∇Dcn+1T ,∇D(cn+1T − cnT ))D − Jµn+1T , cn+1T − cnT KT
+
A∂t
∆t
∥∥cn+1∂T − cn∂T ∥∥2∂T ,2 +A∆Γ (∇WΓ cn+1∂T ,∇WΓ (cn+1∂T − cn∂T ))W
= −AfbJdfb(cnT , cn+1T ), cn+1T − cnT KT −AfsJdfs(cn∂T , cn+1∂T ), cn+1∂T − cn∂T K∂T .
(VI.21)
La somme des équations (VI.17) et (VI.20) ainsi que la relation 2a(a − b) = a2 − b2 + (a − b)2 donnent l’estimation
annoncée.
Notons que nous utilisons les discrétisations des termes non-linéaires dfb et dfs décrites dans la Section III.3. Avec
les mêmes arguments que ceux utilisés dans le Chapitre III, nous pouvons alors démontrer :
• la décroissance de l’énergie DDFV pour définie par (VI.16) (telle que dans les Propositions III.9 et III.10);
• l’existence d’au moins une solution au Problème discret VI.10 (telle que dans le Théorème III.12);
• les bornes sur les solutions discrètes (telles que dans la Proposition III.26) notamment une borne L∞(0, T,H1(Ω))-
discrète pour la concentration ainsi que pour sa trace et une borne L2(0, T,H1(Ω))-discrète pour le potentiel chim-
ique.
VI.4 Quelques remarques sur l’implémentation
VI.4.1 Principe de la méthode numérique utilisée
Rappelons que pour implémenter les schémas (VI.3) et (VI.15) nous réécrivons ces problèmes en utilisant des matrices
adéquates. Nous définissons alors les matrices suivantes :
• La matrice de masseMT ∈MNT diagonale telle que pour tout uT , vT ∈ RT ,
MT = diag
(
(mK)K∈M, 0, (mK∗)K∗∈M∗∪∂M∗
)
et 〈MT uT , vT 〉 = 2JuT , vT KT .
• La matrice de rigidité RT ∈MNT telle que pour tout uT ∈ RT ,
RT uT =

Ä(−mKdivK(∇DuT ))K∈Mä
0Ä(−mK∗divK∗(∇DuT ))K∗∈M∗ä((
− ∑
Dσ,σ∗∈DK∗
dK∗,L∇DuT · ~nσ∗K∗
)
K∗∈∂M∗
)
 .
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• La matrice N∂M,T ∈ MN∂M,NT correspondant à l’opérateur de dérivée normale, c’est à dire que pour tout
uT ∈ RT ,
N∂M,T uT =
Ä(
mL∇DuT · ~nKL
)
L∈∂M
ä
.
Notons alors que pour tout uT , vT ∈ RT la relation suivante est vérifiée :
〈RT uT , vT 〉+ 〈N∂M,T uT , v∂M〉 = 2
(∇DuT ,∇DvT )D .
Ces matrices permettent alors d’écrire le problème VI.5 de la manière suivante :
Problème VI.12
Soit cnT ∈ RT . Trouver (cn+1T , µn+1T ) ∈ RT × RT tels que :
MT c
n+1
T + Γb∆tRT µ
n+1
T = MT c
n
T ,
A∆RT cn+1T +AfbMT dfb(cnT , cn+1T )−MT µn+1T = 0,
N∂M,T µ
n+1
T = N∂M,T c
n+1
T = 0.
Pour réécrire le schéma (VI.15) sous une forme similaire, il faut définir deux matrices supplémentaires :
• La matrice de masse du bordMΓ∂T ∈MN∂T ,N∂T telle que pour tout u∂T ∈ R∂T ,
MΓ∂T u∂T =
Å
MΓ∂Mu∂M
MΓ∂M∗u∂M∗
ã
=
( Ä(
mσuL
)
L∈∂M
äÄ(
mσ∗uK∗
)
K∗∈∂M∗
ä) .
Ainsi, pour tout u∂T , v∂T ∈ R∂T nous avons :
〈MΓ∂T u∂T , v∂T 〉 = 2Ju∂T , v∂T K∂T .
• La matrice LΓ∂T ∈MN∂T ,N∂T correspondant à l’opérateur de Laplace-Beltrami telle que pour tout u∂T ∈ R∂T ,
LΓ∂T u∂T =
Å
LΓ∂Mu∂M
LΓ∂M∗u∂M∗
ã
=
( Ä(
mσdiv
L
Γ (∇VΓu∂M)
)
L∈∂M
äÄ(
mσ∗div
K∗
Γ (∇V∗Γ u∂M∗)
)
K∗∈∂M∗
ä) .
Notons alors que pour tout u∂T , v∂T ∈ R∂T , la relation suivante est vérifiée :
〈LΓ∂T u∂T , v∂T 〉 = 2 (∇WΓ u∂T ,∇WΓ v∂T )W .
Ainsi, le problème VI.10 se réécrit sous la forme :
Problème VI.13
Soit cnT ∈ RT . Trouver (cn+1T , µn+1T ) ∈ RT × RT tels que :
MT c
n+1
T + Γb∆tRT µ
n+1
T = MT c
n
T ,
N∂M,T µ
n+1
T = 0,
A∆RT cn+1T +AfbMT dfb(cnT , cn+1T )−MT µn+1T +
A∂t
∆t
MΓT0,∂M∗c
n+1
∂M∗
+A∆ΓLΓT0,∂M∗cn+1∂M∗ +AfsMΓT0,∂M∗dfs(cn+1∂M∗ , cn∂M∗) =
A∂t
∆t
MΓT0,∂M∗c
n
∂M∗ ,
A∂t
∆t
MΓ∂Mc
n+1
∂M +A∆ΓLΓ∂Mcn+1∂M +AfsMΓ∂Mdfs(cn+1∂M , cn∂M) +A∆N∂M,T cn+1T =
A∂t
∆t
MΓ∂Mc
n
∂M,
où nous avons noté :
MΓT0,∂M∗ =
Ñ
0NM,N∂M∗
0N
M
∗ ,N∂M∗
MΓ∂M∗
é
et LΓT0,∂M∗ =
Ñ
0NM,N∂M∗
0N
M
∗ ,N∂M∗
LΓ∂M∗
é
.
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VI.4.2 Construction des matrices
Commençons par construire, en parcourant les arêtes (donc les mailles diamants), les matrices permettant de résoudre le
Problème VI.12. Les flux apparaissant dans la matrice de rigidité RT =R et la matrice de la dérivée normale N∂M,T =N
ont déjà été définis dans la Section IV.4. En ce qui concerne les coefficients de la matrice de masseMD =M, nous calculons
les mesures des demi-diamants suivants :
MES_D_K=mesh.aretes(:,_MES_K_KS)+mesh.aretes(:,_MES_K_LS);
MES_D_L=mesh.aretes(:,_MES_L_KS)+mesh.aretes(:,_MES_L_LS);
MES_D_KS=mesh.aretes(:,_MES_K_KS)+mesh.aretes(:,_MES_L_KS);
MES_D_LS=mesh.aretes(:,_MES_K_LS)+mesh.aretes(:,_MES_L_LS);
Rappelons que nous notons mesh.nb_are_ext le cardinal de Eext et mesh.nb_som le nombre de volumes de con-
trôle du maillage primal intérieur. Nous pouvons alors construire les matrices R, N et M de la manière suivante :
• Seulement pour les arêtes extérieures :
v_EXT=find(mesh.aretes(:,_L)==0);
– Contribution à l’équation de la maille K ∈M :
R(mesh.aretes(v_EXT,_K),mesh.aretes(v_EXT,_K))← +flux_NN(v_EXT);
R(mesh.aretes(v_EXT,_K),mesh.nb_vol+v_EXT)← -flux_NN(v_EXT);
R(mesh.aretes(v_EXT,_K),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_EXT,_KS))
← +flux_NNS(v_EXT);
R(mesh.aretes(v_EXT,_K),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_EXT,_LS))
← -flux_NNS(v_EXT);
M(mesh.aretes(v_EXT,_K),mesh.aretes(v_EXT,_K))← +MES_D_K(v_EXT);
– Contribution à l’équation de la maille L ∈ ∂M :
N(v_EXT,mesh.aretes(v_EXT,_L))← +flux_NN(v_EXT);
N(v_EXT,mesh.aretes(v_EXT,_K))← -flux_NN(v_EXT);
N(v_EXT,mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_EXT,_LS))
← +flux_NNS(v_EXT);
N(v_EXT,mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_EXT,_KS))
← -flux_NNS(v_EXT);
– Contribution à l’équation de la maille K∗ ∈ ∂M∗ :
R(mesh.nb_vol+mesh.aretes(v_EXT,_KS),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_EXT,_KS))
← +flux_NSNS(v_EXT);
R(mesh.nb_vol+mesh.aretes(v_EXT,_KS),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_EXT,_LS))
← -flux_NSNS(v_EXT);
R(mesh.nb_vol+mesh.aretes(v_EXT,_KS),mesh.aretes(v_EXT,_K))
← +flux_NSN(v_EXT);
R(mesh.nb_vol+mesh.aretes(v_EXT,_KS),mesh.nb_vol+v_EXT)
← -flux_NSN(v_EXT);
M(mesh.aretes(v_EXT,_KS),mesh.aretes(v_EXT,_KS))← +MES_D_KS(v_EXT);
– Contribution à l’équation de la maille L∗ ∈ ∂M∗ :
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R(mesh.nb_vol+mesh.aretes(v_EXT,_LS),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_EXT,_LS))
← +flux_NSNS(v_EXT);
R(mesh.nb_vol+mesh.aretes(v_EXT,_LS),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_EXT,_KS))
← -flux_NSNS(v_EXT);
R(mesh.nb_vol+mesh.aretes(v_EXT,_LS),mesh.nb_vol+v_EXT)
← +flux_NSN(v_EXT);
R(mesh.nb_vol+mesh.aretes(v_EXT,_LS),mesh.aretes(v_EXT,_K))
← -flux_NSN(v_EXT);
M(mesh.aretes(v_EXT,_LS),mesh.aretes(v_EXT,_LS))← +MES_D_LS(v_EXT);
• Seulement pour les arêtes intérieures :
v_INT=find(mesh.aretes(:,_L)>0);
– Contribution à l’équation de la maille K ∈M :
R(mesh.aretes(v_INT,_K),mesh.aretes(v_INT,_K))← +flux_NN(v_INT);
R(mesh.aretes(v_INT,_K),mesh.aretes(v_INT,_L))← -flux_NN(v_INT);
R(mesh.aretes(v_INT,_K),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_INT,_KS))
← +flux_NNS(v_INT);
R(mesh.aretes(v_INT,_K),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_INT,_LS))
← -flux_NNS(v_INT);
M(mesh.aretes(v_INT,_K),mesh.aretes(v_INT,_K))← +MES_D_K(v_INT);
– Contribution à l’équation de la maille L ∈M :
R(mesh.aretes(v_INT,_L),mesh.aretes(v_INT,_L))← +flux_NN(v_INT);
R(mesh.aretes(v_INT,_L),mesh.aretes(v_INT,_K))← -flux_NN(v_INT);
R(mesh.aretes(v_INT,_L),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_INT,_LS))
← +flux_NNS(v_INT);
R(mesh.aretes(v_INT,_L),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_INT,_KS))
← -flux_NNS(v_INT);
M(mesh.aretes(v_INT,_L),mesh.aretes(v_INT,_L))← +MES_D_L(v_INT);
– Contribution à l’équation de la maille K∗ ∈M∗ ∪ ∂M∗ :
R(mesh.nb_vol+mesh.aretes(v_INT,_KS),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_INT,_KS))
← +flux_NSNS(v_INT); R(mesh.nb_vol+mesh.aretes(v_INT,_KS),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_INT,_LS))
← -flux_NSNS(v_INT);
R(mesh.nb_vol+mesh.aretes(v_INT,_KS),mesh.aretes(v_INT,_K))
← +flux_NSN(v_INT);
R(mesh.nb_vol+mesh.aretes(v_INT,_KS),mesh.aretes(v_INT,_L))
← -flux_NSN(v_INT);
M(mesh.aretes(v_INT,_KS),mesh.aretes(v_INT,_KS))← +MES_D_KS(v_INT);
– Contribution à l’équation de la maille L∗ ∈M∗ ∪ ∂M∗ :
R(mesh.nb_vol+mesh.aretes(v_INT,_LS),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_INT,_LS))
← +flux_NSNS(v_INT);
R(mesh.nb_vol+mesh.aretes(v_INT,_LS),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_INT,_KS))
← -flux_NSNS(v_INT);
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R(mesh.nb_vol+mesh.aretes(v_INT,_LS),mesh.aretes(v_INT,_L))
← +flux_NSN(v_INT);
R(mesh.nb_vol+mesh.aretes(v_INT,_LS),mesh.aretes(v_INT,_K))
← -flux_NSN(v_INT);
M(mesh.aretes(v_INT,_LS),mesh.aretes(v_INT,_LS))← +MES_D_LS(v_INT);
Remarquons que les matrices LΓ∂M etM
Γ
∂M ont déjà été construites dans la Section II.3. Ainsi, il nous reste simplement
à construire les matrices LΓ∂M∗ =L_dMS etM
Γ
∂M∗ =Mg_dMS. Nous commençons par définir le flux suivant :
flux_bord_NS:= 1mσ =1 ./(mesh.sommets(v_EXT,_MES));
ce qui nous permet de construire la matrice L_dMS :
// Contribution à l’équation de la maille K∗ ∈ ∂M∗ :
L_dMS(mesh.aretes(v_EXT,_KS),mesh.aretes(v_EXT,_KS))← +flux_bord_NS;
L_dMS(mesh.aretes(v_EXT,_KS),mesh.aretes(v_EXT,_LS))← -flux_bord_NS;
// Contribution à l’équation de la maille L∗ ∈ ∂M∗ :
L_dMS(mesh.aretes(v_EXT,_LS),mesh.aretes(v_EXT,_LS))← +flux_bord_NS;
L_dMS(mesh.aretes(v_EXT,_LS),mesh.aretes(v_EXT,_KS))← -flux_bord_NS;
En ce qui concerne la matrice de masseMΓ∂M =Mg_dMS, il suffit d’écrire :
som_bord=find(mesh.sommets(:,_VL)>0);
Mg_dMS(som_bord,som_bord)← +mesh.sommets(som_bord,_DLLp);
VI.5 Tests numériques
Dans toute cette section, le centre xK est le centre de gravité de la maille K ∈ M et yL est le milieu de la corde eL pour
toute maille L ∈ ∂M. De plus, les potentiels de Cahn-Hilliard choisis ici sont donnés par fb(c) = fs(c) = c2(1− c)2.
VI.5.1 Estimations d’erreurs
Pour valider ce schéma, nous commençons par présenter des résultats d’estimations d’erreur numériques. Pour cela, nous
étudions exactement le même problème que dans la Section III.8.1 avec les mêmes paramètres.
Nous nous plaçons donc sur le disque unité et la solution exacte régulière est donnée par c(t, (x, y)) = (1+tanh(5(x+t)).
Notons eTT = (e
T
M
, eT∂M, e
T
M
∗∪∂M∗) et c
T
T = (c
T
M
, cT∂M, c
T
M
∗∪∂M∗) avec :
eT
M
=
(
c(T, xK)− cNK
)
K∈M
, eT∂M =
(
c(T, xL)− cNL
)
L∈∂M
, eT
M
∗∪∂M∗ =
(
c(T, xK∗)− cNK∗
)
K∗∈M∗∪∂M∗
et cT
M
= (c(T, xK))K∈M , c
T
∂M = (c(T, xL))L∈∂M , c
T
M
∗∪∂M∗ =
(
c(T, xK∗)− cNK∗
)
K∗∈M∗∪∂M∗
Au temps T = 0.5, nous traçons alors∥∥eTT ∥∥T ,2
‖cTT ‖T ,2
,
∥∥eT∂T ∥∥∂T ,2
‖cT∂T ‖∂T ,2
,
∥∥∇DeTT ∥∥D,2
‖∇DcTT ‖D,2
, et
∥∥∇WΓ eT∂T ∥∥W,2
‖∇WΓ cT∂T ‖W,2
en fonction
• du pas du maillage size(T ) lorsque le pas de temps est fixé;
• du pas de temps ∆t lorsque le pas du maillage est fixé.
Nous observons le même comportement que pour le schéma VF4 c’est à dire que nous retrouvons bien une conver-
gence d’ordre 1 en temps attendue au delà d’un certain palier dépendant du pas du maillage. De plus, en ce qui concerne
la convergence en espace, nous observons (au delà d’un certain palier dépendant du pas de temps),
• une convergence d’ordre 2 norme L2 à la fois dans Ω et sur Γ;
• un ordre 1 (au moins asymptotiquement) en norme H1-discrète dans Ω;
• une ordre 2 en norme H1-discrète sur Γ qui ne s’explique, là encore, que par la géométrie particulière des mailles
du bord.
Remarquons que le schéma DDFV ne semble pas forcément gagner en précision par rapport au schéma VF4. Mais
rappelons que l’intérêt principal du schéma DDFV par rapport au schéma VF4 est qu’il permet de traiter des maillages
très généraux.
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Figure VI.1: Erreurs relatives en norme L2-discrète
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Figure VI.2: Erreurs relatives en norme H1-discrète
VI.5.2 Décomposition spinodale
Nous nous intéressons maintenant à des résultats plus qualitatifs. Nous commençons par reprendre un exemple donné
dans la Section III.8.2 avec le schéma VF4. Etudions le phénomène de séparation de phases avec des conditions aux
limites dynamiques et en présence de diffusion sur la paroi. Nous nous plaçons sur le domaine courbe sans symétrie
particulière avec un pas size(T ) ∼ 0.065 et les paramètres suivants : Γb = 0.15, σb = 0.006, ε = 0.07, Γs = 10 et
σs = 5.
Nous choisissons une concentration initiale aléatoire comprise entre 0.49 et 0.51. Remarquons que la concentration
initiale ne sera pas exactement la même que dans la Section III.8.2 car ici nous avons ajouté des inconnues aux sommets.
Nous traçons alors la solution obtenue sur le maillage primal et celle obtenue sur le maillage dual ainsi que les traces
correspondantes.
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Figure VI.3: Le schéma DDFV et le phénomène de séparation de phases
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Nous observons que, bien que le comportement de la solution soit similaire à celui observé sur la Figure III.10e avec
l’apparition de larges structures au niveau de la paroi avec alternance des deux phases pures, nous n’avons pas la même
solution sur les deux maillages. Ce phénomène est dû au fait que le schéma DDFV est en fait résolu sur deux maillages
différents et faiblement couplés. Ainsi, vu que nous avons choisi une concentration initiale complètement aléatoire celle-
ci est en fait différente sur le maillage primal et sur le maillage dual. C’est la raison pour laquelle nous observons très
rapidement une évolution différente du paramètre d’ordre. Ce phénomène n’est pas étonnant et n’est pas propre au schéma
DDFV. En effet, la concentration initiale étant différente sur le maillage primal et sur le maillage dual nous résolvons en
fait deux problèmes de Cahn-Hilliard différents. Nous observerions le même phénomène si nous utilisions deux schémas
éléments finis avec deux maillages différents. Le problème de Cahn-Hilliard étant un problème raide ce n’est pas une
bonne idée de partir d’une solution complètement aléatoire sur les deux maillages alors que les deux schémas résolus sur
ces maillages sont faiblement couplés.
Nous choisissons donc maintenant une concentration aléatoire mais telle que la condition initiale sur le maillage primal
ne soit pas trop éloignée de celle sur le maillage dual.
Pour cela, nous partons d’une concentration aléatoire (comprise entre 0.49 et 0.51) c0
M
définie sur les centres du maillage
primal. A partir de c0
M
nous construisons le vecteur c0
M
∗∪∂M∗ ∈ RM∗∪∂M∗ tel que :
c0K∗ =
1
mK∗
∑
K∈M:∂K∩xK6=∅
mKc
0
K, ∀K∗ ∈M∗ ∪ ∂M∗
puis le vecteur c0∂M tel que :
c0L =
c0K∗ + c
0
L∗
2
, ∀L =˚ xK∗xL∗ ∈ ∂M.
Notons que nous gardons les mêmes paramètres que précédemment et que la concentration initiale est choisie telle
qu’elle coïncide avec celle du cas précédent sur le maillage primal intérieurM.
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Figure VI.4: Le schéma DDFV avec un concentration initiale "proche" sur les maillages primal et dual
La première remarque que nous pouvons faire est que les solutions obtenues sur la Figure VI.4 sur les maillages
primal et dual sont très proches l’une de l’autre contrairement à ce que nous avions obtenus sur la Figure VI.3. Ainsi, ceci
confirme que de ne pas obtenir la même solution lorsque nous partons d’une concentration initiale sur le maillage primal
n’ayant aucun lien avec la concentration initiale sur le maillage dual ne signifie pas que le schéma DDFV constitue un
mauvais "schéma" pour l’étude du modèle de Cahn-Hilliard.
Cependant si nous comparons attentivement les résultats obtenus sur la Figure VI.4 nous observons que les solutions
obtenues ne sont pas totalement identiques. Remarquons alors que l’épaisseur d’interface que nous avons choisi est faible
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par rapport au pas du maillage, il y a seulement une maille dans l’interface il est donc normal que sur des maillages
différents la solution puisse évoluer différemment. Raffinons donc un peu le maillage en prenant size(T ) ∼ 0.04 (de
sorte à avoir à peu près deux mailles dans l’interface) et gardons tous les paramètres identiques. Notons que la condition
initiale considérée ici ne sera pas égale à celle choisie dans les cas précédents.
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(a) Solution sur le maillage primalM, t = 0.09
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(b) Trace de la solution sur le maillage primal ∂M, t = 0.09
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(d) Trace de la solution sur le maillage dual ∂M∗, t = 0.09
Figure VI.5: Le schéma DDFV et le phénomène de séparation de phases
Les résultats obtenus sur la Figure VI.5 montrent bien que dans ce cas nous obtenons la même solution sur le maillage
primal et sur le maillage dual. Remarquons également que le comportement de la solution est en accord avec ce que nous
avions observé avec le schéma VF4 (cf Figures III.10e et III.10f).
En conclusion bien que le problème de Cahn-Hilliard soit un problème raide, ces résultats montrent que le schéma
DDFV est bien adapté à ce type de problème à partir du moment où nous choisissons une condition initiale "raisonnable"
et un pas d’espace en accord avec la valeur de l’épaisseur d’interface choisie, c’est à dire un peu plus petit que l’épaisseur
d’interface.
VI.5.3 Minimisation de la longueur de l’interface
Nous présentons maintenant un cas test qui permet d’observer l’une des propriétés du système de Cahn-Hilliard : ce
système tend à minimiser la longueur de l’interface sous contrainte de conservation du volume. Pour cela, nous réalisons
un test similaire à celui présenté dans la Section I.7.2. Ce test est réalisé sur le domaine ]0, 1[2 avec les paramètres
suivants : une mobilité Γb = 10−4, une tension de surface σb = 1 et l’épaisseur d’interface ε = 0.035. Le maillage utilisé
est un maillage non-conforme (comme décrit sur la Figure VI.6) de pas size(T ) ∼ 0.01. La concentration initiale est une
bulle ellipsoïdale (voir figure VI.6a) donnée par :
c0(x, y) =
1
2
1 + tanh
Ñ
2
ε
  (x− 12 )2
a2
+ a2(y − 0.5)2 − 0.25
é ; avec a = 1.5.
Nous observons sur la Figure VI.6 l’évolution de la position des interfaces. Le système tend à minimiser la longueur
de l’interface tout en satisfaisant la propriété de conservation du volume. Notons qu’à la fin de notre calcul (= 20) l’état
stationnaire (constitué d’une interface circulaire) n’est pas encore atteint.
Nous observons également très clairement que la solution sur le maillage primal est quasiment confondue avec celle
sur le maillage dual bien que ce test soit réalisé sur un maillage hautement non-conforme. Ainsi, ces résultats confirment
les bonnes propriétés de l’approximation DDFV de l’équation Cahn-Hilliard même pour des maillages non-conformes.
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(a) Position initiale (b) Solution au temps t = 2.5 (c) Solution au temps t = 10 (d) Solution au temps t = 20
Figure VI.6: Evolution de la position de l’interface . Maillage primal en rouge, Maillage dual en bleu
VI.6 Conclusion
Dans ce chapitre, nous avons décrit une méthode DDFV adaptée au modèle de Cahn-Hilliard permettant d’utiliser des
maillages très généraux et même non-conformes. Nous avons également démontré les estimations d’énergie correspon-
dantes qui permettent d’établir l’existence d’au moins une solution au problème discret ainsi que les bornes sur les solu-
tions discrètes. A ce jour nous n’avons pas encore prouvé de résultat de convergence des solutions approchées vers une
solution faible du problème continu. Une perspective de ce travail serait donc d’adapter la preuve du Théorème III.18
donnée dans le Chapitre III pour le schéma VF4 au cas du schéma DDFV.
De plus, d’un point de vue numérique, des estimations d’erreurs nous ont permis de valider ce schéma et des résultats plus
qualitatifs ont montré que le schéma DDFV s’adaptait bien au modèle de Cahn-Hilliard tout en autorisation l’utilisation
de maillages non-conformes. Ainsi, l’une des perspectives de ce travail serait de construire une méthode de raffinement
adaptatif qui permettrait de suivre l’interface. De plus, pour améliorer ce schéma, une seconde perspective pourrait être
de trouver une méthode permettant de coupler plus fortement le schéma résolu sur le maillage primal avec celui résolu sur
le maillage dual et ainsi éviter des distorsions trop fortes liées aux maillages.
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Chapitre VII
Couplage de l’équation de Cahn-Hilliard
avec le problème de Stokes
Ce chapitre a pour but d’introduire un schéma DDFV qui permettrait, à terme, d’étudier le couplage entre le modèle
de Cahn-Hilliard et les équations de Navier-Stokes. Ce travail est encore en cours et nous nous plaçons ici dans un
cadre particulier simplifié que nous détaillerons plus loin mais qui contient les difficultés essentielles liées au couplage.
Cependant, rappelons rapidement le principe du modèle Cahn-Hilliard/Navier-Stokes.
Ce modèle fait partie de la classe de modèles de type interfaces diffuses (ou champs de phase) et permet notamment de
décrire les écoulements multiphasiques incompressibles. La non-miscibilité des phases est prise en compte par l’équation
de Cahn-Hilliard qui permet de maintenir l’épaisseur d’interface à une valeur prescrite ε > 0 et l’hydrodynamique de
l’écoulement est pris en compte par les équations de Navier-Stokes.
Considérons deux fluides de densité ρ1 et ρ2 et de viscosité η1 et η2. Le couplage du modèle de Cahn-Hilliard avec les
équations de Navier-Stokes est réalisé :
• en ajoutant un terme de transport u · ∇c dans l’équation d’évolution du paramètre d’ordre de l’équation de Cahn-
Hilliard;
• en ajoutant un terme de force capillaire µ∇c dans le bilan de quantité de mouvement des équations de Navier-
Stokes;
• en définissant la densité ρ et la viscosité η comme des fonctions régulières du paramètre d’ordre (vérifiant ρ(1) =
ρ1, η(1) = η1, ρ(0) = ρ2 et η(0) = η2).
Le modèle couplé Cahn-Hilliard/Navier-Stokes s’écrit alors : Trouver la concentration de l’un des deux constituants
c : (0, T )× Ω→ R, le champ de vitesse u : (0, T )× Ω→ R2 et la pression p : (0, T )× Ω→ R tels que :
∂tc+ u · ∇c = Γb∆µ, dans (0, T )× Ω;
µ = −A∆∆c+Afbf ′b(c), dans (0, T )× Ω;
∂t(ρ(c)u) + div(ρ(c)u⊗ u)− div(2η(c)Du) +∇p+ T = µ∇c+ ρ(c)g, dans (0, T )× Ω;
divu = 0, dans (0, T )× Ω;
u = 0; sur (0, T )× Γ;
∇µ · ~n = 0, sur (0, T )× Γ;
(VII.1a)
(VII.1b)
(VII.1c)
(VII.1d)
(VII.1e)
(VII.1f)
où le vecteur g représente la gravité et Du = 12
(∇u+∇uT ).
Commençons par remarquer que pour que ce problème soit bien posé il faut également ajouter une condition au bord sur
le paramètre d’ordre c. Nous étudierons deux types de condition au bord dans ces travaux que nous détaillerons plus loin.
De plus, nous avons introduit un terme, noté T, que nous n’avons pas défini et qui varie selon les auteurs (voir par
exemple [Boy02, BLM+10, AGG12] et les références qui s’y trouvent). Ceci est dû au fait que, lorsque nous étudions
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le problème couplé Cahn-Hilliard/Navier-Stokes le champ de vitesse à divergence nulle u représente en fait la vitesse
moyenne volumique des deux fluides. Alors bien que l’équation de conservation de la masse soit vérifiée pour chacun des
deux fluides, l’équation de conservation de la masse totale ∂tρ+div(ρu) = 0 n’est plus vérifiée lorsque la densité est une
fonction dépendant du paramètre d’ordre. La question du choix de ce terme est donc sujette à débat et plusieurs solutions
sont proposées selon les auteurs. Par exemple, dans [BLM+10] les auteurs choisissent :
T = −1
2
[∂tρ(c) + div(ρ(c)u)]u,
alors que dans [AGG12] les auteurs préfèrent prendre :
T = − [∂tρ(c) + div(ρ(c)u)]u− Γb (ρ′(c)∇µ · ∇)u.
Ces deux possibilités permettent alors de retrouver le bilan local d’énergie cinétique.
La première condition aux limites sur le paramètre d’ordre que nous étudierons sera une condition aux limites de
Neumann homogène. Cette condition au bord est celle la plus souvent étudiée et a déjà fait l’objet de nombreux travaux
(voir [Jac99, Boy02, LS03, KSW08, AF08, Abe09, BLM+10, AGG12] par exemple et les références qui s’y trouvent).
Cependant cette condition aux limites impose que l’interface fluide soit orthogonale à la paroi solide ce qui, en pratique,
n’est pas très réaliste. C’est la raison pour laquelle dans [Jac00] l’auteur propose une énergie libre surfacique, et ainsi une
condition aux limites dynamiques, permettant de prendre en compte cette dynamique d’angles de contact. Cette condition
aux limites fait l’objet de travaux récents mais d’un point de vue numérique peu de résultats sont connus à ce jour (voir
par exemple [WQS08, CQA11, Don12] et les références qui s’y trouvent).
Nous avons choisi de nous placer dans ce chapitre dans un cadre simplifié : nous faisons l’hypothèse de Boussinesq
et nous négligeons le terme non-linéaire. Notons cependant que dans [GK14] les auteurs introduisent un schéma DDFV
pour les équations de Navier-Stokes incompressibles (dont nous nous sommes d’ailleurs inspirés pour construire le schéma
DDFV présenté dans ce chapitre). Ainsi, l’adaptation du cas que nous étudions au cas plus général ne devrait pas poser
de trop grandes difficultés et fait l’objet d’un travail en cours.
Dans ce chapitre, nous proposons donc un schéma de type volumes finis (DDFV) permettant de coupler l’équation de
Cahn-Hilliard avec le problème de Stokes instationnaire et de prendre en compte la condition aux limites dynamique et
non-linéaire.
Cependant, obtenir une approximation DDFV pour ce problème n’est pas si simple. Par exemple, dans l’équation du
bilan de quantité de mouvement (VII.1c), la discrétisation du terme de force capillaire µ∇c est délicate. En effet, nous
avons vu que les inconnues discrètes associées au potentiel chimique sont localisées aux centres et aux sommets alors que
le gradient discret de la concentration est localisé sur les diamants. Il ne va donc pas être possible d’obtenir un schéma
DDFV pour le système (VII.2) avec les opérateurs discrets précédemment définis.
Ainsi, un premier travail consiste à définir de nouveaux opérateurs discrets (Section VII.1) dont nous vérifions qu’ils
sont (en un certain sens) consistants. Nous pouvons alors donner les approximations DDFV de ce problème en fonction
des différentes conditions aux limites qui lui sont associées (Sections VII.2 et VII.3) ainsi que les estimations d’énergie
correspondantes. Nous décrivons ensuite l’implémentation des opérateurs utilisés (Section VII.4) puis dans la Section
VII.5 nous présentons des résultats numériques permettant d’une part de valider ce schéma et d’autre part d’illustrer
l’influence des conditions aux limites dynamiques.
VII.1 Construction de nouveaux opérateurs discrets
Le problème que nous étudions s’écrit : Trouver la concentration de l’un des deux constituants c : (0, T ) × Ω → R, le
champ de vitesse u : (0, T )× Ω→ R2 et la pression p : (0, T )× Ω→ R tels que :
∂tc+ u · ∇c = Γb∆µ, dans (0, T )× Ω;
µ = −A∆∆c+Afbf ′b(c), dans (0, T )× Ω;
∂tu− 1Re∆u+∇p =
1
ρ∗
µ∇c+ ρ(c)
ρ∗
g, dans (0, T )× Ω;
divu = 0, dans (0, T )× Ω;
u = 0; sur (0, T )× Γ;
∇µ · ~n = 0, sur (0, T )× Γ;
(VII.2a)
(VII.2b)
(VII.2c)
(VII.2d)
(VII.2e)
(VII.2f)
auquel il faut ajouter la condition aux limites sur le paramètre d’ordre c.
Nous avons notéRe le nombre de Reynolds et ρ∗ la densité du fluide le plus lourd.
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Commençons par énoncer les différents problèmes intervenant lorsque nous voulons discrétiser ce système avec un
schéma DDFV classique.
• Lorsque nous discrétisons l’équation de Cahn-Hilliard par un schéma DDFV, nous avons vu dans le Chapitre VI que
les inconnues sont localisées aux centres et aux sommets (aussi bien pour la concentration c que pour le potentiel
chimique µ). Par contre, le gradient discret est constant par diamant. Le premier problème concerne donc la
discrétisation du terme µ∇c. Nous allons donc devoir définir un nouvel opérateur discret, noté GT (µT , cT ), qui va
approcher le terme ”µ∇c”.
• Les inconnues en vitesse étant également localisées aux centres et aux sommets (cf Chapitre IV), le même problème
se pose alors pour le terme u·∇c. Cependant, la vitesse est à divergence nulle ce qui implique que u·∇c = div(uc).
Nous allons donc construire un nouvel opérateur discret divTpi (uT , cT ) permettant d’approcher le terme ”div(uc)”.
• Enfin écrivons (formellement) l’obtention de l’estimation d’énergie dans le cas continu :
– Nous multiplions l’équation (VII.2a) par µ puis nous l’intégrons sur Ω. Alors, en utilisant la condition aux
limites de Neumann homogène sur le potentiel chimique, nous obtenons :∫
Ω
(
µ∂tc+ u · (µ∇c) + Γb|∇µ|2
)
= 0.
– Nous multiplions ensuite l’équation (VII.2b) par ∂tc puis nous l’intégrons sur Ω, alors :∫
Ω
µ∂tc =
∫
Ω
∂t
ÅA∆
2
|∇c|2 +Afbfb(c)
ã
−A∆
∫
Γ
∂tc∇c · ~n.
– Enfin, nous multiplions l’équation (VII.2c) par u et nous l’intégrons sur Ω. Alors, le fait que divu = 0 dans
Ω et que u = 0 sur Γ impliquent :∫
Ω
(µ∇c) · u =
∫
Ω
Å
ρ∗
2
∂t|u|2 + ρ
∗
Re |∇u|
2
ã
−
∫
Ω
ρ(c)g · u.
– Pour finir, il reste à sommer ces trois égalités ce qui mène à :
d
dt
Å∫
Ω
Fb(c) + ρ
∗
2
|u|2
ã
= −Γb
∫
Ω
|∇µ|2 − ρ
∗
Re
∫
Ω
|∇u|2 +
∫
Ω
ρ(c)g · u+A∆
∫
Γ
∂tc∇c · ~n.
Ainsi, les contributions du terme de transport dans l’équation de Cahn-Hilliard et du terme capillaire dans l’équation
de Stokes se compensent exactement. Il va donc falloir conserver, au moins en un sens faible, cette propriété dans
le cas discret pour pouvoir obtenir des estimations d’énergie.
Remarquons que le terme
∫
Γ
∂tc∇c · ~n intervient de manière différente dans cette estimation en fonction des con-
ditions aux limites que nous choisissons d’utiliser. Il est nul lorsque nous considérons des conditions aux limites de
Neumann homogène sur le paramètre d’ordre alors qu’il permet de faire intervenir des termes surfaciques lorsque
nous imposons une condition aux limites dynamique.
VII.1.1 Définition de l’opérateur divTpi
Soit u : Ω → R2 et c : Ω → R. Intégrons la quantité div(uc) sur chaque maille primale K ∈ M et utilisons la formule
de Stokes, nous obtenons : ∫
K
div(uc) =
∑
σ∈EK
∫
σ
c u · ~nσK ∼ ∑
σ∈EK
cσF
pi
σ,K(uT )
où cσ est une inconnue (à déterminer) sur l’arête σ et Fpiσ,K(uT ) une approximation de
∫
σ
u · ~nσK.
Dans le même esprit que ce que font les auteurs dans [GK14], nous allons utiliser le fait que la vitesse est à divergence
nulle pour obtenir l’expression de Fpiσ,K.
Commençons par introduire les notations sur les mailles diamants que nous utilisons dans la suite.
Notations : Considérons la maille diamant D ∈ D définit par les centres xK, xL et les sommets xK∗ , xL∗ .
• Les côtés de D sont notés s et sKK∗ ∈ ∂D est le segment d’extrémités xK et xK∗ . Nous utiliserons des notations
similaires pour les trois autres côtés de D : sKL∗ , sLK∗ et sLL∗ .
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xK
xL
xK∗
xL∗
σ
σ∗ ~nsKK∗ ,D
~nsKL∗ ,D
~nsLK∗ ,D
~nsLL∗ ,D
D sKK∗
sKL∗
sLK∗
sLL∗
Figure VII.1: Définitions relatives au diamant D ∈ D
• ms est la longueur du côté s et ~ns,D la normale unitaire à s sortante à D.
Nous savons que pour tout D ∈ D,
0 = divD(uT ) =
1
2mD
[
mσ(uL − uK) · ~nKL +mσ∗(uL∗ − uK∗) · ~nK∗L∗
]
. (VII.3)
En utilisant les formules géométriques suivantes,
mσ~nKL =
®−msKK∗~nsKK∗ ,D −msKL∗~nsKL∗ ,D
+msLK∗~nsLK∗ ,D +msLL∗~nsLL∗ ,D
et mσ∗~nK∗L∗ =
®−msKK∗~nsKK∗ ,D −msLK∗~nsLK∗ ,D
+msKL∗~nsKL∗ ,D +msLL∗~nsLL∗ ,D
et en réorganisant les termes de (VII.3), nous obtenons :
0 =
1
2mD
[sKK∗(uK + uK∗) · ~nsKK∗ ,D + sKL∗(uK + uL∗) · ~nsKL∗ ,D
+ sLK∗(uL + uK∗) · ~nsLK∗ ,D + sLL∗(uL + uL∗) · ~nsLL∗ ,D]
=
1
mD
∑
s∈∂D
s=[xK,xK∗ ]
ms
uK + uK∗
2
· ~ns,D.
Nous posons alors :
Fpis,D(uT ) = ms
uK + uK∗
2
· ~ns,D et Fpiσ,K(uT ) = −
Ä
FpisKK∗ ,D(uT ) + F
pi
sKL∗ ,D
(uT )
ä
.
Le même raisonnement sur les mailles duales K∗ ∈M∗ ∪ ∂M∗, nous de définir l’opérateur divTpi .
Définition VII.1 (Définition de l’opérateur discret divTpi )
Nous définissons l’opérateur divTpi :
(
R2
)T × RT → RT de la manière suivante.
Soit uT ∈
(
R2
)T
et cT ∈ RT , alors :
divTpi (uT , cT ) =
(
divMpi (uT , cT ), div
∂M
pi (uT , cT ), div
M
∗
pi (uT , cT ), div
∂M∗
pi (uT , cT )
)
avec div∂Mpi (uT , cT ) = 0 et,
∀K ∈M, divKpi(uT , cT ) =
1
mK
∑
Dσ,σ∗∈DK
cσF
pi
σ,K(uT ), avec cσ =
cK + cL
2
;
∀K∗ ∈M∗ ∪ ∂M∗, divK∗pi (uT , cT ) =
1
mK∗
∑
Dσ,σ∗∈DK∗
cσ∗F
pi
σ∗,K∗(uT ), avec cσ∗ =
cK∗ + cL∗
2
.
(VII.4)
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Ces flux de masse Fpi• qui interviennent sont définis de la manière suivante :
∀Dσ,σ∗ ∈ DK, Fpiσ,K(uT ) = −
Ä
FpisKK∗ ,D(uT ) + F
pi
sKL∗ ,D
(uT )
ä
,
∀Dσ,σ∗ ∈ DK∗ ∩Dint, Fpiσ∗,K∗(uT ) = −
Ä
FpisKK∗ ,D(uT ) + F
pi
sLK∗ ,D
(uT )
ä
,
∀Dσ,σ∗ ∈ DK∗ ∩Dext, Fpiσ∗,K∗(uT ) = −FpisKK∗ ,D(uT ),
où le flux sortant de D à travers s est donné par :
Fpis,D(uT ) = ms
uP + uP∗
2
· ~ns,D;
où s = [xP , xP∗ ] ∈ ∂D avec P ∈ {K, L} et P∗ = {K∗, L∗}.
Notons que nous avons avons choisi d’utiliser une discrétisation centrée pour les inconnues d’arêtes cσ et cσ∗ définies
par (VII.4) car c’est le choix le plus simple et qu’il permet d’obtenir des résultats satisfaisants. Cependant, d’autres choix
sont bien sûr envisageables.
Remarque VII.2
Pour tout uT ∈
(
R2
)T
, la définition des flux Fpi• que nous venons d’introduire implique que pour tout D ∈ D :
divD(uT ) =
1
mD
∑
s∈∂D
s=[xK,xK∗ ]
ms
uK + uK∗
2
· ~ns,D
= − 1
mD
(
Fpiσ,K(uT ) + F
pi
σ,L(uT )
)
= − 1
mD
(
Fpiσ∗,K∗(uT ) + F
pi
σ∗,L∗(uT )
)
.
Ainsi, si uT ∈
(
R2
)T
satisfait la condition divD(uT ) = 0, nous avons bien conservativité des flux, c’est à dire :
Fpiσ,K(uT ) = −Fpiσ,L(uT ) et Fpiσ∗,K∗(uT ) = −Fpiσ∗,L∗(uT ).
VII.1.2 Définition de l’opérateur GT
Dans cette section, nous construisons l’opérateur discret GT tel que :
JdivTpi (uT , cT ), µT KT = JGT (cT , µT ),uT KT , ∀uT ∈ E0, ∀cT , µT ∈ RT ; (VII.5)
où nous rappelons que
E0 =
¶
uT ∈
(
R2
)T
tel que u∂M = 0 et u∂M∗ = 0
©
.
xK
xL
xK∗
xL∗
D
σ
σ∗
xLs
xLs∗
Ds
σs
σ∗
ss
Figure VII.2: Définition du diamant Ds
Soit uT ∈
(
R2
)T
et cT , µT ∈ RT . Si nous désignons par Ds le diamant voisin de D qui partage le côté s (comme
décrit sur la Figure VII.2) et par σs, σ∗s les arêtes primale et duale correspondantes, la Définition VII.1 donne pour toute
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maille K ∈M,
mKdiv
K
pi(uT , cT ) =
∑
s∈Dσ,σ∗∈DK
s⊂K,s/∈Γ
ms(cσs − cσ)
uK + uK∗
2
· ~ns,D
=
1
2
uK ·
Ö ∑
s∈Dσ,σ∗∈DK
s⊂K,s/∈Γ
ms(cσs − cσ)~nDDs
è
+
1
2
Ö ∑
s∈Dσ,σ∗∈DK
s⊂K,s/∈Γ
ms(cσs − cσ)uK∗ · ~nDDs
è
.
où ~nDDs désigne la normale unitaire à s allant de D vers Ds.
De la même manière, pour toute maille K∗ ∈M∗ ∪ ∂M∗, nous avons :
mK∗div
K∗
pi (uT , cT ) =
∑
s∈Dσ,σ∗∈DK∗
s⊂K∗,s/∈Γ
ms(cσ∗
s
− cσ∗)uK + uK
∗
2
· ~ns,D
=
1
2
Ö ∑
s∈Dσ,σ∗∈DK∗
s⊂K∗,s/∈Γ
ms(cσ∗
s
− cσ∗)uK · ~nDDs
è
+
1
2
uK∗ ·
Ö ∑
s∈Dσ,σ∗∈DK∗
s⊂K∗,s/∈Γ
ms(cσ∗
s
− cσ∗)~nDDs
è
.
Ces deux égalités impliquent,
JdivTpi (uT , cT ), µT KT =
1
2
∑
K∈M
uK ·
Ö
1
2
∑
s∈Dσ,σ∗∈DK
s⊂K,s/∈Γ
ms
(
(cσs − cσ)µK + (cσ∗s − cσ∗)µK∗
)
~nDDs
è
+
1
2
∑
K∗∈M∗∪∂M∗
uK∗ ·
Ö
1
2
∑
s∈Dσ,σ∗∈DK∗
s⊂K∗,s/∈Γ
ms
(
(cσs − cσ)µK + (cσ∗s − cσ∗)µK∗
)
~nDDs
è
.
(VII.6)
Définition VII.3 (Définition de l’opérateur discret GT )
Nous définissons l’opérateur GT : RT × RT → (R2)T de la manière suivante.
Pour tout cT , µT ∈ RT , nous posons GT (cT , µT ) = (GM(cT , µT ),G∂M(cT , µT ),GM∗(cT , µT ),G∂M∗(cT , µT )) tels
que G∂M(cT , µT ) = G∂M∗(cT , µT ) = 0 et,
∀K ∈M, GK(cT , µT ) = 1
mK
∑
s∈Dσ,σ∗∈DK
s⊂K,s/∈Γ
ms
2
(
(cσs − cσ)µK + (cσ∗s − cσ∗)µK∗
)
~nDDs ;
∀K∗ ∈M∗, GK∗(cT , µT ) = 1
mK∗
∑
s∈Dσ,σ∗∈DK∗
s⊂K∗,s/∈Γ
ms
2
(
(cσs − cσ)µK + (cσ∗s − cσ∗)µK∗
)
~nDDs .
Remarque VII.4
Comme nous l’avons vu dans la Partie 2, pour obtenir une approximation DDFV du problème de Stokes, nous inté-
grons le bilan de quantité de mouvement sur les mailles primales et duales intérieures seulement. C’est la raison pour
laquelle malgré ce que nous obtenons dans l’équation (VII.6), nous avons imposé que G∂M∗(cT , µT ) = 0. Cependant
la condition aux limites (VII.2e) implique que uK∗ = 0 pour toute maille duale K∗ ∈ ∂M∗, ainsi la formule (VII.5)
est bien satisfaite.
VII.1.3 Etude de consistance
Nous allons montrer ici que les opérateurs divTpi et GT définis ci-dessus sont consistants en un certain sens.
Pour plus de clarté, pour tout u : Ω → R2 régulière, nous notons uex
T
le vecteur de
(
R2
)T
tel que pour tout K ∈
M ∪ ∂M, uex
K
= u(xK) et pour tout K∗ ∈M∗ ∪ ∂M∗, uexK∗ = u(xK∗).
De la même manière, pour tout c : Ω→ R régulière, pour tout Dσ,σ∗ ∈ D, nous définissons :
cexσ :=
c(xK) + c(xL)
2
et cexσ∗ :=
c(xK∗) + c(xL∗)
2
.
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Théorème VII.5 (Consistance faible de l’opérateur divTpi )
Soit u : Ω→ R2 régulière telle que u = 0 sur Γ et soit c : Ω→ R régulière, alors pour tout Dσ ∈ D, nous avons :
1
mσ
∣∣∣∣cexσ Fpiσ,K(uexT )− ∫
σ
c(x)u(x) · ~nσKdσ(x)
∣∣∣∣ −−−−−−−→
size(T )→0
0,
1
mσ∗
∣∣∣∣cexσ∗Fpiσ∗,K∗(uexT )− ∫
σ∗
c(x)u(x) · ~nσ∗K∗dσ(x)
∣∣∣∣ −−−−−−−→
size(T )→0
0.
Démonstration : Par définition du vecteur uex
T
et du flux de masse Fpiσ,K, nous avons :
Fpiσ,K(u
ex
T
) = −
Å
msKK∗
u(xK) + u(xK∗)
2
· ~nsKK∗ ,D +msKL∗
u(xK) + u(xL∗)
2
· ~nsKL∗ ,D
ã
.
Les formules de Taylor en x ∈ σ = K|L ∈ Eint impliquent,
Fpiσ,K(u
ex
T
) =− (msKK∗~nsKK∗ ,D +msKL∗~nsKL∗ ,D) · u(x)
− msKK∗
2
([
((xK − x) + (xK∗ − x))⊗ ~nsKK∗ ,D
]
: ∇u(x))
− msKL∗
2
([
((xK − x) + (xL∗ − x))⊗ ~nsKL∗ ,D
]
: ∇u(x))+O (size(T )3)
=mσu(x) · ~nσK −
msKK∗
2
([
((xK − x) + (xK∗ − x))⊗ ~nsKK∗ ,D
]
: ∇u(x))
− msKL∗
2
([
((xK − x) + (xL∗ − x))⊗ ~nsKL∗ ,D
]
: ∇u(x))+O (size(T )3) ,
où nous rappelons que pour tout a,b ∈ R2, ξ, ξ˜ ∈M2(R), u : Ω→ R2, nous notons :
a⊗ b = atb ∈M2(R), (ξ : ξ˜) = Tr (tξ ξ˜) ∈ R, ∇u =
Ç
t∇u1
t∇u2
å
.
De la même manière,
cexσ = c(x) +
1
2
((xK − x) + (xL − x)) · ∇c(x) +O
(
size(T )2) .
Ainsi
1
mσ
∣∣∣∣cexσ Fpiσ,K(uexT )− ∫
σ
c(x)u(x) · ~nσKdσ(x)
∣∣∣∣ ≤ O (size(T )) −−−−−−−→
size(T )→0
0.
Un raisonnement similaire pour une arête duale σ∗ conclut la preuve.
En ce qui concerne l’opérateur GT , nous n’allons pas pouvoir obtenir une telle propriété de consistance. Nous avons
cependant consistance "au sens faible" de cet opérateur (c’est à dire modulo un gradient de pression).
Théorème VII.6 (Consistance faible de l’opérateur GT )
Soit u : Ω→ R2 régulière tel que u = 0 sur Γ et divu = 0 dans Ω et soit c, µ : Ω→ R régulières, alors :
JGT (cexT , µexT ),uexT KT −−−−−−−→
size(T )→0
〈µ · ∇c,u〉.
Démonstration : D’après la Section VII.1.2, nous avons :
|〈µ · ∇c,u〉 − JGT (cexT , µexT ),uexT KT | = |〈div(uc), µ〉 − JdivTpi (uexT , cexT ), µexT KT |
≤1
2
∣∣∣∣∫
Ω
µdiv(uc)− ∑
K∈M
mKdiv
K
pi(u
ex
T
, cexT )µ(xK)
∣∣∣∣
+
1
2
∣∣∣∣∫
Ω
µdiv(uc)− ∑
K∗∈M∗∪∂M∗
mK∗div
K∗
pi (u
ex
T
, cexT )µ(xK∗)
∣∣∣∣
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Intéressons nous à la somme sur les mailles primales K ∈M, le Théorème VII.5 implique :
SM =
∣∣∣∣∫
Ω
µdiv(uc)− ∑
K∈M
mKdiv
K
pi(u
ex
T
, cexT )µ(xK)
∣∣∣∣
=
∣∣∣∣∣ ∑K∈Mµ(xK) ∑Dσ,σ∗∈DK
Å∫
σ
cu · ~nσK − cexσ Fpiσ,K(uexT )
ã
+
∑
K∈M
∫
K
(µ(x)− µ(xK)) div(uc)
∣∣∣∣∣ .
En utilisant que pour toute arête σ ∈ Eext,∫
σ
cu · ~nσK = 0 et Fpiσ,K(uexT ) = msLK∗
uL + uK∗
2
· ~nσK +msLL∗
uL + uL∗
2
· ~nσK = 0,
nous avons :
SM =
∣∣∣∣ ∑
D∈D
(µ(xK)− µ(xL))
Å∫
σ
cu · ~nσK − cexσ Fpiσ,K(uexT )
ã
+
∑
K∈M
∫
K
(µ(x)− µ(xK)) div(uc)
∣∣∣∣
≤ Cu,csize(T ) ∑
D∈D
mσ|µ(xK)− µ(xL)|+ ∑
K∈M
∫
K
|(xK − x) · ∇µ(x)| |div(uc)|+O (size(T ))
≤ Cu,c|Ω| 12 size(T ) ‖µexT ‖1,T + size(T ) ‖∇µ‖L2(Ω) ‖div(uc)‖L2(Ω) +O (size(T ))
et donc :
SM −−−−−−−→
size(T )→0
0.
Un raisonnement analogue pour la somme sur les mailles duales K∗ ∈M∗ ∪ ∂M∗ permet de conclure la preuve.
VII.2 Les conditions aux limites de Neumann
Dans cette section, nous imposons à l’équation (VII.2) une condition aux bords de Neumann homogène sur le paramètre
d’ordre,
∇c · ~n = 0, sur (0, T )× Γ. (VII.7)
Rappelons que nous avons étudié dans la Partie 2 la propriété de stabilité Inf-Sup pour le problème de Stokes. Nous
nous plaçons dans la suite de ces travaux dans le cas de maillages pour lesquels la constante Inf-Sup vérifie βT > 0
et ainsi le problème de Stokes est bien posé pour ces différents maillages. Notons que nous avons montré que de tels
maillages existaient : c’est le cas pour plusieurs familles de maillages y compris les maillages cartésiens non-conformes
(voir Théorèmes V.2 et V.9). A ce jour, le seul maillage pour lequel nous sommes sûrs qu’il ne vérifie pas cette hypothèse
est le maillage cartésien conforme uniforme (voir Théorème V.8).
Notons que si nous étudions la convergence du schéma DDFV pour le problème couplé Cahn-Hilliard/Stokes (ce qui
n’est pas le cas ici) il faudrait également supposer que la famille de maillages étudiée est Inf-Sup stable, c’est à dire
lim infsize(T )→0 βT > 0.
VII.2.1 Principe du schéma DDFV
Pour obtenir l’approximation DDFV associée à ce problème :
• Comme dans le Chapitre VI, nous intégrons l’équation de Cahn-Hilliard sur les mailles primales intérieuresK ∈M
et sur toutes les mailles duales K∗ ∈M∗ ∪ ∂M∗.
• En ce qui concerne l’équation de Stokes nous procédons comme dans la Partie 2 : nous intégrons le bilan de quantité
de mouvement seulement sur les mailles primales intérieures K ∈M et sur les mailles duales intérieures K∗ ∈M∗
et nous intégrons l’équation de conservation de la masse sur le maillage diamant D.
Ainsi, en utilisant les opérateurs discrets définis dans la Section VII.1, si nous supposons que cnT ∈ RT et unT ∈
(
R2
)T
sont donnés, l’approximation DDFV du problème (VII.2) au temps tn+1 assorti de la condition aux limites (VII.7) est
donnée par :
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Problème VII.7
Trouver (cn+1T , µ
n+1
T ,u
n+1
T
, pn+1
D
) ∈ RT × RT × (R2)T × RD tels que :
cn+1T0 − cnT0
∆t
+ divTpi (u
n+1
T
, cn+1T )− ΓbdivT
(∇Dµn+1T ) = 0,
µn+1T0 = −A∆divT
(∇Dcn+1T )+Afbdfb(cnT0 , cn+1T0 ),
un+1
T
− un
T
∆t
− 1Rediv
T (∇Dun+1
T
) +∇T pn+1
D
− 1
ρ∗
GT (cn+1T , µn+1T ) =
ρ(cn+1T )
ρ∗
gT ,
divD(un+1
T
) = 0,
γD(∇Dµn+1T ) · ~nT = γD(∇Dcn+1T ) · ~nT = 0,
m(pn+1
D
) =
∑
D∈D
mDp
n+1
D = 0.
(VII.8)
où nous rappelons que pour que les équations sur le maillage ∂M soient vides dans l’équation de Cahn-Hilliard nous
avons utilisé la notation :
vT0 =
Ñ
vM
0
vM∗∪∂M∗
é
, ∀vT ∈ RT .
De plus, gT ∈
(
R2
)T
est défini de la manière suivante : pour tout K ∈ M, K∗ ∈ M∗ ∪ ∂M∗, gK = gK∗ = g et
g∂M = g∂M∗ = 0.
VII.2.2 Approximation DDFV du problème découplé
L’inconvénient du problème (VII.8) est la présence d’un couplage fort entre les équations de Cahn-Hilliard et les équations
de Stokes. En pratique, il sera alors difficile de résoudre ce problème numériquement. Pour y remédier, nous introduisons
le problème découplé suivant en explicitant la vitesse dans l’équation d’évolution sur la concentration de l’équation de
Cahn-Hilliard :
Problème VII.8
Trouver (cn+1T , µ
n+1
T ,u
n+1
T
, pn+1
D
) ∈ RT × RT × (R2)T × RD tels que :
cn+1T0 − cnT0
∆t
+ divTpi (u
n
T
, cn+1T )− ΓbdivT
(∇Dµn+1T ) = 0,
µn+1T0 = −A∆divT
(∇Dcn+1T )+Afbdfb(cnT0 , cn+1T0 ),
un+1
T
− un
T
∆t
− 1Rediv
T (∇Dun+1
T
) +∇T pn+1
D
=
1
ρ∗
GT (cn+1T , µn+1T ) +
ρ(cn+1T )
ρ∗
gT ,
divD(un+1
T
) = 0,
γD(∇Dµn+1T ) · ~nT = γD(∇Dcn+1T ) · ~nT = 0,
m(pn+1
D
) =
∑
D∈D
mDp
n+1
D = 0.
(VII.9a)
(VII.9b)
(VII.9c)
(VII.9d)
(VII.9e)
(VII.9f)
Remarquons que la condition aux bords sur la vitesse est prise en compte dans l’équation (VII.9c).
La résolution numérique de ce schéma peut se faire en plusieurs étapes :
1. Résolution des équations de Cahn-Hilliard :
Supposons que un
T
∈ (R2)T soit connu, nous cherchons (cn+1T , µn+1T ) ∈ RT × RT tels que :
cn+1T0 − cnT0
∆t
+ divTpi (u
n
T
, cn+1T )− ΓbdivT
(∇Dµn+1T ) = 0,
µn+1T0 = −A∆divT
(∇Dcn+1T )+Afbdfb(cnT0 , cn+1T0 ),
γD(∇Dµn+1T ) · ~nT = γD(∇Dcn+1T ) · ~nT = 0.
2. Résolution du problème de Stokes :
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Le couple (cn+1T , µ
n+1
T ) ∈ RT ×RT est maintenant connu, nous cherchons (un+1T , pn+1D ) ∈
(
R2
)T ×RD tels que :
un+1
T
− un
T
∆t
− 1Rediv
T (∇Dun+1
T
) +∇T pn+1
D
=
1
ρ∗
GT (cn+1T , µn+1T ) +
ρ(cn+1T )
ρ∗
gT ,
divD(un+1
T
) = 0,
m(pn+1
D
) =
∑
D∈D
mDp
n+1
D = 0.
Proposition VII.9 (Egalité d’énergie pour le problème découplé avec C.L. de Neumann)
Soit cnT ∈ RT ,unT ∈
(
R2
)T
. Supposons qu’il existe une solution (cn+1T , µ
n+1
T ,u
n+1
T
, pn+1
D
) ∈ RT×RT×(R2)T×RD
au problème VII.8, alors l’égalité suivante est vérifiée :Å
Fb,T (cn+1T ) +
ρ∗
2
∥∥un+1
T
∥∥2
T ,2
ã
−
Å
Fb,T (cnT ) +
ρ∗
2
‖un
T
‖2
T ,2
ã
+ Γb∆t
∥∥∥∇Dµn+1T ∥∥∥2
D,2
+
ρ∗
Re∆t|||∇
Dun+1
T
|||2D,2
+
A∆
2
∥∥∥∇D(cn+1T − cnT )∥∥∥2
D,2
+
ρ∗
2
∥∥un+1
T
− un
T
∥∥2
T ,2
− ∆t
ρ∗
Jρ(cn+1T )g,u
n+1
T
KT
=
Afb
2
∑
K∈M
mK
(
fb(c
n+1
K )− fb(cnK)− dfb(cnK, cn+1K )(cn+1K − cnK)
)
+
Afb
2
∑
K∗∈M∗∪∂M∗
mK∗
(
fb(c
n+1
K∗ )− fb(cnK∗)− dfb(cnK∗ , cn+1K∗ )(cn+1K∗ − cnK∗)
)
+∆tJGT (cn+1T , µn+1T ),un+1T − unT KT .
(VII.10)
Démonstration : Pour les équations de Cahn-Hilliard, nous procédons comme pour la Proposition VI.6 du chapitre
précédent, nous obtenons l’estimation d’énergie (VI.6) modulo l’ajout du terme correspondant au terme de transport dans
le système de Cahn-Hilliard, ainsi :
Fb,T (cn+1T )−Fb,T (cnT ) + Γb∆t
∥∥∥∇Dµn+1T ∥∥∥2
D,2
+
A∆
2
∥∥∥∇D(cn+1T − cnT )∥∥∥2
D,2
+∆tJdivTpi (u
n
T
, cn+1T ), µ
n+1
T KT
=
Afb
2
∑
K∈M
mK
(
fb(c
n+1
K )− fb(cnK)− dfb(cnK, cn+1K )(cn+1K − cnK)
)
+
Afb
2
∑
K∗∈M∗∪∂M∗
mK∗
(
fb(c
n+1
K∗ )− fb(cnK∗)− dfb(cnK∗ , cn+1K∗ )(cn+1K∗ − cnK∗)
)
.
Prenons maintenant le produit scalaire de l’équation (VII.9c) avec un+1
T
alors, en utilisant la formule de Stokes discrète
donnée dans le Théorème IV.7 ainsi que l’égalité (IV.9), nous obtenons
Jun+1
T
− un
T
,un+1
T
KT +
∆t
Re |||∇
Dun+1
T
|||2D,2 −∆t
Ä
divDun+1
T
, pn+1
D
ä
D
=
∆t
ρ∗
JGT (cn+1T , µn+1T ),un+1T KT
+
∆t
ρ∗
Jρ(cn+1T )g,u
n+1
T
KT .
L’identité (VII.5) et le fait que divDun+1
T
= 0 permettent de conclure.
Pour pouvoir obtenir l’inégalité d’énergie associée nous utilisons le résultat suivant.
Lemme VII.10 (Estimation de l’opérateur GT dans le cas quasi-uniforme)
Soit T un maillage DDFV de Ω, pour tout q ≥ 2 il existe une constante positive C1 dépendant seulement de
la régularité uniforme du maillage regunif(T ) (voir Définition A.10), de Ω et de q telle que pour tout cT ∈ RT ,
µT ∈ RT vérifiant : ∑
K∈M
mKµK =
∑
K∗∈M∗∪∂M∗
mK∗µK∗ = 0,
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l’inégalité suivante est vérifiée :
‖GT (cT , µT )‖T ,2 ≤
C1
size(T )2/q
∥∥∥∇DcT ∥∥∥
D,2
∥∥∥∇DµT ∥∥∥
D,2
.
Ainsi, la constante C1 est uniforme sur une famille de maillages quasi-uniforme.
La démonstration de ce lemme utilise le résultat suivant démontré dans [BCCHF, Théorèmes 9 et 10]. Nous le
présentons ici en adaptant l’énoncé au cas particulier qui nous intéresse.
Théorème VII.11 ([BCCHF, Théorèmes 9 et 10])
Soit T un maillage DDFV associé à Ω, alors pour tout q ≥ 2 il existe une constante C2 > 0 dépendant seulement de
q, Ω et de la régularité du maillage reg(T ) telle que pour tout uT ∈ RT satisfaisant :∑
K∈M
mKuK =
∑
K∗∈M∗∪∂M∗
mK∗uK∗ = 0,
nous avons,
‖uT ‖0,q,T ≤ C2
∥∥∥∇DuT ∥∥∥
D,2
, où ‖uT ‖0,q,T =
1
2
Å ∑
K∈M
mK|uK|q + ∑
K∗∈M∗∪∂M∗
mK∗ |uK∗ |q
ã 1
q
.
Démonstration du Lemme VII.10 : La Définition VII.3 de l’opérateur GT permet d’écrire,
‖GT (cT , µT )‖2T ,2 =
∑
K∈M
Ö ∑
s∈Dσ,σ∗∈DK
s⊂K,s/∈Γ
ms
2
(
(cσs − cσ)µK + (cσ∗s − cσ∗)µK∗
)
~nDDs
è2
+
∑
K∗∈M∗
Ö ∑
s∈Dσ,σ∗∈DK∗
s⊂K∗,s/∈Γ
ms
2
(
(cσs − cσ)µK + (cσ∗s − cσ∗)µK∗
)
~nDDs
è2
.
Considérons une maille K ∈M, alors il existe C(reg(T )) ne dépendant que de la régularité du maillage tel que :
(TK)
2 =
Ö ∑
s∈Dσ,σ∗∈DK
s⊂K,s/∈Γ
ms
2
(
(cσs − cσ)µK + (cσ∗s − cσ∗)µK∗
)
~nDDs
è2
≤C(reg(T )) ∑
s∈Dσ,σ∗∈DK
s⊂K,s/∈Γ
(
m2s(cσs − cσ)2µ2K +m2s(cσ∗s − cσ∗)2µ2K∗
)
.
Or, la définition de cσ et cσ∗ donnée par (VII.4) implique,
cσs − cσ =
cK − cL
2
+
cLs − cK
2
et cσ∗
s
− cσ∗ = cK
∗ − cL∗
2
+
cLs∗ − cK∗
2
donc en utilisant la Définition VI.1 du gradient discret DDFV, nous obtenons :
(TK)
2 ≤C(reg(T )) ∑
s∈Dσ,σ∗∈DK
s⊂K,s/∈Γ
(
m2D|∇DcT |2 +mDs |∇DscT |2
) (|µK|2 + |µK∗ |2)
≤4C(reg(T )) ‖µT ‖2L∞(Ω)
∑
Dσ,σ∗∈DK
mD|∇DcT |2.
Ainsi, un raisonnement similaire pour une maille K∗ ∈ M∗ entraîne qu’il existe une constante positive (toujours notée
C(reg(T ))) ne dépendant que de la régularité du maillage telle que,
‖GT (cT , µT )‖2T ,2 ≤ C(reg(T )) ‖µT ‖2L∞(Ω)
∥∥∥∇DcT ∥∥∥2
D,2
. (VII.11)
Or, pour tout q > 1 nous avons :
‖µT ‖L∞(Ω) ≤
C(regunif(T ))
size(T )2/q ‖µT ‖0,q,T , (VII.12)
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où nous avons noté :
‖µT ‖q0,q,T =
1
2
Å ∑
K∈M
mK|µK|q + ∑
K∗∈M∗∪∂M∗
mK∗ |µK∗ |q
ã
.
Alors, en appliquant le Théorème VII.11, pour tout q ≥ 2 nous obtenons :
‖µT ‖0,q,T ≤ C2
∥∥∥∇DµT ∥∥∥
D,2
. (VII.13)
Regrouper les inégalités (VII.11), (VII.12) et (VII.13) permet de conclure la preuve.
Remarque VII.12
Pour tout uT ∈ E0 tel que divD(uT ) = 0 et pour tout µT , cT ∈ RT nous avons :
JGT (cT , µ˜T ),uT KT = JGT (cT , µT ),uT KT ;
où nous avons défini µ˜T ∈ RT de la manière suivante :
µ˜K = µK − 1
CΩ
MM(µT ), ∀K ∈M et µ˜K∗ = µK∗ − 1
CΩ
MM∗∪∂M∗(µT ), ∀K∗ ∈M∗ ∪ ∂M∗; (VII.14)
avec
CΩ =
∑
K∈M
mK =
∑
K∗∈M∗∪∂M∗
mK∗ , MM(µT ) =
∑
K∈M
mKµK et MM∗∪∂M∗(µT ) =
∑
K∗∈M∗∪∂M∗
mK∗µK∗ .
Remarquons également que µ˜T ainsi construit vérifie,∑
K∈M
mKµ˜K =
∑
K∗∈M∗∪∂M∗
mK∗ µ˜K∗ = 0.
Démonstration de la Remarque VII.12 :
Par hypothèse uT ∈ E0 donc l’égalité (VII.5) implique :
JGT (cT , µ˜T ),uT KT = JGT (cT , µT ),uT KT + JdivTpi (uT , cT ), µ˜T − µT KT .
Montrons maintenant que le dernier terme du membre de droite de cette égalité est nul. Par définition de µ˜T nous avons :
JdivTpi (uT , cT ), µ˜T − µT KT =−
1
2CΩ
MM(µT )
∑
K∈M
∑
Dσ,σ∗∈DK
cσF
pi
σ,K(uT )
− 1
2CΩ
MM∗∪∂M∗(µT )
∑
K∗∈M∗∪∂M∗
∑
Dσ,σ∗∈DK∗
cσ∗F
pi
σ∗,K∗(uT ).
Alors si de plus nous supposons que divD(uT ) = 0, nous avons :∑
K∈M
∑
Dσ,σ∗∈DK
cσF
pi
σ,K(uT ) =
∑
D∈Dint
cσ
(
Fpiσ,K(uT ) + F
pi
σ,L(uT )
)− ∑
D∈Dext
cσF
pi
σ,L(uT ) = 0,
où nous avons utilisé la conservativité des flux Fpiσ,K(uT ) = −Fpiσ,L(uT ) et le fait que Fpiσ,L(uT ) = 0 si σ ∈ Eext.
De la même manière, la définition des flux Fpiσ∗,K∗ donnée dans la Définition VII.1 permet d’écrire,∑
K∗∈M∗∪∂M∗
∑
Dσ,σ∗∈DK∗
cσ∗F
pi
σ∗,K∗(uT ) =
∑
D∈Dint
cσ∗
(
Fpiσ∗,K∗(uT ) + F
pi
σ∗,L∗(uT )
)
= 0,
où nous avons là encore utilisé la conservativité des flux Fpiσ∗,K∗(uT ) = −Fpiσ∗,L∗(uT ).
Théorème VII.13 (Existence d’une famille de solutions et Inégalité d’énergie)
Soit T un maillage DDFV de Ω, soit c0T ∈ RT ,u0T ∈
(
R2
)T
. Il existe une famille de solutions
((cnT )1≤n≤N , (µ
n
T )1≤n≤N , (u
n
T
)1≤n≤N , (p
n
D
)1≤n≤N ) ∈ (RT )N × (RT )N × (
(
R2
)T
)N × (RD)N au problème VII.8
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telle que s’il existe q ≥ 2 tel que∆t ≤ βsize(T )4/q (où β > 0 est une constante fixée ne dépendant que de regunif(T )
et des données de l’équation), l’inégalité suivante est vérifié pour tout n ∈ J0, N − 1K :Å
Fb,T (cn+1T ) +
ρ∗
2
∥∥un+1
T
∥∥2
T ,2
ã
−
Å
Fb,T (cnT ) +
ρ∗
2
‖un
T
‖2
T ,2
ã
+
Γb
2
∆t
∥∥∥∇Dµn+1T ∥∥∥2
D,2
+
ρ∗
2Re∆t|||∇
Dun+1
T
|||2D,2 +
A∆
4
∥∥∥∇D(cn+1T − cnT )∥∥∥2
D,2
+
ρ∗
4
∥∥un+1
T
− un
T
∥∥2
T ,2
≤∆tReC
2
3
ρ∗3
‖ρ‖2
L∞
|g|2.
Remarque VII.14
Ce théorème donne l’existence d’une famille de solutions dès lors que la famille de maillages est quasi-uniforme.
Afin de démontrer ce théorème, rappelons l’inégalité de Poincaré suivante démontrée dans [ABH07].
Théorème VII.15 (Inégalité de Poincaré discrète, [ABH07, Lemme 3.2])
Soit T un maillage DDFV associé à Ω, il existe une constante C3 > 0, dépendant uniquement du diamètre de Ω et
de reg(T ), telle que pour tout uT ∈ E0 :
‖uT ‖T ,2 ≤ C3
∥∥∥∇DuT ∥∥∥
D,2
.
Démonstration du Théorème VII.13: Commençons par remarquer que la démonstration de ce théorème repose sur
le Lemme du degré topologique A.8.
Soit VT = {vT ∈ E0 : divT vT = 0}. Définissons l’ensemble K des ((cnT )1≤n≤N , (µnT )1≤n≤N , (unT )1≤n≤N ) ∈
(RT )N × (RT )N × VT vérifiant :
N−1∑
n=0
∆t
∥∥∥∇Dµn+1T ∥∥∥2
D,2
≤M0, sup
n≤N
‖∇DcnT ‖D,2 ≤M0, et sup
n≤N
‖un
T
‖
T ,2 ≤M0;
avecM0 choisi suffisamment grand en fonction des données du problème (cf hypothèses (VII.22) et (VII.23)).
Considérons maintenant l’application H définie par :
H : K × [0, 1]→ K
((cnT )1≤n≤N , (µ
n
T )1≤n≤N , (u
n
T
)1≤n≤N , δ) 7→
Ä
(Ec
n
T )1≤n≤N , (E
µnT )1≤n≤N , (E
u
n
T )1≤n≤N
ä
,
où nous avons noté Ec
n
T = (Ec
n
T0 , Ec
n
∂M), Eµ
n
T = (Eµ
n
T0 , Eµ
n
∂M) tels que :
Ec
n
T0 =
cn+1T0 − cnT0
∆t
+ δdivTpi (u
n
T
, cn+1T )− ΓbdivT
(∇Dµn+1T ) ,
Ec
n
∂M = γD(∇Dµn+1T ) · ~nT ,
Eµ
n
T0 = −A∆divT
(∇Dcn+1T )+ δAfbdfb(cnT0 , cn+1T0 )− µn+1T0 ,
Eµ
n
T0 = γD(∇Dcn+1T ) · ~nT ,
Eu
n
T = PVT
Å
un+1
T
− un
T
∆t
− 1Rediv
T (∇Dun+1
T
)− δ
ρ∗
GT (cn+1T , µn+1T )−
ρ(cn+1T )
ρ∗
gT
ã
,
tel que PVT désigne la projection sur l’ensemble VT . Ainsi E
u
n
T est défini de sorte que Eu
n
T = 0 signifie que pour tout
vT ∈ VT , ≠
vT ,
un+1
T
− un
T
∆t
− 1Rediv
T (∇Dun+1
T
)− δ
ρ∗
GT (cn+1T , µn+1T )−
δ
ρ∗
ρ(cn+1T )gT
∑
= 0.
Notons que le paramètre δ intervient devant tous les termes non-linéaires apparaissant dans la fonction H .
La fonction H ainsi définie est bien continue et la fonction H(·, 0) est affine, vérifions maintenant les différentes hy-
pothèses du Lemme A.8.
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Vérification de l’hypothèse (ii) du Lemme A.8 :
Soit (X, δ)
def
= ((cnT )1≤n≤N , (µ
n
T )1≤n≤N , (u
n
T
)1≤n≤N , δ) ∈ K × [0, 1] tels que H(X, δ) = 0. Alors X est solution du
Problème VII.8 avec :
• δdivTpi (u
n
T
, cn+1T ) à la place de div
T
pi (u
n
T
, cn+1T );
• δGT (cn+1T , µn+1T ) à la place de GT (cn+1T , µn+1T );
• δfb à la place de fb;
• δdfb à la place de dfb ;
• δρ(cn+1T )gT à la place de ρ(c
n+1
T )gT .
Rappelons que dans ce cas là, l’énergie libre Fδb,T est définie par :
Fδb,T (cT ) =
A∆
2
∥∥∥∇DcT ∥∥∥2
D,2
+ δAfbJfb(cT ), 1T KT , ∀cT ∈ RT . (VII.15)
Ainsi, de la même manière que pour l’égalité d’énergie VII.9 nous obtenons :Å
Fδb,T (cn+1T ) +
ρ∗
2
∥∥un+1
T
∥∥2
T ,2
ã
−
Å
Fδb,T (cnT ) +
ρ∗
2
‖un
T
‖2
T ,2
ã
+ Γb∆t
∥∥∥∇Dµn+1T ∥∥∥2
D,2
+
ρ∗
Re∆t|||∇
Dun+1
T
|||2D,2 +
A∆
2
∥∥∥∇D(cn+1T − cnT )∥∥∥2
D,2
+
ρ∗
2
∥∥un+1
T
− un
T
∥∥2
T ,2
=
Afb
2
δ
∑
K∈M
mK
(
fb(c
n+1
K )− fb(cnK)− dfb(cnK, cn+1K )(cn+1K − cnK)
)
+
Afb
2
δ
∑
K∗∈M∗∪∂M∗
mK∗
(
fb(c
n+1
K∗ )− fb(cnK∗)− dfb(cnK∗ , cn+1K∗ )(cn+1K∗ − cnK∗)
)
+ δ∆tJGT (cn+1T , µn+1T ),un+1T − unT KT + δ
∆t
ρ∗
Jρ(cn+1T )g,u
n+1
T
KT .
(VII.16)
Rappelons que si nous choisissons une discrétisation semi-implicite du potentiel de Cahn-Hilliard f ′b (voir (III.16)) les
deux premiers termes du membre de droite de (VII.16) sont nuls.
Si nous choisissons une discrétisation complètement implicite du terme non-linéaire f ′b (voir (III.14)) en utilisant un
raisonnement analogue à celui donné dans la preuve de la Proposition III.9, l’hypothèse de dissipativité (III.3) et le fait
que δ ≤ 1 impliquent :
Tfb =δ
Afb
2
∑
K∈M
mK
(
fb(c
n+1
K )− fb(cnK)− dfb(cnK, cn+1K )(cn+1K − cnK)
)
+ δ
Afb
2
∑
K∗∈M∗∪∂M∗
mK∗
(
fb(c
n+1
K∗ )− fb(cnK∗)− dfb(cnK∗ , cn+1K∗ )(cn+1K∗ − cnK∗)
)
≤αbAfb
∥∥cn+1T − cnT ∥∥21,T .
Multiplions maintenant l’équation (VII.9a) du Problème VII.8 (avec le coefficient δ devant le terme de transport) par
∆t(cn+1T − cnT ) puis sommons sur les mailles primales intérieures K ∈ M et sur les mailles duales K∗ ∈ M∗ ∪ ∂M∗,
alors : ∥∥cn+1T − cnT ∥∥21,T = −∆tδJdivTpi (unT , cn+1T ), cn+1T − cnT KT + Γb∆tJdivT (∇Dµn+1T ), cn+1T − cnT KT
= −∆tδJdivTpi (unT , cn+1T ), cn+1T − cnT KT − Γb∆t
(∇Dµn+1T ,∇D(cn+1T − cnT ))D
où nous avons utilisé la formule de Green (VI.1).
Alors, l’inégalité de Cauchy-Schwarz et l’inégalité de Young permettent d’estimer le dernier terme du membre de droite
de cette égalité :
αbAfbΓb∆t
∣∣∣(∇Dµn+1T ,∇D(cn+1T − cnT ))D∣∣∣ ≤αbAfbΓb∆t ∥∥∥∇Dµn+1T ∥∥∥
D,2
∥∥∥∇D(cn+1T − cnT )∥∥∥
D,2
≤Γb
4
∆t
∥∥∥∇Dµn+1T ∥∥∥2
D,2
+ αb
2A2fbΓb∆t
∥∥∥∇D(cn+1T − cnT )∥∥∥2
D,2
.
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D’autre part, un
T
∈ VT (donc unT ∈ E0 et divTunT = 0) nous pouvons donc appliquer l’égalité (VII.5) ce qui donne :
JdivTpi (u
n
T
, cn+1T ), c
n+1
T − cnT KT = JGT (cn+1T , cn+1T − cnT ),unT KT .
De plus, la conservation du volume au niveau discret (VI.4) implique,∑
K∈M
mK(c
n+1
K − cnK) =
∑
K∗∈M∗∪∂M∗
mK∗(c
n+1
K∗ − cnK∗) = 0;
nous pouvons donc appliquer le Lemme VII.10 ce qui entraîne :
JdivTpi (u
n
T
, cn+1T ), c
n+1
T − cnT KT ≤
C1
size(T )2/q
∥∥∥∇Dcn+1T ∥∥∥
D,2
∥∥∥∇D(cn+1T − cnT )∥∥∥
D,2
‖un
T
‖
T ,2 .
Ainsi, l’inégalité de Poincaré VII.15, l’inégalité de Young et le fait que δ ∈ [0, 1] donnent :
∆tδJdivTpi (u
n
T
, cn+1T ), c
n+1
T − cnT KT ≤
A∆
8
∥∥∥∇D(cn+1T − cnT )∥∥∥2
D,2
+
4C21
A∆
∆t2
size(T )4/q
∥∥∥∇Dcn+1T ∥∥∥2
D,2
Å∥∥un+1
T
− un
T
∥∥2
T ,2
+ C23
∥∥∥∇Dun+1
T
∥∥∥2
D,2
ã
.
En regroupant toutes ces estimations et en utilisant que
∥∥∇Dcn+1T ∥∥D,2 ≤M0 car X ∈ K, nous obtenons finalement :
Tfb ≤
Γb
4
∆t
∥∥∥∇Dµn+1T ∥∥∥2
D,2
+
A∆
8
∥∥∥∇D(cn+1T − cnT )∥∥∥2
D,2
+ αb
2A2fbΓb∆t
∥∥∥∇D(cn+1T − cnT )∥∥∥2
D,2
+
4αb
2A2fbC21
A∆
∆t2
size(T )4/qM
2
0
Å∥∥un+1
T
− un
T
∥∥2
T ,2
+ C23
∥∥∥∇Dun+1
T
∥∥∥2
D,2
ã
.
Posons,
∆t1 =
A∆
8αb2A2fbΓb
, ∆t2 =
  A∆ρ∗
32αb2A2fbM20C21
et ∆t3 =
A∆ρ∗
16αb2A2fbM20C21C23Re
;
alors s’il existe q ≥ 2 tel que ∆t ≤ min(∆t1,∆t2size(T )2/q,∆t3size(T )4/q), nous obtenons finalement :
Tfb ≤
Γb
4
∆t
∥∥∥∇Dµn+1T ∥∥∥2
D,2
+
A∆
4
∥∥∥∇D(cn+1T − cnT )∥∥∥2
D,2
+
ρ∗
8
∥∥un+1
T
− un
T
∥∥2
T ,2
+
ρ∗
4Re
∥∥∥∇Dun+1
T
∥∥∥2
D,2
. (VII.17)
Etudions maintenant le troisième terme du membre de droite de l’égalité (VII.16).
En utilisant la Remarque VII.12, l’inégalité de Young et le fait que δ ≤ 1 nous avons,
δ∆tJGT (cn+1T , µn+1T ),un+1T − unT KT ≤
ρ∗
8
∥∥un+1
T
− un
T
∥∥2
T ,2
+
2∆t2
ρ∗
∥∥∥∥GT (cn+1T , µ˜n+1T )∥∥∥∥2
T ,2
où µ˜n+1T est défini par (VII.14).
En appliquant le Lemme VII.10 à µ˜n+1T , nous obtenons pour tout q ≥ 2 :∥∥GT (cn+1T , µn+1T )∥∥T ,2 ≤ C1size(T )2/q ∥∥∥∇Dcn+1T ∥∥∥D,2
∥∥∥∥∇Dµ˜n+1T ∥∥∥∥
D,2
.
Alors, nous avons :
2∆t2
ρ∗
∥∥∥∥GT (cn+1T , µ˜n+1T )∥∥∥∥2
T ,2
≤ 2C
2
1M
2
0
ρ∗
∆t2
size(T )4/q
∥∥∥∥∇Dµ˜n+1T ∥∥∥∥2
D,2
Ainsi, s’il existe q ≥ 2 tel que ∆t ≤ ∆t4size(T )4/q avec ∆t4 = ρ
∗Γb
8M20C
2
1
, en remarquant que
∥∥∥∥∇Dµ˜n+1T ∥∥∥∥
D,2
=∥∥∇Dµn+1T ∥∥D,2, nous obtenons :
δ∆tJGT (cn+1T , µn+1T ),un+1T − unT KT ≤
ρ∗
8
∥∥un+1
T
− un
T
∥∥2
T ,2
+
Γb
4
∆t
∥∥∥∇Dµn+1T ∥∥∥2
D,2
. (VII.18)
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Enfin, un
T
∈ E0 donc, en appliquant l’inégalité de Poincaré et en utilisant que δ ≤ 1, le dernier terme du membre de droite
de (VII.16) vérifie :∣∣∣∣δ∆tρ∗ Jρ(cn+1T )g,un+1T KT
∣∣∣∣ ≤ ∆tρ∗ ‖ρ‖L∞ |g| ∥∥un+1T ∥∥T ,2 ≤ ∆tC3ρ∗ ‖ρ‖L∞ |g| ∥∥∥∇Dun+1T ∥∥∥D,2 .
L’inégalité de Young entraîne alors :∣∣∣∣δ∆tρ∗ Jρ(cn+1T )g,un+1T KT
∣∣∣∣ ≤ ρ∗4Re∆t
∥∥∥∇Dun+1
T
∥∥∥2
D,2
+∆t
ReC23
ρ∗3
‖ρ‖2
L∞
|g|2. (VII.19)
Ainsi, en regroupant les estimations (VII.16), (VII.17), (VII.18) et (VII.19) s’il existe q ≥ 2 tel que :
∆t ≤ min(∆t1,∆t2size(T )2/q,∆t3size(T )4/q,∆t4size(T )4/q),
nous obtenons :Å
Fδb,T (cn+1T ) +
ρ∗
2
∥∥un+1
T
∥∥2
T ,2
ã
−
Å
Fδb,T (cnT ) +
ρ∗
2
‖un
T
‖2
T ,2
ã
+
Γb
2
∆t
∥∥∥∇Dµn+1T ∥∥∥2
D,2
+
ρ∗
2Re∆t|||∇
Dun+1
T
|||2D,2 +
A∆
4
∥∥∥∇D(cn+1T − cnT )∥∥∥2
D,2
+
ρ∗
4
∥∥un+1
T
− un
T
∥∥2
T ,2
≤∆tReC
2
3
ρ∗3
‖ρ‖2
L∞
|g|2.
(VII.20)
Cette estimation étant vraie pour tout n ∈ J0, N − 1K, nous avons en particulier :Å
Fδb,T (cnT ) +
ρ∗
2
‖un
T
‖2
T ,2
ã
≤
Å
Fδb,T (c0T ) +
ρ∗
2
∥∥u0
T
∥∥2
T ,2
ã
+ T
ReC23
ρ∗3
‖ρ‖2
L∞
|g|2, ∀n ∈ J0, NK.
De plus, la définition (VII.15) de l’énergie libre Fδb,T et la condition δ ≤ 1 donnent :
Fδb,T (c0T ) ≤
A∆
2
∥∥∥∇Dc0T ∥∥∥2
D,2
+Afb
∣∣Jfb(c0T ), 1T KT ∣∣ def= αFb,T0 . (VII.21)
Alors, la définition (VII.15) de l’énergie libre Fδb,T , l’hypothèse de dissipativité (III.3) et le fait que δ ∈ [0, 1] impliquent
que pour tout n ∈ J0, NK,
∥∥∥∇DcnT ∥∥∥2
D,2
≤ 2A∆
Å
Fδb,T (cnT ) + δα2CΩ +
ρ∗
2
‖un
T
‖2
T ,2
ã
≤ 2A∆
Å
α
Fb,T
0 + α2CΩ +
ρ∗
2
∥∥u0
T
∥∥2
T ,2
ã
+ T
ReC23
ρ∗3
‖ρ‖2
L∞
|g|2 def= αc0.
De la même manière nous déduisons de (VII.20) et (VII.21) que :
N−1∑
n=0
∆t
∥∥∥∇Dµn+1T ∥∥∥2
D,2
≤ 2
Γb
Å
α
Fb,T
0 +
ρ∗
2
∥∥u0
T
∥∥2
T ,2
ã
+
2TReC23
Γbρ∗
3 ‖ρ‖2L∞ |g|2 +
2
Γb
α2CΩ
def
= αµ0 ,
et pour tout n ∈ J0, NK,
‖un
T
‖2
T ,2 ≤
2
ρ∗
Å
α
Fb,T
0 +
ρ∗
2
∥∥u0
T
∥∥2
T ,2
ã
+
2TReC23
ρ∗4
‖ρ‖2
L∞
|g|2 + 2
ρ∗
α2CΩ
def
= αu0 .
Choisissons alors
M0 > max(α
c
0, α
µ
0 , α
u
0 ) (VII.22)
ainsi, si X est solution de H(X, δ) = 0, alors X /∈ ∂K.
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Vérification de l’hypothèse (iii) du Lemme A.8 :
Regardons maintenant si l’équation H(X, 0) = 0 possède une solution.
Notons que lorsque δ = 0 les termes de couplages et les termes non-linéaires disparaissent et nous nous retrouvons avec
deux problèmes linéaires découplés :
• L’équation de Cahn-Hilliard linéaire pour laquelle nous avons démontré dans le chapitre précédent des estimations
d’énergie. Pour tout n ∈ J0, N − 1K, nous avons donc existence d’au moins une solution (cn+1T , µn+1T ) à ce
problème. De plus, de la même façon que dans la Proposition III.26, nous pouvons montrer que ces solutions
vérifient les bornes suivantes :
sup
n≤N
‖cnT ‖T ,2 ≤M1 et
N−1∑
n=0
∆t
∥∥µn+1
M
∥∥2
T ,2
≤M2.
• Le problème de Stokes linéaire (écrit sous forme variationnelle dans l’espace des fonctions à divergence nulle) pour
lequel nous savons qu’il existe au moins une solution un
T
pour tout n ∈ J0, NK. De plus, il existeM3 > 0 tel que :
sup
n≤N
‖un
T
‖
T ,2 ≤M3.
Choisissons alorsM0 tel que
M0 > max(M1,M2,M3), (VII.23)
ainsi il existe bien une solution X au problème H(X, 0) = 0 telle que X ∈ K˚.
Les hypothèses du lemme A.8 étant satisfaites, il existe bien une solutionX = ((cnT )1≤n≤N , (µ
n
T )1≤n≤N , (u
n
T
)1≤n≤N ) ∈
K au problème H(X, 1) = 0.
De plus, nous avons supposé que la constante Inf-Sup vérifiait βT > 0 et nous venons de montrer que pour tout n ∈
J0, N − 1K :
PVT
Å
un+1
T
− un
T
∆t
− 1Rediv
T (∇Dun+1
T
)− δ
ρ∗
GT (cn+1T , µn+1T )−
ρ(cn+1T )
ρ∗
gT
ã
= 0
donc il existe pn+1
D
∈ RD tel que :
un+1
T
− un
T
∆t
− 1Rediv
T (∇Dun+1
T
)− δ
ρ∗
GT (cn+1T , µn+1T )−
ρ(cn+1T )
ρ∗
gT = −∇T pn+1D ,
ce qui conclut la preuve.
VII.3 Les conditions aux limites dynamiques
Dans cette section nous nous intéressons à l’approximation DDFV des équations (VII.2) associées à la condition aux
limites dynamique suivante :
A∆
Γs
∂tcpΓ = −Afsf ′s(cpΓ)−A∆∂nc, sur (0, T )× Γ. (VII.24)
Rappelons que cette condition aux limites a été introduite initialement dans [Jac00] pour permettre de modéliser de façon
plus réaliste la dynamique d’angle de contact qui intervient, dans un système confiné, lorsque l’interface fluide rencontre
la paroi solide. Pour cela l’auteur définit l’énergie libre de Cahn-Hilliard comme la somme de l’énergie libre de Cahn-
Hilliard volumique Fb et d’une énergie libre surfacique Fs définie par :
Fs(c) = 6σb
∫
Γ
fs(cpΓ) avec fs(cpΓ) = cos(θs)c
2
Å
1
3
c− 1
2
ã
+
σ1 + σ2
12σb
+
cos(θs)
12
, (VII.25)
où σ1 représente la tension de surface entre le fluide 1 (l’inconnue du modèle de Cahn-Hilliard de concentration c) et la
paroi, σ2 la tension de surface entre le fluide 2 (celui de concentration 1− c) et la paroi et θs est l’angle de contact statique
entre l’interface et la paroi (mesuré du côté du fluide 1) .
Remarquons l’absence de l’opérateur de Laplace-Beltrami dans la condition aux limites non-linéaire qui est due au fait
qu’il n’y a pas de diffusion sur la paroi dans ce modèle.
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L’étude des équations de Cahn-Hilliard a été traité dans la Section VI.3 et celle des équations de Stokes dans la Partie 2.
Ainsi si cnT ∈ RT et unT ∈
(
R2
)T
sont connus, l’approximation DDFV au temps tn+1 du problème (VII.2) associé à la
condition aux limites (VII.24) est donnée par :
Problème VII.16
Trouver (cn+1T , µ
n+1
T ,u
n+1
T
, pn+1
D
) ∈ RT × RT × (R2)T × RD tels que :
cn+1T0 − cnT0
∆t
+ divTpi (u
n
T
, cn+1T )− ΓbdivT
(∇Dµn+1T ) = 0;
γD(∇Dµn+1T ) · ~nT = 0;
(VII.26a)
(VII.26b)
µn+1
M
=−A∆divM
(∇Dcn+1T )+Afbdfb(cnM, cn+1M ),
µn+1
M
∗ =−A∆divM
∗ (∇Dcn+1T )+Afbdfb(cnM∗ , cn+1M∗ ),
mK∗µ
n+1
K∗ =−A∆
∑
Dσ,σ∗∈DK∗
mσ∗∇Dcn+1T · ~nσ∗K∗ +AfbmK∗dfb(cnK∗ , cn+1K∗ )
+
A∆
Γs
mσ∗
Γ
cn+1K∗ − cnK∗
∆t
+Afsmσ∗Γdfs(cnK∗ , c
n+1
K∗ ), ∀K∗ ∈ ∂M∗;
A∆
Γs
cn+1∂M − cn∂M
∆t
+Afsdfs(cn∂M, cn+1∂M ) +A∆γD(∇Dcn+1T ) · ~nT = 0;
(VII.27a)
(VII.27b)
un+1
T
− un
T
∆t
− 1Rediv
T (∇Dun+1
T
) +∇T pn+1
D
=
1
ρ∗
GT (cn+1T , µn+1T ) +
ρ(cn+1T )
ρ∗
gT ;
divD(un+1
T
) = 0;
m(pn+1
D
) =
∑
D∈D
mDp
n+1
D = 0.
(VII.28a)
(VII.28b)
(VII.28c)
Comme dans la section précédente, le problème est découplé. Nous procédons donc d’abord à la résolution des
équations de Cahn-Hilliard avec des conditions aux limites dynamiques puis à la résolution du problème de Stokes.
Remarque VII.17
En l’absence de diffusion sur la paroi, l’énergie libre surfacique associée à l’équation de Cahn-Hilliard s’écrit sim-
plement :
Fs,∂M(c∂M) = AfsJfs(c∂M), 1∂T K∂T , ∀c∂T ∈ R∂T .
Proposition VII.18 (Egalité d’énergie pour le problème découplé avec C.L. dynamiques)
Soit cnT ∈ RT ,unT ∈
(
R2
)T
. Supposons qu’il existe une solution (cn+1T , µ
n+1
T ,u
n+1
T
, pn+1
D
) ∈ RT×RT×(R2)T×RD
au problème VII.16, alors l’égalité suivante est vérifiée :Å
FT (cn+1T ) +
ρ∗
2
∥∥un+1
T
∥∥2
T ,2
ã
−
Å
FT (cnT ) +
ρ∗
2
‖un
T
‖2
T ,2
ã
+ Γb∆t
∥∥∥∇Dµn+1T ∥∥∥2
D,2
+
ρ∗
Re∆t|||∇
Dun+1
T
|||2D,2
+
ρ∗
2
∥∥un+1
T
− un
T
∥∥2
T ,2
+
A∆
2
∥∥∥∇D(cn+1T − cnT )∥∥∥2
D,2
+
A∆Γs
∆t
∥∥cn+1∂T − cn∂T ∥∥2∂T ,2
=
Afb
2
∑
K∈M
mK
(
fb(c
n+1
K )− fb(cnK)− dfb(cnK, cn+1K )(cn+1K − cnK)
)
+
Afb
2
∑
K∗∈M∗∪∂M∗
mK∗
(
fb(c
n+1
K∗ )− fb(cnK∗)− dfb(cnK∗ , cn+1K∗ )(cn+1K∗ − cnK∗)
)
+
Afs
2
∑
L∈∂M
mσ
(
fs(c
n+1
L )− fs(cnL)− dfs(cnL, cn+1L )(cn+1L − cnL)
)
+
Afs
2
∑
K∗∈∂M∗
mσ∗
Γ
(
fs(c
n+1
K∗ )− fs(cnK∗)− dfs(cnK∗ , cn+1K∗ )(cn+1K∗ − cnK∗)
)
+∆tJGT (cn+1T , µn+1T ),un+1T − unT KT +
∆t
ρ∗
Jρ(cn+1T )g,u
n+1
T
KT .
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Démonstration : Il suffit de reprendre la preuve de la Proposition VII.9 en utilisant l’égalité d’énergie donnée dans
la Proposition VI.11 pour l’estimation d’énergie associée à l’équation de Cahn-Hilliard.
Remarquons que par un raisonnement similaire à celui détaillé dans le cas des conditions aux limites de Neumann
dans le Théorème VII.13, nous obtenons dans ce cas également, pour une famille de maillages quasi-uniforme de Ω et
sous une certaine condition entre size(T ) et ∆t, l’existence d’une famille de solutions vérifiant une inégalité d’énergie
appropriée.
VII.4 Quelques remarques sur l’implémentation
VII.4.1 Principe de la méthode numérique utilisée
Pour implémenter les schémas numériques des Problèmes VII.8 et VII.16 nous devons définir plusieurs matrices. Pour
les équations de Cahn-Hilliard nous utilisons les matrices définies dans la Section VI.4. Il reste à définir :
• La matrice de rigiditéRT ∈M2NT associée à ce problème telle que pour tout uT ∈
(
R2
)T
,
RTuT =
á Ä(−mKdivK(∇DuT ))K∈Mä
0Ä(−mK∗divK∗(∇DuT ))K∗∈M∗ä
0
ë
.
• La matrice de divergence BD,T ∈MND,2NT associée à ce système telle que pour tout uT ∈
(
R2
)T
, pD ∈ RD,
BD,TuT =
Ä(−2mDdivDuT )D∈Dä et tBD,T pD =
á Ä(
mK∇
KpD
)
K∈M
ä
0Ä(
mK∗∇
K
∗
pD
)
K∗∈M∗
ä
0
ë
.
• La matrice de masse en vitesseMT ∈M2NT telle que pour tout uT ∈
(
R2
)T
,
MTuT =
Ö Ä(
mK
)
K∈M
ä
(meL)L∈∂MÄ(
mK∗
)
K∗∈M∗∪∂M∗
äè .
• Pour un certain uT fixé, la matrice DuTT ∈MNT telle que :
DuTT cT =
Ñ
divMpi (uT , cT )
divM
∗
pi (uT , cT )
div∂M
∗
pi (uT , cT )
é
, ∀cT ∈ RT .
• Pour cT , µT ∈ RT fixés, le vecteurGcT ,µTT ∈ RT tel que :
GcT ,µTT = GT (cT , µT ).
Nous pouvons alors réécrire le Problème VII.8 sous la forme :
Problème VII.19
Supposons cnT ∈ RT et unT ∈
(
R2
)T
connus, trouver (cn+1T , µ
n+1
T ) ∈ RT × RT tels que :
MT c
n+1
T +∆tD
u
n
T
T0,T c
n+1
T + Γb∆tRT µ
n+1
T = MT c
n
T ,
A∆RT cn+1T +AfbMT dfb(cnT , cn+1T )−MT µn+1T = 0,
N∂M,T µ
n+1
T = N∂M,T c
n+1
T = 0,
puis trouver (un+1
T
, pn+1
D
) ∈ (R2)T × RD tels que :Å
MT +
∆t
Re
RT ∆t
tBD,T
BD,T 0
ãÅ
un+1
T
pn+1
D
ã
=
Ç
MTu
n
T
+ ∆tρ∗G
cn+1
T
,µn+1
T
T
0
å
.
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De la même manière, le Problème VII.16 s’écrit :
Problème VII.20
Supposons cnT ∈ RT et unT ∈
(
R2
)T
connus, trouver (cn+1T , µ
n+1
T ) ∈ RT × RT tels que :
MT c
n+1
T + Γb∆tRT µ
n+1
T = MT c
n
T ,
N∂M,T µ
n+1
T = 0,
A∆RT cn+1T +AfbMT dfb(cnT , cn+1T )−MT µn+1T +
A∆Γs
∆t
MΓT0,∂M∗c
n+1
∂M∗
+AfsMΓT0,∂M∗dfs(cn+1∂M∗ , cn∂M∗) =
A∆Γs
∆t
MΓT0,∂M∗c
n
∂M∗ ,
A∆Γs
∆t
MΓ∂Mc
n+1
∂M +AfsMΓ∂Mdfs(cn+1∂M , cn∂M) +A∆N∂M,T cn+1T =
A∆Γs
∆t
MΓ∂Mc
n
∂M,
puis trouver (un+1
T
, pn+1
D
) ∈ (R2)T × RD tels que :Å
MT +
∆t
Re
RT ∆t
tBD,T
BD,T 0
ãÅ
un+1
T
pn+1
D
ã
=
Ç
MTu
n
T
+ ∆tρ∗G
cn+1
T
,µn+1
T
T
0
å
.
VII.4.2 Construction des opérateurs de couplage
La construction des matrices du modèle de Cahn-Hilliard a été décrite dans la Section VI.4 et celle de la matrice de masse
MT est similaire à la construction des matrices MT et MΓ∂T . De plus, les matrices RT et BD,T sont semblables aux
matrices RT et BD,T construites dans la Section IV.4. Nous allons donc simplement détailler la construction de la matrice
DuTT et du vecteurG
cT ,µT
T . Pour cela, nous introduisons les flux à travers s sortant à D,
fluxS_K_KS =
sKK∗~nsKK∗ ,D
2
, fluxS_K_LS =
sKL∗~nsKL∗ ,D
2
,
fluxS_L_KS =
sLK∗~nsLK∗ ,D
2
, fluxS_L_LS =
sLL∗~nsLL∗ ,D
2
.
Détaillons par exemple la construction du flux fluxS_K_KS : pour un diamant D ∈ D fixé,
• Nous calculons le vecteur vect_K_KS= −−−−→xKxK∗ :
vect_K_KS=mesh.sommets(mesh.aretes(:,_KS),[_X _Y])...
-mesh.centres(mesh.aretes(:,_K),[_X _Y]);
• Par une rotation d’angle pi2 , nous calculons la valeur de ±fluxS_K_KS :
fluxS_K_KS=0.5*[-vect_K_KS(:,_Y) , vect_K_KS(:,_X)];
• Nous corrigeons, si nécessaire, le signe de fluxS_K_KS :
//Calcul du vecteur −−−−→xKxL∗ :
vect_K_LS=mesh.sommets(mesh.aretes(:,_LS),[_X _Y])...
-mesh.centres(mesh.aretes(:,_K),[_X _Y]);
//Calcul du produit scalaire pscal= 〈fluxS_K_KS,−−−−→xKxL∗〉 :
pscal=fluxS_K_KS(:,_X).*vect_K_LS(:,_X)+fluxS_K_KS(:,_Y).*vect_K_LS(:,_Y)
//Ce produit scalaire doit être négatif :
fluxS_K_KS=fluxS_K_KS.*[-sign(pscal) , -sign(pscal)];
Pour uT =u fixé, il reste à calculer les quatre flux Fpis,D(uT ) correspondants (cf Définition VII.1). Par exemple, pour le
flux FpisKK∗ ,D(uT ) =fluxS_K_KS_u, nous avons :
fluxS_K_KS_u=(u(mesh.aretes(:,_K))+...
u(mesh.nb_vol+mesh.aretes(:,_KS))).*fluxS_K_KS(:,_X)...
+(u(mesh.nb_vol+mesh.nb_som+mesh.aretes(:,_K))+...
u(2*mesh.nb_vol+mesh+nb_som+mesh.aretes(:,_KS))).*fluxS_K_KS(:,_Y);
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Nous sommes maintenant en mesure de construire la matrice DuTT =D.
• Seulement pour les arêtes extérieures :
v_EXT=find(mesh.aretes(:,_L)==0);
– Contribution à l’équation de la maille K ∈M :
D(mesh.aretes(v_EXT,_K),mesh.aretes(v_EXT,_K))
← -0.5*(fluxS_K_KS_u(v_EXT)+fluxS_K_LS_u(v_EXT));
D(mesh.aretes(v_EXT,_K),mesh.nb_vol+v_EXT)
← -0.5*(fluxS_K_KS_u(v_EXT)+fluxS_K_LS_u(v_EXT));
– Contribution à l’équation de la maille K∗ ∈ ∂M∗ :
D(mesh.nb_vol+mesh.aretes(v_EXT,_KS),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_EXT,_KS))
← -0.5*fluxS_K_KS_u(v_EXT);
D(mesh.nb_vol+mesh.aretes(v_EXT,_KS),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_EXT,_LS))
← -0.5*fluxS_K_KS_u(v_EXT);
– Contribution à l’équation de la maille L∗ ∈ ∂M∗ :
D(mesh.nb_vol+mesh.aretes(v_EXT,_LS),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_EXT,_LS))
← -0.5*fluxS_K_LS_u(v_EXT);
D(mesh.nb_vol+mesh.aretes(v_EXT,_LS),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_EXT,_KS))
← -0.5*fluxS_K_LS_u(v_EXT);
• Seulement pour les arêtes intérieures :
v_INT=find(mesh.aretes(:,_L)>0);
– Contribution à l’équation de la maille K ∈M :
D(mesh.aretes(v_INT,_K),mesh.aretes(v_INT,_K))
← -0.5*(fluxS_K_KS_u(v_INT)+fluxS_K_LS_u(v_INT));
D(mesh.aretes(v_INT,_K),mesh.aretes(v_INT,_L))
← -0.5*(fluxS_K_KS_u(v_INT)+fluxS_K_LS_u(v_INT));
– Contribution à l’équation de la maille L ∈M :
D(mesh.aretes(v_INT,_L),mesh.aretes(v_INT,_L))
← -0.5*(fluxS_L_KS_u(v_INT)+fluxS_L_LS_u(v_INT));
D(mesh.aretes(v_INT,_L),mesh.aretes(v_INT,_K))
← -0.5*(fluxS_L_KS_u(v_INT)+fluxS_L_LS_u(v_INT));
– Contribution à l’équation de la maille K∗ ∈M∗ ∪ ∂M∗ :
D(mesh.nb_vol+mesh.aretes(v_INT,_KS),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_INT,_KS))
← -0.5*(fluxS_K_KS_u(v_INT)+fluxS_L_KS_u(v_INT));
D(mesh.nb_vol+mesh.aretes(v_INT,_KS),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_INT,_LS))
← -0.5*(fluxS_K_KS_u(v_INT)+fluxS_L_KS_u(v_INT));
– Contribution à l’équation de la maille L∗ ∈M∗ ∪ ∂M∗ :
D(mesh.nb_vol+mesh.aretes(v_INT,_LS),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_INT,_LS))
← -0.5*(fluxS_K_LS_u(v_INT)+fluxS_L_LS_u(v_INT));
D(mesh.nb_vol+mesh.aretes(v_INT,_LS),...
mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(v_INT,_KS))
← -0.5*(fluxS_K_LS_u(v_INT)+fluxS_L_LS_u(v_INT));
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Soit cT = c, µT = mu ∈ RT , le vecteur GcT ,µTT =vG étant nul sur les mailles duales du bord nous introduisons le
vecteur som_bord nul sur les sommets du bords :
som_bord=ones(mesh.nb_som,1);
som_bord(mesh.aretes(v_EXT,DEB))=0;
som_bord(mesh.aretes(v_EXT,FIN))=0;
Par souci de simplicité, pour un vecteur v= vT ∈ RT nous notons :
v_K=v(mesh.aretes(:,_K));
v_L(v_INT)=v(mesh.aretes(:,_L));
v_L(v_EXT)=v(mesh.nb_vol+[1:mesh.nb_are_ext]);
v_KS=v(mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(:,_KS));
v_LS=v(mesh.nb_vol+mesh.nb_are_ext+mesh.aretes(:,_LS));
Nous avons alors,
• Contribution à l’équation de la maille K ∈M pour toutes les arêtes :
vG(mesh.aretes(:,_K))
← -0.5*(c_K+c_L).*mu_K.*(fluxS_K_KS(:,_X)+fluxS_K_LS(:,_X));
vG(mesh.nb_vol+mesh.nb_som+mesh.aretes(:,_K))
← -0.5*(c_K+c_L).*mu_K.*(fluxS_K_KS(:,_Y)+fluxS_K_LS(:,_Y));
vG(mesh.aretes(:,_K))
← -0.5*(c_KS+c_LS).*(mu_KS.*fluxS_K_KS(:,_X)+mu_LS.*fluxS_K_LS(:,_X)));
vG(mesh.nb_vol+mesh.nb_som+mesh.aretes(:,_K))
← -0.5*(c_KS+c_LS).*(mu_KS.*fluxS_K_KS(:,_Y)+mu_LS.*fluxS_K_LS(:,_Y)));
• Seulement pour les arêtes intérieures :
v_INT=find(mesh.aretes(:,_L)>0);
– Contribution à l’équation de la maille L ∈M :
vG(mesh.aretes(v_INT,_L))
← -0.5*(c_K(v_INT)+c_L(v_INT)).*mu_L(v_INT).*(...
fluxS_L_KS(v_INT,_X)+fluxS_L_LS(v_INT,_X));
vG(mesh.nb_vol+mesh.nb_som+mesh.aretes(v_INT,_L))
← -0.5*(c_K(v_INT)+c_L(v_INT)).*mu_L(v_INT).*(...
fluxS_L_KS(v_INT,_Y)+fluxS_L_LS(v_INT,_Y));
vG(mesh.aretes(v_INT,_L))
← -0.5*(c_KS(v_INT)+c_LS(v_INT)).*(...
mu_KS(v_INT).*fluxS_L_KS(v_INT,_X)+...
mu_LS(v_INT).*fluxS_L_LS(v_INT,_X)));
vG(mesh.nb_vol+mesh.nb_som+mesh.aretes(v_INT,_L))
← -0.5*(c_KS(v_INT)+c_LS(v_INT)).*(...
mu_KS(v_INT).*fluxS_L_KS(v_INT,_Y)+...
mu_LS(v_INT).*fluxS_L_LS(v_INT,_Y)));
– Contribution à l’équation de la maille K∗ ∈M∗ :
vG(mesh.nb_vol+mesh.aretes(v_INT,_KS))
← -0.5*som_au_bord(mesh_aretes(v_INT,_KS)).*(...
c_KS(v_INT)+c_LS(v_INT)).*mu_KS(v_INT).*(...
fluxS_K_KS(v_INT,_X)+fluxS_L_KS(v_INT,_X));
vG(2*mesh.nb_vol+mesh.nb_som+mesh.aretes(v_INT,_KS))
← -0.5*som_au_bord(mesh_aretes(v_INT,_KS)).*(...
c_KS(v_INT)+c_LS(v_INT)).*mu_KS(v_INT).*(...
fluxS_K_KS(v_INT,_Y)+fluxS_L_KS(v_INT,_Y));
vG(mesh.nb_vol+mesh.aretes(v_INT,_KS))
← -0.5*som_au_bord(mesh_aretes(v_INT,_KS)).*(...
c_K(v_INT)+c_L(v_INT)).*(...
mu_K(v_INT).*fluxS_K_KS(v_INT,_X)+...
mu_L(v_INT).*fluxS_L_KS(v_INT,_X)));
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vG(2*mesh.nb_vol+mesh.nb_som+mesh.aretes(v_INT,_KS))
← -0.5*som_au_bord(mesh_aretes(v_INT,_KS)).*(...
c_K(v_INT)+c_L(v_INT)).*(...
mu_K(v_INT).*fluxS_K_KS(v_INT,_Y)+...
mu_L(v_INT).*fluxS_L_KS(v_INT,_Y)));
– Contribution à l’équation de la maille L∗ ∈M∗ :
vG(mesh.nb_vol+mesh.aretes(v_INT,_LS))
← -0.5*som_au_bord(mesh_aretes(v_INT,_KS)).*(...
(c_KS(v_INT)+c_LS(v_INT)).*mu_LS(v_INT).*(...
fluxS_K_LS(v_INT,_X)+fluxS_L_LS(v_INT,_X));
vG(2*mesh.nb_vol+mesh.nb_som+mesh.aretes(v_INT,_LS))
← -0.5*som_au_bord(mesh_aretes(v_INT,_KS)).*(...
c_KS(v_INT)+c_LS(v_INT)).*mu_LS(v_INT).*(...
fluxS_K_LS(v_INT,_Y)+fluxS_L_LS(v_INT,_Y));
vG(mesh.nb_vol+mesh.aretes(v_INT,_LS))
← -0.5*som_au_bord(mesh_aretes(v_INT,_KS)).*(...
c_K(v_INT)+c_L(v_INT)).*(...
mu_K(v_INT).*fluxS_K_LS(v_INT,_X)+...
mu_L(v_INT).*fluxS_L_LS(v_INT,_X)));
vG(2*mesh.nb_vol+mesh.nb_som+mesh.aretes(v_INT,_LS))
← -0.5*som_au_bord(mesh_aretes(v_INT,_KS)).*(...
c_K(v_INT)+c_L(v_INT)).*(...
mu_K(v_INT).*fluxS_K_LS(v_INT,_Y)+...
mu_L(v_INT).*fluxS_L_LS(v_INT,_Y)));
VII.5 Tests numériques
Nous commençons par présenter un premier cas test avec des conditions aux limites de Neumann.
Pour cela, nous nous inspirons du cas test décrit dans le benchmark http://www.featflow.de/en/benchmarks/
cfdbenchmarking/bubble/bubble_configurations.html en modifiant certains paramètres car nous sommes
simplement dans le cas des équations de Stokes (et non de Navier-Stokes).
Nous nous plaçons donc sur le domaine Ω =]− 0.5, 0.5[×]0, 2[ et nous choisissons les paramètres suivants : une tension
de surface σb = 24.5, une mobilité Γb = 10−4 et une épaisseur d’interface ε = 0.05 pour le système de Cahn-Hilliard.
Pour le problème de Stokes, nous choisissons la densité de la phase pure c = 0 égale à ρ∗ = 1000, le nombre de Reynolds
Re = ηc=0ρc=0 = 100 (où ηc=0 = 10 est la viscosité de la phase pure c = 0) et la gravité g = −0.98ey .
La fonction ρ(c) est égale à ρc=0 = ρ∗ = 1000 dans la phase pure c = 0 et à ρc=1 = 100 dans la phase pure c = 1.
Pour pouvoir étudier l’influence de la géométrie du maillage, nous présentons le même cas test sur trois maillages
ayant des géométries différentes :
• un maillage constitué de triangles conformes (voir Figure VII.3) de pas size(T ) ∼ 0.03;
• un maillage cartésien conforme uniforme (voir Figure VII.4) de pas size(T ) = 0.01;
• un maillage que nous appellerons maillage en damier construit à partir d’un maillage cartésien pour lequel une
maille sur 2 est découpée en 4 carrés (voir Figure VII.5) de pas size(T ) ∼ 0.01. Ce maillage n’a qu’un intérêt
académique pour tester la robustesse du schéma en présence de nombreuses non-conformités dans le maillage.
A l’instant initial la vitesse est nulle, la bulle (qui constitue la phase 1 c’est à dire que c = 1 dans la bulle) est de
diamètre 0.5 et son centre est placé au point (0, 0.5).
Nous choisissons un pas de temps dt = 10−3 et nous traçons :
• l’évolution de l’interface, en traçant les isolignes (c = 0.1, c = 0.5 et c = 0.9), sur le maillage primal (en rouge);
• l’évolution de l’interface, en traçant les isolignes (c = 0.1, c = 0.5 et c = 0.9), sur le maillage dual (en bleu);
• la fonction de courant associée (15 isovaleurs, en noir);
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(a) Solution au temps t = 2.4 (b) Solution au temps t = 6.4 (c) Solution au temps t = 7.2 (d) Solution au temps t = 8
Figure VII.3: Bulle immergée dans une colonne de liquide - C.L. de Neumann - Maillage primal triangles -
Solution primale en rouge - Solution duale en bleu - Lignes de courant en noir
(a) Solution au temps t = 2.4 (b) Solution au temps t = 6.4 (c) Solution au temps t = 7.2 (d) Solution au temps t = 8
Figure VII.4: Bulle immergée dans une colonne de liquide - C.L. de Neumann - Maillage primal cartésien -
Solution primale en rouge - Solution duale en bleu - Lignes de courant en noir
La première observation que nous pouvons faire est que sur les trois maillages l’évolution générale de la solution est
très semblable.
Regardons maintenant plus en détail les résultats obtenus :
• Au temps t = 2.4 (cf Figures VII.3a, VII.4a, VII.5a) la solution est identique pour les trois maillages et dans chaque
cas les solutions sur le maillage primal et le maillage dual sont confondues.
• Au temps t = 6.4 (cf Figures VII.3b, VII.4b, VII.5b) la bulle se trouve au même endroit pour les trois maillages,
cependant c’est le maillage cartésien qui se comporte le mieux vu que c’est le seul pour lequel nous observons une
solution identique sur les maillages primal et dual. Notons cependant que la différence entre les deux maillage sur
le maillages triangles (cf Figure VII.3b) est très légère (de l’ordre de la maille) et qu’elle est un peu plus importante
(tout en restant raisonnable) sur le maillage en damier (cf Figure VII.5b).
• Au temps t = 7.2 (cf Figures VII.3c, VII.4c, VII.5c) la bulle atteint le bord du domaine avec le même angle de
contact (mis à part pour la solution sur le maillage primal du maillage en damier). Notons que pour le maillage en
damier (cf Figure VII.5c) la différence que nous avions observée précédemment entre la solution sur le maillage
primal et sur le maillage dual entraîne que la bulle n’atteint pas le bord du domaine au même instant.
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(a) Solution au temps t = 2.4 (b) Solution au temps t = 6.4 (c) Solution au temps t = 7.2 (d) Solution au temps t = 8
Figure VII.5: Bulle immergée dans une colonne de liquide - C.L. de Neumann - Maillage primal en "damier" -
Solution primale en rouge - Solution duale en bleu - Lignes de courant en noir
• Au temps t = 8 (cf Figures VII.3d, VII.4d, VII.5d) la solution stationnaire est presque atteinte nous observons bien
l’angle de contact statique égal à pi2 attendu. Notons de plus que la différence observée entre les maillages primal et
dual diminue pour devenir, à terme, quasi-nulle.
Ainsi, le comportement général de la solution est celui auquel nous nous attendions : la bulle est montée sous l’effet
de la gravité et de la différence de densité entre les deux fluides. De plus, une fois le bord du domaine atteint il y a bien
apparition d’un angle de contact égal à pi2 entre l’interface fluide et la paroi solide.
Nous voyons cependant apparaître, selon les maillages, de légères différences entre la solution obtenue sur le maillage
primal et celle obtenue sur le maillage dual. Ceci est dû au fait que, mis à part pour le maillage cartésien (qui est d’ailleurs
celui pour lequel cet effet de maillage n’apparaît pas), la géométrie des mailles (et parfois le pas du maillage) est différente
et que le schéma DDFV résolu sur chacun des maillages est faiblement couplé.
Cependant ces effets de maillages restent raisonnable et n’affectent pas le comportement général de la solution.
Nous voulons maintenant étudier l’influence de la condition aux limites dynamique sur l’angle de contact entre la
paroi solide et l’interface fluide. Pour cela, nous choisissons le potentiel surfacique fs défini par (VII.25) en prenant
Γs = 5. Tous les autres paramètres sont identiques au cas test précédent et nous nous plaçons sur le maillage composé de
triangles non-conformes.
(a) Solution au temps t = 6.4 (b) Solution au temps t = 7.2 (c) Solution au temps t = 8 (d) Solution au temps t = 9.2
Figure VII.6: Bulle immergée dans une colonne de liquide - C.L. dynamique - θs = pi3 - Maillage primal triangles -
Solution primale en rouge - Solution duale en bleu - Lignes de courant en noir
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(a) Solution au temps t = 6.4 (b) Solution au temps t = 7.2 (c) Solution au temps t = 8 (d) Solution au temps t = 9.2
Figure VII.7: Bulle immergée dans une colonne de liquide - C.L. dynamique - θs = 2pi3 - Maillage primal triangles -
Solution primale en rouge - Solution duale en bleu - Lignes de courant en noir
Nous étudions la dynamique d’angle de contact pour deux angles différents θs = pi3 (voir Figure VII.6) et θs =
2pi
3
(voir Figure VII.7).
Commençons par remarquer que, comme attendu, lorsque le bord du domaine n’a pas été atteint (voir Figures VII.6a
et VII.7a) la solution est identique à celle observée lorsque nous imposons des conditions aux limites de Neumann (voir
Figure VII.3a).
Par contre dès que la bulle est en contact avec la paroi (voir Figures VII.6b et VII.7b) le comportement de la solution
change car l’angle de contact s’adapte à l’angle de contact statique que nous avons imposé.
Ensuite, la forme de la bulle va continuer à évoluer (voir Figures VII.6c et VII.7c) pour que l’angle de contact entre
l’interface fluide et la paroi que nous avons imposé soit satisfait pour la solution stationnaire. Ainsi, nous observons bien
que l’angle de contact entre l’interface fluide et la paroi solide (dans la phase c = 1, c’est à dire la bulle) est bien égal à pi3
sur la Figure VII.6d et à 2pi3 sur la Figure VII.7d.
Pour pouvoir observer plus nettement la dynamique d’angle de contact nous considérons un autre cas test (inspiré de
[Don12]). Pour cela, à l’instant initial nous plaçons une goutte sur un plan incliné pour deux inclinaisons α différentes :
α = 20◦ (voir Figure VII.8a) et α = 70◦ (voir Figure VII.8b).
(a) Inclinaison d’angle α = 20◦ (b) Inclinaison d’angle α = 70◦
Figure VII.8: Configuration initiale
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Nous nous plaçons donc sur le domaine Ω =] − 0.5, 0.5[×]0, 2[ que nous inclinons d’un angle α et nous choisissons
les paramètres suivants : une tension de surface σb = 24.5, une mobilité Γb = 10−4 et une épaisseur d’interface ε = 0.05
pour le système de Cahn-Hilliard. Pour le problème de Stokes, nous choisissons la densité de la phase pure c = 1 égale à
ρ∗ = 1000, le nombre de ReynoldsRe = ηc=1ρc=1 = 100 (où ηc=1 = 10 est la viscosité de la phase pure c = 1) et la gravité
g = −0.98ey .
La fonction ρ(c) est égale à ρc=1 = ρ∗ = 1000 dans la phase pure c = 1 et à ρc=0 = 100 dans la phase pure c = 0.
Nous nous plaçons (lorsque nous ne le précisons pas) sur un maillage composé de triangles conformes de pas
size(T ) ∼ 0.03 et nous choisissons un pas de temps ∆t = 10−3.
Dans ce cas test, nous étudions l’influence de plusieurs paramètres : l’angle α du plan incliné, l’angle de contact
statique θs que nous imposons et le paramètre de relaxation Γs. Rappelons que la phase 1 est la bulle est donc l’angle de
contact θs doit être observé dans la bulle. Plus précisément, nous avons :
• deux choix différents pour l’angle du plan incliné : α = 70◦ ou α = 20◦;
• trois angles de contacts de contact différents : θs = 2pi3 , θs =
pi
2 ou θs =
pi
3 ;
• deux coefficients de relaxation différents : Γs = 20 et Γs = 0.2.
(a) Temps t = 1 avec Γs = 20 (b) Temps t = 10 avec Γs = 20 (c) Temps t = 1 avec Γs = 0.2 (d) Temps t = 10 avec Γs = 0.2
Figure VII.9: Inclinaison d’angle α = 70◦ - Angle de contact θs = 2pi3 -
Solution primale en rouge - Solution duale en bleu - Lignes de courant en noir
(a) Temps t = 1 avec Γs = 20 (b) Temps t = 10 avec Γs = 20 (c) Temps t = 1 avec Γs = 0.2 (d) Temps t = 10 avec Γs = 0.2
Figure VII.10: Inclinaison d’angle α = 70◦ - Angle de contact θs = pi2 -
Solution primale en rouge - Solution duale en bleu - Lignes de courant en noir
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(a) Temps t = 1 avec Γs = 20 (b) Temps t = 10 avec Γs = 20 (c) Temps t = 1 avec Γs = 0.2 (d) Temps t = 10 avec Γs = 0.2
Figure VII.11: Inclinaison d’angle α = 70◦ - Angle de contact θs = pi3 -
Solution primale en rouge - Solution duale en bleu - Lignes de courant en noir
Dans un premier temps, observons simplement les résultats obtenus en choisissant une inclinaison α = 70◦ (voir
Figures VII.9, VII.10 et VII.11). Nous pouvons déjà faire plusieurs commentaires :
• Nous observons sur les Figures VII.9b et VII.10b que lorsque Γs = 20 alors au temps t = 10 la goutte a atteint le
bas du domaine contrairement à ce que nous observons pour Γs = 0.2 sur les Figures VII.9d et VII.10d.
Ainsi, le coefficient de relaxation influe sur la vitesse de la goutte : plus celui-ci est grand plus la goutte tombe vite.
Ce phénomène est bien en accord avec la condition aux limites dynamique car si Γs est (très) petit la condition aux
limites dynamiques est proche de la condition ∂tcpΓ = 0 sur Γ et donc l’évolution est lente.
Nous pouvons donc en fait voir Γs comme un temps caractéristique de la relaxation de l’angle de contact.
• Lorsque Γs = 20 l’interface fluide a tendance à former dès le début un angle de contact θs avec la paroi solide
contrairement à ce qui est observé pour le cas Γs = 0.2.
Là encore ce phénomène est accord avec la structure de la condition aux limites. En effet si Γs est (très) grand
la condition au limites dynamique se rapproche fortement de la condition aux limites ∂nc = −f ′s(cpΓ), il est donc
normal d’obtenir très rapidement l’angle de contact statique imposé.
• Le système tend à satisfaire l’angle de contact statique θs, ainsi comme nous pouvons l’observer ce coefficient
influe fortement sur la forme de la goutte.
• Nous observons très nettement sur les Figures VII.11a et VII.11b que les solutions sur le maillage primal et sur
le maillage dual ont très rapidement évolué différemment. Nous essaierons dans les tests suivants (voir Fig-
ures VII.12a, VII.12b et VII.12c) d’expliquer ce phénomène.
Notons cependant que c’est le seul cas où nous observons ceci et que dans tous les autres cas les solutions sur le
maillage primal et sur le maillage dual sont quasi-confondues.
Pour essayer de comprendre le phénomène qui se produit sur les Figures VII.11a et VII.11b, et ainsi trouver un moyen
de le corriger, nous réalisons le même cas test que celui présenté sur ces figures mais en utilisant deux autres maillages :
• un maillage cartésien conforme uniforme de pas size(T ) = 0.02 (voir Figure VII.12c),
• un maillage composé de triangles conformes mais dont le pas size(T ) ∼ 0.02 est plus fin que celui du maillage
précédent (voir Figure VII.12b).
Pour pouvoir comparer ces résultats nous traçons également la solution obtenue avec le maillage précédent au même
instant (voir Figure VII.12a).
Nous remarquons alors que dans les deux cas (Figures VII.12b et VII.12c) nous retrouvons bien une solution identique
sur le maillage primal et sur le maillage dual mais également sur les deux types de maillages utilisés.
Ainsi, le phénomène observé sur les Figures VII.11a, VII.11b et VII.12a est dû au maillage. De plus, la configuration
particulière de la condition initiale (voir Figure VII.8b) peut également expliquer le fait que lorsque la géométrie des
mailles primales est différente de celle des mailles duales, si le pas du maillage n’est pas assez fin le système va très
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(a) Maillage triangles conformes
"grossier"
(b) Maillage triangles conforme "fin"
de pas size(T ) ∼ 0.02
(c) Maillage cartésien
Figure VII.12: Comparaison entre différents maillages - Inclinaison d’angle α = 70◦ - Angle de contact θs = pi3 -
Γs = 20 - Temps t=3 - Solution primale en rouge - Solution duale en bleu
rapidement évoluer différemment sur chacun des maillages.
Cependant nous voyons qu’en choisissant un maillage cartésien pour lequel le maillage primal est identique (excepté pour
les mailles du bord) ou raffinant un peu le maillage triangles utilisé nous pouvons éviter qu’un tel phénomène apparaisse.
Pour pouvoir étudier l’influence de l’inclinaison du plan sur la solution, nous allons maintenant réaliser les mêmes
tests mais en choisissant un angle d’inclinaison plus faible α = 20◦ (voir Figures VII.13, VII.14 et VII.15).
(a) Temps t = 1 avec Γs = 20 (b) Temps t = 10 avec Γs = 20
(c) Temps t = 1 avec Γs = 0.2 (d) Temps t = 10 avec Γs = 0.2
Figure VII.13: Inclinaison d’angle α = 20◦ - Angle de contact θs = 2pi3 -
Solution primale en rouge - Solution duale en bleu - Lignes de courant en noir
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(a) Temps t = 1 avec Γs = 20 (b) Temps t = 10 avec Γs = 20
(c) Temps t = 1 avec Γs = 0.2 (d) Temps t = 10 avec Γs = 0.2
Figure VII.14: Inclinaison d’angle α = 20◦ - Angle de contact θs = pi2 -
Solution primale en rouge - Solution duale en bleu - Lignes de courant en noir
(a) Temps t = 1 avec Γs = 20 (b) Temps t = 10 avec Γs = 20
(c) Temps t = 1 avec Γs = 0.2 (d) Temps t = 10 avec Γs = 0.2
Figure VII.15: Inclinaison d’angle α = 20◦ - Angle de contact θs = pi3 -
Solution primale en rouge - Solution duale en bleu - Lignes de courant en noir
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Notons tout d’abord que les mêmes comportements généraux que pour le cas d’un angle α = 70◦ sont observés :
• le coefficient de relaxation influe sur la vitesse de la goutte ainsi que sur la rapidité à laquelle l’interface forme
l’angle de contact θs avec la paroi;
• le coefficient θs influe sur la forme de la goutte.
Ensuite, nous pouvons remarquer que comme nous nous y attendions l’inclinaison du plan joue un rôle important sur la
vitesse de la goutte et donc sur la forme de celle-ci. En effet, il est normal d’observer que plus le plan est incliné puis la
goutte tombe rapidement.
La dernière remarque que nous pouvons faire est que dans certains cas (voir Figures VII.13b, VII.14b, VII.14d, VII.15b
et VII.15d) la solution observée sur le maillage primal est légèrement différente de celle observée sur le maillage dual. Ce
phénomène est sûrement dû au fait que la vitesse de la goutte est plus faible dans ce cas là et donc la géométrie du maillage
intervient de façon plus importante dans les termes de diffusion. Notons cependant que la différence est de l’ordre d’une
maille.
Pour confirmer que ce phénomène est dû à la géométrie des mailles primales et duales nous reprenons trois des tests
précédents (ceux présentés sur les Figures VII.13b, VII.15b et VII.15d) en utilisant le maillage cartésien de pas size(T ) =
0.02 et le maillage triangles conformes de pas plus petit size(T ) ∼ 0.02 (que nous avons utilisé précédemment).
(a) Maillage triangles plus raffiné (b) Maillage cartésien
Figure VII.16: Comparaison avec la Figure VII.13b - Inclinaison d’angle α = 20◦ - Angle de contact θs = 2pi3 -
Γs = 20 - Temps t = 10 - Solution primale en rouge - Solution duale en bleu
(a) Maillage triangles plus raffiné (b) Maillage cartésien
Figure VII.17: Comparaison avec la Figure VII.15b - Inclinaison d’angle α = 20◦ - Angle de contact θs = pi3 -
Γs = 20 - Temps t = 10 - Solution primale en rouge - Solution duale en bleu
Ces résultats montrent que :
• sur le maillage cartésien uniforme nous n’observons aucune différence entre la solution obtenue sur le maillage
primal et celle obtenue sur le maillage dual;
• sur le maillage triangles de pas plus fin nous observons encore quelques différences entre les deux solutions mais
nous voyons qu’il y a moins de différences que pour le premier maillage triangles étudié et que ces différences sont
assez petites.
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(a) Maillage triangles plus raffiné (b) Maillage cartésien
Figure VII.18: Comparaison avec la Figure VII.15d - Inclinaison d’angle α = 20◦ - Angle de contact θs = pi3 -
Γs = 0.2 - Temps t = 10 - Solution primale en rouge - Solution duale en bleu
Nous pouvons faire une remarque générale concernant la totalité de ces résultats. Lorsque nous comparons (avec les
mêmes paramètres) la figure à l’instant t = 1 et celle à l’instant t = 10 nous voyons (de façon plus ou moins nette
selon les cas) qu’il y a une perte de volume de la goutte au cours du temps bien que la conservation du volume total soit
satisfaite. Ceci est dû au fait que nous avons utilisé une mobilité Γb constante dans ces simulations, un phénomène de
diffusion (qui n’est pas physique) se produit alors en dehors de l’interface et donc dans les phases pures la concentration
n’est pas exactement égale à 0 et 1. Ce phénomène est bien connu et c’est la raison pour laquelle il faudrait prendre en
compte une mobilité dégénérée (c’est à dire sous la forme Γb(c) et telle que la mobilité s’annule dans les phases pures),
ce que nous ferons dans des travaux futurs.
En conclusion nous avons présenté dans cette section un schéma DDFV adapté au problème couplé Cahn-Hilliard/Stokes
permettant de prendre en compte d’une part la condition aux limites dynamique non-linéaire mais également les possibles
non-conformités du maillage.
Bien que dans certains cas une différence puisse survenir entre la solution sur les maillages primal et dual, nous avons
montré que ceci pouvait facilement être évité en raffinant le maillage ou en choisissant un autre type de maillage (par
exemple cartésien).
VII.6 Conclusion
Dans ce chapitre nous avons introduit de nouveaux opérateurs discrets permettant d’obtenir un schéma de type volumes
finis DDFV original pour le couplage de l’équation de Cahn-Hilliard avec les équations de Stokes. Nous montrons
l’existence de solutions à ce système vérifiant une inégalité d’énergie semblable à celle du problème continu. C’est le
premier pas (important) d’une analyse de convergence qui reste à faire.
D’un point de vue numérique nous avons présenté de nombreux cas tests permettant de montrer les bonnes propriétés de
ce schéma et ceci même lorsque nous utilisons un maillage hautement non-conforme (voir le maillage en damier utilisé)
ou une condition aux limites dynamique non-linéaire. Nous avons également illustré l’influence des conditions aux limites
dynamiques sur la dynamique d’angle de contact.
L’une des perspectives de ce travail serait de réaliser l’étude mathématique de ce modèle en couplant les résultats
obtenus dans le Chapitre III et dans la Partie 2 et ainsi obtenir, par exemple, un résultat de convergence pour le schéma
que nous avons décrit dans ce chapitre. Nous pourrons ensuite nous concentrer sur le couplage des équations de Cahn-
Hilliard avec les équations de Navier-Stokes.
D’un point de vue numérique, une première perspective serait d’obtenir un schéma complètement découplé et incondi-
tionnellement stable comme décrit dans [Min13].
De plus, pour éviter les effets de maillage qui interviennent parfois il faudrait trouver un moyen de coupler plus forte-
ment le schéma résolu sur le maillage primal avec celui résolu sur le maillage dual lors de la résolution de l’équation de
Cahn-Hilliard.
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Conclusions et perspectives
Dans ce manuscrit nous avons analysé des méthodes de types volumes finis adaptées à plusieurs types d’équations :
une méthode VF4 pour le modèle de Cahn-Hilliard associé à une condition aux limites dynamique non-linéaire dans la
Partie 1; une méthode DDFV pour l’approximation du problème de Stokes et plus précisément l’étude de la propriété de
stabilité Inf-Sup pour ce schéma dans la Partie 2; et dans la Partie 3 une méthode DDFV pour un modèle couplé de type
Cahn-Hilliard/Stokes.
Dans la Partie 1, nous avons proposé un schéma volumes finis deux points pour l’équation de Cahn-Hilliard associée à
une condition aux limites dynamique non-linéaire dans un domaineΩ ayant, potentiellement, une géométrie courbe. Nous
avons montré que ce schéma était bien adapté d’une part au couplage s’effectuant entre le domaine Ω et sa frontière Γ et
d’autre part à la géométrie courbe du domaine. Nous avons obtenu un résultat de convergence des solutions approchées
vers une solution faible du modèle en introduisant un prolongement en espace original qui utilise la trace discrète des
solutions approchées. D’un point de vue numérique, nous avons présenté des estimations d’erreurs montrant une super-
convergence en norme L2-discrète à la fois dans le domaine et sur sa frontière ainsi qu’une convergence d’ordre 1 en
norme H1-discrète. Très peu de simulations numériques illustrant l’influence des conditions aux limites dynamiques sur
un domaine présentant une géométrie courbe existent à ce jour dans la littérature, nous avons donc également présenté
plusieurs résultats numériques permettant d’observer les différents comportements de la solution en fonction des pro-
priétés physiques du modèle.
Plusieurs perspectives sont à envisager :
⋄ L’analyse réalisée dans ces travaux suppose la présence d’un terme de diffusion de surface dans la condition aux
limites dynamique. Nous pourrions également réaliser l’étude de ce modèle lorsqu’il n’y a pas de diffusion sur la
paroi, c’est-à-dire en l’absence de l’opérateur de Laplace-Beltrami dans la condition aux limites dynamique.
Ce travail permettrait de traiter des cas plus généraux et pourrait notamment être utilisé pour l’étude d’un modèle
couplé Cahn-Hilliard/Navier-Stokes dans lequel ce terme de diffusion de surface n’intervient pas.
Cependant, l’absence du terme de diffusion de surface complique l’étude de ce modèle. En effet, la condition aux
limites étant là encore non-linéaire, nous avons toujours besoin de compacité forte dans L2(]0, T [×Γ) pour passer
à la limite dans le schéma. Mais, si σs = 0 le schéma ne permet plus d’obtenir de borne L2(0, T,H1(Γ))-discrète
pour les solutions approchées (mais seulement une borne L2(0, T, L2(Γ)). Il n’est donc plus possible d’utiliser le
théorème d’estimations de translations en espace que nous avons démontré. Il faut alors trouver un moyen d’utiliser
la solution obtenue dans le domaine ainsi que les bornes dans Ω pour obtenir une borne L2(0, T,H
1
2 (Γ))-discrète
de la trace (sachant que le sens qu’il faut donner à cet espace reste à définir) et une estimation de translation en
espace sur Γ.
⋄ Le potentiel volumique initialement introduit par Cahn et Hilliard dans leurs travaux sur la décomposition spinodale
est un potentiel logarithmique. Le potentiel polynomial que nous avons utilisé est une approximation de ce potentiel
logarithmique. D’un point de vue numérique peu de résultats existent pour l’équation de Cahn-Hilliard avec des
conditions aux limites dynamiques et un potentiel logarithmique. Ainsi, analyser un modèle mettant en jeu à la fois
un potentiel volumique logarithmique et des conditions aux limites dynamique serait intéressant. Numériquement,
nous pourrions alors observer les différences entre la solution obtenue avec un potentiel polynomial et celle obtenue
avec un potentiel logarithmique en fonction des différents paramètres intervenant dans la condition aux limites
dynamique. La difficulté de cette étude vient du fait que, dans ce cas là, la dérivée du potentiel fb est donnée par la
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formule,
f ′b(c) =
θc
2
c(1− 2c) + θ
4
ln
Å
c
1− c
ã
, 0 < θ < θc;
et donc f ′b est singulier dans les phases pures.
⋄ Enfin, notons que l’analyse que nous avons présentée a été réalisée avec une mobilité constante Γb > 0. Etudier ce
schéma avec une mobilité dégénérée constitue également une extension intéressante.
Lorsque la mobilité dépend du paramètre d’ordre c mais est non-dégénérée (c’est à dire que sa borne inférieure
est strictement positive) nous devrions pouvoir adapter les résultats décrits dans ce chapitre. Pour une mobilité
dégénérée (c’est à dire qui s’annule dans les phases pures), d’un point de vue numérique, l’adaptation de schémas
éléments finis (voir par exemple [BB99]) au cadre volumes finis ne devrait pas présenter de difficulté majeure.
Cependant, l’analyse du modèle de Cahn-Hilliard dans le cas d’une mobilité dégénérée devient plus complexe.
Dans la Partie 2 nous avons étudié, autant d’un point de vue théorique que numérique, la propriété de stabilité Inf-Sup
du schéma DDFV pour le problème de Stokes. Dans un premier temps nous avons démontré une propriété de stabilité Inf-
Sup inconditionnelle pour certaines familles de maillages. Dans un second temps, nous avons étudié le cas des maillages
cartésiens pour lesquels la propriété de stabilité Inf-Sup n’est pas satisfaite. Cependant, dans ce cas, nous avons démontré
qu’il existait un unique mode instable et que, lorsque nous imposions à la pression d’être orthogonale à ce mode, la
propriété de stabilité Inf-Sup était vérifiée. Nous avons ensuite présenté de nombreux résultats numériques permettant
d’illustrer si la propriété de stabilité Inf-Sup était vérifiée ou non pour plusieurs familles de maillages très généraux.
Ces résultats mettent alors en évidence plusieurs perspectives :
⋄ Les résultats numériques présentés à la fin du Chapitre V montrent que le schéma DDFV semble être Inf-Sup sta-
ble pour des familles très générales de maillages. Plus précisément, ces résultats semblent montrer que seuls les
maillages cartésiens (conformes et non-conformes) ne satisfont pas la propriété de stabilité Inf-Sup uniforme. Nous
voudrions donc démontrer, d’un point de vue théorique, que la propriété de stabilité Inf-Sup est satisfaite pour des
familles très variées de maillages.
En particulier, prenons l’exemple d’un maillage décomposé en deux sous-domaines dont l’un est composé de tri-
angles conformes et l’autre est un maillage cartésien conforme uniforme. Nous observons numériquement qu’un
tel maillage semble être Inf-Sup stable. Nous avons démontré qu’un maillage composé de triangles conformes était
Inf-Sup stable alors qu’un maillage cartésien ne l’était pas mais qu’il vérifiait une propriété de stabilité Inf-Sup de
codimension 1. L’idée serait donc de coupler ces deux démonstrations pour démontrer qu’un tel maillage est Inf-
Sup stable. Cependant pour le moment, pour le sous-domaine cartésien nous ne sommes pas en mesure d’exprimer
la différence entre deux mailles de pressions voisines en terme de gradient de pression DDFV indépendamment du
nombre de mailles dans le sous-domaine (et donc du pas du maillage).
⋄ Nous avons vu que les maillages cartésiens vérifiaient une propriété de stabilité Inf-Sup de codimension 1. De
plus, nous avons donné une description précise du mode instable. Ainsi, pour pouvoir obtenir des résultats de
convergence et d’estimation d’erreur pour ces schémas il suffirait d’ajouter un terme de stabilisation de rang 1
particulier construit à partir du mode instable.
Dans la Partie 3 nous nous sommes intéressés au problème couplé Cahn-Hilliard/Stokes. Pour cela, nous avons
commencé par mettre en place dans le Chapitre VI une méthode DDFV pour le problème de Cahn-Hilliard avec une
condition aux limites dynamique non-linéaire. Enfin dans le Chapitre VII nous avons proposé un schéma DDFV original
pour le problème couplé Cahn-Hilliard/Stokes avec une condition aux limites dynamique non-linéaire. Ce schéma a
notamment pour avantage de pouvoir traiter des maillages non-conformes. Nous avons également démontré l’existence
de solutions à ce système vérifiant une inégalité d’énergie semblable à celle obtenue dans le cas continu. Par ailleurs, nous
présentons plusieurs résultats numériques permettant d’observer le comportement du schéma DDFV pour ce modèle.
Cette partie constitue un travail en cours et plusieurs résultats restent à obtenir :
⋄ Bien que nous ayons obtenu des inégalités d’énergie discrètes et l’existence de solutions pour le schéma DDFV pour
l’équation de Cahn-Hilliard ainsi que pour le problème couplé Cahn-Hilliard/Stokes, dans chacun des cas l’étude
de convergence reste à faire.
Dans le cas de l’équation de Cahn-Hilliard il faut l’adapter la preuve de convergence donnée dans le Chapitre III
pour le schéma VF4 au schéma DDFV, ce qui ne devrait pas poser de difficulté supplémentaire.
Par contre, la convergence du modèle couplé Cahn-Hilliard/Stokes, du fait des termes de couplage, semble moins
immédiate.
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⋄ Dans [Min13] l’auteur propose (par une méthode de type éléments finis) un schéma complètement découplé et
inconditionnellement stable pour le modèle couplé Cahn-Hilliard/Navier-Stokes. Nous aimerions adapter ce schéma
au cas qui nous intéresse et ainsi obtenir une inégalité d’énergie sans condition sur le pas de temps.
⋄ Ces résultats constituent un travail préliminaire à l’étude du modèle Cahn-Hilliard/Navier-Stokes qui sera, bien sûr,
la suite logique de ces travaux. Pour cela nous pouvons, par exemple, coupler le schéma DDFV présenté dans le
Chapitre VI avec le schéma DDFV pour les équations de Navier-Stokes proposé dans [GK14].
⋄ Le schéma DDFV pour l’équation de Cahn-Hilliard étant résolu sur deux maillages faiblement couplés nous avons
observé, dans certains cas, des différences entre la solution obtenue sur le maillage primal et celle obtenue sur le
maillage dual. Pour éviter ce phénomène, il faudrait construire une méthode permettant de coupler plus fortement
le schéma résolu sur le maillage primal et celui résolu sur le maillage dual.
⋄ Comme nous l’avons vu le schéma DDFV autorise la prise en compte de maillages non-conformes. Il serait donc
intéressant de construire un algorithme de raffinement/déraffinement de maillage adaptatif qui permettrait de suivre
l’interface.
Une idée serait de partir d’un maillage très fin de Ω pour lequel nous connaîtrions toutes les informations utiles
sur les mailles diamants. A partir de ce maillage nous pourrons alors construire des maillages plus grossiers en
regroupant entre elles plusieurs mailles voisines. Il faudrait ensuite récupérer les informations sur les mailles
diamants de ce nouveau maillage en fonction du maillage fin initial.
Pour conclure, notons que même si l’ensemble de l’analyse effectuée dans ce mémoire se situe en deux dimensions,
l’adaptation de ces résultats au cas tridimensionnel serait une suite logique à ces travaux.
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Annexe
Définitions et propriétés relatives à la courbe Γ
Nous supposons que Γ est une courbe lisse fermée donc il existe une paramétrisation globale ϕ : R → R2, que l’on
suppose normale, au moins C2-périodique et un intervalle I de R tels que ϕ(I) = Γ.
s
I
ψ(
., s
)
ϕ
Γ
Γs
Figure 1: Paramétrage de la courbe Γ
Nous choisissons une orientation de la courbe Γ telle que ~n soit la normale sortante à Ω, c’est à dire que nous parcourons
Γ dans le sens anti-trigonométrique. Ainsi, pour tout t ∈ I ,
• ~τϕ(t) = ~τ (ϕ(t)) = (ϕ′1(t), ϕ
′
2(t)) désigne le vecteur tangent unitaire au point ϕ(t) ∈ Γ;
• ~nϕ(t) = ~n(ϕ(t)) = (−ϕ′2(t), ϕ′1(t)) désigne la normale unitaire sortante au point ϕ(t) ∈ Γ;
• κ(ϕ(t)) ∈ R tel que ~τ ′ϕ(ϕ(t)) = κ(ϕ(t))~nϕ(t) désigne la courbure au point ϕ(t) ∈ Γ.
Notons qu’avec cette définition, le cercle est à courbure négative.
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Rappelons la définition de la projection orthogonale sur Γ.
Définition A.1 (Projection sur la frontière)
Considérons l’application
ψ : (xΓ, s) ∈ Γ× R∗+ 7→ xΓ + s~n(xΓ) ∈ R2, (A.1)
où ~n(xΓ) est la normale unitaire sortante à Ω au point xΓ ∈ Γ.
Alors, il existe α > 0 tel queψ soit un difféomorphisme de Γ×]0, α[ surΩα = {x ∈ Ωc, d(x,Γ) < α} = ψ (Γ×]0, α[)
avec α < 2‖κ‖L∞
.
De cette façon, pour tout x ∈ Ωα, la projection sur la frontière PΓx ∈ Γ est bien définie : PΓx est l’unique point sur
Γ tel que |PΓx− x| = d(x,Γ) et pour tout x ∈ Ωα, ψ (PΓx, d(x,Γ)) = x.
Proposition A.2 (Formule de changement de variable)
Soit u : Ωα → R, alors ∫
Ωα
u(x)dx =
∫
Γ
∫ α
0
|1− sκ(xΓ)|u(xΓ + s~n(xΓ))dsdxΓ.
Démonstration : Considérons la fonction ψ˜ : (t, s) ∈ I×]0, α[ 7→ ϕ(t) + s~n(ϕ(t)) = ϕ(t) + s~nϕ(t) ∈ Ωα, alors en
effectuant le changement de variable x = ψ˜(t, s) nous obtenons :∫
Ωα
u(x)dx =
∫ α
0
∫
I
u
Ä
ψ˜(t, s)
ä
Jac ψ˜(t, s)dtds.
En remarquant que ~nϕ
′(t) = −κ(ϕ(t))~τϕ(t), le Jacobien de ψ˜ vérifie,
Jac ψ˜(t, s) =
(
~τϕ(t) + s~nϕ
′(t)
) ∧ ~nϕ(t) = |~τϕ(t)|2 − sκ(ϕ(t))|~τϕ(t)|2.
Puisque ~τϕ est un vecteur unitaire nous obtenons,∫
Ωα
u(x)dx =
∫ α
0
∫
I
u
Ä
ψ˜(t, s)
ä
|1− sκ(ϕ(t))| dtds.
En effectuant maintenant le changement de variable xΓ = ϕ(t) et en notant que |ϕ′(t)| = 1 car ϕ est un paramétrage
normal de Γ nous obtenons bien le résultat annoncé.
Proposition A.3 (Vérification de l’hypothèse (III.144) du Théorème III.40)
Soit T un maillage de Ω tel que le maillage polygonal associé soit régulier au sens usuel, c’est à dire qu’il existe une
constante positive C1 ne dépendant que de la régularité du maillage telle que :
diam(K) ≤ C1meL , ∀K ∈M tel que σ = L ∈ ∂M ∩ EK,
où nous rappelons que eL est la corde associée à la maille L ∈ ∂M.
Alors, pour size(T ) suffisamment petit, il existe µ, ν > 0 , tels que pour tout sous-arc σ˜ ⊂ σ, le sous-triangle Kσ˜
(voir Figure 2) correspondant vérifie
µ ≤ mKσ˜
mσ˜
≤ ν.
Démonstration : La courbe Γ étant régulière, pour size(T ) suffisamment petit nous pouvons supposer que Γ est
localement le graphe d’une fonction régulière f .
Ainsi, pour toute maille K ∈ M telle que σ ⊂ ∂K ∩ Eext (c’est à dire que σ est l’arête courbe du pseudo-triangle K),
nous pouvons utiliser la paramétrisation ϕ de σ suivante σ = ϕ([0, h]) où pour tout t ∈ [0, h], ϕ(t) = (t, f(t)) qui n’est
donc plus normale, telle que f(0) = f(h) = 0 (comme décrit sur la Figure 2).
Alors, nous savons que pour tout sous-arc σ˜ = ϕ([a, b]) de σ (avec 0 ≤ a ≤ b ≤ h) nous avons ;
mσ˜ =
∫ b
a
|ϕ′(t)|dt =
∫ b
a
»
1 + |f ′(t)|2dt.
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A = (α, β)
σ
(0, 0) (h, 0)
K
σ˜
Kσ˜
a b
Figure 2: Maille primale K ∈M possédant une arête courbe σ ∈ Γ
Or avec la paramétrisation ϕ choisie de σ nous savons que pour tout t ∈ [0, h], la courbure κ est définie par :
κ(t) =
f ′′(t)
(1 + |f ′(t)|2) 32 . (A.2)
Ainsi, en choisissant size(T ) suffisamment petit et en utilisant que f ′ s’annule sur l’intervalle [0, h], il existe C > 0 telle
que :
‖f ′′‖
L∞
≤ C ‖κ‖
L∞
donc pour tout t ∈ [0, h], |f ′(t)| ≤ Ch ‖κ‖
L∞
et nous avons :
|b− a| ≤ mσ˜ ≤ |b− a|
»
1 + C2h2 ‖κ‖2
L∞
≤ CΓ|b− a| (A.3)
où nous avons utilisé la relation h−mσ = O (mσ) (cf Proposition II.4).
De plus en notant Kσ˜ le pseudo-triangle associé à σ˜ et (α, β) les coordonnées du sommet opposé à σ nous obtenons :
mKσ˜ =
∫ b
a
|(ϕ(t)−A) ∧ ϕ′(t)| dt
=
∫ b
a
|(t− α, f(t)− β) ∧ (1, f ′(t))| dt
=
∫ b
a
|((t− α)f ′(t)− f(t) + β)| dt
=
∣∣∣∣∣
∫ b
a
(tf ′(t)− f(t)) dt− α(f(b)− f(a)) + β(b− a)
∣∣∣∣∣ ,
où nous avons utilisé que pour tout t ∈ [a, b], (ϕ(t)−A) ∧ ϕ′(t) ne change pas de signe.
Ainsi,
mKσ˜
|b− a| =
∣∣∣∣∣β − αf(b)− f(a)b− a + 1b− a
∫ b
a
(tf ′(t)− f(t)) dt
∣∣∣∣∣ .
De plus, en utilisant les formules de Taylor et le fait que f(0) = 0, il existe ξ1, ξ2 ∈ [0, h] tels que :
tf ′(t)− f(t) = t
2
2
f ′′(ξ1) et
f(b)− f(a)
b− a = f
′(ξ2).
Donc,
mKσ˜
|b− a| = |β|+O (|α|h ‖κ‖L∞) +O
(
h2 ‖κ‖
L∞
)
.
Or, |α| ≤ diam(K) ≤ C1h et |β| ≤ diam(K) ≤ C1h et donc l’inégalité (A.3) permet de conclure.
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Opérateurs différentiels définis sur Γ
Rappelons les définitions des différents opérateurs différentiels définis sur la courbe Γ et utilisés dans ces travaux (le
lecteur pourra se référer à [BF06, BF13] pour plus de détails).
Définition A.4
Pour toute fonction v : Γ→ R régulière et tout paramétrage ϕ de Γ, nous pouvons définir :
• L’opérateur de Laplace-Beltrami :
∆Γv(x) =
1
|ϕ′(t)|
∂
∂t
Å
1
|ϕ′(t)| (v ◦ ϕ)
′(t)
ã
∈ R, ∀x ∈ Γ, t = ϕ−1(x).
• Le gradient tangentiel :
∇Γv(x) = 1|ϕ′(t)|2 (v ◦ ϕ)
′(t)ϕ′(t) ∈ R2, ∀x ∈ Γ, t = ϕ−1(x). (A.4)
Rappelons que nous avons alors la formule d’intégration par parties sur Γ suivante :
−
∫
Γ
∆ΓupΓ vpΓdσ(x) =
∫
Γ
∇ΓupΓ · ∇ΓvpΓdσ(x), ∀upΓ ∈ H2(Γ), vpΓ ∈ H1(Γ). (A.5)
Remarque A.5
Si ϕ est un paramétrage normal de Γ, alors le vecteur unitaire tangent à Γ en x vérifie~τ (x) = ϕ′(t) et nous obtenons :
∇Γv(x) · ~τ (x) = (v ◦ ϕ)′(ϕ−1(x)).
Proposition A.6
Considérons une application ws : Γs = ψ (Γ× {s}) → R et notons w˜s : xΓ ∈ Γ 7→ ws(xΓ + s~n(xΓ)). Alors si
ws ∈ H1(Γs) nous avons :
∇Γsws(xs) =
1
(1− sκ(PΓ(xs)))∇Γw˜s(PΓ(xs)), ∀xs ∈ Γs.
Démonstration : Notons ψs : t ∈ U 7→ xs = ϕ(t) + s~n(ϕ(t)) = ϕ(t) + s~nϕ(t) ∈ Γs (où nous rappelons que ϕ est
un paramétrage normal de Γ) et appliquons la définition (A.4) du gradient tangentiel à Γs, ws et ψs, nous obtenons :
∇Γsws(xs) =
1
gs
(
ψ−1s (xs)
) (ws ◦ ψs)′ (ψ−1s (xs))ψ′s (ψ−1s (xs)) , ∀xs ∈ Γs;
avec gs(t) = |ψ′s(t)|2 = |~τϕ(t) + s~nϕ′(t)|2.
Or, si nous notons κ(x) la courbure de la courbe Γ au point x, nous avons ~n′(x) = −κ(x)~τ (x) ce qui implique gs(t) =
(1− sκ(ϕ(t)))2. Ainsi, en remarquant que si xs = ψs(t) alors ϕ(t) = PΓ(xs) nous avons :
∇Γsws(xs) =
1
(1− sκ(PΓ(xs)))2 (ws ◦ ψs)
′
(
ψ−1s (xs)
)
ψ′s
(
ψ−1s (xs)
)
, ∀xs ∈ Γs.
Notons également que ψ′s(t) = (1 − sκ(ϕ(t)))~τϕ(t) = (1 − sκ(ϕ(t)))ϕ′(t), alors en utilisant que t = ψ−1s (xs) =
ϕ−1(PΓ(xs)) nous obtenons :
∇Γsws(xs) =
1
(1− sκ(PΓ(xs))) (w˜s ◦ ϕ)
′(ϕ−1(PΓ(xs)))ϕ
′(ϕ−1(PΓ(xs))).
Finalement, le fait que pour tout x ∈ Γ nous ayons :
∇Γw˜s(x) = (w˜s ◦ ϕ)′(ϕ−1(x))ϕ′(ϕ−1(x)),
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nous permet de conclure la preuve.
Considérons maintenant la fonction w : R2 7→ R et notons w˜ : (xΓ, s) ∈ Γ×R 7→ w(xΓ + s~n(xΓ)). Alors, pour tout
x ∈ Ωc tel que la projection PΓx est bien définie nous avons : (cf [BF06, BF13] pour plus détails):
∇w(x) = ∂w˜
∂s
(PΓx, d(x,Γ))~n(PΓx) +∇Γd(x,Γ)w(x). (A.6)
Différents résultats connus utilisés dans ce mémoire
Lemme A.7 (Gronwall discret)
Soit (zn)n une suite de nombres positifs et α, β > 0. Supposons que pour tout n ∈ N,
zn+1 ≤ α+ β∆t
n∑
k=0
zk,
alors pour tout n ∈ N nous avons,
zn+1 ≤ (α+ β∆tz0) enβ∆t.
Rappelons le lemme suivant issu de la théorie du degré topologique en dimension finie [Dei85].
Lemme A.8 (Degré topologique)
SoitW un espace vectoriel de dimension finie et g une fonction continue deW dansW . Supposons qu’il existe une
fonction continue h : W × [0, 1]→W satisfaisant :
(i) h(·, 1) = g et h(·, 0) est affine;
(ii) il existe R > 0 tel que pour tout (ω, δ) ∈W × [0, 1], si h(ω, δ) = 0 et |ω|W ≤ R alors |ω|W 6= R;
(iii) l’équation h(ω, 0) = 0 possède une solution ω ∈W telle que |ω|W < R.
Alors, il existe au moins une solution ω ∈W telle que g(ω) = 0 et |ω|W < R.
Définition A.9 (Famille de maillages quasi-uniforme de Ω)
Soit M une famille de maillages de Ω (comme décrit dans la Section I.2), nous notons regunif(M) le nombre défini
de la manière suivante :
regunif(M)
def
= sup
Å
reg(M), sup
K∈M
size(M)2
mK
ã
.
Nous dirons qu’une famille de maillages
(
M
(i)
)
i∈N
est quasi-uniforme si regunif(M
(i)) est borné.
Pour une famille de maillages quasi-uniforme
(
M
(i)
)
i∈N
et pour tout q ≥ 1, il existe donc une constante uniforme
C2 > 0 (qui dépend de q) telle que :
‖uM‖L∞(Ω) ≤
C2
size(M(i))2/q
‖uM‖Lq(Ω) , ∀uM ∈ RM.
Définition A.10 (Famille de maillages DDFV quasi-uniforme de Ω)
Soit T un maillage DDFV de Ω, alors le nombre regunif(T ) est défini par :
regunif(T ) def= sup
Å
reg(T ), sup
K∈M
size(T )2
mK
, sup
K∗∈M∗∪∂M∗
size(T )2
mK∗
ã
.
Nous dirons qu’une famille de maillages
(T (m))
m∈N
est quasi-uniforme si regunif(T (m)) est borné.
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Pour une famille de maillages (DDFV) quasi-uniforme
(T (m))
m∈N
et pour tout q ≥ 1, il existe donc une constante
uniforme C3 > 0 (qui dépend de q) telle que :
‖uT ‖L∞(Ω) ≤
C3
size(T (m))2/q ‖uT ‖0,q,T , ∀uT ∈ R
T .
Théorème A.11 (Kolmogorov [EGH00, Théorème 3.9])
Soit ω un ouvert borné de Rs, s ≥ 1, 1 ≤ q < +∞ et A ⊂ Lq(ω).
Alors, A est relativement compact dans Lq(ω) si et seulement s’il existe {p(u), u ∈ A} ⊂ Lq(Rs) tel que :
1. p(u) = u p.p. sur ω, pour tout u ∈ A;
2. {p(u), u ∈ A} est borné dans Lq(Rs);
3. lim
η→0
‖p(u)(·+ η)− p(u)‖Lq(Rs) = 0 uniformément en u ∈ A.
Théorème A.12 (Estimation de translations en espace [EGH00, Lemme 3.3])
Considérons un ouvert borné et polygonal Ω de Rd (d = 2 ou 3) et un maillage admissible T de Ω. Soit uT ∈ RT ,
notons u˜T le prolongement par 0 de uT hors de Ω, alors il existe C4 > 0, dépendant seulement de Ω, tel que :
‖u˜T (·+ η)− u˜T ‖2L2(R×R2) ≤ ‖uT ‖1,TD |η| (|η|+ C4size(T )) , ∀η ∈ Rd,
où nous avons noté,
‖uT ‖21,TD =
∑
σ=K|L∈Eint
mσ
dK,L
|uK − uL|2 + ∑
σ=L∈Eext
mσ
dK,L
|uK|2.
Calcul des secondmembres pour les estimations d’erreur réalisées pour le prob-
lème de Laplace avec des conditions aux limites de Ventcel
Rappelons que dans la Section II.4 nous réalisons des estimations d’erreur pour le problème de Laplace avec des conditions
aux limites de Ventcel suivant :Trouver u : Ω→ R tel que®−∆u = f dans Ω;
−∆ΓupΓ + upΓ + ∂nu = g sur Γ;
Nous considérons alors deux domaines différents et deux solutions exactes différentes.
Cas où Ω est le disque unité
Tout d’abord, nous considérons le solution exacte suivante :
u(x, y) = 1 +
1
2
(tanh(px) + tanh(qy)) , avec a, b > 0
sur le disque unité.
Le second membre dans Ω se calcule facilement, nous avons :
f(x, y) = −∆u(x, y) = p2 tanh(px)(1− tanh2(px)) + q2 tanh(qy)(1− tanh2(qy)), ∀(x, y) ∈ Ω.
En ce qui concerne le second membre sur le bord Γ, il faut calculer le terme de dérivée normale ainsi que le terme de
Laplace-Beltrami. En notant R le rayon du cercle Γ (bien qu’ici nous ayons R = 1), pour tout (x, y) ∈ Γ nous avons :
∇u(x, y) · ~n(x, y) = p
2R
x(1− tanh2(px)) + q
2R
y(1− tanh2(qy))
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et si nous utilisons la paramétrisation en coordonnées polaire du cercle Γ, nous avons :
∆ΓupΓ(x, y) =
1
R2
∂2upΓ
∂θ2
(x, y)
=
1
R2
Å
y2
∂2upΓ
∂x2
(x, y) + x2
∂2upΓ
∂y2
(x, y)− 2xy∂
2upΓ
∂x∂y
(x, y)− x∂upΓ
∂x
(x, y)− y ∂upΓ
∂y
(x, y)
ã
=
1
R2
Å
p2y2 tanh(px)
(
tanh2(px)− 1)+ q2x2 tanh(qy) (tanh2(qy)− 1)
− p
2
x
(
1− tanh2(px))− q
2
y
(
1− tanh2(qy))ã.
Cas où Ω est une ellipse
Dans un second temps, nous choisissons comme domaine Ω l’ellipse de demi-grand axe a = 0.5 et de demi-petit axe
b = 0.3 et nous considérons la solution exacte polynomiale suivante :
u(x, y) =
4
ab
xy
Å
2
a2
x2 − 1
ã
.
Nous obtenons alors facilement le second membre associé à l’équation dans Ω :
f(x, y) = −∆u(x, y) = 48
a3b
xy.
Il reste maintenant à calculer le second membre correspondant à l’équation sur Γ. Remarquons que si nous utilisons la
paramétrisation polaire x = a cos θ, y = b sin θ de l’ellipse, pour tout (x, y) ∈ Γ nous avons :
upΓ(θ) = 4 cos θ sin θ
(
2 cos2 θ − 1) = sin(4θ).
Notons que c’est d’ailleurs comme ceci que cette solution a été construite : nous avons choisi upΓ(θ) = sin(4θ) puis à
partir de là nous avons construit u dans Ω. Ainsi, en notant s(θ) l’abscisse curviligne le terme de Laplace-Beltrami se
calcule de la manière suivante :
∆ΓupΓ(x, y) =
1
|s′(θ)|2u
′′
pΓ(θ) +
Å
1
|s′(θ)|
ã′ 1
|s′(θ)|u
′
pΓ(θ)
= − 16 sin(4θ)
a2 sin2 θ + b2 cos2 θ
− 4(a
2 − b2) cos θ sin θ(
a2 sin2 θ + b2 cos2 θ
)2 cos(4θ).
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Schémas volumes finis pour des problèmes multiphasiques
Résumé : Ce manuscrit de thèse porte sur l’analyse numérique de schémas volumes finis pour la discrétisation
de deux systèmes particuliers d’équations. Dans un premier temps nous étudions l’équation de Cahn-Hilliard associée
à des conditions aux limites dynamiques dont l’une des principales difficultés est que cette condition aux limites est
une équation parabolique, non linéaire, posée sur le bord et couplée avec l’intérieur du domaine. Nous proposons une
discrétisation de type volumes finis en espace qui permet de coupler naturellement l’équation dans le domaine et celle sur
sa frontière par un terme de flux et qui s’adapte facilement à la géométrie courbe du domaine. Nous montrons l’existence
et la convergence des solutions discrètes vers une solution faible du système. Dans un second temps nous étudions la
stabilité Inf-Sup du problème de Stokes pour un schéma volumes finis de type dualité discrète (DDFV). Nous donnons
une analyse complète de la stabilité Inf-Sup inconditionnelle dans certains cas et de la stabilité de codimension 1 dans le
cas de maillages cartésiens. Nous mettons également en place une méthode numérique permettant de calculer la constante
Inf-Sup associée à ce schéma pour un maillage donné. On peut ainsi observer le comportement stable ou instable selon
les cas en fonction de la géométrie des maillages. Dans une dernière partie nous proposons un schéma DDFV pour un
modèle couplé Cahn-Hilliard/Stokes ce qui nécessite l’introduction de nouveaux opérateurs discrets. Nous démontrons la
décroissance de l’énergie au niveau discret ainsi que l’existence d’une solution au problème discret. L’ensemble de ces
travaux est validé par de nombreux résultats numériques.
Mots-clés : Volumes finis, schéma DDFV, modèle de Cahn-Hilliard/Stokes, conditions aux limites dynamiques,
stabilité Inf-Sup, analyse de convergence, schémas numériques.
Abstract : This manuscript is devoted to the numerical analysis of finite-volume schemes for the discretization of two
particular equations. First, we study the Cahn-Hilliard equation with dynamic boundary conditions whose one of the main
difficulties is that this boundary condition is a non-linear parabolic equation on the boundary coupled with the interior of
the domain. We propose a spatial finite-volume discretization which is well adapted to the coupling of the dynamics in
the domain and those on the boundary by the flux term. Moreover this kind of scheme accounts naturally for the non-flat
geometry of the boundary. We prove the existence and the convergence of the discrete solutions towards a weak solution
of the system. Second, we study the Inf-Sup stability of the discrete duality finite volume (DDFV) scheme for the Stokes
problem. We give a complete analysis of the unconditional Inf-Sup stability in some cases and of codimension 1 Inf-Sup
stability for Cartesian meshes. We also implement a numerical method which allows us to compute the Inf-Sup constant
associated with this scheme for a given mesh. Thus, we can observe the stable or unstable behaviour that can occur
depending on the geometry of the meshes. In a last part we propose a DDFV scheme for a Cahn-Hilliard/Stokes phase
field model that required the introduction of new discrete operators. We prove the dissipation of the energy in the discrete
case and the existence of a solution to the discrete problem. All these research results are validated by extensive numerical
results.
Keywords : Finite-volume, DDFV scheme, Cahn-Hilliard/Stokes model, dynamic boundary conditions, Inf-Sup sta-
bility, convergence analysis, numerical schemes.
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