HIV transmission networks are highly clustered, and accurate identification of these clusters is 8 essential for effective targeting of public health interventions. This clustering affects the trans-9 mission dynamics of the HIV epidemic, which affects the pathogen phylogenies reconstructed 10 from patient samples. We present a new method for identifying transmission clusters by detect-11 ing the changes in transmission rate provoked by the introduction of the epidemic into a new 12 cluster. The method employs a multi-state birth-death (MSBD) model where each state repre-13 sents a cluster. Transmission rates in each cluster decrease exponentially over time, simulating 14 susceptible depletion in the cluster. This model is fitted to the pathogen phylogeny using a Max-15 imum Likelihood approach. Using simulated datasets we show that the MSBD method is able 16 to reliably infer both the cluster repartition and the transmission parameters from a pathogen 17 phylogeny. In contrast to existing cutpoint-based methods for cluster identification, which are 18 dependent on a parameter set by the user, the MSBD method is consistently reliable. It also 19 performs better on phylogenies containing nested clusters. We present an application of our 20 method to the inference of transmission clusters using sequences obtained from the Swiss HIV 21 Cohort Study. The MSBD method is available as an R package. 22 1 1 Background 23
Likelihood function
We now derive the probability density of a phylogeny (including the state change times) given 135 the MSBD parameters, i.e. we derive the likelihood of the parameters given a phylogeny. Following (13; 14), the likelihood function of the model parameters given the phylogeny can be 138 calculated from the differential equations below. Eqn. (2) describes the probability p i (t) of a 139 lineage in state i at time t not producing any sampled offspring until the present (referred to 140 extinction probability below). Eqn. (3) describes the probability density q i,N (t) of an edge N in 141 state i at time t evolving according to the phylogeny in time interval [t, 0] .
143 dq i,N dt (t) = −(γ + λ i (t) + µ i )q i,N (t) + 2λ i (t)q i,N (t)p i (t), q i,N (t s ) = µ i σ if N leads to a tip at time t s , q i,N (t t ) = λ i (t t )q i,N (t t )q i,N (t t ) if N undergoes transmission at t t , leading to N and N , q i,N (t c ) = γ n * − 1 q j,N (t c ) if N changes to state j at t c .
(3)
The probability of a phylogeny starting at root time τ with initial state I is q I,N (τ ) so the full 144 likelihood can be calculated from Eq 3. Rather than writing it recursively as in Eq 3, it can be 145 written as a closed form equation by defining the edge likelihood function f N = 
This likelihood function can be applied to trees with or without a root edge, i.e trees starting 152 with one lineage or two at time τ . Since the real number of clusters in the underlying network n * is unknown, we need to estimate 156 it. However this parameter only appears in the likelihood in the factor γ n * −1 n−1 so maximizing 157 the likelihood is equivalent to minimizing n * . We further assume that each migration enters a 158 previously not visited state, i.e. n * ≥ n. Together, the maximum likelihood estimate will always 159 be n * = n. Thus we fix n * = n in the inference. The equations for p and f N do not have an analytical solution. Numerical integration is compu-162 tationally expensive and can be unstable for certain parameters, so we make the assumption that 163 no state changes happen in the unsampled parts of the tree, meaning we observe all state changes 164 in the final tree. With this assumption, the master equation for p i (t) changes to Equation (5),
These equations have an analytical solution for constant transmission and removal rates, but not 166 necessarily for time-dependent rates. To obtain a closed form solution, we use time discretization 167 and assume that in each time step the transmission rate can be considered constant, as described 168 in the next section. 
Time discretization
We discretize the time-dependent transmission rates by assuming that they can be considered 171 locally constant on small enough intervals. The grid size used for the discretization is fixed across 172 the tree and needs to be specified by the user. A smaller size will improve the accuracy of the 173 likelihood calculation but also increase the computational cost.
174
Time discretization for p 175 A closed form of the extinction probability and the likelihood function can be obtained for 176 piecewise constant transmission and removal rates. Assuming constant rates in Eqn 5, and a 177 generic initial condition p i (t IC ) = V IC (rather than the initial condition p i (0) = 1), we obtain 178 an analytic solution of Eqn 5,
This solution can be verified by differentiating the solution and substituting the result into Eqn 180 5.
181
To obtain p i (t) using this time discretization, we divide the time interval [τ ; 0] into a grid.
182
Starting with p i (0) = 1, we can then evaluate p i using Eq 6 in each grid interval going backwards 183 in time, using as initial value the solution of the previous grid interval. 184 Time discretization for f N
185
A closed form solution of the edge likelihood function f N can now be calculated, for a small 186 time interval [t l ; t l−1 ] on an edge N in state i. This expression uses the value of p i (t l−1 ), which 187 can be calculated as explained in "Time discretization for p". We define f N (t l , t l−1 ) =
This expression for f N (t l , t l−1 ) is a solution of the differential equation 3 with f N (t l−1 ) = 1, 190 8 assuming the rates are constant in interval [t l , t l−1 ] and using the approximate function p i (t) 191 from Eq. 6. This can be easily verified by differentiating Eq. 6 and Eq. 7 and substituting the 192 resulting expressions d dt p i (t) and d dt f N (t l , t l−1 ) into the differential equations 5 and 3. Equations to avoid the repetition of those calculations for multiple edges. For edge N in state i starting at 198 time t b and ending at time t e (i.e. t b < t e ), we aim to calculate f N (t b , t e ). Thus we aim to solve, 199 using the time discretization, the differential equation in Eqn 3 with initial value f (t e , t e ) = 1:
.k] do the following:
204
(a) calculate λ i,l the mean of λ i (t) on the interval [t l , t l−1 ] , then 205 (b) calculate p i (t l ) and f N (t l , t l−1 ) by using the constant rates solutions provided in Eqn 206 6 for p and in Eqn 7 for f with λ i = λ i,l , based on the value p i (t l−1 ) given by the 207 precomputed value if l = 1 and by the previous step l − 1 otherwise. Once a configuration has been found in which no more state changes can be added to improve 229 the likelihood, we will attempt to recursively remove all the states from this configuration. This 230 step is designed to compensate partly for the fact that the greedy approach never goes back on 231 previous state change assignments, and so can end up in sub-optimal configurations.
232
Once no further improvements of the likelihood can be obtained by either adding or removing 233 a state, the method will return the best fitting model found, including the state configuration 234 and the maximum likelihood estimates for all parameters.
235
The full algorithm, including the initial coarse-grained search phase, is as follows: 236 1. Find the most likely parameters for a one-state birth-death model (i.e with identical birth 237 and death rates across the tree). 3. If a configuration with n+1 states was found that is more likely than the configuration 243 with n states, keep it and go back to step 2. The model and the likelihood function allow for state changes to be placed anywhere on an edge.
263
The implementation of the algorithm allows for the time positions of changes to be estimated as 264 additional parameters, but this is computationally expensive especially when the number of state 265 changes grow. As a consequence we also provide the option to limit the positioning of changes 266 to predetermined positions on edges: they can be positioned at either 10%, 50% or 90% of the The algorithm as presented in the previous sections is fast at the beginning of the inference but 271 will progressively slow down as more states are added, due to the increase in the number of 272 parameters that need to be optimized. 273 We have thus added a so-called 'fast optimization' option, which limits the number of pa-274 rameters which are allowed to change during one step of the maximum likelihood optimization.
275
In practice, when adding the n-th state change, only the parameters λ 0,n+1 , λ 0,a , z n+1 , z a , µ n+1 It is to be noted that it is possible to run the normal analysis for the early steps of the 281 algorithm and turn on the fast optimization afterwards. In all types of networks, edges between communities are weighted, with the weight value 0.25, 299 0.5, 0.75, or 1. This means that the rate of transmission on these edges is respectively 25%, 50%, 300 75 % and 100% of the transmission rate on within-community edges.
301
Epidemics were simulated on these networks starting from one random introduction in A Even though C trees are much larger on average, the clusters they contain are very small on 318 average and 34% of them include only 1 or 2 tips of the tree. These very small clusters contain 319 very little signal from the underlying contact network, and thus are not expected to be detected 320 by the method. The correspondance between the real network communities and the clusters inferred from the 329 tree was assessed using the Adjusted Rand Index (ARI) (18; 19) . We compare the results from 330 our method to the results obtained by (10) obtained for c ≈ 0.05 for networks A, c ≈ 0.16 for networks B and c ≈ 0.04 for networks C. We 340 define the "peak range" of cutpoints for each method, network structure and weighting scheme 341 as the range of cutpoints which give a score which is at least 75% of the best score obtained for 342 any cutpoint. With this definition the peak ranges are very narrow, with an average length of 343 respectively 0.008, 0.015 and 0.016 for networks A, B and C in methods other than Def3. The 344 peak ranges obtained with Def3 are much wider, but a direct comparison is difficult due to the 345 different definition used for the cutpoint. In all methods the peak ranges for networks A and C 346 on one hand, and B on the other hand have very little overlap and the best cutpoint for C is 347 never found in the peak range of either A or B, and vice-versa. In conclusion it is impossible to 348 get good results from all network types with any single cutpoint value.
the non-respect of the monophyletic assumption. In both the A and C networks, the best score 351 obtained by any cutpoint-based method is ≈ 0.45 for the weighting scheme w = 0.25 and ≈ 0.55 352 for w = 1, whereas it goes up to ≈ 0.85 and ≈ 0.9, respectively, in networks B.
353
In comparison, the MSBD method performs less well on B networks, with an average score of To evaluate the performance of our MSBD method beyond cluster identification, we simulated 372 several datasets of 200 trees each under the multi-state birth-death process, with various param-373 eter combinations. Simulations were done using Gillespie's algorithm. Tips were sampled upon 374 removal and the process was ran until the tree reached 50 sampled tips. Since these trees were not 375 built from network simulations we did not try to assess the quality of the cluster inference, but 376 we focused on the quality of the parameter inference and on whether our method can adequately 377 distinguish between trees that contain several clusters and trees that do not.
378

15
The results are summarized in Table 3 . We can see that although the MSBD method is able to consistently infer multiple clusters when they are present, it will also wrongly detect one 380 additional cluster in around 25% of the trees that only contain one cluster. This may be a problem 381 of noise, where due to the stochasticity of the simulation one subtree is slightly more likely to be 382 attributed different rates than the rest of the tree. This problem can be alleviated by looking at 383 the difference in the inferred transmission rates of each cluster, which are also outputted by our 384 method: a smaller difference is more likely to be indicative of noise. As previously noted, the 385 method also tends to underestimate the number of clusters in multi-cluster trees, mostly because 386 it cannot detect clusters below a certain size.
387
Regarding the parameter inference, the method has a slight bias towards overestimating 388 the transmission rate and underestimating the removal rate. This is potentially due to our 389 simulation process being conditioned on reaching 50 tips, which could bias datasets in favour of 390 trees showing apparent higher diversification rates. Overall, the absolute error on the inferred 391 parameters remain low compared to the true values, both in datasets with one cluster and in 392 datasets with multiple clusters.
393
In conclusion, the parameter inference from the MSBD method is reliable, although it suffers 394 from noise when applied to trees which contain only one cluster. log-likelihood obtained using the less-precise fast option also increases with the number of state 408 changes, although the difference remains small compared to the log-likelihood value, which is on 409 average -1690 for the regular optimization across all categories. The runtimes for one edge are 410 on average 170s at 5 state changes and 1250s at 15 state changes for the regular optimization.
411
Since every step of the algorithm involves testing all edges of the tree, the "fast" option is thus 412 necessary to ensure completion of the inference on trees with more than 10 clusters. pairwise epidemic model to this sub-epidemic while simultaneously inferring the tree from the 422 sequence data in BEAST2. We re-analyze the tree provided for that cluster in the Supplement 423 of (9), this is a random tree from the posterior sample.
424
The results of the MSBD analysis on cluster 581 are shown in figure 4, part A. Three sub-425 clusters are identified in the tree, one with a higher base transmission rate than in the backbone 426 of the tree, and two with similar base transmission rates which are lower than in the backbone 427 of the tree.
428
We compare our results to results obtained using the software Cluster Picker (20), which 429 detects clusters based on a combination of genetic distance between tip sequences and bootstrap 430 support at the nodes. It relies on two user-defined thresholds for both these measures, and so it 431 is a cutpoint-based method. Genetic sequences were generated for that tree using the software 432 SeqGen (21), using a GTR model with a gamma distribution with 4 rate categories and invariant 433 sites. The parameters of the molecular evolution model were set to the estimates obtained by 434 (9) when inferring the tree, which are shown in table 4.
As with other cutpoint-based methods, the results depend strongly on the user-defined values. 436 We used three different cutpoint values for the genetic distance: 1.5%, 4.5% and 8%. 4.5% is the 
456
This new method has a few key differences compared to the cutpoint-based clustering meth-457 ods. Firstly, it is not restricted to monophyletic clades and can find clusters that are nested 458 within one another in the phylogeny. As a result our method clearly outperformed the others 459 on trial networks which were designed specifically to violate the monophyletic assumption. Sec-460 ondly, as the MSBD method is model-based it does not rely on an arbitrary cutpoint ; this is 461 particularly important as (10) found that the quality of the clusters obtained by the cutpoint-based clustering methods was extremely dependent on the value of this cutpoint, on all network 463 types. As seen in the results it is not possible to define a single cutpoint value as adequate 464 for all network types, which limits the usefulness of cutpoint-based methods in the absence of 465 prior infomation on the transmission network. The chosen cutpoint value is strongly linked with 466 the number of clusters inferred by cutpoint-based methods, thus obtaining the correct clusters 467 requires prior knowledge on the true number of clusters. Overall, while our method may not 468 perform as well on certain types of network as cutpoint-based methods, it is more reliable and 469 consistent in its results and does not require additional information from the user to get optimal 470 results.
471
As seen from the low scores obtained on the more fragmented trial networks and the improve-472 ments obtained by limiting the size of the clusters to be detected, the MSBD method has a strong 473 limitation on the size of clusters that can be inferred from a tree. Contrary to the cutpoint-based 474 methods, which can handle arbitrary numbers and sizes of clusters, our method can only add 475 clusters when there is a strong signal for them and thus performs poorly in datasets with many 476 small clusters. As before though it should be noted that this low performance is compared to 477 the optimal results obtained by cutpoint-based methods, which require reliable information on 478 the expected number of clusters.
479
Another limitation of the current implementation is its computational cost, which limits the 480 size of the trees that can be analyzed in a reasonable time to a few hundred tips. Improving the 481 speed was the reason for several approximations such as the limitations on the positions of state 482 changes and the 'fast optimization' option, however these options necessarily limit the precision 483 of the results. Future work will focus on implementing the algorithm in parallel in order to 484 address this limitation. (λ 3 ,µ 3 ) (λ 1 ,µ 1 ) 0 t c t s t t Figure 1 : Visual representation of the phylogeny under a MSBD model. Each state is represented by a colour: the ancestral state, in black, starts at the root and represent the first cluster infected. The other states, in blue, red and green, start at change points along the tree. These states represent the clusters infected later in the course of the epidemic and the state change points represent the introduction event for each associated cluster. Figure 2 : Comparison of the average ARI obtained by the different clustering methods in function of the set cutpoint on networks A (parts A1,A2), B (parts B1,B2) and C (parts C1,C2). For each network the first column (part 1) shows the results for weight w = 0.25 and the second column (part 2) for w = 1. Our proposed MSBD method is not dependent on a cutpoint. The cutpoint range for Definition 3. is shown on the x-axis on the top, the cutpoint range for all other definitions are shown on the x-axis at the bottom. Figure 4 : Comparison of the clusters obtained with MSBD (part A) or with Cluster Picker with a bootstrap threshold of 0.0 and a genetic distance threshold of 1.5% (part B), 4.5% (part C) and 8% (part D). Cluster Picker only identifies monophyletic clades as clusters, so each coloured clade is a separate cluster.
