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In honour of Professor Dynkin for his 90th birthday
Toshiyuki KOBAYASHI ∗ and Toshihiko MATSUKI †
Abstract
We give a complete classification of the reductive symmetric pairs (G,H) for
which the homogeneous space (G×H)/diagH is real spherical in the sense that
a minimal parabolic subgroup has an open orbit. Combining with a criterion
established in [T. Kobayashi–T. Oshima, Adv. Math. 2013], we give a necessary
and sufficient condition for a reductive symmetric pair (G,H) such that the
multiplicities for the branching law of the restriction of any admissible smooth
representation of G to H have finiteness/boundedness property.
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1 Introduction and statement of main results
A complex manifold XC with action of a complex reductive group GC is called spherical
if a Borel subgroup of GC has an open orbit in XC. In the real setting, in search of a
good framework for global analysis on homogeneous spaces which are broader than the
usual (e.g. symmetric spaces), we advocated in [10] the importance of an analogous
notion for real reductive groups G and proposed to call:
Definition 1.1. We say a smooth manifold X with G-action is real spherical if a
minimal parabolic subgroup PG of G has an open orbit in X .
In the case where G acts transitively on X , PG has finitely many orbits in X if X
is real spherical (see [13, Remark 2.5 (4)] and references therein).
Suppose that H is a closed subgroup which is reductive in G. Let PH be a minimal
parabolic subgroup of H .
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Definition 1.2 ([13]). We say the pair (G,H) satisfies (PP) if one of the following
four equivalent conditions is satisfied.
(PP1) (G×H)/ diagH is real spherical as a (G×H)-space.
(PP2) G/PH is real spherical as a G-space.
(PP3) G has an open orbit in G/PG ×G/PH via the diagonal action.
(PP4) There are finitely many G-orbits in G/PG ×G/PH via the diagonal action.
The above four equivalent conditions are determined only by the Lie algebras g and
h of the Lie groups G and H , respectively. Therefore we also say that the pair (g, h)
of Lie algebras satisfies (PP).
A natural question is to find all the pairs (g, h) of real reductive Lie algebras satis-
fying (PP) when h is maximal reductive in g.
We say (G,H) is a reductive symmetric pair if H is an open subgroup of the fixed
point subgroup Gσ of some involutive automorphism σ of G. Reductive symmetric
pairs (G,H) give typical examples of maximal reductive subalgebras h in g, and provide
important setups in branching laws of the restriction G ↓ H .
The main goal of this paper is to establish a complete classification of reductive
symmetric pairs (G,H) having the geometric condition (PP).
Theorem 1.3. Suppose (G,H) is a reductive symmetric pair. Then the following two
conditions are equivalent:
(i) (G,H) satisfies (PP), namely, (G×H)/ diagH is real spherical.
(ii) The pair (g, h) of the Lie algebras is isomorphic (up to outer automorphisms) to
the direct sum of the following pairs:
A) Trivial case: g = h.
B) Abelian case: g = R, h = {0}.
C) Compact case: g is the Lie algebra of a compact simple Lie group.
D) Riemannian symmetric pair: h is the Lie algebra of a maximal compact
subgroup K of a non-compact simple Lie group G.
E) Split rank one case (rankRG = 1):
E1) (o(p+ q, 1), o(p) + o(q, 1)) (p+ q ≥ 2).
E2) (su(p+ q, 1), s(u(p) + u(q, 1))) (p+ q ≥ 1).
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E3) (sp(p+ q, 1), sp(p) + sp(q, 1)) (p+ q ≥ 1).
E4) (f4(−20), o(8, 1)).
F) Strong Gelfand pairs and their real forms:
F1) (sl(n+ 1,C), gl(n,C)) (n ≥ 2).
F2) (o(n+ 1,C), o(n,C)) (n ≥ 2).
F3) (sl(n+ 1,R), gl(n,R)) (n ≥ 1).
F4) (su(p+ 1, q), u(p, q)) (p+ q ≥ 1).
F5) (o(p+ 1, q), o(p, q)) (p + q ≥ 2).
G) (g, h) = (g′ + g′, diag g′) Group case:
G1) g′ is the Lie algebra of a compact simple Lie group.
G2) (o(n, 1) + o(n, 1), diag o(n, 1)) (n ≥ 2).
H) Other cases:
H1) (o(2n, 2), u(n, 1)) (n ≥ 1).
H2) (su∗(2n+ 2), su(2) + su∗(2n) + R) (n ≥ 1).
H3) (o∗(2n+ 2), o(2) + o∗(2n)) (n ≥ 1).
H4) (sp(p+ 1, q), sp(p, q) + sp(1)).
H5) (e6(−26), so(9, 1) + R).
In the above description of the classification, we do not intend to write irreducible
symmetric pairs in an exclusive way. Indeed some of the above pairs are isomorphic
to each other when g is of small dimension. For instance, (E1) with (p, q) = (4, 1) is
isomorphic to (H2) with n = 1, namely,
(o(5, 1), o(4) + o(1, 1)) ≃ (su∗(4), su(2) + su∗(2) + R).
Remark 1.4. It would be interesting to give a complete list of the pairs (g, h) of
reductive Lie algebras having the property (PP) by dropping the assumption that
(g, h) is a symmetric pair. (Cf. Dynkin [5] for the description of maximal reductive Lie
algebras in simple Lie algebras over C.) In view of the classification in Theorem 1.3 it
is plausible that there are not many non-symmetric pairs (g, h) satisfying (PP) if H is
noncompact.
Next we also consider another property, to be denoted by (BB), which is stronger
than (PP). For this, suppose further that G is an algebraic reductive group and H is
a reductive subgroup defined algebraically over R. Let GC be a complex Lie group
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with Lie algebra gC = g⊗R C, and HC a subgroup of GC with complexified Lie algebra
hC = h⊗R C. Let BG and BH be Borel subgroups of GC and HC, respectively.
Definition 1.5. We say the pair (G,H) (or the pair (g, h)) satisfies (BB) if one of the
following equivalent conditions is satisfied:
(BB1) (GC ×HC)/ diagHC is spherical as a (GC ×HC)-space.
(BB2) GC/BH is spherical as a GC-space.
(BB3) GC has an open orbit in GC/BG ×GC/BH via the diagonal action.
(BB4) There are finitely many GC-orbits in GC/BG ×GC/BH via the diagonal action.
It follows from [13, Lemmas 4.2 and 5.3] that we have the implication
(BB)⇒ (PP).
Among the pairs (g, h) in Theorem 1.3 satisfying (PP), we list the pairs (g, h)
satisfying (BB) as follows:
Proposition 1.6. Suppose (g, h) is a reductive symmetric pair. Then the following
conditions are equivalent:
(i) (g, h) satisfies (BB).
(ii) The pair of the Lie algebras (g, h) is isomorphic (up to outer automorphisms) to
the direct sum of pairs (A), (B) and (F1) – (F5).
Remark 1.7. The classification in Theorem 1.3 (or in the “irreducible case”, see
Theorem 2.1) was known earlier in the following special cases:
1) (g, h) complex pairs: (BB) ⇔ (F1) or (F2) (M. Kra¨mer [17]).
2) rankRG = 1: (PP) ⇔ (E1) – (E4) (B. Kimelfeld [8]).
2) (g, h) = (g′ + g′, diag g′) (“group case”): (PP) ⇔ (G1) or (G2) ([10]).
Concerning Remark 1.7 (2), neither the concept (PP) nor a minimal parabolic
subgroup of H appeared in [8], but one might read (E1)–(E4) from his work. The
case (1) (“strong Gelfand pairs”) was studied in connection with finite-dimensional
representations of compact Lie groups, and the “group case”(3) with the tensor product
of two (infinite-dimensional) representations, see Corollary 9.6 for more details.
The significance of these geometric conditions (PP) and (BB) is their applications
to branching problems of infinite-dimensional representations of real reductive groups
G to subgroups H :
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Fact 1.8 ([13, Theorems C and D]). Suppose G is a real reductive Lie group, and H a
reductive subgroup defined algebraically over R.
1) (Finite-multiplicity for branching) The pair (G,H) satisfies (PP) if and only if
dimHomH(π|H, τ) <∞
for any admissible smooth representation π of G and for any admissible smooth
representation τ of H.
2) (Bounded-multiplicity for branching) The pair (G,H) satisfies (BB) if and only
if there exists a constant C <∞ such that
dimHomH(π|H , τ) ≤ C
for any irreducible smooth representation π of G and for any irreducible smooth
representation τ of H.
In Section 9 we review briefly some basic notion on admissible smooth representa-
tions of real reductive groups and discuss applications of our classification results to
branching problems in details.
Organization of the paper. We give an outline of the proof of Theorem 1.3 in
Section 2 by dividing it into five steps. Sections 3 to 8 are devoted to the proof of
Theorem 1.3 of the paper.
In Section 9 we explain our initial motivation for studying the real spherical prop-
erty (PP) from the viewpoint of the (infinite-dimensional) representation theory of
real reductive groups, and give an application of our geometric results to branching
problems of smooth admissible representations.
Notation: R+ := {t ∈ R : t > 0}, and R≥0 := {t ∈ R : t ≥ 0}.
Acknowledgement: The first author was partially supported by Grant-in-Aid for
Scientific Research (A)(25247006) JSPS.
2 Strategy of the proof
We give an outline of the proof of Theorem 1.3 by dividing it into five steps.
Step 1. Reduction to irreducible symmetric pairs.
A reductive symmetric pair (g, h) is said to be irreducible if g 6≃ R, h and if (g, h) is
not isomorphic to the direct sum of two reductive symmetric pairs (g1, h1) and (g2, h2).
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The proof of Theorem 1.3 reduces to the case where (g, h) is an irreducible symmetric
pair. This consists of two families up to outer automorphisms:
1) (group case) (g′ + g′, diag g′) with g′ simple.
2) (g, h) with g simple.
Therefore the task of this article is to carry out the following classification:
Theorem 2.1. For an irreducible symmetric pair (g, h), the following two conditions
are equivalent:
(i) (G×H)/ diagH is real spherical.
(ii) (g, h) is isomorphic to one of (C)–(H) up to outer automorphisms.
The main case is when g is simple. The “group case” (G) is relatively easy and the
classification of those satisfying (PP) was already given in [10], but we supply a proof
here for the sake of completeness.
Step 2. Condition (QP).
Suppose σ is an involutive automorphism of G. In general there is no σ-stable min-
imal parabolic subgroup of G. We introduce a condition (QP) which is slightly weaker
than (PP) by using a σ-stable parabolic subgroup (Subsection 3.1). The difference
between (QP) and (PP) is described as in Theorem 2.2 below.
Step 3. Linearization of (PP) and (QP).
We find a necessary and sufficient condition for a pair (G,H) to satisfy the con-
ditions (PP) (and also (QP)), by means of the open-orbit property of a certain linear
action (Theorems 3.3 and 3.4). The case (QP) is easier because the parabolic sub-
group Q is σ-stable, whereas the criterion of (PP) is more involved since the parabolic
subgroup PG (or its conjugate) is not necessarily σ-stable.
Step 4. The proof for (ii) ⇒ (i) in Theorem 1.3.
The proof is carried out in Sections 4, 5 and 6. We shall verify the existence of an
open orbit of the adjoint action of (MH ∩MG)AH in n−σ, by using the criterion of (PP)
in Step 3.
Section 5 deals with specific symmetric pairs in a case-by-case fashion, for instance,
(g, h) = (o(i + j, k + l), o(i, k) + o(j, l)). We use the invariant theory of quivers (Sub-
section 5.1). In the section we classify not only the irreducible symmetric pairs (g, h)
satisfying (PP) but also those satisfying (QP). See Theorem 2.2 below. Here is the
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precise place where the proof for (ii)⇒ (i) in Theorem 1.3 is given. We give two proofs
for some families of symmetric pairs (G,H).
Proposition 4.3 (F1)(F2)(F3)(F4)(F5)
Proposition 5.1 (E1)(E2)(E3)(F4)(F5)(H4)
Proposition 5.4 (F1)(F3)(H2)
Proposition 5.6 (F2)
Proposition 5.7 (H3)
Proposition 5.14 (H5)
Proposition 6.2 (E1)(E2)(E3)(E4)
Step 5. The proof for (i) ⇒ (ii) in Theorem 1.3.
The proof is carried out together with the classification of a larger set of the irre-
ducible symmetric pairs satisfying (QP). We divide irreducible symmetric pairs (g, h)
into the following three cases. Some of the results for concrete examples in Section 5
are used in Sections 7 and 8.
Case 5a. (Section 6) rankRH = 1.
Case 5b. (Section 7) rankRH ≥ 2, (g, gσθ) does not belong to Kε-family.
Case 5c. (Section 8) rankRH ≥ 2, (g, gσθ) belongs to Kε-family.
As a byproduct of the proof of Theorem 1.3, we obtain a complete list of the
irreducible symmetric pairs (g, h) satisfying (QP):
Theorem 2.2. Irreducible symmetric pairs satisfying (QP) but not satisfying (PP) are
listed as follows:
IR : (o(p+ 1, q), o(p) + o(1, q)) (p, q ≥ 2),
IC : (su(p+ 1, q), s(u(p) + u(1, q))) (p, q ≥ 2),
IH : (sp(p+ 1, q), sp(p) + sp(1, q)) (p, q ≥ 2)
II : (o(n+ 1,C), o(n, 1)) (n ≥ 4)
III : (o∗(2n+ 2), u(n, 1)) (n ≥ 4).
Outline of proof. We shall see in Proposition 6.2 that (g, h) satisfies (QP) if (g, h) is
one of IR, IC, IH, II or III. Parts of this assertion also follow from Proposition 5.1 when
(g, h) is IR, IC, or IH, and from Proposition 5.13 when (g, h) is III. The exhaustion of
this list is a crucial part of Step 5.
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By the classification in Theorem 2.2, we obtain
Corollary 2.3. For irreducible symmetric pairs (g, h) with rankR h ≥ 2, (PP)⇔ (QP).
3 Linearization of the open-orbit conditions (PP)
and (QP)
The goal of this section is to give a criterion for (PP) by linearization. The main result
is Theorem 3.3. The proof for the implication (ii) ⇒ (i) in Theorem 2.1 is carried out
by this criterion in later sections. In order to optimise the proof for the exhaustion
of the list (C)–(H), we introduce another geometric condition (QP), which is slightly
weaker than (PP). Then the condition (QP) becomes a stepping-stone in the proof of
the implication (i) ⇒ (ii) by removing most of the symmetric pairs (g, h) that do not
satisfy (PP). The condition (QP) is also linearized in Theorem 3.4. We shall further
analyze the condition (QP) in Propositions 3.9 and 3.11.
3.1 Parabolic subgroup Q associated to (G,H)
Let G be a real reductive linear Lie group. Suppose that σ is an involutive automor-
phism of G. The set Gσ := {g ∈ G : σg = g} of fixed points by σ is a closed subgroup
of G. We say (G,H) is a reductive symmetric pair if H is an open subgroup of Gσ for
some σ.
We take a Cartan involution θ of G commuting with σ, and set K := Gθ, a maximal
compact subgroup of G. The Lie algebras will be denoted by lower German letters such
as g, h, k, · · · , and we shall use the same letters σ and θ for the induced automorphisms
of the Lie algebra g. If τ is an involutive endomorphism of a real vector space V , then
τ is diagonalizable with eigenvalues ±1. We write the eigenspace decomposition as
V = V τ + V −τ
where V ±τ := {X ∈ V : τX = ±X}. With the above notation, h = gσ, k = gθ, and
g = gθ + g−θ is a Cartan decomposition of the Lie algebra g.
We fix a maximal abelian subspace aH in h
−θ, and extend it to a maximal abelian
subspace aG in g
−θ. The split rank of H will be denoted by
rankRH := dimR aH .
For α ∈ a∗G, we write
g(aG;α) := {X ∈ g : [H,X ] = α(H)X for H ∈ aG},
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and denote by Σ(g, aG) the set of nonzero α such that g(aG;α) 6= {0}. Similar notation
is applied to aH . Then the set of nonzero weights Σ(g, aH) satisfies the axiom of root
systems ([19, Theorem 2.1]) as well as Σ(g, aG). We choose compatible positive systems
Σ+(g, aG) and Σ
+(g, aH) in the sense that
α|aH ∈ Σ+(g, aH) ∪ {0} for any α ∈ Σ+(g, aG).
We write g(aG;α) and g(aH ;λ) for the root space of α ∈ Σ(g, aG) and λ ∈ Σ(g, aH),
respectively. We set
n :=
⊕
α|aH∈Σ
+(g,aH )
g(aG;α) =
⊕
λ∈Σ+(g,aH )
g(aH ;λ),
nG :=
⊕
α∈Σ+(g,aG)
g(aG;α).
Clearly n ⊂ nG. We remark that nG is not necessarily σ-stable, but n is σ-stable. So
we have a direct sum decomposition:
n = nσ + n−σ.
We write ∆(n±σ) for the set of aH-weights in n
±σ. Then we have
Σ+(g, aH) = ∆(n
σ) ∪∆(n−σ),
which is not disjoint in general. Let PG be the minimal parabolic subgroup of G that
normalizes nG, PG the opposite parabolic, and Q and Q the parabolic subgroups of
G corresponding to Σ+(g, aH) and −Σ+(g, aH), respectively. Then pH := q ∩ h is a
minimal parabolic subalgebra of h. We set
MG :=ZK(aG),
MH :=ZH∩K(aH),
AH := exp(aH),
L :=ZG(aH), LH := ZH(aH) =MHAH .
Then we have
Q =LN = L exp(n), PH = LHN
σ =MHAHN
σ.
We note PG ⊂ Q ⊃ PH and Q ∩ PG = L ∩ PG.
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In Introduction, we considered the following two properties:
(PP) PH has an open orbit on the real flag variety G/PG,
(BB) BH has an open orbit on the complex flag variety GC/BG.
We note that the conditions (PP) and (BB) are independent of coverings or connect-
edness of the groups, and depend only on the pair of the Lie algebras (g, h).
In addition to the properties (PP) and (BB), we consider
(QP) PH has an open orbit on the real generalized flag variety G/Q.
Among the three properties, we have:
Lemma 3.1. Let (g, h) be a symmetric pair. Then we have
1) (BB) ⇒ (PP) ⇒ (QP).
2) If rankRH = rankRG, then (PP) ⇔ (QP).
Proof. 1) The implication (BB) ⇒ (PP) follows from [13, Lemmas 4.2 and 5.3]. The
implication (PP) ⇒ (QP) is obvious because PG is conjugate to PG and PG ⊂ Q.
2) If aH = aG, then PG coincides with Q. Thus (PP) is equivalent to (QP).
Remark 3.2. 1) We defined (PP) and (BB) without assuming that (g, h) is a sym-
metric pair, however, we can define (QP) only for symmetric pairs (g, h).
2) The equivalence (PP) ⇔ (QP) holds also for any irreducible symmetric pair (g, h)
with rankRh ≥ 2 (see Corollary 2.3).
3.2 Criterion for (PP) and (QP)
We are ready to state a necessary and sufficient condition for the property (PP), and
that for (QP) in terms of the adjoint action of ZH(aH) =MHAH on n
−σ.
Theorem 3.3. The following two conditions are equivalent:
(i) (g, h) satisfies (PP).
(ii) (MH ∩MG)AH has an open orbit on n−σ via the adjoint action.
Theorem 3.4. Let (G,H) be a reductive symmetric pair. Then the following two
conditions are equivalent:
(i) (g, h) satisfies (QP).
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(ii) ZH(aH) =MHAH has an open orbit on n
−σ.
For the proof of Theorems 3.3 and 3.4, we need a basic structural result on the
centralizer of aH and aG, respectively.
Lemma 3.5. 1) Zh∩k(aH) ∩ Zk(aG) = Zh∩k(aG).
2) Zh∩k(aH) + Zk(aG) = Zk(aH).
3) Zg(aH) = Zh∩k(aH) + (Zg(aH) ∩ pG).
Proof. 1) Clear from aH ⊂ aG.
2) If α|aH = 0 then σθα = α, and therefore the involution σθ stabilizes g(aG;α) with
α|aH = 0. Thus we have a direct sum decomposition
g(aG;α) = g
σθ(aG;α) + g
−σθ(aG;α).
We claim that g−σθ(aG;α) = {0} for any α ∈ Σ(g, aG) with α|aH = 0. In fact, suppose
that a nonzero element X ∈ g(aG;α) satisfies σθX = −X . Then X + σX 6= 0 because
σX ∈ g(aG; σα) = g(aG;−α) and g(aG;α) ∩ g(aG;−α) = {0} if α 6= 0. On the other
hand,
X + σX = X − θX ∈ h−θ.
Since [aH , X + σX ] = {0}, it contradicts the maximality of aH as an abelian subspace
in h−θ. Thus we have shown the claim.
Therefore we have the following direct sum decomposition
Zg(aH) =
⊕
α|aH=0
g(aG;α) = g(aG; 0)⊕
⊕
α|aH=0
α6=0
gσθ(aG;α).
Taking the intersection with k, we get the identity
Zk(aH) =(g(aG; 0) ∩ k)⊕
⊕
α|aH=0,
α6=0
(gσθ(aG;α) ∩ k)
=Zk(aG) + Zh∩k(aH).
3) By the Iwasawa decomposition of the reductive subalgebra Zg(aH), we have
Zg(aH) = Zk(aH) + (Zg(aH) ∩ pG).
Combining this with the second statement, we have
Zg(aH) = Zh∩k(aH) + Zk(aG) + (Zg(aH) ∩ pG) = Zh∩k(aH) + (Zg(aH) ∩ pG)
because Zk(aG) ⊂ Zg(aH) ∩ pG.
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The following lemma is known ([2]), but we give a proof for the sake of completeness.
Lemma 3.6. Suppose N is a simply connected nilpotent Lie group with an involutive
automorphism σ.
1) The exponential map exp : n→ N induces bijections nσ ∼→ Nσ and n−σ ∼→ N−σ.
2) The following map is also bijective:
(3.1) nσ + n−σ → N, (X, Y ) 7→ expX exp Y.
Proof. 1) Since N is simply connected and nilpotent, the exponential map is bijective.
We write log : N → n for its inverse. Then, for the first statement, it is sufficient to
prove the surjectivity of the restriction n±σ → N±σ. Take an arbitrary y ∈ N such
that σ(y) = y±1. Then Y := log y satisfies exp(σY ) = exp(±Y ), whence σY = ±Y .
Thus exp : nσ → Nσ and n−σ → N−σ are both surjective.
2) Clearly the map (3.1) is injective. To see (3.1) is surjective, we take z ∈ N . Since
z−1σ(z) ∈ N−σ, we have Y := −1
2
log(z−1σ(z)) ∈ n−σ. We set x := z exp(−Y ). Then
xσ(x)−1 = z exp(−2Y )σ(z)−1 = e. Thus X := log(x) ∈ nσ and z = expX exp Y .
Hence we have shown that the map (3.1) is surjective, too.
Lemma 3.7. We let ZH(aH) =MHAH act linearly on n
−σ. Then the natural inclusion
n−σ
exp→ N−σ →֒ Q induces the following bijections:
n−σ/(MH ∩MG)AH ∼→ PH\Q/(L ∩ PG),(3.2)
n−σ/MHAH
∼→ PH\Q/L.(3.3)
Proof. It follows from Lemmas 3.5 and 3.6 that
Q = NL = NMH(L ∩ PG) =MHNσ exp(n−σ)(L ∩ PG).
Thus the map (3.2) is surjective, and so is (3.3).
1) Suppose two elements X1, X2 ∈ n−σ have the same image in (3.2). This means
that there exist lH ∈ LH = MHAH , nH ∈ Nσ, and l ∈ L ∩ PG such that xi = exp(Xi)
(i = 1, 2) satisfy x1 = lHnHx2l. Then we have
L ∋ l−1H l−1 = (l−1H x−11 lH)nHx2 ∈ N−σNσN−σ = N,
and therefore l = l−1H , nH = e, and l
−1
H x1lH = x2. Hence Ad(lH)X2 = X1. Since
lH = l
−1 belongs to
MHAH ∩ (L ∩ PG) = (MH ∩MG)AH ,
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the map (3.2) is injective.
2) The proof parallels to that for (3.2). The only difference is that l ∈ L instead of
the previous condition l ∈ L∩PG, and thus lH = l−1 belongs to MHAH ∩L =MHAH .
Hence X1 and X2 give the same equivalence class under the action of MHAH .
We are ready to complete the proof of Theorems 3.3 and 3.4.
Proof of Theorem 3.3. Since any minimal parabolic subgroup is conjugate to each other
by inner automorphisms, (PP) is equivalent to the existence of an open PH-orbit in
G/PG. By the Bruhat decomposition, the Q-orbit through the origin o = ePG in G/PG
is open dense because PG ⊂ Q. This open orbit is given by Q/(Q∩PG) = Q/(L∩PG)
as a homogeneous space of Q. Since Q contains PH , the condition (PP) is equivalent
to the existence of an open PH-orbit in Q/(L ∩ PG). By Lemma 3.7, this amounts to
the existence of an open (MH ∩MG)AH orbit in n−σ.
Proof of Theorem 3.4. The proof is similar to that for Theorem 3.3. In fact, since the
Q-orbit through the origin o = eQ inG/Q is open dense and given byQ/(Q∩Q) = Q/L,
the condition (QP) is equivalent to the existence of an open PH-orbit in Q/L, which in
turn is equivalent to the existence of an open MHAH-orbit in n
−σ by Lemma 3.7.
3.3 c-dual of symmetric pairs and (QP)
For a symmetric pair (g, h) defined by an involutive automorphism σ of g, we write
g = gσ + g−σ
for the eigenspace decomposition of σ with eigenvalues +1 and −1 as before. Then
h = gσ. We set
gc := gσ +
√−1g−σ.
Then the vector space gc carries a natural Lie algebra structure, and the pair (gc, h)
forms a symmetric pair by the restriction of the complex linear extension of σ to
gC = g⊗RC. The pair (gc, h) is called the c-dual of the symmetric pair (g, h). We note
that g is reductive if and only if gc is reductive.
Example 3.8. 1) The c-dual of the “group case” (g ⊕ g, diag g) is isomorphic to the
pair (gC, g) where the involution of gC is given by the complex conjugation with respect
to the real form g.
2) The complex symmetric pair (gC, hC) is self c-dual.
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Proposition 3.9. A reductive symmetric pair (g, h) satisfies (QP) if and only if the
c-dual (gc, h) satisfies (QP).
Proof. By the criterion in Theorem 3.4, the reductive symmetric pair (g, h) (respec-
tively, the c-dual (gc, h)) satisfies (QP) if and only if the group ZH(aH) has an open
orbit in n−σ (respectively, in
√−1n−σ). Since n−σ and √−1n−σ are isomorphic to each
other as modules of the group ZH(aH), we get the proposition.
Remark 3.10. An analogous statement to Proposition 3.9 does not hold for (PP) in
general.
3.4 Further properties for (QP)
In order to screen the symmetric pairs that do not satisfy (QP), it is convenient to find
a necessary condition for (QP) in terms of the restricted root system.
Here is the one that we frequently use in later sections:
Proposition 3.11. If (g, h) satisfies (QP), then elements of ∆(n−σ) are linearly inde-
pendent. In particular, we have
(3.4) rankRH ≥ #∆(n−σ),
where #∆(n−σ) denotes the cardinality of the weights of aH in n
−σ without counting
the multiplicities.
The converse statement of Proposition 3.11 is not true; however, we shall see
that the condition (3.4) is a fairly good criterion for (QP). For example if (G,H) =
(SO∗(2p+2q), SO∗(2p)×SO∗(2q)) then the condition (3.4) is equivalent to (QP) except
for (p, q) = (2, 2), see Proposition 5.7.
For λ ∈ a∗H = HomR(aH ,R), let χλ be the one-dimensional real representation of
the abelian group AH given by
χλ(exp Y ) = exp〈λ, Y 〉 for Y ∈ aH ,
and write Rλ (≃ R) for the representation space of χλ.
To prove the proposition, we need the following elementary lemma:
Lemma 3.12. Let F be a finite subset of a∗H . If AH has an open orbit in the vector
space
⊕
λ∈F Rλ, then F consists of linearly independent elements. In particular, #F ≤
dim aH .
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We return to the proof of Proposition 3.11:
Proof of Proposition 3.11. Since aH is a maximal abelian subspace in h
−θ, we have
ZH(aH) = MHAH with MH = ZH∩K(aH) compact. We equip n
−σ with an MH-inner
product such that the decomposition
n−σ ≃
⊕
λ∈∆(n−σ)
g−σ(aH ;λ)
is orthogonal to each other.
Let Oλ be the orthogonal group of the subspace g
−σ(aH ;λ). Then the quotient
space of g−σ(aH ;λ) by Oλ is given by the “half line”:
g−σ(aH ;λ)/Oλ ≃ (Rλ)≥0.
Since the compact groupMH preserves the inner product on n
−σ, we have a natural
surjective map between the quotient spaces of n−σ:
n−σ/MH → n−σ/(
∏
λ∈∆(n−σ)
Oλ) ≃
∏
λ∈∆(n−σ)
(g−σ(aH ;λ)/Oλ) ≃
∏
λ∈∆(n−σ)
(Rλ)≥0.
Then if ZH∩K(aH)AH has an open orbit in n
−σ via the adjoint representation, then AH
has an open orbit in the quotient of n−σ by MH . Therefore AH has an open orbit in∏
λ∈∆(n−σ)
(Rλ)≥0 ⊂
⊕
λ∈∆(n−σ)
Rλ,
too. Applying Lemma 3.12, we conclude that the elements of ∆(n−σ) are linearly
independent and therefore, #∆(n−σ) ≥ dim aH = rankRH . Hence the proposition is
proved.
Next we analyze the inequality (3.4) in Proposition 3.11. For this, we denote by
WH the Weyl group of the restricted root system Σ(h, aH). Then WH acts on the finite
set ∆(n−σ) ∪ (−∆(n−σ)), and consequently, we have an obvious inequality
2#∆(n−σ) ≥ #(WH · λ)
for any λ ∈ ∆(n−σ). Hence the inequality (3.4) implies that for any λ ∈ ∆(n−σ), we
have
(3.5) 2 dim aH ≥ #(WH · λ).
The inequality (3.5) gives strong constraints on both the root system ∆(h, aH) and
∆(n−σ). Let us examine (3.5) in an abstract setting (corresponding to the case where
h is simple) as follows:
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Lemma 3.13. Let ∆ be an irreducible root system on a vector space E, and W the
Weyl group of ∆. If there exists λ ∈ E \ {0} such that
(3.6) 2 dimE ≥ #(W · λ),
then ∆ is a classical root system. For an (irreducible) classical root system ∆, we take
a standard basis and the set Π of simple roots as follows:
Case 1 :∆ = An, Π = {αi = ei − ei+1 : 1 ≤ i ≤ n} in Rn/R(e1 + · · ·+ en+1),
Case 2 :∆ =


Bn, Π = {αi = ei − ei+1 : 1 ≤ i ≤ n− 1} ∪ {αn = en},
Cn, Π = {αi = ei − ei+1 : 1 ≤ i ≤ n− 1} ∪ {αn = 2en},
Dn, Π = {αi = ei − ei+1 : 1 ≤ i ≤ n− 1} ∪ {αn = en−1 + en}.
Here we assume n ≥ 1 for ∆ = An, n ≥ 2 for ∆ = Bn, n ≥ 3 for ∆ = Cn, and n ≥ 4
for ∆ = Dn.
Then λ satisfying (3.6) must be of the following form:
λ ∈ Rei/(R(e1 + · · ·+ en+1)) for some i (1 ≤ i ≤ n+ 1) in Case 1,
λ ∈ Rei for some i (1 ≤ i ≤ n) in Case 2.
Proof. For a root system ∆, we consider the minimum cardinality of W -orbits defined
by
c(∆) := inf
λ∈E\{0}
#(W · λ).
Let us compute c(∆). For this, we fix a positive system ∆+, and write Π = {α1, · · · , αn}
for the set of simple roots, and {ω1, · · · , ωn} for the set of fundamental weights. In
order to compute the cardinality of the orbit W · λ, we may assume λ ∈ C+ \ {0}
without loss of generality, where C+ is the dominant chamber defined by
C+ := {
n∑
i=1
aiωi : a1, · · · , an ≥ 0}.
We define a partial order on C+ by
λ ≻ µ if λ− µ ∈ C+.
We denote by Wλ the isotropy subgroup of W at λ ∈ E. Then #(W · λ) = #W/#Wλ.
If λ, µ ∈ C+ satisfies λ ≻ µ, then there is an inclusion relation Wλ ⊂ Wµ, and therefore
#W · λ ≥ #W · µ. Thus #W · λ attains its minimum only if λ lies in the most
singular part of the Weyl chamber, namely, only if λ ∈ R+ωi (1 ≤ i ≤ n). In this case,
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Wλ coincides with the Weyl group W (li) of the Levi part li of the maximal parabolic
subgroup defined by the simple root αi. Thus we have
c(∆) =
#W
max1≤i≤n#W (li)
.
This formula yields the explicit value of c(∆) as in the table below, and also tells
precisely when #W · λ attains its minimum.
∆ An Bn Cn Dn e6 e7 e8 f4 g2
c(∆) n + 1 2n 2n 2n 27 56 240 24 6
Table 3.1: c(∆) for simple root systems ∆
For ∆ = An, we label simple roots as indicated. Then by a simple computation, we
see that #W (li) attains its maximum n! at i = 1 and i = n, and #W/#W (li) > 2n for
2 ≤ i ≤ n−1. Thus the inequality (3.6) holds for λ ∈ C+ \ {0} if and only if λ ∈ R+ω1
or R+ωn, namely, λ ∈ R+e1 or λ ∈ R−en+1 mod R(e1 + · · ·+ en+1).
For ∆ = Bn (n ≥ 2), Cn (n ≥ 3), or Dn (n ≥ 4), #W (li) attains its maximum only
at i = 1, and the inequality (3.6) is actually the equality when λ ∈ Rω1.
For exceptional root systems ∆, it is immediate from Table 3.1 that (3.6) does not
hold. Hence Lemma 3.13 is proved.
We end this section with an easy-to-check necessary condition for (QP) when
rankRG = rankRH . Proposition 3.14 below will be used in Section 8 when we deal with
exceptional Lie algebras. For a real reductive Lie group G with a Cartan involution θ,
we take a maximal abelian subspace aG in g
−θ and fix a positive system Σ+(g, aG) as
before. We set
m(G) := max
α∈Σ(g,aG)
dimR g(aG;α),(3.7)
n(G) :=
∑
α∈Σ+(g,aG)
dimR g(aG;α).(3.8)
We note that n(G) is equal to the dimension of the real flag variety G/PG.
Proposition 3.14. Assume rankRG = rankRH. If the symmetric pair (G,H) satisfies
(QP), then
(3.9) n(G)− n(H) ≤ m(G) rankRH.
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Proof. Since aH = aG by the real rank assumption, we have
m(G)#∆(n−σ) ≥ dim n−σ = n(G)− n(H).
Hence the inequality (3.9) implies rankRH ≥ #∆(n−σ). Thus Proposition 3.14 follows
from Proposition 3.11.
4 Strong Gelfand pairs and their real forms
This section focuses on (BB), which is much stronger than (PP) for real reductive pair
(g, h) in general unless both g and h are quasi-split Lie algebras. We begin with the
“complex case”. In this case the condition (BB) is also referred to as a strong Gelfand
pair.
Proposition 4.1. Suppose that (g, h) is a symmetric pair such that g is a complex
simple Lie algebra and h is a complex subalgebra. Then the following three conditions
are equivalent:
(i) The pair (g, h) satisfies (PP).
(ii) The pair (g, h) satisfies (BB).
(iii) (g, h) is isomorphic to (sl(n + 1,C), gl(n,C)) or (so(n + 1,C), so(n,C)) up to
outer automorphisms.
Proof. The equivalence (ii) ⇔ (iii) was proved by Kra¨mer [17]. Since any minimal
parabolic subgroup is a Borel subgroup for complex reductive Lie groups, the equiva-
lence (i) ⇔ (ii) is obvious.
Alternatively, the proof of Proposition 4.1 is covered by special cases of our propo-
sitions in later sections:
Proposition 5.6 (o(m+ n,C), o(m,C) + o(n,C)).
Proposition 6.2 rankRH = 1.
Proposition 7.2 rankRH ≥ 2 or (g, h) 6≃ (o(m+ n,C), o(m,C) + o(n,C)).
See also Propositions 5.4 and 5.12 for an alternative and direct proof for the pairs
(sl(m+ n,C), s(gl(m,C) + gl(n,C))) and (sp(m + n,C), sp(m,C) + sp(n,C)), respec-
tively.
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Remark 4.2. In [3, 17], the pair (so(8,C), spin(7,C)) also appears in the classification.
However, it is isomorphic to the pair (so(8,C), so(7,C)) by an outer automorphism of
so(8,C). The automorphism arises from the triality of D4 (see also Lemma 5.15).
Since the condition (BB) is determined by the complexification of the pair (g, h),
we have:
Proposition 4.3. Let (g, h) be an irreducible symmetric pair. Then the following two
conditions are equivalent:
(i) (g, h) satisfies (BB).
(ii) (g, h) is isomorphic to (F1)– (F5).
Remark 4.4. The “group case” (g′ + g′, diag g′) satisfying (BB) is either g′ ≃ sl(2,R)
or g′ ≃ sl(2,C) when g′ is simple. They are included as special cases of (F2) and (F5):
(sl(2,R) + sl(2,R), diag sl(2,R)) ≈(o(2, 2), o(2, 1))
≈(o(2, 1) + o(2, 1), diag o(2, 1)).
(sl(2,C) + sl(2,C), diag sl(2,C)) ≃(so(4,C), so(3,C))
≃(o(3, 1) + o(3, 1), diag o(3, 1)).
5 Some classical and exceptional cases
In this section, we deal with some classical symmetric pairs (G,H) in matrix forms
and one exceptional symmetric pair. Classical symmetric spaces have parameters such
as i, j, k and l in (G,H) = (O(i+ j, k + l), O(i, k)×O(j, l)). We determine for which
parameters they satisfy (PP) or (QP) by using the criteria, Theorems 3.3 and 3.4. The
cases we treat in Section 5 cover (C)–(H) in Theorem 1.3 except for (E4) (see Step 4
in Section 2). In particular, the implication (ii) ⇒ (i) in Theorem 2.1 is proved in this
section except for (E4). The case (E4) will be treated in Section 6 together with other
symmetric pairs (g, h) with rankR h = 1.
5.1 (G,H) = (U(i+ j, k + l;F), U(i, k;F)× U(j, l;F))
The open orbit properties (BB), (PP), and (QP) do not change if we replace (G,H) by
their coverings, connected components, or the quotients (G/Z,H/H ∩ Z) by a central
subgroup Z of G. Thus, we shall treat the disconnected group O(p, q) rather than the
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connected group SO0(p, q), and the reductive group U(p, q) rather than the semisimple
group SU(p, q).
The goal of this subsection is to prove the following:
Proposition 5.1. Let (G,H) := (U(i+ j, k + l;F), U(i, k;F)× U(j, l;F)) with F = R,
C or the quarternionic number field H. Suppose that l ≤ min{i, j, k}.
1) The pair (G,H) satisfies (QP) if and only if
l = 0 and min(i, j, k) = 1.
2) The pair (G,H) satisfies (PP) if and only if
l = 0 and min(j, k) = 1.
In particular, Proposition 5.1 proves the implication (ii) ⇒ (i) in Theorem 1.3 for
(E1), (E2), (E3), (F4), (F5), and (H4).
In order to prove Proposition 5.1, we begin with the following:
Lemma 5.2. If (G,H) satisfies (QP), then l = 0.
Proof. By Theorem 3.4, (QP) is equivalent to the existence of an open orbit of MHAH
on n−σ. Then the idea of the proof of the lemma is to find a non-trivial MHAH-
invariant function on n−σ for l > 0. By a simple matrix computation, we have natural
isomorphisms of groups and vector spaces:
MHAH ≃(F×)min(i,k) × U(|i− k|,F)× (F×)l × U(j − l,F),
n−σ ≃M(i, l;F)⊕M(j,min(i, k);F).
Via these identifications, the adjoint action of an element (a, A, b, B) ∈MHAH on the
vector space n−σ is given as
(5.1) (X, Y ) 7→


(

a
A

Xb−1,

b
B

Y a−1) for i ≥ k,
(aXb−1,

b
B

Y a−1) for i ≤ k.
In the above formula, we have identified b ∈ (F×)l with a diagonal matrix in GL(l,F),
and likewise for a ∈ (F×)min(i,k).
According to the partition j = l+(j− l), we write Y ∈M(j,min(i, k);F) as a block
matrix Y =
(
Y ′
∗
)
with Y ′ ∈M(l,min(i, k);F).
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Consider the matrix XY ′ ∈ M(i,min(i, k);F). In view of the formula (5.1) of the
MHAH-action on n
−σ, the (1, 1)-component of XY ′, to be denoted by z, is transformed
as
z 7→ a1za−11 ,
where a1 ∈ F× is the first component of a. This formula means that the real algebraic
function
ψ : n−σ → R, (X, Y ) 7→ |z|2
is MHAH-invariant. Clearly, ψ is non-zero if l > 0. Hence MHAH cannot have an open
orbit in n−σ if l > 0.
To complete the proof of Proposition 5.1 we need the following elementary lemma:
Lemma 5.3. Suppose 0 ≤ p′ ≤ p and p, q ≥ 1. We let S := U(1,F)p′ × U(p− p′,F)×
(F×)q act on M(p, q;F) by
X 7→
(
a
A
)
Xb−1 for (a, A, b) ∈ L and X ∈M(p, q;F).
Then the group S has an open orbit in M(p, q;F) if and only if p = 1 or (q = 1 and
p′ = 0).
Proof. First we observe that (F×)q acts on the quotient space U(p,F)\M(p, q;F) from
the right. This action has an open orbit if and only if p = 1 or q = 1 by the Gauss
decomposition for U(p,F)\M(p, q;F). Hence the equivalence assertion of Lemma 5.3
is proved for p′ = 0. What remains to prove is that there is no open orbit if p′ > 0 and
q = 1, but this is obvious.
Proof of Proposition 5.1. 1) By Lemma 5.2, we may and do assume l = 0. Then the
group
MHAH ≃ (F×)min(i,k) × U(|i− k|,F)× U(j,F) ∋ (a, A,B)
acts on n−σ ≃ M(j,min(i, k);F) by Y 7→ BY a−1. We observe that the second factor
U(|i−k|,F) ofMHAH acts trivially on n−σ. Then by the criterion in Theorem 3.4, the
first statement follows as a special case of Lemma 5.3 with p = j and q = min(i, k).
2) We need to prove that (PP) holds if l = 0 and min(j, k) = 1, and fails if l = 0, = 1
and min(j, k) > 1. We shall use Theorem 3.3 and Lemma 5.3.
Case 2-1. k = 1. Then rankRH = rankRG (= 1), and therefore (QP) is equivalent
to (PP) by Lemma 3.1 (2). Hence (PP) holds.
Case 2-2. j = 1. We apply Lemma 5.3 with p = 1 and q = min(i, k) to conclude that
the action of (MH ∩MG)AH has an open orbit in n−σ ≃ Fmin(i,k).
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Case 2-3. i = 1. We apply Lemma 5.3 with p = j, p′ = min(j, k − 1) and q = 1 to
conclude that the action of (MH ∩MG)AH does not have an open orbit if j, k > 1.
Hence the proof of Proposition 5.1 is completed.
5.2 (G,H) = (GL(p+ q,F), GL(p,F)×GL(q,F))
Next we treat the symmetric pair (G,H) = (GL(p + q,F), GL(p,F) × GL(q,F)) for
F = R, C and H. Surprisingly, the property (PP) behaves uniformly for all F = R, C
and H for this pair. In contrast, that the property (BB) behaves differently for F = H
(see Remark 5.5 below).
Proposition 5.4. Let p, q ≥ 1 and
(G,H) = (GL(p+ q,F), GL(p,F)×GL(q,F)), F = R, C or H.
Then the following three conditions are equivalent:
(i) The pair (G,H) satisfies (QP).
(ii) The pair (G,H) satisfies (PP).
(iii) min(p, q) = 1.
Remark 5.5. For min(p, q) = 1, (G,H) satisfies (BB) if and only if F = R or C. In
fact, for F = H, the complexified Lie algebra
(gC, hC) ≃ (gl(2(p+ q),C), gl(2p,C) + gl(2q,C))
cannot be a strong Gelfand pair (see Proposition 4.1).
Proof of Proposition 5.4. Via the isomorphisms
MHAH ≃ (F×)p+q, n−σ ≃M(p, q;F),
the adjoint action ofMHAH on n
−σ is given as the action of (F×)p×(F×)q onM(p, q;F)
by the left and right multiplication.
If p, q ≥ 2, then
M(p, q;F)→ R, X 7→ |X11X22|2/|X12X21|2
is well-defined on an open dense subset of M(p, q;F) and is invariant by the action of
(F×)p × (F×)q, and thus there is no open orbit.
Conversely, if q = 1, then clearly (F×)p has an open orbit in Fp, and so doesMHAH
in n−σ. Thus the equivalence (i) ⇔ (iii) follows from Theorem 3.4.
Since rankRH = rankRG, the equivalence (i) ⇔ (ii) holds. Hence Proposition is
proved.
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5.3 (G,H) = (O(m+ n,C), O(m,C)× O(n,C))
The main goal of this section is to prove the following proposition. The equivalence
(i) ⇔ (ii) ⇔ (iii) is a special case of Proposition 4.1. We shall use Proposition 5.6 in
Proposition 7.2.
Proposition 5.6. Let
(G,H) = (O(m+ n,C), O(m,C)× O(n,C)) with m,n ≥ 1.
Then the following four conditions are equivalent:
(i) The pair (G,H) satisfies (QP).
(ii) The pair (G,H) satisfies (PP).
(iii) m = 1, n = 1 or (m,n) = (2, 2).
(iv) rankRH ≥ #∆(n−σ).
Proof. The equivalence (iii) ⇔ (iv): From the table below, we see that (g, h) satisfies
(iv) if and only if m = 1, n = 1, or (m,n) = (1, 2).
m n rankRH #∆(n
−σ)
2p+ 1 2q + 1 p+ q 2pq + p + q
2p+ 1 2q p+ q 2pq + q
2p 2q p+ q 2pq
5.4 (G,H) = (O∗(2p+ 2q), O∗(2p)×O∗(2q))
The goal of this subsection is to prove the following:
Proposition 5.7. Let
(G,H) = (O∗(2p+ 2q), O∗(2p)×O∗(2q)) with p, q ≥ 1.
The following three conditions are equivalent:
(i) The pair (G,H) satisfies (QP).
(ii) The pair (G,H) satisfies (PP).
(iii) min(p, q) = 1.
In particular, Proposition 5.7 shows the implication (ii) ⇒ (i) in Theorem 1.3 for
(H3).
In order to give a proof of the implication (i) ⇒ (iii) in Proposition 5.7, we use
Proposition 3.11. For this, we need:
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Lemma 5.8. rankRH ≥ #∆(n−σ) if and only if min(p, q) = 1 or (p, q) = (2, 2).
Proof. Lemma 5.8 is an immediate consequence of the formulae:
rankR aH = [
p
2
] + [
q
2
] and #∆(n−σ) = [
pq
2
].
Proof of Proposition 5.7. The implication (ii)⇒ (i) holds in general by Lemma 3.1 (1).
By Lemma 5.8 and Proposition 3.11, (QP) holds only if min(p, q) = 1 or (p, q) = (2, 2).
What remains to prove is:
• (QP) fails if (p, q) = (2, 2).
• (PP) holds if q = 1.
In view of the isomorphism of symmetric pairs:
(o∗(8), o∗(4) + o∗(4)) ≃ (o(2, 6), o(2, 2) + o(4)),
the first claim is regarded as a special case of Proposition 5.1, which we have already
proved.
To see the second claim, suppose q = 1. Then we have the following natural
isomorphisms of groups and vector spaces, respectively:
MHAH ≃

(H
×)
p
2 × T (p:even),
(H×)
p−1
2 × T2 (p:odd),
(MH ∩MG)AH ≃(H×)[
p
2
] × T,
n−σ ≃H[ p2 ].
Via these isomorphisms, the adjoint action of the first factor of (MH ∩MG)AH on n−σ
is given by the natural action of (H×)[
p
2
] on H[
p
2
], which has obviously an open dense
orbit. By Theorem 3.3, we conclude that (PP) holds if q = 1.
Hence the proof of Proposition 5.7 is completed.
5.5 (G,H) is of type (Cn, An)
In this subsection, we treat the reductive symmetric pairs (g, h) that have the following
three properties:
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The root system Σ(g, aH) is of type Cn,(5.2)
The root system Σ(h, aH) is of type An,(5.3)
Either m+(λ) = 0 of m−(λ) = 0 for each λ ∈ Σ(g, aH).(5.4)
Here we define
m±(λ) = dimR g
±σ(aH ;λ).
The main results of this subsection are Propositions 5.9 and 5.11.
Proposition 5.9. Let (G,H) be one of the following symmetric pairs:
(U(n, n;F), GL(n,F)) F = C or H,
(Sp(n,R), GL(n,R)),
(O∗(4n), GL(n,H)).
Then the following three conditions are equivalent:
(i) The pair (G,H) satisfies (QP).
(ii) The pair (G,H) satisfies (PP).
(iii) n = 1.
To begin with, we observe the following:
Lemma 5.10. The three families of symmetric pairs (g, h) in Proposition 5.9 satisfy
(5.2), (5.3), and (5.4).
Proof. We take the standard basis {e1, · · · , en} of a∗H such that Σ(h, aH) = {±(ei−ej) :
1 ≤ i < j ≤ n}. We set d = dimR F. Then the pair of multiplicities
(
m+(λ)
m−(λ)
)
is given
as follows:
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g h ei − ej ei + ej 2el
u(n, n;F) gl(n,F)
(
d
0
) (
0
d
) (
0
d− 1
)
sp(n,R) gl(n,R)
(
1
0
) (
0
1
) (
0
1
)
so∗(4n) gl(n,H)
(
4
0
) (
0
4
) (
0
1
)
Table 5.1: (m+(λ), m−(λ)) for symmetric pairs of type (Cn, An)
The lemma is clear from Table 5.1.
Proof of Proposition 5.9. By (5.2), (5.3) and (5.4), #∆(n−σ) is equal to half the dif-
ference of the cardinalities of roots in Cn and An, namely,
#∆(n−σ) =
1
2
(2n2 − (n2 − n)) = 1
2
n(n+ 1).
Therefore, the inequality rankRH ≥ #∆(n−σ) amounts to n ≥ 12n(n + 1), namely,
n = 1. By Proposition 3.11, we have shown the implication (i) ⇒ (iii).
The equivalence (i)⇔ (ii) follows from Lemma 3.1 (2) because rankRH = rankRG.
Finally, the implication (iii) ⇒ (i) is included in a special (and easy) case of other
families, which we have already shown to satisfy (PP). In fact,
(u(1, 1), gl(1,C)) ≃ (o(2, 1), o(1, 1)) + (R,R),
(sp(1, 1), gl(1,H)) ≃ (o(1, 4), o(1, 1) + o(3)),
(sp(1,R), gl(1,R)) ≃ (o(2, 1), o(1, 1)),
(o∗(4), gl(1,H)) ≃ (o(3), o(3))⊕ (o(1, 2), o(1, 1)).
We know that the symmetric pairs in the right-hand side satisfy (PP) as special cases
of Proposition 5.1. Thus we have proved Proposition 5.9.
We end this subsection with the symmetric pair (U(n, n;F), GL(n,F)) for F = R,
which was excluded from Proposition 5.9 as a “degenerate case”.
Proposition 5.11. Let (G,H) = (O(n, n), GL(n,R)) (n ≥ 2). Then (QP)⇔ (PP)⇔
n = 2 or 3.
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Proof. The root multiplicities are given in the first row of Table 5.1. We observe
that the long roots ±2el do not appear because d = 1 for F = R. As a result,
we have #∆(n−σ) = 1
2
n(n − 1), and the inequality rankRH ≥ #∆(n−σ) amounts to
n ≥ 1
2
n(n−1), namely, n = 2 or 3. Thus we have proved the implications (PP)⇔(QP)
⇒ n = 2 or 3 by Proposition 3.11.
Conversely, for n = 2, 3, we observe the following isomorphisms:
(o(2, 2), gl(2,R)) ≃ (o(1, 2), o(1, 2))⊕ (o(1, 2), o(1, 1)),
(o(3, 3), gl(3,R)) ≃ (sl(4,R), gl(3,R)).
They satisfy (PP) as special cases of Propositions 5.1 and 4.3, respectively.
5.6 (G,H) = (Sp(p+ q,F), Sp(p,F)× Sp(q,F)), F = R or C
Proposition 5.12. Let p, q ≥ 1 and
(G,H) = (Sp(p+ q,F), Sp(p,F)× Sp(q,F)), F = R or C.
Then (QP) ⇔ (PP) ⇔ (p, q) = (1, 1).
Proof. Take the standard basis {f1, · · · , fp+q} of a∗H = a∗G such that
∆(n−σ) = {fi ± fj : 1 ≤ i ≤ p, p+ 1 ≤ j ≤ p+ q}.
Then the inequality rankRH ≥ #∆(n−σ) amounts to p + q ≥ 2pq, which holds only if
(p, q) = (1, 1). Therefore, if (G,H) satisfies (QP), then (p, q) = (1, 1) by Theorem 3.4
and Proposition 3.11. Conversely, if (p, q) = (1, 1), then
(sp(2,R), sp(1,R) + sp(1,R)) ≃ (o(3, 2), o(2, 2)),
(sp(2,C), sp(1,C) + sp(1,C)) ≃ (o(5,C), o(4,C)),
which satisfy (PP) as we have seen in Propositions 5.1 and 5.6, respectively. Hence
Proposition 5.12 is proved.
5.7 (G,H) = (O∗(2p+ 2q), U(p, q))
As a final example of classical symmetric pairs, we consider (g, h) = (o∗(2p+2q), u(p, q))
which is the c-dual of the symmetric pair (o(2p+ 2q), u(p, q)).
Proposition 5.13. Let
(G,H) = (O∗(2p+ 2q), U(p, q)) with p ≥ q ≥ 1.
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1) The pair (G,H) satisfies (QP) if and only if q = 1.
2) The pair (G,H) satisfies (PP) if and only if (p, q) = (3, 1), (2, 1) or (1, 1).
Proof. We take the standard basis {e1, · · · , eq} of a∗H such that
Σ(g, aH) ⊂ {±ei ± ej : 1 ≤ i < j ≤ q} ∪ {±el,±2el : 1 ≤ l ≤ q}.
The inclusion is actually the equality if and only if p > q. Further, the root multiplic-
ities m±(λ) are given according to the parity of p+ q as follows:
Case 1. p ≡ q mod 2.
λ ±ei ± ej ±el ±2el
m+(λ) 2 2(p− q) 1
m−(λ) 2 2(p− q) 0
Case 2. p ≡ q + 1 mod 2.
λ ±ei ± ej ±el ±2el
m+(λ) 2 2(p− q + 1) 1
m−(λ) 2 2(p− q + 1) 0
Thus we can take a positive system such that
∆(n−σ) = {±ei ± ej : 1 ≤ i < j ≤ q} (∪{±el : 1 ≤ l ≤ q} for p > q).
Hence the inequality rankRH ≥ #∆(n−σ) implies
q ≥

q(q − 1) for p = q,q(q − 1) + q for p > q.
By Proposition 3.11, if (G,H) satisfies (QP) then (p, q) = (2, 2) or q = 1.
Conversely, suppose that (p, q) = (2, 2). In view of the isomorphism
(o∗(8), u(2, 2)) ≃ (o(6, 2), o(4, 2) + o(2)),
we see that (G,H) does not satisfy (QP) by Proposition 5.1 (1).
Suppose now that q = 1. Then rankRH = 1, and we shall show in Proposition 6.2
that (G,H) satisfies (QP) for any p and (PP) for p ≤ 3 (see III in Table 6.2). This
completes the proof of Proposition 5.13.
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5.8 (g, h) = (e6(−26), so(9, 1) + R)
The exceptional real Lie algebra g := e6(−26) is a simple Lie algebra with the following
property:
k ≃ f4(−52) and rankR g = 2.
The goal of this subsection is to prove the following:
Proposition 5.14. Let (G,H) be a symmetric pair with Lie algebras
(g, h) = (e6(−26), so(9, 1) + R).
Then (G,H) satisfies (PP) and (QP).
We begin with the Lie algebra g = e6(−26). Then the Lie algebra mG = Zk(aG) ≃
so(8) acts on n ≃ R24 via the adjoint action as the direct sum of the following three
non-isomorphic 8-dimensional irreducible representations:
highest weight
Natural representation i λ1 = (1, 0, 0, 0),
Half spin representation spin+ λ2 =
1
2
(1, 1, 1, 1),
Half spin representation spin− λ3 =
1
2
(1, 1, 1,−1).
Here the highest weights are expressed by means of the standard basis of D4 as in the
proof of Lemma 3.13.
These representations are the differentials of the representations of Spin(8), to be
denoted by the same letters i, spin+, and spin−, respectively, which in turn induce three
actions on the 7-dimensional sphere S7 ≃ (R8 − {0})/R>0. We need the following:
Lemma 5.15. Let Spin(8) act diagonally on the direct product manifold S7 × S7 via
any choice of two distinct 8-dimensional representations among i, spin+, and spin−.
Then the action is transitive.
Proof. The automorphism of the Dynkin diagram D4 gives rise to the triality in
Spin(8). We denote by σ the outer automorphism of Spin(8) of order three corre-
sponding to the outer automorphism of D4 as described in the figure below.
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e3 + e4
e3 − e4
e2 − e3e1 − e2
Then σ induces the permutation of the set {λ1, λ2, λ3}, by λ1 7→ λ2 7→ λ3 7→ λ1,
and thus the representations i, spin+, and spin− are mutually equivalent by the outer
automorphism group of Spin(8) (triliality of D4). Hence, without loss of generality, we
may and do assume that Spin(8) acts on S7 × S7 via i⊕ spin+.
First, we consider the action of Spin(8) on the first factor S7 via the natural rep-
resentation Spin(8)
i→ SO(8), which is a transitive action and gives rise to a natural
diffeomorphism Spin(8)/Spin(7) ≃ S7.
Second, we consider the action of the isotropy subgroup Spin(7) on the second
factor S7 via the following composition:
Spin(7) →֒ Spin(8) spin+→ SO(8).
This action is again transitive, and giving a natural diffeomorphism Spin(7)/G2 ≃ S7.
Thus we have shown that Spin(8) acts transitively on S7 × S7 via i⊕ spin+.
For the Lie algebra h = o(9, 1) + R, the adjoint action of the Lie algebra mH on
nσ = n ∩ h is isomorphic to the natural representation of so(8) on R8.
We are ready to complete the proof of Proposition 5.14.
Proof of Proposition 5.14. Since rankRH = rankRG (= 2), (PP) is equivalent to (QP)
by Lemma 3.1.
The identity component (MH)0 of MH is isomorphic to Spin(8), and the adjoint
action of (MH)0 on n
−σ ≃ n/nσ is isomorphic to the spin representation spin+ ⊕ spin−
of Spin(8) on R16 = R8⊕R8. Thus it induces a transitive action of Spin(8) on S7×S7
by Lemma 5.15. On the other hand, since there are two distinct weights of aH on n
−σ,
we conclude that the adjoint action of MHAH has an open dense orbit in n
−σ ≃ R16.
By Theorem 3.4, (G,H) satisfies (QP).
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6 Symmetric pair (G,H) with rankRH = 1
Since a minimal parabolic subgroup of a compact Lie group K is K itself, the following
proposition is obvious by the Iwasawa decomposition G = KAGN = KPG:
Proposition 6.1. Any Riemannian symmetric pair (G,K) satisfies (PP) and (QP).
Among reductive symmetric pairs (G,H), the Riemannian symmetric pair is charac-
terized by the condition rankRH = 0. In this section, as the “next case” of Proposition
6.1, we highlight the case where rankRH = 1 and we give a classification of (g, h)
satisfying (PP), see (E1)–(E4), (G2), or (H1), in Theorem 1.3.
In Table 6.1, we give a list of all irreducible symmetric pairs (g, h) with rankR h =
1. Since (g, h) and its c-dual (gc, h) have the same root multiplicities m±(λ) =
dim g±σ(aH ;λ), we write them in the same row. Some of the symmetric pairs are
labelled as IR, I
c
R
, · · · , for which we give more detailed data in Table 6.2. We are now
ready to state the main result of this section. This completes the proof of Theorems
1.3 and 2.2 for the classification of (g, h) with (PP) and (QP), respectively, under the
assumption that rankRH = 1.
Proposition 6.2. Suppose (G,H) is an irreducible symmetric pair with rankRH = 1.
1) The following two conditions (i) and (ii) on the pair (G,H) are equivalent:
(i) The pair (G,H) satisfies (QP).
(ii) The pair (g, h) is one of IF, I
c
F
(F = R, C, H, or O), II, IIc, III or IIIc.
2) The following two conditions (iii) and (iv) of the pair (G,H) are equivalent:
(iii) The pair (G,H) satisfies (PP).
(iv) The pair (g, h) is one of Ic
R
, Ic
C
, Ic
H
, Ic
O
, IIc, IIIc, IF (F = R,C,H) with p = 0
or q = 1, II with m = 1, 2, or III with m = 1, 2.
Proof. We divide the proof into three steps.
Step 1. For the implication (i)⇒ (ii), we apply Proposition 3.11. Since rankRH = 1,
if (G,H) satisfies (QP), then m−(λ) +m−(2λ) ≤ 1 by (3.4). In light of Table 6.1, we
have shown that (i) implies (ii).
Step 2. In order to prove the equivalence (iii) ⇔ (iv), it is sufficient to deal with
symmetric pairs (G,H) satisfying (QP) because (PP) implies (QP) (see Lemma 3.1).
In particular, we may assume that (G,H) satisfies (ii) by Step 1. For the pairs (g, h)
satisfying (ii), we give a list of the vector spaces n−σ on which the subalgebras (mH ∩
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mG)+aH ⊂ mH +aH act via the adjoint representation in Table 6.2. For IF (F = R, C,
or H) in this table, the action of u(|p− q|;F) on Fq is trivial if p ≥ q and is the natural
action on the first factor of the decomposition Fq = Fq−p ⊕ Fp if q ≥ p. In view of this
table, we see that (MH ∩MG)AH has an open orbit in n−σ if and only if (iv) holds.
Hence the equivalence (iii) ⇔ (iv) follows from Theorem 3.3.
Step 3. The converse implication (i) ⇐ (ii) follows from Step 2 and Proposition 3.9
because Ic
F
, IIc, and IIIc are the c-duals of IF, II, and III, respectively.
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Table 6.1: Irreducible symmetric pairs (g, h) with rankR h = 1
g
gc
h
(
m+(λ) m+(2λ)
m−(λ) m−(2λ)
)
IR
Ic
R
so(p+ 1, q + 1)
so(p+ q + 1, 1)
so(q) + so(p+ 1, 1)
(
p 0
q 0
)
IC
Ic
C
u(p+ 1, q + 1)
u(p+ q + 1, 1)
u(q) + u(p+ 1, 1)
(
2p 1
2q 0
)
IH
Ic
H
sp(p + 1, q + 1)
sp(p + q + 1, 1)
sp(q) + sp(p+ 1, 1)
(
4p 3
4q 0
)
IO = I
c
O
f4(−20) so(8, 1)
(
0 7
8 0
)
sl(m+ 2,R)
sl(m+ 1,R)
so(m+ 1, 1)
(
m 0
m 1
)
sp(m+ 2,R)
sp(m+ 1,R)
u(m+ 1, 1)
(
2m 1
2m 2
)
f4(4)
f4(−20)
sp(2, 1) + su(2)
(
4 3
4 4
)
II
IIc
so(m+ 2,C)
h+ h
so(m+ 1, 1)
(
m 0
m 0
)
sl(m+ 2,C)
h+ h
su(m+ 1, 1)
(
2m 1
2m 1
)
sp(m+ 2,C)
h+ h
sp(m+ 1, 1)
(
4m 3
4m 3
)
f4(C)
h+ h
f4(−20)
(
8 7
8 7
)
III
IIIc
so∗(2m+ 4)
so(2m+ 2, 2)
u(m+ 1, 1)
(
2m 1
2m 0
)
su∗(2m+ 4)
su(2m+ 2, 2)
sp(m+ 1, 1)
(
4m 3
4m 1
)
e6(−26)
e6(−14)
f4(−20)
(
8 7
8 1
)
sl(3,C) so(3,C)
(
2 0
2 2
)
su(3, 3)
su∗(6)
so∗(6)
(
4 1
4 3
)
e6(2)
e6(−26)
sp(3, 1)
(
8 3
8 5
)
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Table 6.2: Irreducible symmetric pairs with (QP) and rankR h = 1
(mH ∩mG) + aH mH + aH n−σ
IR o(|p− q|) + R
Ic
R
o(q) + o(p) + R
o(q) + o(p) + R Rq
IC u(|p− q|) + (
√−1R)min(p,q) + R
Ic
C
u(q) + u(p) + C
u(q) + u(p) + C Cq
IH sp(|p− q|) + sp(1)min(p,q) + R
Ic
H
sp(q) + sp(p) +H
sp(q) + sp(p) +H Hq
IO = I
c
O
spin(7) + R spin(7) + R R8
II T[
m
2
] + R
IIc o(m) + R
o(m) + R Rm
III sp(1)[
m
2
] + C
IIIc u(m) + R
u(m) + C Cm
7 Associated symmetric pairs of non-Kε-family
In this section and the next section, we complete the proof of the classification of
symmetric pairs (g, h) satisfying (PP) (or (QP)) and rankRH ≥ 2. For this, we make
use of the Kε-family introduced in [18] (See Definition 7.1 below), which is a fairly
large class of reductive symmetric pairs.
We recall that if a reductive symmetric pair (g, h) is defined by an involutive auto-
morphism σ of g then we can define another involution σθ by taking a Cartan involution
θ commuting with σ. The symmetric pair (g, gσθ) is called the associated symmetric
pair of (g, h) ≡ (g, gσ). Our strategy is based on the following ideas.
(1) Very few pairs (g, h) ≡ (g, gσ) satisfy (QP) if (g, gσθ) does not belong to the
Kε-family (Proposition 7.2).
(2) rankRG = rankRH if (g, g
σθ) belongs to the Kε-family.
In this section we treat the case where the associated symmetric pair (g, gσθ) does not
belong to the Kε-family, and in the next section we discuss the opposite case where
(g, gσθ) belongs to the Kε-family. To be more precise, let us review the definition of
Kε-family. Suppose aG is a maximal abelian subspace of g
−θ as before.
Definition 7.1. A map ε : Σ(g, aG) ∪ {0} → {±1} is said to be a signature if
ε(α+ β) = ε(α)ε(β) for any α, β and α + β ∈ Σ(g, aG) ∪ {0}.
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We note that ε(0) = 1 and ε(α) = ε(−α) for any α ∈ Σ(g, aG). We define another
involution θε by
θε(X) := ε(α)θ(X) for X ∈ g(aG;α),
and set kε := {X ∈ g : θε(X) = X}. If ε ≡ 1 then kε = k. The reductive symmetric
pairs {(g, kε) : ε is a signature} are called the Kε-family.
Here is the main result of this section:
Proposition 7.2. Let (G,H) be an irreducible symmetric pair defined by an involution
σ. Assume that the following two conditions are fulfilled:
The associated pair (g, gσθ) does not belong to the Kε-family.(7.1)
rankRH > 1.(7.2)
Then either rankRH < #∆(n
−σ) or
(7.3) (g, h) is a symmetric pair treated in Propositions 5.1, 5.6 and 5.7.
In particular, there is no irreducible symmetric pair (g, h) with (7.1) and (7.2) other
than those listed in Propositions 5.1, 5.6 and 5.7.
Proof. Suppose (g, gσθ) does not belong to the Kε-family. Then by using the classifi-
cation [19, Table V] and by computing the correspondence (g, h) ≡ (g, gσ) ↔ (g, gσθ),
we observe that either H is a simple Lie group up to a compact torus or (7.3) holds.
From now on, we assume that the irreducible symmetric pair (g, h) satisfies (7.1)
and (7.2) but does not satisfy (7.3). Then the restricted root system Σ(h, aH) is
irreducible. Then, by Lemma 3.13, the condition rankRH ≥ #∆(n−σ) gives strong
constraints on both the irreducible root system Σ(h, aH) and the set ∆(n
−σ), namely,
rankRH ≥ #∆(n−σ) implies that Σ(h, aH) is one of type Bl, Cl, Dl or BCl and that
∆(n−σ) is contained in either {±ei : 1 ≤ i ≤ l} or {±2ei : 1 ≤ i ≤ l}. Furthermore,
m−(λ) ≤ 1 and m−(λ)m−(2λ) = 0 for all λ.
In turn, in view of the classification of irreducible symmetric pairs satisfying (7.1)
and the formulae for the multiplicities m−(λi) and m
−(2λi) in [19, Table V], we see
that this does not happen. To verify it, we remark that the role of (g, gσ) and (g, gσθ)
in their table is opposite to our notation here, but the role of the multiplicities m±(λ)
is the same. With this remark in mind, we obtain the following small list from [19,
Table V] by picking up those having the above constraints on Σ(h, aH) and ∆(n
−σ)
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and by skipping those belonging to the families in Proposition 5.1, 5.6 and 5.7:
g gσθ gσ = h
sl(4,R) sl(2,C) +
√−1R sp(2,R)
su(2, 2) so∗(4) sp(2,R)
so∗(8) so∗(4) + so∗(4) u(2, 2)
so(4, 4) u(2, 2) u(2, 2)
sl(4,C) su∗(4) sp(2,C)
However, these exceptional cases are actually included in the family of symmetric pairs
in Propositions 5.1 and 5.6 via the following isomorphisms:
(sl(4,R), sp(2,R)) ≃(so(3, 3), so(3, 2)),
(su(2, 2), sp(2,R)) ≃(so(4, 2), so(3, 2)),
(so∗(8), u(2, 2)) ≃(so(6, 2), so(4, 2) + so(2)),
(so(4, 4), u(2, 2)) ≃(so(4, 4), so(4, 2) + so(2)),
(sl(4,C), sp(2,C)) ≃(so(6,C), so(5,C)).
Thus we have proved that rankRH < #∆(n
−σ) if (7.1), and (7.2) are satisfied and if
(7.3) is not satisfied.
8 Associated symmetric pairs of Kε-family
In this section we consider irreducible symmetric pairs (g, h) ≡ (g, gσ) such that the
associated symmetric pair (g, gσθ) belongs to the Kε-family. In this case, rankRH =
rankRG holds from the definition of Kε-family, and consequently, the condition (QP)
is equivalent to (PP) by Lemma 3.1.
Let gC be the complexification of g. For a simple Lie algebra g over R, gC is a
complex simple Lie algebra if and only if g itself does not carry a complex Lie algebra
structure. We divide the proof into the following three cases:
Case 1. gC is not simple.
Case 2. gC is a simple classical Lie algebra.
Case 3. gC is a simple exceptional Lie algebra.
In Case 1, the pair (g, h) was treated in Proposition 4.3. In fact, g is a complex
simple Lie algebra. Further, gσθ is a real form of g as noted in [18, Appendix], and
consequently h = gσ is a complex Lie subalgebra. Hence (g, h) is a complex symmetric
pair such that rank h = rank g.
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Case 2. Suppose that gC is a classical simple Lie algebra.
By the classification of Kε-family (see [19, Table 1]), the pair (g, h) is one of the
following pairs up to the center of g.
(gl(p+ q,F), gl(p,F) + gl(q,F)), F = R,H,
(sp(p+ q,R), sp(p,R) + sp(q,R)),
(u(n, n;F), gl(n,F)), F = R,C,H,
(sp(n,R), gl(n,R)),
(so∗(4n), gl(n,H)),
or the following two families
(u(i+ j, k + l;F), u(i, k;F) + u(j, l;F)), F = R,C,H,
(o∗(2p+ 2q), o∗(2p) + o∗(2q)).
In the last two cases, the condition that (g, gσθ) belongs to the Kε-family imposes
certain constraints on the parameters (e.g. pq is even in the last case).
The first five cases were treated in Propositions 5.4, 5.12, 5.9, and 5.11. The last
two cases are covered by Propositions 5.1 and 5.7 without constraints on parameters,
respectively. Thus there is no “new” symmetric pair (g, h) that satisfies (QP).
Case 3. gC is an exceptional simple Lie algebra.
In this case, we prove the following:
Proposition 8.1. Let (g, h) ≡ (g, gσ) be a symmetric pair such that its associated
symmetric pair (g, gσθ) belongs to the Kε-family. If gC is a simple exceptional Lie
algebra, then the following three conditions are equivalent:
(i) (g, h) satisfies (QP).
(ii) (g, h) satisfies (PP).
(iii) (g, h) is either (e6(−26), so(9, 1) + R) or (f4(−20), so(8, 1)).
Proof. The equivalence (i) ⇔ (ii) holds because rankRG = rankRH . We have already
proved the implication (iii) ⇒ (ii) in Propositions 5.14 and 6.2. The remaining impli-
cation (i) ⇒ (iii) is deduced from the following two lemmas.
Lemma 8.2. The symmetric pair (e6(−14), so(8, 2) +
√−1R) does not satisfy (QP).
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Proof. We take the standard basis {e1, e2} of a∗H = a∗G in such a way that Σ+(h, aH) =
{e1, e2, e1 ± e2}. Then the root multiplicities m±(λ) are given as follows:
λ ± ei (i = 1, 2) ± 2ei (i = 1, 2) ± e1 ± e2
m+(λ) 6 0 1
m−(λ) 0 1 7
Thus ∆(n−σ) = {2e1, 2e2, e1 ± e2}, and #∆(n−σ) = 4 > rankRH = 2. Now the lemma
follows from Proposition 3.11.
For the remaining cases, we use Proposition 3.14 as an easy-to-check sufficient
condition for (QP). We obtain the following:
Lemma 8.3. Let g be an exceptional simple Lie algebra and (g, h) a symmetric pair
such that its associated symmetric pair belongs to the Kε-family. Then the inequality
(3.9) holds if and only if the pair (g, h) is one of the following:
(e6(−14), so(8, 2) +
√−1R), (e6(−26), so(9, 1) + R), (f4(−20), so(8, 1)).
Proof. In Table 8.1, we list all the symmetric pairs (g, h) ≡ (g, gσ) such that gC is an
exceptional simple Lie algebra and that (g, gσθ) belongs to the Kε-family. In this table,
we also list the datam(G) (see (3.7)); n(G), n(H) (see (3.8)), and rankRG(= rankRH).
Now Lemma 8.3 follows from the computation of the signature of n(G) − n(H) −
m(G)rankRH .
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Table 8.1: Exceptional symmetric pairs (g, h) ≡ (g, gσ) with (g, gσθ) in Kε-family
G rankRG m(G) n(G) H n(H) m(G) rankRG v.s. n(G)− n(H)
sl(6,R) + sl(2,R) 16 6 < 20
e6(6) 6 1 36
so(5, 5) + R 20 6 < 16
so(6, 4) +
√−1R 20 8 < 16
e6(2) 4 2 36
su(3, 3) + sl(2,R) 16 8 < 20
su(5, 1) + sl(2,R) 10 16 < 20
e6(−14) 2 8 30
so(8, 2) +
√−1R 14 16 = 16
e6(−26) 2 8 24 so(9, 1) + R 8 16 > 8
sl(8,R) 28 7 < 35
e7(7) 7 1 63 so(6, 6) + sl(2,R) 31 7 < 32
e6(6) + R 36 7 < 27
so(8, 4) + su(2) 28 16 < 32
e7(−5) 4 4 60
so∗(12) + sl(2,R) 28 16 < 32
e6(−26) + R 24 24 < 27
e7(−25) 3 8 51
so(10, 2) + sl(2,R) 19 24 < 32
so(8, 8) 56 8 < 64
e8(8) 8 1 120
e7(7) + sl(2,R) 64 8 < 56
so(12, 4) 44 32 < 64
e8(−24) 4 8 108
e7(−25) + sl(2,R) 52 32 < 56
so(5, 4) 16 4 < 8
f4(4) 4 1 24
sp(3,R) + sl(2,R) 10 4 < 14
f4(−20) 1 8 15 so(8, 1) 7 8 = 8
g2(2) 2 1 6 sl(2,R) + sl(2,R) 2 2 < 4
9 Applications to branching problems
This section is devoted to applications of our classification results (Theorem 1.3 and
Proposition 1.6) to branching problems of real reductive groups. Given an irreducible
representation π of G, we wish to understand how the representation π behaves as a
representation of a subgroup H (branching problems). Basic quantities are the dimen-
sion of continuous H-homomorphisms
m(π, τ) := dimHomH(π|H , τ),
for irreducible representations τ of H . Concrete analysis of the restriction π|H could be
reasonably developed under the condition that m(π, τ) < ∞. However, the finiteness
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of the multiplicities does not always hold even when H is a maximal subgroup of G
(see [9, 11] for good behaviors and bad behaviors of the restriction π|H). The initial
motivation of our work is to single out a nice framework on the pair (G,H) of reductive
groups for which we could expect that the branching laws π|H behave reasonably for
arbitrary irreducible representations π.
9.1 Admissible smooth representations
We begin with a quick review of some basic notion of (infinite-dimensional) continuous
representations of real reductive groups.
Suppose G is a real reductive linear Lie group (or its finite cover) and K is a
maximal compact subgroup.
Let π be a continuous representation of G on a complete, locally convex vector
space H. The space H∞ of C∞-vectors of (π,H) is naturally endowed with Fre´chet
topology, and we obtain a continuous representation π∞ of G on H∞.
Suppose that (π,H) is of finite length, in other words, suppose that there are only
finitely many closed invariant subspaces in H. We say π is admissible (or K-admissible)
if
dimHomK(τ, π|K) <∞
for any irreducible finite-dimensional representation τ ofK. For an admissible represen-
tation (π,H) such that H is a Banach space, we say (π∞,H∞) is an admissible smooth
representation. By the Casselman–Wallach globalization theory, there is a canonical
equivalence of categories between the category of (g, K)-modules of finite length and
the category of admissible smooth representations of G. An admissible smooth rep-
resentation is sometimes referred to as a smooth Fre´chet representation of moderate
growth ([21, Chapter 11]). An irreducible admissible smooth representation of G is
said to be an irreducible smooth representation for simplicity throughout this article.
9.2 Finite multiplicity property in branching laws
Suppose that G is a real reductive linear Lie group and H is a reductive subgroup de-
fined algebraically over R. In what follows, the results remain true if we replace (G,H)
by their finite coverings or by their finite-index subgroups. Following the terminology
in [13], we formulate a finite-multiplicity property on the pair (G,H) for the restriction
of admissible representations:
(FM) (Finite-multiplicity property) dimHomH(π|H, τ) <∞, for any admissible smooth
representation π of G and for any admissible smooth representation τ of H .
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Here HomH( , ) denotes the space of continuous H-homomorphisms.
As a direct consequence of Theorem 1.3 and Fact 1.8 , we obtain a complete classi-
fication of the reductive symmetric pairs (G,H) having the finite-multiplicity property
(FM).
Theorem 9.1. Suppose (G,H) is a reductive symmetric pair. Then the following two
conditions are equivalent:
(i) (G,H) satisfies the finite-multiplicity property (FM) for the restriction of admis-
sible smooth representations.
(ii) The pair (g, h) of Lie algebras is isomorphic to the direct sum of the pairs (A)–(H)
in Theorem 1.3 up to outer automorphisms.
Remark 9.2. Here are some features of the implication (ii) ⇒ (i) in Theorem 9.1 for
the following special settings among (A)–(H):
1) For the pairs (B) and (C), the finite-multiplicity property (FM) is obvious because
π is a finite-dimensional representation.
2) For the pairs (D) (i.e. H = K), the finite-multiplicity property (FM) is trivial
by the definition of admissible representations. (However, there are a number
of equivalent conditions on admissibility, and the proof of Fact 1.8 given in [13]
is not a tautology for H = K but includes a microlocal proof of the classical
fact that quasisimple irreducible representations are admissible, which was first
proved by Harish-Chandra [7].)
3) For the pairs (F), we have a uniform estimate of the multiplicities, as we shall
see in Subsection 9.3.
4) For the pairs (G), i.e., (G,H) = (G′ × G′, diagG′), the finite-multiplicity prop-
erty (FM) can be interpreted as the finiteness of linearly independent invariant
trilinear forms, see Subsection 9.4.
Remark 9.3. The property (FM) is a condition on the pair (G,H) of groups that
assures the finiteness of the multiplicity m(π, τ) for arbitrary π and τ . On the other
hand, we may discuss a condition on the triple (G,H, π) for which m(π, τ) is finite
for arbitrary τ . This direction was pursued in [9] under the additional assumption of
discrete decomposability of branching laws (referred to as H-admissible restriction),
and the classification theory has been recently studied in [14, 15], particularly for
“relatively small” infinite-dimensional representations π ofG (e.g., Zuckerman’s derived
functor modules, minimal representations, etc.).
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9.3 Uniformly bounded multiplicities
In addition to the aforementioned finite-multiplicity property (FM), we consider the
following two properties on a pair of reductive groups (G,H):
(BM) (Bounded-multiplicity restriction) There exists a constant C <∞ such that
dimHomH(π|H , τ) ≤ C,
for any irreducible smooth representation π of G and for any irreducible smooth
representation τ of H .
(MF) (Multiplicity-free restriction)
dimHomH(π|H , τ) ≤ 1
for any irreducible smooth representation π of G and for any irreducible smooth
representation τ of H .
Clearly, we have (MF) ⇒ (BM) ⇒ (FM). Fact 1.8 is summarized by the following
equivalences in the vertical direction:
(MF) ⇒ (BM)⇒(FM) · · ·Representation Theory
[13, Theorem D] m m [13, Theorem C]
(BB) ⇒(PP) · · ·Geometry of flag varieties
We note that the properties (FM) and (BM) depend only on the Lie algebras (g, h).
Moreover, the bounded-multiplicity property (BM) depends only on the complexified
Lie algebra (gC, hC), as was proved in [13]. On the other hand, the multiplicity-
free property (MF) is not determined by the pair of Lie algebras (g, h), but de-
pends on the groups G and H . For example, the best constant C = 2 if (G,H) =
(SL(2,R), SO(1, 1)) and C = 1 if (G′, H ′) = (O(2, 1), O(1, 1)) although the Lie alge-
bras (g, h) and (g′, h′) are isomorphic to each other.
As a corollary of Fact 1.8 and Proposition 4.3, we have a classification of symmetric
pairs (g, h) satisfying the property (BM):
Corollary 9.4. Suppose (g, h) is a real reductive symmetric pair. Then the following
three conditions are equivalent:
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(i) For any real reductive Lie groups G ⊃ H with Lie algebras g ⊃ h, respectively,
the pair (G,H) satisfies the bounded multiplicity property (BM) for restriction.
(ii) There exists a pair of (possibly disconnected) real reductive Lie groups G ⊃ H
such that (G,H) satisfies the multiplicity-free property (MF) for restriction.
(iii) The pair of the Lie algebras (g, h) is isomorphic (up to outer automorphisms) to
the direct sum of pairs (A), (B) and (F1) – (F5).
The implication (ii) ⇒ (i) is obvious as mentioned. The equivalence (i) ⇔ (iii) is
given in [13, Theorem D]. The implication (iii) ⇒ (ii) was proved in Sun–Zhu [20].
(Thus there are two different proofs for the implication (iii) ⇒ (i).) As a more refined
form of the implication (iii)⇒ (ii), Gross and Prasad [6] formulated a conjecture about
the restriction of an irreducible admissible tempered representation of an inner form
G of the group O(n) over a local field to a subgroup which is an inner form O(n− 1)
(cf. (F2) and (F4) for the Archimedean field).
Example 9.5. For the pair (G,H) = (O(n + 1, 1), O(n, 1)), the space HomH(π|H, τ)
of continuous H-homomorphisms was classified in [16] for all spherical principal series
representations π and τ of G and H , respectively. This corresponds to a special case of
(F5) in Corollary 9.4. The classification was based on the explicit orbit decomposition
[16, Chapter 5]
G\(G×G)/(PG × PG) ≃ PG\G/PG,
and a meromorphic family of H-intertwining operators were constructed for each orbit.
9.4 Invariant trilinear forms
A special case of a symmetric pair is the group case
(G,H) = (G′ ×G′, diagG′),
for which the branching problem deals with the decomposition of the tensor product
of two irreducible representations of the group G′.
Furthermore, the pair (G′ × G′, diagG′) satisfies (PP) if and only if the homoge-
neous space (G′ ×G′ ×G′)/ diagG′ is a real spherical variety in view of the following
isomorphism:
(PG′ × PG′ × PG′)\(G′ ×G′ ×G′)/ diagG′ ≃ (PG′ × PG′)\(G′ ×G′)/PG′.
By these observations, we can interpret Theorem 9.1 and Corollary 9.4 in the fol-
lowing form (cf. [10]):
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Corollary 9.6. Suppose G is a simple Lie group. Then the following three conditions
on G are equivalent:
(i) For any triple of admissible smooth representations π1, π2, and π3 of G,
dimHomG(π1 ⊗ π2, π3) <∞.
(ii) For any triple of admissible smooth representations π1, π2 and π3 of G, the space
of invariant trilinear forms is finite-dimensional:
dimHomG(π1 ⊗ π2 ⊗ π3,C) <∞.
(iii) Either G is compact or g is isomorphic to o(n, 1) (n ≥ 2).
Corollary 9.7. Suppose G is a simple Lie group. Then the following three conditions
on G are equivalent:
(i) There exists a constant C <∞ such that
dimHomG(π1 ⊗ π2, π3) ≤ C,
for any irreducible smooth representations π1, π2, and π3 of G.
(ii) There exists a constant C <∞ such that
dimHomG(π1 ⊗ π2 ⊗ π3,C) ≤ C,
for any irreducible smooth representations π1, π2, and π3 of G.
(iii) The Lie algebra g is isomorphic to one of su(2) ≃ o(3), su(1, 1) ≃ sl(2,R) ≃
o(2, 1) or sl(2,C) ≃ o(3, 1).
Built on the nice properties in Corollary 9.6, a meromorphic family of invariant
trilinear forms of principal series representations of the Lorentz group O(n, 1) was
studied in [4].
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