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Abstract
In this note we study a modified version of the “Elementary Type Conjecture” for pro-p Galois
groups. To be precise, let Gp(F) be the Galois group of the maximal Galois p-extension of a field F
containing a primitive pth root of unity. Under some natural assumptions concerning valuation rings
of F (and also orderings of F when p = 2), we prove that Gp(F) can be obtained from suitable
closed subgroups using a finite number of free pro-p products and semidirect products.
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1. Introduction
Fix a prime number p and let F be a field containing a primitive pth root of unity.
Denote by Gp(F) the Galois group of the maximal p-extension F(p) of F . It has been
conjectured that if Gp(F) is (topologically) finitely generated, then Gp(F) can be built
from some “basic” pro-p groups by iterating two group theoretical operations. This is the
so-called elementary type conjecture; see, e.g., [11] and [12] for details when p = 2. The
basic groups are Zp , Demushkin pro-p groups and Z/2Z if p = 2. The operations used are
free products and certain semidirect products in the category of pro-p groups. We propose
to deal with a simplified version of this conjecture.
Before we state our results in more detail, let us fix some notations which are used
throughout the paper.
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512 A.J. Engler / Journal of Algebra 274 (2004) 511–522Write F˙ and F˙ p to represent the multiplicative groups of nonzero elements and nonzero
pth powers of F , respectively. By a localizer of F we shall mean either a valuation ring of
F with residue field of characteristic = p or, in case p = 2, the positive cone of an ordering
of F . A pair (F,A) is called locally closed if either A is a p-henselian valuation ring of F ,
or (when p = 2) F is euclidean and A is the positive cone of the ordering of F .
Our aim is to show that Gp(F) can be constructed following the process described in
the first paragraph, where in addition to the listed basic groups we also consider Gp(L),
for locally closed extensions (L,A′) of F inside F(p).
For each localizer of F we write (A)= (1+mA)F˙ p if A is a valuation with maximal
ideal mA, and (A)= A if A is a positive cone.
Localizers are compared as follows. We say that a localizer B is coarser than a
localizer A (or A is finer than B) if either: A ⊂ B , for valuation rings A and B ,
(B) ⊂ (A) if A is a cone and B is a valuation ring, or A = B if both A and B are
cones. This order relation on the set of localizers of F will be discussed in more detail in
Section 2.
Next we characterize the pro-p groups which will be suitable for this work. A family
A = {A1, . . . ,Am} of localizers of F which form an anti-chain with respect to the order
relation defined above will be called an anti-chain.
Definition 1. We first define the basic groups. We say that a pro-p group G is A-basic if
one of the following conditions holds:
• G is either a free group or an abelian torsion-free group.
• G ∼= Gp(L) for some extension L of F inside F(p) which is locally closed for a
localizer A′ that extends Ai , i.e., A′ ∩ F =Ai , for some 1 i  n.
We now define A-admissible groups recursively:
(i) Every A-basic group G is A-admissible.
(ii) If G1, . . . ,Gm are A-admissible groups, then so is their free pro-p product G1 ∗ · · · ∗
Gm.
(iii) If G = G1G2 is a semidirect product, where G1 is an abelian and torsion-free closed
subgroup of G and G2 is A-admissible, then G is an A-admissible group.
Therefore the class of A-admissible groups is the class of all pro-p groups which can
be obtained from A-basic groups by repeating the process of taking free pro-p products
and semidirect group extensions a finite number of times.
It is worth mentioning that a group G of the above type (iii) is realizable as Gp(F),
for some field F , only if G2 is realizable as Galois group and the action of G2 on G1 is
of “cyclotomic” nature (see [4, §1] or [7, Proposition 1.1]). In this case G is realizable
for some p-henselian field F . Furthermore, since A-basic groups are realizable as Galois
groups and free pro-p products of realizable groups are also realizable, we can conclude
that A-admissible groups are realizable as Galois groups, under the above assumptions on
groups of type (iii).
We can now formulate our main theorem:
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(A1)∩ · · · ∩ (An)= F˙ p . Then Gp(F) is A-admissible.
Therefore the elementary type conjecture holds for a field F as in the above theorem if
it holds for every residue field of every localizer Ai which is a valuation ring. For example,
if every Ai is a cone, the hypothesis of the theorem implies that F is a pythagorean field
with finitely many orderings. For these fields the result is well known [5, Theorem 3.1].
Our results depend on the case where A is a family of localizers of F which
induce different topologies on F , which is also well known ([10, Theorem 4.3], or
[2, Proposition 4.3]).
In the next section we recall general properties of localizers. In Section 3 we prove the
above theorem and we also state the necessary conditions to get the particular case where
Gp(F) is a free pro-p product.
Throughout the paper we assume that every subgroup of a pro-p group is closed and
that every homomorphism is continuous.
We hope that this paper will be a contribution to the study of the conjecture mentioned
above. Moreover our theorems generalize several known results about the decomposition
of Gp(F) as a free pro-p product under stricter assumptions.
Finally, we mention that if F has characteristic p, then Gp(F) is known to be a free
pro-p group.
2. On localizers
For every valuation ring A, denote by A∗, mA, kA = A/mA, πA, ΓA and vA the group
of units of A, the maximal ideal, the residue field, the canonical homomorphism, the value
group and a valuation corresponding to A, respectively.
Recall that for each localizer A we write (A) = (1 +mA)F˙ p for a valuation ring A
and (A)= A for a positive cone. For every valuation ring A, kA has characteristic = p,
by assumption.
We say that a locally closed pair (L,A′) is a local closure of (F,A) in F(p) if
L⊂ F(p), A′ ∩F =A and the pair (L,A′) is minimal with these properties, i.e., if (K,B)
is locally closed, F ⊂ K ⊂ L and B ∩ F = A, then K = L and B = A′. A local closure
(L,A′) of (F,A) in F(p) can also be described as follows: for a valuation ring A let C be
an extension of A to F(p). Then L is the decomposition field of C over F and A′ = C ∩L
[6, p. 110]. If p = 2 and A is a positive cone, there are maximal ordered extensions
(L,A′) of (F,A) inside F(2), by Zorn’s lemma. Due to the maximality of (L,A′), one has
A′ = L˙2. Therefore L˙ = L˙2 ∪−L˙2 and F(2)= L(√−1 ). Thus |G2(F )| = 2 and G2(F )
is one of the groups listed as basic at the beginning of the paper.
For future use we state the following fact.
Lemma 1. Let (H,A′) be a local closure of (F,A) in F(p). Then H˙ p ∩F =(A).
Proof. In case p = 2 and A is a cone, H˙ = H˙ 2 ∪ −H˙ 2, hence the statement is true. If
A is a valuation ring, the relative version of Hensel’s lemma [1, 1.2] yields (A′)⊂ H˙ p,
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an immediate extension of (F,A) [6, Theorem 15.8, p. 112]. (Every element of H can be
written in the form xy for some x ∈ F˙ and y ∈ 1+mA′ .) ✷
The preceding lemma has the following immediate consequence, which shows that only
localizers with (A) = F˙ have to be considered.
Corollary 2.1. Let A be a valuation ring of a field F such that (A) = F˙ . Then a local
closure (H,A′) of (F,A) satisfies H = F(p).
We shall next recall some more facts about the coarsening relation defined in the
introduction. For a positive cone B let L(B) be the set of all valuation rings of F
which are coarser than B . Then L(B) forms a chain under inclusion and has a smallest
element given by the convex hull V (B) of Q in F . Recall (see [14, Theorem 2.6]) that
V (B)= {x ∈ F | there is q ∈Q such that q ± x ∈B}.
Proposition 2.1. Let p = 2, A be valuation ring of F and B be a cone. Take (H,A′) to be
a local closure of (F,A). Then the following conditions are equivalent:
(a) A is coarser than B (i.e., (A)⊂ B).
(b) A is coarser than V (B) (i.e., V (B)⊂A).
(c) πA(B ∩A∗) is a positive cone of an ordering of kA.
(d) There is a positive cone B ′ of an ordering of H such that B ′ ∩F = B .
Proof. The equivalence between (a) and (b) follows from [14, Theorem 2.6], and (a)
and (c) are equivalent by [14, Theorem 2.1]. By [14, Proposition 3.14] and Lemma 1,
(d) implies (a). Since A′ and A have the same residue field by [14, Corollary 3.11],
(c) implies (d). ✷
A positive cone B is called archimedean if and only if V (B)= F is the trivial valuation
ring. If F admits an archimedean ordering, it is well known that there is an order-preserving
injective homomorphism from (F,B) into the reals R with its standard ordering.
Remark 1. The trivial valuation is coarser than any other localizer. Note also that B coarser
than A yields (B) ⊂ (A). The converse is not true for valuation rings. Consider, for
example, the case of a valuation ring B = F such that (B)= F˙ .
For an archimedean cone A there do not exist localizers different from A and F which
are coarser than A, since V (A)= F .
Two localizers A and B are called dependent if there is a non-trivial localizer C
simultaneously coarser than A and B (independent otherwise).
Remark 2. (1) Two non-trivial valuation rings A and B are dependent if and only if
AB = {xy | x ∈A,y ∈B} = F . If A is a valuation ring and B is a cone, dependence means
that A and V (B) are dependent valuation rings. For two cones A and B corresponding
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dependent valuation rings. If one of them correspond to an archimedean ordering, then
they are dependent if and only if they coincide.
(2) The relation, “A and B are dependent” is clearly an equivalence relation on the set
of localizers of F .
3. Main results
For the proof of our main theorem we need some preparatory results about families of
localizers. We shall first rank anti-chains A according to the dependency relations among
suitable localizers containing an element of A.
Definition 2. For any anti-chain A= {A1, . . . ,An} we consider the set L of all valuation




AiAj , if Ai and Aj are valuation rings;
V (Ai)Aj , if Ai is a cone and Aj is a valuation ring;
V (Ai)V (Aj), if Ai and Aj are cones.
Observe that if i = j and Ai , Aj are cones such that V (Ai) = V (Aj ), then V (Ai) =
V (Ai)V (Aj ) ∈ L. On the other hand, A∩L= ∅. Note also that L is a finite set.
Definition 3. The complexity of A = {A1, . . . ,An}, denoted by cp(A), is defined as
follows: cp(A)= 0 if L= ∅, otherwise cp(A)= max{t | there exists a chain B1 ⊂ · · · ⊂ Bt
of distinct valuation rings from L}.
Our intention is to prove Theorem 1 by induction on cp(A).
Lemma 2. cp(A)= 0 if and only if A1, . . . ,An are pairwise independent localizers.
Proof. Immediate, by Remark 2. ✷
Next we construct some elements needed for the proofs.
Recall from Remark 2(2) that dependence is an equivalence relation on the set of
localizers of F . LetA=A1 ∪˙ · · · ∪˙Am be the partition ofA corresponding to this relation.
We shall use this decomposition to construct a new family B of localizers of F .
For every 1  j  m let Bj be the finest valuation ring of F which is coarser
than each element of Aj . Note that Bj = F , for every j , since Aj is a finite set. Let
B = {B1, . . . ,Bm}.
Lemma 3. For every j = 1, . . . ,m, either Bj ∈A or Bj ∈ L. The first case occurs if and
only if Aj is a singleton. Furthermore, cp(B)= 0.
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let Lj be the set of those B ∈L for which there are Ar =As ∈Aj such that B is the finest
localizer of F which is simultaneously coarser than Ar and As . Then ∅ = Lj ⊂ L.
We claim that there is B ∈ Lj which is coarser than every element of Aj . Indeed, take
B ∈ Lj which is coarser than t elements of Aj , where t is as large as possible. Arguing
by contradiction, we assume that Aj has more than t elements. Therefore, B is coarser
than some Ar and not coarser than As , where Ar,As ∈Aj . The definition of Lj implies
that there is B ′ ∈ Lj which is the finest valuation ring simultaneously coarser than Ar
and As . Since B and B ′ are coarser than Ar they are comparable. As B ′ is coarser than As ,
the unique possibility is B ⊂ B ′. Thus B ′ ∈ Lj is coarser than t + 1 elements of Aj ,
a contradiction.
Take then Bj = B and the first statement is proved.
We now prove that cp(B) = 0. Take Ar ∈ Aj , t = j and As ∈ At . Since Aj is the
equivalence class of Ar with respect to the dependency relation, Ar and As are not
dependent. As Ar and Bj , respectively As and Bt , are dependent, it follows that Bj and Bt
have to be independent. Thus the statement follows from Lemma 2. ✷
Next, let 1  j m, let Bj ∈ B be a valuation ring, and let Fj and πj be respectively
a residue field of Bj and the canonical homomorphism corresponding to Bj and Fj . Pick
Ar ∈Aj . Since Bj is coarser than Ar , it follows that if Ar is a cone, Ar = πj (Ar ∩B∗j ) is
a cone. (See Proposition 2.1.) If Ar is a valuation ring, then Ar ⊂ Bj and Ar = πj (Ar) is a
valuation ring of Fj . Denote by Aj the set of distinct and non-trivial Ar , where Ar ranges
over Aj .
Lemma 4. Keep the notation introduced above. If Aj is not a singleton, then Aj is an
anti-chain and cp(At ) < cp(A).
Proof. Let Ar and As be two localizers inAj . If they are cones and Ar is coarser than As ,
they coincide by definition.
If one of them is a valuation ring, the proof depends on Theorem 8.7 of [6, p. 58] which
states that πj induces an inclusion preserving bijective correspondence between the set of
all valuation rings A of F , finer than Bj , and the set of all valuation rings A of Fj .
Let Ar be coarser than As . If both, Ar and As , are valuation rings, it follows from the
quoted result that Ar is coarser than As . But A is an anti-chain. Therefore Ar = As and
consequently Ar = As . If Ar is a valuation ring and As is a cone, then V (As)⊂ Ar , from
Proposition 2.1. As πj (V (As))= V (As), again the quoted result yields V (As)⊂Ar . Since
this means that Ar is coarser than As , and A is an anti-chain, we have Ar =As and again
Ar = As .
ThusAj is an anti-chain.
To see the second statement, observe that the quoted result implies that every chain
O1 ⊂ · · · ⊂ O of valuation rings of Fj can be lifted to the chain π−1j (O1) ⊂ · · · ⊂
π−1j (O)⊂ Bj , which has + 1 elements. ✷
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that Bj is a valuation ring, let Mj be the maximal ideal of Bj and write Rj =⋂(Ai),
where Ai ranges over Aj . Assume that (A1)∩ · · · ∩ (An)= F˙ p . Then:
(a) (B1)∩ · · · ∩ (Bm)= F˙ p.
(b) If Bj is a valuation ring, then Rj ⊂(Bj ).
(c) If Aj is not a singleton, then
⋂(Ai)= F˙ pj , where Ai ranges over Aj .
Proof. (a) For singletons Aj = {At}, we have Bj = At and (Bj )= (At ). In the other
case Bj is a valuation ring coarser than every Ai ∈ Aj . Therefore (Bj ) ⊂ (Ai), for
every Ai ∈Aj . Hence (B1)∩ · · · ∩ (Bm)⊂(A1)∩ · · · ∩ (An), and (a) is proved.
(b) For j such that Bj is a valuation ring we fix r ∈ Rj and consider x1, . . . , xm ∈ F ,
where xj = r and xt = 1, for t = j . According to Lemmas 2 and 3 the localizers
B1, . . . ,Bm are pairwise independent. Hence we can approximate x1, . . . , xm simultane-
ously by s ∈ F , sufficiently close to every xt , in order that s−1xt ∈(Bt ), for every t = j ,
and s−1r ∈ 1 +Mj . Since xt = 1 ∈ (Bt ), for every t = j , it follows that s ∈ (Bt ), for
every t = j .










Hence s ∈ F˙ p. Finally, for y = s−1r ∈ 1+Mj , we get r = sy ∈ (Bj ), as desired.
(c) Since 1 +Mj ⊂ (Ai), for every Ai ∈ Aj , it follows that πj induces a surjective
homomorphism from (Ai)∩B∗j onto (Ai). In addition,(Ai)∩B∗j is the inverse image
π−1j ((Ai)), for every Ai ∈Aj .
Moreover, Bj /∈ Aj by Lemma 3, since we have assumed that Aj is not a singleton.
Thus Ai = Fj for every Ai ∈Aj .
Therefore, if u ∈ B∗j satisfies πj (u) ∈
⋂(Ai), where Ai ranges over At , then u ∈ Rj .
Hence item (b) yields πj (u) ∈ πj ((Bj ))= F˙ pj . ✷
We shall now proceed to the proof of Theorem 1 (cf. Section 1).
Proof. According to [10, Theorem 4.3] (or [2, Proposition 4.3]) the result is true if
cp(A)= 0. Assume now cp(A) > 0 and keep notations as above.
Lemmas 2, 3 and 5 show that the case cp(B)= 0 applies to F and B = {B1, . . . ,Bm}.
Then Gp(F) = Gp(L1) ∗ · · · ∗Gp(Lm) where (Lt ,B ′t ) is a local closure of (F,Bt ), for
every 1 t m. Next, we shall show that Gp(Lt ) is A-admissible for every t = 1, . . . ,m.
If for some t , At = {Aj }, then Bt = Aj and Gp(Lt) = Gp(Hj ) is A-admissible.
Otherwise, Bt is a valuation ring. We first recall from [6, Theorem 15.8] that the residue
field of B ′t equals the residue field Ft of Bt . We also know that the canonical projection
B ′t → Ft gives rise to a canonical split short exact sequence
1 → Tt →Gp(Lt )→Gp(Ft )→ 1,
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Gp(Lt)∼= Tt Gp(Ft). Let us analyze the groups Tt and Gp(Ft ).
It follows from our general assumption on the localizers of A that charFt = p. Hence
the ramification group of Dt over F is trivial [6, Theorem 20.18]. Thus [6, Theorem 20.12]
implies that Tt is abelian. Let Kt be the fixed field of Tt . If p = 2, Kt is not formally
real because of our assumption on the existence of a primitive pth root of unity in F . If
p = 2, recall from [6, Theorem 19.11] that Dt ∩Kt has residue field Ft (2). Since Dt is
2-henselian, Kt is also not formally real [14, Theorem 3.16]. Thus Tt is torsion-free in any
case and then it is anA-admissible group. Therefore, to show thatGp(Lt ) isA-admissible,
it remains to be seen that Gp(Ft ) is A-admissible.
Now according to Lemma 4, cp(At ) < cp(A). By Lemma 5 we may apply the induction
hypothesis to Ft andAt . ThereforeGp(Ft ) is anAt -admissible group. We shall next show
that we may lift this property to A-admissibility.
The decomposition Gp(Lt )∼= Tt Gp(Ft ) and Galois theory guarantee the existence
of an extension E ⊂ F(p) of Lt such that Kt ∩ E = Lt and KtE = F(p). For this
extension E, the following statements are true:
(1) Dt ∩E is a p-henselian valuation ring with residue field Ft .
(2) The inertia group of Dt over E is trivial (follows from [6, 19.10(b)]).
(3) There is a canonical isomorphism Gp(E)∼=Gp(Ft ) [6, Theorem 19.6].
(4) There is a bijective and inclusion-preserving correspondence between the set of all
extensions of E inside F(p) and the set of all extensions of Ft inside Ft (p) [6, Theo-
rem 19.13]. Moreover, fields which are in correspondence have isomorphic Galois
groups, where the isomorphism is induced by the isomorphism of item (3).
(5) For every locally closed extension (H i,A′i ) of (Ft ,Ai), item (4) above yields a locally
closed extension (Hi,A′i ) of (F,Ai) [1, Lemma 1.3].
Therefore, as Gp(Ft ) is At -admissible, the above remarks imply that Gp(E) is At -ad-
missible and then also A-admissible. ✷
If we look for admissible groups which are just free pro-p products we have to impose
one more condition on the localizers of A. This will be the subject of Theorem 3.1 below
which also generalizes [10, Theorem 4.3].
In order to prepare for this result we consider the pro-2 dihedral group G= Z2Z/2Z.
Pick generators ρ ∈ Z2 and σ ∈ Z/2Z. The action of σ on ρ is σρσ = ρ−1. Hence τ = ρσ
has also order 2 and G is generated by σ and τ . Thus, according to [2, Lemma 5.2],
G∼= 〈σ 〉 ∗ 〈τ 〉 is another way to describe this group.
We shall also call a valuation ring B of F exceptional if there are distinct cones
Ai,Aj ∈A such that V (Ai)= V (Aj )= B .
Theorem 3.1. Let A = {A1, . . . ,An} be an anti-chain of localizers of F . For every
1 i  n take a local closure (Hi,A′i ) of (F,Ai). Suppose that A satisfies the conditions:
(P1) (A1)∩ · · · ∩ (An)= F˙ p .
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exceptional and kB is euclidean.
Then Gp(F)=Gp(H1) ∗ · · · ∗Gp(Hn).
Proof. The proof follows the same lines as the proof of the last theorem. If cp(A)= 0 the
statement was proved in [10, Theorem 4.3] (or [2, Proposition 4.3]). For cp(A) > 0 we
prove by induction that each Gp(Lt ) decomposes into a free pro-p product. (Notations as
in Theorem 1.)
Consider first the case where Bt /∈A has a non-p-divisible value group. By assumption,
p = 2 and Bt is exceptional.
As in the proof of Theorem 1, Gp(Lt) ∼= Tt Gp(Ft ). Now, the restrictions imposed
by (P2) on the value group and on the residue field of Bt imply that Tt ∼= Z2 and
Gp(Ft )∼= Z/2Z. Therefore, Gp(Lt )∼= Z/2Z ∗ Z/2Z is the pro-2 dihedral group. Let Ai ,
Aj be the cones such that V (Ai)= V (Aj )= Bt .
According to Proposition 2.1, Ai and Aj have prolongations to Lt which are clearly
distinct. Consequently, the generators of Gp(Hi) and Gp(Hj ) are not conjugate in Gp(L).
It then follows from the nature of the dihedral group that Gp(Lt )=Gp(Hi) ∗Gp(Hj ), as
desired.
If Bt /∈ A has a p-divisible value group, then the inertia group Tt is trivial and so
Gp(Lt) ∼= Gp(Ft ). Construct L from At as L was constructed from A. Now, we only
need to modify the argument in the proof of Theorem 1 by showing that the valuation rings
in L satisfy condition (P2), in addition to (P1), in order to use induction.
It follows from [6, Theorem 8.7] that any valuation ring O ∈ L corresponds to a
valuation ring O ∈ L such that O ⊂ Bt . Let us denote by Γ and ∆ the value groups of
O and O, respectively. From valuation theory we know that Bt has a value group order-
isomorphic to the quotient group Γ/∆. Since Bt has p-divisible value group it follows that
(∆ : p∆)= (Γ : pΓ ). On the other hand, by [6, 8.3],O andO have the same residue field.
Therefore, every O ∈ L satisfies (P2).
As in the proof of Theorem 1, (P1) follows from Lemmas 2 and 5. Consequently, by
repeating the arguments (1) to (5) at the end of the proof of Theorem 1 (with E and Dt
replaced by Lt and Bt , respectively) we see that Gp(Lt ) also decomposes into a free pro-p
product of the desired type. ✷
Observe that in the last result each (Hi,A′i ) is a local closure of (F,Ai) instead of just
a locally closed extension.
Now our aim is to show the converse of Theorem 3.1. For the reader’s convenience we
recall the following facts concerning free pro-p products.
Remark 3. (1) Let G be a pro-p group and G1, . . . ,Gn be a family of subgroups such that
G=G1 ∗ · · · ∗Gn. If there are g ∈G and 1 i, j  n such that g−1Gig ⊂Gj , then i = j
and g ∈Gi [9, Theorem B′].
(2) Let L be a field such that G2(L)∼= Z/2Z∗Z/2Z∼= Z2Z/2Z is the pro-2 dihedral
group. According to [8], L is a formally real field with two orderings and (L˙ : L˙2)= 4.
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finer than B . Denote by A the image of A in the residue field kB . Since [kB(2) : kB] = 2,
either A is 2-henselian or (kB(2),A′) is a local closure of (kB,A), where A′ is any of the
two extensions of A to kB(2). Take a local closure (L,B ′) of (F,B), with respect to F(2).
According to [1, Lemma 1.3] we can lift A to a 2-henselian valuation ring of L in case A
is 2-henselian. In the other case, let B ′1 be the unique extension of B ′ to L(
√−1 ). Since
B and B ′ have the same residue field, it follows that kB(
√−1 )= kB(2) is the residue field
of B ′1. Now, Lemma 1.3 of [1] tells us that we can lift A′ to a 2-henselian valuation ring
of L(
√−1 ). Therefore, either L of L(√−1 ) must contain a local closure of (F,A). Since
B is coarser than A, the inclusion is actually an equality. Hence, either L or L(
√−1 ) is
a local closure of F with respect to the valuation ring A. Therefore, given a local closure
(H,A′) of (F,A) there exists g ∈G2(F ) such that either g(H)= L or g(H)= L(
√−1 ).
Now we state the converse of Theorem 3.1.
Theorem 3.2. Consider a field F and a family of locally closed extensions (Hi,A′i ),
1  i  n, of F inside F(p). Suppose that Hi = F(p) and let Ai = A′i ∩ F , for every
1 i  n. Write A= {Ai, . . . ,An}.
If Gp(F) = Gp(H1) ∗ · · · ∗ Gp(Hn), then there is a family A1 ⊂ A which is an
anti-chain of localizers of F and satisfies the conditions (P1) and (P2) of Theorem 3.1.
Moreover, if A is an anti-chain, then A1 =A.
Proof. Let us first prove that A satisfies (P1). Since (Hi,A′i ) is locally closed, it follows
that (Ai)⊂ H˙ pi , for every 1 i  n. In fact, if Ai is a cone this inclusion is trivially true;
and in the valuation ring case the inclusion is a consequence of the p-version of Hensel’s
lemma [1, 1.2]. Therefore, if x ∈ (A1) ∩ · · · ∩ (An), then x ∈ H˙ pi and F( p
√
x ) ⊂ Hi ,
for every 1 i  n. By Galois theory, Gp(Hi)⊂Gp(F( p√x )) for every 1 i  n. Hence
F( p
√
x )= F , or x ∈ F˙ p , and (P1) is proved.
Next let A1 = {Ai ∈A |Ai is not finer than any Aj ∈A, j = i}. By construction,A1 is
an anti-chain. We shall show that A1 satisfies (P1) and (P2).
If At /∈ A1, there is As ∈ A1 such that As is coarser than At . Thus (As) ⊂ (At ).





(Aj )= F˙ p.
Hence A1 has the property (P1).
We now prove A1 has (P2). Construct L from A1 as in Definition 2. For B ∈ L, by
the very definition of L, B is the valuation ring coarser than two distinct localizers Ai , Aj
ofA1, and B is also the finest valuation ring of F with this property. Let (L,B ′) be a local
closure of (F,B). Since B is coarser than Ai and Aj , there are σ, τ ∈ Gp(F) such that
Gp(Hi)⊂ σ−1Gp(L)σ and Gp(Hj )⊂ τ−1Gp(L)τ .
We shall now make use of [2, Proposition 5.4]. Assume first that ΓB = pΓB and
Gp(L) ∼= Zp, Z/2Z ∗ Z/2Z. (Recall that B and B ′ have isomorphic value groups.) Then,
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Gp(Hi) ⊂ σ−1g−1Gp(H)gσ and Gp(Hj ) ⊂ τ−1g−1Gp(H)gτ . Since i = j , this
contradicts Remark 3(1). Therefore one of the following cases occur: (i)B has a p-divisible
value group; (ii) Gp(L) ∼= Zp and ΓB = pΓB ; (iii) p = 2, Gp(L) ∼= Z/2Z ∗ Z/2Z and
ΓB = 2ΓB .
In case (i), (P2) holds. In case (ii), σGp(Hi)σ−1 and τGp(Hj )τ−1 must be comparable,
since they are subgroups of the cyclic group Zp . But this is impossible by Remark 3(1),
since i = j .
Consider now the last case. According to Remark 3(2), L is formally real with two
orderings and (L˙ : L˙2) = 4. Since B ′ is 2-henselian, it follows from [14, Theorem 3.16]
that the residue field kB of B ′ is formally real and B ′ is coarser than all orderings of L.
We may now apply [14, Proposition 3.12] with T = L˙2, in the notation of [14]. Hence
(L˙2 : L˙2)= (ΓB : 2ΓB)(k˙B : k˙2B). Since kB is formally real, (k˙B : k˙2B) = 1. Consequently,
(ΓB : 2ΓB)= 2 and (k˙B : k˙2B)= 2. Thus kB is euclidean and we can make use of Remark 4.
If one of the localizers Ai , Aj , say Ai , is a valuation ring, then either σG2(Hi)σ−1 =
G2(L) or σG2(Hi)σ
−1 = G2(L(
√−1 )). But either possibility contradicts Remark 3(1).
In fact, the first one implies that τG2(Hj )τ−1 is a subgroup of σG2(Hi)σ−1. The
second implies the existence of g ∈G2(L)\σG2(Hi)σ−1 which normalizes σG2(Hi)σ−1.
Consequently Ai and Aj are cones. Finally, V (Ai) = V (Aj ) = B follows immediately
from the fact that kB is a field with just one ordering, since B is the finest common
coarsening of Ai and Aj . Therefore B is exceptional and (P2) holds for A1, as claimed.
To conclude, observe that if A is an anti-chain, then A1 =A. ✷
Examples of fields of the type we studied in this section are provided by algebraic
extensions of global fields [3, Main Theorem]. For some other examples see §1.2 of [13].
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