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Re´sume´. La classification d’un ensemble d’objets de´crits par un ensemble de variables
ordinales est souvent aborde´e en conside´rant ces variables soit continues soit nominales.
Dans les deux cas, cela repre´sente souvent des inconve´nients. Dans ce travail, nous traitons
la classification des donne´es ordinales sous l’approche mode`le de me´lange. Nous utilisons
un mode`le de me´lange multinomial contraint respectant le caracte`re ordinal des modalite´s.
L’estimation des parame`tres est re´alise´e par la maximisation de la vraisemblance a` l’aide
de l’algorithme EM. Dans ce travail, nous conside´rons aussi une version stochastique et
une version classifiante base´e sur la maximisation d’une vraisemblance classifiante. Des
mode`les parcimonieux conduisant, sous l’approche classifiante, a` des crite`res me´triques
sont de´crits. Nous abordons e´galement le proble`me du nombre de classes, de l’initialisation
des algorithmes ainsi que la gestion des classes vides.
Abstract. Clustering of objects described by a set of attributes is often tackle by me-
thods considering the attributes continuous or nominal. In the two cases, there is a lot
of disadvantages. In this work, we treat the clustering of ordinal data under the mixture
model approach. We use a constraint multinomial mixture model, taking into account the
ordinal order of modalities. The estimation of parameters is performed by maximizing
the likelihood by the EM algorithm. In this work, we consider a stochastic version and
a hard version based on the maximization of the complete data likelihood. Parsimonious
models leading, under the hard clustering approach, with metric criteria are described.
We tackle also the problem of the number of classes, the initialization of the algorithms
and the management of the empty classes.
1 Introduction
Les donne´es ordinales sont pre´sentes dans plusieurs situations : en particulier, elles
sont utiles pour repre´senter les degre´s de satisfaction ou les pre´fe´rences d’individus vis-
a`-vis de services ou de produits. Plusieurs travaux ont de´ja` e´te´ effectue´s sur la mise
en place de mode`les probabilistes ou d’outils statistiques pour de´crire les processus de
classement ou de notation (Fligner and Verducci, 1993; Marden, 1995). Lorsque l’objectif
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est de classifier un ensemble d’objets, l’utilisation des mode`les de me´lange est devenue
une approche classique et puissante (Banfield and Raftery, 1993; Celeux and Govaert,
1995). L’algorithme EM (Dempster et al., 1977), compose´ de deux e´tapes : Estimation
et Maximisation, est devenu quasiment incontournable dans ce contexte. L’utilisation des
mode`les de me´langes pour la classification de donne´es ordinales a de´ja` e´te´ e´tudie´e (D’Elia
and Piccolo, 2005; Gouget, 2006). Les premiers conside`rent ce proble`me, dans un contexte
de comparaisons apparie´s, que la note donne´e par un juge a` un item est une re´alisation
d’une variable binomiale de´cale´e. Gouget (2006) compare diffe´rentes approches a` partir de
mode`les multinomiaux contraints : line´aire, polynomial et euclidien. Nous nous inte´ressons
ici au mode`le polynomial.
Dans ce travail, nous pre´sentons dans la section 2, les mode`les de me´lange et l’algo-
rithme EM. Dans la section 3, nous pre´sentons le mode`le polynomial adapte´ aux donne´es
ordinales et les diffe´rentes e´tapes de l’algorithme EM. Enfin, dans la section 4, nous
pre´sentons les travaux en cours que nous de´velopperons lors de notre pre´sentation.
2 Mode`le de me´lange et algorithme EM
Dans l’approche mode`le de me´lange, les objets x1, . . . ,xn (de´crits par d variables ordi-
nales) a` classifier sont suppose´s provenir d’un me´lange de s densite´s dans des proportions
inconnus p1, . . . , ps. Chaque objet xi est ainsi une re´alisation d’une densite´ de probabilite´
(p.d.f.), de´crite par ϕ(xi; θ) =
∑s
k=1 pkϕk(xi;αk) ou` ϕk(xi;αk) repre´sente la densite´ de xi
de parame`tre αk. Le vecteur des parame`tres a` estimer θ est compose´ de p = (p1, . . . , pk)
et α = (α1, . . . ,αk). La log-vraisemblance des donne´es observe´es x = (xi, . . . ,xn) est
donne´e par L(x, θ) =
∑n
i=1 log (
∑s
k=1 pkϕk(xi;αk)) . Dans la suite, nous allons aborder
le proble`me de la classification sous l’approche estimation : les parame`tres sont d’abord
estime´s, puis la partition en est de´duite par la me´thode du maximum a posteriori (MAP).
L’estimation des parame`tres du mode`le passe par la maximisation de L(x, θ). Une solution
ite´rative pour la re´solution de ce proble`me est l’algorithme EM (Dempster et al., 1977).
Le principe de cet algorithme est de maximiser de manie`re ite´rative l’espe´rance de la
log-vraisemblance comple´te´e conditionnellement aux donne´es x et la valeur du parame`tre
courant θ(q) :
Q(θ|θ(q)) =
n∑
i=1
s∑
k=1
t
(q)
ik (log(pk) + logϕk(xi;αk))
ou` t
(q)
ik ∝ p
(q)
k ϕk(xi;α
(q)
k ) est la probabilite´ conditionnelle a posteriori. Chaque ite´ration
de EM a deux e´tapes :
– Estimation : On calcule Q(θ|θ(q)), notons que dans le contexte mode`le de me´lange,
cette e´tape se re´duit aux calculs des t
(q)
ik .
– Maximisation : On cherche le parame`tre θ(q+1) qui maximise Q(θ|θ(q)).
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3 Donne´es ordinales
Lorsqu’on ne tient pas compte de l’ordre des modalite´s, on conside`re que les donne´es
sont constitue´s d’un e´chantillon (x1, . . . ,xn), ou` xi = (x
je
i ; j = 1, . . . , d; e = 1, . . . , cj), avec
cj le nombre de modalite´s de la variable j et x
je
i = 1 si l’individu i prend la modalite´ e
pour la variable j, et 0 sinon. On utilise alors le mode`le des classes latentes (Lazarfeld and
Henry, 1968), dont le principe de base est la supposition d’une variable qualitative latente
a` cj modalite´s dans les donne´es. Dans ce mode`le, les associations entre chaque paire
de variables disparaissent, si la variable latente est constante. C’est le mode`le basique
de l’analyse des classes latentes, avec l’hypothe`se fondamentale d’inde´pendance locale.
Cette hypothe`se est couramment choisie quand les donne´es sont de type qualitatif ou
binaire (Celeux and Govaert, 1992; Cheeseman and Stutz, 1996). Ainsi, la densite´ d’une
observation xi peut se de´crire comme suit :
ϕk(xi;αk) =
d∏
j=1
cj∏
e=1
(
α
je
k
)xjei , avec
cj∑
e=1
α
je
k = 1
L’hypothe`se d’inde´pendance locale permet d’estimer les parame`tres se´pare´ment. Cette
hypothe`se simplifie grandement les calculs, principalement quand le nombre de variables
est grand. Bien que cette affirmation est toujours fausse dans la pratique, l’inde´pendance
locale est ge´ne´ralement tre`s performante pour la classification. Ce mode`le note´ bpk, α
je
k c,
conduit malheureusement a` des classes dont les centres ne sont pas de meˆme nature que les
donne´es initiales. En imposant une contrainte sur les probabilite´s associe´es aux modalite´s,
on peut conside´rer le mode`le note´ bpk, ε
j
kc (Nadif and Marchetti, 1993) conduisant a` des
classes forme´es par des modalite´s note´es ajk. Dans ce mode`le, nous conside´rons que la
probabilite´ αjek associe´e a` une modalite´ e de j est e´gale a` 1 − ε
j
k si e = a
j
k et e´gale
a`
ε
j
k
cj−1
sinon. Malheureusement, ces deux mode`les ne prennent pas en compte l’aspect
ordinal des donne´es. Pour ce faire, il est ne´cessaire d’imposer des contraintes d’ordre sur
les probabilite´s des modalite´s : pour chaque classe k et chaque variable j, les probabilite´s
α
je
k de la modalite´ e vont en de´croissant a` partir de la modalite´ centrale a
j
k.
En premier lieu, le plus simple est de conside´rer cette de´croissance constante entre
deux modalite´s. Dans le cas de variables avec un nombre de modalite´s important, ce
mode`le s’apparente au mode`le multinomial bpk, ε
j
kc. Une solution pour e´viter cet e´cueil
est de conside´rer que la croissance n’est pas line´aire, mais polynomial de degre´ q. Ainsi,
dans ce mode`le (Gouget, 2006), note´ ici bpk, α
je
k , qc, la probabilite´ d’une modalite´ e pour
la variable j dans la classe k peut s’exprimer par :
α
je
k =


p
a
j
k
si e = ajk
(1−p
a
j
k
)(1+max(aj
k
−1;cj−a
j
k
)−|e−aj
k
|)q
∑
u 6=a
j
k
(1+max(aj
k
−1;cj−a
j
k
)−|u−aj
k
|)q
sinon
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Notons que dans ce mode`le, on peut introduire une parame´trisation supple´mentaire en
conside´rant que q est variable et de´pend a` la fois de la classe k et de la variable j, dans
ce cas le mode`le est note´ bpk, α
je
k , q
j
kc. Nous nous concentrons, dans ce travail, sur le
mode`le simple bpk, α
je
k , qc. Pour l’estimation des parame`tres du mode`le, l’algorithme EM
maximisera ite´rativement Q(θ|θ(q)) qui prend la forme suivante
Q(θ|θ(q)) =
s∑
k=1
n∑
i=1
tik log(pk) +
n∑
i=1
tik
d∑
j=1
cj∑
e=1
x
je
i log(α
je
k ).
Il est ne´cessaire de s’assurer que la probabilite´ associe´e a` la modalite´ ajk choisie est
supe´rieure a` toutes les autres probabilite´s des modalite´s e 6= ajk. Ainsi, nous de´finissons le
seuil β
cj
q comme e´tant la probabilite´ telle que, pour tout e = 1, . . . , cj, e 6= a
j
k, avec
(1− β
cj
q )(1 + max(a
j
k − 1; cj − a
j
k)− |e− a
j
k|)
q
∑
u 6=aj
k
(1 + max(ajk − 1; cj − a
j
k)− |u− a
j
k|)
q
≤ βcjq
Ce seuil ne de´pend que du nombre de modalite´s cj et du parame`tre q.
4 Conclusion
Dans l’approche EM dite aussi approche estimation, en utilisant le principe du maxi-
mum a posteriori nous pouvons construire des classes. Dans ce travail, nous conside´rerons
aussi deux autres approches : une classifiante et une stochastique.
Nous insisterons sur l’approche classiante qui est base´e sur la maximisation d’une
vraisemblance classifiante re´alise´e par une version classifiante de EM. Rappelons que dans
cette approche, lorsque les proportions sont suppose´es e´gales les mode`les de me´lange
conduisent a` des algorithmes de type nue´es dynamiques. Dans notre cas, en imposant des
contraintes sur les parame`tres αjek nous proposerons diffe´rents mode`les parcimonieux et
de´crirons les crite`res ainsi les diffe´rentes mesures de dissimilarite´s utilise´es.
Enfin, dans nos expe´riences nume´riques a` partir de donne´es simule´es et re´elles, nous
aborderons les proble`mes d’initialisation, la gestion des classes vides et le choix du nombre
de classes.
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