We consider the problem of reconstructing a compactly supported function with singularities either from values of its Fourier transform available only in a bounded interval or from a limited number of its Fourier coefficients. Our results are based on several observations and algorithms in [G. Beylkin, L. Monzón, On approximation of functions by exponential sums, Appl. Comput. Harmon. Anal. 19 (1) (2005) 17-48]. We avoid both the Gibbs phenomenon and the use of windows or filtering by constructing approximations to the available Fourier data via a short sum of decaying exponentials. Using these exponentials, we extrapolate the Fourier data to the whole real line and, on taking the inverse Fourier transform, obtain an efficient rational representation in the spatial domain. An important feature of this rational representation is that the positions of its poles indicate location of singularities of the function. We consider these representations in the absence of noise and discuss the impact of adding white noise to the Fourier data. We also compare our results with those obtained by other techniques. As an example of application, we consider our approach in the context of the kernel polynomial method for estimating density of states (eigenvalues) of Hermitian operators. We briefly consider the related problem of approximation by rational functions and provide numerical examples using our approach.
Introduction
We consider the problem of reconstructing a compactly supported function with singularities from values of its Fourier transform available only in a bounded interval, or from a limited number of its Fourier coefficients. The singularities that we allow include jump discontinuities of a function or its derivatives or, more generally, integrable singularities. In all cases, we assume no prior knowledge of locations of singularities. Specifically, for a compactly supported function f ∈ L 2 (R), we develop an algorithm for finding a rational representation of f which matches a given set of equally spaced samples of the Fourier transform
f (x)e −2π iξ x dx (1) in some interval [−a, a] . Similarly, for a periodic function, given a finite set of its Fourier series coefficients, we obtain a rational trigonometric representation. Our results are based on several observations and algorithms in [5] , where we formulate and solve the problem of nonlinear approximation of functions via near-optimal linear combination of exponentials.
As a representative example, let us consider a compactly supported real-valued function with Fourier transform of the formf (2) where a m ∈ C, ξ ∈ R, α m > 0 and φ m ∈ [0, 2π ). Since f is compactly supported, its Fourier transformf (ξ ) is infinitely differentiable at ξ = 0 in spite of the form of the expression in (2) . Thus, the coefficients a m and exponents α m and φ m in (2) are interrelated, although the specific form of these relations is not important for our purposes. We note that particular examples of functions f with such Fourier transforms include piecewise polynomials. Since the function f is real, it satisfieŝ f (−ξ) =f (ξ ) and, thus, we may assume that we are given 2N + 1 samplesf (a n 2N
), where n = 0, 1, . . . , 2N . Using this information, we show how to construct an explicit rational representation of f with a near optimal (minimal) number of poles. We note that a reduction algorithm similar to that in [5] allows us to extend our approach to complex-valued functions (see Remark 1 below) .
Reconstructing a function from a finite number of samples of its Fourier transform is an important problem in electrical engineering, usually addressed by windowing the Fourier data to deal with the fact thatf decays slowly and its abrupt truncation results in Gibbs phenomenon. Indeed, the direct application of the Discrete Fourier Transform (DFT) to the data causes severe over and under shooting near the singularities. We note that more sophisticated filtering techniques that require some prior information on location of singularities have been developed (see [6, [8] [9] [10] [11] [12] [13] 17, 18] and references therein). In this paper we describe an approach that avoids both the Gibbs phenomenon and the use of windows/filtering and, effectively, is based on nonlinear extrapolation of Fourier data.
Given only samples of the Fourier transform of a function in a bounded interval, the error of approximating the function may be arbitrarily large due to the unknown Fourier modes outside the interval. In such case we may only talk about representation of the available data. In our case, using a nonlinear approximation of the Fourier data via decaying exponentials, we obtain a rational function which has the property that its Fourier transform matches the available samples within a given accuracy. The advantage of our approach is two-fold: we have a way to estimate the level of noise (similar to other nonlinear approximations, by observing the error decay rate) and we obtain a rational representation of the function that may be useful for further analysis. In this paper, we mostly concentrate on this problem in Sections 2-4, since it is a common situation in signal processing. We note that related approximation problems appear in different practical applications as well. In particular, (1) Assuming that the function f is in some class and that Fourier values are available in a finite interval of our choice, we may consider the problem of obtaining an accurate rational approximation to that function. The key difference here is that we get either to choose the size of the Fourier interval or may consider a limiting process and resulting convergence rates. We note that different problems and applications of approximating functions with singularities by polynomials may be found in [6, 8, 9, [11] [12] [13] (see also references therein). Typical applications include numerical methods and signal processing, for example, problems of edge detection. (2) Under the same assumptions, we may consider computing the optimal rational approximation of the function in L ∞ norm. The theory of such approximations is the subject of seminal papers [1] [2] [3] but the straightforward approach that follows from the theory may fail as a numerical algorithm and the goal is to find a reliable algorithm for this purpose. (3) Assuming that we are given noisy data, we may consider problems described in (1)-(2) above. Addressing this problem should lead to a useful way of compressing or denoising data using rational approximations as a tool.
To demonstrate that the approach of this paper is useful in these problems, we present some theoretical considerations as well as numerical examples in Section 5, noting that we plan to consider these problems in depth elsewhere. Finally, as an example of application, we consider our approach in the context of the kernel polynomial method (KPM) for estimating the density of states in Section 6.
Nonlinear inversion
Our approach relies on the following observations:
• As is shown in [5] , for α m > 0, the functions ξ −α m , for ξ > 0, have approximations via a short sum of decaying exponentials of the form 
for some complex coefficients c m,l . Hence, it is reasonable to expect an approximation off in (2) as a sum of exponentials with exponents that have negative real part. Thus, instead of looking forf in the form (2), we rely on near optimal approximation by decaying exponentials to approximatef in the form (3). We note that trying to recoverf in the form (2) leads to a complicated system of nonlinear equations [7] .
• Given the samplesf (a n 2N
), n = 0, 1, . . . , 2N , and assuming that they provide a sufficient oversampling of the function f (ξ ) in [−a, a], the algorithm in [5] allows us to construct an approximation with a near optimal (minimal) number of
w m e −η m ξ , (4) such that • The approximationĝ in (4) 
Observe that the function g in (5) is defined by 2M poles and corresponding residues. Since g is real on the real line, We note that the rational representation (5) not only compresses information describing f into 2M complex parameters, since usually M N, but also carries additional information via the pole locations in (5) . In particular, the accumulation of poles indicate location of singularities (see Figs. 5, 9, 10 and 11).
Remark 1.
If the function f is complex-valued, then givenf (ξ ), we use the approach described above on (f (ξ ) +f (−ξ))/2 and (f (ξ ) −f (−ξ))/(2i), which results in obtaining rational representations for the real and imaginary parts of f . Their combination yields a rational representation for f which may not be optimal. However, by applying a reduction algorithm similar to the one in [5, Section 6], we may further reduce the number of terms in the rational representation of f . The details of such algorithm will be described elsewhere.
Algorithm for approximations by sum of exponentials
We briefly review the algorithm in [5] to approximate functions by sum of exponentials. These approximations, obtained for a finite but arbitrary accuracy, have significantly fewer terms than corresponding Fourier representations (see [4, 5] 
for any 0 n 2N. In this formulation, a > 0 scales the problem to the interval [0, 1] and is the accuracy sought.
Using weights w m in (6) and exponents η m = 2N a t m , we have an approximation to h(x) by a sum of exponentials valid
where is very close to provided that the function h is appropriately sampled in (6) to justify local interpolation. The steps to achieve the approximation (6) are as follows:
• Typically, only M weights w m have absolute value larger than the target accuracy , thus allowing us to remove most roots γ m from further consideration. It is often possible to predict the approximate location of roots γ m with significant weights and, thus, find only them. However, if no a priori information on their location is available, then all roots should be computed and selected according to the size of the corresponding weights.
• The exponents t m in (6) correspond to t m = log γ m , where log is the principal value of the logarithm.
For more details on this algorithm we refer to [5] . We note that the special case of purely imaginary exponents η m in (7) is treated in [4] .
Numerical stability and computational cost
The algorithm requires computing singular value decomposition (SVD) of an (N + 1) × (N + 1) Hankel matrix, finding M N roots inside the unit disk for a polynomial of degree N and solving a (2N + 1) × M Vandermonde system. We note that it is not necessary to compute a full SVD since (in most circumstances) the singular values have a rapid decay and we are only interested in a single singular value (above a threshold) and the corresponding singular vector. The cost of applying a Hankel matrix is O(N log N) and, thus, the cost of this step is less than that of the full SVD. Typically, only M roots are inside the unit disk so the cost of finding them is again less than that of finding all the roots of a polynomial of degree N. Finally, the least squares problem has to recover only M weights, also reducing the computational cost. Notwithstanding these considerations, so far we developed only prototype algorithms and a full development of fast algorithms for this problem is pending. Addressing numerical stability, we note that care needs to be taken to have extra digits relative to the target accuracy . Indeed, there are only absolute error estimates for algorithms finding singular values and corresponding singular vectors. For this reason, we carry twice the number of accurate digits relative to ; for example, we use double precision in our computations if the target accuracy corresponds to single precision ≈ 10 −7 . These extra digits are typically sufficient to achieve the target accuracy for the final result, as is also the case in computing generalized Gaussian quadratures (see e.g. [4, 5] ).
Reconstructing from band-limited Fourier data
As a representative example, we consider a piecewise polynomial f (x) in the interval [0, 5] , with singularities located at x = 1, 2, 3, 4. The function is discontinuous at x = 1 and has a break in its nth derivative at x = n + 1, see Fig. 1(a) .
Specifically, we use f defined as
with Fourier transform
(a) (b) For this example we assume that we are given samples
and a target accuracy . We assume that the samples have accuracy commensurable with and that they cover a large enough range as to capture the rate of decay associated with the singularities of f . The absolute values of these 201 samples are depicted in Fig. 1(b) , where the magnitude of the Fourier transform decays to 1.2 · 10 −2 at the last available sample. Our goal is to find a rational representation of f in the interval [0, 5] that matches the Fourier data and compare the result with the function f . In the absence of noise, we compare our results with standard filtering to attenuate the Gibbs phenomenon. We then discuss the impact of adding white noise to the Fourier data in Section 3.2. Later, in Section 4, we consider the same function (8) treated as a periodic function. In that section, we also demonstrate our approach on a test problem considered in [10, 17, 18] , where the authors used more sophisticated techniques than standard filtering.
Windowed vs rational reconstruction in the absence of noise
We start by illustrating Gibbs phenomenon due to the abrupt truncation of the Fourier series. Given Fourier data, we use
5π .
The reconstruction and its absolute error are shown in Fig. 2 . The typical way to improve quality of reconstruction is by windowing (filtering) the Fourier data before applying the DFT. Using two different windows, we compare such windowed reconstruction with our approach. We use a Kaiser window with parameters α = 7.7 and N = 401 (see [14, p. 175]) and we also consider a smooth window constructed to be flat near zero with a smaller transition region (see Fig. 3 ). The details of the construction of the latter are not important since we emphasize only qualitative differences. The reconstruction error using these windows is illustrated in Fig. 4 . Horizontal lines in Figs. 2 and 4 indicate the error level ≈ 2 · 10 −5 (away from the singularities) attained in the second windowed inversion.
We observe that windowed reconstruction clearly improve the result vis-à-vis the one shown in Fig. 2 . However, the error still spreads quite widely about the singularities of the function. The key point is that by using a single window our ability to improve this situation and reduce the error is limited since windows always modify the original data, even if slightly (i.e., the reconstructed function does not match the original Fourier values). We provide further comparison with some more sophisticated alternatives in Section 4.2.
In Fig. 4 (bottom) we display our rational reconstruction using the algorithm for a target accuracy of 10 −8 . In this case we consider the singular value σ 27 ≈ 8.9 · 10 −9 , so that the representation in (5) has M = 27 terms. Note how not only the overshooting is attenuated but also the error spreads within a much smaller neighborhood about each singularity. Furthermore, we observe that the rational reconstruction achieves the target accuracy away from the singularities. In fact, in the absence of noise, the target accuracy is only limited by the available bandwidth and may be achieved by selecting the appropriate singular value (see Fig. 6 ).
In Fig. 5 , we compare locations of the (isolated) singularities of the original function with the positions of the poles of its rational representation. Note that the poles tend to accumulate as they approach the actual locations of singularities. If we are given additional information about the function, e.g., that it is a piecewise polynomial of low degree, we may then use these poles to estimate the location of the singularities.
Reconstruction in the presence of noise
Let us now address a more realistic situation in signal processing where the data is affected by noise. We perform the same analysis as before but modify the Fourier data (9) by adding independent Gaussian noise (with the standard deviation 1 2 · 10 −3 ) to both the real and imaginary parts of (9) . In this example the l ∞ -norm of the noise equals 1.6 · 10 −3 , whereas the tail values of the Fourier data are of magnitude ≈ 10 −2 .
In Fig. 6 we display the first 28 singular values of the Hankel matrices obtained in the first step of our algorithm. In the presence of noise, we observe a drastic change in the rate of decay around the singular value σ 10 ≈ 0.0123285. This indicates that choosing a smaller singular value may improve our approximation only marginally and at the expense of significantly more terms. By selecting σ 10 , we take advantage of a common property of many nonlinear approximations, namely, that a significant reduction of the rate of decay may be interpreted as reaching the level of noise in the data. Since random noise does not have an efficient (short) representation via sums of exponentials, we detect its level by looking for significant changes in the decay of the singular values.
We display in Fig. 7 the error of the rational reconstruction for the selected σ 10 yielding M = 10 terms in (5) . At the top of the figure, we display the error obtained using windowed inversion with "flat" window. In both cases the error away from the singularities (plotted as a horizontal line of height 10 −2.8 ≈ 1.58 · 10 −3 ) is almost identical to the noise level.
Reconstructing from coefficients of Fourier series
So far we assumed that the Fourier data corresponds to values of the Fourier transform of a compactly supported function. Alternatively, we may consider a case where the function is periodic and we have access to a number of its Fourier series coefficients. Let us assume that the real-valued function to be reconstructed has been rescaled so that its support is in the interval (8) and, the bottom one, the locations of the 27 poles of its rational representation in (5). We have aligned the horizontal scale of these two figures to illustrate that the positions of the poles in the complex plane arrange themselves in branches as to indicate the location of function singularities (well separated in this case). As poles approach the real axis, their arrangement also corresponds to the type of singularity at that location. · 10 −3 . Absolute errors are displayed on a log 10 scale along the vertical axis and the horizontal lines indicate the error level 1.6 · 10 −3 . We note that the error using the Kaiser window is already at this level for the noiseless case (see Fig. 4 ) and is not displayed here for that reason.
where we use Re 
Reconstruction of compactly supported functions considered as periodic functions
For f in (8) The errors of reconstruction are displayed in Fig. 8 .
We note that by using 63 Fourier coefficients, we roughly cover the same frequency interval of the Fourier transform as in (9) and, as expected, the error of reconstruction is similar in both cases (see bottom figure in Fig. 4 ). [10, 17, 18] . Although our approach is substantially different than in e.g. [10, 17, 18] , we consider an example used in these papers to provide a way to compare our method with other available techniques. Since our nonlinear approximation is specific for each function to which it is applied, our algorithm is adaptive and does not require any prior assumption on e.g., distances between singularities of the function. On the other hand, the approach in e.g. [10, 17, 18] is based on parametrized optimization for a class of functions and, thus, is adaptive only in a limited sense.
An example from
As in [10, 17, 18] , we consider the periodic function where we rescaled the interval to [0, 1] to be consistent with our notation. We apply our algorithm to the first 63 and 127 Fourier coefficients of f and display the results in Fig. 9 . In the case of 63 coefficients, we select σ 15 ≈ 6.2928 · 10 −9 leading to 15 terms in the reconstruction and accuracy away from singularities of the function of about 8 digits. For 127 coefficients, we chose σ 27 ≈ 3.24298 · 10 −16 leading to 27 terms and accuracy away from singularities of about 15 digits.
As an improvement over parametric techniques of [10, 17, 18] , we note that, away from singularities of the function, our approach achieves the desirable features of uniform L ∞ -type approximation.
On rational approximation of functions
So far we constructed our rational representations assuming that we have knowledge of either the values of the Fourier transform of a function on some interval or, alternatively, a limited number of its Fourier coefficients. In this section we consider a related approximation problem, where we control the size of the Fourier interval or the number of the Fourier coefficients. Specifically, given a compactly supported function with integrable singularities, we are interested in constructing a rational approximation and quantifying its properties given its Fourier transform in a bandlimited interval. A theoretical foundation of our approach lies in interpreting results in [5] as an extension of the theory developed by Krein et al. in [1] [2] [3] . We plan to address this problem at length elsewhere but, in this section, we present some observations for the purpose of illustration.
Let us show that by an appropriate selection of bandlimit, our approach yields an accurate rational approximation away from singularities. Let f be a real, compactly supported, bounded function. We assume that f or its derivatives have a finite number of jump discontinuities. Let us describe a collection of points (within the support of f ) surrounded by intervals of length 2d where the function has at least J bounded derivatives. We denote by S R ( J , d) all points such that
Assuming that we knowf in the interval [0, a], our algorithm constructs an approximation off by a sum of decaying exponentialsĝ as in (4) so that
As is described previously, we use g, the inverse Fourier transform ofĝ, as our rational approximation to f .
In order to elucidate the resulting approximation away from the singularities of f , we recast our construction as that of using an auxiliary window (filter) specific to the function f . We claim that there exists a real, even function w ∈ C ∞ (R), such that its Fourier transformŵ ∈ C ∞ (R) satisfies
and
where τ is the smallest real part of η m in (4) . Observe that we may chooseŵ(ξ ) = 1 on an interval around zero to assure vanishing moments of w, 
Let us consider a point x * ∈ S R ( J , d) and estimate | f (x * ) − g(x * )| using an auxiliary window w( y) and μ d in (15) and (16). Table 1 Poles and residues for the rational approximation of cubic B-spline in (19). Additional poles and residues are obtained using Re( Denoting byf the convolution of w and f and using that w is an even function, we havẽ
Using the Taylor expansion of f and (14), the first term in (17) equals
which is the case if f is a piecewise polynomial of degree less than J .
Thus, by definition of S R ( J , d), and assumptions (15), (16) and (18), we bound
On the other hand, choosing the right balance between parameters , a and τ , we find thatf is close to g. In fact, we have
so that by using (12) and (13), we arrive at
Rational approximation of the cubic B-spline
As an illustration, let us construct a rational approximation of the cubic B-spline,
Using samples of its Fourier transform,
, n = 0, . . . , 400, 
where, in this example, M = 26 and poles x m and residues r m are given in Table 1 . The positions of the poles and the error of approximation are shown in Fig. 10 . In this example, samples h n were approximated with maximum absolute error ≈ 2.5 · 10 −8 leading to an approximation ofβ anywhere in the interval [0, 25] with maximum absolute error ≈ 6 · 10 −7 and that of β on [−3, 3] with maximum absolute error ≈ 1.5 · 10 −7 .
Rational approximation of functions with integrable singularities
Although we have considered piecewise polynomials, our approach is not limited to constructing rational approximations of such functions. In fact, by interpreting one of our examples in [5] , we obtain a rational approximation of
elsewhere.
Indeed, we havê
and in [5] we show how to efficiently approximate the Bessel function J 0 by a near optimal sum of exponentials. The number of terms needed for such approximation increases only logarithmically with the accuracy sought and with the size of the interval where the approximation is valid. Using the samples,
we select the singular value σ 18 ≈ 7.28541 · 10 −9 leading to an approximation with maximum absolute error ≈ 3.76 · 10 −9 .
We display our results in Fig. 11 . At the top we display the function f (x) on the interval [−2, 2]. In the middle, we display the locations of the 18 poles of its rational approximation pointing to the singularities and, at the bottom, the approximation error. In this case, the maximum absolute error away from the singularities is exactly .
An application to estimation of density of states
As an application, we propose to use our approach within the so-called kernel polynomial method (KPM) for estimating the density of states (eigenvalues) of a Hermitian operator, see e.g. [15, 16] . The purpose of the method is to estimate the density of states without explicitly computing the eigenvalues. The KPM requires only matrix-vector multiplication and, thus, it is a method of choice if matrices representing the operator are large but, perhaps, sparse. However, since the density of states may have a discontinuous first derivative, the straightforward application of KPM leads to Gibbs phenomenon and we suggest our approach as an alternative to the use of filtering [15, 16] .
Using KPM, we first scale the given operator H as X = aH + bI, so that the spectrum of X is within the interval [−1, 1].
The density of states is defined as
where x n are the eigenvalues of X and N is the total number of eigenvalues counting their multiplicity. The density of states may be written as
where T m are the Chebyshev polynomials and μ m are 
using L Gaussian random vectors r (see [15] ). The algorithm takes advantage of the three term recurrence available for the Chebyshev polynomials,
and, thus, requires only matrix vector multiplication to compute the approximate coefficients in (22). Since the density of states D(x) may have a discontinuous first derivative, the coefficientsμ m may have slow decay. Consequently, KPM also incorporates the windowing ofμ m to avoid Gibbs phenomenon as in [15, 16] . we not only obtain an accurate approximation of D(x) but also an a posteriori estimate of the noise level that we read off the change in the rate of decay of the singular values of the corresponding Hankel matrix.
Conclusions
The nonlinear inversion of the bandlimited Fourier transform of this paper avoids Gibbs phenomenon without resorting to traditional windowing or more sophisticated filtering techniques. We show how to apply our method when the measured or computed data are either values of the Fourier transform or coefficients of the Fourier series. The nonlinear approximation of the Fourier data by a sum of exponentials is near optimal, i.e. requires a near minimal number of terms, and, hence, yields an efficient rational representation. The poles of the rational representation arrange themselves in patterns indicating location of singularities of the function. In the examples where the underlying function is known, we observe that the error of approximation away from singularities behaves as that of uniform L ∞ approximation, which we believe follows from interpreting results in [5] as an extension of the theory in [1] [2] [3] . One of the conclusions is that, in the absence of noise, the accuracy of approximation is only limited by the available bandwidth and may be achieved by selecting the appropriate singular value of corresponding Hankel matrix.
We foresee many practical applications of our method as an alternative to usual data windowing/filtering techniques. As an example, we consider KPM method for estimating the density of states. We also anticipate applications in solving a variety of inverse problems where the input data may be reduced to samples of the Fourier transform. An important example of such situation arises in Magnetic Resonance Imaging. However, this application requires a much more detailed analysis than the length of this article permits and we plan to address it elsewhere. To this end, we are working on a higher dimensional extension of our method.
