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Abstract—Whole image descriptors have been shown to be 
remarkably robust to perceptual change especially compared to 
local features. However, whole-image-based localization 
systems typically rely on heuristic methods for determining 
appropriate matching thresholds in a particular environment. 
These environment-specific tuning requirements and the lack 
of a meaningful interpretation of arbitrary thresholds limit the 
general applicability of these systems. In this paper we present 
a Bayesian model of probability for whole-image descriptors 
that can be seamlessly integrated into localization systems 
designed for probabilistic visual input. We demonstrate this 
method using CAT-Graph, an appearance-based visual 
localization system originally designed for a FAB-MAP-style 
probabilistic input. We show that using whole-image 
descriptors as visual input extends CAT-Graph’s functionality 
to environments that experience a greater amount of 
perceptual change. We also present a method of estimating 
whole-image probability models in an online manner, removing 
the need for a prior training phase. We show that this online, 
automated training method can perform comparably to pre-
trained, manually tuned local descriptor methods. 
I. INTRODUCTION 
Vision-based techniques can be used to perform robot 
localization over paths thousands of kilometers long [1] and 
for navigation lasting weeks at a time [2]. However, visual 
place recognition often fails under perceptual changes such as 
those caused by lighting, weather or seasonal changes [3]. 
This is particularly significant for outdoor robot operation, 
where natural lighting variation and weather phenomena can 
cause drastic visual changes, often over very short time-
scales.  
Many visual localization systems [4-6] utilize local 
features such as SIFT [7] and SURF [8]. In FAB-MAP [4], a 
state of the art probabilistic visual mapping system, local 
features are combined with a visual bag-of-words [9, 10] and 
the robot location can be calculated based on the joint 
probability of the image words. However, as local features 
are susceptible to perceptual change [3], they cannot be 
depended on for robust localization in many outdoor 
environments.  
Description methods that represent the whole image 
rather than extracting local features are more suited to 
perceptually changing environments [11-14]. Furthermore, 
whole-image descriptors can be compared to produce single-
valued difference values between images, which allow simple 
statistics to be calculated [13]. However, many whole-image 
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localization systems are not probabilistic – place recognition 
is determined using heuristic methods rather than based on 
probabilistic models. 
In this paper we present a method for estimating 
probability models for whole-image descriptors in an 
unknown environment. We show that this probability model 
performs comparably to FAB-MAP, despite the lack of a 
training phase. We also compare the probabilistic model to a 
heuristic model, and show that an incremental probabilistic 
model can localize effectively over environments that 
experience significant perceptual change without the same 
requirements for re-tuning of place recognition thresholds. 
The work presented here extends preliminary work presented 
in [15] to perceptually varying environments, and provides 
further analyses of performance including comparison 
between probabilistic and non-probabilistic methods. 
We also present a method for integrating whole-image 
descriptors into localization systems designed for 
probabilistic input. We demonstrate the effectiveness of the 
whole-image probability model using CAT-Graph [5, 16], an 
appearance-based localization system originally designed for 
a FAB-MAP-like [4] probabilistic visual input. We show that 
using whole-image descriptors rather than local features 
allows CAT-Graph to operate successfully on environments 
that exhibit perceptual change. The paper proceeds as 
follows. Section II reviews whole-image localization and the 
role of probability in appearance-based localization. Section 
III describes the theory behind probabilistic models for 
whole-image descriptors, introduces whole-image CAT-
Graph, and outlines the method for creating online 
probability models for whole-image descriptors. Section IV 
describes the experimental setup. Section V presents results 
showing probabilistic localization using whole-image CAT-
Graph, and using training-free probability models based on 
whole-image descriptors. The paper concludes in Section VI 
with discussion and future work. 
II. BACKGROUND 
In this section we briefly review the two key themes of 
this paper – the use of whole-image descriptors for 
localization and the application of probabilistic models to 
whole-image appearance-based localization.  
Many whole-image descriptors can be used for 
appearance-based localization. A popular choice is GIST [17, 
18] as used in [19-21], and local feature descriptors such as 
SURF [8] and BRIEF [22] have been converted into whole-
image descriptors for the purpose of localization [13, 23]. 
The whole-image localization systems RatSLAM and 
SeqSLAM [11, 24] use the images themselves as descriptors 
and are compared via the sum of absolute pixel differences 
(SAD).  
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Performance of whole-image localization systems based 
on GIST [19, 21] and BRIEF-Gist [23] have been shown to 
perform comparably to established state-of-the-art local 
feature systems such as FAB-MAP [4]. Whole-image 
localization systems also perform well across perceptually 
different environmental conditions such as day and night 
[11], and seasonal changes [13, 14]. To increase robustness 
over perceptual change, the whole-image visual input is 
generally combined with other techniques such as range 
sensing [13] or sequence filtering [11]. 
Whole-image localization systems may use heuristic 
measures to perform place recognition [24] or may 
approximate the probability via an appropriate function [19, 
20]. In [13], a training phase is undertaken to model the 
probability based on environmental data similar to that used 
for testing.  
In this paper we use an approach, similar to [13], of 
modeling the probability using environmental data. 
Furthermore, as whole-image descriptors are single-valued, 
the probability distribution is simple enough that it can be 
estimated during localization, rather than requiring a manual 
pre-training phase. The approximated probability 
distributions are used to perform localization whilst they are 
simultaneously being generated. By generating the 
probability distribution using the robot’s current 
observations, the models will be as relevant as possible to the 
environment and removes the need for manual training when 
either the environment or other factors (such as the image 
descriptor method) are changed.  
III. WHOLE-IMAGE PROBABILISTIC LOCALIZATION 
In this section we introduce the theoretic and algorithmic 
basis of probabilistic whole-image localization. In Parts A 
and B we briefly summarize the relevant theory of 
appearance-based probabilistic localization. In Part C we 
describe the extension of CAT-Graph to whole-image visual 
input, and in Part D present our algorithm for computing a 
probability model for appearance-based localization online. 
A. Probabilistic Appearance-Based Localization 
Probabilistic localization, whether using local features or 
whole-image methods, can be presented as a recursive Bayes 
filter [4, 19]. If a robot makes observation kZ  at time k , 
and kZ  is the sequence of observations made at each time 
step thus far, then the probability that the current location 
kL  is the same some previously seen location iL , is given 
by: 
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For a bag-of-words localization system such as FAB-
MAP [4], )|( kik LLZP =  is calculated from the joint 
distribution of the vocabulary words. In a whole-image 
descriptor system, the probability depends not on individual 
words, but on the distribution of the differences between the 
images function ),( ik ZZd
 
used to compare the descriptors, 
which we will represent by the shorthand, kid . The choice of 
difference function depends on the whole-image descriptor 
in question – real-valued descriptors such as GIST or WI-
SURF can be compared using sum of squared differences, 
whereas the Hamming distance is a natural comparison 
measure for a binary descriptor like BRIEF-Gist.  
Converting (1) to an appropriate format for whole-image 
descriptors produces: 
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The key difference between these two representations is 
that for (2) the denominator depends on i  as well as k . 
This change is significant as it means the denominator 
cannot be treated as a normalizing constant across all i  for a 
given k .  
In the following section we describe how to calculate the 
probability distributions )|( kiki LLdP =  and )|( 1−kki ZdP , 
which we refer to in the remainder of the paper as )|( LdP  
and )(dP . We also use )|( LdP ¬  to denote the distribution 
)|( kiki LLdP ≠ . The term )|( 1−= kki ZLLP  represents the 
prior belief about location [4, 19]. In our implementation this 
term is inherently calculated by CAT-Graph and is therefore 
not discussed further in this section. 
B. Whole-Image Probability Distributions 
The probability distribution for )(dP  is calculated via a 
frequency-based method. Over a sample environment 
containing N  locations, we can calculate the set of all 
difference values  
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There are 2)1( −NN  samples in such a set. The top plot 
in Figure 1 displays an example histogram for a set of image 
difference values, on an environment first presented in [25]. 
To calculate )(dP , we discretize the range of d , splitting 
it into s  bins. Then, for any [ ]kk bbd maxmin ,∈ , we can compute:  
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Figure 1.  Example of a distribution of  image differences for images taken 
at different locations (top plot) and at the same location (bottom plot), using 
GIST image descriptors. 
  
If we have multiple samples from each location in an 
environment, we can calculate the distributions )( LdP ∧  
and )( LdP ¬∧  in a similar manner to )(dP . These 
calculations are identical to that described for )(dP  above. 
The difference values between images from the same 
location are used to compute the bin values for )( LdP ∧ , 
and difference values  between images from different 
locations are used to calculate )( LdP ¬∧ . Figure 1 shows 
an example of these probability distributions across an 
environment; the top plot shows )( LdP ∧ , whilst the 
bottom plot shows  )( LdP ¬∧ .  
All other probabilities can be calculated from the 
distributions )( LdP ∧ , )( LdP ¬∧
 
and )(LP . The 
conditional probabilities )|( LdP  and )|( LdP ¬  can be 
calculated
 
using the standard definition: 
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can be described in terms of )|( LdP  and 
)|( LdP ¬  via the marginal distribution: 
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Finally, )|( dLP  and )|( dLP ¬  can be calculated using 
Bayes Theorem similar to that presented in (2).  
Using the simple sample-based method described here we 
can generate the probability distribution for an environment. 
In the next section we present an application of these 
distributions, where a whole-image probability function is 
integrated into the appearance-based visual localization 
system CAT-Graph. 
C. Whole-Image CAT-Graph 
The localization system selected to evaluate the 
effectiveness of combining whole-image descriptors with 
existing probabilistic methods was CAT-Graph [5], a well-
established appearance-based localization system. CAT-
Graph uses a particle filter, which weights particles based on 
appearance matching and robot motion. At time step k , the 
weight of particle number i  is updated according to: 
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where kZ  is the current observation, kx  is the location of 
the particle, and ku  is the most recent control input. For a 
whole-image descriptor, this equation is updated to: 
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where )( ikd  is the difference function between the current 
observation and the observation at particle i . As in [5], the 
observation at particle i  is based on a linear interpolation 
between the nearest viewed images. The key difference in 
this calculation is that the equation includes a denominator 
term, as discussed in Section III.A. Because the denominator 
depends on the probability of )( ikd , not the probability of 
the observation kZ , the denominator will differ for each 
particle and must be explicitly calculated. 
 CAT-Graph also includes a new location particle that 
represents the probability that the robot is visiting a 
previously unseen location. The new location particle is 
weighted according to samples selected from the training 
data to determine avgZ
 
and avgu : 
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 For a whole-image descriptor method, the probability that 
the robot is visiting a new location is weighted according to 
n  samples from the distribution )|( dLP ¬ : 
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 All other aspects of CAT-Graph remain unchanged. 
D. Online Calculation of Probability Models 
The underlying process is based on the frequency-based 
probability theory described in Section III.B. However, in 
order to incrementally generate the distributions we must also 
decide which samples to add at each time step as the system 
makes observations and new data becomes available. The 
algorithm has two stages – an initialization stage and a 
localization / update stage. The initialization stage is run at 
the start of the localization process for a fixed number of time 
steps. The initialization length is a parameter that can be 
chosen by the user; in our experiments we found 100 to be a 
suitable number of initialization time steps. 
1) Initialization Stage 
The initialization stage creates a distribution for 
)( LdP ¬∧ , prior to localization occurring. If no 
initialization phase was performed, it is likely that spurious 
localization matches would occur in the early phases of 
operation. During this phase no samples are added to the 
distribution )( LdP ∧ . To )( LdP ¬∧
 
we add, at each time 
step k, the value:  
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2) Update Stage 
Post-initialization, the distribution )( LdP ∧  is updated at 
time step k  with the value mind  as defined in (11), while the 
distribution )( LdP ¬∧  is updated with the second-smallest 
difference value that does not come from the same location as 
)( LdP ∧ . To determine what this value is, a recursive test is 
performed. More details on how to calculate this value are 
provided in [15], and a pseudo-code outline of the algorithm 
is included in the Appendix.  
After each update step, a localization calculation is 
performed, calculating (2) using the estimated probability 
distribution.  
IV. EXPERIMENTAL SETUP 
The probabilistic localization systems presented in 
Section III were evaluated against existing pre-trained 
probabilistic localization systems, and tuned non-
  
probabilistic systems.  
• Whole-image CAT-Graph was tested against 
conventional local feature CAT-Graph.  
• The training-free probabilistic localization system 
was compared to FAB-MAP, a pre-trained local 
feature localization system.  
• The training-free whole-image system was 
compared to a heuristic, threshold-based 
localization method that received identical visual 
input.  
 As well as evaluating the performance of the presented 
probabilistic models these experiments also evaluated the 
portability of whole-image localization across multiple 
datasets and the use of multiple descriptor types. For this 
reason, three separate datasets and three different descriptor 
types were used. Comparison between the performance of 
different whole-image descriptors on the same dataset can be 
found in [15]. 
• Whole-image CAT-Graph was tested on a large-
scale dataset [25] that included circuits undertaken 
at multiple times of day. The descriptor type was 
based on the local feature descriptor BRISK [26].  
• The training-free localization system was 
compared to FAB-MAP on a benchmark FAB-
MAP dataset [4] to ensure a fair comparison 
between whole-image and local feature methods. 
The descriptor type GIST [17] was used.  
• The probabilistic vs. non-probabilistic  experiment 
was performed on a dataset that demonstrated 
highly variable conditions [27] including sun, rain 
and darkness. Images were compared using sum of 
absolute differences (SAD) between pixels. 
A. Whole-Image vs. Local Feature Descriptors 
Whole-image CAT-Graph as described in Section III.C, 
was compared against local feature CAT-Graph on the St 
Lucia [25] dataset. This dataset covers a 15km path which 
was repeated 5 times during the day between early morning 
and late afternoon, and differences in sun position and 
shadows created visual change between each circuit (see 
Figure 2).  
The circuit captured at midday was chosen as the base 
dataset to which the other 4 circuits were compared.  Both 
versions of CAT-Graph used a probability model generated 
on the base dataset. For whole-image CAT-Graph, a 100-bin 
probability distribution was generated on the base dataset as 
described in Section III. The local descriptor CAT-Graph 
closely matched that presented in [5]. This version uses 
SURF features [8] extracted using the OpenCV [28] 
implementation. A codebook and Chow-Liu tree [29] were 
generated using training data from the base dataset. 
 
Figure 2.  Sample locations from St Lucia dataset. 
To process the St Lucia images, the whole-image 
descriptor BRIEF-Gist [23] was used, but using the 
descriptor BRISK [26] in place of BRIEF. Each image was 
partitioned into 5×5 tiles, each of size 48×48 pixels, and a 
512-bit BRISK feature descriptor was calculated around the 
center of each tile using the OpenCV [28] implementation. 
All CAT-Graph parameters not directly related to the image 
descriptors were selected to match the parameters used on 
this dataset in [5]. 
B.  Training-Free vs. Trained Localization 
In this experiment, the incremental probability algorithm 
was compared to FAB-MAP [4], a pre-trained localization 
system based on local features and a visual bag-of-words [9, 
10]. The dataset used was the Oxford City Centre dataset 
originally presented in [4]. It consists of 2,474 images 
captured by a mobile robot along approximately 2km of city 
roads and parks, along with hand-corrected GPS ground 
truth. For each image, a 512-element GIST [17, 18] vector 
was computed using the implementation from [18]. Results 
were compared against published FAB-MAP results [4]. 
C. Probabilistic vs. Non-Probabilistic Localization 
In this experiment, the incremental probability localization 
system was compared against a non-probabilistic model 
using identical visual input. In particular, this experiment 
compared the performance of a globally and manually 
optimized threshold-based approach to the training-free 
probabilistic model over changing environmental conditions.  
The dataset used was originally presented in [27] and 
consisted of images captured by a webcam mounted on a 
small remote controlled car that was driven around a varied 
environment of parkland and university campus. The route 
was repeated four times under quite different and challenging 
environmental conditions: sunrise, sunny weather, rainy 
weather and nightfall (see Figure 3 for sample images). The 
sunrise dataset was chosen to be the base dataset against 
which the three traversals were tested, using the incremental 
probabilistic model and also using a non-probabilistic image 
comparison model.  
For online localization operation, a heuristic approach 
requires a pre-tuned threshold level to determine whether 
place recognition has occurred. However, this threshold is 
environment dependent, and must be selected before 
operation begins. This experiment tested the significance of a 
threshold value by selecting threshold values to maintain 
specific precision levels across all three traversals, and testing 
how recall was affected. 
 
Figure 3.  Examples of some challenges in the Botanic Gardens dataset. 
From left to right: sun glare, motion blur, rain, and low light. 
The images were processed in the same manner as 
described in the original paper [27]. The images were 
cropped to the upper half only and resolution reduced to 
48×24 pixels. The images were patch normalized over 
  
discrete 8×8 blocks, and sum of absolute differences on the 
pixel intensity values was used as the image comparison 
technique. As ground truth data was not available, the images 
were manually compared to determine correct and incorrect 
matches. 
V. RESULTS 
Section A of the results presents precision-recall results 
for whole-image CAT-Graph and local-descriptor CAT-
Graph across 5 different times of day, Section B compares 
the incremental probability algorithm to published FAB-
MAP results on the City Centre dataset, and Section C 
compares the incremental probability algorithm to a non-
probabilistic localization method, focusing particularly on 
the effect of threshold selection across different 
environmental conditions. 
A. Whole-Image vs. Local Feature Descriptors 
The recall achieved by whole-image and local-descriptor 
CAT-Graph at 100%, 99%, and 90% precision are shown in 
Table I across each of the 5 times of day. The 12:10pm 
traversal was used as the base and the other traversals were 
compared to it. Localization was also performed within the 
12:10pm dataset to demonstrate how each system performed 
when localizing at a single time of day. 
TABLE I.  PRECISION AND RECALL – ST LUCIA 
Time of Day 
Whole-image CAT-
Graph 
Local descriptor CAT-
Graph 
100% 99% 90% 100% 99% 90% 
8:45 am 3.6% 32.3% 85.7% 0.04% 0.04% 0.04% 
10:00 am 18.7% 69.0% 100% 1.9% 1.9% 3.7% 
12:10 pm (self 
comparison) 41.3% 61.0% 80.0% 48.9% 69.0% 80.5% 
14:10 pm 6.8% 36.9% 96.3% 0.10% 0.10% 0.10% 
15:45 pm 2.5% 2.5% 55.5% 0.3% 0.3% 0.3% 
  
 CAT-Graph combined with whole-image descriptors 
performs significantly more reliably across different times of 
day than when local feature descriptors are used. Local 
descriptor CAT-Graph performs well when comparing to 
locations seen at the same time of day (the 12:10pm self-
comparison example) and in fact out-performs whole-image 
CAT-Graph. However, it drops off drastically across 
different times of day, even when the difference is as small as 
a 2 hour period. 
 Furthermore, whole-image CAT-Graph exhibits a 
consistent increase in recall as precision is lowered, for all 
times of day. Whole-image CAT-Graph achieves at least 
55% recall at 90% precision on all tested datasets (see shaded 
columns in Table I). Local descriptor CAT-Graph does not 
exhibit the same increase in recall as precision decreases, as 
generally recall values are equally poor at 100% and 90% 
precision.  
B. Training-Free vs. Trained Localization 
The precision and recall achieved by the incremental 
probability algorithm on the City Centre dataset is shown in 
Figure 4. The maximum recall achieved by the incremental 
probability algorithm at 100% precision is 34%. At 99% 
precision, recall is 49%. This performance is comparable to 
that of FAB-MAP [4], which achieves maximum recall of 
37% at 100% precision. However, unlike FAB-MAP, the 
incremental probability results are achieved without the 
requirement of prior training or environment-specific tuning. 
 
Figure 4.  Precision-recall curve for the incremental probability algorithm 
on the Oxford City Centre dataset. The red line with square terminal 
represents FAB-MAP recall at 100% precision. The black line represents 
probabilistic GIST performance.  
C. Probabilistic vs. Non-Probabilistic Localization 
This experiment evaluated the effect of threshold selection 
on probabilistic and non-probabilistic localization. 
Localization algorithms need to be able to operate online, 
using only data that has already been observed to draw 
conclusions about place recognition matches. In practice, 
this means that a heuristic model such as [27] must pre-
select a threshold value t to determine whether two images 
represent the same location or not. Figure 5 displays the 
precision against threshold for the incremental probabilistic 
model (red lines) and a heuristic model (blue lines). The 
incremental probability is plotted against 1-t so both 
methods can be displayed on the same plot.  
 
Figure 5.  Precision versus threshold value for probabilistic (red lines) 
versus non-probabilistic method (blue lines) for the Botanic Gardens 
datasets. 
The non-probabilistic model is very sensitive to threshold 
choice - a threshold variation of as little as 0.05 (0.24 to 
0.29) can drop the precision from 100% to 92%. On the 
other hand, for the probability model the precision only 
decreases from 100% to 99.52% over a threshold variation 
of 0.11. 
For both models, threshold values were selected to 
maintain specific precision levels over all three datasets. As 
the dataset ground truth was limited, no data about 
  
precisions lower than 99.52% were available for the 
probabilistic model, so only precision above this value were 
tested. The results are displayed in Table II. 
TABLE II.  PRECISION AND RECALL WITH THRESHOLDS– BOTANIC 
GARDENS 
Desired 
Precision 
Threshold 
required 
Recall at desired precision 
Dataset 2 Dataset 3 Dataset 4 
Probabilistic 
100% 0.851 26.09% 37.97% 22.02% 
99.52% 0.6 47.5% 53.6% 49.19% 
  Non-probabilistic 
100% 0.239 18.4% 36.71% 24.2% 
99.52% 0.256 33.8% 53.6% 39.07% 
 
For each precision level and localization method, the 
dataset with the lowest recall has been shaded. For a 
threshold value that is selected to maintain 100% precision 
on all three circuits, the performance of the non-probabilistic 
model on the worst performing dataset is 18.4% and the 
lowest recall for the probability model is 22.0%. If the 
threshold value is selected to maintain 99.52% precision on 
all three circuits (the lowest precision we have data for), the 
lowest recall of the heuristic model is 33.8% on Dataset 2, 
and the lowest recall for the probabilistic model is 47.5%, 
also on Dataset 2. In other words, when global threshold 
values are taken into account, the probabilistic model can 
achieve 13.7% higher recall at the same precision, without 
the requiring manual tuning to produce globally optimal 
performance across each dataset. 
VI. DISCUSSION AND FURTHER WORK 
This paper presents a method for creating probability 
models for whole-image descriptors online. The method 
does not require a prior training phase.. The goal is to 
automate probability model creation so that appearance-
based localization can occur without a human in the loop. 
Consequently, there is the potential for “out-of-the-box” 
operation in different and changing environments without 
the need for either a training or parameter tuning phase. 
Furthermore, the method is flexible and can likely be 
utilized with any choice of whole-image descriptor.  
We have also demonstrated the integration of the 
generated probability models into probabilistic localization 
systems, such as CAT-Graph, that were originally intended 
for local feature descriptors, thereby allowing CAT-Graph to 
exploit the benefits of whole-image descriptors and 
extending the functionality of CAT-Graph to environments 
that experience perceptual change.  
We note that there is a trade-off between the high recall of 
whole-image comparison and the high precision of local 
feature comparison. As can be seen in Experiment 1, whole-
image descriptors can perform impressively at 99% or 90% 
precision but may fail to achieve good recall at 100% 
precision. However, methods such as [30, 31] allow 
correction of occasional false positive loop closures using 
topological information. Future work will incorporate these 
additions into the whole-image probabilistic localization 
system. We are also adapting the system to allow scaling to 
larger environments and more drastically changing 
environmental conditions. 
APPENDIX 
We present the algorithm for simultaneous localization and 
probability estimation. The following notation is assumed: 
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begin 
 function mainFunction(m,z,dk) : 
  (m,z):=min(dk); 
  if k < startFrame : 
   initialize(m); 
  else : 
   calcProb(m); 
   updateProb(m,z,dk); 
  end 
 end 
  
 function initialize(m) :  
  cm := cm + 1; 
 end 
  
 function calcProb(m) : 
  return 
mm
m
cb
b
+
; 
 end 
  
 function updateProb(m,z,dk) : 
  mr := recursiveUpdate({z},dk,match); 
  bm := bm + 1; 
  cm
r
 := cm
r
 + 1; 
  match(k) := z. 
 end 
 
 function recursiveUpdate(Mr,dk,match) : 
  (mr,zr):=min(dk); 
  if (match(zr) ∈ Mr OR match(min(Mr)) = zr) : 
   dk(zr):= ∞; 
   Mr+1 := Mr ⋃ {zr}; 
   recursiveUpdate(Mr+1,dk,match); 
  else 
   return mr; 
  end 
 end 
 
end 
  
bm one of the s bins representing P(dki|Lk=Li).  Bin bm 
is the bin which holds value m. 
cm one of the s bins representing P(dki|Lk≠Li). 
dk a vector containing the difference values between 
the current observations Ik and all previously seen 
observations I1,...,Ik-1 
match the best matching locations for stages 1,…,k-1. 
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