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Abstract
In this paper we analyze nonlinear dynamics of the fullerene molecule.
We prove the existence of global branches of periodic solutions emerg-
ing from an icosahedral equilibrium (nonlinear normal modes). We
also determine the symmetric properties of the branches of nonlin-
ear normal modes for maximal orbit types. We find several solu-
tions which are standing and rotating waves that propagate along
the molecule with icosahedral, tetrahedral, pentagonal and triangular
symmetries. We complement our theoretical results with numerical
computations using Newton’s method.
1 Introduction
The fullerene molecule was discovered in 1986 by R. Smalley, R. Curl, J.
Heath, S. O’Brien, and H. Kroto, and since then continues to attract great
deal of attention in the scientific community (e.g. the original work [22] has
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Figure 1: The fullerene molecule
currently 15 thousand citations). Its importance led in 1996 to awarding the
Nobel prize in chemistry to Smalley, Curl and Kroto. Since its discovery,
applications of fullerene C60 have been extensively explored in biomedical
research due to their unique structure and physicochemical properties.
The fullerene molecule is composed of 60 carbon atoms at the vertices of
a truncated icosahedron (see Figure 1). Various mathematical models for the
fullerene molecule are built in the framework of classical mechanics. Many
force fields have been proposed for the fullerene in terms of bond stretch-
ing, bond bending, torsion and van der Waals forces. Some force fields were
optimized to duplicate the normal modes obtained using IR or Raman spec-
troscopy, but only few of these models reflect the nonlinear characteristics
of the fullerene. For instance, the force field implemented in [33] for carbon
nanotubes and in [6] for the fullerene, assumes bond deformations that ex-
ceed very small fluctuations about equilibrium states, while the force fields
proposed in [34] and [37] are designed only to consider small fluctuations
in the fullerene model. Although the linear vibrational modes of fullerene
can be measured using IR and Raman spectroscopy, increasing attention has
been given to the mathematical study of other vibrational modes that can-
not be measured experimentally (see [16, 8, 20, 33, 34, 37, 30] and the large
bibliography therein).
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Mathematical Models. In molecular dynamics, a fullerene molecule model
consists of a Newtonian system
mu¨ = −∇V (u), (1)
where the vector u(t) ∈ V˜ := R180 represents the positions of 60 carbon
atoms in space, m is the carbon mass (which by rescaling the model can
be assumed to be one) and V (u) is the energy given by a force field. This
force field is symmetric with respect to the action of the group Γ := I ×
O(3), where I denotes the full icosahedral group. This important property
allows application of various equivariant methods to analyze its dynamical
properties. In order to make the system (1) reference point-depended, we
define the subspace V of R180 by
V := {x = (x1, x2, . . . , x60) : xk ∈ R3,
60∑
k=1
xk = 0}, (2)
from which we exclude the collision orbits, i.e. we consider the restriction of
the system (1) to the set Ωo := {x ∈ V : xj 6= xk, j 6= k}.
Analysis of Nonlinear Molecular Vibrations. The mathematical anal-
ysis of a molecular model includes two objectives: identification of the nor-
mal frequencies and the classification of different families of periodic solutions
with various spatio-temporal symmetries emerging from the equilibrium con-
figuration of the molecule (nonlinear normal modes). Let us emphasize that
the classification of normal modes is a central problem of the molecular spec-
troscopy.
The study of periodic orbits in Hamiltonian systems can be traced back
to Poincare and Lyapunov, who proved the existence of nonlinear normal
modes (periodic orbits) near an elliptic equilibrium under non-resonant con-
ditions. Later on, Weinstein (cf. [35]) extended this result to the case with
resonances. However, in general, the existence of nonlinear normal modes is
not guaranteed under the presence of resonances. Indeed, Moser presented in
[24] an example of a Hamiltonian systems with resonances, where the linear
system is full of periodic solutions, but the nonlinear system has none.
Let us point out that due to the icosahedral symmetries, the fullerene
molecule C60 has resonances of multiplicities 3, 4 and 5, i.e. the existence of
linear modes does not guarantee the existence of nonlinear normal modes in
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fullerene C60 due to resonances. Therefore, one needs a good method that
takes in consideration these symmetries. Standard methods for such analysis
may use reductions to the H-fixed point spaces, normal form classification,
center manifold theorem, averaging method and/or Lyapunov–Schmidt re-
duction.
Variational Reformulation. The problem of finding periodic solutions
for the fullerene can be reformulated as a variational problem on the Sobolev
space H12pi(R;V ) (of 2pi-periodic V -valued functions) with the functional
Jλ(u) :=
∫ 2pi
0
[
1
2
|u˙(t)|2 − λ2V (u(t))
]
dt, u ∈ H12pi(R; Ωo),
where V is the force field, λ−1 the frequency and u the renormalized 2pi-
periodic solution. The existence of periodic solutions (with fixed frequency
λ−1) is equivalent to the existence of critical points of Jλ. It follows from the
construction of the force field that the functional Jλ is invariant under the
action of the group
G := Γ×O(2) = (I ×O(3))×O(2),
which acts as permutations of atoms, rotations in space, and translations
and reflection in time, respectively.
Gradient Equivariant Degree Method. To provide an alternative to
the equivariant singularity theory (cf. [14]) and other geometric methods that
have been used to analyze molecules (see [17], [19], [23] and references), we
proposed (see [11, 5, 4]) the method based on the equivariant gradient degree
(fundamental properties of the gradient equivariant degree are collected in
Appendix A) – a generalization of the Brouwer/Leray-Schauder degree that
was developed in [12] for the gradient maps (see also [9] and [29]). The
gradient equivariant degree is just one of many equivariant degrees that were
introduced in the last three decades for various types of differential equations
(see [2], [3], [18], [21] and references therein).
To describe the main idea of this method, let us point out that the gra-
dient equivariant degree satisfies all the standard properties expected from a
degree theory (i.e. existence, additivity, homotopy and multiplicativity prop-
erties). The G-equivariant gradient degree ∇G-Deg(∇Jλ,U ) of ∇Jλ on U
4
Figure 2: Local bifurcation.
can be expressed elegantly as an element of the Euler ring U(G) (which is the
free Z-module generated by the conjugacy classes (H) of closed subgroups
H ≤ G) in the form
∇G-Deg(∇Jλ,U ) = n1(H1) + n2(H2) + · · ·+ nm(Hm), nk ∈ Z,
where U is a neighborhood of the G-orbit of the equilibrium uo (for some
non-critical frequency λ−1) and (Hj) are the orbit types inU . The changes of
∇G-deg(∇Jλ,U ) when λ−1 crosses a critical frequency λ−1o allow to establish
the existence of various families of orbits of periodic molecular vibrations
and their symmetries emerging from an equilibrium. In fact, the equivariant
topological invariant
ωG(λo) := ∇G-Deg (∇Jλ− ,U )−∇G-Deg (∇Jλ+ ,U ) (3)
provides a full topological characterization of the families of periodic solutions
(together with their symmetries) emerging from an equilibrium at λo (cf.
[10]). More precisely, for every non-zero coefficient mj in
ωG(λo) = m1(K1) +m2(K2) + . . .mr(Kr),
there exists a global family of periodic molecular vibrations with symmetries
at least Kj (see Figure 2 below). Moreover, if (Kj) is a maximal orbit type
then this family has exact symmetries Kj.
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Figure 3: Global bifurcation
Global Bifurcation Result. The so-called classical Rabinowitz Theorem
[27] establishes occurrence of a global bifurcation from purely local data for
compact perturbations of the identity. Its main idea is that if the maximal
connected set C bifurcating from a trivial solution is compact (i.e. bounded),
then the sum of the local Leray-Schauder degrees at the set of bifurcation
points of C is zero. Since such maximal connected set C is either unbounded
or comes back to another bifurcation point, this result is also referred to as
the global Rabinowitz alternative (we refer to Nirenberg’s book [26] where a
simplified proof of this statement is presented in Theorem 3.4.1).
The classical Rabinowitz’s global bifurcation argument can be easily adapted
in the equivariant setting for the gradient G-equivariant degree (cf. [13]).
That is, for any G-orbit of a compact (bounded) branch C in R+×H12pi(R; Ωo)
containing (λ0, uo) we have
m∑
k=0
ωG(λk) = 0, (4)
(see Figure 3), where λ−1k are the normal modes belonging to C. In this
context the global property means that a family of periodic solutions,
represented by continuous branch C in R+ × H12pi(R; Ωo), is not compact or
comes back to another bifurcation point from the equilibrium. The non-
compactness of C implies that the norm or period of solutions from C goes
to the infinity, C ends in a collision orbit or goes to a different equilibrium
point.
By applying formula (4) one can establish an effective criterium allowing
to determine the existence of the non-compact branches of nonlinear normal
modes with particular (e.g. maximal) orbit types. To be more precise, it is
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sufficient to consider all the critical frequencies λ−1k corresponding to the first
Fourier mode and simply show, that for some of them, say λ−10 , the sum in
(4) can never be zero. For the fullerene molecule such non-compact global
branches exist.
Novelty. In this paper, we apply equivariant gradient degree to the classifi-
cation of the global nonlinear modes in a model of the fullerene molecule C60.
By taking advantage of various properties of the gradient equivariant degree,
the approximate values (obtained numerically) of the normal frequencies can
be used to determine (under plausible isotypical non-resonance assumption)
the exact values of the topological invariants ωG(λo). In particular, the in-
formation contained in the topological invariants can be applied to obtain
the presence of such global branches of periodic solutions with the maximal
orbit types, as it is presented in our main theorem (Theorem 3.1).
Let us point out that (to the best of our knowledge) all the previous
studies of the fullerene molecule have considered only the existence of the
linear modes (which have constant frequency), while the occurrence of the
non-linear normal modes have frequencies depending on the amplitudes of
the oscillation. Such an analysis of nonlinear normal modes for the fullerene
molecule was never done before. We complement our results with numerical
computations using Newton’s method and pseudo-arclength procedure to
continue some of these nonlinear normal modes.
It is important to notice that the icosahedral symmetries appear also in
adenoviruses with icosahedral capsid, or other icosahedral molecules consid-
ered in [34]. The methods presented here are applicable to these cases as
well.
Contents. The rest of the paper is arranged as follows. In section 2 we
present the model equations appropriate for studying the dynamics of the
fullerene molecule. In subsection 2.1, we propose a new indexation for the
fullerene atoms which greatly simplifies the description of symmetries in the
molecule. Then, in subsection 2.2 we discuss the choice of the force field
for the fullerene molecule that seems to be the most appropriate in order
to model nonlinear vibrations and in subsection 2.3 we describe the action
of the group I × O(3) on the space V . Then, in subsection 2.4, we find
the minimizer of the potential V among the configurations with icosahedral
symmetries by applying Palais criticality principle. In subsection 2.5, we
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identify the I-isotypical decomposition of the space V and use it to deter-
mine the spectrum of the operator ∇2V (uo) and the I-isotypical types of the
corresponding eigenspaces. In Section 3 we prove the bifurcation of periodic
solutions from the equilibrium configuration uo of the fullerene molecule. In
Section 4 we describe the symmetries of the periodic solutions. In addition
to the theoretical results stated Theorem 3.1, several of these symmetric
periodic solutions were obtained by numerical continuation, for which the
numerical data is shown graphically. In Appendix A, we include a short
review of the gradient degree, including computational algorithms, and the
computations of the I ×O(2)-equivariant gradient degree.
2 Fullerene Model
2.1 Equations for Carbons
In this section, we propose a new indexation for the fullerene atoms which
greatly simplifies the description of symmetries in the molecule: to each atom
we assigned two indices – one (being a 5-cycle in S5) indicating in which the
side of the dodecahedron the atom is located and the second indicating its
position in that side (as it is illustrated on Figure 1)
LetA5 be the alternating group of permutations of five elements {1, 2, 3, 4, 5}.
The five conjugacy classes in A5 are listed in Table 1. The C60 molecule is
arranged in 12 unconnected pentagons of atoms. We implement the following
notation for the indices of the 60 atoms (see Figure 1):
• τ ∈ C4 is used to denote each of the 12 pentagonal faces.
• k ∈ {1, ..., 5} =: Z[1, 5] is used to denote each of the 5 vertices in the
12 pentagonal faces.
We define the set of indices as
Λ = C4 × Z[1, 5] .
With these notations each index (τ, k) ∈ Λ represents a face and a vertex in
the face of the truncated icosahedron as it is shown on Figure 1. The vectors
that represent the positions of the carbon atoms are
uτ,k ∈ R3,
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C1 C2 C3 C4 C5
(1) (12)(34), (13)(24),(14)(23) (123), (132) (12345) (12354)
(12)(35), (13)(25),(15)(23) (124), (142) (12453) (12435)
(12)(45), (14)(25),(15)(24) (125), (152) (12534) (12543)
(13)(45), (14)(35), (15)(34) (134), (143) (13254) (13245)
(23)(45), (24)(35),(25)(34) (135), (153) (13542) (13524)
(145), (154) (13425) (13452)
(234), (243) (14235) (14253)
(235), (253) (14352) (14325)
(245), (254) (14523) (14532)
(345), (354) (15243) (15234)
(15432) (15423)
(15324) (15342)
Table 1: Conjugacy classes of elements in A5.
and the vector for the 60 positions is
u = (uτ,k)(τ,k)∈Λ ∈
(
R3
)60
.
The space (R3)60 is a representation of the group I × O(3), where I =
A5×Z2 stands for the full icosahedral group. With this notation, the action
of I ×O(3) on V has a simple definition: the action of σ ∈ A5 and −1 ∈ Z2
in u is defined in each component by
ρ(σ)uτ,k = uσ−1τσ,σ−1(k) , ρ(−1)uτ,k := uτ−1,k . (5)
And the action of the group A ∈ O(3) is defined by
Au = (Auτ,k)(τ,k)∈Λ.
2.2 Force Field
The system for the fullerene molecule is given by (1). To describe the force
field ∇V we recognize that:
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• The 60 edges in the 12 pentagonal faces represent single bonds. For
these single bonds we define the function S : Λ→ Λ,
S(τ, k) = (τ, τ(k)) , τ ∈ C4, k ∈ Z[1, 5].
• The 30 remaining edges in the hexagon, which connect the different
pentagonal faces, represent double bounds. For these double bonds we
define the function D : Λ→ Λ,
D(τ, k) = (σ, k) with σ =
(
k, τ 2(k), τ(k), τ 4(k), τ 3(k)
)
.
Using the above notation, the force field energy is elegantly expressed by
V (u) =
∑
(τ,k)∈Λ
(
U(
∣∣uτ,k − uS(τ,k)∣∣) + 1
2
U(
∣∣uτ,k − uD(τ,k)∣∣) + U(τ,k)(u)) ,
where the coefficient 1
2
before the second term is to eliminate the double
count bonds, and the term U(τ,k)(u) includes the bending and torsion forces.
Bond stretching is represent by potential
U(x) = E0
((
1− e−β(x−r0))2 − 1) ,
where r0 is the equilibrium bond length, E0 is the bond energy and β
−1 is the
width of the energy. The term U(τ,k)(u) includes bending and torsion forces
given by
U(τ,k)(u) = EB(θ1) + EB(θ2) + EB(θ3) + ET (φ1) + ET (φ2) + ET (φ3),
where the bending EB(θ) around each atom in a molecule is governed by the
hybridization of orbitals and is given by
EB(θ) =
1
2
k0(cos θ − cos θ0)2 = 1
2
kθ(cos θ + 1/2)
2, θ0 := 2pi/3,
(here θo is the equilibrium angle and k0 is the bending force constant), and
the torsion energy ET (φ) (which describes the energy change associated with
rotation around a bond with a four-atom sequence) is given by
ET (φ) =
1
2
kφ (1− cos 2φ) = kφ
(
1− cos2 φ) .
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The torsion energy reaches a maximum value at angles φ = ±pi/2.
Each carbon (τ, k) ∈ Λ has three angles,
cos θ1 =
uτ,k − uS(τ,k)∣∣uτ,k − uS(τ,k)∣∣ • uτ,k − uS−1(τ,k)∣∣uτ,k − uS−1(τ,k)∣∣ ,
cos θ2 =
uτ,k − uD(τ,k)∣∣uτ,k − uD(τ,k)∣∣ • uτ,k − uS(τ,k)∣∣uτ,k − uS(τ,k)∣∣ ,
cos θ3 =
uτ,k − uD(τ,k)∣∣uτ,k − uD(τ,k)∣∣ • uτ,k − uS−1(τ,k)∣∣uτ,k − uS−1(τ,k)∣∣ .
Clearly, the bond bending at each atom (τ, k) ∈ Λ isEB(θ1)+EB(θ2)+EB(θ3).
Let
n =
uD(τ,k) − uS(τ,k)∣∣uD(τ,k) − uS(τ,k)∣∣ × uD(τ,k) − uS−1(τ,k)∣∣uD(τ,k) − uS−1(τ,k)∣∣
be the unit normal vector to the plane passing by uD(τ,k), uS(τ,k) and uS−1(τ,k).
Each carbon (τ, k) ∈ Λ has three torsion energies given by
cosφ1 = n • n1 , n1 = u(τ,k) − uS(τ,k)∣∣u(τ,k) − uS(τ,k)∣∣ × u(τ,k) − uS−1(τ,k)∣∣u(τ,k) − uS−1(τ,k)∣∣ ,
cosφ2 = n • n2 , n2 = u(τ,k) − uD(τ,k)∣∣u(τ,k) − uD(τ,k)∣∣ × u(τ,k) − uS−1(τ,k)∣∣u(τ,k) − uS−1(τ,k)∣∣ ,
cosφ3 = n • n3 , n3 = u(τ,k) − uD(τ,k)∣∣u(τ,k) − uD(τ,k)∣∣ × u(τ,k) − uS(τ,k)∣∣u(τ,k) − uS(τ,k)∣∣ .
Then, the bond bending at each atom (τ, k) ∈ Λ is ET (φ1)+ET (φ2)+ET (φ3).
For this work, we use the parameters given in [6] , which are E0 =
6.1322 eV , β = 1.8502 A−1, r0 = 01.4322 A, kθ = 10 eV , kφ = 0.346 eV . In
this paper we use exactly these values.
2.3 Icosahedral Symmetries
In order to make the system (1) reference point-depended, we define the
subspace
V := {u ∈ (R3)60 : ∑
(σ,k)∈Λ
uσ,k = 0} (6)
and
Ωo = {u ∈ V : uσ,k 6= uτ,j} .
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We have that V and Ωo are flow-invariant for (1)
By the properties of functions S and D, the potential
V : Ωo → R (7)
is well defined and I-invariant. Moreover, the potential V is invariant by
rotations and reflections of the group O(3) because bonding, bending and
torsion forces depend only on the norm of the distances among pairs of atoms.
Therefore, the potential V is I ×O(3)-invariant,
V ((σ,A)u) = V (u), (σ,A) ∈ I ×O(3) .
Let
J1 :=
 0 0 00 0 −1
0 1 0
 , J2 :=
 0 0 −10 0 0
1 0 0
 , J3 :=
 0 −1 01 0 0
0 0 0
 (8)
be the three infinitesimal generators of rotations in O(3), i.e., eφJ1 , eθJ2 and
eJ3ψ, where φ, θ and ψ are the Euler angles. The angle between two adjacent
pentagons in a dodecahedron is θ0 = arctan 2. Then, the rotation by pi that
fixes a pair of antipodal edges is
A = e−(θ0/2)J2epiJ3e(θ0/2)J2 =
− 1√5 0 2√50 −1 0
2√
5
0 1√
5
 . (9)
The rotation by 2pi/5 of the upper pentagonal face of a dodecahedron is
B = e
2pi
5
J3 =

−1+√5
4
−
√
5+
√
5
8
0√
5+
√
5
8
−1+√5
4
0
0 0 1
 . (10)
The subgroup of O(3) generated by the matrices A and B is isomorphic to
icosahedral group A5. Indeed, the generators A and B satisfy the relations
A2 = B5 = (AB)3 = Id .
On the other hand, the group A5 is generated by
a = (23)(45), b = (12345) , (11)
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and we have similar relations
a2 = b5 = (ab)3 = (1).
Therefore, the explicit homomorphism ρ : A5 → SO(3) defined on generators
by ρ(a) := A and ρ(b) := B is the required isomorphism A5 ' ρ(A5) ⊂
SO(3). We extend
ρ : A5 × Z2 → O(3)
with ρ(−1) = −Id ∈ O(3), and consequently we obtain an explicit identifi-
cation of the full icosahedral group I with ρ(I) ⊂ O(3).
2.4 Icosahedral Minimizer
Let I˜ be the icosahedral subgroup of I ×O(3) given by
I˜ = {(σ, ρ(σ)) ∈ I ×O(3) : σ ∈ I} .
The fixed point space
ΩI˜0 = V
I˜ ∩ Ωo = {(aτ,k)(τ,k)∈Λ ∈ Ω0 : aτ,k = (σ, ρ(σ))aτ,k},
consist of all the truncated icosahedral configurations. An equilibrium of the
fullerene molecule can be found as a minimizer of V on these configurations.
More precisely, since V is I × O(3)-invariant, by Palais criticality principle,
the minimizer of the potential V on the fixed-point space of I˜ is a critical
point of V .
To find the minimizer among configurations with symmetries I˜, we pa-
rameterize the carbons positions by fixing the position of one of them. Let
ub,1 = (x, 0, z), x, z ∈ R,
then we have
ub,1 = (σ, ρ(σ))ub,1 = ρ(σ)uσ−1bσ,σ−1(1) ,
and relations
uσ−1bσ,σ−1(1) = ρ(σ)
−1ub,1 = ρ(σ)−1(x, 0, z)T , σ ∈ A5, (12)
allow us to determine the positions of all other coordinates of the vector
u = (uτ,k).
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Therefore, the representation of u(x, z) given by (12) provides us a parametriza-
tion of a connected component of ΩI˜0/O(3) with the domain
D = {(x, z) ∈ R2 : 0 < z, x < Cz}
where C > 0 is a number determined by the geometric restrictions. We define
v : D → R by
v(x, z) = V (u(x, z)).
Since v(x, z) is exactly the restriction of V to the fixed-point subspace ΩI˜0/O(3),
then by the symmetric criticality condition, a critical point of v : D → R is
also a critical point of V .
We implemented a numerical minimizing procedure to find the minimizer
(xo, zo) of v(x, z). We denote the truncated icosahedral minimizer corre-
sponding to the fullerene C60 as
uo = u (xo, zo) ∈ V .
The lengths of single and double bonds for this minimizer are given by
dS =
∣∣ub,1 − uS(b,1)∣∣ = 1.438084,
dD =
∣∣ub,1 − uD(b,1)∣∣ = 1.420845,
respectively. These results are in accordance with the distances measured in
the paper [16].
An advantage of the notation u = (uτ,k) is that it is easy to visualize
the elements associated to the rotations ρ(σ) in the truncated icosahedron
(Figure 1). In these configurations we have ρ(σ)uτ,k = σ
−1uτ,k = uστσ−1,σ(k),
then ρ(σ) is identified with the rotation that sends the face τ to στσ−1 and
the carbon atom identified by k to σ(k); for example, under the pi-rotation
given by ρ(a) = A, face b = (12345) goes to the face aba−1 = (13254), and
the element k = 1 to a(1) = 1. In this manner, we conclude that the elements
of the conjugacy classes C2, C3, C4 and C5 correspond to the 15 rotations by
pi, the 20 rotations by 2pi/3, the 12 rotations by 2pi/5 and the 12 rotations
by pi/5, respectively.
2.5 Isotypical Decomposition and Spectrum of ∇2V (uo)
The space V is an orthogonal complement in V˜ = (R3)60 of the subspace
{(v, v, . . . , v) : v ∈ R3}, thus it is I˜-invariant. Given that the system (1),
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u(t) ∈ V , is symmetric with respect the group action of I × O(3), the orbit
of equilibria uo is a 3-dimensional submanifold in V . To describe the tangent
space, we define
Jju = (Jjuσ,k),
where Jj are the three infinitesimal generators of the rotations defined in (8).
Then, the slice So to the orbit of uo is
So := {x ∈ V : x • Jju0 = 0, j = 1, 2, 3}.
Since uo has the isotropy group I˜, then So is an orthogonal I˜ representation.
In this section we identify the I˜-isotypical components of So. In order to
simplify the notation, hereafter we identify I˜ with the group A5 × Z2,
I˜ = A5 × Z2 .
Put ϕ± = 12(1 ±
√
5), and consider the permutations a = (2, 3)(4, 5), b =
(1, 2, 3, 4, 5) and c = (1, 2, 3). The character table of A5 is:
Rep. Character (1) a c b b2
V1 χ1 1 1 1 1 1
V2 χ2 4 0 1 −1 −1
V3 χ3 5 1 −1 0 0
V4 χ4 3 −1 0 ϕ+ ϕ−
V5 χ5 3 −1 0 ϕ− ϕ+
The character table of I˜ ' A5 × Z2 is obtained from the table of A5. We
denote the irreducible representations of I by V±n for n = 1, ..., 5, where the
element −1 ∈ Z2 acts as ±Id in V±n and elements γ ∈ A5 act as they act
on Vn. Notice that all the representations V±n are absolutely irreducible.
Therefore, the character table for A5 × Z2 is as follows:
By comparing the character χ
V
withe the characters in Table 2, we obtain
the following I-isotypical decomposition of V
V =
5⊕
n=1
Vn ⊕ V−n,
where V±n is modeled on V±n.
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(1) a c b b2 (−1) (a,−1) (c,−1) (b,−1) (b2,−1)
χ1 1 1 1 1 1 1 1 1 1 1
χ2 4 0 1 -1 -1 4 0 1 -1 -1
χ3 5 1 -1 0 0 5 1 -1 0 0
χ4 3 -1 0 ϕ+ ϕ− 3 -1 0 ϕ+ ϕ−
χ5 3 -1 0 ϕ− ϕ+ 3 -1 0 ϕ− ϕ+
χ−1 1 1 1 1 1 -1 -1 -1 -1 -1
χ−2 4 0 1 -1 -1 -4 0 -1 1 1
χ−3 5 1 -1 0 0 -5 -1 1 0 0
χ−4 3 -1 0 ϕ+ ϕ− -3 1 0 −ϕ+ −ϕ−
χ−5 3 -1 0 ϕ− ϕ+ -3 1 0 −ϕ− −ϕ+
Table 2: Character table for A5 × Z2
We numerically computed the spectrum {µj : j = 1, 2, . . . , 47} of the Hes-
sian ∇2V (uo) at this minimizer uo. Since ∇2V (uo) : V → V is I˜-equivariant,
∇2V (uo)|Vn∩E(µj) = µj Id : Vn ∩ E(µj)→ Vn ∩ E(µj),
where E(µj) stands for the eigenspace corresponding to µj. We found that
each of the eigenspaces E(µj) is an irreducible subrepresentation of V , i.e.
the isotypical multiplicity of µj is simple. Including the zero eigenspace,
we have 47 different components. Thus we have that σ(∇2V (uo)|So) =
{µ1, ..., µ46} with µj > 0, so
So =
46⊕
j=1
Vnj and ∇2V (uo)|Vnj = µj Id. (13)
In order to determine in which isotypical component Vnj the eigenspace
E(µj) is contained for a given eigenvalue µj, we apply the isotypical projec-
tions
Pnv :=
dim(Vn)
120
∑
g∈I˜
χn(g) gv, v ∈ V ,
where Vn, n = ±1, . . . ,±5, is the irreducible representation identified by the
character Table 2. Then the component Vnj can be clearly identified by the
projection Pnj .
16
j Mult. µj λj nj
1 5 176.536 0.075263 -3
2 5 176.366 0.075300 3
3 4 164.083 0.078067 2
4 4 160.292 0.078985 -2
5 3 159.290 0.079233 -5
6 5 148.597 0.082034 3
7 3 141.071 0.084194 -4
8 3 140.573 0.084343 5
9 1 135.632 0.085866 1
10 4 134.935 0.086087 -2
11 4 129.544 0.087860 2
12 5 125.431 0.089289 -3
13 3 107.719 0.096350 4
14 5 98.5525 0.100732 3
15 3 93.4648 0.103437 -5
16 5 87.7541 0.106750 -3
17 3 83.9718 0.109127 -4
18 4 71.6288 0.118156 2
19 5 67.1181 0.122062 3
20 1 59.3865 0.129765 -1
21 3 50.4797 0.140748 -5
22 4 47.5646 0.144997 -2
23 3 42.2947 0.153765 4
j Mult. µj λj nj
24 3 41.3918 0.155433 5
25 4 33.9885 0.171528 -2
26 5 28.8031 0.186329 -3
27 5 27.4795 0.190764 3
28 3 27.3153 0.191336 5
29 4 25.5388 0.197879 -2
30 4 22.7212 0.209790 2
31 5 19.4536 0.226725 -3
32 5 19.3377 0.227404 3
33 3 19.2379 0.227993 -5
34 4 16.5356 0.245918 2
35 3 16.5255 0.245993 5
36 3 15.1033 0.257314 -4
37 3 10.3908 0.310224 4
38 1 10.2520 0.312317 1
39 5 10.1098 0.314506 -3
40 3 9.03077 0.332765 -4
41 4 9.02666 0.332841 2
42 5 6.99929 0.377984 3
43 5 6.95354 0.379225 -3
44 3 5.42311 0.429414 -5
45 4 5.26429 0.435843 -2
46 5 3.04384 0.573177 3
Table 3: Eigenvalues µj of ∇2V (uo) and critical numbers λj according to
their isotypical type Vnj .
In the following Table 3, we show the number nj ∈ {−5, ...,−1, 1, ..., 5}
that identifies the irreducible representation corresponding to the eigenvalue
µj for j = 1, .., 46. The numerical computations strongly indicate that all
the eigenvalues µj, j = 1, .., 46, are non-resonant.
Remark 2.1. The models proposed in [33] and [6], consider the presence of
van der Waals forces among carbon atoms, which are modeled by the potential
W (x) = ε
(
σ12
x12
− 2σ
6
x6
)
,
where σ = 3.4681 A−1 is the minimum energy distance and  = 0.0115 eV the
depth of this minimum. Our numerical computations indicate that the models
with van der Waals forces do not produce acceptable bond lengths between the
atoms (as it is given in [16]), neither the spectrums fit the experimental data
(cf. [8]). Actually, the models [33] and [6] without van der Waals forces lead
to results which correctly approximate the measurements in [16] and [8] (for
17
bond lengths dS and dD and frequencies
√
µj/m, which are within the range
100 to 1800 cm−1).
3 Equivariant Bifurcation
In what follows, we are interested in finding non-trivial T -periodic solutions
to (1), bifurcating from the G-orbit of the equilibrium point uo. By normal-
izing the period, i.e. by making the substitution v(t) := u (λt) in (1), we
obtain the system {
v¨ = −λ2∇V (v),
v(0) = v(2pi), v˙(0) = v˙(2pi),
(14)
where λ−1 = 2pi/T is the frequency.
3.1 Equivariant Gradient Map
Since V is an orthogonal I ×O(3)- representation, we can consider the first
Sobolev space of 2pi-periodic functions from R to V , i.e.,
H12pi(R,V ) := {u : R→ V : u(0) = u(2pi), u|[0,2pi] ∈ H1([0, 2pi];V )},
equipped with the inner product
〈u, v〉 :=
∫ 2pi
0
(u˙(t) • v˙(t) + u(t) • v(t))dt .
Let O(2) = SO(2)∪κSO(2) denote the group of 2×2-orthogonal matrices,
where
κ =
[
1 0
0 −1
]
,
[
cos τ − sin τ
sin τ cos τ
]
∈ SO(2) .
It is convenient to identify a rotation with eiτ ∈ S1 ⊂ C. Notice that
κeiτ = e−iτκ, i.e., κ as a linear transformation of C into itself, acts as complex
conjugation.
Clearly, the space H12pi(R,V ) is an orthogonal Hilbert representation of
G := I ×O(3)×O(2).
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Indeed, we have for u ∈ H12pi(R,V ) and (σ,A) ∈ I ×O(3) (see (5))
(σ,A)u(t) = (σ,A)u(t), (15)
eiτu(t) = u(t+ τ),
κu(t) = u(−t).
It is useful to identify a 2pi-periodic function u : R → V with a function
u˜ : S1 → V via the map e(τ) = eiτ : R→ S1. Using this identification, we
will write H1(S1,V ) instead of H12pi(R,V ). Let
Ω := {u ∈ H1(S1,V ) : u(t) ∈ Ωo}.
We define J : R× Ω→ R by
J(λ, u) :=
∫ 2pi
0
[
1
2
|u˙(t)|2 − λ2V (u(t))
]
dt. (16)
Then, the system (14) can be written as the following variational equation
∇uJ(λ, u) = 0, (λ, u) ∈ R× Ω. (17)
Consider uo ∈ V – the equilibrium point of (7) (i.e. symmetric ground
state) described in previous section. Then uo is a critical point of J . We are
interested in finding non-stationary 2pi-periodic solutions bifurcating from uo,
i.e. non-constant solutions to system (17). We consider the orbit G(uo) of uo
in H1(S1,V ). We denote by So the slice to G(uo) in H1(S1,V ). We consider
the Guo-invariant restriction J : R×(So ∩ Ω)→ R of J to the set So∩Ω. This
restriction will allow us to apply the Slice Criticality Principle (see Theorem
A.2) in order to compute the gradient equivariant degree of ∇Jλ on a small
neighborhood U of G(uo) needed for evaluation of the equivariant invariant
ωG(λ).
Consider the operator L : H2(S1;V )→ L2(S1;V ), given by
Lu = −u¨+ u
for u ∈ H2(S1,V ). Then the inverse operator L−1 exists and is bounded.
Let j : H2(S1;V )→ H1(S1,V ) be the natural embedding operator. Clearly,
j is a compact operator. Then, one can easily verify that
∇uJ(λ, u) = u− j ◦ L−1(λ2∇V (u) + u), (18)
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where u ∈ H1(S1,V ). Consequently, the bifurcation problem (17) is equiva-
lent to ∇uJ(λ, u) = 0. Moreover, we have
∇2uJ(λ, uo)v = v − j ◦ L−1(λ2∇2V (uo)v + v) , (19)
where v ∈ H1(S1,V ).
Notice that
A (λ) := ∇2uJ(λ, uo)|So : So → So.
Thus, by implicit function theorem, G(uo) is an isolated orbit of critical
points, whenever A (λ) is an isomorphism. Therefore, if a point (λo, uo) is a
bifurcation point for (17), then A (λo) cannot be an isomorphism. In such
case we define
Λ := {λ > 0 : A (λo) is not an isomorphism} ,
and call this set the critical set for the trivial solution uo.
3.2 Critical Numbers
Consider the S1-action on H1(S1,V ), where S1 acts on functions by shift-
ing the argument (see (15)). Then, (H1(S1,V ))S
1
is the space of constant
functions, which can be identified with the space V , i.e.,
H1(S1,V ) = V ⊕W , W := V ⊥.
Then, the slice So in H1(S1,V ) to the orbit G(uo) at uo is exactly
So = So ⊕W .
Consider the S1-isotypical decomposition of W , i.e.,
W =
∞⊕
l=1
Wl, Wl := {cos(l·)a + sin(l·)b : a, b ∈ V }
In a standard way, the space Wl, l = 1, 2, . . . , can be naturally identified with
the complexification V C on which S1 acts by l-folding,
Wl = {eil·z : z ∈ V C}.
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Since the operator A (λ) is Guo-equivariant with
Guo = I˜ ×O(2),
it is also S1-equivariant and thus A (λ)(Wl) ⊂ Wl. Using the I˜-isotypical
decomposition of V C, we have the Guo-invariant decomposition
Wl =
46⊕
j=1
Vj,l, Vj,l := {eil·z : z ∈ E(µj)C},
where Vnj ,l = VCnj = C⊗R Vnj is the I ×O(2)-irreducible representation with
O(2) acting on C by l-folding and complex conjugation. We have
A (λ)|Vj,l =
(
1− λ
2µj + 1
l2 + 1
)
Id .
Thus A(λo)|Vj,l = 0 if and only if λ2o = l2/µj for some l = 1, 2, 3, . . . and
j = 0, 1, 2, . . . , 46.
We will write
λj,l =
l√
µj
to denote the critical numbers in Λ. Then the critical set for the equilibrium
uo of system (7) is
Λ = {λj,l : j = 0, ..., 46, l = 1, 2, 3, . . . }.
Let us point out that in the case of isotypical resonances, the critical
numbers may not be uniquely identified by indices (j, l). The first and last
critical numbers for l = 1 are λ1,1 = .07526 3 and λ46,1 = 0.573 18, respec-
tively. We computed numerically (with precision 10−5) all the different values
λj,l from λ1,1 to λ46,1. We obtain that among these approximations there is
no-resonance with harmonic critical number from λ1,1 to λ46,1, i.e.,
λ1,1 < λ2,1 < λ3,1 < λ4,1 < ... < λ5,7 < λ26,3 < λ21,4 < λ27,3 < λ46,1. (20)
Therefore, a plausible assumption under the numerical evidence is that all
the eigenvalues λj,1 are isotypical non-resonant for j = 1, ..., 46.
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3.3 Conjugacy Classes of Subgroups in I ×O(2)
In order to simplify the notation, in what follows, instead of using the symbol
I˜, we will write I. Under this notation the isotropy group Guo is
Guo = I ×O(2).
The notation in this section is useful to obtain the classification of all conju-
gacy classes (H ) of closed subgroups in I ×O(2).
The representatives of the conjugacy classes of the subgroups in A5 × Z2
consisting of proper nontrivial subgroups of A5 are:
Z2 = {((1), 1), ((12)(34), 1)},
Z3 = {((1), 1) , ((123), 1), ((132), 1)},
V4 = {((1), 1), ((12)(34), 1), ((13)(24), 1), ((23)(14), 1)},
Z5 = {((1), 1), ((12345), 1), ((13524), 1), ((14253), 1), ((15432), 1)},
D3 = {((1), 1), ((123), 1), ((132), 1), ((12)(45), 1), ((13)(45), 1), ((23)(45), 1)},
A4 = {((1), 1), ((12)(34), 1), ((13)(24), 1), ((14)(23), 1), ((123), 1), ((132), 1), ((124), 1),
((142), 1, ((134), 1), ((143), 1), ((234), 1), ((243), 1)},
D5 = {((1), 1), ((12345), 1), ((13524), 1), ((14253), 1), ((15432), 1), ((12)(35), 1), ((13)(45), 1),
((14)(23), 1), ((15)(24), 1), ((25)(34)}.
The representatives of the additional conjugacy classes of the subgroups
in A5 × Z2 will be used to describe the symmetries of nonlinear vibrations.
Besides of the product subgroups Hp := H × Z2, we have the also following
twisted subgroups Hϕ of A5 × Z2 (where H is a subgroup of A5):
Zz2 =
{(
(1), 1
)
,
(
(12)(34),−1)},
V z4 =
{(
(1), 1
)
,
(
(12)(34),−1), ((13)(24),−1), ((23)(14), 1)},
Dz3 =
{(
(1), 1
)
,
(
(123), 1
)
,
(
(132), 1
)
,
(
(12)(45),−1), ((13)(45),−1),(
(23)(45),−1)},
Dz5 =
{(
(1), 1
)
,
(
(12345), 1
)
,
(
(13524), 1
)
,
(
14253), 1
)
,
(
(15432), 1
)
,(
(12)(35),−1), ((13)(45),−1), ((14)(23),−1), ((15)(24),−1),(
(25)(34),−1)}.
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Figure 4: Lattice of conjugacy classes of subgroups in A5 × Z2. The square
boxes indicate that the related subgroup is normal in A5 × Z2.
With these definitions the subconjugacy lattice for A5 × Z2 is shown in
Figure 4.
The result (see [9, 15]) provides a description of subgroups of the product
group I×O(2). Namely, for any subgroupH of the product group I×O(2),
there exist subgroups H ≤ I and K ≤ O(2), a group L and two epimorphisms
ϕ : H → L and ψ : K → L such that
H = {(h, k) ∈ H ×K : ϕ(h) = ψ(k)}.
In order to make the notation self-contained, we will assume that L =
K/ ker(ψ), so ψ : K → L is evidently the natural projection. On the other
hand, the group L can be naturally identified with a finite subgroup of O(2)
being either Dn or Zn. Since we are interested in describing conjugacy classes
of H , we can identify different epimorphisms ϕ, ψ : H → L by indicating
Z = Ker (ϕ) and L = K/ ker(ψ).
Therefore, to identify H we will write
H =: HZ×mLK , (21)
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where H and Z are subgroups of I and m is a number used to identify groups
in different conjugacy classes. In the case that all the epimorphisms ϕ with
the kernel Z are conjugate, there is no need to use the number m in (21),
so we will simply write H = HZ×LK. In addition, in the case that all
epimorphisms ϕ from H to L are conjugate, we can also omit the symbol Z,
i.e. we will write H = H ×L K.
3.4 Bifurcation Theorem
Theorem 3.1. Assume that the critical numbers λj,1 ∈ Λ, j = 1, 2, . . . , 46,
for the system (17) are isotypically non-resonant. Then, there exist multiple
global bifurcations of solutions from the critical number λj,1 corresponding to
the irreducible representation Vnj in Table 3:
• For nj = 1 there exists a G-orbit of a branch of periodic solutions with
the orbit type (Ap5 ×D1);
• For nj = 2 there exist G-orbits of branches of periodic solutions with the
orbit types (Dp3
Zp3×Z2D2), (V p4 Z
p
2×Z2D2), (Ap4 ×D1), (Dp3 ×D1), (Dp5 Z
p
1×1D5D5),
(Dp5
Zp1×2D5D5), (Dp3 Z
p
1×D3D3);
• For nj = 3 there exist G-orbits of branches of periodic solutions with
the orbit types (V p4
Zp2×Z2D2), (Dp5 ×D1), (Dp3 ×D1), (Dp5 Z
p
1×1D5D5),
(Dp5
Zp1×2D5D5), (Ap4 V
p
4 ×Z3Z3);
• For nj = 4 there exist G-orbits of branches of periodic solutions with the
orbit types (Dp5
Zp5×Z2D2), (Dp3 Z
p
3×Z2D2), (V p4 Z
p
2×Z2D2), (Dp5 Z
p
1×1D5D5),
(Dp3
Zp1×D3D3),
• For nj = 5 there exist G-orbits of branches of periodic solutions with the
orbit types (Dp5
Zp5×Z2D2), (Dp3 Z
p
3×Z2D2), (V p4 Z
p
2×Z2D2), (Dp5 Z
p
1×2D5D5),
(Dp3
Zp1×D3D3);
• For nj = −1 here exists a G-orbit of a branch of periodic solutions with
the orbit type (Ap5
A5×Z2D2);
• For nj = −2 there exist G-orbits of branches of periodic solutions with
the orbit types (Ap4
A4×Z2D2), (Dp3 D
z
3×Z2D2), (Dp3 D3×Z2D2),
(V p4
V z4 ×Z2D2), (Dp5 Z1×1D10D10), (Dp5 Z1×2D10D10), (Dp3 Z1×D6D6),
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• For nj = −3 there exist G-orbits of branches of periodic solutions with
the orbit types (Dp5
D5×Z2D2), (Dp3 D3×Z2D2), (V p4 V
z
4 ×Z2D2),
(Dp5
Z1×1D10D10), (Dp5 Z1×2D10D10), (Ap4 V4×Z6Z6);
• For nj = −4 there exist G-orbits of branches of periodic solutions with
the orbit types (Dp5
Dz5×Z2D2), (Dp3 D
z
3×Z2D2), (V p4 V
z
4 ×Z2D2),
(Dp5
Z1×1D10D10), (Dp3 Z1×D6D6);
• For nj = −5 there exist G-orbits of branches of periodic solutions with
the orbit types (Dp5
Dz5×Z2D2), (Dp3 D
z
3×Z2D2), (V p4 V
z
4 ×Z2D2),
(Dp5
Z1×2D10D10), (Dp3 Z1×D6D6).
Proof. The critical numbers for system (17) are λj,l = l/
√
µj for l = 1, 2, 3, . . . ,
and j = 1, 2, . . . , 46, where µj (together with its isotypical types) are listed
in Table 3. We assumed (under the numerical evidence) that the critical
frequencies λ−1j,1 are isotypically non-resonant. Based on the ideas explained
in section 1, then λo := λjo,1 is an isolated critical point in Λ. That is, there
are λ− < λo < λ+ such that [λ−, λ+] ∩ Λ = {λo}. Moreover, there exists an
isolating G-neighborhood U of G(uo) such that no other critical orbits of
Jλ± belong to U . Thus, we can define the topological invariant ωG(λo) by
(3). Then, by the properties of the gradient equivariant degree, if
ωG(λo) = n1(H1) + n2(H2) + · · ·+ nm(Hm)
is non-zero, i.e. nj 6= 0 for a j = 1, 2, . . . ,m, then there exists a bifurcat-
ing branch of nontrivial solutions to (17) from the orbit {λo} × G(uo) with
symmetries at least (Hj).
Next, by Theorem A.2,
∇G-deg(∇Jλ± ,U ) = Θ
(∇Guo -deg(∇Jλ± ,U ∩So)) ,
where G = I ×O(3)×O(2), Guo = I˜ ×O(2) and Θ : U(Guo)→ U(G) is the
homomorfism given by Θ(H) = (H). For convenience, in what follows we
will ignore the symbol Θ. Moreover, by standard linearization technique, we
have
∇Guo -deg(∇Jλ± ,U ∩So) = ∇Guo -deg(Aλ± ,U ∩So).
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By (34), since all the eigenvalues µj are isotopically simple, we have
∇Guo -deg(Aλ− ,U ∩So) =
∏
{(j,l)∈N2:λj,l<λo}
∇-degVnj,l ,
∇Guo -deg(Aλ+ ,U ∩So) = ∇-degVnjo ,l
∏
{(j,l)∈N2:λj,l<λo}
∇-degVnj,l ,
where ∇-degVnj,l are gradient I × O(2)-equivariant basic degrees listed in
Appendix A.6. Therefore, we obtain
ωG(λo) :=
(
(I ×O(2))−∇-degVnjo ,1
) ∏
{(j,l)∈N2:λj,l<λo}
∇-degVnj,l ,
where (I × O(2)) is the unit element in U(I × O(2)). For instance, the first
equivariant invariants are given by
ωG(λ1,1) = (I ×O(2))−∇-degV3,1
ωG(λ2,1) = ∇-degV3,1 ∗
(
(I ×O(2))−∇-degV−3,1
)
ωG(λ3,1) = ∇-degV3,1 ∗ ∇-degV−3,1 ∗
(
(I ×O(2))−∇-degV2,1
)
.
We will prove that a maximal orbit type (H) that appears in the gradient
I ×O(2)-basic degree ∇-degVnjo ,1 with non-zero coefficient nH ,
∇-degVnjo ,1 = (I ×O(2)) + nH(H) + . . . ,
also appears in ωG(λo) with non-zero coefficients. Hereafter, dots indicate all
the remaining terms corresponding to orbit types strictly smaller than (H).
Notice that all such maximal orbit types (which are indicated in subsection
A.6 by red color) belong to Φ0(I × O(2)) (i.e. dimW (H) = 0) except for
(Ap4
V p4 ×Z3Z3) (in ∇-degV3,1) and (Ap4 V4×Z6Z6)) (in ∇-degV−3,1).
Now, assume that (H) is a maximal orbit type such that dimW (H) = 0
and
∇-degVn,1 = (I ×O(2)) + nH(H) + . . . ,
with nH 6= 0. By maximality of (H) in Vn,1, formula (35) gives
nH =
(−1)k − 1
|W (H)| , k := dimV
H
n,1.
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Then k must be odd and consequently nH = −1 when |W (H)| = 2 or
nH = −2 when |W (H)| = 1. Suppose now that ∇-degVn¯,1 is another (not
necessarily different) basic degree containing a non-zero coefficient for (H),
i.e.
∇-degVn¯,1 = (I ×O(2)) + nH(H) + . . . .
Then, we have,
∇-degVn,1 ∗ ∇-degVn¯,1 = (I ×O(2)) + 2nH(H) + n2H(H)2 + . . .
However, by (27), we have (H) ∗ (H) = mH(H) + . . . , where
mH :=
|W (H)| · |W (H)|
|W (H)| = |W (H)|.
Thus
∇-degVn,1 ∗ ∇-degVn¯,1 = (I ×O(2)) +
(
2nH + n
2
HmH
)
(H) + . . . .
One can easily notice that
2nH + n
2
HmH = 0,
for both cases nH = −1 and nH = −2. Therefore, the coefficient of the
product ∇-degVn,1 ∗∇-degVn¯,1 is zero for the group (H). Consequently, since
ether ∇Guo -deg(Aλ− ,U ∩ So) or ∇Guo -deg(Aλ+ ,U ∩ So) (but not both)
contains an even number of factors ∇-degVni,1 with non-zero coefficient nH
of (H), it follows that their difference also contains non-zero ±nH coefficient
of (H). Actually, the computation with GAP shows that nH = −1, then in
these cases we have
ωG(λo) = ±(H) + . . . ..
Now, assume that H = Ap4
V p4 ×Z3Z3 and consider ∇-degV3,1 = (G) +
nH(H) + . . . . Then we have
∇-degV3,1 ∗ ∇-degV3,1 = (G) + 2nH(H) + n2H(H)2 + . . . .
By functoriality property of the gradient equivariant degree we have that
the inclusion ψ : I × S1 → I × O(2) induces the Euler homomorphism
Ψ : U(I × O(2)) → U(I × S1) such that Ψ(∇-degV3,1) is also a gradient
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equivariant basic degree (see [9]). This can be easily computed (cf. [28]) as
follows,
Ψ(∇-degV3,1) = (I × S1)− (Dp5)− (Dp3)− (At14 × Z2)− (At24 × Z2)
− (V −4 × Z2)− (Zt15 × Z2)− (Zt25 × Z2) + 2(Zp2).
Thus nH = −1. Notice that by (38), Ψ(Ap4 V
p
4 ×Z3Z3) = (At14 ×Z2)+(At24 ×Z2).
As it was shown in [28], (Ati4 × Z2) ∗ (Atj4 × Z2) = 0. Thus we have
0 = Ψ((H) ∗ (H)) = Ψ(mH(H) + . . . ) = mH
(
((At14 × Z2) + (At24 × Z2)
)
,
which implies mH = 0. Therefore, (H) ∗ (H) = 0 and for k ∈ N,(
∇-degV3,1
)k
= (I ×O(2))− k(H) + . . . .
Clearly, ωG(λo) has a non-zero coefficient,
ωG(λo) = (H) + . . . .
For (H) = (Ap4
V4×Z6Z6) the proof is similar. This concludes the proof of our
main theorem.
Remark 3.2. Since all the invariants are ωG(λo) = (H) + ... for H =
(Ap4
V p4 ×Z3Z3) and H = (Ap4 V4×Z6Z6), then the sum of ωG’s can never be
zero, i.e. all the connected components C with symmetries (Ap4 V
p
4 ×Z3Z3) and
(Ap4
V4×Z6Z6) are non-compact. Similarly, notice that there is an odd number
of irreducible subrepresentations V−n in the isotypical component V−n, for
n = 1, 3, 4, 5, and the topological invariant is ωG(λo) = ±(H) + ... (for a
maximal group (H)). This excludes a possibility that all the branches with
the orbit type (H), bifurcating from all the critical points λj,1 correspond-
ing to V−n, are compact. Thus, for any maximal orbit type (H) in V−n for
n = 1, 3, 4, 5 there exists a non-compact branch C with orbit type (H).
Remark 3.3. All the gradient basic degrees ∇-degV±n,1 , which were com-
puted using G.A.P. programming, are included in Appendix A. These degrees
can be used to compute the exact value of topological invariants ωG(λo) even
in the case that λo is isotypically resonant, so a bifurcation result can be
established in the resonant case as well. For example, such a resonant case
was studied in [4] (to classify the nonlinear modes in a tetrahedral molecule).
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4 Description of Symmetries and Numerical
results
For any maximal orbit type (H) in Vn,1 the element −1 ∈ Z2 < I belongs
to H, and in V−n,1, the element (−1,−1) ∈ Z2 × Z2 < I × S1 belongs to
H. A solution u(t) in the fixed point space for a group containing −1 ∈ Z2,
satisfies
uτ,k(t) = −uτ−1,k(t),
while for a group containing (−1,−1) ∈ Z2 × Z2 satisfies
uτ,k(t) = −uτ−1,k(t+ pi).
Since the isotropy groups in Vn,1 and V−n,1 differ only in this element, we
only need to describe the symmetries of the maximal groups for the repre-
sentations Vn,1.
The existence of the symmetry κ ∈ O(2) in the maximal groups implies
that the solutions are brake orbits,
uτ,k(t) = uτ,k(−t),
i.e., the velocity u˙ of all the molecules are zero at times t = 0, pi, i.e., u˙(0) =
u˙(pi) = 0. We classify the maximal groups in two classes: the groups that
have the element κ ∈ O(2) and the groups that have the element κ coupled
with a rotation of I. That is, if there is an element γ ∈ C2 such that (γ, κ) is
in the second class of groups, then their solutions have the symmetry
uτ,k(t) = ρ(γ)uγτγ−1,γ−1(k)(−t).
The maximal orbit type that does not have a symmetry (γ, κ) is (Ap4
V4×Z6Z6)
which is the only maximal group (in V3,1) with Weyl group of dimension one.
4.1 Standing Waves (Brake Orbits)
In this category we consider the groups that have the element κ ∈ O(2),
which generate the group D1 < O(2).
For the groups
(Ap5 ×D1), (Ap4 ×D1), (Dp5 ×D1), (Dp3 ×D1)
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the solutions have the following symmetries at all times: icosahedral symme-
tries for A5, tetrahedral symmetries for A4, pentagonal symmetries for D5
and triangular symmetries for D3.
For the group
(Dp3
Zp3×Z2D2)
the solutions are symmetric by the 2pi/3-rotations of Z3 < D3 < I, while
the reflection of D3 < I is coupled with the pi-time shift of −1 ∈ Z2 < S1.
Therefore, the solutions in three faces have the exact dynamics, but these
faces are not symmetric by reflection such as in the symmetries of (Dp3 ×D1).
For the group
(V p4
Zp2×Z2D2),
the solutions are symmetric by the pi-rotations of V4 < I, while the other
pi-rotation of Z2 < V4 is coupled with the pi-time shift of −1 ∈ D2 < S1.
These seven symmetries give solutions which are standing waves in the
sense that each symmetric face has the exact dynamic repeated for all times.
4.2 Discrete Rotating Waves
In the groups
(Dp5
Zp1×1D5D5), (Dp5 Z
p
1×2D5D5) ,
the spatial dihedral group D5 < I is coupled with the temporal group D5 <
O(2). Therefore, in these solutions we have 5 faces with the same dynamics,
but there is a 2pi/5-time shift in time between consecutive faces. In addition,
κ is coupled with a pi-rotation, i.e., there is an axis of symmetry in each face.
In this sense, the solutions have the appearance of a discrete rotating wave
with a 2pi/5 delay along consecutive faces. There are two groups because
there are two different conjugacy classes, C4 and C5, of A5.
Similarly, in the solutions of the group
(Dp3
Zp1×D3D3) ,
we have 3 faces with the same dynamics, but with a 2pi/3-time shift, i.e., the
solutions have the appearance of a discrete rotating wave in 3 faces with a
2pi/3-time shift and each face has an axis of symmetry.
For the solutions of the group
(Ap4
V4×Z6Z6)
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we have 3 faces with the same dynamics with a 2pi/3-time shift. Moreover, in
these solutions the inversion is coupled with a pi-time shift in time. Therefore,
there are a total of 6 faces (3 faces and their inversions) that have the same
dynamics but with 2pi/6-time shift. In these solutions the faces do not have
an axis of symmetry, instead there are two symmetries by a pi-rotation.
4.3 Numerical results
In this section, we present the implementation of the numerical continuation
of some families of periodic solutions. In order to compute numerically the
families of periodic solutions, we use the Hamiltonian formulation,
x˙ = J∇H(x), x = (q, p), (22)
where H(q, p) = |p|2 /2 − V (q) is the Hamiltonian and J is the symplectic
matrix
J =
(
0 −I
I 0
)
.
Since the Hamiltonian is invariant by the action of the group R3 that
acts by translation, O(3) by rotations and ϕ ∈ S1 by time shift, then the
Hamiltonian satisfies the orthogonal relations
〈H(x), Aj(x)〉 = 0,
for j = 1, ..., 7, where Aj are the generators of the groups,
Aj(q, p) = ∂τ |τ=0(q + τEj, p) = (Ej, 0), Ej = (ej, ..., ej)
Aj+3(q, p) = ∂θ|θ=0(eθJ q, eθJ p) = (Jjq,Jjp), Jj = diag(Jj, ..., Jj)
for j = 1, 2, 3, and
A7(q, p) = ∂ϕ|ϕ=0(q, p)(t+ ϕ) = J∇H.
Remark 4.1. Actually, the conserved quantities Gj are related to the gener-
ator fields Aj by
Aj = J∇Gj.
Using the Poisson bracket, the orthogonality relations are equivalent to
{H,Gj} = 〈∇H, J∇Gj〉 = 〈∇H,Aj〉 = 0.
The explicit conserved quantities are Gj = −p · Ej, Gj+3 = pTJjq, for j =
1, 2, 3, and G7 = H.
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To numerically continue a solution it is necessary to augment the differ-
ential equation with Lagrange multipliers λj ∈ R for j = 1, .., 7,
x˙ = J∇H(x) +
7∑
j=1
λjJAj(x). (23)
The solutions of equation (23) are solutions of the original equations of mo-
tion when the values of the seven parameters are zero. If Aj(x) are linearly
independent, a solution x to the equation (23) is a solution to the equation
(22) because
0 = 〈x˙, JAi(x)〉 =
7∑
j=1
λj 〈Aj, Ai〉
implies that λj = 0 for j = 1, ..., 7.
The period T = 2piλ can be obtained as parameter in equation (23) by
rescaling time,
x˙ = TJ∇H +
7∑
j=1
λjJAj.
Let ϕt(x) be the flow of this equation. We can define the time one map (for
the rescaled time) as
ϕ1(x;λ1, ..., λ7, T ) : V × R7 × R→ V ,
where the period T is a parameter. Therefore, a fixed point of ϕ1(x) corre-
sponds to a T -periodic solutions of the Hamiltonian system.
To numerically continue the fixed points of ϕ1(x) it is necessary to im-
plement Poincare´ sections. For this we define the augmented map
F (q, p, λ1, ..., λ7;T ) : V × R7 × R→ V × R7
F = (x− ϕ1(x), Aj(x˜) · (x− x˜)) .
Then a solution of F = 0 is a T -periodic solution of the Hamiltonian system.
The restrictions Aj(x˜) · (x− x˜) = 0 for j = 1, ..., 7 represent the Poincare´
sections, where x˜ is a previously computed solutions on the family of solutions
of F = 0. This map is a local submersion except for bifurcation points, see
[25].
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Figure 5: Top: Solutions from eigenvalue j = 2 with symmetries (Dp5 ×D1).
Middle: Solution from eigenvalue j = 3 with symmetries (Dp3
Zp3×Z2D2). Bot-
tom: Solution from eigenvalue j = 3 with symmetries (Ap4
A4×Z2D2)
33
Figure 6: Top: Solutions from eigenvalue j = 4 with symmetries
(V p4
V z4 ×Z2D2). Middle: Solutions from eigenvalue j = 5 with symmetries
(Dp3
Z1×D6D6). Bottom: Solutions from eigenvalue j = 9 with symmetries
(Dp3
Zp1×D3D3).
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The map ϕ1(x) is computed numerically using a Runge-Kutta integrator.
A first solution of F = 0 is obtained by applying a Newton method in
the approximating solution obtained by solving the linearized Hamiltonian
system. The family of periodic solutions is computed numerically using a
pseudo-arclength procedure to continue the solutions of F = 0.
We present the results of our numerical computations in Figures 5 and
6. The position of the atoms in space are in the right columns. The atoms
with the same color have oscillations related by a rotation or inversion in
O(3). In addition, atoms with the same color but different texture describe
oscillations that are related by the inversion coupled with a phase shift in
time. In the left columns of Figures 5 and 6 we illustrate the norm of the
atoms oscillating in time.
Appendix
A Equivariant Gradient Degree
For an Euclidean space V we denote by B(V ) the open unit ball in V , and
for x, y ∈ V := Rn we will denote by x • y the standard inner product in V .
We assume that G stands for a compact Lie group and that all con-
sidered subgroups of G are closed. For a subgroup H ≤ G, N (H) stands
for the normalizer of H in G, and W (H) = N (H) /H denotes the Weyl
group of H in G. We denote by (H) the conjugacy class of H in G and
use the notations Φ (G) := {(H) : H is a subgroup of G} and Φn (G) :=
{(H) ∈ Φ (G) : dimW (H) = n}. The set Φ (G) has a natural partial order
given by: (H) ≤ (K) ⇐⇒ ∃g∈G gHg−1 ≤ K.
For a G-space X and x ∈ X, we put Gx := {g ∈ G : gx = x} to denote
the isotropy group of x, G (x) := {gx : g ∈ G} to denote the orbit of x, and
the conjugacy class (Gx) := {H ⊂ G : ∃g∈G Gx = g−1Hg} will be called the
orbit type of x, and Φ(G;X) := {(Gx) : x ∈ X} will stand for the set of all
the orbit types in X. We also put Φn(G;X) := Φ(G;X) ∩ Φn(G).
For a subgroup H ≤ G, we write XH := {x ∈ X : Gx ≥ H} to denote the
H-fixed point space of H. The orbit space for a G-space X will be denoted
by X/G.
As any compact Lie group admits only countably many non-equivalent
real irreducible representations, given a compact Lie group G, we will assume
that we have a complete list of all real irreducible representations, denoted
35
Vi, i = 0, 1, . . ., which could also be identified by the character list {χi}. We
refer to [3] for examples of such lists and the related notation.
Any finite-dimensional real G-representation V can be decomposed into
the direct sum of G-invariant subspaces
V = V0 ⊕ V1 ⊕ · · · ⊕ Vr, (24)
called the G-isotypical decomposition of V , where each isotypical component
Vi is modeled on the irreducible G-representation Vi, i = 0, 1, . . . , r, i.e., Vi
contains all the irreducible subrepresentations of V which are equivalent to
Vi.
Let V be a G-representation, Ω ⊂ V an open G-invariant bounded set
and f : V → V a continuous G-equivariant map such that for all x ∈ ∂Ω we
have f(x) 6= 0. Then we say that f is an Ω-admissible G-map and we call
(f,Ω) an admissible G-pair. The set of all admissible G-pairs in V will be
denoted by MG(V ). We also put MG := ⋃V MG(V ) (here V denotes all
possible G-representations) to denote the set of all admissible G-pair. A map
f : V → V is called a gradient map if there exists a continuously differentiable
ϕ : V → R such that f = ∇ϕ. We denote by MG∇(V ) the subset of MG(V )
consisting of all gradient maps and we defineMG∇ :=
⋃
V MG∇(V ). In the set
MG(V ) (resp. MG∇(V )) we have the so-called admissible homotopy (resp.
admissible gradient homotopy) relation between (f0,Ω) and (f1,Ω), i.e., if
f1 and f2 are homotopic by an homotopy h : [0, 1] × V → V , such that ht
belongs to MG(V ) (resp. MG∇(V )) for every t ∈ [0, 1].
A.1 Euler and Burnside Rings
The concept of the Euler ring was introduced by T. tom Dieck in [32]. Due
to its topological nature, computations of the Euler ring U(G), for a general
compact group G, may be quite complicated. However, in our case of interest,
when G := Γ×O(2) with Γ being a finite group, the Euler ring structure in
U(G) can be effectively described by using elementary techniques based on
the reduction techniques and the properties of the Euler ring homomorphisms
(see [9] for more details).
Let us recall the definition of the Euler ring U(G). As a Z-module, U(G)
is the free Z-module generated by Φ(G), i.e. U (G) := Z [Φ (G)]. The ring
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multiplication is defined on U(G) on generators (H), (K) ∈ Φ (G) by
(H) ∗ (K) =
∑
(L)∈Φ(G)
nL (L) , (25)
where
nL := χc ((G/H ×G/K)L /N (L)) (26)
with χc the Euler characteristic taken in Alexander-Spanier cohomology with
compact support (cf. [31]). We refer to [7] for more details.
The Z-module A (G) := Z [Φ0 (G)] equipped with the same multiplication
as in U (G) but restricted to generators from Φ0 (G) is called Burnside ring,
i.e.,
(H) · (K) =
∑
(L)
nL (L) , (H) , (K) , (L) ∈ Φ0 (G) ,
where nL stands for the number of (L) orbits in G/H × G/K, i.e. nL :=
((G/H ×G/K)L /N (L)) = |(G/H ×G/K)L /N (L)| (here |X| stands for the
number of elements in the set X). We have the following recurrence formula
nL =
n (L,K) |W (K)|n (L, H) |W (H)| −
∑
(L˜)>(L)
n
(
L, L˜
)
n
L˜
∣∣∣W (L˜)∣∣∣
|W (L)| , (27)
where
n(L,K) =
∣∣∣∣N(L,K)N(K)
∣∣∣∣ , N(L,K) := {g ∈ G : gLg−1 ⊂ K},
and (H), (K), (L), (L˜) are taken from Φ0 (G).
Clearly, the structure of the Burnside ring A(G) is significantly simpler
and can be effectively computed. It is also possible to implement the G.A.P.
routines in computer programs evaluating Burnside rings products. Notice
that A (G) is a Z-submodule of U (G), but not a subring. However (see [1]),
the projection pi0 : U (G)→ A (G) defined on generators (H) ∈ Φ (G) by
pi0 ((H)) =
{
(H) if (H) ∈ Φ0 (G) ,
0 otherwise,
(28)
is a ring homomorphism, i.e.,
pi0 ((H) ∗ (K)) = pi0 ((H)) · pi0 ((K)) , (H) , (K) ∈ Φ (G) ,
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where ‘·’ denotes the multiplication in the Burnside ring A(G). The homo-
morphism pi0 allows to identify the Burnside ring A (G) as a part of the Euler
ring U (G) and with the help of additional algorithms, the Euler ring struc-
ture for G = Γ×O(2) can be completely computed by elementary means (cf.
[9]).
A.2 Equivariant Gradient Degree
The existence and properties of the so-called G-equivariant gradient degree
are presented in the following result from [12]:
Theorem A.1. There exists a unique map ∇G-deg : MG∇ → U(G), which
assigns to every (∇ϕ,Ω) ∈ MG∇ an element ∇G-deg (∇ϕ,Ω) ∈ U(G), called
the G-gradient degree of ∇ϕ on Ω,
∇G-deg (∇ϕ,Ω) =
∑
(H)∈Φ(G)
nH(Hi) = nH1(H1) + · · ·+ nHm(Hm), (29)
satisfying the following properties:
(Existence) If ∇G-deg (∇ϕ,Ω) 6= 0, i.e. there is in (29) a non-zero coeffi-
cient nHi, then exists u0 ∈ Ω such that ∇ϕ(u0) = 0 and (Gu0) ≥ (Hi).
(Additivity) Let Ω1 and Ω2 be two disjoint open G-invariant subsets of
Ω such that (∇ϕ)−1(0) ∩ Ω ⊂ Ω1 ∪ Ω2. Then, ∇G-deg (∇ϕ,Ω) =
∇G-deg (∇ϕ,Ω1) +∇G-deg (∇ϕ,Ω2).
(Homotopy) If ∇xψ : [0, 1]× V → V is a G-gradient Ω-admissible homo-
topy, then
∇G-deg (∇xψ,Ω) = constant.
(Normalization) Let ϕ ∈ C2G(V,R) be a special Ω-Morse function (cf.
[12]) such that (∇ϕ)−1(0) ∩ Ω = G(u0) and Gu0 = H. Then,
∇G-deg (∇ϕ,Ω) = (−1)m−(∇2ϕ(u0)) · (H),
where “m−(·)” stands for the total dimension of all the eigenspaces
corresponding to negative eigenvalues of a (symmetric) matrix.
38
(Multiplicativity) For all (∇ϕ1,Ω1), (∇ϕ2,Ω2) ∈MG∇,
∇G-deg (∇ϕ1×∇ϕ2,Ω1×Ω2) = ∇G-deg (∇ϕ1,Ω1) ∗∇G-deg (∇ϕ2,Ω2)
where the multiplication ‘∗’ is taken in the Euler ring U(G).
(Functoriality)(cf. [9]) Suppose Go ≤ G is a subgroup of a compact Lie
group G such that dimG0 = dimG. Then any gradient admissible
G-pair (∇ϕ,Ω) is also an admissible G0-pair and we have
Ψ [∇G-deg (∇ϕ,Ω).] = ∇G0-deg (∇ϕ,Ω),
where Ψ : U(G)→ U(G0) is the Euler ring homomorphism induced by
the inclusion ψ : G0 ↪→ G (see [1]).
Using a standard finite-dimensional approximation scheme, theG-equivariant
gradient degree can be extended to admissibleG-pairs in HilbertG-representation.
To be more precise, consider a Hilbert G-representation H , a G-equivariant
completely continuous gradient field ∇f : H → H and an open bounded
G-invariant set Ω ⊂H , such that∇f is Ω-admissible. Then the pair (∇f,Ω)
is called a G-admissible pair in H . This degree admits the same properties
as those listed in Theorem A.1 (cf. [2, 9]).
One of the most important properties of G-equivariant gradient degree
∇G-deg(∇f,Ω) is that it provides a full equivariant topological classification
of the solution set for ∇f(x) = 0 and x ∈ Ω. More precisely, in addition to
the properties listed in Theorem A.1, the equivariant gradient degree has also
the so-called Universality Property, which says that two B(V )-admissible G-
equivariant gradient maps ∇f1, ∇f2 : V → V have the same gradient degrees
if and only if they are B(V )-admissibly gradient homotopic.
Suppose that
∇G-deg(∇f,Ω) = n1(H1) + n2(H2) + · · ·+ nk(Hk) + · · ·+ nm(Hm),
and nk 6= 0. Then, by the existence property, there exists a solution xo ∈ Ω of
∇f(x) = 0, such that H := Gxo . In addition, if (Hk) is a maximal orbit type
in Ω, then for any Ω-admissible continuous deformation {∇ft}t∈[0,1] (in the
class of gradient maps) we obtain a continuum of solutions in Ω to∇ft(x) = 0
that starts at x0 for t = 0 and ends at x1 for t = 1, and Gx1 = H. This
property is called Continuation Property.
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A.3 Degree on the Slice
Let H be a Hilbert G-representation. Suppose that the orbit G(uo) of
uo ∈ H is contained in a finite-dimensional G-invariant subspace, so the
G-action on that subspace is smooth and G(uo) is a smooth submanifold of
H . In such a case we call the orbit G(uo) finite-dimensional. Denote by
So ⊂ H the slice to the orbit G(uo) at uo. Denote by Vo := τuoG(uo) the
tangent space to G(uo) at uo. Then So = V
⊥
o and So is a smooth Hilbert
Guo-representation.
Then we have (cf. [5])
Theorem A.2. (Slice Principle) Let H be a Hilbert G-representation, Ω
an open G-invariant subset in H , and ϕ : Ω → R a continuously differen-
tiable G-invariant functional such that ∇ϕ is a completely continuous field.
Suppose that uo ∈ Ω and G(uo) is an finite-dimensional isolated critical orbit
of ϕ with So being the slice to the orbit G(uo) at uo, and U an isolated tubular
neighborhood of G(uo). Put ϕo : So → R by ϕo(v) := ϕ(uo+v), v ∈ So. Then
∇G-deg (∇ϕ,U) = Θ(∇Guo -deg (∇ϕo,U ∩ So)), (30)
where Θ : U(Guo)→ U(G) is homomorphism defined on generators Θ(H) =
(H), (H) ∈ Φ(Guo).
A.4 G-Equivariant Gradient Degree of Linear Maps
Let us establish a computational formula to evaluate theG-equivariant degree
∇G-deg (A , B(V )), where A : V → V is a symmetric G-equivariant linear
isomorphism and V is an orthogonal G-representation, i.e., A = ∇ϕ for
ϕ(v) = 1
2
(A v • v), v ∈ V . Consider the G-isotypical decomposition (24) of
V and put
Ai := A |Vi : Vi → Vi, i = 0, 1, . . . , r.
Then, by the multiplicativity property,
∇G-deg(A , B(V )) =
r∏
i
∇G-deg(Ai, B(Vi)) (31)
Take ξ ∈ σ−(A ), where σ−(A ) stands for the negative spectrum of A , and
consider the corresponding eigenspace E(ξ) := ker(A − ξId). Define the
numbers mi(ξ) by
mi(ξ) := dim (E(ξ) ∩ Vi) / dimVi, (32)
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and the so-called gradient G-equivariant basic degrees by
∇-degVi := ∇G-deg(−Id , B(Vi))., i = 0, 1, 2, . . . (33)
Then
∇G-deg(A , B(V )) =
∏
ξ∈σ−(A )
r∏
i=0
(∇-degVi)mi(ξ) . (34)
A.5 Γ×O(2)-Equivariant Basic Degrees
In order to be able to effectively use the formula (31), it is important to
establish the exact values of the gradient G-equivariant basic degrees. A
direct usage of topological definition (see [12]) of the gradient G-equivariant
degree to compute the basic degrees ∇-degVi (given by (33)), may be very
complicated for infinite compact Lie groups G. However, in the case of the
group G := Γ × O(2) (Γ being a finite group), we have effective reduction
techniques (see [9, 28]), using the homomorphism pi0 and the Euler ring
homomorphism Ψ : U(Γ× O(2))→ U(Γ× S1), which allow to establish the
exact values of the gradient Γ×O(2)-equivariant basic degrees.
To be more precise, let us recall the G-equivariant Brouwer degree
G-deg(f,Ω) ∈ A(G), which is defined for admissible G-pairs (f,Ω) ∈MG(V )
and has similar existence, additivity, homotopy and multiplicativity proper-
ties as the gradient degree. It can be computed by applying the following
recurrence formula to the usual Brouwer degrees of maps fH : V H → V H ,
(H) ∈ Φ0(G;V ), i.e.,
G-deg(f,Ω) =
∑
(H)∈Φ0(G;V )
nH(H),
and
nH =
deg(fH ,ΩH)−∑(L)>(H) nL n(H,L) |W (L)|
|W (H)| . (35)
In addition, for any gradient admissibleG-pair (∇ϕ,Ω), theG-equivariant
Brouwer degree G-deg(∇ϕ,Ω) ∈ A(G) is well-defined and we have the fol-
lowing relation (see [9])
pi0 (∇G-deg(∇ϕ,Ω)) = G-deg(∇ϕ,Ω). (36)
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Moreover, the Brouwer G-equivariant basic degrees
degVi := G-deg(−Id , B(Vi)), i = 0, 1, 2, 3, . . . .
satisfy
degVi = pi0
[∇-degVi] , i = 0, 1, 2, 3 . . . (37)
Therefore, by (37),
∇-degVi = degVi +
∑
(H)∈Φ1(G;Vi)
xH(H),
with the integers xH that need to be determined by other means.
Since the gradient basic degrees d˜egVi for the group Γ×S1 are well-known,
one can apply the Euler ring homomorphism Ψ : U(Γ×O(2))→ U(Γ× S1)
to determine these coefficients (see [9]) by using the relation
d˜egVi = Ψ
[
degVi
]
+
∑
(H)∈Φ1(G;Vi)
xHΨ(H),
(here we assume that S1 acts nontrivially on Vi). The Euler ring homomor-
phism Ψ : U(Γ×O(2))→ U(Γ× S1) is defined on the generators by
Ψ(H) =

2(K) if K = H and K ∼ K ′ in Γ× SO(2),
(K) + (K ′) if K = H and K 6∼ K ′ in Γ× SO(2),
(K) if K 6= H,
(38)
where K := H ∩ Γ× SO(2), K ′ := κHκ ∩ Γ× SO(2).
The formula (35) allows the usage of computational programs based on
G.A.P. platform to obtain exact symbolic evaluation of the G-equivariant
Brouwer degree of linear isomorphisms for a large class of classical groups
and their products (see [36]).
A.6 Gradient I ×O(2)-Equivariant Basic Degrees
We used GAP programming (all the GAP routines are available for download
at the website listed in [36]) to classify all the conjugacy classes of closed
subgroups in G := I ×O(2). We also computed the following basic gradient
degrees (corresponding to the irreducible G-representations associated to the
characters listed in Table 2), where we use red color to indicate the maximal
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orbit types (in the class of 2pi-periodic functions x : R → V with Fourier
mode 1).
∇- degV1,1 = − (Ap5 ×D1) + (Ap5 ×O(2)),
∇- degV2,1 = − (Dp3 Z
p
3×Z2D2)− (V p4 Z
p
2×Z2D2) + 2(Zp2 Z
p
1×Z2D2)− (Ap4 ×D1)
− (Dp3 ×D1) + 2(Zp3 ×D1) + 2(Zp2 ×D1)− 2(Zp1 ×D1)
− (Dp5 Z
p
1×1D5D5)− (Dp5 Z
p
1×2D5D5)− (Dp3 Z
p
1×D3D3) + (V p4 Z
p
1×D2D2)
+ (Dp3
Zp3×D1D1) + (V p4 Z
p
2×D1D1) + (Ap5 ×O(2))
− (Zp3 ×Z1)− (Zp2 ×Z1) + (Zp1 ×Z1),
∇- degV3,1 = − (V p4 Z
p
2×Z2D2) + (Zp2 Z
p
1×Z2D2)− (Dp5 ×D1)− (Dp3 ×D1)
+ 2(Zp2 ×D1)− (Zp1 ×D1)− (Dp5 Z
p
1×1D5D5)− (Dp5 Z
p
1×2D5D5)
+ (V p4
Zp1×D2D2) + (Zp2 Z
p
1×D1D1) + (Ap5 ×O(2))
− (Ap4 V
p
4 ×Z3Z3)− (Zp2 Z
p
1×Z2Z2),
∇- degV4,1 = − (Dp5 Z
p
5×Z2D2)− (Dp3 Z
p
3×Z2D2)− (V p4 Z
p
2×Z2D2) + 3(Zp2 Z
p
1×Z2D2)
− (Zp1 ×D1)− (Dp5 Z
p
1×1D5D5)− (Dp3 Z
p
1×D3D3) + (V p4 Z
p
1×D2D2)
+ (Zp2
Zp1×D1D1) + (Ap5 ×O(2))− (Zp2 Z
p
1×Z2Z2),
∇- degV5,1 = − (Dp5 Z
p
5×Z2D2)− (Dp3 Z
p
3×Z2D2)− (V p4 Z
p
2×Z2D2) + 3(Zp2 Z
p
1×Z2D2)
− (Zp1 ×D1)− (Dp5 Z
p
1×2D5D5)− (Dp3 Z
p
1×D3D3) + (V p4 Z
p
1×D2D2)
+ (Zp2
Zp1×D1D1) + (Ap5 ×O(2))− (Zp2 Z
p
1×Z2Z2)
∇- degV−1,1 = − (Ap5 A5×Z2D2) + (Ap5 ×O(2)),
∇- degV−2,1 = − (Ap4 A4×Z2D2)− (Dp3 D
z
3×Z2D2)− (Dp3 D3×Z2D2)− (V p4 V
z
4 ×Z2D2)
+ 2(Zp3
Z3×Z2D2) + 2(Zp2 Z
z
2×Z2D2) + 2(Zp2 Z2×Z2D2)− 2(Zp1 Z1×Z2D2)
− (Dp5 Z1×1D10D10)− (Dp5 Z1×2D10D10)− (Dp3 Z1×D6D6) + (Dp3 Z3×
Zp3
D2
D2)
+ (V p4
Zz2×Z
p
2
D2
D2) + (V
p
4
Z2×Z
p
2
D2
D2) + (A
p
5 ×O(2)) + (Zp1 Z1×Z2Z2),
∇- degV−3,1 = − (Dp5 D5×Z2D2)− (Dp3 D3×Z2D2)− (V p4 V
z
4 ×Z2D2) + (Zp2 Z
z
2×Z2D2)
+ 2(Zp2
Z2×Z2D2)− (Zp1 Z1×Z2D2)− (Dp5 Z1×1D10D10)− (Dp5 Z1×2D10D10)
+ (V p4
Zz2×Z
p
2
D2
D2) + (Zp2
Z1×Z
p
1
D2
D2) + (A
p
5 ×O(2))
− (Ap4 V4×Z6Z6)− (Zp2 Z
z
2×Z2Z2),
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∇- degV−4,1 = − (Dp5 D
z
5×Z2D2)− (Dp3 D
z
3×Z2D2)− (V p4 V
z
4 ×Z2D2) + 3(Zp2 Z
z
2×Z2D2)
− (Zp1 Z1×Z2D2)− (Dp5 Z1×1D10D10)− (Dp3 Z1×D6D6) + (V p4 Z
z
2×Z
p
2
D2
D2)
+ (Zp2
Z1×Z
p
1
D2
D2) + (A
p
5 ×O(2))− (Zp2 Z
z
2×Z2Z2),
∇- degV−5,1 = − (Dp5 D
z
5×Z2D2)− (Dp3 D
z
3×Z2D2)− (V p4 V
z
4 ×Z2D2) + 3(Zp2 Z
z
2×Z2D2)
− (Zp1 Z1×Z2D2)− (Dp5 Z1×2D10D10)− (Dp3 Z1×D6D6) + (V p4 Z
z
2×Z
p
2
D2
D2)
+ (Zp2
Z1×Z
p
1
D2
D2) + (A
p
5 ×O(2))− (Zp2 Z
z
2×Z2Z2),
Let us point out that the computational algorithms for the basic de-
grees truncated to A(I × O(2)) where established in [9], and are now being
effectively implemented into a computer software for equivariant gradient de-
gree. Most of the maximal orbit types of periodic vibrations have finite Weyl
groups, i.e., they are in the basic gradient degrees truncated to A(I ×O(2)).
Nevertheless, we have detected in the basic gradient degree of the represen-
tations V±3,1 a maximal group with Weyl group of dimension one.
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