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Abstract
A parameterization of the minimal weak unitary Hilbert space dilations of a given continuous bicon-
tractive operator on a Kreı˘n space by means of operator-valued Schur functions is obtained from the
Arov–Grossman functional model. The result is combined with the coupling method to give a paramet-
ric description of the interpolants in a Kreı˘n space version of the Relaxed Commutant Lifting Theorem.
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1. Introduction
A recent development in lifting theory is the relaxation of the Commutant Lifting Theorem
by C. Foias, A.E. Frazho and M.A. Kaashoek [12]. In the relaxed commutant lifting framework
we are given a data set {C,T ,VT ,R,Q} consisting of five Hilbert space operators: a contrac-
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bounded linear operators R,Q :E0 → E . The given operators are assumed to satisfy the relations
T CR = CQ and R∗R Q∗Q.
The relaxed commutant lifting problem is to find all contractions D :E →KT such that
P
KT
H D = C and VT DR = DQ
where PKTH is the orthogonal projection from KT onto H. The operators D satisfying the above
constraints are said to be the interpolants for {C,T ,VT ,R,Q}.
From [12] it is known that an interpolant D exists for any given data set {C,T ,VT ,R,Q}.
Descriptions of the interpolants in the relaxed version of the Commutant Lifting Theorem were
given by A.E. Frazho, S. ter Host and M.A. Kaashoek in [13] and [14], by W.S. Li and D. Timotin
in [15], and by the authors of the present note in [17].
The classical Commutant Lifting Theorem by D. Sarason [19] and B. Sz.-Nagy and
C. Foias¸ [20] appears in the relaxed setting when R = 1 (the identity on E , so that E0 = E) and Q
is an isometry on E (in this case, R∗R = 1 = Q∗Q). Extensions of this celebrated theorem were
proved in various Kreı˘n space settings by several authors and in full generality by M.A. Dritschel
(PhD Dissertation, University of Virginia, 1989). The reader is referred to [10] for Dritschel’s
proof of the Commutant Lifting Theorem for contraction operators on Kreı˘n spaces and for the
references about previous results. Different proofs, based on the coupling method, were given
later on in [16] and [8]. In [9] the approach adopted in [8] combined with a revision of the
Arov–Grossman model in the Kreı˘n space framework yielded a labeling of the interpolants in
the Commutant Lifting Theorem for contraction operators on Kreı˘n spaces.
Kreı˘n space contractions show significant differences from their counterparts in the Hilbert
space case. For instance, a contraction operator T from a Kreı˘n space H into a Kreı˘n space K
need not be continuous and its adjoint T ∗ may not be a contraction. When both T and T ∗ are
contractions, we call T a bicontraction. We may well say that in the Kreı˘n space setting the vis-
à-vis of the Hilbert space notion of contraction is that of continuous bicontraction. So it comes as
no surprise that the first versions of the Commutant Lifting Theorem in the Kreı˘n space case were
dealing with continuous bicontractions. We pursue the same course of action when extending the
Relaxed Commutant Lifting Theorem to Kreı˘n spaces and consider continuous bicontractions as
well.
We follow the approach adopted in [17]: first we present a version of the Arov–Grossman
model which provides a parameterization of the minimal unitary Hilbert space extensions of a
given Kreı˘n space isometry whose defect subspaces are Hilbert spaces, then we use it to param-
eterize the minimal weak unitary Hilbert space dilations of a given continuous bicontraction X
defined on a regular subspace B of a Kreı˘n space H such that HB is a Hilbert subspace of H,
finally we tackle the relaxed commutant lifting problem with a given data set {C,T ,VT ,R,Q} of
five Kreı˘n space operators, where T is a continuous bicontraction, and give a parametric descrip-
tions of the interpolants in this setting. In addressing the lifting problem we apply the coupling
method to get a continuous bicontraction X from the data set {C,T ,VT ,R,Q} and we show
that the interpolants can be obtained from a subclass of the minimal weak unitary Hilbert space
dilations of X. Then a parametric description of the interpolants is given by a map from certain
set of operator-valued Schur functions (the parameters). The map, however, does not establish
a one-to-one correspondence between the parameter and the interpolant, as it may happen that
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orem for Kreı˘n space bicontractions is discussed in this framework. For this case we get that the
map does provide a proper parameterization.
The paper is organized in five sections. Section 1, this one, serves as introduction. In Sec-
tion 2 we fix the notation and review some notions and results needed in the following sections.
Section 3 contains the Kreı˘n space extension of the Arov–Grossman model. In Section 4 we in-
troduce the class of unitary operators related to a continuous bicontraction as its minimal weak
unitary Hilbert space dilations and use the Kreı˘n space extension of the Arov–Grossman model
to give a labeling of the class by means of operator-valued Schur functions. Section 5 is devoted
to the Relaxed Commutant Lifting Theorem in the above outlined Kreı˘n space setting.
2. Notation and preliminaries
The sets of natural, integral and complex numbers are denoted by N, Z and C, respectively;
D stands for the open unit disk in the complex plane and T for its boundary.
For any separable Hilbert space H over the complex numbers (in the sequel all Hilbert spaces
are supposed to be complex and separable) we denote by L2(H) the class of all functions
f :T → H which are measurable (strongly or weakly, which turns out to be the same due to
the separability of H) and such that
1
2π
2π∫
0
∥∥f (eit)∥∥2H dt < ∞.
Under the interpretation that two functions in L2(H) are identical if they differ on a set of mea-
sure zero, L2(H) becomes a Hilbert space with the scalar product
〈f,g〉L2(H) :=
1
2π
2π∫
0
〈
f
(
eit
)
, g
(
eit
)〉
H dt
(
f,g ∈ L2(H)).
For each n ∈ Z, Gn(H) := {f ∈ L2(H): f (eit ) = eintx for some x ∈H} is a closed subspace of
L2(H) and ⊕n∈Z Gn(H) = L2(H).
The elements of H 2(H) are all the analytic functions u :D → H whose Taylor coefficients
{un} are square summable, that is, if u ∼ {un}, in the sense that u(z) =∑∞n=0 znun, z ∈ D and{un} ⊆H, then
∞∑
n=0
‖un‖2H < ∞.
We recall that H 2(H) is a Hilbert space with the scalar product
〈u,v〉H 2(H) :=
∞∑
〈un, vn〉H
(
u,v ∈ H 2(H), u ∼ {un}, v ∼ {vn}
)
.n=0
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The application that maps each u(z) ∈ H 2(H) into its radial limit provides an embedding of
H 2(H) into L2(H) preserving the Hilbert space structures. Via the Poisson integral it can be
shown that the application maps H 2(H) onto the subspace ⊕∞n=0 Gn(H) of L2(H). Therefore
we may consider that H 2(H) and ⊕∞n=0 Gn(H) amount to the same Hilbert space.
If N and M are given Hilbert spaces then S(N ,M) stands for the L(N ,M)-Schur
class, so ϑ ∈ S(N ,M) if and only if ϑ :D → L(N ,M) is an analytic function such that
supz∈D ‖ϑ(z)‖ 1.
If ϑ ∈ S(N ,M) then limr↑1 ϑ(reit ) exists almost everywhere as a strong limit of operators
and determines a contraction operator in L(N ,M). With each ϑ ∈ S(N ,M) we associate a
contraction operator from L2(N ) into L2(M) defined by
f
(
eit
) → ϑ(eit)f (eit) (f (eit) ∈ L2(N ))
and a contraction operator from H 2(N ) into H 2(M) defined by
u(z) → ϑ(z)u(z) (u(z) ∈ H 2(N )).
Due to the identification of H 2(N ) and H 2(M) with the subspaces ⊕∞n=0 Gn(N ) and⊕∞
n=0 Gn(M), respectively, the latter operator may be considered as a restriction of the for-
mer one. We denote both of them by ϑ . When N =M=H and ϑ(z) ≡ z (z times the identity
operator on H) the associated operator is the (forward) shift S.
Given ϑ ∈ S(N ,M) we write ϑ to denote the operator (1 − ϑ∗ϑ) 12 on L2(N ).
The basic reference for vector and operator-valued analytic functions is [20]. We refer the
reader to the detailed exposition given therein.
Although familiarity with operator theory on Kreı˘n spaces is presumed, we hereafter include
some basic notions. We emphasize that the common Hilbert space notation is carried over into
the Kreı˘n space setting. Standard references on Kreı˘n spaces and operators on them are [1,5,6].
We also refer to [10] and [11] as authoritative accounts of the subject, in particular, for a detailed
exposition on the Kreı˘n space extensions of the Hilbert space concepts of defect operator, Julia
operator, minimal isometric dilation and minimal unitary dilation.
We recall that a Kreı˘n space is a linear space H (over C) equipped with an inner product
(a hermitian sesquilinear form) 〈·,·〉H such that there exist two subspaces H+ and H− with the
following properties:
(a) H is the direct algebraic sum of H+ and H−.
(b) 〈H+,H−〉H = {0}.
(c) (H+, 〈·,·〉H) and (H−,−〈·,·〉H) are (separable) Hilbert spaces.
A fundamental decomposition of a Kreı˘n space (H, 〈·,·〉H) is an orthogonal direct sum
H=H+⊕H−, whereH+ andH− are subspaces as those in the above definition. A fundamental
decomposition H=H+ ⊕H− induces a Hilbert space inner product. Namely, if Jx = x+ − x−
whenever x = x+ + x− with x± ∈ H±, then the Hilbert space inner product of x, y ∈ H is
given by 〈Jx, y〉H. The operator J is called a signature operator or fundamental symmetry
for H. In general, a Kreı˘n space has infinitely many fundamental decompositions. Nevertheless,
the quadratic norms associated with any two fundamental decompositions are equivalent and
provide the topology of H.
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sponding signature operator J , we write |H| for H viewed as the Hilbert space relative to the
fundamental decomposition. Therefore, 〈x, y〉|H| = 〈Jx, y〉H and 〈x, y〉H = 〈Jx, y〉|H| for all
x, y ∈H. The symbol |H−| is used to denote the Hilbert space (H−,−〈·,·〉H). In this notation,
|H| =H+ ⊕ |H−|.
As a matter of notation, if {Gι}ι∈I is a collection of linear subspaces of a Kreı˘n space H, we
will denote by
∨
ι∈I Gι the least closed subspace of K containing all the subspaces Gι. Also, if C,
D are Kreı˘n spaces and E = C ⊕D, we will write the elements of E as sums c + d , pairs (c, d)
or columns
[ c
d
]
with no distinctness.
A subspace E of H is negative if 〈x, x〉H  0 for all x ∈ E . A negative subspace E of H is
uniformly negative if, for some (hence, all) Hilbert space norm ‖ · ‖|H| on H, there exists a
constant ε > 0 such that 〈x, x〉H  −ε‖x‖2|H| for all x ∈ E . We obtain parallel definitions for
a subspace to be positive or uniformly positive. A maximal subspace with respect to some
property is a subspace which has the property and is not properly contained in another subspace
with the same property.
A regular subspace of a Kreı˘n space H is a closed subspace F of H which is itself a Kreı˘n
space in the inner product inherited from H. For a closed subspace F of H to be regular it is
necessary and sufficient that H= F ⊕F⊥. Therefore, F is regular if and only if F⊥ is regular.
If F is a regular subspace of H, its orthogonal companion F⊥ will be also denoted by HF .
By L(H,K) we mean the space of all everywhere defined continuous linear operators on
the Kreı˘n space H to the Kreı˘n space K. We set L(H) for L(H,H). The space L(H,K) has the
structure of a Banach space depending on choices of fundamental decompositionsH=H+⊕H−
and K=K+ ⊕K− and associated Hilbert spaces |H| =H+ ⊕ |H−| and |K| =K+ ⊕ |K−|. The
corresponding operator norm for L(H,K) is the norm ‖ · ‖ of L(|H|, |K|). Any two operator
norms for L(H,K) are equivalent and provide a topology for L(H,K).
By 1 we indicate either the scalar unit or the identity operator, depending on the context.
If A :H→K is any linear mapping, then kerA ⊆H is the null space of A and ranA ⊆K is
its range.
For each A ∈ L(H,K) there is a unique A∗ ∈ L(K,H) such that 〈Ax,y〉K = 〈x,A∗y〉H for
all x ∈H and y ∈K.
We say that (i) A ∈ L(H) is selfadjoint if A∗ = A; (ii) P ∈ L(H) is a projection if P is
selfadjoint and P 2 = P ; (iii) V ∈ L(H,K) is an isometry if V ∗V = 1; (iv) V ∈ L(H,K) is an
isometric isomorphism or unitary operator if both V and V ∗ are isometries.
The regular subspaces of H are those that are the ranges of projections. If F is a regular
subspace of H we write PHF to indicate the orthogonal projection from H onto F .
According with the Bognár–Krámli factorization, any selfadjoint operator A can be written
in the form A = DD∗ where D ∈ L(D,H) for some Kreı˘n space D and kerD = {0}.
A defect operator for T ∈ L(H,K) is any operator D˜T ∈ L(D˜T ,H), with D˜T a Kreı˘n space,
such that ker D˜T = {0} and 1 − T ∗T = D˜T D˜∗T . We call D˜T a defect space for T .
If D˜T ∈ L(D˜T ,H) is a given defect operator for T ∈ L(H,K), then there exists a unitary
operator U having the form
U =
[
T D˜T ∗
D˜∗T L
]
:H⊕ D˜T ∗ →K⊕ D˜T
where D˜T ∗ ∈ L(D˜T ∗ ,K) is a defect operator for T ∗ and L ∈ L(D˜T ∗ , D˜T ). Such a unitary opera-
tor is a Julia operator for T .
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〈T x,T x〉K  〈x, x〉H;
(ii) T ∈ L(H,K) is a bicontraction if both T and T ∗ are contractions.
Let D˜T ∈ L(D˜T ,H) be any defect operator for T ∈ L(H,K). It can be seen that if T is
a contraction then D˜T is a Hilbert space. Moreover, if T is a bicontraction then the kernel
of [T ∗ D˜T ] :K ⊕ D˜T → H is a Hilbert space in the inner product of K ⊕ D˜T . The de-
fect operators for a given contraction T are abstractly undistinguishable in the sense that if
D˜T ∈ L(D˜T ,H) and D˜′T ∈ L(D˜′T ,H) are two defect operators for T then there exists a unitary
operator Φ : D˜T → D˜′T such that D˜T = D˜′T Φ .
An isometric linear mapping τ from a subspace D of a Kreı˘n space H onto a subspace R of
a Kreı˘n space K is said to be a weak isomorphism if D is dense in H and R is dense in K.
A weak isomorphism can be extended to a unitary operator if either D or R contains a maximal
uniformly negative subspace. More generally, if T0 is a densely defined linear mapping from a
Kreı˘n space H to a Kreı˘n space K such that
〈T0x,T0x〉K  〈x, x〉H
for all x in the domain of T0 and we assume that the domain of T0 contains a maximal uniformly
negative subspace E of H and that T0E is a maximal uniformly negative subspace of K, then T0
has an extension by continuity to a bicontractive operator T ∈ L(H,K).
Let H be a Kreı˘n space and let B be a regular subspace of H. If V ∈ L(B,H) is an isometry,
we say that a unitary operator U on a Kreı˘n space F is a minimal unitary Hilbert space ex-
tension of V if H is a regular subspace of F such that F  H is a Hilbert space, U |B = V
and F = ∨n∈Z UnH. Two minimal unitary Hilbert space extensions of V , say U ∈ L(F)
and U ′ ∈ L(F ′), are regarded as identical whenever there exists an isometric isomorphism
τ :F ′ → F such that τ |H = 1 and τU ′ = Uτ . In the sequel we denote by U(V ) the set of the
undistinguishable minimal unitary Hilbert space extensions of V .
If V ∈ L(B,H) is an isometry as above then ranV is a regular subspace of H. The defect
subspaces of V are N :=HB and M :=H ranV .
If N and M are Hilbert subspaces of H, then U(V ) = ∅ and with each minimal unitary
Hilbert space extension U of V acting on F we may associate the L(N ,M)-valued function
ϑU(z) given by
ϑU(z) := PFMU
(
1 − zPFFHU
)−1∣∣N .
It turns out that ϑU ∈ S(N ,M). Conversely, to each ϑ ∈ S(N ,M) there corresponds a model
unitary operator Uϑ ∈ L(Fϑ) which is a minimal unitary Hilbert space extension of V . The
outlined map ϑ → Uϑ ∈ L(Fϑ) gives a labeling of U(V ) by S(N ,M)-functions. In the next
section we state and prove the result encompassing such a description. The model is a Kreı˘n
space extension of the one given by D.Z. Arov and L.Z. Grossman [2,3] in the Hilbert space
framework (see also [17]). A more general result for continuous isometric operators with regular
domain and range is given in [7].
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Theorem 3.1. Let H be a Kreı˘n space and let B be a regular subspace of H. Let V ∈ L(B,H) be
an isometry and assume that its defect subspaces N and M are Hilbert subspaces of H. Given
ϑ ∈ S(N ,M), set
Eϑ := H 2(M)⊕ϑL2(N )∩
{
(ϑχ,ϑχ): χ ∈ H 2(N )
}⊥
.
Define
Fϑ :=H⊕ Eϑ
and Uϑ :Fϑ →Fϑ by
Uϑ
[
h
φ
ψ
]
:=
⎡⎢⎣VP
H
B h+ ϑ(0)PHN h+ φ(0)
S∗(φ + ϑPHN h)
S∗(ψ +ϑPHN h)
⎤⎥⎦ (h ∈H, [ φ
ψ
]
∈ Eϑ
)
where S is the shift on either H 2(M) or L2(N ), depending on the context. Then:
(i) Uϑ ∈ L(Fϑ) is a minimal unitary Hilbert space extension of V such that
P
Fϑ
M Uϑ
(
1 − zPFϑEϑ Uϑ
)−1∣∣N = ϑ(z)
for all z ∈ D.
(ii) For any minimal unitary Hilbert space extension U of V on F , the function
ϑU(z) := PFMU
(
1 − zPFFHU
)−1∣∣N
belongs to S(N ,M).
(iii) Two minimal unitary Hilbert space extensions of V , say U ∈ L(F) and U ′ ∈ L(F ′), are
identified under an isometric isomorphism τ :F ′ → F such that τ |H = 1 and τU ′ = Uτ if
and only if
PF ′MU
′(1 − zPF ′F ′HU ′)−1∣∣N = PFMU(1 − zPFFHU)−1∣∣N
for all z ∈ D.
Therefore, the map
ϑ → Uϑ ∈ L(Fϑ)
establishes a bijective correspondence between S(N ,M) and U(V ), up to isometric isomor-
phisms as far as U(V ) is concerned.
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Given any ϑ ∈ S(N ,M), let Uϑ ∈ L(Fϑ) be the corresponding element in U(V ) and set
Tϑ(z) := VPHB + ϑ(z)PHN (z ∈ D).
If z ∈ D is such that (1 − zUϑ)−1 ∈ L(Fϑ) then (1 − zTϑ(z))−1 ∈ L(H) and
PFHUϑ(1 − zUϑ)−1
∣∣H = Tϑ(z)(1 − zTϑ(z))−1 = (1 − zTϑ(z))−1Tϑ(z). (3.1)
4. The minimal weak unitary Hilbert space dilations of a continuous bicontraction
Given a Kreı˘n space A, let B be a regular subspace of A such that AB is a Hilbert subspace
of A and let X ∈ L(B,A) be a bicontraction. A unitary operator W on a Kreı˘n space A˜ is said to
be a minimal weak unitary Hilbert space dilation of X if A is a regular subspace of A˜ such
that A˜A is a Hilbert space, P A˜AW |B = X and A˜=
∨
n∈Z WnA.
Two minimal weak unitary Hilbert space dilations of X, say W ∈ L(A˜) and W ′ ∈ L(A˜′),
are regarded as identical whenever there exists an isometric isomorphism τ : A˜′ → A˜ such that
τ |A = 1 and τW ′ = Wτ . Under the above identification, WUD(X) denotes the set of the minimal
weak unitary Hilbert space dilations of X.
Fix a defect operator D˜X ∈ L(D˜X,B) for the given bicontraction X and set
H1 :=A⊕ D˜X. (4.1)
View B as a regular subspace of H1 and define
V1 :=
[
X
D˜∗X
]
:B →H1. (4.2)
Then V1 ∈ L(B,H1) is an isometry whose defect subspaces are
N1 = (AB)⊕ D˜X and M1 = ker
[
X∗ D˜X
]
.
As N1 and M1 are Hilbert subspaces of H1, it is granted that U(V1) = ∅. If U ∈ L(F) is any
element of U(V1), then F A= (F H1)⊕ D˜X is a Hilbert subspace of F and X = P A˜A V1 =
P A˜AU |B . Also, since (U − X)b = D˜∗Xb for all b ∈ B, it comes that F =
∨
n∈Z UnA. Whence U
belongs to WUD(X). Thus U(V1) ⊆ WUD(X) and, accordingly, WUD(X) = ∅.
Let W ∈ L(A˜) belong to WUD(X). Consider the decompositions
A˜= B⊕ (A˜B) =A⊕ (A˜A)
and write
W =
[
X W12
W21 W22
]
:B⊕ (A˜B) →A⊕ (A˜A).
Clearly, for all b ∈ B,
〈b, b〉A = 〈Wb,Wb〉 ˜= 〈Xb,Xb〉A + 〈W21b,W21b〉 ˜A A
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defined isometry from D˜X into A˜  A and its extension by continuity to all of D˜X (we keep
denoting it by Y ) is an isometry from D˜X into A˜A.
Likewise, for all a ∈A,
〈a, a〉A =
〈
W ∗a,W ∗a
〉
A˜ =
〈
X∗a,X∗a
〉
A +
〈
W ∗12a,W ∗12a
〉
A˜
hence 〈D˜∗X∗a, D˜∗X∗a〉D˜X∗ = 〈W ∗12a,W ∗12a〉A˜, with D˜X∗ ∈ L(D˜X∗ ,A) a defect operator for X∗.
Put ED˜∗X∗a := W ∗12a (a ∈A). Then E is a densely defined isometry from D˜X∗ (a Hilbert space)
into A˜ B (= (A˜A) ⊕ (A B) a Hilbert space as well). If Z is the adjoint of the extension
of E to all D˜X∗ , then Z :A B → D˜X∗ is a coisometry, meaning that Z∗ is an isometry, and
W12 = D˜X∗Z.
Therefore W can be represented as
W =
[
X D˜X∗Z
YD˜∗X W22
]
:B⊕ (A˜B) →A⊕ (A˜A). (4.3)
Since W is unitary, it should be
1 = W ∗W =
[
1 X∗D˜X∗Z + D˜XY ∗W22
Z∗D˜∗X∗X +W ∗22YD˜∗X Z∗D˜∗X∗D˜X∗Z +W ∗22W22
]
and
1 = WW ∗ =
[
1 XD˜XY ∗ + D˜X∗ZW ∗22
YD˜∗XX∗ +W22Z∗D˜∗X∗ YD˜X∗D˜XY ∗ +W22W ∗22
]
,
that is,
X∗D˜X∗Z + D˜XY ∗W22 = 0, (4.4)
Z∗D˜∗X∗D˜X∗Z +W ∗22W22 = 1, (4.5)
XD˜XY
∗ + D˜X∗ZW ∗22 = 0, (4.6)
YD˜X∗D˜XY
∗ +W22W ∗22 = 1. (4.7)
With the chosen defect operator D˜X ∈ L(D˜X,B) for X we associate a Julia operator[
X D˜X∗
D˜∗X L
]
:B⊕ D˜X∗ →A⊕ D˜X
so that D˜X∗ ∈ L(D˜X∗ ,A) is the defect operator for X∗ appearing in the 2 × 2 block matrix
representation (4.3) of W . Then
X∗D˜X∗ = −D˜XL, XD˜X = −D˜X∗L∗,
D˜∗ ∗D˜X∗ +L∗L = 1, D˜∗ D˜X +LL∗ = 1.X X
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ZW ∗22 = L∗Y ∗, whence
W ∗22W22Z∗Z = W ∗22YLZ = Z∗L∗LZ = Z∗
(
1 − D˜∗X∗D˜X∗
)
Z
and, similarly,
W22W
∗
22YY
∗ = Y (1 − D˜∗XD˜X)Y ∗.
Thus
Z∗D˜∗X∗D˜X∗Z
(
Z∗Z
)+W ∗22W22(Z∗Z)= Z∗Z
and
Y ∗D˜∗XD˜XY ∗
(
YY ∗
)+W22W ∗22(YY ∗)= YY ∗.
So (4.5) turns out to be equivalent to W ∗22W22(1 − Z∗Z) = 1 − Z∗Z and (4.7) to W22W ∗22(1 −
YY ∗) = 1 − YY ∗.
We then conclude that a generic W in WUD(X) has a 2 × 2 block matrix representation in the
form
W =
[
X D˜X∗Z
YD˜∗X W22
]
:B⊕ (A˜B) →A⊕ (A˜A), (4.8)
where Y : D˜X → A˜A is an isometry, Z : A˜B → D˜X∗ is a coisometry, W22 : A˜B → A˜A
is a contraction and
Y ∗W22 = LZ,
W ∗22W22
(
1 −Z∗Z)= 1 −Z∗Z,
ZW ∗22 = L∗Y ∗,
W22W
∗
22
(
1 − YY ∗)= 1 − YY ∗,
with
[ X D˜X∗
D˜∗X L
]
:B⊕ D˜X∗ →A⊕ D˜X a fixed Julia operator for X.
Now, given W ∈ L(A˜) belonging to WUD(X), set HY := A⊕ Y D˜X and VY := W |B. Then
VY ∈ L(B,HY ) is an isometry and W ∈ U(VY ). The defect subspaces of VY can be easily com-
puted to yield
NY = (AB)⊕ Y D˜X and MY = ker
[
X∗ D˜XY ∗
]
.
Let V1 be the isometry on the Kreı˘n space H1 given in (4.1) and (4.2), in which case V1 = VY
with Y the identity operator on D˜X . We already found out that the defect subspaces of V1 are the
Hilbert spaces N1 = (AB)⊕ D˜X and M1 = ker [X∗ D˜X ]. Particularly, the Arov–Grossman
model (Theorem 3.1) can be used to parameterize U(V1).
The following lemma grants that the Arov–Grossman model also applies to U(VY ) for each
W = [ X D˜X∗Z˜∗ ] ∈ WUD(X).YDX W22
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Proof. It is clear that NY is a Hilbert space. Let γY :HY →H1 be defined as the identity operator
on A and Y ∗ on YDX. Then γY is a unitary operator such that γYMY = M1. Since M1 is a
Hilbert space, MY is a Hilbert space too. 
Notice that γYVY = V1 and γYNY =N1.
Theorem 4.2 (Labeling of WUD(X)). Let A be a Kreı˘n space and let B be a regular subspace
of A such that AB is a Hilbert subspace of A. Given a bicontraction X ∈ L(B,A), fix a defect
operator D˜X ∈ L(D˜X,B) for X and set
N1 := (AB)⊕ D˜X and M1 := ker
[
X∗ D˜X
]
.
Given ϑ ∈ S(N1,M1), let Uϑ ∈ L(Fϑ) be the corresponding unitary operator as in Theo-
rem 3.1. Then the map
ϑ → Uϑ ∈ L(Fϑ)
establishes a one-to-one correspondence between S(N1,M1) and WUD(X), up to isometric
isomorphisms as far as WUD(X) is concerned.
Proof. First we show that the map ϑ → Uϑ ∈ L(Fϑ) is one-to-one.
Consider α,β ∈ S(N1,M1) and let Uα ∈ L(Fα), Uβ ∈ L(Fβ) be the corresponding unitary
operators. Suppose that they are undistinguishable elements of WUD(X), so that there exists an
isometric isomorphism σ :Fα →Fβ such that σ |A = 1 and σUα = Uβσ . Then, for all a, a′ ∈A
and all n ∈ Z, 〈
Unαa, a
′〉
Fα =
〈
Unβa, a
′〉
Fβ .
Set Ω := {z ∈ D: (1 − zUα)−1 ∈ L(Fα) and (1 − zUβ)−1 ∈ L(Fβ)}. Then
P
Fα
A (1 − zUα)−1
∣∣A = PFβA (1 − zUβ)−1∣∣A, z ∈ Ω. (4.9)
Conversely, if (4.9) holds then
P
Fα
A U
n
α
∣∣A = PFβA Unβ ∣∣A, n ∈ N.
It follows that Unαa → Unβa (a ∈A, n ∈ Z) defines a weak isomorphism from
∨
n∈Z UnαA=Fα
to
∨
n∈Z UnβA = Fβ . Since any maximal uniformly negative subspace of A is also maximal
uniformly negative in Fα (and Fβ as well), the weak isomorphism can be extended to a unitary
operator σ :Fα →Fβ such that σ |A = 1 and σUα = Uβσ .
Therefore Uα ∈ L(Fα) and Uβ ∈ L(Fβ) are undistinguishable elements of WUD(X) if and
only if (4.9) holds.
Let Uϑ ∈ L(Fϑ) be the unitary operator associated with a given ϑ ∈ S(N1,M1) and define
Ωϑ := {z ∈ D: (1 − zUϑ)−1 ∈ L(Fϑ)}. We claim that, for all z ∈ Ωϑ ,
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Fϑ
A (1 − zUϑ)−1
∣∣A = {1 − z[XPH1B + PH1A ϑ(z)(1 − PH1D˜X ϑ(z))−1
× (PAAB + zD˜∗XPAB )]}−1.
If z ∈ Ωϑ is given and a ∈A then (1 − zUϑ)−1a = fϑ for some fϑ =
[ h1
φ
ψ
]
, with h1 ∈H1 and[ φ
ψ
] ∈ Eϑ , if and only if
[
a
0
0
]
=
⎡⎣h1 − z(XPH1B h1 + D˜∗XPH1B h1 + ϑ(0)PH1N1 h1 + φ(0))φ − zS∗(φ + ϑPN1h1)
ψ − zS∗(ψ +ϑPN1h1)
⎤⎦
or, equivalently,
a = PH1A h1 − z
[
XP
H1
B h1 + PH1A
(
ϑ(0)PH1N1 h1 + φ(0)
)]
, (4.10)
0 = PH1D˜X h1 − z
[
D˜∗XP
H1
B h1 + PH1D˜X
(
ϑ(0)PH1N1 h1 + φ(0)
)]
, (4.11)
0 = φ − zS∗(φ + ϑPH1N1 h1), (4.12)
0 = ψ − zS∗(ψ +ϑPH1N1 h1). (4.13)
As (4.12) holds true if and only if φ = (1 − zS∗)−1zS∗ϑPH1N1 h1, it happens that φ(0) = (ϑ(z)−
ϑ(0))PH1N1 h1. From this relation and a straightforward computation, it follows that (4.11) holds
if and only if
P
H1
D˜X h1 = z
(
1 − zPH1D˜X ϑ(z)
)−1(
D˜∗XP
H1
B h1 + PH1D˜X ϑ(z)P
H1
ABh1
)
.
Therefore
P
H1
N1 h1 = P
H1
ABh1 + PH1D˜X h1 =
(
1 − zPH1D˜X ϑ(z)
)−1(
P
H1
ABh1 + zD˜∗XPH1B h1
)
and (4.10) holds if and only if
a = PH1A h1 − z
[
XP
H1
B h1 + PH1A ϑ(z)PH1N1 h1
]
= PH1A h1 − zXPH1B h1 − zPH1A ϑ(z)
(
1 − zPH1D˜X ϑ(z)
)−1 × (PH1ABh1 + zD˜∗XPH1B h1)
= {1 − z[XPH1B + PH1A ϑ(z)(1 − zPH1D˜X ϑ(z))−1(PAAB + zD˜∗XPAB )]}× PH1A h1
= {1 − z[XPH1B + PH1A ϑ(z)(1 − zPH1D˜X ϑ(z))−1(PAAB + zD˜∗XPAB )]}× PFϑA (1 − zUϑ)−1a.
The result is now obtained since the last relation implies that{
1 − z[XPH1 + PH1ϑ(z)(1 − zPH1ϑ(z))−1(PA + zD˜∗XPA)]}−1 ∈ L(A)B A D˜X AB B
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{
1 − z[XPH1B + PH1A ϑ(z)(1 − zPH1D˜X ϑ(z))−1(PAAB + zD˜∗XPAB )]}−1 = PFϑA (1 − zUϑ)−1∣∣A.
In particular, we get that (4.9) holds if and only if, for all z ∈ Ω (= Ωα ∩Ωβ ),
{
1 − z[XPH1B + PH1A α(z)(1 − zPH1D˜X α(z))−1(PAAB + zD˜∗XPAB )]}−1
= {1 − z[XPH1B + PH1A β(z)(1 − zPH1D˜X β(z))−1(PAAB + zD˜∗XPAB )]}−1.
As (1 − zPH1D˜X α(z))
−1
, (1 − zPH1D˜X β(z))
−1 ∈ L(N1) for all z ∈ D, we may conclude that Uα ∈
L(Fα) and Uβ ∈ L(Fβ) are undistinguishable elements of WUD(X) if and only if
P
H1
A α(z)
(
1 − zPH1D˜X α(z)
)−1 = PH1A β(z)(1 − zPH1D˜X β(z))−1, z ∈ D. (4.14)
Note that (4.14) holds if and only if
P
H1
A
(
1 − zα(z)PH1D˜X
)−1[
α(z)− β(z)]PH1A (1 − zPH1D˜X β(z))−1 ≡ 0.
For any given u ∈N1 and all z ∈ D,(
1 − zPH1D˜X β(z)
)
u ∈N1 and
(
1 − zα(z)PH1D˜X
)−1[
α(z)− β(z)]u ∈M1.
Therefore (4.14) holds whenever, for any u ∈ N1, the M1-valued function v(z) := (1 −
zα(z)P
H1
D˜X )
−1[α(z)−β(z)]u (z ∈ D) satisfies PH1A v(z) ≡ 0. Since M1 = ker [X∗ D˜X ], v(z) is
to verify D˜XPH1D˜X v(z) ≡ 0. As ker D˜X = {0}, we get that v(z) ≡ 0 and, therefore, α(z) = β(z)
for all z ∈ D. This shows that the map
ϑ → Uϑ ∈ L(Fϑ)
is one-to-one.
It remains to see that, given W ∈ L(A˜) belonging to WUD(X), there exists ϑ ∈ S(N1,M1)
such that W ∈ L(A˜) is undistinguishable from Uϑ ∈ L(Fϑ).
We recall that
W =
[
X D˜X∗Z
YD˜∗X W22
]
:B⊕ (A˜B) →A⊕ (A˜A),
where Y : D˜X → A˜A is an isometry, Z : A˜ B → D˜X∗ is a coisometry and W22 : A˜ B →
A˜A is a contraction. We also recall that VY is the isometry on the Kreı˘n spaceHY :=A⊕Y D˜X
defined in B by VY :=
[ X
YD˜∗X
]
. Let γY :HY →H1 be the unitary operator defined in the proof of
Lemma 4.1, so that γYVY = V1, γYNY =N1 and γYMY =M1, where NY = (A B) ⊕ Y D˜X
and MY = ker [X∗ D˜XY ∗ ].
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like in Theorem 3.1. Call σ the isometric isomorphism from A˜ onto Fρ :=HY ⊕ Eρ satisfying
σ |HY = 1 and σW = Uρσ . Here
Eρ := H 2(MY )⊕ρL2(NY )∩
{
(ρχ,ρχ): χ ∈ H 2(NY )
}⊥
and
Uρ
[
hY
φ
ψ
]
:=
⎡⎢⎢⎣
VYP
HY
B hY + ρ(0)PHYNY hY + φ(0)
S∗(φ + ρPHYNY hY )
S∗(ψ +ρPHYNY hY )
⎤⎥⎥⎦ (hY ∈HY , [ φψ
]
∈ Eρ
)
.
Define ϑ ∈ S(N1,M1) by ϑ(z) := γY ρ(z)γ ∗Y |N1 (z ∈ D). Let Uϑ ∈ L(Fϑ) be the element
in U(V1) ⊆ WUD(X) associated with ϑ as in Theorem 3.1. We claim that W ∈ L(A˜) and Uϑ ∈
L(Fϑ) are undistinguishable elements of WUD(X). The proof is obtained by mimicking the
arguments in [17].
We extend γY to a unitary operator from Fρ to Fϑ by setting
γY φ(z) := γY
(
φ(z)
) (
φ ∈ H 2(MY ), z ∈ D
)
and
γYψ(ζ ) := γY
(
ψ(ζ )
) (
ψ ∈ ρL2(NY ), ζ ∈ T
)
.
Then we define τ : A˜→Fϑ as τ := γY σ . Finally we show that τ |A = 1 and τW = Uϑτ . 
5. A Kreı˘n space version of the Relaxed Commutant Lifting Theorem
We are given three Kreı˘n spaces E , E0 and H and four operators:
• a contraction C ∈ L(E,H),
• a bicontraction T ∈ L(H), and
• R,Q ∈ L(E0,E).
The operators satisfy the relations
T CR = CQ and R∗R Q∗Q.
Here R∗R Q∗Q means that
〈Re0,Re0〉E  〈Qe0,Qe0〉E , e0 ∈ E0,
where 〈·,·〉E is the indefinite inner product which E is endowed with.
It is known (see [10,11]) that any continuous linear operator T on a Kreı˘n space H has a
minimal isometric dilation VT ∈ L(KT ), meaning that KT is a Kreı˘n space containing H as
regular subspace and VT is an isometry everywhere defined on KT such that T n = PKT V n|HH T
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T ∈ L(H) is a contraction, then KT can be chosen to be
KT :=H⊕H 2(D˜T ) (5.1)
with D˜T ∈ L(D˜T ,H) a defect operator for T , and VT can be defined as the 2 × 2 block matrix
VT :=
[
T 0
D˜∗T S
]
:KT →KT (5.2)
with S the shift operator on H 2(D˜T ). We call VT ∈ L(KT ) as in (5.1) and (5.2) the canonical
minimal isometric dilation of T ∈ L(H). The canonical minimal isometric dilation has special
properties:
(a) H is V ∗T -invariant and V ∗T |H = T ∗.
(b) KT H is a Hilbert subspace of KT .
(c) The closure L˜T of {(VT − T )h: h ∈H} is a Hilbert subspace of KT .
(d) L˜T is the wandering subspace for VT , meaning that
KT =H⊕ L˜T ⊕ VT L˜T ⊕ V 2T L˜T ⊕ · · · .
It happens that if V ∈ L(K) is a minimal isometric dilation of the given contraction T ∈ L(H),
then the map V nh → V nT h (h ∈ H, n ∈ N ∪ {0}) gives rise to an isometric isomorphism
τ :K → KT such that τ |H = 1 and τV = VT τ . Therefore any minimal isometric dilation of
T ∈ L(H) is undistinguishable from the canonical one.
In the context of the Relaxed Commutant Lifting Theorem, any contraction operator D ∈
L(E,KT ) such that
VT DR = DQ and PKTH D = C
is said to be an interpolant for {C,T ,VT ,R,Q}.
In the Kreı˘n space framework we have set up, the problem we address is to find the interpolants
for {C,T ,VT ,R,Q}.
Since T ∈ L(H) is assumed to be a bicontraction, we can likewise consider the canonical
minimal isometric dilation WT ∈ L(GT ) of T ∗ ∈ L(H). Both VT ∈ L(KT ) and WT ∈ L(GT ) can
be expressed in terms of a distinguished unitary operator built up from T as follows.
If D˜T ∈ L(D˜T ,H) and D˜T ∗ ∈ L(D˜T ∗ ,H) are defect operators for T and T ∗, respectively, and[ T D˜T ∗
D˜∗T L
]
is the associated Julia operator for T , set H˜T := H 2(D˜T ∗) ⊕H⊕ H 2(D˜T ) (take into
account that D˜T ∗ is a Hilbert space) and define
UT :=
⎡⎣ S∗ 0 0D˜T ∗P0 T 0˜∗
⎤⎦ : H˜T → H˜T ,
LP0 DT S
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P0
∞∑
n=0
znvn := v0
( ∞∑
n=0
znvn ∈ H 2(D˜T ∗)
)
and S the shift on H 2(D˜T ) or H 2(D˜T ∗) depending on the context. Then H˜T is a Kreı˘n space
containing H as regular subspace and UT is an everywhere defined continuous linear operator
on H˜T . It can be seen that UT is a unitary operator such that, for all h ∈H and n ∈ N,
P
H˜T
H U
n
T h = T nh and P H˜TH U∗nT h = T ∗nh. (5.3)
Furthermore
∞∨
n=0
UnTH=H⊕H 2(D˜T ) and
∞∨
n=0
U∗nT H= H 2(D˜T ∗)⊕H.
A minimal unitary dilation of T ∈ L(H) is a unitary operator UT ∈ L(H˜T ) such that H˜T is a
Kreı˘n space containing H as regular subspace, H˜T =∨∞n=−∞ UnTH and the relations (5.3) hold
for all h ∈ H and n ∈ N. Two methods for constructing minimal unitary dilations of a generic
continuous linear operator on a Kreı˘n space are given in [10]. If T ∈ L(H) is a bicontraction,
which is the case, then any two minimal unitary dilations of T are isometrically isomorphic.
The minimal unitary dilation in the above construction is in the sequel the canonical one. It has
special properties, in particular:
(a) If VT ∈ L(KT ) is the canonical minimal isometric dilation of T then KT ⊆ H˜T and
VT = UT |KT .
(b) U∗T (H 2(D˜T ∗) ⊕ H) ⊆ H 2(D˜T ∗) ⊕ H and U∗T |H 2(D˜T ∗ )⊕H is a minimal isometric dilation
of T ∗.
Whence, according with (b) above, we may take GT := H 2(D˜T ∗) ⊕H and WT := U∗T |GT to get
a minimal isometric dilation WT ∈ L(GT ) of T ∗ (as a matter of fact, the canonical one).
In what follows we fix this minimal isometric dilation of T ∗.
In E × GT consider the hermitian sesquilinear form[[
e
g
]
,
[
e′
g′
]]
C
:= 〈e, e′〉E + 〈g,Ce′〉GT + 〈Ce,g′〉GT + 〈g,g′〉GT .
If D˜C ∈ L(D˜C,E) is a fixed defect operator for C, consider the Kreı˘n space A := D˜C ⊕ GT
with the standard inner product. Then, for all e, e′ ∈ E and all g,g′ ∈ GT ,[[
e
g
]
,
[
e′
g′
]]
C
= 〈D˜∗Ce, D˜∗Ce′〉D˜C + 〈Ce + g,Ce′ + g′〉GT
= 〈D˜∗ e + (Ce + g), D˜∗ e′ + (Ce′ + g′)〉 .C C A
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σ
[
e
g
]
:= D˜∗Ce + (Ce + g)
([
e
g
]
∈ E × GT
)
,
we get an isometric map from (E × GT , [·,·]C) into (A, 〈·,·〉A).
If x ∈ D˜C , let {e(n)} ⊆ E be a sequence such that limn→∞ D˜∗Ce(n) = x. Then, for any g ∈ GT ,
lim
n→∞σ
[
e(n)
−Ce(n)+ g
]
= lim
n→∞ D˜
∗
Ce(n)+ g = x + g.
Thus σ(E × GT ) is a dense subspace of A. We call A the coupling Kreı˘n space associated with
{C,T }, when C is viewed as a linear operator from E to GT ⊇H.
Define B := σ(QE0 × GT ). Set
P(x + g) := P D˜C
D∗CQE0
x + g (x ∈ D˜C, g ∈ GT ).
It can be easily seen that P ∈ L(A) is a projection whose range is D˜∗CQE0 ⊕ GT , a regular
subspace of A. If e0 ∈ E0 and g ∈ GT then
D˜∗CQe0 + g = σ
[
Qe0
−CQe0 + g
]
∈ σ(QE0 × GT )
and
σ
[
Qe0
g
]
= D˜∗CQe0 + (CQe0 + g) ∈ D˜∗CQE0 ⊕ GT .
Thus σ(QE0 × GT ) = D˜∗CQE0 ⊕ GT and B = D˜∗CQE0 ⊕ GT . It follows that B is a regular sub-
space of A. Moreover, AB = D˜C  D˜∗CQE0 is a Hilbert subspace of A.
Define the map
X0σ
[
Qe0
g
]
:= σ
[
Re0
WT g
]
(e0 ∈ E0, g ∈ GT ).
For all e0 ∈ E0 and g ∈ GT ,〈
X0σ
[
Qe0
g
]
,X0σ
[
Qe0
g
]〉
A
=
〈
σ
[
Re0
WT g
]
, σ
[
Re0
WT g
]〉
A
= 〈Re0,Re0〉E + 2 Re〈CRe0,WT g〉GT + 〈WT g,WT g〉GT
= 〈Re0,Re0〉E + 2 Re〈CQe0, g〉GT + 〈g,g〉GT
 〈Qe0,Qe0〉E + 2 Re〈CQe0, g〉GT + 〈g,g〉GT
=
〈
σ
[
Qe0,
g
]
, σ
[
Qe0,
g
]〉
.A
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X0GT = WT GT = U∗T GT . If G−T is a maximal uniformly negative subspace of GT then G−T is also
maximal uniformly negative in B. Since U∗T is unitary and U∗T GT ⊆ GT , it follows that X0G−T is
maximal uniformly negative in GT , hence, in A. Therefore, X0 has an extension by continuity
to a bicontractive operator X ∈ L(B,A). We term X :B ⊆A→A the coupling bicontraction
underlying the lifting data set {C,T ,VT ,R,Q}.
Write Q∗Q−R∗R = D0D∗0 with D0 ∈ L(D0,E0) such that kerD0 = {0}. Since R∗R Q∗Q,
we have that D0 is a Hilbert space. Notice that〈
Xσ
[
Qe0
g
]
,Xσ
[
Qe0
g
]〉
A
=
〈
σ
[
Qe0
g
]
, σ
[
Qe0
g
]〉
A
− 〈D∗0e0,D∗0e0〉D0
for all e0 ∈ E0 and g ∈ GT . Hence, if D˜X ∈ L(D˜X,B) is a defect operator for X,〈
D˜∗Xσ
[
Qe0
g
]
, D˜∗Xσ
[
Qe0
g
]〉
D˜X
= 〈D∗0e0,D∗0e0〉D0
for all e0 ∈ E0 and g ∈ GT .
Now we consider the set WUD(X) as described in Theorem 4.2. Given ϑ ∈ S(N1,M1), let
Uϑ ∈ L(Fϑ) be the minimal weak unitary Hilbert space dilation of X associated with ϑ . Define
φϑV
n
T h := U−nϑ h (h ∈H, n = 0,1,2, . . .)
to get a linear map from the linear span of {V nT H}∞n=0 into Fϑ . Note that, for all h ∈ H and
n = 0,1,2, . . . ,
Unϑh = WnT h.
Therefore, for all h,h′ ∈H and all n = 0,1,2, . . . ,
〈
φϑV
n
T h,φϑh
′〉
Fϑ =
〈
U−nϑ h,h
′〉
Fϑ =
〈
h,Unϑh
′〉
Fϑ
= 〈h,WnT h′〉GT = 〈h,T ∗nh′〉H
= 〈T nh,h′〉H = 〈V nT h,h′〉KT .
Since KT  H is a Hilbert space and the domain of φϑ contains H, φϑ can be extended to
an isometry Φϑ ∈ L(KT ,Fϑ). It is clear that Φϑ is a unitary operator from KT onto Kϑ :=∨∞
n=0 U
−n
ϑ H. So, as a by product, we get that Kϑ is a regular subspace of Fϑ . Moreover, since
H⊆Kϑ and Fϑ H= D˜C ⊕ (GT H)⊕ (Fϑ A) is a Hilbert space, it comes that Fϑ Kϑ is
a Hilbert space. Also, Φϑ |H = 1, ΦϑVT = U−1ϑ Φϑ and Φ∗ϑ is a continuous contraction from Fϑ
to KT .
Now, define D :E →KT by
De := Φ∗ϑσ
[
e
0
]
(e ∈ E). (5.4)
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and H, and let ‖C‖ be computed with respect to ‖ · ‖|E | and ‖ · ‖|H|. Then ‖D‖ (1 − 2‖C‖2) 12
when ‖D‖ is viewed in L(|E |, |KT |) with |KT | := |H| ⊕ (KT H). For all e ∈ E ,
〈De,De〉KT =
〈
Φ∗ϑσ
[
e
0
]
,Φ∗ϑσ
[
e
0
]〉
KT

〈
σ
[
e
0
]
, σ
[
e
0
]〉
A
= 〈e, e〉E
and, for all h ∈H,
〈De,h〉KT =
〈
Φ∗ϑσ
[
e
0
]
, h
〉
KT
=
〈
σ
[
e
0
]
, h
〉
A
= 〈Ce,h〉H.
Whence D ∈ L(E,KT ) is a contraction such that PKTH D = C.
To get that D is an interpolant for {C,T ,VT ,R,Q} it remains to see whether VT DR = DQ.
Let e0 ∈ E0 and h ∈H be given. Then
〈VT DRe0, h〉KT =
〈
DRe0, T
∗h
〉
KT =
〈
CRe0, T
∗h
〉
H
= 〈CQe0, h〉H = 〈DQe0, h〉KT
and
〈VT DRe0,VT h〉KT = 〈DRe0, h〉KT = 〈CRe0, h〉H
=
〈
σ
[
Re0
0
]
, h
〉
A
=
〈
Xσ
[
Qe0
0
]
, h
〉
A
=
〈
Uϑσ
[
Qe0
0
]
, h
〉
Fϑ
=
〈
σ
[
Qe0
0
]
,U−1ϑ h
〉
Fϑ
=
〈
σ
[
Qe0
0
]
,ΦϑVT h
〉
Fϑ
=
〈
Φ∗ϑσ
[
Qe0
0
]
,VT h
〉
KT
= 〈DQe0,VT h〉KT ,
so that 〈
VT DRe0, (VT − T )h
〉
KT =
〈
DQe0, (VT − T )h
〉
KT .
Since KT = H ⊕ L˜T ⊕ VT L˜T ⊕ V 2T L˜T ⊕ · · · , L˜T := {(VT − T )h: h ∈H}, it is clear that
VT DR = DQ as far as〈
VT DRe0,V
n
T (VT − T )h
〉
KT =
〈
DQe0,V
n
T (VT − T )h
〉
KT
for all e0 ∈ E0, h ∈H and n ∈ N.
Note that
ΦϑV
n(VT − T )h = U−n−1(1 −WT T )h, h ∈H,T ϑ
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Uϑσ
[
Qe0
0
]
= σ
[
Re0
0
]
+ D˜∗Xσ
[
Qe0
0
]
, e0 ∈ E0.
Therefore, for all e0 ∈ E0, h ∈H and n ∈ N,
〈
DQe0,V
n
T (VT − T )h
〉
KT =
〈
σ
[
Qe0
0
]
,U−n−1ϑ (1 −WT T )h
〉
Fϑ
=
〈
Uϑσ
[
Qe0
0
]
,U−nϑ (1 −WT T )h
〉
Fϑ
=
〈
σ
[
Re0
0
]
,U−nϑ (1 −WT T )h
〉
Fϑ
+
〈
D˜∗Xσ
[
Qe0
0
]
,U−nϑ (1 −WT T )h
〉
Fϑ
and 〈
VT DRe0,V
n
T (VT − T )h
〉
KT =
〈
DRe0,V
n−1
T (VT − T )h
〉
KT
=
〈
σ
[
Re0
0
]
,U−nϑ (1 −WT T )h
〉
Fϑ
.
Thus VT DR = DQ if and only if〈
UnϑD˜
∗
Xσ
[
Qe0
0
]
, (1 −WT T )h
〉
Fϑ
= 0, e0 ∈ E0, h ∈H, n ∈ N.
Consequently, ϑ ∈ S(N1,M1) yields a D such that VT DR = DQ if and only if the correspond-
ing element in WUD(X), Uϑ ∈ L(Fϑ), satisfies〈
(1 − zUϑ)−1Uϑu, (1 −WT T )h
〉
Fϑ = 0, z ∈ Ωϑ, u ∈ D˜X, h ∈H. (5.5)
Here, like in the proof of Theorem 4.2, Ωϑ := {z ∈ D: (1 − zUϑ)−1 ∈ L(Fϑ)}.
Let JT be the closure of {(1 −WT T )h: h ∈H}. Since
(1 −WT T )h = UϑΦϑ(VT − T )h, h ∈H,
it follows that JT ⊆ UϑΦϑ L˜T . As L˜T is a Hilbert subspace of KT and both Uϑ ∈ L(Fϑ) and
Φϑ ∈ L(KT ,Kϑ) are unitary operators, it turns out that JT is a Hilbert subspace of Fϑ = D˜C ⊕
GT ⊕ (Fϑ A), hence, of GT . Besides, note that JT = kerW ∗T .
With the introduction of JT , we see that (5.5) is equivalent to
P
Fϑ
JT (1 − zUϑ)−1Uϑ
∣∣D˜ = 0, z ∈ Ωϑ. (5.6)X
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P
Fϑ
GT Uϑ(1 − zUϑ)−1u = P
Fϑ
WT GT Uϑ(1 − zUϑ)−1u+ P
Fϑ
JT Uϑ(1 − zUϑ)−1u
= WT PFϑGT (1 − zUϑ)−1u+ P
Fϑ
JT Uϑ(1 − zUϑ)−1u
= WT PFϑGT
[
u+ zUϑ(1 − zUϑ)−1u
]+ PFϑJT Uϑ(1 − zUϑ)−1u
= zWT PFϑGT Uϑ(1 − zUϑ)−1u+ P
Fϑ
JT Uϑ(1 − zUϑ)−1u.
Therefore
(1 − zWT )PFϑGT Uϑ(1 − zUϑ)−1u = P
Fϑ
JT Uϑ(1 − zUϑ)−1u.
Since 1 − zWT = (1 − zUϑ)|GT and 1 − zUϑ is invertible for all z ∈ Ωϑ , the above arguments
lead to conclude that (5.6) is equivalent to
P
Fϑ
GT Uϑ(1 − zUϑ)−1
∣∣D˜X = 0, z ∈ Ωϑ. (5.7)
Hereafter it could be helpful to recall that N1 and M1 can be interpreted as the defect
subspaces of the isometry V1 on H1 := A ⊕ D˜X defined in B by V1 :=
[ X
D˜∗X
]
and that each
Uϑ ∈ L(Fϑ) belongs indeed to U(V1). Additionally, under this viewpoint, we handle a more
compact notation.
In particular we get that, for all z ∈ Ωϑ ,
P
Fϑ
H1 (1 − zUϑ)−1Uϑ
∣∣D˜X = [1 − z(V1PH1B + ϑ(z)PH1N1 )]−1(V1PH1B + ϑ(z)PH1N1 )∣∣D˜X
= [1 − z(V1PH1B + ϑ(z)PH1N1 )]−1ϑ(z)∣∣D˜X
(see (3.1)).
The above discussion can be summarized in the following:
Proposition 5.1. The following statements are equivalent:
(i) The operator D associated with a given ϑ ∈ S(N1,M1) by means of (5.4) satisfies
VT DR = DQ and, hence, is an interpolant for {C,T ,VT ,R,Q}.
(ii) PH1JT (1 − zV1P
H1
B − zϑ(z)PH1N )−1ϑ(z)|D˜X = 0 for all z ∈ Ωϑ .
(iii) PH1GT (1 − zV1P
H1
B − zϑ(z)PH1N )−1ϑ(z)|D˜X = 0 for all z ∈ Ωϑ .
From the proposition it results that the operator D associated with a given ϑ ∈ S(N1,M1)
by means of (5.4) satisfies VT DR = DQ and, hence, is an interpolant for {C,T ,VT ,R,Q} if,
for instance, ϑ(z)|D˜X = 0 for all z ∈ D.
Before embarking on analyzing the map (5.4), let us establish a closed formula for the direct
connection between ϑ and D.
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∑∞
n=0 P
KT
V nT L˜T
D.
Therefore D is determined by the sequence of operators {PKT
V nT L˜T
D}∞n=0 (cf. [4]). With each D
we associate an L(E, L˜T )-valued function SD(z) defined around 0 by the power series
SD(z) :=
∞∑
n=0
znŜD(n)
where
ŜD(n) := V ∗nT PKTV nT L˜T D ∈ L(E, L˜T ) (n = 0,1,2, . . .).
For all e ∈ E and h ∈H,〈
SD(z)e, (VT − T )h
〉
KT =
〈
P
Fϑ
JT (1 − zUϑ)−1UϑD˜∗Ce, (1 −WT T )h
〉
Fϑ
whenever z ∈ Ωϑ . Define G(1 − WT T )h := (VT − T )h (h ∈ H) to get a unitary operator
G :JT → L˜T . Then
SD(z) = GPFϑJT (1 − zUϑ)−1UϑD˜∗C, z ∈ Ωϑ. (5.8)
Note that PFϑJT (1 − zUϑ)−1UϑD˜∗C = P
H1
JT [P
Fϑ
H1 (1 − zUϑ)−1Uϑ |H1 ]D˜∗C where
P
Fϑ
H1 (1 − zUϑ)−1Uϑ
∣∣H1 = Tϑ(z)(1 − zTϑ(z))−1 = (1 − zTϑ(z))−1Tϑ(z)
with Tϑ(z) := V1PH1B + ϑ(z)PH1N1 (see (3.1)).
Fix the Hilbert space
|A| := [D˜C ⊕JT ⊕WT (GT H)⊕WTH+]⊕ ∣∣WTH−∣∣
to get
|H1| := |A| ⊕ D˜X
and, for any ϑ ∈ S(N1,M1),
|Fϑ | = |H1| ⊕ Eϑ .
Observe that any C ⊆H+1 satisfies that 〈·,·〉H1 |C = 〈·,·〉|H1||C . It is clear that JT ,N1 ⊆H+1 .
As PH1GT M1 ⊆ JT , it turns out that M1 ⊆H+1 as well.
Since JT ⊆ H+1 , ‖g‖2|H1|  ‖V1g‖2|H1| for all g ∈ JT . Hence ‖V1‖  1 when the norm is
computed in L(|H1|). Let ϑ ∈ S(N1,M1) be given. As N1 ⊕ Eϑ ,M1 ⊕ Eϑ ⊆ F+ϑ , it follows
that, for all fϑ ∈Fϑ ,
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∥∥V1PFϑB fϑ +UϑPFϑN1⊕Eϑ fϑ∥∥2|Fϑ |
= ∥∥V1PFϑB fϑ∥∥2|H1| + ∥∥UϑPFϑN1⊕Eϑ fϑ∥∥2|Fϑ |
 ‖V1‖2
∥∥PFϑB fϑ∥∥2|H1| + ∥∥PFϑN1⊕Eϑ fϑ∥∥2|Fϑ |
 ‖V1‖2‖fϑ‖2|Fϑ |.
Therefore ‖Uϑ‖ = ‖V1‖ when Uϑ is regarded in L(|Fϑ |).
Set r := ‖V1PH1B ‖−1. Then (1 − zV1PH1B )−1 ∈ L(|H1|) for all |z| < r . Also, for any ϑ ∈
S(N1,M1), ‖rUϑ‖ < 1. Whence (1 − zUϑ)−1 ∈ L(|Fϑ |) for all |z| < r . Therefore, for all
|z| < r , (1 − zTϑ(z))−1 ∈ L(|H1|) and(
1 − zTϑ(z)
)−1 = [1 − z(1 − zV1PH1B )−1ϑ(z)PH1N1 ]−1(1 − zV1PH1B )−1
= (1 − zV1PH1B )−1[1 − zϑ(z)PH1N1 (1 − zV1PH1B )−1]−1.
Note that the inverse operators of 1− zV1PH1B on |H1| and 1− zUϑ on |Fϑ | can be computed
by means of Neumann series. From the above discussion we get the following:
Proposition 5.2. For any ϑ ∈ S(N1,M1) the following assertions hold:
(i) For each h1 ∈H1, z ∈ D → PFϑH1 (1 − rzUϑ)−1h1 is an H 2(|H1|)-function.(ii) For all |z| < r ,
P
Fϑ
H1 (1 − zUϑ)−1Uϑ
∣∣H1 = A(z)+B(z)ϑ(z)(1 −C(z)ϑ(z))−1D(z)
where
A(z) := V1PH1B
(
1 − zV1PH1B
)−1 ∈ L(|H1|),
B(z) := (1 − zV1PH1B )−1∣∣M1 ∈ L(M1, |H1|),
C(z) := zPH1N1
(
1 − zV1PH1B
)−1∣∣M1 ∈ L(M1,N1),
D(z) := PH1N1
(
1 − zV1PH1B
)−1 ∈ L(|H1|,N1).
In computing PFϑJT (1 − zUϑ)−1Uϑ |D˜C it is relevant to consider that V n1 JT ⊆ B and
V n+11 JT ⊥ JT for all n ∈ N ∪ {0}. Also it is useful to take into account that [1 − z(1 −
P
H1
JT )V1P
H1
B ]−1 ∈ L(|H1|) if and only if [1 − z(1 − PAJT )XPAB ]−1 ∈ L(|A|) and that[
1 − z(1 − PH1JT )V1PH1B ]−1 =
[ [1 − z(1 − PAJT )XPAB ]−1 0
zD˜∗XPAB [1 − z(1 − PAJT )XPAB ]−1 1
]
.
The first assertion is plain consequence of the definitions of the isometry V1 and the subspace JT .
As for the proof of the second assertion, it is enough to write 1 − z(1 − PH1JT )V1P
H1
B ∈ L(|H1|)
as a 2 × 2 block matrix with respect to the decomposition |H1| := |A| ⊕ D˜X .
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H1
B ‖  ‖V1PH1B ‖ when both operators are
regarded in L(|H1|). Thus [1 − z(1 − PH1JT )V1P
H1
B ]−1 ∈ L(|H1|) for all |z| < r .
Then a straightforward computation we omit in the present discussion gives the following:
Proposition 5.3. For all ϑ ∈ S(N1,M1) and all |z| < r ,
P
Fϑ
JT (1 − zUϑ)−1Uϑ
∣∣D˜C = a(z)+ b(z)ϑ(z)(1 − c(z)ϑ(z))−1d(z),
where
a(z) := PAJT XPAB
[
1 − z(1 − PAJT )XPAB ]−1∣∣D˜C ∈ L(D˜C,JT ),
b(z) := PH1JT
{
1 + zXPAB
[
1 − z(1 − PAJT )XPAB ]−1PH1A × (1 − PH1JT )}∣∣M1 ∈ L(M1,JT ),
c(z) := zPH1N1
[
1 − z(1 − PH1JT )V1PH1B ]−1∣∣M1 ∈ L(M1,N1),
d(z) := PH1N1
[
1 − z(1 − PH1JT )V1PH1B ]−1∣∣D˜C ∈ L(D˜C,N1).
Therefore, for all |z| < r ,
SD(z) = G
(
a(z)+ b(z)ϑ(z)(1 − c(z)ϑ(z))−1d(z))D˜∗C.
Recall that L˜T is a Hilbert space with the inner product inherited from KT . So we consider
that it is endowed with the quadratic norm ‖ · ‖2L˜T = 〈·,·〉KT |L˜T . From (5.8) and Propositions 5.2
and 5.3 it follows that z ∈ D → SD(rz)e is an H 2(L˜T )-function for each e ∈ E .
So if Γ :H 2(L˜T ) → L˜T ⊕ VT L˜T ⊕ V 2T L˜T ⊕ · · · is the unitary operator given by
Γ
∞∑
n=0
znxn :=
∞∑
n=0
V nT xn
(
x(z) =
∞∑
n=0
znxn ∈ H 2(L˜T )
)
then
∞∑
n=0
P
KT
V nT L˜T
De = Γ [G(a(rz)+ b(rz)ϑ(rz)(1 − c(rz)ϑ(rz))−1d(rz))D˜∗Ce]
for all e ∈ E .
Theorem 5.4 (Description of the interpolants in the Relaxed Commutant Lifting Theorem).
Consider the lifting data set {C,T ,VT ,R,Q}. Let WT ∈ L(GT ) be the canonical minimal iso-
metric dilation of T ∗. Let A be the coupling Kreı˘n space associated with {C,T }, when C is
viewed as a linear operator from E into GT ⊇ H, and let X :B ⊆ A → A be the coupling
bicontraction underlying the lifting data set {C,T ,VT ,R,Q}. Let D˜X ∈ L(D˜X,B) be a fixed
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L˜T ⊕ VT (L˜T )⊕ V 2T (L˜T )⊕ · · · to be the unitary operator given by
Γ
∞∑
n=0
znxn :=
∞∑
n=0
V nT xn
(
x(z) =
∞∑
n=0
znxn ∈ H 2(L˜T )
)
.
Set G(1 −WT T )h := (VT − T )h (h ∈H) to get a unitary operator G :JT → L˜T , where JT :=
{(1 −WT T )h: h ∈H} is the null space of W ∗T . Define
N1 := (AB)⊕ D˜X
and
M1 :=
{
x ∈A⊕ D˜X: X∗PA⊕D˜XA x + D˜XPA⊕D˜XD˜X x = 0
}
.
Then there exists 0 < r < 1 such that the following assertions hold:
(i) If a˜ :D → L(D˜C, L˜T ), b˜ :D → L(M1, L˜T ), c˜ :D → L(M1,N1) and d˜ :D → L(D˜C,N1)
are defined by
a˜(z) := PAJT XPAB
[
1 − rz(1 − PAJT )XPAB ]−1∣∣D˜C ,
b˜(z) := PA⊕D˜XJT
{
1 + rzXPAB
[
1 − rz(1 − PAJT )XPAB ]−1PA⊕D˜XA × (1 − PH1JT )}∣∣M1,
c˜(z) := rz
[
PAAB[1 − rz(1 − PAJT )XPAB ]−1 0
rzD˜∗XPAB [1 − rz(1 − PAJT )XPAB ]−1 1
] ∣∣∣∣M1,
d˜(z) :=
[
PAAB[1 − rz(1 − PAJT )XPAB ]−1
rzD˜∗XPAB [1 − rz(1 − PAJT )XPAB ]−1
] ∣∣∣∣D˜C ,
then
z ∈ D → Λϑ(e) := G
(˜
a(z)+ b˜(z)ϑ(rz)(1 − c˜(z)ϑ(rz))−1d˜(z))D˜∗Ce
is an H 2(L˜T )-function for any ϑ ∈ S(N1,M1) and each e ∈ E .
(ii) Given any ϑ ∈ S(N1,M1) satisfying ϑ(z)|D˜X ≡ 0, define D :E →KT by
De := Ce + Γ (Λϑ(e)) (e ∈ E). (5.9)
Then D is an interpolant for {C,T ,VT ,R,Q}. Moreover, in this way all interpolants for
{C,T ,VT ,R,Q} are obtained.
A function ϑ ∈ S(N1,M1) satisfying ϑ(z)|DX ≡ 0 always exists. For instance, one can take
ϑ ≡ 0. This choice for ϑ yields the so-called central interpolant.
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indicated. Thus, given a contraction D ∈ L(E,KT ) satisfying
P
KT
H D = C and VT DR = DQ,
let us show that D can be obtained from a function ϑ ∈ S(N ,M) as in (5.9).
In what follows we consider all the elements in the construction of the Kreı˘n space A and
the bicontraction X as well as the Kreı˘n space H1 :=A⊕ D˜X and the isometry V1 :=
[ B
D˜∗X
] ∈
L(B,H1). We also use that each undistinguishable element of WUD(X) belongs indeed to U(V1).
Let UT ∈ L(H˜T ) be the canonical minimal unitary dilation of T (recall that KT ,GT ⊆ H˜T ,
VT = UT |KT and WT = U∗T |GT ). View D as a linear operator from E into H˜T and let D˜D ∈
L(D˜D,E) be a defect for D. Then set AD := D˜D ⊕ H˜T .
In E × H˜T consider the hermitian sesquilinear form[[
e
f
]
,
[
e′
f ′
]]
D
:= 〈e, e′〉E + 〈g,De′〉H˜T + 〈De,f ′〉H˜T + 〈f,f ′〉H˜T .
Set
σD
[
e
f
]
:= D˜∗De + (De + f )
([
e
f
]
∈ E × H˜T
)
.
Then σD is an isometry from (E × H˜T , 〈·,·〉D) into AD with dense range and such that
σD
[
e
−De
]
= D˜∗De and σD
[
0
f
]
= f
for all e ∈ E and f ∈ H˜T . Moreover, since P H˜TGT |KT = P
H˜T
H |KT and P H˜TH D = C, then, for all
e, e′ ∈ E and g,g′ ∈ GT ,〈
σD
[
e
g
]
, σD
[
e′
g′
]〉
AD
= 〈e, e′〉E + 〈De,g′〉H˜T + 〈g,De′〉H˜T + 〈g,g′〉H˜T
= 〈e, e′〉E + 〈Ce,g′〉GT + 〈g,Ce′〉GT + 〈g,g′〉GT
=
〈
σ
[
e
g
]
, σ
[
e′
g′
]〉
A
.
So ρ0σ := σD|E×GT is a densely defined isometry from A to AD . Since any maximal uniformly
negative subspace of H is also maximal uniformly negative in both A and AD and H= σ({0}×
H) = σD({0}×H), ρ0 can be extended by continuity to a bicontractive isometry ρ ∈ L(A,AD).
Set BD := σD(QE0 × H˜T ) and define
σD
[
Qe0
f
]
:→ σD
[
Re0
U∗T f
] ([
Qe0
f
]
∈ Q(E0)× H˜T
)
. (5.10)
As VT DR = DQ, VT = UT |KT and R∗R  Q∗Q, the map (5.10) yields a densely defined
contraction from BD to AD . Similar arguments as those exhibited to get B and show that
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that (5.10) gives rise to a continuous bicontraction XD :BD ⊆AD →AD . Since GT ⊆ H˜T and
WT = U∗T |GT , it holds that ρB ⊆ BD and ρX = XDρ|B . Note also that ρB is a regular subspace
of BD such that BD  ρB is a Hilbert space.
As before for X, a defect operator D˜XD of XD is determined by D0 ∈ L(D0,E0) (recall that
D0 is a Hilbert space, Q∗Q−R∗R = D0D∗0 and kerD0 = {0}). To wit,〈
D˜∗XDσ
[
Qe0
f
]
, D˜∗XDσ
[
Qe0
f
]〉
D˜X
= 〈D∗0e0,D∗0e0〉D0
for all e0 ∈ E0 and f ∈ H˜T .
Set HD :=AD ⊕ D˜XD and define
VD :=
[
XD
D˜∗XD
]
:BD →HD.
Then VD ∈ L(BD,HD) is an isometry whose defect subspaces are the Hilbert spaces
ND := (AD BD)⊕ D˜XD and MD := ker
[
X∗D D˜XD
]
.
Extend ρ from A to all of H1 by setting ρD˜∗X := D˜∗XDρ|B . Then ρ ∈ L(H1,HD) is an isometry
such that ρV1 = VDρ|B .
Fix ν ∈ S(ND,MD) and let Uν ∈ L(Fν) be the corresponding minimal weak unitary Hilbert
space dilation of XD . For the sake of simplicity we consider ν ≡ 0 and call U0 the corresponding
unitary operator on F0. Set F1 := ∨n∈Z Un0 ρH1. Then F1 is a closed linear subspace of F0
such that H⊆ ρH1 ⊆F1. Notice that ρH1 is a regular subspace of HD such that HD ρH1 is a
Hilbert space and that any maximal uniformly negative subspace of H is also maximal uniformly
negative in ρH1, hence, in both HD and F0. Therefore F1 is a regular subspace of F0 such
that F1  ρH1 is a Hilbert space. Since U0 ∈ U(VD) and ρV1 = VDρ|B , it follows that U1 :=
U0|F1 is a minimal unitary Hilbert space extension of the isometry ρV1ρ∗ ∈ L(ρB, ρH1). The
defect subspaces of ρV1ρ∗ are ρN1 and ρM1, both Hilbert subspaces of ρH1. Thus ϑ1(z) :=
P
F1
ρM1U1(1 − zP
F1
F1ρH1U1)
−1|ρN1 belongs to S(ρN1, ρM1). So ϑ(z) := ρ∗ϑ1(z)ρ belongs to
S(N1,M1). Let Uϑ ∈ L(Fϑ) be the corresponding minimal weak unitary Hilbert space dilation
of X. It can be computed ρ∗PF1
ρH1U1(1 − zU1)−1|ρH1 to yield
ρ∗PF1
ρH1U1(1 − zU1)−1
∣∣
ρH1 = P
Fϑ
H1 Uϑ(1 − zUϑ)−1
∣∣H1 . (5.11)
Notice that, for all h ∈H and n ∈ N,
Un0 U
n
T h = V nDUnT h = h
so that, for all e ∈ E ,
〈
De,V nT h
〉
KT =
〈
De,UnT h
〉
H˜T =
〈
σD
[
e
0
]
,U−n0 h
〉
F0
=
〈
ρσ
[
e
0
]
,U−n0 ρh
〉
=
〈
Un1 ρσ
[
e
0
]
, ρh
〉
.F0 F1
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〈
De,V nT h
〉
KT =
〈
σ
[
e
0
]
,U−nϑ h
〉
Fϑ
.
Therefore D is given by ϑ as in (5.4), hence, by (5.9).
It remains to see that ϑ(z)|D˜X = 0 for all z ∈ D.
Notice that ϑ can also be written as
ϑ(z) = ρ∗PF1
ρM1
(
1 − zVDPF0BDρBP
F0
F1ρH1
)−1
VDP
F0
BD∩(F1ρH1)ρ
∣∣N1 .
As ρD˜X ⊥ BD the result follows and the proof is finished. 
It may happen that different parameters ϑ ’s in S(N1,M1), constrained to satisfy ϑ(z)|D˜X≡ 0,
provide the same interpolant D via (5.9). As for a concrete example, consider C = 0, an isom-
etry T and R = Q such that kerQ∗ = {0} is a Hilbert subspace of E . In this particular case,
the coupling Kreı˘n space is A= E ⊕ GT and the coupling bicontraction X is an isometry. Both
the defect subspaces of the isometry X equal kerQ∗. Since T is isometric, VT = T . Hence,
there is only one interpolant D for the data set {0, T ,T ,Q,Q}, namely, D = C = 0. Also, as
T is isometric, JT = {0}. Therefore, it comes that a˜(z), b˜(z) ≡ 0 in formula (5.9). Hence, when
applying (5.9), any ϑ ∈ S(kerQ∗,kerQ∗) gives D.
In the present discussion, the Commutant Lifting Theorem for T bicontractive occurs when
R is the identity on E (thus E0 = E) and Q is an isometry on E . In this case, R∗R = 1 = Q∗Q
and the underlying bicontraction X is an isometry. In the framework of the Commutant Lifting
Theorem for T bicontractive it turns out that Theorem 5.4 does give a proper parameterization
of the interpolants. Even when T is supposed to be just a contraction (although the construction
of the interpolants differs from the one given herein) there is a bijective correspondence between
certain class of operator-valued Schur functions and the set of interpolants (see [9]).
The Commutant Lifting Theorem for T bicontractive is included as a particular case in the
following:
Theorem 5.5. Assume that R∗R = Q∗Q and D˜∗CRE0 =DC . Then the map (5.9) in Theorem 5.4
gives a bijective correspondence between the functions ϑ ∈ S(N1,M1) and the interpolants D
for {C,T ,VT ,R,Q}, with N1 and M1 being given by
N1 := D˜C  D˜∗CQE0 (5.12)
and
M1 := D˜C ⊕JT 
{
D˜∗CRe0 ⊕ (1 −WT T )CRe0: e0 ∈ E0
}
. (5.13)
Proof. From the assumption that R∗R = Q∗Q it readily follows that X is an isometry. In par-
ticular, N1 =A B and M1 = kerX∗. We then get (5.12) and (5.13). From the fact that X is
isometric we also get that b˜, c˜ and d˜ take on the new forms
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{
1 + rzXPAB
[
1 − rz(1 − PAJT )XPAB ]−1(1 − PAJT )}∣∣M1 ,
c˜(z) := c˜(z) := rzPAAB
[
1 − rz(1 − PAJT )XPAB ]−1∣∣M1 ,
d˜(z) := PAAB
[
1 − rz(1 − PAJT )XPAB ]−1∣∣D˜C ,
while a˜ remains as set in Theorem 5.4(i).
If α is any given function in S(N1,M1) and D is the corresponding interpolant, then β ∈
S(N1,M1) yields the same D via (5.9), hence, by (5.4), if and only if, according with (5.8) and
Proposition 5.2,
P
Fβ
JT (1 − zUβ)−1Uβ
∣∣D˜C = PFαJT (1 − zUα)−1Uα∣∣D˜C , |z| < r.
Observe that PFϑJT (1 − zUϑ)−1Uϑ |GT = P
GT
JT (1 − zWT )−1WT = 0 for all ϑ ∈ S(N1,M1) and
all |z| < r . Thus β yields the same interpolant as α if and only if
P
Fβ
JT (1 − zUβ)−1Uβ
∣∣A = PFαJT (1 − zUα)−1Uα∣∣A, |z| < r.
The same arguments that led to Proposition 5.1 can be used to see that the above condition is
granted if and only if, for all |z| < r ,
PAGT
(
1 − zXPAB − zβ(z)PAAB
)−1 = PAGT (1 − zXPAB − zα(z)PAAB)−1,
that is,
PAGT
(
1 − zXPAB − zα(z)PAAB
)−1(
α(z)− β(z))= 0. (5.14)
We see that (5.14) holds whenever there exists an L(A B, D˜C)-valued function μ(z) defined
and analytic on |z| < r such that
β(z) = α(z)(1 − zPAABμ(z))+ (1 − zXPAB )μ(z), |z| < r.
Note that, for each |z| < r ,
0 = X∗(1 − zXPAB )μ(z) = X∗μ(z)− zPAB μ(z).
In particular, X∗μ(0) = 0. As D˜∗CRE0 = D˜C , it follows that μ(0) = 0. Hence, μ(z) ≡ zμ1(z)
for some analytic function μ1 on |z| < r to L(A B, D˜C). The same argument as before yields
μ1(0) = 0. By iteration we get μ ≡ 0 and β ≡ α. 
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