In particular, it is easy to verify that Fx(z) has order X, lower order p == X, and further that ■"*• ,"»**' [sinTtA (±<A<1).
Hence (2.1) A(0,FA) = l-sin7tA>0 when 1/2 < X < 1, and thus the value 0 is deficient, for these functions Fx(z), in the sense of either of the definitions (1.1), (1.2) . To what extent is (2.1) typical of arbitrary entire functions having only negative zeros and order XI One answer to this question is contained in for any entire function f(z) with negative zeros and order A, and this is the desired generalization of (2.1).
If the quantities X, Yare regarded as the coordinates of a point in an .XTplane, then the definitions (2.2) and (1.2) show trivially that the point (X, Y) is always confined to the unit square OgJfgl, 0z%Yz^l.
For the functions of Theorem 1, the point (X, Y) is subject to the additional restriction that it lie inside or on the ellipse X2 + Y2 -2X Y cos nA = sin2nA, at least when A ^ 1/2.
When A < 1/2, it is not hard to see that (X, Y) may lie outside this ellipse if X < cos nA or Y < cos nA, so that the conditions (2.4) are necessary in this case.
That the inequality (2.3) is best possible follows, for orders A less than 1, from the examples in [8, pp. 116-119] . When A = 1, Theorem 1 is necessarily sharp since in this case (2.3) asserts (2.5) liminf-^ = Hminf-^lf==0.
Combining Theorem 1 with a result of Edrei [1, Theorem 1], we can establish a sort of tauberian theorem connecting the asymptotic behavior of the ratios N(r,0)/T(r), N(r, oo)/T(r)with the regularity of growth of a class of functions f(z). In particular, it is easy to see from (2.9) that the rays arg z = ± ß ate lines of Julia for the functions of Corollary 1.1.
The next theorem shows that the extreme behavior indicated in (2.5), for functions of order 1, occurs for entire functions of any positive integral order.
Theorem 2. Let f(z) be an entire function of finite order X (> 1) and lower order p, all of whose zeros lie on the negative real axis. 
where q is the greatest integer in A.
The results of this note may be extended to functions having more general distributions of zeros and poles than those indicated above. For example, (2.14) implies the following information on the deficiency of the zeros of a particularly natural class of entire functions. For orders greater than 1, Theorem 1 may be extended also to meromorphic functions. The following result, stated without proof, follows readily from the methods of this note. Although there is no reason to believe that this result is best possible, it is not hard to see that the bound X + Y < -y (A = absolute constant < 10) À implied by (2.20) has the correct order of magnitude for large X. In [13] Valiron considers "oriented functions," that is, entire functions whose zeros have arguments tending to a limit; it is possible to suppose, with no loss of generality, that this limit is n. Valiron's terminology may be extended by defining oriented functions to be those meromorphic functions having zeros {a"} and poles {b"} such that m^Mx-License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use lim arg a" = n, lim arg bn = 0.
n-» + co »i-» + co
Results such as Gol'dberg's lemma [8, p. 108] suggest that functions with negative zeros and positive poles have an extremal character, and provide some justification for the above extension of Valiron's definition to meromorphic functions. Many of the results of this note may be generalized to oriented functions. I shall not consider this question here because the arguments involved are rather lengthy; it might however be interesting to point out that they are not as straightforward as one might anticipate.
Suppose now that f(z) is a given nonrational meromorphic function, and let h(z) (# 0) denote any meromorphic function such that T(r,h) = o(T(r,f)) (r^ + co). and such that
The terminology "Pólya peaks of the second kind" seems appropriate because our sequences (3.1) have the same character as the Pólya peaks defined by Edrei in [2], differing only in that the inequalities (3.3) run in the opposite sense.
That Pólya peaks of the second kind always exist, for functions of finite lower order, is shown by Lemma 1. Let G(t) be a real, continuous, nondecreasing and unbounded function defined for t -t0>0, and having finite lower order p.
Then, corresponding to each finite number p suchthat PÚPÚX, there exists a sequence {rm} of Pólya peaks of the second kind, of order p.
The proof of Lemma 1 depends upon the following analogue of a result of Edrei [1, Lemma 1] on functions of irregular growth.
Lemma 2. Let G(t) be a positive, continuous, nondecreasing function defined for t=to>0.
Assume that the order X and the lower order p of G(t) satisfy (3.4) p < X (X = + oo), and let a, x be given numbers such that (3.5) p < a < T < X. Similarly, the inequality x < A implies that we may choose r2 > r, so that (3.9) S*zL\ > 1. Combining (3.7) with (3.11) we find
When r2 Ú t Û rl>°, then t" z% r] and we obtain, in view of (3.9), (3.8), (3.11) and the assumption that G(t) is not decreasing, (3.13) m^G^>i>C^A^G(rï (r2<t^rn Lemma 2 is now an obvious consequence of (3.10), (3.12) and (3.13), and the fact that B is arbitrarily large.
Proof of Lemma 1. We shall define sequences {rm} of Pólya peaks of the second kind such that (3.14) rm >mm (m £ m0).
If we then set sm = (l/»i)rm, Sm = mrm, it is obvious that the conditions (3.2) will be satisfied, and also that (3.15) (J^ " = 1 + o(l) (m -+ oo, sm á t£ Sm).
Assume first that p < X. For p such that p.< p < X, choose numbers a and t to satisfy a = p < t < X, and use Lemma 2 to find, for each positive integer m, a number r=rm satisfying (3.6) and the additional condition (3.14). The inequality (3.3) then follows from the fact that we have chosen a = p. When p satisfies Clearly, in both the cases (3.16) and (3.17)
if m0 is large enough, and we may use Lemma 2 to find rm satisfying both (3.6) and (3.14). In view of (3.15), it is obvious that the sequence {rm}thus defined is a sequence of The verification that the sequence {r,"} has all the properties of Pólya peaks of the second kind is now a straightforward consequence of (3.19) and (3.20), together with (3.15) and (3.18 ).
This completes the proof of Lemma 1.
4. Integrals connected with Weierstrass products of finite genus. Let E(u, q) be the primary factor of genus q :
Following Valiron, we start from the elementary formula The properties of the kernel Kq which we shall require for our proofs are summarized in the following lemma. then follows from the observation that log | gire'6) \ is an even function of 9 since giz) is real for real z, and thus both sides of (4.5) are odd functions of ß defined for the whole interval -n<ß<n.
By it is a consequence of (5.3), (5.4) and the obvious relation mir, g) < mir,f) + Ai/ + log r) (r è 1), valid for a suitable constant A. The usefulness of (5.5) is due to the fact that the intervals (bv,)Sv) are abirtrary disjoint subintervals of (0,tc). It will be useful to consider one aspect of the relative rates of growth of the various factors which appear in the decomposition (5.2) of a meromorphic function /(z) of finite order.
If 7t(z) is an arbitrary convergent Weierstrass product(2) of genus a, then a classical estimate [8, and The asymptotic relations (5.11) and (5.12) show that the type of behavior we are investigating in this note is completely determined when d> q, and hence there will be no loss of generality if, in the sequel, wealways assume dz^q. Choose any positive number p such that p _ PÛX, and let {rm} be a sequence of Pólya peaks of the second kind, of order p, for the function T(f). In view of the positivity of K0(t,r,ß) and the inequalities (6.1), (6.2), (6.3), we obtain the relation
(Here we have used implicitly the fact that sm -* + oo ; this consequence of (3.2) simplifies the manipulation of asymptotic inequalities such as (6.2) Evaluating these integrals explicitly by means of (4.8), and letting X->X, F-» Y, we obtain (6.6) sin np = X sin ßp + Y sin (n -ß)p (p^p^X).
We have established (6.6) for any ß in 0 < ß < %, but since the right-hand side is continuous (6.6) continues to hold when ß = Oor ß = n.
In order to obtain the strongest possible bounds on the quantities X and Y, set From (6.6) we deduce We may dismiss at once the case characterized by q = 0 and d = 1, as the discussion at the end of §5 explains, and assume from this point on that q = l.
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Thus the proof of Theorem 1 will be complete if we can establish that (8.1) x=Y = 0 when A = q = l. This information is contained in the following extension of Theorem 1, which we prove in order to indicate how the methods of this note may be used to obtain bounds on the deficiencies of meromorphic functions of orders greater than 1.
Theorem la. Let f(z) be a meromorphic function of order X (1 ^ X < 2) and lower order p.
If f(z) has negative zeros a" and positive poles bn such that To establish Theorem la, we return to the inequality (5.5) and choose / = 1, by = n/2. Letting ßy-*n-,vte thus obtain By hypothesis, the order X of f(z) is greater than 1, so that the genus q of g(z) must satisfy 3 = 1.
A result of Edrei and Fuchs [3, pp. 308 , 309] on the growth of entire functions with negative zeros shows that the functions f(z) of Theorem 2 satisfy (9.1) lim ^2Î1= + 00.
r-oo ri
In particular, the lower order p of f(z) satisfies (9. 2) p = q.
As in §8, denote by px and Xy the lower order and order, respectively, of N(t,0). Using again the arguments of §8 that led to the inequalities (8.10), we deduce from (9.2) and (5.7) that Let p denote a fixed number satisfying (9.4). When q is an odd integer, we return to (5.5) and choose I = 1, by = n\2p. Letting ßy -» n -, (4.6) implies (9.5) T(r,f) = N(r,0)-J°° N(t,0)Kq(t,r,~j dt -A(rd + log r) (r^l).
When q is even, choose / = 2 in (5.5) and put by = 0, ßy = n¡2p and b2 = njq Letting ß2 -* n -, we obtain T(r,f) = N(r, 0) + j °JV(i, 0) ¡K^t, r, ~j -Kq(t, r, -| j j dt -A(rd + log r) (r£l).
The definition (4.4) shows that Kq(t, r, n/q) is negative when q ( > 0) is even, and hence (9.6), (9.5) and the inequality d ^ q imply The assertion (2.9) follows from the fact that ß is the limit of each of the two sequences (10.4), together with the observation that |/(re'9) | is an even function of 0, which decreases as 0 increases from 0 to n. This completes the proof of Corollary 1.1.
11. Proof of Corollary 2.1. Let the entire function (11.1) /(z) = zmec(*fc(z) have only real zeros and order A. As in §9, g(z) denotes a canonical product of genus q and Q(z) has degree d. We assume as usual that d^q. Further, the remarks at the end of §2 show that there is no loss of generality in assuming that/(0) = 1, so that the exponent m in (11.1) vanishes.
Then the auxiliary function F(z) defined by
is an entire function of order A/2, having only positive zeros. Hence we may apply the inequality (2.14) to F(z), to deduce Let A be a given non-negative number, and choose the sequence {a,,} to have exponent of convergence A and so that the counting function n(r,0) satisfies (12.7) liminf <r'°>1°f = 0. Comparing (12.8) with (12.6), we obtain (12.1).
In particular, it follows from (12.7) that there exist entire functions /(z) of very slow growths which satisfy (12.1), provided only that (12.9) limsup !^£ =+oo r^ + 00 (logr Examples of functions of infinite order for which (12.1) holds are provided by functions of the form ee *, where g(z) is transcendental and entire.
