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Abstract
Recurrent neural networks have been widely used in sequence learning tasks. In previous studies, the
performance of the model has always been improved by either wider or deeper structures. However, the
former becomes more prone to overfitting, while the latter is difficult to optimize. In this paper, we propose a
simple new model named Thick-Net, by expanding the network from another dimension: “thickness”. Multiple
parallel values are obtained via more sets of parameters in each hidden state, and the maximum value is
selected as the final output among parallel intermediate outputs. Notably, Thick-Net can efficiently avoid
overfitting, and is easier to optimize than the vanilla structures due to the large dropout affiliated with it.
Our model is evaluated on four sequential tasks including adding problem, permuted sequential MNIST, text
classification and language modeling. The results of these tasks demonstrate that our model can not only
improve accuracy with faster convergence but also facilitate a better generalization ability.
Keywords: Recurrent Neural Networks, Sequential Learning, Natural Language Processing, Hidden State
Size
1. Introduction
With the availability of large-scale datasets, high-capacity of various neural networks and powerful
computational technology and devices, numerous challenging problems in sequential learning tasks have been
solved by employing artificial neural networks. An artificial neural network is an interconnected assembly
of nodes (artificial neurons), inspired by a simplification of neurons in animal brains [15]. To enable neural
networks to extract richer information and learn better features, increasing network width or depth are
considered to be top two options [10].
According to the Universal-Approximation Theorem proposed by Cybenko [7] and Hornik [18], one or
more layers can universally approximate any continuous functions on compact subsets of Rn when the width
of the network is sufficiently large (large number of nodes in one layer). The hypothesis space is the set of all
functions that returned by a network, and the functions with their internal parameters can be represented
by the interconnection between nodes. As the hypothesis space of a network grows, the wider network can
therefore learn richer structures. Theoretically, a sufficiently wide network is able to eventually memorize the
corresponding output for every possible input, but there does not exist every possible inputs to train with in
practical applications. Besides, more difficulties may occur when using an extremely wide network. Despite
the strong memorization, the network will become more prone to overfitting and its generalization ability
tends to be relatively poor.
Inside the neural networks, the size of the hypothesis space is determined by the total number of nodes.
For a fixed number of nodes, there is always a basic trade-off between its width and depth. Instead of
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increasing width in one layer, using networks that contains many layers with a small number of nodes per
layer can be an alternative [8]. This type of nodes layout can be revealed in various networks going from 7
layers (AlexNet [24]) to even thousands of layers (ResNet [16]).
It is noteworthy that this trend, i.e., increased depth, widely exists in vision-related tasks and convolutional
networks. It can be interpreted as multiple layers that can extract features at various levels of abstraction.
Whereas for RNNs, they obtain sequence representation by recursively updating hidden units using linear
transformations and nonlinear activation functions. For each step, one single cell of RNNs can only extract
current input and previous hypothesis spaces. Owing to the structural limitations of RNNs, only previous
features rather than various levels of abstraction are extracted repeatedly when the networks become deeper.
At the same time, deeper networks make the optimization more difficult. This is the reason why RNNs are
generally not as deep as ResNets with thousands of layers. Therefore, relatively shallow networks are usually
used in RNNs for several tasks including text classification [2] and language modeling [32].
Pervious researchers have the tendency to enlarge the width or depth of the networks. However, different
disadvantages may appear when applying them into practice. For instance, wider networks can easily result
in overfitting and increasing generalization error, while deeper networks lead to a more difficult optimization.
In this paper, we increase the parameters in one RNN cell in another smaller dimension without increasing
the hidden state size (enlarging the hypothesis space), and simply define it as “Thick-Net”. A cluster of values
are obtained in each node of RNN by different sets of parameters, among which only the maximum values
of each set are fed into the next node affiliated with the dropout for the rest of values. This maximization
operation is a form of non-linear down-sampling. In order to avoid the gradient vanishing caused by the
selection of the maximum, we apply batch normalization before the non-linear activation function [20].
We summarize our contributions in this work as follows:
• We present a novel RNN structure allowing more parameters in one single node which can be filtered
through maximization operation. In other words, our model can learn richer structures by increasing
the thickness of each node instead of increasing the number of layers.
• The maximization operation applied in our paper reduces the dimension of hypothesis space which can
also be understood as the down-sampling, and hence our model avoids the overfitting appearing in
wider networks.
• Although the proposed maximization operation leads to a higher dropout rate, gradient information is
still preserved through the back propagation. All the parameters are optimized in each training step
which makes the model easier to optimize.
In our experiment, we test the effectiveness of our approach on four sequence modeling tasks: the
adding problem, permuted sequential MNIST, text classification and language modeling. We run extensive
comparisons with multiple baseline models and achieve state-of-the-art performance. Experiments show that
our proposed Thick-Net is easier to optimize and better in generalization.
The rest of the paper is organized as follows. The related work is reviewed in Section 2. The maximization
operation, Thick-Net and its embedding in Long Short-Term Memory (LSTM) [17] are described in Section 3.
The performance of Thick-Net is evaluated in Section 4. The conclusion and future work are described in
Section 5.
2. Related Work
There is a large body of work focusing on sequence modeling tasks by applying various neural networks.
So far, the RNN and its variants are more suited for tasks involving sequential or temporal data, and the
most widely used ones are LSTM [17] and Gated Recurrent Units (GRU) [6]. These two typical variants have
been introduced to control gradient vanishing and explosion which are commonly found in long sequence
RNN tasks [3]. The gating mechanism in these two networks controls which part of the present inputs and
previous state memory are used to update the current activation function and current state.
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Recent efforts have been introduced to continuously improve the performance on dealing with long
sequence, including acceleration of convergence during training process and optimization of the internal
parameters. Adding an extensional state update gate can allow skip state update and thereby reducing the
number of sequential operations, where computation in RNN may or may not be executed in each time step
[4].
In addition to changing the structure of the recurrent neural networks, works on increasing the number of
nodes in width and depth have also been proposed. A simple technique called parallel cells to enhance the
learning ability of RNNs has been proposed [42] where in each layer there are multiple small RNN cells rather
than one single large cell. Zhen et al. proposed the Tensorized LSTM [16] in which by increasing the tensor
size and delaying the output, the network can be widened efficiently and deepened implicitly respectively.
Fast-Slow RNN (FS-RNN) [34], a novel recurrent neural network (RNN) architecture, has been introduced
which combines the strengths of both multiscale RNNs and deep transition RNNs. Wide linear models and
deep neural networks are also jointly trained to combine their advantages of memorization and generalization
in recommendation system tasks [5].
There are other approaches offering interesting trade-off for increasing parameters without increasing
hidden state size. Recurrent highway network extends the LSTM architecture to allow step-to-step transition
depths larger than one, which controls the recurrent state size to remain still. Maxout non-linearity [11] has
always been considered as an activation function to replace often-used ReLU or sigmoid functions in feed
forward networks. Using a Maxout unit between two layers allows us to train multiple sets of parameters
and then select the set with the maximum activated value. The saturating non-linearity (tanh activation
functions) in one LSTM cell can be modified by non-saturating activation functions (Maxout units) without
causing the instability of the model [14, 27].
3. The Proposed Thick-Net
In this section, we articulate our Thick-Net in detail. The maximization operation is firstly presented in
3.1. Thick-Net and its embedding in LSTM architecture "Thick-LSTM" are then described in 3.2 and 3.3,
respectively.
3.1. Maximization Operation
Firstly, we introduce a downsampling method called maximization operation, which is the premise of
Thick-Net. Maximization operation takes n vectors, v1,v2, · · · ,vn as inputs, n ∈ Z+ and vi ∈ Rm. Then
the maximization operation is defined as:
MAX : Rm×n → Rm,
MAX(v1,v2, · · · ,vn)
={max(v11, · · · , v1n),
· · · ,
max(vm1, · · · , vmn)}
(1)
where vij ∈ R represents the j − th element of vi. The output value of MAX(∗, ∗, · · · , ∗) is determined by
the selection of the maximum from corresponding values of a set of inputs.
This maximization operation can be considered as the an extension of Maxout units [11] or max pooling,
which shows a similarity to select the maximum among a cluster of values.
3.2. Thick-Net
Unlike traditional neural networks that map input to a point in a high-dimensional space, our proposed
Thick-Net maps inputs to a cluster of points in space. The output is obtained by down-sampling these
points with the maximization operation described in 3.1. More features are acquired through multiple points,
followed by a down-sampling that avoids overfitting and improves generalization ability by controlling the
size of the hypothesis space.
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Figure 1: Structure of Thick-Net. The r-dimensional vector is considered as the input, which generates m nodes through n linear
transformations. Maximization operation is applied along the thickness direction to form the m-dimensional vector as the output
It performs multiple linear transforms and takes the maximization operation of all linear transforms in
each hidden state as a role of dropout. Thick-Net is an expansion of matrix multiplication which can be
applied in every linear transforms of the networks, while maxout unit performs only as an alternative of
non-linearity.
For the input x ∈ Rr, we use n matrices W (i) ∈ Rm×r to linearly transform it to obtain an output
of length m and thickness n. Then down-sampling function along the thickness direction is performed by
maximization operation:
MAX(W (1) · x,W (2) · x, · · · ,W (n) · x)
={max(
r∑
k=1
w
(1)
1k xk,
r∑
k=1
w
(2)
1k xk, · · · ,
r∑
k=1
w
(n)
1k xk),
· · · ,
max(
r∑
k=1
w
(1)
mkxk,
r∑
k=1
w
(2)
mkxk, · · · ,
r∑
k=1
w
(n)
mkxk)}
(2)
where · denotes the matrix multiplication, w(i)jk ∈ R represents the j-th row and the k-th column of W (i), and
xk ∈ R represents the k-th element of x.
As shown in Figure 1, for the input x, m nodes are obtained through n sets of linear transformations,
each node contains n values. Furthermore, the maximum value in each node is selected, and the rest is
dropped out. Finally, the m-dimensional output vector is obtained by maximization operation mentioned in
3.1.
Owing to this operation, our proposed Thick-Net have several superiorities. This structure does not only
increase the size of the hypothesis spaces, but also introduces a large dropout rate through the maximization
operation. Additionally, Thick-Net avoids the overfitting of the training dataset happening in the wide neural
network.
Even though more parameters are introduced, all the parameters are set in parallel on a one-layer network.
Notably, there is no complicated chain-like derivation process during backpropagation. Moreover, the above
dropout only drops partial values in a batch of data, but reserves the gradient information of the parameter.
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Figure 2: Architectures of LSTM, Maxout LSTM and Thick-LSTM networks in one block
This enables the model easier to optimize compared with the neural network which expands the model in
depth.
3.3. Thick-LSTM
In this part, we embed our proposed Thick-Net into LSTM architecture for sequential learning tasks.
For these tasks, traditional RNNs update the hidden state over time with a fixed linear transformation. To
extract features from more complex and variable inputs of the sequence modeling tasks, we update the hidden
state of each step by introducing Thick-Net. This structure allows each hidden state to be derived from a set
of linear transformations to learn richer structures.
In order to avoid gradient explosion and vanishing of traditional RNN, we apply our Thick-Net to a
special recurrent neural network called long short-term memory model (LSTM). The architectures of LSTM,
Maxout and our proposed Thick-LSTM are shown in Figure 2. We can see that in a Maxout unit one extends
the parameters of the non-linear activations and then extracts the only set of parameters with the maximum
activation value, while in a Thick-Net unit we multiply the sets of linear transformation and then select the
maximum value to pass towards non-linear activation functions.
The standard architecture of LSTM applies a range of repeated modules for each time step as in a RNN,
and these steps in LSTM are controlled by a memory cell containing four components: the forget gate ft,
the input gate it, the output gate ot, and the memory cell ct. The gating mechanism can determine which
feature gets stored or forgot from the memory based on the current input and cell state. We replace the
linear transformation in each gate with our nonlinear transformation Thick-Net. For node in each gate of
this Thick-LSTM, multiple parallel results are obtained by different sets of parameters, in which only the
maximum value is passed to the next node, and the rest is dropped out. In order to avoid the gradient
vanishing caused by the selection of the maximum, batch normalization is applied before the non-linear
activation function. The Thick-LSTM transition functions are described as follows:
i˜t = σ(MAX(Wih0 · ht−1, · · · ,Wihn · ht−1) +MAX(Wix0 · xt, · · · ,Wixn · xt) + bi),
f˜t = σ(MAX(Wfh0 · ht−1, · · · ,Wfhn · ht−1) +MAX(Wfx0 · xt, · · · ,Wfxn · xt) + bf ),
o˜t = σ(MAX(Woh0 · ht−1, · · · ,Wohn · ht−1) +MAX(Wox0 · xt, · · · ,Woxn · xt) + bo),
g˜t = σ(MAX(Wgh0 · ht−1, · · · ,Wghn · ht−1) +MAX(Wgx0 · xt, · · · ,Wgxn · xt) + bg),
ct = σ(BN(f˜t)) ◦ ct−1 + σ(BN(i˜t)) ◦ReLu(BN(g˜t)), (3)
ht = BN(o˜t) ◦ tanh(ct). (4)
Where tanh is the hyperbolic tangent function which can map value in [−1, 1], the σ denotes logistic
sigmoid function where the output value is into [0, 1], and ReLu is the activation function. The ◦ denotes the
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Figure 3: The figure (a) and (b) illustrates how loss function of MSE varies with the iterations of training. x-axis represents
the training step and y-axis represents the loss function of MSE. (a)Results of Thick-Net with different operation functions.
(b)Results of Thick-Net with different thickness n. The figure (c) and (d) shows comparison between Thick-Net and baseline
models with different vector length T . (c)T = 100 (d)T = 500.
elementwise multiplication. n ∈ N denotes the thickness of each node. BN(∗) represents the batch-normalizing
transform [21], i.e., BN(x) = x−E(x)√
V ar(x)
, where E denotes the mean and V ar denotes the variance.
We assign these values from one of the n transformations of current input xt and previous hidden state
ht−1 respectively. It increases the thickness of each node instead of increasing the number of nodes in width
and depth. According to gate mechanism, ft is the function to determine how many features from the
previous memory state should be forgot. On the contrary, it is the function to determine to what extent the
new feature should be stored in the current memory cell. After using gt to generate the temporary value, we
use gt and the preceding memory cell ct−1 to combine with input gate it and forget gate ft respectively to
get the current memory cell ct. ot is to determine the output influenced by current memory cell. Moreover,
we use ot multiplying updated memory cell ct to generate the current hidden state ht.
Intuitively, for each step of Thick-net hidden state, more parameters are involved in updating, and the
maxpooling technique enables us to choose and take the initiative to dropout. Therefore, the proposed
Thick-Net can achieve a stronger generalization capability for diverse inputs in sequence modeling tasks.
4. Experiments
In this section, we evaluate our proposed Thick-Net on four sequential tasks: the adding problem, text
classification, permuted sequential MNIST and language modeling. The experiment results are also compared
with the results of several state-of-the-art models.
4.1. Adding Problem
The Addition Problem [1] is a basic simulation task for evaluating RNN models. Two vectors of length
T are taken as input. The first vector is uniformly sampled over the range (0; 1), while the second vector
consists of two entries being 1 with the remainder being 0. The final output is the dot product of two vectors.
The lengths of vectors are as two different values, i.e., T= 100 and 500.
When dealing with the adding problem, the features extracted through the maximization operation is
essential. In addition to maximization operation, operation can also apply other functions, such as choosing
the average or random values. To test the effectiveness of choosing the maximum, we draw a comparison
among these three functions. And the Figure 3(a) explicitly demonstrates that the LSTM using maximization
operation converges the fastest among these three functions.
The value of thickness n has also been discussed in this part. The thickness n is chosen to be 2, 4, 8, 16
during the trial. From the Figure 3(b), Thick-Net can converge faster with thickness n = 4, and thereby
being more efficient and easier to optimization.
One-layer Traditional RNN and LSTM with hidden sizes of 128 are used as baseline models for experiments.
The proposed Thick-Net applies a one-layer neural network with the same size and thickness n of 4. In order
to draw a more comprehensive comparison, a deeper network(LSTM with 10 layers, hidden size of 128) and a
wider network(LSTM with 1 layer and hidden size of 1280) are included in the experiment separately.
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Mean squared error (MSE) is used as the objective function and the Adam optimization method [23] is
used for training. The initial learning rate is set to 2 × 10−3. The training data and testing data are all
generated randomly throughout the experiments.
The results compared with baseline models are shown in Figure 3(c) and 3(d). For short sequences (T =
100), the LSTM performs well and the proposed Thick-Net can converge to a very small error even more
quickly. Unlike Thick-Net, the increase of the width of network will slow down the convergence. And a
deeper network, as well as the traditional RNN, fails to minimize the error anymore. As the length of vectors
increases (T = 500), traditional RNN and 10-layer LSTM still cannot converge to the minimum error. The
convergence of Thick-Net is relatively quick compared with traditional LSTM and wider LSTM with hidden
size of 1280.
Figuratively, the increase in the width and depth of network cannot always improve the performance
in this task. In terms of wider network, the growth in hypothesis space cannot enhance the generalization
ability. While for deeper network, the repetitive learning process of previous hypothesis space is not able to
minimize the error. The proposed Thick-Net neither amplifies the hypothesis nor increases the numbers of
nodes in depth’s respect. Instead, it increases the number of parameters within each node. In this way, the
generalization ability and the optimization rate can be significantly increased in this experiment.
4.2. Permuted Sequential MNIST
We evaluate our structure on sequential MNIST classification task [25]. The model processes each image
one pixel at each time step and finally predicts the label. The permuted MNIST (pMNIST) is also considered
which makes the task harder. In pMNIST, the pixels are processed in a fixed random order.
MNIST pMNIST
IRNN 95.0% 82%
LSTM 98.2% 88.0%
LSTM+Recurrent dropout - 92.5%
LSTM+Recurrent batchnorm - 95.4%
LSTM+Zoneout - 93.1%
Thick-Net(one-layer) 98.6% 96.0%
Table 1: Results for the sequential MNIST and permuted MNIST
Our baseline contains traditional RNN and LSTM, a LSTM with batch-normalizing transformation [28]
and a LSTM adding zoneout [39] on the recurrent connections. Each model has one layer of 100 hidden units.
Our proposed Thick-Net applies a one-layer network with the same size and thickness n of 10. Stochastic
gradient descent on minibatches of size 128, with gradient clipping at 1.0 and step rule determined by Adam
with learning rate 2× 10−3.
The results of accuracy are demonstrated in Table 1 for comparison with the baseline models. The results
shown in Figure 4(a) report the value of loss function for training data and accuracy rate for test data to
evaluate the results obtained from Thick-net and traditional LSTM. From the figure, the accuracy rate
reaches the state-of-the-art level while our model converges to the results earlier than the LSTM. The graph
of loss function shows that our proposed Thick-Net outperforms the traditional LSTM due to (1) faster
optimization rate and (2) better performance on handling overfitting problems.
4.3. Text Classification
In this section, we evaluate our proposed Thick-Net on text classification tasks. We test our model on
three datasets of classic sentence classification tasks.
• MR: Movie reviews[36] with two classes(positive and negative).
• Subj: Subjectivity dataset[35]. Each sentence has a subjective or objective label.
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Figure 4: Results for permuted MNIST and Text Classification tasks
Table 2: Comparisons of the accuracy rate between our Thick-Net and baselines on three text classification benchmarks.
MR Subj TREC
LSTM [2] 75.9% 89.3% 86.8%
BiLSTM [2] 79.3% 90.5% 89.6%
Tree-LSTM [40] 80.7% 91.3% 91.8%
LR-LSTM [38] 81.5% 89.9% -
Thick-Net(one-layer) 80.63% 93.9% 92.0%
• TREC: Question classification dataset[26] contains 6 different question types for classification.
We implement our model using the method Adam-an algorithm for first-order gradient-based optimization
of stochastic objective functions. In this task, we set the learning rate as 0.01, the dropout rate as 0.5 and we
also apply cross-entropy loss function to evaluate our results.
The results of accuracy are demonstrated in Table 2 for comparison with the baseline models.
4.4. Language Modeling
Language modeling (LM) task is to build the essential statistical model that can capture how meaningful
sentences can be constructed from individual words, and then use this trained model to predict the next word.
We test our model over the Penn Treebank (PTB) [29]. The PTB data set has been considered as a
central data set in language modeling task, and it does not contain capital letters, numbers or punctuation.
The vocabulary list contains 10000 unique words.
In this experiment, we choose different baseline methods to evaluate and compare with our structure
including: LSTM, Variational LSTM [9], Pointer Sentinel-LSTM [31], LSTM + continuous cache pointer
[12], Variational LSTM + augmented loss [19], Variational RHN cite[37], 4-layer skip connection LSTM [30],
AWD-LSTM [32].
We implement our model using the NT-ASGD algorithm for training and use a batch size of 40 for PTB.
In our experiment, we set the initial learning rate as 30, and we followed the practice in [32] to set up the
other initial parameters. To improve language modeling results, we run ASGD with T = 0 and hot-started
w0 as a fine-tuning step, and pointer based attention models [31] have been applied in our model.
As shown in the Table 3, our model achieves the state-of-the-art level of performance on the sequential
modeling task of language modeling using only one or two layers in neural networks. The result for two-layer
Thick-Net in terms of perplexity of language model is better compared with other baselines. Thus, our
proposed Thick-Net improves the accuracy of prediction by implementing thick nodes which can extract more
prior features.
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Table 3: Results of word-level Penn Treebank for Thick-Net in comparison with results of baseline models, in terms of perplexity.
Model Valid Test
RNN [33] - 124.7
LSTM [41] 82.2 78.4
CharCNN [22] - 78.9
Pointer Sentinel-LSTM [31] 72.4 70.9
LSTM + continuous cache pointer [13] - 72.1
Variational LSTM + augmented loss [19] 71.1 68.5
Variational RHN [43] 67.9 65.4
4-layer skip connection LSTM [30] 60.9 58.3
AWD-LSTM (finetune+pointer, 3 layers) [32] 53.9 52.8
Thick-Net(one-layer) 56.4 54.7
Thick-Net(two-layer) 51.3 50.2
5. Conclusion and Future Work
In this paper, we have introduced a novel but simple architecture which can be provided flexibly in
recurrent neural networks, named Thick-Net. Instead of width or depth, thickness , as another dimension, is
increased to keep hidden state size unchanged. Unlike previous works, maximization operation is applied
which can significantly strengthen the generalization capability of our proposed Thick-Net. Overall, the
Thick-Net has three main contributions: achieving the state-of-the-art level of performance in accuracy,
avoiding overfitting and easier optimization.
The selection of the maximum in each node is inspired by previous study on maxout units and max
pooling, and rigorously proved by the experimental results. Thus, in the future work, we will explore our
Thick-Net by implementing the attention mechanism to more precisely decide which value should be selected
in each node. Additionally, more recurrent networks can benefit from the Thick-Net on sequential learning
tasks.
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