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Abstract
The most common problems studied in network location theory are the p-center and the
p-median problems. In the p-center problem the objective is to locate p service facilities to
minimize the maximum of the service distances of the n customers to their respective nearest
service facility, and in the p-median model the objective is to minimize the sum of these n
service distances. (A customer is served only by the closest facility.) We study the p-facility
k-centrum model that generalizes and unies the above problems. The objective of this unifying
model is to minimize the sum of the k largest service distances. The p-center and the p-median
problems correspond to the cases where k = 1 and n, respectively. We present polynomial time
algorithms for solving the p-facility k-centrum problem on path and tree graphs. These algorithms
can be combined with the general approximation algorithms of Bartal (Proceedings of the 30th
Annual ACM Symposium on Theory of Computing, 1998, pp. 161{168) and Charikar et al.
(Proceedings of the 30th Annual ACM Symposium on Theory of Computing, 1998, pp. 114
{123) to obtain an O(log n log log n) approximation for a p-facility k-centrum problem dened
on a general network. ? 2001 Elsevier Science B.V. All rights reserved.
Keywords: Center location problem; Median location problem; Centrum location problem; Tree
graphs; Approximation algorithms
1. Introduction
Let G= (V; E) be an undirected graph with a node set V = fv1; : : : ; vng and an edge
set E. Each edge has a nonnegative length and is assumed to be rectiable. Thus,
we will refer to interior points on an edge by their distances (along the edge) from the
two nodes of the edge. We let A(G) denote the continuum set of points on the edges
of G. The edge lengths induce a distance function on A(G). For any x; y in A(G),
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d(x; y) will denote the length of a shortest path connecting x and y. Also, if Y is a
subset of A(G), we dene the distance of x from Y by
d(x; Y ) = d(Y; x) = inffd(x; y): y 2 Yg:
In this study we consider the following p-facility k-centrum location problem on
the graph G. This problem generalizes and unies the classical p-median and p-center
problems.
In the p-facility k-centrum problem on G = (V; E) we wish to nd a subset S of
p points (service facilities or centers) in A(G), minimizing the sum of the k farthest
(w.r.t. weighted distances), nodes (customers) from S. Specically, suppose that each
node vi, i = 1; : : : ; n, is associated with a nonnegative weight wi. For each vector
(x1; : : : ; xn) 2 Rn, dene Hnk (x1; : : : ; xn) to be the sum of the k largest entries in the
set fx1; : : : ; xng. The objective function of the p-facility k-centrum problem is to nd
a subset S of A(G), jSj= p, minimizing
F(S) = Hnk (w1d(S; v1); : : : ; wnd(S; vn)):
In the discrete version of the p-facility k-centrum problem we also require S to be a
subset of nodes. A minimizer of F(S) is called an absolute k-centrum, and an optimal
solution to the discrete problem is a discrete k-centrum. The unweighted p-facility
k-centrum problem refers to the case where wi = 1, i = 1; : : : ; n.
From the denition it follows that if k = 1 the above model reduces to the clas-
sical p-center problem, and when k = n we obtain the classical p-median problem.
Several special cases of the single facility k-centrum problem have been discussed in
the literature. To the best of our knowledge, the k-centrum concept was rst intro-
duced by Slater [23]. Slater [23] and Andreatta and Mason [2,3], considered the case
of the discrete single facility on tree graphs, and observe some properties including
the convexity of the objective on tree graphs. There are no algorithms with specied
complexity in these papers. Peeters [21] studied the single facility problem on a graph,
which he called the upper-k 1-median. He presented an O(n2 log n + jEjn) algorithm
for solving only the discrete version of this model, where the centrum is restricted to
be a node. We are not aware of any studies in the literature on the multiple facility
k-centrum model.
As a generalization of the p-center and the p-median problems, the p-facility
k-centrum problem is also NP-hard on general networks, Kariv and Hakimi [17]. In
Section 2 we present polynomial time algorithms for nding a single facility k-centrum
on path graphs, tree graphs and general graphs. In Section 3 we describe polynomial
time, dynamic programming algorithms for solving the multi-facility k-centrum prob-
lems on path and tree graphs. These algorithms can be combined with the general ap-
proximation algorithms of Bartal [4] and Charikar et al. [6] to obtain O(log n log log n)
approximation for a p-facility k-centrum problem dened on a general network.
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2. Single facility k-centrum
2.1. The single k-centrum of a path
We consider rst the case of a single facility (p = 1) on a line (a path graph). In
this case the subset S in the denition of the model is viewed as a point x on the real
line, and each node vi is also regarded as a real point. Thus,
F(x) = Hnk (w1jx − v1j; : : : ; wnjx − vnj):
To compute F(x) in the case of the single facility k-centrum problem on the line we
look at the k largest functions in the collection fwijx−vij=max(wi(x−vi);−wi(x−vi))g,
i=1; : : : ; n. Since k6n, we may assume that for each i, and a real x, at most one of the
2 values, fwi(x−vi);−wi(x−vi)g, i.e., a nonnegative one, belongs to the subcollection
of the k largest function values at x. Thus, the single facility k-centrum problem on the
line amounts to nding the minimum point of the sum of the k largest linear functions
in the collection consisting of the above 2n linear functions, fwi(x− vi);−wi(x− vi)g,
i = 1; : : : ; n.
To solve the above problem we consider the following more general problem. Let
[a; b] be an interval on the real line, and let k be a positive integer. Given is a collection
of m>k linear functions faix+ big, i= 1; : : : ; m, dened on [a; b]. The objective is to
nd x, a minimum point of F(x) = Hmk (a1x + b1; : : : ; amx + bm) in [a; b].
It is known that if we have a set of m linear functions, the sum of the k largest
functions is a convex, piecewise linear function. Dey [10] showed that the number of
breakpoints of this convex function is bounded above by O(mk1=3). Katoh (see [12]),
demonstrated that the number of breakpoints can achieve the bound 
(m log k).
To nd the optimum, x, we use the general parametric procedure of Megiddo [19],
with the modication in Cole [9]. The reader is referred to these references for a
detailed discussion of the parametric approach. We only note that the master program
that we apply is the sorting of the m linear functions, faix+ big, i= 1; : : : ; m (using x
as the parameter). The test for determining the location of a given point x0 w.r.t. x
is based on the linear time algorithm for nding the kth largest element of a set of
reals [5]. Due to the convexity of the function F(x), it is sucient to determine the
signs of the one-sided derivatives at x0. This is done as follows. Consider, for example,
F+(x0), the derivative from the right. First, using the algorithm in [5] we compute in
linear time, the function value F(x0), and the kth largest linear function at x0. If there
is only one function in the collection of the m functions whose value is equal to the
kth largest value at x0, then F+(x0) is the sum of the slopes of the k linear functions
corresponding to the k largest values at x0. Otherwise, let k 0<k, be the number of
linear functions whose value at x0 is larger than the kth largest value, and let A be the
sum of the slopes of these k 0 functions. Let I , be the subcollection of linear functions
whose value at x0 is equal to the kth largest value. Again, using the algorithm in [5]
we compute the k − k 0 largest slopes from the set of slopes of the linear functions
in I . Let B be the sum of these k − k 0 slopes. We then have F+(x0) = A + B. We
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now conclude that with the above test the parametric approach in [19,9] will nd x
in O(m logm) time. In the k-centrum problem on the line m = 2n and therefore the
complexity to compute the absolute k-centrum is O(n log n).
Because of convexity the solution to the discrete k-centrum problem (the discrete
k-centrum) is one of the two consecutive nodes bounding the absolute k-centrum. The
discrete solution can also be found directly by a simpler algorithm. First sort the nodes,
and then, using the above linear time procedure to compute the derivatives of F(x),
perform a binary search on the nodes. This approach also takes O(n log n) time.
In the unweighted case (wi = 1, for i = 1; : : : ; n), the k-centrum can be found in
linear time. Dene l = [(k + 1)=2]. (For any real number y, [y] denotes the smallest
integer which is greater than or equal to y.) It is easy to verify that the midpoint of
the interval connecting the lth smallest point in V with the lth largest point in V is
a local minimum point. By the convexity of the objective function, we conclude that
it is an absolute k-centrum. Thus, by using the linear time algorithm, in [5], we can
nd the unweighted k-centrum of an unsorted sequence of n points on the line in O(n)
time.
Conceptually, the above characterization can be extended to the weighted case. But it
is not clear whether this can be used to obtain a linear time algorithm for the weighted
case. A necessary and sucient condition in the weighted case is that the k farthest
(w.r.t. weighted distances) nodes will be evenly located on both sides of the centrum,
i.e., the weight of those nodes on either side of the centrum should be half of the total
weight of the k nodes. In the unweighted case the total weight is xed, and is equal
to k, while in the weighted case, the total weight of the k furthest nodes is not known
apriori.
At this point it is not clear whether the weighted problem can be solved in linear
time. However, we next present an algorithm which solves the weighted model for a
xed value of k, in O(n) time. Specically, for any xed value of k, this algorithm
will nd the (weighted) k-centrum x on the line in O((k2 log k)n) time.
Again, we consider a general collection of m linear functions faix+big, i=1; : : : ; m.
Let x be a minimum point of the function F(x), dened above, in [a; b]. We will
show that in O(m) time we can remove a xed proportion of the linear functions from
the entire collection, without aecting the optimality of x.
First divide the collection of m functions into m=(k+1) sets of k+1 functions each.
(For simplicity suppose that m=(k+1) is integer.) For each set of k+1 functions, at most
k of the functions will appear in the objective. Specically, for each x, the mimimum of
the k+1 functions in the set is ineective, and therefore can be dropped. The minimum
of the k + 1 functions of a set, called the minimum envelope, is a concave piecewise
linear function with k breakpoints. Because of the convexity of the objective, if we
know the pair of breakpoints bracketing x, we can then omit the minimum function
(on the interval connecting the pair), from this collection of k + 1 linear functions.
We proceed as follows. For each one of the above m=(k + 1) sets of k + 1 functions,
we nd in O(k log k) time its minimum envelope [18]. The total eort of this step is
O(m log k). Next we look at the set P1, consisting of the m=(k+1) median breakpoints
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of the m=(k + 1) envelopes. We nd the median point in P1, and check its position
w.r.t. x in O(m) time, as explained above, by implementing the algorithm in [5]. Note
that the time to check the location of a given point with respect to x is proportional
to the number of linear functions in the (current) collection. Thus, for at least half of
the m=(k+1) envelopes we know the position of their medians w.r.t. the centrum. We
consider only these [m=2(k+1)] envelopes and continue this binary search. For example,
in the next iteration each such envelope contributes its [k=4]th or [3k=4]th breakpoint,
depending on the location of the centrum x w.r.t. its median. Let P2 be the set of these
[m=2(k + 1)] points. We now check the position of the median element in P2, w.r.t.
x. After O(log k) iterations we identify O(m=(k(k + 1))) sets (envelopes) such that
for each one of them we have a pair of adjacent breakpoints (segment) bracketing x.
Thus, from each one of these O(m=(k(k + 1))) envelpoes, we can eliminate the linear
function which coincides with the envelope on this segment. To summarize, at the
end of the rst phase, in a total eort of O(m log k) (O(log k) iterations of O(m) time
each), we eliminate O(m=k2) functions. We then recursively restart the process with
the remaining subcollection of linear functions. Again, it should be emphasized that the
time to check the location of a given point with respect to the centrum is proportional
to the number of linear functions in the remaining subcollection of linear functions.
In particular, the total erot spent in the second phase is O(m(1− 1=k2) log k). At the
last phase the subcollection will consist of O(k2) functions, and therefore, from the
discussion above the time needed to nd x for this subcollection is O(k2 log k).
To evaluate the complexity of the above algorithm, suppose that we have a collection
of m linear functions. Let T (m) be the total eort to compute x, a minimum point
of the function, dened as the sum of the k largest functions in the collection. (In the
single k centrum problem on a path m= 2n.)
The recursive equation is
T (m)6ckm+ T (akm);
where ck = c log k, for some constant c, and ak = 1 − 1=(k + 1)2. Thus, T (m) =
O((k2 log k)m).
We note in passing that with the same eort we can also nd the discrete k-centrum,
since it is one of the pair of adjacent nodes bracketing the absolute k-centrum.
2.2. The single k-centrum of a tree
The above algorithm for a path graph can be extended to a tree T = (V; E), V =
fv1; : : : ; vng. We use a 2-phase approach. In the rst phase we identify a pair of adjacent
nodes (an edge) such that the absolute k-centrum is between them. In the second phase
we have to solve the above problem on the edge (segment) containing the absolute
k-centrum. The latter subproblem is a special case of the problem on a path discussed
in the previous section. Therefore, the total time for the second phase is O(n log n).
We will next show that the rst phase can be performed in O(n log2 n) time.
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From the discussion on path graphs we know that the objective function is convex
on each path of the tree. Therefore, we can apply the centroid decomposition search
procedure of Kariv and Hakimi [17]. They used this search procedure to nd the
weighted 1-center of a tree. The procedure is based on searching over a sequence of
O(log n) nodes, which are centroids of some nested sequence of subtrees. (The total
time needed to generate the sequence is only O(n).) For each node in this sequence
they have a simple O(n) test to identify whether this node is the 1-center of the tree.
Moreover, if the node is not the 1-center, the test identies the direction from the
node towards the 1-center. All we need now to implement their search procedure is an
ecient test which nds a direction from a given node v to the absolute k-centrum if
v itself is not the absolute k-centrum.
Consider an arbitrary node v of the given tree T =(V; E). Let T1 = (V1; E1); : : : ; Tq=
(Vq; Eq) denote the set of all maximal connected components obtained by the removal
of v and all its incident edges from T . For i= 1; : : : ; q, let ui be the closest node to v
in Ti=(Vi; Ei). Let r be the kth largest element in the set of weighted distances of the
nodes of T from v. For i = 1; : : : ; q, let V+i (V
=
i ) be the index set of the nodes in Ti,
whose weighted distance from v is greater than (equal to) r. Let ti = jV+i j; si = jV=i j,
and let T+i denote the subtree obtained by augmenting the edge (v; ui) to Ti. Also, let
V+ =
S
i=1; :::; q V
+
i and V
= =
S
i=1; :::; q V
=
i .
With the above notation we can state a simple test to determine whether the k-centrum
is in a given T+j . Dene t =
P
i=1; :::q ti, and s=
P
i=1;:::q si. Note that t6k6t + s.
Consider a point x 6= v, on the edge (v; uj), which is suciently close to v. Then it
is easy to check that the dierence between the objective value at x and the objective
value at v is given by
d(v; x)(−Aj + Bj − Cj + Dj);
where Aj=
P
h2V+j wh; Bj=
P
h2V+−V+j wh; Dj is the sum of the mj=min(k− t; s− sj)
largest weights in the set fwh: h 2 V= − V=j g, and Cj is the sum of the k − t − mj
smallest weights in the set fwh: h 2 V=j g.
It is now clear that if v is not an absolute k-centrum, then the latter is contained in
the component T+j , if and only if the above expression for the dierence is negative.
v is an absolute k-centrum if and only if (−Aj + Bj − Cj + Dj) is nonnegative for all
j = 1; : : : ; q.
We next show that for a given node v, the total eort to compute the above dief-
ference for all j = 1; : : : ; q, is O(n log n). Combined with the centroid decomposition,
which requires using this step O(log n) times, we will have an O(n log2 n) algorithm
to nd the absolute k-centrum of a tree.
It is clear from the denitions that the total eort needed to compute Aj; Bj, for all
j=1; : : : ; q, is O(n). For each j=1; : : : ; q; Cj can be computed in O(sj) time by using
the linear time algorithm in [5]. Thus, the total time to compute Cj for all j=1; : : : ; q,
is O(s) = O(n). The computation of the terms Dj; j = 1; : : : ; q, is more involved.
We rst sort the elements of the set fwh: h 2 V=g in decreasing order. Let
L = (wh(1); wh(2); : : : ; wh(s)) denote the sorted list. We then compute the partial sums
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Wp =
P
g=1;:::;p wh(g); p = 1; : : : ; s. The total eort of this step is O(s log s) =
O(n log n).
To compute a term Dj; j = 1; : : : ; q, we now perform the following steps. First we
delete from the list L, the elements fwh: h 2 V=j g, and obtain the reduced sublist
Lj. The eort needed is O(sj log s). Next we identify the mjth largest element in Lj.
Suppose that this is the element wh(y) in the list L. The term Dj is now dened by Dj=
Wy −
Pfwh(z): h(z) 2 V=j ; z <yg. The eort to compute Dj is O(sj log s). Therefore,
the total eort to compute all the terms Dj; j = 1; : : : ; q, is O(s log s) = O(n log n).
To conclude, the above centroid decomposition search procedure will nd an absolute
k-centrum of a tree in O(n log2 n) time. The discrete k-centrum is one of the 2 nodes
of the edge containing the absolute k-centrum.
We note in passing that the time needed to nd the k-centrum in the unweighted
case is only O(n + k log n). First, observe that from the discussion in the previous
section it follows that the time needed for the second phase is only O(n). The rst
phase can be performed in O(n + k log n) time. There are O(log n) iterations in the
rst phase. In the rst iteration we nd the centroid of the original tree, say v. We
compute the terms fAj; Bj; Cj; Djg; j= 1; : : : ; q, dened above. In the unweighted case
Aj = tj; Bj = t − tj; Cj = k − t − mj, and Dj = mj; j = 1; : : : ; q. The eort of this
step is therefore proportional to the number of nodes. If v is not the k-centrum, the
k-centrum is in some subtree T+j . (Since v is a centroid the number of nodes in Tj
is at most n=2.) Let V 0 be a subset of nodes in V − Vj, corresponding to a set of
min([(k + 1)=2]; jV − Vjj − 1) largest distances from v to nodes in V − Vj. From the
discussion on the unweighted k-centrum of a path in the previous section, we conclude
that the unweighted k-centrum is determined only by its distances to the nodes of T+j
and the nodes in V 0. Let T 0 denote the tree obtained by augmenting the node set V 0 to
T+j , and connecting each node vt 2 V 0 to the centroid v with an edge of length d(vt ; v).
The number of nodes of T 0 is at most (k + 1)=2 + 1 + n=2. In the second iteration
T 0 replaces the original tree T . We nd the centroid of T 0, and proceed as above.
Since there are O(log n) iterations, the total eort of the rst phase is O(n+ k log n).
Thus, the time needed to locate a single k-centrum of a tree in the unweighted case
is O(n+ k log n). We believe that the O(n log2 n) bound for the weighted case can be
improved to O(n log n).
2.3. The single k-centrum of a graph
Peeters [21] studied the single facility problem on a general graph. He presented an
O(n2 log n + jEjn) algorithm for solving the discrete case only. Finding the absolute
k-centrum is much more involved. We point out that this latter task can be performed
eciently by using modern computational geometry methods.
Like in the 1-center problem on a graph, the solution approach is to nd the best
local absolute k-centrum on each edge of the graph, and then select the global absolute
k-centrum as the best of the jEj local solutions.
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In the preprocessing phase we compute the distances between all pairs of nodes.
This can be done in O(jEjn+ n2 log n) time [13].
Consider an edge of the graph. The edge will be viewed as a line segment. In this
case we have a collection of n \roof" functions, and we need the minimum point
of the objective function dened as the sum of the k largest roof functions in the
collection. (Each such roof function represents the weighted distance of a given node
from the points on the edge, and it is the minimum of 2 linear functions, dened on
the edge [18]). The objective function is piecewise linear, but it is not convex over the
line segment representing the edge. A naive approach to nd an optimal point on the
segment is to compute the O(n2) intersections points of the 2n linear functions, and
evaluate the objective function at each one of them. The eort will be superquadratic
in n. We show how to improve upon this bound and obtain a subquadratic algorithm.
It is clear that a minimum value of this objective is attained at a breakpoint of the
kth largest function of the given collection of n roof functions. Therefore, it will suce
to construct the piecewise linear kth largest function. (A piecewise linear function de-
ned on the real line is represented by its sequence of breakpoints and their respective
function values.)
Agarwal et al. [1] present results on the complexity bound of the kth largest func-
tion of a collection of \segment" functions. (A segment function is dened over the
real line. It is linear over some segment of its domain, and is −1 elsewhere.) This
bound (combined with Dey [10]) is O(nk1=3(n=k)). (The function (n=k) is the inverse
Ackermann function, which is a very slow growing function of its argument. See [22].)
This bound is useful in our context, since each roof function can be represented by two
\segment" functions. The kth largest function of a collection of n segment functions
can be constructed in O(nk1=3(n=k) log2 n) time by the algorithm in [11], which gen-
erates the kth largest function of a collection of linear functions. As noticed above, the
local k-centrum on an edge is a breakpoint of the kth largest function of the collection
of the n roof functions corresponding to that edge. Therefore, with this approach the
total time to nd the global single k-centrum will be O(jEjnk1=3(n=k) log2 n). (This
eort dominates the preprocessing time.)
In the unweighted case the slopes of each roof function are +1 and −1, and the kth
largest function of the collection of the n roof functions corresponding to a given edge,
has O(n) breakpoints only. (This follows from the fact that the increasing (decreasing)
part of a roof function can coincide with the piecewise linear kth largest function on at
most one interval connecting a pair of adjacent breakpoints of the kth largest function.)
We note that a kth largest function of an edge can be constructed in O(n log n) time. For
the sake of brevity we skip the details. The total time to nd the global unweighted sin-
gle k-centrum is therefore O(jEjn log n). (This eort dominates the preprocessing time.)
3. The multi-facility k-centrum
Since the p-facility k-centrum problem generalizes both the p-median and the p-
center problems, it is NP-hard on general graphs. The recent papers by Charikar
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et al. [8], Jain and Vazirani [16] and Charikar and Guha [7] provide constant-factor ap-
proximation algorithms for the p-median problem. At this point it is not clear whether
the techniques in [8,16,7] can be modied to yield constant-factor algorithms for the
p-facility k-centrum problem.
We next show that the problem is polynomially solvable on path and tree graphs.
We note that polynomial algorithms for k-centrum problems on tree graphs can be
used to approximate such problems on general graphs. The earlier papers by Bartal [4]
and Charikar et al. [6] presented O(logp log logp) approximation algorithms for the
p-median problem. These algorithms are based on solving p-median problems on a
family of trees. (The general network metric is approximated by the tree metrics.) The
basic approach yields an O(log n log log n) approximation algorithm for the p-median
model. The same approach can be applied to the p-facility k-centrum model. There-
fore, polynomial time algorithms for the latter model on trees are useful in deriving
O(log n log log n) approximating solutions for k-centrum problems dened on general
graphs. (The improved O(logp log logp) bound for the p-median problem, reported
in [4,6] is derived by using a preprocessing stage to reduce the number of nodes to
O(p). It is not yet clear whether this preprocessing stage is also applicable for the
p-facility k-median model.)
To simplify the presentation we rst restrict our discussion to the discrete models
where the facilities must be located at nodes of the graph.
Also, we assume that the problem is nondegenerate. Specically, if fvi; vjg and
fvs; vtg are two distinct pairs of nodes, then d(vi; vj) 6= d(vs; vt) and wid(vi; vj) 6=
wsd(vs; vt). We will later show how to resolve degenerate instances.
We augment a new parameter, r, to the above problem, and solve a modied problem
for each relevant value of this parameter. We look at the p-facility k-centrum problem
with service distance r, as the problem of minimizing the sum of the k largest weighted
distances, provided the kth largest weighted distance is at least r, and the (k + 1)th
weighted distance is smaller than r. If there is no such solution the objective value
will be regarded as 1. Note that if r = 0, to get a nite value we must have k =
jV j, and the problem reduces to the p-median problem. (An O(pn) algorithm for the
p-median problem on a path appears in [14]. O(p2n2) and O(pn2) algorithms solving
the p-median problem on a tree are given in [18] and [24], respectively.) Thus, we
will assume that r > 0. Because of the nondegeneracy assumption, the solution to the
original problem is the best solution to the parameterized version over all values of
the parameter r.
3.1. The (discrete) p-facility k-centrum problem on a path
Following is a dynamic programming approach for the discrete case on a path.
We represent the path by its sorted set of n nodes V = fv1; : : : ; vng, where vi+1 is
adjacent to vi; i=1; : : : ; n− 1. vi; i=1; : : : ; n, is also viewed as a real point, and thus,
vi < vi+1; i = 1; : : : ; n− 1.
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For each pair i< j, a radius r, and an integer q6k, suppose that there are facilities
at vi and vj only, and dene A(i; j; q) to be the sum of the q largest weighted distances
of the nodes in the subpath [vi; vj] to their respective nearest facility. Also, dene
A0(i; j; q; r) = A(i; j; q) if the qth largest weighted distance is greater than or equal to
r and the (q + 1)th largest weighted distance is smaller than r, and A0(i; j; q; r) =1,
otherwise. In particular, with the nondegeneracy assumption, for each r there is a
unique value of q; q(i; j; r), such that A0(i; j; q; r) is nite.
For each i, a radius r, an integer q6k, and an integer m6p, dene G(i; q; r; m) to
be the minimum of the sum of the q largest weighted distances of the nodes in the
subpath [vi; vn], to their respective nearest facilities, provided that there are m facilities
in the interval (vi is one of them), the qth largest weighted distance is at least r, and the
(q+1)th largest weighted distance is smaller than r. Note that m6p; m6n−i+1; q6k,
and q6n−i+1. If there is no such solution with the qth largest weighted distance being
at least r, and the (q+1)th largest distance being smaller than r, dene G(i; q; r; m)=1.
Suppose that r is a positive real number. We have the following recursion:
1. Let i = n. Then G(n; 0; r; m) = 0 and G(n; 1; r; m) =1.
2. Suppose i<n.
3. Let m=1. G(i; q; r; 1) is equal to the sum of the q largest weighted distances from vi,
if the qth largest weighted distance is at least r, and the (q+ 1)th largest weighted
distance is less than r. Otherwise, G(i; q; r; 1) =1.
4. Let m>2. Then G(i; q; r; m) is nite only if
G(i; q; r; m) = min
fj: j>i;q(i; j;r)6qg
fA0(i; j; q(i; j; r); r) + G(j; q− q(i; j; r); r; m− 1)g:
We assume without loss of generality that an optimal solution to the problem on
a path has a facility at v1, otherwise, we can augment a node v0, left of v1, with
v1 − v0 =1, and increase the number of facilities by 1.
From the above recursion it follows that the total eort to solve the discrete p-facility
k-centrum problem with service radius r (i.e., compute G(1; k; r; p)), is O(kpn2). The
parameter r can be restricted to values in the set fwijvi− vjj: i; j=1; : : : ; ng. Therefore,
assuming that all the terms A(i; j; q) are already available, the complexity of the above
scheme to solve the discrete p-facility k-centrum problem on a path is O(kpn4).
The preprocessing phase of computing the A(i; j; q) functions is dominated by the
above bound. For each pair i< j, there are only O(n) distinct values of A(i; j; q)
corresponding to the values r=wt(vt − vi) or r=wt(vj − vt) for some t= i; i+1; : : : ; j.
Hence, there are only O(n3) distinct values of all functions A0(i; j; q; r).
For each pair i< j, the total time needed to compute the O(n) values of A(i; j; q)
is O(n log n). Suppose, as above, that the nodes of the path are points on the real
line with vi < vi+1, for i = 1; : : : ; n − 1. We rst sort the O(n) elements in the set
fminfwt(vt − vi); wt(vj − vt)g: t = i; i + 1; : : : ; jg. It then takes O(n) additional time to
compute A(i; j; q), for all relevant values of q. Thus, the total preprocessing time is
O(n3 log n). In the unweighted case we can avoid the sorting and the preprocessing
phase takes only O(n3) time.
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3.2. The (discrete) p-facility k-centrum problem on a tree
Without loss of generality suppose that the given tree T = (V; E) is binary and its
root is v1 (see [24]). For each node vi in V , we let Vi denote the subset of all nodes
in V that are descendants of vi, i.e., vi is on the paths connecting them to the root. In
particular, for the root v1, V1 = V . A child of a node vi is a descendant of vi, which
is connected to vi by an edge.
We now describe a recursive algorithm to solve the discrete p-facility k-centrum
problem with service distance r, dened above. The algorithm is a \bottom-up" scheme
which starts at the leaves of the rooted tree, and recursively computes solutions for
subproblems corresponding to the subtrees dened by the sets Vi.
For each set (vi; q; r; m : vj; vk), where vj 2 Vi, vk 2 V −Vi, we let G(vi; q; r; m : vj; vk)
be the minimum sum of the q largest weighted distances of the nodes in Vi to their
respective nearest centers, provided there are m centers in Vi (with the closest to vi
being vj), there is already at least one center at V − Vi, (the closest such center is
vk), the qth largest weighted distance is at least r, and the (q+ 1)th largest weighted
distance is smaller than r. Note that q6jVij, q6k, m6jVij, and m6p. (If m = 0,
assume that vj does not exist. By adding a superroot, say v0, and connecting it to the
original root by an edge of innite length, we may assume that there is a center at v0
and therefore vk always exists.)
If there is no solution satisfying the requirements we set the value of the function
G to be 1. If q=0, then G(vi; q; r; m : vj; vk) is nite (and is equal to 0) only if there
is a feasible solution with m centers such that the service distances of all nodes in Vi
are less than r.
To simplify the recursive equations, for each pair of reals, x; r, dene a(x; r) = 1 if
x>r, and a(x; r) = 0, otherwise.
We now dene the function G(vi; q; r; m : vj; vk) recursively.
1. Let vi be a leaf of the rooted tree. Suppose that m = 0. If wid(vi; vk)>r, set
G(vi; 1; r; 0 : −; vk)=wid(vi; vk), and G(vi; 0; r; 0 : −; vk)=1. Otherwise, set G(vi; 1; r; 0 :
−; vk)=1, and G(vi; 0; r; 0 : −; vk)=0. Suppose that m=1; (vj=vi). Set G(vi; 1; r; 1 :
vi;−) =1, and G(vi; 0; r; 1 : vi;−) = 0.
2. Let vi be a non-leaf node, and let vi1 and vi2 be its two children. Suppose that m=0.
Let x = wid(vi; vk). If a(x; r) = 1 set G(vi; 0; r; 0 : −; vk) =1. Otherwise, set
G(vi; 0; r; 0 : −; vk) = G(vi1; 0; r; 0 : −; vk) + G(vi2; 0; r; 0 : −; vk):
For q>1, set
G(vi; q; r; 0 : −; vk) = a(x; r)x + min
q1+q2=q−a(x;r)
jq1j6jVi1j
jq2j6jVi2j
fG(vi1; q1; r; 0 : −; vk)
+G(vi2; q2; r; 0 : −; vk)g:
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Suppose that m>1.
3. If vj = vi, set
G(vi; q; r; m : vi;−) = B;
where
B= min
q1+q2=q
m1+m2=m−1
jq1j;jm1j6jVi1j
jq2j;jm2j6jVi2j

min
vt2Vi1
G(vi1; q1; r; m1 : vt ; vi)
+ min
vs2Vi2
G(vi2; q2; r; m2 : vs; vi)

:
4. If vj 6= vi, suppose without loss of generality that vj 2 Vi2.
5. Suppose that d(vi; vj)<d(vi; vk). Dene x=wid(vi; vj). If a(x; r)=1, and q=0, set
G(vi; 0; r; m : vj; vk) =1. Otherwise, set
G(vi; q; r; m : vj; vk) = a(x; r)x + B;
where
B= min
q1+q2=q−a(x;r)
m1+m2=m
jq1j;jm1j6jVi1j
jq2j;jm2j6jVi2j
jm2j>1
8<
: minvt2Vi1
d(vt ;vi)>d(vi ;vj)
G(vi1; q1; r; m1 : vt ; vj)
+G(vi2; q2; r; m2 : vj; vk)
9=
; :
6. Suppose that d(vi; vk)<d(vi; vj). Dene x=wid(vi; vk). If a(x; r)= 1 and q=0, set
G(vi; 0; r; m : vj; vk) =1. Otherwise, set
G(vi; q; r; m : vj; vk) = a(x; r)x + B;
where
B= min
q1+q2=q−a(x;r)
m1+m2=m
jq1j;jm1j6jVi1j
jq2j;jm2j6jVi2j
jm2j>1
8<
: minvt2Vi1
d(vt ;vi)>d(vi ;vj)
G(vi1; q1; r; m1 : vt ; vk)
+G(vi2; q2; r; m2 : vj; vk)
9=
; :
To compute the complexity of the above scheme, note that for a xed value of r,
the total time needed to (recursively) evaluate G(v1; k; r; p : vj;−) for all nodes vj in
V =V1, (v1 is assumed to be the root of the tree), is O(k2p2n3). (The optimal solution
value to the respective p-facility k-centrum problem with service distance r is then
given by minfG(v1; k; r; p : vj;−) : vj 2 Vg.)
A more careful analysis of the above scheme, using the results in Section 3 of
[24], reveals that the complexity of computing minfG(v1; k; r; p : vj;−) : vj 2 Vg is
O(kp2n3), and O(k2pn3). Thus, the complexity bound is only O((min(k; p))kpn3).
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There are only O(n2) relevant values of the parameter r. These are the elements of
the set fwid(vi; vj): i; j = 1; : : : ; ng. Therefore, the discrete p-facility k-centrum model
on a tree can be solved in O((min(k; p))kpn5) time.
We note that the above algorithm can easily be modied to solve the generalized
discrete model where there are setup costs for the facilities and the objective is to
minimize the sum of the setup costs of the p facilities and the k largest service
distances. The complexity will be the same.
The above complexity is signicantly higher than the results known for some of
the special cases. For the p-median problem (k = n), O(p2n2) and O(pn2) algo-
rithms are given in [18] and [24], respectively. For the p-center problem (k = 1), an
O(n log2 n) algorithm is presented in [20,9]. The general dynamic programming scheme
(the bottom-up approach), that we have adopted above is similar to the approach used
in [24] to solve the p-median problem. However, the k-centrum multi-facility problem
is more complicated, and some of the ideas and properties utilized in [24] to derive
the low complexity, do not seem to be applicable here. First, we had to introduce
two additional parameters, q and r, in order to control the value of the qth largest
distance, and be able to decompose the problem into the respective subproblems. (For
the same reason, unlike the p-median model, where for the ith subproblem we could
maintain only the closest facility to vi, here we had to maintain the closest facility to
vi from \below" and \above".) Moreover, the recursive functions G, dened above,
do not exhibit desirable monotonicity or convexity properties in q or r. Therefore, we
had to solve O(n2) independent problems corresponding to the O(n2) relevant values
of r. (See [14,15,25] for the use of such properties.)
3.3. Solving the (continuous) multi-facility k-centrum problems on paths and trees
It is shown in [18] that there is an optimal solution to the multi-facility center
problem on tree graphs, where each facility is located either at a node or at a point
which is at equal weighted distances from a pair of nodes. It can easily be shown that
this result extends to the multi-facility k-centrum problem. (Note, however, that unlike
the center problem, in the weighted case, the location point of a k-centrum which is
at equal weighted distances from a pair of nodes, is not necessarily on the simple path
connecting this pair of nodes.)
Consider rst the continuous multi-facility k-centrum problem on a path. In this case,
for each pair of nodes with positive weights, there are at most 2 points on the path
that are at equal weighted distances from the two nodes. Therefore, we can discretize
the problem and look at O(n2) potential sites for the facilities.
A similar discretization argument applies to the tree case. For each pair of nodes
fvi; vjg, with wi 6= wj, and each edge of a tree, there is at most one point on the
edge which is at equal weighted distances from the two nodes. (If wi = wj, the pair
fvi; vjg contributes only the middle point of the path connecting them as a potential
site for a k-centrum.) Therefore, there are O(n3) potential sites for the facilities. In the
unweighted case this number is only O(n2).
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3.4. Solving degenerate models
We have assumed above that the problems that we solve satisfy a nondegeneracy
assumption on the set of distances. This assumption can be removed by using a standard
perturbation on the edge distances. Suppose that the edge set E is dened by E =
fe1; : : : ; emg. If  denotes a small positive innitesimal, we add the term i to the
length of edge ei, i = 1; : : : ; m. For all values of , which are suciently small, the
perturbed problem satises the nondegeneracy assumption. Therefore, we can apply the
above algorithms symbolically to the perturbed problem, and obtain an optimal solution
to the unperturbed problem, dened by = 0.
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