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En la actualidad existe gran cantidad de pro- 
blemas que son resueltos de forma aceptable 
mediante la utilización de algoritmos se- 
cuenciales. Sin embargo, a medida que la 
complejidad del problema incrementa, las 
implementaciones secuenciales suelen vol- 
verse ineficientes hasta incluso obsoletas. 
Siendo necesario recurrir a la utilización de 
herramientas que permitan ofrecer resultados 
más eficientes. En este tipo de escenarios, la 
computación paralela se ha convertido en la 
forma tradicional de resolver gran variedad de 
problemas de alta complejidad compu- 
tacional. Si bien existen diferentes niveles de 
paralelismo, la utilización de esquemas ba- 
sados en múltiples computadoras es la más 
adecuada para tratar problemas de de este 
tipo. Sin embargo, el acceso a una infraes- 
tructura de alto rendimiento no siempre suele 
estar al alcance de todo tipo de instituciones. 
Debido a esto, en este trabajo se diseña una 
implementación de reutilización de equipa- 
miento informático existente, para confor- 
mar un clúster HPC. La implementación de 
esta plataforma será la herramienta funda- 
mental para poder trabajar de forma     activa 
en el área de HPC, posibilitando al desarro- 
llo y evaluación de nuevas técnicas de opti- 
mización. 
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El presente proyecto se desarrolla en el Insti- 
tuto de Investigaciones de la Facultad de In- 
formática y Diseño de la Universidad Cham- 
pagnat (Godoy Cruz, Mendoza), en el marco 
de la Licenciatura en Sistemas de Informa- 
ción; en cooperación con el Departamento  de 
Informática de la Facultad de Ciencias 
Exactas, Físicas y Naturales de la Universi- 
dad Nacional de San Juan (San Juan). 
Este trabajo es parte del proyecto de investi- 
gación que dio inicio en agosto de 2016 de- 
nominado “Diseño e implementación de una 
plataforma de computación paralela, dinámi- 
ca y heterogénea, para el desarrollo de estra- 
tegias avanzadas de optimización aplicadas a 







El objetivo principal de la presente línea de 
investigación consiste en el desarrollo y 
mejora de técnicas de optimización para ser 
aplicadas en la resolución de problemas de 
alta complejidad computacional, tales como 
análisis, procesamiento y visualización de 
grandes volúmenes de datos. Trabajar con 
datos masivos, implica un gran desafío 
debido a la necesidad de explorar un  universo 
de nuevas tecnologías, las cuales no sólo 
hacen posible la obtención y procesamiento 
de los datos sino también realizan su gestión 
en un tiempo razonable [1]. El tratamiento de 
datos a gran escala posee varias etapas, las 
cuales deben ser resueltas de manera eficiente 
y eficaz a fin  de obtener información útil que 
de solución  a los problemas. Cada una de 
estas etapas constituyen en si problemas 
computacional- mente costosos, para los 
cuales considerar el uso de nuevas técnicas y 
arquitecturas contribuirá a mejorar su 
rendimiento. Es por ello que la búsqueda y 
selección de técnicas de computación de altas 
prestaciones (HPC, [2]) en cada una de las 
etapas o procesos involucrados, permitirá 
resolver con eficiencia cada uno de sus 
objetivos. 
HPC es la evolución de los sistemas de 
cómputo convencional, los cuales permiten 
realizar operaciones de cómputo intensivo y 
mejorar la velocidad de procesamiento. Esto 
involucra diferentes tecnologías, tal como  los 
sistemas distribuidos y los sistemas paralelos; 
incluyendo clúster de computadoras, cloud 
computing, tarjetas gráficas y computadoras 
masivamente paralelas. Todos estos entornos 
son ideales para resolver aplicaciones 
científicas, computacionalmente costosas con 
manejo de grandes cantidades de datos, a fin 
de lograr resultados en menor tiempo. 
Según [3], un clúster HPC es una colección 
de estaciones de trabajo autónomas o PCs, 
interconectadas entre sí por una red de alta 
velocidad que trabajan conjuntamente  como 
un solo recurso informático integrado. 
Partiendo de esta definición podemos 
entender que un clúster posee tanto, 
componentes hardware: nodos o PCs y 
elementos de comunicación; y componentes 
software: como los sistemas operativos y las 
aplicaciones que conforman el entorno de 
programación [4],[5],[6]. Existen diferentes 
tipos de implementaciones HPC, aunque 
dentro de las soluciones que priman el aspecto 
económico, aquella que ofrece el menor costo 
es sin duda la que consiste en “reutilizar” el 
equipamiento existente. Es importante 
remarcar que con reutilización nos referimos 
a dar una segunda utilidad o función a una 
computadora que ya tiene un rol asignado. Por 
ejemplo, un conjunto de computadoras de un 
laboratorio de una universidad, el cual es 
utilizado para realizar operaciones de cálculo 
científico en la franja horaria que el mismo se 
encuentra ocioso. Si bien este tipo de 
soluciones no es el  escenario ideal y habitual, 
presente en los grandes centros de HPC, suele 
ser una solución muy utilizada por 
instituciones que no pueden justificar el costo 
de adquirir un clúster HPC dedicado, ya sea 
por falta de presupuesto o por un bajo 
volumen de  trabajo (e.g. generalmente esto 
ocurre en aquellos grupos de investigación 
que se  están iniciando en el uso o aplicación 
de HPC). Si bien la reutilización de 
equipamiento informático es la solución más 
viable económicamente, trae consigo 
diversos retos y complicaciones, tanto desde 
el punto de vista logístico, administrativo, 
político, como así también técnico. 
Construir una arquitectura de bajo costo y 
reutilizable, que sea eficiente en tiempo y uso 
de recursos, no es tarea sencilla. La 
complejidad de una arquitectura distribuida 
está dada debido a la diversidad de 
componentes que la misma incluye como son:
 servidores, almacenamiento, 
arquitecturas de software en capas, variedad 
de middlewares y redes, que deben trabajar 




posible y que además deben ser configurados 
adecuadamente para ser utilizados bajo 
demanda. 
Una vez que la plataforma de cálculo se 
encuentre implementada, será utilizada para 
diseñar y evaluar el rendimiento de nuevas 
técnicas de optimización, las cuales operen 
exclusivamente en ambientes paralelos. 
Como técnicas de optimización nos referimos 
al uso de metaheurísticas paralelas y sus 
diferentes esquemas de colaboración. 
Según [7], las metaheurísticas son estrategias 
inteligentes, de propósito general, que tienen 
como objetivo diseñar y mejorar 
procedimientos heurísticos para resolver 
problemas de alta complejidad. Si bien las 
metaheurísticas implementadas de manera 
tradicional pueden resolver de forma eficiente 
gran cantidad de problemas, en ciertos casos 
es necesario recurrir a estrategias avanzadas. 
Como el caso de la hibridación de 
metaheurísticas utilizando esquemas 
paralelos, permitiendo de esta forma sumar 
las bondades y minimizar sus deficiencias, en 
pos de obtener resultados de mayor calidad. 
 
 
2. LINEAS DE INVESTIGACIÓN Y 
DESARROLLO 
 
El presente proyecto está compuesto por dos 
etapas o fases de trabajo. Una de ellas co- 
rresponde al diseño e implementación técni- 
ca de la plataforma HPC, la cual será la base 
necesaria para poder realizar las actividades 
propias de la segunda etapa. Esta última co- 
rresponde a la línea de investigación (i.e., 
línea I+D) propiamente dicha. Una breve 
descripción de cada una de las etapas se des- 
cribe a continuación: 
 
1. La primer parte consiste en la implemen- 
tación de un clúster que permita a cada 
equipamiento de uso administrativo y/o 
educativo de la institución, formar parte 
del  conjunto  de  nodos  de  cálculo   del 
clúster. Para ello se deberá determinar una 
adecuada configuración que permita 
operar con equipamiento completamente 
heterogéneo y de forma dinámica, sin 
afectar el fin principal que cada terminal 
tiene definido. 
 
2. La segunda etapa consiste en el desarro- 
llo y mejora de nuevas técnicas de opti- 
mización existentes. Los desarrollos con- 
sistirán en el estudio de diferentes me- 
taheurísticas y sus diferentes combina- 
ciones, con el objetivo de incrementar su 
robustez y capacidad de rendimiento. Di- 
chas técnicas deberán ser evaluadas me- 
diante su aplicación en diferentes pro- 
blemas de alto costo computacional, que 




3. RESULTADOS ESPERADOS 
 
Como resultados esperados, los mismos 
pueden dividirse en dos grandes grupos: 
 
1. Plataforma HPC, se espera obtener co- 
mo producto final un esquema de confi- 
guración de equipos de red que permita 
utilizar cualquier equipamiento informá- 
tico de la Universidad Champagant para 
conformar uno o más clusters HPC utili- 
zando principalmente: MPI  [8], OpenMP 
[9], C y C++ [10]. Inicialmente se 
trabajará solamente con el equipa- miento 
informático de dos  laboratorios de 
informática, los cuales poseen las si- 
guientes características: 
 
a. Laboratorio 1: 7 PCs con 
procesadores AMD Athlon 64x2  
4600 con 2Gb RAM. 
 
b. Laboratorio 2: 18 PCs con 
procesadores i7 4770 con 8GB de 





También está previsto trabajar con 
ecosistemas distribuidos sobre cluster, 
tales como Hadoop [11] y Spark [12], los 
cuales usan el paradigma MapReduce 
[13] para el procesamiento de datos 
masivos. Además, se prevé el estudio de 
bases de datos avanzadas (NoSQL [14] y 
NewSQL [15]) para el almacenamiento 
de los grandes volúmenes de datos. 
 
2. Técnicas de optimización, en líneas ge- 
nerales se espera identificar las estrate- 
gias de colaboración y las distintas hibri- 
daciones que ofrecen más eficiencia tras 




4. FORMACIÓN DE RECURSOS 
HUMANOS 
 
La línea de I+D presentada está vinculada con 
el desarrollo de una tesina de grado, por parte 
del estudiante de la Licenciatura en Sistemas 
de Información de la Universidad 
Champagnat, Pedro Orellana. Dicha  tesina se 
centra en el análisis e implementación de 
alternativas para la plataforma de HPC. Por 
parte de la misma institución, también se 
cuenta con la reciente participación de la 
estudiante de segundo año de la carrera:  Ailin 
Carribero, quien pertenece al programa de 
Iniciación la Investigación Científica de  la 
UCH. Dicho programa invita a participar en 
tareas de investigación a estudiantes  desde 
los primeros años de la carrera. 
Por parte del Departamento de Informática de 
la FCEFyN de la UNSJ se cuenta con la 
participación de dos estudiantes de grado, en 
instancia de tesis, ellos son: Miguel Guevara 
y Pablo Gomez, ambos de la carrera 
Licenciatura en Sistemas de Información. 
Finalmente, una vez que la plataforma se 
encuentre implementada, la misma será 
utilizada como recurso para el dictado de 
talleres  de  computación  paralela  tanto para 
estudiantes de la universidad, como así 
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