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Introduction
La ge´ome´trie de notre espace pose proble`me en physique car il n’en existe pas une description
unique. Dans l’esprit de la relativite´ ge´ne´rale, l’espace et le temps forment un objet quadridimen-
sionel dont la courbure est donne´e par la distribution de masse. Quand un objet massif se de´place,
la courbure change ; la ge´ome´trie est un objet dynamique. Au contraire la me´canique quantique, et
plus ge´ne´ralement la the´orie quantique des champs, suppose la donne´e a priori d’un espace dans
lequel e´voluent des champs. Pour reprendre une image de [58], la the´orie des champs prend l’es-
pace pour sce`ne, alors qu’en relativite´ la sce`ne elle-meˆme participe a` l’action. La contradiction est
d’autant plus flagrante que chacune de ces the´ories est valide et ve´rifie´e avec pre´cision dans son
domaine d’application : la gravitation pour la relativite´ ; les interactions e´lectromagne´tiques, faibles
et fortes pour la the´orie quantique des champs. Cette double approche de la ge´ome´trie n’est pas
force´ment scandaleuse. Rien n’interdit a` deux descriptions de cohabiter, tant que la cohabitation est
harmonieuse. Mais les phe´nome`nes qui rele`vent a` la fois de la me´canique quantique et de la gravita-
tion, comme le tout de´but de l’univers dans la the´orie du big-bang, ou l’effondrement gravitationel
d’une e´toile passe´e une certaine e´chelle, brisent cette harmonie. L’hypothe`se re´pandue au jour d’au-
jourd’hui est, qu’a` tout petite e´chelle, aucune des descriptions ge´ome´triques classiques n’est valable.
La structure ge´ome´trique intime de l’espace-temps n’est pas connue. Et la me´canique quantique
sugge`re que l’hypothe`se du continu n’est pas justifie´e. On estime que cette structure intime devrait
eˆtre visible a` des e´chelles de l’ordre de 10−33cm. C’est la longueur de Planck lp =
√
G~
c3
obtenue
par combinaison des constantes fondamentales G (constante de Newton), c (vitesse de la lumie`re),
~ (constante de Planck). La ge´ome´trie non commutative12 , en e´tendant les concepts ge´ome´triques
usuels de manie`re compatible a` la fois avec la relativite´ ge´ne´rale et avec la me´canique quantique,
propose des outils mathe´matiques pour appre´hender la ge´ome´trie a` cette e´chelle.
Pour l’heure bien entendu, aucune the´orie ne de´crit l’univers a` cet ordre de pre´cision. Parmi les
candidats au titre de the´orie de la gravitation quantique, aucun n’a jusqu’a` pre´sent franchi avec
succe`s le cap de la ve´rification expe´rimentale. Une approche naturelle consiste a` quantifier le champ
gravitationel comme les autres champs, mais la the´orie obtenue est non renormalisable, c’est a` dire
sans inte´reˆt physique. Ne´amoins cette optique, amener la relativite´ a` la the´orie des champs, reste
valable et a suscite´ (et suscite) des travaux conside´rables qui, dans les raffinements les plus re´cents,
aboutissent a` la the´orie des cordes et la supersyme´trie. L’unification est obtenue mais aux prix
d’hypothe`ses physiques fortes : l’espace temps est a` 11 dimensions et il existe deux fois plus de
particules que celles connues jusqu’a` pre´sent (a` chaque particule connue correspond un partenaire
supersyme´trique). Pour l’instant, aucune de ces hypothe`ses n’a e´te´ ve´rifie´e. Plutoˆt que de vouloir
traiter la relativite´ comme une the´orie des champs, une autre approche consiste a` ne pas oublier
l’e´le´ment essentiel de la relativite´, a` savoir le caracte`re dynamique de la ge´ome´trie. En clair, il s’agit
d’affranchir la the´orie quantique des champs d’un espace donne´e a priori. On parle de the´orie des
champs ”background independant”, telle que la ”loop quantum gravity”59. Malheureusement, pour
l’instant, cette the´orie ne propose pas de tests expe´rimentaux.
Le proble`me re´current est que la the´orie quantique des champs n’est pas parfaitement com-
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prise. Autant la relativite´ ge´ne´rale a une interpre´tation ge´ome´trique simple, autant ce que dit la
me´canique quantique de la ge´ome´trie ne´cessite des e´claircissements. Comment de´finir en effet un
point de l’espace en me´canique quantique ? Ou plus exactement comment donner une signification
physique a` la notion de point ? Une manie`re simple consiste a` appeler point l’endroit occupe´ par
une particule a` un instant donne´. Mais a` supposer que l’on connaisse avec pre´cision un point, les
relations d’incertitude de Heisenberg indiquent que l’on ne peut connaˆıtre avec pre´cision la position
de la particule a` un autre instant. Autrement dit, si une particule permet de de´finir un point, elle
ne permet pas d’en de´finir un autre. Bien sur, on peut conside´rer plusieurs particules au meˆme
instant dont on connait les positions avec pre´cision, et on de´finit ainsi plusieurs points. Mais pour
savoir comment ces points s’arrangent les uns par rapport aux autres, pour faire la ge´ome´trie, il
faut pouvoir mesurer des distances. Pour ce faire, il faut qu’un meˆme objet, par exemple l’une des
particules, occupe a` un instant donne´ le point a, et a` un autre instant le point b. Connaissant sa
vitesse, on mesure son temps de vol et l’on en de´duit la distance. Mais plus on saura avec pre´cision
que la particule occupe le point a a` l’instant t, moins on pourra eˆtre sur qu’elle occupe le point
b a` l’instant suivant. La solution sugge´re´e par la me´canique quantique est de raisonner sur des
valeurs moyennes. Le point est de´fini comme la valeur moyenne a` un instant donne´ de l’observable
position applique´e sur l’e´tat repre´sentant la particule. En adoptant cette de´finition, on ope`re un
changement de point de vue important : le point n’est plus de´fini en tant qu’objet abstrait de la
ge´ome´trie (tel qu’on l’apprend a` l’e´cole : ”un point n’a pas d’e´paisseur, une ligne est un ensemble
infini de points”), c’est un objet alge´brique, la valeur moyenne d’un ope´rateur sur un e´tat.
Or les mathe´maticiens savent traduire en langage alge´brique les proprie´te´s ge´ome´triques d’un
espace. Plus pre´cise´ment, les proprie´te´s ge´ome´triques (essentiellement la topologie, la mesure et
la me´trique) d’un espace ont une traduction alge´brique dans l’ensemble des fonctions, a` valeur
complexe, de´finies sur cet espace. Par exemple, la distance entre deux points x, y est la longueur
du plus court chemin reliant x a` y. Mais c’est aussi le supre´mum, parmi toutes les fonctions dont
la de´rive´e (en valeur absolue) est toujours infe´rieure a` 1, du module de la diffe´rence f(x) − f(y).
Ceci se ve´rifie sans difficulte´ sur un exemple simple. Choisissons comme espace la droite re´elle. La
fonction f de´finie sur R par f(x) = x a une de´rive´e constante f ′(x) = 1, et on a bien |f(x)−f(y)| =
|x− y| = distance(x, y). Si une fonction g est telle que |g(x)− g(y)| > |x− y|, alors par le the´ore`me
de la valeur interme´diaire il existe ne´cessairement un re´el c ∈ [x, y] tel que |g′(c)| = |g(x)−g(y)||x−y| > 1.
On voit ainsi que les deux de´finitions de la distance, l’une comme plus court chemin, l’autre comme
supremum d’une diffe´rence d’observables, co¨ıncident.
Cet exemple e´le´mentaire illustre comment faire de la ge´ome´trie de manie`re alge´brique. Ainsi
qu’on le rappelle longuement dans le premier chapitre, la ge´ome´trie au sens usuel est commutative,
c’est a` dire que son expression alge´brique a pour cadre la the´orie des alge`bres commutatives. L’ide´e
est que la ge´ome´trie ayant pour cadre les alge`bres non commutatives (dont le principal artisan
est le mathe´maticien A. Connes13) permet d’acce´der aux espaces dans lesquels des phe´nome`nes
physiques trouvent une interpre´tation ge´ome´trique qu’ils n’avaient pas jusque la`. Par exemple le
champ de Higgs (cf. chapitre 4) apparait comme le coefficient d’une me´trique dans une dimension
supple´mentaire, discre`te, qui rend compte des degre´s de liberte´ internes (spin ou isospin) d’une
particule. Plus ge´ne´ralement, l’espoir est que si cette interpre´tation ge´ome´trique est suffisamment
riche, elle pourrait ouvrir la voie a` une unification, via la ge´ome´trie, de la relativite´ ge´ne´rale et de
la the´orie quantique des champs.
Une alge`bre est un ensemble muni d’une loi d’addition et de multiplication par un scalaire, sur
lequel est de´fini en outre une multiplication. Dans l’ensemble des fonctions a` valeur complexe sur
un espace, ces lois sont de´finies point par point. Pour la multiplication par exemple, si f et g sont
deux fonctions sur un espace X, alors
(f.g)(x)
.
= f(x).g(x) = g(x).f(x) = (g.f)(x).
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Parce que le produit de deux nombres complexes est commutatif, le produit de deux fonctions est
commutatif, c’est a` dire que l’alge`bre des fonctions sur un espace est commutative. Inversement,
e´tant donne´e une alge`bre commutative A, on sait construire (construction de Gelfand-Naimark-
Segal) un espace M tel que A soit l’alge`bre des fonctions (continues) sur M . Ainsi il est e´quivalent
de se donner un espace ou une alge`bre commutative : les proprie´te´s ge´ome´triques d’un espace ont
une traduction dans l’alge`bre des fonctions sur cet espace, et inversement les proprie´te´s alge´briques
d’une alge`bre commutative ont une traduction dans l’espace associe´ par la construction GNS :
espace ⇐⇒ alge`bre commutative.
La question naturelle est
?⇐⇒ alge`bre non commutative.
Naturellement, on ne saurait construire un espace tel qu’une alge`bre non commutative soit son
alge`bre de fonctions, puisque l’alge`bre des fonctions sur un espace est ne´cessairement commutative.
La ge´ome´trie non commutative est une adaptation du dictionnaire qui permet de passer ”d’alge`bre
commutative” a` ”espace” en remplacant, partout ou` il y a lieu, le mot commutatif par non com-
mutatif. Evidemment les choses ne sont pas si simples. Abandonner la commutativite´ implique de
profonds changements dans les de´finitions du dictionnaire, et requiert meˆme la cre´ation de notions
nouvelles. Ce sont d’ailleurs les plus inte´ressantes parce qu’elles traduisent des effets qui n’ont pas
d’e´quivalent dans le langage commutatif.
La de´finition de cet ”espace non commutatif” est l’objet du chapitre 1. L’accent est mis sur
l’aspect me´trique de ces espaces, a` travers la formule de´finissant la distance d entre deux e´tats τ ,
τ ′ (les de´finitions sont discute´es longuement dans le premier chapitre) d’une alge`bre A,
d(τ, τ ′) = sup
a∈A
{|τ(a)− τ ′(a)| / ‖[D, a]‖ ≤ 1}
ou` D est l’ope´rateur de Dirac agissant sur un espace de Hilbert support d’une repre´sentation de
l’alge`bre. Des proprie´te´s ge´ne´rales de cette formule sont mises en e´vidence, ainsi que d’importantes
simplifications quand A est une alge`bre de von Neumann, en particulier l’invariance de la distance
par projection (proposition 1.30).
Dans le deuxie`me chapitre, la formule de la distance est e´tudie´e pour des alge`bres de dimension
finie. On trouve que le cas le plus simple, A = Cn repre´sente´e sur H = Cn, n’est plus re´soluble
explicitement de`s n = 4. Deux cas particuliers de ge´ome´trie avec A = Cn - n quelconque - sont
e´tudie´s, ainsi que exemples avec des alge`bres de matrices. Le cas M2(C) permet notamment de
munir la sphe`re S2 d’une me´trique.
Dans le troisie`me chapitre, on e´tudie la distance pour des ge´ome´tries obtenues par produit de
l’espace-temps riemannien avec une ge´ome´trie discre`te. Des conditions sont e´tablies garantissant
que l’espace discret soit orthogonal, au sens du the´ore`me de Pythagore, a` l’espace continu. On
obtient ainsi une description comple`te de la me´trique pour un exemple de base de la ge´ome´trie non
commutative, le mode`le a` deux couches. On montre e´galement en toute ge´ne´ralite´ que la me´trique
d’une ge´ome´trie n’est pas perturbe´e quand on re´alise son produit avec une autre ge´ome´trie.
Le dernier chapitre e´tudie l’e´volution de la me´trique lorsque la ge´ome´trie est perturbe´e par des
champs de jauge. En se limitant a` la partie scalaire de ces champs, on calcule les distances dans
la ge´ome´trie du mode`le standard. Il apparait alors que le champ de Higgs est le coefficient d’une
me´trique riemannienne dans un espace de dimension 4 (continues) +1 (discre`te).
L’appendice contient des re´sultats techniques interme´diaires, isole´s afin de ne pas alourdir le
corps du texte.
On emploie la convention d’Einstein de sommation sur des indices re´pe´te´s, uniquement en
position alterne´e (haut-bas).
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Chapitre 1
Espace non commutatif
Avant de pre´ciser ce qu’est un espace non commutatif, il n’est pas inutile de rappeler en quoi
un espace ge´ome´trique, au sens usuel, est un espace commutatif. C’est une bonne manie`re de
pre´senter des re´sultats fondamentaux comme le theore`me de Gelfand ou la construction GNS et
d’introduire de´finitions et proprie´te´s dont nous ferons un usage intensif par la suite. On trouvera
les de´monstrations dans des traite´s d’alge`bres d’ope´rateurs tels que [65,35,47] ou dans [30] pour un
traitement plus oriente´ vers la ge´ome´trie non commutative.
I Topologie de l’espace non commutatif
I.1 Espace commutatif
Au sens le plus e´le´mentaire, faire de la ge´ome´trie c’est eˆtre capable de de´terminer si deux
e´le´ments sont voisins l’un de l’autre. C’est en effet sous cette condition qu’un ensemble prend le
nom d’espace. Mathe´matiquement, il s’agit de munir un ensemble X d’une topologie, c’est a` dire
de de´finir la notion de sous-ensemble ouvert (d’ou` celle de fonction continue). Quand la topologie
est suffisamment fine pour distinguer les points, X est dit se´pare´ (ou Hausdorff). X est compact
signifie que de tout recouvrement infini d’ouverts Ui -
∞⋃
i=1
Ui = X- on peut extraire un recouvrement
fini. On observe alors que l’ensemble C(X) des fonctions a` valeur complexe continues sur X est
une alge`bre complexe commutative qui, en tant qu’espace vectoriel, est comple`te pour la me´trique
induite par la norme
‖f‖ .= sup
x∈X
|f(x)| (1.1)
(C(X) est un espace de Banach). En tant qu’alge`bre C(X) est munie d’une involution ∗ naturelle
he´rite´e de la conjugaison complexe ainsi que d’une unite´ (la fonction constante 1). La norme ve´rifie
‖fg‖ ≤ ‖f‖ ‖g‖
(C(X) une alge`bre de Banach) ainsi que
‖f‖2 = ‖ff∗‖ (1.2)
(C(X) est une C∗-alge`bre). A tout espace topologique compact se trouve donc associe´e de manie`re
canonique une C∗-alge`bre complexe commutative avec unite´. Lorsque X est seulement localement
compact (tout point posse`de un voisinage compact), l’ensemble des fonctions continues est trop
grand pour permettre de retrouver l’information topologique de l’espace. On lui pre´fe`re la C∗-
alge`bre (sans unite´) C0(X) des fonctions continues s’annulant a` l’infini.
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Re´ciproquement, a` toute C∗-alge`bre complexe A commutative correspond l’espace localement
compact (pour la topologie *faible, cf. paragraphe I.I.3) K(A) des caracte`res de A. Un caracte`re
est un homomorphisme d’alge`bre (ne´cessairement surjectif)
µ : A → C.
Soulignons plusieurs proprie´te´s (1.3,1.4,1.6,1.7) des caracte`res, simples mais essentielles en ceci
qu’elles constituent le pivot de la ge´ne´ralisation au cas non commutatif. Tout d’abord lorsque A
posse`de une unite´ I, µ(I) = µ(I)2 d’ou`
µ(I) = 1. (1.3)
Il s’en suit qu’un e´le´ment inversible ne peut avoir pour image ze´ro ; donc a − µ(a)I n’est pas
inversible. Autrement dit, pour tout caracte`re µ et tout a de A,
µ(a) ∈ sp(a) (1.4)
ou sp(a), le spectre de a, est l’ensemble des valeurs λ telles que a−λI n’est pas inversible. Ensuite,
sachant que pour tout e´le´ment a d’une C∗-alge`bre complexe
sup
λ∈ sp(a)
|λ| ≤ ‖a‖ , (1.5)
l’e´galite´ e´tant atteinte pour les e´le´ments normaux (a∗a = aa∗), on observe que
‖µ‖ .= sup
a∈A
|µ(a)|
‖a‖ = 1. (1.6)
Enfin, on montre qu’un caracte`re e´value´ sur un e´le´ment autoadjoint a valeur dans R. En de´composant
tout a en e´le´ments autoadjoints, a = a1 + ia2 avec a1
.
= 12 (a
∗ + a) et a2
.
= i2 (a
∗ − a), il apparait
qu’un caracte`re pre´serve l’involution
µ(a∗) = µ(a1 − ia2) = µ(a1)− iµ(a2) = µ¯(a). (1.7)
Une forme line´aire de ce type est dite involutive.
A l’aide de ces proprie´te´s, on e´tablit (the´ore`me de Gelfand) que la transformation qui a` tout
a ∈ A associe l’application aˆ ∈ C0(K(A)),
aˆ(µ)
.
= µ(a),
est un *isomorphisme isome´trique (i.e. pre´servant l’involution et la norme) de A dans C0(K(A)).
Lorsque A est munie d’une unite´, K(A) est compact et A est *isomorphe a` l’ensemble des fonctions
continues sur K(A). Quand une alge`bre n’a pas d’unite´, on peut toujours lui en adjoindre une en
conside´rant l’alge`bre augmente´e. On suppose donc dore´navant, sauf mention contraire, que
les alge`bres ont une unite´ I. Avec cette convention, le the´ore`me de Gelfand signifie que toute
C∗-alge`bre complexe commutative peut-eˆtre vue comme l’alge`bre des fonctions continues sur son
espace des caracte`res.
Ainsi a` toute C∗-alge`bre complexe commutative A est associe´ un espace compact K(A), tandis
qu’a` tout espace compact X est associe´ une *alge`bre commutative C(X). Le the´ore`me de Gelfand
assure que
A −→ K(A) −→ C(K(A)) ∼ A.
A l’inverse on montre que l’espace des caracte`res de C(X) n’est autre que X,
X −→ C(X) −→ K(C(X)) ∼ X.
Dans un langage plus rigoureux30, la cate´gorie des C∗-alge`bres commutatives complexes avec unite´
est e´quivalente a` la cate´gorie (oppose´e) des espaces compacts. Sans entrer dans le de´tail du langage
des cate´gories, soulignons l’importante conse´quence de cette e´quivalence :
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Proposition 1.1. Deux C∗-alge`bre complexes commutatives sont isomorphes si et seulement si
leurs espaces de caracte`res sont home´omorphes.
De manie`re plus ge´ne´rale, toute l’information topologique d’un espace compact est contenue
dans C(X). Soulignons que ceci reste vraie pour l’alge`bre des fonctions lisses C∞ (M) sur une
varie´te´ compacte M : bien que C∞ (M) ne soit pas une C∗-alge`bre mais seulement une sous-
alge`bre dense de C(M), tout caracte`re de C∞ (M) s’identifie a` un point de M . Deux points de
vue sont possibles ; classiquement on prend les points x comme objet premier et on interpre`te les
re´sultats de l’expe´rience comme des e´valuations d’observables sur ces points, ou bien on conside`re les
observables f comme premie`res et les points sont, par de´finition, les objets e´valuant les observables.
Quand l’espace peut eˆtre munie d’une topologie, c’est a` dire quand les observables (vues comme
fonctions continues) commutent, ces deux points de vue sont e´quivalents,
x(f) = f(x),
et les points sont les caracte`res de l’alge`bre des observables. Mais en me´canique quantique la
partie droite de l’e´quation, l’e´valuation d’une observable en un point, est mal de´finie. En revanche
l’ensemble des observables est bien de´fini et c’est une alge`bre non commutative. Pour donner sens
a` la partie gauche de l’e´quation, il suffit de trouver l’objet e´quivalent au caracte`re pour une alge`bre
non commutative.
I.2 Construction GNS
Lorsque A est une C∗-alge`bre complexe non commutative, ses caracte`res ne forment pas un
ensemble localement compact. Ils ne sont d’ailleurs pas inte´ressants en regard de la non commuta-
tivite´ puisqu’un caracte`re, par nature, identifie ab a` ba (ab−ba a pour image zero). Ne´ammoins, a` la
lumie`re du the´ore`me de Gelfand, les C∗-alge`bres non commutatives sont le candidat ide´al pour jouer
le roˆle d’alge`bre des fonctions d’un ”espace non commutatif”. En tant qu’ensemble, cet espace est
compose´ des formes line´aires sur l’alge`bre qui ve´rifient les proprie´te´s des caracte`res, excepte´es celles
ayant trait a` la commutativite´ (a` savoir la multiplicativite´ : µ(ab) = µ(a)µ(b) = µ(b)µ(a) = µ(ba)).
De´finition 1.2. Un e´tat sur une C∗-alge`bre complexe est une forme C-line´aire positive de norme 1.
S(A) de´signe l’ensemble des e´tats de l’alge`bre A.
On rappelle qu’un e´le´ment a est positif s’il est autoadjoint et sp(a) ⊂ [0,+∞[ ou, de manie`re
e´quivalente, s’il existe un e´le´ment b tel que a = b∗b. L’ensemble des e´le´ments positifs est note´ A+
et une forme line´aire τ est positive si τ(A+) = C+ = R+. On montre [35, Th. 4.3.2] qu’une forme
line´aire τ sur une alge`bre de Banach avec unite´ est positive si, et seulement si, elle est borne´e et
‖τ‖ = τ(I). Par conse´quent un e´tat se de´finit de manie`re e´quivalente comme une forme C-line´aire
positive satisfaisant
τ(I) = 1, (1.8)
ou encore comme une forme C-line´aire borne´e telle que
‖τ‖ = τ(I) = 1. (1.9)
La positivite´ est une condition ne´cessaire mais non suffisante pour garantir l’involutivite´. Cependant
quand l’alge`bre a une unite´ la positivite´ implique [65, Lem. 9.11], et donc e´quivaut a`,
τ(a∗) = τ¯(a). (1.10)
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La proprie´te´ (1.4) n’est pas ve´rifie´e pour les e´tats. A la place il apparait [35, Prop. 4.3.3] que
pour tout λ ∈ sp(a), il existe un e´tat τ tel que τ(a) = λ. Avec (1.5), il vient pour tout e´le´ment
normal a
‖a‖ = sup
τ∈S(A)
|τ(a)|. (1.11)
Lorsque A n’est pas commutative, la transformation de Gelfand (vue comme une application de
A dans les fonctions sur S(A)) n’est pas une isome´trie, sauf pour les e´le´ments normaux dans la
mesure ou`
‖aˆ‖ .= sup
τ∈S(A)
|τ(a)| = ‖a‖ .
L’espace des e´tats est convexe. Les points extre´maux, c’est a` dire les e´tats τ pour lesquels il
n’existe pas d’e´tats τ1, τ2 6= τ et de nombre t ∈ [0, 1] tels que τ = tτ1+ (1− t)τ2, sont appele´s e´tats
purs. Dans le cas commutatif, les caracte`res s’identifient aux e´tats purs. Par analogie ce sont les
e´tats purs de A, note´ P(A), qui tiennent lieu de ”points” pour l’espace non commutatif. Il s’agit
d’une analogie, non d’une de´finition stricte. Pour certains re´sultats, on sera amene´ en prendre en
compte des e´tats non purs.
Les e´tats de A constituent le socle de l’espace non commutatif en ceci aussi qu’ils garantissent,
par la construction GNS (Gelfand-Naimark-Segal), de pouvoir travailler concre`tement avec A vue
comme sous alge`bre de l’alge`bre des ope´rateurs borne´s sur l’espace de Hilbert
Hτ .= A/Nτ ,
ou` la barre sur A/Nτ signifie la comple´tion au sens de la norme de´duite du produit scalaire et
Nτ
.
= {a ∈ A /τ(a∗a) = 0} (1.12)
est un ide´al a` gauche de A appele´ noyau gauche de τ . Les vecteurs de Hτ sont note´s a .= a +Nτ ,
et le produit scalaire est
〈a, b〉 .= τ(a∗b).
L’*homomorphisme de C∗-alge`bre πτ associe a` tout a ∈ A l’ope´rateur borne´
πτ (a) : b 7→ ab.
On note ξτ
.
= I de sorte que
〈ξτ , πτ (a)ξτ 〉 = τ(a). (1.13)
Par de´finition, un *homorphisme d’une C∗-alge`bre A dans l’ensemble B(H) des ope´rateurs
borne´s sur un espace de HilbertH est une repre´sentation deA surH. πτ est appele´e la repre´sentation
cyclique induite par τ car ξτ est un vecteur cyclique (πτ (A)ξτ = A/Nτ ). Une repre´sentation π sur
H est dite irre´ductible si les seuls sous-espaces de H invariants sous l’action de π(A) sont 0 et H
lui-meˆme. On montre que πτ est irre´ductible si et seulement si τ est un e´tat pur. Pour tout e´tat τ ,
la repre´sentation GNS ne pre´serve a priori pas la norme. On a simplement
‖πτ (a)‖2 .= sup
b∈Hτ
‖πτ (a)b‖2
‖b‖2 = supb∈A
τ(b∗a∗ab)
τ(b∗b)
≤ ‖a‖2 , (1.14)
car la positivite´ de τ implique τ(b∗a∗ab) ≤ ‖a∗a‖ τ(b∗b) [30, p. 30]. Ne´ammoins pour un a donne´,
il existe au moins une repre´sentation GNS isome´trique. En effet, d’apre`s (1.11) il existe un e´tat τa
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tel que |τa(a∗a)| = ‖a‖2. Avec (1.13), on obtient ‖πτa(a)ξτa‖ = ‖a‖2. Comme ‖ξτa‖ = τa(I) = 1 par
(1.8), l’ine´galite´ (1.14) devient
‖πτa(a)‖ = ‖a‖ .
En prenant la somme directe des πτa lorsque a parcourt A on de´finit une repre´sentation isome´trique
π de A, d’ou` le the´ore`me de Gelfand-Naimark :
The´ore`me 1.3. Toute C∗-alge`bre complexe a une repre´sentation isome´trique en tant que sous-
alge`bre de l’alge`bre B(H) des ope´rateurs borne´s sur un espace de Hilbert.
H est appele´ le support de la repre´sentation. Souvent on travaille avec l’alge`bre repre´sente´e plutoˆt
qu’avec l’alge`bre de´finie abstraitement et on omet le symbole π quand il n’y a pas d’ambiguite´.
Terminons ce rapide survol par une remarque simple mais utile de`s la section suivante :
ker πτ ⊂ Nτ ⊂ ker τ. (1.15)
Pour montrer la seconde inclusion, il faut savoir que le noyau gauche est de´fini de manie`re e´quivalente
a` (1.12) par30
Nτ = {a ∈ A / τ(b∗a) = 0, ∀ b ∈ A} (1.16)
de sorte que a ∈ Nτ implique τ(Ia) = 0. La premie`re inclusion est imme´diate car πτ (a) = 0 signifie
que aI = a = 0. Une repre´sentation π est dite fide`le lorsque ker π = 0. Un e´tat τ est fide`le quand
Nτ = 0. La repre´sentation GNS associe´e a` un e´tat fide`le est donc fide`le.
I.3 Etat pur et projecteur
A tout vecteur normalise´ ξ d’un espace de Hilbert H est associe´ de manie`re naturelle un pro-
jecteur orthogonal S ∈ B(H) (S∗ = S = S2) de rang 1 de´fini par
S ζ = 〈ξ, ζ〉 ξ
pour tout vecteur ζ de H. En particulier a` tout e´tat τ correspond un projecteur (dore´navant on
sous entend orthogonal) Sτ ∈ B(Hτ ) de rang 1 tel que
Sτπτ (a)Sτζ = 〈ξτ , πτ (a)ξτ 〉〈ξτ , ζ〉ξτ = τ(a)Sτ ζ,
c’est a` dire
Sτπτ (a)Sτ = τ(a)Sτ . (1.17)
Malheureusement comme πτ n’est pas surjective, Sτ n’est pas force´ment l’image d’un e´le´ment de A ;
or dans les calculs de distance des sections suivantes, l’appartenance du projecteur a` l’alge`bre est
un e´le´ment simplificateur extre`mement utile. C’est pourquoi il est important de savoir dans quels
cas tout ou partie de l’espace des e´tats est en correspondance avec des projecteurs de l’alge`bre.
Cette question trouve une re´ponse dans la the´orie des alge`bres de von Neumann. On commence
par rappeler, sans preuve, les points principaux de cette the´orie qui permettent d’e´crire (1.17) au
niveau de l’alge`bre sans re´fe´rence a` une repre´sentation. Ce sont des re´sultats classiques qu’on trouve
en particulier, outre les ouvrages de´ja` cite´es, dans [60]. Pour les notions de topologie plus ge´ne´rales
on renvoie a` [52].
L’espace vectoriel B(X,C) des application line´aires borne´es a` valeur complexe sur un espace de
Banach X est lui meˆme un espace de Banach pour la norme d’ope´rateur (1.1). Cet espace note´ X∗
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est appele´ espace dual de X. Lorsque l’espace de Banach est une C∗-alge`bre A, ses e´tats sont des
formes line´aires borne´es donc
S(A) ⊂ A∗.
Lorsqu’un espace de Banach X est le dual d’un autre espace de Banach Y , alors Y est appele´
pre´dual de X et l’on note Y = X∗. Quand X est e´galement un espace de Hilbert (i.e. sa norme
provient d’un produit interne), alors X∗ s’identifie a` X par le the´ore`me de Riesz de sorte qu’un
espace de Hilbert est son propre (pre´)dual. Mais de fac¸on ge´ne´rale un espace de Banach n’a pas
force´ment de pre´dual.
De´finition 1.4. Une C∗-alge`bre A complexe est appele´e W ∗-alge`bre lorsque A est le dual d’un
espace de Banach.
Il apparait alors [60, Cor. 1.13.3] qu’il n’y a qu’un seul pre´dual A∗, appele´ le pre´dual de A.
A est munie naturellement de la topologie uniforme de´finie par la norme (les ouverts sont les
boules ouvertes). De meˆme que la transformation de Gelfand est un *isomorphisme isome´trique
entre une C∗-alge`bre complexe commutative et l’alge`bre des fonctions continues sur ses caracte`res,
en tant qu’espace de Banach A est isome´triquement home´omorphe a` un sous-espace de son double
dual A∗∗ par la correspondance
a ∈ A ←→ aˆ ∈ A∗∗ : aˆ(f) = f(a) pour tout f de A∗.
Applique´e au pre´dual, ceci implique que
A∗ ⊂ A∗.
On de´finit sur A la topologie faible σ(A,A∗) comme la topologie la plus faible pour laquelle
tout e´le´ment de A∗ est continu. On rappelle qu’une topologie T1 est plus faible qu’une topologie
T2 lorsque tout ensemble ouvert au sens de T1 est e´galement ouvert au sens de T2. Comme A∗ est
par de´finition l’ensemble des formes line´aires borne´es sur A, et que tout forme line´aire borne´e est
continue pour la topologie uniforme, la topologie faible est plus faible que la topologie uniforme.
En tant que dual de A∗, une W ∗-alge`bre A est e´galement munie de la topologie *faible σ(A,A∗)
de´finie comme la plus faible topologie pour laquelle tout e´le´ment x de A∗, vu comme forme line´aire
borne´e xˆ sur A, est continu. A noter que c’est au sens de cette topologie *faible que l’espace des
caracte`res de A, vu comme sous ensemble du dual de A, est compact.
Une proprie´te´ importante des topologies σ stipule que pour un espace de Banach X et un
ensemble Y de formes line´aires sur X, alors l’ensemble des formes σ(X,Y )-continues sur X est
pre´cise´ment Y . En clair A∗ est l’ensemble des formes line´aires borne´es *faiblement continues sur
A. De telles formes sont dites normales et on montre [65, Lem. III.3.6] qu’a` toute forme normale
positive non nulle φ correspond un unique projecteur non nul sφ ∈ A, appele´ support de φ, tel que
φ est fide`le sur sφAsφ et φ = φ(sφ.) = φ(.sφ) = φ(sφ.sφ). L’ensemble des e´tats normaux est
S(A)∗ .= S(A) ∩A∗.
Pour de´terminer si un e´tat est normal, il est utile de savoir qu’une forme line´aire borne´e φ est
normale si et seulement si
φ
(∑
i∈I
ei
)
=
∑
i∈I
φ(ei)
pour toute famille {ei}i∈I de projecteurs de A orthogonaux deux a` deux, I ⊂ N. Une telle famille
est line´airement inde´pendante de sorte que si A est de dimension finie, I est de cardinalite´ finie et la
proprie´te´ est ve´rifie´e par line´arite´. En d’autres termes tous les e´tats d’uneW ∗-alge`bre de dimension
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finie sont normaux. D’apre`s (1.15) la repre´sentation GNS associe´e a` un e´tat fide`le est fide`le si bien
que le support sτ d’un e´tat normal ve´rifie
τ(sτasτ ) = τ(asτ ) = τ(sτa) = τ(a) pour tout a ∈ A, (1.18)
πτ est injective sur sτAsτ . (1.19)
Les projecteurs sont des e´le´ments positifs et l’ensemble des projecteurs d’une W ∗-alge`bre est
munie de la relation d’ordre q ≤ p⇔ p−q ∈ A+. Le support peut-eˆtre vu comme le comple´mentaire
orthogonal de la plus grande projection p annulant τ , sτ = I− p, et on a [60, Def. 1.14.2]
Nτ = A(I− sτ ). (1.20)
A noter que deux e´tats de support identique, bien qu’ayant le meˆme noyau gauche, ne sont pas
ne´cessairement e´gaux.
Graˆce a` (1.20) il est clair que dans Hτ
sτ = I = ξτ .
On serait tente´ d’identifier πτ (sτ ) au projecteur Sτ de l’e´quation (1.17). C’est vrai lorsque l’e´tat est
pur. Si τ n’est pas pur, πτ n’est pas irre´ductible et tout projecteur de rang 1 n’est pas repre´sentation
d’un e´le´ment de l’alge`bre. Pour e´tablir la correspondance e´tat pur- projecteur de rang 1, on a besoin
de quelques e´le´ments de la the´orie des repre´sentations des W ∗-alge`bres (the´orie des alge`bres de von
Neumann).
Par de´finition une W ∗-alge`bre est comple`te pour la norme, donc ferme´e pour la topologie uni-
forme. En revanche elle n’est pas ne´cessairement ferme´e pour la topologie *faible. Cependant toute
W ∗-alge`bre est isome´triquement *isomorphe a` une alge`bre *faiblement ferme´e. Avant de pre´ciser
ce re´sultat, soulignons que l’ensemble B(H) des ope´rateurs borne´s sur un espace de Hilbert est
une W ∗-alge`bre. De meˆme toute sous-alge`bre de B(H) autoadjointe (i.e. stable sous l’involution),
munie d’une unite´ et ferme´e pour la topologie *faible est une W ∗-alge`bre, appele´e alge`bre de von
Neumann.
Un W ∗-homomorphisme Φ entre deux W ∗-alge`bres est par de´finition un *homomorphisme con-
tinu pour les topologies *faibles. Une W ∗-repre´sentation sur H d’une W ∗-alge`bre A est un W ∗-
homomorphisme deA dans B(H). Comme l’image deA par unW ∗-homomorphisme est *faiblement
ferme´e [60, Prop. 1.16.2], toute W ∗-repre´sentation de A sur H est une alge`bre de von Neumann. Si
τ est un e´tat normal, la repre´sentation GNS πτ est une W
∗-repre´sentation. La somme directe des
πτ pour τ ∈ S(A)∗ est une W ∗-repre´sentation fide`le. Comme tout *isomorphisme de C∗-alge`bres
est isome´trique [35, Thm. 4.1.8], il apparait que toute W ∗ alge`bre admet une W ∗-repre´sentation
isome´trique en tant qu’alge`bre de von Neumann. Ce re´sultat constitue une version ”pour W ∗−
alge`bres” du the´ore`me de Gelfand-Naimark.
En notant P(A)∗ .= P(A) ∩ A∗ l’ensemble des e´tats purs normaux, on montre alors que :
Lemme 1.5. Soient ω ∈ P(A)∗ de support sω, et Sω le projecteur de rang 1 sur ξω . Alors
πω(sω) = Sω.
Preuve. On rappelle que le commutant B′ d’une sous-alge`bre B de B(H) est l’ensemble des e´le´ments
de B(H) commutant avec tous les e´le´ments de B. Le double commutant B′′ est le commutant du
commutant. Puisque ω est pur πω est une repre´sentation irre´ductible donc [47, Thm. 4.1.12]
πω(A)′′ = B(Hω).
Puisque ω est normal, πω(A) est une alge`bre de von Neumann et, the´ore`me du bicommutant,
πω(A) = πω(A)′′.
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Ainsi πω est surjective sur B(Hω). Soit {si} l’ensemble des images inverses de Sω par πω. Comme
ω(si) = 〈ξω, sωξω〉 = 1,
I − si ∈ Nω donc, d’apre`s la remarque pre´ce´dent l’e´quation (1.20), I − si ≤ I − sω d’ou` sω ≤ si
et πω(sω) ≤ Sω. Le sous-espace de H invariant par sω, inclus dans ξω selon [35, Prop. 2.5.2], ne
peut-eˆtre que ξω ou` 0. Comme π(sω) n’est pas nul d’apre`s (1.19), πω(sω) = Sω. 
Pour les calculs de distance a` venir, on utilisera le corollaire suivant qui prouve e´galement que deux
e´tats purs normaux de meˆme support sont identiques.
Corollaire 1.6. Soit sω le support d’un e´tat pur normal ω d’une W
∗-alge`bre A, alors pour tout
a ∈ A
sωasω = ω(a)sω. (1.21)
Preuve. La preuve est imme´diate par application du lemme 1.5 sur (1.17), en se souvenant que πω
est injective sur l’alge`bre sωAsω dont sωasω − ω(a)sω est e´le´ment. 
L’e´quation (1.21) est bien l’e´quivalent de (1.17) au niveau de l’alge`bre, inde´pendamment d’un
choix de repre´sentation. Pour que ceci ait un sens il faut bien entendu que P(A)∗ ne soit pas vide.
Il apparait qu’uneW ∗-alge`bre A (sur un espace de Hilbert se´parable) a des e´tats purs normaux de`s
lors que sa de´composition inte´grale relativement a` son centre contient un facteur de type I. Pour les
exemples physiques des chapitres suivants, il n’est pas ne´cessaire d’aller si loin dans la classification
des alge`bres de von Neumann. Le mode`le standard met en jeu des alge`bres de dimension finie pour
lesquelles on sait que P(A)∗ = P(A).
En notation de Dirac, le corollaire 1.6 ne dit rien d’autre que
|ξ〉〈ξ|a|ξ〉〈ξ|= 〈ξ|a|ξ〉|ξ〉〈ξ|. (1.22)
Pour passer de (1.21) a` (1.22), il faut associer un vecteur ξ au support sω, c’est a` dire repre´senter le
support comme projecteur sur un espace de Hilbert. Le choix naturel est la repre´sentation GNS πω
qui donne ξ = ξω. Lorsque plusieurs e´tats sont en jeu, chacune des repre´sentations GNS est le´gitime
et il est important de connaˆıtre l’image, par la repre´sentation GNS lie´e a` un e´tat, du support d’un
autre e´tat.
Lemme 1.7. Soient s1, s2 les supports de ω1, ω2 ∈ P(A)∗ et {π1,H1}, {π2,H2} les repre´sentations
GNS associe´es. Alors soit π1(s2) = π2(s1) = 0, soit π1(s2) et π2(s1) sont des projecteurs de rang 1.
Preuve. Puisque π2 est un *homomorphisme, π2(s1) est un projecteur. S’il est non nul, il existe au
moins un vecteur norme´ ξ ∈ H2 tel que
π2(s1)ξ = ξ. (1.23)
Comme π2 est irre´ductible, ξ est cyclique [47, Th. 5.1.5] et de´finit un e´tat
ωξ(a)
.
= 〈ξ, π2(a)ξ〉. (1.24)
Cet e´tat est pur [ibid. Thm. 5.1.7] et π2 est unitairement e´quivalente a` la repre´sentation GNS πξ
associe´e a` ωξ. Par (1.24) et (1.23) ωξ(s1) = 〈ξ, ξ〉 = 1, si bien qu’en utilisant (1.21)
ωξ(s1as1) = ω1(a)ωξ(s1) = ω1(a).
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D’autre part comme s∗1 = s1,
ωξ(s1as1) = 〈π2(s1)ξ, π2(a)π2(s1)ξ〉 = 〈ξ, π2(a)ξ〉 = ωξ(a).
Autrement dit ωξ = ω1, donc π1 = πξ qui est unitairement e´quivalente a` π2. Le rang d’un ope´rateur
est invariant par transformation unitaire et π1(s1) est de rang 1, donc π2(s1) est de rang 1. Ainsi
π2(s1) est soit nul soit de rang 1.
Si π2(s1) est non nul, alors π2 est e´quivalente a` π1 donc π1(s2) est de rang 1. En permutant
les indices on montre de la meˆme manie`re que si π1(s2) est non nul, alors π2(s1) est de rang 1.
Autrement dit si π2(s1) = 0 implique π1(s2) = 0. On montre similairement l’e´quivalence dans
l’autre sens, d’ou` le re´sultat. 
Au meˆme titre que (1.22), la relation pour deux vecteurs norme´s distincts ξ et ζ
|ξ〉〈ζ|a|ξ〉〈ζ|= 〈ζ|a|ξ〉|ξ〉〈ζ| (1.25)
admet une e´criture au niveau de l’alge`bre. Pour la de´terminer, il convient associer un e´le´ment
de l’alge`bre a` tout couple d’e´tats purs normaux ω1, ω2. Notons d’abord les e´quivalences simples
suivantes :
Lemme 1.8. ω1(s2) = 0⇐⇒ s2s1 = 0⇐⇒ s1s2 = 0⇐⇒ ω2(s1) = 0.
Preuve. L’e´quivalence centrale est obtenu graˆce a` l’involution. Que sisj = 0 entraine ωj(si) = 0
vient de (1.21) (en remarquant bien entendu que sj n’est pas nul sinon ωj = 0). De meˆme ωj(si) = 0
signifie que sjsisj = 0, soit encore (sisj)
∗sisj = 0 d’ou`, en prenant la norme, sisj = 0. 
Ceci permet d’e´crire (1.25) dans l’alge`bre, malheureusement de manie`re non univoque.
Lemme 1.9. Soient ω1, ω2 ∈ P(A)∗, s1, s2 leurs supports et π1 la repre´sentation GNS associe´e a`
ω1. Alors il existe une forme line´aire ω12 sur A et un e´le´ment s12 de l’alge`bre tels que pour tout
a ∈ A
s1as2 = ω12(a)s12 + ka si π1(s2) 6= 0,
= ka si π1(s2) = 0,
ou` ka est dans le noyau de π1.
Preuve. Si π1(s2) = 0, alors s1as2 ∈ ker π1. Si π1(s2) est non nul, c’est un projecteur de rang 1
selon le lemme 1.7 et on note ξ2 ∈ H1 son vecteur propre norme´ (de´fini a` une phase pre`s). On pose
ξ1 = I. Alors
π1(s1as2) = ω12(a)S12
ou` ω12(a) = 〈ξ1, π1(a)ξ2〉 et S12 ∈ B(H1) est l’ope´rateur tel que
S12ζ = 〈ξ2, ζ〉ξ1
pour tout ζ ∈ H1. Comme π1 est irre´ductible et π1(A) est une alge`bre de von Neumann, π1(A) =
B(H1) si bien qu’il existe au moins un e´le´ment s12 ∈ π−11 (S12). Ainsi s1as2− ω12(a)s12 ∈ ker π1. 
s12 est de´fini inde´pendamment de a mais pas ka. Ce lemme est moins pre´cis que le corollaire 1.6
mais l’ambiguite´ ”modulo un e´le´ment du noyau” est leve´e si π1 est fide`le, ce qui est le cas quand
ω1 est fide`le. Reque´rir d’un e´tat qu’il soit pur, normal et fide`le re´duit dangereusement le champ
d’investigation. La` encore la difficulte´ n’apparait pas dans les exemples physiques puisqu’ils font
intervenir des alge`bres de matrices pour lesquelles toute repre´sentation irre´ductible est fide`le. A
noter que lorsque s1s2 6= 0,
s12 =
s1s2
〈ξ1, ξ2〉 .
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I.4 C∗-alge`bre re´elle
Le plus souvent les C∗-alge`bres sont prises sur le corps des complexes et tous les re´sultats ci-
dessus sont vrais sous cette hypothe`se. Si C peut-eˆtre vue comme une alge`bre complexe ou re´elle,
l’alge`bre des quaternions H qui apparait dans la description non commutative du mode`le standard
est une alge`bre sur R mais pas sur C. Il est donc important de connaitre les proprie´te´s du cas
complexe qui restent vraies dans le cas re´el. La plupart des de´finitions ont une traduction simple.
Ainsi une C∗-alge`bre re´elle A est une ∗-alge`bre norme´e comple`te satisfaisant
‖ab‖ ≤ ‖a‖ ‖b‖ , ‖a∗a‖ = ‖a‖2
ainsi que28
1 + a∗a est inversible pour tout a.
Cette condition supple´mentaire, qui dans le cas complexe est une conse´quence de la de´finition, doit
ici eˆtre impose´e a` la main. Elle est importante puisqu’elle interdit par exemple de voir C muni de
l’involution identite´ (a∗ = a pour tout a) comme une C∗-alge`bre re´elle (puisqu’alors 1 + i∗i = 0).
A priori un e´tat d’une alge`bre re´elle devrait eˆtre une forme positive R-line´aire a` valeur dans R
de norme 1. Ce n’est toutefois pas la de´finition consacre´e [28, p. 44].
De´finition 1.10. Un e´tat re´el τ sur une C∗-alge`bre re´elle est une forme positive, R-line´aire, a`
valeur dans R telle que
τ(I) = 1 et τ(a∗) = τ(a).
Cette de´finition est analogue a` (1.8), si ce n’est qu’elle inclut l’involutivite´ (1.10) alors que c’e´tait
une conse´quence de la positivite´ dans le cas complexe. Par exemple l’application x+ iy 7−→ x+ y
est une forme R-line´aire sur C, positive, envoyant 1 sur 1 mais elle n’est pas involutive. A noter
[ibid, p. 51] qu’une forme R-line´aire τ telle que τ(I) = 1 est un e´tat si et seulement si elle est borne´e
et de norme 1. Un e´tat re´el se de´finit donc aussi comme une forme R-line´aire τ borne´e telle que
‖τ‖ = τ(I) = 1. (1.26)
La proprie´te´ (1.11) reste vraie dans le cas re´el, au moins pour les e´le´ments positifs. Concernant les
supports des e´tats normaux, il n’est pas ne´cessaire pour ce qui nous concerne de savoir si de pareils
objets existent dans le cas re´el. On se contentera le cas e´che´ant d’exhiber des projecteurs e´le´ments
de l’alge`bre satisfaisant (1.21).
En fait la de´finition (1.26) est un de´calque de (1.9). Plutoˆt que de voir un e´tat comme une
forme positive de norme 1 (ce qui n’est pas, rappelons le, la de´finition d’un e´tat re´el), il est plus
judicieux de prendre (1.9) pour de´finir un e´tat sur une C∗-alge`bre, avec unite´, de corps de re´fe´rence
quelconque : un e´tat sur une alge`bre quaternionique est une forme H-line´aire τ de norme τ(I) = 1.
Cette de´finition est encore imparfaite : H n’e´tant pas commutative, τ peut-eˆtre line´aire a` gauche
ou` a` droite. Nous reviendrons sur ce point dans le chapitre suivant.
La notion d’e´tat re´el reste valide pour une C∗-alge`bre complexe A. Tout e´tat re´el τR de A de´finit
une forme C-line´aire positive
τ(a) = Ξ(τR)(a)
.
= τR(a1) + iτR(a2),
ou` a = a1 + ia2 est la de´composition en e´le´ments autoadjoints, cf (1.7). Puisque τ(I) = 1, τ est un
e´tat au sens de la de´finition 1.2. Si Ξ(τR) = Ξ(τ
′
R
), alors τR et τ
′
R
co¨ıncident sur tout a1 autoadjoint
(et ia2 antiautoadjoint) donc sur tout A et Ξ est une injection. A l’inverse tout e´tat τ de´finit un
e´tat re´el Re(τ). Si Re(τ) = Re(τ ′), τ et τ ′ co¨ıncident sur tout a1 autoadjoint et, par line´arite´,
sur tout ia2. Donc τ = τ
′ et Ξ est une bijection. Si τ est pur il en est de meˆme pour Re(τ) –
Re(τ) = tRe(τ ′) + (1− t)Re(τ ′′) implique τ(a1) = tτ ′(a1) + (1− t)τ ′′(a1), idem pour ia2 et τ n’est
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pas pur– et si τ n’est pas pur alors Re(τ) n’est pas pur. Autrement l’ensemble des e´tats re´els purs
d’une alge`bre complexe est en bijection avec l’ensemble de ses e´tats purs,
PR(A) ≃ P(A).
En particulier PR(C∞ (M)) = {Re(ωx)} ou` ωx ∈ P(C∞ (M)) de´signe l’evaluation au point x. Dans
le mode`le standard (cf chapitre 4), C∞ (M) est vue comme alge`bre re´elle C∞
R
(M). L’involution,
l’identite´ et les e´le´ments positifs sont identiques au cas complexe, en conse´quence
P(C∞R (M)) = PR(C∞(M)). (1.27)
II Ge´ome´trie spinorielle
Outre la topologie, l’espace physique est muni d’une structure diffe´rentielle et d’un espace
de degre´s de liberte´ internes (le spin en me´canique quantique, l’isospin pour le mode`le stan-
dard). De meˆme que les proprie´te´s topologiques traduites en terme d’alge`bre commutative, l’objet
mathe´matique utilise´ pour de´crire l’espace de la the´orie quantique des champs, la varie´te´ a` spin, a
une de´finition alge´brique. Privile´gier cette dernie`re rend possible son adaptation aux espaces non
commutatifs. On pre´sente ici la construction de la structure de spin par les modules de Clifford (cf.
[30] pour un expose´ de´taille´) plutoˆt que la construction en fibre´ principal souvent de´veloppe´e11,29,48.
II.1 Module de Clifford
On noteM une varie´te´ compacte, TxM l’espace vectoriel re´el des vecteurs en x (l’espace tangent)
et T ∗xM son dual, l’espace des 1-formes en x (espace cotangent). Dans la carte xµ, on de´signe par
{dxµ} et {∂µ} les bases des espaces cotangent et tangent.
Un K-fibre´ vectoriel E
π−→ M est un espace topologique localement home´omorphe au produit
Ui×F , ou` Ui est un ouvert deM et F un espace vectoriel sur un corps K, π de´signant la projection
de E sur M . Pour tout x de M , Ex
.
= π−1(x), la fibre au dessus de x, est isomorphe a` F . Une
section locale σi de E est une application de Ui dans E telle que π ◦ σi soit l’identite´ de Ui. Si
r est la dimension de F , une section locale est la donne´e de r fonctions de Ui dans R, appele´es
composantes de la section. Une section locale est diffe´rentiable (continue) quand ces composantes
sont des fonctions diffe´rentiables (continues) sur M . Une section diffe´rentiable (continue) est une
collection de sections locales diffe´rentiables (continues) {σi} telle que l’union des Ui soit un recou-
vrement de M . On note Γ∞(E) (resp. Γ(E)) l’ensemble des sections diffe´rentiables (continues) de
E. C’est le module (par convention, a` droite) sur l’alge`bre C∞ (M) (resp. C(M)) des fonctions
lisses (continues) sur M ,
(σ1 + σ2f)(x)
.
= σ1(x) + σ2(x)f(x) (1.28)
pour tout σ1, σ2 ∈ Γ∞(E). En prenant F = Rn, ou` n est la dimension de M , et π−1(x) = TxM , on
construit le fibre´ vectoriel re´el TM , appele´ fibre´ tangent. L’ensemble des sections X (M) .= Γ∞(TM)
est l’ensemble des champs de vecteurs lisses sur M . De manie`re analogue, on construit le fibre´
cotangent T ∗M dont les sections Ω1(M) .= Γ∞(T ∗M) sont les champs de 1-forme.
Une me´trique riemannienne g est une application biline´aire syme´trique (g(X,Y ) = g(Y,X)),
de´finie positive (g(X,X) > 0 pour X 6= 0) de X (M) × X (M) dans C∞ (M). Si g est seulement
non de´ge´ne´re´e (g(X,Y ) = 0 pour tout Y ⇒ X = 0), la me´trique est dite pseudo-riemannienne.
Dans les deux cas, g de´finit une bijection de C∞ (M)-module entre X (M) et Ω1(M), la bijection
musicale ♭♯
X (M)→ Ω1(M) : X 7→ X♭ tel que X♭(Y ) .= g(X,Y ),
Ω1(M)→ X (M) : ̟ 7→ ̟♯ tel que g(̟♯, Y ) .= ̟(Y ),
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ou` ̟(.),X♭(.) de´signent l’action par dualite´ de Ω1(M) sur X (M). Le gradient d’une fonction f ∈
C∞ (M) est par de´finition
grad f
.
= df ♯. (1.29)
La me´trique induit une forme biline´aire syme´trique de´finie positive (ou seulement non de´ge´ne´re´e
dans le cas pseudo-riemannien) sur Ω1(M), pareillement note´e g,
g(̟1,̟2)
.
= g(̟♯1,̟
♯
2). (1.30)
En tout x, TxM et T
∗
xM sont munis de la norme de
‖grad f‖ .= g(grad f¯ , grad f) = g(df¯ , df) .= ‖df‖ . (1.31)
L’alge`bre exte´rieure ΛV sur un espace vectoriel re´el V est l’alge`bre formelle ge´ne´re´e par un
e´le´ment identite´ I et les produits v1 ∧ ... ∧ vk avec v1, vk ∈ V , k ≤ dim V , v1 ∧ v2 = −v2 ∧ v1 et
I ∧ v = v. Lorsque V est munie d’une forme biline´aire non de´ge´ne´re´e g, syme´trique a` valeur dans
R, on construit l’alge`bre de Clifford Cl(V, g) en ”quantifiant” la relation d’anticommutation de
l’alge`bre exte´rieure a` l’aide de g. Concre`tement, Cl(V, g) en tant qu’espace vectoriel est identique
a` ΛV mais le produit est de´fini de sorte que
uv + vu = 2g(u, v)I (1.32)
pour tout u, v ∈ V . Avec V C .= V + iV le complexifie´ de V et l’extension de g, g(u, v + iw) =
g(u, v) + ig(u,w), on construit de la meˆme manie`re l’alge`bre de Clifford complexe Cl(V ). On omet
g dans la notation car toutes les formes non de´ge´ne´re´es sur V + iV donnent des alge`bres de Clifford
isomorphes. On obtient ainsi [30, Lem. 5.5]
Cl(R2m) ≃M2m(C) et Cl(R2m+1) ≃M2m(C)⊕M2m(C). (1.33)
Cl(V ) est munie d’une involution ∗, obtenue en e´tendant
(λv1...vk)
∗ = λ¯vk...v1 (1.34)
avec λ ∈ C, v1, ..., vk ∈ V, par line´arite´ a` tout Cl(V ) (restreint a` V l’involution co¨ıncide avec
l’identite´, ce qui est cohe´rent puisque V est un espace vectoriel re´el).
Un e´le´ment de Cl(V ) est pair lorsqu’il s’e´crit comme combinaison line´aire de produits d’un
nombre pair de vecteurs de V . On note Cl+(V ) la sous-alge`bre ge´ne´re´e par les e´le´ments pairs,
et Cl−(V ) le sous-espace vectoriel des produits impairs de vecteurs. En tant qu’espace vectoriel,
Cl(V ) = Cl+(V )⊕ Cl−(V ). On note χ la Z2 graduation correspondante
χ(a) = ±1 pour a ∈ Cl±(V ). (1.35)
Lorsque g est de´finie positive, on de´finit l’e´le´ment chiralite´ de Cl(V )
γ
.
= (−i)me1e2...en (1.36)
ou` {ei} est une base de V orthonorme´e pour g et n = dim V = 2m ou` 2m+1. Modulo l’orientation,
γ est inde´pendant du choix de la base orthonorme´e. On ve´rifie que γ2 = γ∗γ = I. La chiralite´ anti-
commute ou commute avec V selon que n est pair ou impair. Lorsque n est pair, γvγ = −v pour
tout v de V . Etendu a` tout Cl(V ), on montre que γ.γ co¨ıncide avec la Z2 graduation χ. Lorsque
n est impair, γ.γ est l’identite´. La restriction, g de´finie positive, est fondamentale car c’est elle qui
par la suite nous oblige a` conside´rer des varie´te´s riemanniennes.
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La me´trique g d’une varie´te´ M est de´finie sur les sections lisses du fibre´ tangent TM . Les
champs de vecteurs lisses sont denses dans l’ensemble des champs de vecteurs continus, et g s’e´tend
en une forme biline´aire sur les sections continues Γ(TM). Par complexification, on obtient une
forme biline´aire, encore note´e g, sur les sections continues du fibre´ vectoriel complexe de fibre
TxM
C = TxM + iTxM . Sur chacune de ces fibres g induit une forme biline´aire permettant de
former en tout x de M l’alge`bre de Clifford Cl(TxM). Le fibre´ vectoriel sur M correspondant est
note´ ClTM . Le C(M)-module Γ(ClTM) des sections continues de ce fibre´ est une C∗-alge`bre,
produit et involution e´tant de´finis point par point
σ1σ2(x)
.
= σ1(x)σ2(x), σ
∗(x) .= σ(x)∗ ∀x ∈M
ou` ∗ de´signe l’involution dans chaque Cl(TxM), et la norme est
‖σ‖ = sup
x∈M
{‖σ(x)‖}
ou` la norme de σ(x) est celle de la C∗-alge`bre Cl(TxM). La construction est identique pour le fibre´
cotangent T ∗M , ou pour n’importe quel fibre´ vectoriel re´el E sur M , munie d’une forme biline´aire
non de´ge´ne´re´e de Γ∞(E) × Γ∞(E) dans C∞ (M). Pour disposer d’une chiralite´, on se limite aux
me´triques riemanniennes.
De´finition 1.11. Le fibre´ de Clifford sur une varie´te´ riemannienne M de me´trique g est le fibre´
Cl(M)
.
= ClT ∗M .
Evalue´e en un point x de M , une section σ d’un fibre´ de Clifford est un e´le´ment σ(x) de
Cl(T ∗xM). Si F est un espace vectoriel complexe sur lequel agissent chacune des alge`bres Cl(T ∗xM)
via l’action de Clifford
c : Cl(T ∗xM)→ End(F ), (1.37)
alors une section σ du module de Clifford agit (par convention a` gauche) sur une section σ′ d’un
fibre´ vectoriel E
π→M de fibre F (i.e. π−1(x) ≃ F pour tout x) par
(
c(σ)σ′
)
(x)
.
= c(σ(x))σ′(x).
Lorsque l’action de c(σ) est continue, c’est a` dire lorsque c(σ)σ′ ∈ Γ(E) pour tout σ ∈ Γ(Cl(M)
et σ′ ∈ Γ(E), Γ(E) est un Γ(Cl(M))-module a` gauche. Γ(E) e´tant de´ja` un C(M)-module a` droite,
c’est un bimodule.
De´finition 1.12. Un module de Clifford surM est la donne´e d’un C(M)-module Γ(E) des sections
continues d’un fibre´ vectoriel complexe sur M ainsi que d’un homorphisme C(M)-line´aire
c : Γ(Cl(M))→ End(Γ(E)).
Autrement dit, un module de Clifford sur M est un Γ(Cl(M))-C(M)-bimodule de sections d’un fibre´
vectoriel complexe sur M .
Si dim M = 2m, d’apre`s (1.33) toutes les actions irre´ductibles de Cl(M) sont de dimension 2m. Si
dim M = 2m+ 1, il y a deux repre´sentations irre´ductibles ine´quivalentes de dimension 2m. Quand
le rang du fibre´ E (i.e. la dimension de ses fibres en tant qu’espace vectoriel) n’est pas e´gale a`
2m dans le cas pair, 2m+1 dans le cas impair, chaque fibre Ex se de´compose en somme directe de
sous-espaces vectoriels invariant par l’action de l’alge`bre de Clifford. Au contraire quand l’action de
l’alge`bre de Clifford est irre´ductible sur chaque fibre, Γ(E) est un module de Clifford irre´ductible.
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II.2 Structure de Spin
Classiquement, le fibre´ des spineurs sur une varie´te´ M de dimension n est construit a` partir du
fibre´ tangent par le rele`vement du groupe SO(n) (groupe de structure du fibre´ principal associe´ au
fibre´ tangent) a` son recouvrement universel Spin(n). L’approche alge´brique construit directement
un spineur comme support d’une action irre´ductible du groupe Spin, vu comme sous groupe de
l’alge`bre de Clifford.
Soit V un espace vectoriel munie d’une forme biline´aire non de´ge´ne´re´e g. Un vecteur u ∈ V est
unitaire quand g(u, u) = 1. Vu comme e´le´ment de Cl(V ), u2 = I par (1.32) donc u est inversible.
On note φ(u) l’endomorphisme de V
φ(u)v
.
= χ(u)vu−1 = −uvu = (vu− 2g(u, v))u = v − 2g(u, v)u
ou` χ est la Z2 graduation de´finie en (1.35). Restreinte a` V , qui est laisse´ globalement invariant,
l’action de φ(u) est la re´flexion par rapport a` l’hyperplan orthogonal a` u (pour s’en convaincre on
peut regarder Cl(R2) avec pour g le produit scalaire usuel). Par la multiplication
φu1u2(v)
.
= u−12 u
−1
1 vu1u2 = φu2 ◦ φu1(v),
ces re´flexions ge´ne`rent le groupe orthogonal O(V ). L’ensemble des produits pairs de re´flexions est le
sous-groupe des rotations SO(V ) (c’est la composante connexe de l’identite´ de O(V )). L’ensemble
des produits pairs de vecteurs unitaires w de V C (w = λu avec λ un nombre complexe de module
1 et u un unitaire de V ) est un sous groupe de Cl(V ) note´ Spinc(V ).
Pour tout w ∈ Spinc(V ), l’application φ(w) : v 7→ wvw (χ(w) = +1) est une rotation dans V .
φ apparait comme un homomorphisme de Spinc(V ) dans SO(V ). Un e´le´ment du noyau de φ est
un unitaire central pair de Cl(V ) et on montre [30, p. 180] qu’un tel e´le´ment est ne´cessairement un
scalaire. Autrement dit ker φ ≃ U(1). Pour w = w1...w2k ∈ Spinc(V ), on de´finit l’homorphisme ν
a` valeur dans U(1)
ν(w) = w2k...w1w1...w2k = λ1...λ2k
ou` λi = w
2
i ∈ U(1). Le groupe Spin(V) est par de´finition le noyau de ν. La conjugaison complexe est
de´finie sur tout Cl(V ) en e´tendant par line´arite´ λv
.
= λ¯v pour λ ∈ C, v ∈ V . Spin(V ) est l’ensemble
des unitaires pairs w de Cl(V ) satisfaisant w∗w = w∗w = I, ou encore w¯ = w. En de´finissant la
conjugaison de charge κ
κ(a)
.
= χ(a¯)
pour tout a ∈ Cl(V ), le groupe Spin apparait comme le sous groupe de Spinc invariant par conjugai-
son de charge. Le noyau de φ restreint a` Spin(V ) est {−1, 1}. En prenant V = Rn et g une me´trique
(pseudo-)riemannienne, on retrouve que le spin est le recouvrement universel a` deux feuillets du
groupe des rotations.
Un spineur est une section d’un fibre´ vectoriel S sur une varie´te´ M dont chaque fibre est le
support d’une repre´sentation irre´ductible du groupe Spin(M)
.
= Spin(T ∗xM). Γ(S) est donc un
module de Clifford irre´ductible. Dans le cas ou` M est de dimension n = 2m paire, un tel module
est obtenu en demandant que S imple´mente une e´quivalence de Morita entre C(M) et Γ(Cl(M)).
De´finition 1.13. Deux C∗-alge`bres A et B sont Morita-e´quivalentes si et seulement si il existe un
A-module a` droite plein E tel que End 0A(E) ≃ B, ou` End 0A(E) est la fermeture (pour la topologie
de la norme d’ope´rateur) de l’alge`bre des endomorphismes de E de A-rang fini.
Cette de´finition demande plusieurs pre´cisions. Un A-module E est plein lorsqu’il est muni d’un
”produit scalaire a` valeur dans A”, c’est a` dire d’une forme de E × E dans A de´finie positive,
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A-line´aire a` droite, antisyme´trique ( (u|v) = (v|u)∗), et telle que (E|E) = A. Un endomorphisme
de E est dit de A-rang fini lorsqu’il est du type :
|r)(s|: t 7−→ r(s|t),
r, s, t ∈ E. Ces ope´rateurs forment une alge`bre qu’on munit de la norme d’ope´rateur
sup{‖r(s|t)‖ / ‖t‖ = 1}
ou` la norme dans E est de´finie a` partir de la norme de A par ‖t‖ .=√‖(t|t)‖.
Si Γ(S) imple´mente l’e´quivalence de Morita entre C(M) et Γ(Cl(M)), on montre qu’il existe un
isomorphisme de fibre´ vectoriel End S ≃ Cl(M) ou` End S de´signe le fibre´ vectoriel sur M de fibre
End(Sx). Cl(M) est de rang 2
n, donc End S est de rang 2n, ce qui signifie que Sx est de dimension√
2n = 2m. On peut donc choisir l’action de Clifford de telle sorte que S soit un module de Clifford
irre´ductible. Rien n’assure en revanche qu’imple´menter l’e´quivalence de Morita soit une condition
ne´cessaire pour que Γ(S) soit irre´ductible. Mais il apparait que la condition sur M pour que C(M)
et Γ(Cl(M) soit Morita e´quivalente (the´ore`me de Plymen [30, Th. 9.3]) est tre`s exactement la
condition qui, dans l’approche classique, autorise le rele`vement de SO(n) au groupe Spinc(n).
La possibilite´ du rele`vement a` Spin(n) correspond [ibid, Th. 9.6] a` l’existence d’une bijection
antiline´aire J : S → S telle que
J(ψf) = (Jψ)f¯ pour f ∈ C(M),
J(aψ) = χ(a)Jψ pour a ∈ Γ∞(Cl(M)), (1.38)
(Jφ|Jψ) = (ψ|φ) pour φ,ψ ∈ S
ou` ψ ∈ S et on identifie a et f a` leurs actions sur S. On montre [ibid, Lem 9.7] qu’un tel ope´rateur
J est ne´cessairement de carre´ ±1.
Le produit scalaire sur Γ(S) a` valeur dans C(M) est choisi de sorte que l’action de Clifford soit
autoadjointe,
(φ|c(a)ψ) = (c(a∗)φ|ψ).
On note c(a)† = c(a∗). Si M est oriente´e, il existe un repe`re mobile de 1-formes {ei} (i.e. une
section lisse du fibre´ cotangent) tel qu’en tout x de M les chiralite´s γ(x) de´finies par (1.36) sur
chaque fibre de Cl(M) s’e´crivent
γ(x) = (−i)me1(x)...en(x).
γ est une section de Cl(M) et c(γ) est une graduation (i.e. c(γ)†c(γ) = c(γ)2 = I) de Γ(S). On note
Γ(S)± les sous-espaces propres de c(γ) de sorte que
Γ(S) = Γ(S)+ ⊕ Γ(S)−.
Si M est de dimension paire, c(γ) anticommute avec c(̟) pour toute 1-forme ̟ ∈ Cl(M). Pour
ψ± ∈ Γ(S)±,
c(γ)c(̟)ψ± = ∓c(̟)ψ±,
autrement dit c(γ) e´change Γ+(S) et Γ−(S).
De´finition 1.14. Une structure de spin sur une varie´te´ M de dimension paire est la donne´e d’un
bimodule S garantissant l’e´quivalence de Morita C(M)-Γ(Cl(M)), d’une bijection J satisfaisant
(1.38) et d’une orientation de M .
M est alors dite varie´te´ a` spin. Lorsque M est de dimension impaire, la construction est analogue
en remplac¸ant Cl(M) par Cl+(M) qui est le fibre´ sur M de fibre Cl+(T ∗xM).
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II.3 Ope´rateur de Dirac
Une connexion sur un fibre´ vectoriel E
π→M est une application line´aire
▽ : Γ∞(E) −→ Γ∞(E)⊗ Ω1(M) (1.39)
satisfaisant la re`gle de Leibniz
▽(σf) = (▽σ)f + σ ⊗ df
pour tout σ ∈ Γ∞(E) et f ∈ C∞ (M) . d de´signe la de´rive´e exte´rieure de chaque ΛT ∗xM e´tendue
aux sections lisses. Les coefficients de connexion sont obtenus en e´crivant localement, dans une base
{dxµ} de Ω1(M), l’action de la connexion sur une base {σi} de Γ∞(E),
▽σi
.
= Γjiµσj ⊗ dxµ. (1.40)
Ainsi
▽σ = ▽σif
i = (▽σi)f
i + σi ⊗ d(f i),
= f iΓjiµσj ⊗ dxµ + σi ⊗ d(f i),
= (d+ Γ)σ (1.41)
ou` on note dσ
.
= σi ⊗ d(f i) et Γσ .= f iΓjiµσj ⊗ dxµ.
Lorsque E est le fibre´ tangent TM sur une varie´te´ riemannienne ou pseudo-riemannienne,
il existe une unique connexion, la connexion de Levi-Civita, de torsion nulle (cf. [48] pour une
de´finition de la torsion) et compatible avec la me´trique de la manie`re suivante :
g(▽X,Y ) + g(X,▽Y ) = d(g(X,Y )) (1.42)
pour tout X,Y ∈ X (M). g agit sur (X (M)⊗ Ω1(M)) ×X (M) par ”contraction des indices”
g(riν∂i ⊗ dxν , tλ∂λ) .= riνtλg(∂i, ∂λ)dxν ,
riν , t
λ e´tant des nombres re´els. Apre`s identification de g(X, .) a` X♭ = ̟, (1.42) de´finit une connexion
de Levi-Civita sur E = T ∗M a` valeur dans Γ∞(T ∗M)⊗ Ω1(M) ≃ Ω1(M)⊗ Ω1(M),
▽̟(Y )
.
= d(̟(Y ))−̟(▽Y ), (1.43)
pour tout Y de X (M). Pour ̟ = dxi, Y = ∂µ, (1.43) avec (1.40) donne ▽dxi(∂ν) = −Γiνµdxµ d’ou`
▽dxi = −Γijµdxj ⊗ dxµ.
Localement l’action de ▽ sur un ̟ = dxifi ∈ T ∗M s’e´crit
▽̟ = (d− Γ˜)̟
ou` d̟
.
= dxi ⊗ d(fi) et Γ˜̟ .= −fiΓijµdxj ⊗ dxµ. Par application re´cursive de la re`gle de Leibniz, ▽
s’e´tend a` tout Γ∞(Cl(M),
▽(uv)
.
= ▽(u)v + u▽(v) (1.44)
pour tout u, v ∈ Γ∞(Cl(M)) (le produit (▽u)v consiste a` multiplier les composantes dans l’alge`bre
de Clifford en laissant invariante la partie Ω1(M)).
Pour une varie´te´ a` spin (M,S,C), il existe une unique connexion de spin ▽S ge´ne´ralisant la
connexion de Levi-Civita tout en e´tant compatible avec la structure de spin [30, Th. 9.8].
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The´ore`me 1.15. Soit (M,S, J) une varie´te´ a` spin de dimension n. Il existe une unique connexion
▽
S : Γ∞(S)→ Γ∞(S)⊗ Ω1(M) hermitienne, i.e.
(▽Sψ|φ) + (ψ|▽Sφ) = d(ψ|φ),
commutant avec J et telle que
▽
S(c(a)ψ) = c(▽a)ψ + c(a)▽Sψ pour a ∈ Cl(M), ψ ∈ Γ∞(S)
ou` c de´signe l’action de Γ∞(Cl(M)) sur Γ∞(S) induite par (1.37) et ▽ la connexion (1.44).
L’action de l’alge`bre de Clifford se re´e´crit comme une application de Γ∞(S) ⊗ Γ∞(Cl(M)) dans
Γ∞(S) en posant
cˆ(ψ ⊗ a) .= c(a)ψ.
L’objet fondamental d’une ge´ome´trie spinorielle est l’ope´rateur de Dirac, de´fini comme suit.
De´finition 1.16. L’ope´rateur de Dirac d’une varie´te´ a` spin (M,S, J) est l’endomorphisme de
Γ∞(S)
D
.
= −i(cˆ ◦ ▽S).
Cet objet co¨ıncide bien avec l’ope´rateur de Dirac de la the´orie quantique des champs. Pour
s’en convaincre, e´crivons localement l’action de la connexion de spin. Tout espace de Hilbert de
dimension finie admettant une base orthonorme´e, il existe en tout x deM une base orthonorme´e de
TxM , {∂α = eµα(x)∂µ}, ainsi qu’une base duale de T ∗xM , e´galement orthonorme´e, {dxα = eαµdxµ}.
Le vielbein {eαµ} de´signe la matrice inverse de {eµα} et satisfait
gµνeαµe
β
ν = δ
αβ (1.45)
ou` gµν = g(dxµ, dxν). Soit {γa, γb} un champ de matrices de Dirac, i.e. des matrices autoadjointes
de Mk(C) (k = 2
[n/2] est la dimension de la repre´sentation irre´ductible de Cl(M) dans le cas pair,
de Cl(M)+ dans le cas impair) telles que
γa(x)γb(x) + γb(x)γa(x) = 2δabI (1.46)
en tout x de M . En de´finissant la repre´sentation
c(dxα)
.
= γa, (1.47)
l’action de dxµ ∈ Cl(M) sur S
c(dxµ)ψ
.
= γmψ
.
= eµαγ
aψ (1.48)
(on utilise un indice grec pour les coordonne´es de la varie´te´ et un indice latin pour le fibre´, a est
contracte´ avec α) est bien une repre´sentation (irre´ductible) de Cl(M) puisque
c(dxµ)c(dxν) + c(dxν)c(dxµ) = 2eµαe
ν
βδ
abI,
= 2gλρeµαe
α
λe
ν
βe
β
ρ I,
= 2g(dxµ, dxν)I = c(dxµdxν + dxνdxµ).
On montre alors que la connexion de spin s’e´crit
▽
S = d− 1
4
Γijµγiγ
j ⊗ dxµ (1.49)
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ou` γi
.
= γi et d agit sur un spineur ψ = sif
i -f i ∈ C(M), si ∈ Γ∞(S)- selon dψ .= si⊗d(f i). Quand
la varie´te´ est plate (ce qui est le cas en the´orie des champs quand on suppose que l’interaction a un
lieu dans une re´gion ou` la courbure est localement ne´gligeable), les coefficients de connexion sont
nuls et
iDψ = cˆ(dψ) = cˆ(si ⊗ ∂αf idxα) = c(dxα)si∂αf i = γasi∂αf i = /∂ψ. (1.50)
II.4 Triplets spectraux
Toute l’information ge´ome´trique d’une varie´te´ a` spin, en particulier la me´trique, est contenu
dans l’ope´rateur de Dirac. Cette remarque, dont nous rappelons dans cette section les points cle´s, est
fondamentale puisqu’en donnant une de´finition alge´brique (i.e. en terme d’ope´rateur) des objets de
la ge´ome´trie spinorielle, elle permet de voir la varie´te´ a` spin commme un cas particulier, commutatif,
d’une the´orie beaucoup plus ge´ne´rale permettant de de´finir la ge´ome´trie d’espaces non commutatifs.
L’objet mathe´matique de´crivant ces ge´ome´tries est le triplet spectral re´el. Sa de´finition proce`de par
e´tapes successives, en commenc¸ant par isoler les proprie´te´s essentielles (bien suˆr, elles n’apparaissent
comme esssentielles qu’une fois la construction acheve´e) de l’ope´rateur de Dirac.
Proposition 1.17. Si D est l’ope´rateur de Dirac sur une varie´te´ a` spin M , alors
[D, f ] = −ic(df) pour tout f ∈ C∞ (M) .
Preuve. L’action de Clifford est C(M)-line´aire, c(af)ψ = c(a)ψf , donc
i[D, f ]ψ = cˆ(▽S(ψf))− cˆ(▽Sψ)f = cˆ (▽S(ψf)− (▽Sψ)f) = cˆ(ψ ⊗ df) = c(df)ψ,
pour tout a ∈ Γ∞(Cl(M)), f ∈ C∞ (M) et ψ ∈ Γ∞(S). 
Graˆce au facteur −i dans la de´finition 1.16, l’ope´rateur de Dirac est autoadjoint. D e´tant non
borne´, cette affirmation ne´cessite quelques pre´cautions. Notons tout d’abord qu’il existe un produit
scalaire dans Γ∞(S),
〈ψ, φ〉 .=
∫
M
(ψ|φ)|νg | (1.51)
ou`
νg =
√
det g dx1 ∧ ... ∧ dxn (1.52)
est la forme volume de la varie´te´ M et g la matrice de composante g(dxµ, dxν). On renvoie aux
ouvrages de ge´ome´tries diffe´rentielles pour une e´tude de la the´orie de l’inte´gration sur une varie´te´.
Ici, il nous suffit de savoir que (1.51) co¨ıncide localement avec l’inte´grale de Lebesgue. On note
H = L2(M,S) (1.53)
l’espace de Hilbert obtenue par comple´tion de Γ∞(S) par rapport a` la norme issue de ce produit
scalaire. Dans le cas ou` M est plate, L2(M,S) est l’espace des spineurs de carre´ sommable de la
me´canique quantique. On conserve la meˆme terminologie dans le cas ge´ne´ral. On montre alors que
D est formellement autoadjoint (D = D†) sur Γ∞(S), puis qu’il est essentiellement autoadjoint sur
H, c’est a` dire que (D†)† est autoadjoint sur le sous-espace de H compose´ des spineurs ψn pour
lesquels a` toute suite convergente ψn → ψ correspond un spineur φ tel que Dψn → φ. Dans la suite,
on identifie D a` (D†)† en e´crivant simplement que D est autoadjoint.
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Quand M est de dimension paire, la graduation c(γ) anticommute avec c(a) pour tout a ∈
Γ−(Cl(M)). Avec (1.49), (1.50) et (1.48),
Dψ = −ic(γ)
(
γa∂α − 1
4
Γijµe
µ
αγ
aγiγ
j
)
ψ.
Comme γj et γaγiγ
j appartiennent a` Γ−(Cl(M)), c(γ) anticommute avec l’ope´rateur de Dirac,
DΓ = −ΓD (1.54)
ou` Γ de´signe l’endomorphisme unitaire autoadjoint de H, extension de c(γ), appele´ chiralite´ (on
garde la meˆme appellation pour γ et Γ). A noter que Γ est une Z2 graduation de H (pour e´viter
un conflit de notation, dans toute la suite Γ de´signe la chiralite´ et ne de´signe plus l’ope´rateur
apparaissant dans la de´finition de la connexion de Levi-Civita).
L’ensemble de ces proprie´te´s est regroupe´ et ge´ne´ralise´ dans les notions de triplet spectral et
de KR-cycle. Pour tout a ∈ Γ∞(Cl(M)), c(a) est un endomorphisme borne´ de H car c(a) est une
collection d’ope´rateurs c(a)x agissant irre´ductiblement sur les fibres Sx de dimension dim Cl(TxM
∗)
finie. Pour les meˆmes raisons, d’apre`s la proposition 1.17, [D, f ] est borne´, de meˆme que f qui agit
simplement par multiplication sur H.
De´finition 1.18. Un triplet spectral (A,H,D) pour une alge`bre A est la donne´e d’un espace de
Hilbert H, d’une repre´sentation de A dans l’alge`bre B(H) des ope´rateurs borne´s sur H, et d’un
ope´rateur autoadjoint D, de re´solvante compacte, tel que [D, a] ∈ B(H) pour tout a ∈ A.
Rappelons qu’un ope´rateur D est a` re´solvante compacte52 si et seulement si pour tout λ /∈ sp(D),
(D − λI)−1 est compact (un ope´rateur T sur H est compact quand, pour ǫ > 0, ‖T‖ ≤ ǫ sauf sur
un sous-espace de H de dimension fini).
Lorsque A est une alge`bre involutive, on de´finit la notion de KR-cycle.
De´finition 1.19. Soit n ∈ Z8 ; un KRn-cycle pour une alge`bre involutive A est un triplet spectral
(A,H,D) accompagne´ de
– une bijection unitaire J antiline´aire sur H qui imple´mente l’involution, i.e. JaJ−1 = a∗ pour
tout a de A ;
– si n est pair, une graduation Γ de H qui commute avec A et anticommute avec D ;
– la table de multiplication-commutation suivante
n mod 8 0 1 2 3 4 5 6 7
J2 = ±I + + - - - - + +
JD = ±DJ + - + + + - + +
JΓ = ±ΓJ + - + -
Pour n impair, on pose Γ = I (qui naturellement commute avec D et J) et on note de fac¸on ge´ne´rale
(A,H,D,Γ, J) un KR-cycle.
Si (M,S, J) est une varie´te´ a` spin de dimension n, D l’ope´rateur de Dirac et Γ l’extension
de c(γ) aux spineurs de carre´ sommable, alors (C∞ (M) , L2(M,S),D, J,Γ) est un KRn-cycle.
Que (C∞ (M) ,H,D) soit un triplet spectral est e´vident compte tenu de la discussion pre´ce´dent
la de´finition 1.18 (on renvoie a` [12,30] pour prouver que D est a` re´solvante compacte) ; que J
imple´mente l’involution (la conjugaison complexe) de C∞ (M) de´coule de (1.38) ; l’action de Clif-
ford est C(M)-line´aire donc Γ commute avec la repre´sentation de A ; l’anticommutation de D et
Γ est e´tablie en (1.54) ; reste la table de commutation, montre´e en de´tail dans [30, Th. 9.19]. A
toute varie´te´ a` spin est associe´ un KR-cycle mais l’inverse n’est pas vrai : la donne´e d’un KR-cycle
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ne suffit pas a` construire une varie´te´ a` spin. Pour ce faire, il faut ajouter une se´rie de conditions
de´taille´es ci-dessous.
Nous donnons directement les conditions pour qu’un triplet spectral (A,H,D) de´finisse une
ge´ome´trie non commutative14, en rappelant ensuite comment, adapte´es au cas commutatif, ces
conditions tiennent lieu d’axiomes d’une varie´te´ a` spin. Les trois premie`res conditions sont plus
analytiques qu’alge´briques. Elles sont importantes dans la de´finition axiomatique de la ge´ome´trie
commutative spinorielle mais dans les exemples e´tudie´s dans cette the`se (ge´ome´trie de dimension
ze´ro ou produit de ge´ome´tries dont l’une est commutative) elles sont toujours remplies. Nous les
donnons ici par exhaustivite´, en renvoyant a` [12,14,30] pour une de´finition pre´cise des objets qu’elles
font intervenir.
Condition 1 (Dimension). L’ope´rateur D−1 est un infinite´simal d’ordre 1n ou` n ∈ N est la di-
mension (spectrale) de la ge´ome´trie.
D e´tant a` re´solvante compacte, D−1 de´finit en restreignant D a` H/ kerD est un ope´rateur compact.
Ainsi52 la suite de´croissante {λk} des valeurs propres de |D−1| .=
√
(D−1)†D−1 tend vers ze´ro. D−1
est un infinite´simal d’ordre 1n signifie que cette suite de´croit au moins aussi vite que k
−n,
lim
k→+∞
λk = O(
1
kn
).
Lorsque A et H sont de dimension finie, la dimension spectrale est nulle.
Condition 2 (Re´gularite´). Pour tout a ∈ A, a et [D, a] appartiennent a` l’intersection des do-
maines de toutes les puissances δk de la de´rivation δ(b)
.
= [|D|, b], ou` b est e´le´ment de l’alge`bre
ge´ne´re´e par A et [D,A].
Cette condition est la version alge´brique de la diffe´rentiabilite´ des coordonne´es.
Condition 3 (Finitude). A est une pre´-C∗-alge`bre et l’ensemble H∞ .= ∩
k∈N
Dom Dk des vecteurs
lisses de H est un module projectif fini.
Un A-module est libre quand il a une base {ei}, c’est a` dire un ensemble de ge´ne´rateurs tels que
aiei = 0 pour a
i ∈ A implique ai = 0 pour tout i. Un module projectif est une somme directe de
modules libres. Un tel module n’est pas force´ment libre. Il est fini lorsqu’il a une famille ge´ne´ratrice
de cardinalite´ finie. Une pre´-C∗-alge`bre est une sous alge`bre d’une C∗-alge`bre, stable par le calcul
fonctionnelle holomorphe (cf [30, Def. 3.26]). En particulier C∞ (M) est une pre´-C∗-alge`bre.
Les quatre conditions restantes sont d’ordre alge´briques et ce sont elles qui seront discute´es dans
les mode`les des chapitres suivants. Au triplet spectral (A,H,D) est adjoint une chiralite´ Γ c’est
a` dire, lorsque la dimension spectrale n est paire, une Z2 graduation Γ = Γ
2 de H, autoadjointe,
qui anticommute avec D et commute avec la repre´sentation de A. On note H± les sous-espaces
propres de Γ. D envoie un sous-espace dense de H± dans H∓ si bien que, dans la de´composition
H = H+ +H−,
D =
(
0 D−
D+ 0
)
(1.55)
ou`
D+
.
=
I− Γ
2
D
I + Γ
2
(1.56)
et D− = (D+)†. Quand n est impair, Γ = I.
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On demande e´galement que H soit le support d’une repre´sentation de l’alge`bre oppose´e A◦
(identique a` A en tant qu’espace vectoriel mais ou` le produit est inverse´ : a◦b◦ = (ba)◦) imple´mente´e
par un ope´rateur unitaire antiline´aire J ,
b◦ 7→ Jb∗J−1,
tel que
[a, Jb∗J−1] = 0. (1.57)
La repre´sentation de A◦ commute avec la repre´sentation de A, et H porte une repre´sentation π de
l’alge`bre involutive A⊗A◦
a⊗ b◦ 7→ aJb∗J−1
ou` l’involution est donne´ par (a ⊗ b◦)∗ .= b∗ ⊗ (a∗)◦. De manie`re e´quivalente, on dit que A est
repre´sente´e a` gauche et A◦ a` droite
aψb
.
= aJb∗J−1ψ = Jb∗J−1aψ.
Si J2 = ±I, Jb∗J−1 = J−1b∗J de sorte que
π((a⊗ b◦)∗) = b∗JaJ−1 = JaJ−1b∗,
= J(aJ−1b∗J)J−1 = J(aJb∗J−1)J−1,
= Jπ(a⊗ b◦)J−1
et J imple´mente l’involution de A⊗A◦.
Condition 4 (Re´alite´). (A⊗A◦,H,D,Γ, J) est un KRn-cycle. J est appele´e structure re´elle.
Condition 5 (Premier ordre). La repre´sentation de A◦ commute avec [D,A]
[[D, a], Jb∗J−1] = 0 pour tout a, b ∈ A.
Cette condition stipule que l’ope´rateur de Dirac est un ope´rateur diffe´rentiel du premier ordre.
Condition 6 (Orientabilite´). Il existe un cycle de Hochschild c ∈ Zn(A,A⊗A◦) tel que π(c) = Γ.
Cette condition est la ge´ne´ralisation de la non de´ge´ne´rescence de la forme volume pour une varie´te´
oriente´e. Avant de de´finir l’homologie de Hochschild, rappelons qu’un complexe est une suite de
A-module Ei, i ∈ N, et de morphismes di de Ei dans Ei+1,
...→ Ei−1 di−1→ Ei di→ Ei+1 → ... (1.58)
tels que di ◦ di−1 = 0. L’image d’un morphisme est incluse dans le noyau du morphisme suivant ;
quand cette inclusion est une e´galite´, Im di−1 = ker di, le complexe est exact. Sinon on note Zi
.
=
ker di le module des i-cycles et Bi
.
= Im di−1 le module des i-bords. Le quotient Hi
.
= Zi/Bi est
par de´finition le ie`me groupe d’homologie du complexe (Hi est en fait un A-module). L’ensemble
des Hi forme l’homologie du complexe. En remplac¸ant Ei par Ci(A, N) .= N ⊗ A ⊗ ... ⊗ A ou` N
est un bimodule sur A et le produit tensoriel de A par elle-meˆme est re´pe´te´ i fois, on a
...
b→ Ci(A, N) b→ Ci−1(A, N)→ ... b→ C0(A, N) b→ {0}
ou` l’application b de Ci(A, N) dans Ci−1(A, N) de´finie par
b(n⊗a1⊗...⊗ai) .= na1⊗a2⊗...⊗ai+
i−1∑
p=1
(−1)n⊗a1⊗...⊗apap+1⊗...⊗ai+(−1)iain⊗a1⊗...⊗ai−1
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ve´rifie b2 = 0, on de´finit l’homologie de Hochschild de A a` valeur dans le bimodule N . On munit
A⊗A◦ d’une structure de A-bimodule
x(a⊗ b◦)y .= xay ⊗ b◦ pour tout x, y, a, b ∈ A
de manie`re a` de´finir l’homologie de Hochschild de A a` valeur dans N = A ⊗ A◦. Un cycle de
Hochschild c ∈ Zn(A,A ⊗ A◦) est un e´le´ment de Cn(A,A ⊗ A◦) tel que b(c) = 0. Un e´le´ment
c = a⊗ b◦ ⊗ a1 ⊗ ...⊗ an de Cn(A,A⊗A◦) est repre´sente´ sur H par
π(c)
.
= aJb∗J−1[D, a1]...[D, an]. (1.59)
Cette repre´sentation est cohe´rente avec la proposition 1.17 qui identifie [D, f ] a` la 1-forme df , 1-
bord dans la cohomologie de de Rham (cf. ci-dessous). Elle est e´tendue a` tout Cn(A,A⊗A◦) par
addition.
Condition 7 (Dualite´ de Poincare´). Le couplage additif sur K∗(A) de´termine´ par l’indice de
l’ope´rateur de Dirac est non-de´ge´ne´re´.
Cette condition est une version alge´brique de la dualite´ de Poincare´. Rappelons qu’en remplac¸ant
dans (1.58) Ei par l’espace vectoriel re´el Ω
i(M) des i-formes sur une varie´te´ compacte M de
dimension n, et di par la diffe´rentielle exte´rieure d, on de´finit un complexe dont l’homologie est
appele´e cohomologie de de Rham. La dualite´ de Poincare´ stipule que pour tout entier positif r ≤ n,
les groupes de cohomologie de de Rham Hr(M) et Hn−r(M) sont duaux ; c’est a` dire qu’il existe
une forme biline´aire non-de´ge´ne´re´e de Hr(M)×Hn−r(M) dans R
〈[̟r], [̟n−r]〉 .=
∫
M
̟r ∧̟n−r
ou` [̟r] de´signe la classe d’e´quivalence dans Hr(M) de ̟r ∈ Ωr(M). Graˆce au caracte`re de Chern,
cette forme biline´aire se traduit par un couplage additif (i.e. une forme bi-additive) des groupes
de K-the´orie de l’alge`bre C∞ (M). Pour une de´finition de ces objets, on peut consulter [67]. Ici,
contentons nous de souligner que ce couplage, note´ ∩, s’effectue graˆce a` l’indice de l’ope´rateur
de Dirac (de´fini ci-dessous) et ne fait pas re´fe´rence  la commutativite´ de l’alge`bre, de sorte qu’en
remplac¸ant C∞ (M) par une pre´-C∗-alge`bre quelconque (pour de tels objets, la K-the´orie existe
et est identique a` la K-the´orie de la C∗-alge´bre obtenue par comple´tion), la condition 7 apparaˆıt
comme la de´finition abstraite de la dualite´ de Poincare´.
Sans entrer dans le cas ge´ne´ral, pre´cisons un exemple qui sera utile pour l’e´tude des espaces
non commutatifs finis (chapitre 3). Quand la dimension spectrale n est paire, la dualite´ de Poincare´
pour r pair se rame`ne au couplage additif de K0(A)×K0(A) a` valeur dans Z (car pour tout r ≤ n
pair, Kr(A) ≃ Kn−r(A) ≃ K0(A)) de´fini de la manie`re suivante. On note Pl(A) l’ensemble des
projecteurs de Ml(A) (alge`bre des matrices l × l a` coefficients dans A) et GLl(A) les e´le´ments
inversibles de Ml(A). On a les plongements e´vidents
m ∈Ml(A) 7→
(
m 0
0 0
)
∈Ml+1(A) et v ∈ GLl(A) 7→
(
v 0
0 1
)
∈ GLl+1(A)
et on de´finit
M∞(A) .=
∞⋃
l=1
Ml(A) , P∞(A) .=
∞⋃
l=1
Pl(A) , GL∞(A) .=
∞⋃
l=1
GLl(A).
Deux projecteurs p, q ∈ Pl(A) sont e´quivalents, p ∼ q si et seulement si ils sont conjugue´s via un
v ∈ GL∞(A), c’est a` dire s’il existe k ∈ N et v ∈ GLk+l(A) tels que
v
(
p 0
0 0k
)
v−1 =
(
q 0
0 0k
)
. (1.60)
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Le quotient K+0 (A) .= P∞(A)/ ∼ est un semi-groupe (ie. les e´le´ments ne sont pas inversibles) pour
l’addition
[p] + [q]
.
=
[(
p 0
0 q
)]
=
[(
q 0
0 p
)]
.
K0(A) est par de´finition le groupe de Grothendieck42 de K+0 (A) dont les e´le´ments sont les classes
d’e´quivalence de K+0 (A)×K+0 (A)/ ∼, ou` (p, q) ∼ (p′, q′) si et seulement si p+ q′ = q + p′. K0(A)
est un groupe pour l’addition (p, q) + (p′, q′) .= (p + p′, q + q′) avec l’e´le´ment nul (0, 0) et l’inverse
−(q, p) .= (p, q). C’est le meˆme proce´de´ qui permet de construire Z a` partir de N : (p, q) s’identifiant a`
p−q, on utilise la notation ±p, ±q pour de´signer les e´le´ments deK0(A). Si p ∈Mk(A) et q ∈Ml(A),
alors P
.
= p⊗ (J ⊗ Il)q(J−1⊗ Il) est un projecteur agissant sur H⊗Ckl (A est suppose´e complexe)
et
∩([p], [q]) .= indice (P (D ⊗ Ikl)P ) .= dim
(
kerP (D+ ⊗ Ikl)P
)− dim (kerP (D− ⊗ Ikl)P ) (1.61)
ou` D+, D− sont de´finis dans (1.55).
De´finition 1.20. Un triplet spectral satisfaisant les sept conditions ci-dessus est un triplet spectral
re´el, ou encore une ge´ome´trie non commutative (spinorielle), note´ (A,H,D,Γ, J).
II.5 Ge´ome´trie commutative
On appelle ge´ome´trie commutative une ge´ome´trie non commutative au sens de la de´finition 1.20
ou` l’alge`bre A est commutative. Parmi les ge´ome´tries commutatives, les ge´ome´tries de Dirac sont
les triplets spectraux re´els
TD = (C
∞ (M) , L2(M,S),D, J,Γ) (1.62)
dans lesquels (M,S, J) est une varie´te´ riemannienne compacte oriente´e a` spin, D est l’ope´rateur
de Dirac de´fini par la connexion de spin et Γ la chiralite´ (1.54) si dim M = n est paire, Γ = I
si n est impair. Les ge´ome´tries de Dirac sont bien des ge´ome´tries non commutatives, c’est a` dire
que TD ve´rifient les 7 conditions de la section pre´ce´dente. On renvoie a` [30] pour la preuve de
cette affirmation. Contentons nous de rappeler que la dimension spectrale de la ge´ome´trie de Dirac
est e´gale a` la dimension de la varie´te´. Il est e´galement inte´ressant de s’attarder sur la condition
d’orientabilite´ dont l’appellation trouve son origine dans les ge´ome´tries de Dirac.
Notons tout d’abord les simplifications dues a` la commutativite´ de l’alge`bre. C∞ (M) est iden-
tique a` son alge`bre oppose´e. L2(M,S) est donc le support de deux repre´sentations distinctes, la
multiplication a` gauche par une fonction f , et l’action a` droite correspondant a` la multiplication
par la fonction complexe conjugue´e f¯ . Ainsi JfJ−1ψ = f¯ψ, ce qui est cohe´rent avec (1.38) puisque
Jfψ = JfJ−1Jψ = f¯Jψ (a` noter le changement de convention lors du passage du C∞ (M)-module
droit S a` l’espace de Hilbert L2(M,S) C
∞ (M)-line´aire a` gauche). Dans (1.59), identifier Jf¯J−1 a`
f permet de voir le cycle de Hochschild c comme un e´le´ment de Zn(A), ensemble des n − cycles
dans l’homologie de Hochschild du complexe
...
b→ Ci(A) b→ Ci−1(A)→ ... b→ C1(A) b→ {0}
ou` Ci(A) .= A⊗ ...⊗A (A apparait i fois), repre´sente´ par
π(f0 ⊗ f1 ⊗ fi) .= f0[D, f1] ... [D, fi]. (1.63)
Soit {Uj , xj} un atlas de M . xj est une fonction de Uj → Rn et chacune de ses composantes xµj
est e´le´ment de C∞(Uj). La forme volume (1.52) est l’unique n-forme qui, e´value´e sur toute base
orthonorme´e et oriente´e de TM , vaille 1. Localement,
νg =
√
det g dx1j ∧ ... ∧ dxnj
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ou` g est la matrice de composante g(∂µ, ∂ν) et (en omettant l’indice j) {∂µ} est la base locale
de TM . La forme volume est inde´pendante du choix des coordonne´es sur l’ouvert Uj. Lorsque
{θαj = eαjµdxµj } est une base locale orthonorme´e de 1-formes, g est la matrice identite´ et
νg = θ
1
j ∧ ... ∧ θnj = ejdx1j ∧ ... ∧ dxnj
ou` ej
.
= det
{
eαjµ
}
. On pose e0j
.
= in−mfjej ∈ C∞(Uj), ou` m .= [n/2] et f est une partition de
l’unite´, c’est a` dire un ensemble {fj ∈ C∞(Uj)} de fonctions telles que
0 ≤ fj(x) ≤ 1, fj(x) = 0 pour x /∈ Uj ,
∑
j
fj(x) = 1 pour tout x ∈M.
On en de´duit l’e´criture non-locale de l’e´le´ment de volume,
in−mνg =
∑
j
e0jdx
1
j ∧ ... ∧ dxnj .
Le n-cycle de Hochschild c ∈ Zn(A) correspondant est, par de´finition,
c
.
=
1
n!
∑
σ∈Sn
(−1)σ
∑
j
e0j ⊗ xσ(1)j ⊗ ...⊗ xσ(n)j ,
ou` Sn est le groupe des permutations de {1, ..., n} et σ de´signe a` la fois un e´le´ment de Sn et sa parite´
(l’exposant σ e´gale ±1 selon que la permutation σ est paire ou impaire). Par (1.63), en utilisant la
proposition 1.17, on ve´rifie que
π(c) =
1
n!
∑
σ∈Sn
(−1)σ
∑
j
e0j [D,x
σ(1)
j ] ... [D,x
σ(n)
j ]
=
(−i)n
n!
∑
σ∈Sn
(−1)σ
∑
j
e0jc(dx
σ(1)
j ) ... c(dx
σ(n)
j )
=
(−i)m
n!
∑
j
fj
∑
σ∈Sn
(−1)σc(θσ(1)j ) ... c(θσ(n)j )
= (−i)m
∑
j
fjc(θ
1
j ) ... c(θ
n
j )
= c(γ)
∑
j
fj = Γ.
Ainsi la chiralite´ est bien l’image du cycle de Hochschild correspondant a` l’e´le´ment de volume.
Si A, D, J et Γ commutent avec un projecteur p de H, alors la ge´ome´trie non commutative
(A,H,D, J,Γ) peut s’e´crire comme somme directe de deux ge´ome´tries non commutatives de´finies
sur pA et (I − p)A (pour des ge´ome´tries de Dirac, ceci correspond a` une varie´te´ non connexe).
Pour e´viter ces cas, on dit qu’une ge´ome´trie non commutative est irre´ductible lorsqu’il n’y a pas de
projecteur non nul commutant avec A, D, J et Γ. Ainsi toute varie´te´ a` spin connexe de dimension n
de´finit par (1.62) une ge´ome´trie de Dirac irre´ductible, c’est a` dire une ge´ome´trie non commutative
irre´ductible, de dimension spectrale n, de´finie sur l’alge`bre C∞ (M). A l’inverse, selon le the´ore`me
suivant e´nonce´ dans [14] et dont on trouve une de´monstration de´taille´e dans [30], toute ge´ome´trie
non commutative sur C∞ (M), irre´ductible et de dimension spectrale n est une ge´ome´trie de Dirac
pour une varie´te´ a` spin.
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The´ore`me 1.21. Soit T = (A,H,D, J,Γ) une ge´ome´trie non commutative irre´ductible sur A =
C∞ (M), de dimension spectrale n = dim M ou` M est une varie´te´ compacte oriente´e connexe sans
bord. Alors
– Il existe une unique me´trique riemannienne g = g(D) sur M telle que la distance ge´ode´sique
sur M soit donne´e par
d(x, y) = sup
f∈C(M)
{f(x)− f(y) / ‖[D, f ]‖ ≤ 1}. (1.64)
– M est une varie´te´ a` spin et les ope´rateurs D′ pour lesquelles g(D′) = g(D) forment une union
d’espaces affines identifie´s par les structures de spin sur M .
– La fonctionnelle S(D)
.
=
∫−|D|−n+2 de´finit une forme quadratique sur chacun de ces espaces
affines, atteignant son minimum pour D = Ds, l’ope´rateur de Dirac correspondant a` la
structure de spin ; ce minimum est proportionnel a` l’action d’Einstein-Hilbert, c’est a` dire
l’inte´grale de la courbure scalaire s
S(Ds) = −n− 2
24
∫
M
s
√
det g dnx.
Les deux et troisie`me points ne´cessitent quelques explications. La structure de spin deM est donne´e
par le bimodule S = H∞ de´fini par l’ope´rateur D (cf. condition de finitude) et l’ope´rateur J . En
re`gle ge´ne´rale, l’ope´rateur de Dirac Ds correspondant a` cette structure de spin n’est pas l’ope´rateur
D. La seule chose qu’on puisse affirmer est que
D = Ds + ρ
pour ρ ∈ End(Γ∞(S)) ve´rifiant
ρ† = ρ, Γρ = (−1)nρΓ, JρJ−1 = ±ρ, (1.65)
le signe e´tant ne´gatif lorsque et seulement lorsque n = 1 ou 5 mod 8. Tout ρ′ satisfaisant (1.65)
de´finit un ope´rateur D′ .= Ds+ρ′ tel que g(D′) = g(D). Ainsi pour la structure de spin donne´e par T ,
l’ensemble des ope´rateurs de´terminant la meˆme me´trique que D est un espace affine. Si maintenant
on conside`re une varie´te´ riemannienne M ou` la me´trique g est fixe´e, il existe plusieurs structures
de spin sur M (le nombre de structure de spin est fini et est de´termine´ par la cohomologie de Cech
de M). Fixer une structure de spin de´termine de manie`re unique l’ope´rateur Ds, et les ope´rateur
D′ du type Ds + ρ de´finissent un ensemble de ge´ome´tries e´quivalentes. Ainsi les structures de spin
d’une varie´te´ riemannienne M permettent de classifier, au regard de la topologie, les ge´ome´tries
sur M .
La fonctionnelle du troisie`me point est de´finie par∫
−|D|−n+2 .= 1
2[n/2]Ωn
Wres |D|−n+2
ou` Ωn est l’inte´grale de la forme volume sur la sphe`re S
n et Wres est le re´sidu de Wodzicki (cf [30,
Th. 7.5] pour une de´finition).
Le triplet spectral re´el est un outil permettant de classifier les ge´ome´tries spinorielles sur une
varie´te´ compacte (sans bord). L’avantage de cette formulation alge´brique est que la de´finition 1.20
est valable pour des pre´-C∗-alge`bres quelconques, pas force´ment commutatives. Dans la premie`re
partie de ce chapitre, on a vu que les C∗-alge`bre non commutatives e´taient des candidats se´rieux
pour jouer le roˆle de fonctions sur un espace non commutatif. De meˆme que le the´ore`me de Gelfand,
par analogie avec le cas commutatif, justifie le choix des e´tats purs d’une C∗-alge`bre comme points
d’un espace non commutatif, de meˆme le the´ore`me 1.21 sugge`re que le triplet spectral re´el est un
bon outil pour faire la ge´ome´trie de ces espaces non commutatifs. En particulier, et c’est l’objet
de cette the`se, la formule (1.64) dans sa formulation ge´ne´rale de´finit une distance sur l’espace des
e´tats d’une alge`bre.
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III La distance
III.1 La formule de la distance
Classiquement, la distance entre deux points x, y est la longueur du plus court chemin reliant x
a` y. Physiquement cette manie`re de voir n’est pas acceptable car la me´canique quantique invalide
l’ide´e d’un chemin entre deux points. D’autre part un point n’est pas accessible a` l’expe´rience
autrement que par l’interme´diaire d’une observable. Pour concilier ge´ome´trie et me´canique quan-
tique, il faudrait donc de´finir une distance d(x, y) qui ne fasse re´fe´rence qu’aux valeurs prises par les
observables sur x et y. Qu’apparaissent des valeurs d’observables sur d’autres points p est tole´re´, a`
condition que les-dits points soient caracte´rise´s autrement que par une appartenance a` un chemin
entre x et y. Par ailleurs une distance est par de´finition une fonction de deux variables a` valeur
re´elle, positive, syme´trique, re´flexive (d(x, x) = 0) et qui ve´rifie l’ine´galite´ triangulaire. La manie`re
la plus simple d’imple´menter ces proprie´te´s au niveau des observables est de conside´rer une quantite´
du type |f(x)− f(y)| ou` f est une fonction complexe sur l’espace. Dans le cas le plus simple de la
droite re´elle, d(x, y) = |x− y|. Pour que |f(x)− f(y)| = |x− y| il faut au moins que
|f ′(p)| = 1 pour un point p du segment [x, y], (1.66)
f ′ de´signant la de´rive´e de f . Caracte´riser p par son appartenance au segment [x, y] viole les
principes d’une ”bonne” distance au sens quantique. Heureusement la condition (1.66) peut s’-
exprimer inde´pendamment de x et y. En posant
d(x, y) = sup
f∈C1(R)
{|f(x)− f(y)| / |f ′(p)| ≤ 1 ,∀p ∈ R} (1.67)
ou` C1(R) est l’ensemble des fonctions de´rivables sur R, on ve´rifie aise´ment que d(x, y) = |x− y|, le
supre´mum e´tant atteint par la fonction de de´rive´e constante (e´gale a` 1) : x 7→ x.
Dans cette formule les points demeurent les objets premiers (non seulement parce qu’il s’agit
d’une distance entre points, mais aussi parce que sont privile´gie´es des valeurs d’observables en
des points pre´cis). Cependant le the´ore`me de Gelfand assure qu’un points x de l’espace n’est rien
d’autre qu’un e´tat pur ωx de l’alge`bre commutative des observables continues sur cet espace. En
repre´sentant A = C1(R) sur l’espace des fonctions re´elles de carre´ sommable H = L2(R) par simple
multiplication point par point, (1.67) s’e´crit
d(x, y) = sup
f∈A
{
|ωx(f)− ωy(f)| /
∥∥∥∥
[
d
dx
, f
]∥∥∥∥ ≤ 1
}
(1.68)
ou` ddx est l’ope´rateur de de´rivation sur L2(R). Pour s’en convaincre, il suffit de remarquer que pour
tout ψ ∈ H,
[
d
dx
, f ]ψ =
d
dx
fψ − f d
dx
ψ = −
(
d
dx
f
)
ψ = −f ′ψ
d’ou` ∥∥∥∥
[
d
dx
, f
]∥∥∥∥ = sup
ψ∈H
‖f ′ψ‖
‖ψ‖ = supψ∈H
(∫
R
|f ′(x)|2|ψ(x)|2dx∫
R
|ψ(x)|2dx
) 1
2
= sup
x∈R
|f ′(x)|.
En remplac¸ant R par une varie´te´ riemannienne a` spin M , C1(R) par A = C(M), L2(R) par H =
L2(M,S) et
d
dx par un ope´rateur D tel que (A,H,D) soit un triplet spectral au sens de la de´finition
1.18, (1.68) est identique a` (1.64). Cette de´finition de la distance ge´ode´sique, en apparence plus
complexe que la de´finition usuelle, est en fait plus pre´cise puisqu’elle se ge´ne´ralise imme´diatement
a` tout triplet spectral.15,12
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De´finition 1.22. Soit (A,H,D) un triplet spectral. La distance d entre deux e´tats τ1 et τ2 est
d(τ1, τ2)
.
= sup
a∈A
{ |τ1(a)− τ2(a)| / ‖[D, a]‖ ≤ 1} . (1.69)
On ve´rifie imme´diatement que cette distance est positive, syme´trique et reflexive, et presque
imme´diatement qu’elle satisfait l’ine´galite´ triangulaire puisque
d(τ1, τ2) = sup
a∈A
{ |τ1(a)− τ2(a)| / ‖[D, a]‖ ≤ 1} ,
≤ sup
a∈A
{ |τ1(a)− τ3(a)|+ |τ3(a)− τ2(a)| / ‖[D, a]‖ ≤ 1} ,
≤ sup
a∈A
{ |τ1(a)− τ3(a)| / ‖[D, a]‖ ≤ 1}+ sup
a∈A
{ |τ1(a)− τ3(a)| / ‖[D, a]‖ ≤ 1} ,
≤ d(τ1, τ3) + d(τ3, τ2).
A noter que cette de´finition n’impose pas au triplet spectral d’eˆtre re´el, la seule condition
indispensable est que le commutateur [D, a] reste borne´ pour tout a. Dans le chapitre suivant, on
e´tudiera des exemples de distance associe´e a` des triplets re´els et a` d’autres non re´els. De meˆme A
n’est pas ne´cessairement une (pre´)-C∗-alge`bre. Cependant les proprie´te´s des C∗-alge`bres, et a` plus
forte raison celles des W ∗-alge`bres, permettent de mener bon nombre de calculs a` terme. De plus
c’est ce type d’alge`bre qui s’interpre`te comme fonction sur l’espace non commutatif, on s’inte´resse
donc dans la suite essentiellement aux triplets spectraux sur des C∗-alge`bres.
Dans le cas commutatif, soulignons que (1.64), qui fait intervenir l’alge`bre des fonctions contin-
ues, n’est pas la traduction exacte de (1.69) applique´e au triplet (1.62) construit sur l’alge`bre des
fonctions lisses. La formulation de (1.64) est emprunte´e a` [30] qui reprend [12] ou` cette formule est
donne´e avec pour alge`bre A l’alge`bre des fonctions borne´es mesurables sur M (dense dans C(M)).
Dans [14], la formule de la distance est donne´e directement pour A = C∞ (M). Ce point est discute´
dans la section I du chapitre 3.
III.2 Positivite´ et condition sur la norme
L’ide´e que la distance pour la droite re´elle est ”re´alise´e” par une fonction positive de de´rive´e
partout e´gale a` 1 prend dans le cas ge´ne´ral la forme d’un lemme extre`mement utile pour les
calculs explicites. On montre que la distance non commutative est re´alise´e par un e´le´ment a positif
de l’alge`bre tel que la norme du commutateur [D, a] e´gale 1. Quelques pre´liminaires simples sont
ne´cessaires. Dans tout ce qui suit (A,H,D) est un triplet spectral dans lequel A est une C∗-alge`bre,
τ1, τ2 deux e´tats de A et d(τ1, τ2) la distance de´finie par (1.69). On note D l’ensemble des e´le´ments
de l’alge`bre satisfaisant la condition sur la norme :
D .= {a ∈ A / ‖D, a‖ ≤ 1} .
Lemme 1.23. 1) d(τ1, τ2) = 0 si et seulement si τ1 = τ2.
2) S’il existe a tel que [D, a] = 0 et τ1(a) 6= τ2(a) alors d(τ1, τ2) = +∞.
Preuve. 1) Si d(τ1, τ2) = 0, alors τ1 et τ2 coincident sur D. Pour a /∈ D, ‖[D, a]‖ 6= 0 et a‖[D,a]‖ ∈ D
donc
τ1(
a
‖[D, a]‖) = τ2(
a
‖[D, a]‖ )
d’ou`, par line´arite´, τ1(a) = τ2(a). A l’inverse il est e´vident que si τ1 = τ2 alors d(τ1, τ2) = 0.
2) Posons λ = τ1(a) − τ2(a) 6= 0. Soit r est un re´el positif non nul. [D, ra] = 0 donc ra ∈ D.
Comme |τ1(ra)− τ2(ra)| = r|λ|,
d(τ1, τ2) ≥ r|λ|. (1.70)
Le re´sultat est prouve´ en faisant tendre r vers l’infini.
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Lemme 1.24. Si d(τ1, τ2) est finie alors d(τ1, τ2) = sup
a∈A+
{ |τ1(a)− τ2(a)| / ‖[D, a]‖ = 1}.
Preuve. Si D commute avec l’alge`bre toutes les distances sont infinies donc il existe au moins
un e´le´ment b tel que [D, b] 6= 0. A noter que si [D, b+ b∗] = 0, alors [D, i(b− b∗)] 6= 0 de sorte qu’il
existe au moins un e´le´ment autoadjoint bh qui ne commute pas avec D. On note C l’ensemble des
a de A+ tel que ‖[D, a]‖ = 1 . Puisque C ⊂ D,
sup
a∈C
|τ1(a)− τ2(a)| ≤ sup
a∈D
|τ1(a)− τ2(a)| = d(τ1, τ2). (1.71)
Si τ1 = τ2, la preuve est imme´diate. Pour τ1 6= τ2, on note K12 l’ensemble des a ∈ A tels que
τ12(a)
.
= τ1(a)− τ2(a) 6= 0 et B .= D \K12. Clairement
d(τ1, τ2) = sup
a∈B
{|τ12(a)|} . (1.72)
Pour tout a ∈ B posons
ah =
1
2
(ae−iθ + a∗eiθ)
ou` θ
.
= arg (τ12(a)). Noter que
τ12(ah) =
1
2
(|τ12(a)|+ |τ12(a)|) = |τ12(a)| 6= 0
de sorte que
0 < ‖[D, ah]‖ ≤ ‖[D, a]‖ = 1
(la partie droite est l’ine´galite´ triangulaire, l’ine´galite´ de gauche est stricte sinon d(τ1, τ2) serait
infinie en vertu du lemme 1.23). Comme
a+
.
=
ah
‖[D, ah]‖ +
∥∥∥∥ ah‖[D, ah]‖
∥∥∥∥ I ∈ C
satisfait
|τ12(a+)| = |τ12(ah)|‖[D, ah]‖ =
|τ12(a)|
‖[D, ah]‖ ≥ |τ12(a)|,
il apparait qu’a` tout e´le´ment a de B est associe´ un e´le´ment a+ de C tel que |τ12(a)| ≤ |τ12(a+)|.
Ainsi
sup
a∈B
|τ12(a)| ≤ sup
a∈C
|τ12(a)|.
Avec (1.71) et (1.72), il vient d(τ1, τ2) = sup
a∈C
|τ12(a)|, ce qui est pre´cise´ment le re´sultat. 
Pour clore cette pre´sentation ge´ne´rale de la formule de la distance, citons un corollaire du lemme
1.23 pour un triplet spectral (A,H,D) ou` A est une W ∗-alge`bre. Il permet d’isoler certains e´tats
purs normaux pathologiques.
Corollaire 1.25. Soient ω un e´tat pur normal d’une W ∗-alge`bre A et sω son support. Si [D, sω] =
0, alors ω est a` une distance infinie de tous les autres e´tats purs normaux.
Preuve. On note ω1 = ω, s1 = sω. D’apre`s le lemme 1.23, il suffit de montrer que ω1(s1) 6= ω2(s1)
pour tout e´tat pur ω2 distinct de ω1. Selon (1.18) (avec a = I) c’est simplement prouver que
ω2(s1) 6= 1. Supposons donc que ω2(s1) = 1 et montrons qu’alors ω1 = ω2. La preuve est analogue
a` celle du lemme 1.7. Soit {π2,H2} la repre´sentation GNS de ω2 et ξ2 = I. Puisque ω2(s1) =
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〈ξ2, π2(s1)ξ2〉 = 1, π2(s1) est non nul et donc un projecteur de rang 1. Soit ξ un vecteur propre
normalise´ de π2(s1). On sait que l’e´tat pur ωξ induit par ξ n’est autre que ω1.
Par ailleurs comme π2(s1)η = 〈ξ, η〉ξ pour tout vecteur η de H2,
〈ξ2, π2(s1)ξ2〉 = |〈ξ2, ξ〉|2 = 1 = ‖ξ‖2 ‖ξ2‖2 .
Par l’ine´galite´ de Cauchy-Schwarz35 il existe un nombre complexe λ de module 1 tel que ξ2 = λξ.
Ainsi
ω2(a) = 〈λξ, π2(a)λξ〉 = 〈ξ, π2(a)ξ〉 = ωξ(a) = ω1(a)
pour tout a ∈ A. D’ou` le re´sultat. 
IV Isome´trie
IV.1 Syme´trie de l’espace non commutatif
Au sens usuel, une syme´trie d’un espace est une transformation sous laquelle l’espace est globa-
lement invariant. Au sens topologique, il s’agit d’un home´omorphisme. L’ensemble Hom(X) des
home´omorphismes d’un espace topologique X est un groupe pour la loi de composition des applica-
tions. Comme la proposition 1.1 introduit une e´quivalence entre l’identification topologique de deux
espaces (compacts) X et Y - X home´omorphe a` Y - et l’identitification de leur alge`bre de fonc-
tions continues -C(X) isomorphe a` C(Y )- il est naturel de chercher une correspondance entre les
syme´tries de X et des ”syme´tries” de C(X). Une alge`bre n’e´tant a priori pas un espace topologique,
une syme´trie d’alge`bre n’est pas de´finie en terme d’home´omorphisme mais plutoˆt en terme de bi-
jection pre´servant la structure alge´brique (et l’involution s’il y a lieu). Plus pre´cise´ment on note
Aut(A) l’ensemble des automorphismes d’une alge`bre involutive A sur le corps K, c’est a` dire
l’ensemble des applications α de A dans A, K-line´aires, inversibles, telles que α(ab) = α(a)α(b)
et α(a∗) = α(a)∗. Aut(A) est un groupe pour la composition des applications. Par application
imme´diate de la proposition 1.1, on obtient la correspondance de´sire´e entre syme´tries topologiques
et syme´tries alge´briques.
Corollaire 1.26. Le groupe des automorphismes d’une C∗-alge`bre commutative est isomorphe au
groupe des home´omorphismes de son espace de caracte`res.
Lorsque A = C∞ (M) est l’alge`bre des fonctions lisses sur une varie´te´ compacte M, on a30
Diff(M) ≃ Aut(C∞ (M)).
Aut(A) pour une alge`bre A non commutative s’interpre`te ainsi comme le groupe des ”diffe´omor-
phismes” de l’espace non commutatif.
L’action d’un automorphisme sur l’espace non commutatif se traduit par un changement de
repre´sentation dans le triplet spectral
π −→ π ◦ α.
Dire que α est une syme´trie, c’est dire que (A,H,D, π) et (A,H,D, π◦α) de´crivent des ”espaces non
commutatifs identiques”. Les guillements sont de rigueur car la notion ”d’espaces non commutatifs
identiques” n’a pas e´te´ de´finie. En terme alge´brique, on pre´fe`re parler d’e´quivalence (unitaire).
De´finition 1.27. Deux triplets spectraux re´els (A,H,D, J,Γ) et (A′,H′,D′, J ′,Γ′) sont dits (unitai-
rement) e´quivalents s’il existe un ope´rateur unitaire U de H dans H′ et un isomorphisme d’alge`bre
φ de A sur A′ tels que
UDU∗ = D′, UπU∗ = π′ ◦ φ,
UJU∗ = J ′, UΓU∗ = Γ′.
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L’e´quivalence de triplets spectraux non re´els est de´finie pareillement en omettant les conditions
sur J et Γ. En posant φ = α−1 et U = I, on ve´rifie que tout automorphisme α est bien une syme´trie
au sens non commutatif, mais pas ne´cessairement une isome´trie. En effet, les distances calcule´es
dans la ge´ome´trie (A,H,D, π, J,Γ) ou dans la ge´ome´trie e´quivalente (A,H,D, π ◦ α, J,Γ) ont peu
de chance d’eˆtre e´gales dans la mesure ou`
‖[D,π(a)]‖ = 1 (1.73)
n’est pas e´quivalent a`
‖[D,π ◦ α(a)]‖ = 1, (1.74)
sauf si α est l’identite´ de Aut(A).
IV.2 Invariance de la distance
Pour trouver des syme´tries de l’espace non commutatif qui pre´servent les distances, plusieurs
approchent sont possibles. La plus naturelle, mais non la plus facile, consiste a` s’en tenir strictement
aux de´finitions et a` de´terminer les automorphismes pour lesquels (1.74) est e´quivalent a` (1.73). Cette
question est l’objet du paragraphe suivant. L’autre approche s’appuie sur la remarque suivante :
bien que l’action d’un automorphisme n’ait e´te´ envisage´e qu’au niveau de la repre´sentation, il existe
une autre action de α, tout aussi naturelle, a` l’inte´rieur de l’espace des e´tats
α(τ)
.
= τ ◦ α.
Comme α pre´serve l’involution, il pre´serve la positivite´ et α(I) = I, donc α(τ) est bien un e´tat. En
notant
dα la distance associe´e au triplet (A,H,D, π ◦ α),
il est imme´diat que tout automorphisme, vu comme agissant a` la fois sur l’espace des e´tats et sur
le triplet spectral, pre´serve les distances.
Proposition 1.28. Pour tout automorphisme α de A et tout e´tat τ1, τ2 dans S(A),
dα(α(τ1), α(τ2)) = d(τ1, τ2).
Preuve. En posant b
.
= α(a),
dα(α(τ1), α(τ2)) = sup
b∈α(A)=A
{|τ1(b)− τ2(b)| / ‖[D, b]‖ ≤ 1} = d(τ1, τ2). 
De´terminer tous les automorphismes isome´triques au sens dα(τ1, τ2) = d(τ1, τ2) n’est pas aise´,
nous allons simplement en exhiber une certaine classe que nous emploierons ensuite pour des calculs
explicites de distance. La non commutativite´ de A met en e´vidence un sous groupe normal de
Aut(A) masque´ dans le cas commutatif, a` savoir l’ensemble des α pour lesquels il existe un unitaire
u de A tel que
α(a) = uau∗.
Un tel automorphisme, note´ αu, est dit inte´rieur. L’ensemble In(A) des automorphismes inte´rieurs
est un groupe pour la composition des applications,
αuαv = αuv , α
−1
u = αu∗ . (1.75)
Quand A est commutative In(A) ne pre´sente aucun inte´ret puisqu’il ne contient que l’identite´.
Quand ce n’est pas l’alge`bre qui commute avec un unitaire u, mais l’ope´rateur de Dirac, on dit que
l’automorphisme inte´rieur associe´ αu commute avec D. Alors αu est une isome´trie au sens pre´cise´
au de´but du paragraphe aussi bien qu’au sens de son action sur l’espace des e´tats.
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Proposition 1.29. Un automorphisme inte´rieur αu commutant avec D est une isome´trie aux sens
suivants :
dαu(τ1, τ2) = d(τ1, τ2) = d(αu(τ1), αu(τ2)).
Preuve. En utilisant ‖[D,αu(a)]‖ = ‖[D,uau∗]‖ = ‖u∗[D, a]u‖ = ‖[D, a]‖ ,
dαu(τ1, τ2) = sup
a∈A
{|τ1(a)− τ2(a)| / ‖[D,αu(a)]‖ ≤ 1} ,
= sup
a∈A
{|τ1(a)− τ2(a)| / ‖[D, a]‖ ≤ 1} = d(τ1, τ2),
d(αu(τ1), αu(τ2)) = sup
b∈αu(A)
{|τ1(b)− τ2(b)| / ‖[D,αu∗(b)]‖ ≤ 1} ,
= sup
b∈A
{|τ1(b)− τ2(b)| / ‖[D, b]‖ ≤ 1} = d(τ1, τ2),
ou` b
.
= αu(a). 
A noter que par la proposition 1.28, αu est aussi une isome´trie pour l’espace des e´tats dans la
ge´ome´trie (A,H,D, π ◦ αu) puisque dαu(αu(τ1), αu(τ2)) = dαu(τ1, τ2).
Outre les automorphismes inte´rieurs, d’autres applications remarquables de l’alge`bre dans elle-
meˆme sont les projections
αe(a)
.
= eae, (1.76)
ou` e = e∗ = e2 ∈ A. La projection du triplet spectral (A,H,D, π) est, par de´finition, le triplet
(Ae .= αe(A), He .= eH, De .= eDe
∣∣
He , πe
.
= π
∣∣
He) (1.77)
et on note de la distance associe´e. En ge´ne´ral αe n’est pas injective si bien que la forme line´aire τ ◦αe
n’est pas ne´cessairement un e´tat, par exemple si e est dans le noyau de τ (pour une W ∗-alge`bre,
il suffit de conside´rer un e´tat dont le support est orthogonal au projecteur). En revanche tout e´tat
(pur) τe de αe(A) est un e´tat (pur) de A (pour s’en convaincre il suffit d’e´crire τe = τe ◦ αe). En
clair
S(Ae) = S(Ae) ◦ αe ⊂ S(A) et P(Ae) = P(Ae) ◦ αe ⊂ P(A).
Lorsque e commute avec l’ope´rateur de Dirac, la projection αe est une isome´trie pour S(Ae) au
sens suivant.
Proposition 1.30. Soient e un projecteur de A et τ1, τ2 deux e´tats de Ae. Si [D,π(e)] = 0 alors
de(τ1, τ2) = d(τ1 ◦ αe, τ2 ◦ αe).
Preuve. Pour tout ae ∈ Ae, ‖[De, πe(ae)]‖ = ‖[π(e)Dπ(e), π(ae)]‖ = ‖[D,π(ae)]‖ d’ou`
de(τ1, τ2) = sup
ae∈Ae
{|(τ1 − τ2)(ae)| / ‖[D,π(ae)]‖ ≤ 1} ,
≤ sup
a∈A
{|(τ1 ◦ αe − τ2 ◦ αe)(a)| / ‖[D,π(a)]‖ ≤ 1} = d(τ1 ◦ αe, τ2 ◦ αe).
Cette borne supe´rieure est atteinte par ae
.
= αe(b) ou` b ∈ A re´alise le supre´mum pour la distance
d,
d(τ1 ◦ αe, τ2 ◦ αe) = τ1 ◦ αe(b)− τ2 ◦ αe(b) et ‖[D,π(b)]‖ = 1,
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car ‖[De, πe(ae)]‖ = ‖[D,π(ae)]‖ = ‖π(e)[D,π(b)]π(e)]‖ ≤ ‖[D,π(b)]‖ . 
Soulignons que cette proposition n’implique pas que la distance entre deux e´tats de A dans la
ge´ome´trie T = (A,H,D) e´gale la distance dans la ge´ome´trie Te = (Ae,He,De), ni meˆme que la
distance entre τ1 et τ2 dans T soit e´gale a` la distance entre τ1 ◦αe et τ2 ◦αe dans Te (ce qui n’aurait
aucun sens puisque, rappelons le, S(A) ◦ αe ⊂/ S(Ae) ). Si on de´finit l’action de la projection αe
dans l’espace des e´tats par
αe(τ) = τ si τ ∈ S(Ae) , αe(τ) = 0 sinon,
alors une projection qui commute avec l’ope´rateur de Dirac est une isome´trie,
de(αe(τ1), αe(τ2)) = d(τ1, τ2),
mais seulement sur αe(S(A)).
Chapitre 2
Espace fini
Les exemples les plus simples d’espaces non commutatifs sont associe´s a` des alge`bres de dimen-
sion finie. On peut re´soudre de manie`re syste´matique les contraintes impose´es par les axiomes de la
ge´ome´trie non commutative et e´tablir une classification comple`te des triplets spectraux finis38,49.
L’objet de ce chapitre est de de´terminer explicitement la me´trique de ces espaces. Il apparait rapi-
dement que les distances ne sont pas calculables exactement, sauf dans certains cas dont nous
pre´sentons ici un e´ventail. Les re´sultats de ce chapitre ont fait l’objet de l’article33. Pre´cisons
encore une fois que la formule (1.69) de´finit une distance sur l’ensemble des e´tats d’une alge`bre
inde´pendamment des axiomes de la ge´ome´trie non commutative, aussi dans un premier temps nous
conside´rons des triplets spectraux (A,H,D) qui ne sont pas re´els. En dimension fini, D et [D, a]
pour tout a ∈ A sont borne´s. La seule contrainte qu’on impose a` l’ope´rateur de Dirac est d’eˆtre
autoadjoint. Dans la mesure du possible, on s’est efforce´ de tenir a` ce souci de ge´ne´ralite´ mais les
calculs devenant rapidement impraticables, on s’est limite´ pour les espaces finis commutatifs aux
ope´rateurs a` entre´es re´elles. De meˆme, pour l’espace a` deux points on est revenu aux axiomes afin
de se´lectionner un ope´rateur simple permettant de mener les calculs a` terme. Quoi qu’il en soit,
l’importance des axiomes est discute´e dans la dernie`re partie du chapitre.
S’appuyant sur l’e´quivalence dans le cas commutatif entre caracte`res et e´tats purs, on a choisi
de ne conside´rer que les distances entre e´tats purs.
I Topologie des espaces finis
I.1 Espace des e´tats purs
Toute C∗-alge`bre A de dimension finie est isomorphe a` une somme directe finie d’alge`bres
de matrices28 a` entre´es complexes si A est une alge`bre complexe, a` entre´es re´elles, complexes ou
quaternioniques si A est une alge`bre re´elle. Ainsi
A =
N⊕
k=1
Ak (2.1)
ou` k,N ∈ N, Ak = K ou Mn(K) et K est un symbole ge´ne´rique pour de´signer les corps R,C ou H.
Lemme 2.1. Soient A1, A2 deux C∗-alge`bres, alors P(A1 ⊕A2) = P(A1) ∪ P(A2).
Preuve. Tout e´tat pur ω1 de A1 s’e´tend en un e´tat τ sur A1 ⊕A2
τ(a1 ⊕ a2) .= ω1(a1)
(la positivite´ est imme´diate puisque (A1 ⊕A2)+ = A1+ ⊕A2+). Si τ n’est pas pur, il existe deux
e´tats τ ′ et τ ′′ et un re´el t ∈]0, 1[ tels que τ = tτ ′ + (1− t)τ ′′. Ainsi
ω1(a1) = τ(a1 ⊕ I2) = tτ ′1(a1) + (1− t)τ ′′1 (a1)
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ou` τ ′1(a1)
.
= τ ′(a1 ⊕ I2) et τ ′′1 (a1) .= τ ′′(a1 ⊕ I2) sont des e´tats de A1. Comme ω1 est pur, τ ′1 = τ ′′1
d’ou`
τ ′(0⊕ I2) = τ ′′(0⊕ I2) = t− 1
t
τ ′′(0⊕ a2) = 0
c’est a` dire τ ′ = τ ′′. τ est donc pur et P(A1) ∪ P(A2) ⊂ P(A1 ⊕A2).
Soit ω ∈ P(A1 ⊕ A2). Si λ1 .= ω(I1 ⊕ 0) = 0 alors τ2(a2) .= ω(a1 ⊕ a2) est un e´tat de A2. S’il
n’est pas pur, alors c’est une combinaison line´aire convexe de deux e´tats τ ′2 et τ ′′2 que l’on e´tend
a` A1 ⊕A2 par
τ ′(a1 ⊕ a2) .= τ ′2(a2) , τ ′′(a1 ⊕ a2) .= τ ′′2(a2).
τ ′ = τ ′′ car ω = tτ ′ + (1 − t)τ ′′ est pur. Donc τ ′2 = τ ′′2 et τ2 est pur. Un raisonnement analogue
montre que si λ2 = ω(0⊕ I2) = 0, ω restreint a` A1 est un e´tat pur de A1.
Reste la possibilite´ que λ1 et λ2 soient tous deux non nuls. En ce cas ω = λ1 τ
′ + λ2 τ ′′ ou`
τ ′(a1 ⊕ a2) .= 1
λ1
ω(a1 ⊕ 0) et τ ′′(a1 ⊕ a2) .= 1
λ2
ω(0⊕ a2)
sont tous deux des e´tats de A1 ⊕A2. Comme λ1 + λ2 = 1 et que ω est pur, τ ′ = τ ′′ d’ou`
ω(0⊕ a2) = λ2τ ′′(0⊕ a2) = λ2τ ′(0⊕ a2) = λ2
λ1
ω(0⊕ 0) = 0.
De meˆme ω(a1 ⊕ 0) = 0, donc ω est nul. 
Ce lemme applique´ re´cursivement sur A donne
P(A) =
N⋃
k=1
P(Ak), (2.2)
si bien que pour connaitre P(A) il suffit de connaitre les e´tats purs de K et Mn(K).
I.2 Etat de R, C et H
Dans la section I.I.4, un e´tat sur une alge`bre de corps de re´fe´rence K est de´fini comme une
forme K-line´aire τ a` valeur dans K et de norme ‖τ‖ = τ(I) = 1. De`s lors K vu comme alge`bre sur
K n’a qu’un e´tat : l’identite´. Dit autrement les alge`bres re´elle R, complexe C et quaternionique H
n’ont chacune qu’un e´tat (pur). Ceci reste vrai pour C et H vues comme alge`bre re´elle. Pour C tout
d’abord, un e´tat ωc est, au sens de la de´finition 1.10, une application R-line´aire positive a` valeur
dans R satisfaisant ωc(1) = 1 et ωc(x− iy) = ωc(x + iy), c’est a` dire ωc(i) = −ωc(i) = 0. En clair
ωc coincide avec la partie re´elle.
Lemme 2.2. L’unique e´tat ωh de l’alge`bre re´elle H est
ωh(q) =
1
2
Tr(q)
ou` q =
(
x −y¯
y x¯
)
avec x, y ∈ C de´signe un quaternion quelconque.
Preuve. La repre´sentation de H sur l’espace vectoriel re´el de dimension quatre, dont la base canon-
ique {1, i, j, k} ve´rifie i2 = j2 = k2 = −1, ij = −ji = k, jk = −kj = i et ki = −ik = j,
est
q = α+ βi+ γj + δk
avec α, β, γ, δ ∈ R. Par de´finition,
q¯
.
= α− βi− γj − δk
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de sorte que
qq¯ = α2 + β2 + γ2 + δ2 ∈ R+.
En conse´quence toute forme R-line´aire est positive. Par line´arite´, un e´tat τ est comple`tement
de´termine´ par les valeurs qu’il prend sur i, j, k. Comme τ(q) = τ(q¯),
α+ βτ(i) + γτ(j) + δτ(k) = α− βτ(i) − γτ(j) − δτ(k)
pour tout α, β, γ, δ ∈ R. Autrement dit
τ(i) = τ(j) = τ(k) = 0
et τ(q) = α
.
= ωh(q). Dans la repre´sentation matricielle de H sur C
2, x
.
= α + iβ d’ou` Tr(q)
.
=
2Re(x) = 2α = 2ωh(q). 
Il peut sembler peu satisfaisant de ne disposer avec H, sous alge`bre des matrices 2×2 dont l’ensemble
des e´tats purs est de cardinalite´ infini (voir paragraphe suivant), que d’un seul e´tat pur. Afin
d’e´largir le champ d’investigation, on peut modifier la de´finition d’un e´tat re´el et ne plus exiger
que l’involution soit conserve´e. H a alors plusieurs e´tats τ mais toujours un seul e´tat pur. En effet,
si on note ττ(i) la forme line´aire telle que ττ(i)(i) = τ(i), ττ(i)(1) = ττ(i)(j) = ττ(i)(k) = 0 et qu’on
adopte des de´finitions similaires pour ττ(j) et ττ(k), il vient
τ = ωh + ττ(i) + ττ(j) + ττ(k)
= t(ωh + τrτ(i) + τrτ(j) + τrτ(k)) + (1− t)(ωh + τr′τ(i) + τr′τ(j) + τr′τ(k)), (2.3)
ou` t, r ∈ R/{1} et r′ .= 1−rt1−t . Chacun des deux facteurs de la moitie´ droite de (2.3) envoyant 1 en
1 est un e´tat, si bien que τ n’est pas pur sauf si τ(i) = τ(j) = τ(k) = 0.
I.3 Etats des alge`bres de matrices
L’espace des e´tats de C et H ne de´pend pas du corps de re´fe´rence. En revanche S(Mn(K)) en
de´pend. On note
MK
′
n (K)
pour de´signer Mn(K) vue comme alge`bre sur le corps K
′. Conside´rons d’abord les cas K = K′.
Une forme K-line´aire τ sur MKn (K) se de´compose de manie`re unique sur la base τij,
τij(mkl)
.
= δilδjk
ou` {mij}, i, j = 1...n est la base canonique de MKn (K). Pour tout a = aklmkl, akl ∈ K,
τ(a) = λijτij(a) = λ
ijτij(a
klmkl) = λ
ijδilδjka
kl = Tr(Λa)
ou` Λ ∈MKn (K) de´signe la matrice de composante λij. A noter qu’a` cause de la non commutativite´,
la notion de forme H-line´aire est ambigue¨ (conforme´ment a` l’usage1 on conside`re la H-line´arite´ a`
droite). Dans les trois cas re´el, complexe et quaternionique un e´tat envoie In en I donc Tr(Λ) = I.
Pour K = R ou C
Tr(Λa∗) = Tr((aΛ∗)∗) = Tr(aΛ∗). (2.4)
Un e´tat est involutif, Tr(Λa∗) = Tr(Λa), d’ou` Tr((Λ∗ − Λ)a) = 0 pour tout a. La trace est un
produit scalaire pourMKn (K) donc Λ
∗ = Λ. On note {ξi} une base orthonorme´e de vecteurs propres
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de Λ, λi ∈ R les valeurs propres correspondantes et si les projecteurs associe´s. Les si sont des
e´le´ments positifs de l’alge`bre donc
Tr(Λsi) = λ
i ≥ 0.
De plus
Tr(Λa) = λ1Tr(s1a) + (1− λ1)λ
jTr(sja)
1− λ1 (2.5)
ou` j va de 2 a` n. Comme Tr(s1) = 1 et Tr(s1a
∗a) = Tr((as1)∗(as1)) ≥ 0, le premier facteur du
terme de droite de (2.5) est un e´tat. De meˆme, parce que les λi sont positifs et leur somme vaut 1,
le deuxie`me facteur est aussi un e´tat. En conse´quence τ n’est pur que si Λ est de rang 1. On pose
Λ = sω et on note ξ un vecteur propre norme´ de sω. Alors
sωasω = 〈ξ, aξ〉sω = Tr(sωa)sω = ω(a)sω. (2.6)
A tout e´tat pur ω de MKn (K) est associe´ un projecteur de rang 1 sω, et tout projecteur de rang
1 de´finit un e´tat pur. A noter que pour K = C ce re´sultat est conforme au chapitre 1 (tout e´tat
d’une alge`bre complexe de dimension finie est normal). Un vecteur propre norme´ n’est de´fini qu’a`
un facteur de module 1 pre`s ( ±1 dans le cas re´el, une phase dans le cas complexe) ce qui prouve
que l’espace des e´tats purs n’est autre que l’espace des droites de Kn.
Lemme 2.3. Pour K = R ou C, P(MKn (K)) = KPn−1.
Dans le cas re´el RPn n’est autre que la sphe`re Sn ou` les points antipodaux sont identifie´s. En
basse dimension on trouve29 que P(M2(R)) = RP 1 est diffe´omorphe au cercle S1. Dans le cas
complexe CPn peut-eˆtre vu comme un quotient de la sphe`re S2n+1 dans la mesure ou` tout e´le´ment
de CPn rencontre S2n+1 en un cercle S1. En basse dimension il apparait que P (MC2 (C)) = CP
1
est diffe´omorphe a` S2.
Pour le cas quaternionique les arguments ci-dessus ne sont pas valides pour plusieurs raisons.
D’une part la notion d’e´tat quaternionique n’a pas e´te´ clairement identifie´e. Si on s’en tient a`
la remarque de la fin de la section I.I.4, un e´tat sur MHn (H) est une forme H-line´aire borne´e τ de
norme τ(I) = 1. Rien ne garantit qu’une telle forme soit involutive. D’autre part meˆme si on impose
l’involutivite´, la non commutativite´ de H empeˆche d’e´crire l’e´quation (2.4). Cependant on peut voir
qu’un vecteur quaternionique de´finit bien un e´tat. Dans le de´tail, conside´rons l’espace vectoriel (a`
droite) quaternionique Hn muni du produit scalaire a` valeur dans H
〈ξ, ζ〉 .=
n∑
i=1
ξ¯iζi = 〈ζ, ξ〉
ou ξi, ζi ∈ H sont les composantes des vecteurs ξ et ζ. Ce produit scalaire de´finit une norme a`
valeur re´elle
‖ξ‖2 = 〈ξ, ξ〉
et ve´rifie l’ine´galite´ de Cauchy-Schwarz1, de sorte que pour a ∈MHn (H)
|〈ξ, aξ〉|2 = 〈ξ, aξ〉〈ξ, aξ〉 = 〈aξ, ξ〉〈ξ, aξ〉 ≤ 〈aξ, aξ〉〈ξ, ξ〉 = ‖aξ‖2 ‖ξ‖2 .
Ainsi pour un vecteur normalise´ ξ l’application
τ : a 7→ 〈ξ, aξ〉
est de norme
‖τ‖ = sup
‖a‖=1
‖τ(a)‖ = sup
‖a‖=1
|〈ξ, aξ〉| ≤ sup
‖a‖=1
‖aξ‖ ≤ sup
‖a‖=1
‖a‖ ≤ 1,
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cette borne supe´rieure e´tant atteinte pour a = In. Par conse´quent τ est un e´tat quaternionique au
sens de la section I.I.4. En de´signant par Sn
H
la sphe`re quaternionique de dimension n, on a
S(MHn (H) ⊂ SnH.
Contrairement aux cas re´el et complexe, deux vecteurs norme´s ξ et ξq avec |q| = 1 ne de´finissent
pas le meˆme e´tat car 〈ξq, aξq〉 = q¯〈ξ, aξ〉q 6= 〈ξ, aξ〉. En particulier l’alge`bre MH2 (H) ne permet pas
de munir HP 1 ∼ S4 d’une me´trique.
Prendre K 6= K′ recouvre deux exemples, MRn (C) et MRn (H). Comme ce dernier n’apparait dans
aucun mode`le physique, nous ne l’e´tudierons pas. L’alge`bre re´elle MRn (C) est de dimension 2n
2.
Tout e´le´ment a = aklmkl -{mkl} est la base canonique de M2(C)- s’e´crit sous forme d’une matrice
re´elle pour peu qu’on voit chaque nombre complexe akl sous la forme
akl =
(
Re(akl) Im(akl)
−Im(akl) Re(akl)
)
.
On note
rkl
.
= I2 ⊗mkl et ikl .=
(
0 1
−1 0
)
⊗mkl.
L’ensemble {rkl, ikl} est une base de l’alge`bre MRn (C) et tout e´le´ment a s’e´crit
a = Re(akl)rkl + Im(a
kl)ikl.
Une forme R-line´aire τ a` valeur dans R se de´compose sur la base
{
τRij , τ
I
ij
}
de´finie par
τRij (rkl) = δilδjk, τ
R
ij (ikl) = 0,
τ Iij(rkl) = 0, τ
I
ij(ikl) = δilδjk
de sorte que
τ(a) =
(
γijτRij + λ
ijτ Iij
) (
Re(akl)rkl + Im(a
kl)ikl
)
,
= γijRe(akl)δilδjk + λ
ijIm(akl)δilδjk,
= Tr(ΓaR) + Tr(ΛaI)
ou` Γ et Λ sont les matrices re´elles n × n de composantes γij , λij respectivement et aR, aI les
matrices de composantes Re(akl), Im(akl). Noter que r
∗
kl = rlk tandis que i
∗
kl = −ilk d’ou`
a∗ = Re(alk)rkl − Im(alk)ikl.
Si τ est un e´tat re´el alors τ(a∗) = τ(a), c’est a` dire
Tr(Γa∗R)− Tr(Λa∗I) = Tr(ΓaR) + Tr(ΛaI)
pour toute matrice aI et aR. Comme les parties imaginaires et re´elles des akl sont inde´pendantes,
on peut prendre aI = 0 et aR quelconque. Il vient Tr((Γ
∗ − Γ)aR) = 0 d’ou`
Γ∗ = Γ.
De manie`re analogue
Λ∗ = −Λ.
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On note γi ∈ R les valeurs propres de Γ, si les projecteurs associe´s, λi ∈ R les valeurs propres de
iΛ et ti les projecteurs correspondants, c’est a` dire
Tr(Γsi) = γ
i et Tr(iΛti) = λ
i. (2.7)
Quand a = In, aI = 0 et aR est l’identite´ des matrices n× n. Reque´rir τ(I) = 1 revient a` imposer
Tr(Γ) = 1. (2.8)
Pour e´crire la condition de positivite´, notons d’abord la table de multiplication
rklrk′l′ = δlk′rkl′ , rklik′l′ = δlk′ikl′ ,
iklrk′l′ = δlk′ikl′ , iklik′l′ = −δlk′rkl′
permettant d’obtenir
a∗a =
(
Re(alk)rkl − Im(alk)ikl
)(
Re(ak
′l′)rk′l′ + Im(a
k′l′)ik′l′
)
,
= Re(ak
′k)Re(ak
′l′)rkl′ +Re(a
k′k)Im(ak
′l′)ikl′ − Im(ak′k)Re(ak′l′)ikl′ + Im(ak′k)Im(ak′l′)rkl′ ,
= (a∗RaR + a
∗
IaI)kl′rkl′ + (a
∗
RaI − a∗IaR)kl′ikl′ ,
d’ou`
τ(a∗a) = Tr(Γ(a∗RaR + a
∗
IaI) + Λ(a
∗
RaI − a∗IaR)).
Cette expression doit eˆtre re´elle positive pour tout a. En particulier lorsque aI = 0 et aR = si on a
avec (2.7 γi ≥ 0, ce qui prouve que Γ est une matrice positive. Lorsque aR est l’identite´ et aI = ti,
on a avec (2.8) 1− iλi ∈ R∗+, ce qui n’est pas possible sauf si λi = 0.
En conse´quence un e´tat τ deMRn (C) de´finit, et est de´fini par, une matrice n×n re´elle syme´trique
Γ telle que
τ(a) = Tr(ΓaR) = γ
1Tr(s1aR) + (1− γ1)γ
jTr(sjaR)
1− γ1
ou` j varie de 2 a` n. De meˆme que dans (2.5), chacun des deux facteurs du terme de droite est un
e´tat si bien que τ est pur si et seulement si Γ est de rang un. Deux vecteurs re´els norme´s et e´gaux
a` un signe pre`s de´finissent le meˆme e´tat pur d’ou`
P(MRn (C)) = RPn−1.
Pour clore cette e´tude des e´tats des alge`bres de dimension finie, pre´cisons que les projecteurs
mis en e´vidence pour les alge`bres re´elles et quaternioniques ne sont a priori pas des supports au
sens donne´ dans le chapitre 1 puisque dans toutes les re´fe´rences cite´es la notion de W ∗-alge`bre est
de´finie pour des alge`bres complexes. Par exemple le projecteur IH associe´ a` l’e´tat re´el de H n’est
pas de rang 1 et il existe deux vecteurs ξ (ceux de la base canonique de C2) permettant d’e´crire
ω(q) = 〈ξ, qξ〉.
II Espace a` 1 point
II.1 De´finition et proprie´te´s ge´ne´rales
Les espaces finis apparaissent comme des espaces de N points (N de´signe dans (2.1) le nombre
de composantes de A) muni chacun d’une fibre identique a` P(Ak). Lorsque N = 1 on parle d’espace
a` un point. Les cas A = K sont sans inte´ret. L’exemple le plus simple est MKn (K) repre´sente´ de
manie`re irre´ductible sur Kn. L’ope´rateur D est alors e´le´ment de l’alge`bre. Pour utiliser les proprie´te´s
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des W ∗-alge`bres, on prend K = C de sorte que tous les e´tats sont normaux. Dans toute la section
A =MCn (C), H = Cn et D est un e´le´ment autoadjoint de A. Les e´tats et leur support sont indice´s
par les vecteurs de CPn−1 :
ωξ(a) = Tr(sξa) = 〈ξ, aξ〉. (2.9)
Le fait que D soit dans A permet d’isoler facilement des points pathologiques. Si ψ est un
vecteur propre de D, ωψ est appele´ e´tat propre. Son support sψ commute avec D. Par le corollaire
1.25 on obtient imme´diatement que de tels e´tats sont isole´s.
Corollaire 2.4. Tous les e´tats propres de D sont a` une distance infinie des autres e´tats purs.
A noter que si p est un projecteur propre de D de rang supe´rieur a` 1, tous les e´tats purs de support
s ≤ p sont e´galement des points isole´s.
Pour exploiter l’identite´ entre P(A) et CPn−1, il convient d’associer a` tout e´tat pur un n-uplet
norme´ de nombres complexes. Pour n = 2 ceci permet d’e´crire la distance non commutative comme
une me´trique sur la sphe`re S2. Le choix de la base de H dans laquelle on e´crit la repre´sentation de
l’alge`bre fixe la correspondance entre CPn−1 et l’ensemble des n-uplets norme´s de complexes : si
a` l’ope´rateur a est associe´ la matrice aˆ, au vecteur ξ est associe´ (modulo un facteur de phase) le
n-uplet ξˆ de manie`re a` ce que 〈ξˆ, aˆξˆ〉 = ωξ(a). On dit que le choix de la base de la repre´sentation
induit une orientation de l’espace des e´tats purs et, de meˆme qu’on identifie l’ope´rateur a` sa matrice,
on identifie le vecteur au n-uplet de ses composantes. Ce point n’est pas aussi transparent qu’il
parait puisque, pour le calcul des distances, on peut changer de base dans H (vu comme espace de
repre´sentation de A) sans changer de base dans H (vu comme espace ou` vivent les repre´sentants des
classes d’e´quivalence de CPn−1) sous re´serve que ce changement de base commute avec l’ope´rateur
de Dirac. En effet supposons qu’a` l’ope´rateur a soit associe´ dans une nouvelle base la matrice
uau∗ tandis qu’a` ξ est toujours associe´ le n-uplet ξˆ. Alors, pour peu que le changement de base u
commute avec D et bien que
〈ξ, uau∗ξ〉 = 〈u∗ξ, au∗ξ〉 = αu(ωξ)(a) 6= ωξ(a),
le calcul de la distance entre deux e´tats purs quelconques ne sera pas modifie´ en vertu de la
proposition 1.29. Les orientations les plus naturelles sont celles induites par les bases orthonorme´es
de vecteurs propres de D. Elles se de´duisent toutes les unes des autres par un unitaire qui commute
avec D, de sorte qu’elles sont toutes e´quivalentes pour les distances et on peut sans ambiguite´
e´voquer l’orientation induite par la diagonalisation de D, ou simplement l’orientation induite par
D.
Dans l’orientation induite par D, on note ξi les composantes du vecteur ξ et sij = ξiξ¯j celles du
support sξ. Les support des e´tats propres, les supports propres, sont simplement les e´le´ments eii de
la base canonique de A. Par le lemme 1.23 si deux e´tats purs ω1, ω2 ne coincident pas sur l’ensemble
des supports propres alors ils sont a` une distance infinie. En composantes, ωξ(eii) = Tr(sξeii) = |ξi|2,
ce qui permet de caracte´riser facilement des couples d’e´tats a` distance infinie.
Corollaire 2.5. Si |ξi| 6= |ζi| pour au moins une valeur de i alors d(ωξ, ωζ) = +∞.
II.2 L’exemple de M2(C)
Pour n = 2, l’espace des e´tats purs CP 1 est isomorphe a` la sphe`re S2. Un isomorphisme explicite
est donne´ par la projection de Hopf qui a` tout vecteur complexe ξ de dimension deux norme´ a` une
phase pre`s associe le point pξ de S
2 - vue comme une surface dans R3 - de coordonne´es carte´siennes
xξ
.
= 2Re(ξ1ξ¯2), yξ
.
= 2Im(ξ1ξ¯2) et zξ
.
= |ξ1|2 − |ξ2|2. (2.10)
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On dira que deux e´tats ωξ, ωζ sont de meˆme altitude quand zξ = zζ . L’altitude est une car-
acte´ristique intrinse`que d’un e´tat dans l’orientation induite parD. En effet si ξi sont les composantes
de ξ dans une base propre {ψj} et u un unitaire, puisque
ωξ(a) = 〈ξ, aξ〉 = 〈uξ, uau∗ uξ〉,
les composantes de ξ dans l’orientation induite par la base {uψj} sont ξ′i .= uijξj. On suppose que
les deux valeurs propres D1, D2 de l’ope´rateur de Dirac sont distinctes (sinon D est proportionnel
a` l’identite´ et les distances sont toutes infinies) et que u commute avec la forme diagonale de D,
u =
(
eiθ1 0
0 eiθ2
)
(2.11)
ou` θ1, θ2 ∈ [0, 2π]. Alors ξ′1 = eiθ1ξ1, ξ′2 = eiθ2ξ2 et l’altitude de ωξ dans l’orientation induite par
{uψj} est zξ′ = |ξ′1|2−|ξ′2|2 = zξ. Ainsi on peut le´gitimement espe´rer que l’altitude soit une donne´e
pertinente pour caracte´riser les proprie´te´s me´triques des e´tats purs. C’est effectivement le cas.
Proposition 2.6. Deux points de la sphe`re S2 d’altitude diffe´rente sont a` une distance infinie. En
particuliers les poˆles sont des points isole´s.
Preuve. Les deux e´tats propres de D correspondent aux vecteurs(
1
0
)
et
(
0
1
)
qui par (2.10) sont envoye´s sur les poˆles de la sphe`re (points de coordonne´es (0, 0, 1) et (0, 0,−1)).
Par le corollaire 2.4, ces points sont a` distance infinie de tous les autres. Si maintenant deux points
(xξ, yξ, zξ) et (xζ , yζ , zζ) ne sont pas de meˆme altitude, par de´finition de z on a ne´cessairement
|ξ1| 6= |ζ1| ou/et |ξ2| 6= |ζ2|. Le re´sultat est alors imme´diat par le corollaire 2.5. 
Le vecteur repre´sentant αu(ωξ) est ξ˜
.
= u∗ξ de composantes ξ˜i = e−iθiξi. Le point de S2 associe´
pξ˜ a pour coordonne´es 
 xξ˜yξ˜
zξ˜

 =

 cos θ − sin θ 0sin θ cos θ 0
0 0 1



 xξyξ
zξ

 (2.12)
ou` θ
.
= θ1 − θ2. Autrement dit pour deux points quelconques pξ, pζ de S2 et leur image pξ˜, pζ˜ par
la rotation (2.12), la proposition 1.29 assure que
d(pξ , pζ) = d(pξ˜, pζ˜).
La ge´ome´trie (M2(C),C
2,D) munie la sphe`re S2 d’une me´trique invariante par rotation d’axe z,
cet axe e´tant de´termine´ de manie`re non ambigu¨e par la diagonalisation de l’ope´rateur de Dirac.
Les syme´tries mises en place dans le chapitre pre´ce´dent ne suffisent pas a` de´terminer comple`tement
cette me´trique, il faut entreprendre des calculs explicites qui ici ne sont pas difficiles.
Proposition 2.6’. La distance entre deux e´tats purs ωξ, ωζ est finie si et seulement si ils sont
de meˆme altitude. Alors la distance non commutative est la distance euclidienne sur le cercle a` un
facteur multiplicatif pre`s
d(pξ , pζ) =
2
|D1 −D2|
√
(xξ − xζ)2 + (yξ − yζ)2.
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Le re´sultat est exprime´ de manie`re e´quivalente, au niveau alge´brique, par
d(ωξ, ωζ) = 2
√
1−Tr(sξsζ)
|D1 −D2|2 . = 2
√
1− |〈ξ, ζ〉|2
|D1 −D2|2 .
Preuve. Dans la base qui diagonalise D on note aij = a¯ji les composantes de a (a est pris autoadjoint
en vertu du lemme 1.24). Si ωξ et ωζ ne sont pas de meˆme altitude alors la distance est infinie. On
suppose donc que zξ = zζ . Comme en outre |ξ1|2 + |ξ2|2 = 1 = |ζ1|2 + |ζ2|2, cette condition impose
que |ξ1| = |ζ1| et |ξ2| = |ζ2|. On prend ωξ distinct de ωζ , donc |ξ1| 6= 0. Le vecteur ξ n’e´tant de´fini
qu’a` une phase pre`s, on suppose que ξ1 ∈ R∗+. Alors
sξ − sζ =
(
0 ξ1(ξ2 − ζ2)
ξ1(ξ¯2 − ζ¯2) 0
)
(2.13)
et
|ωξ(a)− ωζ(a)| = |Tr((sξ − sζ)(a))| = |2ξ1Re
(
a12
(
ξ¯2 − ζ¯2
))| ≤ 2ξ1|a12||ξ2 − ζ2|.
Un rapide calcul indique ‖[D, a]‖ = |a12||D1 −D2| d’ou`
d(ωξ, ωζ) ≤ 2|D1 −D2|ξ1|ξ2 − ζ2|,
cette borne supe´rieure e´tant atteinte par n’importe quel e´le´ment a tel que
|a12| = 2|D1 −D2| et arg(a12) = − arg(ξ2 − ζ2).
Il suffit alors de remarquer que ξ1|ξ2 − ζ2| = |xξ + iyξ − xζ − iyζ | =
√
(xξ − xζ)2 + (yξ − yζ)2 pour
obtenir le re´sultat.
En calculant
Tr((sξ − sζ)2) = Tr(sξ + sζ − sξsζ − sζsξ) = 2− 2|〈ξ, ζ〉|2
explicitement a` l’aide de (2.13), on trouve que ξ1|ξ2−ζ2| =
√
1− |〈ξ, ζ〉|2, d’ou` la seconde expression
de la proposition. 
III Espace a` deux points
Pour N = 2 l’espace le plus simple correspond a` l’alge`bre A =Mn(C)⊕ C represente´e par une
matrice diagonale par bloc sur H = Cn ⊕ C
a =
(
x 0
0 y
)
, (2.14)
avec x ∈Mn(C) et y ∈ C. A noter que cette de´finition de la repre´sentation π suppose qu’une base
{ψj} de H est de´ja` fixe´e, modulo un unitaire du type
U =
(
u 0
0 eiθ
)
. (2.15)
En effet rien ne garantit que dans d’autres bases a soit toujours repre´sente´ sous une forme diagonale
par bloc. Pour une de´finition intrinse`que de π, il faut se donner une Z2-graduation χ de C
n+1, c’est
a` dire un ope´rateur qui laisse globalement invariant deux sous espaces Hn et H1 de H de dimension
respective n et 1. π est alors de´finie comme la somme directe de la repre´sentation fondamentale
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de Mn(C) sur Hn et de C sur H1. Contrairement a` l’espace a` un point ou` la repre´sentation est
surjective, l’orientation induite par la diagonalisation de D n’est pas pertinente car dans une base
qui diagonalise l’ope´rateur de Dirac, re´pe´tons le, a n’est plus force´ment de la forme (2.14). En clair,
il faut conside´rer que D est une matrice autoadjointe quelconque, ou abandonner l’aspect diagonal
par bloc de la repre´sentation. Dans les deux cas la de´termination du supre´mum dans la formule
de la distance reste ardue. La prise en compte des axiomes de la ge´ome´trie non commutative, en
restreignant le choix de l’ope´rateur de Dirac, permet de mener les calculs a` terme.
III.1 Triplet spectral et orientation
Trois des axiomes, relatifs a` l’analyse fonctionnelle, sont syste´matiquement ve´rifie´s par les
triplets spectraux finis33. La dualite´ de Poincare´ est discute´e de manie`re ge´ne´rale pour les triplets
finis dans la dernie`re partie de ce chapitre. Restent la re´alite´, la condition d’ordre un et l’ori-
entabilite´. Puisque la dimension spectrale est nulle, il faut montrer qu’il existe (re´alite´) un ope´rateur
antiline´aire J = J∗ = J−1 de H dans lui-meˆme tel que J2 = I, [a, JbJ−1] = [J,Γ] = [J,D] = 0.
Tout e´le´ment de C0(A,A⊗A◦) est un cycle. Les ge´ne´rateurs de Z0(A,A⊗A◦) sont les e´le´ments de
A⊗A◦. Il doit donc exister ai, bi dans A tels que (orientabilite´) la graduation s’e´crive Γ = aiJbiJ−1.
Enfin l’ope´rateur de Dirac satisfait (condition du premie`re ordre) [[D, a], JbJ−1] = 0. Rappelons
que par de´finition la graduation commute avec A et anticommute avec D.
Si H = Cn+1, J apparait comme une matrice unitaire compose´e avec la conjugaison complexe,
J = U ◦ c. La relation de commutation [a, JbJ−1] = 0 s’e´crit [a, Ub¯U∗] = 0 ce qui ne peut eˆtre
vrai pour tout a et b puisque l’alge`bre n’est pas commutative. En revanche si A est repre´sente´e sur
H =Mn+1(C) par simple multiplication matricielle, alors un J possible est l’ope´rateur d’involution
puisque J2 = I,
[a, JbJ−1]ψ = aJbJ−1ψ − JbJ−1aψ = aJbψ∗ − Jbψ∗a∗ = aψb∗ − aψb∗ = 0
et on ve´rifie, pour n’importe quel ope´rateur de Dirac,
[[D, a], JbJ−1]ψ = [D, a]ψb∗ − [D, a]ψb∗ = 0.
Pour que [D,J ] = 0, on peut prendre
Dψ = ∆ψ + ψ∆
ou` ∆ = ∆∗ ∈Mn+1(C). En effet [D,J ]ψ = Dψ∗ − JDψ = ∆ψ∗ + ψ∗∆− J(∆ψ + ψ∆) = 0.
Concernant la graduation, le choix le plus simple est de prendre bi = a
i = 0 sauf b1 = a
2 = I et
a1 = b2 = K ou`
K
.
=
(
In 0
0 −1
)
n’est autre que la graduation de Cn+1. Ainsi Γψ = Kψ + ψK et [Γ, J ] = 0. Comme K commute
avec tout a ∈ A, on ve´rifie que
[Γ, a]ψ = Γaψ − aΓψ = Kaψ + aψK − aKψ − aψK = 0.
Enfin,
(DΓ + ΓD)ψ = D(Kψ + ψK) + Γ(∆ψ + ψ∆) = (∆K +K∆)ψ + ψ(∆K +K∆)
est nul pour tout ψ si et seulement si (∆K+K∆) = 0. ∆ s’e´crit donc, selon la graduation de Cn+1,
∆ =
(
0n m
m∗ 0
)
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ou` m un vecteur non nul de Cn.
A priori, repre´senter l’alge`bre surMn+1(C) ne facilite pas le calcul de la norme du commutateur
[D, a]. Cependant la norme d’ope´rateur surMn+1(C) est e´gale a` la norme d’ope´rateur sur C
n+147 si
bien que, pour le calcul des distances, tout ce passe comme si on travaillait avec le triplet spectral
(A,H = Cn+1,∆) au lieu de (A,Mn+1(C),D).
L’ensemble des e´tats purs de A est l’union de P(Mn (C)) avec l’e´tat ωc de C. La correspondance
entre un e´tat ωξ de P(Mn (C)) et les composantes du vecteur ξ ∈ CPn−1 -l’orientation de CPn−1
- est fixe´e par l’ope´rateur de Dirac de la manie`re suivante. On suppose que
‖D‖ = ‖m‖ = 1
car diviser D par une constante revient a` multiplier les distances par cette meˆme constante. En
notant e1 le premier vecteur de la base canonique de C
n, il existe un ope´rateur unitaire v ∈Mn (C)
tel que
vm = e1.
On appelle orientation induite par D le choix de la base {V ψj} ou` V est la matrice du type (2.15)
correspondant a` v. Dans cette base a est toujours diagonal par bloc et D s’e´crit
D =
(
0 e1
e∗1 0
)
. (2.16)
Cette base n’est pas unique. Dans toute base se de´duisant de {V ψj} par un unitaire U du type
(2.15) commutant avec D, la repre´sentation est diagonale par bloc et l’ope´rateur de Dirac s’e´crit
UDU∗ = D. Comme dans l’espace a` un point, les orientations induites par ces choix de base sont
toutes e´quivalentes pour le calcul des distances, on peut donc sans ambigu¨ite´ parler de l’orientation
induite par D et la repre´sentation, ou plus simplement de l’orientation induite. A la diffe´rence du
cas a` un point, le choix de l’orientation fait intervenir non seulement l’ope´rateur de Dirac mais
aussi la repre´sentation car la pre´servation de (2.14) ne va pas de pair avec la pre´servation de (2.16),
c’est a` dire, tout unitaire commutant avec (2.16) n’est pas ne´cessairement du type (2.15).
III.2 Distances
Dans l’orientation induite, les vecteurs propres orthonorme´s a` une phase pre`s de D sont
ψ1
.
=
1√
2
(
e1
1
)
, ψn+1
.
=
1√
2
(
e1
−1
)
, ψj =
(
ej
0
)
ou` ej , j = 2...n sont les vecteurs de la base canonique de C
n. Ils correspondent aux valeurs propres
λ1 = 1, λn+1 = −1 et λj = 0 et les projecteurs propres s’e´crivent
p1 =
1
2
(
e11 e1
e∗1 1
)
, pn+1 =
1
2
(
e11 −e1
−e∗1 1
)
, pj =
(
ejj 0
0 0
)
ou` {eij} est la base canonique de Mn (C). La diffe´rence essentielle avec l’espace a` un point est
que seul pj appartient a` l’alge`bre. Les e´tats propres τψ1 et τψn+1 sont bien des e´tats de A mais ne
sont pas purs. On pourrait y voir une contradiction avec les conclusions de la section I.3 ou` il est
indique´ que tout e´tat d’une W ∗-alge`bre de dimension finie est normal, donc de support inclus dans
l’alge`bre. En fait p1 est le support de τψ1 vu comme e´tat (pur) de Mn+1(C), de meˆme pour pn+1.
Les supports de τψ1 et τψn+1 vus comme e´tats de A coincident et valent
p′1 = p
′
n+1
.
=
(
e11 0
0 1
)
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qui appartient bien a` A et n’est pas de rang 1. Le projecteur propre pj quant a` lui est bien support
d’un e´tat propre pur qui, par le corollaire 1.25, est a` une distance infinie des autres e´tats purs. Bien
que n’e´tant pas un support d’e´tats purs, p′1 ve´rifie l’e´quation (1.21) a` une constante multiplicative
pre`s : p′1ap
′
1 = 2τψ1(a) (on utilise la notation 2.9 pour les e´tats). On peut conside´rer τψ1 ”presque
comme” un e´tat pur et penser qu’il est aussi a` distance infinie des autres e´tats purs. C’est un cas
particulier duˆ au fait que ψ1, tout comme ψn+1, projette sur deux directions ψ, ψ
′ en somme directe
par rapport a` l’alge`bre (i.e. il n’existe pas d’e´le´ment a de l’alge`bre pour lesquels 〈ψ, aψ′〉 serait non
nul). Pour des questions plus ge´ne´rales sur les liens entre me´triques sur les e´tats purs et me´triques
sur les e´tats, on renvoie a` [55].
Avoir se´lectionner graˆce aux axiomes un ope´rateur de Dirac simple permet d’exprimer facilement
sa norme, puis de calculer les distances, en dimension n quelconque. On note ξi les composantes
d’un vecteur ξ de CPn−1 dans l’orientation induite.
Proposition 2.7. Si ωξ, ωζ sont tels que ξj = e
iθζj pour tout j ∈ [2, n],
d(ωξ, ωζ) =
2
‖m‖
√
1− |〈ξ, ζ〉|2.
Par ailleurs wc est a` distance infinie de tous les e´tats purs excepte´ ωe1 et
d(ωc, ωei) =
1
‖m‖ .
Preuve. Soit a = x ⊕ y ∈ A autoadjoint en vertu du lemme 1.24, xij les composantes de x et sij
celles de sξ − sζ = ξ¯iξj − ζ¯iζj.
[D, a] =
(
0 (yIn − x)e1
e∗1(x− yIn) 0
)
est nul si et seulement si, pour tout i ∈ [2, n],
x11 = y et xi1 = 0. (2.17)
Deux e´tats purs ωξ et ωζ coincident sur l’ensemble des e´le´ments commutant avec D lorsque
ωξ(a)− ωζ(a) = ωξ(x)− ωζ(x) = Tr((sξ − sζ)x) = sijxji = 0 (2.18)
pour tout a remplissant les conditions (2.17). En particulier si
y = x11 = x1i = xi1 = 0 et xij = δikδjl (2.19)
ou` k, l sont deux e´le´ments fixe´s dans [2, n], alors (2.18) se re´duit a`
skl = 0. (2.20)
On obtient une e´quation de ce type pour tout couple d’indice k, l ∈ [2, n]. En de´signant par ξ˜, ζ˜ les
vecteurs de dimension n− 1 de composantes ξk, ζk, (2.20) indique que ˜‖ξ‖ = ˜‖ζ‖. Il existe donc un
facteur de phase θ tel que ξ = eiθζ, ou encore
ξk = e
iθζk. (2.21)
En conse´quence si ωξ et ωζ ne satisfont pas (2.21) pour tout k ∈ [2, n], ils ne coincident pas sur D′
et par le lemme 1.23, d(ωξ, ωζ) = +∞.
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Si |ξj | = |ζj | pour tout j ∈ [2, n], alors |ξ1| = |ζ1| puisque ‖ξ‖ = ‖ζ‖ = 1. Donc s11 = 0. De plus
sji = sij et sij = 0 pour i, j ∈ [2, n], d’ou`
ωξ(a)− ωζ(a) = sijxji = 2Re
(
s1jxj1
)
ou` la somme porte de j = 2 a` n. On note S et X les deux vecteurs de Cn−1 de composantes
respectives sj1, xj1. Par l’ine´galite´ de Cauchy-Schwarz,
|ωξ(a)− ωζ(a)| ≤ 2|〈S,X〉| ≤ 2 ‖S‖ ‖X‖ . (2.22)
D’autre part
‖[D, a]‖ = |x11 − y|2 + ‖X‖2 . (2.23)
Inse´re´e dans (2.22),
d(ωξ, ωζ) ≤ 2 ‖S‖ .
Cette borne supe´rieure est atteinte par tout a du type y = x11 et X =
S
‖S‖ . Pour conclure, il suffit
de remarquer, comme a` la fin de l’espace a` un point, que
Tr((sξ − sζ)2) =
n∑
i,j=1
sijsji =
∑
j = 2n2|sj1|2 = 2 ‖S‖2 ,
= 2− 2Tr(sξsζ) = 2− 2|〈ξ, ζ〉|2
et de multiplier par ‖D‖ = ‖m‖ .
En conside´rant ωc plutoˆt que ωζ , (2.18) devient
ωξ(a)− ωc(a) = ωξ(x)− ωc(y) = Tr(sξx)− y.
Pour des e´le´ments du type (2.19) on obtient ˜‖ξ‖ = 0. Autrement dit ξ est coline´aire a` e1. Si tel
n’est pas le cas alors ωc et ωξ ne coincide pas sur les e´le´ments commutant avec D donc la distance
est infinie.
Pour finir ωe1(a)− ωc(a) = x11 − y. En vertu de (2.23), d(ωe1 , ωc) ≤ 1, 
Appliquons ces re´sultats a` M2(C)⊕C. L’espace des e´tats purs est l’union disjointe de la sphe`re
S2 et du point ωc. Le point isole´ correspond au vecteur(
0
1
)
qui, par la fibration de Hopf, est envoye´ sur le poˆle sud (0, 0,−1) de la sphe`re. Le point correspondant
a` ωe1 est le poˆle nord, et c’est le seul point qui se trouve a` distance finie de ωc. Les conditions sur la
finitude des autres distances sont identiques a` celles du cas a` 1 point et on retrouve que la distance
sur des plans de meˆme altitude est, a` une constante pre`s, la distance euclidienne du cercle (selon
[50], on peut rendre finie la distance entre plans d’altitude constante en agrandissant l’espace de
repre´sentation).
A noter que l’ajout du point ωc donne un sens a` l’orientation induite. Dans l’espace a` un point
rien ne permet de distinguer les deux points isole´s, tandis que dans l’espace a` deux points le poˆle
sud est par de´finition l’unique point isole´.
D’autres espaces a` deux points du type Mp(C)⊕Mq(C) ne sont pas e´tudie´s ici, pas plus que les
sommes de plus de deux alge`bres comprenant au moins une alge`bre non commutative car les calculs
deviennent rapidement impraticables. En revanche les sommes d’alge`bres commutatives constituent
une classe d’exemples inte´ressants. Leur e´tude est l’objet du reste de ce chapitre.
54 CHAPITRE 2. ESPACE FINI
IV Espaces finis commutatifs
Un espace fini commutatif de n points est de´crit par un triplet spectral (A,H,D) ou` A =
n⊕
1
C
est repre´sente´ sur H = Cn par les matrices diagonales
A ∋ a =


a1 0 . . . 0
... a2
...
...
. . .
...
0 . . . . . . an

 ,
avec ai ∈ C. Cependant on sait (lemme 1.24) que pour les calculs de distance on peut supposer
que les ai sont des re´els positifs. Pour simplifier les calculs on se limite aux ope´rateurs de Dirac a`
entre´e re´elle. Comme D n’intervient qu’au travers du commutateur [D, a], on peut sans perte de
ge´ne´ralite´ supposer qu’il est de la forme :
D =


0 D12 . . . . . . D1n
D12 D23 0
... D23 0
. . .
...
...
. . .
. . . Dn−1,n
D1n . . . . . . Dn−1,n 0


avec Dij ∈ R.
L’espace des e´tats purs est compose´ de n fois l’e´tat pur ωc de C. Si ωc
i de´signe la ie`me occurence
de ωc, on a
ωc
i(a) = ai.
Pour alle´ger les notations on e´crit cette e´quation i(a)
.
= ai, de sorte que la formule de la distance
devient
d(i, j) = sup
a∈A+
{ |ai − aj | / ‖[D, a]‖ = 1}. (2.24)
D s’interpre`te comme la matrice d’incidence d’un re´seau21 : deux points i and j sont relie´s d’un
trait si et seulement si l’e´lement de matrice correspondant Dij n’est pas nul. Par exemple un espace
de quatre points avec D13 = D24 = 0 est repre´sente´ par le graphe cyclique
1 2
34
Un chemin γij est une suite de p points distincts (i, i2, ..., ip−1, j) tels que
Dikik+1 6= 0 pour tout k ∈ {1, p − 1}.
Dans l’espace commutatif de deux points l’unique distance est
d(1, 2) =
1
|D12| .
Ainsi il est naturel de de´finir la longueur d’un chemin γij par
L(γij)
.
=
p−1
Σ
k=1
1
|Dikik+1 |
.
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Deux points i,j sont dits connecte´s lorsqu’il existe au moins un chemin γij. La distance ge´ode´sique
Lij est par de´finition la longueur du plus court chemin reliant γij .
Proposition 2.8. 1) Soit D′ l’ope´rateur obtenu en annulant une ou plusieurs lignes, ainsi que les
colonnes correspondantes, de l’ope´rateur D et d′ la distance associe´e. Alors d′ ≥ d.
2) La distance entre deux points i et j ne de´pend que des e´le´ments de matrice
correspondant a` des points situe´s sur un chemin γij.
3) La distance entre deux points est finie si et seulement si ils sont connecte´s.
Preuve. 1) Soit e ∈ A tel que ei = 0 si les ie`me lignes et colonnes sont annule´es, ei = 1 autrement.
e est un projecteur qui commute avec A ainsi qu’avec D′ .= eDe. De`s lors ||[D′, a]|| ≤ ||[D, a]|| et
sup{|ai − aj| / ‖[D, a]‖ ≤ 1} ≥ sup{|ai − aj | / ‖[D′, a]‖ ≤ 1}.
2) Soit Γij le graphe associe´ a` l’ensemble des points appartenant au moins a` un chemin γij , et
Iij l’ensemble des points qui n’appartiennent a` aucun chemin γij . Tout point de Iij est connecte´ a`
Γij par au plus un chemin. Pour un e´le´ment l de Iij , il existe au plus un point ml ∈ Γij tel que l
et ml soient connecte´s par un chemin γlml dont tous les points (excepte´ ml) sont dans Iij . Soit D
′
l’ope´rateur obtenue en annulant toutes les lignes et colonnes correspondant aux points de Iij, et a
′
l’e´le´ment qui re´alise le supre´mum pour la distance d′. Soit a ∈ A de´fini par ap = a′p, sauf pour les
points de Iij ou` l’on pose al = aml ou al = 0 si ml n’existe pas. Alors
[D, a] = {dij(ai − aj)} = [D′, a′]
et d(i, j) ≥ d′(i, j). D’apre`s 1 ), d(i, j) ≤ d′(i, j) d’ou` le re´sultat.
3) Supposons que i et j soient connecte´s. Il existe au moins un chemin γij = (i, i2, ..., ip−1, j)
dont la longueur est la distance ge´ode´sique Lij. Soit D
′ l’ope´rateur obtenu en annulant les lignes
et colonnes ne correspondant a` aucun point de γij . Alors d(i, j) ≤ d′(i, j). L’ine´galite´ triangulaire
indique que
d′(i, j) ≤
p−1
Σ
k=1
d′(ik, ik+1) =
p−1
Σ
k=1
1
|Dikik+1 |
.
= Lij.
La distance d(i, j) est plus petite que la distance ge´ode´sique, donc elle est finie. Quand i et j ne
sont pas connecte´s, on de´finit a par ai = t > 0, ak = ai si k et i sont connecte´s, ak = 0 autrement.
Alors [D, a] = 0 et |ai − aj | = t. Puisque t est arbitraire, d(i, j) est infinie. 
Afin de simplifier les notations, on pose
aij
.
= aj − ai et x .= a21 , xi .= ai+1,1, 2 ≤ i ≤ n− 1. (2.25)
Dans les espaces de n = 3 et n = 4 points, ces notations se re´duisent a`
y
.
= a31 and z
.
= a41. (2.26)
IV.1 Espace re´gulier
Un espace commutatif de n points est dit re´gulier lorsque tous les coefficients de l’ope´rateur D
sont e´gaux
Dij = k(1− δij) , k ∈ R.
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Proposition 2.9. 1) La distance entre deux points i, j d’un espace re´gulier de constante k est
d(i, j) =
1
|k|
√
2
n
.
2) Si le lien entre deux points i1, i2 - et uniquement ce lien- est coupe´, Di1i2 = 0,
alors
d(i1, i2) =
1
|k|
√
2
n− 2 .
Preuve. Un espace re´gulier est syme´trique par rapport a` toutes les permutations d’indices. Toutes
les distances sont e´gales et pour fixer les notations on calcule d(1, 2). De meˆme lorsque un lien est
coupe´, on peut sans perte de ge´ne´ralite´ poser i1 = 1, i2 = 2. D
′ de´signe l’ope´rateur obtenu de D en
posant D12 = 0. Pour D comme pour D
′, (2.24) et (2.25) donnent
d(1, 2) = sup
a∈A+
{ |x| / ‖[D ou D′, a]‖ = 1}. (2.27)
Pour calculer cette distance, il faut d’abord calculer la norme du commutateur pour ensuite
de´terminer le supre´mum.
Lemme 2.10. ‖[D, a]‖2 = |k|2
n
Σ
i=1
n
Σ
j=i+1
a2ij = |k|2
[
x2 +
n−1
Σ
i=2
(
x2i + (x− xi)2 +
n−1
Σ
j=i+1
(xi − xj)2
)]
.
‖[D′, a]‖2 = |k|
2
2

 nΣ
i=1
n
Σ
j=i+1
−(1,2)
a2ij +
√√√√( nΣ
i=1
n
Σ
j=i+1
−(1,2)
a2ij)
2 − 4a212
n
Σ
i=3
n
Σ
j=i+1
a2ij


=
|k|2
2
[
n−1
Σ
i=2
(
x2i + (x− xi)2 +
n−1
Σ
j=i+1
(xi − xj)2
)]
+
[√
(
n−1
Σ
i=2
(
x2i + (x− xi)2 +
n−1
Σ
j=i+1
(xi − xj)2
)
)2 − 4x2
n−1
Σ
i=2
n−1
Σ
j=i+1
(xi − xj)2
]
.
Preuve. C
.
= i[D, a] est une matrice carre´e de dimension n
C = k


0 ia12
ia21
. . . iaij
iaji
. . .
0


et de rang ≤ 2 puisque son noyau est ge´ne´re´ par les (n− 2) vecteurs inde´pendants
Λk = (
ak2
a21
;
a1k
a21
; 0; ...; 1; ...; 0)
ou` 1 est a` la kie`me position, 3 ≤ k ≤ n. De plus C est une matrice autoadjointe de trace nulle ; elle
a donc deux valeurs propres non nulles ±λ. Autrement dit λ =
√
Tr(C2)
2 et un calcul direct donne
λ = k
√
n
Σ
i=1
n
Σ
j=i+1
(aij)2. Ainsi
‖[D, a]‖ = ‖i[D, a]‖ = |λ| = |k|
√
n
Σ
i=1
n
Σ
j=i+1
(aij)2,
= |k|
√
x2 +
n−1
Σ
i=2
x2i +
n−1
Σ
i=2
n−1
Σ
j=i+1
(xi − xj)2.
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Soit C ′ .= i[D′, a] la matrice carre´e de dimension n
C ′ = k


0 0 ia13
0 0 iaij
ia31
. . .
iaji 0


et de rang ≤ 4 puisque ker(C ′) est ge´ne´re´ par les (n− 4) vecteurs inde´pendants
Λ′p = (0; 0;
ap4
a43
;
a3p
a43
; 0; ...; 1; ...; 0)
ou` 1 est a` la pie`me position, 5 ≤ p ≤ n. Puisque C ′ est autoadjointe et que C¯ ′ = −C ′, la matrice C ′
a quatre valeurs propres re´elles ±λ′1, ±λ′2 et son polynoˆme caracte´ristique est
χ(C ′) = Xn−4(X2 − λ′12)(X2 − λ′22) = Xn − (λ′12 + λ′22)Xn−2 + λ′12λ′22Xn−4. (2.28)
Par calcul direct il vient
λ′1
2
+ λ′2
2
=
1
2
Tr(C ′2) = k2
n
Σ
i=1
n
Σ
j=i+1
−(1,2)
(aij)
2.
Le coefficient en Xn−4 est la somme des mineurs de C ′ de degre´ 4. Un mineurM(1, k, l, p) forme´ de
la premie`re (ou la seconde) colonne, de trois autres colonnes k, l, p /∈ {1, 2} et des lignes associe´es
est e´galement un mineur de C. Comme C est de rang ≤ 2, ses mineurs de degre´ supe´rieur a` 2
sont nuls et M(1, k, l, p) = M(2, k, l, p) = 0. Il en est de meˆme pour les mineurs M(q, k, l, p) avec
q /∈ {1, 2}. Au final, les seuls mineurs non nuls sont
M(1, 2, l, p) = k4Det


0 0 ia1l ia1p
0 0 ia2l ia2p
ial1 ial2 0 ialp
iap1 iap2 apl 0

 = k4Det
(
a1l a1p
a2l a2p
)2
= k4a221a
2
pl.
L’addition de ces mineurs donnent
λ′1
2
λ′2
2
= a212
n
Σ
l=3
n
Σ
p=l+1
a2pl.
On peut re´soudre (2.28) et obtenir
‖[D′, a]‖2 = |k|
2
2

 nΣ
i=1
n
Σ
j=i+1
−(1,2)
a2ij +
√√√√( nΣ
i=1
n
Σ
j=i+1
−(1,2)
a2ij)
2 − 4a212
n
Σ
i=3
n
Σ
j=i+1
a2ij

 . 
Lemme 2.11. Dans l’espace re´gulier, le supre´mum des x dans (2.27) est atteint lorsque tous les
xi sont e´gaux.
Preuve. On pose
f(x, x2, ..., xn−1)
.
= x2 +
n−1
Σ
i=2
x2i + (x− xi)2 +
n−1
Σ
i=2
n−1
Σ
j=i+1
(xi − xj)2.
Supposons que (x, x2, ..., xn−1) ∈ Rn−1 re´alise le supre´mum, c’est a` dire
f(x, x2, ..., xn−1) =
1
|k|2 et d(1, 2) = |x|.
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Alors
- x est positif : f est globalement paire, on peut donc choisir x positif.
- xi ≤ x2 , ∀i ∈ {2, ..., n − 1} : supposons que p des xi soient plus grands que x2 et de´signons
les de manie`re ge´ne´rique par xp. Soit maintenant le (n-1)-uplet ou` les xp sont remplace´s par
x
2 . f
de´croit car
x2p + (x− xp)2 ≥
x2
4
+ (x− x
2
)2
et
(xi − xp)2 ≥ (xi − x
2
)2.
Fixer les valeurs des autres xi permet de voir f comme fonction de la seule variable x,
f(x) = x2 + p(
x
2
)2 +Σ
i
x2i + p(x−
x
2
)2 +Σ
i
(x− xi)2 +Σ
i
p(
x
2
− xi)2 +Σ
i
Σ
j
(xj − xi)2,
dont la de´rive´e est
f ′(x) = 2x+ 2px+ 2Σ
i
(x− xi) + Σ
i
p(
x
2
− xi).
Puisque xi ≤ x2 ≤ x ,
f ′(x) > 0
de`s que x > 0. f est continue et lim
x→∞f(x) = +∞, donc il existe x0 > x avec f(x0) =
1
|k|2 . Ceci
signifie que le n-uplet initial en xp n’atteint pas le supre´mum en contradiction avec l’hypothe`se.
Par conse´quent p = 0.
- xi ≥ 0 pour tout i ∈ {2, ..., n − 1} : en remplacant xi ≤ 0 par x2 , la preuve est identique au
paragraphe pre´ce´dent.
- Tous les xi sont e´gaux : soient λ et Λ les deux plus petites valeurs des xi, choisies telles que
λ ≤ Λ. λ = Λ signifie que tous les xi sont e´gaux. Si λ 6= Λ, alors
0 ≤ λ < Λ ≤ xi ≤ x
2
, ∀i ∈ {2, ..., n − 1}.
Supposons que m des xi soient e´gaux a` λ. La somme sur tous les xi 6= λ donne :
f(x, x2, ..., xn−1) = x2 +mλ2 +Σ
i
x2i +Σ
i
(x− xi)2 +m(x− λ)2 +Σ
i
m(λ− xi)2 + Σ
i,j
(xi − xj)2.
En fixant les valeurs des xi 6= λ et en conside´rant λ non plus comme une constante mais comme la
valeur de la variable xmin, f apparait comme une fonction fm de deux variables xmin et x. Il vient
∂fm
∂xmin
(xmin, x) = 2mxmin + 2m(xmin − x) + Σ
i
2m(xmin − xi).
Comme
∂fm
∂xmin
(xmin, x) < 0
pour xmin ∈ [λ,Λ[, on a fm(Λ, x) < fm(λ, x) = 1|k|2 . De plus
∂fm
∂x
(Λ, x) = 2x+ 2m(x− Λ) + Σ
i
2(x− xi) > 0,
donc il existe x0 > x tel que fm(x0,Λ) =
1
|k|2 , ce qui contredit notre hypothe`se. Par conse´quent
λ = Λ. 
Preuve de la proposition 2.9
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1) Graˆce au lemme 2.11, xi = x2 pour 2 ≤ i ≤ n − 1. La condition sur la norme de l’e´quation
(2.27) s’e´crit
2(n − 2)x22 + [2(2 − n)x]x2 + [(n − 1)x2 −
1
|k|2 ] = 0.
Ce polynoˆme en x2 n’a pas de solution re´elle sauf si
|x| ≤ 1|k|
√
2
n
.
Cette borne supe´rieure est atteinte lorsque
x2 =
x
2
=
1
2|k|
√
2
n
.
2) Posons
h1(x, xi)
.
=
n−1
Σ
i=2
x2i + (x− xi)2, h0(xi) .=
n−1
Σ
i=2
n−1
Σ
j=i+1
(xi − xj)2,
g(x, xi)
.
= h1(x, xi)− 2x2.
Par le lemme 2.10
‖[D′, a]‖2 = |k|
2
2
(
h1 + h0 +
√
h21 + h
2
0 + 2g.h0
)
. (2.29)
Soit x0 = sup
x,xi∈R
{x/h1(x, xi) = 1|k|2}. Comme g et h0 sont tous deux positifs, (4.6) implique
d(1, 2) ≤ x0. En re´pe´tant toute la proce´dure du lemme 2.11 on trouve que cette borne supe´rieure
est atteinte lorsque tous les xi sont e´gaux et x0 =
1
|k|
√
2
n−2 . 
Ces deux exemples ne doivent pas laisser croire que les distances dans les espaces finis sont toujours
explicitement calculables. C’est le cas pour n = 3 mais pas pour n = 4.
IV.2 Espace a` trois points
On conside`re un espace de trois points avec comme ope´rateur de Dirac
D =

 0 D12 D13D12 0 D23
D13 D23 0


ou Dij ∈ R. Par permutation des coefficients on obtient toutes les distances a` partir de d(1, 2).
Proposition 2.12. Dans un espace a` trois points avec l’ope´rateur de Dirac ci-dessus,
d(1, 2) =
√
D213 +D
2
23
D212D
2
13 +D
2
12D
2
23 +D
2
23D
2
13
.
Preuve. L’e´quation (2.24) et les notations (2.26) donnent
d(1, 2) = sup
a∈A+
{x / ‖[D, a]‖ =
∥∥∥∥∥∥

 0 −D12x −D13yD12x 0 D23(x− y)
D13y D23(y − x) 0


∥∥∥∥∥∥ = 1}.
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Un calcul direct donne
‖[D, a]‖ =
√
D23(x− y)2 +D13y2 +D12x2.
d(1, 2) est la plus grande valeur de x pour laquelle il existe un point (x, y) appartenant a` l’ellipse
(D223 +D
2
12)x
2 + (D213 +D
2
23)y
2 − 2D223xy = 1. (2.30)
d(1, 2) est la valeur positive de x pour laquelle l’e´quation en y (2.30) a un discriminant nul, c’est a`
dire
x =
√
D213 +D
2
23
D212D
2
13 +D
2
12D
2
23 +D
2
23D
2
13
.

Les trois distances ve´rifient une ine´galite´ triangulaire ”au carre´”
d(1, 2)2 + d(2, 3)2 ≥ d(1, 3)2, (2.31)
ainsi que deux autres ine´galite´s obtenues par permutations des indices. Disposant d’une formule
exacte pour chaque distance d’un espace de trois points, on peut raisonnablement se demander s’il
est possible d’inverser la me´trique pour remonter a` l’ope´rateur de Dirac. Plus exactement, e´tant
donne´s trois nombres positifs (a, b, c) ve´rifiant (2.31), existe t-il une ge´ome´trie dans laquelle (a, b, c)
sont les distances d’un espace commutatif de trois points ?
Proposition 2.13. Soient a, b, c trois nombres re´els strictement positifs qui ve´rifient a2 + b2 ≥
c2, b2 + c2 ≥ a2, a2 + c2 ≥ b2. Il existe un ope´rateur D tel que d(1, 2) = a, d(1, 3) = b, d(2, 3) = c.
Les coefficients de D sont
D12 =
√
2(b2 + c2 − a2)
(a+ b+ c)(−a+ b+ c)(a− b+ c)(a+ b− c) ,
D13 and D23 sont de´duits par permutation de a, b, c.
Preuve. En posant 1
D212
= R12,
1
D223
= R23,
1
D213
= R13, la proposition 2.12 donne
1
d(1, 2)2
=
1
R12
+
1
R23 +R13
.
d(1, 2)2 apparait comme la re´sistance e´lectrique entre les points 1 et 2 du circuit en triangle. Trouver
 R
R
r
 r r
1
 2 323
 13 R 12
le coefficient Dij signifie de´terminer trois re´sistances Rkp induisant une impe´dance d(i, j)
2 entre les
points i, j. Un re´sultat classique d’e´lectricite´27 pre´cise que le circuit en triangle est e´quivalent au
circuit en e´toile (r1, r2, r3) ou`
R12 =
1
r3
(r1r2 + r1r3 + r2r3), (2.32)
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R13 et R23 ayant des formules analogues obtenues par permutations des indices. Dans le circuit en
e´toile,
d(1, 2)2 = r1 + r2,
d(1, 3)2 = r1 + r3,
d(2, 3)2 = r2 + r3
d’ou`
2r1 = d(1, 2)
2 + d(1, 3)2 − d(2, 3)2,
2r2 = d(1, 2)
2 + d(2, 3)2 − d(1, 3)2,
2r3 = d(1, 3)
2 + d(2, 3)2 − d(1, 2)2.
Insere´ dans (2.32) ce syste`me d’e´quations conduit a`
D12 =
√
2(d(1, 3)2 + d(2, 3)2 − d(1, 2)2)
2(d(1, 2)2d(1, 3)2 + d(1, 2)2d(2, 3)2 + d(1, 3)2d(2, 3)2)− d(1, 2)4 − d(1, 3)4 − d(2, 3)4 .

IV.3 Espace a` quatre points
Calculer les distances dans un espace de n points est une taˆche sans fin. Le calcul de la norme
du commutateur n’est a priori plus ge´ne´riquement possible de`s que n ≥ 10 ([D, a] e´tant une matrice
antisymme´trique re´elle, son polynoˆme caracte´ristique est alors d’ordre 5 et il n’y pas de formule
explicite pour les racines des polynoˆmes de degre´ supe´rieur a` 4). Bien que pour n ≤ 9 la norme soit
toujours calculable, il apparait que la de´termination du supre´mum n’est de´ja` plus toujours possible
de`s n = 4.
On utilise les notations (2.26) ainsi que
d1
.
=
1
D12
, d2
.
=
1
D13
, d3
.
=
1
D14
, d4
.
=
1
D23
, d5
.
=
1
D24
, d6
.
=
1
D34
ou` Dij sont les composantes d’une matrice 4× 4 antisymme´trique re´elle. Ainsi
[D, a] =


0 − xd1 −
y
d2
− zd3
x
d1
0 x−yd4
x−z
d5
y
d2
y−x
d4
0 y−zd6
z
d3
z−x
d5
z−y
d6
0

 .
Proposition 2.14. 1) d(1, 2) est la racine d’un polynoˆme de degre´ δ ≤ 12.
2) Ge´ne´ralement d(1, 2) n’est pas calculable par radicaux.
3) Il existe des cas ou` d(1, 2) est calculable. Par exemple quand 1d2 =
1
d5
= ∞,
on a le re´sultat suivant :
d(1, 2) = d1 quand d
2
1 ≤ d26,
=
d1
√(
d3
2 + d1 d6
)2√
d1
2 + d3
2
√
d3
2 + d6
2
quand d1d6 = d3d4,
=
√
d21(d
2
3 + d
2
6)(d
2
4 + d
2
6)
(d3d4 − d1d6)2 quand C ≤ 0,
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= max
(√
d21(d
2
3 + d
2
4)
(d3 + d4)2 + (d1 − d6)2 ,
√
d21(d
2
3 − d24)
(d3 − d4)2 + (d1 + d6)2
)
autrement,
avec C
.
= ((d3 + d4)
2d6 + (d1 − d6)(d3 d4 − d62))((d3 − d4)2d6 + (d1 + d6) (d3d4 + d62)).
d(1, 3) =
√
d3
2 + d6
2 quand (d23 + d
2
6) ≤ (d1d6 − d3d4)2,
=
√
d1
2 + d4
2 quand (d21 + d
2
4) ≤ (d1d6 − d3d4)2,
= max


√
(d1 d3 + d4 d6)
2√
(d3 + d4)
2 + (d1 − d6)2
,
√
(d1 d3 + d4 d6)
2√
(d3 − d4)2 + (d1 + d6)2

 autrement.
Par permutation on de´duit d(2, 3), d(3, 4), d(1, 4) (resp. d(2, 4)) de d(1, 2) (resp.d(1, 3)).
La suite de cette section est entie`rement consacre´e a` la preuve de la proposition 2.14. Pour a dans
A+, on note −→ra le vecteur colonne de composantes (x, y, z). Les fonctions de R3 dans R
α(−→r ) .= x
2
d1
2 +
y2
d2
2 +
z2
d3
2 +
(x− y)2
d4
2 +
(x− z)2
d5
2 +
(y − z)2
d6
2 ,
β(−→r ) .= x(y − z)
d1d6
+
z(x− y)
d3d4
+
y(z − x)
d2d5
,
n(−→r ) .= α(−→r ) +
√
α(−→r )2 − 4β(−→r )2,
f(−→r ) .= α(−→r )− β(−→r )2 − 1
permettent de de´finir les surfaces N et F dans R3
N .= {−→r ∈ R3 / n(−→r ) = 2},
F .= {−→r ∈ R3 / f(−→r ) = 0}, avec N ⊂ F .
Lemme 2.15. 1) Pour a ∈ A+, ‖[D, a]‖2 = 12n(−→ra ).
2) Si −→r ∈ N est tel que α(−→r ) = 2, alors (grad f)(−→r ) = 0.
Preuve. 1) Les quatre valeurs propres de i[D, a] sont λi = ± 1√2
√
α±
√
α2 − 4β2(−→ra ), d’ou`
‖[D, a]‖2 = 1
2
(α+
√
α2 − 4β2)(−→ra ).
2) Montrons que ∂f∂y (
−→r ) = 0, la preuve e´tant identique pour les autres composantes de grad f .
Comme −→r ∈ N ⊂ F et α(−→r ) = 2, alors β(−→r ) = ±1. Si β(−→r ) = 1
α(−→r ) = 2β(−→r ),
∂f
∂y (
−→r ) = ∂α∂y (−→r )− 2β(−→r )∂β∂y (−→r ) = ∂α∂y (−→r )− 2∂β∂y (−→r ).
Un calcul explicite de α(−→r )− 2β(−→r ) = 0 montre que
x
d1
=
y − z
d6
,
y
d2
=
z − x
d5
,
z
d3
=
x− y
d4
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d’ou` ∂α∂y (
−→r )− 2∂β∂y (−→r ) = 0. La preuve est identique lorsque β(−→r ) = −1. 
Comme corollaire imme´diat, l’e´quation (2.24) s’e´crit
d(1, 2) = sup {〈e1,−→ra 〉 /−→ra ∈ N} (2.33)
ou e1 est le premier vecteur de la base canonique de R
3 et 〈., .〉 de´signe le produit scalaire eucli-
dien usuel. Cette formule n’est pas utilisable dans la mesure ou` N n’est pas de´finie par une forme
quadratique. Il est plus facile de travailler avec F .
Lemme 2.16. d(1, 2) ∈
{
〈e1,−→r 〉 / −→r ∈ F et ∂f∂y (−→r ) = ∂f∂z (−→r ) = 0
}
.
Preuve. Le supre´mum dans (2.33) est atteint en un point −→r tel que (gradn)(−→r ), s’il est de´fini, est
paralle`le a` l’axe des x. Si α(−→r ) = 2, alors (grad n)(−→r ) n’est pas de´fini mais
∂f
∂y
(−→r ) = ∂f
∂z
(−→r ) = 0
par le lemme 2.15. Si α(−→r ) 6= 2, alors (grad f)(−→r ) est coline´aire a` (grad n)(−→r ), de sorte que
∂f
∂y
(−→r ) = ∂f
∂z
(−→r ) = 0.
Pour conclure, il suffit de remarquer que pour tout −→r ∈ R3, il existe a ∈ A+ tel que −→r = −→ra , par
exemple a = (ξ, ξ − x, ξ − y, ξ − z) ou` ξ .= sup{|x|, |y|, |z|}. 
Ainsi la distance est une racine commune a` un polynoˆme de plusieurs variables et a` ses polynoˆmes
de´rive´s. Avant d’entreprendre des calculs explicites, rappelons quelques re´sultats concernant les
syste`mes d’e´quations polynoˆmiales.
Remarques sur les syste`mes d’e´quations polynoˆmiales
Soient P et Q deux polynoˆmes de la forme
P (x) = anx
n + an−1xn−1 + ...+ a0
Q(x) = bmx
m + bm−1xm−1 + ...+ b0
avec an, bm 6= 0. Sans connaˆıtre explicitement les racines pi, qj de P , Q, on peut calculer42 par une
se´rie de manipulations alge´briques des coefficients ai, bj le re´sultant de P et Q
Res(P,Q)
.
= amn b
n
m Π
i,j
(pi − qj), 1 ≤ i ≤ n, 1 ≤ j ≤ m. (2.34)
Res(P,Q) est un polynoˆme en ai et bj . P et Q ont une racine commune si et seulement si leur
re´sultant est nul. Un re´sultant bien connu est le discriminant
Dis(P )
.
= Res(P,P ′)
dont les racines sont les racines doubles de P .
Lorsque P et Q sont des polynoˆmes de plusieurs variables x, y, z, on de´signe par Res[P,Q, y] le
re´sultant de P et Q vu en tant que polynoˆme en y. De meˆme Dis[P, z] de´signe le discriminant de
P vu commme polynoˆme en z.
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Lemme 2.17. Soit P (x, y, z) un polynoˆme de degre´ 2 en z dont les coefficients sont des fonctions
re´elles de x et y. Si
P (x0, y0, z0) =
∂P
∂y
(x0, y0, z0) =
∂P
∂z
(x0, y0, z0) = 0
pour (x0, y0, z0) ∈ R3, alors x0 est une racine du polynoˆme Dis[Dis(P, z), y] et y0 est une racine
de Dis(P, z)(x0, y).
Preuve. En posant P (x, y, z) = a(x, y)z2 + b(x, y)z + c(x, y), on obtient
V
.
= Dis(P, z) = a(4ac− b2),
∂V
∂y
=
∂a
∂y
(8ac− b2)− 2ab ∂b
∂y
+ 4a2
∂c
∂y
,
Res(
∂P
∂y
,
∂P
∂z
, z) = b2
∂a
∂y
− 2ab ∂b
∂y
+ 4a2
∂c
∂y
.
P (x0, y0, z0) =
∂P
∂z (x0, y0, z0) signifie que V (x0, y0) = 0, c’est a` dire (8ac − b2)(x0, y0) = b2(x0, y0)
d’ou`
Res(
∂P
∂y
,
∂P
∂z
, z)(x0, y0) =
∂V
∂y
(x0, y0).
Ainsi ∂P∂y (x0, y0, z0) =
∂P
∂z (x0, y0, z0) implique
∂V
∂y (x0, y0) = 0 = V (x0, y0), si bien que y0 est une
racine double de V (x0, y) et
Dis(V, y)(x0) = Dis[Dis[P, z], y](x0) = 0.

Preuve de la proposition 2.14
Graˆce aux lemmes 2.15 et 2.16
d(1, 2) ∈ {x /Dis[V (x, y), y] = 0} avec V (x, y) = Dis[f(x, y, z), z].
Au lieu de V (x, y), on utilise une forme effective pour e´liminer le terme correctif amn b
n
m apparaissant
dans (2.34) de manie`re a` ce que les racines de Veff correspondent exactement a` l’existence d’une
racine commune a` f et ∂f∂y :
Veff (x, y)
.
= Nume´rateur(
Dis(f, z)
nnf2n−1n
)
ou` fn est le coefficient de plus haut degre´ de f vu comme polynoˆme en z et n = deg(f). Bien
entendu le nume´rateur est pris apre`s simplification (pas toujours possible) de la fraction.
1) Par calcul direct, Veff (x, y) = Vi y
i, 0 ≤ i ≤ 4. L’expression exacte des Vi est donne´e en
annexe. Ce sont des polynoˆmes en x de la forme
V4(x) = v40 , V3(x) = v31x, V2(x) = v22x
2 + v20 ,
V1(x) = v13x
3 + v11x, V0(x) = v04x
4 + v02x
2 + v00 .
Le discriminant J d’un polynoˆme C = Ciy
i de degre´ quatre est
J(C)
.
= Res[C,C ′] = C4(C32(C12C22 − 4C13C3 + 18C0C1C2C3 − C0(4C23 + 27C0C32))
+ 2(−2C23(C12 − 4C0C2) + C1C2(9C12 − 40C0 C2)C3 − 3C0(C12 − 24C0C2)C32)C4
− (27C14 − 144C0C12C2 + 128C02C22 + 192C02C1C3)C42 + 256C03C43).
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En remplac¸ant Ci par Vi(x) on voit que J est un polynoˆme en x de degre´ δ ≤ 12.
2) Il suffit d’exhiber un contre-exemple. Prenons
d1 = d2 = d3 = d4 = d6 = 1 et
1
d5
= 0
qui donne
f(x, y, z) = x2 + y2 + z2 + (x− y)2 + (y − z)2 − (x(y − z) + z(x− y))2.
C’est un polynoˆme de degre´ 2 en x, y et z. Les re´sultants sont facilement calculables et l’on obtient
Veff (x, y) = 2− 6 y2 + 3 y4 + 4x2
(−1 + y2)− 4x y (−1 + y2) ,
Dis(Veff , y) = −768
(−54− 54x2 + 135x4 + 296x6 − 368x8 + 128x10) .
Posons maintenant
p(x) = −128x5 + 368x4 − 296x3 − 135x2 + 54x+ 54.
p a une racine re´elle x1, deux racines complexes distinctes x2, x4 et leurs conjugue´es x3 & x5.
La the´orie de Galois permet de montrer que p ne peut eˆtre re´solu par radicaux. On indique ici
les e´tapes essentielles du raisonnement, renvoyant au livre [57] pour une pre´sentation de´taille´e de la
the´orie. On remarque que p(−11), p(−5) et p(1) sont premiers. Si p(x) = f(x)g(x) ou` f, g sont dans
Q[x] avec g de degre´ au plus 2, alors g(−11) ∈ {p(−11), 1} (on peut supposer ce coefficient positif),
g(−5) ∈ {±p(−5),±1} et g(1) = {±p(1),±1}. Par interpolation, on de´termine pour chacun des 32
triplets (α1
.
= g(−11), α2 .= g(−5), α3 .= g(1)) possibles le polynoˆme g correspondant,
g(x)
.
=
3∑
i=1
αi
Π
j 6=i
(αi − αj) Πj 6=i(x− αj).
On ve´rifie ensuite qu’aucun de ces polynoˆmes ne divisent p. Donc p est irre´ductible sur Q. Soit
E/Q une ”splitting field” extension de p. Puisque p a cinq racines distinctes, son groupe de Galois
G = Gal(E/Q)
est isomorphe a` un sous groupe du groupe de symme´trie S5 (groupe des permutations des racines
X
.
= {x1, x2, x3, x4, x5}). Comme p n’a pas de racines doubles, p est se´parable et
|G| = [E/Q]
ou` |G| est l’ordre de G et [E/Q] son indice, c’est a` dire le nombre de cosets Q dans G. Si α est une
racine de p alors
[Q(α),Q] = 5
donc |G| = [E/Q] = [E/Q(α)][Q(α),Q] est divisible par 5. Donc G contient un e´le´ment d’ordre 5,
a` savoir le 5-cycle τ = (12345). Un autre e´le´ment, note´ σ, de G est donne´ par la restriction a` X de
la conjugaison complexe
σ = (23)(45).
σ est d’ordre deux, donc |G| est divisible par 2. Comme
τσ = (124) ∈ G
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est d’ordre trois, |G| est un multiple de 5× 2× 3 = 30 et divise |S5| = 120. Dans la mesure ou` S5
n’a pas de sous groupe d’ordre 30, |G| ∈ {60, 120}. Puisque les sous-groupes re´solubles de S5 sont
d’ordre au plus 24 [57, Thm. A 38], le the´ore`me de Galois indique que p n’est pas re´soluble par
radicaux, tout comme Dis(Veff , y) = 768p(x
2).
3) Lorsque d2 = d5 = 0 et d1d6 6= d3d4
Dis(Veff ) = −16d161 d143 d124 d146 (d24 + d26)(x2 − d21)(x2(d3d4 − d1d6)2 − d21(d23 + d26)(d24 + d26))
(x2((d3 − d4)2 + (d1 + d6)2)− d21(d3 − d4)2)2(x2((d3 + d4)2 + (d1 − d6)2)− d21(d3 + d4)2)2.
Ce polynoˆme a quatre racines simples ±x0,±x1 et quatre racines doubles ±x2,±x3
x0 = |d1|, x1 = |d1|
√
(d23 + d
2
6)(d
2
4 + d
2
6)
|d3d4 − d1d6| ,
x2 = |d1|
√
(d23 + d
2
4)
(d3 + d4)2 + (d1 − d6)2 , x3 = |d1|
√
(d23 − d24)
(d3 − d4)2 + (d1 + d6)2 .
On sait d’apre`s les lemmes 2.15 et 2.16 que d(1, 2) est l’un de ces xi et que la valeur yi associe´e est
une racine double de Veff (x0, y). La valeur zi associe´e est de´termine´e en re´solvant f(xi, yi, z) = 0.
On de´termine ensuite sous quelles conditions chacun des xi ve´rifie n(xi, yi, zi) = 2 et on prend le
plus grand d’entre eux. Dans le de´tail, cette me´thode applique´e a` x0 donne y0 = d1, z0 = 0 et
n(x0, y0, z0) = 1 +
d21
d26
+
√
(d21 − d26)2
d46
=
{
2 si d21 ≤ d26,
2
d21
d26
> 2 si d21 > d
2
6.
Ainsi x0 ne peut eˆtre solution que si d
2
1 ≤ d26. En utilisant les valeurs de y1 et z1 donne´es en annexe,
on trouve que x1 ne peut pas eˆtre solution sauf si C ≤ 0. Au contraire x2 et x3 sont toujours
susceptibles d’eˆtre solution. Maintenant appliquons la proposition 2.8 en annulant tous les liens
sauf d1. On trouve d(1, 2) ≤ x0 de sorte que si d21 ≤ d26 alors d(1, 2) = x0. Comme x1 ≥ x2 et
x1 ≥ x3, d(1, 2) = x1 lorsque C ≤ 0, et d(1, 2) = max(x1, x2) autrement. Lorsque d1d6 = d3d4, x1
n’est pas de´fini mais la preuve est identique.
Le calcul de d(1, 3) est semblable. On cherche maintenant le maximum de y. Dis(V, x) est un
polynoˆme en y de degre´ douze avec les racines simples ±y0,±y1 et les racines doubles ±y2,±y3
y0 =
√
d3
2 + d6
2 , y1 =
√
d1
2 + d4
2,
y2 = d1
|d1 d3 + d4 d6|√
(d3 + d4)
2 + (d1 − d6)2
, y3 =
|d1d3 + d4d6|√
(d3 − d4)2 + (d1 + d6)2
.
Les valeurs des xi et zi en appendice permettent de ve´rifier que y0 (resp. y1) ne peut-eˆtre solution que
si (d3
2 + d6
2)
2 ≤ (d3d4 − d1d6)2 (resp. (d12 + d42)2 ≤ (d3d4 − d1d6)2). Comme pre´ce´demment, y2 et
y3 sont susceptibles d’eˆtre toujours solution. On obtient le re´sultat en remarquant que y2, y3 ≤ y0,
y2, y3 ≤ y1 et que si y0 et y1 sont susceptibles d’eˆtre solution, alors y0 = y1. 
Contrairement a` l’espace a` trois points, les distances dans l’espace a` quatre points ne peuvent
pas eˆtre lues directement dans l’ope´rateur de Dirac a` l’aide d’un algorithme fini. Le calcul des
distances rele`ve donc d’une approche plus pragmatique et doit eˆtre envisage´ cas par cas. Il n’est
pas non plus possible de remonter des distances vers l’ope´rateur de Dirac : caracte´riser les me´triques
qui proviennent d’un ope´rateur de Dirac est une question sans re´ponse claire dans la mesure ou` il
n’y a pas ici de formules a` inverser comme cela a pu eˆtre le cas dans l’espace a` trois points. Il y a
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cependant une solution pour peu que l’on relaˆche une contrainte sur le triplet spectral, a` savoir le
choix de l’espace de repre´sentation. On montre en effet, et c’est l’objet de la dernie`re section de ce
chapitre, que pour toute me´trique dans un espace de n points il est possible de construire un triplet
spectral, satisfaisant aux axiomes de la ge´ome´trie non commutative, tel que la distance associe´e
soit pre´cise´ment la me´trique de´sire´e.
V Distance et axiomes de la ge´ome´trie non commutative
Dans les sections pre´ce´dentes nous n’avons que peu tenu compte des axiomes de la ge´ome´trie non
commutative pre´sente´s dans le premier chapitre. Ces axiomes sont introduits afin que la ge´ome´trie
(1.62) co¨ıncide avec la ge´ome´trie spinorielle riemannienne. Dans l’optique ou` les espaces finis seraient
des e´quivalents discrets de varie´te´ riemannienne, il peut eˆtre important que les triplets conside´re´s
soient des triplets spectraux re´els (cf. de´finition 1.20). Mais dans le cas finis, ces axiomes38 obligent
a` travailler avec des matrices dont la taille croit rapidement avec le nombre de points. Les calculs
explicites sont vite impraticables sauf dans quelques cas simples. Telle est la raison pour laquelle
nous n’en avons pas tenu compte dans la section consacre´e aux espaces commutatifs finis. Cet oubli
volontaire n’est pas lourd de conse´quence car on peut montrer que pour les espaces commutatifs
finis les axiomes n’imposent pas de contraintes sur les me´triques susceptibles d’eˆtre de´crites par un
triplet spectral. Autrement dit, e´tant donne´s n2 − n nombres re´els dij (i 6= j) strictement positifs
tels que
dij = dji et dij ≤ dik + dkj , (2.35)
il existe un triplet spectral re´el (A,H,D, J,Γ) avec A = Cn tel que la distance associe´e sur l’ensemble
des e´tats purs de A soit donne´e par les nombres dij . Pour le montrer nous aurons besoin du lemme
suivant.
On note ai les composantes d’un e´le´ments a de A et π la repre´sentation de A sur H. Les dij
sont des re´els satisfaisant (2.35).
Lemme 2.18. Il existe un triplet spectral re´el (A,H,D, J,Γ) tel que
‖[D,π(a)]‖ = sup
1≤i,j≤n,i 6=j
|ai − aj|
dij
. (2.36)
Preuve. Raisonnons par re´currence sur n. Pour n = 2 prenons A2 = C2, H2 = C3,
π2(a1, a2) =

 a1 0 00 a2 0
0 0 a2

 et Γ2 =

 1 0 00 −1 0
0 0 1

 .
L’ope´rateur D2 et la structure re´elle J2 sont
D2 =

 0
1
d12
0
1
d12
0 1d12
0 1d12 0

 , J2 =

 0 0 10 1 0
1 0 0

C
ou` C de´signe la conjugaison complexe.
Dans le cas fini les axiomes se re´duisent a` la re´alite´, le premier ordre, l’orientabilite´ et la dualite´
de Poincare´38. Dans le cas pre´sent les deux premiers axiomes sont des relations de commutations
([π2(a), J2π2(b
∗)J−12 ] = [J2,Γ2] = [J2,D2] = 0, [[D2, π2(a)], Jπ2(b)J
−1] = 0) et de multiplication
(J22 = I) faciles a` ve´rifier. A noter que la repre´sentation de l’alge`bre oppose´e A◦2 = C2 est
π◦2(a1, a2) = Jπ2(a1, a2)J
−1 =

 a2 0 00 a2 0
0 0 a1

 .
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Γ2 est bien une chiralite´ puisque Γ
2 = I, [Γ2, π2(a)] = 0 et Γ2 anticommute avec D2. La condition
d’orientabilite´ est vrai pour peu que l’on e´crive
Γ2 = π2(1,−1)J2π2(−1, 1)J−12 .
Concernant la dualite´ de Poincare´, on sait par la pe´riodicite´ de Bott30 que tous les groupes Kr
pour r impair sont isomorphes a` K1, qui est nul pour l’alge`bre C
2, tandis que pour r pair
Kr(C
2) ≃ K0(C2) ≃ Z2.
Le seul couplage est donc de K0(C
2)×K0(C2) dans Z. Pour l = 1, les projecteurs de Pl(C2) sont
p1
.
= (1, 0) et p2
.
= (0, 1). Tout autre projecteur pour l quelconque est e´quivalent, au sens de (1.60),
a` p1 ou p2, qui sont donc les ge´ne´rateurs de K0(C
2). Le couplage (1.61) est donne´e par la matrice
de la forme d’intersection de coefficients
∩ij = dim (ker PijD2+Pij)− dim (ker PijD2−Pij)
ou`
Pij
.
= π2(pi)Jπ2(pj)J
−1
et D2
+ = (D2
−)† est donne´ en (1.56). En dimension finie, un ope´rateur O d’un espace de dimension
m dans un espace de dimension n et son adjoint ont des images de meˆme dimension, de sorte que
indice O .= dimkerO − dimkerO† = m− n.
Ainsi
∩ij = indice (PijD2+Pij) = dim I+ Γ2
2
Pij − dim Pij I− Γ2
2
,
= Tr(Γ2Pij). (2.37)
ou` l’on utilise que la dimension d’un projecteur est donne´ par sa trace. On trouve alors
∩2 =
(
0 1
1 −1
)
qui est de de´terminant non nul, donc la dualite´ de Poincare´ est satisfaite. Enfin un rapide calcul
garantit que
|| [D2, π2(a1, a2)] || = |a1 − a2|
d12
.
Supposons maintenant que (An,Hn,Dn, πn,Γn, Jn) aient e´te´ construits pour n > 2. Construire
le triplet spectral a` l’ordre n+1 consiste tre`s exactement a` re´pe´ter la construction de l’ordre n = 2.
Soit A = Cn+1 et
Hn = Hn−1 ⊕
(
n−1⊕
i=1
Hin
)
avec Hin = C3 pour tout i et n. De´signons de manie`re ge´ne´rique par O les ope´rateurs D,π,Γ ou J .
O est diagonal par bloc et de´fini de manie`re re´cursive par
On = On−1 ⊕
(
n−1⊕
i=1
Oin
)
.
Comme pour n = 2, on de´finit
πin(ai, an) = diag(ai, an, an) , Γ
i
n = diag(1,−1, 1).
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L’ope´rateur de Dirac Dn et la conjugaison de charge Jn sont donne´es par
Din =

 0
1
din
0
1
din
0 1din
0 1din 0

 , J in =

 0 0 10 1 0
1 0 0

C.
On ve´rifie alors aise´ment tous les axiomes, sauf la dualite´ de Poincare´ qui ne´cessite quelques
pre´cautions. Chaque ite´ration ajoute un ge´ne´rateur au groupe K0(An) ≃ Zn. La matrice de la
forme d’intersection n’est autre que la matrice de multiplicite´38 du triplet spectral et on trouve
∩n =


0 1 . . . 1
1 −1 . . . ...
...
. . .
. . . 1
1 . . . 1 −(n− 1)

 .
Pour tout entier N on peut toujours conside´rer le triplet spectral trivial (Cn,Cn ⊕ CN , 0) avec
d’e´videntes representation et conjugaison de charge et une chiralite´ e´gale a` -1. La somme directe
de ce triplet spectral avec (An,Hn,Dn), conduit a` une matrice de multiplicite´ µn +NIn qui n’est
pas de´ge´ne´re´e pour N suffisamment grand.
Pour finir, le calcul de la norme du commutateur || [Dn, πn(a)] || de´coule de la structure diago-
nale par bloc des ope´rateurs et de l’hypothe`se de re´currence. 
On peut ainsi montrer le re´sultat annonce´.
Proposition 2.19. Etant donne´s n2− n nombres re´els dij positifs satisfaisant (2.35), il existe un
triplet spectral (A,H,D) avec A = Cn satisfaisant aux axiomes tel que la distance non commutative
soit donne´e par les nombres dij .
Preuve.Graˆce au lemme ci-dessus on construit un triplet spectral (A,H,D) obe´issant aux conditions
(2.36). Lorsque a ve´rifie la condition sur la norme, alors |ai − aj| ≤ dij , d’ou`
d(i, j) ≤ dij .
Fixons maintenant deux points tels que dij < ∞ et prenons ak = dik, fini pour tout k graˆce a`
l’ine´galite´ triangulaire) ; en particulier, |ai − aj| = dij . Par (2.35), |dik − dil| ≤ dkl pour tout k et l.
Ainsi || [D,π(a)] || ≤ 1 par (2.36). D’ou`
dij ≤ d(i, j)
et le re´sultat pour peu que dij soit finie. Si tel n’est pas le cas alors dik et djk sont e´galement
infinis pour tout k. L’ine´galite´ (2.36) n’impose aucune contrainte sur ai et aj puisque les e´le´ments
de matrice de D correspondant s’annulent. On peut donc envoyer |ai − aj| a` l’infini et on a bien
d(i, j) = dij. 
En conclusion, une fois donne´e A = Cn, les axiomes de la ge´ome´trie non commutative n’appor-
tent aucune contrainte sur les me´triques susceptibles d’eˆtre obtenues par un ope´rateur de Dirac. De
telles contraintes apparaissent quand on impose une autre condition, comme fixer H = Cn ainsi que
nous l’avons fait dans la discussion des cas a` trois et quatre points. Il est important de souligner
que la fonction qui associe une me´trique a` un ope´rateur de Dirac est surjective. Dans les mode`les de
gravite´ quantique base´ sur les valeurs propres de l’ope´rateur de Dirac40, on a e´galement besoin de
savoir combien d’ope´rateurs de Dirac correspondent a` une me´trique donne´e, ainsi que les relations
entre leurs spectres.
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La contrainte (2.35) est une condition ne´cessaire et suffisante pour que les nombres dij soient des
distances. Rien n’empeˆche de poser une condition plus forte. Par exemple si l’on de´sire voir l’espace
non commutatif comme une disrce´tisation de l’espace euclidien, les dij doivent, selon la dimension
de cet espace, ve´rifier des conditions supple´mentaires61,6 (pour que six nombres positifs soient les
distances euclidiennes entre sommets d’une pyramide, il ne suffit pas qu’ils ve´rifient l’ine´galite´
triangulaire trois par trois).
Chapitre 3
Produit du continu par le discret
L’un des inte´rets de la ge´ome´trie non commutative en physique est de proposer des mode`les
simples d’espace-temps ou` cohabitent le discret et le continu. Un meˆme formalisme permet de
rendre compte des syme´tries de l’espace-temps continu de la relativite´ ge´ne´rale (malheureusement
uniquement avec signature euclidienne), a` savoir l’invariance par diffe´omorphisme, ainsi que des
syme´tries de jauge des interactions e´lectrofaibles et fortes. Ces dernie`res sont interpre´te´es ge´ome´tri-
quement comme syme´tries d’un espace interne discret. Nous reviendrons longuement dans le dernier
chapitre sur cette interpe´tation qui donne une justification ge´ome´trique au champ de Higgs. Ici nous
e´tudions l’aspect me´triques de ce type de ge´ome´tries, de´crites par des produits tensoriels de triplets
spectraux.
Pour e´tablir les notations on donne une preuve simple, extraite de [39], de l’e´galite´ (1.64)
entre distance non commutative et distance ge´ode´sique pour une varie´te´ riemannienne compacte a`
spin. Ensuite sont e´tablies des proprie´te´s ge´ne´rales de la distance associe´e au produit de triplets
spectraux. En particulier il est connu12,7 que dans le mode`le a` deux couches,
A = C∞ (M)⊗ C2 = C∞ (M)⊕ C∞ (M) ,
la distance sur chaque copie de la varie´te´ est la distance ge´ode´sique tandis que la distance entre les
couches ne de´pend que du triplet spectral interne. Ce re´sultat est ge´ne´ralise´ a` tout produit tensoriel
de ge´ome´tries. Pour finir, la distance est explicitement calcule´e pour des mode`les d’espace temps
euclidien. A noter que la distance dans le continu a e´te´ e´tudie´e dans l’optique voisine des alge`bres
de Lie dans [68]. Les re´sultats de ce chapitre ont donne´ lieu a` l’article [46].
I Distance pour une varie´te´ a` spin
Le triplet spectral associe´ a` une varie´te´ riemannienne compacte a` spin avec une me´trique g est
donne´ par (1.62). D’ape`s la proposition 1.17, la partie connexion de spin de l’ope´rateur de Dirac
commute avec C∞ (M) si bien que pour tout f ∈ C∞ (M),
[D, f ] = −ic(df) = −i∂µfc(dxµ) = −i∂µfc(eµαdxα),
= −i∂µfeµαγa = −iγm∂µf,
= [−iγm∂µ, f ]
ou` c est l’action de Clifford (1.47), eαµ les vielbein, γ
a les matrices de Dirac euclidiennes (1.46) et
γm
.
= eµαγa les matrices de Dirac riemanniennes (1.48) qui ve´rifient, graˆce a` (1.45),
γmγn + γnγm = 2gµνI
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(conforme´ment au chapitre I, on utilise un indice grec pour la varie´te´ et un indice latin pour les
degre´s de liberte´ de spin ; a,m, n se contractent avec α, µ, ν). Pour le calcul des distances, on peut
conside´rer que le triplet spectral d’une varie´te´ a` spin est
A = C∞(M), H = L2(M,S), D = −iγm∂µ = −i/∂. (3.1)
La dimension spectrale est la dimension de la varie´te´ qu’on prend e´gale a` 4. Le triplet spectral est
pair donc la chiralite´ (1.54) s’e´crit
Γ = c(γ) = (−i)2c(
4
Π
α=1
dxα) = −
4
Π
α=1
γa = −γ5
ou` γ est donne´e en (1.36) et γ5 de´signe traditionnellement le produit des matrices gamma euclidi-
ennes. Le produit scalaire de H est donne´ par (1.51) ou le couplage (.|.) de S a` valeur dans C(M)
est le produit scalaire euclidien des spineurs vus comme vecteurs colonnes dont les entre´es sont des
fonctions d’onde,
(ψ|φ) = ψ†φ
ou` ψ† de´signe le vecteur ligne complexe conjugue´ de ψ.
Comme e´nonce´ dans le the´ore`me 1.21, la distance non commutative (1.69)
d(x, y) = sup
f∈C(M)
{ |f(x)− f(y)| / ‖[D, f ]‖ ≤ 1} , (3.2)
coincide avec la distance ge´ode´sique L(x, y) entre les points x, y deM . C’est un re´sultat classique12
mais la preuve introduit ide´es et notations dont nous ferons un usage intensif par la suite, aussi
nous donnons en de´tail la de´monstration.
Par la de´finition (1.34) de l’involution dans Cl(M), (dxα)∗ = dxα si bien qu’en choisissant les
matrices de Dirac autoadjointes, on choisit en fait une action de Clifford autoadjointe,
(γa)† = γa = c(dxα) = c(dxα∗).
Ainsi la norme d’ope´rateur de [D, f ], pour une fonction f re´elle selon le lemme 1.24, s’e´crit
‖[D, f ]‖2 = ∥∥c(df)2∥∥ = sup
ψ∈H
∫
M (c(df)ψ|c(df)ψ)|νg |∫
M (ψ|ψ)|νg |
,
= sup
ψ∈H
∫
M ψ
†c(df∗)c(df)ψ|νg |∫
M ψ
†ψ|νg| ,
= sup
x∈M
{gµν(x)∂µf(x)∂νf(x)} = sup
x∈M
g(df, df) = ‖grad f‖2
ou` on utilise c(df∗)c(df) = ∂µf∂νfγmγn = gµν∂µf∂νfI ainsi que l’e´quation (1.31). D’ou`
‖[D, f ]‖ = sup
x∈M
‖(grad f)(x)‖ .
Soit maintenant c :t ∈ [0, 1]→M une ge´ode´sique minimale entre x et y. On de´signe par un point
la de´rive´e totale par rapport au parame`tre t. Pour tout f ∈ C∞ (M)
f(x)− f(y) =
∫ 1
0
f˙(c(t)) dt =
∫ 1
0
∂µf(p) c˙µ(t)dt
avec p
.
= c(t). Les fonctions c˙µ sont les composantes d’un champ de vecteur X ∈ X (M). On note
c˙ν les composantes de c˙
.
= X♭, si bien que
∂µf(p) c˙µ(t) = g
µν(p) ∂µf(p) c˙ν(t) = g(df(p), c˙(p)).
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Par l’ine´galite´ de Cauchy-Schwarz,
|∂µf(p) c˙µ(t)| ≤ ‖df(p)‖ ‖c˙(t)‖ .
Si f atteint le supre´mum, ‖df(p)‖ = ‖(grad f)(p)‖ ≤ 1 en tout p et
d(x, y) = |f(x)− f(y)| ≤
∫ 1
0
‖c˙(t)‖ dt = L(x, y) .
Cette borne supe´rieure est atteinte par la fonction
L : q 7→ L(q, y). (3.3)
En effet, L(x)− L(y) = L(x, y) et
sup
q∈M
‖gradL(q)‖ ≤ 1 . (3.4)
Pour montrer cette dernie`re ine´galite´, choisissons q, q′ ∈M , de coordonne´es qµ, q′µ dans une carte
donne´e, ou` q′ est l’image de q par la transformation infinite´simale σ(ǫ), ǫ << 1, σ de´signant le
flot ge´ne´re´ par le champ de vecteurs gµν(∂νL)∂µ avec la condition initiale σ(0) = q. Alors, avec
dqµ
.
= q′µ − qµ,
qµ + dqµ = q′µ = σµ(ǫ) = σµ(0) + ǫ
dσµ
dt
(0) +O(ǫ2) = qµ + ǫ gµν(q)∂νL(q) +O(ǫ2) ,
c’est a` dire
dqµ = ǫ gµν(q)∂νL(q) +O(ǫ2) . (3.5)
Comme L(q′, y) est le plus court chemin de q′ a` y, L(q′, y) ≤ L(q′, q) + L(q, y). Ainsi
L(q + dq) ≤ L(q′, q) + L(q) . (3.6)
Par (3.5)
L(q′, q) .=
√
gλρ(q)dqλdqρ =
√
ǫ2gλρ(q)gλµ(q)∂µL(q) gρν(q)∂νL(q) = ǫ
√
gµν∂µL(q) ∂νL(q) .
Insere´ dans le membre de droite de (3.6) dont la partie gauche est de´veloppe´e par rapport a` ǫ, cette
e´quation donne
L(q) + ∂µL(q) dq
µ = L(q) + ǫ gµν(q)∂µL(q)∂νL(q) +O(ǫ2) ≤ ǫ
√
gµν∂µL(q) ∂νL(q) + L(q) +O(ǫ2),
qui est vraie quel que soit q, d’ou` (3.4) et finalement
d(x, y) = L(x, y).
A noter que L n’est pas lisse en y mais seulement continue30. Pour e´crire (3.2) en remplac¸ant
C(M) par C∞ (M), il faudrait exhiber une suite de fonctions lisses fn qui converge vers L et ve´rifie
‖[D, fn]‖ ≤ 1 pour tout n. La preuve est identique avec l’alge`bre re´elle C∞R (M) puisqu’alors, les
e´tats purs e´tant donne´s par (1.27), Re(ωx(L))− Re(ωy(L)) = L(x)− L(y).
74 CHAPITRE 3. PRODUIT DU CONTINU PAR LE DISCRET
II Produit de ge´ome´tries
II.1 Produit tensoriel de triplets spectraux
Le produit tensoriel d’un triplet spectral re´el pair TI = (AI ,HI ,DI , πI) muni d’une chiralite´
ΓI , par le triplet spectral re´el TE = (AE,HE ,DE , πE) est le triplet spectral TI ⊗ TE .= (A′,H′,D′)
de´fini par
A′ .= AI ⊗AE, H′ .= HI ⊗HE, D′ .= DI ⊗ IE + ΓI ⊗DE .
La repre´sentation est π′ .= πI ⊗πE (dans ce chapitre nous n’utiliserons ni la chiralite´ ni la structure
re´elle du triplet produit mais toutes deux sont de´finies, cf [66]). Dans la mesure ou` les triplets
spectraux ne forment pas un espace vectoriel, la notation TI⊗TE est essentiellement une convention.
Ce produit est commutatif car lorsque TE est pair et muni d’une chiralite´ ΓE, alors le triplet spectral
TE ⊗ TI .= (A,H,D) est e´galement de´fini (il suffit de permuter les facteurs)
A .= AE ⊗AI , H .= HE ⊗HI , D .= DE ⊗ II + ΓE ⊗DI , (3.7)
π = πE ⊗ πI et il est e´quivalent a` TI ⊗ TE via l’ope´rateur unitaire
U
.
=
II + ΓI
2
⊗ IE + II − ΓI
2
⊗ ΓE .
En physique ce produit tensoriel est utilise´ pour de´crire un espace continu dont chaque point
est muni d’une fibre discre`te. Dans le mode`le standard l’espace interne TI est choisie de manie`re
a` ce que le groupe des unitaires de AI , modulo le rele`vement aux spineurs63,43, soit le groupe de
jauge des interactions. AI est une alge`bre de matrices, HI est l’espace des fermions et l’ope´rateur de
Dirac interne a pour coefficients les masses des fermions, e´ventuellement ponde´re´es par la matrice
unitaire de Cabibbo-Kobayashi-Maskawa. Nous reviendrons longuement sur le mode`le standard
dans le chapitre consacre´ aux fluctuations de la me´trique. Ici nous e´tudions de manie`re plus ge´ne´rale
la distance pour des produits tensoriels de triplets spectraux sans pre´supposer, dans un premier
temps au moins, que l’un est fini et l’autre relatif a` une varie´te´ diffe´rentiable.
Ne´ammoins, afin de ne pas multiplier les notations, tous les objets relatifs au premier terme du
produit tensoriel sont appele´s externes alors que ceux relatifs au second sont dits internes.
II.2 Distance dans l’espace interne et dans l’espace externe
Pour fixer les notations on suppose que TE est pair et l’on travaille avec TE ⊗ TI . Pour e´tudier
cette ge´ome´trie, le premier point est de calculer l’espace des e´tats. Soient τE et τI des e´tats de AE
et AI respectivement. La paire (τE , τI) agissant comme τE ⊗ τI est un e´tat de A. En effet
(τE ⊗ τI)(IE ⊗ II) = τE(IE)τI(II) = 1.
Pour montrer la positivite´, on note a∗a = (f i ⊗mi)∗(f j ⊗mj) = f i∗f j ⊗m∗imj un e´le´ment positif
de A, F ij .= τE(f i∗f j) et Mij .= τI(mi∗mj). Alors
(τE ⊗ τI)(a∗a) = F ij ⊗Mij.
La somme sur i, j est finie. La matrice F de composantes F ij est autoadjointe et se de´compose
sur ses projecteurs propres tk. La valeur propre λ associe´ au vecteur propre ψ est positive puisque
λ = 〈ψ,Fψ〉 = ψ¯iF ijψj = τE
(
(ψif
i)∗(ψif i)
) ≥ 0. La composante tkij du kie`me projecteur propre est
ψ¯ki ψ
k
j de sorte que
(τE ⊗ τI)(a∗a) = λk
∑
i,j
tkijMij = λk ωI

(∑
ij
ψkjmj)
∗(
∑
ij
ψkjmj)

 ≥ 0.
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Le produit de deux e´tats purs ωE ⊗ ωI est un e´tat mais pas ne´cessairement pur. Qui plus est, il
peut exister des e´tats (purs) de A qui ne s’e´crivent pas comme produit tensoriel. Quoi qu’il en soit,
nous ne conside´rons ici que des e´tats du type τE ⊗ τI . Cette restriction n’est pas geˆnante dans la
mesure ou`, de`s qu’une des alge`bres est commutative, tout e´tat pur et de cette forme [35, p. 857].
Proposition 3.1. Soit AE et AI deux C∗-alge`bres dont l’une au moins est abe´lienne. Alors
P(AE ⊗AI) ≃ P(AE)× P(AI).
En ce cas tout e´tat pur ω de A s’e´crit
ω = ωE ⊗ ωI .
ωE et ωI sont appele´s respectivement partie externe et interne de ω. Dans le mode`le a` deux couches
AE = C∞ (M) est abe´lienne si bien que tout e´tat pur de A est du type ωx ⊗ ωi ou` ωi, i = 1, 2,
de´signent les e´tats purs de C2 et ωx ceux de C
∞ (M). Il est12 connu que d(ωx ⊗ ωi, ωy ⊗ ωi) est la
distance ge´ode´sique L(x, y) tandis que d(ωx ⊗ωi, ωx⊗ ωj) est une constante. Ce re´sultat s’e´tend a`
tout produit de deux triplets spectraux. Une fois fixe´ la partie externe τE, d(τE ⊗ τI , τE ⊗ τ ′I) ne
de´pend que de TI ; de meˆme d(τE ⊗ τI , τ ′E ⊗ τI) ne de´pend que de TE .
The´ore`me 3.2. Soient dE, dI et d les distances associe´es a` TE, TI , TE⊗TI respectivement. Quels
que soient τE, τ
′
E dans S(AE) et τI , τ ′I dans S(AI),
d (τE ⊗ τI , τE ⊗ τ ′I) = dI (τI , τ ′I) ,
d (τE ⊗ τI , τ ′E ⊗ τI) = dE (τE, τ ′E) .
Preuve. Notons fj les e´le´ments de AE et mi ceux de AI . Tout e´le´ment de A s’e´crit
a = f i ⊗mi ,
ou` l’indice de sommation i parcourt un sous-ensemble fini de N. L’e´quation (3.7) donne
[D, a] = [DE , f
i]⊗mi + f iΓE ⊗ [DI ,mi] .
En multipliant a` droite et a` gauche par l’ope´rateur unitaire ΓE ⊗ II , on peut e´crire∥∥[DE , f i]⊗mi + f iΓE ⊗ [DI ,mi]∥∥ = ∥∥−[DE, f i]⊗mi + f iΓE ⊗ [DI ,mi]∥∥
ou` on utilise le fait que ΓE = Γ
∗
E commute avec f
i et anticommute avec DE . Quels que soient deux
e´le´ments u, v d’un espace norme´,
2 ‖u‖ ≤ ‖u+ v‖+ ‖u− v‖ ,
d’ou` ∥∥[DE , f i]⊗mi∥∥ ≤ ‖[D, a]‖ (3.8)
et
∥∥f iΓE ⊗ [DI ,mi]∥∥ ≤ ‖[D, a]‖ .
En factorisant le terme de gauche de cette dernie`re ine´galite´ par ΓE ⊗ II ,∥∥f i ⊗ [DI ,mi]∥∥ ≤ ‖[D, a]‖ . (3.9)
Pour chaque ωE ∈ P(AE) et a ∈ A+, on de´finit l’e´le´ment mE de AI par
mE
.
= τE(f
i)mi.
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mE est autoadjoint. En effet, puisque a est positif il existe b
.
= fp ⊗mp tel que
a = b∗b =
1
2
(fpq ⊗mpq + fpq∗ ⊗mpq∗)
ou` fpq
.
= fp∗f q et mpq = m∗pmq ; ainsi
mE =
1
2
(τE(f
pq)mpq + τE(f
pq∗)mpq∗) = m∗E.
Ainsi l’e´le´ment de B(HI)
i[DI ,mE ] = i (τE ⊗ II)
(
f i ⊗ [DI ,mi]
)
est normal. En notant SI ⊃ S(AI) l’ensemble des e´tats de B(HI) et une notation SE similaire, il
vient d’apre`s l’e´quation (1.11)
‖[DI ,mE ]‖ = sup
τI∈SI
|τI([DI ,mE ])|,
≤ sup
(τE ,τI)∈SE×SI
|(τE ⊗ τI)
(
f i ⊗ [DI ,mi]
)|,
≤ ∥∥f i ⊗ [DI ,mi]∥∥ ,
ou` l’on a remarque´ que if i ⊗ [DI ,mi] ∈ B(H) est e´galement normal. Avec (3.9) on trouve
‖[DI ,mE ]‖ ≤ ‖[D, a]‖ .
Comme (τE ⊗ τI)(a)− (τE ⊗ τ ′I)(a) = τI(aE)− τ ′I(mE), on obtient finalement
d(τE ⊗ τI , τE ⊗ τ ′I) ≤ dI(τI , τ ′I).
Cette borne supe´rieure est atteinte par IE ⊗ aI ou` aI ∈ AI re´alise le supre´mum pour TI ,
dI(τI , τ
′
I)
.
= |(τI − τ ′I)(aI)| et ‖[DI , aI ] = 1‖ .
La preuve pour d(τE ⊗ τI , τE ⊗ τ ′I) est similaire, en utilisant (3.8) au lieu de (3.9). 
Ce the´ore`me ne donne pas une description comple`te de la ge´ome´trie. Dans les mode`les du type
discret × continu, il indique que la distance sur chaque copie de la varie´te´ est la distance ge´ode´sique
alors que la distance a` l’inte´rieur d’une fibre ne de´pend pas de la fibre choisie et est comple`tement
de´termine´e par la partie interne du triplet spectral. Ceci ne donne aucune information sur la distance
croise´e, c’est a` dire la distance entre e´tats correspondant a` diffe´rents points de la fibre et diffe´rents
points de la varie´te´. A noter e´galement que la discussion sur la distance de Gromov entre varie´te´s
munies de me´triques diffe´rentes12 n’est pas transposable ici car de telles varie´te´s e´chappent a` la
description par un produit tensoriel de triplets spectraux.
II.3 Distance croise´e
Les points cle´s du the´ore`me 3.2 sont les e´quations (3.8) et (3.9). La premie`re oublie la partie
interne du commutateur et fait sens pour la distance entre e´tats de meˆme partie interne. Au
contraire (3.9) ne prend pas en compte la partie externe du commutateur et suffit a` de´terminer la
distance entre e´tats de meˆme partie externe. Le calcul de la distance croise´e d (τE ⊗ τI , τ ′E ⊗ τ ′I)
ne´cessite de prendre en conside´ration a` la fois la partie interne et la parti externe du commutateur,
ce qui rend le calcul beaucoup plus de´licat. Cependant lorsque TE de´crit une varie´te´ et AI est
une W ∗-alge`bre alors la distance croise´e entre e´tats dont les parties internes sont des e´tats purs
normaux, en somme directe (cf. la de´finition ci-dessous) et dont la somme des supports commute
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avec l’ope´rateur de Dirac interne, s’interpe`te en terme de mode`le de Kaluza-Klein discret. Bien
que l’espace interne soit disconnexe, il apparait que la distance non commutative coincide avec la
distance ge´ode´sique d’une varie´te´ connexe compacte de dimension (4+1). Cette varie´te´ demeure
”virtuelle” en ceci que les points entre les couches de dimension 4 ne font pas partie de la ge´ome´trie.
Le plongement de l’espace non commutatif dans un espace continu de dimension supe´rieur est un
artifice de calcul. Il ne doit pas masquer une proprie´te´ fondamentale, a` savoir que deux parties d’un
espace non commutatif n’ont pas besoin d’eˆtre connecte´es pour eˆtre a` distance finie.
Ce re´sultat s’applique a` une toute petite classe d’e´tats, ne´ammoins il est significatif puisque les
distances du mode`le standard entre dans ce cadre. Tout le calcul repose sur l’observation suivante :
si dans une ge´ome´trie (A,H,D, J,Γ) deux e´tats purs normaux ω1, ω2 sont en somme directe et
que la somme de leur support commute avec l’ope´rateur de Dirac, alors d(ω1, ω2) coincide avec la
distance d’une ge´ome´trie ou` A = C2.
Pour traiter le mode`le standard il est important que les re´sultats de ce chapitre soient vrais pour
des alge`bres re´elles. Comme on utilise seulement la proprie´te´ (1.21), il n’est pas ne´cessaire d’e´tudier
la the´orie des W ∗-alge`bres re´elles. On appelle simplement, par abus de langage, e´tat normal d’une
alge`bre re´elle tout e´tat re´el auquel est associe´ un projecteur de l’alge`bre satisfaisant (1.21). Dans
ce chapitre, A de´signe indiffe´remment une W ∗-alge`bre complexe ou une alge`bre re´elle admettant
des e´tats re´els normaux. On de´signe ge´ne´riquement par K les corps C et R.
De´finition 3.3. Deux e´tats normaux τ1, τ2 de A sont dits en somme directe si s1as2 = 0 pour
tout a ∈ A.
Cette de´finition se justifie en remarquant que si s1As2 = 0, alors les ide´aux bilate`res principaux
As1A et As2A sont en somme directe. Rappelons que pour tout e´le´ment s de A, l’ide´al bilate`re
principal42 AsA est l’ensemble des sommes aisbi ou` ai, bi ∈ A. Si s1As2 = 0, alors As1A et As2A
sont en somme directe en ce sens que leur intersection est vide. En effet si c ∈ As1A∩As2A alors
il existe ai, bi, p
k et qk dans A tels que
c = ais1bi = p
ks2qk.
En multipliant a` gauche par aj
∗
s1, on trouve que a
j∗s1ais1bi = 0 pour tout j. Autrement dit
c∗c = bj∗s1aj
∗
ais1bj = 0, d’ou` ‖c‖ = 0 = c.
Proposition 3.4. Soient s1, s2 les supports de deux e´tats purs normaux ω1, ω2 d’une alge`bre A
sur K. Soit (A,H,D, π) un triplet spectral dans laquelle [D,π(s1) + π(s2)] = 0. Si ω1, ω2 sont en
somme directe alors
d(ω1, ω2) = de(ωk, ω
′
k) =
1
‖M‖
ou` ωk, ω
′
k sont les deux e´tats purs de Ae
.
= K2 et de est la distance associe´e au triplet Te
.
=
(Ae,He,De, πe) dans lequel
He .= H1 ⊕H2 , De .=
(
0 M
M∗ 0
)
, πe
.
= π
∣∣
He
ou` H1 .= π(s1)H, H2 .= π(s2)H et M est une application line´aire borne´e de H2 dans H1.
Preuve. La preuve de´coule de la proposition 1.30 avec e
.
= s1+ s2. Les e´tats sont en somme directe
donc s1As1 ≃ K par (1.21), inclus dans As1A, est en somme directe avec s2As2 ≃ K. Comme
s1s2 = 0 il est imme´diat que
Ae = αe(A) = (s1 + s2)A(s1 + s2) ≃ K2.
On obtient un isomorphisme explicite en identifiant s1, s2 a` la base canonique de K
2
αe(a) = ω1(a)s1 ⊕ ω2(a)s2 = (ω1(a), ω2(a)). (3.10)
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Les deux e´tats purs ωk, ω
′
k de Ae extraient respectivement les premie`re et deuxie`me composantes
du doublet de nombres complexes αe(a), de sorte que
ωk ◦ αe = ω1 et ω′k ◦ αe = ω2,
d’ou` de(ωk, ω
′
k) = d(ω1, ω2) par la proposition 1.30.
Naturellement H1 est en somme directe avec H2 puisque, si φ = π(s1)ξ = π(s2)ζ, alors π(s1)φ =
φ = π(s1s2)ζ = 0. D’ou`
He .= (π(s1) + π(s2))H = H1 ⊕H2.
Par de´finition De est la projection sur He de la restriction de D a` He,
De =
(
U M
M∗ W
)
ou` M est une application de H2 dans H1 et V , W des endomorphismes de H1, H2 respectivement
(les parties antidiagonales sont adjointes l’une de l’autre car D est autoadjoint).
On note πe(s1) = I1 l’identite´ de B(H1) et πe(s2) = I2 l’identite´ de B(H2). Pour tout αe(a) ∈ Ae,
πe(αe(a)) = ω1(a)πe(s1)⊕ ω2(a)πe(s2) =
(
ω1(a)I1 0
0 ω2(a)I2
)
. (3.11)
Ainsi πe commute avec la partie diagonale de De et la distance de coincide avec celle calcule´e en
prenant V =W = 0, tout autre chose e´gale. On a alors ‖[De, πe(a)]‖ = |ω1(a)− ω2(a)| ‖M‖ d’ou`
de(ωk, ω
′
k) ≤
1
‖M‖ ,
cette borne supe´rieure e´tant atteinte par a = ‖M‖−1 s1.
Soulignons que, quoique D puisse eˆtre non borne´, M est ne´cessairement borne´. Pour s’en
convaincre rappelons que si B est un ope´rateur borne´ sur un espace de Hilbert H et p un pro-
jecteur de rang 1, alors pB est borne´ (on ve´rifie par l’ine´galite´ de Cauchy-Schwarz que pour
tout φ ∈ H, ‖pBφ‖ ≤ ‖Bφ‖). Par de´finition d’un triplet spectral, [D,π(s2)] est borne´ donc
π(s1)[D,π(s2)] = π(s1)Dπ(s2) est borne´e, de meˆme que sa restriction M a` He. 
Naturellement ce re´sultat n’a d’inte´reˆt que pour des e´tats purs dont la somme des supports com-
mutent avec l’ope´rateur de Dirac sans qu’aucun des supports pris individuellement ne commute
avec D. On sait en effet, par le corollaire 1.25, qu’un tel e´tat est infiniment distant des autres e´tats
purs.
La proposition 3.4 s’e´tend imme´diatement a` des produits de ge´ome´tries.
De´finition 3.5. Un e´tat τE ⊗ ωI de A = AE ⊗AI est dit ”semi-normal” quand ωI ∈ P(AI)∗.
Quelle que soit la ge´ome´trie externe, si la somme des parties internes de deux e´tats semi-normaux
en somme directe commute avec l’ope´rateur de Dirac interne, la distance est identique a` la distance
calcule´e en projetant la ge´ome´trie interne sur K2.
Corollaire 3.6. Soient ωE⊗ω1, ωE⊗ω2 deux e´tats semi-normaux de A, T = TE⊗TI une ge´ome´trie
dans laquelle [DI , s1 + s2] = 0 et p
.
= IE ⊗ e .= IE ⊗ (s1 + s2). Si, en tant qu’e´tats normaux de AI ,
ω1 et ω2 sont en somme directe alors
d(ωE ⊗ ω1, ωE ⊗ ω2) = dp(ωE ⊗ ωk, ωE ⊗ ω′k)
ou` ωk, ω
′
k sont les e´tats purs de K
2 et dp est la distance associe´ au triplet TE ⊗ Te, Te e´tant le
triplet de´fini par application de la proposition pre´ce´dente a` TI .
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Preuve. Puisque Ap = αp(A) = C∞ (M)⊗K2,
(ωE ⊗ ω1) ◦ αp = ωE ⊗ (ω1 ◦ αe) = ωE ⊗ ωk
et (ωE ⊗ ω2) ◦ αp = ωE ⊗ ω′k. Comme [D, p] = ΓE ⊗ [DI , e] = 0, le re´sultat est imme´diat. 
Supposons maintenant que TE , donne´ par (3.1), de´crive une varie´te´ riemannienne compacte a`
spin M de dimension quatre. On note
x1
.
= ωx ⊗ ω1 et y2 .= ωy ⊗ ω2
deux e´tats semi-normaux de A. Comme AE est abe´lienne, x1 et y2 sont purs selon la proposition
3.1. Si AI est une alge`bre re´elle, on prend AE = C∞R (M) et Re(ωx) comme e´tat pur externe. La
preuve suivante est e´crite pour le cas complexe, son adaptation au cas re´elle est imme´diate.
Si ω1 et ω2 sont en somme directe et que la somme de leur support commute avec l’ope´rateur de
Dirac interne, alors l’espace interne est orthogonal a` la varie´te´ au sens du the´ore`me de Pythagore.
The´ore`me 3.7. Soient ω1, ω2 ∈ P(AI)∗ deux e´tats purs normaux en somme directe, de supports
s1, s2 tels que [DI , s1 + s2] = 0. Pour tous points x, y de M
d(x1, y2)
2 = d(x1, y1)
2 + d(y1, y2)
2.
Preuve. La preuve se divise en trois e´tapes. Tout d’abord la ge´ome´trie (A,H,D) est isome´triquement
projete´e sur un mode`le a` deux couches. Ensuite on montre que la distance co¨ıncide avec la distance
ge´ode´sique d’une varie´te´ riemannienne compacte de dimension 4 + 1 et, enfin, qu’elle ve´rifie le
the´ore`me de Pythagore.
1) Avec les notations du corollaire 3.6, en posant xk
.
= ωx ⊗ ωk et x′k
.
= ωy ⊗ ω′k,
d(x1, y2) = dp(xk, y
′
k). (3.12)
Comme Ap = C∞ (M)⊗K2, la distance dp est celle d’un mode`le a` deux couches. Dans la ge´ome´trie
re´duite (Ap,Hp,Dp) un e´le´ment ge´ne´rique de Ap s’e´crit, d’apre`s (3.10),
a = f i ⊗ ω1(mi) ⊕ f i ⊗ ω2(mi) = f ⊕ g,
ou` mi ∈ AI et f i, f .= f iω1(mi), g .= f iω2(mi) ∈ AE. Conforme´ment au lemme 1.24, on suppose
que f ⊕ g est positif, c’est a` dire que f et g sont des fonctions re´elles (re´elles positives si A est vue
comme alge`bre re´elle).
Selon (3.11), a est repre´sente´ par fIE⊗I1⊕ gIE⊗I2. L’ope´rateur de DiracDp = −i/∂⊗II−γ5⊗De,
ou` De est donne´ par la proposition 3.4, est tel que
[Dp, a] = −
(
i/∂f ⊗ I1 (g − f)γ5 ⊗M
(f − g)γ5 ⊗M∗ i/∂ ⊗ I2
)
. (3.13)
Les e´tats purs xk et y
′
k agissent selon
xk(a) = f(x), y
′
k(a) = g(y).
2) Montrons que dp coincide avec la distance ge´ode´sique d’une varie´te´ compacte
M ′ .= [0, 1] ×
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munies des coordonne´es x′τ = (t, xµ), de la me´trique
{gτκ(x′)} .=
( ‖M‖2 0
0 gµν(x)
)
et d’une structure de spin par l’ajout aux matrices gamma pre´ce´dentes de
γt = ‖M‖ γ5.
D’apre`s la section 1 de ce chapitre, il suffit de montrer que dp coincide avec la distance non com-
mutative L′ du triplet
A′ = C∞(M ′), H′ = L2(M ′, S), D′ = −iγτ∂τ = −iγt∂t − i/∂
(pour e´viter toute confusion, pre´cisons que la notation A′ n’a aucun lien avec le commutant).
Pour se faire, on note A′′ le sous-ensemble de A′+ compose´ de toutes les fonctions du type
φ(t, x)
.
= (1− t)f(x) + tg(x)
ou` f et g sont des fonctions re´elles sur M . Alors∥∥[D′, φ]∥∥2 = sup
(t,x)∈M ′
‖(grad f)(t, x)‖ = sup
(t,x)∈M ′
{gτκ(t, x) ∂τφ(t, x) ∂κφ(t, x)}
≤ sup
x∈M
{
|(f − g)(x)|2 ‖M‖2 + sup
t∈[0,1]
P (t, x)
}
,
ou`
P (t, x)
.
= t2 ‖d(f − g)(x)‖2 + 2tgµν(x) ∂µ(f − g)(x) ∂νg(x) + ‖dg(x)‖2
est une parabole en t positive et de coefficient directeur positif, c’est a` dire que P (t) atteint son
maximum sur ses bords, en t = 0 ou 1. Remarquons que
P (0, x) = ‖(grad g)(x)‖2 , P (1, x) = ‖(grad f)(x)‖2
et, par (3.13)∥∥∥∥
(
IE ⊗ Iαk 0
0 0
)
[Dp, a]
(
IE ⊗ Iαk 0
0 γ5 ⊗ Iαk′
)∥∥∥∥
2
=
∥∥∥∥
(
i/∂f ⊗ Iαk (g − f)IE ⊗M
0 0
)∥∥∥∥
2
= sup
x∈M
{
‖(grad f)(x)‖2 + |f(x)− g(x)|2 ‖M‖2
}
≤ ‖[De, a]‖2 .
De meˆme
sup
x∈M
{
‖(grad g)(x)‖2 + |f(x)− g(x)|2 ‖M‖2
}
≤ ‖[De, a]‖2
d’ou` ∥∥[D′, φ]∥∥ ≤ ‖[De, a]‖ .
En conse´quence, puisque xk(a)− y′k(a) = φ(0, x) − φ(1, y),
dp(xk, y
′
k) ≤ sup
φ∈A′′
{|φ(0, x) − φ(1, y)| / ∥∥[D′, φ] ≤ 1∥∥} ≤ L′ ((0, x), (1, y)) . (3.14)
La de´monstration de l’ine´galite´ oppose´e requiert une connaissance plus appronfondie de la
ge´ometrie de M ′. Comme {gτκ(x′)} est diagonale par blocs et ne de´pend pas de t, les coefficients
de la connexion de Levi-Civita sont
Γttµ = Γ
t
µt =
1
2
gtt∂µgtt , Γ
µ
tt = −
1
2
gµν∂νgtt , Γ
µ
tν = Γ
µ
νt = Γ
t
tt = Γ
t
µν = 0
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ou` l’on pose gtt = (g
tt)−1 = ‖M‖−2 . On note dτ l’e´le´ment de longueur dans M ′. Les e´quations des
ge´ode´siques s’e´crivent
d2t
dτ2
+ gtt(∂µgtt)
dt
dτ
dxµ
dτ
= 0 , (3.15)
d2xµ
dτ2
− 1
2
gµν(∂νgtt)
dt
dτ
dt
dτ
+ Γµλρ
dxλ
dτ
dxρ
dτ
= 0 (3.16)
et, parce que gtt ne de´pend pas non plus de x
µ, elles se re´duisent a`
dt
dτ
= constant
.
= gttK (3.17)
d2xµ
dτ2
+ Γµλρ
dxλ
dτ
dxρ
dτ
= 0 (3.18)
ou` K est une constante re´elle. En d’autres termes, la projection sur M d’une ge´ode´sique G′ de M ′
est une ge´ode´sique G de M , et la projection de G′ sur l’hyperplan de codimension 1 contenant G et
orthogonal a` M est une ligne droite (c’est a` dire une ge´ode´sique de l’hyperplan).
Soit {xa(τ)} une ge´ode´sique de M ′ parame´trise´e par son e´le´ment de longueur dτ . En utilisant
(3.17),
1 =
dτ2
dτ2
= gµν
dxµ
dτ
dxν
dτ
+ gttK2. (3.19)
Soit ds l’e´le´ment de longueur de M . En supposant que gttK2 6= 1 (ce point est discute´ plus bas),
dτ2 =
ds2
1− gttK2 , (3.20)
dt =
dt
dτ
dτ =
gttKds√
1− gttK2 . (3.21)
Pour tout point q de M , on note G′q une ge´ode´sique minimale de M ′ entre les points (0, q) et (1, y),
et Gq sa projection sur M . On de´finit la fonction f0 ∈ C(M),
f0(q) =
√
1− gttK2L(q) =
√
1− gttK2
∫
Gq
ds,
ou` L est de´finie en (3.3). En prenant a0 = (f0, g0) ∈ C(M)⊗K2 avec g0 .= f0 −K,
xk(a0)− y′k(a0) = f0(x)− g0(y) = f0(x) +K. (3.22)
L’e´quation (3.21) indique que
1 =
∫
G′x
dt =
gttK√
1− gttK2
∫
Gx
ds.
Insere´ dans (3.22) sous la forme K1, on obtient
x1(a0)− y2(a0) =
√
1− gttK2
∫
Gx
ds+
gttK2√
1− gttK2
∫
Gx
ds =
1√
1− gttK2
∫
Gx
ds.
En utilisant (3.20),
xk(a0)− y′k(a0) =
∫
G′x
dτ = L′ ((0, x), (1, y)) . (3.23)
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Par ailleurs /∂f0 = /∂g0 et ∂µf0 =
√
1− gttK2∂µL, de sorte que (3.13) donne
‖[Dp, a0]‖2 = sup
q∈M
{
gµν(q)∂µf0(q)∂νf0(q) + g
ttK2
}
= sup
q∈M
{
(1− gttK2) ‖(gradL)(q)‖2 + gttK2
}
.
Par (3.4) on trouve alors ‖[Dp, a0]‖ ≤ 1. Comme dans le cas d’une varie´te´, on suppose qu’il existe
une suite fn de fonctions lisses sur M convergeant vers f0 telle que, avec une notation e´vidente, la
suite an ve´rifie ‖[Dp, an]‖ ≤ 1 pour tout n. Avec (3.23), on obtient alors
dp(xk, y
′
k) ≥ L′((0, x), (1, y)).
Associe´e a` (3.14) et (3.12),
d(x1, y2) = L
′((0, x), (1, y)) . (3.24)
Ce re´sultat est vrai aussi longtemps que gttK2 6= 1. Si ce n’est pas le cas, alors
TM ∋ U .= dx
µ
dτ
∂µ = 0
car (3.19) indique que g(U,U) = 0 et par de´finition g n’est pas de´ge´ne´re´e. En clair, xµ(τ) est une
constante. Une telle e´quation ne peut pas eˆtre l’e´quation d’une ge´ode´sique G′x a` moins que x = y.
Par conse´quent (3.24) est vrai tant que x 6= y.
Lorsque x = y, (3.12) donne d(y1, y2) = dp(yk, y
′
k). En notant de la distance associe´e au triplet
Te seul, la proposition 3.2 garantit que dp(yk, y
′
k) = de(ωk, ω
′
k). Cette distance est calcule´e dans le
corollaire 3.4 et vaut
d(y1, y2) =
1
‖M‖ . (3.25)
La projection Gy de la ge´ode´sique G′x = G′y est, par (3.18), une ge´ode´sique entre y et y, c’est a` dire
un point. G′y est une ligne droite dans l’hyperplan. De`s lors, dτ2 = gttdt2 et
L′ ((0, y), (1, y)) =
√
gtt
∫
G′y
dt =
√
gtt =
1
‖M‖ .
Par conse´quent d(y1, y2) = L
′ ((0, y), (1, y)) et (3.24) est vrai meˆme si x = y.
3) La dernie`re e´tape consiste a` montrer que (3.24) satisfait le the´ore`me de Pythagore. gtt e´tant
constant, l’e´quation (3.20) signifie que dτ et ds sont e´gaux a` une constante pre`s. De cette manie`re
on peut parame´triser une ge´ode´sique deM ′ par ds plutoˆt que par dτ et obtenir, graˆce aux e´quations
des ge´ode´siques,
dt = gttK ′ds
ou` K ′ est une constante re´elle. Alors
dτ2 = gttdt
2 + ds2 = ds2(1 + gttK ′2),
d’ou`
L′ ((0, x), (1, y)) =
√
1 + gttK ′2
∫
G′x
ds =
√
1 + gttK ′2L(x, y)
=
√
L(x, y)2 + gttK ′2L(x, y)2. (3.26)
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D’une part le the´ore`me 3.2 donne L(x, y) = d(xk, yk), d’autre part
gttK ′2L(x, y)2 = gtt
(∫
G′x
gttK ′ds
)2
= gtt
(∫
G′x
dt
)2
= gtt =
1
‖M‖2 = d
2(y1, y2)
par (3.25). Avec (3.24) et (3.26), ceci prouve que
d(x1, y2)
2 = d(x1, y1)
2 + d2(y1, y2) . 
Avec ce the´ore`me, toutes les distances du mode`le a` deux couches sont connues. Quand l’alge`bre
interne est de dimension finie, tous les e´tats appartenant a` des composantes diffe´rentes de la
de´composition (2.1) de AI sont en somme directe, donc susceptibles de relever de ce the´ore`me.
III Exemples
Appliquons ces re´sultats a` des mode`les d’espace temps ou` l’alge`bre interne est l’une de celles
de´crites au chapitre pre´ce´dent.
III.1 Espace fini commutatif
Soit AI = Cn, n ∈ N, repre´sente´e diagonalement sur HI = Cn. Le support du ie`me e´tat de A
est la matrice eii de la base canonique de Mn (C). Tous les e´tats sont en somme directe. Pour que
[D, si + sj] = 0, il faut et il suffit que
Dil = Dli = 0 et Djl = Dlj = 0 pour tout l diffe´rent de i et j. (3.27)
Dans la repre´sentation graphique de la section II.IV, en se souvenant que la distance ne de´pend
que des chemins reliant i a` j (proposition 2.8), la condition (3.27) signifie que le seul chemin entre
les points i et j est pre´cise´ment le lien i− j.
Dans le cas plus simple, n = 2, le the´ore`me 3.7 muni le mode`le a` deux couches d’une me´trique
cylindrique. Pour n = 3, (3.27) impose qu’un lien au moins soit coupe´, mettons D13 pour fixer les
notations. L’espace non commutatif correspondant est un mode`le a` trois couches. On de´signe les
points par xi. Les couches 1 et 2 forment un mode`le a` deux couches avec une me´trique cylindrique
de coefficient supple´mentaire gtt = D212. De meˆme pour les couches 2 et 3 avec un coefficient D
2
23.
En revanche le the´ore`me 3.7 ne dit rien de la distance croise´e entre x1 et y3. On sait seulement, en
vertu du the´ore`me 3.2 et des re´sultats de la section II.IV.2, que
d(x1, x3) =
√
D212 +D
2
32
D12D32
.
Le sche´ma est similaire pour n = 4. L’espace non commutatif est un mode`le a` quatre couches.
Les trois paires i, i + 1 sont munies d’une me´trique cylindrique et les autres distances croise´es ne
sont pas connues. L’espace re´gulier ne satisfait pas les conditions requises, aussi le prochain exemple
sera non commutatif.
III.2 Espace a` deux points
Les notations sont celles de la section II.III. Rappelons simplement que A = Mn (C) ⊕ C est
repre´sente´e par une matrice diagonale par bloc sur H = Cn+1. L’ope´rateur de Dirac est
D =
(
0 e1
e1
∗ 0
)
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ou` e1 de´signe le premier vecteur de la base canonique de C
n. L’e´tat ωc de C est en somme directe
avec tous les e´tats purs ωξ de Mn (C). La somme des supports
sc ⊕ sξ =
(
sξ 0
0 1
)
commute avec D si et seulement si sξe1 = e1, c’est a` dire sξ = se1 . En d’autres termes ωξ est le
poˆle nord de la sphe`re S2 qui, rappelons le, est l’unique point a` distance finie de ωc.
Concernant la distance croise´e entre deux e´tats de Mn (C), on serait tente´ de relacher une des
hypothe`ses du the´ore`me 3.7 et s’inte´resser a` des e´tats sξ, sζ qui ne sont pas en somme directe. Cette
condition n’est en effet pas ne´cessaire pour effectuer la projection du triplet spectral telle qu’elle
est pre´sente´e dans la proposition 3.4. Du moment que sξ et sζ sont orthogonaux, e = sξ + sζ est
un projecteur et on trouve que la distance est la meˆme que celle calcule´e avec le triplet Te. Graˆce
au lemme 1.9 il apparait que Ae = eAe est isomorphe a` Mn (C).
Pour n = 2, deux e´tats purs orthogonaux sont a` une distance infinie l’un de l’autre puisque
d’altitude zξ, zζ diffe´rentes (sauf e´ventuellement deux e´tats purs sur l’e´quateur) :
ξ¯1ζ1 = −ξ¯2ζ2 −→ zξ = |ξ1|2 − |ξ2|2 = |ξ2|
2
|ζ1|2
(|ζ2|2 − |ζ1|2) = −|ξ2|2|ζ1|2 zζ .
Par l’ine´galite´ triangulaire il est imme´diat que toute distance d(ωx ⊗ ωξ, ωy ⊗ ωζ) est e´galement
infinie. Les cas n ≥ 3 n’ont pas e´te´ envisage´s dans le chapitre pre´ce´dent car la de´termination du
supre´mum n’est pas aise´e.
Chapitre 4
Fluctuation de la me´trique
I Connexion et perturbation de la me´trique
Les the´ories de jauge, du type Yang-Mills, sont construites sur un fibre´ vectoriel ou` les fibres
sont le support d’une repre´sentation du groupe de jauge de l’interaction. De la meˆme manie`re
qu’a` un espace compact X est associe´e l’alge`bre C(X) de ses fonctions continues, a` tout fibre´
vectoriel E → X est associe´ le module de ses sections continues Γ(E) de´fini en (1.28). C’est un
module sur C(X) qui est fini et projectif [30, Prop. 2.9]. La de´finition d’un module projectif fini
est donne´e dans la section I.II.4 (e´nonce´ de la condition de finitude) ; de toutes ses proprie´te´s nous
retiendrons celle-ci : tout module projectif fini sur C(X) est le module des sections continues d’un
fibre´ vectoriel sur X. Ce the´ore`me, du a` Serre et Swan, est le pendant pour les fibre´s vectoriels du
the´ore`me de Gelfand. Comme pour le couple espace compact/C∗-alge`bre commutative, on montre
que la cate´gorie des fibre´s vectoriels sur un espace compact X est e´quivalente a` la cate´gorie des
modules projectifs sur C(X). Ainsi un module projectif fini sur l’alge`bre A d’un triplet spectral
re´el (A,H,D,Γ, J) est un bon candidat pour jouer le roˆle de fibre´ vectoriel pour la ge´ome´trie en
question, et servir de support a` la formulation non commutative d’une the´orie de jauge.
I.1 Transformation de jauge
Dans une the´orie de jauge, le potentiel de jauge - le quadrivecteur potentiel pour l’e´lectroma-
gne´tisme par exemple - est la forme locale d’une connexion, une transformation de jauge correspon-
dant a` un changement de connexion. En ge´ome´trie non commutative, la connexion14 est de´finie par
analogie avec la formule (1.39). Au lieu d’une varie´te´ M , on se donne un triplet spectral (A,H,D).
Γ∞(E) est remplace´ par un A-module projectif fini E . La proposition 1.17 sugge`re que les 1-formes
de la ge´ome´trie (A,H,D) soient ge´ne´re´es par des e´le´ments du type [D, a]. L’ensemble Ω1(M) des
sections de T ∗M est un C(M)-module. On demande donc que l’ensemble Ω1D des 1-formes de la
ge´ome´trie (A,H,D) soit un A-module. Autrement dit
Ω1D
.
=
{
ai[D, bi] , a
i, bi ∈ A
}
. (4.1)
De´finition 4.1. Soit (A,H,D) un triplet spectral. Une connexion sur un A-module projectif fini
E est une application A-line´aire ▽ : E 7→ E ⊗A Ω1D satisfaisant la re`gle de Leibniz
▽(sa) = (▽s)a+ s⊗ [D, a]
pour tout a ∈ A, s ∈ E.
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Lorsque qu’un fibre´ vectoriel E → X est muni d’un produit scalaire fibre a` fibre, le module
Γ(E) he´rite d’une structure hermitienne a` valeur dans C(X) :
(σ1|σ2)(x) = 〈σ1(x), σ2(x)〉.
Adapte´e a` un module (par convention a` droite) sur une C∗-alge`bre A quelconque, la structure
hermitienne de´fini un C∗-module.
De´finition 4.2. Un C∗-module sur une C∗-alge`bre A est un espace vectoriel E qui est aussi un
A-module (pas force´ment projectif fini) muni d’un couplage E × E → A tel que
(r|s+ t) = (r|s) + (r|t),
(r|sa) = (r|s)a,
(r|s) = (s|r)∗,
(s|s) > 0 pour s 6= 0
ou` r, s, t ∈ E et a ∈ A, tel que E soit complet pour la norme
‖s‖ .=
√
‖(s|s)‖.
Les modules plein de la de´finition 1.13 de l’e´quivalence de Morita sont des C∗-modules.
Quand un A-module projectif fini E est aussi un C∗-module - A est une C∗-alge`bre - se pose la
question de la compatibilite´ de la connexion avec la structure hermitienne. L’e´quivalent non commu-
tatif de la connexion de Levi-Civita est une connection hermitienne, ie. une connexion satisfaisant
la version non commutative de (1.42), a` savoir
(s|▽r)− (▽s|r) = [D, (s|r)]. (4.2)
Pre´cisons que si ▽s = si ⊗̟i, si ∈ E , ̟i ∈ Ω1D, alors
(▽s|r) .= ̟i∗(si|r) et (r|▽s) .= (r|si)̟i.
La diffe´rence d’un signe − entre (1.42) et (4.2) provient de la de´finition da .= [D, a], puisqu’alors
d(a∗) = −(da)∗. Un the´ore`me fondamental de la ge´ome´trie riemannienne indique que pour toute
varie´te´ (pseudo)-riemannienne, il existe une unique connexion compatible avec la me´trique et de
torsion nulle. Pour les C∗-modules projectifs fini, on un the´ore`me du meˆme ordre, qui repose sur
le fait que tout module projectif fini sur A est de la forme
E = eAN (4.3)
ou` AN de´signe le A-module des vecteurs colonnes de dimension N a` entre´e dans A, et e = e2 ∈
MN (A). Tout e´le´ment s d’un A-module projectif fini est un A-vecteur colonne et, puisque Ω1D est
un A-module, ▽s ∈ E ⊗A Ω1D est un vecteur a` entre´e dans Ω1D. On note ξ ∈ AN le vecteur de
composante ξj ∈ A tel que s = eξ, et dξ le vecteur de composante [D, ξi] ∈ Ω1D. On montre alors
que l’ensemble des connexions hermitiennes est un espace affine.
Proposition 4.3. Soit E ≃ eAN un C∗-module projectif fini. La structure hermitienne de E est
induite par la structure hermitienne canonique de AN . Sur ce module, toutes les connexions her-
mitiennes sont donne´es par
▽(eξ) = d(eξ) + eAeξ
ou` A ∈MN (Ω1D) est une matrice hermitienne.
I. CONNEXION ET PERTURBATION DE LA ME´TRIQUE 87
Toute endomorphisme inversible α de E de´finit un endomorphisme de l’espace des connexions
▽ 7→ (α⊗ I)▽α−1. (4.4)
On peut choisir de faire agir un endomorphisme de E sur l’espace des connexions autrement, mais
l’action (4.4) permet de caracte´riser facilement un certain type d’endomorphisme qui pre´serve
l’hermicite´. Un endomorphisme A-line´aire α de E posse`de un adjoint s’il existe un endomorphisme
α∗ tel que
(r|αs) = (α∗r|s)
pour tout r, s ∈ E . On note EndA(E) l’alge`bre des endomorphismes avec adjoint (c’est une C∗-
alge`bre pour la norme d’ope´rateur [30,Th. 3.1]. Un tel endomorphisme est unitaire s’il pre´serve la
structure hermitienne
(αr|αs) = ( r|s),
c’est a` dire si α∗α = αα∗ = IE (l’endomorphisme identite´). Le groupe des endomorphismes unitaire
est note´ U(E). On montre alors12 que si ▽ est une connexion hermitienne sur E et u ∈ U(E), alors
(u⊗ I)▽u∗ est une connexion hermitienne. D’ou` la de´finition d’une transformation de jauge.
De´finition 4.4. L’action de U(E) sur les connexions hermitiennes est appele´e transformation de
jauge.
La matrice A de la proposition 4.3 est l’e´quivalent non commutatif du potentiel de jauge.
I.2 Ope´rateur de Dirac covariant
Etant donne´s une ge´ome´trie (A,H,D, J,Γ) et un A-module projectif fini E , on peut construire
des connexions sur E . L’interpre´tation ge´ome´trique de ces connexions, c’est a` dire leur influence sur
la ge´ome´trie (A,H,D), passe par la construction d’un nouveau triplet spectral.
Tout e´le´ment s d’un A-module projectif fini est un A-vecteur colonne. On note s¯ le A-vecteur
ligne correspondant. L’ensemble des s¯ pour s ∈ E est un A-module projectif a` gauche, note´ E¯ , ou`
l’action de A est
as¯
.
= sa∗.
Proposition 4.5. Soit (A,H,D,Γ) un triplet spectral re´el de dimension n et ▽ une connexion
hermitienne sur un A-module projectif finie E. Soit
A˜ .= EndA(E),
H˜ .= E ⊗A H⊗A E¯
et l’ope´rateur D˜ agissant sur H˜ par
D˜(s⊗ ψ ⊗ r¯) .= (▽s)ψ ⊗ r¯ + s⊗Dψ ⊗ r¯ + s⊗ ψ▽r.
Alors (A˜, H˜, D˜, J˜ , Γ˜) avec
J˜(s⊗ ψ ⊗ r¯) .= r ⊗ Jψ ⊗ s¯,
Γ˜(s⊗ ψ ⊗ r¯) .= s⊗ Γψ ⊗ r¯
est un triplet spectral re´el de dimension n.
L’action de ▽s = si⊗̟i sur H est de´fini en voyant ̟i comme un ope´rateur sur H via la de´finition
(4.1) de Ω1D
(▽s)ψ = si ⊗̟iψ.
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De meˆme on de´finit ψ▽s = ψsi ⊗̟i .= J̟iJ−1ψ ⊗ s¯i.
Quand A˜ 6= A les deux ge´ome´tries sont difficilement comparables puisqu’elles ne reposent pas
sur le meˆme espace des e´tats. En revanche, si on choisit le A-module trivial E = A¯ = A, on obtient
A˜ = A, H˜ = H et D˜ = D +A+ JAJ−1.
De´finition 4.6. L’ope´rateur DA
.
= D +A+ JAJ−1 est appele´ ope´rateur de Dirac covariant.
L’emploi du terme covariant se justifie en remarquant que l’action d’un unitaire u ∈ U(A), par la
modification de la connexion, induit une transformation de DA en
DA′ = D +A
′ + JA′J−1,
ou` A′ .= uAu∗ + u[D,u∗]. Autrement dit sous une transformation de jauge, A se transforme selon
A 7→ uAu∗ + u[D,u∗].
qui est bien la loi de transformation du potentiel vecteur en e´lectromagne´tisme
A 7→ uAu−1 + udu−1.
Comme a priori [DA, a] 6= [D, a] pour un a quelconque de A, le remplacement deD parDA, c’est
a` dire le passage d’une the´orie a` connexion nulle a` une the´orie covariante, induit une perturbation
de la me´trique appele´e fluctuation interne de la me´trique. Par analogie avec la connexion de Levi-
Civita qui est nulle si et seulement si l’espace est plat, les fluctuations internes de la me´trique
rendent compte d’une courbure de l’espace non commutatif qui n’a pas d’e´quivalent commutatif
puisqu’alors A est nul.
Le reste de ce chapitre est consacre´ a` l’adaptation des re´sultats des chapitres pre´ce´dents en
pre´sence d’une connexion non nulle.
II Fluctuations de la me´trique dans les produits de ge´ome´trie
Soit (A,H,D) un triplet spectral re´el. Pour alle´ger les notations, on note Ω1 au lieu de Ω1D
l’espace des 1-formes.
Lemme 4.7. [a, JωJ−1] = 0, ∀ω ∈ Ω1, a ∈ A.
Preuve. [J−1aJ, [D, bi]] = 0 (axiome du premier ordre) et [a, JaiJ−1] = 0 (re´alite´) garantissent que
[a, JωJ−1] = [a, Jai[D, bi]J−1]
= aJaiJ−1J [D, bi]J−1 − Jai[D, bi]J−1a
= Jai[D, bi]J
−1a− Jai[D, bi]J−1a = 0 . 
Comme conse´quence imme´diate,
[DA, a] = [D +A, a] . (4.5)
Soit TE ⊗ TI un produit de ge´ome´tries tel que de´fini au chapitre II. Les 1-formes sont donne´es
par36,62
Ω1 = Ω1E ⊗ Ω0I + χEΩ0E ⊗ Ω1I ,
ou` Ω0E = AE est l’ensemble des 0-formes de AE, les autres termes e´tant de´finis de manie`re analogue.
Quand TE est le triplet spectral d’une varie´te´,
Ω1E ∋ f j[−i/∂, gjIE ] = −if j(γm∂µgj) = −iγmfµ ,
II. FLUCTUATIONS DE LA ME´TRIQUE DANS LES PRODUITS DE GE´OME´TRIE 89
ou´ f j, gj , fµ
.
= f j∂µgj ∈ C∞ (M). Une 1-forme du triplet total est
Ω1 ∋ −iγmf iµ ⊗ ai − γ5hj ⊗mj
ou` ai ∈ AI , hj ∈ C∞ (M), mj ∈ Ω1I . Un potentiel vecteur est donne´ par
A = −iγm ⊗Aµ − γ5 ⊗H (4.6)
avec Aµ
.
= f iµai un champ de vecteur (sur M) a` valeur dans les e´le´ments anti-adjoints de AI et
H
.
= hjmj un champs scalaire a` valeur dans Ω
1
I . Pour une alge`bre de matrices (ou une somme
directe d’alge`bres de matrices), les e´le´ments anti-adjoints forment l’alge`bre de Lie du groupe des
unitaires. Ce groupe de Lie repre´sente le groupe de jauge de la the´orie, donc Aµ est un potentiel
de jauge. Dans [14] une formule est donne´e pour les fluctuations de la me´trique dues a` Aµ. Ici nous
nous inte´ressons aux fluctuations provenant uniquement du champ scalaire H, et on suppose que
Aµ = 0. Alors (4.5) devient
[DA, a] = [D − γ5 ⊗H, a]. (4.7)
Dore´navant on e´crit DA
.
= D− γ5 ⊗H. Pour ne pas alourdir les notations, on de´signe toujours
par d la distance associate´e au triplet (A,H,DA). Selon (3.7), une fluctuation scalaire substitue
DH
.
= DI +H
a` DI . La diffe´rence essentielle est que maintenant l’ope´rateur de Dirac DH de´pend de x, de sorte
que tout point de M de´finit un triplet spectral interne
T xI
.
= (AI ,HI ,DH(x)) .
Cette interpre´tation de la fluctuation scalaire permet une adaption facile du the´ore`me 3.2.
II.1 Distance dans le continu et dans le discret
The´ore`me 3.2’. Soit L la distance ge´ode´sique dans M et dx la distance associe´e au triplet spectral
T xI . Pour tout x, y ∈M (ωx, ωy de´signent les e´tats purs associe´s) et τ, τ ′ ∈ S(AI),
d(ωx ⊗ τ, ωx ⊗ τ ′) = dx(τ, τ ′),
d(ωx ⊗ τ, ωy ⊗ τ) = L(x, y).
Preuve. La preuve du the´ore`me 3.2 s’adapte facilement. Les notations sont identiques excepte´es
que τE est un e´tat pur et s’e´crit ωx. aE est remplace´ par ax. Avec H = h
jmj ,
[DH(x), ax] = [DI + ωx(h
j)mj, ωx(f
i)mi]
= ωx(f
i)[DI ,mi] + ωx(h
j)ωx(f
i)[mj,mi]
= (ωx ⊗ II)
(
f i ⊗ [DI ,mi] + hjf i ⊗ [mj ,mi]
)
(4.8)
= (ωx ⊗ II)
(
f i ⊗ [DH ,mi]
)
.
Comme i[DH(x), ax] est normal,
‖[DH(x), ax]‖ = sup
τI∈SI
|τI ([DH(x), ax])|
= sup
τI∈SI
|(ωx ⊗ τI)
(
f i ⊗ [DH ,mi]
)|
≤ sup
τE⊗τI∈SE⊗SI
|(τE ⊗ τI)
(
f i ⊗ [DH ,mi]
)|
≤ ∥∥f i ⊗ [DH ,mi]∥∥ .
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L’e´quation (3.9) e´tant remplace´e par
∥∥f i ⊗ [DH ,mi]∥∥ ≤ ‖[DA, a]‖, on obtient
‖[DH(x), ax]‖ ≤ ‖[DA, a]‖ .
La suite de la preuve est identique a` celle du the´ore`me 3.2. 
A noter que dans (4.8) on utilise que ωx est un caracte`re (i.e. que c’est un e´tat pur et que AE
est commutative). Le the´ore`me 3.7 est modifie´ plus se´rieusement car la fluctuation introduit une
de´pendance en x du coefficient supple´mentaire dans la me´trique de Kaluza-Klein.
II.2 Distance croise´e
Les notations sont celles du the´ore`me 3.7.
Theore`me 3.7’. Soient ω1, ω2 deux e´tats purs normaux de AI en somme directe tels que la somme
de leurs supports commute avec DH(x) en tout x. Alors
d(x1, y2) = L
′((0, x), (1, y))
ou` L′ est la distance ge´ode´sique de la varie´te´ a` spin M ′ .= [0, 1] ×M munie de la me´trique( ‖M(x)‖2 0
0 gµν(x)
)
dans laquelle gµν est la me´trique de la varie´te´ initiale et M est la restriction a` la repre´sentation de
AIs1AI de la projection de DH sur la repre´sentation de AIs2AI .
Preuve. Sauf mention contraire, les notations sont celles du the´ore`me 3.7. La premie`re partie de la
preuve est a` peine modifie´e. Soit ψr ⊗ ξr ∈ H. Graˆce a` (4.7) et a` la de´finition (4.6) de H,
[DA, a]ψ
r ⊗ ξr = γ5ψr ⊗ [DI , p]ξr + γ5hjψr ⊗ [mj , p]ξr ∈ H.
Evalue´e en x ∈M , l’expression ci-dessus donne
[DA, a]ψ
r(x)⊗ ξr = γ5ψr(x)⊗ [DI +H(x), p]ξr = 0
par hypothe`ses, indiquant que [DA, a] est l’endomorphisme nul de H si bien que par le lemme 3.6,
d(xk, yk′) = de(x1, y2).
La diffe´rence avec le the´ore`me 3.7 est que Dr de´pend de x. Plus pre´cise´ment, M est une matrice
dont les entre´es sont des champs scalaires sur M .
De´sormais gtt(x)
.
= ‖M(x)‖2 de´pend de x mais est constant par rapport a` t. Les e´quations des
ge´ode´siques (3.15, 3.18) ne se re´duisent pas a` (3.17) mais a`
d
dτ
(gtt
dt
dτ
) = (
d
dτ
gtt)
dt
dτ
+ gtt
d
dτ
(
dt
dτ
)
= (∂µgtt)
dt
dτ
dxµ
dτ
+ gtt
d2t
dτ2
= gtt
(
gtt(∂µgtt)
dt
dτ
dxµ
dτ
+
d2t
dτ2
)
= 0
par (3.15). Ainsi gtt
dt
dτ = K est une constante. La seule diffe´rence avec la premie`re e´quation (3.17)
est que
dt
dτ
= Kgtt(x) (4.9)
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est maintenant fonction de x. On de´finit a0 = (f0, g0) par
f0(q)
.
=
∫
Gq
√
1−K2gttds , g0 .= f0 −K , (4.10)
ou` G′q est une ge´ode´sique minimale entre (0, q) et le point fixe (1, y). Gq de´signe sa projection sur
M (noter que Gq n’est pas une ge´ode´sique de M). En supposant que
K2gtt(p) 6= 1 (4.11)
pour tout p ∈ Gq, on e´crit dτ = ds√
1−K2gtt et
1 =
∫
G′q
dt =
∫
G′q
dt
dτ
dτ =
∫
Gq
Kgtt√
1−K2gtt ds . (4.12)
Si (4.11) n’est pas ve´rifie´e, on note G l’ensemble des points p de Gq pour lesquels 1−K2gtt(p) = 0.
G′ de´signe l’ensemble des points correspondants dans G′q. Pour tout p′ ∈ G′q, (4.9) donne
dt
dτ
dτ = K−1dτ ,
et au lieu de (4.12),
1 =
∫
Gq/G
Kgtt√
1−K2gtt ds +
∫
G′
K−1dτ .
Inse´re´ dans x1(a0)− y2(a0) = f0(x) +K en tant que K × 1, cette expression garantit que
x1(a0)− y2(a0) =
∫
Gx
√
1−K2gttds+
∫
Gx/G
K2gtt√
1−K2gtt(x)ds+
∫
G′
dτ
=
∫
G
√
1−K2gttds+
∫
Gx/G
ds√
1−K2gtt(x) +
∫
G′
dτ
=
∫
G′x/G′
dτ +
∫
G′
dτ = L′ ((0, x), (1, y)) .
La fonction f0 est, par de´finition (4.10), constante sur un hyperplan dans un voisinage de q. Dans
un re´fe´rentiel ade´quat -{x1, x2, x3} de´signant les coordonne´es de l’hyperplan et x0 la coordonne´e
supple´mentaire - on e´crit ds(q) =
√
g00(q)dx
0 et ∂µf0(q) = δ
0
µ∂0f0(q). Ainsi
∂µf0(q) = δ
0
µ
√
1−K2gtt(q)
√
g00(q) ,
gµν(q)∂µf0(q)∂νf0(q) = g
00(1− gttK2)g00 = 1− gttK2 ,
d’ou` ‖[De, a0]‖ = 1 et le re´sultat. 
Quelques pre´cisions sur ce the´ore`me. Tout d’abord, puisque tous les coefficients de la me´trique
sont de´pendants en x, la distance ge´ode´sique ne peut en aucun cas satisfaire le the´ore`me de
Pythagore. Ensuite, rappelons que par de´finition une me´trique n’est pas de´ge´ne´re´e et, implicite-
ment, nous avons supposer queM(x) ne s’annule en aucun point. C’e´tait ne´cessaire dans le the´ore`me
3.7 afin que la distance reste finie. Ici la question est plus subtile dans la mesure ou` M peut tre`s
bien n’eˆtre nul que pour certains points x. Soit ker(M) ⊂ M l’ensemble de ces points. Pour tout
q ∈ ker(M), d ((0, q), (1, q)) = +∞ par la proposition 2’. De plus
d ((0, q), (1, q)) ≤ d ((0, q), (0, x)) + d ((0, x), (1, y)) + d ((1, y), (1, q))
≤ L(p, x) + d ((0, x), (1, y)) + L(y, q) ,
92 CHAPITRE 4. FLUCTUATION DE LA ME´TRIQUE
donc d ((0, x), (1, y)) = +∞ pour tout x, y ∈ M , ce qui contredit le the´ore`me 4’ de`s que x = y /∈
ker(M). Une solution est de conside´rer que (t, q) avec q ∈ ker(M) est un point isole´ a` distance
infinie de tout autre point et de de´finir M ′ comme [0, 1] ×M/ ker(M). Si tout chemin entre x et
y traverse ker(M), cette ope´ration de´coupe M ′ en morceaux disconnexes. Une meilleure solution
consiste a` prendre en compte la partie non scalaire de la fluctuation. Faute de temps, cet aspect
n’est pas e´tudie´ dans cette the`se. On renvoie a` [14] pour l’e´tude du champ de jauge vu comme
me´trique.
III Exemples
Dans cette dernie`re section, on e´tudie la me´trique d’espace produit du discret par le continu
dont la partie interne est l’une de celles de´crites dans le chapitre II. On donne e´galement un re´sultat
concernant la distance dans le mode`le standard.
III.1 Espaces commutatifs - le mode`le a` deux couches
Avec les notations de la section 3.III.1, on ve´rifie que [DH , si+ sj] = 0 de`s que [DI , si+ sj] = 0.
Cette condition n’est pas ne´cessaire et la fluctuation peut eˆtre telle que le the´ore`me 3.7’ s’applique
alors que le the´ore`me 3.7 ne s’appliquait pas dans la the´orie de jauge nulle. Bien entendu le cas
le plus simple, k = 2, muni le mode`le a` deux couches d’une me´trique cylindrique ou le coefficient
supple´mentaire de la me´trique est une fonction de la varie´te´.
III.2 Le mode`le standard.
Le triplet spectral du mode`le standard (cf. [12,14,10] et [5] pour le calcul de´taille´ de la masse
du boson de Higgs) est le produit du triplet spectral re´el (1.62), note´ ici TE, par une ge´ome´trie
interne ou` l’alge`bre re´elle
AI = H⊕C⊕M3(C)
est represente´e sur
HI = C90 = HP ⊕HA = HPL ⊕HPR ⊕HAL ⊕HAR .
La base de HPL = C24 est donne´e par les fermions gauches(
u
d
)
L
,
(
c
s
)
L
,
(
t
b
)
L
,
(
νe
e
)
L
,
(
νµ
µ
)
L
,
(
µτ
τ
)
L
,
et la base de HPR = C21 est forme´e des fermions droits uR, dr, cR, sR, tR, bR et eR, µR, τR (le
mode`le a e´te´ construit du temps ou` les neutrinos n’avaient pas de masse). L’indice de couleur
des quarks est omis. HAR et HAL correspondent aux antiparticules. (a ∈ H, b ∈ C, c ∈ M3(C)) est
repre´sente´ par
πI(a, b, c)
.
= πP (a, b) ⊕ πA(b, c) .= πPL (a)⊕ πPR(b)⊕ πAL (b, c)⊕ πAR(b, c)
ou`, en e´crivant B
.
=
(
b 0
0 b¯
)
∈ H et N le nombre de ge´ne´rations de fermions,
πPL (a)
.
= a⊗ IN ⊗ I3 ⊕ a⊗ IN , πPR(b) .= B ⊗ IN ⊗ I3 ⊕ b¯⊗ IN ,
πAL (b, c)
.
= I2 ⊗ IN ⊗ c ⊕ b¯I2 ⊗ IN , πAR(b, c) .= I2 ⊗ IN ⊗ c ⊕ b¯In .
On de´finit une structure re´elle
JI =
(
0 I15N
I15N 0
)
◦ C
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et un ope´rateur de Dirac interne
DI
.
=
(
DP 0
0 D¯P
)
=
(
DP 0
0 0
)
+ JI
(
DP 0
0 0
)
J−1I
dont les entre´es sont les matrices 15N × 15N
DP
.
=
(
0 M
M∗ 0
)
,
ou` M est la matrice 8N × 7N
M
.
=
(
(e11 ⊗Mu + e22 ⊗Md)⊗ I3 0
0 e2 ⊗Me
)
. (4.13)
Ici, {eij} et {ei} de´signent les bases canoniques de M2 (C) et C2 respectivement. Mu, Md, Me sont
les matrices de masse
Mu =

 mu 0 00 mc 0
0 0 mt

 , Md = CKM

 md 0 00 ms 0
0 0 mb

 , Me =

 me 0 00 mµ 0
0 0 mτ


dont les coefficients sont les masses des fermions e´le´mentaires, e´ventuellement ponde´re´es par la
matrice unitaire de Cabibbo-Kobayashi-Maskawa. La chiralite´, dernier e´le´ment du triplet spectral
re´el, est
ΓI = (−I8N )⊕ I7N ⊕ (−I8N )⊕ I7N .
La pre´sence de la repre´sentation conjugue´e b¯ dans πI oblige a` voir C comme une alge`bre re´elle.
Par conse´quent, l’e´tat pur ωc de C n’est plus l’identite´ mais la partie re´elle. L’e´tat pur ωh de H est
de´crit dans le chapitre I. Concernant S(M3(C)), on remarquera simplement qu’e´tant line´aires, deux
e´tats purs ayant meˆme noyau sont proportionnels ; comme ils co¨ıncide sur l’identite´, ils sont alors
e´gaux. L’alge`bre interne e´tant re´elle, par produit tensoriel l’alge`bre externe doit eˆtre vue comme
l’alge`bre re´elle C∞
R
(M) et un e´tat pur externe est Re(ωx).
La ge´ome´trie non commutative donne une interpre´tation du champ de Higgs comme 1-forme de
la ge´ome´trie interne. Par fluctuation scalaire, les 1-formes sont e´troitement lie´es a` la me´trique et le
champ de Higgs s’interpre`te en effet comme coefficient d’une me´trique.
Le calcul suivant est mene´ en jauge nulle Aµ = 0.
Proposition 4.8. La partie finie de la ge´ome´trie du mode`le standard avec fluctuation interne
scalaire de la me´trique en jauge nulle est un mode`le a` deux couches indexe´es par les e´tats de C
et H. Chacune des couches est une copie de la varie´te´ riemannienne a` spin initiale, munie de sa
me´trique. La composante supple´mentaire de la me´trique, correspondant a` la dimension discre`te, est
gtt(x) =
(|1 + h1(x)|2 + |h2(x)|2)m2t
ou`
(
h1
h2
)
est le doublet de Higgs et mt la masse du quark top.
Preuve. πI signifie πI(a, b, c) et ∆
.
=
(
DP 0
0 0
)
afin que DI = ∆+ J∆J
−1.
Puisque ∆ est une 1-forme38, le lemme 4.7 donne [JI∆J
−1
I , πI ] = 0 et on peut prendre DH =
∆+H. Par un calcul explicite32,
H =


0 πPL (h)M 0 0
M∗πPL (h
∗) 0 0 0
0 0 0 0
0 0 0 0


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ou` h est un champ scalaire a` valeur quaternionique. Alors
DH =


0 ΦM 0 0
M∗Φ∗ 0 0 0
0 0 0 0
0 0 0 0

 , (4.14)
ou`
Φ
.
= (h+ IH)⊗ I4N =
(
1 + h1 h2
−h¯2 1 + h¯1
)
⊗ I4N ,
avec h1, h2 deux champs scalaires complexes.
Par (1.69), les distances dans le mode`le standard sont identiques a` celles du triplet (As, H, D),
ou` As = C∞ (M)s ⊗AIs est la sous-alge`bre des e´le´ments auto-adjoints de A, avec
AIs = Cs ⊕Hs ⊕M3(C)s = R ⊕ R⊕M3(C)s.
La repre´sentation πs de ce triplet est la restriction de π a` As. Pour les quaternions, πs substitue(
θ 0
0 θ
)
a`
(
θ ρ¯
−ρ¯ θ¯
)
.
En d’autres termes, a` chaque repre´sentation de H correspond la somme directe de la repre´sentation
fondamentale de R = Hs avec elle-meˆme. Dans ce cas, ωh vu comme e´tat pur de Hs est bien
l’identite´. La projection associe´e sh ∈ Hs est simplement le nombre 1 qui satisfait naturellement
(1.21). Il en va de meˆme pour ωc vu comme e´tat pur de R = Cs (on note sc = 1 le projecteur
associe´). On obtient alors que
πs(sc ⊕ sh) =


I15N 0
0


06N
I2N
06N
IN




commute avec DH de´fini en (4.14). Le the´ore`me 3.7’ s’applique pour les e´tats de A dont la partie
interne est ωc ou ωh. Puisque
πs(shHI) = HPL et πs(scHI) = HPR ⊕HAlep ,
ou` HAlep = C3N est le sous-ensemble de HA ge´ne´re´ par les anti-leptons, le coefficient de me´trique
supple´mentaire est
gtt(x) = ‖Φ(x)M‖2 .
Comme attendu, ΦM est une matrice 2αH ×
(
αC + αC
)
, ou` αH = 4N est la de´ge´ne´rescence de la
repre´sentation de Hs dans π
P
L , et α
C = 3N , αC = 4N sont de´finis de manie`re similaire. En utilisant
la forme explicite (4.13),
‖Φ(x)M‖2 = max
{
‖(Φ(x)⊗ I3)(e11 ⊗Mu + e22 ⊗Md)‖2 , ‖(Φ(x)⊗ I3)(e2 ⊗Me)‖2
}
=
(|1 + h1(x)|2 + |h2(x)|2)max{mt2,mτ 2}
=
(|1 + h1(x)|2 + |h2(x)|2)mt2.
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Les autres distances mettent en oeuvre les e´tats purs de M3(C) et sont infinies. En effet,
‖[DH , πI(a, b, c)]‖ =
∥∥∥∥[
(
0 ΦM
M∗Φ∗ 0
)
, πP (a, b)
]∥∥∥∥
ne met aucune contrainte sur c, si bien que pour ω′ ∈ S (M3(C)) et ω ∈ S(AI),
dI(ω
′, ω) ≥ sup
c∈M3(C)
|ω′(c)− ω(c)|.
Pour ω = ωc, c = λI3 avec λ→∞ garantit que la distance dI(ω′, ωc) est infinie. Alors
dI(ω2, ω0) = d(x2, x0) ≤ d(x2, y0) + d(y0, x0) ≤ d(x2, y0) + L(x, y)
par le the´ore`me 3.2’, et d(x′, yc) = +∞. La preuve est rigoureusement la meˆme pour ω = ωh. Pour
ω ∈ S(M3(C)), il suffit de se rappeler qu’il existe c′ ∈ ker(ω′) tel que c′ /∈ ker(ω), ce qui rend
dI(ω2, ω) infinie. 
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Conclusion
Calculer explicitement les distances par la formule (1.69) permet d’avoir une image ”intuitive”
des espaces non commutatifs. Dans cette the`se, ces calculs ont pu eˆtre mene´s a` terme parce que la
ge´ome´trie pre´sentait des proprie´te´s particulie`res : deux des coefficients de l’ope´rateur de Dirac nuls
pour l’espace a` quatre points, e´tats en somme directe dont la somme des supports commute avec D
pour les produits de ge´ome´trie. Un premier axe de recherche est de s’affranchir de ces contraintes
qui sont purement techniques et n’ont pas de justification physique.
Dans le cas commutatif fini, une piste est d’ajouter une condition sur le triplet spectral. En
exigeant que les distances entre n points satisfassent, outre l’ine´galite´ triangulaire, les meˆmes pro-
prie´te´s que les distances entre n points d’un espace euclidien de dimension donne´e, on peut espe´rer
caracte´riser des ope´rateurs de Dirac pour lesquels les calculs soient possibles. .
Concernant les produits de ge´ome´trie, il est probable que le mode`le a` deux couches muni d’une
me´trique cylindrique n’est plus significatif de`s lors que les e´tats ne sont plus en somme directe
et/ou que la somme de leurs supports ne commutent pas avec D. On pouvait espe´rer que le fibre´
en sphe`re construit par projection de l’alge`bre interne sur M2(C) (quand les e´tats ne sont pas en
somme directe mais seulement orthogonaux) e´tait une bonne piste. Malheureusement, comme dis-
cute´ a` la fin du chapitre III, de tels e´tats sont a` distance infinie (sauf peut-eˆtre ceux sur l’e´quateur,
i.e. d’altitude z = 0 dans la fibration de Hopf). Pour deux e´tats non orthogonaux, la somme des
supports n’est pas un projecteur et on ne peut plus simplifier le calcul en projetant l’alge`bre interne
sur une alge`bre de dimension infe´rieure. L’exemple du cas a` quatre point laisse augurer qu’un calcul
direct sera vite impraticable. Plutoˆt que de re´soudre des cas acade´miques, il semble donc pre´fe´rable
d’entreprendre des calculs au cas par cas, pour les mode`les dicte´s par la physique.
Une autre question ouverte est la de´finition non commutative d’une ge´ode´sique. En particulier
dans l’espace fini commutatif, doit-on conside´rer que tout e´tat appartenant a` un chemin (i, j) est
e´le´ment d’une ”ge´ode´sique” entre i et j (car si on coupe tous les liens attache´s a` cet e´tat, la distance
entre i et j augmente) ou faut-il raffiner cette de´finition en trouvant un e´quivalent de la proprie´te´
e´le´mentaire ve´rifie´e pour la droite re´elle : la ge´ode´sique est l’ensemble des points ou` la de´rive´e de
la fonction re´alisant le supre´mum dans la formule de la distance est partout e´gale a` 1 ?
Plus urgent, car en relation avec la physique, est de prendre en compte la partie non scalaire de
la fluctuation. Une formule existe14 pour une connexion de jauge Aµ non nulle mais en l’absence de
fluctuation scalaire. Le re´sultat, via l’holonomie de la connexion, permet de caracte´riser la finitude
de la distance. Il est donc d’une grande importance physique puisqu’il peut rendre finie la me´trique
du secteur interaction forte du mode`le standard. Ecrire la preuve de ce re´sultat est une priorite´,
en l’associant ensuite aux re´sultats pre´sente´s dans cette the`se afin d’obtenir une formule pour une
fluctuation comple`te comprenant a` la fois une partie scalaire et une partie de jauge. Ce re´sulat
trouverait une application directe dans le tore non commutatif dont les fluctuations internes de la
me´trique, contrairement au cas commutatif ou` A+ JAJ−1 est nul, sont hautement non triviales.
Alors seulement on pourra espe´rer interpre´ter physiquement les distances non commutatives du
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mode`le standard et proposer des tests expe´rimentaux. De´celer une structure discre`te a` l’e´chelle de
Planck n’est peut-eˆtre pas hors de porte´ de l’expe´rience, comme le sugge`rent les travaux sur les jets
de rayons gamma3 selon lesquels une structure discre`te de la ge´ome´trie peut se re´ve`ler par addition
d’effets minuscules sur une longue trajectoire.
Deux points enfin restent en suspend. Tout d’abord l’impossibilite´ pour l’instant de traiter des
me´triques pseudo-riemanniennes (cf [37] pour des propositions sur cette question) qui rend de´licate
l’interpre´tation physique mentionne´e ci-dessus, et les ze´ros du doublet de Higgs avec le lien qu’ils
e´tablissent entre la de´ge´ne´re´scence de la me´trique au sens non commutatif et des proble`mes subtils
de the´orie des champs tels que le proble`me de Gribov34.
Annexe.
Coefficients de Veff(x, y) pour le cas ge´ne´ral a` quatre points
V4(x) =
4(d3d4 − d2d5)2(d42d26 + d22(d42 + d26))
d42d
2
3d
4
4d
2
5d
2
6
,
V3(x) =
8x(d2d5 − d3d4)(d3d4d5d6(d22 + d24) + d1(d2d3d4(d24 + d26)− d24d5d26 − d22d5(d24 + 2d26)))
d1d32d
2
3d
4
4d
2
5d
2
6
,
V2(x) =
4x2
d21d
2
2d
2
3d
4
4d
2
5d
2
6
[d24(d
2
3d
2
4d
2
5 + d
2
1(d3d4 − d2d5)2 + d22(d23d24 + (d23 + d24)d26))
−2d1d4d6(d2d4d5(d24 − 2d23) + d3d24d25 + d22d3(d24 + 3d25))
+d26(d
2
4(d3d4 − d2d5)2 + d21(d24(d23 + d24 + d26)− 6d2d3d4d5 + d22(d24 + 6d26)))]
− 4(d
2
2(d
2
3(d
2
4 + d
2
5 + d
2
6) + d
2
5(d
2
4 + 2d
2
6))− 2d2d3d4d5d26 + d24(d25d26 + d23(d25 + 2d26)))
d22d
2
3d
2
4d
2
6d
2
6
,
V1(x) =
8x3(d1d6 − d3d4)(d1d2d3d4(d24 + d26)− (d21d2d24 − d3d4(d21 + d24)d5 + d2(2d21 + d24)d26)d6)
d31d2d
2
3d
4
4d
2
6d
2
6
+
8x(d3d4d5d6(d3d4 − d2d5) + d1(d2d23(d24 + d26) + d26(d2(d23 + 2d25)− d3d4d5)))
d1d2d23d
2
4d
2
6d
2
6
,
V0(x) = 4(d
−2
3 + d
−2
6 + d6
−2) +
4x4(d24d
2
5 + d
2
1(d
2
4 + d
2
5))(d3d4 − d1d6)2
d41d
2
3d
4
4d
2
6d
2
6
− 4x
2(d24(2d
2
3d
2
5 + d
2
6(d
2
3 + d
2
5))− 2d1d3d4d25d6 + d21(d26(d24 + 2d25) + d23(d24 + d25 + d26)))
d21d
2
3d
2
4d
2
6d
2
6
.
Calcul de d(1, 2) lorsque 1
d2
= 1
d5
=∞
y1 = sign(d1d6 − d3d4)d6
√
d23 + d
2
6
d24 + d
2
6
, z1 = d3
(d1d3 + d4d6)√
(d3d4 − d1d6)2
√
d24 + d
2
6
d23 + d
2
6
,
y2 =
d1|d3 − d4| ± |d4(d1 + d6)|√
(d3 − d4)2 + (d1 + d6)2
, z2 = ± d3 (d1 + d6)√
(d3 − d4)2 + (d1 + d6)2
,
y3 =
d1|d3 + d4| ± |d4(d1 − d6)|√
(d3 + d4)
2 + (d1 − d6)2
, z3 = ± d3 (d1 − d6)√
(d3 + d4)
2 + (d1 − d6)2
.
Le choix des signes est dicte´ par le signe de l’expression dans la valeur absolue.
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Calcul de d(1, 3) quand 1
d2
= 1
d5
=∞
x0 = d1d6
√
d23 + d
2
6
d1d6 − d3d4 , z0 =
d23√
d23 + d
2
6
,
x1 =
d21√
d21 + d
2
4
, z1 =
d3d4
√
d21 + d
2
4
d3d4 − d1d6 ,
x2 = sign(d1d3 + d4d6)
d1 (d3 + d4)√
(d3 + d4)
2 + (d1 − d6)2
,
z2 =
d3(d3
√
(d1d3 + d4d6)
2 ± d6(d3(d3 + d4)− d1d6 + d62))√
(d3 + d4)
2 + (d1 − d6)2(d32 + d62)
,
x3 = sign(d1d3 + d4d6)
d1(d3 − d4)√
(d3 − d4)2 + (d1 + d6)2
,
z3 =
d3(d4
√
(d1d3 + d4d6)
2 ± d6(d4(d4 − d3) + d1(d1 + d6)))
(d3d4 − d1d6)
√
(d3 − d4)2 + (d1 + d6)2
.
Le choix des signes est dicte´ par le signe de l’expression dans la valeur absolue.
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Re´sume´ : Cette the`se e´tudie l’aspect me´trique de la ge´ome´trie non commutative a` travers la
formulation de Connes de la distance entre e´tats d’une alge`bre.
La de´finition d’un espace non commutatif est l’objet du premier chapitre. Des proprie´te´s
ge´ne´rales de la formule de la distance sont mises en e´vidence ainsi que d’importantes simplifications
quand l’alge`bre est de von Neumann.
Dans le deuxie`me chapitre, les distances sont calcule´es pour des alge`bres de dimension finie. Les
cas Cn et Mn(C) sont envisage´s.
Dans la troisie`me chapitre, on e´tudie la distance pour des ge´ome´tries obtenues par produit de
l’espace -temps riemannien avec une ge´ome´trie discre`te. Des conditions sont e´tablies garantissant
que l’espace discret soit orthogonal, au sens du the´ore`me de Pythagore, a` l’espace continu. On
obtient ainsi une description comple`te de la me´trique pour un exemple de base de la ge´ome´trie non
commutative, le mode`le a` deux couches. On montre e´galement en toute ge´ne´ralite´ que la me´trique
d’une ge´ome´trie n’est pas perturbe´e quand on re´alise son produit avec une autre ge´ome´trie.
Le dernier chapitre e´tudie l’e´volution de la me´trique lorsque la ge´ome´trie est perturbe´e par des
champs de jauges. En se limitant a` la partie scalaire de ces champs, on calcule les distances dans la
ge´ome´trie du mode`le standard. Il apparait que le champ de Higgs est le coefficient d’une me´trique
riemannienne dans un espace de dimension 4 (continues) + 1 (discre`te).
Summary : The aim of this thesis is the metric aspect of noncommutative geometry as defined
by Connes.
The first chapter exposes the definition of a noncommutative space as well as general properties
of the distance formula between states of an algebra. Simplifications occur when dealing with von
Neumann algebras.
Some distances for finite dimensional algebras are explicitly computed in the second chapter,
including Cn and Mn(C).
Third part studies the distance for product of geometries. Conditions are found making the
internal discrete space orthogonal to the continuous riemannian spacetime. This gives a complete
description of the metric of a basic noncommutative example : the two sheet model.
In the last chapter, one studies the fluctuations of the metric when the geometry is gauged.
Limiting ourselves to the scalar part of the gauge field, one compute the distances in the geometry
of the standard model and find that the Higgs field is the component of a metric in a fifth discrete
dimension.
Mots cle´s : ge´ome´trie non commutative, e´tats, distance, the´orie de jauge, champ de Higgs.
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