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Abstract
In this paper, I give several characterizations of rational biset functors over p-groups, which are indepen-
dent of the knowledge of genetic bases for p-groups. I also introduce a construction of new biset functors
from known ones, which is similar to the Yoneda construction for representable functors, and to the Dress
construction for Mackey functors, and I show that this construction preserves the class of rational p-biset
functors.
This leads to a characterization of rational p-biset functors as additive functors from a specific quotient
category of the biset category to abelian groups. Finally, I give a description of the largest rational quotient
of the Burnside p-biset functor: when p is odd, this is simply the functor RQ of rational representations, but
when p = 2, it is a non-split extension of RQ by a specific uniserial functor, which happens to be closely
related to the functor of units of the Burnside ring.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The formalism of biset functors for finite groups yields a unified framework for operations
of induction, restriction, inflation, deflation and transport by group isomorphism, which appear
in various areas of group representation theory. It was used recently as an essential tool to the
solution of some open problems, such as the classification of endopermutation modules for an
arbitrary finite p-group [7], or the structure of the group of units of the Burnside ring of such a
p-group [6].
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fixed prime number), the main reason for this being that p-groups have many normal subgroups,
so for these groups, the operations of inflation and deflation play a prominent rôle. Also, some
important biset functors are only defined on p-groups, and cannot be seen in a natural way as the
restriction to p-groups of a functor defined on arbitrary finite groups: an example of this situation
is the Dade functor for p-groups. Such biset functors are called p-biset functors.
Among p-biset functors, the subclass of rational functors was introduced in [5] (see 2.10),
the name rational being chosen because these functors behave like the functor of rational rep-
resentations, in regard to the decomposition of their evaluations at a given p-group with respect
to faithful elements. These rational biset functors are generally easy to describe, since they are
determined by their knowledge at p-groups of normal p-rank 1: this was in particular the key
argument to the structure of the group of units of Burnside rings of p-groups. Another important
property of rational p-biset functors is that they form a Serre subclass of all p-biset functors.
This paper originates in stimulating and fruitful conversations I had with Laurence Barker and
Ergün Yalçın, during my visit at Bilkent University in April 2006. The original question arose
when L. Barker and I understood that we had two a priori different definitions of what a rational
p-biset functor should be: L. Barker ([1], see also 5.6) used a definition akin to the notion of
functor on the category RG-Morita introduced by I. Hambleton, L.R. Taylor, and E.B. Williams
in [10]. This definition is much more natural than mine, since in particular it applies to arbitrary
finite groups, and not only to p-groups.
So the question was to know whether the two notions could be equivalent. My very first
feeling was that the answer should be negative. Also, it seemed clear to me that rational functors
in the sense of L. Barker should be rational in mine, but the converse was not obvious. Shortly
afterwards, independently of each other, and using different methods, E. Yalçın, L. Barker and I
gave a proof of this fact.
This paper gives a complete answer to the question of the equivalence of these definitions
(Theorem 5.3), showing that my first intuition was almost always wrong: the two definitions of
rational p-biset functors are equivalent if p is an odd prime number. But for p = 2, the two
definitions are not equivalent, the typical example being the largest rational quotient (in my
sense) of the Burnside functor, which is not rational for the second definition. In particular, this
definition does not lead to a Serre subclass for p = 2.
This paper is organized as follows: in Section 2, I recall the basic definitions and results on
biset functors. In Section 3, I state a necessary and sufficient condition (Theorem 3.1) for a biset
functor to be rational (in my sense), along the lines of Proposition 8.1 of [7]. In Section 4, I in-
troduce a construction for biset functors (4.3), which is similar both to the Dress construction for
Mackey functors, and to Yoneda construction for arbitrary functors. This leads, in Section 5, to
a characterization (Theorem 5.3) of the category of rational biset functors as a subcategory of all
biset functors over p-groups. In particular, Corollary 5.8 is a kind of geometric characterization
of rational p-biset functors. In Section 6, I describe the largest rational quotient of the Burnside
functor: if p is odd, this functor is equal to RQ, but if p = 2, this functor is a non-split extension
of RQ by a 2-torsion functor which happens to be isomorphic to a quotient of the functor of units
of the Burnside ring, more precisely the cokernel of the exponential map. At the time, this is just
a coincidence, and I could find no natural a priori isomorphism between those two objects.
2. Biset functors
2.1. Definition. The biset category C on finite groups is defined as follows:
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• If G and H are finite groups, then
HomC(G,H) = B
(
H ×Gop)
is the Burnside group of (G,H)-bisets.
• If G, H , and K are finite groups, then the composition
HomC(G,H)× HomC(H,K) → HomC(G,K)
is the bilinear extension of the product (V ,U) → V ×H U , where V is a (K,H)-biset, and
U is an (H,G)-biset. Moreover, the identity morphism of the group G in C is the class of
the (G,G)-biset G, for left and right multiplication.
A biset functor is an additive functor from C to the categoryAb of abelian groups. A morphism
of biset functors is a natural transformation of functors. The category of biset functors is denoted
by F .
When p is a prime number, the p-biset category Cp is the full subcategory whose objects are
finite p-groups. A p-biset functor is an additive functor from Cp to Ab. The category of p-biset
functors is denoted by Fp .
2.2. Elementary morphisms. The formalism of bisets gives a single framework for the usual
operations of induction, restriction, inflation, deflation, and transport by isomorphism via the
following correspondences:
• If H is a subgroup of G, then let IndGH ∈ HomC(H,G) denote the set G, with left action of
G and right action of H by multiplication.
• If H is a subgroup of G, then let ResGH ∈ HomC(G,H) denote the set G, with left action of
H and right action of G by multiplication.
• If N G, and H = G/N , then let InfGH ∈ HomC(H,G) denote the set H , with left action of
G by projection and multiplication, and right action of H by multiplication.
• If N G, and H = G/N , then let DefGH ∈ HomC(G,H) denote the set H , with left action
of H by multiplication, and right action of G by projection and multiplication.
• If ϕ :G → H is a group isomorphism, then let IsoHG = IsoHG(ϕ) ∈ HomC(G,H) denote the
set H , with left action of H by multiplication, and right action of G by taking image by ϕ,
and then multiplying in H .
2.3. Definition and Notation. A section (T ,S) of the group G is a pair of subgroups of G such
that ST . The corresponding subquotient of G is the group T/S. If (T ,S) is a section of G, set
ΔT,S =
{
(x, y) ∈ G×G ∣∣ x ∈ T , xy−1 ∈ S}.
It is a subgroup of G×G.
If (T ,S) is a section of the group G, set
IndinfGT/S = IndGT ◦ InfTT/S, DefresGT/S = DefTT/S ◦ResGT .
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G
T/S is isomorphic to the
(T /S,G)-biset S\G.
2.4. Notation. When F is a biset functor, and ϕ ∈ HomC(G,H), the image of the element u of
F(G) by the map F(ϕ) will be also be denoted by ϕ(u) or even ϕu.
Similarly, the maps F(IndGH ), F(Res
G
H ), . . . , will be denoted by Ind
G
H , Res
G
H , . . . , and they
will be called induction, restriction, . . . .
When G and H are finite groups, and U is a finite (H,G)-biset, then Uop denotes the set U ,
endowed with the (G,H)-biset structure given by
g · u · h (in Uop)= h−1ug−1 (in U),
for g ∈ G, u ∈ U , and h ∈ H . This construction extends linearly to a map ϕ → ϕop from
HomC(G,H) to HomC(H,G).
2.5. Factorization of morphisms. Any morphism form G to H in C is a linear combination with
integer coefficients of classes of transitive (H,G)-bisets, and isomorphism classes of transitive
(H,G)-bisets are in one-to-one correspondence with conjugacy classes of subgroups of the direct
product H ×G: the (H,G)-biset corresponding to the subgroup L of H ×G is the set of cosets
(H ×G)/L, for biset action defined by
∀(g, x) ∈ G2, ∀(h, y) ∈ H 2, g.(x, y)L.h = (gx,h−1y)L.
Denote by p1(L) the projection of L on H , and by p2(L) its projection on G. Set moreover
k1(L) =
{
h ∈ H ∣∣ (h,1) ∈ L}, k2(L) =
{
g ∈ G ∣∣ (1, g) ∈ L}.
Then ki(L)pi(L), for i = 1,2, the group k1(L)× k2(L) is a normal subgroup of L, and there
are canonical group isomorphisms
p1(L)/k1(L) ∼= L/
(
k1(L)× k2(L)
)∼= p2(L)/k2(L).
Now (see Lemma 7.4 of [8]) the biset (H ×G)/L can be factored as
IndHp1(L) ◦ Inf
p1(L)
p1(L)/k1(L)
◦ Iso(ϕ) ◦ Defp2(L)p2(L)/k2(L) ◦ResGp2(L),
where ϕ :p2(L)/k2(L) → p1(L)/k1(L) is the above isomorphism, sending gk2(L), for g ∈ G,
to hk1(L), where h ∈ H is chosen such that (h, g) ∈ L. Note that if G and H are p-groups,
then this factorization holds within the category Cp , since the groups pi(L) and pi(L)/ki(L) are
p-groups in this case, for i = 1,2.
2.6. Faithful elements. (See Lemma 2.7 of [5].) Let N be a normal subgroup of G. Set
fGN =
∑
MG
μG(N,M) InfGG/M ◦DefGG/M,
N⊆M
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of EndC(G). It is an idempotent, and the elements fGN , for N  G, are mutually orthogonal
idempotents, whose sum is equal to the identity of EndC(G).
If F is a biset functor, set
∂F (G) = F (fG1
)
F(G).
It is a direct summand of F(G), called the set of faithful elements of F(G). It is equal to the
intersection of the kernel of all deflation maps DefGG/M , where M is a non-trivial normal subgroup
of G.
2.7. Remark. If P is a p-group, then
f P1 =
∑
Z⊆1Z(P )
μ(1,Z) InfPP/Z ◦DefPP/Z,
where 1Z(P ) is the largest elementary abelian subgroup of the center of P , and μ is the Möbius
function of the poset of its subgroups.
2.8. Simple functors. Recall some notation and basic results on simple p-biset functors: the
category of p-biset functors is an abelian category. Its simple objects are parametrized by pairs
(H,V ), where H is a finite p-group, and V is a simple ZOut(H)-module, where Out(H) is the
group of outer automorphisms of H (see e.g. [2, Proposition 2, p. 678], or [8, Proposition 7.10]
for details). All the simple functors appearing in the present paper (in Section 6) correspond to the
case where V is the quotient Z/2Z (with obviously trivial Out(H)-action). The corresponding
simple functor will be denoted by SH,F2 .
2.9. Genetic subgroups of p-groups. (See [7, Section 2.9] and [5, Proposition 4.4 and Lem-
ma 4.5].) Let P be a p-group. A subgroup Q of P is called genetic if the two following conditions
are fulfilled:
• The group NP (Q)/Q has normal p-rank 1, i.e. it is cyclic, generalized quaternion, or dihe-
dral or semi-dihedral of order at least 16.
• If x ∈ P , then Qx ∩ ZP (Q) ⊆ Q if and only if Qx = Q, where ZP (Q) is the subgroup of
NP (Q) defined by ZP (Q)/Q = Z
(
NP (Q)/Q
)
.
Two genetic subgroups Q and R of P are said to be linked modulo P if there exist x and y in
P such that
Qx ∩ZP (R) ⊆ R and Ry ∩ZP (Q) ⊆ Q.
This is an equivalence relation on the set of genetic subgroups of P . A genetic basis of P is a set
of representatives of equivalence classes for this relation. A genetic basis is in natural one-to-one
correspondence with the set of isomorphism classes of rational irreducible representations of P .
If Q and R are genetic subgroups of P , and if Q and R are linked modulo P , then the groups
NP (Q)/Q and NP (R)/R are isomorphic. This group is called the type of the equivalence class
of genetic subgroups, or of the corresponding rational irreducible representation.
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basis of P . It was shown in Theorem 3.2. of [5] that the map
IG =
⊕
Q∈G
aPQ :
⊕
Q∈G
∂F
(
NP (Q)/Q
)→ F(P )
where aPQ = IndinfPNP (Q)/Q f
NP (Q)/Q
1 is split injective. A left inverse to it is the map
DG =
⊕
Q∈G
bPQ : F(P ) →
⊕
Q∈G
∂F
(
NP (Q)/Q
)
,
where bPQ = f NP (Q)/Q1 DefresPNP (Q)/Q. In particular, setting
γQ = IndinfPNP (Q)/Q f
NP (Q)/Q
1 Defres
P
NP (Q)/Q
,
for Q ∈ G, then the elements γQ are orthogonal idempotents of EndCp (P ).
The functor F is called rational if for any p-group P and any genetic basis G of P , the map
IG is an isomorphism. Equivalently, for any p-group P , there exists a genetic basis with this
property. Equivalently again, the image by F of
∑
Q∈G γQ is the identity map of F(P ).
3. A characterization of rational p-biset functors
3.1. Theorem. Let F be a p-biset functor. Then F is rational if and only if the following two
conditions are satisfied:
(i) If P is a p-group with non-cyclic center, then ∂F (P ) = {0}.
(ii) If P is any p-group, if EP is a normal elementary abelian subgroup of rank 2, if Z is a
central subgroup of order p of P contained in E, then the map
ResPCP (E) ⊕DefPP/Z :F(P ) → F
(
CP (E)
)⊕ F(P/Z)
is injective.
Proof. Suppose first that F is rational. Let P be a p-group, and G be a genetic basis of P . Since
F is rational, the map
DG :F(P )
⊕
bPQ−−→
⊕
Q∈G
∂F
(
NP (Q)/Q
)
is injective. Recall that the component bPQ of the map DG indexed by the genetic subgroup
Q ∈ G − {P } is equal to DefresPNP (Q)/Q −DefresPNP (Q)/Qˆ, where Qˆ is the subgroup defined by
Qˆ/G = 1Z
(
NP (Q)/Q
)
. If Q = P , then the corresponding component bPP is equal to DefPP/P .
Suppose that the center Z(P ) of P is not cyclic. Then for any Q ∈ G, the group Z = Q∩Z(P )
is non-trivial: indeed, the group Z(P )/Z is isomorphic to a subgroup of the center of NP (Q)/Q,
which is cyclic since NP (Q)/Q has normal p-rank 1. Now for Q = P , the maps DefresPNP (Q)/Q
and DefresP ˆ factor asNP (Q)/Q
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P
P/Z,
DefresP
NP (Q)/Qˆ
= DefresP
NP (Q)/Qˆ
DefPP/Z
where P = P/Z, where Q = Q/Z, and Qˆ = Qˆ/Z. Moreover if Q = P , then DefPP/P =
DefP
P/P
DefPP/Z . It follows that if u ∈ ∂F (P ), then DG(u) = 0, since u is mapped to 0 by the
proper deflation DefPP/Z . Thus u = 0, and ∂F (P ) = {0} when the center of P is non-cyclic. So
if F is rational, then it satisfies condition (i) of the theorem.
For condition (ii), there is nothing to check if E is central in P , since in that case the map
ResPCP (E) is the identity map, hence it is injective. And if E is not central in P , then Z =
E ∩ Z(P ). In this situation, by Corollary 5.3 of [7], there exists a genetic basis G which ad-
mits a decomposition G = G1 unionsq G2 as a disjoint union, where
(3.2) • G2 = {Q ∈ G | Q ⊇ Z}, and
• the set H1 = {xQ | Q ∈ G1, x ∈ [P/CP (E)]} is the subset of a genetic basis of
CP (E) consisting of subgroups not containing Z.
Let u ∈ F(P ) be an element such that ResPCP (E) u = 0 and DefPP/Z u = 0. If Q ∈ G2, then bPQ =
bP
Q
◦ DefPP/Z , where P = P/Z and Q = Q/Z. It follows that bPQ(u) = 0. Similarly if Q ∈ G1,
then NP (Q) ⊆ CP (E), and bPQ = bCP (E)Q ◦ ResPCP (E), so bPQ(u) = 0 again. Hence DG(u) = 0,
and u = 0 since DG is injective when F is rational. Thus F satisfies (ii).
Conversely, suppose that F is a p-biset functor satisfying (i) and (ii). Showing that F is ratio-
nal amounts to showing that the map DG is injective, for any p-group P and any genetic basis G
of P . Actually, by Lemma 7.3 of [5], it is enough to show that DG is injective, for any p-group
P and for one particular genetic basis G of P . I will prove this by induction on the order of P .
If P is the trivial group, then the map DG is the identity map, so there is nothing to prove
in this case, and this starts induction. Suppose that P is a p-group, such that the map DH
is injective for any p-group P ′ with |P ′| < |P | and any genetic basis H of P ′. Let G be
a genetic basis of P , and u ∈ Ker DG . Let N be a non-trivial normal subgroup of P . Then
the set H = {Q/N | Q ∈ G,Q ⊇ N} is a genetic basis of P/N . Moreover one checks easily
that bP
Q
◦ DefPP/N = bPQ for Q ⊇ N , where overlines denote quotients by N , as above. Hence
DH(DefPP/N u) = 0, and by induction hypothesis, it follows that DefPP/N u = 0, and u ∈ ∂F (P ).
In other words Ker DG ⊆ ∂F (P ).
Hence if the center of P is not cyclic, then condition (i) implies that KerDG = {0}, and I can
suppose that the center of P is cyclic.
If P has normal p-rank 1, then the trivial subgroup is a genetic normal subgroup of P , hence
it belongs to every genetic basis of P . The corresponding map bP1 :F(P ) → ∂F (P ) is equal to
F(f P1 ). Hence it is equal to the identity map on ∂F (P ). Thus u = F(f P1 )(u) = bP1 (u) = 0, and
the map DG is injective in this case.
Finally I can suppose that P admits a normal and non-central subgroup E which is elementary
abelian of rank 2. In this case the group Z = E ∩Z(P ) has order p, and by Corollary 5.3 of [7],
there exists a genetic basis G of P with the two properties (3.2) above. With the same notation,
let H be a genetic basis of CP (E) containing H1. Set v = ResPCP (E) u. Then for any Q ∈ G1 and
any x ∈ [P/CP (E)], one has NP (Q) ⊆ CP (E) by Lemma 5.2 of [7], and it follows that
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CP (E)
xQ (v) = bCP (E)xQ ResPCP (E) u
= DefresPNP (xQ)/xQ u− DefresPNP (xQ)/xQˆ u
= x(DefresPNP (Q)/Q u− DefresPNP (Q)/Qˆ u
)
= xbPQu = 0,
since xu = u for x ∈ P and u ∈ F(P ). Thus bCP (E)R (v) = 0 for any R ∈H1. And if R ∈H−H1,
then R ⊇ Z, and
b
CP (E)
R (v) = bCP (E)/ZR/Z ResP/ZCP (E)/Z DefPP/Z u = 0.
It follows that DH(v) = 0, hence v = 0 by induction hypothesis. Now ResPCP (E) u = 0 and
DefPP/Z u = 0. Condition (ii) implies that u = 0, so the map DG is injective. 
3.3. Remark. The argument in the last part of the proof is essentially the same as the one used
in the proof of Theorem 8.2 of [7].
Recall some notation from [7]:
3.4. Notation.
• Let E be an elementary abelian p-group of rank 2. Define an element εE of B(E) by
ε = εE = E/1 −
∑
F⊆E
|F |=p
E/F + pE/E.
Denote by Bε the subfunctor of B generated by ε, i.e. the smallest subfunctor F of B such
that F(E)  ε. Equivalently, for any p-group P
Bε(P ) = HomCp (E,P )(ε).
• Let X be either an extraspecial group of order p3 and exponent p if p is odd, or a dihedral
group of order 8 if p = 2. Let Z denote the center of X. Let I and J be two subgroups of
order p in X, different from Z, and not conjugate in X. Define an element δ of B(X) by
δ = δX,I,J = (X/I −X/IZ)− (X/J −X/JZ).
Denote by Bδ the subfunctor of B generated by δ. Thus, for any p-group P
Bδ(P ) = HomCp (X,P )(δ).
• Let K denote the kernel of the natural transformation B → RQ. Thus K is a biset subfunctor
of B .
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of [7]. In the case p = 2, the element δ was denoted by δ3 there. It is easy to check that εE ∈ K(E)
and that δ ∈ K(X). So Bε and Bδ are also the subfunctors of K generated by ε and δ respectively,
that is Bε = Kε and Bδ = Kδ . Moreover Lemma 6.11 of [7] shows that ResXJZ δ = εJZ , so in
particular Bε ⊆ Bδ .
3.6. Remark. If E and E′ are elementary abelian p-groups of rank 2, and if ϕ is any group
isomorphism from E to E′, then ϕ(εE) = εE′ . This shows that the subfunctor Bε does not depend
on the choice of a particular group E. Similarly, if X′ is another extraspecial group of order p3
and exponent p, when p is odd, or another dihedral group of order 8, when p = 2, and if I ′
and J ′ are two non-conjugate non-central subgroups of order p of X′, then there exists a group
isomorphism ϕ :X → X′ such that ϕ(I) = I ′ and ϕ(J ) = J ′. Thus ϕ(δX,I,J ) = δX′,I ′,J ′ , and it
follows that Bδ does not depend on the choice of the groups X, I and J .
It was shown in Theorem 6.12 of [7] that if p is odd, then K = Bδ . The following provides an
alternative proof for this theorem:
3.7. Theorem. The functor B/Bδ is rational.
Proof. Let A be any injective cogenerator for the category of Z-modules (e.g. A = Q/Z). Recall
that the A-dual F 0 of a biset functor F is defined by
F 0(P ) = HomZ
(
F(P ),A
)
, F 0(ϕ) = tF (ϕop)
for any p-group P and any morphism ϕ in the category Cp . Since A is an injective cogenerator,
the canonical map F → (F 0)0 is injective. Taking F = B/Bδ , I will show that F 0 is rational. By
Proposition 7.4 of [5], it will follow that (F 0)0 and any subfunctor of it are rational, so F will be
rational.
Suppose first that P is a p-group with non-cyclic center. Then Lemma 6.8 of [7] shows that
∂B(P ) ⊆ Bε(P ) ⊆ Bδ(P ). Hence ∂B/Bδ(P ) = {0}. Since ∂F 0(P ) ∼= HomZ
(
∂F (P ),A
)
, it fol-
lows that ∂F 0(P ) = {0}, so condition (i) of Theorem 3.1 is satisfied by F 0.
Now let P be any p-group, and let E be a normal subgroup of P , which is elementary abelian
of rank 2. Let moreover Z be a central subgroup of order p of P , contained in E. Let f ∈ F 0(P ),
such that ResPCP (E)(f ) = 0 and DefPP/Z f = 0. Checking condition (ii) of Theorem 3.1 amounts
to showing that f = 0.
If E is central in P , there is nothing to do, since CP (E) = P and ResPCP (E)(f ) = f . So I can
assume that CP (E) has index p in P . Let f˜ :B(P ) → I be the homomorphism obtained by com-
posing f with the projection B(P ) → B/Bδ(P ). The hypothesis on f means that f˜ (P/Q) = 0
if Q ⊆ CP (E) or if Q ⊇ Z. Let Q be any subgroup of P with Q ⊆ CP (E) and Q  Z. Then
Q  E. Moreover QCP (E) = P . If the intersection Q ∩ E has order p, it is normalized, hence
centralized by Q, and also by CP (E), hence Q ∩ E ⊆ Z(P ). Since Q ∩ E = Z, it follows that
E = Z·(Q∩E) is central in P , a contradiction. Hence Q∩E = 1.
Now the group CQ(E) = Q ∩ CP (E) is a normal subgroup of QE. The factor group R =
QE/CQ(E) has order p3, and is the semidirect product of the group Q = Q/CQ(E), of order p,
by the normal elementary abelian subgroup group E = ECQ(E)/CQ(E) ∼= E. Moreover R is
not abelian, since otherwise [Q,E] ⊆ CQ(E) ∩ E = 1, so Q ⊆ CP (E). It follows that R is
extraspecial of order p3 and exponent p if p is odd, or dihedral of order 8 if p = 2.
S. Bouc / Journal of Algebra 319 (2008) 1776–1800 1785The center of R is the group Z = ZCQ(E)/CQ(E). The group Q is a non-central subgroup of
order p of R. If F is any subgroup of order p of E, different from Z, then F = FCQ(E)/CQ(E)
is another non-central subgroup of order p of R, not conjugate to Q in R. So in the group R, the
element
d = (R/Q−R/QZ)− (R/F −R/E)
is in Bδ(R), since it is the image of δ by a suitable group isomorphism. Taking induction–inflation
from the section (QE,CQ(E)) of P gives the element
d˜ = IndinfPQE/CQ(E) d = (P/Q− P/QZ)−
(
P/FCQ(E)− P/ECQ(E)
)
of Bδ(P ). Now f˜ vanishes on Bδ(P ), thus f˜ (d˜) = 0, and
f˜ (P/Q) = f˜ (P/QZ)+ f˜ (P/FCQ(E)
)− f˜ (P/ECQ(E)
)= 0,
since QZ ⊇ Z and since FCQ(E) ⊆ ECQ(E) ⊆ CP (E).
This shows that f˜ = 0, hence f = 0, and the functor F 0 satisfies both conditions of Theo-
rem 3.1. Hence F 0 is rational, and F is rational as well, since it is a subfunctor of the A-dual
of F 0. 
3.8. Corollary. (See [7, Theorem 6.12-1].) If p is odd, then K = Bδ .
Proof. Indeed, since B/Bδ is rational, its subfunctor K/Bδ is also rational. Then for any
p-group P , and for any genetic basis G of P , the map
⊕
Q∈G
IndinfPNP (Q)/Q :
⊕
Q∈G
∂(K/Bδ)
(
NP (Q)/Q
)→ (K/Bδ)(P )
is an isomorphism. But the groups NP (Q)/Q have normal p-rank 1, hence they are cyclic since p
is odd. Now if R is cyclic, then K(R) = {0}. It follows that K/Bδ(P ) = {0}, hence K = Bδ . 
3.9. Remark. The structure of the functor K/Bδ in the case p = 2 will be described in Section 6.
3.10. Remark. The key point in the proof of Theorem 3.7 is the construction of a section (T ,S)
of P such that T/S is extraspecial of order p3 and exponent p, or dihedral of order 8. The same
idea was used in Lemma 6.15 of [7].
4. Yoneda-Dress constructions and rational functors
In this section I will introduce a construction which is connected both to the Yoneda functors
in the case of the biset category Cp , and to the Dress construction for Mackey functors (see [9],
or [3, 1.2]).
4.1. Notation. Let H be a finite p-group. Let πH :Cp → Cp denote the correspondence sending
a p-group P to the direct product P × H . If P and Q are p-groups, and if U is a (Q,P )-biset,
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with double action defined by
∀y ∈ Q, ∀x ∈ P, ∀(h, k, l) ∈ H 3, (y, l)(u,h)(x, k) = (yux, lhk).
This correspondence extends linearly to an additive map
B
(
Q× P op)→ B((Q×H)× (P ×H)op)
also denoted by f → πH (f ).
4.2. Lemma. The correspondence πH is an endofunctor of Cp , which is additive on morphisms.
Proof. This is straightforward. 
4.3. Notation. If H is a p-group, and F is a p-biset functor, I denote by FH the p-biset functor
obtained by precomposition with πH .
In other words, for any p-group P , one has FH (P ) = F(P ×H). If U is a (Q,P )-biset, then
πH (U) = F(U ×H).
4.4. Lemma. Let P , Q and H be p-groups. If U is a (P,P )-biset and V is a (P ×H,Q) biset,
then there is an isomorphism of (P ×H,Q)-bisets
(U ×H)×(P×H) V ∼= U ×P V,
where the double action on U ×P V is induced by
(x,h)(u, v)q = (xu,hvq),
for x ∈ P , h ∈ H , y ∈ Q, u ∈ U , and v ∈ V .
In particular, if for any v ∈ V , the intersection of the stabilizer of v in P ×H with Z(P )×{1}
is non-trivial, then
(
f P1 ×H
)×(P×H) V = 0.
Proof. The first assertion is straightforward. The second one follows from the fact that V is a
union of P -sets which are inflated from proper quotients of P . 
4.5. Proposition. Let H be a p-group, and let F be a rational p-biset functor. Then FH is
rational.
Proof. To prove the proposition, I will check that FH fulfills the conditions (i) and (ii) of Theo-
rem 3.1.
Let P be a p-group with non-cyclic center. Let Q be a genetic subgroup of P × H . Since
Z(P ) × {1} ⊆ Z(P × H), the group Z(P ) × {1} is contained in the center of NP×H (Q), hence
it maps to the center of NP×H (Q)/Q, which is cyclic. Thus if the center of P is not cyclic, then
Z(P )× {1} intersects Q non-trivially. In other words Z(P )∩ k1(Q) = 1.
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introduced in 2.10 is just an (R,R) biset of cardinality 1. Thus
(
f P1 ×H
)×R γQ = f P1 ×P (P/P ) = 0,
since P is non-trivial. And if Q = R, then
γQ = (R ×R)/ΔNR(Q),Q − (R ×R)/ΔNR(Q),Qˆ,
where Qˆ is defined by the condition that Qˆ/Q is the only subgroup of order p in the center of
NR(Q)/Q.
The left stabilizer in R of the point ΔNR(Q),Q of (R × R)/ΔNR(Q),Q is equal to Q, which
intersects Z(P ) × {1} non-trivially by the previous remarks. Similarly, the left stabilizer in R
of the point Δ
NR(Q),Qˆ
of (R × R)/Δ
NR(Q),Qˆ
is equal to Qˆ, which also intersects Z(P ) × {1}
non-trivially. By Lemma 4.4, it follows that
(
f P1 ×H
)×(P×H) γQ = 0,
for any genetic subgroup Q of R. But since F is rational, the sum of idempotents γQ, for Q in a
genetic basis of P ×H , is the identity map of F(P ×H). Thus f P1 ×H acts by 0 on F(P ×H).
In other words, the idempotent f P1 acts by 0 on FH (P ). Hence ∂FH (P ) = 0, and FH fulfills
condition (i) of Theorem 3.1.
For condition (ii), suppose that E is a normal subgroup of P , and that E is elementary abelian
of rank 2. Let Z be a central subgroup of order p in P , contained in E. It is easy to see that
the restriction map from FH (P ) to FH (CP (E)) is equal to the restriction map ResP×HCP (E)×H ,
after the identifications FH (P ) = F(P ×H) and FH
(
CP (E)
)= F(CP (E)×H). Similarly, the
deflation map from FH (P ) to FH (P/Z) is equal to the map DefP×H(P×H)/(Z×{1}) from F(P × H)
to F((P/Z)×H), after the identification (P ×H)/(Z×{1}) = (P/Z)×H . Now E′ = E ×{1}
is a normal subgroup of P ×H , which is elementary abelian of rank 2. Its centralizer in P ×H
is CP (E)×H . Moreover E′ contains the subgroup Z′ = Z × {1}, which is central of order p in
P ×H . Condition (ii) for the functor F implies that
Ker ResP×HCP (E)×H ∩Ker DefP×H(P/Z)×H = {0}.
Thus FH fulfills condition (ii) of Theorem 3.1, and FH is rational. 
5. The category of rational p-biset functors
In this section, I will show that the rational p-biset functors are exactly the additive functors
Cp → Z-Mod which factor through the quotient category Cp/δ obtained by factoring out every
morphism f :P → Q in Cp which lies in Bδ(Q×P op). The first thing to check for doing this is
that this class of morphisms is a two sided ideal in Cp:
5.1. Lemma. Let P , Q, R, S be p-groups. Then
B
(
S ×Qop)×Q Bδ
(
Q× P op)×P B
(
P ×Rop)⊆ Bδ
(
S ×Rop).
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tion of isomorphism classes of (Q,P )-bisets of the form U ×X δ, where U is some (Q×P op,X)-
biset, i.e. a (Q,P ×X)-biset. Now if V is an (S,Q)-biset, and W is a (P,R) biset, then
V ×Q (U ×X δ)×P W ∼= (V ×Q U ×P W)×X δ
in B(S ×Rop), where the (S,R ×X)-biset structure on V ×Q U ×P W is induced by
s(v,u,w)(r, x) = (sv,u(1, x),wr),
for s ∈ S, r ∈ R, v ∈ V , u ∈ U , w ∈ W , and x ∈ X. The lemma follows. 
5.2. Definition. Let Cp/δ denote the following category:
• The objects are finite p-groups.
• If P and Q are finite p-groups, then
HomCp/δ(P,Q) = B
(
Q× P op)/Bδ
(
Q× P op).
• Composition in Cp/δ is induced by the product
− ×Q − :B
(
R ×Qop)×B(Q× P op)→ B(R × P op)
defining the composition in Cp .
Let ρδ denote the natural functor from Cp to Cp/δ: so ρδ is equal to the identity on objects, and
to the natural projection on morphisms.
5.3. Theorem. Let F be a p-biset functor. The following conditions are equivalent:
(i) The functor F is rational.
(ii) The functor F factors through ρδ . In other words, if f ∈ HomCp (P,Q) lies in Bδ(Q×P op),
then F(f ) = 0.
Proof. Suppose first that (ii) holds. Let S be a set of representatives of isomorphism classes of
finite p-groups. For any P ∈ S , choose a set ΓP of generators of F(P ) as an abelian group. By
Yoneda’s lemma, the set of natural transformations from BP to F is in one-to-one correspon-
dence with F(P ), and this correspondence is as follows: if s ∈ F(P ), then for any p-group Q,
define a map
σP,s,Q :BP (Q) = B
(
Q× P op)→ F(Q)
by σP,s,Q(f ) = f (s). Then the maps σP,s,Q define a morphism of functors σP,s :BP → F . If
condition (ii) holds, this morphism of functors factors through the quotient functor (B/Bδ)P ,
which is rational by Theorem 3.7 and Proposition 4.5. This gives a morphism
⊕ ⊕
(B/Bδ)P → F,P∈S s∈ΓP
S. Bouc / Journal of Algebra 319 (2008) 1776–1800 1789which is obviously surjective. Now any direct sum of rational p-biset functors is a rational p-
biset functor, and any quotient of a rational p-biset functor is rational. So F is rational, and (i)
holds.
Conversely, suppose now that F is rational. Let P and Q be p-groups. Any morphism
in Bδ(Q,P ) is a linear combination of morphisms of the form U ×X δ, where U is a
(Q × P op,X)-biset, i.e. a (Q,P × X)-biset. So proving that (ii) holds is equivalent to prov-
ing that F(U ×X δ) = 0 for any P and Q and any such biset U . This will be a consequence of
the next two lemmas, the first of which uses the following notation: let U˜ be the (X×Q,P )-biset
equal to U as a set, with double action defined by
(x,h)·u·g︸ ︷︷ ︸
in U˜
= hu(g,x−1)︸ ︷︷ ︸
in U
for x ∈ X, h ∈ Q, u ∈ U and g ∈ P . Then:
5.4. Lemma. With this notation, let T ∈ B(Xop) ∼= B(1×Xop). So πQ(T ) ∈ B(Q× (X×Q)op),
and T op ∈ B(X). Then
U ×X T op = πQ(T )×(X×Q) U˜
in B(Q× P op).
Proof. I can suppose that T is a right X-set. Then it is easily checked that the maps
(u, t) ∈ U ×X T op →
(
(t,1), u
) ∈ πQ(T )×(X×Q) U˜
(
(t, q), u
) ∈ πQ(T )×(X×Q) U˜ → (qu, t) ∈ U ×X T op
are well-defined mutual inverse isomorphisms of (Q,P )-bisets. 
5.5. Lemma. If F is a rational p-biset functor, then the map
F(δop) :F(X) → F(1)
is equal to 0.
Proof. Recall that δ = (X/I −X/IZ)− (X/J −X/JZ), i.e.
δop = (I\X − IZ\X)− (J\X − JZ\X),
where Z is the center of X, and where I and J are non-central subgroups of order p in X, not
conjugate in X.
Let G the set of subgroups of X defined by
G = {Y ⊆ X ∣∣ |X : Y | p} unionsq {I }.
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the unique genetic basis of the elementary abelian group X/Z. This set contains p+2 subgroups.
Moreover, there is a unique faithful irreducible rational representation of X (because there are
p + 3 conjugacy classes of cyclic subgroups in X), and it is easy to check that I is a genetic
subgroup of X corresponding to this representation: clearly I ∩ Z = 1, and NX(I)/I = IZ/I is
cyclic of order p. Moreover Iˆ = IZ, and if x ∈ X is such that I x ∩ IZ ⊆ I , then I x ⊆ I because
IZ is a normal subgroup of X. So I x = I , and I is a genetic subgroup of X, and G is a genetic
basis of X.
Let Y ∈ G. If Y = P , then the idempotent γY (see 2.10) is an (X,X)-biset with one element.
So T \X ×X γP is a set of cardinality 1, for any subgroup T of X. Hence in B(Xop)
δop ×X γP = 0.
Now if Y has index p in X, then γY = X/Y −X/X, thus
δop ×X γY = δop ×X X/Y.
But T \X ×X X/Y ∼= T Y\X, so T \X ×X X/Y ∼= T Z\X ×X X/Y , for any subgroup T of X,
since Y X and Y ⊇ Z. Thus again
δop ×X γY = 0
in B(Xop), in this case.
Finally if Y = I , then
γY = (X/I ×IZ I\X)− (X/IZ ×IZ IZ\X) = (X/I ×IZ I\X)−X/IZ
since IZX. By the previous argument, it follows that
δop ×X γY = δop ×X (X/I ×IZ I\X).
Now X/I ×IZ I\X ∼= (X × X)/ΔIZ,Z , and by the Mackey formula for the product of bisets
(Proposition 1 of [2]), for any subgroup T of X
T \X ×X (X ×X)/ΔIZ,Z =
∑
x∈T \X/IZ
Tx\X,
where
Tx =
{
a ∈ X ∣∣ ∃t ∈ T , (tx, a) ∈ ΔIZ,I
}
= {a ∈ X ∣∣ ∃t ∈ T , tx ∈ IZ, txa−1 ∈ I}
= I(T x ∩ IZ).
Moreover T \X/IZ = T IZ\X since IZX. Hence:
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IZ\X ×X (X ×X)/ΔIZ,Z = 2 IZ\X,
J\X ×X (X ×X)/ΔIZ,Z = I\X,
JZ\X ×X (X ×X)/ΔIZ,Z = IZ\X.
Thus
δop ×X γY = (I\X + IZ\X)− 2 IZ\X − I\X + IZ\X = 0
again, in this case.
But since F is rational, the sum
∑
Y∈G F(γY ) is equal to the identity map of F(X). Hence
F(δop) = F (δop) ◦
∑
Y∈G
F(γY ) =
∑
Y∈G
F
(
δop ×X γY
)= 0
as was to be shown. 
End of the proof of Theorem 5.3. It follows from Lemma 5.4 that
F(U ×X δ) = F
(
πQ
(
δop
)) ◦ F(U˜).
Now F(πQ(δop)) = FQ(δop), and FQ is rational by Theorem 4.5. Thus FQ(δop) = 0 by
Lemma 5.4, and F(U ×X δ) = 0, completing the proof of Theorem 5.3. 
5.6. Remark. Consider the quotient category Clinp of Cp , whose objects are finite p-groups, and
morphisms are defined by
HomClinp (P,Q) = RQ
(
Q× P op).
Then a rational biset functor for L. Barker’s definition is just an additive functor from Clinp to Ab.
When p is odd, it follows from Corollary 3.8 that the category Cp/δ and Clinp coincide. So in
this case, this definition of a rational biset functor is equivalent to Definition 2.10. However if
p = 2, those two definitions are not equivalent, as will be shown in Section 6.
5.7. Remark. If F is rational, then FQ is also rational for any Q, thus FQ(δop) = 0. Conversely,
if FQ(δop) = 0 for any Q, then the previous proof shows that F is rational. This leads to the
following:
5.8. Corollary. Let S denote a Sylow p-subgroup of PGL(3,Fp). Then S acts on the set P of
points and on the set L of lines of the projective plane over Fp .
Let F be a p-biset functor. Then F is rational if and only if for any p-group Q,
F
(
Pop ×Q)= F (Lop ×Q)
as maps from F(S × Q) to F(Q), images by F of the (Q,S × Q)-bisets Pop × Q and Lop × Q
respectively.
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that S has exactly one fixed point on P and on L, and that for suitable choices of I and J , the
permutation representations of S on P and L are respectively
P ∼= S/S unionsq S/IZ unionsq S/J, L ∼= S/S unionsq S/JZ unionsq S/I,
so that P − L = δ in B(S). 
5.9. Remark. Let A be an injective cogenerator for the category of Z-modules. Recall the du-
ality argument already used in the proof of Theorem 3.7: if F is a rational p-biset functor, then
F 0 = Hom(F,A) is rational by Proposition 7.4 of [5]. Conversely, if F 0 is rational, then (F 0)0
is rational, and since the canonical map F → (F 0)0 is injective (because A is an injective cogen-
erator of Z-modules), it follows that F is rational. This duality argument shows that a p-biset
functor F is rational if and only if for any p-group Q, one has that
F(P ×Q) = F(L ×Q),
as maps from F(Q) to F(S × Q), images by F of the (S × Q,Q)-bisets P × Q and L × Q
respectively. Equivalently FQ(δ) = 0.
5.10. Proposition. Let F be a p-biset functor.
1. The correspondence sending a p-group P to the image of the map FP (δop) :F(X × P) →
F(P ) defines a biset subfunctor of F , and the quotient functor F rat is the largest rational
quotient of F . Thus
F rat(P ) = F(P )/ ImFP
(
δop
)
.
2. The correspondence sending a p-group P to the kernel of the map FP (δ) :F(P ) →
F(X × P) defines a biset subfunctor Frat of F , which is the largest rational subfunctor
of F . Thus
Frat(P ) = KerFP (δ).
Proof. Let P and Q be finite p-groups, and let U be a finite (Q,P )-biset. It is easy to check
that the following diagram
F(X × P) FP (δ
op)
F (X×U)
F (P )
F(U)
F (X ×Q)
FQ(δ
op)
F (Q)
is commutative. It shows that the correspondence P → ImFP (δop) defines a subfunctor of F .
Now if N is a subfunctor of F , then F/N is rational if and only if for any p-group P , the
map (F/N)P (δop) is equal to 0. This is equivalent to ImFP (δop) ⊆ N(P ), so F rat is the largest
rational quotient of F .
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F(P )
FP (δ)
F (U)
F (X × P)
F(X×U)
F (Q)
FQ(δ)
F (X ×Q)
is commutative, showing that Frat is a subfunctor of F . And if M is a subfunctor of F , then
M is rational if and only if for any p-group P , the map MP (δ) is equal to 0, i.e. if M(P) ⊆
Frat(P ). 
5.11. Corollary. The functor B/Bδ is the largest rational quotient of B . If p is odd, it is equal
to RQ.
Proof. Indeed B/Bδ is rational by Theorem 3.7. Conversely, the image of B1(δ) : B(1) → B(X)
contains δ, so if B ′ is a subfunctor of B such that B/B ′ is rational, then B ′ ⊇ Bδ . Finally B/Bδ =
RQ if p is odd, by Corollary 3.8. 
6. The functor K/Bδ
Since B/K ∼= RQ, there is an exact sequence of p-biset functors
0 → K/Bδ → B/Bδ → RQ → 0.
Moreover, the functor B/Bδ is rational by Theorem 3.7. It follows that its subfunctor K/Bδ is
also rational, and Corollary 3.8 shows that this functor is equal to zero if p is odd. This section
describes the structure of K/Bδ for p = 2, but the methods and results exposed here also hold
for p odd, and for this reason p still denotes an arbitrary prime number here.
Since K/Bδ is rational, then for any p-group P and any genetic basis G of P , the map
⊕
Q∈G
IndinfPNP (Q)/Q :
⊕
Q∈G
∂(K/Bδ)
(
NP (Q)/Q
)→ (K/Bδ)(P )
is an isomorphism. So the evaluation of K/Bδ at P is known if the groups ∂(K/Bδ)
(
NP (Q)/
Q
)
are known, when Q is a genetic subgroup of P . Since NP (Q)/Q has normal p-rank 1 in this
case, this relies on the following lemma:
6.1. Lemma. Let R be a p-group of normal p-rank 1. If R is non-trivial, denote by Z the unique
subgroup of order p in the center of R. Then:
1. If R is cyclic or generalized quaternion, then ∂K(R) = {0}, hence ∂(K/Bδ)(R) = {0}.
2. If R is semidihedral, then ∂K(R) is free of rank one, generated by the element
−2(R/W −R/WZ)+ (R/1 −R/Z) = IndRWZ εWZ,
where W is a non-central subgroup of order 2 in R. In particular ∂(K/Bδ)(R) = {0}.
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−2(R/W −R/WZ)+R/1 −R/Z = IndRWZ εWZ, and
δR = (R/W −R/WZ)− (R/W ′ −R/W ′Z),
where W and W ′ are non-central subgroups of order 2 in R, which are not conjugate in R.
In this case ∂(K/Bδ)(R) ∼= Z/2Z, generated by the image of δR .
Proof. If R is trivial, then K(R) = {0}, so the result holds. And if R is non-trivial, then the
idempotent f R1 is equal to R −R/Z, so for any subgroup S of R
fR1 R/S = R/S −R/SZ,
and this is zero if S ⊇ Z.
Now if R is cyclic or generalized quaternion, and if S  Z, then S = 1. Thus ∂B(R) is free of
rank one in this case, generated by R/1 −R/Z. Since |R/1 −R/Z| = |R|/p, and since |Y | = 0
for any Y ∈ K(R), it follows that ∂K(R) = {0} in this case, proving assertion 1.
If R is semidihedral, and S  Z, then either S = 1 or S = W , up to conjugation in R. So
∂B(R) is free of rank 2, generated by R/1 − R/Z and R/W − R/WZ. Since |R/1 − R/Z| =
|R|/2 and |R/W −R/WZ| = |R|/4, any element in ∂K(R) is a multiple of
u = −2(R/W −R/WZ)+ (R/1 −R/Z),
which is equal to IndRWZ εWZ . Since εWZ ∈ K(WZ), it follows that ∂K(R) is free of rank one,
generated by u. Assertion 2 follows, since moreover u ∈ Kε(R) and Kε(R) ⊆ Kδ(R).
Finally if R is dihedral, and S  Z, then either S = 1, or S has order 2, and S = Z. So ∂B(R)
is free of rank 3, generated by the elements R/1 −R/Z, R/W −R/WZ, and R/W ′ −R/W ′Z,
where W and W ′ are representatives of the two conjugacy classes of non-central subgroups of
order 2 in R. Looking at cardinalities shows that ∂K(R) is contained in the submodule of ∂B(R)
generated by the elements
u = −2(R/W −R/WZ)+ (R/1 −R/Z), and
δR = (R/W −R/WZ)− (R/W ′ −R/W ′Z).
Conversely, since u = IndRWZ εWZ , it follows that u ∈ K(R). But δR ∈ K(R) also, by Re-
mark 6.10 of [7], or by direct computation of the character of δR . Hence ∂K(R) is equal to
the module generated by u and δR . Since moreover u ∈ Kε(R) ⊆ Kδ(R) as before, and since
2δR = IndRW ′Z εW ′Z − IndRWZ εWZ ∈ Kε(R) ⊆ Kδ(R),
it follows that ∂K/Bδ(R) is either trivial or of order 2, generated by the image of δR . The next
lemma will show that δR /∈ Bδ(R), completing the proof of assertion 3. 
6.2. Lemma. Suppose p = 2, and let R be a dihedral group of order at least 16. Then
δR /∈ Bδ(R).
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particular there exists some (R,D8)-biset U such that the coefficient of R/W in the expansion
of U ×D8 δ in the canonical basis of B(R) is odd, and I can assume that U is a transitive biset,
of the form U = (R ×D8)/L, for some subgroup L of R ×D8. Such a transitive biset factors as
IndinfRT/S Iso
T/S
B/A Defres
D8
B/A,
where (T ,S) is a section of R and (B,A) is a section of D8 such that the factor groups T/S
and B/A are isomorphic. Now since δ ∈ K(D8), and since K(C) = {0} for a cyclic group C,
it follows that DefresD8B/A δ = 0, except if (B,A) = (D8,1) or if B/A is elementary abelian of
rank 2. Moreover any proper deflation of δ is equal to 0, hence in the latter case B cannot be
equal to D8. So B is one of the two elementary abelian subgroups of index 2 in D8, and A = 1.
In this case DefresD8B/A δ is equal to the restriction of δ to B , i.e. to ±εB .
Thus there is a section (T ,S) of R, such that T/S is isomorphic to D8 or (C2)2, such that
U ×D8 δ = IndinfRT/S u, where u = δT/S if T/S ∼= D8, and u = εT/S if T/S ∼= (C2)2. The coef-
ficient of R/W in IndinfRT/S u is equal to 0, except if S ⊆ Wr ⊆ T for some r ∈ R. Thus either
S = 1 or S is conjugate to W . But NR(W)/W has order 2, so it cannot contain a group isomor-
phic to T/S. It follows that S = 1. In other words U ×D8 δ = IndRT u, where T is a subgroup of
R which is isomorphic to D8, and in this case u = δT , or isomorphic to (C2)2, and u = εT . In
the first case
IndRT δ = (R/I −R/IZ)− (R/J −R/JZ),
where I and J are non-central subgroups of order 2 of D8. Since |R| 16, the groups I and J
are conjugate in R, so IndRT δ = 0. In the second case T ⊇ Z, and
IndRT εT = R/1 − (R/A+R/B +R/Z)+ 2R/T ,
where A, B and Z are the subgroups of order 2 of T . But A and B are conjugate in R, so in fact
IndRT εT = R/1 − (2R/A+R/Z)+ 2R/T .
The coefficient of R/W in this expression is equal to −2 or 0, according to A being conjugate to
W in R or not. In any case, it is even, and this completes the proof. 
6.3. Corollary. Let P be a p-group, and let G be a genetic basis of P . Then K(P )/Bδ(P ) is a
vector space over F2, with basis the images of the elements IndinfPNP (Q)/Q δNP (Q)/Q, where Q
runs through the elements of G for which NP (Q)/Q is dihedral.
So K(P )/Bδ(P ) ∼= (Z/2Z)d , where d is the number of isomorphism classes of rational ir-
reducible representations of P of dihedral type. This result suggest a little more, in view of the
following result:
6.4. Theorem. If P is a p-group, denote by B×(P ) the group of units of its Burnside ring B(P ).
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functor, which is isomorphic to a subfunctor of F2R∗Q. In particular, it is a rational p-bisetfunctor.
2. (See [6, Theorem 8.4].) The functor B× is uniserial, and the poset of its proper subfunctors
{0} ⊂ L0 ⊂ L1 ⊂ · · · ⊂ Ln ⊂ · · ·
is such that L0 is isomorphic to the simple biset functor S1,F2 , and Li/Li−1, for i  1, is
isomorphic to the simple functor SD2i+3 ,F2 .
3. (See [6, Theorem 8.4].) There is a map of p-biset functors exp :B → B×, whose image
is equal to the socle L0 of B×. So for any p-group P , the F2-dimension of the cokernel of
expP :B(P ) → B×(P ) is equal to the number of isomorphism classes of rational irreducible
representations of P of dihedral type.
This suggests that the biset functors K/Bδ and Coker exp = B×/ soc(B×) might be isomor-
phic. And this is indeed the case:
6.5. Theorem. The functor K/Bδ is isomorphic to the cokernel of the map exp :B → B×. So
K = Bδ if p = 2, and if p = 2, the functor K/Bδ is uniserial. Its lattice of proper subfunctors is
{0} = K0 ⊂ K1 ⊂ K2 ⊂ · · · ⊂ Kn ⊂ · · ·
where Kn, for n 1, is generated by the image of δD2n+3 ∈ K(D2n+3) in (K/Bδ)(D2n+3). More-
over Kn/Kn−1 ∼= SD2n+3 ,F2 , for n 1.
Proof. First recall that if R is a p-group of normal p-rank 1, then R has a unique faithful rational
irreducible representation ΦR , up to isomorphism, by Proposition 3.7 of [4]. For any p-group P ,
the group RQ(P ) is a free abelian group with basis the set IrrQ(P ) of isomorphism classes of ir-
reducible rational representations of P . So the dual group R∗
Q
(P ) has a dual basis (V ∗)V∈IrrQ(P ),
where the value of V ∗ on some QP -module M is equal to the multiplicity of V as a direct sum-
mand of M (with the slight abuse of notation identifying an irreducible representation V with its
isomorphism class). Denote by V ∗ the image of V ∗ in F2R∗Q.
Also set K = K/Bδ , and B× = B×/L0. With this notation, and identifying moreover the
functor B× with its isomorphic image inside F2R∗Q, the subfunctor Ln of B× is generated by
the element Φ∗D2n+3 ∈ F2R
∗
Q
(D2n+3), for n 1, and the functor L0 is generated by the element
Φ∗1 ∈ F2R∗Q(1). So if P is a p-group, and if G is a genetic basis of P , then the group B× has a
basis over F2 consisting of the elements V ∗S = IndinfPNP (S)/S Φ∗NP (S)/S , where S runs through the
set D of elements of G for which NP (S)/S is dihedral.
Moreover, if R is a p-group of normal p-rank 1, then ∂B×(R) is equal to {0}, unless R is
dihedral or cyclic of order at most 2, and in each of these cases ∂B×(R) ∼= F2 (see Yalçın [11,
Lemmas 4.6 and 5.2], or Corollary 5.9 of [6]). But if |R| 2, then SD2n+3 ,F2(R) = {0} for n 1,
thus B×(R) = L0(R), and it follows that ∂B× (R) = {0}, except if R is dihedral. In this case since
∂SR,F2(R)
∼= F2 = {0}, it follows that ∂B× (R) ∼= F2, generated by the image of the element Φ∗R .
It will be useful for further computation to notice that Φ∗R(QR/T ) is equal to 2 if T = 1, to 1 if
T is a non-central subgroup of order 2 of R, and to 0 otherwise.
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dS in K(P ) of the elements IndinfPNP (S)/S δNP (S)/S , for S ∈D. So there is a unique linear map
ψP,G :K(P ) → B× (P )
sending dS to V ∗S , for S ∈D, and this map is an isomorphism. In other words, the map ψP,G is
equal to the composition of isomorphisms
(6.6) K(P ) β−→
⊕
S∈G
∂K
(
NP (S)/S
) γ−→
⊕
S∈G
∂B×
(
NP (S)/S
)
α−→ B× (P ),
where α =⊕S B× (aPS ) and β =
⊕
S K(b
P
S ), and where γ is the direct sum of the unique iso-
morphisms γNP (S)/S : ∂K
(
NP (S)/S
)→ ∂B×
(
NP (S)/S
)
: this makes sense because the groups
∂K
(
NP (S)/S
)
and B×
(
NP (S)/S
)
are both cyclic of order 2, when S ∈ D, or both trivial if
S ∈ G −D.
6.7. Lemma. Let P and Q be p-groups. Let G be a genetic basis of P , and H be a genetic basis
of Q. Then if ϕ ∈ HomCp (P,Q), the diagram
K(P )
ψP,G
K(ϕ)
B× (P )
B× (ϕ)
K(Q)
ψQ,H
B× (Q)
is commutative.
Proof. Using decomposition (6.6) both for P and Q, this diagram gives
K(P )
β
K(ϕ)
⊕
S∈G ∂K(NP (S)/S)
γ ⊕
S∈G ∂B
×
 (NP (S)/S)
α
B× (P )
B× (ϕ)
K(Q)
β ′ ⊕
T ∈H ∂K(NQ(T )/T )
γ ⊕
T ∈H ∂B
×
 (NQ(T )/T )
α′
B× (Q)
where the maps α′ and β ′ are the analogues of α and β for the group Q and its genetic basis H.
Showing that this diagram is commutative amounts to showing that
B× (ϕ) ◦ α ◦ γ ◦ β = α′ ◦ γ ′ ◦ β ′ ◦K(ϕ),
or equivalently, that
α′−1 ◦B× (ϕ) ◦ α ◦ γ = γ ◦ β ′ ◦K(ϕ) ◦ β−1.
Now β−1 =⊕S∈G K(aP ) and α′−1 =
⊕
T ∈HB
×
 (b
Q
). So this equality is equivalent toS T
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for any S ∈ G and any T ∈H. Now
b
Q
T ϕa
P
S ∈ f NQ(T )/T1 HomCp
(
NP (S)/S,NQ(T )/T
)
f
NP (S)/S
1 ,
so equality (6.8), hence Lemma 6.7, follow from the next lemma. 
6.9. Lemma. Let M and N be p-groups of normal p-rank 1, and let f ∈ f N1 HomCp (M,N)fM1 ,
then
B× (f ) ◦ γM = γN ◦K(f ).
Proof. Both sides are maps from ∂K(M) to ∂B× (N), so if one of the groups M or N is not
dihedral, both sides are equal to zero. So I can suppose that M and N are dihedral. I can also
suppose that f = f N1 Uf P1 , for some transitive (N,M)-biset U of the form (N ×M)/L, where L
is a subgroup of N ×M . If f = 0, there is nothing to prove, and otherwise k1(L)∩Z(N) = 1 and
k2(L)∩Z(M) = 1. It follows that k1(L) and k2(L) are trivial or non-central of order 2. If one of
these groups, say k1(L), is non-central of order 2, then its normalizer has order 4, and contains
p1(L). Hence the group C = q(L) ∼= p1(L)/k1(L) has order 1 or 2. But f factors through C
and both K(C) and B× (C) are equal to {0}. So again there is nothing to prove in this case.
Hence I can assume that k1(L) = k2(L) = 1. In this case, the morphism (N × M)/L is the
composition of the restriction from M to p2(L), followed by a group isomorphism from p2(L)
to p1(L), followed by induction from p1(L) to N . In particular, it factors through H = p1(L).
If this group is cyclic, or contained in a dihedral subgroup of order 8 of M , then K(H) =
B× (H) = {0} because H has no genetic subgroup of dihedral type. So I can suppose that H is
dihedral of order at least 16.
Now ∂K(M) is generated by the image of the element
δM = (M/W −M/WZ)− (M/W ′ −M/W ′Z),
where Z is the center of M , and W and W ′ are non-central subgroups of order 2, non-conjugate
in M . If M ′ is a dihedral group of index 2 in M , containing W , then one checks easily that in
B(M ′)
ResMM ′ δM = δM ′ − IndM
′
WxZ εWxZ,
where x ∈ M −M ′, so ResM
M ′ δM = δM ′ in K(M ′) since
IndM ′WxZ εWxZ ∈ Bε(M ′) ⊆ Bδ(M ′).
By induction, it follows that ResMH δM = δH in K(H). This element is sent to δp1(L) by the
isomorphism from H = p2(L) to p1(L), hence finally
K(f )(δM) = f N1 IndNp (L) δp1(L)1
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dihedral subgroup of N . In this case, the non-central subgroups of order 2 of p1(L) are conjugate
in N , so IndNp1(L) δp1(L) = 0 in K(p1(L)).
So either p1(L) = N , and γN ◦K(f )(δM) = 0, or p1(L) = N , and γN ◦K(f )(δM) is equal
to the generator Φ∗N of ∂B
×
 (N).
On the other hand, γM(δM) is equal to the image of Φ∗M in B
×
 (M). The restriction of Φ
∗
M to
the dihedral subgroup H = p2(L) is easily seen to be equal to Φ∗H , hence it is mapped to Φ∗p1(L)
by the isomorphism p2(L) → p1(L). Finally
B× ◦ γM(δM) = IndNp1(L) Φ∗p1(L).
If p1(L) = N , this is equal to Φ∗N . Otherwise it is induced from a proper dihedral subgroup. It
is easily checked in this case that the values of the linear form IndNp1(L) Φ
∗
p1(L)
are all even, so
IndNp1(L) Φ
∗
p1(L)
= 0 in this case. This completes the proof of Lemma 6.9. 
End of the proof of Theorem 6.5. First apply Lemma 6.7 in the case Q = P , and ϕ = IdP : this
shows that if G and H are two genetic bases of P , then ψP,G = ψP,H. In other words, the map
ψP,G does not depend on the choice of the genetic basis G of P , and it can be denoted by ψP .
Now Lemma 6.7 shows that these maps ψP define a morphism of p-biset functors from K
to B× , and this morphism is an isomorphism. The other assertions in Theorem 6.5 follow from
the structure of the functor B× (see Theorem 8.4 of [6]). 
6.10. Remark. The proof of Theorem 6.5 is rather complicated. The main reason is that I could
not find any obvious natural non-zero morphism of biset functors from K to B× . Once the
existence of such a morphism is known, it is rather easy to prove that it has to be an isomorphism.
Very recently, L. Barker announced to me that he has made an important step toward such a more
conceptual construction, that should allow for substantial simplification of the present proof.
6.11. Remark. It follows from Theorem 6.5 that for p = 2, the class R of additive functors
Clinp → Ab defined in Remark 5.6 is not closed under extensions: indeed, in the short exact
sequence
0 → K/Kδ → B/Kδ → RQ → 0,
the functors K/Kδ and RQ are in R, but the functor RQ = B/K is clearly the largest quotient of
B with this property. So B/Kδ is not in the class R.
On the other hand, one can give the following alternative proof of the fact that the class of
rational biset functors is closed under extensions: in a short exact sequence
0 → M → L → N → 0,
where M and N are rational p-biset functors, i.e. additive functors Cp/δ →Ab, a straightforward
argument shows that the middle term L is a functor from the quotient category Cp/(δ × δ) of Cp ,
to Ab. And it turns out that the categories Cp/(δ × δ) and Cp/δ coincide: one can indeed find a
subgroup Y of X3 = X ×X2 such that
(
X3/Y
)×X2 (δ × δ) = δ.
1800 S. Bouc / Journal of Algebra 319 (2008) 1776–1800A tedious computation shows that using Notation 3.4, one can take
Y = {(xy−1ϕ(x), x, y) ∣∣ (x, y) ∈ X2, xy−1 ∈ IZ},
where ϕ :X → J is any surjective homomorphism with kernel IZ.
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