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Periods of meromorphic quadratic differentials and Goldman bracket
D. Korotkin
Abstract. We study symplectic properties of monodromy map for second order linear equation with meromorphic
potential having only simple poles on a Riemann surface. We show that the canonical symplectic structure on the
cotangent bundle T ∗Mg,n implies the Goldman Poisson bracket on the corresponding character variety under the
monodromy map, thereby extending the recent results of the paper of M.Bertola, C.Norton and the author from the
case of holomorphic to meromorphic potentials with simple poles.
1. Introduction
The goal of this paper is to study symplectic aspects of monodromy map for second order linear equation
on a Riemann surface of genus g with meromorphic potential having n simple poles. We generalize results of the
recent paper by M.Bertola, C.Norton and the author [4] where the case of holomorphic potential was treated
in detail (see also an earlier paper by S.Kawai [21] for another approach to this problem).
The condition of coordinate invariance of the equation ϕ′′ − Uϕ = 0 on a Riemann surface C of genus
g implies that the function −2U transforms as a projective connection under a coordinate change while the
solution ϕ locally transforms as −1/2-differential [16]. Thus any meromorphic potential U with simple poles can
be represented as −S0/2+Q where S0 is a fixed holomorphic projective connection on C and Q is a meromorphic
quadratic differential with n simple poles. This parameterization of the space of meromorphic potentials on
a given Riemann surface is natural since meromorphic quadratic differentials with n simple poles form the
cotangent space T ∗Mg,n to moduli space of Riemann surfaces of genus g with n marked points. However, there
remains a freedom in the choice of the “base” holomorphic projective connection S0 for a given Riemann surface.
In this paper, following [21, 4] we assume that S0 holomorphically depends on moduli of C (in particular, this
requirements rules out the use of Fuchsian projective connection as S0). Furthermore, following [4] we choose
S0 to be the Bergman projective connection SB (up to the factor 1/6 this projective connection is the zeroth
order term in the expansion of the canonical normalized meromorphic bidifferential B(x, y) = dxdy logE(x, y)
near the diagonal x = y [6]; E(x, y) is the prime-form). Therefore, we are going to study the equation written
in the form
(1.1) ϕ′′ +
(
1
2
SB +Q
)
ϕ = 0 .
The ratio f = ϕ1/ϕ2 of two linearly independent solutions of (1.1) solves the Schwarzian equation
S(f, ξ) = SB(ξ) +Q(ξ) ,
where ξ is an arbitrary local parameter on C and S denotes Schwarzian derivative. The Schwarzian equation
determines a PSL(2,C) monodromy representation of the fundamental group pi1(C\{yi}ni=1) which turns out to
be liftable to an SL(2,C) representation [10] (the lift to an SL(2, C) representation is a non-trivial fact due to
spinorial nature of solutions ϕ1,2). Following [4], we define an SL(2,C) monodromy representation of equation
(1.1) directly, by an appropriate change of dependent variable ϕ.
Denote the standard generators of the fundamental group by α1, β1, . . . , αg, βg, κ1, . . . , κn; these generators
satisfy the relation (κ1 . . . κn)
∏g
i=1 αiβiα
−1
i b
−1
i = id. Since all poles yi of the potential of equation (1.1) are
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2 D. KOROTKIN
simple then both eigenvalues of monodromy matrices Mκi equal to ±1 for each i; all other monodromies are
SL(2) matrices satisfying certain genericity conditions [10].
Our goal is to study symplectic properties of the monodromy map for equation (1.1). Since monodromy
matrices depend on the choice of normalization point of solutions of (1.1) it is natural to work with the cor-
responding character variety which we denote by V0g,n; a point of V0g,n is an equivalence class of monodromy
representations which differ by a simultaneous conjugation with the same matrix. The index 0 indicates that
the monodromies around poles y1, . . . , yn are not generic: all of their eigenvalues are equal to ±1.
The main result of this paper states that the canonical symplectic structure on T ∗Mg,n implies the Goldman
bracket on the character variety V0g,n under the monodromy map of equation (1.1), therefore generalizing the
result of [4] to potentials with simple poles. Moreover, similar to [4] and [21], we prove that the same statement
holds for equation (1.1) where the Bergman base projective connection is replaced either by Schottky or quasi-
fuchsian (Bers) projective connection.
We follow the same strategy as in [4]; it is based on the use of the abelian periods of the quadratic
differential Q as coordinates on the underlying moduli space T ∗Mg,n. These coordinates are periods of the
Abelian differential v =
√
Q on the canonical covering Ĉ of C (the genus of Ĉ equals 4g − 3 + n). We call them
“abelian periods” or simply “periods” to distinguish from monodromy matrices of equation (1.1) which are
also called sometimes “periods of quadratic differentials” [32]; following the terminology of [32] the monodromy
matrices should probably be rather called “non-abelian periods”. In the theory of dynamical systems the abelian
periods of the quadratic differential Q are known under the name of “homological coordinates” (see [5] and
numerous recent papers; a substantial reference list can be found in [8]).
The phase space associated to equation (1.1) is the space of pairs (Riemann surface C of genus g, meromor-
phic quadratic differential Q on C with n simple poles). This phase space is nothing but the cotangent bundle
T ∗Mg,n (up to subspaces of codimension one and higher; these subspaces contain differentials with multiple
zeros). The natural symplectic structure on T ∗Mg,n is defined by ωcan =
∑3g−3+n
i=1 dpi ∧dqi, where qi are local
coordinates on the moduli space Mg,n while pi are corresponding momenta (coefficients in the decomposition
of a cotangent vector in the basis {dqi}).
The set of holomorphic local coordinates {qi} on Mg,n can be chosen as follows. To determine locally the
conformal structure of C we pick (outside of hyperelliptic locus and for g > 1) a set of 3g − 3 entries of the
period matrix Ω of C; in different neighbourhoods of the moduli space these entries might have to be chosen
differently. The quadratic differentials corresponding to cotangent vectors dΩjk are products vjvk of normalized
holomorphic differentials. An additional set of n coordinates which determine the positions of punctures {yi}
on C we choose to be qk = (vi/vj)(yk) where vi and vj form a pair of normalized holomorphic 1-forms on
C corresponding to some Torelli marking (these coordinates are also local: in different coordinate charts on
Mg,n one might need to choose another pair of normalized holomorphic differentials and/or different Torelli
markings). The quadratic differential corresponding to cotangent vector dqk is the meromorphic quadratic
differential (given by the formula (5.7) below) whose only simple pole is at yk. The momenta pi are then defined
to be coefficients of decomposition of an arbitrary meromorphic quadratic differential with simple poles in the
basis described above.
An alternative set of Darboux coordinates on T ∗Mg,n (more precisely, on the subset Q0g,n ⊂ T ∗Mg,n which
contains quadratic differentials with all simple zeros) is given by abelian periods of the quadratic differential Q
which are defined as integrals of v =
√
Q over odd part of homology group H1(Ĉ,R) of canonical covering Ĉ.
The canonical two-sheeted covering Ĉ is defined by equation v2 = Q in T ∗C; the branch points of Ĉ lie at zeros
and poles of Q (in modern literature Ĉ is sometimes attributed to Seiberg-Witten [9] or Hitchin [27], although
this two-sheeted covering was extensively used starting from early days of Teichmu¨ller theory [1, 5]). The genus
of Ĉ equals 4g − 3 + n; it admits a natural holomorphic involution which we denote by µ. The homology group
H1(Ĉ,R) can be decomposed into direct sum H+ ⊕H− of even and odd subspaces under the action of µ; the
dimension of H+ equals 2g while dimH− = 6g − 6 + 2n. Choosing a symplectic basis {a−i , b−i } in H− with the
intersection matrix a−i ◦ b−j = δij/2 we define periods of Q by
(1.2) Ai =
∫
a−i
v , Bi =
∫
b−i
v .
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The intersection pairing in H− defines the natural symplectic form
ω = 2
3g−3+n∑
i=1
dAi ∧ dBi
which turns out to coincide with the canonical symplectic form ωcan on T
∗Mg,n restricted to the space of
quadratic differentials with simple zeros. Moreover, we show that the function generating the transformation
from canonical Darboux coordinates (pi, qi) to Darboux coordinates given by periods (
√
2Ai,
√
2Bi) is given by
G =
3g−3+n∑
i=1
AiBi
which generalizes the formula obtained in [4] to the case n 6= 0.
The symplectic form ω = ωcan induces a symplectic structure on the character variety V0g,n via the mon-
odromy map of equation (1.1). We emphasize that this monodromy map essentially depends on the choice of
the base projective connection. The choice of Bergman projective connection SB as the base is not unique since
SB transforms non-trivially under the change of Torelli marking of C. The Bers projective connection chosen
as the base in [21] carries even more freedom, since it depends on a choice of a point in the Teichmu¨ller space
as a parameter. Nevertheless, as it was shown in [4], the Poisson structure induced on the character variety is
the same for the Bergman projective connection (independently of Torelli marking used) and Bers projective
connection used in [21] (independently of the choice of the initial point in the Teichmu¨ller space).
Technically, it is convenient to work with the matrix first order equation constructed by introducing functions
ψ1,2 = ϕ1,2
√
v where ϕ1,2 are two linearly independent solutions of (1.1). Denote by Ψ the Wronskian matrix
of ψ1 and ψ2. The matrix Ψ satisfies the first order matrix equation
(1.3) dΨ =
(
0 v
uv 0
)
Ψ ,
where the meromorphic function u on C is given by
(1.4) u = −SB − Sv
2Q
− 1
and Sv(ξ) = S(z(ξ), ξ) is the Schwarzian derivative of the coordinate z(x) =
∫ x
x1
v with respect to a local
coordinate ξ. Notice that the coefficients v and uv in (1.3) are (holomorphic and meromorphic respectively)
differentials on Ĉ, not on C itself.
The Poisson bracket between u(z) and u(ζ) (assuming that the coordinates z and ζ are independent of
moduli) is given by the following expression:
(1.5)
4pii
3
{u(z), u(ζ)} = Lz
[∫ z
h(z, ζ)dz
]
− Lζ
[∫ ζ
h(z, ζ)dζ
]
,
where the bimeromorphic function h(z, ζ) on C × C is given by h(z, ζ) = B2(z,ζ)Q(z)Q(ζ) ; the differential operator
Lz = 12∂3z − 2u(z)∂z − uz(z) is known as the “Lenard’s operator” in the theory of integrable systems.
The computation of the Poisson bracket (1.5) from the fundamental Poisson bracket {Ai, Bj} = δij/2 (and,
therefore, also from fundamental Poisson bracket on T ∗Mg,n) is based on variational formulas for the canonical
bidifferential B proved in [23, 28]. The monodromy map for equation (1.3) gives an SL(2,C) representation
of pi1(C \ {yi}ni=1, x0). A technical computation originally performed in [4] allows to find the Poisson bracket
between traces of monodromy matrices of equation (1.3) along two arbitrary loops γ and γ˜. The result is the
Goldman’s bracket [11]:
(1.6) {trMγ , trMγ˜} = 1
2
∑
p∈γ◦γ˜
ν(p)
(
trMγpγ˜ − trMγpγ˜−1
)
,
where the monodromy matrices Mγ ,Mγ˜ ∈ SL(2,C); γpγ˜ and γpγ˜−1 are paths obtained by resolving the inter-
section point p in two different ways (see [11]); ν(p) = ±1 is the contribution of the point p to the intersection
index of γ and γ˜.
The paper is organized as follows. In Section 2 we describe main objects associated to the canonical two-
sheeted covering. In Section 3 we define the SL(2,C) monodromy representation for equation (1.1) via an
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appropriate matrix reformulation. In section 4 we derive variational formulas for coefficients of the matrix
equation and for the monodromy matrices. In Section 5 we show that the period coordinates are Darboux
coordinates for the canonical symplectic structure on T ∗Mg,n. In Section 6 we outline the modifications which
have to be made in the scheme of [4] to cover the case of meromorphic differentials with first order poles.
2. Canonical covering of a Riemann surface
2.1. Setup. Denote the moduli space of meromorphic quadratic differentials on Riemann surface of genus
g with n simple poles and 4g − 4 + n simple zeros by Q0g,n. Here we list a few basic facts about the canonical
covering of a Riemann surface determined by any quadratic differential Q ∈ Q0g,n. The presentation is parallel
to the case of canonical covering defined by a holomorphic quadratic differential which was considered in detail
in [24, 28, 4].
Let C be a Riemann surface of genus g. The Torelli marking is a choice of canonical basis {ai, bi}gi=1 in
H1(C,Z) with the intersection index ai ◦ bj = δij . Let {vi}gi=1 be the dual basis in H(1,0)(C) normalized by∮
ai
vj = δij ; integrals of vi over b-cycles give the period matrix Ωij =
∮
bi
vj . Introduce the canonical meromorphic
bidifferential B(x, y) = dxdy logE(x, y), where E is the prime-form (sometimes B is called “Bergman kernel”
following the paper by Hawley-Schiffer [16] of 1966, although this bidifferential was already used by Klein [22]).
The bidifferential B(x, y) is symmetric, B(x, y) = B(y, x) and its only singularity is on the diagonal: as y → x
in a local coordinate ξ one has
(2.1) B(x, y) =
(
1
(ξ(x)− ξ(y))2 +
1
6
SB(ξ(x)) + . . .
)
dξ(x)dξ(y) .
Moreover, B(x, y) is normalized by the requirement that all of its a-periods vanish with respect to each variable
(its bi-period with respect, say, to y-variable, equals 2piivi(x)). Therefore, B(x, y) depends on Torelli marking
of C; under the change of Torelli marking it transforms according to formula given at page 21 of [6]. The
term SB in (2.1) transforms as projective connection under a change of coordinate ξ; it is called the “Bergman
projective connection” (this name is inherited from the “Bergman kenel” terminology adopted in [16, 32]
although, probably, it would be historically more appropriate to call it “Klein’s projective connection”). The
projective connection SB is important both in physics (it equals to the (zz)-component of the energy-momentum
tensor of free bosons on a Riemann surface [31]) and in mathematics (it describes variations of a holomorphic
section of determinant of Hodge vector bundle over various moduli spaces [26, 25, 28], and also variations of
the determinant of Laplacian on a Riemann surface [33, 23]).
2.2. Canonical covering. Let Q ∈ Q0g,n be a meromorphic quadratic differential on C with n simple poles
(denoted by y1, . . . , yn) and 4g − 4 + n simple zeros (denoted by x1, . . . , x4g−4+n). The canonical covering Ĉ is
defined by equation v2 = Q in T ∗Mg. The two-sheeted covering pi : Ĉ → C is branched at all poles and zeros
of Q; thus the total number of branch points is 4g − 4 + 2n and the genus of Ĉ equals ĝ = 4g − 3 + n. The
Abelian differential v is holomorphic on Ĉ; it has zeros of order 2 (on Ĉ!) at the branch points {xi}4g−4+ni=1 and
no other zeros. Denote the natural involution on Ĉ by µ and decompose the homology group H1(Ĉ,R) into
direct sum of the even and odd subspaces H+ ⊕ H−, where dimH+ = 2g and dimH− = 6g − 6 + 2n. The
holomorphic part of cohomology group H(1,0)(Ĉ,R) is similarly decomposed as H+ ⊕ H− where dimH+ = g
and dimH− = 3g − 3 + n. The differential v belongs to H−.
Introduce a set of generators of H− denoted by {a−i , b−i } with the intersection index a−i ◦ b−j = δij/2. The
integrals of v over {a−i , b−i } ,
(2.2) Ai =
∫
a−i
v Bi =
∫
b−i
v , i = 1, . . . 3g − 3 + n ,
are called the (abelian) periods of the quadratic differential Q. The periods can be used as local coordinates on
the space Q0g,n which are called “homological coordinates” in the theory of dynamical systems [5, 8]
1.
Another way of looking at coordinates (Ai, Bi) is to consider them as combinations of integrals of the
differential v between different branch points of Ĉ.
1In physics literature these periods are denoted by ai and aDi and are attributed to Seiberg and Witten, see for example [9] and
references therein.
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The differential v can be used to introduce a special system of local coordinates on Ĉ and C. Namely, if x is
a point of Ĉ which does not coincide with branch points {xi} then the local parameter (the “flat coordinate”)
on Ĉ in a neighbourhood of x is given by
(2.3) z(x) =
∫ x
x1
v ,
where x1 is a chosen “first” zero of v.
Near branch points {xi} of Ĉ the local coordinates on Ĉ are given by (these coordinates are called “distin-
guished”):
(2.4) ζˆi(x) =
[∫ x
xi
v
]1/3
, i = 1, . . . , 3g − 3 + n ;
near yk the distinguished local coordinate is
ξˆk(x) = z(x)− z(yk) =
∫ x
yk
v, i = 1, . . . , n .
The “flat” local coordinates on C near every point except zeros or poles of Q are the same as on Ĉ (also defined
up to a sign).
On the base curve C the distinguished local coordinate near point xi is given by
(2.5) ζi(x) =
[∫ x
xi
v
]2/3
,
and near yk:
(2.6) ξk(x) =
[∫ x
yk
v
]2
.
To work with the canonical covering Ĉ it is convenient (following Lemma 3.1 of [4]) to choose a special set
of generators ({αi, βi}gi=1, γx1 , . . . , γx4g−4+n , γy1 , . . . γyn) of the fundamental group pi1(C \ {xi, yi}) which satisfy
the relation
(2.7)
(
4g−4+n∏
i=1
γxi
)(
n∏
i=1
γyi
)
g∏
i=1
αiβiα
−1
i β
−1
i = id .
The topology of the covering Ĉ determines a homomorphism h of pi1(C \ {xi, yi}) to the symmetric group
S2. In parallel to Lemma 3.1 of [4] one can prove that the generators α, β, γ can be chosen in such a way that
(2.8) h(αi) = h(βi) = (21) i = 1, . . . , g ,
while
(2.9) h(γxi) = h(γyj ) = id , i = 1, . . . , 4g − 4 + n , j = 1, . . . , n .
Then one can cut Ĉ along loops representing generators αi and βi on both sheets of the covering; in this way
one gets the two-sheeted covering Ĉ0 of the fundamental polygon C0 of C branched at 4g − 4 + 2n points {xi}
and {yi}.
It is convenient to connect the branch points by the following system of branch cuts:
(2.10) [xi, yi] , i = 1, . . . , n ,
(2.11) [xn+2i−1, xn+2i] , i = 1, . . . , 2g − 2 .
Under this choice of branch cuts Ĉ0 becomes a two-sheeted branched covering of the fundamental polygon
C0 with branch cuts chosen as shown in Fig.1.
Denote by x0 the corner of C0. To study the monodromy group of the equation (1.1) we are going to
introduce a system of n loops κ1, . . . , κn on Ĉ0 (Fig.1) such that the loop κi goes around the branch cut [xi, yi].
Projections of these loops to C0 will be denoted by the same letters.
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1
x
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1
1
n n
x xn+1 n+2
x 0
x
x
4g−5+n
4g−4+n
κ
Figure 1. Fundamental polygon C0 with loops κi and κ.
3. Second order equation with meromorphic potential on a Riemann surface
We are going to write the second order linear equation on a Riemann surface (the ”Schro¨dinger equation”)
in the form
(3.1) ϕ′′ +
(
1
2
SB +Q
)
ϕ = 0 ,
where the derivative is taken with respect to some local coordinate ξ on C. The solution ϕ of (3.1) is locally
a −1/2-differential which we write as ϕ = ϕ(ξ)(dξ)−1/2. Choosing two linearly independent solutions of (3.1)
construct the Wronskian matrix
(3.2) Φ(ξ) =
(
ϕ1 ϕ2
ϕ1ξ ϕ2ξ
)
.
This matrix satisfies the equation
(3.3)
dΦ
dξ
=
(
0 1
− 12SB(ξ)−Q(ξ) 0
)
Φ ,
where we use the notation SB = SB(ξ)(dξ)
2 and Q = Q(ξ)(dξ)2.
Let the quadratic differential Q have n simple poles {yi}ni=1 and 4g − 4 + n simple zeros {xi}4g−4+ni=1 .
Introduce the canonical cover Ĉ by the equation v2 = Q. The zeros of the Abelian differential v on Ĉ all have
multiplicity 2, and therefore v1/2 is a section (holomorphic on Ĉ and unique up to a sign) of a spin line bundle
over Ĉ. Following [4] we define
(3.4) ψ(ξ) := ϕ(ξ)v1/2(ξ) .
Then the scalar equation (3.1) takes the following form in terms of ψ:
(3.5) d
(
dψ
v
)
− uvψ = 0 ,
where u is the meromorphic function on C given by
(3.6) u = −SB − Sv
2v2
− 1 .
and Sv is the meromorphic projective connection on C given by the Schwarzian derivative of the flat coordinate
z:
(3.7) Sv(ξ) = S
(∫ x
x1
v, ξ
)
=
(
v′
v
)′
− 1
2
(
v′
v
)2
.
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Choosing two linearly independent solutions ψ1,2 of (3.5) we construct the Wronskian matrix Ψ which is
related to the matrix Φ (3.2) as follows
(3.8) Ψ =
(
ψ1 ψ2
dψ1/v dψ2/v
)
≡ v1/2(ξ)
[
I +
vξ
2v
(
0 1
0 0
)]
Φ .
The matrix Ψ satisfies the equation
(3.9) dΨ =
(
0 v
uv 0
)
Ψ .
Matrix entries v and uv of the coefficient matrix of (3.9) are differentials on Ĉ (v is holomorphic while uv is
meromorphic) which are anti-symmetric under the involution µ.
The advantage of the matrix Ψ over the original Wronskian matrix Φ is that the matrix entries of the former
are functions i.e. they are independent of the choice of the local parameter ξ while the matrix entries of the
latter non-trivially depend on the choice of ξ. The price which is paid for this independence is the appearance
of the canonical covering Ĉ in the equation satisfied by Ψ. Therefore, Ψ gets additional monodromies ±i around
zeros xi (Φ is monodromy-free around xi). The same factors ±i appear when comparing monodromies of (3.3)
and (3.9) around poles yi.
Another way to rewrite equation (3.9) is to use the flat coordinate z =
∫ x
x1
v on Ĉ (z can be used as a local
coordinate on C and Ĉ outside of neighbourhoods of points xi and yk) . Then v = dz and the scalar equation
(3.5) can be written as
(3.10) ψzz + uψ = 0 .
The matrix equation (3.9) now takes the form
(3.11)
dΨ
dz
=
(
0 1
u(z) 0
)
Ψ .
3.1. Monodromy representation. There are various ways to associate a monodromy representation of the
fundamental group pi1(C \ {yi}ni=1, x0) to equations (3.1), (3.3) and (3.9). Due to the sign ambiguity of the
spinors ϕ1,2 the equation for Φ (3.3) determines only a PSL(2,C) monodromy representation which coincides
with the monodromy representation of the Schwarzian equation for function f = ϕ1/ϕ2:
(3.12) S(f, ξ) = SB + 2Q .
It is a non-trivial problem whether or not this representation can be lifted to an SL(2,C) representation (see
[10]).
On the other hand, if we write down the equation in terms of matrix Ψ (3.9) an SL(2,C) representation
can be naturally constructed (as shown in [4] for n = 0).
Let us show how an SL(2,C) monodromy representation of pi1(C \{yi}ni=1, x0) can be associated to equation
(3.9) for n > 0. The subtlety is in the fact that both differentials, v and uv, forming the matrix of coefficients
of the system, are differentials on Ĉ, not on C. However a natural SL(2,C) representation of the fundamental
group of C \ {yk}nk=1 can be defined as follows.
Assume that the generators of the fundamental group pi1(C \ {xi, yi}) are chosen according to (2.8), (2.9)
and consider the first sheet Ĉ(1)0 of the two-sheeted covering Ĉ0 of the fundamental polygon C0 (Fig.1). As before,
the loops κi, i = 1, . . . , n are chosen to encircle the branch cuts [xi, yi]; introduce also the loop κ excircling all
the remaining branch cuts [xi, xi+1] for i = n+ 1, . . . , 4g − 4 + n− 1.
Since the coefficients of equation (3.9) are single-valued in the multiply-connected domain obtained by delet-
ing all branch cuts from Ĉ(1)0 , one can define monodromy matrices along the loops αi, βi, κi and κ corresonding
to initial point x0.
The monodromy matrix along κ equals I since (see Lemma 6.2 of [4]) the monodromy around each xi arises
only due to the factor of v1/2 relating matrices Φ (which is monodromy-free around xi) and Ψ; this monodromy
equals i. Since the number of zeros encircled by κ is a multiple of 4, the total monodromy of Ψ along κ equals
I.
Therefore the monodromies along remaining loops κi, {αi}, {βi} satisfy the required relation
(3.13) Mκn . . .Mκ1
1∏
i=g
MaiMβiM
−1
αi M
−1
βi
= I ,
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i.e. these monodromies form an anti-representation of the fundamental group of C \ {[xi, yi]}ni=1. Since the
monodromies of Ψ around xi arising from elementary transformation between Φ and Ψ are equal to iI we
shall define the monodromies of equation (3.1) around poles yi to be matrices Mκi . These matrices obviously
correspond to PSL(2,C) monodromies of the associate Schwarzian equation
(3.14) S(f, ξ) = SB(ξ) +Q(ξ) .
Therefore, we get the following
Proposition 3.1. The constructed SL(2,C) monodromy representation of matrix equation (3.9) is a lift of
the PSL(2,C) monodromy representation of the Schwarzian equation (3.14).
The equation (1.1) can be written in terms of a local coordinate ξ near a pole yi in the form
ϕξξ +
(
C
ξ
+O(1)
)
ϕ = 0 .
The local analysis shows that the monodromy of Φ around yi has two coinciding eigenvalues equal to 1. Due to
additional factors of −i and i arising from monodromies of v1/2 around yi and xi, respectively, the eigenvalues
of monodromy Mκi of Ψ along κi are also coinciding and equal to +1.
4. Variational formulas
4.1. Variational formulas on Q0g,n. The variational formulas on the moduli space Q
0
g,n describe the depen-
dence of the period matrix Ω, normalized differentials vi and the canonical bidifferential B on moduli, which
in present setting are given by periods (Ai, Bi). To write down these formulas in our present setting we intro-
duce a set of generators s1 . . . , s6g−6+2n in H− (for example one can choose this set to coincide with the set
{a−i , b−i }) and introduce the periods Pi =
∫
si
v. Denote by s∗1, . . . , s
∗
6g−6+2n the set of generators dual to {si}
with intersection index s∗i ◦ sj = δij ; the set of dual periods corresponding to {a−i , b−i } is given by {−2b−i , 2a−i }.
The variational formulas on the space Q0g,n given below can be obtained by reduction of the variational
formulas on spaces of holomorphic Abelian differentials [23] to a subspace consisting of Riemann surfaces
admitting a holomorphic involution. These formulas are only a slight modification of variational formulas on
spaces of holomorphic quadratic differentials [28, 4]. Let us introduce g functions on Ĉ:
(4.1) fi(x) =
vi(x)
v(x)
and the function of two variables on Ĉ
(4.2) b(x, y) =
B(x, y)
v(x)v(y)
.
The variational formula for the period matrix Ω looks as follows:
(4.3)
∂Ωjk
∂Psi
=
1
2
∫
s∗i
fjfkv .
For the holomorphic normalized differentials and for the canonical bidifferential one has:
(4.4)
∂fj(x)
∂Psi
=
1
2
∫
s∗i
fj(t) b(t, y)v(t)
and
(4.5)
∂b(x, y)
∂Psi
=
1
4pii
∫
s∗i
b(x, t) b(t, y)v(t) ,
where Psi :=
∮
si
v and all derivatives are computed keeping z(x) =
∫ x
x1
v and z(y) =
∫ y
x1
v constant. The
fundamental polygon of Ĉ used to define z(x) and z(y) must be invariant under the involtion µ, such that the
coordinate z(x) satisfies the relation z(xµ) = −z(x) for x lying inside of the fundamental polygon.
Notice that, although the integrand in the right-hand side of (4.5) has poles of second order at the branch
points xi, its residues at these points vanish since this integrand is anti-symmetric under µ.
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Integrating (4.5) with respect to variable y between any two points p1 and p2 along a contour l one gets a
variational formula for the normalized (integrals over all a-periods not intersecting contour l vanish) differential
Wp1p2 of third kind with poles at p1,2 and residues ±1:
(4.6)
∂Wp1,p2(x)
∂Psi
=
1
4pii
∫
s∗i
Wp1,p2(t) b(t, x)v(t) .
Taking the limit y → x in the formula (4.5) one gets the variational formula for the potential u = − 12 SB−SvQ −
1 (also at z(x) constant):
(4.7)
∂u(x)
∂Psi
= − 3
8pii
∫
s∗i
h(x, t)v(t) ,
where
(4.8) h(x, t) =
B2(x, t)
Q(x)Q(y)
.
The differential h(x, t)v(t) has poles of order 4 on Ĉ at t = x and t = xµ with non-trivial residues. Therefore,
the choice of the class of the integration path in H1(Ĉ \ {x, xµ}) in the right-hand side of (4.7) is important; this
choice must be made in such a way that the integration goes along parts of the boundary of the fundamental
polygon of Ĉ; the fundamental polygon should coincide with the one used to define the coordinate z(x) which
is kept fixed in the left-hand side of (4.7).
4.2. Variational formulas for solution and monodromies of the second order equation. Let Ψ(z) be
solution of the matrix equation (3.11) normalized at the point z0 = z(x0) via Ψ(z0) = I.
Let us introduce the following auxiliary matrix:
(4.9) Λ(x) = Ψ−1(x)σ−Ψ(x) ,
where σ− =
(
0 0
1 0
)
. The matrix Λ satisfies the third order equation [4]
(4.10) Λzzz − 4u(z)Λz − 2uzΛ = 0 .
The components of the matrix Λ are given by ψ21 , ψ
2
2 and ψ1ψ2; therefore (4.10) is nothing but a well-known
third order equation for products of two solutions of second order equation (3.10).
Dependence of Ψ(x) (for fixed z(x)) on moduli is given by the following proposition:
Proposition 4.1. The following variational formula holds for solution of (3.9) normalized by Ψ(x0) = I:
(4.11) Ψ−1
∂Ψ(x)
∂Psi
∣∣∣
z(x)=const
= − 3
8pii
∫ x
x0
Λ(x)
[∫
t∈s∗i
h(x, t)v(t)
]
for any si ∈ H−. The integration path s∗i in the r.h.s. of (4.11) goes along the boundary of the fundamental polygon
of Ĉ used to define the Abelian integral z(x).
The proof of this proposition is a direct application of the variation of parameters formula for the non-
homogeneus linear equation using the variational formula (4.7) for the coefficient of the equation.
An immediate corollary of the formula (4.11) is the following variational formula for monodromy matrices.
Corollary 4.1. Let γ be any element of pi1(C\{yi}ni=1, x0). Denote by Mγ the monodromy matrix of equation
(3.9) along γ (as defined in Section 3.1). Then the following variational formulas hold:
(4.12) M−1γ
∂Mγ
∂Psi
= − 3
8pii
∫
γ
Λ(x)
[∫
t∈s∗i
h(x, t)v(t)
]
.
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5. Canonical symplectic structure on T ∗Mg,n via periods of Q
Let {qi}3g−3+ni=1 be a set of holomorphic local coordinates onMg,n. Then for any cotangent vector p we can
define its coordinates pi via p =
∑3g−3+n
i=1 pidqi. Introduce the canonical symplectic structure ωcan on T
∗Mg,n:
(5.1) ωcan =
3g−3+n∑
i=1
dpi ∧ dqi
and the corresponding symplectic potential (the Liouville 1-form)
(5.2) θcan =
3g−3+n∑
i=1
pidqi .
Define the ”homological” symplectic structure on Q0g,n in terms of periods (Ai, Bi):
(5.3) ωhom = 2
3g−3+n∑
i=1
dAi ∧ dBi
and its symplectic potential
(5.4) θhom = 2
3g−3+n∑
i=1
AidBi .
Notice that the form ωhom is independent of the choice of basis (a
−
i , b
−
i ) in H− but θhom depends on this choice.
On the other hand, the 1-form θ =
∑3g−3+n
i=1 AidBi−BidAi (such that dθ = dθhom = ωhom) is also independent
of a choice of symplectic basis in H−.
5.1. Local coordinate systems on Mg,n and dual quadratic differentials. Consider first the case n = 0
and exclude the hyperelliptic locus from consideration. The natural local coordinates on the moduli space Mg
of unpunctured Riemann surfaces of genus g can be obtained using the Torelli theorem stating that the complex
structure of a Riemann surface C is uniquely determined by its period matrix Ω. Therefore, in a neighbourhood
of any point ofMg there exists a subset D of 3g−3 matrix entries of Ω which can be chosen as local coordinates
{qjk = Ωjk}, (jk) ∈ D on Mg. The cotangent vectors dΩjk to Mg at a given point can be identified with
holomorphic quadratic differentials vjvk:
(5.5) dΩjk ∼ vjvk
since variation of Ωjk under an infinitesimal deformation δµ of a Riemann surface defined by a Beltrami differ-
ential µ (δµ can be viewed as an element of the tangent space to Mg at a given point) is given by the Rauch
variational formula δµΩjk =
∫
C vjvkµ. The analog of Rauch’s formulas on the space Qg is given by (4.3) which
also confirms the identification of the tangent vector dΩjk with holomorphic quadratic differential vjvk.
For an arbitrary n we are going to consider separately the case g ≥ 2 and the low genus cases g = 1 and
g = 0.
5.1.1. Coordinates onMg,n for g ≥ 2. Local holomorphic coordinates onMg,n can be introduced in various
ways. We are going to use the following set of coordinates:
• A set of 3g − 3 entries Ωjk (jk) ∈ D of the period matrix. These coordinates determine the complex
structure of C. The cotangent vector dΩjk is represented by the holomorphic quadratic differential
vjvk. These holomorphic quadratic differentials span a 3g − 3-dimensional subspace in 3g − 3 + n -
dimensional cotangent space T ∗CMg,n.
• The additional n coordinates (outside, possibly, a a subset ofMg,n of codimension 1) we are going to
choose as follows:
(5.6) wk =
vi
vj
(yk) ,
where vi and vj is an arbitrary pair of normalized holomorphic differentials on C such that vj(yk) 6= 0.
The differential vk has to be chosen differently in different neighbourhoods on the moduli space.
[The existence of a holomorphic differential non-vanishing at any given point yk can be easily proved.
Namely, assuming that all holomorphic differentials vanish at yk we conclude that all periods of the
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second kind differential B(x, yk) vanish; thus the antiderivative of B(x, yk) is a meromorphic function
whose only simple pole is at yk which is a contradiction].
The cotangent vector dwk can be represented by the following (generically meromorphic) differ-
ential Qk whose only pole of first order is at the marked point yk:
(5.7) Qk(t) =
1
4pii
vi(t)vj(yk)− vi(yk)vj(t)
v2j (yk)
B(t, yk) ,
where B is the canonical bimeromorphic differential. If the numerator of (5.7) vanishes at yk then the
quadratic differential Qk is holomorphic; thus the function wk can not be used as local coordinate on
the subspace (of codimension 1) ofMg,n defined by equation (v′ivj − viv′j)(yk) = 0. For our purposes,
however, it is sufficient to cover Mg,n by coordinate charts outside of a subspace of codimension one
since all equalities of forms we derive can be extended to the whole space by analyticity.
To verify that (5.7) indeed corresponds to cotangent vector dwk we use variational formulas (4.4)
to get
(5.8)
∂wk
∂Pi =
∫
s∗i
Qk(t)
v(t)
.
5.1.2. Coordinates on M1,n. Let n ≥ 2. The dimension of M1,n equals n. The first coordinate q1 on M1,n
is the period Ω. The holomorphic quadratic differential corresponding to the cotangent vector dΩ is given by
v21 , in analogy to the higher genus case.
The remaining n−1 coordinates q2, . . . , qn are defined by integrating the normalized differential v1 between
poles of Q:
(5.9) qk =
∫ yk
y1
v1
for k = 2, . . . , n.
The meromorphic quadratic differential with simple poles at y1 and yk which corresponds to the cotangent
vector dqk equals
(5.10) Qk(t) =
1
4pii
v1(t)Wy1yk(t) ,
where Wxy(t) is the normalized (its a-period vanishes) differential of third kind on C with simple poles at x and
y and residues +1 and −1, respectively.
The correspondence between the cotangent vector dqk and the meromorphic quadratic differential Qk can
be verified by integrating variational formulas (4.4) for the differential v1 between y1 and yk which gives
(5.11)
∂qk
∂Pi =
∫
s∗i
Qk
v
, k = 2, . . . , n .
5.1.3. Coordinates onM0,n. Consider the non-trivial case n ≥ 4; then dimM0,n = n−3. Define coordinates
qk on M0,n as follows:
(5.12) qk =
∫ yk+3
y3
Wy1y2
for k = 1, . . . , n− 3, where as before
(5.13) Wy1y2 =
(
1
x− y1 −
1
x− yk+1
)
dx
is the meromorphic differential of third kind on the Riemann sphere.
According to general variational formulas for the third kind differential Wp1p2(x) (4.6) the quadratic differ-
ential corresponding to cotangent vector dqk is given by
(5.14) Qk =
1
4pii
Wy1y2Wy3yk+3 .
Computing the coordinates qk (5.12) and the corresponding meromorphic differentials Qk (5.14) explicitly,
we get
(5.15) qk = log
(yk+3 − y1)(y3 − y2)
(y3 − y1)(yk+3 − y2)
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and
(5.16) Qk =
1
4pii
(y1 − y2)(y3 − yk+3)
(x− y1)(x− y2)(x− y3)(x− yk+3) (dx)
2 .
5.2. Equivalence of canonical and homological symplectic structures on T ∗Mg,n. The following theorem
generalizes Theorem 4.1 of [4] to the case n > 0.
Theorem 5.1. Being restricted to the moduli space Q0g,n, the canonical symplectic form (5.1) coincides with
the homological symplectic form (5.3):
(5.17) ωcan = ωhom .
The canonical symplectic potential (5.2) is expressed in terms of homological coordinates as follows:
(5.18) θcan =
3g−3+n∑
i=1
(AidBi −BidAi) ,
and, therefore, the function generating the transition between canonical and homological Darboux coordinates is
given by
(5.19) G =
3g−3+n∑
i=1
AiBi .
Proof. For n = 0 the proof is given in [4], Th.4.1. Let n 6= 0. Consider the case g ≥ 2. At generic point of
the moduli space Q0g,n we can represent the quadratic differential Q ∈ Q0g,n as a linear combination of differentials
Qk (5.7) and holomorphic differentials vjvk where (jk) ∈ D for some subset D of matrix entries of the period matrix
Ω:
(5.20) Q =
∑
(jk)∈D
pjkvjvk +
n∑
l=1
plQl ,
or, since Q = v2,
(5.21) v =
∑
(jk)∈D
pjk
vjvk
v
+
n∑
l=1
pl
Ql
v
.
Integrating this relation over cycles a−i and b
−
i we get
(5.22) Ai =
∑
(jk)∈D
pjk
∫
a−i
vjvk
v
+
n∑
l=1
pl
∫
a−i
Ql
v
and
(5.23) Bi =
∑
(jk)∈D
pjk
∫
b−i
vjvk
v
+
n∑
l=1
pl
∫
b−i
Ql
v
.
Taking into account variational formulas (5.8) and (4.3) we rewrite (5.22) and (5.23) as follows:
(5.24) Ai =
∑
(jk)∈D
pjk
∂qjk
∂Bi
+
n∑
l=1
pl
∂ql
∂Bi
and
(5.25) Bi = −
∑
(jk)∈D
pjk
∂qjk
∂Ai
−
n∑
l=1
pl
∂ql
∂Ai
.
Therefore,
3g−3+n∑
i=1
(AidBi −BidAi) =
∑
(jk)∈D
3g−3+n∑
i=1
pjk
(
∂qjk
∂Ai
dAi +
∂qjk
∂Bi
dBi
)
+
n∑
l=1
3g−3+n∑
i=1
pjk
(
∂ql
∂Ai
dAi +
∂ql
∂Bi
dBi
)
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(5.26) =
∑
(jk)∈D
pjkdqjk +
n∑
l=1
pldql = θcan .
This completes the proof of (5.18) for g ≥ 2; applying d-operator to this relation we get (5.17).
For g = 0, 1 the proof is analogous. Say, in g = 1 case the sum of residues of Abelian differential Q/v1 equals
0; therefore, Q can be represented as a linear combination of v21 and quadratic differentials (5.10):
(5.27) Q = p1v
2
1 +
n∑
k=2
pkQk .
Dividing (5.27) by v, integrating the result over cycles a−i and b
−
i and using variational formulas for Ω and Abelian
differentials Wy1yk we get
(5.28) Ai = p1
∂q1
∂Bi
+
n∑
k=2
pk
∂qk
∂Bi
and
(5.29) Bi = −p1 ∂q1
∂Ai
−
n∑
k=2
pk
∂qk
∂Ai
,
which again implies (5.18).
Consider now the case g = 0. In genus 0 any quadratic differential with at most simple poles at y1, . . . , yn can
be represented as a linear combination of n− 3 quadratic differentials Qk (5.14); thus
(5.30) v =
g−3∑
k=1
pk
Qk
v
for some coefficients pk. Furthermore, variational formulas (4.6) for Wy1y2 imply
Ai =
n−3∑
k=1
pk
∂qk
∂Bi
, Bi = −
n−3∑
k=1
pk
∂qk
∂Ai
leading to (5.18). 
Remark 5.1. The statement (5.17) about coincidence of the homological and canonical symplectic struc-
tures was contained in the paper [9] written in 2012 (Section 7.3.2) in the context of meromorphic quadratic
differentials with second or higher order poles.2 However, the supporting argument in [9] was given on the
“physics” level of rigour. On the other hand, Theorem 4.1 of [4] for n = 0 and Theorem 5.1 of this paper (for
any n) are proved rigorously. Moreover, in our Theorem 5.1 and Corollary 4.1 of [4] we get a stronger result:
we don’t only prove the coincidence of the symplectic forms but also explicitly compute the generating function
(5.19) between two systems of Darboux coordinates. The correspondence of notations used here (as well as
in [4]) and notations used in [9] is as follows: the homological coordinates (the “abelian periods” {Ai, Bi})
of Q are called in [9] the “Seibeg-Witten central charge functions” and denoted by (ai, a
D
i ). The generating
function (5.19) of this paper coincides with function F of [9] called there the “Seiberg-Witten prepotential”.
The terminology of this paper follows classical works on Teichmu¨ller theory; in particular, periods of
√
Q were
already used in 1975 paper [5] devoted to the theory of Strebel differentials.
6. From canonical symplectic structure on T ∗Mg,n to Goldman bracket
The canonical symplectic structure on T ∗Mg,n (or, equivalently, the symplectic structure (5.3) on the space
Q0g,n) induces the Poisson structure on the space of coefficients u of the equation (3.9). The Poisson bracket
between u(z) and u(ζ) (for constant z and ζ) can be computed using the variational formula (4.7) and Theorem
5.1:
{u(z), u(ζ)} = 1
2
3g−3+n∑
i=1
∂u(z)
∂Ai
∂u(ζ)
∂Bi
− ∂u(z)
∂Bi
∂u(ζ)
∂Ai
,
2The author thanks Joerg Teschner for pointing out this reference.
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which gives, in analogy to the proof of Proposition 4.4 of [4]:
(6.1)
4pii
3
{u(z), u(ζ)} = Lz
[∫ z
h(z, ζ)dz
]
− Lζ
[∫ ζ
h(z, ζ)dζ
]
,
where
Lz = 1
2
∂3z − 2u(z)∂z − uz(z)
is called the “Lenard’s operator” in the theory of KdV equation [2]. In the computation of the bracket (6.1) it
is assumed that the arguments z and ζ of u are independent of moduli.
The bracket (6.1) does not imply Poisson brackets between monodromy matrices of the equation (3.9)
themselves since these monodromies depend also on the choice of the basepoint x0. However, the bracket (6.1)
defines a Poisson structure on the character variety V0g,n which consists of equivalence classes of monodromy
representations (moduli simultaneous conjugation by some matrix). We add the index 0 to the notation V0g,n
to indicate that each of the monodromy matrices around poles yi have coinciding eigenvalues (1 or −1).
The coordinates on V0g,n can be chosen to be traces of monodromy matrices Mγ for a sufficiently large set
of loops γ.
The following proposition is rather technically tedious; it is proved in complete analogy to the case n = 0
given in Theorems 7.2 and 7.3 of [4]:
Proposition 6.1. Let γ and γ˜ be two closed contours on C. If γ and γ˜ do not intersect then the traces of the
corresponding monodromy matrices of equation (3.9) Poisson-commute,
(6.2) {trMγ , trMγ˜} = 0 .
If γ and γ˜ intersect transversally at one point x0 with γ˜ ◦ γ = 1 then
(6.3) {trMγ , trMγ˜} = 1
2
(trMγMγ˜ − trMγM−1γ˜ ) .
From this proposition one can deduce the validity of Goldman’s bracket for any two contours γ and γ˜ by
finding a sufficiently large supply of loops on C which intersect at no more than one point.
Theorem 6.1. The canonical Poisson structure on T ∗Mg,n implies the Goldman’s bracket for traces of mon-
odromies of equation (3.9), i.e. for any two loops γ, γ˜ ∈ pi1(C, x0) one has
(6.4) {trMγ , trMγ˜} = 1
2
∑
p∈γ∩γ˜
ν(p)(trMγpγ˜ − trMγpγ˜−1) ,
where γpγ˜ and γpγ˜
−1 are two ways to resolve the intersection point p to get two new contours γpγ˜ and γpγ˜−1 for
each p; ν(p) = ±1 is the contribution of the point p to the intersection index of γ and γ˜.
Proof. The proof is parallel to the proof of Theorem 7.4 of [4]. Namely, any two loops from the set consisting
of the following g2 + 2g + 2gn+ n elements of pi1(C \ {yi}ni=1, x0):
(6.5) S = {αi, βi, 1 ≤ i ≤ g ; αiαj , i < j ; αiβj , i ≤ j ; κk, κkαi, κkβi, k = 1, . . . , n , i, j = 1, . . . , g}
either don’t intersect or intersect at only one point; thus (6.4) holds for any pair of loops γ, γ˜ ∈ S. Notice that the
number of functions trMγ for γ ∈ S is always greater than the dimension 6g− 6 + 2n of the character variety V0g,n;
however, it remains to show that at generic point of V0g,n the differentials of trMγ generate the whole cotangent
space to V0g,n.
By simultaneous conjugation of all monodromies we can transform the matrix Mαg to a diagonal form (gener-
ically), and the matrix Mβg to a matrix whose fixed point (of associated Mo¨bius transformation) equals 1. Then
from the triple of numbers (trMαg , trMβg , trMαgMβg ) we find matrices Mαg and Mβg . Then to find any other
matrix Mαi one can use the triple of loops (αi, αiαg, αiβg) also contained in in the set S.
In turn, knowing all matrices Mαi as well as Mβg one can reproduce the matrices Mβ2 , . . . ,Mβg−1 since for each
j the set S contains βj and αiβj for i = 1, . . . , j, which is sufficient to determine Mβj for j ≥ 2 (up to a binary
choice).
Now we have enough information to determine Mκi from knowing trMκiαj for all αj (actually, each of Mκi
has only one unknown entry. The only remaining unknown matrix is Mβ1 ; this matrix can be determined knowing
trMβ1 , trMα1Mβ1 and using the relation (3.13) as discussed in [4]. 
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6.1. Admissible holomorphic sections of Sg. The map from the space of meromorphic quadratic differen-
tials to the character variety V0g,n via the monodromy map of the Schro¨dinger equation is highly non-canonical:
it essentially depends on the choice of the base holomorphic section of the affine bundle of projective connections
over an appropriate covering of the moduli space. For example, the Bergman projective connection used in [4]
(as well as in this paper) depends on the choice of canonical basis in homology group of C, and therefore is
a holomorphic section of the affine bundle of projective connections over the Torelli space. In general, to be
able to compare different holomorphic sections of the affine bundle of projective connections it’s convenient to
consider the affine bundle Sg of holomorphic projective connections over the Teichmu¨ller space Tg.
Choosing any other holomorphic section S0 of Sg we could also write the Schro¨dinger equation in the form
(6.6) ϕ′′ +
(
1
2
S0 +Q
)
ϕ = 0 .
In [4] we have discussed alternative ways of fixing S0: the Schottky or quasi-fuchsian (Bers) projective
connections (the most common Fuchsian projective connection is not suitable in this framework since it depends
non-holomorphically on moduli of C). In particular, we have shown that if S0 is the Schottky projective
connection then the canonical symplectic structure on T ∗Mg also implies the Goldman Poisson structure on the
character variety Vg. The same statement for the case when S0 is given by Bers projective connection follows
from the paper by S.Kawai [21]. [We recall that the Schottky projective connection is given by Schwarzian
derivative S(zS , t) with respect to any local coordinate t, where zS is the Schottky uniformization coordinate.
The Bers projective is given by the Schwarzian derivative S(zC0 , t) where zCo is the coordinate in the fundamental
domain of the Kleinian group defining simultaneous uniformization of C and some “fixed” Riemann surface C0
with anti-holomorphic complex structure, i.e. there exists in fact infinitely many Bers projective connections;
these projective connections are labeled by points of Teichmu¨ller space].
Therefore, all of the choices of the base projective connection S0 listed above are equivalent from symplectic
point of view, which inspires the following definition:
Definition 6.1. A holomorphic section S0 of the affine line bundle Sg over the Teichmu¨ller space Tg is
called admissible if the canonical symplectic structure on T ∗Mg,n implies Goldman’s bracket on the character
variety Vg,n under the monodromy map of equation (6.6).
According to discussion of [4], two holomorphic sections, S0 and S1, of Sg are equivalent iff there exists a
holomorphic function G01 on Tg such that
(6.7) δµG01 =
∫
C
µ(S0 − S1) ,
where µ is an arbitrary Beltrami differential. The function G01 is the generating function of the corresponding
symplectomorphizm Q→ Q+ 12 (S0 − S1) of T ∗Mg [4]. Clearly, the equivalence of S0 and S1 does not depend
on the number of punctures n. Since the equivalence of Bergman, Schottky and Bers projective connections
follows from the analysis of n = 0 case contained in [21, 4], we can formulate the following corollary of Theorem
6.1.
Corollary 6.1. If the holomorphic section of Sg in equation (6.6) is chosen to be either Bergman (corre-
sponding to any Torelli marking), Schottky (corresponding to any choice of generators) or Bers (corresponding to
any “base” Riemann surface C0) projective connections then the canonical symplectic structure on T ∗Mg,n induces
the Goldman bracket on the character variety V0g,n under the monodromy map of equation (6.6).
The Definition 6.1 allows to formulate our Theorem 5.1 simply as follows:
“The Bergman projective connection is admissible for any n and g”.
Actually, the set of admissible holomorphic sections of Sg is rather tiny; one of examples of non-admissible
holomorphic section of Sg is given in Remark 5.1 of [4].
Suppose now that S0 and S1 are two admissible holomorphic sections of Sg and write down the same
equation in two ways:
(6.8) ϕ′′ −
(
1
2
S0 +Q0
)
ϕ = 0
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and
(6.9) ϕ′′ −
(
1
2
S1 +Q1
)
ϕ = 0 ,
where Q0 and Q1 are two meromorphic quadratic differentails with simple poles related by
(6.10) Q0 −Q1 = 1
2
(S1 − S0) .
Then the canonical coverings Ĉ0 defined by v20 = Q0 and Ĉ1 defined by v21 = Q1 have different conformal
structure. Moreover, the periods (A0i , B
0
i ) of v0 and (A
1
i , B
1
i ) of v1 are not related to each other in any simple
way (even if S0 and S1 are Bergman projective connections corresponding to two different Torelli markings).
However, since both S0 and S1 are admissible, the Goldman bracket on the character variety of equation (6.8),
(6.9) implies the coincidence of the homological symplectic forms defined by Q0 and Q1:
(6.11)
3g−3+n∑
i=1
dA0i ∧ dB0i =
3g−3+n∑
i=1
dA1i ∧ dB1i
i.e. each admissible projective connection defines its own set of Darboux coordinates for Goldman’s bracket.
We don’t know how the relation (6.11) can be verified directly, without using the link with Goldman’s brackets.
6.2. An analog of Jimbo-Miwa tau-function for the system (1.3). In the theory of isomonodromic de-
formations of a linear system
dΨ
dx
=
N∑
i=1
Ai
x− xiΨ
the main role is played by the isomonodromic Jimbo-Miwa tau-function defined by equations
(6.12)
∂ log τJM
∂xi
=
1
2
res|xi
tr (dΨΨ−1)2
dx
.
A straightforward analog of the definition (6.12) in the context of equation (1.3):
(6.13) dΨ =
(
0 v
uv 0
)
Ψ ,
where
(6.14) uv = −SB − Sv
2v
− v ,
looks as follows:
(6.15)
∂ log τ
∂Psi
:=
1
4pii
∫
s∗i
(
tr (dΨΨ−1)2
v
+ 2v
)
=
1
2pii
∫
s∗i
(u+ 1)v ,
where the cycles {si, s∗i } form a symplectic basis in the odd part H− of H1(Ĉ); the term 2v is added to provide
compatibility of equations (6.15). We notice that the addition of the analogous term proportional to dx to the
formula (6.12) does not change the right-hand side since all residues of dx vanish. In the case of (6.15) the
addition of this counter-term is crucial.
Using the form (6.14) of the potential u the equations (6.15) can be equivalently rewritten as follows in
terms of the Bergman projective connection:
(6.16)
∂ log τ
∂Psi
= − 1
4pii
∫
s∗i
SB − Sv
v
.
The tau-function defined by (6.16) equals the 1/8th power of the Bergman tau-function τB on the moduli
space of quadratic differentials studied in [28]:
(6.17) τ = τ
1/8
B .
Alternatively the definition (6.16) of the function τ can be written as follows:
(6.18) d log τB =
1
6pii
3g−3+n∑
i=1
(A˜idBi − B˜idAi) ,
PERIODS OF MEROMORPHIC QUADRATIC DIFFERENTIALS AND GOLDMAN BRACKET 17
where
(6.19) A˜i =
∫
a−i
(u+ 1)v B˜i =
∫
b−i
(u+ 1)v
and (Ai, Bi) are, as before, the periods of the differential v over cycles a
−
i and b
−
i .
The function τ is holomorphic and non-singular if zeros and poles of Q don’t merge. It satisfies the following
two main properties:
• Transformation under change of Torelli marking (used to define the reference projective connection
SB) by an Sp(2g,Z) matrix σ =
(
A B
C D
)
:
(6.20) τσ = κdet6(CΩ +D) τ ,
where κ is an 8th root of unity .
• Homogeneity property:
(6.21) τ(Q, C) =  29 (5g−5+n)τ(Q, C) ,
which implies in particular the following relation between periods (Ai, Bi) of the differential v and the
periods (A˜i, B˜i) of the differential (u+ 1)v:
(6.22)
3g−3+n∑
i=1
(A˜iBi − B˜iAi) = 2pii
3
(5g − 5 + n) .
Variational formulas on spaces of quadratic differentials which are the main analytical tool for computation
of Poisson brackets in this paper and in [4] were developed in [23, 28] with the goal of studying the properties
of the Bergman tau-function τB ; the function τB plays an important role in various areas - from the theory of
isomonodromic deformations, random matrices and the theory of Frobenius manifolds to spectral theory.
We expect the function τ defined in present context to be closely related to the so-called “Yang-Yang”
function F of [29] which is the generating ufnction between two systems of Darboux coordinates - the first is
the natural system of Darboux coordinates on T ∗Mg,n, and the second is the system of complex Fenchel-Nielsen
coordinates on the character variety. In particular, as it was noticed in [4], the function F transforms under a
change of Torelli marking of C in the same was as log τ . A complete elucidation of the link between τ and F
remains a challenging problem.
7. Riemann sphere with four marked points
Assume that the poles of Q are placed to 0, 1, ∞ and t in coordinate x. Then the differential Q can be
written as
(7.1) Q =
µ
x(x− 1)(x− t) (dx)
2 .
As we see, the moduli space Q00,4 has dimension 2; log t can be chosen as coordinate on M0,4. To find the
corresponding momentum we choose in (5.12) y1 = 0, y2 = ∞, y3 = 1 and y4 = t; then the corresponding
quadratic differential Q1 (5.14) equals
Q1 =
1
4pii
1− t
x(x− 1)(x− t) (dt)
2 .
The comparison with (7.1) shows that the momentum p1 equals to
(7.2) p1 = 4pii
µ
1− t ,
and, therefore, the canonical Poisson bracket {p1, q1} = 1 implies
{µ, t} = t(1− t)
4pii
.
The canonical bidifferential in terms of coordinate x is written as
(7.3) B(x, y) =
dxdy
(x− y)2 .
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Therefore, in the x-coordinate the Bergman projective connection SB is identically vanishing and the equation
(1.1) takes the form
(7.4) ϕ′′ +
µ
x(x− 1)(x− t)ϕ = 0 ,
which is a special case of Heun’s equation [18].
The canonical covering Ĉ is the elliptic curve
(7.5) w2 = x(x− 1)(x− t)
and the differential v on Ĉ is given by
(7.6) v =
√
µ√
x(x− 1)(x− t)dx .
Choosing two basic cycles a and b on Ĉ (say, a goes around 0 and 1 and b goes around 1 and t) we get
homological coordinates as elliptic integrals of first kind:
(7.7) A =
√
µ
∫
a
dx√
x(x− 1)(x− t) , B =
√
µ
∫
b
dx√
x(x− 1)(x− t) .
The equation (7.4) has 4 monodromy matrices M0,M1,M∞ and Mt; all of their eigenvalues equal to 1. We
can choose the generators κ0, κ1, κ∞ and κt of the fundamental group of the 4-punctured sphere such that the
matrices Mi satisfy the relation
M0M1M∞Mt = I .
The equations (4.12) give derivatives of monodromy matrices with respect to A and B; in present case
h(x, t) = (x− t)−4.
It is also easy to derive directly the formulas for derivatives of any monodromy matrix Mγ corresponding to a
basepoint x0 with respect to the natural coordinates (t, µ) on the space of differentials (7.1). Namely, introduce a
Wronskian matrix Φ of two linearly independent solutions ϕ1,2 of (7.4) satisfying the initial condition Φ(x0) = I.
This matrix solves the equation
(7.8)
dΦ
dx
=
(
0 1
−Q 0
)
Φ .
Introduce cuts connecting x0 with the singular points 0, 1,∞, t. Differentiating (7.8) with respect to t and µ and
using the variation of parameters formula for non-homogeneous equations for Φt and Φµ we get the following
result:
(7.9)
dΦ(x)
dt
= −µΦ(x)
∫ x
x0
Λ(y)dy
y(y − 1)(y − t)2
and
(7.10)
dΦ(x)
dµ
= −Φ(x)
∫ x
x0
Λ(y)dy
y(y − 1)(y − t) ,
where the integration contour is not supposed to intersect the branch cuts and, as before, Λ(y) = Φ−1(y)σ−Φ(y).
Closing the integration contour along some loop γ we get derivatives of any monodromy matrix Mγ with
respect to t and µ:
(7.11)
dMγ
dt
= −µMγ
∫
γ
Λ(y)dy
y(y − 1)(y − t)2
and
(7.12)
dMγ
dµ
= −Mγ
∫
γ
Λ(y)dy
y(y − 1)(y − t) .
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