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บทคัดย่อ
 การเปลี่ยนแปลงสภาพภูมิอากาศในปัจจุบันส่งผลให้มีฝนตกหนักเพิ่มขึ้นและส่งผลกระทบทําให ้
เกดินํา้ท่วม ในระดับภมิูภาคมีการใช้แบบจําลองสภาพภมูอิากาศระดบัภมูภิาค (WRF - ECHAM5) คาดการณ์ 
ปริมาณนํ้าฝนในอนาคต ขณะที่แบบจําลองโครงข่ายประสาทเทียม ได้นํามาใช้ในการพยากรณ์นํ้า 
ท่วมอย่างแพร่หลาย ในงานวิจัยนี้ได้ใช้ข้อมูลนํ้าฝนจากแบบจําลอง WRF - ECHAM5 (Weather Research 
and Forecasting - ECHAM5) เป็นข้อมูลนําเข้าสําหรับการพยากรณ์ระดับนํ้าโดยใช้แบบจําลองโครงข่าย
ประสาทเทียม ซึ่งได้ใช้เหตุการณ์นํ้าท่วมในช่วง ค.ศ. 1980-2006 เพื่อศึกษาหาโครงสร้างสถาปัตยกรรม
ของแบบจําลองที่เหมาะสมสําหรับการพยากรณ์ มีการเปรียบเทียบกระบวนการเรียนรู้แบบ Levenberg- 
Marquardt (LM) และ Bayesian Regularization (BR) และการกําหนดจํานวนโหนดในชั้นซ่อนเร้นที่ 
แตกต่างกนัซึง่อ้างองิตามจํานวนตวัแปรของข้อมูลนําเข้า (50%, n, n+50% และ 2n) รวมท้ังมกีารเปรยีบเทียบ 
ประเภทของข้อมูลนําเข้าระหว่างการใช้ค่านํ้าฝนจากกริด และค่านํ้าฝนที่ได้ทําการหาค่าเฉลี่ยแบบเคลื่อนที่ 
ผลการวิจัยพบว่าโครงสร้างสถาปัตยกรรมของแบบจําลองโครงข่ายประสาทเทียมท่ีเหมาะสมคือ การเรียน
รู้แบบ LM และจํานวนโหนดในช้ันซ่อนเร้นควรกําหนด 50% ของจํานวนข้อมูลนําเข้า และยังพบว่าการนํา
ค่าน้ําฝนมาหาค่าเฉลี่ยแบบเคลื่อนที่จะให้ผลการพยากรณ์ได้ดีกว่าการใช้ค่านํ้าฝนจากกริดร่วมกับการหาค่า
เฉลี่ยแบบเคลื่อนที่
ค�าส�าคัญ: โครงข่ายประสาทเทียม  WRF-ECHAM5  พยากรณ์  ระดับนํ้า
Abstract
 The current climate change increases the heavy rainfall and results in flooding. A regional 
climate model (WRF - ECHAM5) has been used for rainfall prediction. An Artificial Neural Network 
Model (ANN) is used for flood forecasting worldwide. This research uses rainfall data from WRF 
– ECHAM5 (Weather Research and Forecasting - ECHAM5) model as the input data during 1980-
2006 for water level forecasting applying Artificial Neural Network Model (ANN) to find out the 
suitable model architecture for forecasting by comparison learning algorithms Levenberg-Marquardt 
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เทียมมีอยู ่หลายปัจจัย เช่น ความถูกต้องหรือ
ประเภทของข้อมูลนําเข้าท่ีมีนัยสําคัญกับข้อมูล
พยากรณ์ การกําหนดจํานวนโหนดในชั้นซ่อนเร้น 
[2] การกําหนดจํานวนชั้นซ่อนเร้น [3] การเลือก
ใช้ประเภทการเรียนรู้ [4] หรือการคัดเลือกข้อมูล






ประเด็นคือ (1) การเปรียบเทียบประเภทการเรียนรู้ 
(LM) and Bayesian Regularization (BR), including setting different numbers of hidden node that are 
based on number of input variables (50%, n, n+50% and 2n). Moreover, different types of input data 
between rainfall from grid and moving average rainfall are compared. The results show that the 
suitable Artificial Neural Network architecture is LM learning algorithm and number of hidden nodes 
should be 50% of number of input variables. In addition, using moving average rainfall better than 
using both rainfall from grid and moving average rainfall.
Keywords: Artificial Neural Network, WRF-ECHAM5, Forecasting, Water Level 
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Levenberg-Marquardt (LM) และ Bayesian 
Regularization (BR) เนื่องจาก LM เป็นกระบวน
การเรียนรู้ที่เร็วที่สุด จึงนิยมใช้มากที่สุด [6] และ 
Chaipimonplin [4-5] สรุปว่าการเรียนรู้ BR ให้
ผลการพยากรณ์ค่าระดับนํ้าสูงสุดแม่นยําที่สุด (2) 
การกําหนดจํานวนโหนดในชั้นซ่อนเร้น 5 ค่า โดย
อ้างอิงจากงานวิจัย ทวี ชัยพิมลผลิน [7-8] กําหนด
เป็น 1 โหนด จํานวนร้อยละ 50 จากจํานวนข้อมูล 
นําเข้า (50%) จํานวนเท่ากับจํานวนข้อมูลนําเข้า 
(n) จํานวน 1.5 เท่าของจํานวนข้อมูลนําเข ้า 
(n+50%) และ 2 เท่าของจํานวนข้อมูลนําเข้า (2n) 
และ (3) เปรียบเทียบการใช้ค่านํ้าฝนในแต่ละกริด
และค่านํ้าฝนที่ได้ทําการหาค่าเฉลี่ยแบบเคลื่อนที่ 










คือ สถานี P.1 ณ สะพานนวรัฐ (สถานีวัดนํ้าแสดง
แทนด้วยจุดสีแดง) โดยมีระดับตลิ่งอยู่ที่ 3.7 ซึ่งเมื่อ
ซ้อนทับกับข้อมูลกริดนํ้าฝน จากแบบจําลอง WRF-
ECHAM5 ท่ีความละเอียด 20*20 กิโลเมตร ซึ่งมี
กริด 6 กริดที่ครอบคลุมพื้นที่ศึกษา คือ 18º 51’ 36” 
- 98º 55’ 39”, 18º 51’ 36” - 99º 6’ 39”, 19º 1’ 60” 
- 98º 55’ 39”, 19º 1’ 60” - 99º 6’ 39”, 19º 12’ 23” 
- 98º 55’ 39”, 19º 12’ 23” - 99º 6’ 39” (ภาพที่ 1)
ภาพที่ 1 พื้นที่ศึกษาและกริดข้อมูลนํ้าฝนจากแบบจําลอง WRF-ECHAM5
 
ภาพท่ี 1 พืน้ทีศ่กึษาและกรดิขอ้มลูน ้าฝนจากแบบจ าลอง WRF-ECHAM5 
 
การศกึษาครัง้นี้ใชข้อ้มูลน ้าฝนรายวนัจากแบบจ าลอง WRF-ECHAM5 และ ขอ้มูลระดบัน ้ารายวนั ณ สถานี 
P.1 ช่วงเวลา ค.ศ. 1980 - 2006 เนื่องจากเป็นปีที่เกดิน ้าท่วมล่าสุดในช่วงขอ้มูลของแบบจ าลอง WRF-ECHAM5  
จากขอ้มูลระดบัน ้าพบว่ามเีพยีง 12 ปี ทีเ่กดิน ้าท่วมล้นตลิง่รวมทัง้สิน้ 23 เหตุการณ์ (s1-s23) คอื ค.ศ. 1980 1981 
1983 1987 1994 1995 2001 2002 2003 2004 2005 และ 2006 (ภาพที ่2) 
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จากจํานวนเหตุการณ์นํ้าท่วมทั้งหมด 23 เหตุการณ์ ในช่วงเวลา 12 ปี (แทนช่วงปีที่เกิดนํ้าท่วม
ด้วย T) ได้ทําการแบ่งกลุ่มข้อมูลสําหรับเรียนรู้และทดสอบ โดยเลือก 7 เหตุการณ์สําหรับทดสอบ ส่วนอีก 16 
เหตุการณ์สําหรับการเรียนรู้ ซึ่งสามารถแบ่งออกเป็น 2 การทดลองดังตารางที่ 1
ค่าเฉลีย่ ณ เวลา t-2 ถงึ t-6 เช่น ต้องการหาค่าเฉลีย่
แบบเคลือ่นท่ี 3 วนัย้อนหลงัของวนัท่ี 2 ก.ค. จะใช้ข้อ
มลูค่านํา้ฝนของวนัท่ี 2 ก.ค. วนัท่ี 1 ก.ค. และ วนัท่ี 
30 ม.ิย. มารวมกนัแล้วหาค่าเฉลีย่) ซึง่งานวจิยันีจ้ะ
ทาํการทดสอบ 2 การทดลองคอื การทดลองท่ี 1 (All) 
จะใช้ข้อมลูนํา้ฝนจาก 6 กริด รวมกบัข้อมลูทีไ่ด้จาก
การทําค่าเฉลี่ยแบบเคลื่อนที่ รวมทั้งสิ้น 66 ข้อมูล 
และการทดลองท่ี 2 (MV) จะใช้เฉพาะข้อมลูค่าเฉลีย่
แบบเคลือ่นท่ี รวมท้ังสิน้ 30 ข้อมลู
การศึกษาครั้งนี้ใช้ข้อมูลนํ้าฝนรายวันจากแบบจําลอง WRF-ECHAM5 และ ข้อมูลระดับนํ้ารายวัน 
ณ สถานี P.1 ช่วงเวลา ค.ศ. 1980 - 2006 เนื่องจากเป็นปีที่เกิดนํ้าท่วมล่าสุดในช่วงข้อมูลของแบบจําลอง 
WRF-ECHAM5 จากข้อมูลระดับนํ้าพบว่ามีเพียง 12 ปี ที่เกิดนํ้าท่วมล้นตลิ่งรวมทั้งสิ้น 23 เหตุการณ์ (s1-
s23) คือ ค.ศ. 1980 1981 1983 1987 1994 1995 2001 2002 2003 2004 2005 และ 2006 (ภาพที่ 2)
ภาพที่ 2 เหตุการณ์นํ้าท่วม 23 เหตุการณ์
 
ภาพท่ี 2 เหตุการณ์น ้าท่วม 23 เหตุการณ์ 
 
จากจ านวนเหตุการณ์น ้าท่วมทัง้หมด 23 เหตุการณ์  ในช่วงเวลา 12 ปี (แทนช่วงปีทีเ่กดิน ้าท่วมดว้ย T)  
ได้ท าการแบ่งกลุ่มขอ้มูลส าหรบัเรยีนรู้และทดสอบ โดยเลอืก 7 เหตุการณ์ส าหรบัทดสอบ ส่วนอกี 16 เหตุการณ์
ส าหรบัการเรยีนรู ้ซึง่สามารถแบ่งออกเป็น 2 การทดลองดงัตารางที ่1 
 
ตารางท่ี 1 เหตุการณ์น ้าท่วมในการเรยีนรู ้และทดสอบ 
ส่วนขอ้มูลน ้าฝนจาก 6 กรดิ จะน าค่าน ้าฝนของแต่ละกรดิมาเป็นขอ้มูลน าเขา้โดย ใชข้อ้มูล ณ เวลาปจัจุบนั 
(t) และขอ้มูลย้อนหลงั 1-5 วนั (t-1, t-2, …, t-5) ซึง่มจี านวนขอ้มูลน าเขา้ทัง้สิน้ 36 ขอ้มูล และเพิม่ขอ้มูลน าเขา้ 
โดยการท าค่าเฉลีย่แบบเคลื่อนที ่2- 6 วนัยอ้นหลงั (MVt-2, MVt-3, …, MVt-6) ส าหรบัแต่ละกรดิ ซึง่มจี านวนขอ้มูล
น าเขา้ทัง้สิน้ 30 ขอ้มลู (MV คอืการเอาปรมิาณน ้าฝนรายวนัทีไ่ดจ้ากแบบจ าลองมาหาค่าเฉลีย่ ณ เวลา t-2 ถงึ t-6 เช่น 
ตอ้งการหาค่าเฉลีย่แบบเคลื่อนที ่3 วนัยอ้นหลงัของวนัที ่2 ก.ค. จะใชข้อ้มลูค่าน ้าฝนของวนัที ่2 ก.ค. วนัที ่1 ก.ค. และ 
วนัที ่30 ม.ิย. มารวมกนัแลว้หาค่าเฉลีย่) ซึง่งานวจิยันี้จะท าการทดสอบ 2 การทดลองคอื การทดลองที ่1 (All) จะใช้
ขอ้มลูน ้าฝนจาก 6 กรดิ รวมกบัขอ้มูลทีไ่ดจ้ากการท าค่าเฉลีย่แบบเคลื่อนที ่รวมทัง้สิน้ 66 ขอ้มูล และการทดลองที ่2 
(MV) จะใชเ้ฉพาะขอ้มลูค่าเฉลีย่แบบเคลื่อนที ่รวมทัง้สิน้ 30 ขอ้มลู 
การทดลองที ่1 
เหตุการณ์ส าหรบัการเรยีนรู ้ เหตุการณ์ส าหรบัการทดสอบ 
s1, s6, s7, s8, s9, s10, s11, s12, s13, s14, 
s15, s18, s19, s20, s21, s22 s2, s3, s4, s5, s16, s17, s23 
การทดลองที ่2 s3, s4, s5, s9, s10, s11, s12, s14, s15, s16, s17, s19, s20, s21, s22, s23 s1, s2, s6, s7, s8, s13, s18 
ส่วนข้อมูลนํ้าฝนจาก 6 กริด จะนําค่า
นํ้าฝนของแต่ละกริดมาเป็นข้อมูลนําเข้าโดย ใช้
ข้อมูล ณ เวลาปัจจุบัน (t) และข้อมูลย้อนหลัง 
1-5 วัน (t-1, t-2, …, t-5) ซึ่งมีจํานวนข้อมูล
นําเข้าท้ังสิ้น 36 ข้อมูล และเพิ่มข้อมูลนําเข้า 
โดยการทําค่าเฉลี่ยแบบเคลื่อนที่ 2- 6 วันย้อนหลัง 
(MVt-2, MVt-3, …, MVt-6) สําหรับแต่ละกริด ซึ่ง




ภาพท่ี 2 เหตุการณ์น ้าท่วม 23 เหตุการณ์ 
 
จากจ านวนเหตุการ ์น ้าท่วมทัง้หมด 23 เหตุการณ์  ในช่วงเวลา 12 ปี (แทนช่วงปีทีเ่กดิน ้าท่วมดว้ย T)  
ได้ท าการแบ่งกลุ่มขอ้มูลส าหรบัเ ี ู้ อบ โดยเลอืก 7 เหตุการณ์ส าหรบัทดสอบ ส่วนอกี 16 เหตุการณ์
ส าหรบัการเ ยีนรู ้ซึง่สามารถแบ่ง ็ าร ดลองดงัตารางที ่1 
 
ตาร งท่ี 1 เหตุการณ์น ้าท่วมในการเรยีน ู ้และทดสอบ 
ส่วนขอ้มูลน ้าฝนจาก 6 กรดิ จะน าค่าน ้าฝนของแต่ละกรดิ าเป็นขอ้มูล  าเขา้โดย ใชข้อ้มูล ณ เวลาปจัจุบนั 
(t) และขอ้มูลย้อนหลงั 1-5 วนั (t-1, t-2, …, t-5) ซึง่มจี านวนขอ้มูลน าเขา้ทัง้สิน้ 36 ขอ้มูล และเพิม่ขอ้มูลน าเขา้ 
โดยการท าค่าเฉลีย่แบบเคลื่อนที ่2- 6 วนัยอ้นหลงั (MVt-2, MVt-3, …, MVt-6) ส าหรบัแต่ละกรดิ ซึง่มจี านวนขอ้มูล
น าเขา้ทัง้สิน้ 30 ขอ้มลู (MV คอืการเอาปรมิาณ  ้าฝนรายวนัทีไ่ดจ้ากแบบจ าลองมาหาค่าเฉลีย่ ณ เวลา t-2 ถงึ t-6 เช่น 
ตอ้งการหาค่าเฉลีย่แบบเคลื่อนที ่3 วนัยอ้นหลงัของวนัที ่2 ก.ค. จะใชข้อ้มลูค่าน ้าฝนของวนัที ่2 ก.ค. วนัที ่1 ก.ค. และ 
วนัที ่30 ม.ิย. มารวมกนัแลว้หาค่าเฉลีย่) ซึง่งานวจิยันี้จะท าการทดสอบ 2 การทดลองคอื การทดลองที ่1 (All) จะใช้
ขอ้มลูน ้าฝนจาก 6 กรดิ รวมกบัขอ้มูลทีไ่ดจ้าก ารท าค่าเฉลีย่แบบเ ลื่อนที ่รวมทัง้สิน้ 66 ขอ้ ูล และการทดลองที ่2 
(MV) จะใชเ้ฉพาะขอ้มลูค่าเฉลีย่แบบเคลื่อนที ่รวมทัง้สิน้ 30 ขอ้มลู 
การทดลองที ่1 
เหตุการณ์ส าหรบัการเรยีนรู ้ เหตุการณ์ส าหรบัการทดสอบ 
s1, s6, s7, s8, s9, s10, s11, s12, s13, s14, 
s15, s18, s19, s20, s21, s22 s2, s3, s4, s5, s16, s17, s23 
การทดลองที ่2 s3, s4, s5, s9, s10, s11, s12, s14, s15, s16, s17, s19, s20, s21, s22, s23 s1, s2, s6, s7, s8, s13, s18 
 
ภาพท่ี 2 เหตุการณ์น ้าท่วม 23 เหตุการณ์ 
 
จาก  นวนเหตุการณ์น ้าท่วมทัง้หมด 23 เหตุการณ์  ในช่วงเวลา 12 ปี (แทนช่วงปีทีเ่กดิน ้าท่วมดว้ย T) 
ได้ท าการแบ่งกลุ่มขอ้มูลส าหรบัเ ยีน ู้และทดสอบ โดยเลอืก 7 เหตุการณ์ส าหรบัทดสอบ ส่ ี ุ ารณ์
ส าหรบัการเรยีนรู ้ซึง่สามารถแบ่งออกเป็น 2 การทดลองดั ตาร งที ่1
 
ตารางท่ี 1 เหตุการณ์น ้าท่วมในการเรยีน ู ้และทดสอบ 
ส่วนขอ้ ูลน ้าฝนจาก 6 กรดิ จะน าค่าน ้าฝนของแต่ละกรดิมาเป็นขอ้มูลน าเข้ โดย ใชข้อ้มูล ณ เวลาปจัจุบนั 
(t) และขอ้มูลย้อนหลงั 1-5 วนั (t-1, t-2, …, t-5) ซึง่มจี านวนขอ้มูลน าเข้ ทัง้สิน้ 36 ขอ้มูล แ ะเพิม่ขอ้มูลน าเข้  
โดยการท ค่าเฉลีย่แบบเคลื่อนที ่2- 6 วนัยอ้นหลงั (MVt-2, MVt-3, … MVt-6) ส าหรบัแต่ละกรดิ ซึง่มจี านวนขอ้มูล
น าเข้ ทัง้สิน้ 30 ขอ้มลู (MV คอืการเอาปรมิาณ  ้าฝ รายวนัทีไ่ดจ้ากแบบจ าลอง าหาค่าเฉลีย่ ณ เวลา t-2 ถงึ t-6 เช่น 
ตอ้งการห ค่ เฉลีย่แบบเคลื่อนที ่3 วนัยอ้นหลงัขอ วนัที ่2 ก.ค. จะใชข้อ้มลูค่าน ้าฝ ของวนัที ่2 ก.ค. วนัที ่1 ก.ค. และ 
วนัที ่30 ม.ิย. ม รวมกนัแลว้หา ่าเฉลีย่) ซึง่งานวจิยั ี้จะท าการทดสอบ 2 ก รทดลองคื  การทดลองที ่1 (All) จะใช้
ขอ้มลูน ้าฝ จาก 6 กรดิ วมกบัขอ้มูลทีไ่ดจ้ากการท ค่าเฉลีย่แบบเคลื่อนที ่รวมทัง้สิน้ 66 ขอ้มูล แ ะการทดลองที ่2
(MV) จะใชเ้ฉพาะขอ้มลูค่าเฉลีย่แบบเคลื่อนที ่รวมทัง้สิน้ 30 ขอ้มลู 
การทดลองที ่1 
เหตุการณ์ส าหรบัการเรยีน ู ้ เหตุการณ์ส าหรบัการทดสอบ 
s1, 6 7 8 9 10, s11, s 2, s13, s14, 
s15, s18, s19, s20, s21, s22 s2, 3 4 5 16, s17, s23 
การทดลองที ่2 s3, s4, s5, s9, s10, s11, s12, s14, s15, s16, s17, s19, s20, s21, s22, s 3 s1, 2 6 7 8 13, s18 
 
ภาพท่ี 2 เหตุการณ์น ้าท่วม 23 เหตุการณ์ 
 
จากจ านวนเหตุการณ์น ้าท่วม ัง้หมด 23 เหตุการณ์  ในช่วงเวลา 12 ปี (แทนช่วงปีทีเ่กดิน ้าท่วมดว้ย T)  
ได้ท าการแบ่งกลุ่มขอ้มูลส าหรบัเรยีนรู้และทดสอบ โดยเลอืก 7 เหตุการณ์ส าหรบัทดสอบ ่วนอกี 16 เหตุการ ์
ส าหรบักา เ ยีนรู ้ซึง่สามารถแบ่งอ กเป็น 2 การทดลอง งัตารางที ่1 
 
ตารางท่ี 1 เหตุการณ์น ้าท่วมใ การเรยี รู ้และทดสอบ 
ส่วนขอ้มูลน ้าฝ จาก 6 กรดิ จะน าค่า  ้ ฝนของแต่ละกรดิมาเป็นขอ้มูลน าเขา้โดย ใชข้อ้มูล ณ เวลาปจั ุบนั 
(t) และขอ้มูลย้อนหลงั 1-5 วนั (t-1, 2 …, t-5) ซึง่มจี านวนขอ้มูลน าเขา้ทัง้สิน้ 36 ขอ้มูล และเพิม่ขอ้มูลน าเขา้ 
โดยการท าค่าเฉลีย่แบ เคลื่อนที ่2- 6 วนัยอ้นหลงั (MVt-2, MVt-3, …, MVt-6) ส าหรบัแต่ละกรดิ ซึง่มจี านวนขอ้มูล
น าเขา้ทัง้สิน้ 30 ขอ้มลู (MV คอืการเอาปรมิ ณน ้ ฝนร ยวนัทีไ่ดจ้ากแบ จ าลองมาหาค่ เฉลีย่ ณ เวลา t-2 ถงึ t-6 เช่น 
ตอ้งการห ค่าเฉลีย่แบ เคลื่อนที ่3 วนัยอ้นหลงัข งวนัที ่2 ก.ค. จะใชข้อ้มลูค่าน ้าฝนของวนัที ่2 ก.ค. วนัที่ 1 ก.ค. และ 
วนัที ่30 ม.ิย. ารว กนัแลว้หาค่าเฉลีย่) ซึง่ านวจิั นี้จะท าการทดสอบ 2 การทดลองคอื ารทดลองที ่1 (All) จะใช้
ขอ้มลูน ้าฝนจาก 6 กรดิ รวมกบัขอ้มูลทีไ่ดจ้าก ารท าค่าเฉลีย่แบ เคลื่อนที ่รวมทัง้สิน้ 6  ขอ้มูล และการทดลองที ่2 
(MV) จะใชเ้ฉพาะขอ้มลูค่าเฉลีย่แบ เคลื่อนที ่รวมทัง้สิน้ 30 ขอ้มลู 
การทดลองที ่1 
เหตุการณ์ส าหรบักา เรยีนรู ้ เหตุการณ์ส าหรบักา ทดสอบ 
s1, s6, s7, s8, s9, s10 2 3 4
s15, 8 9 20 1  s2, s3, s4, s5, s16 7 23 
การทดลองที ่2 s3, s4, s5, s9, s10, s1 , s12, s14, s15, s16, 7 9 20 1 3 s1, s2, s6, s7, s8, s13 8 




เรียนรู้ LM และ BR และจํานวนโหนดในชั้นซ่อนเร้น 
(1, 50%, n, n+50% และ 2n ) ดังนั้นจํานวนโหนด
ในช้ันซ่อนเร้นของ All มีจํานวน 1 33 66 99 และ 
132 ส่วน MV มีจํานวน 1 15 30 45 และ 60 และ
ในการประเมินประสิทธิภาพการทํางานของแบบ




กว่าระดับจริง ดังสมการที่ 1 โดย คือ ค่าจากการ




เรียนรู้ของการทดลองที่ 1 พบว่า การเรียนรู้ LM มี
ศักยภาพในการเรียนรู้และพยากรณ์ระดับนํ้าล่วง
หน้าได้จากข้อมูลนํ้าฝนได้บ้าง แต่การเรียนรู้ BR 
ไม่สามารถที่จะเรียนรู้และพยากรณ์ได้ สังเกตได้
จากเส้นกราฟที่แสดงในภาพที่ 3 และประกอบกับ




มากกว่า 24 ชั่วโมง ดังนั้นในการทดลองที่ 2 จึงตัด
การเรียนรู้ BR ออกไป และใช้กระบวนการเรียนรู้ 
LM เพียงอย่างเดียว
ภาพที่ 3 ผลการเรียนรู้และทดสอบของกระบวนการเรียนรู้แบบ LM และ BR ของการทดลองที่ 1
ส าหรบัการออกแบบของแบบจ าลองโครงข่ายประสาทเทยีม มกีารเปรยีบเทยีบกระบวนการเรยีนรู้ LM และ 
BR และจ านวนโหนดในชัน้ซ่อ เร้  (1, 50%, n, n+50% และ 2n ) ดงันัน้จ านวนโหนดในชัน้ซ่อนเรน้ของ All มจี านวน
1 33 66 99 และ 132 ส่วน MV มจี านวน 1 15 30 45 และ 60 และในการประเมนิประสทิธภิาพการท างานของ
แบบจ าลองจะใช้ค่าสถิติ PDIFF (Peak Difference) โดยแสดงค่าความแตกต่างของระดบัน ้าสูงสุดที่ได้จากการ
พยากรณ์และค่าของเหตุการณ์จรงิทีเ่กดิขึน้ในแต่ละเหตุการณ์ ถา้ค่าตดิลบแสดงว่าพยากรณ์ต ่ากว่าระดบัจรงิ ดงัสตูรที ่
1 โดย ( ̂ ) คอื ค่าจากการพยากรณ์ และ    คอื ค่าเหตุการณ์จรงิ [9] 
 
PDIFF =   ( ̂ )          [        t   ]  สตูรที ่1 
 
ผลการวิจยั 
ส าหรบัการเปรยีบเทยีบประเภทการเรยีนรูข้องการทดลองที ่1 พบว่า การเรยีนรู ้LM มศีกัยภาพในการเรยีนรู้
และพยากรณ์ระดบัน ้าล่วงหน้าไดจ้ากขอ้มูลน ้าฝนได้บา้ง แต่การเรยีนรู้ BR ไม่สามารถที่จะเรยีนรูแ้ละพยากรณ์ได ้
สงัเกตไดจ้ากเสน้กราฟทีแ่สดงในภาพที ่3 และประกอบกบัการเรยีนรู ้ BR โดยเฉพาะเมื่อมจี านวนโหนดในชัน้ซ่อนเรน้
ทีม่จี านวนมากจ าเป็นตอ้งใชเ้วลาในการประมวลผลมาก ซึง่ในการก าหนดจ านวนโหนดในชัน้ซ่อนเรน้ 66 โหนดนัน้ใช้
ระยะเวลาประมวลผลมากกว่า 24 ชัว่โมง ดงันัน้ในการทดลองที ่2 จงึตดัการเรยีนรู ้BR ออกไป และใชก้ระบวนการ





































































ระดบัน ้า Node1 Node33 Node66 Node99 Node132
LM 
 
ภาพท่ี 3 ผลการเรยีนรูแ้ละทดสอบของกระบวนการเรยีนรูแ้บบ LM และ BR ของการทดลองที ่1 
 
ส าหรบัผลการพยากรณ์ระดบัน ้าทัง้ 7 เหตุการณ์ ทัง้ 2 การทดลอง แสดงในภาพที ่4 พบว่าการใชข้อ้มูล MV 
ใหผ้ลการพยากรณ์ค่าระดบัน ้าสูงสุดคาดเคลื่อนน้อยกว่าการใช้ขอ้มูล All แม้ว่าจะมจี านวนโหนดในชัน้ซ่อนเร้นที่
แตกต่างกนั เมื่อวเิคราะหจ์ านวนโหนดในชัน้ซ่อนเรน้ที่มจี านวนแตกต่างกนัของ MV พบว่ามบีางเหตุการณ์ทีจ่ านวน
โหนดในชัน้ซ่อนเรน้ 1 โหนด ทีแ่สดงความคลาดเคลื่อนมากกว่าจ านวนโหนดกลุ่มอื่นๆ อย่างไรกต็ามจ านวนโหนดที่
เหมาะสมที่สุดคอื 50% ของขอ้มูลน าเขา้เนื่องจากใช้ระยะเวลาในการประมวลผลไม่นานเกนิไป เนื่องจากถ้าจ านวน
โหนดในชัน้ซ่อนเรน้มจี านวนมากเท่าใดกจ็ะใชเ้วลาในการประมวลผลมากขึน้ นอกจากนัน้จะเกดิการเรยีนรูท้ีด่เีกนิไป 
(over fitting) แต่หากมจี านวนโหนดทีน้่อยเกนิไปจะส่งผลต่อการเรยีนรูข้องแบบจ าลองท าใหป้ระสทิธภิาพการเรยีนรู้
ลดลง [7-8] ส าหรบัค่า PDIFF จากกราฟพบว่าแบบจ าลองโครงขา่ยประสาทเทยีมพยากรณ์ค่าระดบัน ้าสงูสุดต ่ากว่าค่า
ระดบัจรงิเกอืบทุกเหตุการณ์น ้าท่วม ซึง่มคี่าตดิลบ เมื่อท าการวเิคราะหแ์ลว้พบว่าเป็นปรากฏการณ์การปรบัเปลีย่นช่วง
ค่าขอ้มลู (normalization) ของแบบจ าลอง (เนื่องจากแบบจ าลองไดม้กีารก าหนดค่าพืน้ฐานของขอ้มูลไวเ้ป็นช่วง เช่น 
0.1 - 0.9 ดงันัน้เมื่อแบบจ าลองเรยีนรูค้่าตัง้ตน้ซึง่คอืค่าต ่าสดุของชุดขอ้มลูทีใ่ชใ้นการเรยีนรูแ้ละแบบจ าลองใหค้่าขอ้มลู
นัน้เท่ากบั 0.1 และท าการเรยีนรู้เสรจ็สิน้ เมื่อแบบจ าลองท าการเรยีนรูค้่าของชุดขอ้มูลทีน่ ามาใชใ้นการทดสอบ และ
เมื่อค่าต ่าสุดของขอ้มูลการทดสอบมคี่าน้อยกว่าค่าของขอ้มูลการเรยีนรู ้แบบจ าลองจะแสดงค่าติดลบทนัท)ี จากค่า
ความคลาดเคลื่อนผลการพยากรณ์ทัง้ 14 เหตุการณ์โดยใช้ค่าเฉลี่ยแบบเคลื่อนที่ แบบจ าลองพยากรณ์ค่าระดบัน ้า


































































ระดบัน ้า Node1 Node 33  BR 
ส าหรบัการออกแบบของแบบจ าลองโครงข่ายประสาทเทยีม มกีารเปรยีบเทยีบกระบวนการเรยี รู้ LM และ 
BR และจ านวนโหนดในชัน้ซ่อนเรน้ (1, 50%, n, n+50% และ 2n ) ดงันัน้จ านวนโหนดในชัน้ซ่อนเรน้ของ All มจี านวน
1 33 66 99 และ 132 ส่วน MV มจี านวน 1 15 30 45 และ 60 และในการประเมนิประสทิธภิาพการท างานของ
แบบจ าลองจะใช้ค่าสถิติ PDIFF (Peak Difference) โดยแสดงค่าความแตกต่างของระดบัน ้าสูงสุดที่ได้จากการ
พยากรณ์และค่าของเหตุการณ์จรงิทีเ่กดิขึน้ในแต่ละเหตุการณ์ ถา้ค่าตดิลบแสดงว่าพยากรณ์ต ่ากว่าระดบัจรงิ ดงัสตูรที ่
1 โดย ( ̂ ) คอื ค่าจากก รพยากรณ์ และ    คอื ค่าเหตุ ารณ์จรงิ [9] 
 
PDIFF =   ( ̂ )          [        t   ]  สตูรที ่1 
 
ผลการวิจยั 
ส าหรบัการเปรยีบเทยีบประเภทการเรยีนรูข้องการทดลองที ่1 พบว่า การเรยีนรู ้LM มศีกัยภาพในการเรยีนรู้
และพยากรณ์ระดบัน ้าล่วงหน้าไดจ้ากขอ้มูลน ้าฝนได้บา้ง แต่การเรยีนรู้ BR ไม่สามารถที่จะเรยีนรูแ้ละพยากรณ์ได ้
สงัเกตไดจ้ากเสน้กราฟทีแ่สดงในภาพที ่3 และประกอบกบัการเรยีนรู ้ BR โดยเฉพาะเมื่อมจี านวนโหนดในชัน้ซ่อนเรน้
ทีม่จี านวนมากจ าเป็นตอ้งใชเ้วลาในการประมวลผลมาก ซึง่ในการก าหนดจ านวนโหนดในชัน้ซ่อนเรน้ 66 โหนดนัน้ใช้
ระยะเวลาประมวลผลมากกว่า 24 ชัว่โมง ดงันัน้ในการทดลองที ่2 จงึตดัการเรยีนรู ้BR ออกไป และใชก้ระบวนการ






































































ระดบัน ้า Node1 Node33 Node66 Node99 Node132
LM 
(1)
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สําหรับผลการพยากรณ์ระดับนํ้าทั้ง 7 













จะเกิดการเรียนรู้ท่ีดีเกินไป (over fitting) แต่หาก
มีจํานวนโหนดที่น้อยเกินไปจะส่งผลต่อการเรียนรู้
ของแบบจําลองทําให้ประสิทธิภาพการเรียนรู้ลดลง 















ทั้ง 14 เหตุการณ์โดยใช้ค่าเฉลี่ยแบบเคลื่อนที่ 
แบบจําลองพยากรณ์ค่าระดับนํ้าสูงสุดมีช่วงค่า
ความคลาดเคลื่อนตั้งแต่ -1.5 ถึง 0.5 เมตร
ภาพที่ 4 ค่า PDIFF ของการทดลองที่ 1 (บน) และ 2 (ล่าง)
 
 
ภาพท่ี 4 ค่า PDIFF ของการทดลองที ่1 (บน) และ 2 (ล่าง) 
สรปุและอภิปรายผล 
การพยากรณ์ระดบัน ้าในแต่ละเหตุการณ์น ้าท่วมโดยใชแ้บบจ าลองโครงข่ายประสาทเทยีมร่วมกบัขอ้มูลปรมิาณ
น ้าฝนจากแบบจ าลอง WRF-ECHAM5 พบว่าถา้มจี านวนโหนดในชัน้ซ่อนเรน้น้อยกว่าจ านวนขอ้มลูน าเขา้ 50% จะลด
ประสิทธิภาพของแบบจ าลองโครงข่ายประสาทเทียม อย่างไรก็ตามเมื่อเพิ่มจ านวนโหนดให้มากขึ้นถึง 2 เท่า 
ประสทิธภิาพของแบบจ าลองใหผ้ลที่ไม่แตกต่างกนัมากนัก แต่จะแตกต่างในประเดน็ระยะเวลาการประมวลผลของ
คอมพวิเตอร์ที่จะเพิม่มากขึน้เมื่อมจี านวนโหนดเพิม่มากขึน้ ดงันัน้จ านวนโหนดในชัน้ซ่อนเร้นที่เหมาะสมส าหรบั
งานวจิยันี้คอื 50% ของจ านวนขอ้มูลน าเขา้ ส่วนกระบวนการเรยีนรู ้LM สามารถทีจ่ะเรยีนรูจ้ากค่าน ้าฝนแล้วน าไป
พยากรณ์ค่าระดับน ้าได้ดีกว่า BR เนื่องจากการเรียนรู้แบบ BR เป็นกระบวนการเรียนรู้ในกลุ่ม Automated 
Regularization ซึง่มกีระบวนการเรยีนรูท้ีแ่ตกต่างจาก LM ซึง่สอดคลอ้งกบังานวจิยัของ Chaipimonplin (2016) ที่
เปรยีบเทยีบกระบวนการเรยีนรูแ้บบ LM และ BR โดยการใชข้อ้มลูระดบัน ้าของสถานีตน้น ้ามาพยากรณ์น ้าท่วมในเขต
เทศบาลนครเชยีงใหม่ (สถานี P.1 ลุ่มน ้าปิงตอนบน) พบว่ากระบวนการเรยีนรู้แบบ LM ให้ผลการเรยีนรู้ทีด่กีว่า













































































MV1 MV15 MV30 MV45 MV60
PDIFF 







น ้อยกว ่ าจํ านวนข ้อมูลนํ า เข ้ า  50% จะลด
ประสิทธิภาพของแบบจําลองโครงข่ายประสาท
เทียม อย่างไรก็ตามเมื่อเพิ่มจํานวนโหนดให้มากขึ้น





คือ 50% ของจํานวนข้อมูลนําเข้า ส่วนกระบวนการ
เรียนรู้ LM สามารถที่จะเรียนรู้จากค่านํ้าฝนแล้ว
นําไปพยากรณ์ค่าระดับนํ้าได้ดีกว่า BR เนื่องจาก
การเรียนรู้แบบ BR เป็นกระบวนการเรียนรู ้ใน
กลุ่ม Automated Regularization ซึ่งมีกระบวนการ
เรียนรู ้ที่แตกต่างจาก LM ซึ่งสอดคล้องกับงาน
วิจัยของ Chaipimonplin (2016) ที่เปรียบเทียบ
กระบวนการเรียนรู้แบบ LM และ BR โดยการใช้
ข้อมูลระดับนํ้าของสถานีต้นนํ้ามาพยากรณ์นํ้าท่วม
ในเขตเทศบาลนครเชียงใหม่ (สถานี P.1 ลุ่มนํ้าปิง
ตอนบน) พบว่ากระบวนการเรียนรู้แบบ LM ให้ผล
การเรียนรู้ที่ดีกว่ากระบวนการเรียนรู้แบบ BR โดย
เฉพาะการพยากรณ์ที่ระดับนํ้าสูงสุด (Peak stage) 
และยังสรุปว่าจํานวนโหนดในชั้นซ่อนเร้นควรจะ
มีจํานวน ร้อยละ 50 หรือ 75 ของจํานวนข้อมูล
นําเข้า แต่อย่างไรก็ตาม งานวิจัย Chaipimonplin 
et al. (2011) สรุปว่า BR พยากรณ์ค่าระดับนํ้า
สูงสุดดีกว่า LM ณ สถานี P.1 เนื่องจากประเภท
ข้อมูลนําเข้าในการพยากรณ์ระดับนํ้ามีความแตก
ต่างกันโดยงานวิจัยนี้ ใช ้ข ้อมูลจากภาพเรดาร ์
ตรวจอากาศ ศูนย์ปฏิบัติการฝนหลวง อ.อมก๋อย 
จ. เชียงใหม่ หรืองานวิจัยของ Chaipimonplin and 
Vangpaisal (2014) สรุปว่า BR พยากรณ์ค่าระดับ
นํ้าสูงสุดดีกว่า LM ณ สถานี M.7 ลุ่มนํ้ามูลตอนล่าง 
ซึ่งเป็นประเด็นที่น่าสนใจ ต่างพื้นที่ ต่างลุ ่มนํ้า
กระบวนการเรียนรู้ที่แตกต่างกันมีประสิทธิภาพที่
ต่างกัน โดยข้อสังเกตของความแตกต่างระหว่าง
การพยากรณ์นํ้าท่วม สถานี P.1 และสถานี M.7 มี
ความแตกต่างกัน ประเด็นคือตําแหน่งที่ตั้งในลุ่มนํ้า
และลักษณะการท่วมของนํ้า โดย P.1 ตั้งอยู่ในตํา
แหน่งต้นนํ้าของลุ่มนํ้าปิง โดยการท่วมแต่ละครั้งใช้














ก่อนและหลัง ค.ศ. 2005 เนื่องจาก ค.ศ.2004 มีการ




จาก LM และ BR เช่น BFGS Quasi-Newton, 
Scaled Conjugate Gradient, Conjugate Gradient 
with Powell/Beale Restarts หรือ Fletcher-Powell 
Conjugate Gradient เป็นต้น [7]
กิตติกรรมประกาศ
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