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Abstract
Improving the Quality of Experience (QoE) offered to subscribers has become a major issue for mobile network
operators. In this paper, a self-tuning algorithm for adjusting parameters in a multi-service packet scheduler of a radio
base station based on network statistics is proposed to balance QoE across services in Long Term Evolution (LTE). The
aim of the algorithm is to ensure that all users achieve the same average QoE regardless of the type of service. For this
purpose, the proposed heuristic algorithm iteratively changes service priority parameters to re-prioritize services so
that those services with the lowest QoE increase their priority. Unlike previous approaches, the proposed algorithm
takes QoE (and not Quality of Service) into account. Method assessment is carried out in a dynamic system-level LTE
simulator. Simulation results in a typical scenario show that tuning service priority parameters can significantly
increase the QoE of the worst service without affecting the overall network QoE.
Keywords: Long term evolution, Quality of experience, Self-organizing networks, Optimization, Balance,
Re-prioritization
1 Introduction
With the success of smartphones and tablets, traffic in
mobile broadband networks has dramatically changed due
to the introduction of new services. Although recent radio
access technologies, such as Worldwide Interoperability
for Microwave Access (WiMAX) and Long Term Evolu-
tion (LTE), are prepared to offer a wide range of services,
the launch of new services poses new challenges for net-
work operators [1]. Likewise, continuous advances in ter-
minals and, most importantly, in user expectations force
operators to update the way they manage their networks.
To provide the best end user experience, mobile opera-
tors are changing their management processes, currently
focused on the network performance, to a more modern
approach focused on user opinion. As a result, Customer
Experience Management (CEM) has now become a key
factor to differentiate among operators offering similar
networks and services [2]. In such a user-centric approach,
traditional objective Quality-of-Service (QoS) metrics are
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substituted by subjective Quality-of-Experience (QoE)
metrics.
In parallel, the explosive growth of the size and complex-
ity of mobile networks makes it very difficult for operators
to manage their network. Such a need for increasing
operational efficiency has stimulated intense research and
standardization activity in the field of Self-Organizing
Networks (SON) [3–5]. Most SON use cases in the lit-
erature only deal with basic radio aspects, such as radio
network coverage, connection quality or capacity and
power consumption [6, 7]. Although multi-layer, multi-
vendor, and multi-technology issues have been addressed
recently [8], less attention has been paid to the prob-
lems originated by the co-existence of multiple services in
the same network and how these problems can be solved
by SON.
Traffic and service management in current mobile net-
works is done by dynamic packet scheduling (PS) algo-
rithms [9–11]. PS algorithms dynamically assign radio
resources (i.e., frequency, time slot, and power) to user
data requests based on their QoS constraints [9, 12].
Basic schedulers only deal with multiple users of the same
© 2016 Oliver-Balsalobre et al. Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the
Creative Commons license, and indicate if changes were made.
Oliver-Balsalobre et al. EURASIP Journal onWireless Communications and Networking  (2016) 2016:7 Page 2 of 12
service [13]. More sophisticated schedulers allocate more
resources to users experiencing worse QoS to satisfy some
fairness constraint [14, 15]. Such a QoS balance between
users is evaluated from a theoretical perspective in sev-
eral studies (e.g., [16–19]). However, these studies do not
specify how the balance situation is accomplished.
To deal with the different service requirements, the 3rd
Generation Partnership Project (3GPP) has defined sev-
eral QoS Class Identifiers (QCI) to differentiate among
service classes [20]. Based on QCIs, schedulers can pri-
oritize among services. Some scheduling algorithms are
proposed to provide differentiated services, QoS and fair-
ness by assigning appropriate weights to each user queue
(e.g., weighted and deficit round robin and weighted fair
queuing). However, these schemes do not exploit multi-
user diversity gain and hence do not achieve optimal
system performance. More advanced scheduling algo-
rithms combine both multi-service and multi-user diver-
sity gain capabilities [19, 21, 22]. In [22], a scheduling
algorithm is proposed to deal with real-time and non-real-
time traffic in a proportional fair manner. More recent
works [23–28] propose QoE-aware schedulers whose aim
is to optimize the overall QoE while ensuring a mini-
mum QoE for all users. All of them decide the exact
resources assigned to every single user in real time, which
makes them suitable for minimum QoS/QoE assurance.
However, the aim of most schedulers is to ensure a mini-
mumQoS/QoE for the worst users, rather than equalizing
the average QoS/QoE per service. Thus, QoE balance
between users or services is not guaranteed. Moreover,
implementing these advanced schedulers would require
upgrading network equipment, which is not desired by
network operators that have already made an impor-
tant investment to upgrade to the latest radio access
technology.
Alternatively, tuning parameters of existing schedulers
can be done to optimize the overall QoE. In [29], a self-
tuning algorithm for the contention window parameter
is proposed that does not differentiate between services.
Closer to this work, an adaptive proportional and inte-
grative controller is used in [30] to adjust application
priorities in order to ensure end-to-end delay require-
ments. Similarly, an adaptive controller is proposed in [31]
for adjusting flow priorities to ensure a certain QoS level
for multimedia services in terms of delay. In that pro-
posal, each service has its own controller, whose decisions
only depend on the QoS of that flow. This might cause
instabilities when each flow tries to increase its priority
individually in real time. More importantly, the aim of
the controller is not to balance QoS among flows but to
ensure that all flows reach their QoS target. Likewise, in
congestion situations, when no flow fulfills its required
QoS and all priority values reach their limits, it is not
ensured that all services have the same QoS. Thus, its aim
is not to equalize QoS among services, but to increase
the overall system throughput. To the authors’ knowl-
edge, no method has been proposed to adjust service
priority parameters in a multi-service multi-user sched-
uler of a radio base station with the aim of balancing
the overall QoE per service under different traffic load
conditions.
In this paper, a self-tuning algorithm for adjusting
parameters in a multi-service packet scheduler of a radio
base station based on network statistics is proposed to
balance QoE across services in LTE. The aim of the algo-
rithm is to ensure that all users achieve the same average
QoE regardless of the type of service. For this purpose,
the proposed heuristic algorithm iteratively changes ser-
vice priority parameters to re-prioritize services so that
those with the lowest QoE increase their priority. Unlike
previous approaches, the proposed self-tuning algorithm
takes QoE (and not QoS) into account. Method assess-
ment is carried out in a dynamic system-level LTE simu-
lator implementing a regular macrocellular scenario. The
main contributions of this work are as follows: (a) a self-
tuning algorithm for scheduler parameters to equalize
QoE among services in LTE with any network load condi-
tions and (b) simulation results that quantify the impact
of equalizing QoE among services in a realistic multi-
service LTE scenario. The rest of the paper is organized as
follows. Section 2 describes the LTE systemmodel, includ-
ing the considered scheduling algorithm. Then, Section 3
presents the proposed self-tuning algorithm for sched-
uler parameters. Section 4 describes the simulation tool
used to assess the algorithm, and Section 5 presents the
results of the simulations. Finally, Section 6 presents the
conclusions of the study.
2 Systemmodel
In this section, a system model for a multi-service LTE
system is presented. First, a multi-service scheduling algo-
rithm is outlined, identifying its key parameters. Then,
traffic models for the services included in the traffic mix of
current mobile networks are presented. Finally, user QoE
models relating QoS performance indicators to end user
experience are explained for each service.
2.1 Scheduling algorithm
The multi-service PS scheme considered in this work is a
modified version of the classical exponential/proportional
fair (EXP/PF) scheduler [21]. The original EXP/PF scheme
is designed to support multimedia applications in a sys-
tem with Adaptive Modulation and Coding (AMC) and
Time Division Multiplexing (TDM). For this purpose, ser-
vice requests are classified into real time (RT) or non-real
time (NRT). Then, each request is given a priority value,
itK, depending on its service type, with the following
expressions:











· PFfactor i ∈ RT
ω(t)
M(t) · PFfactor i ∈ NRT
(1)
with







ω(t − 1) − ε Wmax > τmax




ai = − log(δi)
τmax
. (4)
In (1), Wi(t) is the Head-Of-Line (HOL) packet delay
of user i at time t, aW (t) represents the average delay of
RT users, ai is related to delay constraints and PFfactor is
the fairness factor. ω(t) is a weight factor associated with
NRT users andM(t) is the average number of RT packets
waiting at the eNodeB buffer at time t. In (2), NRT is the
number of RT users. In (3), Wmax is the maximum HOL
packet delay of all RT service users in the cell considered,
τmax is the maximum delay constraint of RT services (in
milliseconds), whereas ε and k are constants defining how
ω(t) is updated depending onWmax and τmax. Specifically,
ω(t) is increased whenWmax < τmax (i.e., when delay con-
straints are being met by RT users), giving NRT users a
higher priority by Eq. (1). Finally, in (4), δi is the maximum
probability for HOL packet delay of user i to exceed its
delay threshold (in this case, δi and τmax are shared by all
RT users). The fairness factor, PFfactor, is computed as in
the classical Proportional Fair (PF) algorithm [15],





· Ri(t − 1) + 1tc · ri(t − 1) , (6)
where ri(t) is the achievable data rate of user i, Ri(t) is
its average data rate, and tc is the averaging time con-
stant, which is used to prioritize either throughput max-
imization or fairness. The reader is referred to [21] for a
more detailed explanation of the behavior of the EXP/PF
scheduler.
In the EXP/PF scheme, RT users always have a higher
priority than NRT users when their HOL packet delays
are approaching the maximum delay constraint, regard-
less of the experienced QoE. To change this behavior, and
allow to re-prioritize services to some extent, the EXP/PF
is modified here by adding a new parameter, referred to as
Service Priority Index (SPI), as was already done in [32].
The new priority value, K ′, is computed from the previous
value, K, as
K ′ = min(max(K , 1), 10) · SPIi , (7)
where SPIi is a real value between 1 and 15 reflecting the
service priority associated with user i, which can be used
to gently re-prioritize services. For convenience, in (7), the
value ofK (i.e., the priority value computed by the classical
EXP/PF) is limited between 1 and 10. Such limits ensure
that a service with the highest SPI value (=15) always
has a priority higher than one service with the lowest SPI
value (=1), regardless of the value of K. Thus, the sensi-
tivity of priority values to SPI changes is increased, which
improves the ability of the self-tuning algorithm proposed
later to equalize QoE among services. Without that lim-
itation, K might be arbitrarily high, e.g., for users with
an extremely high achievable data rate compared to their
average data rate. For those users with a large K value, SPI
reduction might not be enough to decrease their prior-
ity, so that SPI changes would not have an impact on the
re-prioritization process.
2.2 Service models
In LTE, each service is associated with one QCI, which
defines its performance objectives. In general, lower QCI
values imply more restrictive services in terms of perfor-
mance. This paper considers both RT and NRT services
and thereby takes into account the whole QCI range
[20]. Table 1 shows the main parameters of each service
included in this work.
A first service is Voice over Internet Protocol (VoIP). As
a conversational RT service, it is defined as a Guaranteed
Bit Rate (GBR) service whose QCI value (=1) corresponds
to the highest priority value for user data services [20]. In
this work, the VoIP service is modeled as a data source
generating packets of 20 bytes every 10 ms, with a bit rate
of 16 kbps [33]. A call dropping model is also included,
where a VoIP call is terminated when a user does not
receive enough resources during one consecutive second.
A second service is buffered video streaming (hereafter,
VIDEO for short). This service is defined as non-GBRwith
a less restrictive QCI value (=6). In this work, a simple
model of the player’s buffer at the client side is consid-
ered. The amount of video data in the buffer dynamically
changes with the download bandwidth, video bit rate,
and video playing rate. Initially, the buffer is filled with
data. The larger the buffer size, the larger the initial delay.
Later, if the buffer runs out (download bandwidth< video
rate), the video stops (event known as stalling) and the
player waits until the buffer is re-filled again. To avoid
the use of an analytical traffic model, real video traces are
used (http://trace.eas.asu.edu/tracemain.html) [34]. Such
traces include frame arrival times and frame sizes of real
video sequences obtained with an H.264/MPEG-4 AVC
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Table 1 Service models parameters
Service Service type Main features
VoIP GBR Poisson arrivals
Coding rate 16 kbps
Exponential call duration (average
60 s)
Call drop after 1 s without resources
VIDEO non-GBR Poisson arrivals
H.264/MPEG-4 AVC
Variable Bit Rate (VBR)
352× 288 pixel resolution, 25 frames
per second
Coded frame size based on traces
Session drop based on session
length
WEB non-GBR Poisson arrivals
Several web pages per user (session)
Exponential waiting time between
pages (average 30 s)
FTP non-GBR One file per user
Average file size 2 MB
codec. Video duration is randomly defined on a per-user
basis with a uniform distribution to a maximum of 3 min.
A video session drop model is also included, where a ses-
sion is terminated if session time is more than twice the
video duration.
The other two services are NRT services, namely web
browsing with Hypertext Transfer Protocol (referred to
as WEB) and file downloading with File Transfer Proto-
col (FTP). Both of them are best effort non-GBR services
and are assigned to the lowest QCI values (=9). TheWEB
model in this work is inspired in [35]. For simplicity, a
WEB session is modeled as the download of several web
pages with inactivity time between them. FTP service
is a typical file download service, where session time is
determined by the time spent downloading the file at the
maximum allowed data rate [35].
2.3 QoEmodels
AQoEmodel reflects the impact of QoS on end user expe-
rience. A common approach to build a QoE model is by
means of utility functions. Utility functions are mathe-
matical functions expressing some kind of preference rela-
tion. In the context of mobile networks, utility functions
describe the relationship between the value of key QoS
network performance statistics and the QoE perceived by
users of a service. Since each service has different QoS
performance targets, each service has a different utility
function. In this work, the output of any QoE model is an
estimate of the Mean Opinion Score (MOS) ranging from
1 (bad experience) to 5 (ideal experience) [36]. The follow-
ing paragraphs describe the utility functions used for each
service.
2.3.1 VoIP
The E-model [37] can be used to obtain an estimate of the
voice quality, R (∈[ 0, 100]), from the average mouth-to-
ear (i.e., one way) delay. In this work, only the delay in the
downlink (DL) is considered to reduce the computational
load of simulations. All other E-model parameters are set
to their default values, described in [38]. Then, the voice
quality R is translated into MOS with the formula:
MOSVoIP = 1+ 0.035 ·R+R · (R−60) · (100−R) · 7 · 10−6.
(8)
Note that the MOSVoIP is upper limited to 4.5 when
the R parameter is rated to its maximum value, showing
that, even in ideal test conditions, some individual may
not rank the experience with the maximum.
2.3.2 Video streaming
In a buffered video-streaming service, such as YouTube or
Netflix, the key indicators defining the QoE of a user are
the initial delay and the number and duration of stallings.
In this work, the utility function for video streaming is
[39]:
MOSVIDEO = 4.23−0.0672Lti−0.742Lfr−0.106Ltr ,
(9)
where Lti denotes the initial buffering time (in seconds),
Lfr is the average frequency of stallings (in seconds−1), and
Ltr is the average stalling duration (in seconds) [39]. As in
the previous case, the model is upper limited to 4.23.
2.3.3 FTP
The QoE associated with FTP service depends on the
average user throughput during the connection. The for-
mula used to obtain the MOS value is [40]:
MOSFTP = max(1,min(5, 6.5 · T − 0.54)) , (10)
where T is the average user throughput of a user (in
Mbps).
2.3.4 Web browsing
Similar to the FTP case, the level of satisfaction in web
browsing is measured on the basis of user throughput. In
this case, the MOS is calculated as [40]






where T is the average user throughput of a user (in kbps).
The shape of this utility function defines the web brows-
ing service not as restrictive as FTP. Thus, a web browsing
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user needs fewer resources than an FTP user to receive a
satisfactory service.
3 Balancing algorithm
SON optimization algorithms aim to solve network prob-
lems by modifying Radio Access Network (RAN) parame-
ters [4, 5]. In this work, a self-tuning algorithm is proposed
to balance the QoE among services by adjusting the ser-
vice priority parameters in the scheduler of the eNodeB.
The aim of tuning is to re-prioritize services so that the
average QoE per service is the same in the long term.
For this purpose, SPIs are modified based on statistical
QoS measurements collected per service in the network
management system. As a result, users of services with
worse QoE increase their priority and receive more radio
resources.
The algorithm is conceived as an iterative process that
decides the new SPI values based on an estimate of
the QoE per service in the previous iteration (hereafter
referred to as optimization loop). To avoid abrupt parame-
ter changes, the controller is designed with an incremental
structure, where SPI parameters are modified progres-
sively. Thus, the output of the decision-making process
is the positive or negative step added to the current SPI
values.
For simplicity, it is assumed here that all eNodeBs in
the network share the same set of SPI values (i.e., tun-
ing is done on a network basis). Thus, the algorithm
is divided into a set of controllers (one per service)
in charge of modifying the corresponding SPI parame-
ter. The inputs to each controller are the QoE for the
optimized service and that of the other services mea-
sured across the whole network. The output of each
controller is the new value of the SPI parameter for the
optimized service that is used in all schedulers in the
network.
In the following paragraphs, two variants of the algo-
rithm are described, differing in the drivers used to guide
the tuning process.
3.1 Unweighted strategy
In a first option, referred to as unweighted strategy, the
aim is to equalize the average QoE of all services, i.e., the








where j is the evaluated service, Nj is the number of users
of service j, and QoEi is the QoE perceived by user i,
estimated from QoS statistics. The sum considers that all
users of the same service have equal target QoE. With this
aim, the input to each controller is the average QoE of that








where Ns stands for the number of active services on the
network. Then, the QoE difference is calculated as
QoEj = QoEj − QoEk =j , (14)
where QoEk =j is the average QoE of those services differ-
ent from j. Such a difference is used as a measure of the
distance and direction from the balance situation.
A classical proportional controller is used to modify
SPIs. The response of the controller is represented in
Fig. 1. It can be observed that SPI changes are inversely
proportional to QoEj. Thus, if a service experiences a
QoE larger than the other services, its SPI is decreased.
The change is more aggressive if QoEj is higher than 1.
Fig. 1 Controller in the unweighted strategy
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The two slopes provide a gain scheduling mechanism to
achieve an adequate trade-off between speed of response
and system stability. The lower slope for low QoE differ-
ences aims to reduce system sensitivity to ensure stability
at the end of the balancing process. The higher slope for
larger QoE differences ensures fast convergence to equi-
librium and fine granularity to reduce QoE differences.
Finally, upper and lower limits ensure that the largest
variation of the SPI between consecutive loops is 2.
3.2 Weighted strategy
For network operators, the total number of satisfied users
is a key driver. In this case, the percentage of users of each
service becomes a very important parameter, since ser-
vices with more users should be prioritized against those
with fewer users. To favor services with more users, the
indicator used to measure the QoE of a service is modified





· QoEj , (15)
where the superscript W denotes weighted, Nj is the num-
ber of users of that service j in the network, and the
weight factor N represents the average number of users
per service. Note that the larger the value of Nj, the
lower the value of QoEWj , reflecting a worse value of the
weighted QoE indicator for that service. The lower QoE
of more populated services is compensated for the con-
troller by increasing their priority so that those services
receive more resources. Similarly to the unweighted strat-
egy, there is no distinction of target QoE among users
within the same service.
In the weighted strategy, the balancing process aims to
reduce the difference between the weighted QoE indicator
of each service and the mean value of the other services,
computed as







where QoEWj is the difference of weighted QoE of a
service against that of the other services, QoEWk =j is the
average weighted QoE of the other services, and Ns is the
number of services in the network. As shown in Fig. 2,
the shape of the controller is exactly the same as in the
unweighted case.
It should be pointed that, in both strategies, equal-
izing QoE across services does not necessarily increase
the overall QoE. However, it is expected that, in nor-
mal situations, increasing the priority of services with
the lowest QoE should improve the overall system QoE.
Such a belief is based on the shape of utility func-
tions, shown in (8)–(11). With them, the QoE increase
obtained by reassigning more resources to an under-
prioritized service is often larger than the loss of QoE
caused by taking those resources from over-prioritized
services that are receiving more resources than the strictly
needed.
4 Performance analysis
In the previous section, two balancing algorithms based
on re-prioritizing services have been presented. Several
tests are now carried out to assess their value. For clarity,
the simulation setup is first introduced and results are
presented later.
Fig. 2 Controller in the weighted strategy
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4.1 Analysis setup
In the absence of an analytical model or a live LTE system,
performance assessment is done in a dynamic system-
level LTE simulator [33]. The considered macrocellular
scenario, shown in Fig. 3, consists of 19 tri-sectorized sites
with 57 cells evenly distributed in space. Table 2 shows the
main parameters of the simulator. System bandwidth is
configured to 6 Physical Resource Blocks (PRBs) to reduce
the number of users needed to achieve a high network
load, and thus reduce the computational load of simula-
tions. Likewise, a hexagonal cellular layout and uniform
spatial distribution have been selected to ease the analysis
of results. The reader is referred to [33] for amore detailed
explanation of the configuration parameters and the tool
itself.
Table 3 shows the traffic mix used in the simulations,
which is inspired in [35] and [3]. The average number of
users per cell is large enough to ensure that the PRB uti-
lization ratio is close to 100%, so that services compete for
radio resources and service priority has an impact on end
user performance.
For repeatability, random variables are pre-generated to
ensure that every optimization loop is carried out under
exactly the same conditions. Thus, performance differ-
ences between loops are only due to changes in the SPI
configuration.
Table 4 shows the values of the internal scheduler
parameters in this work. The most important one of those
parameters, presented in 2.1, is tc, which has a direct
influence on the PFfactor and therefore on the scheduling
process. The value tc = 1.25 in (6) means that the weight
of past history (previous average data rate) is 0.2 and the
weight of present (instantaneous achievable data rate) is
0.8.
Fig. 3 Simulation scenario
Table 2 Simulation parameters
Cellular layout Hexagonal grid
57 cells (3 × 19 sites)
Transmission direction Downlink
Carrier frequency 2.0 GHz
System bandwidth 1.4 MHz (6 PRBs)
Cell radius 0.5 km
Inter-site distance 1.5 km
Propagation model Okumura-Hata with wrap around
Log-normal slow fading, σ = 8 dB,
correlation distance = 20 m
Multipath fading, ETU model
Mobility model Random direction, constant speed, 3 km/h
Service model VoIP: GBR, Poisson arrivals, mean call
duration: 60 s
VIDEO: non-GBR, Poisson arrivals,
buffered video, H.264, real traces
(http://trace.eas.asu.edu/tracemain.html)
FTP: non-GBR, Poisson arrivals, mean file size:
2 MB [35]
WEB : non-GBR, Poisson arrivals, mean web
page size/waiting time [35]
Base station model Tri-sectorized antenna, MIMO 2 × 2,
EIRPmax = 43 dBm
Scheduler EXP/PF multi-service modified with SPI
parameter
Power control Equal transmit power per PRB
Link adaptation CQI based
RRM features Handover, call access control
HO parameter settings TimetoTrigger = 100 ms
HO margin = 3 dB
User distribution Uniform spatial distribution
Dropped call model Radiolinktimeout = 1 s
Time resolution 10 TTI (10 ms)
Simulated network time 2 h (24 optimization loops * 5 min per loop =
120 min)
Three experiments are carried out. The aim of the first
experiment is to show how the basic balancing algorithm
manages to equalize the QoE across services. For this
purpose, the unweighted algorithm is tested with an ini-
tial SPI configuration where all services begin with the
Table 3 Traffic mix
Service QCI (Traffic category) Share of users (%)
VoIP 1 (Real time) 50
VIDEO 6 (Streaming) 20
WEB 8 (Interactive) 20
FTP 9 (Best effort) 10
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same intermediate SPI value (=7). The aim of the sec-
ond experiment is to check the impact of the initial SPI
configuration. For this purpose, the unweighted algorithm
is tested with an initial SPI configuration where the SPI
is different for each service. Specifically, SPIVoIP = 2,
SPIVIDEO = 13, SPIFTP = 5, and SPIWEB = 3. The
last experiment aims to show how the weighted algo-
rithm manages to prioritize the most populated services.
Each experiment consists of 24 optimization loops (5 min
per loop). Thus, 2 h of network time are simulated. It is
checked a posteriori that, with the proposed controller,
and for the initial QoE imbalance between services in the
simulated scenario, such a number of loops is enough to
ensure that the system reaches equilibrium.
To assess the value of a SPI configuration, several net-
work performance indicators are used. The main figure
of merit from the network perspective is the average QoE
of the worst service, min{QoEj} or min{QoEWj }. Such a
choice is consistent with the way operators monitor net-
work QoE, where the worst users receive most of the
attention to reduce churn rates. Note that the worst ser-
vice in equilibrium (i.e., at the end of the optimization
process) is not necessarily the same as in the first loop.
The selection of the unweighted or weighted variant of
the figure of merit depends on the aim of the balanc-
ing process. If the aim is to improve fairness among
services, regardless of the number of users per service,
the unweighted variant must be selected. In contrast, if
the aim is to benefit the most populated service, the
weighted variant is the proper choice. Other important
network performance indicators are the global service
QoE, defined in the unweighted version as the arithmetic


















For the weighted version, the overall QoE is obtained







where QoEi is the quality experienced by each user treated
and NT is the total number of connections, and the maxi-










Although the above-described network performance
indicators are computed in every optimization loop, the
focus is on the values obtained at the end of the tun-
ing process. To assess the algorithm from the control
perspective, the whole trajectory is evaluated by check-
ing convergence speed and stability. The former is given
by the number of loops to reach equilibrium, while the
latter is based on the absence of fluctuations in system
parameters.
5 Simulation results
The results of the unweighted algorithm are first pre-
sented, since they are easier to analyze. The results of the
weighted variant are discussed later.
5.1 Unweighted strategy/equal initial SPI
In the first experiment, the initial SPI value for all services
is set to an intermediate level (i.e., 7). Figure 4 presents the
evolution of the QoE and SPI of each service. In Fig. 4a,
Fig. 4 Results in the unweighted strategy with equal initial SPI settings. a Average service QoE. b SPI parameter
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it is observed that, with the initial SPI settings (i.e., loop
1), the RT service (VoIP) experiences the lowest QoE,
whereas theWEB service has the largest QoE. It is inferred
that, with the initial configuration, the scheduler bene-
fits WEB by allocating enough resources to download web
pages when needed. This is just a consequence of the low
throughput threshold in the utility function of WEB, pre-
sented in (11), which make it the least restrictive service.
In Fig. 4b, it is observed that, in only three loops, the
algorithm already manages to balance the QoE of VIDEO,
VoIP, and FTP by reducing the SPI of services with QoE
above the average (i.e., WEB) and increasing the SPI of
those below the average (i.e., VoIP, VIDEO, and FTP).
Thereafter, the algorithm tries to increase the QoE of
VoIP, VIDEO, and FTP at the expense of WEB. Even if the
SPI of WEB reaches its lower limit, the SPIs of all other
services keep increasing.
Peaks in the QoEFTP curve are easily explained by
observing the evolution of SPI parameters, shown in
Fig. 4b. A comparison of both figures reveals that abrupt
changes of QoE occur when SPIFTP has just become
greater than SPIVIDEO, i.e., when the priority of the video
service becomes less than the FTP service. A closer
analysis shows that this happens whenever SPIVIDEO falls
below the SPI of another service. This is due to the fact
that the video service occupies more than 50% of PRBs
in the network, which makes the system quite sensitive to
changes in the priority of the video service.
Figure 5 compares the evolution of the global QoE
against that of the minimum service QoE (primary
axis) and maximum QoE difference (secondary axis). As
expected, the balancing algorithm achieves nearly a four-
fold reduction of the maximum QoE difference from 1.74
to 0.47. As a result, the QoE of the worst service (VoIP,
VIDEO, or FTP, depending on the loop) is increased from
1.8 to 2.25. Such an improvement is obtained without
changing QoEglobal, except for the positive peaks observed
in QoEFTP.
5.2 Unweighted strategy/different initial SPI
To check the influence of initial parameter settings, the
unweighted algorithm is initialized with an uneven SPI
configuration selected at random, where VIDEO has
larger SPI,WEB and FTP have lower SPI, and VoIP has the
lowest SPI, close to the minimum.
Figure 6 shows the evolution of QoE and SPI for each
service. Again, it is observed that the balancing algo-
rithmmanages to reduce QoE differences among services.
Nonetheless, WEB remains the best service despite reach-
ing the minimum SPI value (=1) at the beginning of the
process. This is because WEB is the least demanding ser-
vice. From the comparison of both figures, it is deduced
that every time SPIVoIP crosses the SPI of the other ser-
vices, the QoE of VoIP increases, especially when crossing
the VIDEO service. This was expected since VIDEO is the
service demanding the largest amount of resources.
Figure 7 shows the evolution of the three figures of
merit. In the figure, it is observed that QoEmax on the
secondary axis decreases by more than six times (from
1.93 to 0.31) after tuning SPIs. Likewise, min{QoEj} on
the primary axis improves 90% (from 1.18 to 2.25). In
addition, the global QoE on the primary axis improves as
a result of the balancing process.
Fig. 5 Figures of merit in the unweighted strategy with equal initial SPI settings
Oliver-Balsalobre et al. EURASIP Journal onWireless Communications and Networking  (2016) 2016:7 Page 10 of 12
Fig. 6 Results in the unweighted strategy with uneven initial SPI settings. a Average service QoE. b SPI parameter
5.3 Weighted strategy/equal initial SPI
The last experiment shows how the weighted algorithm
improves the average end user experience by prioritizing
the most populated services. User ratios in Table 3 show
that, in the considered case, VoIP is the service with more
users (50%) and FTP is the one with fewer users (10%).
Figure 8a shows the evolution of the indicator balanced
by the weighted algorithm (i.e., the average service QoE
divided by the number of users per service), while Fig. 8b
presents the SPI configuration trend. It is observed that
the SPI of VoIP reaches the maximum value (=15) almost
immediately, since VoIP is the most populated service.
After that, QoEWVoIP barely changes. In fact, the situa-
tion is almost stable after loop number 13, since there-
after SPIFTP and SPIWEB stagnate at 1 (i.e., the minimum
value) and only SPIVIDEO varies very slowly. It is observed
that the balancing process reaches saturation in this
cas e.
Figure 9 shows the evolution of the global service
QoE on the primary axis, and the maximum weighted
QoE difference, QoEWmax, and the minimum weighted
QoE, min{QoEWj }, on the secondary axis. As expected,
QoEWmax is halved at the end of the balancing process.
Likewise, the minimum weighted service QoE improves
by 70% as a result of increasing the priority of the most
populated service (i.e., VoIP). A beneficial side effect is
that QoEglobalW improves by 15%, especially in the first
iterations.
The case of weighted strategy and uneven initial SPI
settings (not shown here for brevity) gives the same con-
clusions.
6 Conclusions
In this paper, a self-tuning algorithm for adjusting param-
eters in a multi-service packet scheduler of a LTE base
Fig. 7 Figures of merit in the unweighted strategy with uneven initial SPI settings
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Fig. 8 Results in the weighted strategy. a Average service QoE. b SPI parameter
station based on network statistics has been proposed.
The aim of the algorithm is to ensure that all users achieve
the same average QoE regardless of the type of service.
For this purpose, the proposed iterative algorithm changes
service priority parameters to re-prioritize services so as
to equalize the QoE among services. Controlling QoE
instead of QoS makes it easier to compare services with
very different QoS constraints. Two variants of the algo-
rithm have been presented, depending on whether the
aim is to improve the average service QoE (unweighted
approach) or the average user QoE (weighted approach).
Method assessment has been carried out in a dynamic
system-level LTE simulator implementing the down-
link in a regular scenario. Results have shown that the
unweighted version of the algorithm can equalize the
QoE of services by changing the service priority param-
eter from different initial settings. Thus, the QoE of
the worst service is doubled by re-prioritizing services
properly. Likewise, the weighted version of the algorithm
improves the average user QoE by 15% by increasing the
priority of the most populated services. The unweighted
strategy is the preferred one if fairness among services
is desired, regardless of the number of users per ser-
vice. On the other hand, the weighted strategy should
be selected when the aim is to favor the most populated
service.
It should be pointed out that, if the considered util-
ity functions were others, a different situation might
be reached at the end of the SPI adjustment pro-
cess. Generally, a more optimistic utility function for
a service, showing a higher MOS with the same
QoS, would lead to a decrease in the SPI of that
service and, hence, a lower service priority. How-
ever, it is worth noting that the balancing algo-
rithm would remain the same, regardless of the utility
functions.
Fig. 9 Figures of merit in the weighted strategy
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It is left for future work to design more sophisticated
controllers that ensure optimal network performance by
applying classical optimization techniques instead of sim-
ple balancing rules. It is also intended to analyze how the
proposed controller influences QoS metrics.
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