Abstract-This paper develops coding and signal processing approaches for a novel optical recording channel that arises from electron-trapping phosphor materials. The recording medium allows multiple reads and writes, and one important feature is that the read process serves to erase the disk. This feature would enable vendors of prerecorded video to provide customers with one-time services. For applications where this feature is not desirable, the data can be immediately rewritten. From a communications viewpoint, the most important feature of this new channel is that, subject to a peak constraint, it supports a continuum of recording levels. The combination of read and write processes creates a partial-response channel, and the ability to write a continuum of levels makes it possible to employ precoding techniques, such as the one developed by Tomlinson (1971) and by Miyakawa and Harashima (1969) . This is fundamentally different from magnetic data storage, where the read/write process creates a partial-response channel but where it is only possible to write two levels at the input to that channel. This paper shows that the use of precoding and coset codes can significantly improve upon the recording densities (and recording rates) that can be achieved by using M-ary run length constrained codes to eliminate intersymbol interference (ISI) at the output of the read/write process. The approach presented here is applicable to any optical recording channel that supports a continuum of recording levels.
I. INTRODUCTION
T HIS PAPER develops coding and signal processing algorithms for a novel optical recording channel that allows multiple reads and writes. A model of this electron-trapping optical memory (ETOM) is presented in Section II. The most important feature of this new channel is that it is linear subject to a peak constraint, and it supports a continuum of recording levels. This is fundamentally different from conventional mag-netic recording channels, which are inherently nonlinear and where to force linearity the write current in the recording head has to be sufficient to ensure positive or negative saturation of the magnetic medium. Hence, it is only possible to record the levels 1. It is also different from conventional optical recording systems that employ a read-only medium, where information is recorded by the presence or absence of pits on the surface of the medium.
The combination of read and write processes creates a partial-response channel. The ability to write a continuum of levels at the input to this channel makes it possible to employ precoding techniques such as the one developed by Tomlinson [31] and by Miyakawa and Harashima [27] for Gaussian channels subject to intersymbol interference (ISI). The philosophy behind this precoding technique is that since the channel is known, it is possible to anticipate and correct for the effects of the channel at the input, so that a very simple decoder can be used at the output. It is not possible to use Tomlinson-Harashima (TH) precoding on conventional magnetic and optical recording systems, where it is only possible to record a small discrete number of levels.
Recording real-time uncompressed digital video is among the potential applications of ETOM, and this requires a transfer rate of between 90-120 Mb/s. A prototype disk drive has been developed by the Optex Communications Corporation, where the disk speed is approximately 12 m/s (middle radius), the track pitch is approximately 1.6 m, and the length of a channel symbol along a track is approximately 0.8 m (see [2] and [11] ). The transfer rate for the prototype is about 50 Mb/s and the purpose of the partial-response techniques presented in this paper is to double that rate. We remark that other multilevel recording channels have recently been proposed by Marx and Psaltis [20] , Spielman et al. [28] , and Shimizaki, Yoshihiro, Ishizaki, and Ohta [29] .
It will be instructive to recall the evolution in signal processing for magnetic recording channels. In magnetic recording, bits are normally stored as changes or transitions in the magnetic flux on the surface of the medium. Until recently, virtually all magnetic recording systems employed peak detection, where one sampled output is used to estimate the value of one symbol recorded on the disk. The reliability of peak detection depends on the minimum spacing between transitions. If two transitions are too close, the peaks are reduced in amplitude and shifted. Binary sequences input to magnetic recording systems that employ peak detection are required to meet certain run-length-limiting (RLL) constraints in order to improve linear density and to improve system reliability. The RLL, or so-called , constraint requires that adjacent 1's be separated by at least 0's and by at most 0's. Here it is important to recall that in nonreturnto-zero-inverted (NRZI) recording, the symbol 0 represents no transition and the symbol 1 represents a transition. Long runs of 0's correspond to long stretches of constant magnetization. When the binary input satisfies a constraint, it is possible to signal times as fast while maintaining the same spacing between transitions. If the code rate is , then the increase in linear density is given by the product . The constraint aids timing recovery, since timing is derived from transitions in the recorded data. Finally, it is important to note that increasing the signaling rate increases system bandwidth and the speed of circuitry, which is not without its challenges.
McLaughlin et al. [21] - [23] , [25] , [26] have described constrained codes for -level signaling alphabets and have implemented them on a prototype ETOM recording channel with signal-to-noise ratio (SNR) sufficient to distinguish discrete levels. These -ary codes satisfy the constraint that adjacent nonzeros are separated by at least 0's and by at most 0's. Here the input symbol represents a transition from to . The -ary codes improve the linear density of saturation recording (only two possible inputs) by factors ranging from 2 to 2.5. In Section III we show that the combination of trellis coding with TH precoding significantly outperforms -ary codes. Peak detection looks at a signal sequence with respect to itself, not with respect to other signal sequences that could have been transmitted. The idea of using maximum-likelihood sequence estimation in magnetic recording systems was suggested in 1970 by Kobayashi and Tang [13] . However, it has only recently become possible to implement partial-response maximum-likelihood (PRML) detection at sufficiently high speeds (80-260 Mb/s). PRML detection provides increases in linear density of about 30% by eliminating the constraint. The resulting ISI is equalized at the output of the channel to some tractable response 1 such as PRIV or EPRIV . Maximum-likelihood (Viterbi) decoding is accomplished by tracking the state of the channel. Magnetic recording systems have largely migrated from peak detection to PRML detection. For more information about data storage technology, we refer the reader to Cideciyan et al. [7] (see also Marcus, Siegel, and Wolf [19] ).
PRML detection is not perfect in that there is some loss in equalization to a tractable response, and some complexity in tracking the channel state that is unavoidable. The combination of trellis coding with TH precoding that is described in Section III does not suffer from these disadvantages.
II. THE ELECTRON-TRAPPING OPTICAL RECORDING CHANNEL
Electron trapping is an optoelectronic approach to optical recording. More details concerning the underlying materials science can be found in the papers by Earman [8] and Lindmayer, Goldsmith, and Gross [17] . Briefly, a disk is coated with a II-VI phosphor material that is doped with two rareearth metals. Writing is accomplished through illumination by a short wavelength (e.g., blue) laser. When the first type of dopant ion absorbs a photon, an electron in an inner shell is raised to an excited energy level. This electron may then be captured by the second type of dopant ion, where it recombines to the ground state of the second ion. This ground state is at a higher energy than the ground state of the first ion, and the electron remains trapped there until it is released during the write process. The response of the recording medium is linear in the sense that the number of trapped electrons is proportional to the intensity of illumination when writing.
Illumination by the larger wavelength (e.g., red) allows the disk to be read. Trapped electrons escape from the second dopant ion, returning to the ground state of the first ion, and releasing the stored energy in the form of visible light. The aggregate write/read process is linear, since the intensity of the light emitted from the medium is proportional to the number of trapped electrons, which as before, is proportional to the intensity of the write laser. Note that the read process also serves to erase the disk. For applications where this feature is not desirable, the data can be immediately rewritten.
One major difference between optical and magnetic recording channels is the unipolar nature of the optical channel, that is, all read and write signal intensities, are positive. The recording medium responds linearly over a range of illumination energies and we assume that the SNR is sufficient to distinguish multiple levels. Within this range, it is possible to write a continuum of input levels. This is essential to the implementation of the TH precoding algorithm described later in this section. However, there comes a point at which the traps afforded by the second dopant ion are exhausted, and the recording medium saturates. Fig. 1 displays a sequence of "marks" recorded on a single track. Data is stored by modulating the intensity of the write laser that is positioned above the track on the rotating disk. This laser is focused to a circular "spot" of diameter , but the marks that appear on the disk are oblong in shape, since the disk is spinning. Information is read out optically by a read laser focused to a circular spot of diameter .
Linear density is the number of marks or channel symbols per unit length along a single track. We assume that linear density is not limited by the SNR of the process that distinguishes the different analog levels. Rather, it is limited by the diameter of the read and write spots. The channel SNR is high enough (typically greater than 15-18 dB) to support increased linear density, where it is possible to decrease the diameter of the read and write spots. This is a very important assumption; if bandwidth were not limited by the dimensions of the read and write spots, then we would use binary signaling and simply choose to signal faster. Fig. 2 shows a typical impulse response of the write process. This is the signal recorded on the medium when an impulse is applied to the write head (we are assuming that the bandwidth of the read/write electronics is sufficiently large). The -axis represents distance along a single track, and we let , where is the linear head velocity. The input to the write process is the signal given by
where are the channel symbols (the desired analog levels) and is some pulse of duration that is centered at , for example, a unit amplitude rectangular pulse. Because the recording channel is unipolar, and . We assume that the symbol duration is of the same order of magnitude and not significantly smaller than . This assumption means that the analog levels recorded on a single track remain constant over some minimum length of track. This assumption makes practical sense, since timing information can then be derived directly from recorded data.
The signal is applied to the write laser and the recorded signal on the media is given by
where (2.
3)
The response of the recording medium is linear, provided that the recorded signal does not exceed the level at which saturation occurs. This can be achieved by enforcing the constraint , where the constant can be determined by Fig. 3 shows a typical impulse response of the read process;
A. The Read Process
is the read channel output response of a hypothetical impulse recorded on the medium. We assume that the width of the read spot is of the same order of magnitude as the width of the write spot. For example, in the ETOM prototype the read laser wavelength is nm and the write laser wavelength is nm. Since the minimum spot size of the focused laser is proportional to the wavelength ([18, ch. 5]), the ratio . The overall response for the combined read/write/modulation process using to modulate the symbols is given by
where is defined in (2.3). The output of the combined read/write/modulation process corresponding to the input is given by
where the input symbols .
B. The Noise Model
We assume that the read process is subject to additive white Gaussian noise. In practice, the different analog levels are subject to noise that is, to a limited degree, signal dependent (photon shot noise). However, one effect of ISI is to combine noise terms associated with a sequence of signals, and the result is an acceptable approximation to additive Gaussian noise. Imperfections in the recording medium are modeled as additive white Gaussian noise that is then colored by the read process. For simplicity, we shall assume that noise at the output of the read process is white. There is, in fact, no loss of generality, since the read signal can always be appropriately filtered to whiten the noise.
C. Discrete-Time Channel Model
The read head output is passed through a filter matched to (2.6) and then through a sampler with period . In practice, the sampling instants are determined by timing recovery circuits controlled by transitions in the recorded data. This produces the discrete-time model shown in Fig. 4 . Here is the additive white Gaussian noise at the output of the is its transform. The output noise is zero-mean colored Gaussian noise with power spectral density . Spectral factorization allows us to write , where is a monic minimum-phase polynomial with coefficients , and is an appropriate constant. In practice, may be well approximated by taking to be a polynomial with small degree. The output of the sampled matched filter is passed through the noisewhitening filter , resulting in a whitened sampled matched filter. This filter provides an equivalent discretetime minimum phase channel given by , as shown in Fig. 5 .
D. TH Precoding
Here we consider transmission of equally spaced analog levels over a discrete-time channel with causal impulse response , for which . The noiseless output is given by (2.10)
TH precoding [27] , [31] is a nonlinear method of precoding the data that renders the output of the channel effectively free of ISI and allows instantaneous symbol-bysymbol decoding of the data and, hence, eliminates error propagation common to some decoders. The TH precoder does not transmit the data directly, but instead transmits precoded data , where (2.11) where is the unique integer such that . Now the output is given by (2.12) and instantaneous symbol-by-symbol decoding is possible via congruence modulo .
The TH precoder is shown in Fig. 6 ; the nonlinear operation of reduction modulo ensures that by adding to . An equivalent linear circuit is shown in Fig. 7 ; the precoder is equivalent to the filter , provided that is added at the input.
The philosophy behind TH precoding is that if the channel is known, then invest a small amount of complexity at the encoder and save a lot of complexity at the decoder. The decoder does not then have to track the state of the channel. Recall that PRML detectors for magnetic recording channels do, in fact, track the state of the channel. The reason for this difference is that TH precoding is not possible on magnetic recording channels. In magnetic recording it is only possible to write the symbols 1, but the TH precoder produces channel symbols given by (2.11) that are nearly uniformly and independently distributed over the interval . In Section III we show that TH precoding, unlike decision feedback equalization (DFE), is easily combined with trellis coding based on lattices and cosets. These trellis codes are specified by simple rules for the congruence of successive entries. What is important in this integration is that if is a trellis codeword, then so is . This allows us to remove the noise at the output using the same Viterbi decoder as for memoryless channels. The TH precoder can be used to realize almost all of the coding gain provided by the trellis code. Typically, a full maximum-likelihood detector that tracks the channel state would improve performance marginally by reducing path multiplicity slightly.
The precoding, and to some degree the trellis coding, described here is similar to that used in the V.34 modem standard [12] for communication over band-limited Gaussian channels and variants thereof. We briefly comment on their similarities and differences. In telephone line modem applications it is important that the statistics of the channel symbols are Gaussian, so they match the statistics of the noise. Here TH precoding is not appropriate, since reduction modulo seems to produce channel symbols that are uniformly distributed over the interval . The LTF and ISI precoders [14] , [16] that form a part of the V.34 standard are more sophisticated alternatives to TH precoding. When used with a suitable shaping code, they achieve significant shaping gain (the saving in average transmitted signal power provided by a Gaussian input distribution over a uniform distribution) without increasing the complexity of trellis decoding much beyond that of the baseline memoryless channel. We could have used these precoding techniques for this recording application. We have chosen to use TH precoding because it is conceptually a little simpler, and because of the peak power constraint there is no shaping gain to be realized.
III. TRELLIS CODING
A trellis code is a sliding window method of encoding a binary data stream as a sequence of signals that are input to a noisy channel. The encoder introduces memory and redundancy in order to gain immunity to noise. Ungerboeck [32] constructed simple trellis codes for the Gaussian channel that provided coding gains of between 3-6 dB. This landmark paper has transformed the subject of coding for the Gaussian channel.
Calderbank and Sloane [6] abstracted the idea of redundant signaling based on lattices and cosets. The signal points are taken from an -dimensional lattice and the signal constellation contains an equal number of points from each coset of a sublattice . One part of the binary data stream selects cosets of in and the other part selects points from these cosets. All of the redundancy is in the coset selection procedure, and Forney [9] has coined the name coset code to describe redundant signaling based on lattices and cosets. Coset coding provides a level of abstraction that makes it possible for a code designer to handle complicated codes and large signal constellations.
Coset codes developed for memoryless channels can be adapted for use on partial-response channels, or to generate signals with spectral nulls (see Calderbank and Mazo [4] , [5] and Forney and Calderbank [10] ). Forney and Calderbank suggest that for transmission of a large number of bits per symbol using -ary signaling on partial-response channels, it is possible to achieve the same coding gain with the same complexity as on memoryless channels. This is a very positive conclusion, and it is founded on a careful analysis of practical decoders that approximate maximum-likelihood detection of baseline uncoded transmission on the partial-response channel. This analysis indicates that in uncoded transmission, minimum distance is not necessarily the true indicator of performance. Furthermore, finite window length results in the decoder being unable to resolve some fraction of the minimum distance error events (so-called quasi-catatrophic error propagation) at the output of the partial-response channel. This assumption of a decoder with a finite window means that it may not be possible to realize the performance expected from the true minimum distance at the output of the partialresponse channel. In summary, for -ary transmission on partial-response channels, coded modulation makes it possible to realize coding gain through precoding techniques and the performance of baseline uncoded transmission is limited by quasi-catastrophic error propagation.
Forney and Calderbank do not make the same claims for binary transmission, where, for example, the minimum squared distance at the output of the channel is usually regarded as twice that of the input to the channel. Binary magnetic recording systems, where partial response is common, sacrifice rate in order to eliminate quasi-catastrophic error propagation. (See, for example, the rate-8/9 code described in Cideciyan et al. [7] .)
Forney and Calderbank start from the assumption that the partial-response channel is given and they investigate the extent to which performance can be improved by coding. The signal processing for ETOM presented here does not start with a given partial-response channel, since it is possible to space marks along a single track so there is no significant ISI at the output of the read/write process. It is a system's choice to write as fast as possible and to manage the complexity of resolving the ISI that results. If the resulting partial-response channel magnifies minimum distance, then we are entitled to claim credit for the corresponding improvement in performance.
A. Timing Information
Since timing information is derived directly from transitions in the recorded data, it is necessary to modify standard coset codes to eliminate long runs of like symbols at the output of the read/write process. In NRZI recording this corresponds to eliminating long runs of zeros in the encoder trellis. This can be accomplished by transmitting information using an appropriate translate of the coset code rather than the code itself. Note that this modification will not change the minimum squared distance of the coset code. A procedure for finding an appropriate coset can be derived from the work of Baumert, McEliece, and van Tilborg [3] , who analyzed the problem of symbol synchronization in convolutionally coded systems. We now explain how it applies to a particular four-state onedimensional coset code based on the lattice partition . Example 3.1: Fig. 8 shows the encoder trellises for both the standard coset code and the modified coset code. Edges are labeled by the four residue classes modulo 4, and the symbol represents the . In each case the encoder slides a window of length 3 along a binary data stream. The state of the encoder is the pair of prior input bits and the window determines the possible transitions between states. If the triple appears in the window, then the present state is and the next state will be . The corresponding edge is labeled by
for the standard code and by (3.2) for the modified code (the subscript denotes the th stage, so this defines a time-varying trellis with period 2). The notation denotes the standard binary inner product, and addition on the right-hand side of (3.1) and (3.2) is addition of cosets in . The minimum squared distance of both the standard and the modified coset code is equal to nine.
IV. PERFORMANCE COMPARISONS
We begin by describing the -ary codes developed by McLaughlin et al. [21] - [23] , [25] , [26] . These codes satisfy the constraints that adjacent nonzeros are separated by at least zeros and by at most zeros. In NRZI recording this means that every transition is followed by at least nontransitions. The duration of a symbol is now given by , where is the symbol duration described originally. However, the run length constraints guarantee that the length of every recorded mark is at least . Typically -ary ( ) codes are used to avoid ISI, so one does not exploit the difference in laser wavelengths. Since the write laser usually has the smaller wavelength, is expanded out beyond its minimum size to equal , which eliminates a good deal of the ISI in the channel. For the wavelengths used in ETOM, nm and nm, so is expanded out to equal nm, where is a proportionality constant that depends on the numerical aperture of the focusing lens [18] . The linear density is the number of bits written on the disk normalized by the symbol duration , so that (4.1) where is the rate of the -ary code. The rate is bounded above by the capacity of the -ary constraint, which is given by , where is the largest real root of the equation [30] (4.2) Table I , which is taken from McLaughlin [22] , lists achievable densities (in bits/ ) corresponding to certain constraints.
McLaughlin [22] has used the state-splitting algorithm developed by Adler, Coppersmith, and Hassner [1] to construct codes for particular constraints. Table II , which is taken from [22] , lists seven codes. The encoder is a finite state machine that transforms a block of data bits to a codeword of length . Decoding is accomplished by sliding a window over the codeword. The memory and anticipation determine the size of the decoding window which extends over prior codewords and future codewords. Decoder complexity is measured by the number of lines in the lookup table, and the efficiency of the code is the ratio of code rate to capacity.
The minimum squared distance of an -ary code is determined by the spacing between adjacent levels. Since levels are assumed to be spaced uniformly on the interval , the minimum squared distance is given by (4.3)
Next we quantify the performance of coset codes combined with TH precoding.
Recall that the duration used in (4.1) is sufficiently large to ensure that, for -ary ( ) codes, no significant ISI occurs at the output of the read/write process. When coset codes and TH precoding are used, the minimum possible values for and are used, resulting in a smaller signaling interval . As before, assuming nm, , then (4.4) where is the rate of the coset code (including uncoded bits).
If the coset code magnifies minimum squared distance by a factor , then the overall minimum squared distance is given by (4.5)
We shall consider coset codes based on the lattice partitions , , and , where is the two-dimensional checkerboard lattice given by mod The one-and two-dimensional codes are taken from Ungerboeck [32] , and the four-dimensional code is taken from Wei [33] .
As a baseline for comparison we take the 10-ary (3, 6) code that achieves the highest linear density ( b/ ) among the codes appearing in Table II . We choose the number of levels so that is approximately equal to [comparable to in an -ary ( ) code]. Note that the signal constellation needs to be uniformly distributed among the different cosets in the lattice partition. Then we calculate the linear density that results. When the number of points in a coset is a power of two, then it is straightforward to encode at the maximum possible rate. When the number of points is not a power of two, then we may approach the maximum possible rate by using the addressing algorithm developed by Laroia, Farvardin, and Tretter [15] to achieve shaping gains on Gaussian channels. The results are displayed in Table III. The redundancy of a coset code depends only on the method of selecting cosets and it is expressed in bits/dimension. The redundancies of the coset codes based on the lattice partitions , , and are 1, 0.5, and 0.25, respectively. As the redundancy decreases, so does the number of levels required by the partial-response system to achieve a particular throughput. The last column in Table III , "Coding Gain," indicates the savings in SNR over the (3, 10) code achieved by the respective lattice partitions. Table III shows that it is possible to achieve a larger density (about 5 b/ ) 
A. Fundamental Limits on the Performance of M-ary Codes
In this section we briefly describe why the performance of -ary ( ) codes is fundamentally limited. This further emphasizes the importance of partial-response-type modulation schemes, particularly for large densities. We first review a result due to Zehavi and Wolf [34] . Here we consider the full ensemble of binary constrained sequences (no reduction in rate due to coding) and we follow the elegant probabilistic analysis given in [34] .
A binary sequence may be parsed unambiguously as a concatenation of phrases, each phrase ending in a single 1 and beginning with a string of zeros (possibly empty). If a binary sequence satisfies the constraints, then all phrases contain at least digits and no more than digits. Zehavi and Wolf denote by the random variable that gives the number of binary digits in the th phrase of the parsed sequence. They prove that the information rate under the constraint is maximized when the random variables are statistically independent and identically distributed. The probability distribution that achieves the maximum information rate (or capacity) is given by (4.6) where the constant is such that (4.7)
Zehavi and Wolf also provide the bound (4.8) on the capacity of binary constrained sequences. The rate for the corresponding ensemble of -ary constrained sequences is bounded by (4.9) Note that we are not claiming that this probability distribution maximizes information rate for the -ary constraint; however, capacity will not be significantly different from (4.9). Linear recording density is proportional to and (4.10)
The channel bandwidth and speed of circuitry has been increased by the factor , but recording density does not scale linearly with this factor. By contrast, in our approach the channel bandwidth and speed of circuitry has been increased by a more modest factor (4/3 compared to ), but recording density does scale linearly with this factor.
V. CONCLUSIONS
We have described a novel optical recording channel that arises from ETOM's. The partial-response codes are also applicable to nonbinary optical recording channels that support a continuum of recording levels. These channels are fundamentally different from magnetic data storage, where the requirement of saturation recording prevents the use of precoding techniques. We have proposed coding and signal processing algorithms for the partial-response channel created by the combination of read and write processes. We have shown that these codes improve upon the recording densities (and rates) that can be achieved by using -ary codes to eliminate ISI at the output of the read/write process.
