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PREFACE 
In this paper, we study varieties of (not necessarily associative) rings 
and algebras. Although many classes of algebras defined by identities 
have been studied in the last 25 years, the approach has usually been to 
study each identity individually. Some steps toward a more unified 
theory have been taken, particularly in the last five years, but a complete 
theory does not exist as yet. We attempt in this paper to put together 
some pieces of a unified theory that exist in the literature as well as many 
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facts which are known to most people working in the area, but which 
are not written down anywhere. The development of a general theory 
of varieties of abstract algebras (P. M. Cohn [I], R. S. Pierce [l]), the 
success of the application of the concept of varieties to group theory 
(H. Neumann [l]), and the recent use of a varietal approach by Jacobson 
in his book on Jordan algebras [3] have motivated us to organize the 
study of algebras satisfying identities as much as possible around the 
concept of a variety. It is hoped that the result will serve as a general 
introduction to the uninitiated as well as another step toward a unified 
theory for the expert. 
In choosing what material to include here, we have tried to select 
those topics that apply to many different varieties of algebras and that 
seem to us to give the best overall understanding. Thus, for example, 
we say relatively little about many of those properties which are peculiar 
to the variety of all associative algebras or the variety of Jordan algebras. 
In some cases where a topic is lengthy and is treated well elsewhere, we 
just mention it briefly and give a reference rather than take the space to 
cover the same ground here. We have tried to include everything which 
we think should be known by someone who wishes to achieve a good 
understanding of the area and which is not recorded elsewhere. Inevitably 
our choice of material reflects some of our prejudices as to what topics 
are most important and most interesting. 
In this paper we are a little more interested in discussing and illustra- 
ting methods than we are in the results themselves. For this reason the 
material is arranged according to the methods used, and the choice of 
material was governed equally by the desire to have good illustrations 
of each method discussed and by the desire to present a body of results 
which as much as possible both includes the most basic results in the 
area and is representative of the area as a whole. We hope that the 
arrangement by method will help the general reader to see what makes 
the subject tick as well as to provide a place for the specialized reader to 
begin a study of the specific methods that he may wish to learn to use. 
Particularly in the case of those methods which are treated at greater 
length, the reader who is not interested in learning the method in detail 
may prefer to read just enough to get an idea of the method and then to 
skim the rest of what we have written on that topic. 
In cases where we have given a more abstract treatment of a method, 
the reader with less background may find it helpful either to read one or 
two special cases of the argument first, or to try in one or two special 
cases to see what each part of the general argument reduces to. 
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In Chapter I we cover the principal results characterizing varieties of 
algebras and connecting related varieties. We give the most basic defini- 
tions in Section 1, including the definitions of @-algebra, identity, and 
variety. In Section 2, we prove Birkhoff’s theorem which states that a 
class V of @-algebras is a variety if and only if it is closed under forming 
subalgebras, homomorphic images, and complete direct sums. The basic 
facts of linearization and the proof that a variety of algebras over a field 
can always be defined by multilinear identities when the field has enough 
elements can be found in Section 3. We also give there the characteriza- 
tion of an irreducible identity in terms of its derivatives. The relation 
between varieties defined by the same identities over different rings of 
operators is treated in Section 4. 
Chapters II and III deal with the problems of finding interesting 
varieties and proving structure theorems for the algebras of a given 
variety. These questions divide fairly naturally into the commutative 
case which is considered in Chapter II and the noncommutative case 
considered in Chapter III. We give a full treatment of the general theory 
of the Pierce development of an identity on a commutative algebra 
(Section 6) and th e associated metatheorems (Section 7), since this does 
not appear anywhere else. The results on associative algebras satisfying 
additional identities are described in Section I 1. 
Certain classes of algebras that have been studied-mainly those 
defined by local properties-do not form varieties. In the first section of 
Chapter IV we discuss briefly some of these classes and the types of 
methods that can be used to prove things about them. Since such classes 
have mainly been considered only in the case of associative algebras, we 
devote the rest of that chapter to developing the structure of one particu- 
lar class which is of interest in both associative and nonassociative theory. 
We call these periodic rings. We define a power-associative ring A to be 
a periodic ring if for every element a E A there exists an integer n > 1 
depending on a such that a’& = a. The theory of periodic rings includes 
a generalization of the theorem of Albert which states that a finite power- 
associative division algebra is a field. 
The first three chapters with the possible exception of Section 1 I are 
intended to be readable by someone who has had a course in algebra at 
the graduate level. A little more background in the theory of associative 
rings would be helpful in Sections 11, 13, 14, and a little background in 
nonassociative theory would be helpful in Sections 15 and 16, although 
we shall give references to the main results of associative and nonasso- 
ciative ring theory that we need. 
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Our list of references is not intended to be exhaustive, but rather to 
provide a place to get started in the relevant literature. For example, 
instead of referring to the original paper we sometimes refer to a later 
paper or to a book which contains further information in addition to 
making reference to the original paper. Rather than try to assign credit 
for each argument that we give, we shall just list at the end of each sec- 
tion the references that we used which were not credited in the text as 
well as those that we think the reader will find most helpful for further 
study. By checking these references, the reader who is sufficiently inter- 
ested should have no trouble discovering where any argument or result 
came from in those cases where we were aware of it coming from another 
source. We believe that the reader interested in an exhaustive list of 
references for almost any topic discussed here could compile a fairly 
comprehensive list of references by starting with the set of references 
that we give for that topic and closing that set under the two operations 
of adding the names of all relevant papers mentioned in each reference 
already in the set, and adding the names of all relevant papers listed in 
Mathematical Reviews under the names of authors of papers already 
listed in the set. An extensive list of references can be found in Braun 
and Koecher [I], Jacobson [3], and Schafer [ 11. 
I. THE BASIC THEORY 
1. Some Dejkitions 
Although the concepts of an identity and a variety can be defined 
fairly easily in an informal manner that would be quite sufficient for 
some parts of this paper, there are some results that we wish to prove 
that require a more precise and formal definition of these concepts. In 
order to do this we have to begin with a number of definitions under- 
lying these two concepts. 
Let us recall that a groupoid is a set N together with a binary operation 
defined on N which takes its values in N. We shall denote this operation 
by juxtaposition, and in the case of an expression that involves more than 
one product we shall use parentheses to indicate in what order the 
operations are to be performed. If X is any set of symbols, let N(X) 
denote the set of all words of finite length that can be formed using the 
elements of X and using parentheses to indicate the way in which each 
word is built up by a sequence of juxtapositions. Two words are con- 
sidered distinct elements of N(X) unless they are identical in every way 
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including the positions of all the parentheses. For example, if 
Xl> x2 7 x3, 4 x E X, then x1 , x1x2 , x1x1, (x1x2) x4 , ((x1x2) x3) Xl> 
(x1x2)(x3x1) are elements of N{X} and they are all distinct. Then N{X} 
forms a groupoid under the operation of juxtaposition (and adding 
parentheses if necessary to make clear two expressions were just joined). 
We call N(X) the free groupoid on the set X. 
By the degree (or total degree) of an element x E N(X) we mean the 
number of elements of X used in the word z counting multiplicities. 
Then elements of X have degree 1, and the degree of a product of two 
elements of N(X) is the sum of the degrees of the factors. It is easy to 
verify that the degree is one more than the number of products needed 
to express the element in terms of elements of X, and two more than the 
number of pairs of parentheses needed to indicate the order in which 
the products are to be taken (if the degree is greater than 1). If xi E X 
and z E N(X), the degree of xi in x is the number of times that xi occurs 
in the word representing z. 
Now let CD be a commutative associative ring with unity element 1 and 
let Q’(X) denote the set of all finite linear combinations of elements of 
N(X) with coefficients from @. We can make @{X} into a nonassociative 
ring in a natural way by defining addition to be componentwise and by 
defining multiplication by 
for “i , ~j E CD and zi , wj E N(X). This ring is called the free non- 
associative algebra on the set X over @. By an algebra over @ we mean 
a nonassociative (i.e., not necessarily associative) ring A together with 
a map from CD x A into A (also denoted by juxtaposition) such that 
(A, +) is a left unitall module over CD using this map, and such that 
cr(zw)=(olz)w=~(aw) for all old@ and W,ZEA. If+:A+B is a 
homomorphism betweeen two @-algebras A and B, we will call + a @- 
homomorphism if +(aa) = #a) for a E A and 01 E @. 
It is clear that @{X} is an algebra over CD in a natural way. The reason 
for calling @{X> free is found in 
PROPOSITION 1.1. Let A be any algebra over CD and let 4’ be a map 
of the set X into A. Then there exists exactly one @-homomorphism C$ of 
@(X} into A such that d(x) = 4’(x) for all x E X. 
1 A module A over @ is called unital if the unity element of CD acts as the identity map 
on A. 
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Proof. We first show that 4’ extends in a unique way to a homo- 
morphism of N(X) into A regarded as a groupoid under multiplication. 
The map already exists for elements of N(X) of degree 1 by hypothesis, 
and we proceed by induction on the degree. Assume that 4 has been 
defined for all x E N(X) of degree < n and that $(wy) = (b(w) $(y) for 
deg wy < n. If x has degree n > 1, then z is uniquely given as a product 
of two elements of N(X) f o necessarily lower degree, say z = wy. Then 
4(w) and 4(y) have already been defined, and we may define 
#c4 = 4(w) 4(Y)* 7% is is well-defined since the factorization of z is 
unique. Making this definition for each z E N(X) of degree n establishes 
the inductive assumption for n + 1. Thus, c$’ extends to a homomorph- 
ism 4 of N(X) into A, and C$ . 1s unique since for each z E N(X) we defined 
rj in the only possible way that would allow C$ to be a homomorphism 
agreeing with 4’ on X. 
We now extend Q to a map of @{X> into A by letting 
Then 4 is clearly an additive homomorphism, and it is multiplicative 
since 
Also rj is a @-homomorphism since 
and q3 is unique since any @-homomorphism must satisfy 
to complete the proof. 
An element x of a left module Mover CD will be called a torsion element 
if there exists a nonzero cy E @ such that zz = 0. If no such 01 exists, z 
will be called torsion-free. M will be called torsion (torsion-free) if all its 
nonzero elements are torsion (torsion-free). An algebra A over @ will be 
called torsion (torsion-free) if (A, +) is a torsion (torsion-free) module 
over @. 
Any @-algebra A may be embedded in a @-algebra A’ which contains 
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a unity element. To show this we let A’ be additively the direct sum of 
@ and A, and we define multiplication in A’ by 
(a + u)(B + 4 = UP + (ab + Pa + ab), 
for 01, p E @ and a, b E A. It is trivial to check that A’ has the desired 
properties. We will call A’ the @-algebra that arises by adjoining a unity 
element to A. Note that if A is regarded as an algebra over a different 
ring from @‘, then A’ will be different. 
Suppose now that X is the countable set consisting of the elements 
Xl 3 x2 ,***> xi ,..., and let F = @{X} for this particular X (and some fixed 
@). (F shall denote the free algebra on the countable set xi , x2 ,... 
throughout the rest of this paper.) Then we shall say that an element 
f E F is an identity on a @-algebra A or that A satisfies the identity f 
(strictly speaking f = 0) ‘f 1 every @-homomorphism of F into A takes f 
into zero. For f E F the notation f (xi ,..., x,J shall indicate that f is in 
the subalgebra of F generated by xi ,..., x’,,, . If a, ,..., a,n E A, we denote 
by f(ul ,..., a,,,) the image off under any homomorphism of F into A 
that takes xi into ai for 1 ,< i < m, or, equivalently, f (al ,..., a,,&) is the 
element of A that arises by substituting ni for xi for 1 < i < n in the 
representation off as a sum of products of elements of X. We denote by 
f(A) the ideal of A g enerated by all the elements f (ai ,..., a,) E A. Then 
f(A) is the unique smallest ideal of A such that A/f (A) satisfies f, and 
a homomorph of A satisfies f if and only iff (A) is in the kernel. 
Let S be a set of elements of F. Then the class V of all @-algebras 
satisfying all f E S is called the variety of algebras determined by S. 
Letting V(A) be the sum of all the ideals f(A) for f E S, we see that 
V(A) is the unique smallest ideal of A such that A/V(A) E V, and that 
V(A) is in the kernel of any homomorphism of A into an algebra in I’. 
It is easy to see that the ideals V(A) and f (A) are sent into themselves 
by any endomorphism of A. We call V trivial if it contains only the 
algebra consisting just of the element 0; otherwise V is called nontrivial. 
Let us look at a few examples of varieties. If f = (x1x2) x3 - xl(xzxJ, 
then f determines the variety of all associative algebras over @. If 
g = Xl% - Xl, then f and g together determine the variety of Boolean 
algebras over CD (which is trivial unless @ has the field of two ele- 
ments as a homomorphic image, as we will see later). The element 
h = xix2 - x2x1 determines the variety of all commutative algebras. 
For any algebra A, h(A) is the ideal generated by all commutators 
(called the commutator ideal) andf(A) is the associator ideal (an image 
off in A is called an associator). Let S be the set of all elements of F 
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which are the difference of two elements of N(X) which have the same 
degree and involve only xi . Then S determines the variety of all power- 
associative algebras, i.e., those algebras in which each subalgebra gener- 
ated by one element is associative. Other examples of varieties will be 
given in due course. 
References for this section occur at the end of Section 2. 
2. V-fret Algebras and Birkhoff’s Theorem 
In this section we present for varieties of @-algebras the basic results 
which hold for arbitrary varieties. CD is assumed fixed throughout the 
section, all algebras will be @-algebras, and all homomorphisms will be 
@-homomorphisms. 
If V is a variety of @-algebras, an algebra E E V with a designated set 
of generators Y is called V-free if any map of the set Y into an algebra 
A E V can be extended to a homomorphism of E into A. One of the 
nice properties of varieties is that V-free algebras always exist. 
PROPOSITION 2.1. Let V be a nontrivial variety of @-algebras. Then 
there exists a V-free algebra in V with generating set of cardinality c for 
each cardinal c. Any two V-free algebras in V whose generating sets have 
the same cardinality are isomorphic. 
Proqf. Let X be a set of cardinality c, and let EC = @{X}/V(@(X}). 
Then EC E V by the definition of V(@{X}), and EC is generated by the 
set Y of images of elements of X under the quotient map 6 : @{X} + E, . 
If a map #’ of Y into an algebra A E V is given, let 8’ be the restriction 
of 13 to X and define the map 4’ = $‘0’ of X into A. By Proposition 1.1, 
4’ can be extended to a homomorphism 4 of @{X} into A. Since V(@(X}) 
is in the kernel of any map into an algebra in V, V(@{X}) is in the kernel 
of + and hence 6, induces a map # of EC into A which extends $‘. Thus 
EC is V-free. 
If Y does not have cardinality c, then either &(x1) = 0 for some 
x1 E X or else there exist two distinct elements xi , xz E X such that 
eyxl) = ep,). s ince V is nontrivial, we can find A E V containing a 
nonzero element a. Then the map +’ of X into A defined by +‘(xi) = a 
and #J’(X) = 0 for x # xi can be extended to a homomorphism 4 of 
@{X} into A, and again C$ induces a homomorphism of E, into A. But 
then either a = +‘(xl) = t,h’d’(xl) = 0 or else a = +‘(q) = #‘V(q) = 
peyxz) = +yxz) = 0, contrary to assumption. This shows that the gen- 
erating set Y of EC does indeed have cardinality c. 
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Suppose now that EC and EC’ are two V-free algebras with generating 
sets Y, Y’ respectively of the same cardinality c. Then there is a 1 - 1 
map #’ of Y onto Y’, and this may be extended to a homomorphism # 
of E, into E,‘. Similarly the map x’ = ($‘)-l of Y’ onto Y can be extended 
to a homomorphism x of EC’ into EC . The composite XQ!J is a homomorph- 
ism of E, into itself which fixes the generating set Y, and hence x$ is the 
identity map on E, . Similarly $x is the identity map on E,.‘, so Er and 
EC’ are isomorphic. 
If an algebra A satisfies an identity f, then any subalgebra or any 
homomorphic image of A also satisfies f. Moreover a complete direct 
sum of algebras satisfying f will also satisfy f. Defining a class of @-alge- 
bras to be a closed class of algebras if it is closed under the operations of 
forming subalgebras, homomorphic images and complete direct sums, 
we see that any variety is a closed class of algebras. An algebra A in a 
closed class of algebras U is called a generator if U is the smallest closed 
class of algebras containing A, or equivalently, if every algebra in U 
may be obtained from A by the operations of taking subalgebras, homo- 
morphic images, and complete direct sums. 
THEOREM 2.2. If A is an algebra in a variety V such that every iden- 
tity satisjied by A is sati$ed by every algebra in V, then A generates V. 
In particular, Fl V(F) generates V. 
Proof. Since every algebra in V is a homomorphic image of a V-free 
algebra E, for some cardinal c, it is sufficient to show that the closed 
class of algebras generated by A contains each EC . Let X be a set of 
cardinality c and let /l be the set of all maps from X into A which map 
all but a finite number of elements of X into zero. Form the complete 
direct sum 
where each A, is isomorphic to A. For each x E X we define an element 
x* of B by letting 
xA* = h(x) for each h E fl, 
where x~* denotes the component of x* in A, . Let X* = {x* / x E X} 
and let E* be the subalgebra of B generated by the elements of X*. By 
Proposition 1.1, the map x -+ x * of X onto X* induces a homomorphism 
4 of @{X} into E*, and $ is onto since the elements of X* generate E*. 
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Iff(Xl ,a.., x,) is in the kernel of 4, then 0 =f((q)*,..., (x,,)*), and so 
for each h E A we have 
0 =f((x,),*,..., c%L)**) = f@(x,),..., wn)). 
For any choice of a, ,..., a,, E A, we may find h E A such that h(q) = ai 
for 1 < i < m. Thus 0 = f(al ,..., a,,) for all a, ,..., a, E A, showing 
that f is an identity on A. Since every identity on A is an identity on 
every algebra in I’, it follows that f E V(@(X}) and that the kernel of + 
is in V(@{X}). On the other hand, V(@{X}) is contained in the kernel 
of r/~ since E* E V. Hence E* is isomorphic to @{X}/V(@{X}) = EC, as 
was to be shown. 
To show the last part of the theorem, let f be an identity not satisfied 
by some algebra B E V. Thenf is not in the kernel of some homomorph- 
ism of F into B, and hence f  $ V(F). Hence every identity in V(F) is 
satisfied by every algebra in V. Since the identities satisfied by F/V(F) 
are just those in V(F), we have shown that F/V(F) satisfies the hypoth- 
eses of the first part of the theorem, and hence it is a generator of V. 
For our next theorem we need 
LEMMA 2.3. If U is a closed class of algebras, there exists an algebra 
A E U such that each identity satisjied by A is satis$ed by every algebra 
in U. 
Proof, Let Q be the set of identities which are not satisfied for all 
algebras in U. Then for each g E Q there exists an algebra A, E U such 
that A, does not satisfy g. The complete direct sum 
has the desired property that it does not satisfy any identity not satisfied 
by every algebra in U. 
We can now prove Birkhoff’s theorem for algebras. 
THEOREM 2.4. A class of @-algebras is a variety if and only ;f  it is 
a closed class of algebras. 
Proof. We have already noted that any variety is a closed class of 
algebras. Conversely, if U is a closed class of algebras, then by Lemma 2.3 
U contains an algebra A such that each identity satisfied by A is satis- 
fied by every algebra in U. If we let V be the variety of all algebras that 
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satisfy the set of identities satisfied by A, then U C V. But A generates 
all of V by Theorem 2.2, so U = V and U is a variety. 
Since any algebra generates a closed class of algebras, we have the 
following 
COROLLARY 2.5. Any algebra generates a variety. 
Next, let A be any algebra and consider the set K of all identities 
that are satisfied by A. Then K is an ideal of F, since it is the intersection 
of the kernels of all possible homomorphisms of F into A. Furthermore, 
if v is an endomorphism of F and iff(+ ,..., x,,) vanishes for all ways 
of substituting elements of A for xi ,..., x,~, , then so also does 
f (Xl~,..., x,~~v). Hence Kv C K for all endomorphisms 7 of F. An ideal of 
F with this property will be called a T-ideal. Since the intersection of 
T-ideals is a T-ideal, it follows that the set of all identities satisfied by 
any set of @-algebras is a T-ideal. Then if S is any set of identities, the 
variety defined by S is the same as the variety defined by the T-ideal 
generated by S. In a sense the T-ideals play the role of “closed” sets of 
identities analogous to the role played by varieties or closed classes of 
algebras in the class of all classes of @-algebras. The duality here is made 
more precise by 
THEOREM 2.6. The lattice of all varieties of @-algebras is anti-iso- 
morphic to the lattice of all T-ideals of F. Under this anti-isomorphism 
each variety V corresponds to the T-ideal of identities satis$ed by every 
algebra in V, and each T-ideal K corresponds to the variety of all algebras 
satisfying all the identities in K. 
Proof. We will show first that the two correspondences mentioned in 
the second sentence of the theorem are inverses of each other. Let K be 
a T-ideal of F and let V be the variety of algebras satisfying the identities 
of K. If f (xi ,..., x,,) E K and if u1 ,..., U, E F, then there is an endo- 
morphism 71 of F such that xin = ui for 1 < i < m, and hence 
f(u 1 7"') un) E K for all u1 ,..., u, E F. Therefore, F/K satisfies the iden- 
tities in K, giving F/K E V and V(F) C K. On the other hand, F/V(F) E V 
by definition, and F/V(F) can only satisfy all the identities of K if 
KC V(F). Thus V(F) = K. By Th eorem 2.2, F/K is a generator of V, 
and so the set of identities satisfied by V is exactly those satisfied by 
F/K, namely K. Hence the T-ideal determined by V is K. 
Next suppose that V is any variety of @algebras. Then F/V(F) satis- 
fies exactly the set of all identities satisfied by all elements of V, and 
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hence that set of identities is V(F). If U is the variety determined by 
V(F), then V C U and the set of identities determined by U is 
U(F) = V(F) by the last paragraph. Hence F/U(F) = F/V(F) is a gen- 
erator of both U and V, implying that U = V. We have shown that the 
two correspondences of Theorem 2.6 are inverses of each other. 
If U and V are two varieties, it is easy to see that U _C V if and only 
if V(F) C U(F). Then the set of varieties less than or equal to two 
varieties V and V’ corresponds to the set of T-ideals containing both 
V(F) and V’(F). H ence V n V’, which contains every variety contained 
in both V and V’, corresponds to V(F) + V’(F), which is contained in 
every T-ideal containing both V(F) and V’(F). Similarly, the union of V 
and V’ corresponds to the intersection of V(F) and V’(F), and the corre- 
spondence is a lattice anti-isomorphism. Note that in the lattice of vari- 
eties of @-algebras the intersection of two varieties is just their set- 
theoretic intersection, and the union of two varieties is the closed set of 
algebras generated by the elements of the set-theoretic union. 
There is one final remark on the material of this section that we would 
like to add. In the proof of Theorem 2.2 we showed that any V-free 
algebra in a variety V can be obtained from a generator by first taking 
a direct sum and then taking a subalgebra. Since every algebra in V is 
a homomorphic image of a V-free algebra, this shows that every algebra 
in V may be obtained from any generator by one application each of the 
operations of forming a direct sum, taking a subalgebra, and forming a 
homomorphic image, in that order. 
References for Sections 1 and 2: Cohn [l, Chapter IV], Jacobson [3, 
Section 6 of Chapter I], Neumann [l, Chapter I], Osborn [2, p. 781, 
Pierce [ 1, Chapter 51. 
3. Linearization 
We study now the process of linearization of identities, which is one 
of the important tools in the study of varieties of algebras. We shall 
assume throughout the section that all algebras are over an integral 
domain @ with unity element. 
An identity f E F is uniquely expressible as a linear combination of 
monomials (elements of E{X}) called the monomials off, and f is called 
homogeneous if, for each xi E X, the degree of xi is the same in all of the 
monomials off. In any identity f~ F, by grouping together the terms 
(monomials with coefficients) that have the same degree in each xi for 
all i, we will have f expressed as a sum of homogeneous identities such 
that any two of these homogeneous identities have different degrees in 
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at least one xi . These homogeneous identities are clearly uniquely 
determined by f and are called the homogeneous components off. 
Let .a be a monomial in x1 ,..., x,,, , let T.+ be the degree of xi in z for 
1 < i < m, and suppose that each ni is positive (that is, each xi actually 
occurs in z for 1 < i < m). Renumbering the xi’s if necessary so that 
n, > n2 3 e** > n,), , we say that z has degree type [nl , n2 ,..., nnL]. For 
example, the degree types of x2(x2x2), (w~>(~~(w~)>, ~1(x2((w4)(~2xq))) 
are respectively [3], [2, 2, I], and [3, 2, I]. For pedagogical reasons, we 
shall only define the symbol [nl , n2 ,..., nn,] when the positive integers 
have been ordered so that n, > n2 3 ..* 3 n,,, . We can also associate a 
degree type [ni , n2 ,..., n,,J, with each homogeneous identity, namely 
the degree type of anyone of its monomials. 
The set of all degree types has a total ordering which we will find 
useful. Let [n, ,..., n,,J and [n,‘,..., nk,] be two degree types and let 
n = n, + .+* + nrrl and n’ = n,’ + a.* + nk, be the associated total 
degrees. Then we define [n, ,..., n,,] < [n,‘,..., nk,] if either (i) n < n’ 
or (ii) n = n’ and nj > nj’ for the first integer j such that nj # nj’. 
Thus, for example, [3] < [4] < [3, I] < [2, 21 < [2, 1, 11. 
Now letf(x, ,..., x,,) E F and let y be an element of X distinct from 
Xl 9"') x,,, . Then substituting xi + y for xi and multiplying out gives 
(3.1) f(Xl ,..., xi + y )..., x,) = f f&cl )...) xi )..., x, ) y), 
lC=O 
wherefi, is the sum of all the terms which have degree k with respect toy. 
The sum of the right side of (3.1) exists since fik = 0 when k is greater 
than the largest degree of xi in any monomial off(x, ,..., xi ,..., x,J. We 
define the operator S,“(y) acting on f to be the polynomial fik from 
(3.1), that is 
(3.2) f(.q )..., xi )... , X,) S,“(y) = fik(Xl ,..., Xi )..., X, , y). 
It is clear that 6,“(y) is linear in the sense that 
for f,gtzF and 01, /I E @. When k = 0, the resulting operator S,“(y) is 
just the identity map. The operator 8,‘(y) has the effect of replacing 
each monomial in f by the sum of all monomials that can be obtained 
from it by replacing one of the xi’s in the monomial by y. In general, 
S,“(y) replaces each monomial by the sum of those that can be obtained 
176 OSBORN 
from it by replacing k of the xi’s by y. If k is larger than the degree of 
xi in the monomial, then sik(y) annihilates it. We give two examples: 
Kw&~1)1 &l(Y) = (Y%)(XPl) + @“l%)(Y4 + h4(XlY)? 
EhQ)(wl)l %YY) = (Y4(YXl) + (Y”%hY) + hQbY)~ 
In case the symbol on which 6 acts (xi in the above discussion) does not 
have a subscript, we shall modify our notation to put the whole symbol 
as a subscript on 6. Thus, if xi were replaced by w in (3.2), the operator 
Sik( y) would become swk( y). 
Let F’ be the @-algebra that arises by adjoining a unity element to F. 
Then, for x EF’, we letfs,“(z) =f(~~i ,,.., xnJ 6,“(z) denote the result of 
substituting z for y in (3.2). The operator Sik(x) for x E F’ sends F into 
F’ in general. Sometimes it is convenient to extend 6,“(z) to all of F’ by 
the definition 16,“(s) = 1 and 16,“(z) = 0 for k > 0 and by using 
linearity. Some examples of this operator are 
K+%)(~l~I)l &l(l) = %?bYd + wG4 Xl Y  m%) %I ~2%) = (w3) x3 F 
(x1x1) ~11@,~3 + a) = (x3x3) x1 + X1(%X3) + 2q > for 01 E @. 
Iff E F, any element g of F’ that arises by applying tof a finite sequence 
of operators of the form 6,“(z) where x E X or x = 1 will be called a 
derivative off. If each z = 1 in the sequence, g will be called a strict 
derivative. If y is an element of X distinct from xi ,. .., x,, , if k > 1, and 
if xi has degree greater than k in at least one monomial of f, then 
f(x 1 ,***, x,J aik( y) is called a simple linearization off. An identity which 
can be obtained fromf by a sequence of one or more simple linearizations, 
possibly followed by renaming the elements of X, will be called a 
linearization off. A linearization in which each monomial has degree no 
more than 1 in each xi will be called a complete linearization (such an 
identity will also be called multi-linear if it is homogeneous). An identity 
will be called a stable derivative off if it can be obtained from f by a 
finite sequence of operations each of which is either a linearization or 
consists of setting two variables equal. 
If f is a homogeneous identity, it is easy to see that any linearization of 
f is homogeneous and has higher degree type than f. Conversely, if xi 
and xi have degrees ni > 0 and nj > 0 respectively in a homogeneous 
identity f, then replacing xi by xj in f (which can be achieved by applying 
Syi(+)) gives an identity of lower degree type. Also applying S,“(l) 
clearly lowers the degree type. It is not true that applying an operator 
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of the form s,“(y) for y E X necessarily induces one of the three oper- 
ations that we have just mentioned. For example, if f = (x1x2)(x1xJ, 
then f6r1(x,) = ( wdvd + bY4(w1) + (‘vdwz) has higher 
degree type than f but is not a linearization off. 
The importance of homogeneous identities in the study of identities 
and of varieties is clear from 
PROPOSITION 3.1. Let @ be an integral domain with at least n elements, 
let f be an identity such that the degree in f of each xi E X is less than n, 
and let A be a torsion-free @-algebra satisfying f. Then A satisJes each 
homogeneous component off. 
Proof. We may write f = fcO, + ftl, + a-. + fcl, , where fci, is the 
sum of all the terms in f that have degree j in x1 and where 1 is the maxi- 
mum degree of xi occurring in any monomial off. Since A satisfies f, 
it also satisfies 
(3.3) f(o) + 4(l) + a(2) + ... + a!fm = 0, 01 E CD, 
which can be derived from f by replacing xi by c~xi . Since 1 < n by 
hypothesis, we can find 1 + 1 distinct values of (y. E @ which yield 1 + 1 
distinct equations of the form of (3.3) in 1 + I unknowns (the ftj,‘s). 
The determinant of the coefficients is the Vandermonde determinant 
which is known to be nonzero when the values of 01 are all distinct. If 6 
is the value of this determinant and if aij is the cofactor of the element 
in the i-th row and j-th column in the coefficient matrix, then for fixed j 
and all i we multiply Sij times the i-th equation and add to obtain 
6fcjdl) = 0 for 1 < j ,( 1 + 1. (Note that although determinants and 
cofactors are usually only defined for fields, the definitions may be made 
over any commutative associative ring. Relations involving determinants 
and cofactors such as those used here which hold over a field and which 
can be stated in an arbitrary ring will automatically hold for an integral 
domain since they hold for its quotient field.) 
Since A is torsion-free and S # 0, A satisfies Sf(j-l) = 0 only if it 
satisfies ftj-l) = 0 for 1 < j < 1 + 1. We now take each fcjel) and break 
it up as a sum of identities which are homogeneous with respect to x2 , 
and we repeat the argument done so far to show that each of these pieces 
is an identity on A. Continuing in this fashion, we arrive at the result 
that each homogeneous component off is an identity on A. 
Since any identity satisfied by a set of generators of V is satisfied by 
every algebra in V, Proposition 3.1 implies 
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COROLLARY 3.2. Let @ be an integral domain with at least n elements, 
let V be a variety of @-algebras determined by a set of identities with the 
property that the degree in each identity of each xi E X is less than n, and 
let V be generated by its torsion-free algebras. Then V is determined by a 
set of homogeneous identities. 
Since every @-algebra is torsion-free when @ is a field, we also have 
COROLLARY 3.3. Let @ be a field with at least n elements and let V 
be a variety of @-algebras determined by a set of identities with the prop- 
erty that the degree in each identity of each xi E X is less than n. Then V 
is determined by a set of homogeneous identities. 
For simplicity we shall stick to the case when @ is a field for the rest 
of this section. However each of these results is true also for the case 
when CD is an integral domain if one assumes that the algebra in question 
is torsion-free or that the variety in question is generated by its torsion- 
free algebras. 
THEOREM 3.4. Let @ be a Jield with at least n, elements, let f be a 
homogeneous identity of type [n, ,..., n,,] and let A be a @-algebra satisfying 
f. If A’ is the @- age 1 b ra arising from A by adjoining a unity element, then 
A’ satisfiesf if and only if A satisfies all strict derivatives off. If A already 
has a unity element, then it satis$es all strict derivatives off. 
Proof. Suppose first that A has a unity element. Then 
f(a 1 ,..., a, + l,..., a,,) = 0 
for every choice of a, ,,.., ai ,..., a,, E A, and, hence, 
(3.4) f(X1 ,..., xi + I,...) x,) = % .f(x, ,..., xi )..., x,) S,“(l) 
E=O 
is an identity on A. Subtracting 
f(x, ,...) xi )...) x,) = f(xl )...) xi ,..., x,) &“( 1) 
from (3.4), we get an inhomogeneous identity in which the degree of xi 
is no more than ni - 1 in any term. Then, by Proposition 3.1, since 
ni - 1 < ni < n, , we see that A satisfies each of the homogeneous 
componentsf(x, ,..., x,J Sik( 1) of this identity. Iterating this argument, 
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we see that A satisfies all strict derivatives off, which proves the last 
statement of the theorem. 
If A’ satisfiesf, the proof that we have just given shows that A’ satis- 
fies all strict derivatives off. Hence, the same is true for its subalgebra A. 
Conversely, let A satisfy all strict derivatives off. By iterating the relation 
= go qJy(x, ,...) xi ,..., x,,) S,“‘(I), 
we obtain 
where each 01~ E @ and where the last summation is on the ki’s, each 
running from zero to ni . Since every element of A’ has the form n + oil 
for a E A and 01 E @, A’ will satisfy f if and only if the left side of (3.5) 
is satisfied for every way of substituting a, ,..., a,, E A for xi ,..., x,,~ and 
for every choice of q ,..., olnL E @. But the right side of (3.5) is satisfied by 
hypothesis. 
THEOREM 3.5. Let CD be a field with at least n, elements, let f be a 
homogeneous identity of type [nl ,..., n,], and let A be a @-algebra satis- 
fying f. Then A sa zs t ’ fi es all stable derivatives off. 
Proof. Subtracting 
f(x, ,..., y )...) XJ =f(x, ,...) Xi )...) XJ S,““(y) 
from 
f(Xl ,..., x’i + y ,..., 4 = 2 f(Xl ,..., x,) V(y), 
k=O 
we obtain 
72-l 
(3.6) f(xl ,..., xi +Y,..., x,) -f(xl ,...,y ,..., x,) = C f(q ,..., x,) V(y), 
k=O 
which has degree ni - 1 in y for y distinct from xi ,..., x, . Then by 
607/8/2-z 
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Proposition 3.1, any simple linearization off is satisfied by A, and iter- 
ating this shows that A satisfies any linearization off. We can also set 
some of the xi’s equal in f or in a linearization off to get other derivatives 
off that A satisfies. However, the degree of some xi in such a derivative 
might be larger than n, , so that we need to assume more elements in @ 
in order to know that f satisfies the linearizations of such a derivative. 
If @ has at least n elements, then we will have enough elements to iinear- 
ize any identity of degree n, and so A will satisfy all stable derivatives 
off in this case. 
Whereas the process of linearization depends on having enough ele- 
ments in @, the process of retrieving the original identity out of a linear- 
ization depends on the characteristic of @. To illustrate, if f = (x1x1) x1 
then f%l(qJ = (x2x1) x1 + (~4 x1 + (x1x1) x2 and f&l(xJ hl(xl) = 
3(x,x,) x1 . For characteristic 3, fS:(xJ 6,l(x,) = 0 and there is no way 
to retrieve f  again out of fS11(x2). I n g eneral, if f  is a homogeneous identity 
of type [ni ,..., nnL], then each term off gives rise to (2) terms in the 
linearization fS,“( y), where (;i) = (n,)!/R!(n, - K)! is the number of 
different ways of replacing K of the xi’s by y’s Hence, 
(3.7) f&‘;(y) Syli(X<) = (2) f, 
Using this result, we can establish 
THEOREM 3.6. Let @ be afield of characteristic either 0 or larger than 
n, and let V be a variety of @-algebras determined by a set S of homogeneous 
identities whose degree in each xi E X is no more than n. Then V is equal 
to the variety V’ of all algebras satisfying the set of complete linearizations 
of the identities in S. 
Proof. If A E V, th en A satisfies all linearizations of identities in 5’ 
by Theorem 3.5, so V C V’. Conversely, let A E V’ and fi E S, let fi 
be the complete linearization of fi , and let fi , fi ,..., fl be a sequence 
of identities such that each is a simple linearization of the preceding one. 
If f ,  is not satisfied by A, let fj+l be the first identity of the sequence 
which is satisfied by A. Then fj+l = fJi,“( y) for some integers i, K and 
some y E X. Since any derivative of fi+l is satisfied by A using Theo- 
rem 3.5, we see from (3.7) that A satisfies (l) fj , where r is the degree of 
Xi in fj . But r is less than or equal to the degree of any element of X in 
f ,  giving r < n and showing that (;) is not divisible by the characteristic 
of Sp. Therefore, (L) # 0 in @ and A satisfiesfj _ It follows that A satisfies 
fi and that V’ C V. 
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COROLLARY 3.7. If CD is a$eld of characteristic 0, then any variety of 
@-algebras may be dejined by a set of multilinear identities. 
It is common practice to think of a homogeneous identity f and 
its linearizations as being just different concrete forms of the same 
abstract entity. This point of view makes sense u-hen the character- 
istic is not a small positive prime, since then by Theorem 3.5 any 
algebra satisfying any one of these identities satisfies f and therefore 
also the other identities. However, it should be noted that other deriv- 
atives of f, such as those obtained by combining variables, may be 
weaker than f. For example, if f = (x2x1) xi - x2(x1x1), then the variety 
of algebras satisfying f621(x,) = (x1x1) xi - x1(x1x1) is much larger than 
the variety of algebras satisfying f. If one uses operators which combine 
linearization and combining variables, it is even possible to keep passing 
back and forth between two degree types by taking derivatives without 
ever getting an identity which has already been obtained (although the 
new identities must clearly be linearly dependent on the old ones from 
some point on). For example, if f = (x1x2)(x1x1), then 
It is easy to verify that if we continue to apply 6i1(x,) and 6a1(x1) alter- 
nately, we will never obtain a multiple of an identity already obtained 
when the characteristic is 0. 
Although we found it necessary to assume a lower bound on the 
number of elements in @ in order to show that an algebra satisfying an 
inhomogeneous identity f satisfies the homogeneous components of f, 
or that an algebra satisfying a homogeneous identity h satisfies all 
linearizations of h, we would like to emphasize that linearization remains 
a powerful tool even when the number of elements in @ is small. To 
illustrate this, we shall establish 
THEOREM 3.8. Let CD be a jield, let A be a @-algebra, and let f be a 
(not necessarily homogeneous) identity satisfied by A. Then A satis$es the 
complete linearization of any homogeneous component fi off which has the 
property that among those components that have nonzero degrees in the 
same set of xi’s as fi , there is no component that has higher degree in one 
xi and degree at least as high in the other xi’s. 
Proof. Let fi be a component of f (xi ,..., xm) such as that 
described in the statement of the theorem (we will call fi a maximal 
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component of f), and suppose that xi has degree 0 in fi . Then 
f' =f(% ,.", xi-1 , 0, xi+1 ,'.., xWL) is an identity on A, andf, is a maximal 
component off’. Thus, it is sufficient to assume that each xi with non- 
zero degree inf also has nonzero degree infi . Similarly, if xi has positive 
degree in jr but has zero degree in some other component of f, then 
f” = f(~r ,..., x,,) - f(~r ,..., xi-i , 0, xitl ,..., x,,) is an identity on A 
which has,+, as a maximal component. Hence, we may assume that the 
set of xi’s with positive degree infi is the same as for any other homo- 
geneous component off. 
Suppose now that xi has degree > 1 infi and let 
& 1 ,.**, xi 1..., x, , Y) 
=f(.% ,..., xi +y ,..., x,) -f(x, ,‘.., xi ,..‘, x,) -f(q ,... ,y ,... > x,,,). 
Then A satisfies g and the component fi in f leads to the sum of com- 
ponents C f&Y y), where the summation ranges over all values of k 
from 1 to one less than the degree of xi in fi . Since every term of g has 
positive degree in each xi and y, and since flSil(y) is a maximal homo- 
geneous component of g and has the same complete linearization as fi , 
it is sufficient to work with f,&l(y) and g in place of fi and f. We have 
shown that if jr is not linear in some xi , we may pass to an identity of 
the same total degree which has one more element of X occurring with 
nonzero degree, and which retains the property that each xi occurring 
in one monomial occurs in each other monomial of the identity. Iterating 
this procedure, we must eventually arrive at an identity h whose homo- 
geneous component h, with the same complete linearization as fi has a 
number of variables equal to the total degree of fi . Since h, has the same 
total degree asfi , it must be linear in each xi with nonzero degree in h, 
and since h, is a maximal component of h, we must have h = h, . Thus, 
h is the complete linearization offi , and A satisfies it. 
As an illustration of this theorem, consider the identity f = x1x1 - x1 
which together with associativity defines the variety of Boolean 
rings. The only maximal homogeneous component of f is fi = x1x1 , 
and its complete linearization is h, = fi811(x,J = x1x2 + x2x1 . By 
the theorem, any algebra A satisfying f also satisfies h, . If a E A then 
0 = h,(a, a) - 2f(a) = a2 + a2 - 2a2 + 2a = 2a, so A has character- 
istic 2. Hence, for a, b E A, 0 = h,(a, b) = ab + ba = ab - ba, show- 
ing that A is commutative. Note that although a Boolean ring satisfies 
h 1, it does not satisfyf, if it has more than one element. Boolean rings 
with more than one element do exist-for example, the field of two 
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elements. Once we have this example, we may obtain many others by 
taking subrings of a complete direct sum of copies of the field of two 
elements. Since the homogeneous components off are not satisfied in a 
nontrivial Boolean ring A, it is clear from Proposition 3.1 that A can 
be a @-algebra when @ is a field only if C#J is the field of two elements. 
There is another result which does not depend on the number of 
elements in @ and which we will find very useful in later sections. 
Because the domain of operators will not always be a field in the applica- 
tions that we will wish to make of this result, we assume only that @ is 
a commutative associative ring with 1. A set {ZQ} of elements of a @-alge- 
bra A is said to span A if every element of A is a finite linear combination 
of ui’s with coefficients from 0. 
THEOREM 3.9. Let CD be a commutative associative ring with 1, let A 
be a @-algebra, let (ui} be a subset of A which spans A, and let f E @{X> 
be a homogeneous identity. Then A satisjies f if every stable derivative of 
f vanishes under every substitution of distinct elements from the subset {q}. 
Proof. Let f = f (x1 ,..., xm) be of degree type [nl ,..., n,,,], and let 
Yl >.**, yk be elements of X distinct from each other and from x1 ,..., x,,, . 
Let {eii> for 1 < i < m and 1 < j < 1 be a set of algebraically indepen- 
dent indeterminates, and let zi = $r fiiyi for 1 < i < m. Then, 
replacing x1 ,..., x,,, in f by the expressions for z1 ,..., z,~ , respectively, 
and expanding and collecting together the terms with the same monom- 
ials in the tij’s, we have 
(3.8) fbl T.‘.? GL) = c L7*(1)5L01(2) ... 51,0,(n,)&,&) ... 
(‘1>...>%& 
x ~,,,,C,,)f~,....,~,(Yl j.*., Yzh 
where ui ranges over all maps of the set (1, 2,..., nJ into the set 
(1, 2,..., Z} for I < i < n, and where fol,...,cm is the coefficient of the 
monomial in the tii’s whose subscripts are determined by the maps 
01 ,‘.., urn . EhfOl....., is easily seen to be a homogeneous identity in 
Yl ,.“, Yz * We claim further that each fo,,,,,,,m is a stable derivative off. 
But (3.8) can be achieved from f (x1 ,..., xm) by a finite sequence of oper- 
ations each of which either consists of replacing one variable by the sum 
of two variables, or of setting two variables equal, and at each stage the 
homogeneous components are stable derivatives of the homogeneous 
components of the preceding stage and therefore the stable derivatives 
of f. 
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Suppose now that a, ,..., am are elements of A. Then a, ,..., a,,, can be 
expressed as linear combinations of ZQ’S, say ai = & aiiuj for 
1 < i < m. Replacing yj by uj and ttj by olij and hence xi by ai in (3.8) 
for 1 <j < 1 and 1 < i < m, we note that each fq, ,..,, Jui ,..., urn) 
vanishes by hypothesis. Hencef(a, ,.,,, a,?,) = 0, and A satisfies f. 
If S is a set of identities and if g is a single identity, we shall say that 
S implies g if every @-algebra with unity element satisfying the elements 
of S also satisfies g. If f is also an identity, we say that f implies g relative 
to S if the set S u {f> implies g. A homogeneous identity f is called 
irreducible relative to S if S does not imply f and if every homogeneous 
identity of degree type lower than f which is implied by f relative to 
S is already implied by S. If f is irreducible relative to the null set of 
identities, it is called absolutely irreducible. Irreducible identities may be 
characterized in terms of the concepts developed earlier in this section 
using 
THEOREM 3.10. Let @ be a field with at least n elements, let S C F be 
a set of identities such that the degree of each xi in each term of each identity 
of S is less than n, and let f be a homogeneous identity qf degree < n not 
implied by S. Then f is irreducible relative to S if and only if every deriva- 
tive off of lower type than f is implied by S. 
Proof. If f has a derivative fi of lower degree type than f which is 
not implied by S, then f is not irreducible relative to S since f implies 
fi using Theorems 3.4 and 3.5. For the converse we must show that for 
each identity g of lower type than f not implied by S, there exists an 
algebra with unity element satisfying S and f, but not g. By Theorem 3.6, 
there is a set S’ of multilinear identities which defines the same variety 
U as S. If S* is 5” augmented by all strict derivatives of identities in S’, 
then any A E U with unity element is also in the variety V determined by 
S* using Theorem 3.4. Thus, any identity not implied by S is not implied 
by S*. Hence, it is sufficient if for each identity g of lower type than f 
not implied by S*, we construct an algebra with unity element satisfying 
S* and f, but not g. 
Let g have type [tl ,..., t7]. Since S* does not imply g, there exists 
an algebra A E V with unity element which does not satisfy g. If 
F, = @{xi ,..., x,}, then g(x, ,..., xr) is not in the kernel of some homo- 
morphism of F, into A, so that g = g(x, ,..,, xr) 4 V(F,). We recall that 
V(F,) is the ideal of F, generated by all images of the elements of S* 
under homomorphisms of F into F, . Since the elements of S* are 
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homogeneous and multilinear, the subspace W of F, spanned by all 
images of elements of S* will have a basis of homogeneous elements. 
And since the product of a homogeneous element of V(F,) with an 
arbitrary element of F, is a sum of homogeneous elements of V(F,), it 
follows that V(F,) is spanned by homogeneous elements of FT . Hence, 
any homogeneous component of an element in V(F,) is also in V(F,). 
Letting K be the subspace of F, spanned by those monomials in 
Xl 7...> x, in which for some i = I ,..., r the degree of xi is at least ti + 1, 
we see that K is an ideal of F, (which also has a basis of homogeneous 
elements). 
Suppose now that g E V(F,) +- K. Then, g = h + R for h E V(F,) 
and k E K, and letting h, and k, be the homogeneous components of 
h and k, respectively, in which xi has degree ti for p < i < r, we see 
that g = h, + k, is the corresponding homogeneous component of 
the equation g = h + k. But h, E V(F,) as we saw in the last paragraph 
and k, = 0 by the definition of K, so that g = h, E V(F,) contrary to 
what we have shown. Therefore, g 4 V(F,) + K, and the algebra 
B = F,,‘( V(F,) + K) satisfies S* but not g. 
We show next that B satisfies f. L,etting yi = xi + (V(F,) f K) for 
1 < i < r, we observe that any product of more than t = t, + *.. +- t, 
elements vanishes, since this is true for monomials in the yi’s. If g has 
degree less than f, this implies that f is satisfied trivially. We may then 
assume that f has the same degree t as g. Since the set of all monomials 
in yi ,..., yT span B over CD’, it is sufficient by Theorem 3.9 to show that 
any stable derivativef’ off vanishes when direct monomials in yi ,..., yr 
are substituted into it. If one or more of the monomials has degree 
greater than one, then each term off’ will have total degree greater 
than t, and hence each term off’ will vanish. Thus, it is sufficient to 
show thatf’ vanishes if distinct elemlents of the set {yi ,..., yr} are sub- 
stituted into it. But by the construction of B, a monomial z of degree t 
in yi ,..., yr vanishes unless the degree of yi in z is exactly ti for each 
i = l,..., r. Thus, a stable derivative jr’ off of degree t whose terms do 
not vanish identically is necessarily of degree type [tl , t, ,..., tr], the 
degree type as g. Then, f' has lower degree type than f and so S implies 
f’ by hypothesis. Therefore, B satisfies f' and hence also f. 
We have shown that B satisfies all the required properties except for 
the existence of a unity element. If R is the @-algebra that arises by 
adjoining a unity element to B, then B’ satisfies S and f by Theorem 3.4, 
since B satisfies the strict derivatives of S by construction and satisfies 
the strict derivatives off because they are implied by S by hypothesis. 
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Finally, B’ does not satisfy g since the subalgebra B of B’ does not 
satisfy g. 
Theorem 3.10 has two consequences which we would like to point out 
explicitly. First of all, it gives a very computable criterion for checking 
irreducibility or for searching for irreducible identities. In addition to 
helping us to find new identities of interest, this will enable us to prove 
theorems about whole classes of identities, as we shall see in Chapters II 
and III. Secondly, it often provides an easy way of proving that nontrivial 
algebras exist satisfying one identity but not a second one. 
Remark. The reader may wonder why we didn’t define S to imply g 
if every @-algebra satisfying the elements of S also satisfies g (without 
restricting ourselves to algebras with unity elements). With this defini- 
tion, Theorem 3.9 holds if we modify the conclusion to say that f is 
irreducible relative to S if and only if every stable derivative of f is 
implied by S. The same proof holds except that we don’t augment the 
set S’ to get S* but use S’ instead, and that we omit the adjunction of a 
unity element at the end of the proof. This version of Theorem 3.10 
would be a little more general in the sense that it would apply to varieties 
of algebras which never have unity elements, such as the variety of anti- 
commutative algebras (defined by xy + ye) (see Kass and Witthoft [I]). 
However, we will be primarily concerned in the following chapters with 
methods that require the presence of idempotents and with varieties of 
algebras that remain closed under the operation of adjoining a unity 
element, and, in this context, Theorem 3.10 as it stands is a more 
discriminating tool. Further remarks on this subject occur at the end of 
Section 5. 
Although there seem to be little that one can say about the form of 
an identity which is irreducible relative to an arbitrary set of identities, 
more can be said in certain special cases. Perhaps the most interesting 
such result is 
THEOREM 3.11. Let n be a positive integer, let CD be a jield of char- 
acteristic either 0 or larger than n, and let f (x1 ,,.., x,) E F be homogeneous 
and absolutely irreducible. Then f is either symmetric or skew-symmetric in 
its arguments of degree n, depending on whether n is even or odd. 
The proof of this theorem may be found in Osborn [l, pp. 82-831. 
The conclusion also holds if f is irreducible with respect to associativity, 
but it does not hold for all identities which are irreducible with respect 
to commutativity. 
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References for Section 3: Braun and Koecher [l, Section 1 of Chap- 
ter 21; Goldman and Kass [ 11; J acobson [3, Section 6 of Chapter 11; 
Osborn [2, Section 11. 
4. Changing the Domain of Operators 
One of the special properties of algebras as a class of algebraic systems 
is the connections that exist between algebras over different domains of 
operators @ and the use that can be made of these connections in the 
structure theory. It is our purpose in this section to investigate these 
connections insofar as they are helpful in the general study of varieties. 
All domains of operators will be assumed to be commutative and associa- 
tive rings with unity element. 
The two most important special cases of a domain of operators @ are 
when @ is a field and when 0 is the ring of integers. If Z denotes the ring 
of integers, then any ring A is a Z-algebra using the composition 
Z x A + A defined by 
na = a + ... + a, Oa = 0, (-n) a = --(na) 
m’s 
for n a positive integer and a E A, and any homomorphism is a Z-homo- 
morphism. Thus the variety of all Z-algebras is just the class of all rings. 
We would like now to introduce the concept of a functor between two 
varieties. Although this concept arises the most naturally in the more 
general setting of a category, we shall define it only in the special context 
where we would like to use it. Let @ and A be two commutative associa- 
tive rings with unity elements, let V be a variety of @-algebras, and let U 
be a variety of A-algebras. Suppose that to each algebra A E V an 
algebra T(A) E U is given and to each @-homomorphism q : A -+ B 
for A, B E V is given a homomorphism T*(q) : T(A) + T(B) such that 
(1) 9 : A + A is the identity only if T*(y) is the identity, and 
(2) T*(F’~) = T*(v’) T*(q) for g, : A -+ B and 9’ : B --t C. Then, we 
shall call the pair of functions (T, T*) a functor from V into U. 
We will also need the concept of scalar extension (which is a special 
case of the concept of tensor product). Suppose that /I is a commutative 
associative ring with unity element 1 and that @ is a subring of A con- 
taining 1. Let M be a left module over @, let L be the free group gener- 
ated by all pairs (X, m) for X E (1 and m E M, and let R be the subgroup 
of L generated by all elements of the forms 
01 + 4 , m) - (Xl > m) - (A, , m), 64 ml + 4 - (A 4 - (A m,), 
(4.1) (Aa, 4 - (A am) 
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for A, A, , A, E A, m, m, , m2 E M, and 01 E CD. Then, one verities easily 
that the quotient group MA = L/R is a left A-module under the definition 
Ub , m> + RI = (&b , m) $ R. We call M, the scalar extension of M 
to A. 
Let N be any left cl-module and let y be a @-homomorphism of 
M into N. Then, 93 induces a map y1 of L into N by defining 
qi((A, m)) = XT(m) on the generators of L. Since 
and similarly yi((Ar + A, , m) - (A, , m) - (A, , m)) = 0 and 
for h, A, , A, E A, m, ml , ma E M, and 01 E @, it follows that R is in the 
kernel of or . Thus, vr induces a homomorphism v’ of MA = L/R into 
N. Since 
we see that ‘p’ is a A-homomorphism. If p denotes the map 
m-t(l,m)+RofMintoM,,then 
P’Pb) = V’Kl > ml + R) = %((l, 4) = 9)(m) 
for m E M. We have shown that any @-homomorphism of M into a 
A-module may be factored into the natural map of M into M, followed 
by a A-homomorphism of M, . 
If A is a subring of A containing CD’, and if pi : M + MA and 
pz : MA 4 (M,), are the maps analogous to p : M--f M, defined just 
above, then the @-homomorphism pzpl of M into (MA), may be factored 
through M, . That is to say, there exists a A-homomorphism 
q~ : M, + (Md)n such that pzpl = yp. 
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Similarly, looking at M,, as a d-module, we may find a d-homomorphism 
0 such that p = Op, . Again we may find a il-homomorphism # such that 
6’ = #p2 . Putting these equations together, we get p = $p2p1 = z&p and 
P2Pl = @PI = ~+P2PI . Since MA is generated as a A-module by the 
image of M under p, the first relation says that $9 is the identity on MA . 
Similarly, the image of M under p2pl generates (MA),, as a A-module, 
and C& is the identity on (MA)A . Thus, (MA)., G M,, . 
Although the map p of M into M.,, need not be one-to-one in general, 
we do have 
LEMMA 4.1. Let A be a commutative associative ring with I, let @ be 
a subring of A containing 1, and let M be a @-module. Then 
(a) tf U is a subset of M that spans M over di and if p : M + MA 
is defined by p(m) = (1, m) + R, then the image of U under p spans M,, 
over A. 
If, in addition, either (i) A is the quotient field of @ and M is torsion-free, 
or (ii) @ is a field, then also 
(b) the map p is an isomorphism of M into M,, ; 
in d”’ any 1’ znearly independent set in M remains linearly independent 
‘l. 
Proof. For part (a), let {ui} be a set that spans M over @, let 
(4 m> + R E MA , and let m = C cviui for 01~ E @. Then, 
(A, m) + R = (A, c aiui) + R = c (A, C@ + R = 2 @ai, ui) + R 
= c JW( 1, 4 + RI 
using the fact that the elements (4.1) are in R and the definition of the 
action of (1 on MA . Since every element of M,, is the sum of a finite 
number of elements of the form (h, m) + R, this establishes (a). 
For the other two parts of the lemma, suppose first that (i) is satisfied 
and let m be a nonzero element of M. If P is a @-submodule of M 
which is maximal with the property of not intersecting the set of non- 
zero elements of the submodule @m, then for each nonzero element 
r + P of the quotient module M/P there exist 01, p E @ such that 
(4.2) B(r + P) = a(m + P) # 0. 
We define the map y2 : M/P -+ A by sending each r + P E M/P into 
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the element LX//~ E n where 01 and /3 satisfy (4.2) for this particular r + P, 
and it is easy to check that v2 is well-defined. If q + P E M/P and if 
S(q + P> = r(m + P> # 0, then 
and adding gives 
BW + P) + (4 + P)l = (aa + Pr)@ + P). 
From this it is clear that ~a is additive. Similarly one can check that 
“$44 = ?44 f or oi E @, so that qua is a @-homomorphism. If q~i denotes 
the natural map from M onto M/P, then v = y2p)i is a @-homomorphism 
of M into /l such that y(m) # 0. We have seen that any Q-homomorph- 
ism of M into a cl-module can be factored through M, , so that y = q’p 
where y’ is a fl-homomorphism of M, into (1. But then v(m) = 0 implies 
that p(m) # 0. We have shown that no nonzero element of M can be in 
the kernel of p, which establishes (b) when (i) holds. 
If (i) is true and if C hJ( 1, mi) + R] = 0 for hi E /l and mi E M, 
where 1 < i < n, then we can find 01 E @ such that ahi E @ for 
1 < i < n. Hence, 
0 = c czX,[(l, rni) + R] = 1 [(a& , q) + RI = c [Cl, (4) %I + RI 
= (1, C (~4) mi) + R = P (c (4) mi). 
By part (b) we have C (a&) mi = 0 and the mi’s are linearly dependent 
in M. This establishes (c) when (i) holds. 
Suppose then that (ii) holds and let m, ,..., m, be linearly independent 
elements of M such that C “i[( 1, mi) + R] = 0 where vi ,..., v, are non- 
zero elements of fl. Completing the set m, ,..., m, to a basis {mi} of M, 
we let P be the subspace spanned by the mi’s for i # 1, and we note 
that M/P is a one-dimensional vector space isomorphic to @. This 
determines a homomorphism 9 of M onto @ such that v(ml) + 0 and 
y(mi) = 0 for i # 1. Since @ C /l, we can think of q~ as a homomorphism 
of M into LI. As before, there must then exist a cl-homomorphism v’ 
of MA into /1 such that a, = v’p. But then 
0 = F’(O) = v’ (1 VJ( I, mi) + R]) = C vi~‘[( 1, mi) + RI = C ~cP’P(~ 
= 1 vip(mi) = wh). 
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But vr # 0 by assumption and &ml) # 0 by construction. This contra- 
diction shows that any linearly independent set in M maps into a 
linearly independent set in M,, and establishes (c). Taking the special 
case when the independent set consists of one element, we obtain (b), to 
complete the proof. 
Next let @ be an integral domain, let M be a @-module, and let M* 
be the set of torsion elements of M, or M* = (m E M j am = 0, some 
nonzero 01 E @}. If alrnl = 0 and a2m2 = 0 for nonzero CY~ , 01~ E @ and 
m1 , m2 E M, and if p E @, then ~i(j3rni) = /J(a,ml) = 0, LY~OI~ # 0, and 
v2(ml + m,) = ~2(vd + A 2 2 01 01 m ) = 0, so M* is a submodule which 
we will call the torsion submodule. The quotient module M/M* is 
torsion-free, since, if a(m + M*) c M*, then am E M*, giving Pam = 0 
for some nonzero p E @, or m E M *. If fl is a ring containing the quotient 
field of @ and having the same unity element, then M* is in the kernel 
of the homomorphism p : M + MA because MA is torsion-free as a 
Q-module (since Ml, can be regarded as a module over the quotient 
field of @). Thus, p induces a @-homomorphism g, of M/M* into M2, . 
As we have seen, we can write v = y’pi where pr is the natural map 
M/M* -+ (M/M*)A and wh er v’ is a /l-homomorphism of (M/M*)2, e 
into MA . 
Letting u be the natural map of M onto (M/M*), we have 
(4.3) p = qm = q3’p1u. 
Conversely, the @-homomorphism pra of M into (M/M*)A can be 
factored into the product of p followed by a fl-homomorphism yr’ of 
M,, into (M/M*)A, or 
(4.4) PlG = %'P. 
From (4.3) and (4.4), we obtain the relations 
P = V'TI'P, PlD = %'F'PlO. 
Since the image of M under p generates MA as a fl-module, the first of 
these relations implies that 9’~~’ is the identity on M,, . Similarly, the 
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image M under pra generates (M/M*), , and vl’q’ is the identity on 
(M/M*), . It follows that M, e (M/M*),, . This relation says that M,, 
is obtained by first dividing out the torsion elements and then taking the 
scalar extension of the resulting torsion-free module. Note that the map 
pi is actually an isomorphism of M/M* into (M/M*), , since it is the 
composite of the map pz of M/M* into (M/M*), , where A is the quotient 
field of @, of the map pa of (M/M*), into ((M/M*),), , and of the iso- 
morphism of (M/M*)& onto (M/M*), , where pa and pa are one-to- 
one by part (b) of Lemma 4.1. 
Consider now the scalar extension A, of a @-algebra A, where A is a 
commutative associative ring with 1 and where @ is a subring containing 
1. We have already defined A, as a A-module, and we would like to 
define a multiplication on A, which makes it into an algebra. Further- 
more we would like products in A, to be defined in such a way that p 
becomes a @-algebra homomorphism of A into A, . But then, we must 
have 
(4.5) (1 hiP(“i))(~ Pjdbj)) CA&If Caibj) 
for hi , pj E A and a, , bj E A. Since every element of A, is a A-linear 
combination of elements of p(A), we may use (4.5) to define a product on 
A/l with the required property provided that we can show that this 
product is well-defined. For this it is sufficient by symmetry to show 
that if the first factor on the left side of (4.5) is represented as a linear 
combination of elements of p(A) in some other way, then the right side 
of (4.5) will retain the same value. Taking the difference of two equations 
obtained using different representations for the first factor, we see that 
we are reduced to showing that x hip(ai) = 0 implies that 
0 = C htljddj) = 1 ~j (T hddj)j 
j 
or that C &~(a~) = 0 implies C h,p(a,b) = 0 for any b E A. 
If A is the quotient field of 0 and if A is torsion-free, then we find 
01 E @ such that each product ahi E @. Then, C hip(ai) = 0 implies 
0 = 01~ hid = ~ (olhi) p(~i) = p(C (olhi) ~i), SO C (~Xi) Ui = 0 by 
part (b) of Lemma 4.1. But then 
0 = p (c (CL&) u,b) = c (c-i&) ,&b) = a c hip(uib), 
and multiplying by 01 -l shows that the product given by (4.5) is well- 
defined in this case. 
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If @ is a field, choose a maximal subset of the a,‘~ which are linearly 
independent over CD, say a, ,..., ak . Then, for each ai with i > k there 
exist pii ,..., flik E @ such that 
a, = i j3jlZj . 
j=l 
Substituting into the relation 2 +(a,) = 0 gives 
0 = kl Maj) + zk 4P ( il P2jaj) 
= il hjf(aj) + il & Wjf(%) = Yfl [hj + & hi81i] PCaj)* 
By part (c) of Lemma 4.1, ~(a,) ,..., p(ax-) are linearly independent over A, 
so that this last relation implies that Aj + &-,x. h,Pij = 0 for 1 < j < k. 
But then 
= C Aif( 
so the product given by (4.5) is well-defined in this case also. 
More generally, suppose that A is an algebra over an integral domain 
@ with 1, let A be a ring containing the quotient field d of @, and let 
1 E CD act as the unity element in A. If A is torsion-free, then the two 
cases that we have already treated allow us to define multiplication first 
in A, and then in (A,), . Using the canonical module A-isomorphism 
that we have shown between (AA), and A,, we see that (4.5) gives a 
well-defined product in A, which makes the natural map p : A -+ A,! 
into a @-algebra isomorphism of A into A,, . 
If A is not torsion-free, then we have seen that A,, z (A/A*), as 
A-modules (it is easy to check that A* is always an ideal of A). Using 
this isomorphism to induce a multiplication in A, from that already 
defined in (A/A*), , we again have that (4.5) gives a well-defined product 
in A,, . This time p : A ---f An is a @-algebra homomorphism. 
Suppose now that q is a @-homomorphism of A into a A-algebra B. 
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Then we have already seen that, as an additive @-homomorphism, q~ may 
be decomposed as the product of the natural map p : A + A, and an 
additive A-homomorphism y’ : A, -+ B. Since the elements of p(A) 
generate A, as a A-module and since q~’ is A-linear, we see from the 
calculation 
for a, b E A that 9’ is an algebra homomorphism of A, into B. Thus, 
every algebra homomorphism of A into a A-algebra can be factored 
through A, . 
Let SCF= @{X> b e a set of identities and let V be the variety of 
@-algebras that it determines. Since @ C A, every element of S can also 
be thought of as an identity with coefficients from A. Thus, S also 
determines a variety VA of A-algebras. It is not always true that A E V 
implies that A,, E VA4 . For example, if @ is the field of two elements, V 
the variety of Boolean algebras, and .4 any proper extension field of @, 
we saw in the last section that the variety VA is trivial, so that any nonzero 
A E V has the property that A, q! VA in this case. However, we do have 
PROPOSITION 4.2. Let S be a set of homogeneous identities with coefi- 
cients in an associative integral domain @ with 1, let V be the variety of 
@-algebras determined by S, and let A E V satisfy every stable derivative 
of each identity in S. Then, A, E V,, for any commutative associative ring A 
containing CD and having the same unity element as @. 
Proof. Choose a set U which spans A, and let p be the natural map 
of A into A, . Then, the set p(U) spans A, by part (a) of Lemma 4.1. 
Since A satisfies every stable derivative of each identity of S, any sub- 
stitution of the elements of U into a stable derivative of an identity of S 
will vanish, and hence any substitution of elements of p( U) into such an 
identity will vanish. Hence, A, satisfies S by Theorem 3.9. 
COROLLARY 4.3. Let S be any set of identities with coeficients in an 
integral domain @ with 1, let every identity of S have degree less than the 
number of elements in CD, let V be the variety of @-algebras determined by S, 
and let A E V. Then, A, E V, for any commutative associative ring A 
containing CD and having the same unity element as CD. 
Proof. By Proposition 3.1, V is the variety of algebras determined by 
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all the homogeneous components of the identities of S, and by Theo- 
rem 3.5 each A E I’ satisfies all stable derivatives of these homogeneous 
components. Thus, A, E I’, by Proposition 4.2. 
Suppose now that the hypotheses of Corollary 4.3 are satisfied and let 
T denote the map from I’ into V, given by T(A) = A, . If A, B E V 
have torsion ideals A*, B* respectively and if q~ : A + B is a homo- 
morphism, then g, followed by the quotient map B + B/B* is a homo- 
morphism v of A into B,‘B *. Since B/B* is torison free, A* must be in 
the kernel of q’, so that p?’ induces a homomorphism 9” of A/A* into 
BIB*. 
ax “, 
1 1 
Q T’(m) 
B --+ BIB* 2- (BIB*), gg B,, 
If pi denotes the natural map of A/A* into (A/B*)n and if 
p2 : B/B* -+ (B/B*), , then there exists v”’ : (A/A*)n --f (B/B*),, such 
that p2’p” = ~“‘p, . Since A,, g (A/A*)n , F”’ induces a homomorphism 
from A, to B, that we will denote by T*(F). 
THEOREM 4.4. Let CD be an integral domain with 1, let A be a commuta- 
tive associative ring containing the quotient field of @‘, and let 1 E @ act 
as the unity element in A. Let S be a set of identities with coefficients in @‘, 
let each identity of S have degree less than the order of CD’, let V be the 
variety of @-algebras determined by S, and let VI, be the variety of A-alge- 
bras determined by S. Then, 
(a) the pair (T, T*) where T is dejined by T(A) = A,, and where 
T* is defined as above is a functor from V into V, ; 
(b) if E is a V-free algebra on c generators for some cardinal c and 
;f Vi is nontrivial, then EA is VA-free on c generators; 
(c) if A, is VA-free on a subset 2 of cardinality c for some algebra 
A E V, where Z is contained in the image of the map p : A -+ A, and ;f E 
is V-free on c generators, then A/A* is isomorphic to E/E*. 
Proof. To show part (a), we note first from our construction of T*(q) 
that, if 9 : A + A is the identity map, then so are v’“, q?, and T*(v). 
Secondly, let A, B, C E V, let the homomorphisms p : A + B and 
WS/4-3 
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F) : B--s C be given, and let 0 = #y. We can then verify that 
8’ = $‘g, = #“v’ using the commutativity of the following diagram: 
A -+ /q/l* -5 (A/A*), g A, 
m’ 
m 
I\ 1 
m” 
1 1 
mm T*(m) 
(4.6) B -+ B/B* -% (B/B*),, sx B, 
*’ I 
1\ 1 
*” 1 1 d’” T*(l) 
c -+ c/c* pQ+ (c/c*), gg c, 
It follows that 0” = tJ”v”. Then, VP1 = p#” = p3#“9” = IcINlpzy” = 
~v’ffpl , giving et” = VT”‘. Hence, T*(#v) = T*(8) = T*($) T*(v), 
which establishes part (a). 
Next, let E be V-free on a set Y of cardinality c, let p be the natural 
@-homomorphism of E into E* , and let Z be the image of the set Y 
under p. If B E VA and if qi is a map of Z into B, then q’1p maps Y into 
B, and this map can be extended to a @-homomorphism F of E into B. 
But any @-homomorphism of E into a A-algebra can be factored through 
E A3 so that there exists a A-homomorphism v’ : E, -+ B such that 
y3 = v’p. Since vlp = 9 = v’p on Y, we see that q+ = v’ on Z showing 
that v’ does indeed extend q1 . Thus, E, is VA-free. 
If VA is nontrivial, we can choose a nonzero B E VA and hence a 
nonzero b E B. For any fixed element y E Y, let qa denote the map 
of Y into B such that ~a( y) = b and va(y’) = 0 for y’ # y. Extending 
pa to a @-homomorphism y of E into B, we can again find 
q’ : E, ---f B such that T = q’p. Then, y’p(y) = q(y) = va(y) = b # 0 
and 
cp’p(y -y’) = v(y -y’) = F(Y) - V(Y’) = PAY) - dy’) = b f 0, 
so p(y) = 0 and p(y) # p(y’) for any y’ # y. It follows that p restricted 
to y is one-to-one and that Z has cardinality c also. 
Suppose now that the hypotheses of part (c) hold, and let Y be the set 
of generators of cardinality C with respect to which E is V-free. Let 
p : E -+ E, be the natural map, and let Y’ be the image of the set Y 
under p. Then, E,, is VA-free on the set Y’ by part (b), so E, and A, 
are isomorphic under a map which takes Y’ onto Z by Proposition 2.1. 
Hence, the @-subalgebras of E4 and A, generated by Y’ and Z are 
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isomorphic. But we have seen that these subalgebras are just isomorphic 
to E/E* and A/A* respectively, giving E/E* g A/A*. 
It is worth noting that the variety VA depends only on V and not on 
the set of identities S used to define V. For if E is V-free on countably 
many generators, then E,,j is V,4-free on countably many generators and 
EA does not depend on 5’. Then, V, is determined by E,, since V‘, is 
generated by E, by Theorem 2.2. 
On the other hand, it is possible to have distinct varieties V and 
V’ of @-algebras such that V, = V’n . For example, if V is determined 
by the identity f 1 x1x2 - x2x1 and V’ by af where LY is a noninvertible 
element of @, then V # V’ but V, = V“, . However, to each variety U 
of A-algebras which is the extension of a variety of @-algebras there 
corresponds a unique variety YtQj of @-algebras which is minimal in the 
set of varieties of @-algebras which extend to U. To construct UC@) , 
we think of F = @{X} as contained in FA in the natural way, we let K 
be the T-ideal of FA corresponding to U, and we let KtOj = K n F. 
Then, K(@) is a T-ideal of F, since any endomorphism 7 of F extends 
to an endomorphism of F, which takes Kc@) into K, giving 
KcO,? C K n F = K(@) . It is clear that KtO) is the largest T-ideal of F 
which generates the T-ideal K in FA , so that the variety UcO) correspond- 
ing to Kc@) will be the smallest variety of @-algebras extending to U. 
If U is not the extension of a variety of @-algebras-as can occur if the 
identities defining U have coefficients which are not all contained in CD, 
then KtO) will not generate K in F., and, hence, the variety VtO) will 
extend to a variety over A which is bigger than U. In this case there is 
no variety of @-algebras which really corresponds to U. If all the coeffi- 
cients of the defining identities lie in CD, then U is the extension of UC@) . 
COROLLARY 4.5. Let @ be an integral domain with I, let A be a ring 
containing the quotient field qf @, and let 1 E @ act as the unity element in 
A. If U is a variety of A-algebras, which is the extension of some variety 
of @-algebras, then any UcO)-free algebra is torsion-free. In particular, if 
Y is a set of generators of an algebra A E UC,) , then A is UcOj-free on the 
generating set Y ;f and only if A, is U-free on the set p(Y) where p is the 
natural map of A into A, . 
Proof. The algebra F/Kc,, E UcOj will have a nonzero torsion element 
if and only if there exists a nonzero cy. E @ and f E F such that f $ Kc@) 
and af E KtO) . But, if af E Kc@) , then af E K and ~-1 E A, so that 
f = a-‘(~$) E K and f E K n F = K(@) . Thus, F/K(,) is torsion-free. 
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Since F/K(,) is the UC,)-free algebra on a countable set of generators, 
any Ut,,-free algebra on a finite set of generators is isomorphic to a 
subalgebra of F/K(,) and, hence, is torsion-free. If E is a Ut,)-free 
algebra on an arbitrary number of generators, then every element of E 
is contained in a subalgebra of E which is UC,)-free on a finite number 
of generators, and so E is also torsion-free. 
Let Y be a set of generators of A E Uto) , let p : A 4 A, be the 
natural map, and let Y’ = p(Y). If A is UC@)-free on the set Y, then 
A, is U-free on the set of generators Y’ by part (b) of Theorem 4.4. 
Conversely, if A, is U-free on the set Y’ of cardinality c and if E is 
UC@)-free on a set 2 of cardinality c, then 0 : A/A* g E/E* by part (c) 
of Theorem 4.4, and under this isomorphism the image of the set Y of 
generators of A under the quotient map u : A + A/A* corresponds to 
the image of the set 2 of generators of F under the quotient map 
E + E/E*. But E is torsion-free by the first part of this proof, so 9 = 80 
is a homomorphism of A onto E mapping the set Y in one-to-one 
fashion onto the set 2. Letting $I denote the map of E into A which 
agrees with y-l on Z, we see that I++ is the identity on Y and hence on 
all of A. Similarly, Y$J is the identity on 2 and thus on all of E. It follows 
that A is isomorphic to E and that A is UC,,-free. 
We turn now to a brief study of the relationship between the varieties 
over @ and the varieties over a homomorphic image of @. Let @ be a 
commutative associative ring with 1, let r be a proper ideal of @, and 
let A = @jr. If A is a @-algebra which satisfies the set of identities 
rxi = {yxi 1 y E r}, then A can be made into a d-algebra in a natural 
way by defining (CX + r) a = aa for all a E A and all cosets 01 {- r E @jr. 
Conversely, if A is a d-algebra, we can make it into a @-algebra satis- 
fying the set of identities Rx, by the definition CM = (a + r) a for all 
iy E @ and a E A. It is clear that each variety of d-algebras is just a var- 
iety of @-algebras satisfying the identities rxi , and conversely. For such 
a variety I’ any d-homomorphism is a @-homomorphism and conversely, 
and for each algebra of I’ the set of A-subalgebras coincides with the set 
of @-subalgebras. 
Let V be any variety of @-algebras and let V, be the subvariety of 
those algebras in V which satisfy the identities rxi . Then, any @-homo- 
morphism g, of an algebra A E I’ into an algebra B E V, will have the 
property that the ideal rA = {C ya 1 y E r, a E A} is contained in the 
kernel of q. On the other hand, this condition on a homomorphism 9 is 
sufficient to imply that q(A) E I’, for any A E V. Then, the map 
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T(A) = A/PA is a map of the variety V into the variety VT. If A, B E V 
and if y : A -+ B is a @-homomorphism, let 0 : B -+ BjPB be the natural 
map. Then, the homomorphism, ~99, : A -+ BjPB E V, contains PA in 
its kernel, so that tip’ induces a homomorphism of T(A) = A/PA into 
T(B) = BjI’B which we shall denote by T*(q). 
THEOREM 4.6. Let CD be a commutative associative ring with 1, and 
let I’ be a proper ideal of @. Let V be a variety of @-algebras and let V, 
be the subvariety of all algebras of V satisfying the identities Pxl . Then 
(a) Thepair (T, T*) is a fun&or of V onto V, , where T(A) = A/PA 
for A E V and where T* is defined above. 
(b) If E is a V-free algebra on c generators and sf V, is nontrivial, 
then T(E) is Vr-free on c generators. 
Proof. We will omit the verification of part (a), since it is straight- 
forward and quite similar to the proof of the first part of Theorem 4.4. 
Suppose then that E is V-free on the set of generators Y of cardinality c, 
let 2 be the image of the set Y under the natural homomorphism 
u : E + E/I’E, and let (T’ be the restriction of u to y. If q’ is a map of 2 
into an algebra B E V, , then ~‘0’ is a map of Y into B and this may be 
extended to a homomorphism 4 of E into B. Since FE is in the kernel 
of 4, this induces a homomorphism q~ of E/FE into B such that # = ~a. 
Then ~(2) = v,‘(x) f or x E 2, and we have shown that E/FE is Vr-free 
on the set 2. In order to show that 2 has cardinality c, let B be a nonzero 
algebra in Vr and b a nonzero element of B. Then, for each y E Y we 
can find a homomorphism $ of E into B which sends y into b and the 
remaining elements of Y into zero. Since there exists a homomorphism 
‘p : E!PE 4 B such that $ = ~0, this shows that a(y) # 0 and that 
U(Y) # 4Y’) f or each y’ E Y distinct from y. Since this is true for each 
y E Y, we see that the restriction u’ of u to Y is one-to-one, so that Z 
has cardinality c. 
Using the results of this section, if we are given the V-free algebra E 
on c generators for some variety V over a field A of characteristic zero, 
we can immediately construct the free algebra on c generators for the 
corresponding variety over just about any other ring of operators. If @ 
is a subfield or an integral domain with 1 contained in A (such as the 
integers), and if the coefficients of the identities defining V lie in @, we 
see from Corollary 4.5 that the free algebra EC@) for the corresponding 
variety of @-algebras is an algebra whose scalar extension is E. In 
200 OSBORN 
practice, the easy way to construct E(@) is to take the @-subalgebra of E 
which is generated by the generating set for E over fl. Thus, Et@) has 
the same basis over CD as E has over LI. To get the V-free algebra on c 
generators for the corresponding variety V’ over an arbitrary ring of 
operators Y which contains the quotient field of @ and has the same 
unit element, we see from Theorem 4.4(b) that we may take the scalar 
extension of EC@,) to Y, which amounts to saying that we again use the 
same basis as for E but use coefficients from !?’ instead of (1. If the 
coefficients of the identities S defining V are all integers-as is true in 
most cases of interest-we may take CD to be the integers in the above 
discussion and E” = Et@) will be the free ring satisfying S on c generators. 
Taking r to be the ideal of @ generated by a prime p E CD, we see from 
Theorem 4.6 that E, = EF = E”/TE” is the VP-free algebra on c gen- 
erators, where V, is the variety over the field of p elements corresponding. 
We note that E, can be regarded as having the same basis elements and 
multiplication constants as E” (and hence as E) except that the coeffi- 
cients and multiplication constants are to be taken modulo p. We can 
then use Theorem 4.4(b) to obtain the corresponding free algebra using 
scalar extension for any ring of characteristic p with unity element. Thus, 
once a nice basis and the corresponding multiplication constants have 
been found for the V-free algebra on c generators for a variety V of 
(I-algebras, where /l is a field of characteristic zero, we may obtain the 
corresponding algebra over just about any ring of operators Y by using 
the same basis with coefficients from ‘P and by interpreting the multi- 
plication constants to be elements of Y. Hence the free algebra satisfying 
a given set of ‘d 1 entities is in a certain sense independent of which ring 
of operators is being used. 
As the above discussion suggests, varieties over different rings of 
operators determined by the same set of identities are identical in many 
respects. However they can be quite different in other respects. For 
example, the number and types of simple algebras that exist can be quite 
different over different fields. Simplicity is not necessarily preserved by 
scalar extension or by a homomorphism of the ring of operators. Over 
algebraically closed fields the simple algebras are apt to be fewer in 
number and easier to classify. This fact gives rise to a standard technique 
for studying the simple algebras over an arbitrary field @. Given a 
simple @-algebra A satisfying the set of identities S, one shows either 
that A, is simple or that it is a finite direct sum of simple cl-algebras 
for an appropriate class of extension fields (1 of @, and one chooses a 
particular extension field /1 which is either algebraically closed or which 
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shares with the algebraic closure of @ the property that the simple 
summands of A, can be classified. Then, using the fact that A is a 
@-subalgebra of A, such that any Q-basis of A is a cl-basis of A, , one 
tries to deduce information about A from the structure of A, . An 
excellent example of the use of this technique can be found in Jacobson 
and Jacobson [I] where it is applied to Jordan algebras. An application 
to associative algebras can be found in Curtis and Reiner [l, Sec. 681. 
References for Section 4: Cartan and Eilenberg [l, p. 181; Curtis and 
Reiner [ 1, Sections 12, 571; J acobson [l, Chap. 5, Sections l-21. 
II. IDENTITIES ON COMMUTATIVE ALGEBRAS 
5. Finding Interesting Identities 
Each of the identities which is used in the definitions of what we 
consider to be the five most important varieties of @-algebras was 
formulated and has become important because it was observed to hold for 
an interesting class of examples and because it proved useful in giving a 
more abstract setting to that class of examples. Associativity arises 
naturally as a property of any set of mappings under the usual composi- 
tion of mappings. Conversely, any associative algebra can be (faithfully) 
represented as a ring of endomorphisms of a @-module, and the use of 
such (not necessarily faithful) representations is probably the most 
important tool in the study of associative algebras. The study of the 
subvariety of the variety of associative @-algebras consisting of those 
algebras which are also commutative is clearly also well motivated by 
examples, and commutativity is certainly a very usable property. 
The first variety of nonassociative algebras to be studied was the 
variety of Lie algebras, defined by the identities xy + yx and 
(my) z + (yx) x + (XX) y. Although these algebras first arose in the study 
of continuous groups, they are probably best motivated today by the 
fact that if one takes an associative algebra A under the same addition 
but the new multiplication [a, b] = ab - ba, where juxtaposition denotes 
the associative multiplication in A, then the modified algebra 
A- = (A, +, 1 , I> is a Lie algebra. Conversely, if @ is a field, it can 
be shown that every Lie @-algebra is a subalgebra of a Lie algebra arising 
from an associative algebra in this manner. The variety of Jordan algebras 
defined by the identities xy - yx and (x2y) x = x2(yx) first arose in 
quantum mechanics (Jordan, Von Neuman, and Wigner [l]). Jordan 
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algebras may be constructed from associative algebras in a manner dual 
to the construction of Lie algebras given above-namely, if A is an 
associative algebra, if 4 E @, and if a 0 b = &(ab + ba) for a, b E A, then 
A+ = (A, +, 0) is a Jordan algebra. Unlike the Lie case, there exist 
Jordan algebras which are not isomorphic to a subalgebra of a Jordan 
algebra arising from an associative algebra in this manner. The fifth 
variety that we have in mind is the variety of alternative algebras defined 
by the identities (ye) x - yx2 and x2y - x(~y). This variety was moti- 
vated by the Cayley algebra (or octonions). Conversely a simple alter- 
native algebra is either the Cayley algebra or is associative. 
Most other varieties that have been studied seem to have been formu- 
lated and studied with the objective of generalizing a structure theory 
which was already known to hold for some subvariety. For example, the 
variety of right alternative rings defined by (ye) x - yx2 is an obvious 
variety in which to try to extend some of the results that hold for alterna- 
tive algebras. As another example, the variety of commutative power- 
associative algebras arose as a generalization of the variety of Jordan 
algebras. If @ is a field of characteristic not 2, 3, or 5, then the variety 
of all commutative power-associative @-algebras is the same as the vari- 
ety defined by the two identities xy - yx and (x2x) x = x2x2 (Albert [4]). 
Other examples of this type of generalization abound. 
The remaining way in which identities arise is through the use of 
some sort of a system for finding all identities satisfying certain criteria. 
We shall devote the main part of this section and of Section 9 to the 
finding of identities through the use of such a system. The purpose of 
such an approach is not just to find new identities to investigate, but to 
lead to the proof of theorems that cover all algebras satisfying any one 
of a certain class of identities. The approach that we shall use is based 
on the concept of irreducible identity defined in Section 3. 
If the element 2 E @ is invertible and if A is any @-algebra, then we 
may construct the algebra A+ = (A, f, o) where a 0 b = *(ab + bu) 
just as we did in the case when A is associative, and A+ (called “A plus” 
or “the plus algebra of A”) is commutative. In the case of most varieties 
V which have been studied and which contain algebras which are not 
commutative, the algebras {A+ 1 A E V} can be shown to belong to a 
variety U of commutative algebras which is easier to study than the 
original variety V. For this reason, the most standard way to study such 
a variety V is to show that certain hypotheses on an algebra A E V imply 
that similar properties hold for A +, to deduce the structure of A+ by 
working in the variety U, and finally to use the structure of A+ along 
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with the original hypotheses on A to find the structure of A. As a result, 
the study of the tools used in developing the structure theory for algebras 
in a variety V divides fairly naturally into the study of the tools used in 
the commutative case and the tools used in the noncommutative case. 
The approach that we shall use for finding identities also divides into 
the commutative and the noncommutative cases. For these reasons we 
shall devote this chapter just to the study of commutative algebras and 
save the noncommutative case for Chapter III. 
Remark. The three most important varieties that contain algebras 
that are not commutative are also essentially the only varieties with the 
latter property in which the passage from A to A+ is not one of the most 
important tools. In the case of the variety of associative algebras and the 
variety of alternative algebras, this is because the defining identities are 
strong enough to derive directly most facts that can be deduced about A 
from the structure of A+. In fact, the connection between associative and 
Jordan algebras is much more useful as a means of deducing the structure 
of a Jordan algebra by expressing it as an appropriate subalgebra of the 
plus algebra of an associative algebra when it can be so expressed. The 
third variety we have in mind is the variety of Lie algebras (or more 
generally the variety of anticommutative algebras) for which the asso- 
ciated commutative variety is just the variety of trivial algebras (i.e., 
algebras in which all products are zero, or algebras satisfying the identity 
xy = 0). In this case, we clearly can’t obtain much information about 
an algebra out of the structure of its plus algebra. The methods used in 
Lie theory and its generalizations are sufficiently different from the 
methods used in studying other varieties and are sufficiently well covered 
elsewhere that we shall not discuss them here (see Jacobson [2] and 
Seligman [I] for the theory of Lie algebras, and Sagle [I] for an example 
of a generalization). The theory of associative algebras is also of course 
developed largely with methods that are characteristic to that variety 
and which are well covered elsewhere, and so little will be proved in this 
paper about that variety either, although we shall consider subvarieties 
of this variety in Section I 1. More will be said about alternative algebras 
later, principally in Section 10. 
After these introductory remarks, we are finally ready to look for some 
identities. Specifically, we shall find all identities of degree less than or 
equal to four which are irreducible relative to commutativity. 
THEOREM 5.1. Over a field CD of characteristic not 2 or 3, an identity 
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of degree < 4 is irreducible relative to commutativity if and only if it is 
one of the following: 
(5.1) (Ye - YX2, 
(5.2) (x2x)x - x2x2, 
(5.3) 2((Y44X - 3(yx2)x + yx3, 
(5.4) 2(Y2G - WY4Yb - 2KY+4Y + 2(X2Y)Y - Y2X2 + (YXXYX). 
Proof. If f is an identity of type [nl ,..., n,], then the derivative 
.fO = fgyl) S?(l) *.* S?(l) is just the sum of the coefficients off. Thus, 
when the field has at least n, elements, the identity f can only be irre- 
ducible relative to commutativity if the identity fO = 0 follows from 
commutativity. Consequently, an identity of degree < 4 can only be 
irreducible relative to commutativity over a field of characteristic not 
2 or 3 if the sum of its coefficients is zero. In particular, this implies that 
there are no irreducible identities of type [l], [2], [I, 11, or [3], since 
there is only one possible term of each of these types up to commutativity. 
For the same reason, the identities (5.1) and (5.2) are the only possible 
candidates for irreducible identities of type [2, l] and [4], respectively, 
and it is easy to check by computing all derivatives of lower type that 
these two identities are irreducible (using Theorem 3.10). The fact that 
there are no irreducible identities of type [ 1, 1, l] and [ 1, 1, 1, l] follows 
from 
LEMMA 5.2. Over a field of characteristic not two, an identity 
f (x1 ,***> x,) which is irreducible relative to commutativity is skew-sym- 
metric in its arguments of degree one. f cannot contain a term which is 
carried into itself (modulo commutativity) when two linear variables are 
transposed. In particular, no multilinear identity is irreducible relative to 
commutativity. 
Proof. Let the degrees of xi and xj in f each be one, and after com- 
bining those terms which may be combined using commutativity, let 
01x be a term off where a E @ and z is a monomial. Let z’ be the monomial 
obtained from z by interchanging xi and xi , and let 01’ be the coefficient 
with which z’ occurs in f. If x2 is set equal to xj in f (i.e., if we form 
fSi’(x,)), then the terms (us and ol’z’ combine and no other terms off 
combine with them, so that the coefficient of the monomial zS,‘(+) in 
fs,‘(xj) is 01 + cy’ if a’ # z and 01 if z’ = z. But f is irreducible and 
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f&‘(+) has lower type, giving fS,‘(xj) = 0. Thus 01 + 01’ = 0 when 
x’ # x and 01 = 0 when x’ = z, which implies the first two assertions 
of the lemma. The third assertion then follows from the observation 
that in any term of a multilinear identity there are two arguments which 
may be interchanged using commutativity. 
Returning to the proof of Theorem 5.1, we have left the degree types 
[3, 11, [2, 21, and [2, 1, I] to consider. An identity of type [3, l] has the 
form 
(5.5) q((yx).+ + ~z(YX2)” + qJ.x3 + h(p) x2 
for some choice of 01~ , 01~ , 01~ , 01~ E @. Setting y = x in (5.5) gives 
(a1 + 012 + %)(x2x)x + %X2X2, 
which implies cyl + 01~ + 01~ = 0 and 01~ = 0 if (5.5) is irreducible. Also 
applying S,l( I ) to (5.5) yields 
(3% + 2% + 2%)(Y4X + (a2 + 3% + %)Y.Y2, 
or 3n, + 201, = 0 and 01~ + 3a, = 0 using the relation 01~ = 0 when 
(5.5) is irreducible. Thus, the only identity of type [3, l] that could be 
irreducible is (5.3). On the other hand, the two derivatives that we have 
calculated vanish for (5.3), and any other derivative of lower type will 
automatically vanish relative to commutativity for an identity of type 
[3, I] in which the sum of the coefficients is zero since any other deriva- 
tive will be of a type where there is only one term relative to commuta- 
tivity. Thus, (5.3) is irreducible by Theorem 3.9. 
Next, an identity of type [2, 21 has the form 
(5.6) .0x, Y) = %(Y2X)X + ~2((Y4Y)~ + 4YWY + %(X2Y)Y 
+ %Y2.T2 + %(YX)(.y) 
for some 01~ ,..., 01~ E CD. If (5.6) is irreducible, then fS,i(x) must vanish 
since it has lower type than f. This gives the relations 
2a, + a2 + 013 = 0, a2 + a4 = 0, 013 + a4 = 0, 2cuj + 201, = 0. 
Using the fact that fS,l(l) also vanishes gives 
2% + 2% + 013 + 2% = 0, a3 + 2% + 2% = 0. 
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Solving all of these relations simultaneously yields 
a1 = -c-i2 = -a3 = a* = -201, = 2a, ) 
which leads to (5.4) and also shows that 6,1(x) and 6,‘(l) annihilate (5.4). 
Since (5.4) ’ y IS s mmetric in x and y, it must also be annihilated by S,r(y) 
and S,l( 1). The remaining derivatives of lower type vanish trivially or 
else because one of the four that we have already checked vanishes, to 
show that (5.4) is irreducible. 
Finally we consider identities of type [2, 1, 11. By Lemma 5.2 the 
monomials (( yx)x)x, ( yz)x2, and (yx)(zx) cannot occur in an irreducible 
identity. Thus, an irreducible identity of this type must have the form 
(5.7) %((YXb)X + ~2((YXbb + ~3WYb + %(X24Y + 4(=)xly + %((,4Y)X. 
Lemma 5.2 also tells us that 
016 = -011, 015 = -a2, 
and setting z = x in (5.7) yields 
011 + 012 = 0, a3 + % = 0, 
Also, applying S,l(l) to (5.7) gives 
oil + 2a, + 201, = 0, 011 + % = 0, 
-a3, 
cyg = 0. 
2% + 2% + a, = 0. 
Solving these relations simultaneously, we readily see that all the oli’s 
are zero. Thus no identity of type [2, 1, I] is irreducible and the theorem 
is proved. 
Since any identity of degree < 4 implies an irreducible identity of 
degree < 4 and since (5.1) clearly implies (5.2), we have 
COROLLARY 5.3. Let A be an algebra with unity element over a field 
.of characteristic not 2 or 3, and let A satisfy an identity of degree < 4. 
Then A satisjies one of the identities (5.2), (5.3), or (5.4). 
An important consequence of this corollary is that, in order to estab- 
lish certain results for all identities of degree < 4, it is sufficient to prove 
the results in the case of each of the three identities mentioned in the 
corollary. Such a result is 
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THEOREM 5.4. Let A be a simple commutative finite-dimensional 
algebra containing an idempotent over a field of characteristic 0, and let the 
algebra A’ obtained from A by adjoining a unity element satisfy an identity 
of degree < 4 not implied by commutativity. Then, either A is a Jordan 
algebra or A is two-dimensional over an appropriate field A. If only the 
latter case holds, there exist elements e and g which form a basis of A over A 
and which satisfy the relations e2 = e, eg = -g, and g2 = ale, where a is 
some nonzero element of A. 
As noted above, Corollary 5.3 implies that it is sufficient to prove 
Theorem 5.4 in the three cases when the identity is (5.2), (5.3), and 
(5.4), respectively. Although we shall say more about each of these 
identities in Sections 6 and 8 that will lay some of the ground work for 
this proof, the complete proof of Theorem 5.4 in any one of these three 
cases is beyond the scope of this paper. 
Once one has seen what can be done by finding the irreducible identi- 
ties of degree < 4, it is natural to look for the irreducible identities of 
degree 5 and to see whether any more interesting identities turn up and 
whether a result similar to Theorem 5.4 holds for degree 5. Embarking 
on this program, one finds that there is exactly one irreducible identity of 
type [5], which turns out to be implied by both (5.2) and (5.3) and which 
is fairly amenable to development. For type [4, l] there turns out to be 
a 3-parameter class of irreducible identities. It is possible to develop 
structure theory simultaneously for the varieties corresponding to the 
various identities in this class. However, each time that one proves a 
result for an algebra satisfying an arbitrary identity of this type, there is 
some proper subspace of this 3-dimensional space of identities for which 
the proof will not work because some crucial coefficient vanishes on that 
subspace. Thus, one obtains a general theory which works for all identi- 
ties in this 3-dimensional space of identities which do not lie in a certain 
small number of l- and 2-dimensional subspaces. The 2-dimensional 
subspaces can be handled with a higher level of effort except for certain 
l-dimensional subspaces. Some of the l-dimensional subspaces that are 
left (i.e., individual identities without a parameter) turn out to be pretty 
intractable. Thus, to obtain a theorem like Theorem 5.4 even just about 
all algebras satisfying an identity of type [4, I] would seem to involve 
more effort than the result would appear to be worth. Continuing further, 
one would find a 3-parameter class of irreducible identities of type 
[3, 21 and a 2-parameter class of irreducible identities of each of the 
types [3, 1, l] and [2, 2, 11. For reasons that will become clear in the 
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next two sections, identities of these types are somewhat harder to deal 
with than those of type [5] and [4, 11. Thus, the possibility of one being 
able to prove any result corresponding to Theorem 5.4 covering identi- 
ties of degree < 5 seems to be small. 
With these thoughts in mind, we would like to expand on the remarks 
that we made near the end of Section 3 on the reasons for inserting the 
phrase “with unity element” in the definition of implication for identities. 
If we had omitted this phrase in this definition, we would have been 
deprived of the use of strict derivatives in the proof of Theorem 5.1, 
and we would have found a 2-dimensional subspace of irreducible iden- 
tities for each of the types [3, l] and [2, 21, and an irreducible identity of 
type [2, 1, 11. The job of developing the structure theory of algebras 
satisfying identities of degree 4 would then have been somewhat greater, 
not only because of the need to deal with more identities and with 
parameters, but also because the added identities are weaker and more 
intractable. Thus, the corresponding version of Theorem 5.4 without 
the mention of unity elements would be somewhat harder to prove, if 
indeed it can be proved at all. We see from these remarks that our 
assumption about unity elements (or some other assumption) is really 
necessary to allow a proper treatment of all identities of degree 4. The 
assumption that a variety is closed under the adjunction of unity elements 
does not seem so restrictive an assumption if one is interested in varieties 
of commutative algebras where one may develop structure theory of the 
type that has been used in the theory of Jordan and power-associative 
algebras. This assumption seems to serve mainly to weed out identities 
that appear to be of less interest for this type of a theory, although we do 
not claim that an identity ruled out by this assumption could not turn 
out to be interesting for some other reason. 
We would like to point out the parallel between the situation for 
degree four when our assumption on unity elements is not made and the 
situation for degree five when this assumption is made. In either case 
the criteria are not discriminating enough-too many identities are 
chosen to handle effectively and some of them are too weak to be able 
to prove much about. Since the degree four case could be handled by 
adding what we consider to be a very natural assumption, we conjecture 
that the degree five case can be handled by adding another natural 
assumption of some sort. (See Remark 1 at the end of this paper.) 
As a final remark, we would like to point out that not only is it true 
that not every irreducible identity is interesting, but also not every inter- 
esting identity is irreducible. For example, the Jordan identity is not 
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n-reducible but is equivalent to the union of (5.1) and (5.2). The irre- 
ducible identities serve as a kind of basis of a space which contains most 
of the interesting identities and as such they are useful not only for prov- 
ing results like Theorem 5.4, but also because of the fact that any 
identity implies an irreducible identity. As an example of how the latter 
fact can be used, suppose that one is trying to find a variety which 
includes a certain class of examples and which has as strong a structure 
theory as possible while still including these examples. One can begin 
by seeing which irreducible identities are satisfied by the examples, and 
then look at various identities that imply these identities and appear 
stronger, and see which of these are still satisfied by the class of examples. 
References for Section 5: Osborn [2, Sections 2, 31; Osborn [6] 
p. 7691; Schafer [I]. 
6. The Peirce Development of an Identity 
A great many different methods are used in investigating the many 
different varieties that have been studied, and many of these are appli- 
cable only in very special circumstances. However, there do exist certain 
key methods which have fairly wide applicability and play an important 
(or potentially important) part in the study of a number of different 
varieties. Although these methods are normally most effective when used 
in combination, we shall find it more effective pedagogically to examine 
each one as much as possible in isolation. There are four of these more 
general methods which seem important enough in the study of varieties 
of commutative algebras to mention here. 
The first of these is what we will call the method of substitution for 
lack of a better name. We have in mind the process of making different 
substitutions in a set of identities and combining them to get a new 
identity of interest. The process of linearization is really a special case of 
this method. The power that can be achieved with this method in the 
case of the variety of alternative algebras is well illustrated in Bruck and 
Kleinfeld [I]. An example of the use of this method in commutative 
algebras is the proof that over a field of characteristic not 2, 3, or 5 a 
commutative algebra satisfying (x”x) x - x2x2 is necessarily power- 
associative (Albert [4]). Aside from the process of linearization with which 
we have already dealt, the way in which the method of substitution is 
used varies somewhat depending on the special properties of the identi- 
ties involved and on what is to be proved. For this reason, there does 
not seem to be more that can be said about this method without narrow- 
ing down to special cases, which we do not wish to do here. 
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The second general method that we have in mind is the use of an 
associative bilinear form on certain of the algebras in a variety. We will 
devote most of Section 8 to a discussion of this method and when it is 
applicable. The third method is the use of generic elements, which will 
also be discussed in Section 8. 
The fourth general method is what we will call the Peirce development 
of an identity or set of identities. This method breaks naturally into the 
commutative case that we shall deal with in the remainder of this 
section, and the noncommutative case which will be discussed in 
Chapter III. 
To begin with, some notation. If b is an element of a @-algebra A, 
let R, denote that map from A to A defined by aR, = ab for all a E A. 
It is immediate that Rb is a Q-linear transformation from A into itself. 
We will sometimes write R(b) instead of R, , particularly when the 
symbol b is to be an expression that has subscripts. 
Let I’ be a variety of commutative algebras over a commutative asso- 
ciative ring @ with 1, let f be a homogeneous identity of type [n, I] 
satisfied by all the algebras in V, and let x and y be the indeterminates 
in f of degree n and 1, respectively. Because V contains only commutative 
algebras, we may modify f by interchanging the order of any product in 
f without affecting the fact that f is satisfied by every algebra in V. 
In particular, we may rearrange the order of the factors of each monomial 
in f so that the y occurs at the left end. With this modification, f may be 
written in the form 
(6.1) f  = c cQYR(%l) R(32) ... q%J, 
where each ai E @ and each zij is a monomial just in the indeterminate x. 
Replacing each zij in (6.1) by x we obtain the new identity 
which is not in general homogeneous. Combining the terms in f' which 
have the same monomial part, we may put f’ in the form 
(6.2) f’ = Yd&)> where dRJ = 1 PAj, for pjE@. 
The polynomial q obtained from f in this fashion is called the Peirce 
polynomial associated with f. The interest in this polynomial is that, for 
any idempotent e in an algebra A (i.e., any e E A such that e2 = e # 0) 
and for any a E A, the substitution of e for x and a for y in (6.1) gives the 
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same element of A as the same substitution in (6.2). Thus, for any 
idempotent e in an algebra A E V, the associated linear transformation 
R, satisfies the polynomial relation q(R,) = 0. 
Now let @ be a field, and let @[t] be the ring of all (associative) 
polynomials in an indeterminant t with coefficients from @. That is, 
if U is the variety of associative algebras, then @[t] = @{t>]U(@(t}). If 
p(t), 44 E @[a we recall that p(t) is said to divide s(t) if there exists 
r(t) E @[t] such that s(t) = p(t) r(t). If Q is a (possibly infinite) subset 
of @[t], we define q(t) E @[t] to be the greatest common divisor of Q prov- 
ided that (1) p(t) d’ ‘d iv1 es each qi(t) E Q, and (2) that if r(t) divided each 
qi(t) EQ, then r(t) d’ ‘d iv1 es q(t). It is a standard result in a first course in 
algebra to show that if Q has two elements, say Q = {ql(t), q2(t)}, then 
q(t) exists and is unique up to a multiple of @‘, and there exist 
sl(t), s2(t) E @[t] such that 
(6.3) 4(t) = 5(t) 41(t) + s,(t) 42(t) 
(Herstein [4, p. I 171). M ore generally, for any set Q let 
Q = {sdt> df) + 1.. + dt) 444 I sdtL 44 E @[tl, cd&-, qn(t) EQI. 
Then Q is an ideal of @[t] containing Q. Since @[t] it is a principal 
ideal ring, there exists an element q(t) E Q such that Q = q(t) @[t]. 
Thus q(t) is a common divisor of Q such that 
(6.4) 4(t) = h(f) 21(t) + *.. + &z(t) 4n(t) 
for some sl(t),..., sn(t) E @[t] and ql(t),..., qn(t) EQ, and hence q(t) is the 
greatest common divisor of Q. This result will be used in proving 
LEMMA 6.1, Let @ be a jield, let G be a set of homogeneous @-identities 
of the types [n, I], where II ranges over the positive integers, and let A be 
a commutative @-algebra satisfying the identities in G and containing an 
idempotent e. If Q is the set of Peirce polynomials associated with the 
identities in G and ;f q(t) is the g.c.d. of Q, then q(R,) = 0 on A. 
Proof. Let U be the variety of all associative @-algebras and observe 
that @[t] is a U-free algebra on the one generator t. Hence there exists a 
unique homomorphism p of @[t] into the algebra of all @-linear transfor- 
mations of (A, +) such that p(t) = R, . We have already seen that 
qi(R,) = 0 on A for each qi(t) E Q, which implies that each qi(t) E Q is in 
the kernel of p. Then, choosing ql(t) ,..., q,(t) EQ and sl(t) ,..., SF,,(t) E @[t] 
607/8!2-4 
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such that (6.4) is satisfied, we see from (6.4) that q(t) is in the kernel of p. 
Hence, q(R,) = 0 on A as desired. 
Suppose now that V is a variety of commutative @-algebras, and that 
K = V(@{X}) is the T-ideal of F = @{X} corresponding to V. Let K, 
be the set of all homogeneous identities of K which have positive degree 
in x1 , degree 1 in xg , and degree 0 in xi for i > 2, and let Q C @[t] be 
the set of Peirce polynomials corresponding to the elements of K, . Then 
the g.c.d. q(t) of Q will be called the Peirce polynomial of V. We see from 
Lemma 6.1 that for any algebra A E V and any idempotent e E A we 
have q(R,) = 0 on A. 
Next, let A be any commutative algebra over a field @, let e E A be an 
idempotent, and let q(t) E @[t] b e any polynomial such that q(R,) = 0 
on A. If A is finite-dimensional, we may use the standard theory of a 
single linear transformation to break up A as a vector-space direct sum 
of subspaces which are invarient under R, and which correspond to the 
various irreducible factors of q(t). In fact this result holds without the 
assumption of finite dimensionality, as we shall now show. 
THEOREM 6.2. Let CD be a jield, let A be a commutative @-algebra, 
let e E A be an idempotent, and let q(t) E @[t] be a polynomial such that 
q(4) = 0 on A. If q(t) = pl(t)klpZ(t)kt *-- p,(Qkm, where p,(t),..., p,,,(t) 
are distinct irreducible manic polynomials of @[t], then 
(vector-space direct sum), where A({, is the subspace of A which is annihilated 
bY Pi(RJki. 
Proof. Letting qi(t) = q( t)jpi( t)“i for each i = I,..., m, we observe that 
41(t),..., qm(t) are relatively prime. Thus, there exist sl(t),..., s,,,(t) E @[t] 
such that 
(6.5) 1 = 44 91(t) + ... + c(t) 4m(t)* 
Again letting p be the homomorphism of @[t] into the algebra of @linear 
transformations of (A, +) which maps t onto R, , we see that (6.5) 
implies the operator relation 
(6.6) 1 = Q(R) 41(R?) + ... + hL(RJ 4rn(R~) 
on A, where I is the identity operator. Defining the subspaces 
Ati) = 4,(R) of A, we observe that Ati,pi(RJki = Aq,(R,) pi(Re)ki = 
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Aq(R,) = 0. For a E A let ati) = as,(&) q$(R,) for each i = I ,..., m and 
note that qi) E Aci, . Then (6.6) applied to a gives 
(6.7) a = a(,) + a(,) i .‘. t a(,) 
for any a E A, which implies that A = Acl) + *.. + A(,,) . To show that 
this sum is direct, suppose that there exists elements bci, E Ata for 
1 < i < m such that 
(6.8) 0 = b(l) + ... + k,, > 
and suppose that bcj) $ 0 for some j. Since p,(t)“j and qj(t) are relatively 
prime, there exist rr(t), rz(t) E @[t] such that 
l = Yl(t)Pj(t)“’ + p2(t) gjCt), 
which implies 
(6.9) I = yl(Rc) tj(R)“’ + y2(R~) 4jCRc)* 
Applying the operator rz(R,) g,(R,) to (6.8) we see that 6, is annihilated by 
this operator when i # j since $~(t)~i divides qi(t) in this case. Thus, 
(6.8) with this operator applied becomes 
O = b(j)y2(Re) 4j(K) = b(j)Er - Y1(Re)Pj(Rti)k’l = b(j) . 
This contradicts the choice of j and shows that the sum 
is direct. 
The special case of Theorem 6.2 when the irreducible factors of q(t) 
are linear is important enough so that we give a statement of this case. 
COROLLARY 6.3. Let CD be a field, let A be a commutative @-algebra, 
and let e E A be an idempotent. Suppose that q(t) E @[t] is a polynomial 
such that q(R,) = 0 on A and such that the distinct characteristic roots 
011 ,**.9 %1 of q(t) all lie in @. If 01~ has multiplicity ki in q(t) for I < i < m 
andifA~i~={a~A~a(R,-cQ)k~=O}, then A=Ac,,+.**+At,,,, 
(vector space direct sum). 
We shall use the notation A, hereafter for the subspace 
{u 6 A 1 a(& - d)n = 0, some n> 
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where 01 E CD. It will also be helpful to define the spaces 
A’“’ = {a E A 1 a(& - &)n = 0) a 
for each positive integer n. Then, A, = Uz=, A?‘. If a E A:’ but 
a $ A?-“, we say that a has degree n. 
Let us consider next to what extent the results we have established 
hold if @ is an integral domain with 1 instead of a field. The first problem 
that we run into in this case is that two elements of @[t] do not neces- 
sarily have a greatest common divisor, and that even when it exists it 
does not have to be in the ideal of @[t] generated by the two elements. 
Thus, the polynomial q(t) in the statement of Lemma 6.1 need not exist 
if CD is only an integral domain, and even when it does exist the statement 
of the lemma is not valid in this case in general. However, there is a 
sense in which Lemma 6.1 does carry over to the case when @ is just an 
integral domain. If (1 is the quotient field of (9 and if we interpret the 
greatest common divisor of a set of polynomials Q in @[t] to be a poly- 
nomial q(t) E @[t] which is the g.c.d. of the elements of Q when regarded 
as elements of cl[t], then s(t) always exists since we may find the g.c.d. 
of Q in .4[t] and then multiply it by an appropriate element of @ so that 
the coefficients all lie in @. If A is torsion-free over @, then Lemma 6.1 
will hold with this interpretation of g.c.d., since we may embed A into 
A, and use the lemma for /l instead of @ to conclude that A, satisfies 
q(RJ = 0, from which it follows that A satisfies q(R,) = 0. As for 
Theorem 6.2, if si(t) ,..., s,,(t) E cl[t] can be found not only satisfying 
(6.5) but also satisfying the condition that si(t) qi(t) E @[t] for 1 < i < m, 
then the operator si(R,) qi(R,) can be used in the algebra A to project 
each a E A onto its component in Aci, as in the proof for the case when 
@ is a field. If A is torsion-free or if certain coefficients that arise are 
invertible in CD, the remainder of the proof of the theorem holds using 
Lemma 6.1, showing that AC,, ,..., At,, are linearly independent. Thus, 
for any polynomial q(t) one can find a certain small number of elements 
of @ depending on q(t) and having the property that Theorem 6.2 holds 
for any algebra A in the given variety whenever this certain set of 
elements is invertible in @. 
To recapitulate, given an identity or a set of identities, we may consider 
the set of all derivatives of these identities which have one of the types 
[n, 1] as n ranges over the positive integers, and we form the set of all 
Peirce polynomials associated with these derivatives. Then, the g.c.d. 
q(t) of these polynomials (in the right sense) will be satisfied by the right 
VARIETIES OF ALGEBRAS 215 
multiplication operator of any idempotent e in any algebra A satisfying 
the original identities by Lemma 6.1. And, by Theorem 6.2, this induces 
a decomposition of A into the characteristic subspaces of A with respect 
to R, . This decomposition will be called the Peirce decomposition of A 
with respect to e, and the subspaces A(() will be called the Peirce spaces 
with respect to e. The whole process that we have just described we will 
refer to as the jkt stage of the Peirce development of the identity or set 
of identities (or variety) that we started with. We can do the first stage 
of the Peirce development whenever two conditions are satisfied: (i) at 
least one of the Peirce polynomials derived is nonzero, and (ii) either 
CD is a field or else it contains the inverses of certain key elements which 
come up in the proof of Theorem 6.2. 
Let us consider an example to illustrate the first stage of the Peirce 
development of an identity. Let f = (9~) x - x2(yx), the Jordan iden- 
tity. This identity is already of type [3, 11, so that we proceed to find the 
Peirce polynomial associated with f. Using the commutativity to get y 
at the left end gives f  = (yx”) x - (yx) x2, and replacing each power of 
x: by just x givesf’ = ( ye) x - (yz) x = 0, so that the Peirce polynomial 
associated with f  is just the zero polynomial. Having covered f  itself, 
we look for other derivatives off of type [3, 11. Such a derivative is 
(6.10) g = fS,l(x) s,*(y) = 2((yx)x)s + (yx”)x + yx3 - 4(yx) ‘9, 
where we have already arranged the factors in each term using commu- 
tativity so that y occurs at the left end. Replacing each power of x in 
(6.10) by a single x, we obtain 
g’ = y[2Rr3 + Rx2 + R, - 4R,7 = y[2R,” - 3Rz2 + R,] 
Thus, the Peirce polynomial associated with g is 
g(t) = 2t3 - 3t2 + t = t(2t - l)(t ~ 1). 
Since f  and g are the only derivatives off of type [3, I] and since no 
derivative off of type [2, 1] is nonzero, the g.c.d. of the Peirce polynom- 
ials of all derivatives off of type [n, l] for some n is q(t). If A is a Jordan 
algebra and e E A an idempotent, we see from Corollary 6.3 and the 
factorization of q(t) that the Peirce decomposition of A with respect to 
e is 
(6.1 I) A = A, + A,,, + A,, 
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where A, = (u E A I ae = ha} for h = 1, 4, 0. Since g is also a derivative 
of the power-associative identity jZ,l(x) = (&Y) x - x2x2, we see that 
the decomposition (6.11) also holds in a commutative power-associative 
algebra. If @ is not a field, it must contain 8 in order to contain the roots 
of q(t). Conversely, since the projection operators here turn out to have 
integers as coefficients, this decomposition will work over any integral 
domain containing 8. 
We turn now to the second stage of the Peirce development, in which 
we shall investigate where the product of two Peirce spaces lies. Suppose 
that f is a homogeneous identity of type [n, 1, 11 for some positive 
integer n, let x be the indeterminate of degree n in f, and let y and z 
be the other two indeterminates. If A is an algebra satisfying f and 
e E A is an idempotent, we are interested in all the substitutions that can 
be made where x is replaced by e and where y and z are replaced by 
elements of various Peirce spaces of A. As in the calculation of the Peirce 
polynomial of an identity, we shall find it helpful to make some modifica- 
tions in the identity f that do not change the image off under the sub- 
stitutions we have in mind, but which allow us to put f into a form where 
it will be easier to see what happens under substitution. 
We shall transform f under three operations. First of all, we shall 
replace x2 or any power of x by x, and this will not affect the value of the 
substitutions we are interested in since we will be replacing x by an 
idempotent. Secondly, we shall replace the product xy oryx wherever it 
occurs by Xy + y’, where h and y’ are new indeterminates. After using 
the distributive property to eliminate addition inside of any term, we 
shall move the h’s out to the front of each term in which they occur 
(since they are going to be elements of 0). If any products xy or yx 
remain, we repeat the process until none remain. Next, wherever xy’ 
or y’x occurs we replace it by hy’ + y”, where y” is a new indeterminate, 
and we again use the distributive property and move the X’s to the front 
of each term. We continue this process, in general replacing my or 
y’“)x (where y(“) stands for y with k primes) by Xyfk) + yck+l), until we 
reach the point where no x is multiplied by a primed y. Thirdly, we 
replace xz or zx by pz + z’ where p and x’ are new indeterminates, and 
we proceed in this case exactly as in the case of y by pulling the p’s to 
the front of each term and introducing more primes until no x is multi- 
plied by a primed z. 
Let the identity that is derived from f by these operations be calledf’. 
We claim that f' gives the same element of A as f under any substitution 
of the type that we are interested in, provided that the primed symbols 
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and X and p are given the right values. Specifically, if y is to be replaced 
by b where b(R, - ~1)~ = 0, we replace h by CY, y’ by b(R, - cil), and 
in general yck) by b(R, - al)k. But then the substitution of Ay + y’ for 
xy or yx in f will not change the value off under substitution, since 
Ay + y’ is replaced by olb + b(R, - ~1) = be which is the same as the 
image of xy oryx. Continuing in this manner, we check that none of the 
modifications that we made involving primed y’s change the value off 
under substitution. Using an identical argument on TV and z, we see that 
f’ does give the same value as f under the substitutions we are interested 
in. 
One of the properties off’ is that no x is multiplied by a y or a a, 
primed or unprimed. From this it follows that the y (possibly with 
primes) in each term off’ is first multiplied by a z (possibly with primes), 
and then the x’s (if any) in the term are multiplied one at a time onto 
this product. Thus, f' has the form 
where s(t, h, I*) and pLl(t, h, p) are polynomials in @[t, A, ~1 for each 
k, I, where t, A, TV are commuting associating indeterminates, and where 
the summation is over all integers k and 1 such that k > 0, 1 3 0, and 
k + 1 3 1. Since the process for introducing y’s with more primes came 
to an end, and the same for z, the number of terms in the summation in 
(6.12) is of course finite. The polynomial s is the key to how the Peirce 
spaces multiply. More specifically, we prove 
THEOREM 6.4. Let @ be a field, let f be an identity of type [n, 1, 11, 
let A be a @-algebra satisfying f, and let e E A be an idempotent. Suppose 
that A is the sum of the subspaces A, for all 01 E CD, and that s(t, h, TV) is 
the polynomial of (6.12) associated with f. For fixed /I, y E @, let 01~ ,..., crl 
be the roots of s(t, /3, y), let each q lie in @, and let ai occur with multi- 
plicity ki for I ,( i < 1. Then, 
Proof. In (6.12) we make the substitutions x = e, y = b E A,, 
x=c~A Y Y h=p,and~==.Ifn=m=l,theny(i)=y(R,-V)’=O 
and ati) = z(R, - ~1)~ = 0 for i > 1, so that the terms in the summation 
vanish and the relation becomes 0 = (bc) s(R, , /3, r). Since the sum 
A = C A, is direct by Theorem 6.2, and since each A, is invariant 
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under R, , s(R, , p, r) annihilates each component of bc. If cy E @ and if 
(bc), is the component of bc in A, , then 0 = (bc), s(R, , /3, r) implies 
that (bc), = 0 unless cy. = CX~ for some i = I,..., I, in which case it implies 
that (bc),< E A:‘). Thus, (6.13) holds in the case n = m = 1. 
We proceed now by induction on n + m. Making the same substitu- 
tion as above, we then apply the operator [s(R, , /3, ,)I”+“-” to this 
equation. Since each product in the summation has the sum of its 
degrees less than n + m, all of these terms will be annihilated by this 
operator and the equation reduces to 0 = (bc)[s(R, , /3, y)]“+“-l. Arguing 
as in the first part of the proof, we again obtain (6.13). 
Remark. The operator s(t, X, p) can be derived more quickly from f 
by substituting Xy for xy or yx and by substituting px for xz or XX. This 
corresponds to the special case when b and c have degree 1. We derived 
the more complicated form (6.12) b ecause this was needed for the proof 
of Theorem 6.4. But once the theorem has been established, the special 
case y’ = z’ = 0 will suffice to determine s(t, h, CL) and hence the various 
special cases of (6.13) for the particular variety of algebras being con- 
sidered. 
We illustrate the second stage of the Peirce development with two 
examples. Suppose first that A is a Jordan algebra and e E A an idem- 
potent. Then applying 6,l(x) to the Jordan identity (x2y) x - x2(yx) to 
obtain an identity of type [2, 1, I], we get 
(6.14) f = 2((xx)y)x + (x2y)z - 2(xz)(yx) - x2(yz). 
Replacing x2 by x, xy or yx by hy, and xz or zx by p.z gives 
f '  = 2&4x + YY~) - 2My.4 - (~4.x = (y.4[(2~ - 1) R, + 0 - 2W1, 
so 
(6.15) s(t, A, p) = (2p - I) t + h(1 - 2/L) = (2y - l)(t - h). 
Recalling that A = A, + Aliz + A, , where each root is simple, we see 
that we have the special cases h, p = 1, Q, 0 to consider. If p = 1 or 0, 
we note that s(t, h, p) has a simple root which is equal to the value of h. 
Hence, Theorem 6.4 implies the relations 
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The third and fourth of these relations imply together that 
A,A,CA,nA, = 0. 
If p = s, we get no information out of (6.15) because s vanishes in this 
case. 
Since we found when we were considering the first stage of the Peirce 
development for Jordan algebras that there was a second identity of 
type [3, I] that gave added information, it is natural to ask here if there 
is a second identity of type [2, 1, l] implied by the Jordan identity that 
adds to the second stage information just obtained. A natural candidate 
for such an identity is that obtained by applying S,l(z) to (6.10), which 
is a partial linearization of the power-associative identity. Applying 
S,l(z) to (6.10) gives 
gS,l(z) = 2((yz)x)s + 2((yx)z)x + 2((yx).r)z + 2(y(ax))x + (ys2)x $2y((m).r) 
+ y(x”z) - 4(yz) x2 - S(yx)(x.a9, 
and replacing x2 by x, yx by hy, and zx by pz yields 
(yz)[2Rz2 + 2AR, + 2X21 + ~/JR, + Xl + 2pal + pl - 4R, - 8ApI] 
= (~424~ + 2(A + CL - 2) R, + (2h2 - 8& + 2p2 + A + p)I]. 
Thus, 
s(t, A, /A) = 2tz + 2(X + p - 2)t + (2A” - 8hp + 2pcL:! + h + p). 
Ifh=p= 1,therootsofsarel and-l,sothatA,A,_CA,+A-,by 
Theorem 6.4. Since A-, = 0 by (6.1 I), we have A,A, C A, . By making 
all of the substitutions h, ,U = 1, -k, 0, we obtain 
A,Al c A, ) A4”A, c A” ) A,A” = 0, 
(6.16) 
44,2 c Al,, + 4 9 Ml,2 c Al,, + -41 , 4,24,2 c Al + 4. 
Since (6.11) holds for any commutative power-associative algebra, the 
relations (6.16) hold m any such algebra. Comparing (6.16) with the 
information that we already had on Jordan algebras, we see that the last 
relation is new. Thus, for Jordan algebras we have 
(6.17) 
44 c A,, .4,11” c A,, A,& = 0, 
AlAl& c A,,, T AA,,, C A,,, > A,,,A,,, 2 A, + A,, . 
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As our second example of the second stage of Peirce development, we 
take the identity (5.4). S ince this identity is irreducible, it implies no 
identity of type [3, 11, and hence we cannot do the first stage of the 
Peirce development. However, this does not stop us from doing the 
second stage. If A is an algebra satisfying (5.4) and e E A an idempotent, 
we need only add the assumption that every element of A is annihilated 
by some polynomial in R, . This is certainly true if A is finite-dimen- 
sional, and is equivalent to the condition that A = C A, which is the 
property needed to apply Theorem 6.4. Applying S,l(z) to (5.4) to obtain 
.an identity of type [2, 1, I], we get 
h = 4((yz)x)x - Z((xx)y)x - 2((yx)z)x - 2((zx)x)y - 2((yx)x)z 
+ 2(r%)y + 2(x’2y)z - 2(yz) x2 + 2(yx)(.zx). 
Replacing x2 by x, yx by hx, and ax by ~.LLZ gives 
h’ = (yz)[4Rx2 - ~/LR, - 2XR, - ~/L~I - 2h’l + 2/d + 2hI - 2R, + 2+I] 
= (yz)[4R,” - 2(X + p + 1) R, - 2(X2 - + + p2 - ,I - /L)I], 
so that 
s(t, A, p) = 2[2t” - (A + I* + 1)t - (X2 - xp + $ - x - p)I]. 
If h = 1 and p = *, then the roots of s are 8 and $. Thus Theorem 6.4 
implies that 
If h = 1 and p = f, then s has the double root g, so that Theorem 6.4 
yields 
(6.18) /p/p& 2 &+2n1-2) 
Information on any other product of Peirce spaces of A can be obtained 
in a similar manner. 
We turn now to the third stage of the Peirce development. For this we 
require an identityfof type [n, 1, 1, 11. Let x be the argument of degree n 
and let y, a, w be the other arguments. We are interested again in sub- 
stitutions in f where x becomes an idempotent and where y, a, w become 
elements of three (not necessarily distinct) Peirce spaces with respect to 
this idempotent. Thus, we again modify f by replacing x2 by x, yx by 
-hy + y’, ax by ~.a + z’, and wx by VW + w’, and we continue to introduce 
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more primes as needed to eliminate any product between x and one of 
y, z, w either primed or unprimed, just as we did in the second stage. 
This time we wish to go one step further and eliminate x entirely by the 
device of breaking each product of two or three of the elements y, z, w 
(with or without primes) into their Peirce components and then eliminate 
x on each component in the same way as on each single element y, z, or 
w. For example, if the expression (y’s) x occurs as part of a term, we 
write y’z as a sum of components in the difference Peirce spaces and if 
[y’zlp denotes the component in the Peirce space corresponding to the 
element p E @, we replace [y’,~]~x by ~[y’z]~ + [y’z]; . In this way, we 
can eliminate x entirely and arrive at an identity that involves only 
y, z, and w, but which contains lots of subscripts denoting projection 
into different Peirce components. The different components of this 
identity are the identities that come out of the third stage of Peirce 
development. 
In practice this calculation is unmanageable without specializing 
x , IL, and I, somewhere before the end and using the specific information 
about the products of the Peirce components which comes out of the 
second stage of Peirce development. This time the result that we obtain 
out of this stage of Peirce development is not concrete enough at this 
level of generality to be worth stating as a theorem. It is simply the fact 
that these identities involving y, a, and w that we have explained how to 
derive give valid relations under the substitution of elements from the 
right Peirce spaces with respect to any fixed idempotent in any algebra 
satisfying f. The verification of this simply consists of checking that 
everything that we have done in modifying f is something that is valid 
for each of the substitutions that we wish to make in f. 
We shall illustrate the third stage of Peirce development by again 
using the Jordan identity. Linearizing completely to obtain an identity 
of the right type, we get 
(6.19) ((x~Y)w + K~w)Y)~ + K=~Y)x - (=)(Yw) - W)(Y~ - (=4(~4, 
after dividing by two. Replacing yx by Ay, xz by ,ULZ, and xw by VW yields 
(6.20) p(qJ)w + V(WY)Z + ((XW)Yb - P$YW) - 4Y4 - 4=4Y 
= (64Y)h - Vzw)r + (v - PmJYb - (~Y)Wl. 
Note that we don’t need to introduce primes since the roots of R, are 
simple for a Jordan algebra. Suppose first that X = p = * and v = 1. 
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Then (zw) y E (41~4) 41~ 5 4/24~2 C 4 + A,, so that (@w> y) = 
[(~=9Y11 + N=JYlo . H ence, ((xw) y) x = [(.=4y11 x + [(,=J)Y]~ x is to 
be replaced by [(zw) yll , and (6.20) becomes 
K4Y1, - Gw)Y + iNWY)Z - (~Yb4 
Separating the components of this expression gives 
H(=4YlI + NxYm - :bYblI ! - iw4Ylo + %eJYhl~ 
Secondly, if h = v = 1 and p = i, then (zw) y E (A,&ll) A, C Aliz, so 
((zw) y) x may be replaced by I y, and (6.20) becomes 
- $(zw)y + ++.uy)z - (zy)w. 
Besides the three identities that we have derived here, there are four 
more identities of this type that come out of (6.20). 
Since we needed more than just the most obvious identity derived 
from the Jordan identity to obtain the best information about Jordan 
algebras for the first and second stages, the question arises whether 
(6.20) gives us all the third-stage information that can be derived for 
Jordan algebras. In fact there is one third-stage identity which (6.20) 
does not give us, and for which we must take y as the variable in (6.19) 
which will be replaced by an idempotent. Letting each of the other three 
variables act as if it is in A,,,, (6.19) becomes 
[x2g1 w + [xw]1 z + [zw]l x - &[(xz)w - (xw)z - (zw)x] 
= &{[xz]l w + [xwll z + [zwll x - [xz]o w - [xw]o x - [zwlo x}. 
For easy reference, we collect all the third-stage information about 
Jordan algebras together in 
PROPOSITION 6.5. Let A be a Jordan algebra over a field of character- 
istic not 2, let e E A be an idempotent, let x1 , w1 E A, , let x,, , w,, E A,, , 
and let z1/2 , ~112 > ~112 E 412 . Then the following relations hold in A: 
~1/2(WlXl) = h2wd Xl + h24 7% 7 
%I2bJO%) = hi2W") x0 + (%2X0) wo, 
WIh2Y112) = K%%I2)Y11211 + NWlYU2) ~1/211 ,
Woh2Y1,2) = @0%,2) Yl/ZlO + @OYIlZ) %!I0 ! 
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For some varieties the Peirce decomposition with respect to an idem- 
potent can be extended to obtain a simultaneous decomposition with 
respect to a set of pairwise orthogonal idempotents e, ,..., e,, . The 
condition that is needed in order to effect a simultaneous decomposition 
is that for i = I,..., n the different operators I?(q) commute with each 
other. For a Jordan algebra this follows immediately from (6.14) by 
replacing x by ei , z by ej , and y by an arbitrary element a of the algebra 
A. More generally, this property is true if A just satisfies (5.3). For in 
this case one can check that the three stages of the Peirce decomposition 
for A produce the same information as when A is a Jordan algebra, and 
letting a = a, + a,iz + a0 be the decomposition of the arbitrary element 
a E A with respect to ei , we have 
Cuei) ej = Calei> ej + h24 e, = (a1hei) ej = h2e.J et 
= (Wj) ei + (a l&j) ei + (a&j) ei = (aej) ei 
for j # i using the last relation of Proposition 6.5 and the fact that A, 
and A,, are orthogonal subalgebras. The relation R(ei) R(ej) = R(ej) R(ei) 
also holds for power-associative algebras, but the proof is longer (see 
Albert [5, p. 5071 and Kokoris [I, p. 3691). On the other hand, this rela- 
tion does not hold for all commutative algebras satisfying (5.4). 
The first two stages of the simultaneous Peirce decomposition for the 
cases of most interest for commutative algebras are contained in 
PROPOSITION 6.6. Let A be a commutative algebra of characteristic 
not 2 such that A has the decomposition a = A, + AIla + A, for each 
idempotent e E A, where A, = A,,(e) = (a E A 1 ae = ha) for h = 1, i, 0. 
Let R,R, = R,R, for any two orthogonal idempotents e and f  qf A, and 
if A has characteristic 3, let A,A, = 0. Then, for any set of pairwise 
orthogonal idempotents e, ,..., e, of A, we have the additive direct sum 
decomposition 
(6.21) iz = f Ai + 1 Ajj + f Ai, + A,, 
61 i<l i=l 
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where 
4 = A&,), Aij = 4&i) n &dej), 
4, = 4&O n n Ao(ej), A, = i A,(e,), 
j#i i=l 
where i, j = l,..., n. If the relations (6.16) hold for any idempotent e E A 
and if Aii = Aji for i > j, then 
Ai2CAi, A,A, = 0, AiAijCAij + Ajj, 
(6.22) 
AfjCl4, + A,, AijAj, C Ai, 7 AijA,, = 0 = AijA,. 
for i, j, k, 1 distinct elements of the set (0, 1, 2 ,..., n}. 
Proof. Let e, ,..., e, be orthogonal idempotents of A and sup- 
pose that the decomposition (6.21) has been shown for any set of 
n - 1 orthogonal idempotents. Then, we have (6.21) for the set 
f = el + e2 , e3 ,..., e, of n - 1 idempotents, and, in order to refine this 
to a decomposition for e, ,..., e,& , it is sufficient to show the relations 
4el + 4 = 44 + Al&) n Al&4 + A&J, 
4&l + 4 n Al&4 = Al&) n b&d + Al&4 n &d4 
(6.23) 
Am(el + 4 n jQ3 Ao(ej) = Aded n jQl Ao(ej) + Ad4 n n Ad4 
+ j#2 
Aoh + 4 = Aoh) n Ao(4 
for i = 3,..., n. For the first of these, choose a E A,(e, + e2) and let 
a = a, + a,/, + a, be the decomposition of a with respect to e, . Since 
R(e,) commutes with R(e,), it also commutes with R(e, + e2) = 
R(e,) + R(e,) and hence the elements 
al = 42JW2 - %)I, alI2 = 44R(e,) - R(e?l, 
a, = a[2R(e$ - 3R(e,) + I] 
all belong to A,(e, + e,). But then, 
aAe2 = a,(e, + e,) - a,e, = aA - /\a, = (1 - A) a, for A = 1/2and 1, 
so al E Aded, wz E Al/d4 n 4k4 and a0 E -44. 
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Conversely, if a E A,(e,) and if a = a, + a,/, + a, with respect to 
e, , then each a, E A,(e,) for h = 1, 3, 0 since R(e,) commutes with 
R(e,). Thus, a,(e, + es) = (1 + h) a, for h = 1, B, 0, or a, E /I,+,(e, + e,). 
Since I + X is not a root of R(e, + es) for h = 1, B when the character- 
istic is not 2 or 3, we have a, = 0 = ail8 and a = a, E A,(e, + eJ in 
this case. If the characteristic is 3, then ae, E A,(e,) A,(e,) = 0 and 
a E A,(e, + es) directly. By symmetry, A,(e,) C A,(e, + e,). The remain- 
ing relation Ai,s(ei) n Aila C A,(e, + e,) is obvious to complete the 
proof of the first equation of (6.23). The three terms on the right side 
of the first equation of (6.23) are in different Peirce spaces with respect 
to e, , so the sum is direct. A similar argument will handle each of the 
other three equations of (6.23). 
The first relation of (6.22) is immediate from the first relation of (6.16) 
if i f 0, and otherwise from the second relation of (6.16). When i # 0, 
the second relation of (6.22) follows from A,A, C AI A,(eJ = 0, and 
when i = 0, we interchange the roles of i and j. For the next two rela- 
tions, we can work entirely inside of the subalgebra 
B = A,(ef + e,) = il, + -4,j + 24, 
if both i and j are nonzero. When j = 0, we use the subalgebra 
4 + A, + A,, , and similarly, when i = 0 we use A, + Aj, + A, . 
Then, A,Aij = B,(e,) B1ie(ei) C B1iZ(ei) + B,(ei) = Aij + Aj and 
A$ = B1,z(ei)2 C B,(e,) + B,,(eJ = Ai + Aj when j + 0, and the case 
j = 0 is identical. F or the product AijAjk we work inside of the sub- 
algebra C = A,(ei + ej + e,) = Ai + Aij + Aj + A, + Aj, + A,,. 
when i, j, k are all nonzero. Here 
and AijAj, L C,,(eli) C1/2(e,) C Cii2(e,) + C,(eJ = Ai, + Aj,; + A, . 
Then, AijAj, is contained in the intersection of Ai + Aij + Ai, and 
A, + Aj, + A,,. which is Ai, for i, j, k all nonzero. The cases when 
one subscript is zero are identical. Finally, 
A,jA,J + A,,jAp C A,(e, + ej) Ao(ef + e,) = 0 
when i and j are not zero, and we have AijAkl + AijA, C A,(e, + e,) = 0 
otherwise, to complete the proof. 
It is clear that third stage Peirce information could also be derived 
for simultaneous decomposition. For each triple of elements chosen from 
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Peirce spaces in the simultaneous decomposition one writes down the 
relations between them that comes from different ways of decomposing 
the algebra with respect to a single idempotent, and then these relations 
are combined to give the best relation (or relations) between these ele- 
ments. We leave the details to the reader. 
Now that we have discussed Peirce development, we would like to 
say something about what it is used for. First of all, it can be used to 
find the structure of an algebra by helping to find a basis with respect to 
which the multiplication constants take a nice form and more important 
a form in which these constants can be deduced. In order to do this, one 
decomposes the algebra with respect to a maximal set of primitive 
orthogonal idempotents (an idempotent is called primitive if it cannot be 
expressed as the sum of two orthogonal idempotents). Then, one uses 
the second- and third-stage Peirce information to investigate the dimen- 
sions of the various Peirce subspaces and how some of the elements in 
them multiply. With enough information of this type, one can exhibit a 
basis for the algebra and determine the multiplication constants with 
respect to this basis. Good examples of this approach may be found in 
Albert [2] and Albert [lo]. 
A second way in which the Peirce development is used is in the con- 
struction of ideals. For example, one can often show that elements of a 
certain form are zero in a simple algebra A satisfying a given identity 
by constructing an appropriate subspace including the elements of that 
form, and by using the third-stage identities to show that this subspace 
is an ideal of A and hence is zero. There are many examples of this 
procedure, one of the most accessible examples being the argument on 
the middle of page 510 of Albert [8]. 
A third use of the Peirce development is in proving that an algebra 
satisfies a given identity. One establishes the linearized identity for 
different ways of choosing the variables to be in the various Peirce spaces 
of A with respect to a fixed idempotent, and in each case the argument 
proceeds by using the third stage identities that hold in A to transform 
the identity with this restriction on the variables into something which 
vanishes. Examples of this method are the proof of Theorem 1 of 
Albert [8] and the proof of Theorem 1 of Osborn [3]. 
We feel that it is worth noting that the proof of the two theorems just 
mentioned are really just proofs of 
PROPOSITION 6.7. Let A be a commutative algebra over a jield of 
characteristic not two, let e E E be an idempotent which is not the unity 
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element of A, and let A = A, + All2 + A,, where A,, = {a E A j ae = Aa} 
for ;\ = 1, *, 0. Suppose that the relations (6.17) are satisfied and that the 
identities of Proposition 6.5 hold in A. Then A is a Jordan algebra if and 
only if the subalgebras A, and A, are Jordan algebras. If A is a simple 
algebra, then it is a Jordan algebra. 
This proposition is in a sense a converse to the Peirce development for 
the variety of Jordan algebras, since it states that the information that 
comes out of the Peirce development implies the original identity. An 
essentially stronger version of this converse is also known (Osborn [4]). 
It says that the decomposition (6.11) and the relations (6.17) for every 
idempotent e E A are already enough to imply the Jordan identity if one 
assumes that A has lots of idempotents e such that A,(e) = (a E A 1 ae = 
ha} = @e. Other cases where the information from all three stages of the 
Peirce development implies the original identity, or a stronger one in 
the case of a simple algebra, may be found in the literature (although 
this fact is seldom made explicit). However, it seems to be only in the 
case of Jordan algebras and alternative algebras that the information 
from the first two stages of the Peirce development is strong enough to 
imply the original identity when there are enough idempotents (for the 
alternative case, see Hathaway [l]). 
References for Section 6: Jacobson [3, Chap. III, Section I]; Osborn 
[3, Section I]; Osborn [6, Sections 2 and 31. 
7. Metatheorems on Peirce Development and an Example of Characteristic 
3 and5 
When one is doing the Peirce development for a variety of algebras, 
it is only natural to wonder whether the information that one has obtained 
at each stage is best possible, or whether another calculation of some sort 
would improve the information. In the first part of this section, we show 
that for any variety V of commutative algebras over a field @ with enough 
elements, the information that comes out of the procedure described in 
the last section is best possible for V. That is to say, there exists an 
algebra A in V and an idempotent e E A for which the information that 
comes out of the procedure of the last section about the Peirce spaces of 
A with respect to e is the best possible. A particular algebra or a particular 
class of algebras in V may, of course, have stronger Peirce development 
than V as a whole. For example, the class of simple algebras in a variety 
often satisfy stronger Peirce relations than are true in the variety in 
general. 
607/8/2-5 
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There are several assumptions which will hold for all the metatheorems 
that we shall prove (Theorems 7.1-7.6) and which we will state here in 
order to avoid having to keep repeating them in the statement of each 
result. We will assume that @ is a field, that V is a variety of commu- 
tative @-algebras defined by a set S of homogeneous identities, that the 
degree of each f~ S is no more than the cardinality of @, and that V 
contains an algebra which contains an idempotent. 
THEOREM 7.1. Let q(t) be the Peirce polynomial of the variety V, let 
W be a vector space over r9 (possibly infinite dimensional), and let T be a 
linear transformation on W which satisfies the relation q(T) = 0. Then, 
there exists an algebra B E V containing an idempotent e and a subspace 
W’ which is isomorphic to W under an isomorphism v with the property that 
dwRe) = dw)T f or all w E w’. Hence, the information obtained from 
Theorem 6.2 or Corollary 6.3 using the Peirce polynomial of V is the best 
first-stage information that can be proved for all algebras in V. 
Proof. Let e be a nonzero element of a l-dimensional vector space 
over @ which we denote by @e. Let the algebra B be additively the 
direct sum of @e and W, and let multiplication in B be given by 
(7.1) (ore + q)(8e + =h) = de + (au2 + BwJT 
for 01, /3 E @ and wr , w2 E W. It is clear that B is a commutative @algebra. 
Letting W’ = W and letting q be the identity map, we see that 
wR, = wT from (7.1). S ince the last statement of the theorem follows 
from the preceding statement, it remains to show that the algebra B we 
have constructed is in V, or that B satisfies each of the identities f 
defining V. 
Let f be homogeneous of total degree n + 1. By Theorem 3.9 it is 
sufficient to show that each stable derivative of f is satisfied under 
substitutions with the special property that each variable is either 
replaced by e or by an element of W. Since W is an ideal of B in which 
the product of any two elements is zero, any substitution with this prop- 
erty will give zero trivially unless no more than one variable is replaced 
by an element of Wand unless that variable is linear. Thus, we need only 
check that every stable derivative off of type [n + l] vanishes when the 
variable is replaced by e, and that every stable derivative off of type 
[n, l] vanishes when the variable of degree n is replaced by e and the 
linear variable by an element of W. 
Suppose first that f' is a stable derivative off of degree type [n + 11. 
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Since Y contains an algebra A containing an idempotent, the subalgebra 
@e of B is isomorphic to a subalgebra of an algebra in V so that @e E V. 
Thus, f N is satisfied when its variable is replaced by e. On the other hand, 
suppose f n has degree type [n, I]. Then, we saw in the last section that 
f” is satisfied under the substitution of e for the variable of degree n and 
for an element w of B for the other variable if and only if the linear 
transformation R, satisfies the relation wq”(R,) = 0, where q”(t) is the 
Peirce polynomial associated with f “. But q(t) is by definition the greatest 
common divisor of all Peirce polynomials associated with identities of 
type [n, I] (for d-ff 1 erent n’s) on V, so that q(t) divides q”(t). Then, 
since g(R,) = 0 on W by construction, we have q”(R,) = 0 on ZV. Thus, 
wq”(R,) = 0, to complete the proof. 
It will be noticed that the only identities of type [n, l] (for different 
n’s) that enter into the proof of Theorem 7.1 are those that arise as stable 
derivatives of the defining identities of Y. Thus, Theorem 7.1 could 
also have been proved if q(t) had been replaced by q*(t), the greatest 
common divisor of all Peirce polynomials associated with strict derivatives 
of identities in S. Hence, q*(t) also gives the best possible information 
for V. It follows that q*(t) = q(t). We restate this as 
THEOREM 7.2. If the variety V is determined by the single identity f 
of degree n + 1 (in addition to commutativity), then the Peirce polynomial 
of V is the greatest common divisor of the Peirce polynomials of the stable 
derivatives off of type [n, 11. If V is determined by a set S of identities, 
the Peirce polynomial of V is the greatest common divisor of the Peirce 
polynomials of the varieties determined by the identities of S taken one at 
a time. 
If the identity f of degree n + 1 is irreducible, then one can get at most 
one identity of type [n, l] out off. Looking at the different cases, we obtain 
COROLLARY 7.3. Let V be the variety of commutative algebras deter- 
mined by an identity f of degree n + I which is irreducible with respect to 
commutatizity. Then the Peirce polynomial q(t) of V is determined as 
follows: 
(a) If f = f(x) has type [n + I], then q(t) is just the Peirce poly- 
nomial associated with fS,‘( y). 
(b) If f has type [n, I], then q(t) is the Peirce polynomial associated 
with f. 
(c) If f has type greater than [n, 11, then q(t) = 0. 
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When the Peirce polynomial of V is zero as happens in case (c) above 
[and may also occur in cases (a) and (b)], we see from Theorem 7.1 that 
nothing can be said in general about the operator R, as a linear trans- 
formation in an algebra of V except for the obvious condition that 
eR, = e. For this reason, these varieties are somewhat harder to deal 
with than those whose Peirce polynomials are nonzero, although this is 
not necessarily impossible as illustrated by the case of the commutative 
variety determined by (5.4). 
We turn now to the second stage of the Peirce decomposition. We 
first show that the product of two Peirce spaces can have a nonzero 
component in any one of the Peirce spaces allowed by Theorem 6.4. 
THEOREM 7.4. Let 01, /I, y be roots of the Peirce polynomial of V, and 
for each identity f of type [n, 1, l] which is a derivative of one of the identi- 
ties of the set S determining V, let the polynomial s(t, A, p) associated with 
f have the property that CI is a root of s(t, /I, y). Then, there exists an algebra 
B E V with an idempotent e and nonzero elements a E B, , b E B, , c E B, 
such that bc = a. 
Proof. As a basis of B over @ we choose the elements e, a, b, c. We 
define multiplication between these basis elements by the relations 
e2 = e, ae = ala, be = /3b, ce = yc, bc = a, a2 = b2 = c2 = ab = ac = 0, 
and by commutativity. Multiplication is then extended to all of B using 
distributivity. The conclusion of Theorem 7.4 will be true for the 
algebra B that we have constructed provided that we can show that it 
is contained in V. If g is an element of S of degree n + 2, we see from 
Theorem 3.9 that B satisfies g if every substitution of distinct basis 
elements of B into stable derivatives of g vanishes. Since the subspace 
of B spanned by a and b is an ideal of B that squares to zero, any homo- 
geneous identity will vanish under substitution by elements of B if 
either two variables are replaced by elements of this ideal or if one vari- 
able of degree greater than one is replaced by an element of this ideal. 
Noting that the same is true of the subspace spanned by a and c, we 
observe that the only cases when a derivative f of g does not vanish 
identically because of these two trivial ideals when the variables are 
replaced by basis elements of B are the following: (i) f is of type [n + 21 
and the one variable is replaced by e, (ii) f is of type [n + 1, I] and the 
variable of degree n + 1 is replaced by e and the other variable by 
a, b, or c, and (iii) f is of type [n, 1, l] and the variable of degree n is 
replaced by e and the other two variables by b and c respectively. 
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The subalgebra of B spanned by e and a is a special case of the algebra 
constructed in the proof of Theorem 7.1, and therefore this subalgebra 
lies in V. Similarly, the subalgebras spanned by e and b and by e and c 
respectively also lie in I/. From this it is clear that f is satisfied in the 
cases (i) and (ii) above. There remains only case (iii) to verify. We saw 
in the discussions before Theorem 6.4 that f will vanish under this 
substitution if and only iff’ given in (6.12) vanishes under this substitu- 
tion. In our case this condition reduces to the relation 
(7.4 0 = (bc) s(R, I B, y) = 4-c I P, Y). 
But since 01 is a root of s(t, /3, y) by hypothesis, s(R, , p, r) will contain a 
factor of R, - a1 and hence (7.2) is valid to complete the proof. 
If we wish to have an example of an algebra B in V with idempotent e 
and containing elements b E B, and c E B, such that the product bc has 
nonzero components in each of the Peirce spaces allowed by Theorem 6.4, 
we need only take the direct sum of examples established by Theorem 7.4 
where there is a summand for each different way of choosing a to be 
one of the common roots CX~ ,..., m1 of the Peirce polynomial of V and of 
the polynomials s(t, /3, r) which arise here. Also, by taking direct sums 
of examples which deal with different products of Peirce spaces, we can 
clearly get an example which simultaneously has nonzero components in 
each of the Peirce spaces allowed by the first two stages of Peirce develop- 
ment for each product of Peirce spaces. 
Now that we know that the information in Theorem 6.4 regarding 
which Peirce spaces occur on the right side of (6.13) cannot be improved, 
it is natural to ask whether the bound for the degrees of the components 
of the product A&, are also best possible. The answer to this question 
turns out to depend on the polynomials p,, in the identity (6.12) which 
we repeat for easier reference: 
(7.3) f’ = (Y4 a! 7 A CL) + c (Y’“‘X”‘) Pkl(Rl? 9 h PI 
where the summation is over all nonnegative integers k and I except that 
the term k = I = 0 is not included in the summation. For example, if 
01~ is a root of s(t, /3, r) of multiplicity ki and if 01~ is also a root of each 
polynomial p&f, 8, r) with multiplicity at least ki , then it is easy to 
prove by induction on n + m that the component of Ap’Aim,m’ in Ami 
lies in Ah:“. However, there are cases when the bounds on the degrees 
in Theorem 6.4 are best possible, and hence the result in Theorem 6.4 is 
best possible in the sense that nothing better can be proved without 
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somewhat more specific information on the identities involved. As an 
example of a case where the bounds in Theorem 6.4 are best possible, 
we have 
THEOREM 7.5. Let h, k, 1, m be positive integers satisfying h = k(Z + m - 1) 
and let 01, /3, y be roots of the Peirce polynomial of V of multiplicity at 
least h, 1, m respectively. Suppose that there is a unique identity f of type 
[n., 1, l] for all different positive integers n occurring among the set of 
stable derivatives of the identities of the set S determining V, and let the 
polynomials s(t, A, p), pIO(t, A, p), p,,(t, h, p) associated with f have the 
properties that 01 is a root of s(t, p, y) of multiplicity k and that 01 is a root 
of one of PIO(t> A r) and p,,(t, p, y) but not the other. Then, there exists an 
algebra B E V with an idempotent e and elements a E B, , b E B, , c E B, 
of degrees h, 1, m, respectively, such that bc = a. 
Proof. As a basis of B over @ we choose the elements e, a, a’,..., afh--l), 
b, b’,..., btz-l), c, c’,..., cCm-l), We define most of the products between the 
basis elements of B by commutativity and by the relations 
e2 = e, a(i)e = ma(i) + a(i+l) for 0 < i < h _ 1, a(h-l)e = aa(h--l), 
b'i'e = p&i' + pi+u for 0 < i < 1 - 1, (y-ue = p-l', 
cci)e = yc (i) + c(i+l) for 0 < i < m  _ 1, c(n-l)e = .p(m-l), 
@b(j) = di)dT) = 0 for 0 < i < h - 1, 0 < j < I - 1, 0 < r < m - 1, 
&W = 0 for 0 < i, j < h - I, P)b(j’ = 0 for 0 < i, j < 2 - 1, 
Pc(j) = 0 for 0 < i, j < m - 1. 
The remaining products of basis elements-between the b’s and c’s- 
will be defined inductively. We begin by letting b(l-l)@-l) = athMk) and 
noting that b(t-l) and c(+r) have degree 1 and athpk) has degree k. We 
proceed by induction on the sum of the degrees of the two factors. For 
the inductive step we wish to define b(i)c(i), and we may assume that the 
products b(i+lf&), b(“),$+U, b(i+z)&i), b(i+UCtj+l),,.., b(lpl),$m-1) have 211 
been defined and that in each case the degree of the product is k times one 
less than the sum of the degrees of the factors. Thus, b(i+l)c(j) and b(i)c(i+l) 
each have degree d = k(h - i + 1 - j - 2), and b(i+l)c(j)plO(R, , /?, y) 
will also have degree d if and only if p&t, /3, y) does not have 01 as a root, 
and similarly for b%(j+l)p,l(R, , /3, y). Since exactly one of p,,(t, /3, y) 
and p,,(t, /3, y) has (y. as a root, it follows that 
b(i+l)c(j)p,,(& , p, y) + )+OcCj+ll h(Ra 7 P, Y) 
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has degree exactly d. Hence, 
a, = c (b(i+w~+“‘)pTQ(RE ) p, y) 
T,U 
also has degree exactly d, where the sum is over all nonnegative integers 
Y and q such that r + q > 1. Then we can write 
We let 
ul = 3dalh-d’ + Td-la'h-di~l' + . . . + 3lal"-l' 
for yd ,..., 71 E @ and vd f O* 
a2 = qda'h-d-"" + Td-laV-d--Ctl' + . . . + +h-k,+l', 
If s(t, 8, y) = (t - a)” sl(t), then sl(t) does not have 01 as a root so that 
there exist rl(t), r2(t) E @[t] such that 
1 = rt(t) s1(t) + rz(t)(t - cf)“. 
This equation implies the relation 
on A, since (Ii, - a)” annihilates A, . Since Ye and sl(R,) are invert- 
ible on A,, they are degree-preserving maps of A, onto A, . We are 
now finally ready to define b%(j) = -a,r,(R,), and to observe that this 
product has degree d + k as desired. The reason that we make this 
particular definition of this product is that using this definition the 
substitution of 6ci’ for y and c(j) for z in (7.3) yields 
bW%(R, , p, y) + C (b(i+W+*))pr,(Rp , p, y) 
T,Cl 
(7.4) 
= [-azrl(Re)] s,(R,)(R, - q- + a, = --a#?, - cd)” + a, = 0. 
Using our inductive definition, we have defined the b’s and c’s in 
such a way that bc has degree h = k(Z + m - 1). Letting 5 = bc, we 
have satisfied the last assertion of the theorem, and it remains only to 
show that B is contained in V. The proof of this is quite similar to the 
proof of Theorem 7.4. Again by Theorem 3.9, in order to show that an 
identity g E S is satisfied on B it is sufficient to show that each stable 
derivative f of g is satisfied under all substitutions where each variable 
is replaced by a basis element of B. Again, both the subspace spanned by 
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all the a’s and the b’s and the subspace spanned by the a’s and c’s are 
ideals squaring to zero, so that f vanishes either if two variables are 
replaced by elements of one of these ideals or if one variable of degree 
greater than one is replaced by an element of either ideal. Thus, if g has 
degree n + 2, only derivatives f of the types [n + 21, [n + 1, 11, and 
[n, 1, l] need to be considered and only in the case when the nonlinear 
variable is replaced by e. Again the subalgebra spanned by e and the 
a’s is one of those constructed in Theorem 7.1 and so is in V, and simi- 
larly for the subalgebra spanned by e and the b’s or by e and the c’s. 
Hence, it is sufficient to show the case when f has type [n, I, 11, or to 
check that (7.3) vanishes when y is replaced by b”) and z by c(j) for 
any i = l,..., I - 1 andj = I,..., m-l.Fori=Z-landj=m-1, 
this follows from the fact that 01 is a root of s(t, /3, r) of multiplicity k, and 
for other pairs i, j it follows from (7.4) to complete the proof. 
As an example of a place where this theorem can be applied, we recall 
that we discussed the second-stage Peirce development of the irreducible 
identity (5.4) in the last section and we showed in particular that 
(7.5) 
holds in any algebra contained in the variety determined by (5.4). If one 
checks the identities p,, and p,, in this case (Osborn [6, Eq. (6)]), it 
turns out that 2/3 is a root of one and not the other. Thus (7.5) gives the 
best possible information in this variety for all positive integers n and m 
by Theorem 7.5. 
It should be noted that the only identities of type [n, I, I] that were 
needed in the proofs of Theorems 7.4 and 7.5 were those that arose as 
stable derivatives of identities in S. Since Theorem 7.4 shows that the 
information in Theorem 6.4 on the products of whole Peirce spaces is 
best possible, it follows that for any variety of commutative algebras the 
best possible information about the products of whole Peirce spaces can 
be obtained by considering just those identities of type [n, 1, I] which 
arise as stable derivatives of identities in S. Although we have not 
logically deduced that the information on the bound of the degree of the 
components of a product obtained from the stable derivatives of type 
[n, 1, l] of identities in 5’ is as good as information obtained in any other 
fashion, we are convinced that this is true. 
Suppose now that V is determined by a single irreducible identity f of 
degree n + 2. If the type off is [n, 1, l] or smaller, then f has a unique 
derivative of type [n, 1, 11 and we have just seen that this will determine 
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the best possible information on the products of whose Peirce spaces in 
this variety using Theorem 6.4, although the information on the degrees 
may conceivably be improved by other means. If the type off is greater 
than [n, 1, 11, then f has no derivative of type [n, 1, 11, and it follows 
from the last paragraph and Theorem 7.4 that, given any 01, ,B, y E @, 
there exists an algebra in the variety in which the relation 0 # ABA,, _C A, 
holds. Thus, such an identity is practically impossible to handle using the 
method of Peirce development (and probably too weak to say much 
about by any other method also). 
We consider next the third stage of the Peirce development. To make 
the situation more manageable, we shall restrict ourselves here to the 
case where there is no more than one relation involving elements from 
each triple of subspaces and we shall not worry about the terms which 
involve primes. Specifically our result is 
THEOREM 7.6. Let 01, /II, y, 6, <I ,..., E,,, be not necessarily distinct roots 
of the Peirce polynomial q(t) of the variety V, and let the relation g be 
defined by 
for some r71 ,..., r/31rL E CD. Suppose that each identity of type [n, I, 1, I] 
for some n, which arises as a stable derivative of one of the set 5’ of identities 
defining V, has the property that the component in the Peirce space corre- 
sponding to 6 of the third stage relation derived from it which involves the 
Peirce spaces corresponding to a, /I, and y has a (possibly zero) multiple of 
g as its terms which involve no primes. Then, any relation of the general 
form of a third-stage relation involving the Peirce spaces corresponding to 
01, /3, y and which holds in V must have the property that the terms of its 
component in the Peirce space corresponding to 6 which have no primes are 
just a multiple of g. 
Proof. We shall prove this theorem by constructing an algebra 
C E V with idempotent e* such that C, = Cl” for every characteristic 
root of R,, and such that any relation of the general form of a third-stage 
relation involving the Peirce spaces corresponding to 01, /3, y and which 
holds in C must have a multiple of g as its component in C, . We claim 
that the direct sum of all of the following algebras that we shall construct 
;T;” b; ;;ch an algebra: (i) for each term of the form [[wolysle q,ls , 
ww% t a 6 > or [[yszyIc w,], , where E is a root of q(t), which does 
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not have to vanish by the second-stage Peirce information for V’, and 
which does not occur with nonzero coefficient in g, we construct an 
algebra in V in which this term is nonzero and in which every other 
term of this sort vanishes, and (ii) for each pair of terms which 
occur in g with nonzero coefficients, we construct an algebra in V in 
which these two terms are nonzero and in which all other terms of this 
sort vanish. For, if g’ is a relation of the required form holding on C 
with respect to the idempotent which is the sum of the idempotents in 
all the summands, then g’ must hold in each summand of C. If g’ involves 
a term with nonzero coefficient which does not occur in g, then the 
summand of type (i) which has this term not zero and the others zero 
will not satisfy g’. Thus, g’ must involve only the terms that occur with 
nonzero coefficient in g. Looking at the summand of type (ii) which 
involves two of these nonzero terms at least one of which occurs with 
nonzero coefficient in g’, we see that a relation involving at least one of 
these terms will be satisfied on this algebra if and only if these two 
terms are linearly dependent and if the ratio between their coefficients 
in the linear dependence is the same as the ratio between the respective 
coefficients in the relation. But since both g and g’ hold on each of these 
summands, the ratios between their respective coefficients for these two 
terms must be the same, and since this is true for any two terms that 
occur in g, it follows that g’ is just a multiple of g. This shows that it is 
sufficient to prove that the examples of type (i) and (ii) described can be 
constructed in V. 
Suppose first that [[~~y~]~ z,]~ and [[zu~~]ry~]~ are two terms which 
occur with nonzero coefficients 77 and y’, respectively, in g, and that 
neither term vanishes using the second-stage information for V. Then, 
we wish to construct an algebra B in V in which these two terms are 
nonzero and all others vanish. Let B have a basis consisting of 
e, a, b, c, d, h, K and let multiplication between the basis elements be 
defined by 
eE = e ae = aa, be = /3b, ce = yc, de = cd, he = {h, 
ke = 6k, ab = d, ac = h, dc = q/k, hb = --17k, 
and by letting all other products of basis elements vanish. Then, it is 
immediate that the two terms that are not supposed to vanish on B do 
not, and that all other terms do vanish, and it remains to show that B 
is in V. 
In order to show that B satisfies f E S, it is again sufficient by Theo- 
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rem 3.9 to show that every stable derivative f’ off is satisfied under 
every substitution in which each variable is replaced by a basis element 
of B. Since the ideal B, of B spanned by a, b, c, d, h, and k satisfies 
(Bo2B,) B, = B,2B,,2 = 0, any such substitution will automatically be 
satisfied unless the sum of the degrees of the variable replaced by 
elements of B, is no more than 3. On the other hand, any substitution 
where no more than two variables are replaced by basis elements of B, 
will vanish since every subalgebra of B generated by e and two basis 
elements of B, is either one of the class of algebras of V’ constructed in 
the proof of Theorem 4.1 (this is the case when the product of the two 
basis elements of B is zero) or is one of the algebras of V constructed in 
Theorem 7.4 of dimension 4. Thus, it only remains to handle the case 
when f' has type [n, 1, 1, l] for some n and where the variable of degree 
n is replaced by e and the other three variables by distinct basis elements 
of B, . Since any product of three basis elements of B, is zero unless 
those three elements are a, b, c, it is only this case that we need to con- 
sider. But f’ will satisfy this substitution if and only if the third stage 
relation derived from f’ for w, , ya , Z, is satisfied under the substitution 
of a for w, , b for y. , and c for xv . Since the only nonzero terms under 
this substitution are multiples of k E B, , it is only the component in B, 
that is relevant, and this relation is a multiple of g by hypothesis. Thus, 
it is sufficient to check that g holds in B. Noticing that only two terms 
in g don’t vanish under this substitution, we have 
da, b, 4 = d[abL cl8 + ~‘[[4~ 4s = ddc16 + ~‘Wh 
= v(T’k) + q’(-qk) = 0. 
Hence, B E V, as we wished to show. 
Suppose next that [[w,y& z,]~ and [[wby& ~~1~ occur with nonzero 
coefficients 7 and 7’ respectively in g, and that neither term vanishes 
using the second-stage information for V. Again, we wish to construct 
an algebra B in V in which these two terms are nonzero and all others 
vanish. Let B have a basis consisting of e, a, 6, c, d, h, k and let multi- 
plication between the basic elements be defined by 
e2 = e, ae = cue, be = flh, ce = yc, de = Ed, he = {h 
ke = Sk, ab =d+h, dc = $k, hc = -?k, 
and by letting all other products of basis elements be zero. The verifica- 
tion that B is in V is identical to the last case and so will be omitted. 
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By symmetry, these two examples cover all the examples of type (ii) 
that we need to construct. And, from these examples, it must also be 
clear how to construct the examples of type (i), and the proof that they 
are in I’ will again be identical to the proof that we have given. Once we 
have the fact that these examples exist in I’, the statement of Theorem 7.6 
follows from the first part of the proof. 
As an application of this theorem one can show that the third-stage 
information that we obtained for Jordan algebras is best possible, and 
that similarly for commutative power-associative algebras the third stage 
information obtained from the linearized power-associative identity is 
best possible. For this we observe first that the power-associative identity 
implies exactly one identity of type [1, 1, 1, 1] and that this identity is 
symmetric in all variables. Thus, there is a unique third-stage relation 
arising for each triple of Peirce spaces from the power-associative identity, 
and hence, these relations are best possible in the variety of commutative 
algebras defined by this identity by Theorem 7.6. The Jordan identity 
has two derivatives of type [I, 1, 1, I], the complete linearization of the 
Jordan identity and the complete linearization of the power-associative 
identity. The relations listed in Proposition 6.5 came from the linearized 
Jordan identity, and one can check that these are all third-stage relations 
that come out of this identity (regardless of which variable is set equal 
to e). On the other hand, the relations in Proposition 6.5 include all the 
third-stage relations that come out of the power-associative identity 
(using the second stage information for a Jordan algebra), so that the 
hypotheses of Theorem 7.6 are satisfied in the case of each relation listed 
in Proposition 6.5. Thus the information listed in that proposition is 
best possible for the variety of Jordan algebras. 
The results that we have obtained so far in this section indicate that, 
when the characteristic of CD is at least as large as the degrees of the 
identities defining V, the information obtained from the Peirce develop- 
ment is best possible. In the remainder of the section we consider what 
happens when the characteristic of CD is not as large as the degrees of the 
identities defining I’. Rather than formulating metatheorems, we shall 
proceed this time by discussing two related cases that illustrate some of 
the things that can occur. The two varieties that we have in mind are the 
variety of commutative power-associative algebras over a field of char- 
acteristic 3 and the variety of commutative power-associative algebras 
over a field of characteristic 5. 
Let I’ denote the variety of commutative power-associative algebras 
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over the field @, and suppose first that Cp has characteristic 3. Then I’ 
is not determined by the power-associative identity (x2x) x - x2x2 alone 
(Albert [4, p. 32]), b u is determined by that identity together with t 
((x2x) x) x - (x2x) x2 (Kokoris [I, p. 3651). We work first with the 
power-associative identity which we shall call J If @ has more than 
3 elements, then any derivative off of degree 4 is satisfied in V by 
Theorem 3.5, and, in particular, the derivativef’ of type [3, 1] is satis- 
fied [this is the identity (6.10)]. A s in Section 6, we see that the Peirce 
polynomial of f’ is q(t) = t(2t - I)(t - l), so that for any algebra 
A E V and for any idempotent e E A we have the Peirce decomposition 
A = A, + 42 + A,, where A,=(aEA/ae=ha} for h= l,g,O, 
as in the case when @ has a larger characteristic. 
But what happens when @ has only 3 elements? The first problem 
that we run into in this case is that we cannot use Theorem 3.5 or the 
other results of Section 3 to conclude that V satisfies the derivative f' 
of type [3, I]. To understand the difficulty better, let us see what hap- 
pens when we apply the linearization procedure to f. Replacing x by 
x + Xy in f =f(x) and subtractingftx) andf(hy), we obtain 
h[2((Y$+ + (Y.X2)X + YX3 - 4(YX)X21 + qy2+ + 2((YX)Y)X + 2((Y.r)X)Y 
(7.6) 
+ (YX”)Y - 2Y”X2 - 4(Y~)(Y~)l + h3[2((gJ)Y)Y + (XY2)Y + XY3 - 4(~Y)Y2], 
where h E @. By taking the difference of the two cases of (7.6) with 
h = 1 and h = 2, we show that the expression in the second bracket of 
(7.6) is an identity on V. However, we cannot separate the expressions in 
the first and third brackets, since h3 = h for any value of h in @ when @ 
has 3 elements. Thus, linearizing (7.6) yields the two identities 
(7.7) 
.A(“? Y> = 2((Y+)x + (Y‘Y24 + YX3 - 4fYX) x2 + 2(@Y)Y)Y + (XY2)Y 
+ XY3 - 4(XY)Y2, 
f2cT Y) = (YWX + 2((YX)Y)X + 2((YWY + (YX2)Y 
- 2y%2 - 4( yx)( yx), 
which hold on V. Linearizing f2(x, y) g ives the homogeneous identities 
fdx, Y, z) = f,4x, Y) s,l(z) and fdw, x, y, x> = f3(x, y, z) %l(w). Linear- 
izing either x or y in fi just gives f3 and setting either y or ,z equal to x 
infa makes it vanish for characteristic 3. Thus, in linearizing f when @ 
has 3 elements, we get the same derivatives except that we cannot sep- 
arate the derivativef’ of type [3, I] from its dual. 
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To show that this difficulty is insurmountable, we construct now an 
algebra B E V which does not satisfy f’. That is to say, B will satisfy f 
and hence its linearizations fi , f2 , f3 , f4 , but will not satisfy the deriva- 
tive f’ of type [3, 11. Let F, = @{x, y}, the free nonassociative algebra 
on two indeterminates, and let R be the T-ideal of F, generated by the 
identity xy - yx and by all elements of F, of degree 5 or more. Then, 
B' = F.JR has as a basis the set of all monomials of degree 1 through 4 
that can be formed in two commuting but not associating indeterminates, 
say a and b, and multiplication of the basis elements in B' is by juxta- 
position except that any product of degree 5 or more is replaced by zero. 
One can check that B' has a basis of 29 monomials. If G is the subspace 
of B' spanned by the four elements f(u) = (u2a)u - u2uz,f(b),fl(u, b), 
and f2(u, b), it is easy to see that G is an ideal of B' due to the fact that 
any element of G of degree 4 annihilates any element of B' under multi- 
plication. Then, the algebra that we want is B = B'/G which has dimen- 
sion 25. 
The algebra B automatically satisfies ((x2x) x) x - (x2x) x2 since all 
products of five elements in B vanish. To show that B satisfies f, it is 
sufficient as usual to check that every stable derivative of f satisfies 
every substitution in which each variable is replaced by one of the basis 
elements of B. If one of the variables is replaced by a basis element of 
degree at least 2, then each monomial will automatically vanish because 
its degree will be at least 5. Thus, we only need to check that each 
identity coming from f is satisfied when the variables are replaced by a 
or b. Thus, the only ones that need to be checked are f(u), f(b), fi(u, b), 
and f2(u, b), and these all vanish by the choice of the ideal G of B'. 
Hence B E V. On the other hand, the elements ((bu) u) a, (bu2) a, bu3, 
(bu) a2 are linearly independent in B', so thatf’ is not satisfied. 
This example can be cut down to an example of minimal size by putting 
on the added relations 0 = a2 = b2 = (~b)~ = ((ab) u) b = ((ub) b) a. 
This leaves an algebra B, of dimension 6 in which the nonzero monom- 
ials are a, b, ab, (ab) a, (ub) b, ((ab) b) b, ((ub) u) a, where the last two 
are connected by the relation ((ub) b) b + ((ab) u) a = 0. Since B, is a 
homomorph of B, it is in V, and yet B, does not satisfy f ', since 
(Cab) a> a # 0. 
As a result of this counterexample, we see that we cannot get informa- 
tion on the characteristic roots of R, out off using the approach of Sec- 
tion 6, where e is an idempotent of a power-associative algebra over the 
field CD of three elements. Similarly, the identityg = ((x2x) X) x - (x2x) x2 
does not give any information on the characteristic roots of R, either. On 
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the other hand, Theorem 7.1 cannot be applied to tell us that R, can 
have any given characteristic roots because @ has too few elements. The 
proof that the counterexample constructed in the proof of Theorem 7.1 
was in the appropriate variety depended on the fact that most products 
were zero. But it is clear from the identityf,(x, y) which hoIds in Y that 
yR,(2R, - I)(R, - 1) # 0 implies that either y2 # 0 or (ey) y # 0. In 
fact, we do not know whether R, can have any roots besides 0, 3, I, nor 
whether the latter roots can be multiple or not. Although one can derive 
second-stage and third-stage information for V as we saw in Section 6 
could be done for the variety defined by (5.4), this information does not 
seem to be enough to give much of a theory when CD has only 3 elements. 
Returning to the case where CD has characteristic 3 but more than 
3 elements, we saw in this case that the first-stage information is the 
same as for a power-associative algebra of larger characteristic, Similarly, 
one obtains the same second- and third-stage information as for larger 
characteristic with the only difference that one needs to use the identity 
g of degree 5 as well as f (Kokoris [l]). Armed with this information, 
one can prove just about anything that can be shown for larger character- 
istic. 
One of the properties of the example B that we constructed above is 
that it does not remain power-associative under scalar extension. For, if 
B, were power associative for some extension field A of @, then B, 
would satisfy f’ = fS,l(y) and h ence so would B, contrary to what we 
have seen. This property of B motivates us to define a power-associative 
algebra A to be strictly power-associative if every scalar extension of that 
algebra is power-associative. For commutative algebras of characteristic 
not 2, 3, or 5, power-associativity is equivalent to f being satisfied and 
this is equivalent to the complete linearization off being satisfied by 
Theorem 3.6. Then, for characteristic not 2, 3, or 5, a commutative 
algebra is power-associative if and only if it is strictly power associative 
by Proposition 4.2. For characteristic 3 we have 
PROPOSITION 7.7. A commutative power-associative algebra A over a 
Jield 0 of characteristic 3 is strictly power-associative if and only if it satis- 
jies the identities 
f’ = Z((yx)x)x + (yx2)x + y.9 - 4(yx) x2, 
g’ = 2(((yx)x)x)x + (( yx2)x)x + (yx3)s + y(x3x) - 2((ys)x)x” 
- (yx”) x2 - 2(_y.x) x3. 
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In particular, A is strictly power-associative if either CD has more than 
3 elements or if there exists a jield A properly containing @ such that A, 
is power-associative. 
Proof. Suppose first that A satisfies f’ and g’. We have seen that a 
power-associative algebra of characteristic 3 satisfies all the other stable 
derivatives off, so that the assumption that f and f’ are satisfied in A is 
equivalent to assuming that all stable derivatives off are satisfied in A. 
Similarly, it is easy to verify that, if g and g’ are satisfied, then all stable 
derivatives of g are satisfied. Let A be an extension field of @, and let 
(ZQ} be a basis for A. Then (z+> is also a A-basis for A, , and, by Theo- 
rem 3.9, A, will satisfy f and g if every stable derivative off and g are 
satisfied under all substitutions where each variable is replaced by one 
of the ui’s. But the ui’s are all in A where all these derivatives are satis- 
fied, and hence A, is power-associative. 
Conversely, let A be an extension field of @ which has more than 
3 elements, and suppose that A, is power-associative. Then A, satisfies 
all stable derivatives off and g by Theorem 3.5, since the number of 
elements of fl is larger than the degree of either f or g. Hence, A also 
satisfies these derivatives, as A is a @-subalgebra of A, . This proves 
the converse part of the first statement of Proposition 7.7 as well as 
showing that f’ and g’ are satisfied if the hypotheses of the second 
statement hold. Then the second statement follows from the first 
statement. 
We turn now for a brief look at the characteristic 5 case. Here again, 
f alone does not determine the variety V of power-associative algebras, 
but f and h = (((x”x) X) X) x - ((x”x) X) x2 do determine V. This time 
every derivative off holds in V, but the derivative h’ of type [5, l] of h 
doesn’t hold in F’ if 0 has only five elements. To show this, one can 
construct an example in a manner similar to the example for character- 
istic 3. One takes the algebra on two generators a and b which is U-free 
where U is the variety of commutative algebras determined by f, and 
to get the desired example one divides out the subspace spanned by all 
elements of degree 7 or more and by the element h’(a, b) + h’(b, a) 
which is easily seen to be an ideal. Since this algebra is a little hard to 
work with because of its size and the number of relations, we shall 
exhibit a homomorphic image of that algebra of dimension 16 in which 
it is somewhat easier to check that f and h are satisfied and that h’ 
is not. 
Let 0 have 5 elements and let B be the commutative algebra over @ 
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generated by the elements a and b, where the nonzero monomials in a 
and b are 
b, ba, (ba)a, ba2, bRa3, (ba2)u, (bu) u2, bRa4, ((bu2)u)u, 
((bu) u2)u, ((bu)u) u2, (bu2) u2, bR,5, (bu2) Ra3, ((bu) u’) Ru2, 
((bRa2) u2)u, (bRa3) u2, ((bu) u2) u2, ((bu2)u) u2, ((bu2) u2)u, 
and the corresponding monomials that arise from these by interchanging 
a and b. On these terms are to be imposed the relations 
bRa3 = 2(bu2)u + 2(bu) u2, bRa4 = ((bu) a2)a - (bu2) u2, 
((bu2)u)u = ((ba)u) u2 = 2((bu) u2)u + 2(bu2) u2, 
(74 bRa5 = -((bu2)u) u2 = 2((bu) u”) u2, ((bu2) u2)u = ((bu) u2) u2, 
(bRa3) u2 = ((bRaa) u2)u = ((bu) u2) Ra2 = (bu2) Ra3 = 3((bu) u”) u2, 
((bu) u2) u2 + ((ub) b2) b2 = 0, 
and the corresponding relations with a and b interchanged. To verify 
that multiplication in B is well-defined, we observe that multiplying the 
first relation by either a or a2 gives a relation that is implied by the other 
relations in (7.8), and that multiplying the second and third relations 
by a also gives relations that are implied by other relations in (7.8). 
It is straightforward to verify that f is satisfied by checking that each 
derivative off is satisfied for each way of substituting basis elements 
for the variables. We also have 
h’(u, b) = 2bRU3 + (bu2) Ra3 - 2(bRq3) u2 - ((bu2)u) u2, 
from the fact that a3 = 0 in B, and using the relations (7.8) gives 
h’(u, b) = 3((bu) u”) u2 # 0, h’(u, b) + h’(b, u) = 0, 
as desired. 
This example shows that not all power-associative algebras of char- 
acteristic 5 are strictly power-associative. Corresponding to Proposi- 
tion 7.7 in the characteristic 3 case, we have 
PROPOSITION 7.8. A commutative power-associative algebra A over a 
Eeld @ of characteristic 5 is strictly power-associative ;f and only ;f  it satis- 
fies the identity 
fz' = 2yRz5 + (y~~)Re~ + (y~~)Rz~ + (Y(~x))x +y((x3+) 
- 2(((yx)x)x) x2 - ((yx2)x) x2 - (yx3) x2 - 2( yx)(x34. 
6071812-6 
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In particular, A is strictly power-associative if either @ has more than 
5 elements or if there exists a Jield A properly containing @ such that A,, 
is power-associative. 
The proof is identical to the proof of Proposition 7.7, and so will be 
omitted. 
Unlike the situation for characteristic 3, the Peirce development for 
the variety V of commutative power-associative algebras over a field @ 
of characteristic 5 gives all of the relations that hold for larger charac- 
teristic without the necessity of assuming strict power-associativity (or 
that @ has more than 5 elements). This allows one to prove for algebras 
in V just about anything which holds for larger characteristic, including 
some results that require making a scalar extension. For example, one 
can prove that a finite power-associative division ring of characteristic 5 
is a field (more will be said about this result in Chapter 4). The key fact 
needed for this result is that R(e,) R(e,) = R(e,) R(e,) for any idem- 
potents e, , e2 in any scalar extension of A E I’. But since the Peirce 
information and other properties of A needed to show this fact all 
depend on derivatives off and g which are satisfied in any scalar extension 
of A, strict power-associativity is not needed to derive it. 
As a final remark, we note that the strictly power-associative algebras 
over any field of characteristic not 2 form a variety. For characteristics 3 
and 5 this follows from Propositions 7.7 and 7.8 respectively, and for 
other characteristics from the fact that strict power-associativity is 
equivalent to power-associativity for characteristics not 2, 3, or 5. 
References for Section 7: Kokoris [l]; Osborn [6, Section 61. 
8. Associative Bilinear Forms 
Let M be a left vector space over a field @. By a bilinear form on M 
we mean a function from M x M to @ denoted by ( , ) which satisfies 
(8.1) 
(aa + Bb, 4 = a@, c> + B(b, 4 
(a, ISb + YC) = &a, b) + Aa, c), 
for all a, b, c E M and all 01, fl, y E @. Such a form is called symmetric if 
(a, b) = (6 a) f or all a, b E M, and it is called skew-symmetric if 
(a, b) = -(b, a) for all a, b E M. We say that ( , ) is nondegenerate if the 
sets {d E M 1 (d, a) = 0, all a E A} and {d E M 1 (a, d) = 0 all a E A) are 
both zero. If B is any subspace of M, we define 
B’- = {c E M 1 (b, c) = 0, all b E B}. 
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Let M have finite dimension n and let u, ,..., u, be a basis of M. A 
basis z+ ,..., v,~ of M will be called dual to the basis {ZQ} if (ui , vj) = 0 
for all i, j = 1, 2 ,..., n such that i # j. If ( , ) is nondegenerate, then 
clearly (2~ , vi) f 0 for each i = I,..., n. 
LEMMA 8.1. Let M be a vector space of dimension n over @, let ( , ) 
be a nondegenerate bilinear form on M, and let {ui} be a basis of M. Then, 
there exists a basis {vi} of M which is dual to {ui}. If B is any subspace of 
M of dimension k, then Bl is a subspace of dimension n - k. 
Proof. For each i = l,..., n define the set Ci = (c E M 1 (ui , c) = 01. 
Then Ci is just the kernel of the vector space homomorphism y of M 
onto @ defined by a -+ (ui , a), and so Ci is a subspace of dimension 
n - 1 (note that F is onto since the bilinear form is nondegenerate). 
Using the relation that states that the sum of the dimensions of two sub- 
spaces is equal to the sum of the dimensions of their sum and inter- 
section, it is easy to prove by induction that the intersection of 1 sub- 
spaces of dimension n - I in M has dimension at least n - 1. Thus, 
each of the subspaces Dj = nili Ci has dimension at least I. We 
may then choose a nonzero element vj from each Dj , and we claim 
that these vj’s form a dual basis for {ui}. The V~‘S certainly are dual 
to the ui’s by their construction, so that it is sufficient to show that 
they form a basis. Suppose that vr is a linear combination of the remain- 
ing vj’s, say vr = &+r vjvj . Then, since vj E C, for j # 1, we have 
vr = Cjfl rljvj E C,, which gives (ur , vr) = 0. But (ui, VJ = 0 for 
i # 1 because vii ED,, so that (a, vr) = 0 for all a E 44 by linearity. 
This contradicts the nondegeneracy of the form and show that the 2~~‘s 
are linearly independent. Hence, they form a basis of M as desired. 
If B is a subspace of iPI of dimension k, we can choose a basis 
Ul ,"', u,, of M such that ui ,..., uk form a basis of B. Constructing a 
dual basis vr ,..., ZIP of A!l as just above, we observe that the subspace B* 
spanned by v~+~ ,..., V~ is orthogonal to ur ,..., uk and, therefore, 
B* C Bl. On the other hand, if C vjvj E Bl, then 0 = (ZQ , v) = 
C rljC”i 2 vj) = vi(ui , vi) for 1 < i < k, and since (ui , vi) # 0 by the 
nondegeneracy of the form as observed above, we must have vi = 0 for 
1 < i < k. Thus, v E B* or B-L C B*. Hence, Bl = B* and Bl has 
dimension n - k. 
Suppose now that A is an algebra over @ with a bilinear form ( , ) 
defined on it. We will call the form associative if 
(8.2) (ab, c) = (a, bc) 
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for all a, b, c E A. If B is an ideal of A and if A has an associative bilinear 
form which is either symmetric or skew-symmetric, then B’ is also an ideal 
of A. For if a E A, b E B, c E BI, and if E is 1 or - 1 depending on whether 
( , ) is symmetric or skew-symmetric, then ac and ca are in BI since 
(b, ac) = (ba, c) = 0 and (b, cu) = E(CU, b) = E(C, ub) = (ab, c) = 0. The 
ideal Al is called the radical of the bilinear form. Clearly, Al = 0 if and 
only if the bilinear form is nondegenerate. It is easy to check that the 
bilinear form on A induces a bilinear form on A/Al which is also asso- 
ciative and either symmetric or skew-symmetric, and it has the added 
property of being nondegenerate. One of the main reasons that associative 
bilinear forms are of interest is 
THEOREM 8.2. Let A be a jinite-dimensional algebra over a field @, 
let A have a nondegenerate associative bilinear form which is either sym- 
metric or skew-symmetric, and let A contain no nonxero ideals C such that 
C2 = 0. Then A is a direct sum of ideals which are simple algebras, and 
the restriction of the bilinear form to each summand is nondegenerate. 
Proof. We proceed by induction on the dimension of A. If A is 
simple, there is nothing to prove, so we may assume that A contains a 
proper ideal, B. Then Bl is an ideal also, and so is C = B n BI. If 
c, d E C and a E A, then (a, cd) = ( UC, d) E (B, Bl) = 0, so that cd E Al. 
Since the form is nondegenerate, Al = 0 and hence C2 = 0. Thus, 
C = 0 by hypothesis and B n BI = 0. Since the dimensions of B and 
Bl add to the dimension of A by Lemma 8.1, it follows that A is the 
ring direct sum of B and B 1. The relation B n Bl = 0 also shows that 
the bilinear form of A is still nondegenerate when restricted to B. Since 
B and (Bl)l have the same dimension by Lemma 8.1 and since 
B C (Bl).l by the symmetry or skew-symmetry of the form, we see that 
B = (Bl)l and that the relation B n Bl = 0 also implies that the 
bilinear form restricted to Bl is nonsingular. Noting that every ideal of 
B or Bl is an ideal of A, we may conclude from our hypotheses that B 
and Bl have no proper ideals squaring to zero. Then, B and Bl satisfy 
the hypotheses of Theorem 8.2 and have smaller dimension than A, so 
that we may assume that they are direct sums of simple algebras on which 
the restriction of the bilinear form is nondegenerate by the inductive 
hypothesis. Hence, A is also a direct sum of simple algebras on which 
the restriction of the bilinear form is nondegenerate. 
If we assume that our bilinear form is well-behaved with respect to 
idempotents, we can say something about where idempotents are located 
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in A. We shall call a bilinear form ( , ) on an algebra A special if it is 
symmetric and associative, if Ai contains no idempotents, and if 
(a, b) = 0 whenever ab + ba generates a subalgebra of A which does 
not contain an idempotent. We then have 
THEOREM 8.3. Let A be a finite-dimensional algebra over a field @, 
azzd suppose that there is a special bilinear form dejked on A. Then, Al 
is the unique maximal ideul of A containing no idempotents, and A/AI is 
a direct sum of simple algebras each containing an idempotent and possessing 
a nondegenerate special bilinear form. 
Proof. By definition of a special bilinear form, Al contains no idem- 
potents. On the other hand, if C is an ideal of A containing no idem- 
potents and if a E A and c E C, then ac + ca E C so that the subalgebra 
generated by UC + ca contains no idempotents. Hence (a, c) = 0 for all 
a E A and c E C, or C _C Al. Thus AJ- is an ideal without idempotents 
which contains all other such ideals. 
Suppose now that B is any nonzero ideal of A/Al. Then, there exists 
an ideal B of A properly containing Al such that B = B/Al. Since B 
properly contains A 1 it must contain an idempotent e and e $ Al. 
Under the natural map 0 : A + A/Al, e will go into an idempotent of 
B. This shows that every nonzero ideal of A/Al contains an idempotent. 
In particular, A/Al contains no ideals squaring to zero. Since the asso- 
ciative bilinear form on A induces a form on A/Al which is also asso- 
ciative, we see that A/Al satisfies the hypotheses of Theorem 8.2. Thus, 
A/A-L is a direct sum of simple algebras each possessing a nondegenerate 
associative bilinear form. Each summand contains an idempotent since 
we have seen that each nonzero ideal of A/Al contains an idempotent. 
Since the bilinear form on A/Al or any summand of A/Al induced 
by the form on A is nondegenerate, it is trivial that no idempotent of 
A/Al is in the radical of the bilinear form on A/Al or its restriction to a 
summand. Suppose next that x and 7 are two elements of an ideal B 
of A/Al, and let x and y be elements of A mapping into x and 7 respec- 
tively under 0. Then B(xy + ye) = ~7 + 3/x, and if the subalgebra of A 
generated by xy + yx contains an idempotent e, then e(e) will be an 
idempotent in the subalgebra generated by $7 + 7%. Thus, if the sub- 
algebra generated by xy + yx contains no idempotent, the same is true 
for xy + yx and hence (x, y) = 0. Mapping this relation under 6 
gives (x,Y) = 0 and shows that the bilinear form of A/Al restricted to 
B is a nondegenerate special bilinear form, to complete the proof. 
If the algebra A belongs to a variety that one knows something about, 
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the conclusion of Theorem 8.3 can often be strengthened. For example, 
if A is power-associative then the fact that Al contains no idempotents 
and is finite-dimensional implies that it is nil (that is, every element is 
nilpotent). We can also say something more about the simple summands 
of A/AJ- in this case. 
THEOREM 8.4. Let A’be a simple$nite-dimensional commutativepower- 
associative algebra over a field CD of more than 3 elements and of character- 
istic not 2, let A contain an idempotent e, and let A possess a special bilinear 
form. Then A has a unity element. 
Proof. Since A is an ideal of A, either Al = A or Al = 0, and the 
former possibility cannot occur since e $ Al. Thus, Al = 0 and the 
bilinear form is nondegenerate. Recalling that for each idempotent 
e E A we have the Peirce decomposition 
A = A, + A,,, + A,, 
whereA,={aEA/ae=Xa}forX=l,~,O,wewishtotakeetobe 
an idempotent of A with the property that the dimension of A, is maximal 
among the dimensions of l-spaces for idempotents of A. Such an idem- 
potent is called principal. With this choice of e there can be no idem- 
potents in A,, . For, if e, is an idempotent in A, , then the l-space for 
the idempotent e + e, contains A, and e, , to contradict the choice of e. 
Let X, p be distinct elements of the set (1, 8, 0}, and let a E A,, and b E A, . 
Then, h(a, b) = (ae, b) = (a, eb) = p(a, b), giving (a, b) = 0. If a, E A, , 
w2 E 4, , and a0 E A0 , three special cases of this result are 
(8.3) (a 1 , %2) = 0, (a1 7 a,) = 0, h/2 , uo) = 0. 
If b, is also in A, , then the subalgebra generated by boa0 + a,b, is 
contained in A, and thus contains no idempotent. Hence (b, , ao) = 0, 
and we see from the last two relations of (8.3) that a, E Al = 0, or 
A, = 0. Then, the Peirce relation AT,2 C A, + A, reduces here to 
Af,z C A, . Letting f (x) = (x2x) x - x2x2 and substituting b E A1,2 and 
e for x and y respectively in the relation 
f&l(Y) = 2((YXW + (#)x + yx3 - 4(yx) x2, 
which is satisfied in A because of the restrictions that we put on 0, we 
obtain 
0 = 2((eb)b)b + (eb2)b + eb3 - 4(eb) b2 
= b3 + b3 + eb3 - 2b3 = eb3, 
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using ba E A, . Thus, b3 E A, = 0, and b is nilpotent. It follows that 
(b, b) = 0 for b E All2 . Linearizing this relation gives (6,,, , a,,,) = 0 
for all hi2 , all2 E 4, , and combining this with the first relation of 
(8.3) gives Ali C A I= 0. Thus, A = A,, and A has e as a unity 
element, to complete the proof. 
Suppose next that A is any algebra with a bilinear form ( , ), and let 
A have a unity element 1. Then, the function 7 from A to @ defined by 
~(a) = (1, a) is clearly linear. Conversely, if we were given a linear 
function T, we can define a bilinear form from it by ~‘(a, b) = I. 
The linear function obtained from ~‘(a, b) is clearly just Q- again. If we 
start from a bilinear form which is associative (or at least associates 
when the first element is I), then 7’ is just the original form, since 
~‘(a, 6) = I = (1, ub) = (a, b). In this case, the two processes are 
just inverses of each other. Corresponding to each property of the 
bilinear form is an equivalent property of T. For example, (ub, c) = (a, bc) 
clearly corresponds to ~([ub] c) = ~(u[bc]), and (a, c) = (c, u) to 
I = T(CU). When the form is symmetric and the characteristic not 2, 
the property that (a, b) = 0 if the subalgebra generated by ub + bu 
contains no idempotent corresponds to the property that T(C) = 0 if the 
subalgebra generated by c contains no idempotent. We also have c E AL 
if and only if T(a) = 0 for all a E A. 
When A is not assumed to have a unity element, more can often be 
proved by assuming that A has a linear function r with nice properties, 
since one can define a bilinear form T’ out of 7 and have the use of both 
7 and 7’. We shall prove a theorem to illustrate this, but first we need a 
definition. A linear function 7 from A to @ will be called a truce form if 
T(Ub) = T(bU), T([Ub]C) = T(a[bC]) 
for all a, 6, c E A. Thus, 7 is a trace if the associated bilinear form 
T’(U, b) = T(d) is associative and symmetric. We call T nonzero if 
T(U) # 0 for some u E A, and we call 7 nondegenerate or special if T’ is 
nondegenerate or special respectively. We now prove 
THEOREM 8.5. Let A be uJinite-dimensional commutative algebra over 
a field @ of characteristic not 2, 3, or 5, and let the algebra A’ obtained 
from A by adjoining a unity element satisfying an identity of degree < 4 
not implied by commututivity. Suppose .further that A possesses a non- 
degenerate truce. Then A is a Jordan algebra. 
Proof. We saw in Section 5 that A’ can only satisfy an identity of 
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degree < 4 not implied by commutativity if it satisfies one of the three 
identities 
(8.4) (x%)x - x22, 
(8.5) 2((YX)G - 3(YX2)X + YX3, 
(W 2(y2+ - NYX)Yk - 2KYX)X)Y + 2(X2Y)Y - y2x2 + (yx)(yx). 
Consider first the case when A’ and hence A satisfies (8.4). Then the 
linearization 
2((Y+$ + (YX2)X + YX3 - 4CY.9 x2 
holds in A, and hence for a, b, c E A we have 
(8.7) 
0 = 7([2((ba)a)a + (bu2)a + bu3 - 4(ba) U”]C) 
= 2T([((bU)U)U]C) + T([(bU2)U]C) + T([bU3]C) - 4T([(bU) u”]c). 
Now 
so that interchanging b and c in (8.7) and subtracting this from (8.7) as 
it stands gives 
0 = T([bU”)U]C) - 4T([(bU) u”]c) - T([CU2)U]b) + 4T([(CU) u2]b) 
= T([bU2)U]C) - 4T([(bU) u”]c) - T(C[U‘yUb)]) + 4T(C[U(U%)]) 
= 5T([(bU2)U]C) - 5T([(bU) u”]c) = 5T([(bU2)U - (bu) a”]c). 
Since 7 is nondegenerate, the relation 
T’([(bU2)U - (bu) d], c) = T([(bU2)U - (bu) u”]c) = 0 
can only hold for all a, b, c E A if 
(8.9) (bu2)u - (bu) u2 = 0 
for all a, b E A. Thus, A is a Jordan algebra if (8.4) holds. 
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If A satisfies (8.5), we have 
0 = 7([2((ba)a)a + ba3 - 4(h) a2]c) 
= 2-r([((ba)a)a]c) + T([bd]C) - 4T([@z) u”]c) 
for all a, b, c E A. By (8.8) the first two terms here are invariant under 
the interchange of b and c, and hence so is the third one giving 
T([bU) a”]c) = T([CU] u2]b) = T(C[U(U2b)]) = T([(bU2)U]C. 
This gives (8.9) as the first case, and A is again Jordan. 
Finally if A satisfies (8.6), we obtain 
0 = T([2(6%+ - 2((bu)b)u - 2((bu)a)b + 2(a%)b - b2u2 - (ba)(bu)]) 
= 2T([b%]U) - 27([(ba)b]a) - 2T([(zm)U]b) + 2T([U%]b) - T(bW) - T([bU][bU]) 
= 2T(bW) - 2T([bU][bU]) - 2T([bU][bU]) + 2T(UW) - T(bW) - T([bU][bUJ) 
= 37(bW) - 3T(p?u][ba]) 
for a, b E A. Dividing by 3 and linearizing b, we get 
0 = 2T([cb] u”) - ~T([cu][~JU]) = 2T(c[bu2]) - 27(c[u(ba)]) 
= 2T(c[bu2 - @~)a]). 
Arguing as in the preceding two cases, we obtain 
bu2 - (bu)u = 0 
for all a, b E A. Replacing b by u2, we see that the power-associative 
identity holds, and hence A is Jordan by the first case. 
Now that we have seen what can be done with an associative bilinear 
form or a trace function on an algebra, we turn to the question of exist- 
ence. The motivating example of a trace function is the function tr 
defined on Qn., the algebra of n x 1z matrices with entries from @, 
which assigns to each matrix the sum of its diagonal entries. Thus, if 
{eii} are the usual matric units and if a = C aiieii for CQ E @, then 
tr(a) = all + ae2 + ... + sn 
It is immediate from this definition that tr is linear, or that tr(au + @b) = 
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&r(u) + @r(b) f or all a, b E Qn and 01, /3 E CD. If b = C Piieii , then the 
(i, Z) entry of ~b is Cj “ijpji and SO 
tr(ab) = 1 ai,pji = C pjiaij = tr(ba). 
i,l i.1 
The property tr([ab] c) = tr(a[bc]) is trivial because of the associativity 
of@,,, showing that tr is a trace function in the sense of our definition. 
If Sz is the algebraic closure of @ and if CD,?& is regarded as a @-sub- 
algebra of Q, in the natural way, then for any a E Qn the value of tr(a) 
is independent of whether we think of a as in Qn or Q, . But in &?a we 
can find an element 4 such that qaqpl is in Jordan canonical form, and 
tr(a) = tr(q-l[qa]) = tr(qaq-l). 
Since the sum of the diagonal entries of a matrix in Jordan canonical 
form is the sum of its characteristic roots, we see that tr(a) is just equal 
to the sum of the characteristic roots of a. In particular, if c E GXn is 
nilpotent, then tr(c) = 0. 
If a E Gn is any nonzero element of Qn , say a = C aijeij and CQ.~ # 0, 
then there exists an element b E @ such that tr(ab) # 0. For choosing 
b = elk gives tr(ab) = tr& ocileik) = akl # 0. Thus, tr is non- 
degenerate. Putting together what we have proved about tr, we see that 
it is special. 
Let us consider now the Jordan algebra Qn+. We recall that this is 
the elements of Qw under the same addition but under the new multipli- 
cation “0” which is given in terms of the usual associative multiplication 
by a 0 b = g(ab + ba). We assume that the characteristic of @ is not 2 
so that this definition will make sense. We would like to show that tr 
is a trace function for Qn+ also, and in fact that its associated bilinear 
form is a special bilinear form. The relation tr(a 0 b) = tr(b 0 u) is 
trivial, and for associativity we have 
tr([a 0 b] 0 c) = tr(&{[u 0 b]c + c[u 0 b]}) = tr([u 0 b]c) 
= tr(&[ab + bu]c) = 4 tr(abc) + 4 tr(bac) 
= 4 tr(abc) + 4 tr(ucb) 
= tr(&z[bc + A]) = tr(a[b 0 c]) = tr(a 0 [b 0 cl). 
Since the powers of any element of ~0,~ are the same under “0” as under 
the associative multiplication, it is clear that if c is nilpotent in Qn+, 
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then c is nilpotent in Q1&, and tr(c) = 0. And finally for each nonzero 
a E @+, we can find b E @+ such that 0 # tr(ab) = tr(a 0 13). Thus, tr is 
a trace for Qn+ and its associated bilinear form is special. 
If A is an associative or a Jordan algebra and if q~ is a homomorphism 
of A into either Qn or Qn+, respectively, then T(U) = tr(y(a)) defines 
a trace on A. Using this fact and the fact that any linear combination of 
trace functions is also a trace, we can construct useful trace functions 
on many different associative and Jordan algebras. 
Another way of defining a trace function on a finite-dimensional 
algebra A in certain varieties is to let T(U) = tr(R,) for each a E A. 
Here tr(RJ means the trace of Ra regarded as a linear transformation 
on the vector space (A, +). Then the linearity follows immediately from 
the fact that A is an algebra, and 7 will be commutative if A is commu- 
tative. We will look at two cases in which T is associative. Suppose first 
that A satisfies (8.5) and that @ has characteristic not 2, and note that 
this includes the case when A is a Jordan algebra. Defining the identity 
h(y; w, x, 4 = (Y(zJ+ + (y(xz)>w + (y(xw))x, 
which is symmetric in w, x, and Z, it is easy to check that the complete 
linearization of (8.5) will have the form 
(8.10) qw; x, y, z) + h(x; w, y, z) + h(z; w, x, Y) - 3Q; w, x, z) 
after dividing by 2. Interchanging y and x in (8.10) and subtracting this 
from (8.10) as it stands yields 
4&r; w, x, y) - 4h(y; w, x, z). 
Dividing by 4 and substituting for h, we obtain 
(4WX))Y + (4XYNW + MYwNx - (Y@G - (Yb4)W - (Y(=e. 
This identity may be expressed in operator form as 
WW, i- RM + WW, - RzfMz - R,,,,, - R&R, 
= %,O,Z1 - [R, > [R, > &II, 
where [Y, x, 21 = (Y x z - y(xx) and [x, y] = xy - yx. Using the fact ) 
that this identity holds in A, we can calculate that 7 is associative: 
44~) - 44bcl) = ~([a, 6 cl) = tr(Rr,,o,,d = tr([& , [R, , R,ll) 
= tr(R,[R, , R,]) - tr([R, , R,] Rb) = 0. 
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The second case that we give where 7 is associative is when A satisfies 
(8.6) and when @ h as characteristic not 2 or 3. We begin by linearizing 
y in (8.6) and dividing by 2 to obtain 
aQ+9~ - ((Y-44~ - (G4Y)X - ((Y$+ - K4X)Y + @“Yb + w4Y 
- (Y4 x2 + (Ye4 
Expressing this identity in operator form gives 
2RyRz2 - R& - RZRIRZ - R{Uz,Z - Rx2Rg -t R.&l 
+ R& - R&z + R,Ryx 
= -R [v,z,e, + I”, ) Rx7 + [RVRz , %I + [Rz 7 R,al + C&z 3 RJ 
Using the fact that tr applied to any commutator gives zero, we obtain 
from this identity the relation 
d[k a, 4 = W~~,,,,d = 0 
for all a, b E A. Linearizing this relation gives 
(8.11) Tub, a, cl) + T([b, c, a]) = 0 
for all a, b, c E A. One consequence of (8.11) is 
T([b, a, c]) = T([bU]C - b[ac]) = -T([CU]b - c[ub]) 
(8.12) = -7([c, a, b]) = T([C, b, a]). 
Using (8.11) and (8.12) we obtain 
37([bl a, 4) = q4 4 cl) - +p, c, aI> + +c, b, 01) 
= T([bU]C - b[uc] - [bc]u + b[cu] + [cb]u - c[bu]) = 0. 
Since the characteristic of @ is not 3, we have ~([b, a, c]) = 0 for all 
a, b, c E A and r is associative. 
Now that we have two varieties in which T(U) = tr(R,) is a trace, we 
consider the question of when it is nonzero and when it is special. It is 
usually not as easy to show that this trace function is nonzero as one 
would like. In the case of an algebra A satisfying (8.5) and containing 
an idempotent e, one first forms the Peirce decomposition of A with 
respect to e which has the form A = A, + Ali2 + A,, where 
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A,=(a~A~ae=ha} for X= l,*,O. Then, if Al,Al/z,Ao have 
dimensions k, I, m, respectively, one chooses a basis ZQ ,..., z++~+~~~ of A 
such that ui ,..., uk form a basis of A, , such that z++i ,..., u~:+~ form a 
basis of A1,2 , and such that z~+~+i ,..., ZQ.+~+~ form a basis of A,. 
Using this basis it is easy to compute that tr(R,) = k + 81. If the 
characteristic of @ is 0 (or larger than twice the dimension of A), we 
may conclude that tr(R,) # 0 and hence that 7 is nonzero. However, 
there doesn’t seem to be any general way of showing that 7 is nonzero for 
characteristic p. 
This same approach will not work in general for an algebra satisfying 
(8.6), since the characteristic roots of R, are not necessarily nonnegative. 
The simple algebra defined in Theorem 5.4 is an example of an algebra 
satisfying (8.6) and having an idempotent, but for which 7 is zero. In 
case the roots of Ri, are all nonnegative the argument will work, and in 
fact this argument is needed in the proof of Theorem 5.4. 
Concerning the question of when T is special, we note first that the 
property that e $ Al for 7’ is equivalent to T being nonzero in the case 
when A is simple. And when A is not simple, the proof that T is non- 
trivial when it can be proved is done by showing for any idempotent e 
that e $ AL. Thus, showing that Al contains no idempotents is in 
practice just the same as showing that T is nonzero. 
The remaining property of a special trace is that it vanishes on any 
element of A that generates a subalgebra not containing an idempotent. 
We shall now give an example which shows that this is not true in gen- 
eral for algebras in V if either V is the variety determined by (8.5) or 
if V is the variety determined by (8.6). Let B be the 2-dimensional 
commutative algebra with basis s, t, where multiplication is given by 
s2 = s + t, st = it, t2 = 0. To show that B satisfies either (8.5) or 
(8.6), it is sufficient by Theorem 3.9 to show that every stable derivative 
of each of these identities is satisfied under substitutions where the 
variables are replaced by either s or t. Since t spans an ideal that squares 
to zero, we need only consider substitutions where t occurs linearly or 
not at all. Thus, we need only check derivatives of type [4] or [3, l] 
where the nonlinear variable is replaced by s. But there is no nonzero 
stable derivative of (8.6) of either of these types, and the only stable 
derivative of (8.5) of these types is (8.5) itself. Thus B satisfies (8.6) 
automatically, and it satisfies (8.5) because 
2((ts)s)s + tsS - 3(h) s2 = (ts)s + qt + s)s) - $t(t + s) 
= $ts + t(*t + s + t) - #ts = 0. 
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If CYS + fit is idempotent for some cy, p E @, then ols + fit = (01s + /3t)2 = 
01% + 22 + @t, giving the relations 01 = a2 and /3 = 01~ + ~$3. But the 
only values of 01 and p satisfying these relations are (y. = p = 0, which 
shows that B contains no idempotents. However, 
T(S) = tr(R,) = 1 + 3 # 0. 
Although B contains no idempotents, we observe that the homomorphic 
image of B obtained by dividing out the ideal spanned by t does have 
an idempotent. 
Using the trace form that we have just discussed, we can prove the 
following two theorems. 
THEOREM 8.6. Let A be a simple finite-dimensional commutative algebra 
of characteristic 0 satisfying (8.5) and containing an idempotent e. Then A 
is a Jordan algebra. 
THEOREM 8.1. Let A be a simple finite-dimensional commutative algebra 
of characteristic 0 satisfying (8.6) an containing an idempotent e such that d 
all the characteristic roots of R, are nonnegative. Then A is a Jordan algebra. 
Proof. In the case of each of these theorems, the linear function 
T(a) = tr(R,) is a trace form by what we have shown above, and 
r(e) = tr(R,) # 0. Thus, -r is nonzero, and, since A is simple, T is non- 
degenerate. Then A is Jordan by Theorem 8.5. 
Since the trace form T(a) = tr(R,) is not necessarily special when A 
is in the variety defined by (8.5), as we have seen above, we may not 
apply Theorem 8.3 here. In fact, one can construct a finite-dimensional 
algebra satisfying (8.5) which does not have a unique ideal which is 
maximal with respect to the property of not containing idempotents. 
However, there is also a natural way to define the radical R of A in the 
finite-dimensional case so that R contains no idempotents and so that 
A/R is a direct sum of simple algebras, namely as the intersection of the 
radicals of all trace forms on A (Petersson [l]). 
Remark. A variation on the trace form T(a) = (R,) that we have just 
been discussing is to define a bilinear form by (a, b) = tr(R,R,). This 
bilinear form is particularly important in the study of Lie algebras. 
The results and constructions that have been given so far in this 
section illustrate well the power of a special bilinear form or a trace 
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function as a tool to establish structure theory. However, they also 
illustrate two important shortcomings of this approach. The first is that 
it can usually only be used in the case of finite-dimensional algebras 
either because the structure theorems making use of the form can only 
be proved in this case or because the construction of an appropriate form 
will only work in this case. The second shortcoming of this approach is 
that it often cannot be used effectively for characteristic p, usually as a 
result of the fact that the particular form being used cannot be shown 
to be nonzero for characteristic p. Both of these shortcomings are 
unavoidable in general in the sense that results which can be proved with 
this approach using the hypotheses of finite-dimensionality and char- 
acteristic zero are often not true if either of these hypotheses is dropped. 
In the remainder of this section we shall indicate how these shortcomings 
may be circumvented for two particular classes of algebras. 
Before specifying the first class, we need to give some definitions. 
Let A be a @-algebra with a basis ui ,..., u,, , let f, ,..., 8, be n algebra- 
ically independent indeterminates over @, and let d = @([i ,..., E,). 
Then, the element w = eiui + **’ + tnun E Ad is called a generic ele- 
ment of A. Let D 1 d[w] be the d-subalgebra of A, generated by w, 
and let mw(t) be the manic minimum polynomial satisfied by the right 
multiplication operator R, in A, restricted to the subalgebra D. Clearly, 
m,,(t) divides the minimum polynomial mu,‘(t) of Ru, as an operator on 
A, . If fu,(t) = 1 R, - tl 1 is the characteristic polynomial of R, in A, , 
thenf,(R,) = 0 by the Cayley-Hamilton Theorem. Thus mu,‘(t) / fJt), 
and hence mw(t) Ifw(t). Now u1 ,..., u, form a d-basis of A,, and if 
multiplication between the basis elements is given by zliuj = x yix-juI; , 
then Uiw = C YijeSju,; . It is clear from this that f,(t) is an element of 
@K i ,..., f,, , t] which is jointly homogeneous in 5, ,..., [,, , t of degree n 
(that is, each monomial of fI,(t) has total degree n). Since 
m,,(t) E @(El ,..., 5Atl is manic and divides fz,(t), it must also be in 
@[5, ,.‘., 6,) t] by the Gauss Lemma (Van der Waerden [I, p. 711). 
And since a divisor of a jointly homogeneous polynomial must also be 
jointly homogeneous, mw(t) has the form 
(8.13) mu,(t) = t” - CT,([) t-1 + UP([) t-2 - .+* + (-1)“” a,,([), 
where ai(f) = a%(.$i ,..., f,) E @[[, ,..., .$,,I is jointly homogeneous of 
degree i in [i ,..., f, for each i = I ,..., m. 
If Y = @[.$i ,..., &,I and if a = ~rui + a*. + OI,U, E A, then there is a 
unique homomorphism 9’ of !P onto 0 which sends 5i into OIi for 
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I < i < n, and, by Theorem 4.6, y’ induces a homomorphism q of A, 
onto A which sends w into a. Clearly, the subalgebra Y[w] of AP gen- 
erated by w maps onto the subalgebra @[a] of A under QJ. Since R, as 
an operator on @[WI satisfies the relation m,(R,) = 0, the homomorphic 
image of this relation m,(R,) = 0 holds for the operator R, on @[u], 
where 
m,(t) = tm - +(a) P-1 + u2(a) P-2 - ... + (- 1)” a,(a) 
and where ai = ui(oll ,..., a,) for 1 < i < n. We shall call the poly- 
nomial m,(t) the generic minimum polynomial of a (or more precisely, of 
A, on @[u]). S ince m,(RJ = 0, the minimum polynomial of R, on 
@[a] is a divisor of m,(t). 
We have seen that o,(f) is a jointly homogeneous polynomial of 
degree 1 in 6, ,..., t,, which says that u(a) = ui(cu) is a linear form on A. 
To see the relationship between u(a) and the form T(U) = tr(R,) that 
we have already discussed, let fa(t) be the characteristic polynomial of a 
and note that fa(t) is just the image under IJI of the characteristic poly- 
nomial fw(t) f o w. If T(U) is the negative of the coefficient of tn-l of 
s,(t), then T(U) is just the sum of the roots of R, as an operator on A, 
and, hence, ~(a) = tr(R,). Th us, 7 arises from the characteristic poly- 
nomial in the same way that u arises from the generic minimum poly- 
nomial. 
Although u is not quite as easy to define and work with as T, it has 
several advantages over T. One advantage of interest to us here is the fact 
that u can be defined for certain infinite-dimensional algebras for which 
7 is not defined (McCrimmon [5]). These algebras are necessarily 
algebraic and fairly uniform in their local structure. A second advantage 
of u is that it is sometimes easier to prove that it is nonzero for character- 
istic p. 
Remark. The use of a generic element can be a powerful tool in the 
study of finite-dimensional (and certain infinite-dimensional) algebras 
(see Braun and Koecher [l, Chapter 2 and 31, and McCrimmon [I] and 
If one has an algebra A whose structure is sufficiently well known, it 
is sometimes possible to define a trace form on it by choosing an appro- 
priate basis and defining the trace of an element of a explicitly in terms 
of its coefficients when expressed in terms of this basis. This is essen- 
tially what we did to define a trace on @, . When a trace is defined in this 
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fashion, it is easy to show that it is nonzero whatever the characteristic. 
We give one example to illustrate the construction of such a trace form. 
THEOREM 8.8. Let A be a locally finite Jordan algebra over a perfect 
field CD of characteristic not 2, let A contain an element which is not nilpotent, 
and let the number of orthogonal idempotents which may be found in any 
scalar extension of A be bounded by a fixed integer m. Then, A admits a 
nonzero trace form. In particular, any finite-dimensional Jordan @-algebra 
containing an element which is not nilpotent admits a nonzero trace form. 
Proof. A power-associative algebra A will be called reduced if it 
contains a finite set S of mutually orthogonal idempotents with the 
properties that 5’ is a maximal set of mutually orthogonal idempotents 
and that for each e E S each element of the Peirce l-space determined by 
e is a linear combination of e and a nilpotent element. We will call S a 
reducing set qf idempotents for A. We will show first that the conclusion 
of Theorem 8.8 holds when A is reduced. Specifically, we shall establish 
PROPOSITION 8.9. Let A be a reduced Jordan algebra over a field @ 
of characteristic not 2, and let A contain at least one idempotent. Then, 
A admits a nonzero trace form. 
The first step in the proof of this proposition is to show 
LEMMA 8.10. An element b of a Jordan algebra is nilpotent if and 
only if R, is nilpotent. 
Proof. If RT-’ = 0, then clearly b” = bR;-’ = 0. Conversely, sup- 
pose that b’” = 0. We recall that R,Rbz = Rb2R, from the Jordan identity, 
and that Jordan algebras also satisfy the identity 
2((yx)x)x + y2 - 3(yx2)x, 
which gives the relations 
Rb3 = #R,,R6 - $R,, , R,, = 3R,,R, - 2R,? 
From this it is clear that R,,3 commutes with both R, and RbZ . We shall 
show by induction on n that there exists an integer N(n) such that, if 
b” = 0, then RF’“’ = 0. T o start the induction, we observe that b2 = 0 
in (8.14) gives R, 3 = 0. In general, if iV(n - 1) has already been found 
607/s/2-7 
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for n > 2, we claim that N(n) = 6N(n - 1) works. For let b” = 0, let 
h=2N(np- l)f or convenience, and use (8.14) to obtain 
(8.15) Rf’“’ = R 3 Ic - ( ~ ) (#Rb2Rb - &Rb3)’ = g0 LX~R;~R~~R;;~, 
where the exact values of the coefficients ai don’t matter. Since n > 2, 
we have 2(n - 1) > n and so (b2)+l = 0. Then, by the inductive 
assumption, I?$o-ll = 0 and the terms in the summation of (8.15) 
vanish for i > N(n ~ 1). On the other hand, (bs)+t = 0 and Rpn-l’ = 0 
also hold, and hence the terms in the summation vanish when 
k--i>N(n- I)=$ or when i < N(z - 1). Thus, (8.15) reduces 
to Ii:‘“’ = 0 and the proof of the lemma is complete. 
LEMMA 8.11. Let A be a Jordan algebra with unity element 1 and 
suppose that every element of A is a linear combination of 1 and a nilpotent 
element. Then the nilpotent elements of A form an ideal. 
The proof of this lemma is not difficult when the appropriate basic 
facts about Jordan algebras are known (Jacobson [3, p. 1981). However, 
the development of the needed facts would take us farther than we wish 
to go into a discussion of methods for the study of Jordan algebras 
which are peculiar to that one variety. Thus, we shall just assume 
Lemma 8.11 here. 
Continuing with the proof of Proposition 8.9, we would like to choose 
a basis of A with respect to which we can define the desired trace form. 
Let e, ,..., eTL be the elements of S, which are finite in number by defini- 
tion. By Proposition 6.6 the simultaneous Peirce decomposition of A 
with respect to the idempotents e1 ,..., e, has the form 
(8.16) 
(vector space direct sum), where I < i, j < n, and where 
4 = A,(%), Aij = 4&i) n AlP2(ej), 
4, = 4&4 n n 44 4 = n 444, l;$i I, 
for i, j, k = l,..., 12. Each Ai has the property that its nilpotent elements 
form a subspace Ci by Lemma 8.11, and we choose a basis for Ai by 
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adjoining ei to any basis for Ci for each i = l,..., n. We set C, = A,, 
for convenience. Choosing a basis for each other Peirce space of the 
decomposition (8.16) in any manner, we have the desired basis of A. We 
then define T(U) for n E A to be the sum of the coefficients of 
e i , e2 ,..., e,, when c( is expressed in terms of this basis. 
Since A is commutative, 7 is also commutative. To show that T is 
associative, it is sufficient by linearity to show that ~([a, 6, c]) = 0 for 
each way of choosing a, b, c as basis elements. Suppose first that 
a, b, c E A, for 0 < i < n. If c 1 0 and if a = b = c = ei, then 
[a, b, c] = 0 and the trace is zero. Otherwise, at least one of n, b, c is 
in the ideal Ci of Ai , so that [a, 6, c] E Ci and the trace is again zero. If 
two of n, 6, c are in Ai and the third in some other Peirce space, it is 
clear that [a, b, c] can contain no nonzero component in any of the 
Peirce spaces Aj , and hence its trace vanishes. 
If exactly one of a, b, c is in Ai, it is clear that the trace is 
zero unless the other two are in Aij for some j # i satisfying 
0 < j < n. Suppose that a E A, and b, c E Aij . The Jordan identity 
gives [bzli b = (b%,) b 1 b2(eib) = *b2b = $([b’], b + [b21j b), or 
[bz], b = [b”lj b. If [b”li = aiei + gi and [b21j = ajej + gj for tiyi , ‘-Ye E @ 
and gi E Ci and gj E Cj , then (aiei + gi) b = (ajej + gj) b, or 
(8.17) (cl+ - a,) 6 = 2( g, - g,)b. 
Since the element g = 2(gj - gi) is nilpotent, it follows from Lemma 8.9 
that bRqm = 0 for some positive integer m. Then, (8.17) implies that 
or that oli = aj . Hence, b3 = n(ei $- ej) + gi + gj for L)L E @ and gi E Ci 
and gj E Cj . Linearizing this and applying to the special case of 
b, ac E Aij , we have 
b(aC) = /3(ei + ej) + hf $ hj , 
for some p E @, hi E Ci , and hj E Cj . Using the third and fifth relations 
of Proposition 6.5, we can now compute that 
[a, 6, cl = [(ab)Cli + [(ab)clj - C4Wi 
= [(ab)C]j - [b(UC)]i = [b(CZC)]j - [b(aC)]j 
= pei + I?, - pe, - hj ) 
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and hence ~([a, b, c]) = 0 in this case. Also T([c, b, u]) = T( -[a, b, c]) = 0, 
and ~([b, c, a]) = 0 by symmetry. Then 
T([b, a, c]) = T([bU]C - b[uc]) = T([Ub]C - a[bc] + [bc]a - b[ca]) 
= T([u, b, cl) + T([b, c, 4) = 0, 
so that the trace of an associator vanishes if the element in any one of the 
three positions is in Ai . 
The remaining case for which we have to show ~([a, b, c]) = 0 is 
when each of a, b, c is in one of the spaces Adj where 0 < i, j < n and 
i # j. The only case when the trace is not trivially zero is when a E Aij , 
b E Aj, , and c E Ai, for i, j, k all distinct and in the range 0 to n. As in 
the last case, we have 
b(ac) = y(ej + ek) +fj +fk 
for some /3 E @, fj E Cj , and f,< E C, . Using the sixth relation of Prop- 
osition 6.5, we obtain 
[a, b, cl = [(4cl, + [(ub)c],, - [u(bc)-ji - [u(bc)lj 
= W)cli + [Wllc - [(+], - [b(uc)]j 
= yek +fk - yej -fj , 
which gives T([U, b, c]) = 0 here also, to complete the proof of Prop- 
osition 8.9. 
Suppose now that A is any algebra satisfying the hypotheses of 
Theorem 8.8, and let m be the supremum of the cardinals of all sets of 
mutually orthogonal idempotents that occur in those scalar extensions 
A, of A such that Y is a field which has finite degree over @. Then, m 
exists and is finite by hypothesis, and hence there exists a field A of 
finite degree over @ such that A, contains a set S of exactly m mutually 
orthogonal idempotents e, ,..., e,, . We wish to show that S is a reducing 
set of idempotents for A, . The maximality is clear, so that it is sufficient 
to prove that every element of the Peirce l-space of A, determined by 
ei is a linear combination of ei and a nilpotent element. 
Suppose to the contrary that for some i the Peirce l-space of A, 
determined by ei contains an element a which is not a linear combination 
of ei and a nilpotent element, and let B be the /l-subalgebra of A, gen- 
erated by a. Since a can be expressed as a A-linear combination of a 
finite number of elements a, ,..., ur of A, and since A is locally finite 
( i.e., any finite number of elements generate a finite-dimensional sub- 
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algebra), a is contained in the scalar extension to fl of the finite-dimen- 
sional @-subalgebra of A generated by a, ,..., al . Thus B is finite-dimen- 
sional. Let !P be a finite extension field of /l containing the roots of the 
minimum polynomial m(t) of R, , the right multiplication operator of a 
in B, and let m(t) = (t - ol#(t - aYZ)*l ... (t -~ a,)kr be the factorization 
of m(t) over Y. 
If Y > 1 then we may find polynomials g(t), h(t) E Y[t] such that 
1 = g(t)(t - IQ + h(t)(t - a#2 ... (t - OlJ+. 
We may decompose B, as a vector-space direct sum of the subspaces 
B 1 ,-**, B, , where Bi = {b E B 1 b(R, - ~~1)~’ = 0) # 0 for 1 < i < r 
(see Corollary 6.3). Then, the operator 
f(Ra) = h(Ro)(R, - c@ ... (R, - aJpr = I - g(R,)(R,, - al)lzl 
is the identity on B, and annihilates B, ,..., B, . Since B is asso- 
ciative, f(R,) = R,, f or some element e’ E B. In fact, e’ = eie’ = 
eif(Ra) E B, and e’ is an idempotent since f(R,) is the identity of 
B, . Since r > I and B,e’ = 0, we see that e’ # ei . Thus ei can 
be expressed as a sum of two orthogonal idempotents in B, C A,, and 
el ,..., ei-1 , e’, ed - e’, ei+l ,..., e, is a set of m + 1 mutually orthogonal 
idempotents in A Y , which contradicts the choice of m. This contradiction 
shows that r = 1 and that 
m(t) = (t - cp zzz p’ - /Q,t”~-l + ... + (-l)k‘ql. 
Since the coefficients of m(t) are in (1, we have k,oll E fl and at1 E /I. 
If k, is not divisible by the characteristic of @, then a1 E /l so that 
and 
0 = (R, - alI)“1 = [R(a - ale,)]““ 
(u - alel)klL1 = (u - a,e,)[R(a - ollel)lL1 = 0. 
Thus, a = ale1 + (u - a,e,), where a - a,e, is nilpotent as desired. If 
k, is divisible by the characteristic p of @, then k, = p”k for p f k, and 
0 = [R(u - +el)]kl = R([a - alellkl) = R([(a - ay#‘L]‘) = R([a”l - afe,]“) 
= [R(a”’ - a;“el)]7~ = [R(a”‘) - a$” = [R(c#)]~ - kq”[R(an’)]~-1 + . . . . 
As before, kay’ E A and, hence, cxf” E A because p T k. Since A is a finite 
extension of a perfect field, it is also perfect and oli E A. Again we see 
that a = aleI + (a - qei), where a - ale1 is nilpotent. 
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We have proved that every algebra A satisfying the hypotheses of 
Theorem 8.8 has a scalar extension A, which is reduced, and that fl may 
be taken to be finite-dimensional over @. Since A contains a nonnilpotent 
element a and since A is algebraic, the subalgebra generated by a con- 
tains an idempotent. Thus A,, is a reduced algebra containing a nonzero 
idempotent, and so A, admits a nonzero trace form r’ by Proposition 8.9. 
The restriction T of T’ to A is clearly linear and associative, but may 
fail to be a trace form due to the fact that it doesn’t have to have its 
values in @. Letting 1, ,.$a ,..., El be a basis of A over @, we define the 
functions 7i ,..., or of A into @ by 
for each a E A. It is clear that each 7i is a trace form on A for 1 < i < 1. 
If all the T~‘S are zero, then T is zero and so is T’ since A, is spanned by 
elements of A over il. But T’ is nonzero, and hence so is at least one of 
the ri’s, to finish the proof. 
References for Section 8: Albert [5, Chap. II]; Albert [6]; Braun and 
Koecher [l, Chaps. 1 and 2-j; Jacobson [3, Chaps. V and VI]; McCrim- 
mon [l]; McCrimmon [5]; Petersson [I]. 
III. IDENTITIES ON NONCOMMUTATIVE ALGEBRAS 
9. Finding Noncommutative Identities 
In Section 5 we discussed the ways in which identities arise and we 
found all identities of degree 4 which are irreducible with respect to 
commutativity. We devote the present section to finding identities which 
are of interest in the study of noncommutative algebras. We begin by 
finding all absolutely irreducible identities of degree 3. Since the only 
absolutely irreducible identity of degree less than 3 is xy - yx, degree 3 
is the lowest degree for which identities of interest to us here can occur. 
We shall use the notation (x, y, Z) = (xy) z - x(yz) and [x, y] = 
xy - yx. 
THEOREM 9.1. An identity of degree 3 over a jield 0 of characteristic 
not 2 is absolutely irreducible if and only if it is one of the following: 
(9.1) (6 x, 4, 
(9.2) "ICY, x, x) + 4x9 Y, 4 + 4% Y? 4 + %[[Y, Xl> xl 
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(9.3) (X,Y, 2) + (Y, z, 4 + (2, %Y) - (Y, Xl 4 - (x, ?Y) - (4 Y, 4 
Proof. An irreducible identity of type [3] can have only the two 
terms x2x and xx2 , and since the coefficients must add to zero it can 
only be a multiple of (9.1). Conversely, (9.1) is irreducible by Theo- 
rem 3.10 since it vanishes under S,l( I). If f is an identity of type [2, 11, 
then 
f = Ply + P2Y”” + vuq+ + q34‘%?J.4 + /WY + P&(V) 
for some /3t ,..., p6 E @. The derivative 
AV) = cv, + A% + ws + WYS i- w3 + 2/3* + -4% + 28,) XY 
must vanish identically if f is irreducible. Thus, we have the relations 
Pl + B2 + A + 84 = 09 83 + A + P5 + B6 = 0. 
Using these relations to eliminate ,Br and & , we obtain 
f = C-P2 - P3 - P4)(Y4X + P2Y.Y2 + 2PdXYb + q3,4Y4 + B#y 
+ (F-13, - & - PdeY) 
- (A + /u(Y4X - b”Y).T - .4Y4 + -4~Y)I, 
which is (9.2) for an appropriate choice of the ai’s in terms of the &‘s. 
Imposing the condition on (9.2) that it vanish under 6,l(x) gives the 
relation 01~ + 01~ + aa = 0. Conversely, since (9.2) vanishes under both 
S,r(l) and 6,l( x i is irreducible by Theorem 3.10. ), t 
Finally, let g be an absolutely irreducible identity of type [I, 1, l] 
in the indeterminates x, y, 2. Then, g must be skew in x, y, x by Theo- 
rem 3. Il. This can be seen directly by noting that if w is a monomial of 
g and w’ the monomial that arises from w by interchanging x and y, then 
w’ is the only term that combines with w when y is set equal to x, and 
hence the coefficient of w’ is the negative of the coefficient of w (compare 
the proof of Lemma 5.2). Thus, g must have the form 
g = Yl[(.~Yk + (Y,+ + (Z”)Y - (YG - (XZ)Y - (ZYbl 
+ y2[x(y4 + y(m) + z(xy) - y(xz) - x(2y) - z(yx)] 
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for some yi , yz 6 @. Since 
@zV) = Y&Y - YX> + Yz(XY - Y4 
must vanish identically, we must have ys = -yi . Thus g reduces to 
(9.3), and conversely (9.3) is irreducible by Theorem 3.10 to finish the 
proof. 
In order to study the relationship between the various identities of 
the form (9.2), we need to introduce the notion of quasi-equivalence. If 
A is a @-algebra where CD is a field, and if 77 is an element of @ not 
equal to l/2, let A* denote the elements of A under the same addition 
(and scalar multiplication from @) and under the new multiplication 
“*” given in terms of the old by 
(9.4) a*b=7]ab$(1-Tj)ba. 
The algebra A* derived from A in this manner will be said to be strongly 
quasi-equivalent to A. Since v # l/2, the equation (9.4) and its mate 
formed by interchanging a and b may be solved simultaneously to give 
(9.5) ah = h(a * b) + ~(b * a) 
for appropriate h, p E CD depending on 7. If ab = ba, then a * b = ab and 
also a o b = &(ab + ba) = ab (recall that “0” is the multiplication in 
A+). In particular, the powers of an element a E A are the same whether 
computed in A, A*, or A+. As a special case, we note that a * a = a2 
and hence from (9.5) that 
(this could of course have been derived directly by calculating h and p 
in terms of -11). Some easy-to-prove properties of strong quasi-equivalence 
and of the relation between A, A*, and A+ are contained in 
LEMMA 9.2. (a) Strong quasi-equivalence is an equivalence relation. 
(b) The plus algebra of A* is the same as the plus algebra of A. 
(c) If A is power-associative, then so are A* and A+. 
(d) If e is an idempotent in any one of A, A*, or A+, then e is also 
an idempotent in the other two. If e and f are orthogonal idempotents in A, 
then they are also orthogonal idempotents in A* and A+. 
(e) If a set B C A is an ideal of A, then it is also an ideal of A* and 
A+. 
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If A satisfies a set of identities S, each f E S may be transformed 
using (9.4) into a new identity f * which is satisfied by A*, andf * depends 
only on f and 7 and not on A. From this it is clear that strong quasi- 
equivalence extends to an equivalence relation between varieties. For 
certain varieties V, the best way to prove theorems about the structure 
of algebras in V is to translate the hypotheses over to a strongly quasi- 
equivalent variety V* where the identities are easier to work with, prove 
the corresponding theorems in V*, and translate the conclusions back to 
V. Sometimes the element v needed to transform the identities is not in 
@ but in a finite extension /I of @. In this case it is necessary to pass 
first to the corresponding variety V,, of A-algebras by scalar extension 
before the strict quasi-equivalence can be made. This motivates us to 
define two @-algebras A and B to be quasi-equivalent if there exists a 
finite extension field fl of kb such that A, is isomorphic to an algebra 
which is strongly quasi-equivalent to B,, . Again this notion extends to 
an equivalence relation between varieties. 
To illustrate the use of quasi-equivalence, we calculate what happens 
to (9.2) under the substitution 
(9.6) xy = qx *Y) + P(Y * “4, 
where X+p= 1. We let (x, y, x)* = (X * y) * z - x * (y * 2) and 
[x,y]“==x*y-y*x. 
LEMMA 9.3. If A satisjies (9.2), then A* satisjies 
Proof. We compute first that 
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The three special cases of this relation that we need are: 
(Y, x, 4 = X2(Y, x, x)* - p2(x, x, y)* 
+~p[x*(y*~)+(x*y)*x--*(x*x)-(x*x)*y] 
= (A2 + b)(Y, x, 4* - (cc” + b)(X, X,Y)” 
+Ap[x*(y*x)+(x*y)*x-(y*x)*x-x*(x*y)] 
= qy, x, x)* - P(X, x, Y)* - &4[Y, x1*, x1*, 
(x, y, x) = X2(x, y, 4* - P2@, y, 4* = (A - p)(x, y, x)“, 
(x, x, Y) = qx, x, y)* - p2(y, x, x>* 
+ Xp[y * (x * x) + (x * x) *y - x * (y * x) - (x xy) * x] 
= (A2 + @)(& x, Y)* - (p2 + @)(y, x, x)* 
+xp[(y*x)*x+x*(x*y)-x*(y*x)-((x*y)*x] 
= h(x, x, y)* - P(Y, x, 4* + MY, x1*, x1*. 
We also have 
[x,y]=xy-yN==hx*y+py*X-Aysx-px*y=(h-,p)[X,y]* 
which may be iterated to give [[y, x], X] = (A - p)“[[y, x*, XI*. Sub- 
stituting these expressions into (9.2) gives (9.7) as desired. 
Using this lemma we can prove 
THEOREM 9.4. Let A be an algebra over a jield CJ of characteristic 
not 2 and let A satisfy one of the irreducible identities (9.2). Then A is 
quasi-equivalent to an algebra satisfying one of the following identities: 
(93) a(y, 3L’, x) - (a + 1)(x, Yt 4 + (x, 3, Y) for some a E @, 
(9.9) (y, x, IT) - (x, x, y) - &[[Y, xl, xl, 
(9.10) (Y, x, 4 - (x, y, 4 - i[[Y, xl,4 
(9.11) (y, x‘, 4 + (x’, x, Y) - 2(x, y, 4 + [TV, xl, xl, 
(9.12) [[Y, xl, 4. 
Proof. We observe first that the first 3 coefficients in (9.7) add to 
zero, so that (9.7) is again of the form of (9.2). Suppose now that 01~ = 0. 
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If 01~ = 0 also, then (9.2) is a multiple of (y, X, X) - (x, y, X) and A is 
anti-isomorphic (and thus strongly quasi-equivalent) to an algebra 
satisfying (9.8) with E = 0. Otherwise, we may normalize (9.2) so that 
01~ = 1 and (9.2) becomes (9.8). Thus, the case when 01~ = 0 satisfies the 
theorem. 
If a4 # 0, we would like to choose h so that the last coefficient in 
(9.7) vanishes, in order to use the last case. The condition for this coef- 
ficient to vanish is 
0 = (a3 - q) xp + cx4(A - p)2 = (013 - a,)(h - X2) + q$(4X” - 4A + 1) 
= (cd1 - a3 + 4cd,)(h? - A) t 014 . 
If 01~ - a3 + 401, f 0, there exists a value of h (possibly in a quadratic 
extension of @) satisfying this condition, and h + l/2 if 01~ # 01~ . Thus 
A is quasi-equivalent to an algebra satisfying (9.8) unless both 01~ + 0 
and either a3 = 01~ + 401, or c~a = ‘Ye , 
Suppose that 01~ # 0 and 01~ = 01~ , If 01~ = 0 in addition, then (9.2) 
is just (9.12). Otherwise, we observe that in this case quasi-equivalence 
has the effect of multiplying each of x1 , u2 , a3 by h - p, and of multi- 
plying 01~ by (A - P)~. Hence, we may make the ratio of 01~ to aq be any 
nonzero element of @ that we like by choosing h properly. We arbitrarily 
choose this ratio to be 1, in which case we obtain (9.11). 
Finally, there remains the case when a4 # 0 and 01~ = a1 + 4oi,$ . If 
01~ = 0 also, then 0 = 01~ + tia = 2oi, +- 401, and (9.9) holds. Otherwise, 
we may choose a value of h which satisfies 
u3x - ayIp = (011 + 4cdJt - a,(1 - A) = (201, + 4a,)h - a1 = 0, 
and h # 112 since 01~ + 0. Thus, after an appropriate strong quasi- 
equivalence, we may take a3 = 0. The relations a4 f 0 and 01~ = a1 + 401, 
still hold by direct calculation, although it is not necessary to check this 
since if either of these relations did not hold one of the preceding cases 
would apply. Hence, we have 0 = 01~ + 4a, and N~ = -01~ , and (9.10) 
holds. 
Combining Theorems 9.1 and 9.4, we obtain 
COROLLARY 9.5. Let A be an algebra with unity over a field @ of 
characteristic not 2, and let A satisfy an identity of degree 3. Then A is 
quasi-equivalent to an algebra satisjying either (9.8) for some 01 E @ OY 
else one of the identites (9.1), (9.3), (9.9), (9.10), (9.1 I), (9.12). 
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Unlike the commutative case, none of the irreducible identities that 
we have obtained in this section is strong enough by itself to give rise to 
a nice structure theory. However, there are certain combinations which 
arise fairly naturally. As we shall see in the next section, although the 
identity (9.1) is not so strong by itself, it is normally essential in order 
to prove much about the structure of an algebra. Thus, it is natural to 
ask whether (9.1) in addition to another irreducible identity of degree 3 
is enough to imply much structure. In this case the following result is 
known. 
THEOREM 9.6. Let A be a simple algebra of characteristic not 2 OY 3 
satisfying (x, x, x) and a homogeneous identity of degree 3 not implied by 
(x, x, x). Furthermore, let A have a unity element 1 and an idempotent 
e # 1. Then one of the following statements holds: 
(i) A+ is associative. 
(ii) A satisfies one of the identities (x, y, x), [[y, x], x], or 
(X,Y, 4 + (Y, 29 x) + (% X,Y). 
(iii) A is quasi-equivalent to an algebra satisfying one of the identities 
(Y7 x7 4 (Y, x, x> - ( x, x, y), or (YX) x + X(XY> - 2(q) x. 
The proof of this theorem is too long to include here, although parts 
of it will be done in the next section. The last two identities of part (ii) 
appear to be too weak to prove very much even when power-associativity 
is assumed. Each of the other possibilities in the conclusion of Theo- 
rem 9.6 leads to a fairly reasonable structure theory if power-associativity 
is assumed in those cases where it does not follow from the identity. 
Since the variety of power-associative algebras plays a central role in 
the study of noncommutative nonassociative algebras, it will be helpful 
to know which identities are needed to define this variety. Using the 
fact that a commutative algebra of characteristic not 2, 3, or 5 is power- 
associative if and only if it satisfies the power-associative identity 
(x2x) x - x2x2, we can establish 
PROPOSITION 9.7. Let A be an algebra over a field di of characteristic 
not 2 and let A satisfy (x, x, x) and (x2x) x - x2x2. Then A+ satisfies the 
power-associative identity. Jf 0 has characteristic zero, then A is also 
power-associative. 
Proof. Linearizing (x, x, x) = x2x - xx2 = [x2, x] gives 
(9.13) [YZ + KY? WI + [YW + WY, xl + [=J + W%Yl, 
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and letting y = z = x and w = x2 in this identity yields 
2[x% + x2, x] = 4[x%, x]. 
Using the identities [x2, x] and [x2x, x], we see that the power-associative 
identity holds in A+ (i.e., for the product x 0 y = $(xy + yx)) if and 
only if it holds in A: 
(x~x)x - x2x2 = g[(x*x)x + x(x2x)] - x2x2 = (x2x) 0 x - x2 0 x2 
= &(x”x + X.4 0 .x - “9 0 Jc2 zzzz (x” 0 x) 0.2 - 2 0 .I+ 
= ((x 0 .x) 0 .x) 0 E - (“X 0 .x) 0 (x ‘2 x). 
Suppose now that A has characteristic 0, and we wish to show that A 
is power-associative. Since the power-associative identity implies power- 
associativity for characteristic not 2, 3, or 5 for a commutative algebra, 
A+ is power-associative, and for each a E A we may let am denote the 
m-th power of a in A + for each positive integer m. Hence, az+m = 
az 0 am = Q alam ( + amal) for all positive integers I and m, and we need 
to show that a’+m = alam. It is clearly sufficient to show that 
(9.14) [al, drr] = 0 
for all positive integers 1 and m. We proceed by induction on n = I+ m. 
We have already established (9.14) for n < 4. Setting y = ai, z = aj, 
w = ak in (9.13) yields 
(9.15) [&+j, ~“1 + [&+A, al] + [QI+~, &] = 0, 
and the special case j = K = 1 reduces to 
(9.16) 2[d’l, u] + [a%, d] = 0. 
We shall establish first the special case 
(9.17) [a”-‘, u] = 0. 
If n = 2k for some positive integer k, then 
2[d-1, u] = -[a2, d-7 = -[a2, (4-‘1 = 0, 
using (9.16) and the fact that (9.17) holds by the inductive hypothesis 
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when a is replaced by a2 and n by K. If n is odd, let Y be the smallest 
positive integer such that 2’ = 1 (mod n), and, for each 1 = 0, l,..., Y, 
let c(Z) be that positive integer which is less than n/2 and which satisfies 
the relation c(Z) = f 2E (mod n). Then, we see that c(O) = 1 = c(7) 
and that for each 1 satisfying 0 < 1 < Y - 1 either c(Z + 1) = 2c(Z) 
or c(Z + 1) = n - 2c(Z). Setting i = n - 2c(Z), j = k = c(Z) in (9.15) 
yields 
or 
(9.18) 2[an-ccrl, &")] = pp2C(i), &il)] = &[&c(z+l), a"'l+lq, 
where the sign depends on whether c(Z + 1) = 2c(Z) or c(Z + 1) = 
YZ - 2c(Z). We may combine the equations (9.18) for successive values 
of Z to obtain 
2T[&l, a] = qpcco,, ne'o'] = &pl[an-cclr, a"'l'] 
= . . . = &[&-c(r), a C(P)] = *[u-l, a], 
or (2’ f l)[u+-l, a] = 0. Since 7 is positive and since A has characteristic 
zero, it follows that [an-l, a] = 0. 
Now if [an-l, ~“1 # 0 for some positive integer Z < n, let Z be the 
least such positive integer and note that Z > 1. But then, the substitution 
i= l,j=Z- l,k=n-Zin(9.15)gives 
[al, d-‘1 + [u-l, d-l] + [d-l, u] = 0, 
which reduces to [a[, CP-~] = 0 using the minimality of 1. This contra- 
diction completes the inductive step and the proof. 
The hypothesis of characteristic zero in the last statement of Theo- 
rem 9.7 cannot be dropped. In fact, it is known that for any field of 
prime characteristic p, the variety of power-associative algebras cannot 
be defined by a finite set of identities (Leadley and Ritchie [l]). 
Let us now consider briefly irreducible identities of degree 4. One 
calculates easily that there is a 3-parameter class of absolutely irreducible 
identities of type [4], most of which appear to be quite weak. And the 
set of absolutely irreducible identities of type [3, l] turns out to have 
10 to 12 parameters. From this it is clear that absolute irreducibility is 
not a sufficiently discriminating tool for sorting out interesting identities 
of degree 4. Since the identity (x, x, x) usually needs to be added anyway 
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in order to be able to establish much of a structure theory, it is natural 
to look instead at the identities of degree 4 which are irreducible with 
respect to (x, X, x). This time we get just one irreducible identity of 
type [4]-the power-associative identity-and we obtain an 8- or 9-pa- 
rameter set of irreducible identities of type[ 3, 11. To proceed one step 
further, if we calculate the identities of type [3, I] which are irreducible 
with respect to power-associativity [i.e., both (x, X, x) and (x2, X, x)], 
we find that there are now only six parameters. However, this still 
doesn’t quite bring the problem of handling the identities of type [3, I] 
down to manageable proportions. As in the case of identities of degree 5 
which are irreducible with respect to commutativity, it appears that 
another condition of some sort needs to be added here to make the 
problem feasible. 
A great many different noncommutative varieties of algebras have 
been studied, and the large majority of these arose as generalizations of 
varieties that had been previously studied. In the remainder of this 
section we shall introduce briefly what we consider to be the several 
most important of these varieties. 
One of the most natural varieties to consider is the variety of power- 
associative algebras. However, since the identities defining this variety 
are not strong enough to give a proper structure theory in the non- 
commutative case (Albert [5, pp. 560-561]), it is necessary to add some 
other identity. We follow Albert by adding the flexible identity, (s, y, x). 
As we shall see in the next section, a finite-dimensional flexible power- 
associative algebra of characteristic not 2, 3, or 5 taken modulo its 
maximal nil ideal is isomorphic to a direct sum of simple algebras, and 
the structure of the simple algebras can be largely determined. 
An important subvariety of the flexible power-associative algebras is 
the variety of noncommutative Jordan algebras defined over any field 
@ of characteristic not 2 by the identities (a?, y, X) and (x, y, 3). By a 
calculation identical to that in the first paragraph of the proof of Prop- 
osition 9.7, it is easy to verify that in a flexible algebra A of characteristic 
not 2 the identity (x2, y, X) is equivalent to the property that A+ is a 
Jordan algebra. The structure of the simple finite-dimensional algebras 
in this variety can be described better than those in the variety of 
flexible power-associative algebras (Schafer [l, Chap. 5, Section 31). 
Progress has also been made in construction of a structure theory in 
which the hypothesis of finite-dimensionality is replaced by a chain 
condition (McCrimmon and Schafer [I], Smith [I]), and some of the 
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other special results known for Jordan algebras have been carried over 
to noncommutative Jordan algebras (McCrimmon [2]). 
There are some significant ways in which the variety of noncommuta- 
tive Jordan algebras is less well behaved than its two most important 
subvarieties-the variety of Jordan algebras and the variety of associa- 
tive algebras. For this reason there has been interest in varieties con- 
taining the varieties of Jordan and associative algebras but better 
behaved than the variety of noncommutative Jordan algebras. The 
first such variety studied was the variety of so-called standard algebras 
(Albert [5, Chaps. IV and V]), which has been generalized recently first 
to generalized standard algebras (Schafer [3]) and then to the variety 
of completely alternative noncommutative Jordan algebras (Block [2]). 
An algebras is called completely alternative if it satisfies the identity 
(9.19) (x, [Y, 44 + CT w, CY, 4). 
The varieties of generalized standard algebras and of completely alterna- 
tive noncommutative Jordan algebras both also contain the variety of 
alternative algebras. In the case of each of these proper subvarieties of 
the variety of noncommutative Jordan algebras, it has been shown that 
finite-dimensional nilalgebras are nilpotent, that finite-dimensional 
simple algebras are either Jordan or alternative, and that the Wedder- 
burn principal theorem holds. This last theorem states that if A is a 
finite-dimensional algebra with maximal nil ideal N, then A contains a 
subalgebra S such that S II A/N and A = S + N. 
If one is interested in the result that simple algebras are either com- 
mutative or alternative, this can be achieved with weaker hypotheses 
than those above. In the variety defined by flexibility and (9.19), it can 
be shown that any prime or simple algebra is either commutative or 
alternative (Thedy [l] ; 1 a so see Kleinfeld, Kleinfeld, and Kosier [I]). 
One final variety that we would like to mention is the variety of right 
alternative algebras defined by the identity (y, X, x). This variety is an 
obvious generalization of the variety of alternative algebras. It is known 
that every finite-dimensional right alternative algebra of characteristic 
not 2 is, modulo its maximal nil ideal, a direct sum of simple alternative 
algebras (Albert [7]). Th e q uestion of whether a simple right alternative 
algebra without the restriction of finite-dimensionality is necessarily 
alternative is still open, although this question has motivated a number 
of papers (see for example, Humm [l]). 
Reference for Section 9: Kosier and Osborn [I]. 
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10. Developing Noncommutative Identities 
We consider now some of the more important methods that can be 
used to develop the structure of the algebras in a variety which contains 
noncommutative algebras. As in the commutative case, we shall discuss 
the Peirce decomposition first. 
The importance of the Peirce decomposition in the commutative case 
was that we had defined on the algebra a linear transformation whose 
characteristic roots could be readily computed from the identity under 
consideration, and whose characteristic subspaces could be shown to 
multiply in a nice fashion. In order to carry this approach over to the 
noncommutative case, we need to first choose an appropriate linear 
transformation on the algebra. If the operators R, and L, are defined for 
b E A by aR, = ab and aL, = ba for all a E A, the most obvious 
candidates for such a linear transformation are R, and L, for e an idem- 
potent, or some function of R, and L, . Proceeding as in the commutative 
case, we take a homogeneous identity f of type [n, I] satisfied by the 
algebras in the variety I’ being investigated, and if x is the variable of 
degree n in f we reduce f to a possibly inhomogeneous identity f’ by 
replacing x2 by x as many times as possible in f. Then, may be expressed 
in the operator form q(R, , L,) for some polynomial q, and q has the 
property that q(Re , LJ = 0 f or any idempotent e in an algebra A E V. 
However, since q(R, , L,) is usually not a function of either R, or L, 
alone or of any simple function of R, and L, , this polynomial does not 
usually give enough information by itself to lead to any decomposition 
of the algebra. For this reason, it is normally necessary to begin a little 
differently. We recall from Section 5 that for any algebra A of charac- 
teristic not 2, A+ denotes the elements of A under the same addition 
but under the new multiplication a 0 b = &(a6 + ba), where 
juxtaposition denotes the multiplication in A. The way one must 
normally proceed is to show that the algebra A+ satisfies an identity, 
deduce from this a Peirce decomposition of A+, and then refine this to 
a decomposition for A using the polynomials derived from the identities 
satisfied by A. Having a Peirce decomposition of A+ amounts to having 
a decomposition of A under the operator T, = &(R, + L,), so that the 
crux of the theory of the Peirce decomposition for a noncommutative 
algebra is the procedure for refining a decomposition of A under T, into 
a joint decomposition of A under R, and L, (or into a decomposition 
which is as close to being joint as possible). 
We shall not attempt to give a formal theory of the Peirce decom- 
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position for noncommutative algebras in the spirit of our development 
for the commutative case because such a development would involve 
somewhat more complication than the commutative case and because 
we assume that the exposure to the formal approach in Sections 6 and 7 
will have given the reader enough feeling for the subject so that he will 
be able to understand and apply the method after seeing some 
illustrations discussed. 
In essentially all cases where one can show that A+ satisfies an identity, 
one is able to show that A+ is power-associative. This is usually done by 
showing that A satisfies (x, X, x) and (x2, X, X) and hence that A+ satisfies 
the power-associative identity by Proposition 9.7. Once we know that 
A+ is power-associative, then for each idempotent e we have the 
decomposition 
A = A,(e) + Ali, + 44, 
where A, = {a E A / UT, = ha} using the first stage Peirce information 
for A+. This information may be improved using the fact that A satisfies 
(x, X, x), as we see from 
PROPOSITION 10.1. Let A be an algebra of characteristic not 2 satisfying 
(x, x, x), and let A+ be power-associative. Then, 
(10.1) A = 44 + 4,2(4 + 4(4 
where A, = {a E A / ae = a = ea}, A1i2 = {u E A 1 ae + ea = a}, and 
A,, = {u E A 1 ae = 0 = ea). Furthermore, A,A, = 0 = A,A, . 
Proof. We already have the decomposition (10.1) using the definition 
A, = (u E A 1 ae + ea = 2Xa). In order to show that the first statement 
of the proposition, we need to show that the relation ae + ea = 2ha 
implies that ae = Xa = for h = 1,O. Linearizing the identity (x, x, X) 
which may also be written as [x2, x], we obtain 
(10.2) [q + 3% 4 + [xx + xz, Yl + [YX + KY, Xl. 
Replacing x by a and y and z by e gives 
0 = 2[ae + ea,e] + [2e,a] = 2[2Xa,e] + [2e, a] 
= (4h - 2)[a, e]. 
For h = 1,O we obtain 0 = [a, e] which together with ae + ea = 2ha 
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implies ae = ha = ea. For the last statement of the propositon, we 
replace x, y, z by a, E A, , a, E A, , e respectively in (10.2) to obtain 
0 = [wo + 4JQl , el + pa, , a,] + [Oa, , %I. 
Since A, and A, are orthogonal in A+, we also have alaO + aOal = 0, 
and hence, this last equation reduces to o = [a,, a,] which together 
with alaO + aOal = 0 implies alaO = 0 = aOur as desired. 
The improvement in the decomposition of A effected by Propo- 
sition 10.1 is the best that one can get without adding more hypotheses 
(see Albert [5, pp. 560-5611). In particuir, nothing can be said about 
where the product in A of e with an element of Aria(e) lies, nor can any 
other second-stage information in A be determined besides that given in 
the Proposition. This illustrates why power-associativity is not strong 
enough by itself in the noncommutative case to prove very much. 
Let us consider next a variety in which we can proceed further with 
the Peirce development. Specifically, let us consider the variety defined 
by (x, X, X) and by the identity 
(10.3) 4Y, by, 4 - (a + l)(X,Y> 4 + (XT ?Y), 
where 01 is a fixed element of the field CD (see Theorem 9.4). As we proceed 
with the development of this identity we shall exclude several values of 
01 for which our general results will not hold or for which special 
arguments are needed. First of all, setting y = x2 in (10.3) and recalling 
that (x, X, X) = [x2, X] implies [x2x, x], we obtain 
“((Akc) x - x?G) - (a + I)((&) x - x(&c)) + (x2x2 - x(xX”)) 
= cd((x’x) x - A”) - (a! + l)((X?X) X - (&c) X) + (X2,2 ~ X(X?%)) 
= (a - l)((X?X) X - a%“) = (a - 1)(X2, x, X). 
Thus, for CY f 1, we have (x2, X, x), and hence the results of 
Proposition 10.1 hold. 
In order to improve the first stage information for A, we will work on 
A1/2(e). I f  b E 4/2(e), th en b = be + eb, and replacing y and x by b 
and e respectively in (10.3) and using eb = b - be gives 
0 = a[(be) e - be] - (a + l)[(eb) e - e(be)] + eb - e(eb) 
= a[(be) e - be] - (a + l)[be - (be) e - e(be)] + eb - eb + e(be) 
= (201 + l)[(be) e - be] + (a + 2) e(be) 
= @)[@a + 1) R, - (201 + 111 + (m + 2)&l. 
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Adding (CL - 1) e(be) to both sides of this equation gives 
(a - 1) e(be) = (201 + l)(be)[R, + L, - I]. 
Since the operator [I?, + L, - I] annihilates the component in AI/s, 
the right side of the last equation is in A, + A, , or e(be) E A, + A, 
for cx # 1. Then, the relation eb = b - be and the preceding equation 
give 
(10.4) (201 + l)(eb) e = -(2a + l)[(be) e - be] = (a + 2) e(be), 
and hence, (eb)e E A, + A, if (Y # -l/2. Thus, [(eb) e, e] = 0 = [e(k), e]. 
Next we replace y by be and x by e in (10.3) to obtain 
0 = ci[((be) e) e - (be) e] - (a + l)[(e(be)) e - e((be) e)] + e(be) - e(e(be)) 
= - 4((eb) 4 el - (a + IN@e)) e - 4e) + [e, (4 el + ((4 e) el 
+ e(be) - (e(W) e 
= - (2or + l)((eb) e) e + (a + 2)[e(be) - (e(be)) e]. 
But since (eb) e, e(be) E A, + A,, we have 
W) 4 e = WV el, e + W) 4, e = [W) 4, , 
and similarly, e(be) - (e(be)) e = [e(be)],, . Hence, our last substitution 
in (10.3) shows that ((eb) e]r = 0 = [e(be)lo if 01 # -l/2 and 
-2, or that (eb) e E A, and e(be) E A, . Then, (10.4) implies that 
(eb) e = 0 = e(be). W e also have (be) e = be - (eb) e = be and 
e(eb) = eb - e(be) = eb , which shows that 
be c A,, = {a E A j ea = 0, ae = u} and eb E A,, = {u~AIea=u,ue=O}. 
This proves that A&e) = A,, + A,, . We collect the first stage 
information that we have deduced for (10.3) in 
PROPOSITION 10.2. Let A be an algebra of characteristic not 2 satisfying 
(x, x, x) and (10.3) with 01 # 1, -l/2, -2, and let e be an idempotent 
of A. Then 
A = A,, + A,, + A,, + A,, , 
where AAU = {aEA[ea=Xa,ae=pa)forX,p= l,O. 
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To obtain the second-stage information, we linearize (10.3) and 
substitute b for y and a and e for the linear variables replacing x to get 
0 = a@, a, e) + 45 e, a) - (a + l)(a, b, e) 
- (a + I)@, b, a) + (a, e, b) + (e, a, b). 
If we assume that a E Aij and b E A,, , this becomes 
0 = a(ba) e - oijbu + dba - aiba - (a + l)(ub) e + (a + 1) lab 
- (a + I) kba + (a + 1) e(bu) +jab - kab + iub - e(ub), 
or 
(10.5) 0 = a(ba) e - (a + l)(ub) e + (a + I) e(bu) - e(ub) 
+[-aj+aZ-ai-(a+l)k]ba 
+ [(a + 1) I +j - k + i] ub. 
One now considers each possible choice for i, j, k, I in the set 0, 1. For 
example, in order to find where A:, lies, we let i = j = k = I = 1 so 
that (10.5) reduces to 
(10.6) 0 = a(bu) e - (a + l)(ub) e + (a + 1) e(bu) 
- e(ub) - (201 + 1) bu + (a + 2) ub. 
The component of this in A,, is 0 = -(201 + l)[ba],, + (a + 2)[ab],, . 
Since A,, = A,(e) is a subalgebra in A+, we also have [ab + ba],, = 0, 
and these two relations give [ab],, = 0 = [ba],, for 01 # -1. The 
component of (10.6) in A,, is 
0 = (a + l)F%, - [4, - (201 + l)[b4u + (a + 2>[4u, 
= --P4, + (a + l)k%, , 
and combining this with the relation [ab + ba],, = 0 from A+ gives 
[ub],, = 0 = [bu],, for 01 # -l/2. Similarly, [ub],, = 0 = [bu],, for 
01 # -2, and we conclude that A:, C A,, . 
As a second example, we shall consider A,,A,, and A,,A1, . Setting 
i = 1 and j = k = E = 0 in (10.5) gives 
(10.7) 0 = a(bu) e - (a + l)(ub) e + (a + 1) e(bu) 
- e(ub) - abu + ub, 
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and the component in A,, is 0 = --ol[ba],, + [ab],, . Since a E A,, C Ail2 
and b E A,, = A,, we have ab + ba E A,,, + A, = A,, + A,, + A,, , 
giving [ab + ba],, = 0. Thus, [ab],, = 0 = [bu],, for 01 f - 1. Next, 
we see that the components of (10.7) in A,, and A,, are 
0 = (a + I)Pl,, - (a + l)[W,, 7 0 = -a[ub]ol . 
This time the Peirce information from A+ doesn’t help. However, by 
setting k = 1, i = j = I = 0 in (10.5) and interchanging a and b so that 
a is still in A,, and b in A,, , we obtain 
(10.8) 0 = a(ab) e - (a + I)(ba) e 
+ (a + 1) e(ub) - e(ba) - (a + 1) a!~ - bu. 
The components of this in A,, and A,, are 
0 = - (a + 3)iWu + 44,,, 0 = - (a + 2Wl,, - [4,, , 
and combining this with the information previously obtained gives 
[bu],, = 0 = [ub],, for 01 # -1 and [bu],, = 0 = [ub],, for 01 # 0, -2. 
Finally, the component of (10.7) in A,, is [bu],, = 0, and the component 
(10.8) in A,, vanishes identically so that we have no information about 
[ub],,, . We have shown that A,,+& C A,, and that &,A,, = 0. 
The rest of the second stage information can be calculated in a similar 
manner. We sum up the results in 
PROPOSITION 10.3. Let A be an algebra of characteristic not 2 or 3 
satisfying (x, x, x) and (10.3) with a # 0, I, -1, -l/2, -2, let e be an 
idempotent, and let Ai, = {u E A 1 eu = iu, ue = Zu}. Then, for i = 0, 1 
and j = 1 - i and xii E Aii , we have 
Aii C A,, , AiiAjj = 0, A;j C Aji , x;j = 0, AijAj, C Aii , 
AijAjj C Aij , AjjAij = 0, A,iA,j C Aij y AijA,, = 0. 
Both the first-stage information given in Proposition 10.2 and the 
second-stage information given just above are the same as that for an 
alternative algebra. If one computes the third-stage Peirce information 
for algebras satisfying (x, x, LX) and (10.3), it turns out that this also is the 
same as in the alternative case. Since the alternative identities have 
degree 3, it follows immediately from this that an algebra satisfying 
(x, X, X) and (10.3) (and the other hypotheses of Proposition 10.3) is 
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alternative if and only if A,, and A,, are alternative. [Note that, in the 
analogous result for Jordan algebras (Proposition 6.7), there is something 
to prove because the Jordan identity has degree greater than 3.1 
Since (x, x, x) and (10.3) both have degree 3, the third-stage infor- 
mation derived from these identities comes from substitutions that 
don’t involve the idempotent e at all. For each possible triple of (not 
necessarily distinct) Peirce spaces one substitutes into the linearized 
form of (10.3) in all possible distinct ways, and the resulting relations 
are combined to obtain the best possible relation involving that triple 
of Peirce spaces. 
As a final example of the Peirce development in a noncommutative 
algebra, we discuss the case when A is in the variety of flexible power- 
associative algebras. Since A+ is power-associative and since the flexible 
identity (x, y, X) implies (x, X, x), we have the results of Proposition 10.1. 
If e is an idempotent and b E A, then flexibility gives 
0 = (e, b, e) = b[L,R, ~ R,L,] 
or L,R, = R,L, . Hence, L, and R, both commute with T, = i$(L, + R,) 
which implies that not only A,(e) and A,(e) but also Aliz is closed 
under left or right multiplication by e. This time we cannot hope to prove 
that Aliz = A,, + A,, as in the last variety, since the present variety 
contains the variety of Jordan algebras for which this property is not 
true. In fact, since flexibility and power-associativity are both invariant 
under quasi-equivalence, the variety determined by them must contain 
any algebra quasi-equivalent to an associative algebra. But if B is an 
associative algebra with an idempotent e and if B* is defined from B by 
a*b=qab+(l -7)ba’thenfor bEB,,wehave ecb=qbinB*, 
so 7 is a characteristic root of L, *. Since any q in the field can thus occur 
as a root of left multiplication of an idempotent in some algebra in 
the variety, it is clearly impossible to break Aliz into a finite sum of 
pieces on which we can say something about left and right multiplication 
by e. Of course, if we have some hypothesis to work with besides the 
identities (such as simplicity), then one can expect to be able to say more. 
Then, for the variety of flexible power-associative algebras (or even the 
variety of noncommutative Jordan algebras), the first-stage decompo- 
sition given in Proposition 10.1 with the added fact that Aliz is closed 
under multiplication by e is the best that can be shown. 
Concerning the second-stage information for the variety of flexible 
power-associative algebras, we see that this can be no better than what 
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is true for a commutative power-associative algebra. On the other hand, 
all but one of the second-stage relations for a commutative power- 
associative algebra can be achieved for a flexible power-associative 
algebra. To show this we linearize the flexible identity to get 
(10.9) (x, Y, 4 + CT y, 4, 
and replace x by a E A, , y by b E A,& = 0, l), and x by e to obtain 
(10.10) 0 = (a, b, e) + (e, b, a) = (ab) e - pub + pba - e(ba). 
If h = y = 1, the component in Aila is 
and recalling that 0 = [ab + ba],,a since A,+ is a subalgebra of A+, this 
becomes 
The component in A, of (10.10) when h = p = 1 is 0 = [ba - ba], , 
and using 0 = [ab + ba], , which again comes from A,+ being a 
subalgebra, gives 0 = [bald = [ub], . Thus, Ai2 C A, , and, by an 
identical argument, A,2 C A, . Next, we replace X, y, z in (10.9) by 
a E Ali , e, and b E A, respectively to obtain 
(10.11) 
0 = (a, e, b) + (6, e, u) = (ue) b - ub + bu - b(eu) 
= (ue) b - ab + b(ue) 
since a - eu = ue. Using the fact that ue E Ali2 and that the product 
of Ali2 and A, in A+ has no component in A,, we also have 
[ub + bu], = 0 and [(ue) b + b(ue)ll = 0. Then, (10.11) gives 0 = [ub], 
and 0 = [bu], , showing that AlisA and AlAll are both in Ali + A,, , 
Similarly, A,,Ali2 and A,,,A, are both in A1,2 + A, , and we have shown 
PROPOSITION 10.4. Let e be an idempotent of uflexiblepower-associative 
algebra A of characteristic not 2 and let A, = (a E A 1 ae = a = eu}, 
A l,2 = {u E A 1 ue + ea = a}, and A, = {a E A / ue = 0 = ea}. Then, 
A = Al + A,,, + 4, eAl,, C A,,,, h2e L 41, T 
Al2 C A,, Ao2 C A,, A,A, = 0 = A,A, , &41,2 C 42 + A, 
A,,,4 C A,,, + 4 9 A,&, C A,,, + A, > &,A, C A,,2 + A, . 
The one relation which holds in a commutative power-associative 
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algebra which is not mentioned here is Af,2 C A, + A, . An example to 
show that a flexible power-associative algebra need not satisfy this 
relation may be constructed as follows (our example will in fact be a 
noncommutative Jordan algebra). Let C be the algebra with basis e, a, b, c 
and multiplication given by 
$ = p, ea = &a = ae, eb = +b = be, ec = kc = ce, 
ab = c = -ba, ac = ca = bc = cb = a2 = b” = ~2 = 0. 
The subspace Cl/a(e) is spanned by a, b, c, and C$ is a subalgebra of 
C+ in which all products are zero, from which it is easy to see that 
C+ is a Jordan algebra. It remains to show that C satisfies (10.9) for all 
ways of substituting e, a, 6, c for X, y, z. If all three of X, y, z are chosen 
from elements of the set (a, b, c}, the identity will vanish because any 
product of 3 elements from Cl/z(e) vanishes. If one of X, y, x is replaced 
by e and the remaining two by elements from the set {a, b, c>, then each 
associator in (10.9) will vanish since e will just have the effect of multi- 
plying by 1;‘2 in each term [because C1iz(e) is a subalgebra]. Finally, if 
two of x, y, x are replaced by e and the third by one of e, a, b, c, then the 
elements replacing x, y, x generate a commutative subalgebra which must 
then automatically satisfy the flexible identity (x, y, X) = (xy) x - x(y~). 
We shall not compute the third-stage information for flexible power- 
associative algebras since the results do not seem to be unusual signifi- 
cance nor does the calculation itself seem particularly instructive. In 
order to obtain the third-stage information for a particular triple of 
Peirce spaces, one would write down the relation for these three spaces 
that comes from the fact that A+ is power-associative along with the 
relations that arise for these three spaces from (10.9), and then one 
would try to combine these to derive simpler relations to span the sub- 
space spanned by these relations. For this variety there is usually more 
than one relation for each triple of Peirce spaces needed to span this 
subspace, and, in most cases, the relations are not particularly simple. 
In general, the third-stage information tends to play a less important 
explicit role in the noncommutative case than in the commutative case 
precisely because the relations are apt to be more numerous and more 
complicated than in the commutative case. It often seems easier to derive 
each relation anew in the particular case where it is needed. 
We consider next the use of associative bilinear forms to investigate 
noncommutative algebras. We shall assume here that the reader is 
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familiar with the terminology and results that we gave in Section 8 when 
we studied the use of this method in the commutative case. The first 
two theorems of that section are also available to us here since they did 
not require the hypothesis of commutativity. We will also be able to 
take advantage of some of the other results there using 
PROPOSITION 10.5. Let A be an algebra of characteristic not 2 possessing 
either a trace form or an associative bilinear form which is either symmetric 
or skew. Then, this form is also a trace form or an associative bilinear form 
respectively on A +. If  A is power-associative, then the form is special on 
A+ ;f and only if it is special on A. 
Proof. Let ( , ) b e an associative bilinear form on A, and suppose 
that (b, a) = E(a, b) for all a, b E A, where E = 1, - 1 and where E is 
independent of a and b. Then, the associativity of the form with respect 
to the product a 0 b = *(ab + ba) in A+ follows from 
2(u 0 b, c) = (ab, c) + (ba, c) = (ab, c) + E(C, ba) 
= (a, bc) + E(cb, u) = (a, bc) + (a, cb) = 2(u, b 0 c). 
Since the value of (a, b) is independent of whether we regard ( , ) as a 
form on A or A+, orthogonality relations are also independent of whether 
the form is on A or A+, and the radical Al of ( , ), as a form on A, is also 
the radical as a form on A+. Then the radical of ( , ) regarded as a form 
on A contains no idempotents if and only if the same is true when we 
regard it as a form on A f. It A is power-associative, then any element 
of A generates the same subalgebra in A+ as in A. Hence, the condition 
that (a, b) = 0 whenever ab + ba generates a subalgebra without idem- 
potents will hold in A if and only if it holds in A+. We have shown when 
A is power-associative that ( , ) is special for A if and only if it is special 
for A+. 
Suppose now that 7 is a trace form on A. Then, its associated bilinear 
form 7’ is associative on A by definition. Hence, T’ is associative on A+ 
by the last paragraph, and so 7 is a trace form on A+. Since T is special 
if and only if T’ is special, it also follows from the last paragraph when A 
is power-associative that 7 is special for A if and only if it is special for A+. 
As an example of how Proposition 10.5 may be used, we prove 
THEOREM 10.6. Let A be a finite-dimensional power-associative algebra 
over a field @ of characteristic not 2, 3, or 5, und let A possess a special 
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bilinear form. Then, Al is the unique maximal nil ideal of A, and AlAL 
is a direct sum of simple noncommutative Jordan algebras A, ,..., A,7, . Each 
Aif is a simple Jordan algebra. 
Proof. By Theorem 8.3, AC is the unique maximal ideal of A 
containing no idempotents. Then, each c E Al generates a subalgebra 
without idempotents, and the power-associativity of A implies that c is 
nilpotent. Hence, A-’ is nil. Again by Theorem 8.3 we conclude that 
AlAl is a direct sum of simple algebras each containing an idempotent 
and possessing a nondegenerate special bilinear form. It remains then 
to show that if an algebra A satisfying the hypotheses of the theorem is 
also simple and contains an idempotent, and if the bilinear form is 
nondegenerate, then A is a noncommutative Jordan algebra and A+ is 
simple. 
We show first that A is flexible. Linearizing the identity (x, X, X) 
satisfied by A, we write it in the form 
(xy + yx) .2: - x(x-y + yx) + xzy - yx2, 
which shows that 
(ab + ba) a - a(ab + ba) = ba2 - 2b 
for every a, b E A. Hence, 
(UC - cu, ab + ba) 
= (UC, ub + bu) - (cu, ub + bu) 
= (ab + bu, UC) - (c, u(ub + bu)) = ((ab + ba) a, c) - (a(ab + ba), c) 
= ((ab + ba) a - u(ub + bu), c) = (ba2 - u’b, c) = (ba”, C) - (a2b, C) 
= (c, ba”) - (a2, bc) = (cb, 2) - (bc, ae) = (cb - bc, a”) 
for any a, 6, c E A. Since the right side of this equation is skew-symmetric 
in b and c, the left side must also be giving 
(ac - cu, ub + bu) = -(ab - ba, ac + ca) = (ac + ca, ba - ab). 
Then, adding (ac + ca, ab + ba) to both sides and dividing by 2 gives 
(UC, ab + bu) = (UC + ca, ba), 
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and subtracting (ac, ba) gives (ac, ab) = (ca, ba). Hence, 
((ab) a - a(ba), c) = ((a@ a, c) - (a(ba), c) = (ub, UC) - (c, u(bu)) 
= (UC, ab) - (ca, bu) = 0. 
Since the bilinear form is nondegenerate, it follows that 
(ab) a - u(ba) = 
and that A is flexible. 
for all a, b E A 
We now use Proposition 10.5 to see that A+ has a special bilinear form 
which is nondegenerate, and hence, by Theorem 8.3, A+ is a direct 
sum of simple algebras Ai+ each containing an idempotent and possessing 
a nondegenerate bilinear form ( , ). Then, Theorem 8.4 implies that each 
Ai+ contains a unity element ei , and we recall that the function 
~~(a) = (ei , u) is a nondegenerate trace form on Ai+. It now follows from 
Theorem 8.5 that each At+ is a Jordan algebra and hence that A+ is a 
Jordan algebra. This fact, together with the fact that A is flexible, 
implies that A is a noncommutative Jordan algebra. Since each Ai+ has 
a unity element ei , we see that Ai+ = AI+ = [AI(ei and that A 
is additively the direct sum of the subspaces A,(eJ. But the l-spaces of 
orthogonal idempotents are orthogonal subalgebras by Proposition 10.4, 
so that A is an algebra direct sum of the subspaces A,(e,). Since A is 
assumed simple, there must be only one summand, and so A+ is simple. 
This theorem illustrates the fact that an associative form can be a 
strong tool in the study of noncommutative algebras when it exists. 
However, the very strength of the results that can be proved with an 
associative form shows that such a form will not exist unless the algebra 
is well-behaved. Specifically, we see from Theorem 10.6 that if the form 
is special and if the algebra is simple and power-associative, then it must 
be a noncommutative Jordan algebra. Conversely, most simple noncom- 
mutative Jordan algebras have special forms on them. First of all, if A 
is any finite-dimensional noncommutative Jordan algebra, then it can 
be proved that the function ~(a) = tr(T,), which was shown in Section 8 
to be a trace form on A+, is also a trace form on A (Schafer [I, pp. 141- 
1421). For characteristic 0 this trace form will be special. If A is simple 
finite-dimensional of characteristic not 2 or 3 and of degree 23, then 
one can construct a special trace form in a manner similar to our proof 
of Theorem 8.8 (see Oehmke [I, Section 41). For a simple algebra of 
characteristic not 2 and degree 2, one can also construct a special form. 
The construction does not seem to be explicitly given anywhere, but it 
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is not difficult to show that the bilinear form ( , ) discussed in Osborn 
[I, Section I] is such a form. On the other hand, simple noncommutative 
Jordan algebras of degree 1 do not have associative forms if they have 
dimension >l over their centers. Such algebras have the form 
A = @I + N where 1 is an identity element for A and where N is a 
subspace of nilpotent elements which is not a subalgebra. These algebras 
can exist only for characteristic p and are called nodal algebras (see 
Schafer [l, pp. 143-1481). If A had a nonzero associative form it is 
easy to see that it would have to be a special form, and hence A+ would 
be simple by Theorem 10.6. However, this would contradict the fact 
that N+ is a proper ideal of A+ by Lemma 8. I 1. 
We consider next a standard argument which has been used in the 
study of a number of different varieties to show that, modulo an 
appropriate radical, a finite-dimensional algebra in the given variety is a 
direct sum of simple algebras. This argument seems to be used whenever 
an associative form is not available, in both the commutative and the 
noncommutative case. Some examples of varieties for which this argument 
has been used are the varieties of commutative power-associative 
algebras (Albert [8, Section 12]), flexible power-associative algebras 
(Oehmke [I, Section 3]), algebras satisfying (10.3) (Kleinfeld, Kosier, 
Osborn, Rodabaugh [l, Section 3]), and algebras satisfying (5.3)(0sborn 
[3, Section 31). Since we present here a more abstract almost axiomatic 
approach to this argument, the reader with less background may find 
it helpful to look at one or more of the examples just referred to in 
conjunction with our discussion. 
Before using this argument for a particular variety that one is studying, 
one needs to define the concept of a radical for a finite-dimensional 
algebra in that variety. One definition that usually works is to define 
the radical to be the maximal nil ideal in the algebra. We recall that an 
ideal is nil whenever every element is nilpotent, and to cover the 
nonpower-associative case we define an element b to be nilpotent if 
some nonassociative monomial in b is zero in the algebra. This definition 
gives some of the usual properties of radicals that one desires using 
PROPOSITION 10.7. Let A be any nonassociative ring. Then there 
exists a unique maximal nil ideal N in A, and A/N contains no nil ideals. 
Any homomorphism qf A maps N into a nil ideal of the image of A. 
Proof. We observe first that if b is any nilpotent element of A and y 
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any homomorphism of A, then v(b) is also nilpotent. This shows the 
last statement of the proposition, and it also shows that if B and C are 
nil ideals of A then S/J3 n C is nil. But then, B + C/C is nil by the 
second isomorphism theorem, and hence for each b E B + C there is a 
monomial m(b) in b which is contained in C. Since some monomial in 
m(b) vanishes, it follows that some monomial of b vanishes. We have 
shown that the sum of two nil ideals of A is again a nil ideal. 
Since the property of being nil is a property that is defined elementwise, 
it is clear that the union of any ascending chain of nil ideals is itself a 
nil ideal. Thus, A contains a maximal nil ideal N using Zorn’s lemma. 
If B is any nil ideal of A, then B + N is a nil ideal by the last paragraph, 
and N = B + N or B C N by the maximality of N. Thus, N contains 
every nil ideal of A and is the unique maximal ideal of A. Suppose now 
that H is an ideal of A containing-N such that H/N is a nil ideal of A/N. 
Then, for each b E H, there exists a monomial m(b) of b such that 
m(b) E N, and hence some monomial of m(b) vanishes. Thus, b is nilpotent 
and H is nil. Since N contains every nil ideal, H = N and A/N has no 
nil ideals. 
One other property of the ideal N besides those listed in Propo- 
sition 10.7 is that N contains no idempotents. In order to use the 
argument that we have in mind, one has to show for the particular variety 
in question that conversely every ideal of A without idempotents is 
contained in N. For varieties where one can’t show that finite-dimensional 
ideals without idempotents are nil, one aproach is to define the radical 
as a maximal ideal without idempotents. If the variety has the property 
that any homomorphic image of a finite-dimensional algebra without 
idempotents also has no idempotents, then one can show by a proof 
similar to that of Proposition 10.7 that there is a unique maximal ideal 
without idempotents. 
We suppose now for the variety V in question that a concept of radical 
satisfying the above properties has been found for finite-dimensional 
algebras in V, and we assume that it has been shown that simple finite- 
dimensional algebras in V have unity elements. Then, we shall describe 
the standard argument that may usually be used to show that a finite- 
dimensional A E V modulo its radical has a unity element and is a direct 
sum of simple algebras. The argument proceeds by induction on the 
dimension of A. If A has a nonzero radical N, then the truth of the result 
for A follows from the truth of the result for the algebra A/N of smaller 
dimension. Thus, we may assume that the radical N of A is zero. We 
may also take A to be not simple, since otherwise there is nothing to 
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prove. Then, A possesses a minimal ideal B f A, and B contains an 
idempotent, since one of the properties that we are assuming about the 
radical is that it contains all ideals without idempotents. 
In order to proceed further in the usual manner, we need to assume a 
few basic properties of the Peirce decompositions for idempotents of 
of algebras of V. In particular, we assume that for every idempotent e E il 
there is an additive direct decomposition of the form 
A = Al(e) + A*(e) + A,,(e), 
where A, = {a E A 1 ae = a = ea 1, A,, = {a E A 1 ae = 0 = ea}, and 
A*(e) is some subspace with the property that every element of A*(e) 
is a sum of products each involving a factor of e. We also assume that 
A,(e) and A,(e) are subalgebras and that A,(e) Ao(e) = 0 = A,,(e) A,(e). 
These conditions are satisfied in any situation that we know of where 
our argument has a hope of working. 
Suppose now that e is an idempotent of B with the property that the 
dimension of B,(e) is maximal among all l-spaces of idempotents in B. 
If there exists an idempotent f in B orthogonal to e, then e + f is an 
idempotent and since f E B,(e) we have af = 0 = fa for a E B,(e). Thus, 
B,(e) C B,(e +f) and equality does not hold since f E B,(e + f). This 
violates the maximality of the dimension of B,(e) and shows that B,(e) 
contains no idempotents. (Recall that such an idempotent e of B is 
called a principal idempotent.) We shall see in due course that e is in fact 
a unity element for B. Although we don’t know yet that B has a unity 
element, we do know that B modulo its radical M has a unity element by 
the inductive hypothesis. 
The next step is to show that B*(e) + B,(e) C M. We shall establish 
the slightly more general result that, in any finite-dimensional algebra A 
with radical N satisfying our hypotheses and the additional hypothesis 
that A,IN has a unity element f, the relation A*(e) + A,(e) C N holds 
for any principal idempotent e of A. Let F be the image of e under the 
map g: : A + if = A/N. Th en, F is also idempotent, and it is easy to 
see that z = v(a) is in A,(e), A*(F), or A,(C) whenever a is in A,(e), 
A*(e), or A,,(e), respectively. Since e is principal, A,(e) contains no 
idempotents, and since we are assuming that a homomorphic image 
of a finite-dimensional algebra without idempotents has no idem- 
potents, ?&,(z) also has no idempotents. But f - E E &(E) is idempotent, 
showing that 0 = f - F. Hence, F is the unity element of A/N 
and 0 = A*(F) + &(F) = y(A*(e) + Ao(e)), or A*(e) + A,(e) C N as 
desired. 
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We now have the Peirce decomposition B = B,(e) + B*(e) + B,(e) 
with B*(e) + B,(e) C M, and we also have the decomposition 
A = A,(e) + A*(e) + A,,(e). B u since each element of A,(e) is a sum t 
of products each involving e E B as a factor, we actually have that A,(e) 
and A*(e) are contained in B, giving 
A = B,(e) + B*(e) + A,(e). 
Using this, we calculate that for any ideal C of B containing 
B*(e) + h(e), 
AC = [4(e) + B*(e)] C + A,(e) C 
(10.12) C BC + 4(4[B,(e) + B*(e) + &(e)l 
C C + A,(e)[B*(e) + 4,@)1 = C + [A,(4 B*(e)], . 
Similarly, 
(10.13) CA C C + [B*(e) A,(e)], . 
If E, is the ideal of B,(e) generated by the union of the sets [A,,(e) B*(e)lI 
and [B*(e) Ao(e , then E, + M is an ideal of B. It follows from (10.12) 
and (I 0.13) with C = E, + M that E, + M is an ideal of A, and hence, 
by the minimality of B, either E1 + M = 0 or Ei + M = B. 
If B*(e) = 0, then A is a direct sum of the subalgebras B,(e) and 
A,(e) each of which satisfies the desired result since they each have 
dimension less than A, and hence A must also have the desired form. 
We may then assume that B*(e) # 0 which implies that M # 0 and that 
B = E, + M. The next step is to show that E, lies in M, and for this 
one needs to use the identities defining the particular variety with which 
we are working. Once this is shown, we see that B = M is a radical 
ideal of A contrary to assumption, to complete the proof that A/N is a 
direct sum of simple algebras. Since each summand has a unity element, 
A/N also has a unity element. Once this is known, our argument also 
shows that A*(e) + A,(e) C N for any principal idempotent e of A. 
To make clearer exactly what we have shown, we state it as 
PROPOSITION 10.8. Let V be a variety over a$eld, and let the following 
properties be true in each$nite-dimensional algebra A E V: 
(a) A contains a unique maximal ideal N without idempotents called 
its radical. Every nonxero ideal of A/N contains an idempotent, and no 
homomorphic image of N contains an idempotent. 
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(b) For each idempotent e E A we have the additive direct sum 
‘4 = A,(e) + A*(e) + A&e>, 
whereA,(e)={a~A~ae=a=ea}andA,(e)={a~A~ae=O=ea) 
are orthogonal subalgebras and where A*(e) is a subspace with the property 
that each element of A*(e) is a sum of products each containing e as a factor. 
(c) If A is simple and contains an idempotent, then it contains a 
unity element. 
(d) If A has zero radical, if B is an ideal of A with radical M, if 
E, is the ideal of B,(e) generated by the sets [A,,(e) B*(e)], and 
l?*(e) 4MI ) andifB=E,+M,thenE,CM. 
If these conditions are satisfied, then every $nite-dimensional algebra A E V 
module its radical has a unity element and is a direct sum of simple algebras. 
Furthermore, A*(e) + A,(e) C Nf or each principal idempotent e of A. 
In order to make this result more understandable, we consider some 
special cases. First of all, we show 
THEOREM 10.9. Let A be a finite-dimensional commutative strictly 
power-associative algebra of characteristic not 2 or 3. Then, A contains 
a unique maximal nil ideal N, and AjN has a unity element and and is a 
direct sum of sivnple algebras, For each principal idempotent e E A, 
4d4 + 44 c N. 
Proof. Let c be an element of an ideal C of A which contains no 
idempotents. Then the subalgebra generated by c is a finite-dimensional 
associative algebra containing no idempotents, and hence c is nilpotent 
and C is a nil ideal. Conversely, a nil ideal contains no idempotents. 
Thus, the maximal nil ideal N of A which exits by Proposition 10.7 
satisfies property (a). Property (b) follows trivially from the Peirce 
information for commutative power-associative algebras, and we will 
assume that (c) is known. 
Suppose that the hypotheses of property (d) are satisfied. If a, E B,(e), 
bliz E Bllz(e), cg E AO(e), one of the third-stage Peirce relations for 
commutative power associative algebras gives 
(10.14) hcol, al = 2Nb~124~~2 toll , 
from which it is clear that E, = [B,iz(e) Ao], . We also see from (10.14) 
that, for a fixed c,, , the set G(c,) = [B,,a(e) cO]i is an ideal of E, , and 
607/W9 
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that it is sufficient to show that G(c,) C M for each c0 E A, in order to 
show that E, C M. Substituting bliz , b,iz , c0 , ca into the linearized 
power-associative identity, we obtain 
(10.15) [bko + ‘h2h2co)l co + h2c02 + W,,,co) co1 hi2 
= 4(b,,,c,)” + 2b;,zco2 . 
Since b1/2 E M C B, the second bracket in (10.15) lies in B and when it 
is multiplied by bliz the product lies in M. Also 
bho2 = [by,,], co2 E B,(e) A,(e) C B r\ AO(e) = B,(e) $ M, 
and similarly (b:,2cO) co E M. Then, (10.15) implies that 
4(h/2co)2 - 2h2(b~,2co)l co E W 
and noting that the components of this element in B1lz(e) and B,(e) are 
automatically in M and that [b,,zco]i,z E M, we obtain 
W,~,col; - Wb, /2h2coLh2 co11 6 M. 
But using (10.14) with a, = (b1,2co)l gives 
4h2col; - [b,,,coli = 314 ,zcol; E M. 
It follows that the square of every element of G(c,) is in M, and, hence, 
that (G(c,) + M)lM is a nil ideal of B/M. Since B/M has no nonzero nil 
ideals, G(c,) + M = M and G(c,) C M. As we have already noted, this 
shows that E, C M and establishes property (d). Theorem 10.9 now 
follows from Proposition 10.8. 
Another consequence of Proposition 10.8 is 
THEOREM 10.10. Let V be a variety of algebras qf characteristic not 
2, 3, or 5 satisfying (x, x, x) and with the property that each jinite-dimen- 
sional algebra A E V satisjies the following properties: 
(i) A+ is power-associative. 
(ii) For each idempotent e E A, A,(e) and A,(e) are subalgebras. 
(iii> For b2 E &2(e) andco E Ao(4~V~~2col~ = [cobdl and h2col~ 
commutes with the elements A,(e). 
(iv) I f  A is simple and contains an idempotent, then it contains a 
unity element. 
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If these properties are satisjied, then every finite-dimensional algebra A of 
V module its maximal nil ideal N has a untiy element and is a direct sum of 
simple algebras. Furthermore, Aliz $ A,,(e) C N for each principal 
idempotent e of A. 
Proof. Let A be a finite-dimensional algebra in V, and let N be its 
unique maximal nil ideal which exists by Proposition 10.7. Then, N 
contains no idempotents. Conversely, if C is an ideal of A without 
idempotents, then C+ is an ideal of A+ without idempotents, and, since 
A+ is power-associative, C+ is nil. Then, for each c E Cf, some iterated 
square (...((c”)~)~*..)~ vanishes, and, hence, the same is true in C since 
squaring is the same operation in C and C+. Thus, C is nil and C C N, 
and property (a) is satisfied. Property (b) follows from (i) and (ii) above 
and Proposition 10.1, while (c) is just (iv). It remains to show that 
property (d) follows from (iii). 
Suppose then that the hypotheses of (d) are satisfied. Using (iii) and 
the relation (IO. 14) for A+, we see that 
and, hence, E, = ([b,,,c,], 1 bli2 E Aliz( c,, E A,,(e)} again. Since E, 
is commutative, E, = E,+. Note also that E,+ is the ideal of A,+(e) 
generated by the elements of the form [b1j2 0 c,,]r . Since the nil radical 
of B = E, + lV is M, we see that EJE, n M z (E, + M)/M has no 
nonzero nil ideals. But then, Elf/E,+ n M+ also has no nonzero nil 
ideals, and hence, BfIM+ = (E+ + M)+)/M+ has no nonzero nil ideals. 
Since M+ is a nil ideal, it follows that M+ is the nil radical of B+. We 
may now use the fact that we have proved (d) for A+ to conclude that 
E+ C M+, which gives E C M as desired. - 
We give two special cases of this theorem as corollaries. 
COROLLARY 10.1 I. Let A be a jinite-dimensional jlexible power- 
associative algebra of chraracteristic not 2, 3, or 5. Then, A contains a 
maximal nil deal N, and A/N has a unity element and is a direct sum of 
simple algebras. For each principal idempotent e E A, AIlz(e) + A,(e) C N. 
Proof. Property (ii) follows from Proposition 10.4, and we shall 
assume that (iv) is known. For (iii), we replace x, y, x in (10.9) by 
a, E Al(e), c0 E A,,(e), and bliz E Aliz to obtain 
(a 1) ccl , h,,) + (hi2 3 co , 4 = 0, 
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and taking the l-component of this yields 
Letting a, = e, we obtain [6r,sc& = [cobI~JI , and substituting this in 
(10.16) shows that [br,sc& commutes with the elements of A,(e). Thus, 
the hypotheses of Theorem 10.10 are satisfied and Corollary 10.11 
follows. 
COROLLARY 10.12. Let A be a Jinite-dimensional algebra of charac- 
teristic not 2, 3, OY 5 satisfying (x, x, x) and (10.3) with 01 # 0, 1, - 1 
-- $7 -2. Then, A contains a unique maximal nil ideal N, and A/N has 
a unity element and is a direct sum of simple algebras. Furthermore, 
4d4 + 4& + Ad4 C N f or each principal idempotent e E A. 
Proof. This time property (ii) follows from Proposition 10.3, and (iv) 
will again be assumed to be known. We also note from Proposition 10.3 
that [4/241, = 0 = ~&4/211 3 so that (iii) is trivially satisfied. 
Since we saw earlier that A+ is power-associative, the hypotheses of 
Theorem 10.10 are satisfied, and our result follows. 
There is one last method that we would like to discuss in this section- 
the use of derivations. If A is an algebra over a ring @, by a derivation 
of A we mean a map D from A to A satisfying 
(ma + Pb) D = a(aD) + P(bD), 
(ab) D = (aD) b + a(bD) 
for all a, b E A and 01, /3 E @. One of the basic properties of derivations is 
PROPOSITION 10.13. The set Der(A) of all derivations of an arbitrary 
Q-algebra A is a Lie algebra over @ under the product [DI , D,] = 
D,D, - D,D1, where D, , D, E Der(A). 
Proof. If D, , D, E Der(A), we show first that [Dl , D,] is a derivation. 
The linearity of [Dl , D,] is clear, and to establish the product formula 
we calculate that 
(XY) DID, = N4) Y + ~YD,)I D, 
= WWJY + W,)(Y&) + (xWYDJ + x(YD,D,)- 
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Interchanging D, and D, and subtracting from this gives 
which shows that [Dl, D,] E Der(A). Defining oiD for 01 E @ and 
D E Der(A) by x(aD) = cr(xD), t i is clear that Der(A) is a @-algebra. 
Since Der(A) is a @-subspace of the set Hom,(A, A) of all Q-linear 
transformations of A to itself which form an associative algebra, and 
since Der(A) is closed under the commutator, it forms a Lie algebra 
(see the beginning of Section 5). 
Derivations have been used for some time in the study of associative, 
alternative, Jordan, and Lie algebras (Schafer [I], Koecher [I]). They 
were also introduced in the study of simple commutative power- 
associative algebras of degree two in Albert [I I]. More recently, 
derivations have been used in the study of several other varieties 
(Block [3], Anderson [l]), and in the study of radicals (Anderson [2]). 
An algebra A is called diflerentiably simple if A contains no proper 
ideals which are invariant under all derivations of A. Clearly, any simple 
algebra is differentiably simple. On the other hand, if 0 is a field of 
characteristic p # 0, a differentiably simple algebra which is not simple 
can be constructed as follows. Let @ [xi ,..., xn] be the algebra of all 
polynomials (with constant terms) in the associating and commutating 
indeterminates x1 ,..., x, with coefficients from @. If [xiv,..., x,p] is the 
ideal of @[x1 ,..., xn] generated by xip,..., x, 1’ we claim that the algebra , 
B&D) = @[x1 ,..., Xn]/[XIP )...) x,“] 
is differentiably simple although it is clearly not simple. To show that 
B,(Q) is differentiably simple, one notes first that the operators S,‘(l) 
for i = I,..., n defined in Section 3 are derivations of B,(G) and then 
that every nonzero element of B,(Q) may be reduced to a nonzero 
multiple of the unity element of B,(Q) by applying an appropriate 
sequence of these 6’s. The most comprehensive result presently known on 
the structure of differentiably simple algebras is the following result 
of Block [I] which we shall not prove here. 
THEOREM 10.14. Let A be a diflerentiably simple @-algebra containing 
a minimal ideal. Then, either A is simple or else 0 has characteristic p, and 
there is a simple @-algebra S and a positive integer n such that 
A = S 00 B,t(@). 
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In the study of associative algebras, the operator D, = R, - L, turns 
out to be a derivations. In seeking to carry this operator over to other 
varieties, one obtains 
LEMMA 10.15. Let A be an algebra of characteristic not 2. Then the 
operator D, = R, - L, will be a derivation of A+ for each a E A if and 
only if A is flexible. 
Proof. The operator D, is clearly linear, so that it will be a derivation 
of A+ if and only if 
(b o c) D, = (bD,) 0 c + b 0 (cDJ 
or 
(10.17) (bc) a + (cb) a - a(bc) - a(cb) 
= (ba) c - (ab) c + c(ba) - c(ab) 
+ b(ca) - b(ac) + (ca) b - (ac) 6. 
Setting c = a in this relation gives 2(ab) a - Za(ba) = 0, which shows 
that A is flexible if D, is a derivation of A+ for every a E A. Conversely, 
if A is flexible, then 
(b, c, a) + (a, c, 6) + (c, b, a) + a, b, c) = (b, a, c) + (c, a, b) 
holds for all a, b, c E A, and this is just (10.17). 
Suppose now that A is a flexible algebra of characteristic not 2 and 
that Inder(A) = {R, -L, j a E A}. If C is a @-subspace of A such that 
C+ is an ideal of A+ which is invariant under Inder(A), then C is closed 
under both 2T, = R, + L, and R, - L, for all a E A and hence C is an 
ideal of A. Conversely, if C is an ideal of A, it is immediate that C+ is an 
ideal of A+ which is invariant under Inder(A). Thus, the ideals of A 
are just those ideals of A+ which are invariant under Inder(A). In 
particular, if A is simple then A+ is derivation simple. Using this 
information and Theorem 10.14, it is not difficult to prove 
THEOREM 10.16. Let A be a simple jinite-dimensional Jexible algebra 
of characteristic not 2 which is not anticommutative. Then, either A+ is simple 
or else the characteristic is prime and A+ g B,(A) for some extension field 
A of @ and some positive integer n. In the latter case, an appropriate scalar 
extension of A is a nodal algebra. 
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Rather than proving this theorem which involves mostly details that 
do not seem to us to cast any more light on the methods that we wish to 
illustrate (the proof may be found in Block [3]), we shall instead prove 
analogs of Theorems 10.14 and 10. I6 found in Ravisankar [l]. 
LEMMA 10.17. Let A be a diflerentiably simple algebra of the form 
@I + N, where N is an ideal of A, Then, A is commutative and associative. 
Proof. If B, and B, are subspaces of A which are invariant under 
all derivations of A, then it follows easily from the definition of derivation 
that BIB, is also an invariant subspace of A. In particular, for each 
invariant subspace B of A, the subspaces AB, BA, (AB)A, (BA)A,... 
are all invariant, and hence the ideal B* generated by B is also invariant. 
If B is the subspace spanned by all commutators and associators of 
elements in A, then B is an invariant subspace of A contained in N. 
Hence, B* C N, and so B* = 0 by the differentiable simplicity of A. 
Thus, B = 0 and A is commutative and associative. 
THEOREM 10.18. Let A be a simple flexible algebra of characteristic 
not 2 and let A have the form @l + N, where N is a subspace of nilpotent 
elements which is not closed under the product in A but is closed under the 
product in A+. Then, A+ is associative. 
Proof. Since N+ is a subalgebra of A+, it is also an ideal of A+. Then, 
applying Lemma 10.17 to A+ gives the result that A+ is associative. 
We will end this section by mentioning briefly how the structure of 
differentiably simple algebras is used in the study of simple finite- 
dimensional commutative power-associative algebras of degree 2 over an 
algebraically closed field. In such an algebra, there are two primitive 
idempotents e and f adding to the unity element, and one is interested 
in finding the structure of A,(e). By working with certain elements in 
A&e), one can construct enough derivations of A,(e) to show that A,(e) 
is differentiably simple. Then, Theorem 10.14 implies that AI(e) is 
either @e or B,(Q) for some positive integer n. Historically speaking, of 
course, Theorem 10.14 was proved some time after this application. A less 
general version of this result was used which assumed that the differ- 
entiably simple algebra was finite-dimensional, commutative, associative, 
and defined over an algebraically closed field (Harper [I]). The study of 
differentiably simple algebras seems to have been motivated by the desire 
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to know the structure of commutative power-associative algebras of 
degree 2. 
References for Section 10: Albert [5, Chap. 11; Albert [6]; Kosier, 
Kleinfeld, Osborn, and Rodabaugh [l]; Rodabaugh [l]. 
11. Associative AZgebras Satisfying an Additional Identity 
As we remarked earlier, we shall not attempt to discuss the general 
theory of associative rings or algebras in this paper, partly because this 
theory has been developed so fully that we could not hope to do it 
justice here, partly bacause better surveys of the general associative 
theory exist than we could hope to write, and partly because many of 
the strongest methods used in associative theory are atypical of the 
methods that work for other varieties. Although the four methods 
discussed in the last section are all used in some form or other in the 
study of associative algebras, they are not as important as those methods 
which depend on having associativity, notably the representation of 
rings as rings of endomorphisms of an abelian group. 
On the other hand, in the study of varieties that satisfy an additional 
identity besides associativity, one works with the additional identity in 
a manner which is more in the spirit of the way that one works with 
identities in other varieties. For this reason we consider it most 
appropriate to consider these varieties here. 
In this section we will need to use some basic facts about the structure 
of associative rings which may be found either in Jacobson [I, Chaps. 1 
and 21 or Herstein [2, Chaps. 1 and 21. We shall give more specific 
references for the benefit of the reader who is not familier with the 
results we shall need. 
Suppose now that @ is a ring (always assumed to be commutative, 
associative, and with unity element), and that V is the variety over @ 
determined by associativity and by one or more identities fi not implied 
by associativity. Then, by our previous definition, fi E @{X}, where @{X> 
denotes the free nonassociative algebra on the set X = (xi , x2 ,...}. 
Let g be the associative identity, (x1x2) x3 - xi(xsxs), and let G be the 
T-ideal of @{X} g enerated by g. Then, @[X] = @{X)/G is the free 
associative algebra in the noncommuting indeterminates x1 , xs ,.... If 
F is a homomorphism of @{X} into an associative algebra A, then, for 
each fi E G(X), every element of the coset fi + G has the same image 
under v as fi . Thus, v induces a map q’ of @[Xl into A such that 
dfi) = ~‘(fi + (3, and fi + G # G since fi is not implied by g. We see 
that A satisfies the identity fi E @{X} if and only if every homomorphism 
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of @]X] into A takesfi + G into zero. Hence, we may think of the poly- 
nomials fi as being nonzero polynomials in a set of associating 
noncommuting indeterminates as long as we are restricting ourselves to 
the study of associative algebras, and we shall take this point of view in 
the remainder of this section. 
If @ is a field and if the degree of each indeterminate in ,fi is less than 
the order of @, then V satisfies each homogeneous component of fi by 
Proposition 3.1, and V satisfies the complete linearization of each 
homogeneous component by Theorem 3.5. We shall restrict ourselves 
here to the case when V satisfies at least one multilinear homogeneous 
identity f. If all the strict derivatives off are satisfied in V, as will occur 
in the more interesting cases (see Theorem 3.4), then the coefficients 
off add to zero. In this case, thinking off as an identity in a set of asso- 
ciating noncommuting indeterminates, we see that f is implied by 
commutativity. Thus, the study of associative algebras satisfying a 
multilinear homogeneous identity can be regarded as a generalization 
of the study of commutative associative algebras. 
Our first result is a theorem due to Kaplansky which was the first 
result in this area. If Y is a real number, let [r] denote the greatest integer 
in r. 
THEOREM 11.1. Let A be a primitive associative algebra satisfying 
a multilinear homogeneous identity f of degree d. Then A is finite-dimensional 
of dimension at most [d/212 over its center. 
Proof. The primitive ring A may be regarded as a set of dense linear 
transformations on a vector space M over a division ring d (Herstein 
12, Theorem 2. I .2]). We first show 
LEMMA 11.2. Under the hypotheses of Theorem I 1.1, the dimension 
of ik! over A is at most [d/2]. 
Proof. If the lemma is not true, we can find n linearly independent 
vectors ui , 2~~ ,..., u, in M for some n > d/2. Then, by the density of A, 
for each pair of integers i, j satisfying 1 < i, j < n, we can find an 
element eij E A such that uieij = uj and Ukeij = 0 for k # i. After 
possibly renaming the indeterminates in,f, we may assume that f has the 
form 
f= BXl.X? ... -z (^Z +f”(xl , .x, 1..., .%), 
where 01 # 0 and where fO is the sum of the terms off where the sub- 
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scripts do not occur in their natural order. Replacing x1 ,..., xd in f by 
the first d elements of the sequence e,, , eia , eaa , es3 ,,.., e,,, of 
2n - 1 (>d) 1 e ements of A, we obtain the relation 
(11.1) - aelle12e22e23 ... = fo(ell . e12 ,...) 
in A. Applying the left side of (11.1) to ur, we obtain a nonzero element 
of A since u1er1ei2ea2 ... e,-,,,,e,, = u, # 0. On the other hand, it is 
easy to see that the first d elements of the sequence e,, , era , eas , eaa ,... 
will annihilate u1 if applied in any other order, so that 
~lfo(ell, e12 ,...I = 0. 
This contradicts the relation (11.1) and establishes the lemma. The proof 
just given also clearly implies 
COROLLARY 11.3. Iff is a multilinear homogeneous identity satisfied 
by CD,. where 0 is a ring with unity, then the degree off is at least 2m. 
For the proof of Theorem 11.1 we will also need 
LEMMA 11.4. Let A be an associative division ring with center @, and 
let P be a maximal subjield of A. Then, A @&, P can be regarded as a dense 
ring of linear transformations on A considered as a vector space over P. 
Proof. Let E(A) be the ring of all endomorphisms of the additive group 
of A, and consider the following two subrings of E(A): 
A,={R,Ia~A,rR,=raforr~A}, 
PL = {L, 1 b E P, rL, = br for Y E 0). 
The elements of A, commute with elements of P, since 
xR,L, = (xa) L, = b(xa) = (bx) a = xL,R, , 
and so A,PL = (C R,$L,,* .I ai E A, bi E P} is a subring of E(A). Since 
A &, P is a scalar extension of a central simple algebra, it is simple 
itself (Herstein [2, Lemma 4.1. l]), and hence the natural map of A & P 
onto A,P, given by C ai @ b, + x R,.Lbi is an isomorphism. 
It remains then to show that A,PL is a dense ring of linear trans- 
formations on A considered as a vector space over P. If c E P, r E A, 
ai E A, bi E P, then 
c(r 1 Ra,Lhi) = c C b,ra, = C cbirai = C bicrai = (cr) 2 R,Lbi 7 
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showing that d,P, is a ring of P-linear transformations on A. Since A 
is a division ring, given nonzero elements r, s E d, there exists a E A 
such that s = ra = rR,L, . Thus, A is irreducible under the action of 
A,P, . Since A,P, is also faithful on A by definition, it is a primitive 
ring of endomorphisms on A and hence is dense. 
With these lemmas we can now easily complete the proof of 
Theorem 11 .l. By Lemma 11.2, A may be regarded as a dense set of 
linear transformations on a vector space iI!2 of finite dimension, say m, 
over A. Then A = A,,, . If we denote the center of d by @, then @J is also 
the center of A. For any extension field P of 0, we observe that the scalar 
extension A & P of A also satisfies the identity f by Proposition 4.2. 
But 
and A @JO P satisfies f also. Choosing P to be a maximal subfield of A, 
we see from Lemma 11.4 that d @@ P can be regarded as a dense ring 
of P-linear transformations on A, and hence A has finite dimension k 
over P by Lemma 11.2. It follows that A @JO P g Qk @@ P. Then, from 
(1 I .2), we obtain 
Since Pnlk satisfiesf, we see from Lemma 11.2 that mk < [d/2]. Since the 
dimension of A over @ is equal to the dimension of A &, P over P 
which is (mk)2, we see that the dimension of A over @ is no more than 
[d/212, as was to be shown. 
COROLLARY 11.5. If A is a primitive associative algebra satisfying a 
multilinear homogeneous identity of degree d, then there exists a field P 
such that A is isomorphic to a subalgebra of P,, where n = [d/2]. 
Proof. Choosing P as in the proof of Theorem 11 .l, we recall that 
A can be regarded as a subalgebra of A & P and that A &, P s P,,ll; 
where mk < n = [d/2]. Th en, A is isomorphic to a subalgebra of P,,Lk , 
and P,,,l, is isomorphic to a subalgebra of P,L , so that A is isomorphic to a 
subalgebra of P, . 
By using the structure theory for associative rings, the conclusion of 
Corollary 11.5 may be extended to a wider class of rings. Specifically, 
we shall establish 
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THEOREM 11.6. Let A be an associative algebra without nil ideals, and 
let A satisfy a multilinear homogeneous identity f of degree d. Then, there 
exists a commutative ring C such that A is isomorphic to a subalgebra of 
C, where n = [d/2]. 
Proof. If A is an algebra over @ and if t is an indeterminate, then the 
scalar extension A[t] = A &, @[t] will also satisfy f. But since A has 
no nil ideals, A[t] is semi-simple (Herstein [2, Theorem 6. I. 1 J, Jacobson 
[I, p. 121). Thus, A may be embedded in a semisimple ring satisfying f, 
and it remains to show that a semisimple ring satisfying f may be 
embedded in P, for some field P. 
If A is semisimple, then it is a subdirect sum of primitive rings A, . 
Since each A, is a homomorph of A, it will also satisfy f if A does. 
Then, by Corollary 11.5, each A, may be embedded in the ring PE’ for 
some field PC”). Making the appropriate identifications of rings with 
other rings which are isomorphic, we have 
where each summation indicates a complete direct sum. This establishes 
the theorem with C = IV P(“l. 
Now that we know something about the structure of algebras without 
nil ideals satisfying f, let us look at what happens when there are nil 
ideals. We first need a definition. An algebra or ideal N will be called 
locally nilpotent if each finite set of elements of IV generate a subalgebra 
which is nilpotent. 
THEOREM 11.7. Let A be an associative algebra satisfying a multilinear 
homogeneous identity. Then, A contains a locally nilpotent ideal N such that 
A/N is isomorphic to a subalgebra of n x n matrices over some commutative 
algebra C for some positive integer n. 
The proof of this theorem will require 
PROPOSITION 11.8. Any associative ring A contains a unique maximal 
ideal N which is locally nilpotent, and A/N contains no nonzero ideals which 
are locally nilpotent. 
Proof. If C is a locally nilpotent ring, it is clear that every subring 
and homomorph of C is also locally nilpotent. If B is a ring and C an 
ideal of B such that B/C and C are both locally nilpotent, let b, ,..., b, 
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be elements of B and let G be the subring they generate. Then 
G/G n C gg (G + C)/C is nilpotent, so that G” _C C for some positive 
integer m. But Gm is generated by the finite set of all products of m of 
the bi’s. Since C is locally nilpotent, it follows that (G”)” = 0 for some k. 
Hence, G is nilpotent and B is locally nilpotent. 
Consider now an ascending chain of locally nilpotent ideals of A. 
The union of this chain will also be a locally nilpotent ideal since any 
finite number of elements of the union belong to some ideal of the chain 
and hence generate a nilpotent subring. Thus, we may apply Zorn’s 
Lemma to conclude that A contains a maximal locally nilpotent ideal N. 
If C is another locally nilpotent ideal of A, then N + C/C z N/N n C 
is a locally nilpotent ring. Hence, N + C is locally nilpotent by the last 
paragraph, and the maximality of N implies that C C N. Thus, N is the 
unique maximal locally nilpotent ideal of A. If B/N is a locally nilpotent 
ideal of A/N, it follows again from the last paragraph that B is locally 
nilpotent and so B C N. Thus, A/N has no nonzero locally nilpotent 
ideals. 
We can now prove Theorem 11.7. If N is the maximal locally nilpotent 
ideal of A, we see from Theorem 11.6 that it is sufficient to prove that 
A/N contains no nonzero nil ideals. Suppose, to the contrary, that G is 
a nonzero nil ideal of A/N. Then, G is not locally nilpotent by 
Proposition 11.8. If Ni is the maximal locally nilpotent ideal of G, then 
C = G/N, is a nonzero nil algebra satisfying the identity f and containing 
no nonzero locally nilpotent ideals. We will show by induction on the 
degree d off that such an algebra C cannot exist. 
If such an algebra C exists, then it contains a nonzero element b 
such that b2 = 0. We wish to show first that the right ideal bC is locally 
nilpotent. After possibly interchanging indeterminates, we can write the 
identity f in the form 
where fi is the sum of all the terms for which xd. does not occur last 
and where ,fi is a nonzero identity of degree d - I. If b, ,,.., bdml are 
any elements of bC, we see that f,(b, ,,.., b,-, , b) = 0 since bbi = 0 
for1 ,(i<d--l.Hence, 
0 = f(b, ,..., L, , 4 = .f,(b, ,.-.> k-d b, 
which shows that f,(b, ,..., b,_,) is in the left annihilator D of bC in bC. 
Thus, bC/D is a nil algebra satisfying the identity fi of degree d - I. 
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If K/D were not locally nilpotent, then we could divide out its maximal 
locally nilpotent ideal and obtain a nonzero nil algebra satisfying fi 
and containing no locally nilpotent ideals, to contradict the inductive 
assumption. Therefore, K/D is locally nilpotent. Since D” C DbC = 0, 
we see that bC is also locally nilpotent. 
We wish next to show that the two-sided ideal CbC is locally nilpotent. 
Since any element of CbC is a finite sum of elements of the form abc for 
a, c E C, it suffices to show that for a, ,..., a,, , ci ,..., c,, E C the elements 
a,bc, ,..., a,bc, generate a nilpotent subring. Defining dij = bciaj 
for 1 < i, j < m, we note that the dij’s are in bC and hence generate 
a nilpotent subalgebra. Thus, there is an integer k such that all products 
of k dij’s are zero. But then, every product of k + 1 of the elements 
aibci is zero, since it contains a product of k of the dii’s inside it. This 
shows that CbC is locally nilpotent. Since C was assumed to contain no 
nonzero locally nilpotent ideals, this shows that CbC = 0. Hence, the 
locally nilpotent right ideal bC of C is also a two-sided ideal, giving 
bC = 0. Because b # 0, this implies that the left annihilator CL of C 
is nonzero. But CL is a locally nilpotent ideal. This contradiction 
completes the proof of Theorem 11.7. 
In case the algebra A satisfying an identity is prime, A can be 
embedded in a finite-dimensional algebra in a special way using a theorem 
of Posner (the definition of prime and of some other concepts related to 
this theorem will be given near the end of this section). Posner’s result is 
THEOREM 11.9. Let A be a prime ring which satis$es a polynomial 
identity over its centralizer F. Then, there exists a jield Y containing r 
and a Jinite-dimensional central simple Y-algebra D containing a subring 
B which is isomorphic to A and which has the property that for each 
d E D there exist b, , b, E B with b, invertible in D such that d = b,byl. 
A proof of this result may be found in Martindale [2]. 
There are many associative algebras which satisfy an additional identity 
besides the obvious class of commutative associative algebras. 
In particular, any finite-dimensional associative algebra satisfies an 
additional identity. More generally, we can establish 
THEOREM 11 .lO. Let A be an associative algebra over a ring @ and 
suppose that there exists an integer n such that every element of A is algebraic 
of degree <n over @. Then, A satis$es an identity not implied by 
associativity. 
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Proof. By the hypothesis of the theorem, each element a E A satisfies 
a polynomial of the form 
h,,(x) = .I? + qP1 + ... + a!, ( 
where 01~ ,..., a, are elements of @ depending on n. If b is another element 
of A, then the identity 
is satisfied when x is replaced by a and y by b, where [u, v] = uv - vu. 
Although this identity looks more complicated than h,(x), it has the 
virtue that it involves one less coefficient depending on a. Similarly, the 
identity 
= [[~“,Yl> [TYII + %[[Jn--l,YL [XI Yll + ... + %W>Yl, [%Yll 
is also satisfied for the same substitution an involves still one fewer 
coefficient depending on a. Commuting this identity with [[x2, y], [x, y]], 
we obtain one that does not depend on an-a , and, continuing in this 
fashion, we arive after n steps at an identity h(x, y) which does not 
depend on any of the 01’s. Then, h(x, x) is an identity satisfied by A. 
The identity constructed in the proof of Theorem 11.10 is difficult to 
work with. Much easier are the so-called standard identities which are 
defined for each integer n > 1 by 
(11.3) [x1 , x2 ,... , .5L1 = 1 (- Il” x,(1P%(2) ... T&T)  > 
where the summation is over all permutations u of 1, 2,..., n and where 
(- 1)” is either - 1 or 1 depending on whether G is odd or even. It is not 
difficult to see that this identity vanishes if two of the variables are 
set equal. Using this we can prove 
LEMMA 11.11. Let A be an algebra over a ring Q, and let elements 
zll ,..., u,, exists in A such that A = {cylul + *-a + a,~,, 1 q ,..., a,,‘ E @). 
Then, A satisfies the standard identity [x1 , x2 ,..., x,,~+~]. 
Proof. By Theorem 3.8, in order to show that A satisfies a multilinear 
identity, it is sufficient to show that the identity vanishes for each way 
of replacing the indeterminates by elements from the set ui ,..., u,,, 
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which spans A. But, since there are more indeterminates than q’s, for 
each such substitution there must exist two indterminates which are 
replaced by the same element. Thus, the identity vanishes on A. 
It follows from this lemma that @, satisfies the standard identity of 
degree n2 + I. In fact it can be shown that @)n satisfies the standard 
identity of degree 2n, although the proof is too long to include here. 
We have already seen that this is the smallest degree that an identity 
satisfied by Gn can have (Corollary 11.3). 
THEOREM 1 I. 12. Let A be an associative algebra without nonzero nil 
ideals and let A satisfy a multilinear homogeneous identity of degree d. 
Then A satisfies the standard identity of degree [d/212 + 1. 
Proof. By Theorem 1 I .6, A can be embedded in the algebra C, for 
some commutative associative algebra C where n = [d/2]. We may 
assume that C has a unity element after possibly adjoining one. Then, 
regarding C, as an algebra over C, we see from 11 .l 1 that C, satisfies 
the standard identity of degree n2 + 1 = [dj212 + 1, and hence so does A. 
Remark. If we had used the fact stated above but not proved that 
C, satisfies the standard identity of degree 2n, we would have obtained 
2[dj2] rather than [d/212 + 1 in the statement of Theorem 11.12. 
Nil algebras satisfying an identity do not necessarily satisfy a standard 
identity, as can be seen from the following example. Let B be an 
associative algebra over @ of characteristic zero generated by an infinite 
set (ei} of elements which are subject to the relations eiej + ejei = 0 
(B is just an infinite exterior algebra). Then, it is not difficult to show that 
B satisfies the identity [[x, y], z], but that it does not satisfy any standard 
identity. Although not every algebra satisfying an identity satisfies a 
standard identity, we can establish 
THEOREM 11.13. Let A be an associative @-algebra satisfying a 
multilinear homogeneous identity f. Then, for some positive integers k and 
m, A satisfies the identity [x1 ,..., x,,Jk. 
Proof. Let @[Xl be the free associative @-algebra on the infinite 
set of noncommuting indeterminates x1 , x2 ,..., and let L(A) be the set 
)f all elements of @[Xl which are contained in the kernel of every homo- 
morphism of @[Xl into A. Then I(A) is just the set of all associative 
identities satisfied by A. As in the nonassociative case treated in Section 1, 
we see that I(A) is a T-ideal of @]X] (i.e., I(A) is an ideal of @[Xl carried 
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into itself every endomorphism of @[Xl). Since f Ed, the algebra 
B = @[X]/I(A) contains a nil ideal N such that S/N is isomorphic to 
a subalgebra of n x n matrices over some commutative algebra C 
for some positive integer 71 by Theorem 11.7. Then, Lemma 11.1 I 
implies that S/N satisfies a standard identity [xi ,..., x,,] for an appropriate 
positive integer m as in the proof of Theorem Il. 12. Hence, [x1 ,..., x,,] + 
I(A) E N. Since N is a nil ideal, it follows that [xi ,..., x,~,]~ EI(A) for 
some positive integer K, which says that A satisfies [xi ,..., x,,]~ as was to 
be shown. 
With the exception of Theorem 11.19, the results given so far and other 
related results may be found in either Herstein [2, Chap. 61 or Jacobson 
[I, Sections 3-14 of Chap. X and Section 3 of Appendix A]. 
A more recent variation of the problem of finding the structure of 
associative algebras satisfying an additional identity is the problem of 
determining the structure of a ring in which some subset of the elements 
are assumed to satisfy a polynomial identity. In order to make specific 
the subsets we have in mind, we need a few definitions. By an involution * 
of an associative ring A we mean an antiautomorphism of A of period 
two, that is a map of A to itself satisfying the properties (i) (a + b)* = 
a* + !I*, (ii) (ab)* = 6*a*, and (iii) (u*)* = a, for all a, b E A. If A is 
also a @-algebra, then we require in addition that (iv) (ha)* = ha* for 
h E @ and a E A. An element a E A is called *-symmetric (or just 
symmetric when there is only one involution being considered) if u* = a. 
Similarly, a E A is called skew if u* = --a. If A has characteristic not 2, 
every element of A can be uniquely expressed as a sum of a symmetric 
element and a skew element using the relation 
t 
a + a* 
2 ! i 
a - a* 
a= 
+ 2 ’ 1 
since (u + a*)* = a + u* and (a - a*)* = -(a - a*). 
The most obvious example of an involution is that map which sends 
each element of Qn into its transpose. A second example is conjugation 
in the complex numbers C (notice that this is an involution according to 
our definition when C is regarded as an algebra over the reals or any 
subfield of the reals, but not if C is regarded as an algebra over itself). 
Putting these two examples together, we have the involution of C,, 
which sends each matrix into its conjugate transpose. As a final example, 
let A = B @ B, where B, is anti-isomorphic to B under a map r, and 
define the involution * on A by (a, b)* = (b’, aie1) for a E B and b E B, . 
607/8/z-10 
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The problem that we have in mind is that of finding the structure of 
algebras with involution whose symmetric elements satisfy an identity. 
Dually, we may suppose that the skew elements satisfy an identity. A 
complete solution to these problems is given in 
THEOREM 11.14. Let A be an associative algebra with involution over 
a ring @, and let the symmetric elements of A satisfy a multilinear polynomial 
identity of degree d over Cp. Then A satisfies the identity [x1 ,..., xZdlm for 
some positive integer m. 
The proof of this theorem is too long to include here. The case when 
A is simple of characteristic not 2 was first proved in Herstein [4], the 
case when A is semiprime of characteristic not 2 was shown in Martindale 
[l], and the general case was done in Amitsur [2]. 
Besides the results encompassed in Theorem 11.14, we know of only 
one other nontrivial result that allows one to conclude that an algebra 
satisfies an identity from the fact that parts of it satisfy identities. It is 
THEOREM 11.15. Let A be an associative algebra over a ring @, let 
A contain no nonzero nil ideals, and let every nonzero homomorph of A 
contain a nonzero ideal which satisfies a multilinear identity over @ which 
possibly depends on the ideal but which has degree less than or equal to a 
fixed positive integer d. Then A satisfies a standard identity. 
Proof. The first part of this proof is a reduction to the case when A 
is semisimple similar to the first step in the proof of Theorem 11.6. If t 
is an indeterminate, then A[t] = A & @[t] is semisimple as in that 
proof, since A has no nonzero nil ideals. Those ideals C of A[t] which 
have the form C = C, @ @[t] f or some ideal C, of A we will call special 
ideals of A[t]. Since the sum of two special ideals is special and since 
the ascending union of special ideals is special, it is clear by Zorn’s 
lemma that every ideal of A[t] contains a unique maximal special ideal 
of A[t]. 
Suppose now that A, is a nonzero homomorph of A[t] with kernel B, 
and let C = C,, @ @[t] be the unique maximal special ideal of A[t] 
contained in B. By hypothesis, the homomorph A/C, of A contains a 
nonzero ideal D,/C, which satisfies an identity f of degree no more than d. 
Letting D = D, @ @[t], we see that D/C c DO/C, @ @[t] is an ideal 
of A[t]/C which satisfies f. Since D is special and is not contained in 
the maximal special ideal C contained in B, it follows that D is not 
contained in B. Thus, (D + B)/B is a nonzero ideal of A[t]/B, and 
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(D + B)/B g D/(0 n B) satisfies f since it is a homomorphic image of 
D/C. We have shown that A[t] satisfies the same hypotheses as A. Since 
A _C A[t], the conclusion will follow for A if we can prove it for A[t]. 
It remains to prove Theorem 11.15 under the added hypothesis that A 
is semisimple. If H is a primitive homomorph of A, then H contains a 
nonzero ideal Ho which satisfies an identity g of degree <d. Representing 
H as an irreducible ring of endomorphisms of a module M with 
centralizer A, we recall that Ho is also an irreducible ring of 
endomorphisms of M (Jacobson [l, p. 33, Theorem 41). But then, M is 
finite-dimensional over A by Lemma 1 I .2, and hence, H is the simple 
ring of all endomorphisms of M over A, and Ho = H. It follows from 
Theorem 11.12 that H satisfies the standard identity of degree [d/212 + 1. 
Since A is a subdirect sum of its primitive homomorphs, A must also 
satisfy the standard identity of degree [d/212 + 1. (Note that A can in 
fact be shown to satisfy the standard identity of degree 2[d/2] if we use 
the stronger form of Theorem 11.12 referred to in the remark following 
its proof. 
Remark. It has been pointed out to us by Martindale that 
Theorem 11 .I 5 is still true if the hypothesis of no nil ideals is replaced 
by the hypothesis of no nilpotent ideals. Since the proof depends on 
Theorem 11.9 and two other results which we haven’t shown, we shall 
not give the details of the proof here but only an outline. The first 
step is to reduce to the case when A is prime using the fact that a ring 
with no nilpotent ideals is a subdirect sum of prime rings. Then, one 
shows that, if a nonzero ideal of a prime ring A satisfies an identity f, 
then A also satisfies f. Finally, one uses Theorem 11.9 to embed A in 
a ring satisfying a standard identity. By keeping track of the degrees, 
one finds that A must satisfy the standard identity of degree d. In the 
same way one can also replace “nil” by “nilpotent” in Theorem 11.6. 
One other way that the study of associative algebras satisfying an 
additional identity can be generalized is by generalizing the notion of 
identity, and this is what we plan to consider now. We have in mind 
allowing the coefficients in the identities to be chosen not just from CD 
but to be chosen also from the algebra that we are considering. Since 
the coefficients will now in general no longer commute with the elements 
that will be substituted for the indeterminates, we can no longer just 
collect them at the front of each term but must allow them to occur also 
at the end or interspersed between the indeterminates. Thus, the 
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generalized identities that we are interested in are the sums of terms of 
of the form 
(11.4) Pa&p+@2 * *. xiean , 
where /3 E @, where the xi’s are (not necessarily distinct) indeterminates, 
and where each ai is either 1 or an element of A. 
In order to define the notion of a generalized identity more precisely, 
let X be the set of indeterminates x1 , xp ,... indexed by the positive 
integers, let A be an associative algebra over a ring @, and let L be the free 
abelian group generated by all expressions of the form (11.4) for non- 
negative integers n, where /I E @, each xi E X, and each ai E A v (1). 
The set A u (1) just means A if A contains a unity element (to be 
denoted by 1); otherwise, it is the union of A and a formal symbol 1 
which simply indicates that no element of A is inserted in the position 
that a, occupies in the product. Let R denote the subgroup of L generated 
by all elements of the following forms: 
(/I + /3’) aOxiIal ... x,,an - /3aOxi, .** xi,an - /3’a&, ... xi,a, , 
Ba,sil .-. xi,(ak + a,‘) xi,+, *.a x,,an - j3a,xil ... xikakxiktl ... x,,an 
- &l-%l *.. xikak’xiktl .v. x,,an , 
(/$3’) aOxit *.. xikakxik+l ..* xi,an - j3aOxi, **. x@‘a,) xik+l .*. x,,an , 
for all k = 0, l,..., n. It is easy to see that the quotient group 
@[X; A] = X/R is a @-algebra under the product 
(Baoxil . . . ~i”%xY4?x~l “. Xj,U,) = (fiy) a,xil ... Xi,(Unbo) Xj, *.’ Xj,Um 
and the scalar product 
Yc%xil ... ~~,a,) = (y/3) aOxil ... x,,alz . 
Given a @-homomorphism from A into an algebra B and a mapping 
from the set X into B, it is not difficult to show that they can be simul- 
taneously extended in a unique way to a homomorphism from @[X; A] 
into B (compare Proposition 1.1). 
We define a generalized polynomial identity for A to be an element of 
@[X; A]. If fE @[X; A], we say that A satisfies f if f is in the kernel of 
every homomorphism of @pCX; A] into A which extends the identity 
map of A onto itself A (that is, if every way of replacing the indeter- 
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minates in f by elements of A gives zero). Many of the definitions and 
results given in Chapter 1 for ordinary identities can be carried over to 
generalized polynomial identities. In particular, when Q, is a field with 
enough elements, we can reduce the consideration of generalized 
polynomial identities on A to the consideration of multilinear generalized 
polynomial identities. 
In order to state the result that we are interested in, we need to develop 
a few facts about prime rings. We recall first that a ring A is called prime 
if for any two ideals B, D of A the relation BD = 0 can only hold if 
either B = 0 or D = 0. Each (2-sided) ideal B of A can be regarded 
as a right module over A (we write B, to indicate that we are taking this 
point of view). Let T be the set of all A-homomorphisms of the form 
9 : B, - A, , where B ranges over all nonzero ideals of A. Two elements 
y, $ of Twill be called equivalent if there exists an ideal E on which both 
are defined such that the restrictions of y and # to E agree. It follows 
easily from the fact that A is prime that this defines an equivalence 
relation on T. Let Q denote the equivalence classes of T under this 
relation. If 9) : B, -+ A, and tf, : D, -+ A, are elements of T and if 
$ and $ are the equivalence classes of Q they determine, then we define 
$ + 4 to be the equivalence class of v + 9 acting on B n D. We also 
define the product @$ to be the equivalence class of the composite & 
acting (from the left) on the ideal BD. This is defined since 
#(BD) = #(B) D c AD C D (this is the place where we need the ideals 
to be 2-sided and not just right ideals). 
It is clear that Q is a ring under these operations, and it is not difficult to 
show that Q is prime and that there is a natural isomorphism of A into Q 
given by associating to each a E A the operation of left multiplication 
given by L, : b - ab for all b E A (see Martindale [2]). The center C 
of Q is a field and is called the extended centroid of A. Identifying A with 
its canonical image in Q, we may form the ring AC which is also prime 
and is called the central closure of A. 
We can now state the following important result: 
THEOREM 11.16. Let A be a prime ring and let A’ = AC be the central 
closure of A. Then, A’ satisfies a generalized polynomial identity over C if 
and only if A’ is a primitive ring containing a minimal right ideal and having 
a centralizer on its irreducible module which is Jinite-dimensional division 
ring over C. 
The proof of this theorem can be found in Martindale [2]. The special 
case when A was a primitive ring was done previously in Amitsur [l]. 
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As an immediate consequence of Theorem 11.16, we can pretty well 
characterize all associative rings which satisfy a generalized polynomial 
identity. We state this as 
COROLLARY 11.17. Let A be an associative algebra over the ring @. 
Then, (i) if A is not prime, then A satisfies a generalized polynomial identity 
over di. (ii) If A is p rime and if A satisfies a generalized polynomial identity f 
over @, then @ is contained in the extended centroid of A and the central 
closure A’ of A also satisfies f and hence has the structure described in 
Theorem 11.16. 
Proof. If A is not prime, then there exist two nonzero ideals B and D 
of A such that BD = 0. In particular, there exist nonzero elements 
b E B and d E D such that bAd = 0. But then, A satisfies the generalized 
polynomial identity bxd. 
If A is prime and if 01 E @, then the map L, : a -+ aa is in T by definition 
and hence induces an element of Q. For any q E T defined on an ideal B 
of A, we have for b E B and a E A the relation 
= q(b(cua)) = v(u(ba)) = yb&(ba). 
Since L=Y = g)~~ on the ideal BA, i& = $i, in Q, and so the elements 
of @ induce central elements of Q. Since the kernel of the map of @ into 
C defined by 01-+ L ,^ is zero, we may think of @ as part of the extended 
centroid of A (it is in fact part of the centroid). Then, under the scalar 
extension from @ to C, A’ = AC will satisfy the same generalized 
polynomial identity as A and Theorem 11.16 may be applied. 
References for Section 11: Amitsur [l]; Amitsur [2]; Baxter and 
Martindale [l]; Herstein [2, Chap. 61; Herstein [4]; Jacobson [l, 
Sections 3-14 of Chap. X and Section 3 of Appendix A]; Kaplansky [l]; 
Martindale [l] ; Martindale [2]. 
IV. PERIODIC RINGS 
12. Classes of Algebras That Do Not Form Varieties 
Frequently, the class of algebras that one is most interested in 
studying does not form a variety. An obvious example is the class of all 
simple algebras that belong to a particular variety, and other examples 
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will be mentioned shortly. In dealing with a class of algebras that is not 
a variety, not only do the facts that we have developed for varieties not 
hold but the methods and approaches used usually have to be quite 
different. In this section, we would like to discuss briefly some of the 
more important types of classes of algebras that are of interest besides 
varieties, and to say a little about the methods appropriate to each type. 
We discuss together those types that require similar methods and 
approaches, starting with some types that are not close in their properties 
to varieties and then working toward varieties. 
The study of varieties and of the other types of classes we shall be 
discussing here are not unrelated but rather symbiotic. Almost invariably, 
the class of algebras that one is interested in belongs to a particular 
variety and one must use the methods and general facts for that variety 
in addition to the methods more appropriate for that class in order to 
obtain the desired results. In the other direction, one needs to study 
subclasses of algebras in a variety in order to attain any real under- 
standing of the variety as a whole. 
In the investigation of almost any variety V, one of the subclasses 
of algebras that is usually studied is the class of all simple algebras in V. 
When finite-dimensionality is not being assumed, the wider class of all 
prime algebras is usually also worth investigating. Although what 
appears to be the best definition of prime can vary a little from variety 
to variety, one usually defines a ring A to be prime if for any two ideals 
B and C of A the relation BC = 0 can only hold if either B = 0 or 
C = 0. In several varieties, it is also helpful to consider the class of all 
algebras A in V that contain a maximal right ideal R with the property 
that (0) is the only Z-sided ideal of A contained in R (these algebras are 
called primitive). 
Since each of these classes is defined by postulating the nonexistence 
of certain types of ideals, it is not surprising that the principal general 
method of proving things about these algebras is to show that certain 
elements are zero by showing that the ideal that they generate is of one 
of the forbidden types and therefore is the zero ideal. For example, one 
can sometimes show that a simple algebra A in a variety V satisfies an 
additional identity f not satisfied by all algebras in V by showing that 
the ideal generated by all images of f under all homomorphisms of 
@{Xl into A is not A. Similarly, the Peirce information for a simple ring 
A can sometimes be improved by showing that the unwanted components 
generate an ideal which is not A. 
A second general method applicable to these classes of algebras is 
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what we shall call the method of representation. By a representation of an 
algebra A over CD, we mean a linear map p of the right and left multi- 
plication operators R, and L, (or sometimes just the right multiplication 
operators) for all a E A into the ring of endomorphims of a Q-module 
M, where the operator forms of the identities are preserved under p 
(Schafer [l, p. 25-j). For associative algebras, a representation just 
amounts to a homomorphism of A into the ring of all endomorphisms 
of M. In the nonassociative case, it is more complicated, but in the better- 
behaved cases it can sometimes lead to a way of constructing A from an 
associative algebra. 
A final method which can be used on simple algebras mainly in the 
finite-dimensional case is to find a nice basis for the algebra and to 
deduce the multiplication constants with respect to this basis by 
calculation. As an example, this method was used to find the structure 
of the split finite-dimensional simple Jordan algebras and of the split 
simple alternative algebra which is not associative (Albert [2] and 
Albert [lo]). 
The class of simple algebras of a variety V and its two generalizations, 
the classes of prime and primitive algebras, are far from being like 
varieties in the sense that these classes are not closed under taking 
subalgebras or under forming direct sums (even finite direct sums). 
Also, the classes of prime and primitive algebras are not closed under 
taking homomorphisms, and the class of simple algebras is only 
closed trivially under taking homomorphisms in the sense that nonzero 
homomorphisms are just isomorphisms. Thus, methods that involve 
reduction by taking subalgebras, homomorphic images, or direct sums 
will not help in the study of these classes. 
The standard way to develop a structure theory for the algebras in a 
variety V (or for the finite-dimensional algebras in V) is to generalize 
the above classes of algebras to the classes of semisimple and semiprime 
algebras of V. A finite-dimensional algebra in V is semisimple if it can be 
expressed as a direct sum of simple algebras, and in the case of those 
varieties where a general theory is known, the natural generalization 
seems to be for an algebra to be semisimple if it is expressible as a subdirect 
sum of primitive algebras. An algebra is semiprime if it is expressible as a 
subdirect sum of prime algebras. It is immediate from these definitions 
that any algebra A has a unique smallest ideal N such that A/N is semi- 
simple, namely, the intersection of the kernels of all homomorphisms of 
A onto primitive algebras (or simple in the finite-dimensional case). 
We call N the radical of A. Similarly, A contains a unique maximal 
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ideal N’ called the prime radical such that A/N’ is semiprime. In many 
varieites one can also characterize the radical (or prime radical) as the 
largest ideal of A satisfying some property or other (for example, the 
largest nil ideal or the largest quasiregular ideal), and it is often 
pedagogically preferable to define the radial N by such a characterization 
and then to prove that AjN satisfies our definition of semisimplicity. 
Using our definitions it is clear that semisimple and semiprime 
algebras have many homomorphisms which are back in the same class 
and which are helpful to consider, although neither class is closed under 
taking homomorphic images in general (except in the finite-dimensional 
case). Both classes are also closed under arbitrary direct sums, but not 
under taking subalgebras. Thus, the classes of semisimple and semiprime 
algebras have a few more properties similar to the properties of varieties 
than the classes of simple, prime, and primitive algebras. 
Once a structure theory has been developed for the finite-dimensional 
algebras in a given variety but usually before one sees how to do a general 
structure theory for the variety, it is natural to try to develop a structure 
theory for the class of algebras that satisfy a chain condition of some kind. 
If A is an algebra in a variety V over a ring @, and if certain @ submodules 
of (A, +) are designated as distinguished, we say that A satisfies the 
descending chain condition (D, C. C.) on distinguished submodules if 
every countable descending chain 
(12.1) 
of distinguished submodules of A has the property that, for some positive 
integer n, Qn = Sn+k for each positive integer k. If the inclusion signs 
in (12.1) are all reversed, we have the definition of the ascending chain 
condition (A.C.C.) on distinguished submodules. 
When one is working with a particular variety V, it is no easy matter 
in general to discover a class of submodules to designate as distinguished 
in order to get an interesting theory. On the one hand, designating all 
submodules just gives the finite-dimensional theory again; on the other 
hand, designating just the ideals includes too many algebras in the class. 
and defines a class that is not significantly easier to deal with than the 
whole variety (except for the variety of commutative associative di- 
algebras). Thus, one must choose something somewhere in between- 
For associative algebras, there are interesting theories for both D.C.C. 
and A.C.C. on right ideals, and chain conditions on just certain right 
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ideals have also been considered in conjunction with other hypotheses. 
For Jordan algebras, a structure theory for algebras satisfying D.C.C. 
on subspaces called quadratic ideals has recently been developed 
(Jacobson [5], Morgan [[I]). Ch am conditions on right ideals have also 
been used in the study of alternative algebras and of some other varieties. 
In picking a class of distinguished submodules on which to impose 
D.C.C. or A.C.C., it is advantageous to have the following properties: 
(i) If q~ is a homomorphism of A onto B, then q takes each 
distinguished submodule of A onto a distinguished submodule of B. 
(ii) If g, is a homomorphism of A onto B, then the preimage of 
each distinguished submodule of B under 9 is a distinguished submodule 
of A. 
(iii) The intersection of two distinguished submodules of A is 
itself a distinguished submodule of A. 
These properties are satisfied for all the definitions of distinguished 
submodule that we have seen used. It is not difficult to show for any 
definition of distinguished submodule satisfying these properties that 
the class of all algebras satisfying D.C.C. (or A.C.C.) on distinguished 
submodules is closed under taking homomorphic images and under 
finite direct sums. Thus, the class of algebras satisfying a chain condition 
normally has two of the important properties of a variety. Probably the 
most important property missing is closure under taking subalgebras. 
It is our expectation that the study of classes of nonassociative algebras 
defined by chain conditions, particularly D.C.C., will become more 
prevalent in the future as soon as it becomes clearer what definition of 
distinguished submodule is most appropriate in which variety. 
The class of finite-dimensional algebras of a variety V comes as close 
to having the properties of a variety as any other class we have mentioned, 
since it is closed under taking homomorphic images, taking subalgebras, 
and forming finite direct sums. Thus, for this class, we have closure under 
almost all of the operations in a variety. There are some generalizations 
of finite-dimensionality which also have closure under these same 
operations, of which the largest is the class of all algebraic algebras in the 
variety I’. This class of algebras may also be thought of as the class of 
all algebras with the property that each subalgebra with one generator 
is finite-dimensional. Algebraic algebras seem to have been studied only 
in the associative case, and even there they are usually studied only with 
additional hypotheses. 
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One natural way to strengthen the hypothesis that an algebra A is 
algebraic is to assume for some fixed integer n > 1 that every subalgebra 
of A generated by n generators is finite-dimensional. If A satisfies this 
assumption for every positive integer n, we call A locally jinite. Again 
locally finite algebras seem to have been studied only in the associative 
case (Herstein [2, Section 4 of Chap. 6, and Chap. 81, Jacobson [I, 
Sections lo-14 of Chap. Xl). 
Another approach to strenghtening the hypothesis that an algebra A 
is algebraic is to restrict the type of equations satisfied by the elements 
of A over @. As an example of a weak restriction of this type in the case 
of a variety of power-associative algebras over a field @, we mention the 
assumption that each element of A satisfies a polynomial over Cp which 
is separable. An example of a more severe restriction is to assume that 
each element of A is nilpotent; this restriction defines the class of nil 
algebras. Modifying slightly the terminology of Chacron [I] in the asso- 
ciative case, we call a power-associative algebra A periodic if for each 
element a E A there exists an integer n = n(a) > 1 such that an = a 
(Chacron would call such a ring reduced periodic). Associative rings 
that are periodic under our definition were shown to be commutative 
by Jacobson, and many generalizations of this result (all assuming 
associativity) have been shown by Herstein and others (see the biblio- 
graphy at the end of Chapter 3 of Herstein [2]). The results known for 
the class of periodic algebras have recently been generalized to the class 
of quasi-periodic algebras in the associative case (Chacron [l]). A power- 
associative algebra A is called quasi-periodic if for each a E A there exists 
a positive integer n = n(a) such that a” is in the subalgebra of A 
generated by its idempotents. 
Each of the subclasses of the class of algebraic algebras that we have 
mentioned above is also easily seen to be closed under taking homo- 
morphisms, taking subalgebras, and forming discrete direct sums. Thus, 
two methods that can be used in proving results about these classes are 
to pass to the subalgebra generated by the specific element or elements 
being considered, and to pass to a homomorph with which it is easier to 
deal. Structure theory can often be used very effectively to prove things 
about these classes. For example, in the associative case, to prove that 
a semisimple algebra A in one of these classes satisfies an identity such 
as commutativity, it is sufficient to show that all of the primitive homo- 
morphs of A satisfy that identity, since A is a subdirect sum of these 
homomorphs. Using the known structure of primitive rings, one can 
usually show that the only primitive rings in the class are division rings. 
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Thus, the problem can usually be reduced to showing that division rings 
in the class satisfy the identity. 
Classes of algebras of the type we have just been discussing have 
been considered with few exceptions only in the associative case. One 
of those exceptions is Schafer [2] where finite power-associative periodic 
rings are studied (see also Oehmke [2, Theorem 61). We will devote the 
rest of this chapter to a development of the theory of power-associative 
periodic algebras to illustrate how theories of this type can be developed 
in the nonassociative case. 
An important subclass of the class of power-associative periodic 
algebras are those algebras in which the exponent n in the relation a” = a 
is independent of a, that is to say, those algebras satisfying the identity 
xn - x for some integer n. For each fixed n, these algebras form a 
variety satisfying a nonhomogeneous identity. As will be clear from the 
results of the next section, the class of periodic rings also includes the 
subvariety of power-associative algebras determined by any one of a large 
class of other nonhomogeneous identities in one variable. In fact, the 
results that are known for varieties determined by nonhomogeneous 
identities are, to our knowledge, mostly encompassed in the results 
known for periodic algebras (with the exception of boolean rings which 
are defined by x2 - x and the associative identity, and which have been 
much studied). This gives another reason why the study of periodic 
algebras is particularly appropriate in this paper. 
13. Basic Facts About Periodic Rings 
In this section, we shall approach the concept of periodic rings from 
a different direction than in our discussion at the end of the last section. 
Let Q, be a commutative, associative ring with unity element, and let A 
be a power-associative algebra over @. We recall that an element a of A 
is called integraE over @ if it satisfies a relation of the form 
(13.1) a” + p,-la+l + ... + j&a” + &a = 0 
for some integer n > 1 and for some fll ,..., /3,-i E @. By analogy with 
this, let us define the element a E A to be anti-integral if a satisfies a 
relation of the form 
(13.2) &an + Lla+-l + *..+flza2+a=0 
for some integer n and for some pz ,..., /3, E @. In the latter case, we are 
requiring that the lowest coefficient, rather than the highest, be unity. 
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Remark. Since we have not assumed that A contains a unity element, 
we do not include a constant term in either (13.1) or (13.2). When A has 
a unity element, it is more usual to add a constant term to the relation 
(13.1) for the definition of integral; but one only needs to multiply the 
relation for a with constant term through by a in order to obtain a 
relation of the form (13.1). 
The relationship between the concepts of integral and anti-integral 
is perhaps clarified by noting that, if a E A is invertible, then a is anti- 
integral if and only if a-l is integral. It is also easy to see for any OL E @ 
that a integral implies that era is integral, but not conversely. Similarly, 
if 01 E @ induces an endomorphism of A that is one-to-one, then cuz 
anti-integral implies that a is anti-integral, but not conversely. In the 
best behaved cases (for example, when A is a finite extension field of the 
quotient field of @), the integral elements form a ring but the anti- 
integral elements are not closed under addition. A nonzero anti-integral 
element cannot be nilpotent, since, if am+l = 0 and am # 0 held, then 
multiplying the anti-integral relation /I,a” + ..* + ,$a2 + a = 0 by 
anL-l would give urn = 0. 
We will call an element a E A periodic if there exists an integer 
n = n(u) > I such that an = a, and A is then periodic if every element 
of A is periodic. Clearly, a periodic element is both integral and anti- 
integral. Thus, anything we deduce about either integral or anti-integral 
elements will apply to periodic elements. The notion of an integral 
element in an arbitrary power-associative algebra over @ appears to be 
too general to allow one to prove anything that is helpful in the study of 
periodic rings. However, the concept of an anti-integral element gives a 
satisfactory generalization in some ways as we shall see. 
In dealing with periodic and anti-integral elements, a special role is 
played by fields of prime characteristic which are algebraic over their 
prime subfields. These fields are periodic rings, and, in fact, they constitute 
the intersection of the class of fields with the class of periodic rings. For 
this reason, we will just refer to these fields as periodic fields. We can 
now establish our basic result for anti-integral elements. 
PROPOSITION 13.1. Let @ be a principal ideal ring, let A be power- 
associative @-algebra, and let a be an element of A such that ala # 0 for 
each nonzero a! E CD and such that ala is anti-integral over @for each 01 E CD. 
Then CD is a jield. 
Proof. Suppose that @ is a principal ideal ring which is not a 
field, and let a be as in the hypotheses of the proposition. If 
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A* = {b E A lolb = 0, some nonzero 01 E @} is the torsion ideal of A 
(see Section 4), then A/A* is a torsion-free @-algebra, and the quotient 
map A + A/A* takes a into an element of A/A* with the same 
properties. Thus, we may assume that the algebra A is torsion-free 
over CD. If rl is the quotient field of @, then the natural map 
A-tAd= A &, d is an injection (by Lemma 4.1), and we may think 
of A as a @-submodule of Ad . Each element of d has the form y-&z, 
and y-&a is anti-integral since au is anti-integral by hypothesis, and 
since y(y-laa) being anti-integral implies that y-%a is anti-integral as 
remarked above. Thus, the element a in the algebra A, satisfies the 
hypotheses of the proposition with respect to A instead of @. 
We may suppose then that @ is a principal ideal ring and that A is 
an algebra over the quotient field A of CD. Suppose that 
f(x) = Pnx” + .** + 82x2 + x for some p2 ,..., /3, E CD 
(we shall call a polynomial of this form an anti-integral polynomial), 
and thatf(a) = 0 is an anti-integral relation of minimal degree satisfied 
by a. Let g(x) be the polynomial without constant term of minimal degree 
satisfied by a over A. We may assume that g(x) has been normalized 
so that its coefficients lie in CD and have greatest common divisor 1. 
Then, g(x) divides f( x in A[x], and hence, by the Gauss Lemma ) 
(Vander Waerden [I, p. 71]), g(x) dividesf(x) in @[XI. This implies that 
the coefficient yi of x in g(x) divides the coefficient of x inf(z), or that yi 
is a unit in (lb. Replacing g(x) by yTlg( x , we see that g(x) is now an anti- ) 
integral polynomial satisfied by a. Sincef(x) has minimal degree among 
all such polynomials, we have degf(x) < degg(x). And since we have 
already shown that g(x) [f(x), we obtain g(x) = f(x). 
Now let 7 be an element of @ not dividing /In , the highest coefficient 
inf(x), and let h(x) b e an anti-integral polynomial of minimal degree 
among those satisfied by r)a. From the last paragraph we see that the 
degree of h(x) is the same as the degree of the minimum polynomial 
without constant term for ~a over A. But the minimal polynomial 
for qu has the same degree as the minimal polynomial for a, so 
that deg h(x) = n, say h(x) = 8,x” + a.. + 6,x2 + X. Then, q(x) = 
b-/Y(x) - BJ4?4 is a polynomial of degree less than n which 
is not the zero polynomial since the linear term doesn’t vanish due to the 
fact that 7 f &, . But q(u) = 0, which contradicts the fact that the minimal 
polynomial without constant term satisfied by a has degree exactly n. 
This contradiction completes the proof of Proposition 13.1. 
We can now easily establish a very basic result on periodic rings. 
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THEOREM 13.2. Let A be a power-associative ring. Then, the following 
statements about A are equivalent: 
(i) A is a periodic ring. 
(ii) Each element of A is anti-integral over the ring of integers. 
(iii) A is a (discrete) direct sum of subrings each of which is an 
algebraic algebra over a periodic $eld and contains no nonzero nilpotent 
elements. 
Proof. It is trivial that (i) implies (ii). Suppose, then, that (ii) holds 
and let A* be the torsion ideal of A. Then, A/A* is a torsion-free 
algebra over the integers. Since all the elements of A/A* are anti- 
integral, we must have A/A * = 0 by Proposition 13.1. Hence, 
A = A* and every element of A has finite additive order. Defining 
A,, = {a E A 1 pma = 0, some integer m} for each prime p, we see easily 
that each A, is an ideal of A and that A is a discrete direct sum of these 
ideals. If a E A,, then pma = 0 for some m, and hence (pa)” = 
(Pa) a m-l = 0. Since a nonzero anti-integral element cannot be 
nilpotent as we have seen, pa = 0 and A, is an algebra over 2, , 
the field of integers modulo p. Then, the coefficients of the anti- 
integral relation for an element a E A, can be taken as integers modulo p, 
and A, is algebraic over 2, . We have shown that (ii) implies (iii). 
Suppose, now, that A satisfies (iii) and that aj is an element of a 
subring Ai of A which is algebraic over a periodic field Qj , Then, the 
coefficients of the algebraic relation satisfied by aj over Qj generate a 
finite subfield Gj’ of Qj , and so the Gj’-subalgebra B of Aj generated 
by aj has finitely many elements. Since B contains no nonzero nilpotent 
elements, it is a direct sum of finite fields, say 
The component ajk of aj in B, for 1 ,< k < 1 is periodic since B,,. is 
a finite field, say a;: = aik for some nk > 1. Choosing 
n = [fi (flk - I)] + 1, 
ii=1 
we see that ajn = aj . If a is an arbitrary element of A, then a is a sum of 
a finite number of aj’s each of which is periodic, and using the same 
formula as just above to get an exponent that works for all of the aj’s, 
we see that a is periodic. Thus, (iii) implies (i), and the proof is complete. 
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Theorem 13.2 has the effect of reducing the study of periodic rings to 
the study of algebraic algebras over periodic fields which contain no 
nonzero nilpotent elements, and, in particular, of reducing the study 
of periodic rings to the study of periodic rings of prime characteristic. 
We will sometimes make implicit use of this reduction in the rest of 
this chapter without explicit reference. 
Although power-associative rings whose elements are anti-integral 
over the integers are necessarily periodic by Theorem 13.2, the same is 
not true of power-associative rings whose elements are anti-integral 
over certain other rings. As an example, if Cp is any field and if A is an 
algebraic power-associative @-algebra without nilpotent elements, then 
every element of A is anti-integral over @. It is even possible to have 
an algebra which is not periodic in which every element is anti-integral 
over a principal ideal ring which is not a field. To construct such an 
example, let CD be a field, letf(x) b e an irreducible polynomial (possibly 
of degree 1) in the polynomial ring @[XI, and let (f(x)) be the ideal of 
@[xl generated byf(x). Suppose that A is an algebraic power-associative 
algebra over the quotient field @[x]/(~(x)) and that A has no nilpotent 
elements. Then A can be regarded as an algebra over the ring @[XI 
by letting each g(x) E @[CC] have the same action on A as the coset 
g(x) + (f(4)7 an d ‘t 1 is easy to see that the elements of A are anti-integral 
over @[XI. (Since the nonzero element f(x) of @[x] annihilates every 
element of A, this example does not contradict Proposition 13.1.) 
Although we shall restrict our attention to periodic rings hereafter in 
the nonassociative case, we shall establish a result on the structure of 
associative algebras with anti-integral elements in the next section. 
In the remainder of this section we prove a result about associative 
division rings which we will need in the next section. This result and our 
proof may be found in Herstein [3] where it is credited to Artin. 
Let D be an associative division ring, let t be an indeterminate, 
and let D[t] denote the ring of polynomials in t with coefficients from D. 
Some of the elementary properties of the ring of polynomials over a field 
can be proved for D[t] using the same proofs. For example, one can show 
that given f(t), g(t) E D[t], there exist unique elements q(t), r(t) E D[t] 
satisfying 
(13.3) f(t) = g(t) g(t) + r(t), deg r(t) < degf(t) or r(t) = 0. 
If r(t) = 0, we say that g(t) is a Zeft divisor off(t). One can also show 
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that every right ideal of D[t] has the form h(t) D[t] for some manic 
h(t) E D[t]. We callf(t) central if all its coefficients lie in the center of D. 
Clearly,f(t) is central if and only iff(t) is in the center of D[t]. We call 
f(t) E D[t] nonconstant iff(t) $ D. 
LEMMA 13.4. If f(t) E D[t] h as the property that all its conjugates 
af (t) a-l for all nonzero a E D have a common left divisor, then they have 
a common left divisor which is central. 
Proof. Let g(t) b e a common left divisor of the conjugates of f(t), 
and let B = (k(t) E D[t] 1 g(t) d’ ‘d 1v1 es ak(t) a-l for all nonzero a E D). 
It is easy to check that B is a right ideal of D[t], and, hence, there exists 
a manic polynomial h(t) E D[t] such that B = h(t) D[t] (one clearly 
just chooses h(t) to be a manic polynomial of minimal degree in B). By 
the definition of B, ah(t) a-l E B for all nonzero a E D. If there were 
an a E D such that h(t) f ah(t) a-‘, then h(t) - ah(t) a-l would be a 
nonzero element of B of lower degree than h(t) contrary to the choice 
of h(t). Thus, h(t) = ah(t) a-l f or all nonzero a E D, and h(t) is central. 
Sincef(t) is in the ideal B generated by h(t), it is divisible by h(t). Then, 
because h(t) is central, it divides af(t) a-l for each nonzero a E D[t], 
and h(t) is the desired element of D[t], 
LEMMA 13.5. If the linear polynomial t - b, where b E D is a left 
divisor off(t) g(t) but not a left divisor off(t), then there exists an a E D 
such that t - b is a left divisor of ag(t) a-l. 
Proof. Using the left division algorithm (13.3), there must exist 
q(t) E D and a E D such that f(t) = (t - b) q(t) + a, and a # 0 since 
t - b is not a left divisor off(t). Then, 
f(t) g(t) a-l = (t - 6) s(t) g(t) a-l + q(t) a-l, 
and since t - b is a left divisor of the first two terms, it must also divide 
the third term as desired. 
We can now prove 
THEOREM 13.6. Let f(t) E D[t] 6 e central and irreducible as a poly- 
nomial over the center of D, and let b, c E D be roots off(t). Then, there 
exists a nonzero a E D such that c = abapl. 
Proof. If b is a root of f(t), then we see using the right division 
algorithm thatf(t) = g(t)(t - 6) f or someg E D[t]. If t - c were a left 
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divisor of dg( t) d-l f or every d E D, theng(t) would have a central left divi- 
sor by Lemma 13.4 andf(t) would not be irreducible. Thus, there exists 
a nonzero d E D such that t - c is not a left divisor of dg(t) d-l. Then, 
since t - is a left divisor off(t) = df(t) d-l = [dg(t) d-l][d(t - b) d-l], 
it follows from Lemma 13.5 that t - c is a left divisor of 
e[d(t - b) d-l] e-l = t - (ed) b(ed)-’ for some e E D. 
Setting a = ed, we obtain t - c = t - aba-l, or c = aba-l. 
14. Associative Periodic Rings 
The first major theorem to be proved about periodic rings was a result 
of Jacobson which states that associative periodic rings are also commu- 
tative. There have since been many generalizations of this result, most 
of which are either to be found in Chapter 3 of Herstein [2] or are 
referred to in the bibliography at the end of that chapter. We shall prove 
a generalization of Jacobson’s theorem here to illustrate the method of 
proof of this theorem and some of its generalizations. After this we 
consider more closely the structure of associative periodic rings and give a 
class of examples. 
The first step in proving Jacobson’s theorem or most of its associative 
or nonassociative generalizations is to consider the case when the ring 
is a division ring. Defining a subset B of an algebra A to be a Lie subset 
of A if [b, a] = ba - ab E B for every a E A and b E B, we establish 
first 
PROPOSITION 14.1. Let D be an associative division ring, and let B 
be a Lie subset of D with the property that every element of B is anti-integral 
over the integers. Then B is contained in the center of D, 
Proof. Let Z be the center of D, and suppose that B contains an 
element b $2. Then, there exists an element d E D such that 
[b, d] = bd - db # 0. We may also choose d so that [b, d] 6 Z, since, if 
[b, d] E Z, we may replace d by bd to get [b, bd] = b2d - bdb = b[b, d] 4 Z. 
For each X E Z, we have X[b, d] = [b, Xd] E B. If B, is the Lie subset of 
D generated over @ by the elements of the form h[b, d] for all h E Z, 
we see that B, C B, that B, g Z, and that hB, C B, for each X E Z. Thus, 
it is sufficient to establish Proposition 14.1 under the added hypothesis 
that B is closed under multiplication by elements of Z. 
Suppose then that B is a nonzero Lie subset of D such that hB C B 
for h G Z. If b is a nonzero element of B, then mb = 0 for some positive 
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integer m by Proposition 13.1, and hence D cannot have characteristic 
zero. If D has characteristic p, then the anti-integral relation for b can 
be regarded as having coefficients in the integers module p, showing that 
b is algebraic over the prime field of 2. It follows that bk = 6 for some 
positive integer k. For any h E 2, we have hb E B, so that (hb)” = hb 
for some positive integer 1. Setting n = (k - I)(1 - 1) + 1, we have 
b” = b and h”b” = (/\b)” = hb. Since b f 0 and since D is a division 
ring, we see that A” == A and that 2 is a periodic field. 
Suppose that B contains an element b $2, let m denote the least 
integer greater than one such that b”l = b, and let 
be the polynomial of least degree over 2 satisfied by 6. If 2, is the subfield 
of 2 generated by y,, ,..., yn-i , then 2, is a finite containing, say, q 
elements. The elements of 2, satisfy the identity X* - X, but b’l # 6, 
since b generates a proper extension field Z,(b) of 2, . Now, 
0 = (b” + ynplbn-l + ... + yn)4 = (by + y:_,(P)” + ‘.. + yn 
= (6”)” + yn-#yl + ... + 70, 
so bg is also a root off(x). Th en, by Theorem 13.6, there exists an element 
a E D such that by = aba-l, or b*a = ab. The element c = [b, a] is 
contained in B, and c has the same property as a since 
(14.1) bgc = b*(ba - ab) = (ba - ab) b = cb. 
The reasoning that showed that b was periodic also applies to c, so 
ck = c for some integer k > I. Then, the finite set ,bV) where 
i = 0, I,..., m and j = O,..., k, is closed under multiplikation using 
(14.1) and the relations b m = b and ck = c. The subspace spanned by 
this set over the prime field is then a subdivision ring of D with finitely 
many elements, But Wedderburn’s theorem states that a finite associative 
division ring is a field (see Herstein [I, p. 3181, for example), which 
contradicts the relations (14.1) and b’i f b. This shows that we could 
not have picked an element of B not in 2, to complete the proof. 
LEMMA 14.2. Let @ be a commutative associative ring with I, let A be 
an associative @-algebra, and let c be an element of A which is anti-integral 
over @. If c is contained in the Jacobson radical of A, then c = 0. 
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Proof. Let pncn + *** + pzc2 + c = 0 with p2 ,..., fl, E @ be an 
anti-integral relation for c. Letting d = /3&-l + *.a + p2c, we can 
write the relation for c in the form (d + 1) c = 0. Now, the radical R 
of A is an ideal in which every element is quasi-regular, and, if c E R, 
then -d E R and -d is quasi-regular. Hence, there exists an element 
r E R such that (-d) + r - r(-d) = 0, or r(d + 1) = d. But then, 
0 = (1 - r)(d + 1) c = (d + 1) c - dc = c, as desired. 
PROPOSITION 14.3. Let A be a primitive associative ring, let CD be a 
ring of operators on A, and let B be a Lie subset of A whose elements are 
anti-integral over CD. Then, one of the following statements holds: 
(a) A is a division ring. 
(b) B is contained in the center of A. 
(c) A is isomorphic to the 2 x 2 matrices over afield of characteristic 
2, B doesn’t contain all the commutators in A, and either B is not closed 
under addition or B contains an element which is not anti-integral over the 
integers. 
Proof. We shall show that (c) holds under the additional hypotheses 
that B is not in the center of A and that A is not a division ring. Then, 
the primitive ring A may be regarded as a dense ring of linear trans- 
formations of a vector space M of dimension at least 2 over a division 
ring A. Suppose first that the characteristic of A is not 2. In this case, 
we assert that there exists an element b E B and a 2-dimensional subspace 
N of M such that N is invariant under b but b does not act centrally on M. 
For, if for some c E B, there exists m E M such that m, mc, mc2 are linearly 
independent, then, by the density of A, there exists a E A such that 
ma = 0, (mc) a = m, and (mc2) a = 0. Hence, m[c, a] = mea - mat = m 
and (mc)[c, a] = mc2a - mcac = --me, and the element b = [c, a] E B 
has the subspace spanned by m and mc as an invariant subspace on which 
it does not act centrally. On the other hand, if, for some b E B not in 
the center of A, the vectors m, mb, mb2 are always linearly dependent 
for every m E M, it is easy to see that there must exist a subspace M of 
dimension 2 invariant under b on which b does not act centrally. Thus, 
our assertion holds. 
Given such a subspace N, let A, be the subring of all elements of A 
that map N into itself, so that b E A, . Eor each a E A,, let g)(a) be the 
restriction of a to N, and note that y is a homomorphism of A, into the 
ring Hom,(N, N) of all d-1 inear endomorphisms of N. By the density 
of A on M, 9 maps A, onto Hom,(N, N). Clearly, qB n A,) is a Lie 
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subset of Hom,(N, N) which is not in the center of Hom,(N, N), since 
~(6) is not in the center of Hom,(N, N). We have shown that for charac- 
teristic not 2 it is sufficient to consider the case when A = Hom,(N, N) 
in order to reach a contradiction. 
In this case, let ui , ua be a basis of N over A and let e,, , en, , e2r 
ea2 E A be the usual matrix units with respect to this basis. If B contains 
an element of the form c = yiie,, + yzze,, for yii , yzg E A, then 
[c, olei,] = (yrio1 - 01yaa) ei2 E B for any Q: E A. But eia is nilpotent, so 
this last element can only be in B for all cy if yzz = yii and if yii is in the 
center of A. Thus, any diagonal element of B is central. If 
is any element of B, then [b, eii] = Pzlezl - &elB E B and [[b, er,], e&j = 
B 12%2 - /3i2ell E B. Since diagonal elements are central, /Ii2 = -/3,, , 
giving /3i2 = 0. Similarly, b,, = 0 and so b is diagonal and hence central. 
It follows that B is in the center of A, contrary to assumption, to complete 
the proof for characteristic not 2. 
We may suppose then that the characteristic of A is 2, and we consider 
first the case when M has dimension at least 3 over A. If, for some c E B, 
there exists m E M such that m, me, mc2, mea are linearly independent, 
then, by the density of A, we may choose a E A such that ma = 0, 
(mc) a = m, (mc2) a = m, and (mc”) a = 0. Hence, m[c, a] = m, 
(mc)[c, a] = m - mc, and (mc2)[c, a] = -mc, so that m, mc, mc2 span a 
subspace N which is invariant under the element b = [c, a] E B, and b 
does not act centrally on N. On the other hand, if, for some 6 E B not 
in the center of A, the vectors m, mb, mb2, and mb3 are linearly 
independent for every m E M, we again see that there exists a finite- 
dimensional subspace N of dimension at least 3 which is invariant under 
b but on which 6 does not act centrally. As in the argument for charac- 
teristic not 2, it follows that it is sufficient to consider the case when 
A = Hom,(N, N). 
Letting {e,ij} denote the matrix units in A with respect to some basis 
of N, suppose that b = C &eii E B, where each & E A. Then, 
Lb, 4 = PzIe21 + Psle3, + .** + PnlelLl - P12e12 - .*. - AleIn E By 
where n is the dimension of N. Since n 3 3, we also have [[b, e,,], e,,] = 
-P31e21 - P12e13 E B and [[I3 e,,l, e,,l, es31 = -P12e13 E B. Thus, A2 = 0 
because B contains no nilpotent elements. By symmetry, ~ij = 0 for 
i # j, and so b = C &eii . Then, [b, ale,,] = (&CI - OIB,,) elk E B for 
each N E A, showing that pkk = ,B1r for each k = 2,..., n and that /3i1 
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is in the center of d. It follows that B is in the center of A, contrary to 
assumption. 
The only remaining case is when A is isomorphic to the 2 x 2 
matrices over d where d has characteristic 2. Again, let e,, , ei2 , e2i , ez2 
be a set of matrix units in A. If c = ylieil + Yzze,, E B, then 
[c, ~4 = (7~ - v2A e12 E B for any iy. E A, and we see again that c 
must be in the center of A. If b = fillelI + &,e,, + &ezl + &2e22 E B 
for A1 , P12 y Bzl p Pz2 E 4 then k 4 = P i2e12 + /3alezl (using character- 
istic 2), and so b + [ell , b] = &lell + /322e22 E B. Hence, p2s = /3ii 
and /3,, is in the center of A. But then, [b, exe,,] = cq312e12 + /32101ez1 E B, 
and [[b, cYe,,], eel] = @izen - $?r2e2a E B, showing that @,, is in the 
center of A for every 01 E A. If b,, = 0 for every b E B, then 
W 4 = Bdk = 0 for every b E B, and B would be in the center, 
contrary to hypothesis. Thus, b,, # 0 for some b E B, and the fact that 
c&3,, is in the center of A for every 01 implies that A is a field. B does not 
contain all the commutators of A, since [e,, , ei,J = ei2 is nilpotent. 
Choosing b E B such that &a # 0 and letting cy. = /IFI and 
6 = /3&3;‘, we see that d = [b, P;‘e,] = e12 + 6e,, E B. For any y E A, 
[d, ye,,] = yd E B and [yd, e,,] = y(e,, + ez2) E B. If B is not closed 
under addition, (c)holds. Thus, we may assume that d + y(e,, + ezz) E B 
for each y E A. Since B contains no nonzero nilpotent elements, we have 
0 # [d + y(ell + ez2)12 = d2 + y2(ell + e2d = (8 + y2)(ell + e,,), 
for each y E d. That is to say, 6 is not a square in A. Since every element 
of A that is algebraic over the prime field 2, of A is a square (since the 
characteristic is 2), 6 must be transcendental over 2, . If d were anti- 
integral over the integers and hence over 2,) then there would exist 
012 ,“‘, aIL E 2, such that 
0 = d + a,d2 + .-. + cu,d” 
= d + ~2S(ell + e22) + Qd + 42(ell + e,,) + .** 
= (1 + 4 + 01,s~ + ...) d + (01~8 + ada2 + .-.)(ell + e,,), 
and the coefficient of d in this relation would be an algebraic relation 
for 6. Thus, d is not anti-integral over the integers, and (c) is established. 
A Lie subset of a ring which is also an additive subgroup will be called 
a Lie ideal of the ring. We can now easily prove 
THEOREM 14.4. Let A be an associative ring, and let B be a Lie ideal 
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of A such that every element of B is anti-integral over the integers. Then B 
is in the center of A. 
Proof. Let b E B and a E A, and let 9 be any homomorphism of A 
onto a primitive ring A. Since y(B) is a Lie ideal of 2 whose elements 
are anti-integral, it follows from Propositions 14.1 and 14.3 that 
q([b, a]) = 0. Th us, c = [b, a] is in the intersection of the kernels of all 
homomorphisms onto primitive rings, or c is in the Jacobson radical R 
of A. But then, c = [b, a] = 0 by Lemma 14.2, and the arbitrary 
element b E B is in the center of A. 
The special case of this theorem when B = A and when the elements 
of B are periodic is the original theorem of Jacobson, which we state as 
COROLLARY 14.5. Let A be an associative periodic ring. Then A is 
commutative. 
The generalization of Jacobson’s theorem by Herstein, which 
motivated our Theorem 14.4, is the result that an associative ring is 
commutative if and only if all its commutators are periodic (Herstein 
[2, Theorem 3.1.31). A slight generalization of this is 
THEOREM 14.6. Let A be an associative ring. Then, A is commutative if 
and only if every commutator is anti-integral over the integers. 
Proof. Suppose that A is an associative ring which every commutator 
is anti-integral over the integers. The set B of all commutators forms a 
Lie subset of A. If A is primitive, then B is contained in the center 2 
of A by Propositions 14.1 and 14.3. Hence, for each a, c E A, we have 
[a, C] E 2 and a[a, c] = a% - aca = [a, ac] E 2. Thus, 
ac[a, c] = a[u, c] c = [a, uc] c = c[a, ac] = ~[a, c], 
or [a, c]” = 0. S’ mce nonzero elements of the center of a primitive ring 
cannot be nilpotent, [a, c] = 0, showing that A is commutative. 
If A is not assumed to be primitive, and if a, b E A, then y([a, b]) = 0 
for any homomorphism of A onto a primitive algebra by the last para- 
graph. Hence, [a, b] is in the Jacobson radical of A, which is the 
intersection of the kernels of all homomorphisms of A. But then, 
[a, b] = 0 by L emma 14.2, and A is commutative. The converse of the 
theorem is trivial. 
We saw in the last section that an algebra in which every element is 
anti-integral need not be commutative. However, we can establish 
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THEOREM 14.7. Let CD be a commutative associative ring with 1, and 
let A be an associative @-algebra in which every element is anti-integral 
over @. Then, A is a subdirect sum of division rings which are algebraic 
over their centers. 
Proof. By Lemma 14.2 the radical of A is zero, so A is a subdirect 
sum of primitive rings with the same property. It is then sufficient to 
show that any primitive ring A satisfying the hypotheses of the theorem 
is a division ring which is algebraic over its center. Since a commutative 
primitive ring is a field, we need only consider the noncommutative case, 
which must be a division ring by Proposition 14.3. We are reduced then 
to showing that a division ring in which every element is anti-integral is 
necessarily algebraic. 
If A is a division ring in which every element is anti-integral over CD, 
and if QO is the set of elements of @ that annihilate A, then the elements 
of A can be thought of as being anti-integral over @’ = @/CD,,  and @’ 
acts faithfully on A. Thus, the elements of @’ may be thought of as 
endomorphisms of (A, +) which commute with all left and right multi- 
plications in A. The set of all such endomorphisms is known as the 
centroid of A and can be identified with the center of A since A is a 
division ring. Hence, @’ may be identified with a subring of the center 
of A. Since each element of A is anti-integral ofer @‘, this shows that 
each element is algebraic over the center of A, as was to shown. 
Remark. If one assumes more about the properties of the ring Q, in 
Theorem 14.7, one can say more about the division rings of which A is 
a subdirect sum. This is because the subring of the center over which 
each division ring is algebraic must be a homomorph of @, as we see 
from the proof. 
Interest in periodic rings up to the present seems to have been almost 
completely focused on finding generalizations of Jacobson’s theorem, 
usually ways of weakening his hypotheses and obtaining the same 
conclusion. Not much else seems to be known about the structure of 
associative periodic rings except that they are commutative. Since 
primitive periodic rings are periodic fields (Propositions 13.1 and 14.3) 
and since the radical of a ring can contain no nonzero periodic elements 
by Lemma 14.2, a periodic ring is necessarily a subdirect sum of periodic 
fields. However, this does not come close to characterizing associative 
periodic rings since many other rings can be expressed as a subdirect 
sum of periodic fields (for example, the integers). 
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The one result of which we are aware that has anything further to say 
about the structure of associative periodic rings is the characterization of 
the wider class of commutative regular rings in terms of sheaves (Peirce 
[2]). However, this connection seems to us only to translate the problem 
of the structure of associative periodic rings into a problem which is 
apparently no easier to deal with. 
In the rest of this section, we construct a class of examples of associative 
periodic rings, and show that a fairly wide subclass of the class of 
associative periodic rings arises by our construction. In order to motivate 
our class of examples, we note that every element in a periodic ring A 
generates an idempotent (if ~1” = a, then an-l is idempotent). If we can 
express the structure of the set of idempotents of A in some nice way, 
we can try to expand this into a way of representing the whole algebra. 
As it turns out, it is not too difficult to analyze the structure of the set 
of idempotents, and the analysis works for any commutative associative 
ring. 
Let A be a commutative associative ring, and let E denote the set 
of idempotents of L together with zero under the two operations “u” 
and “n” defined in terms of addition and multiplication by 
(14.2) eUf=e+f-ef, e n f’ = ef, 
for e, s E E. It is easy to verify that E forms a lattice under these two 
operations (see Birkhoff [1, p. 18, Theorem 11). There is a natural 
partial ordering on the elements of E defined by e ,< f whenever 
e n f = e. The properties that we wish to prove about E are contained in 
PROPOSITION 14.8. Let A be a commutative associative ring, and let E 
be the set of idempotents of A together with zero under the operations 
“Y” and “n” defined in (14.2). Then, E is a relatively complemented 
distributive lattice. 
Proof. In order to show that E is relatively complemented, we must 
show that, given fi , f2 , e E E such that fi ,( e < fi , there exists e’ E E 
such that e n e’ = fi and e u e’ = fi . But, defining e’ = fi + fi - e, 
we note that e’ E E since 
(4’ = fi(fi + fi ~ e) + f2C.h + f2 - e) - 4fi + h - e) 
=fl + (fl +f, - e) -A = e’, 
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and e’ is a relative complement of e between fi and f2 since 
ene’=e(fi+fi-e)=fi, 
eUe’=e+(fi+fi-e)-fl=fi. 
Finally, E is distributive because for e, f, g E E we have 
en(fUg) =e(f+g-ffg) =ef+eg--efg 
= ef + eg - (ef X4 = (ef) U (4 = (e nf) U (e fig). 
Now that we have a structure for the set E of idempotents and zero 
element for an associative periodic ring A, we would like to associate 
with each idempotent an appropriate set of elements of A in order to 
try to build a structure describing all of A. An obvious approach to try 
is to associate with each nonzero e E E the Peirce l-space A,(e) that it 
determines. This has the property that, if e < f, then A,(e) C A,(f). 
Pursuing this approach leads to sheaf theory and to the characterization 
in Peirce [2]. However, it has the disadvantage that one is not able to 
say what A,(e) looks like in general. Sheaf theory provides a formalism 
to describe the relationship between the various l-spaces without saying 
what the structure of these spaces is. 
Another approach that one might try is to associate with each e E E 
the set S, = {u E A 1 urn = e, some integer m}. This time each element 
of the periodic ring A is associated with exactly one element of E. The 
set S, is not a ring in general, so we shall consider a maximal subset 
of S, which together with 0 is a ring (and hence a periodic field when 
e # 0 by the definition of S,). If A has prime characteristic (as we may 
assume using Theorem 13.2), the natural multiples of e form a subring, 
so such subrings exist. Although there may be more than one maximal 
subring contained in S, , it turns out that they are uniquely determined 
up to isomorphism, as we shall now prove. As a matter of terminology, 
we will call a subring of S, u (0) a$eZd at e. 
PROPOSITION 14.9. Let e be an idempotent of an associative periodic 
ring A of characteristic p. Then, any two maximal$elds at e are isomorphic. 
Proof. Let @ and Y b e t wo maximal fields at e and let r be their 
intersection. If @ and Y are not isomorphic, then one of them, say Y, 
contains an element d which satisfies an irreducible polynomial f(x) 
over r not satisfied by any element of @. If r(d) has degree m over r, 
then the scalar extension @ Or r(d) of I’(d) is an algebra of dimension m 
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over @. Since r(d) is a simple commutative separable algebra over r, 
@ Or r(d) must be commutative and semisimple and, hence, a direct 
sum of a finite number of fields (see Albert [l, p. 441). Thus, the subring 
fl of A generated by the elements of CD and r(d) is a direct sum of a finite 
number of fields, since it is a homomorphic image of @ Or r(d). 
If Q denotes the algebraic closure of the integers modulo p, then, 
given any periodic field A of characteristic p, there is a unique subfield 
A’ of Q isomorphic to it. By the composite of two periodic fields A 
and Y of characteristic p we mean the subfield A’Y’ of Q generated by 
the subfields A’ and Y’ of Sz which are respectively isomorphic to A and Y. 
The composite would be the same up to isomorphism if we had computed 
it inside of any other field containing subfields isomorphic to A and Y 
(notice that this is only true in general if the fields are periodic) 
Now, there is an obvious homomorphism (or projection) of either CD 
or r(d) into each summand of /l, and the image of this homomorphism 
is not zero since each element of @ and F(d) is nonsingular in (1. Thus, 
each summand of /l contains a subfield which is isomorphic to the 
composite of 0 and r(d). On the other hand, the projections of CD and 
r(d) cannot generate any more than the composite in each summand 
of fl. Hence, /l is just a direct sum of a finite number of fields /l, ,..., fl,( , 
each isomorphic to the composite of CD and r(d). If pi denotes the 
isomorphism of 0 into fli for I < i < k, then p)iv;1 is an isomorphism 
of the subfield of fl, isomorphic to @ into (li for 2 < i < K. Letting 7i 
be any extension of p7iv~1 to an isomorphism from all of fl, onto (li 
for 2 < i < k, we observe that the set 
A = {b + ~a(@ + ... + T&)1 b E Al} 
is a field isomorphic to (1, and hence to the composite of @ and r(d). But 
A contains @ and also a root off(x) which is not in @, so A properly 
contains @. This contradicts the maximality of @ and completes the 
proof. 
In view of Propositions 14.8 and 14.9, one might try to construct an 
example of a periodic ring by taking the nonzero elements of a relatively 
complemented distributive lattice to be the set of idempotents, and, by 
associating a periodic field of characteristic p with each idempotent 
subject to the condition that, if e ,( f, then the field associated with e 
contains the field associated with f. (We need this condition since any 
field at f can be multiplied by e to obtain a field at e whenever e ,( f.) 
Surprisingly enough, the construction can be done just about as we have 
described, as we shall now show. 
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Let p be a prime number, let 52 be the algebraic closure of the integers 
modulo p, and let E be a relatively complemented distributive lattice 
with a zero element 0. Corresponding to each nonzero element e, E E, 
choose a subfield @, of Q in such a way that @, n Q. = @,, whenever 
e, u eB = e, and e, n e, = 0. Since E is relatively complemented, this 
condition implies that @,, C @, whenever e, < e, . Let L be the free 
group generated by the pairs (c~, e,), where e, E E, e, f 0, and c, E @, . 
We make L into a ring by defining multiplication on the additive 
generators of L by 
if and extend by linearity. The right side of (14.3) is in L since, 
e, = e, n e, # 0, then e, < e, and e, < e, , so that c, E Qti C @. 
co E Qa C Qy , and cat, E @,, . It is clear from (14.3) that multiplication in 
v , 
L 
is commutative and associative, since both these properties hold for 
multiplication in Q and for intersection in E. 
Let R be the additive subgroup of L generated by all elements of L 
of the form 
(14.4) (G + c,‘, 4 - (G , e,) - (c,‘, 4, 
for c, , c,’ E @, and e, E E, or of the form 
(14.5) (c.# , e, u 4 - Cc,, , 4 - (cy , 4 
for c, E @, n Qa , e, n e, = 0, and e, , e, E E. It is clear from (14.3) 
that R is an ideal of L. The ring G = L/R is the example that we are 
interested in constructing. We will denote the element (cm , e,) + R of G 
bY c, * e, , and we note that (14.3)-(14.5) give the relations 
(14.6) (cm * e,XcR * 4 = cd+ * (e, n 4, 
(14.7) (G + c,') * e, = c, + c,' * e, , 
(14.8) c,. * (e, U eR) = cy * e, + c, * e, , for e, n e, = 0. 
The ring G is commutative and associative since L satisfies both 
these properties. By an easy induction using (14.7), it is clear that 
n(c, * e,) = (nc,) * e, for each positive integer n, and hence that G is an 
algebra over the integers modulo p and that every element of G can be 
written in the form 
(14.9) a=c,*e,+cR*eR+.-.+c,*e 
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for some e, ,..., e, E E, and for c, E @, ,..., c, E Q0 . We may use (14.8) to 
break the idempotents occurring in (14.9) into a mutually orthogonal 
set, and then use (14.7) to combine those terms that involve the same 
idempotent. Thus, each a E G can be represented in the form (14.9) 
with e, ,..., eP pairwise orthogonal. Since c, ,..., c,, are all in Q, we can 
find an integer m such that cEm = c, , cqm = c, ,..., con1 = c, . Then, 
.nl = (C& * e,)” + (co * qj)“” + ..* + (cp * eoyr 
= c,“’ * e4 + 1.. + c,,“’ * e, = a, 
showing that G is periodic. 
We show next that E is isomorphic to the lattice E’ of idempotents 
and zero element of G under the map u defined by D(e,) = 1 * e, for 
nonzero e, E E and by a(O) = 0. Since (1 * eJ2 = 1 * e, , we see that u 
is a map of E into E’. Suppose first that 1 * e, = 0 for some nonzero 
e, E E. Then, the element (1, e,) EL must be a sum of elements of R of 
the form (14.4) and (14.5). S’ mce E is relatively complemented, we may 
find a set of orthogonal idempotents ear ,..., ep of E such that e, and each 
of the idempotents in the expression for (1, e,) as a sum of generators 
of R is a union of a subset of the set {e, ,..., e,}. If e, is one of the idem- 
potents occurring in the subset whose union is e, , then we may multiply 
the expression for (1, e,) as a sum of generators of R through by (1, e,) 
to obtain an expression for (1, e,) as a sum of generators of R of the form 
(14.4) each with ol as its subscript. But taking signs into account, the sum 
of the first arguments on the right side of this expression is zero, so that 
the expression on the right side couldn’t possible simplify down to 
(1, e,). This contradiction shows that 1 * e6 # 0, and that o-l(O) = 0. 
Jfe,, e, E E and if e, < e, , then there exists a nonzero e, E E such that 
e, = e, u e, and e, n e4 = 0, giving 
o(q) = 1 * e., = 1 * e, + 1 * e,j > 1 * eh = u(e,). 
It follows that u is a lattice isomorphism of E into E’. If e E E’, then 
e = c, * e, + ‘.. $ c, * e, for some set of orthogonal idempotents 
e u ,..., e, and some nonzero elements c, E @, ,..., c, E @0 , and 
c, * e, + ... + c, * e, = e -z e2 = ca2 * e, + *.. + c,,2 * eo. 
Multiplying by 1 * e, gives c, * e, = c,,~ * e, , or (cm - c,*) * e, = 0. 
Thus, c,2 = c, by the last paragraph, or c, = 1. Doing the same step 
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for each of the other idempotents of the set e, ,..., ep, we obtain 
c, XE *** z c, = 1 and 
e = 1 * e, + ... + 1 * e, = 1 * (e, U ... U e,) = a(e, U ... U e,) 
Therefore, u is onto and E and E’ are isomorphic. 
Let T denote the class of periodic rings that we have constructed. 
We return now to the consideration of an arbitrary associative periodic 
ring A of characteristic p. We cannot answer the question that interests 
us most-namely, whether every associative periodic ring of characteristic 
p is isomorphic to an algebra of the class T. However, we do have a 
sufficient condition of a topological nature for this to happen which we 
shall introduce shortly. The main problem in constructing an 
isomorphism between A and an appropriate element of T is that one 
has to choose a maximal field at each idempotent of A in such a way that 
these fields fit together properly in A, and our sufficient condition will 
allow us to do this. 
Suppose that e, and e, are orthogonal idempotents of A and that 
e, = e, + e, . If YV is any maximal field at e, , then the map c + ce, 
defines an isomorphism of YV onto the field !Pye, at e, . We may choose 
a maximal field Ya at e, containing Y?e, and similarly a maximal field YB 
at e, containing Yl,e, . Let qa , yB , qv be any isomorphisms respectively 
of the three fields YO , Yb , Yy into the algebraic closure Q of the integers 
module p, and let @‘, = vU(YU), QP = QB(Y6), and Qy = q,,(Y7). Since there 
is only one subfield of Sz isomorphic to each periodic field, and since we 
could have mapped Yy, into @‘, by ul, + ya(Y,,e,), it follows that @,, C @, . 
Similarly, @,, 2 Qn and so Qy c @, r\ @, . Conversely, if d’ E CD, n Q. , 
let m be the order of d’ in the multiplicative group of nonzero elements 
of @‘, n c.Ds . Then, cr = y),l(d’) and ca = &(d’) have order m, and, 
hence, so does c = ci + c2 E Sey. Thus, Y7 has an element cO of order m. 
But every element of Sz of order m is a power of c’ = yy(cO) E @, , so 
d’e@, and @, n @,C@, . We have verified that the condition 
Qy = @, n Q. used in the construction of the elements of T holds in A. 
Since the maximal fields at e, , e4 , e, are unique up to isomorphism, this 
condition does not depend on which maximal field is chosen for each 
idempotent. 
Let us consider now how we will construct the element G of T which 
is to be isomorphic with A. For the idempotents of G we of course use 
the nonzero elements of a lattice which is isomorphic to the lattice of 
idempotents and zero element of A, and then we associate with each 
VARIETIES OF ALGEBRAS 337 
idempotent of G the subfield of Q which is isomorphic to any maximal 
field at the corresponding idempotent in A. By the result of the last 
paragraph, the required condition on the choice of the fields associated 
with the different idempotents is satisfied, and we have defined the ring 
G E T. 
In considering how to set up an isomorphism between A and G, it 
is clear that the elements of the canonical maximal subfield at a given 
idempotent e, E G (i.e., the field {cLI * e, ) c, E QN}) must correspond to 
the elements of one of the maximal fields at the corresponding idempotent 
in A. The question naturally arises as to whether it makes a difference 
which of these maximal fields we select at this idempotent. It turns out 
that it does make a difference. For, if e, and e, are two idempotents of A 
with e, < e, , then we must choose maximal fields !Pm and Y, at e, and 
e, respectively with the property that Y,,e, C Ye , since the corresponding 
relation holds in G. On the other hand, this is the only condition that we 
will need in order to set up the isomorphism. 
The isomorphism between A and G will be set up one step at a time, 
where the n-th step matches up the elements of multiplicative order 
p” - 1 (in the subfields they generate) not matched in the preceding 
steps. In order to do this, we define for each positive integer n the subset 
E, of the lattice E of idempotents of G by the property that 0 E E, and 
that e, E E, for e, # 0 whenever ‘Pti contains an element of order 
p’- l.Ife,EE,andife, <e,,, then CD,, is isomorphic to a subfield of 
@a and so e, E E, . Also, if e, , eB E E,, and if e, n e, = 0, then 
ey = e, + e4 E E,, , since @, = @, n tDo , (These properties can be 
stated succinctly in lattice terminology by saying that E,, is an ideal of E.) 
We shall call a subset K, of E, an orthogonal spanning set for E,& if the 
elements of K, are pairwise orthogonal and, if for each e, E E, , there 
exists elements e4 ,..., e,EK,,suchthate,,<e,+..+e,.Wecannow 
finally state our result. 
THEOREM 14. IO. Let A be an associative periodic ring of characteristic 
p, let E be the lattice of idempotents and zero element of A, and, for each 
positive integer n, let 
E, = {e E E / 3a E A 3 a”“-l = e and aBm-l # e for 0 < m < n} u (0). 
Suppose further that each E, has an orthogonal spanning set. Then, A 
is isomorphic to a ring in the class T. In particular, this conclusion holds if E 
satisfies either the ascending or descending chain condition. 
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Proof. As we have already observed, the ring G in T, to which we 
wish to show A isomorphic, is obtained by taking the lattice E of idem- 
potents and zero element of A and associating with each nonzero 
element of E that subfield of Q which is isomorphic to any maximal field 
at that idempotent in A. For each positive integer n, let x(n) be the least 
common multiple of the numbers 1, 2,..., n, and let 7(n) = pxcn). Then, 
for each n, the sets A, = (u E A 1 LZ’(‘~) = a} and G, = (g E G 1 gTtn) = g} 
are subalgebras of A and G respectively since each is the set of fixed 
elements of an automorphism. Also, A,-, C A, , G,-, C G, , A = VA,, , 
and G = uG,,, where the unions are to be taken over all positive 
integers n. 
We show first that A, and G, are isomorphic. If a E A, then a generates 
a finite subring (a) without nilpotent elements, implying that (a) is a 
direct sum of fields. When a E A, , we have (a) L A, , and so each direct 
summand of (a) is a field of p elements. Thus, each a E A, has the form 
(14.10) a = c,e, + cae, + .a* + c,e, , 
where e, ,..., eP E E are pairwise orthogonal, and where c, ,..., c, are 
integers modulo p. The coefficients c, ,..., c, in any representation of the 
form (14.10) can be taken as distinct since otherwise we can combine 
the idempotents that have the same coefficients (the coefficients of a 
that arise by considering (a) are automatically distinct). The uniqueness 
of the decomposition of (a) into fields clearly implies the uniqueness of 
the representation (14.10) for a if we assume that e, ,..., e, are mutually 
orthogonal and that c, ,..., c, are distinct. 
We define our isomorphism u1 of A, onto G, by 
(14.11) o,(a)=c,*e,+c,*e,+~~*+c,*e,, 
where a is given by (14. IO). ur is well-defined because of the uniqueness 
of the representation (14.10) just mentioned above, and ui is onto since 
every element of G, has the form of the right side of (14.11). Since the 
relations (14.6) and (14.8) ex ressing addition and multiplication between p 
the elements of E in G in terms of union and intersection are just the 
inverses of the relations (14.2) expressing union and intersection in terms 
of the addition and multiplication in A, it is clear that ur is an 
isomorphism. 
For the inductive step we are given an isomorphism (~+i of A,-, onto 
Gn-, 9 and we wish to extend it to an isomorphism un of A, onto G, . 
For each e, E E let @Lm) be the subfield of Sp, generated by the elements of 
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multiplicative order less thanpnL. Then, QjLn-l) = {cm E @, 1 c, * e, E G,-i}, 
and we let ‘PLn-l) = (~;!r(c~ * e,) 1 c, * ear E G,-,). Our problem is to 
choose for each nonzero e, E E an extension field YLn) of YAn-l) at e, 
isomorphic to @in), and to make these choices in such a way that they lead 
to an extension of o,,_i to on : A,, + G, . 
The idempotents e, for which @Ln) # @Ln-l), and hence for which 
we have to construct a proper extension of !YJ+r), are exactly those 
idempotents which are in E,, . Let K, be an orthogonal spanning set for 
E and let d be any element of Q that generates the subfield of Q with 
p7: Elements. For each e, E K, , choose a field Y,$“) at ey which contains 
Y$‘-l) and is isomorphic to @ifi) (such fields exist because every field at e, 
is contained in a maximal field at e, and any maximal field at e, 
is isomorphic to CD),). Let pr be an isomorphism of Y$n) onto @p) which 
extends the restriction of CJ,-~ to Y;n-l), and let d, = p;‘(d). 
If e, , e, ,..., eP E K, and if e4 = e, + e, + **. + eP , we define 
4 = 4 + 4 + *.. + d, . The subring Yp) of A generated by dB and 
Yp-l) is a field since Y(“) = evYjn) has the same number of elements as 
Yjn) and is a field. S&e (591-r is an isomorphism, for each c E YJn-r), 
we have on-i(c) = c’ * e4 = c’ * e, + .+* + c’ * eP for some C’ EQ. 
Then, p&c) = p7(ceV) for c E Y g,) defines an isomorphism of Yj”) onto 
@p) = @p) that satisfies the properties pLo(da) = d and un-i(c) = pLq(c) * e4 
for c E Y,Jn-l). Note the p,, is independent of whether we use y , a,..., 
or p to define it. 
Now given any e, E E, , there exists an e, which is in K, or which is 
a finite sum of idempotents in K,, such that e, < e, . This time we define 
d, = e,d, and Yfn) = eaYjn), and we let u,,~ be the isomorphism of Yjn) 
onto YLn) given by v,,~(c) = e,c. Then, the isomorphism pa of YAn) onto 
@F) may be defined by ,u% = pav,lp . 
We have succeeded for each e, E En in defining a field YLn) which 
contains YL?l-l) and which is isomorphic under a map CL, to @!n’. Further- 
more, we have done this in such a way that e,Yp) C YLn) and 
&e,b) = pa(b) for b E Yjn) whenever e, < e, , and that o+~(c) = 
p,(c) * e, for c E YL+r). 
Let a be an element of A, and again let (a) be the subring generated 
by a. Then, 
(a> =r,@r,@..-@r,, 
where r, ,..., r, are finite fields. Let e, be the idempotent in r, , and 
let A be the subring generated by the elements of r, and YLn). Then, A 
is a direct sum of fields each of which is isomorphic to the composite 
607/S/2-12 
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of r, and !PLn). Since UT(~) = a, we have CC’(~) = c for c E r, . Now 
Yin) is a field at e, , which is maximal with respect to the property that 
c7cn) = c for c E !PAn), so the composite of r, and YAn) is just isomorphic 
to Yn). Then, A is isomorphic to a direct sum of fields isomorphic to 
Yin,: or, more specifically, if e,., ,..., e, are the idempotents in the 
irreducible summands of A, we have 
Doing the same thing for r, ,..., r, , we see that there exists a set of 
pairwise orthogonal idempotents e, ,..., e0 such that 
(14.12) n = cae, + *a* + c,e, , 
where c, E Y,Jn),..., c, E YLn). 
We can now finally define the isomorphism un. between A,, and G, 
bY 
(14.13) 44 = P&A * eB + .** + P&J * ep , 
where a is given by (14.12). S ince any two representations for a of the 
form (14.12) h ave a common refinement obtained by splitting idem- 
potents, in order to show the CT, is well-defined, we need only check that 
if e,. = e, + e, , where eaes = 0, then 
~,(c,e,> = kkJ * e, = ~~(4 * e, + ~~(4 * e0 
= cLd(cyeoL) * em + b&h) * e0 
zz un(cye,2 + cyeB2) = 4cyeu + vd 
It is easy to see using appropriate mutual refinements that a,(n) is a 
homomorphism of A, into G, . The fact that un is 1 - 1 and onto is 
immediate, while the fact that (TV extends un-i is clear from our definition 
of pL, for each e, E E. 
Finally, in order to prove the last statement of the theorem, we need 
to show that either ascending or descending chain condition on E implies 
that each En has an orthogonal spanning set. By Zorn’s lemma, we can 
always find a maximal set K, of pairwise orthogonal elements in E, . If 
this doesn’t form an orthogonal spanning set, there exists e, E E, which 
is not less than or equal to any finite sum of elements of K, . For, if e, 
were orthogonal to only a finite set e, ,..., e, of idempotents of K, , 
then e, - e&e, + *a* + ep) would be orthogonal to all elements of K, 
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and is not zero since e, Q IQ + .+a + ep , contradicting the maximality 
of K, . Thus, there exists an infinite sequence e, , e2 ,..., of elements K,, 
not orthogonal to e, . Lettingf,, = e, + .** + e,,l for each positive integer 
na, we see that fi , fi ,... is a proper ascending chain of idempotents of 
E, , and e, , e, - e,fi , e, - e,fi ,.,. is a proper descending chain of 
idempotents in E, . Hence, if E, has no orthogonal spanning set it 
satisfies neither chain condition, and, thus, neither does E. 
We will call an associative periodic ring A of characteristic p complete 
if E is isomorphic to the lattice of all subsets of some set, and if the 
maximal field at each idempotent is isomorphic to Q. We then have 
COROLLARY 14.10. An associative periodic ring A of characteristic p 
may be embedded in a complete periodic ring if and only if it is isomorphic 
to a subring of a periodic ring in the class T. Any complete periodic ring 
belongs to the class T. 
Proof. If G E T, then G can be embedded in a complete periodic ring 
by embedding the lattice E of idempotents and zero element in the lattice 
of all subsets of some set (as can be done for any distributive lattice, 
Birkhoff [I, p. 140]), and then increasing the field at each idempotent 
to be Q. Thus, any periodic ring of characteristic p that is isomorphic 
to a subring of such a G can be so embedded. 
Conversely, suppose that A can be embedded in a complete periodic 
ring C with lattice of idempotents F. Since C is complete, F,, = F 
for every positive integer n, and F has an identity element e. Then, e is 
an orthogonal spanning set for each F, , and hence C is isomorphic to 
an element of T by Theorem 14.10. Thus, A can be embedded in a 
periodic ring in T. 
As we remarked earlier, we don’t know whether every associative 
periodic ring of characteristic p is isomorphic to one of the rings in the 
class T. The above corollary shows that an affirmative answer to this 
question is equivalent to having an affirmative answer to both of the 
following questions: can every associative periodic ring of characteristic p 
be embedded in a complete periodic ring, and is every subring of a ring 
of class T itself isomorphic to a ring of class T? (See Remark 2.) 
15. Jordan Periodic Rings 
In view of the fact that associative periodic rings are commutative and 
that finite power-associative division algebras are known to be 
commutative and associative (see the next section), one might conjecture 
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that the Jordan periodic rings are also associative. However, this turns 
out not to be the case. We shall exhibit a family of simple Jordan 
periodic rings which are not associative. Our main theorem states that 
every Jordan periodic ring is a subdirect sum of simple Jordan rings 
of our family and of periodic fields. Since there does not as yet exist a 
structure theory for Jordan rings comparable to that which we had 
available in the associative case for our proof of Theorem 14.4, we 
shall actually have to construct the subdirect sum here. 
In this section, we shall have to depart from our previous policy of not 
depending on nonassociative results proved elsewhere, since we need 
several results on Jordan algebras whose proofs are too long to include 
here and would take us too far afield. We shall give references for these 
results as they are needed. 
By Theorem 13.2, we may restrict our attention here to Jordan rings 
of characteristicp. We exclude the casep = 2, since the proper statement 
and proof of almost any result for Jordan rings of characteristic 2 seems 
to require a different approach to the subject than we take here 
(McCrimmon [3]). 
As in the associative case, it is most expedient to begin with the 
division ring case. If A is a Jordan ring with unity element 1, we call 
an element a E A invertible if there exists an element b E A such that 
ab = 1 and a’% = a, and, in this case, we call b the inverse of a. It is 
easy to check that a is invertible under this definition if and only if 
there exists a subring of A containing a and I which is a field. We call A 
a Jordan division ring if every nonzero element of A is invertible. 
PROPOSITION 15.1. If A is a periodic Jordan division ring of charac- 
teristic p + 2, then A is a$eld. 
Proof. Let a and b be two elements of A, and let B be the subring 
generated by them. Since the elements of B are periodic, B is closed under 
taking inverses, so B is in fact a subdivision ring of A. Because B is 
generated by two elements, it is a special Jordan algebra and in fact can 
be represented as the symmetric elements of an associative algebra C 
under an involution *. (See Jacobson [3, p. 481. Our assertion does not 
follow from his statement of the Shirshov-Cohn theorem, but does 
follow from his proof of this theorem.) After possibly dividing out the 
Jacobson radical of C, which cannot have nonzero intersection with B, 
since the nonzero elements of B are invertible, we may assume that C 
is semisimple. Then, Theorem 2 of Osborn [8] implies that one of 
the following possibilities holds: 
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(i) C is a division ring, 
(ii) C is the direct sum of two division rings D and D, which are 
interchanged by *, 
(iii) B is a field. 
If C is a division ring, then we have satisfied the hypotheses of Theorem 1 
of Herstein and Montgomery [l], and so C is a field. Thus, case (i) 
implies case (iii) here. If case (ii) holds, then it is easy to see that B g D+, 
and hence D is an associative periodic ring, since powers are the same 
in D+ and D. It follows from Proposition 14.1 that D is a field, and, hence, 
so are D+ and B. Thus, B is a field in any case, and it must be a finite 
field since it is periodic and generated by two elements. 
Suppose now that a, 6, c are any three nonzero elemements of A, and 
let B’ be the subalgebra that they generate. By what we have just proved, 
a and b generate a finite field and, hence, are both powers of some element 
d E A. But then, B’ is generated by two elements and so is itself a finite 
field. It follows that (ab) c = a(k) and that A is an associative ring. 
Consequently, A is a field by Proposition 14.1. 
For our next result we will need 
LEMMA 15.2. Let TV and v be elements of a periodic $eld @ of charac- 
teristic p # 2. Then, there exist elements a0 , 01~ , 01~ E @ not all zero such 
that 0~~~ + q2p + a22v = 0. 
Proof. It is clearly sufficient to assume that both p and v are nonzero 
and, in this case, to show that the lemma holds in the finite subfield 
Y of Q, generated by p and V. If Y has 2q + 1 elements, then q + 1 of 
them are squares in Y (including zero) and the remaining q 
elements are nonsquares in Y. Suppose that for 01,, cyi , ol, E Y we have 
ao2 + q2p + a22v = 0 only if 01~ = 01~ = 01~ = 0. If -y2p - a2v is a 
square, say p2, for some y, 6 E Y not both zero, then the substitution 
%I - P, oil = y, cy2 = 6 contradicts our supposition. Thus, -y’$ - 6% 
is a nonsquare for every choice of y, 6 E Y not both zero, and in particular 
-y2~ is a nonsquare for every nonzero y E Y. Since there are q elements 
of the form - y2p for y # 0, every nonsquare has the form -y2~ for 
some y f 0. Similarly, every nonsquare has the form -8% for some 
6 # 0. Then, the sum -y2p - S2v of any two nonsquares is a nonsquare, 
and the set of nonsquares form an additive semigroup of Y. But, since 
Y is finite, any additive semigroup contains zero which is a square. This 
contradiction proves the lemma. 
Now let @ be a field and L’ a vector space over @ with a symmetric 
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bilinear formf(x, y). Let B = @ @ V be additively the direct sum of @ 
and V with multiplication defined by 
(a + 4(B + Y) = (4 +f(“% YN + (“Y + PI 
for (Y, p E @ and x, y E V. It is easy to verify that B is a Jordan algebra 
over @ (see Jacobson [3, p. 131). W e call B the Jordan algebra of the 
symmetric bilinear form f. For these algebras we can show 
LEMMA 15.3. Let B be the Jordan algebra of a symmetric bilinear form f 
over a Feld 6, of characteristic not 2, and let B be periodic. Then either B 
is afield or a direct sum of two$elds, or else B is isomorphic to the Jordan 
algebra of hermitian 2 x 2 matrices over CD. 
Proof. Since the elements of @ C B are periodic, ds is a periodic 
field. If dim B = 1 or 2, it is easy to see that B is associative and, hence, 
that the conclusion of the lemma follows. .When dim B = 3, we can 
find nonzero u1 , u2 E V such that f(q , us) = 0. Letting 
a = a0 + vl + ~zuz and n = a0 - ollUl - a2u2 for 01~) q , 01~ E@, 
we calculate that aa = ao2 - a12f (ul , ul) - a2y(u2 , u2). By Lemma 15.2 
we may choose specific values of 01,, , 01~ , 01~ E @ not all zero such that 
a@ = 0. Then the 2-dimensional subalgebra of B generated by 1 and 
this a is a direct sum of two fields, since it contains zero divisors but no 
nilpotent elements. Hence, B contains an idempotent e # 1. If e = a + v 
for oi E 0 and v E V, then 01 + v = e = e2 = (a2 + v2) + 209, or 
01 = a2 + v2 and v = 2~. Thus, 01 = iand v2 = 4. Choosing a nonzero 
w E V such that f (v, w) = 0, and letting f (w, w) = p, we can easily 
verify that B is isomorphic to a Jordan algebra of hermitian 2 x 2 
matrices over @ under the correspondence 
It remains to show that B cannot have dimension 4 or more. If 
dim B 3 4, then dim V > 3 and we can find linearly independent 
elements u0 , u i , u2 E V which are pairwise orthogonal under ,f. Letting 
a = olouo + oliui + olzu2 for 01~ , 01~ , a2 E @, we obtain 
a2 = ao2f(uo , uo) + a12f(ul , ul) + cfz2f(u2 , u2>. 
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If f(z+, , uO) = 0, then u0 is nilpotent. Otherwise, we may find 
LY,, 01~ , 01s E @ not all zero such that a is nilpotent by Lemma 15.2. In 
either case, we contradict the assumption that B is periodic, to complete 
the proof. 
In the study of associative periodic rings, the next step after showing 
that periodic division rings are fields was to study primitive periodic 
rings. We move in a similar direction now in the Jordan case. If A is a 
simple Jordan algebra with unity element 1, we shall say that J has 
capacity n if A contains n pairwise orthogonal idempotents e, ,..., e, 
such that e, + *** + e, = 1 and such that AI is a Jordan division 
ring for each et. Note that a Jordan algebra of capacity 1 is just a Jordan 
division ring. In the study of Jordan algebras of capacity 2, we run into 
a class of simple Jordan algebras which are not associative. Specifically we 
show 
PROPOSITION 15.4. Let @ be a periodic jield of characteristic not 2, 
let -p E @ be a nonsquare, and let @‘z denote the ring of 2 x 2 matrices 
over @. Then the Jordan subalgebra of Qzf consisting of the set 
is a simple periodic Jordan algebra of capacity 2 over @. Conversely, every 
simple periodic Jordan ring of capacity 2 and characteristic not 2 is iso- 
morphic to J for some choice of CD. 
Proof. Let A be a simple periodic Jordan ring of capacity 2 and 
characteristicp # 2. Unless it is isomorphic to hermitian 2 x 2 matrices 
over a field, A cannot be a Jordan algebra of a symmetric bilinear form 
by Lemma 15.3, since a direct sum of two fields is not simple and a 
single field does not have capacity 2. Then, by Theorem 1 of Osborn [5], 
there exists an associative algebra D with unity element and with 
involution * and there exists a nonzero *-symmetric element p E D 
such that A is isomorphic to the Jordan subalgebra of D,f consisting of 
the set 
Moreover, that theorem states that D is either a division algebra or is 
the direct sum of two division algebras D’ and D” which are inter- 
changed by the involution. In the latter case, for each /3 E D’ we have 
346 OSBORN 
,tl*~D",j?fi*p = 0 = /!I*@, so that (i @p) is nilpotent. Since a periodic 
ring cannot have nonzero nilpotent elements, this case cannot occur and 
D must be a division ring. Now the subalgebra Hr = ((g t) 1 ol E D, 
01* = a> of J is a periodic ring, so that D is a division ring whose symmetric 
elements are periodic. It follows from Theorem 1 of Herstein and 
Montgomery [I] that D is a periodic field. 
If a = (;; “7) E H, h t e condition a2 = 0 is equivalent to the relations 
It is clear from the first and last of these relations that if one of 01, /3, y is 
zero the others must be zero also. Thus, ai, /3, y are all nonzero if a # 0. 
If 01, p E D can be found to satisfy the first relation, then there maining 
ones will be satisfied by choosing y = --01. Note that y* = y = pyp-l, 
so that y is of the required form. Thus, H contains a nonzero nilpotent 
element if and only if nonzero elements 01, /3 E D can be found satisfying 
cy2 + ,f3*&3 = 0 and OL* = LY. Setting 7 = a(,8*)-I, this condition 
becomes 
(15.1) llrl* +p = 0. 
Consider now the involution * of D. Since D is commutative, the 
symmetric.elements of D are either all of D or else they form a subfield 
of index 2 in D. In the latter case, let p be a skew element of D and let Y 
be the finite subfield of D generated by p and p. Then, Y is fixed under * 
since p is symmetric, and t induces a nontrivial involution on Y. Let 
‘8“ be the subfield of symmetric elements of Y(which must have index 2 
in Y) and let K = {A2 + 1~ 1 6 E Y’]. If every element of K is a square 
in Y’, then taking 6 = 0 implies that p is a square, say p = y2. Thus, 
for every 01, /3 E Y’, we see that 01~ + pz = (/3y-1)2[($-1y)2 + ~1 is a 
square, showing that the set Y” of squares of Y’ is a subfield of Y’. But 
this is impossible since Y” contains more than half the elements of Y 
so that its order could not divide that of Y’. Hence, K contains an element 
that is not a square, say a2 + I*. Then, there is a quadratic extension 
field of Y’ which contains a square root of s2 + CL, and since all quadratic 
extensions of Y’ are isomorphic, Y contains an element E such that 
l 2 = S2 + CL. Because c2 is symmetric, E is either symmetric or skew, 
and, because E $ Y’, it is skew. But then, 7 = 6 + E in (15.1) gives 
(6 + E)(S - E) + TV = 62 - l 2 + p = 0. It follows that His not periodic 
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when the symmetric elements form a proper subfield of D, so c must 
just be the identity. 
We have reduced the condition (15.1) that H contain no nonzero 
nilpotent elements down to the condition that -TV is not a square, and 
we have shown that the algebra H is just an algebra of the form J 
defined in the statement of the proposition. Conversely, we have shown 
that the algebra J has no nilpotent elements. Since J is a subring of 
Q2+, it is a Jordan ring. It is easy to see that J is an algebra over the 
periodic field @ of dimension 3, and so J is algebraic over @ and hence 
periodic by Theorem 13.2. It is also immediate that J is simple and has. 
capacity 2, to complete the proof. 
By the nucleus N of a nonassociative ring A, we mean the set 
N = {r E A 1 (~a) b = r(ab), (uy) b = a(&), (ab) r = a(br), all a, b E A}. 
It is easy to check that N is an associative subring of A. 
We will call two orthogonal idempotents e and f in a Jordan ring A 
weakly connected if Aliz n A,,,(f) # 0, and we will say that an 
element b weakly connects e and f if b E Aliz n A1i2f) and b f 0. If, 
in addition, b is invertible in A(e +f), it is said to connect e and f, and 
e and f are called connected if such a b exists. When A is periodic, the 
invertibility of b in A,(e +f) implies that the idempotent generated by 
b is e + f, or that bn = e + .f for some integer n. It is known that the 
relation of being connected is transitive, that is to say, if e, f, g 
are orthogonal idempotents such that e and f are connected and 
such that f and g are connected, then e and g are connected (Jacobson 
[3, P. 1221). 
Let A be a simple periodic Jordan algebra of capacity n and let 
el ,..., e, be orthogonal idempotents adding to the unity element such 
that each A,(e,) is a Jordan division ring. Let b be a nonzero element 
of A, = 4/2(4 n Al/z(ej), so that b2 E A,(e,) + AI( If b2ei = 0, 
then b3 = 2b2(e,b) = 2(b2e,) b = 0 contradicting the periodicity of b, . 
Hence, b2 has a nonzero component in A,(e,), and, similarly, its 
component in AI is nonzero. It follows that b connects ei and ej . 
Thus, for each choice of distinct i and j in the set (1, 2,..., n}, either 
Aij = 0 or e, is connected to ej . 
Suppose now that the idempotents e, ,..., e, can be divided into 
two sets, say {e, ,..., e,] and {ek+i ,..., e,> such that no idempotent of the 
first set is connected to an idempotent of the second set. But then, 
Aii = 0 for 1 < i < k and k + 1 <j < n, so that Ali2(e, + ... + ex-) = 0 
and A = A,(e, + ... + e,) @ A,(e, + *.+ + ek), which contradicts the 
simplicity of A. Hence, the idempotents e, ,..., e, cannot be so divided. 
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Since the relation of being connected is transitive, this shows that any 
two of the idempotents e, ,..., e, are connected. 
If the subalgebra A’ = A,(e, + *.. + ek) for some k < n contains a 
proper ideal B and if b E B, then, multiplying by the appropriate idem- 
potents, we see that each Peirce component bzj of b is contained in B 
for ;,j = I,..., k. If bii # 0 for some i, then e, E B since Ai is a 
Jordan division ring, and Btj = e,Bij C B for each j = I,..., k. Since 
.q is connected to et , we have e, ,..., ek E B and e, + *.* + e,, E B, 
contradicting the assumption that B is proper. Thus, bii = 0 for 
1 < i < k. If btj # 0 for some distinct i and j, then 
bFj E [A,(Q) + AI( r\ B = 0, and so bij = 0. 
Hence, B = 0 and A’ is simple 
PROPOSITION 15.5. A simple Jordan algebra of capacity n > 2 is 
never periodic. 
Proof. It follows from our remarks just above that a simple periodic 
Jordan algebra of capacity n > 3 contains a subalgebra which is a simple 
Jordan algebra of capacity 3. Thus, it is sufficient to prove the proposition 
for n = 3. If A is a simple Jordan algebra of capacity 3, then it follows 
from the coordinatization theorem (Jacobson [4]) that there is an 
alternative algebra D with involution * whose symmetric elements are 
in its nucleus, and there exist symmetric elements p and v of D, such 
that A is isomorphic to the Jordan subalgebra of D, consisting of the 
set 
If H is periodic, then the subalgebra H, of H of all matrices whose 
last row and column is zero forms a periodic ring of capacity 2. It is clear 
from Proposition 15.4 (or Proposition 15.1) that the Peirce l-space of a 
primitive idempotent in a simple periodic Jordan ring of capacity 2 
is a periodic field, and, hence, the set H, of symmetric elements of D 
forms a field under the Jordan product. We also see from Proposition 15.4 
that the center of H, is isomorphic to H, and that H, is 3-dimensional 
over its center. Hence, the set of matrices of Hz with 01 = y = 0, which 
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is the half-space for either idempotent, is just l-dimensional over Hr . 
But then, D+ is l-dimensional over Hrf, so D = Hi , the involution is 
trivial, and D is a periodic field. 
Now by Lemma 15.2 we can find elements p, u, T E D not all zero 
such that p2 + a2p + T~V = 0. Setting 01 = ~2, /3 = po, y = +, 
6 = pi, E = UT~, 7 = T2V in the matrix given in (15.2), one can check 
easily that this matrix will square to zero. Thus, H is not periodic, and 
the proposition is established. 
PROPOSITION 15.6. Let D be an associative algebra with involution * 
over a field @ of characteristic p # 2, and let the set H of symmetric 
elements of D contain three idempotents e, , e2 , e3 which add to the unity 
element of D and which are connected in Hf. Then, H+ is not periodic. 
Proof. Let b,, connect e, and e2 , let b,, connect e, and e3 , and let 
D = C D.ij for i, j = 1, 2, 3 be the Peirce decomposition of D induced 
by el , e2 , e3 . Then, b,, = e,b,, + e,b,, , where e,b,, E D12 and 
e2&2 E D,, . Let e,b,, = h + s, where h is symmetric and s is skew, and 
let B be the subring of D generated by h and s. Then, 0 = (e,b,2)2 = 
(h + s)~ = (h2 + s2) + (hs + sh), and the symmetric and skew parts 
of this relation vanish giving h2 + s2 = 0 and hs + sh = 0. It follows 
from the latter relation that the subring Y of B generated by h2 is 
contained in the center of B. Since h2 is periodic, Y is a field with unity 
element which we denote by e’. Regarding B as an algebra over Y, we 
easily check that e’, h, sh, and s span B over Y. 
Suppose that C is an ideal of B and that a = ale’ + o12h + ai,sh + CQS 
is a nonzero element of C for c~i , 012 7 CL~, 01~ E Y. Then, (ah - ha) s = 
(2013sh2 + 2qsh) s = (-2oI,h4) e’ + (2a4h2) h E C, and whether or not 
this last element is zero we have a nonzero element of the form 
a’ = pie + Pzh E C. If /3, # 0 here, we have (a’s - sa’) sh = 
(28,hs) sh = ( -2/3,h4) e’ E C. Whether p2 = 0 or not, we obtain e’ E C 
and C = B. Thus, B is a simple associative algebra over Y of dimension 
<4. Since B contains (e,b,,)(e,b,,) = (elb12)(e,b,,)* = (h + s)(h - s) 
which is the component of b:, in D,, = D,(e,), it follows that B contains 
both e, and e2 . Then, B must be isomorphic to the 2 x 2 matrices over 
Y, and hence, it contains elements ei2 and e2i such that e,, = el j e12 y 
e21 y e22 - 2 - e form a basis of B with the usual multiplication between 
matric units. Note that B is fixed under the involution, and ef = e2r . 
By symmetry there also exist elements e,, and e3i in D such that 
e l1 7 El3 7 e31 T e33 = e3 are matric units. Defining e23 = e2ier3 and 
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e32 - e31e12 3 it is immediate that the set {Q} for i, j = 1, 2, 3 forms 
a set of matric units. But the symmetric elements of the algebra that 
these matric units defines over the prime field form a periodic Jordan 
ring of capacity 3. This contradicts Proposition 15.5 and completes the 
proof. 
LEMMA 15.7. Let A be an associative ring with involution which 2a = 0 
implies a = 0, and in which 2A = A. Let H be the set of symmetric elements 
of A, and let e E H be an idempotent such that H&,(e) = 0. Then, A,(e) 
is a direct summand of A. 
Proof. Let A = A,, + A,, + A,, + A,, be the Peirce decom- 
position of A with respect to e, and let cl0 be an element of A,, . Then, 
the relations ec10 = cl0 and ci,-,e = 0 yield c&e = c& and ec& = 0, 
showing that c& E A,, . Hence, 
cl0 + c;“, C (Alo + A,,) f7 F = G,(e) = 0, 
so c - 0. Thus, A,, = 0 and by symmetry A,, = 0. It follows that 10 - 
A = A,, + A,, and that A,, = A,(e) is a direct summand of A. 
LEMMA 15.8. Let e and f be orthogonal idempotents qf a periodic 
Jordan ring A of characteristic p # 2, let b E Aliz n A1j2(f) be such 
that b” = e +f f or some integer n, and let u E A,(e) be an idempotent. 
Then, there exists an integer m such that [(2bu)2u]m = u. 
Proof. In order to prove this, we may work entirely inside of the 
subring B generated by b and u, which has the identity element e + f. 
Since B is generated by two elements, it may be represented as the set 
of all symmetric elements of an associative algebra C under the Jordan 
product (Jacobson [3, p. 481). In this proof, we let juxtaposition denote 
the product in C and a 0 c = i(ac + ca) the Jordan product in B. Thus, 
we must show that [(2b o u)” o ~1~ = u for some integer m in this 
notation. 
Since u E Al(e) in A, we have b E Aliz C Aliz + A,(u) in A. 
Thus, if C = C,, + C,, + Co, + Coo is the associative Peirce decompo- 
sition of C with respect to U, then b E C,, + C,, + C,, and ubu = 0. 
Hence, (2b o u)” o u = (bu + ub)2 0 u = (bub + ub2u) 0 u = ub2u, and 
what we must show becomes (ub2u)” = u for some integer m. Since B 
is periodic, there exists an integer m + 1 < 1 such that (ub2u)m+1 = ub2u. 
Then, (ub2u)m is an idempotent and we shall show that this idempotent 
is u. 
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Next, letting the element t E B be defined by 
t = (u - (ub”u)“) 0 b = ub + bu - (ubqqJ - b(U&q, 
we calculate that 
t’ = ub”u + bub + (ub2u)2”l+1 + b(ub”u)z’r’b - 2(ub2u)m+l - 2b(ub”u)7’Lb 
= bub - b(ub2u)“lb, 
t4 = bubzub - 2b(ub2u)?“+lb + b(ub2u)27J’+‘b = 0. 
But, since B contains no nonzero nilpotent elements, t = 0. Recalling 
that 6” = e + f, we obtain 
0 = @-1 = ub” + b&n-l - (u&q1 6’” - b(u&)‘tl b”-’ 
= u - (ub2u)“’ + (bub - b(ub2u)m 6) bn-” 
= u - (ub2u)m + t2bnp2 = u - (ub2u)“‘. 
Thus, (ub%)m = U, as desired. 
LEMMA 15.9. Let A be a periodic Jordan ring of characteristic p # 2, 
and let e, f, g be pairwise orthogonal idempotents of A such that e and f 
are connected. Then, g is not weakly connected to e. 
Proof. If the lemma does not hold, there exists a ring A satisfying 
the hypotheses of the lemma and such that e and g are weakly connected 
by an element c E Alis n A,/,(g). Th en, there exists an integer k such 
that ck+l = c and ck is an idempotent. Since ck = cak is a power of 
c2 E 44 + 4kh we have ck E A,(e) + A,(g), say ck = u + V, where 
u E A,(e) and z, E A,(g). Since ck # 0, either u # 0 or 2, # 0. If u # 0 
and v = 0, then c = ckc = UC and c E A,(u) C A,(e), contradicting the 
relation c E Aliz( Thus, 21 + 0, and by symmetry, u # 0. This shows 
that u E A,(e) and u E A,(g) are idempotents connected by g. 
Since e and f are connected, there exists an element b E A,i2(e) n A,,,(f) 
such that b” = e + f for some integer n. Because 
we have 2bu E Aliz A,(u) C Aliz and 2bu E A,/,(f) A,,(f) C A1/2(f ). 
By Lemma 15.8, [(2bu)%lm = u f 0 for some integer m, so 2bu f 0 
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and 2bu weakly connects u andf. By the results of the last paragraph, we 
see that there exist idempotents u1 E A,(u) and w E A,(f) such that 
(2bu)l = ur + w. Then, ur + w = (2b~)~” = [(2Z1u)~]l, and since 
(2b~)~ E A,(u) + A,(f), we have [(2Z1u)~u]” = ur . Hence, ur = arm = 
[(26~)~ u]rrn = ur = u by Lemma 15.8, and so d = 2bu connects u and w. 
We now have three idempotents u, v, w E A such that u and v are 
connected by c, and u and w are connected by d. Let A’ = A,(u + v + w), 
and suppose first that A,‘(u) does not contain a pair of idempotents 
which are weakly connected. Since A’ satisfies the hypotheses of the 
coordinatization theorem (Jacobson [4]), A’ is isomorphic to an algebra 
of the form (15.2), where D is an alternative algebra whose symmetric 
elements are in the nucleus, and where p and v are invertible symmetric 
elements of D. By restricting our attention to the subalgebra of H 
consisting of those matrices with entries from the nucleus of D if D is 
not associative, it is sufficient to consider the case when D is associative 
in order to show that this case cannot occur. 
The image of an ideal of D under * is clearly another ideal of D. We 
call an ideal of D a *-ideal of D if it is equal to its image under *, and D 
is called *-simple if D contains no proper *-ideals except the zero ideal. 
Since the union of an ascending chain of *-ideals not containing the 
unity element I of D is again a c-ideal not containing 1, we see by 
Zorn’s lemma that D contains a maximal proper *-ideal C and that 
D/C is *‘-simple where *’ is the involution of D/C induced by * in D. 
The natural homomorphism of D onto D/C obviously induces a homo- 
morphism of H onto another ring of the same type with D replaced by 
D/C. Under this homomorphism, the image of A,‘(u) will have the same 
property that we are assuming for A,‘(u), namely, that no two idem- 
potents in this subalgebra are weakly connected. By passing to such a 
homomorphic image if necessary, we may assume then that D is *-simple. 
Let ur be an idempotent of A,‘(u) different from u, and let u2 = u - u1 . 
If4/204 n A,‘( u contained a nonzero element, the idempotents ur and > 
u2 would be weakly connected, contrary to our supposition. Hence, 
&~2W n A,‘(u) = 0, and since A,‘(u) is isomorphic to the Jordan 
algebra of symmetric elements of D, this induces a direct sum decom- 
position of D into two proper *-ideals by Lemma 15.7. This contradiction 
shows that A,‘(u) contains no proper idempotents, and, hence, it is a 
Jordan division ring since it is periodic. Because of the representation 
of A’ as an algebra of the type (15.2), the fact that A,(u) is a Jordan 
division ring implies that A,(v) and A,(w) are also. 
Now let B be a maximal ideal of A’ (such ideals exist by Zorn’s 
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lemma since A has a unity element). If u E B, then c = 2cu E B, 
v = ck - u E B, d = 2du E B, and the unity element 
u + v + w = d”’ + v E B. 
Thus, u $ B, and similarly, v 4 B and w $ B. Hence, u, v, w map onto 
orthogonal idempotents u’, v’, w’ of A’IB which add to the unity element 
of At/B, and the Peirce l-spaces of u’, vu), w’ are Jordan division rings. 
Since B is maximal, A’/B is simple and is a periodic Jordan ring of 
capacity 3. This contradicts Proposition 15.5 and shows that A,(u) 
must contain two idempotents which are weakly connected. 
Let ul’, u2’ be idempotents of A,(u) which are weakly connected by 
an element a. If I is a positive integer such that ur is idempotent, then 
d = Ul + u 2, where u1 E A,(u,‘) and u2 E A,(u,‘) are idempotent. Thus, 
a connects u1 and u2 , As in the first part of the proof, we can check that 
2cu, connects u1 to an idempotent ua E A,(v), and that 2du, connects u1 
to an idempotent uq E A,(w). Thus, the ring A,(u, + u2 + us + u4) 
has four connected idempotents adding to its unity element. If the 
subring A,(q) did not have two weakly connected idempotents, then 
using A,(u, + u2 + us) instead of A’ in the preceding part of the 
argument would lead to a contradiction. Therefore, A,(q) contains two 
connected idempotents, and using one of them to cut down the idem- 
potents u2 , uQ , uq as in the definition of us and uq , we obtain 5 connected 
idempotents. Continuing in this fashion, we arrive at 12 connected 
idempotents e, , e2 ,..., ei2 in A. 
From our method of construction we obtain e, connected to ei for 
2 < i < 12 by an element bii . However, it does not matter which ones 
are connected to which as long as one can get from any one to any other 
one by a sequence of connections, since connectedness is an equivalence 
relation. Thus, we may assume that an element bij E A,/,(e,) n A,,,(q) 
is given for each i and j such that 1 < i <j < 12 (if the elements bli 
for 2 < i < 12 is given, we can define bij = bliblj for the remaining 
elements). 
Defining fl = el + e2 + e3 , f2 = e4 + e5 + e6 , f3 = e7 + e, + es , 
f4 T 7” + ell + e12 , cl2 = b14 + b2, + b,, , cl3 = h, + b,, $- b,, , and 
cl4 - 1,1o + b2,11 + b,,,, , we see easily that cl2 connects the idempotents 
fr and f2 , that cl3 connects fi and f3 , and that cl4 connects 
fi and f4 . Then, by the coordinatization theorem, A,(f, + f2 + f3 + f4) 
is isomorphic to an algebra H similar to that defined in (15.2) but 
consisting of 4 x 4 matrices over an associative algebra D. This 
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isomorphism induces an isomorphism of A,(f,) with the set of all 
symmetric elements of D. Restricting our attention if necessary to the 
subring of D generated by its symmetric elements, we may assume that 
the unity element fi of A,(f,) corresponds to the unity element of D. 
But then, the idempotents of D corresponding to the three idempotents 
e, , e2 , es of A,(f,) satisfy the hypothesis of Proposition 15.6 and show 
that A,(f,) is not periodic. This contradiction completes the proof of 
Lemma 15.9. 
PROPOSITION 15.10. Let A be a periodic Jordan ring of characteristic 
p # 2 and let e and f be connected idempotents of A. Then, A,(e + f) is a 
direct summand of A. 
Proof. Let d E Aliz(e + f) and recall that 
Thus d = 4 + 4 , where 4 E A&e) n A,(f) and d, E A,(e) n A,/,(f ), 
and d12 E Me) + 441 n A,(f) C Al(e) + A,(e) n A,(f ). If dl f 0 
and if n is an integer such that (d12)% is idempotent, then dfn = u + g, 
where u E A,(e) and g E A,(e) n A,(f) are idempotents. Hence, g is an 
idempotent orthogonal to both e and f which is weakly connected to e. 
This contradicts Lemma 15.9 and shows that dl = 0. Similarly, d, = 0, 
and so Alla(e + f) = 0. But then, A = A,(e + f) @ A,(e +,f) and 
A,(e + f) is a direct summand of A. 
We can now finally prove our principal theorem on periodic Jordan 
rings. 
THEOREM 15.11. A simple periodic Jordan ring of characteristic not 2 
is either a jield or a Jordan ring of capacity 2. Any periodic Jordan ring 
of characteristic p # 2 is a subdirect sum of simple periodic Jordan rings. 
Proof. Suppose first that A is a simple periodic Jordan ring of char- 
acteristic not 2, and suppose that A is not a field. Then, A contains an 
idempotent w # 1, and Aliz # 0 since A is simple. If b is a nonzero 
element of A,,,(W), then b connects two idempotents e E A,(w) and 
f~ A,(w). Because A,(e $- f) is a direct summand by Proposition 15.10, 
we must have A = A,(e +f), and so e + f is the unity element of A 
which we denote by I. If u is an idempotent in A,(e), then 2bu connects u 
to an idempotent 2, E A,(f) by L emma 15.8. Hence, A,(u + V) is a direct 
summand by Proposition 15.10 and 1 = u + ZI. Multiplying by e gives 
VARIETIES OF ALGEBRAS 355 
e = eu + ev = U, showing that A,(e) is a Jordan division ring. By 
symmetry Al(f) is also a Jordan division ring, so A is a Jordan ring of 
capacity 2. 
Suppose now that A is any periodic Jordan ring of characteristic 
p + 2. In order to show that A is a subdirect sum of simple algebras, we 
must show that for every nonzero element a E A there is a homomorphism 
9a of A onto a simple algebra such that a is not in the kernel of q,, . If e 
is the idempotent that is a power of a, then any ideal containing either 
a or e contains the other. Thus, we only need to construct such a homo- 
morphism for each idempotent e E A. In case A&e) = 0, we see that 
A,(e) is a direct summand of A, so that it is sufficient to show that 
A,(e) has a simple homomorph. But since A,(e) has a unity element e, 
it has a maximal ideal C not containing e by Zorn’s lemma, and Al(e)/C 
is simple as desired. 
In the remaining case when Aliz # 0, there exist idempotents 
u E A,(e) and v E A,,(e) which are connected by some element d E Aliz( 
If B is an ideal of A containing e, then u = ue E B, g = 2gu E B, and 
u + v = gk E B for some integer K. Thus, it is sufficient to consider a 
homomorphism q of A such that q(u + U) # 0 in order to have one 
for which q(e) # 0. But Aliz(u + U) = 0 by Proposition 15.10, and 
we have already seen how to construct a homomorphism v of A onto a 
simple ring with q(u + v) # 0 when A,/,(u + v) = 0. 
References for Section 15: Oehmke [2, Theorem 61; Schafer [2]. 
16. Periodic Power-Associative Rings and Associative rings with Involution 
with Periodic Symmetric Elements 
The two theories that we develop in this section have one important 
feature in common-namely, the principal method of proof. For a 
periodic power-associative ring A, we shall show that A+ is Jordan, and 
then show that the results of the last section on the structure of A+ imply 
a similar structure for A in the presence of an additional assumption to 
be explained in due course. In the case of an associative ring A with 
involution whose set H of symmetric elements are periodic, we apply the 
results of the last section to Hf and again get a similar structure for A. 
We begin by considering periodic power-associative rings. Since our 
definition of a periodic ring includes power-associativity, we shall just 
call them periodic rings (our use of the adjective “power-associative” 
above was more to show that we were not assuming a stronger identity). 
Because neither our theory of periodic Jordan rings nor the usual 
construction of the plus algebra work for characteristic 2, we shall have 
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to exclude that characteristic here. And since the proof that A+ is Jordan 
will require making a scalar extension, we shall also require the hypothesis 
that A is strictly power-associative for characteristic 3 (note that a ring 
of characteristic p is necessarily an algebra over the field of p elements). 
Although a power-associative algebra of characteristic 5 is not necessarily 
strictly power-associative, the property that we need for the proof that 
A+ is Jordan is preserved under scalar extension (see the discussion 
followmg Proposition 7.8), so we do not need the assumption of strict 
power-associativity for characteristic 5. 
Our first result is a lemma of Albert [9] which we give here in a more 
abstract setting. 
PROPOSITION 16.1. Let A be a periodic ring of characteristic p # 2, 
and let A be strictly power-associative ;f p = 3. Then, A+ is a Jordan 
algebra. 
Proof. Since the hypotheses on A imply that the same hypotheses 
hold for A+, it is sufficient to prove the proposition with the added 
hypothesis that A is commutative. Then, for each a, b E A we must show 
that 
(16.1) (a2b) a = a2(ba). 
Regarding A as an algebra over some periodic field @ (for example, the 
field of p elements), we note that the subalgebra @(a) generated by the 
element a is a finite-dimensional commutative associative algebra 
without nilpotent elements. Hence, there exists a periodic field (1 of 
finite degree over d> such that the scalar extension of @(a) is spanned by 
a set 24i ,..., U, of orthogonal idempotents. In order to show that (16.1) 
holds for this particular a and b, it is sufficient to show that (16.1) 
holds in the scalar extension A, of A, in which a has the form 
a = Ollul + 9.. + a,~, for some 01~ ,..., ol, EL It is clear that, if we 
substitute this expression for a in (16.1) and expand, we just obtain a 
linear combination of the equations 
(16.2) ((Wj) b) Uk = (w,)@,) 
for all ;,j, K = l,..., n. Since (16.2) vanishes identically unless i = j, 
it is sufficient to show that (z+b) Us = ui(bu,), or that the operators R(ui) 
and R(u,) commute for any two of the idempotents ui ,..., u,, . But this 
is true in any scalar extension of A (see the last part of Section 7), to 
complete the proof. 
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THEOREM 16.2. Let A be a periodic ring of characteristic p f 2, let 
A be strictly power-associative if p = 3, and let A contain only one idem- 
potent. Then, A is a periodic $eld. 
Proof. If A satisfies the hypotheses of this theorem, then A+ is Jordan 
by Proposition 16.1. Since every nonzero element of A determines the 
same idempotent and is in the Peirce l-space of that idempotent, A+ 
is a Jordan division ring. Thus, A+ is a periodic field by Proposition 15.1. 
Hence, any pair of elements a, b E A generate a finite field B in A+, 
and B is generated by a single element c E A. But then, a and b are in 
the subalgebra of A generated by c, and ab = ba. It follows that A is 
commutative and that A = A+ is a field. 
We recall that a nonzero element a in a Jordan ring with 1 is invertible 
if and only if a and 1 can be embedded in a subring which is a field. In 
view of this, it is natural to extend the notion of invertibility to power- 
associative rings by defining a nonzero element a in a power-associative 
ring A with unity element 1 to be invertible if a and 1 can be embedded 
in a subring which is a field (a definition in terms of the existence of an 
inverse which satisfies certain relations together with a can also be given, 
but seems too cumbersome to bother with here). We shall call A a 
power-associative division ring if every nonzero element of A is invertible 
Then, Theorem 16.2 states that a periodic power-associative division 
ring is a field. Our definition here of a power-associative division ring 
differs from the definition most prevalent in the literature which postulates 
in addition that there are no zero divisors (and in the case of a finite- 
dimensional algebra sometimes postulates only that there are no zero 
divisors). 
As a special case of Theorem 16.2, we have the following well-known 
result of Albert [9]. 
COROLLARY 16.3. Let A be a strictly power-associative division ring 
of characteristic not 2 with jinitely many elements. Then A is a jinite field. 
Now that we know the structure of a periodic ring A in which A+ 
is a field, it is natural to consider next the structure of a periodic ring A 
in which A+ is a Jordan algebra of capacity 2. Such a ring A we will call 
a power-associative ring of capacity 2 in order to have a name. A is neces- 
sarily simple since A+ is simple. Periodic power-associative rings of 
capacity 2 have been classified in Mitchell [l]. Neither the statement of 
his result nor the derivation are either brief or particularly illuminating, so 
neither will be given here. Suffice it to say that, given an appropriate 
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basis of A over the prime field, the commutators of certain basis elements 
can be arbitrarily assigned and the multiplication constants can be 
determined uniquely from this and from the condition that A+ is a 
periodic Jordan algebra of capacity 2. 
If A is a periodic power-associative ring of capacity 2 that satisfies 
one of several possible additional identities, then A can be shown to be 
Jordan (Mitchell [I]). We shall not prove any results of this type either, 
but we state the case that we wish to use as 
PROPOSITION 16.4. Let A he a periodic power-associative ring of 
capacity 2 and of characteristic p f  2. Suppose also that A is flexible. Then 
A is commutative, 
We are now ready to try to extend the subdirect sum theorem to 
arbitrary periodic rings of characteristic p # 2. If A is such a ring, then 
we know that A+ is a periodic Jordan ring and that A+ is a subdirect 
sum of simple Jordan rings. The subdirect sum for A+ was constructed 
mainly by showing that for enough idempotents e the subring A,+(e) 
was a direct summand of A+. If we can show that A,(e) is a direct sum- 
mand of A whenever A,+(e) is a direct summand of A+, then we can 
expect to have enough homomorphs of A in order to show that A is a 
subdirect sum of rings such that A+ is simple. If A,+~(e) is a direct 
summand of A+, then Aliz = 0 and it follows from Proposition 10.1 
that A is additively the direct sum of A,(e) and A,,(e) and that these 
two spaces are orthogonal. The problem arises in the fact that these two 
spaces are apparently not necessarily closed under taking products. 
Since we dont’ know how to get around this difficulty, we must add the 
hypothesis to our theorem that it does not arise. Thus we shall prove 
THEOREM 16.5. Let A be a periodic ring of characteristic p # 2, let A 
be strictly power-associative if p = 3, and suppose that for each idempotent 
e E A the subspaces A,(e) and A,(e) are subrings of A. Then, A is a subdirect 
sum of periodic jields and periodic power-associative rings of capacity 2. 
Proof. Suppose first that A is a simple ring satisfying these 
hypotheses, and let B be a proper ideal of A+, which is Jordan by 
Proposition 16. I, If B contains two connected idempotents u and v, 
then A$(u $ v) = 0 by Proposition 15.8. Hence, A,(u + v) is a direct 
summand of A by Proposition 10.1 and by our hypothesis that A,(e) 
and A,(e) are subrings, which contradicts the simplicity of A. Thus, no 
two idempotents of B are connected. If e is an idempotent of B and if d 
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is a nonzero element of A;,(e), then d connects two idempotents of B 
contradicting what we have shown. Hence, for each idempotent e E B, 
we have A&,(e) = 0, and A,(e) is a direct summand of A by 
Proposition 10.1 and by our hypothesis. This contradicts the simplicity 
of A unless B = 0. It follows that A+ is simple and that .4 is either a 
periodic field or a periodic power-associative ring of capacity 2. 
Now let A be any ring satisfying the hypotheses of the theorem. In 
order to complete the proof, we must show that for each nonzero element 
a E A there exists a homomorphism y,( of A such that q(A) is simple 
and such that a is not in the kernel of q,[ . As in the proof of 
Theorem 15.9, it is sufficient to do this for the set of idempotents of A. 
Let e be an idempotent of A and suppose first that Aliz -= 0. Then, 
A,(e) is a direct summand of A as above, and it is sufficient to find a 
homomorphism of A,(e) onto a simple ring. But there exists a maximal 
ideal C of A,(e) by Zorn’s lemma, and A,(e),lC is the desired simple 
homomorph of A. 
If e is an idempotent of A such that AG2(e) contains a nonzero element 
d, then d connects two idempotents 21 E A,(e) and z’ E A,(e). As in the 
proof of Theorem 15.9, any homomorphism not annihilating u + u 
does not annihilate e. But AGz(u $- v) = 0 by Proposition 15.10, and 
so the required homomorphism exists by the last paragraph. 
COROLLARY 16.6. Let A be a periodic jlexible ring of characteristic 
p f 2, and let A be strictly power-associative if p = 3. Then, A is a 
Jordan algebra. 
Proof. Since A,(e) and A,( ) e are subrings for each idempotent e E A 
(Proposition 10.4), Theorem 16.5 shows that A is a subdirect sum of 
fields and of periodic flexible power-associative rings of capacity 2. 
Since the latter are Jordan algebras by Proposition 16.4, A is a subdirect 
sum of Jordan algebras and hence is itself Jordan. 
We turn now to the theory of associative rings with involution whose 
symmetric elements are periodic. The results we shall present here were 
first shown by S. Montgomery. We recall that the set of symmetric 
elements of an associative ring form a Jordan algebra under the Jordan 
product a 0 = &ab + ba). If A is an associative ring with an involution 
* and if 91 is a homomorphism of A, then + induces an involution in 
v(A) if and only if the kernel of q(A) is an a-ideal. A right module n/r 
over A will be called *-faithful if an element a E A only satisfies 
Ma - 0 = Ma* when a = 0. We call A c-primitive if A has a *-faithful 
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irreducible module. Baxter and Martindale [l] have shown that every 
semisimple ring A with involution is a subdirect sum of *-primitive 
rings, and that every *-primitive ring is either primitive or else contains 
an ideal U such that A/U is (right) primitive, A/U* is left primitive, 
and U n U* = 0. In particular, we note that a c-primitive ring cannot 
be a direct sum of two *-ideals. 
PROPOSITION 16.7. Let A be an associative ring of characteristic p # 2 
and with involution * which is a-primitve, and let the symmetric elements of 
A form a simple periodic Jordan ring under the Jordan product. Then, A is 
either aJield, a direct sum of two fields, or a division algebra of dimension 4 
over a Jield. 
Proof. If H denotes the set of symmetric elements of A, we see from 
Theorem 15.11 that H+ is either a periodic field or a periodic Jordan 
algebra of capacity 2. If e is the unity element of Hf, we would like to 
show first that e is the unity element of A. Suppose first that A is not 
primitive, so that there exists an ideal U in A such that A/U is right 
primitive, A/U* is left primitive, and U n U* = 0. Let ikl be an 
irreducible module on which A/U is faithfully represented, and let 
m E M satisfy me = 0. If m # 0, it follows from the irreducibility of AZ 
that there exists an element h + s with h E H and s E S (the set of skew 
elements of A) such that m(h + s) = m. Then, m = mh + ms = 
m(eh) + ms = ms = ms2 = m(es2) = 0, since 9 E H. This shows that e 
acts as the identity on IM, or that e + U is the identity of A/U. Hence, 
a(1 - e) E U and (1 - e) a E U for all a E A, and by symmetry (or by 
conjugating) we have a(1 - e) E U* and (I - e) a E U* for all a E A. 
Since U n U* = 0, it follows that e is the unity element of A. The 
same argument can clearly be used to show that e is the identity of A 
when A is primitive. 
Suppose now that H+ is isomorphic to a periodic ring of capacity 2, and 
let C+ be the center of H+. By Proposition 15.4, C+ is a periodic field, 
regarding H+ as an algebra over D +. It has a basis consisting of two 
orthogonal idempotents e, and e2 and an element b E H,+i,(e,) n H,+i,(e,) 
such that b2 = p(e, + e,) for some p E C+. Since C+ is a periodic field. 
any two elements oi and ,8 of Cf lie in a subfield of Cf generated by a single 
element y. Then, 01 and /3 are in the subring of A generated by y, and 
hence, C+ = pa. It follows that C forms a subring of A isomorphic to C+. 
Since e, + ea is the unity element of H+ and hence of A, the 
Peirce decomposition of A with respect to e, and e2 has the form 
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A = All + Al2 + A,, + A,, , and b = b,, + b,, , where b,, E A,, 
and b,, E A,, . If oi E C, let o! = 01~ +- q/a + e,, be the decomposition 
of 01 in H-t with respect to e, . Denoting the associator in Hf by 
(a, b, c)” = (a 0 b) 0 c - a 0 (6 0 c), we have 
0 = (01, e, , do = (al, e, , e,Y + (w2, e, , e,)’ + (a,, , e, , e,)’ = -h2. 
Thus, 
01 = a1 + a0 E H,(e,) + H,(e,) C A,, + A,, , [a, el] = ael - ep = 0. 
Setting ela = ~-%~a and eal = b,, , we calculate that 
e12e21 = p-lb12bzl = ppl[Pll = p-l(pe,) = e, , 
ez1e12 = e2ez1e12 = PP212 b21Ph2 = ~-~~~1~12~~~~~~~12 
= p-1b21pe,p-1b12 = p -1b2,e,pp-1b,2 = p~lbzlb,, = p-‘[b212 = e2 . 
Hence, el , e12 , e21 , 2 e form a set of matrix units in A. If B denotes the 
subring of elements of A commuting with these matrix units, it follows 
from a theorem of Wedderburn (Jacobson [3, Proposition 3.7.61) that A 
is isomorphic to 2 x 2 matrices over B. If 01 E C, then 
0 = (OL, e, , b)” = 01~ o b - a o (e, o b) = aI o b - a o ($b) 
= g(a, 0 b) - $(a0 0 b) = $[a,b,, + b,pl - aobzl - bnq,], 
or qb,, = b,,o(, and N&,, = bZlq . Hence, oIeia = &i2 = p&z = 
paiblz = &+x,, = ,&r201 = e+ and, similarly, c&a, = b2ra, so C C B. 
We wish to show that B is no larger than C. 
Let A’ denote the subalgebra of A generated by the elements of C 
and by the matrix units. Then, A’ contains H, and in fact it is the sub- 
algebra of A generated by the elements of H. Note that A’ is isomorphic 
to 2 x 2 matrices over C. Suppose that h + s is an element of A with 
h E H and s E S such that h + s $ A’. Then, h E H C A’, so s 4 A’. Let 
s = Sll + s12 + spl + sg2 be the decomposition of s relative to e, and e2 , 
and note that e,s - se, = sr2 - sgl is symmetric. Then, 
s12 - s21 = he1 + P2e2 + P3b = /% + P2e2 + Pdw2 + e2d 
for some & , /3a , pa E C. Separating the components of this relation gives 
- P3pe12 and s21 = -B3e21 and hence, s12 + s21 = B&e,, - eel> = 
;:(a - b,,) E A’ n S. It follows that s - (si2 + s2i) = sir + s22 is an 
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element of S not in A’. Since s& E A,, and $a E A,, , and since 
s& + sz2 = (sll + Sag)* = -(sll + s2J, we have sn , sz2 E S. One or the 
other of sir and sri is not in A’, say sn & A’. Then, sllb - bs,, E H C A’, 
and so 
(sllb - bs,,) b - b(s,,b - bs,,) = s,,b” + b2s,, - 2bs,,b E A’. 
Since b = pe,, + ezl and b2 = pe, this gives 
w + psll - 2e21sll(wh2) EA’. 
Multiplying on the left by -&e,, E A’ and on the right by e,,p-l E A’, 
we obtain sli E A’. This contradiction shows that A = A’, and so A is 
isomorphic to 2 x 2 matrices over the periodic field C. 
There remains the case when A is a *-primitive ring such that H+ is 
a periodic field. Since any two elements of H are contained in a subring 
of H+ generated by one element, we see that elements of H commute 
and hence form a periodic field under the associative multiplication. The 
remainder of this case can be handled directly by the same type of 
argument that we gave for the first case. However, we choose instead 
to use Theorem 2 of Osborn [8]. Using the fact that His a field and that A 
is primitive and hence has zero radical, that theorem states that one of 
the following statements is true about A: 
(i) A is a division algebra, 
(ii) A is a direct sum of two division algebras D and D,, which are 
interchanged by the involution, 
(iii) A is isomorphic to the 2 x 2 matrices over H. 
If (i) holds we see that A is a field, for example by using Theorem 1 of 
Herstein and Montgomery [I]. If case (ii) holds, we have H s H+ c Df, 
and so D is periodic and thus is a field. But then, the conclusion of 
Proposition 16.8 holds in each case. 
PROPOSITION 16.8. Let A be an associative ring with involution with 
characteristic p # 2, let A be *-primitive, and let the set H of symmetric 
elements of A be a periodic. Then, H+ is a simple Jordan ring. 
Proof. Let B be a proper ideal of H+ and suppose first that B contains 
two idempotents u and v which are connected. Then, H,+(u + v) is a 
is a direct summand of Hf by Proposition 15.10, and it is not all of H+ 
since H,+(u + v) 2 B # H +. Then, HG2(u + v) = 0, and A,(u + v) 
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is a proper direct summand of A by Lemma 15.7, which cannot happen 
since A is *-primitive. Thus, B does not contain a pair of connected 
idempotents. If e is any idempotent of B and if d is a nonzero element 
of Hlie(e), then d is an element of B and d connects 2 idempotents of B 
contrary to what we have shown. Hence, if e is an idempotent of B, we 
must have H&,(e) = 0. Consequently, A,(e) is a direct summand of A by 
Lemma 15.7, which again contradicts the fact that A is *-primitive. The 
only remaining possibility is that B contains no idempotents which 
implies that B = 0 since H+ is periodic. Hence H+ is simple. 
We can now establish 
THEOREM 16.9. Let A be an asociative ring with involution in which. 
2a = 0 implies a = 0 in which 2A = A, let the set H of symmetric 
elements of A be periodic, and let N be the Jacobson radical of A. Then, 
N3 = 0 and A/N is a subdirect sum of rings with involution each of which 
is of one of the following types: 
(i) a periodic field, 
(ii) a direct sum of two periodic fields interchanged by the involution, 
(iii) a simple algebra of dimension 4 over a periodic field. 
Proof. The radical N of A can be characterized as the unique largest 
quasi-regular ideal of A. Since N* must clearly have the same property, 
it follows that N* = N. If h + s E N for h E H and s E S, then 
(h+s)* = h--sEN * = N, and so h E N. Since h E H is periodic, if 
h # 0, the idempotent generated by h is in N. But idempotents are not 
quasi-regular and so cannot be in N. Hence, all the elements of N are 
skew. If s, t EN, then st + ts E H n N = 0, so elements of N anti- 
commute. Thus, for r, s, t E N, we have rst = -rts = trs = -(rs)t, 
or rst = 0, giving N3 = 0. 
Suppose now that A is semisimple and let A” be the subring of all 
elements of A of finite additive order. Then, A” is a *-ideal of A, and 
A/A” is a ring with involution whose nonzero elements have infinite 
additive order and whose symmetric elements are periodic. But periodic 
elements have finite additive orders by Proposition 13.1, so A/A” 
consists entirely of skew elements. As in the last paragraph, it follows 
that (A/A”)3 = 0 or that A3 c A”. As we have remarked before, the 
ring A” is a discrete direct sum over all primes p of the subrings 
A, = {a E A” j pma = 0, some integer ml. Each A, is clearly a *-ideal 
of A, and the characteristic restriction in the hypotheses imply that 
A, = 0. 
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If q is a homomorphism of A onto a *-primitive ring v(A), then we 
claim that v(A) is a ring with characteristic p # 2. First of all, if p;(A) 
is primitive, then it has a well-defined characteristic q (possibly equal 
to zero), and if p f q, then A, is in the kernel of 9). In particular, if 
q = 0 or 2, then all of A” is in the kernel of v, and v(A) is a homomorphic 
image of A/A”. Since A/A” is nilpotent, this cannot happen. If v(A) 
is not primitive, then it contains an ideal U such that v(A)/ U is primitive, 
Y(A)/ u* is primitive, and U A U* = 0. By what we have already 
done, ~J(A)/U h as a well-defined characteristic p # 2, and hence 
U* g (U* + U)/ U C v(A)/U has characteristic p. Hence, U has 
characteristic p, and so does the primitive ring g;(A)/ U* which contains 
(U + u*)/u* g u. S’ mce y(A) is a subdirect sum of the two rings 
y(A)IU and rp(A)lU with characteristic p, it also has a characteristic 
P # 2. 
Now since A is semisimple, it is a subdirect sum of *-primitive rings, 
each of which has prime characteristic not 0 or 2 by the last paragraph. 
Then the symmetric elements of each of these c-primitive rings forms 
a simple Jordan ring by Proposition 16.8, and hence the *-primitive 
ring has the desired form by Proposition 16.7. 
References for Section 16: Albert [9]; Baxter and Martindale [I]; 
McCrimmon [4] and [6]; Montgomery [I]; Moore [l]; Oehmke [2, 
Theorem 61; Schafer [2]. 
Added in proof. I. Enno J&-n [I] has recently found all identities of degree <6 on 
commutative algebras such that a certain bilinear form derived from the identity is 
associative. 
2. It has recently been shown by John Loustau that every periodic ring of characteristic 
p + 2 is isomorphic to one of the rings in the class T defined in Section 14. 
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