Echolocation is the process in which an animal produces a sound and recognises characteristics of its surrounding -for instance, the location of surfaces, objects or pray -by listening to the echoes reflected by the environment. Studies on robot echolocation can be found in the literature. Such works adopt active sensors for emitting sounds, and the echoes reflected from the environment are thus analysed to build up a representation of the robot's surrounding. In this work, we address the usage of robot ego-noise for echolocation. By ego-noise, we mean the auditory noise (sound) that the robot itself is producing while moving due to the frictions in its gears and actuators. Ego-noise is a result not only of the morphological properties of the robot, but also of its interaction with the environment. We adopt a developmental approach in allowing a wheeled robot to learn how to anticipate characteristics of the environment before actually perceiving them. We programmed the robot to explore the environment in order to acquire the necessary sensorimotor information to learn the mapping between ego-noise, motor, and proximity data. Forward models trained with these data are used to anticipate proximity information and thus to classify whether a specific ego-noise is resulting from the robot being close to or distant from a wall. This experiment shows another promising application of predictive processes, that is for echolocation in mobile robots.
Introduction
Echolocation is the process in which an animal produces a sound and recognises characteristics of its surrounding -for instance, the location of surfaces, objects or pray -by listening to the echoes reflected by the environment. This capability is typical of animals such as bats, dolphins, and whales. Bats, for instance, emit sounds in the range of 10-150 kHz from the larynx and vocal tract, and they perceive the environment as acoustic images assembled from information received in echoes at the two ears (Simmons and Stein (1980) ).
Similar to animal echolocation, blind and sighted people, after some training sessions, can become capable of echolocation by making sound emissions (Griffin (1944) ; Kolarik et al. (2014) ). Many studies analyse the capability of blind individuals to produce sound emissions -for instance by tapping their canes, snapping their fingers or making clicking noise with their mouths -and to use the returning echoes to get information about objects in their surroundings. Such a capability is known as human echolocation. Thaler et al. (2018) clearly demonstrated that blind and sighted people experienced in echolocation adjust their emissions -in terms of intensity and number of clicks -to situational demands, just like bats.
Echolocation has been studied in robotics as well. Steckel and Peremans (2013) presented a navigation model which solves a simultaneous localization and mapping (SLAM) task with a biomimetic sonar mounted on a mobile robot. In a more recent study, Eliakim et al. (2018) built a terrestrial robot that imitates bats' echolocation abilities. In particular, the proposed framework allowed the robot to navigate in a novel environment by means of a map created solely based on sound. Using the echoes reflected from the environment, the robot delineated the borders of the object it encountered in a greenhouse environment and classified them using an artificial neural network. The ANN was trained to distinguish between two object categories -plants and non-plants.
In this work, we address the usage of robot ego-noise for echolocation. By ego-noise, we mean the auditory noise (sound) that the robot itself is producing while moving due to the frictions in its gears and actuators. We have shown in previous work that such an ego-noise can be very informative in accomplishing specific tasks. In fact, robot ego-noise can carry out useful information about the movements that the robot is executing and about some of the characteristics of the external environment.
For instance, in Pico et al. (2016) , we adopted forward models as computational tools for encoding the dynamics of the motor system of a wheeled robot and the effect of self-produced movements on the perceived ego-noise. In robotics and control theory, a forward model incorporates knowledge about sensory changes produced by selfgenerated actions, that is a mapping between actions and their consequences . In Pico et al. (2016) , we showed how the auditory predictions provided by a set of trained forward models could be used for determining the velocity profile from its related auditory in-put. Then, we showed how the auditory predictions provided by a forward model trained with data gathered using a selfexploration behaviour could be used to detect changes in the inclination of the surface on which the robot was moving.
In Pico et al. (2017) , we extended the learning framework for the same robotic platform. In particular, we addressed the acquisition of the mapping between auditory ego-noise and the motor commands that generated it based on two behavioural and computational components: a self-exploration behaviour and an inverse model. We applied a convolutional autoencoder for a semi-supervised feature learning and dimensionality reduction of the auditory signals recorded from the robot microphones-whereas in the previous study, Mel-Frequency Cepstral Coefficients were used as features extracted from the auditory input. In the study, we demonstrated how the trained models could be used for imitating robot movements from listening to the noise they produced.
In Pico et al. (2018) , we further extended the framework and demonstrated how predictive processes could be used to communicate motor information between robotic agents, through auditory means. In a simulated experiment, a robot generated a specific auditory feature vector from an intended sequence of actions and communicated it for reproduction to another robot, which consequently decoded it into motor commands, using the knowledge of its own motor system.
In the robot echolocation studies mentioned above, the robots emitted sounds using active sensors. In this work, instead, we use the ego-noise information produced by the robot movements -as in the studies reported in Pico et al. (2016 Pico et al. ( , 2017 Pico et al. ( , 2018 ) -in support of echolocation. In particular, we investigate the usage of forward models to anticipate proximity information and thus classify whether a specific ego-noise is resulting from the robot being close or distant from a wall. This experiment demonstrates another promising application of predictive processes, that is for echolocation in mobile robots.
Differently to the studies on echolocation mentioned above (Steckel and Peremans, 2013; Eliakim et al., 2018) , we adopt a developmental approach in allowing the robot to learn how to anticipate characteristics of the environment before actually perceiving them. As it will be described in the following text, we programmed the robot to explore the environment in order to acquire the necessary sensorimotor information to learn the mapping between ego-noise, motor, and proximity data.
The rest of the paper is structured as follows. Section Methodology describes the robotic platform used in this study, the environmental setup, the data used for training the internal forward model and the model architecture. Section Results presents the results of the experiment and the quantitative analysis we carried out. Finally, we conclude the paper in section Conclusions.
Methodology

Robotic platform
In this experiment, we used a wheeled robot built at the Adaptive Systems Group at the Computer Science Department of the Humboldt-Universität zu Berlin (Figure 1 ). The robot is equipped with two DC gear motors placed in a differential configuration. Each motor has attached a quadrature magnetic encoder for speed measurement. We used the number of encoder counts made in a range of 100ms as a velocity measure. There are three distance sensors in front of the robot (only one is used in the experiment), as well as a microphone for audio recording. ROS (Robot Operating System) has been used for software development. 
Environmental setup
The agent was moving in an environment made of a wooden floor and walls with dimensions of 92x56x38 cm (figure 2). The top part of the box was kept free to allow for free movement of the agent, since all power connections were supplied through a cable. Inside this arena, the robot could move up to 5 cm close to any wall, as is described in section (motor babbling). 
Collected data
The following data was available for model building:
• Auditory. The Fast Fourier Transform (FFT) of 2048 samples of audio data at 22,050 kHz (about 100 milliseconds). The sound was recorded using the onboard microphone, which results in a vector of 1025 elements.
• Motor speeds. The mean of both quadrature magnetic encoders count in a range of 100 milliseconds.
• Distance. from infrared proximity sensors. Measurements equal or closer than 15 centimeters are labeled as "1", longer distances are labeled as "0"
• Motor commands. Motor command applied to both motors at every time step in a range from 1 to 10.
All data was collected in time steps of 150 milliseconds interval, 100 milliseconds of data and a 50 milliseconds pause. Audio and motor speeds were recorded at the beginning of each time step. Distance measurements were taken after 100 milliseconds each time step (synchronized with the end of the audio and speed recordings).
Model Architecture
We adopted forward models (Wolpert et al. (2001) ) as a computational tool for encoding the dynamics of the sensorimotor states of the robot. A forward model uses past and current sensorimotor states (in this work: sound, motor speed, and motor commands) to predict future sensory states (here, presence of a wall).
We designed two forward models for this experiment, implemented as deep neural networks: one taking the auditory signal recorded from the microphone as one of its inputs (model 2) and one without any auditory input (model 1). Model 1 served as a reference to assess if the robot ego-noise can have an effect in the wall detection task as we did not expect any relationship between its inputs (motor speed and motor command) and its output (distance to the wall). In other words, we assumed that the information contained in the motor speeds and motor commands should not be enough to detect the presence of a wall. On the other hand, we expected model 2 to encode useful information due to the presence of the generated robot ego-noise (and its interaction with the environment) as a model input.
The neural models were implemented with python 3.5 and keras 2.2.4, using tensorflow 1.11.0 as backend.
The forward model structures are defined as follows.
Model 1 Figure 3 illustrates the overall structure of this model. Its inputs are the motor command applied to the motors and the speed sensors' measurements (mean of both motor speeds) of the last four time steps (t − 3, t − 2, t − 1, t), resulting in a 4x2 matrix. The output is a binary prediction at time t+1 that indicates whether or not the robot is close to the wall (a threshold of 15cm has been utilised, to determine whether or not the robot is close to the wall). Figure 4 depicts in more detail the architecture. It consists of a long short-term memory (LSTM) recurrent layer at the beginning, followed by two dense layers (multi layer perceptrons). Dropout and batch normalization were applied at each layer. For the output layer we set a sigmoidal activation in the last layer. Figure 6 shows the deep learning architecture, which consists of two different inputs: one that takes the ego-noise (4x1025 matrix) through three 1D convolutional layers and another one that takes the motor commands (4x2 matrix) and speeds through a dense layer. the outputs of both layers are then concatenated and fed to a LSTM layer, and then to 2 dense layers. The output of this model is the same as that of model 1, a binary prediction at time t + 1 indicating whether or not the robot is close to the wall. Dropout and batch normalization were applied at each layer, as well as a sigmoidal activation in the output layer.
Motor babbling
We collected the data from making the robot execute a random motor babbling behaviour inside the wooden arena. Ten possible motor commands were applied randomly to both motors every 4 time steps (every time step has a 150 milliseconds interval) so the robot moved in a straight line. At distances of about 5 centimeters from the wall, the robot activated an obstacle avoidance behaviour that made it turn and then reactivate the random behaviour. No data were collected during the obstacle avoidance behaviour.
Model training
We gathered 10,930 training samples and 2,800 validation samples, half of them when the robot was close to the wall and half when it was far from the wall. Both models were trained with the same data, ten times each, and tested with a new dataset of 4,172 samples. The models' loss function was binary cross entropy optimized with the Stochastic Gradient descent (SDG) algorithm.
Results
For each model we built ten repetitions to be able to assess the models' performance in the wall detection task. Due to the random initializations of the parameters, each of the repetitions performed slightly differently, as shown in figure  7 .
Model 1 (no ego-noise input) had a mean accuracy of 57.15% on the validation dataset, while model 2 (ego-noise Figure 6 : Model 2 (ego-noise) neural network architecture input) had a mean accuracy of 82.39%. As it is shown, the model using the ego-noise as input had a better performance, which could indicate that there was a relationship between the generated robot ego-noise and its distance to the wall. From these ten model candidates we selected the one with the best accuracy to carry out a classification task using the test dataset. Over the test dataset, model 1 had an accuracy of 58.05% and model 2 of 81.88%. Figures 8 and 9 show the confusion matrices of this classification task. The rows indicate the targets (actual presence/absence of a wall) and the columns are the predictions made by the models. Therefore, a good model should have higher values over the matrix' main diagonal, as is the case with model 2 (including ego-noise as input). By contrast, model 1 was not able to make accurate predictions when the robot was close to a wall.
From these diagrams we see that the ego-noise information could be successfully incorporated into the models, thus improving the detection of the walls in the arena.
The confusion matrix in Fig. 9 grants an overview of the classification capabilities of the forward model 2, but it lacks specificity about its accuracy for each motor command issued. In order to explore this, we split the simulated outputs by motor command and show the results in Fig. 13 . The motor commands in the x axis show increasing velocities from 1 to 10. It can be seen that the model's accuracy was very similar for almost all moving velocities, meaning that the agent was able to detect a wall using ego-noise information disregarding its displacement velocity. The exception was motor command 1, corresponding to the lowest moving velocity, in which case the model's accuracy was considerably smaller.
The spectrogram in Fig. 11 also supports the idea that the slowest velocity was inadequate to train the forward model, as all other velocities show a frequency component not present in the slowest one (motor command 1). This can be seen for lower frequencies in figure 12 and for higher frequencies in figure 13. Since the energy in the frequency bins in the spectrogram was used as model input, this could explain the worse performance of the model at the lowest velocity. In other words, the ego-noise energy generated at the lowest speed seems to be insufficient. However, it remains unclear if another model trained only with slow velocities would be also able to map the relationship between motor command an expected sensory input. Further tests would be needed to address this problem and to establish whether the most significant information source is, in this case, only the motor velocity. 
Conclusions
This manuscript presented an experiment on ego-noise predictions for echolocation in a wheeled robot developed at the Humboldt-Universität zu Berlin. Echolocation is the process in which animals produce sounds and recognise characteristics of their surroundings. Typically, robotic studies addressing this utilise active sensors that emit sounds, and thus estimate the characteristics of the environment analysing the echoes that the surroundings reflect back to the robot sensors. In this study, we used the ego-noise produced by the movements of the robot itself as auditory information for echolocation. The experiment is preliminary, in the sense that only basic characteristics of the environment can be detected, namely whether or not the robot is close to an obstacle.
Moreover, we investigated the usage of predictive forward models for anticipating proximity information from motor and auditory ego-noise information, and for classifying whether a robot is near or far from walls in an experimental arena. In particular, the proposed framework -once having undergone a preliminary learning session -allows the robot to anticipate characteristics of the environment before actually perceiving them.
We adopted a developmental approach inspired by how infants acquire sensorimotor coordination, by means of selfexploration behaviours. During random motor exploration, the wheeled robot generated sensorimotor information consisting of motor information, speed detected using wheel encoders, proximity information and ego-noise recorded with the robot microphones. These data have been used to train a forward model, that encoded the mapping between the different modalities. The predictions of the forward models have been used to anticipate proximity information.
This experiment represents another promising application of predictive processes for the implementation of basic cognitive skills in artificial systems.
Robots actively emitting sounds through active sensors, as in bats echolocation, may surely outperform the proposed system. Nonetheless, the ego-noise that is in any case produced by the embodied interaction of the robot within its environment represents an additional source of information which is available for free to the system. The information carried out by the robot ego-noise may be still integrated with that of active sensors, and thus be exploited to increase the performance of the whole echolocation system.
The experiment presented in this work addresses only the learning of the presence or absence of a nearby wall in the proximity of the robot. Future work will address testing the algorithm in more complex environments.
