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We provide a framework for empirical process theory of locally stationary processes using the
functional dependence measure. Our results extend known results for stationary mixing se-
quences by another common possibility to measure dependence and allow for additional time
dependence. We develop maximal inequalities for expectations and provide functional limit the-
orems and Bernstein-type inequalities. We show their applicability to a variety of situations, for
instance we prove the weak functional convergence of the empirical distribution function and
uniform convergence rates for kernel density and regression estimation if the observations are
locally stationary processes.
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1. Introduction
Empirical process theory is a powerful tool to prove uniform convergence rates and weak
convergence of composite functionals. The theory for independent variables is well-studied
(cf. [22] for an overview) based on the original ideas of [6], [9], [10] and [20]. For more gen-
eral random variables, various approaches which quantify dependence under mixing have
been discussed. A complete theory which uses entropy with bracketing is available for
φ-(uniform)-mixing and β-(absolutely regular)-mixing sequences (cf. [5] for an overview
and in particular [7] for the theory of β-mixing). Up to our knowledge, no other measure
of dependence was found to allow for such a rich theory. It was mainly formalized for
stationary processes. With some effort, a generalization to locally stationary processes
should be possible but was never done. Unfortunately, even though it is graphically an
intuitive assumption, it is hard to prove mixing for time series models due to the supre-
mum over two different sigma-algebras. The verification needs quite some work even for
relatively simple stationary models like ARMA (cf. [17]) or GARCH (cf. [11]), and spe-
cific continuity conditions on the distribution of the innovations have to be posed. For
locally stationary models, even less results are known in this direction (cf. for instance
1
2[13] for tvARCH models) and additional difficulties arise through the time-varying distri-
butions. Therefore, mixing seems not to be ideally suited for an empirical process theory
for locally stationary processes.
In this paper we introduce an empirical process theory based on the functional depen-
dence measure (invented by [24]) instead of mixing coefficients. It was shown in [26] that
for a large variety of recursively defined models and linear models, the functional depen-
dence measure is easy to calculate and only moment conditions on the innovations are
enforced. Therefore, stating conditions on the dependence measure instead of the decay
of certain mixing coefficients can be viewed as an assumption which is weaker and often
easier to verify in theoretic models.
It has been shown in various applications that the functional dependence measure allows,
when combined with the rich theory of martingales, for sharp large deviation inequal-
ities (cf. [27] or [28]). Instead of β- or φ-mixing, where dependence is quantified with
probabilities of events coming from different sigma-algebras, the functional dependence
measure uses a representation of the given process as a Bernoulli shift process and quan-
tifies dependence with a Lν-norm. More precisely, we assume that Xi = (Xij)j=1,...,d,
i = 1, ..., n, is a d-dimensional process of the form
Xi = Ji,n(Gi), (1.1)
where Gi = σ(εi, εi−1, ...) is the sigma-algebra generated by εi, i ∈ Z, a sequence of
i.i.d. random variables in Rd˜ (d, d˜ ∈ N), and some measurable function Ji,n : (Rd˜)N0 →
R, i = 1, ..., n, n ∈ N. For a real-valued random variable W and some ν > 0, we
define ‖W‖ν := E[|W |ν ]1/ν . If ε∗k is an independent copy of εk, independent of εi, i ∈ Z,
we define G∗(i−k)i := (εi, ..., εi−k+1, ε∗i−k, εi−k−1, ...) and X∗(i−k)i := Ji,n(G∗(i−k)i ). The
uniform functional dependence measure is given by
δXν (k) = sup
i=1,...,n
sup
j=1,...,d
∥∥Xij −X∗(i−k)ij ∥∥ν . (1.2)
Although representation (1.1) appears to be rather restrictive, it does cover a large
variety of processes: In [3] it was motivated that the set of all processes of the form
Xi = J(εi, εi−1, ...) should be equal to the set of all stationary and ergodic processes. We
additionally allow J to vary with i and n to cover processes which change their stochastic
behavior over time. This is exactly the form of the so-called locally stationary processes
discussed in [4]. If both, functional dependence measure and mixing coefficients are avail-
able, many examples reveal that they lead to similar decay rates. These discoveries justify
the use of the functional dependence measure for empirical process theory and raise hope
that similar results as in the mixing framework can be derived.
Since we are working in the time series context, many applications ask for functions f
that not only depend on the actual observation of the process but on the whole (infinite)
past Zi := (Xi, Xi−1, Xi−2, ...). In the course of this paper, we aim to derive asymptotic
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properties of the empirical process
Gn(f) :=
1√
n
n∑
i=1
{
f(Zi,
i
n
)− Ef(Zi, i
n
)
}
, f ∈ F , (1.3)
where
F ⊂ {f : (Rd)N0 × [0, 1]→ R measurable}.
Let H(ε,F , ‖ · ‖) denote the bracketing entropy, that is, the logarithm of the number of
ε-brackets with respect to some semi-norm ‖ ·‖ that is necessary to cover F (this is made
precise at the end of this section). We will define a semi-norm V (·) which guarantees weak
convergence of (1.3) if the corresponding bracketing entropy integral
∫ 1
0
√
H(ε,F , V )dε
is finite. In the framework of β-mixing, [21] argues that the choice of the specific norm
which is needed to measure the size of the brackets is connected to the dependence
structure of Xi. A main tool in deriving uniform results over f ∈ F exploits the fact
that if Xi is β-mixing with coefficients β(k), the same holds for f(Xi,
i
n ). When using
the functional dependence measure (1.2), the situation is more complicated: In order
to quantify f(Xi,
i
n ) (or more general, f(Zi,
i
n )) by δ
X
ν , we have to impose smoothness
conditions on f in direction of its first argument. The semi-norm V (·) therefore will
not only change with the dependence structure of X , but also has to be “compatible”
with the function class F . The smoothness condition on f also poses a challenging issue
when considering chaining procedures where rare events are excluded by (non-smooth)
indicator functions. We will see that despite these facts, our theory is not restricted
to smooth function classes. If the distribution of ε1 has a Lebesgue density, it is often
possible to decompose Gn(f) into a martingale part and an integrated smooth part even
if f itself was not smooth.
Our main contributions in this paper are the following: We derive
• maximal inequalities for Gn(f) for classes of functions F ,
• a chaining device which preserves smoothness during the chaining procedure,
• conditions to ensure asymptotic tightness and functional convergence of Gn(f),
f ∈ F ,
• and Bernstein-type large deviation inequalities.
Specifically, we generalize the results derived in [25] and [16], which consider weak con-
vergence of the empirical distribution function for stationary processes and for piecewise
locally stationary processes, to general function classes F .
The paper is organized as follows. In Section 2, we introduce the main definitions and
assumptions on the function class F , define the semi-norm V (·) and give examples of its
form. We show that V (f)2 is an upper bound for the variance of Gn(f). Section 3 con-
siders the case where F consists of smooth functions. We derive maximal inequalities for
Gn(f) and a functional central limit theorem under minimal moment conditions. Section
4 focuses on extending the results to non-smooth function classes F , while Section 5 pro-
vides large deviation inequalities of Bernstein-type. Our main results are the Corollaries
43.3 and 3.14 as well as the Corollaries 4.3 and 4.14. In Section 6, we use the theory of
Sections 3 and 4 to prove uniform convergence rates for nonparametric regression esti-
mation, M-estimation and weak convergence of the empirical distribution function. The
aim of the last section is to highlight the wide range of applicability of our theory and to
provide the typical conditions which have to be imposed as well as some discussion. In
Section 7, a conclusion is drawn. We postpone all detailed proofs to the Supplementary
Material Supplement A but illustrate the main steps in the article.
Let a ∧ b := min{a, b}, a ∨ b := max{a, b} for a, b ∈ R, and for k ∈ N,
H(k) := 1 ∨ log(k) (1.4)
which naturally appears in large deviation inequalities. For a given finite class F , let |F|
denote its cardinality. We use the abbreviation
H = H(|F|) = 1 ∨ log |F| (1.5)
if no confusion arises. For some semi-norm ‖ · ‖, let N(ε,F , ‖ · ‖) denote the bracketing
numbers, that is, the smallest number of ε-brackets [lj , uj] := {f ∈ F : lj ≤ f ≤ uj}
(i.e. measurable functions lj , uj ∈ F with ‖uj − lj‖ ≤ ε for all j) to cover F . Let
H(ε,F , ‖ · ‖) := logN(ε,F , ‖ · ‖) denote the bracketing entropy. The fact that the limit
functions lj, uj have to belong to F is discussed in Remark 2.12.
2. Derivation of the semi-norm, main definitions and
assumptions on the function class
In this section, we provide the basic assumptions on F and the definition of the semi-norm
V (·) which is used to measure the size of the brackets.
2.1. Motivation
Recall that for ν > 0 and a real-valued random variable W , we put ‖W‖ν := E[|W |ν ]1/ν .
Furthermore, for f ∈ F , let
‖f‖ν,n :=
( 1
n
n∑
i=1
∥∥f(Zi, i
n
)∥∥ν
ν
)1/ν
.
Our theory mainly is based on the case ν = 2. A basic property that a semi-norm V (·)
has to fulfill when using a chaining procedure is that its square has to be an upper bound
of the variance of Gn(f), that is,
Var(Gn(f)) ≤ V (f)2.
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We therefore first derive an expression for the left hand side. Let k ∈ N0. For a se-
quence Wi = J˜i,n(Gi) with ‖Wi‖1 < ∞, let Pi−kW := E[Wi|Gi−k] − E[Wi|Gi−k−1].
Then, (Pi−kWi)i∈N is a martingale difference sequence with respect to (Gi)i∈N, and
Wi − EWi =
∑∞
k=0 Pi−kWi. By the projection property of the conditional expectation
and an elementary property of δW2 (cf. [24], Theorem 1), we have
‖Pi−kWi‖2 ≤ min{‖Wi‖2, δW2 (k)}. (2.1)
Since min{a1, b1} + min{a2, b2} ≤ min{a1 + a2, b1 + b2} for nonnegative real numbers
a1, b1, a2, b2, we obtain
Var(Gn(f))
1/2 ≤
∞∑
k=0
∥∥∥ 1√
n
n∑
i=1
Pi−kf(Zi,
i
n
)
∥∥∥
2
=
∞∑
k=0
( 1
n
n∑
i=1
‖Pi−kYi‖22
)1/2
≤
∞∑
k=0
( 1
n
n∑
i=1
min{∥∥f(Zi, i
n
)
∥∥2
2
, δ
f(Z, in )
2 (k)
2}
)1/2
≤
∞∑
k=0
min
{
‖f‖2,n,
( 1
n
n∑
i=1
δ
f(Z, in )
2 (k)
2
)1/2}
. (2.2)
To further bound (2.2), we therefore have to investigate for u ∈ [0, 1],
δ
f(Z,u)
2 (k) = sup
i∈Z
∥∥f(Zi, u)− f(Z∗(i−k)i , u)∥∥2. (2.3)
Due to its linear nature, it is necessary to impose some quantitative smoothness assump-
tion on f ∈ F in order to derive upper bounds for δf(Z,u)2 (k) in terms of the functional
dependence measure of Xi from (1.2). When doing so, we “lose” the properties of f and
especially of ‖f‖2,n, that is, our goal should be to bound (2.3) by some quantity which
is completely independent of the specific f . To obtain a rich enough theory for locally
stationary processes, it is necessary to allow f to depend on n and include classes F
where parts of f change the convergence rate of Gn(f). We especially have in mind the
case that
f(z, u) =
1√
h
K
( i/n− v
h
)
· f¯(z, u),
where f¯ : (Rd)N0 × [0, 1]→ R is measurable, K : R→ R is some kernel function, h = hn
some bandwidth and v ∈ [0, 1] some value which either is fixed or varies with f . To cover
such cases, we require that each f ∈ F can be written in the form
f(z, u) = Df,n(u) · f¯(z, u), z ∈ (Rd)N0 , u ∈ [0, 1], (2.4)
where Df,n(u) ∈ R does not depend on z. We put
F¯ := {f¯ : f ∈ F}. (2.5)
6Given some decreasing sequence ∆(k) and some Dn which fulfill
sup
u∈[0,1]
sup
f∈F
δ
f¯(Z,u)
2 ≤ ∆(k), sup
f∈F
( 1
n
n∑
i=1
Df,n
( i
n
)2)1/2 ≤ Dn, (2.6)
we obtain from (2.2) that
Var(Gn(f))
1/2 ≤
∞∑
k=0
min{‖f‖2,n,Dn∆(k)},
which motivates the definition of V in the next subsection.
2.2. Definition of V
For some decreasing nonnegative sequence (∆(k))k∈N0 of real numbers with
∑∞
k=0∆(k) <
∞ and some nonnegative sequence (Dn)n∈N of real numbers, we define
V (f) := ‖f‖2,n +
∞∑
k=1
min{‖f‖2,n,Dn∆(k)}, f ∈ F .
The following lemma collects some properties of V and especially shows that V is a
seminorm. The proof is obvious and therefore omitted.
Lemma 2.1. Let f, g ∈ F and a ∈ R. Then
(i) V (0) = 0, V (f + g) ≤ V (f) + V (g) and V (a · f) = |a|V (f),
(ii) |f | ≤ g =⇒ V (f) ≤ V (g),
(iii) ‖f‖1,n , ‖f‖2,n ≤ V (f), and V (f) ≤ V (‖f‖∞) <∞ if ‖f‖∞ <∞.
Based on the fact that we will later assume that F fulfills (2.6) (and thus Gn(f) is
properly standardized), it is reasonable to suppose that Dn ∈ (0,∞) is independent of
n ∈ N. In this case, simpler forms of V can be derived for special cases of ∆(k) which
are given in Table 1. Note that if f(Zi,
i
n ), i = 1, ..., n, are independent, δ
f(Z,u)
2 (k) = 0
for k > 0 and thus V (f) = ‖f‖2,n. We therefore exactly recover the case of independent
variables with our theory.
Remark 2.2 (Comparison with β-mixing). If f(Zi,
i
n ) is β-mixing with decay coeffi-
cients β(k) = c · k−α = ∆(k), k ∈ N0, for some c > 0, α > 1, then it was shown in [5]
that Gn(f) is asymptotically tight if the entropy integral satisfies∫ 1
0
√
H(ε,F , ‖ · ‖ 2α
α−1 ,n
)dε <∞. (2.7)
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∆(j)
cj−α, α > 1, c > 0 cρj , ρ ∈ (0, 1), c > 0
V (f) ‖f‖2,n max{‖f‖
−
1
α
2,n , 1} ‖f‖2,n max{log(‖f‖
−1
2,n), 1}
∫ σ
0
√
H(ε,F , V )dε
∫ σ˜
0 ε
−
1
α
√
H(ε,F , ‖ · ‖2,n)dε
∫ σ˜
0 log(ε
−1)
√
H(ε,F , ‖ · ‖2,n)dε
Table 1. Equivalent expressions of V and the corresponding entropy integral taken from Lemma 8.15
and Lemma 8.16 of the Supplementary Material Supplement A in Section 8.8, respectively, under the
condition that Dn ∈ (0,∞) is independent of n. We omitted the lower and upper bound constants
which are only depending on c, ρ, α and Dn. Furthermore, σ˜ = σ˜(σ) fulfills σ˜ → 0 for σ → 0.
In this framework, we therefore have to pay the price for dependence with a higher number
of moments of f(Zi, u) instead of an additional factor ε
− 1α in the entropy integral (cf.
Table 1).
There is a special case where both entropy integrals have comparable values: If the brackets
[l, u] which yield H(ε,F , ‖ · ‖ 2α
α−1 ,n
) have the property that |u− l|2 = |u− l| 2αα−1 (we have
especially in mind the case that l, u are indicator functions), then it is easy to see that
H(ε,F , ‖ · ‖ 2α
α−1 ,n
) ≤ H(ε αα−1 ,F , ‖ · ‖2,n). By substitution u = ε
α
α−1 , (2.7) then is upper
bounded by
α− 1
α
∫ 1
0
u−
1
α
√
H(u,F , ‖ · ‖2,n)du,
that is, the integrand is of the same order as in the entropy integral
∫ 1
0
√
H(ε,F , V )dε
(cf. Table 1).
2.3. Compatibility conditions on F
We now give conditions such that F satisfies (2.6) based on statements about the func-
tional dependence measure of Xi. By the linear nature of the functional dependence
measure, it is necessary to establish quantitative smoothness assumptions on the ele-
ments of F . We do so by asking for Ho¨lder-type smoothness. For s ∈ (0, 1], a sequence
z = (zi)i∈N0 of elements of R
d (equipped with the maximum norm |·|∞) and an absolutely
summable sequence χ = (χi)i∈N0 of nonnegative real numbers, put
|z|χ,s :=
( ∞∑
i=0
χi|zi|s∞
)1/s
and |z|χ := |z|χ,1. We summarize the smoothness conditions on F in the following defi-
nition (recall (2.5)).
Definition 2.3 ((LF , s, R, C)-class). We call a class F¯ of functions f¯ : (Rd)N0 ×
[0, 1] → R a (LF , s, R, C)-class if LF = (LF ,i)i∈N0 is a sequence of nonnegative real
8numbers, s ∈ (0, 1] and R : (Rd)N0 × [0, 1] → [0,∞) satisfies for all u ∈ [0, 1], z, z′ ∈
(Rd)N0 , f¯ ∈ F¯ ,
|f¯(z, u)− f¯(z′, u)| ≤ |z − z′|sLF ,s ·
[
R(z, u) +R(z′, u)
]
.
Furthermore, C = (CR, Cf¯ ) ∈ (0,∞)2 satisfies supu |f¯(0, u)| ≤ Cf¯ , supu |R(0, u)| ≤ CR.
Remark 2.4. The condition on F¯ to be an (LF , s, R, C)-class poses a smoothness
condition on any f¯ ∈ F¯ separately. There is no need for any connection between the
different f¯ ∈ F¯ , and it should not be confused with the important example of so-called
parametric Lipschitz classes in empirical process theory (cf. [22, Example 19.7]) where it
is assumed that there is some parameter space Θ ⊂ Rp such that F¯ = {f¯θ : θ ∈ Θ} and
for two θ1, θ2 ∈ Θ, |f¯θ1(z, u)− f¯θ2(z, u)| ≤ m(z, u) · |θ1− θ2|∞ holds for some measurable
function m.
We are now able to formulate the basic assumptions which are needed to prove the main
results. Recall (2.4).
Assumption 2.5 (Compatability condition on F). Let F¯ = {f¯ : f ∈ F} be a (LF , s, R, C)-
class. There exist ν ≥ 2 and some p ∈ (1,∞], CX > 0 such that
sup
i,u
‖R(Zi, u)‖νp ≤ CR, sup
i,j
‖Xij‖ νsp
p−1
≤ CX . (2.8)
It holds that
2dCR ·
k∑
j=0
LF ,j(δXνsp
p−1
(k − j))s ≤ ∆(k), sup
f∈F
( 1
n
n∑
i=1
∣∣Df,n( i
n
)
∣∣2)1/2 ≤ Dn.
We furthermore define D∞n (u) := supf∈F |Df,n(u)| and choose D∞ν,n such that
( 1
n
n∑
i=1
D∞n (
i
n
)ν
)1/ν
≤ D∞ν,n.
We abbreviate D∞n = D
∞
2,n.
Remark 2.6. (i) In the theory of this paper, we will mainly consider the case ν = 2.
(ii) In the case that each f¯ ∈ F¯ has the simple form f¯(z, u) = f¯(z0) with Ho¨lder-
continuous f¯ and Ho¨lder exponent s ∈ (0, 1], we can choose p = ∞. Then the
stochastic conditions basically translate to
sup
i,j
‖Xij‖νs <∞, δXνs(k)s ≤ ∆(k),
and so, the decay of ∆(k) is determined by δXνs(k)
s. Note that ∆(k) has a slower
decay rate than δXνs(k) if s is strictly less than 1. In this case, our theory gives weaker
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results than the corresponding results for absolutely regular sequences from [21] since
β-mixing does not rely on the smoothness of f . It can be seen that the choice of s
is part of a trade-off: A smaller s is connected to weaker moment assumptions on
the underlying process Xi and vice versa.
If Assumption 2.5 is fulfilled, we obtain the following main consequences given in Lemma
2.7. The proof is a simple application of Ho¨lder’s inequality and is given in Section 8.1
found in the Supplementary Material. Our non-asymptotic main results only rely on the
statements of Lemma 2.7; therefore they serve as an alternative set of assumptions.
Lemma 2.7. Let Assumption 2.5 hold for some ν ≥ 2. Then,
δf(Z,u)ν (k) ≤ |Df,n(u)| ·∆(k),
sup
i
∥∥∥ sup
f∈F
∣∣f(Zi, u)− f(Z∗(i−j)i , u)∣∣ ∥∥∥
ν
≤ D∞n (u) ·∆(k),
sup
i
‖f(Zi, u)‖ν ≤ |Df,n(u)| · C∆,
where C∆ := 4d · |LF |1 · CsXCR + Cf¯ .
2.4. Compatability conditions for non-continuous functions
Assumption 2.5 automatically imposes a continuity assumption on every f . This does,
for instance, not hold for the analysis of the empirical distribution function where F =
{fy = 1{·≤x} : x ∈ R}. By using the decomposition
Gn(f) := G
(1)
n (f) +G
(2)
n (f),
G
(1)
n (f) :=
1√
n
n∑
i=1
{
f(Zi,
i
n
)− E[f(Zi, i
n
)|Gi−1]
}
, (2.9)
G
(2)
n (f) :=
1√
n
n∑
i=1
{
E[f(Zi,
i
n
)|Gi−1]− Ef(Zi, i
n
)
}
(2.10)
(cf. [25] for a similar approach), the analysis of Gn(f) can be transferred to that of the
martingale G
(1)
n (f) and the more smooth G
(2)
n (f). For G
(2)
n (f), the smoothness conditions
of Assumption 2.5 have to be transferred from z 7→ f(z, u) to g 7→ E[f(Zi, u)|Gi−1 = g].
Even if the first summand is noncontinuous, there is hope that the latter one is, due to
the additional integration over εi. To guarantee this, we typically have to assume that εi
has a continuous density.
Assumption 2.8 (Compatibility condition on F). Let ν ≥ 2. There exists a process
X◦i = (Xij)j=1,...,d◦ = J
◦
i,n(Gi) with the following properties. For κ ∈ {1, 2} and any
10
f ∈ F , there exist functions µ¯(κ)f,i such that
µ¯
(κ)
f,i (Z
◦
i−1, u) = E[f¯(Zi, u)
κ|Gi−1]1/κ, i = 1, ..., n, u ∈ [0, 1], (2.11)
with Z◦i−1 := (X
◦
i−1, X
◦
i−2, ...).
The class F¯κ := {µ¯(κ)f,i : f ∈ F , i ∈ {1, ..., n}} is an (LF , s, R, C)-class, and there exists
p ∈ (1,∞], CX > 0 such that
sup
i,u
‖R(Z◦i−1, u)‖νp ≤ CR, sup
i,j
‖X◦ij‖ νspp−1 ≤ CX .
It holds that
2d◦CR
k−1∑
j=0
LF ,j(δX
◦
νsp
p−1
(k − j − 1))s ≤ ∆(k), sup
f∈F
( 1
n
n∑
i=1
∣∣Df,n( i
n
)
∣∣2)1/2 ≤ Dn.
Remark 2.9. (i) Assumption 2.8 naturally mixes properties of f and the one-step
evolution of the statistical model posed on Xi. This means, we need some additional
knowledge on the evolution of the process Xi to verify it.
(ii) Note that we can always choose X◦i = εi, Z
◦
i−1 = Gi−1 and define
µ
(κ)
f,i (Gi−1, u) := E[f(Zi, u)κ|Gi−1]1/κ. (2.12)
In the case that Xi is recursively defined, the choice (2.12) may lead to a more
complicated calculation of ∆(k). In this case we should instead choose X◦i = Xi if
it is possible.
(iii) In Section 6 we will see examples where we can choose s ∈ (0, 1] arbitrarily. The
trade-off connected to this choice mentioned in Remark 2.6(ii) also is present in
the framework of Assumption 2.8.
(iv) We require that F¯2 is a (LF , s, R, C)-class to ensure smoothness of the conditional
variance of G
(1)
n . This allows us to upper bound it by a deterministic distance mea-
sure. We think that this is one of the weakest general assumptions that can be
imposed. In special cases, stronger properties may be present which also allow for a
reduction of moment and dependence conditions, which is connected to the choice
of s. For details, we refer to Remark 4.4 and Remark 4.8.
Based on Assumption 2.8 it is possible to show similar results as in Lemma 2.7. The
details can be found in the Supplementary Material Section 8.1 in Lemma 8.1. In the
framework of Assumption 2.8, we sometimes need a submultiplicativity assumption on
∆(k). For q ∈ N, put
β(q) =
∞∑
j=q
∆(k).
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Assumption 2.10. There exists a constant Cβ > 0 such that for each q1, q2 ∈ N,
β(q1q2) ≤ Cβ · β(q1)β(q2).
It is easily seen that Assumption 2.10 is fulfilled if ∆(k) follows a polynomial (∆(k) =
ck−α for c > 0, α > 1) or exponential decay (∆(k) = cρk for c > 0, ρ ∈ (0, 1)), cf. Lemma
8.13(i) in Section 8.8 in the Supplementary material. It is generally not possible to show
Assumption 2.10 if ∆(k) contains a factor of the form 1log(k) .
2.5. Final remarks
Note that both Assumption 2.5 and Assumption 2.8 imply that Var(Gn(f))
1/2 is bounded
by V (f). This follows from (2.2) and from the fact that Var(Gn(f))
1/2 ≤ Var(G(1)n (f))1/2+
Var(G
(2)
n (f))1/2 ≤ ‖f‖2,n +Var(G(2)n (f)).
Lemma 2.11 (Variance bound). Suppose that Assumption 2.5 or Assumption 2.8
holds. Then for f ∈ F ,
Var(Gn(f))
1/2 ≤ V (f).
Remark 2.12. We introduced the bracketing numbers N(ε,F , ‖ · ‖) of F with the con-
dition that the limits lj , uj of the brackets [lj , uj] have to belong to F . This later is
needed for the chaining procedure. Only in the case of Assumption 2.8, this represents an
additional condition. In the case of Assumption 2.5, we can simply define new limits
l˜j(z, u) := inf
f∈[lj ,uj ]
f(z, u), u˜j(z, u) := sup
f∈[lj ,uj ]
f(z, u)
which fulfill [lj , uj ] ∩ F = [l˜j, u˜j ] ∩ F . Furthermore,
|l˜j(z, u)− l˜j(z′, u)| ≤ sup
f∈[lj ,uj ]
|f(z, u)− f(z′, u)|.
Thus, we can add l˜j , u˜j to F without changing the bracketing numbers N(ε,F , ‖ · ‖) and
the validity of Assumption 2.5.
3. Empirical process theory for smooth function
classes
3.1. Derivation of maximal inequalities
We provide an approach to obtain maximal inequalities for sums of random variables
Wi(f), i = 1, ..., n, indexed by f ∈ F , by using a decomposition into independent random
12
variables. A similar approach is presented in [5] (Section 4.3 therein) for absolutely regular
sequences. We will apply the results to
Wi(f) = f(Zi,
i
n
) or Wi(f) = E[f(Zi,
i
n
)|Gi−1]
in the case of Assumption 2.5 or Assumption 2.8, respectively. We will impose the fol-
lowing conditions on Wi(f) which are easily verified in the above two cases by Lemma
2.7 or Lemma 8.1 in the Supplementary Material Supplement A.
Assumption 3.1. Suppose that for all measurable f1, f2, f, g,
Wi(f1 + f2) =Wi(f1) +Wi(f2), and |f | ≤ g ⇒ |Wi(f)| ≤Wi(g).
For each i = 1, ..., n, j ∈ N, s ∈ N ∪ {∞}, f ∈ F ,∥∥∥ sup
f∈F
∣∣Wi(f)−Wi(f)∗(i−j)∣∣ ∥∥∥
2
≤ D∞n (
i
n
)∆(j),
∥∥Wi(f)−Wi(f)∗(i−j)∥∥2 ≤ |Df,n( in )| ·∆(j),∥∥Wi(f)‖s ≤ ∥∥f(Zi, i
n
)
∥∥
s
.
To approximateWi(f) by independent variables, we use a technique from [27] which was
refined in [28]. Define
Wi,j(f) := E[Wi(f)|εi−j , εi−j+1, ..., εi], j ∈ N,
and
SWn (f) :=
n∑
i=1
{Wi(f)− EWi(f)}, SWn,j(f) :=
n∑
i=1
{Wi,j(f)− EWi,j(f)}.
Let q ∈ {1, ..., n} be arbitrary. Put L := ⌊ log(q)log(2)⌋ and τl := 2l (l = 0, ..., L− 1), τL := q.
Then we have
Wi(f) =Wi(f)−Wi,q(f) +
L∑
l=1
(Wi,τl(f)−Wi,τl−1(f)) +Wi,1(f)
(in the case q = 1, the sum in the middle does not appear) and thus
SWn (f) =
[
SWn (f)− SWn,q(f)
]
+
L∑
l=1
[
SWn,τl(f)− SWn,τl−1(f)
]
+ SWn,1(f).
We write
SWn,τl(f)− SWn,τl−1(f) =
⌊ nτl ⌋+1∑
i=1
Ti,l(f), Ti,l(f) :=
(iτl)∧n∑
k=(i−1)τl+1
[
Wk,τl(f)−Wk,τl−1(f)
]
.
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The random variables Ti,l(f), Ti′,l(f) are independent if |i − i′| > 1. This leads to the
decomposition
max
f∈F
∣∣∣ 1√
n
SWn (f)
∣∣∣ ≤ max
f∈F
1√
n
∣∣SWn (f)− SWn,q(f)∣∣
+
L∑
l=1
[
max
f∈F
∣∣∣ 1√
n
τl
⌊ nτl ⌋+1∑
i=1
i even
1√
τl
Ti,l(f)
∣∣∣+max
f∈F
∣∣∣ 1√
n
τl
⌊ nτl ⌋+1∑
i=1
i odd
1√
τl
Ti,l(f)
∣∣∣]
+max
f∈F
1√
n
∣∣SWn,1(f)∣∣. (3.1)
While the first term in (3.1) can be made small by assumptions on the dependence of
Wi(f) and by the use of a large deviation inequality for martingales in Banach spaces
from [19], the second and third term allow the application of Rosenthal-type bounds
due to the independency of the summands Ti,l(f) and Wi,1(f), respectively. Recall that
H = H(|F|) = 1 ∨ log |F| as in (1.5). We obtain the following maximal inequality.
Theorem 3.2. Suppose that F satisfies |F| < ∞ and Assumption 3.1. Then there
exists some universal constant c > 0 such that the following holds: If supf∈F ‖f‖∞ ≤M
and supf∈F V (f) ≤ σ, then
Emax
f∈F
∣∣∣ 1√
n
SWn (f)
∣∣∣ ≤ c · min
q∈{1,...,n}
[
σ
√
H +
√
H · D∞n β(q) +
qMH√
n
]
. (3.2)
For x > 0, define q∗(x) := min{q ∈ N : β(q) ≤ q · x}. Then,
Emax
f∈F
∣∣∣ 1√
n
SWn (f)
∣∣∣ ≤ 2c · (σ√H + q∗(M
√
H√
nD∞n
)MH√
n
)
. (3.3)
In the next subsections, we will prove asymptotic tightness and a functional central
limit theorem for Gn(f) under the condition that D
∞
n , Dn do not depend on n. However,
uniform convergence rates of Gn(f) for finite F can be obtained without these conditions
but with additional moment assumptions, which is done in the following Corollary 3.3.
Values of q∗(·) and r(·) for the two prominent cases that ∆(·) is polynomial or exponential
decaying can be found in Table 2.
Corollary 3.3 (Uniform convergence rates). Suppose that F satisfies |F| < ∞ and
Assumption 2.5 for some ν ≥ 2. Furthermore, suppose that
sup
n∈N
sup
f∈F
V (f) <∞, sup
n∈N
D∞ν,n
D∞n
<∞, sup
n∈N
C∆H
n1−
2
ν r( σ
D∞n
)2
<∞. (3.4)
Then,
max
f∈F
|Gn(f)| = Op(
√
H).
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Remark 3.4. • Corollary 3.3 can be used to prove (optimal) convergence rates for
kernel density and regression estimators as well as maximum likelihood estimators
under dependence. We give some examples in Section 6.
• The first condition in (3.4) guarantees that Gn(f) is properly normalized. The sec-
ond and third condition are needed to prove that the “rare events”, where |f(Zi, in )|
exceeds some threshold Mn ∈ (0,∞), are of the same order as
√
H. For this, we may
need more than two moments, that is, ν > 2, depending on
√
H and the behavior
of D∞n .
∆(j)
Cj−α, α > 1 Cρj , ρ ∈ (0, 1)
q∗(x) max{x−
1
α , 1} max{log(x−1), 1}
r(δ) min{δ
α
α−1 , δ} min{ δ
log(δ−1) , δ}
Table 2. Equivalent expressions of q∗(·) and r(·) taken from Lemma 8.14 in Section 8.8. We omitted
the lower and upper bound constants which are only depending on C, ρ, α.
3.2. An elementary chaining approach which preserves
continuity
In this section, we assume that Dn,D
∞
n ∈ (0,∞) can be chosen independently of n. We
now use Theorem 3.2 to obtain a bound for (possibly infinite) function classes F which
consist of continuous functions with respect to their first argument. Let
G
W
n (f) :=
1√
n
n∑
i=1
(Wi(f)− EWi(f)).
The choice of the truncation sequence for the following chaining approach is motivated
by [5] (Theorem 3.3 therein). Since Theorem 3.2 only yields maximal inequalities for
continuous functions, we are not able to use the standard chaining scheme which involves
indicator functions. We therefore provide an adaptation of the typical chaining scheme
which does not need the use of indicators but replaces them by truncations of the arising
functions via maxima and minima (which preserves their continuity).
For m > 0, define the truncation ϕ∧m : R → R and the corresponding ‘peaky’ residual
ϕ∨m : R→ R via
ϕ∧m(x) := (x ∨ (−m)) ∧m, ϕ∨m(x) := x− ϕ∧m(x).
In the following, assume that for each j ∈ N0 there exists a decomposition F =
⋃Nj
k=1 Fjk,
where (Fjk)k=1,...,Nj , j ∈ N0 is a sequence of nested partitions. For each j ∈ N0 and
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k ∈ {1, ..., Nj}, choose a fixed element fjk ∈ Fjk. For j ∈ N0, define πjf := fjk if
f ∈ Fjk.
Assume that there exists a sequence (∆jf)j∈N such that for all j ∈ N0, supf,g∈Fjk |f−g| ≤
∆jf . Finally, let (mj)j∈N0 be a decreasing sequence which will serve as a truncation
sequence.
For j ∈ N0, we use the decomposition
f − πjf = ϕ∧mj (f − πjf) + ϕ∨mj (f − πjf)
Since
f − πjf = f − πj+1f + πj+1f − πjf
= ϕ∧mj+1(f − πj+1f) + ϕ∨mj+1 (f − πj+1f)
+ϕ∧mj−mj+1(πj+1f − πjf) + ϕ∨mj−mj+1(πj+1f − πjf), (3.5)
we can write
ϕ∧mj (f − πjf) = ϕ∧mj+1(f − πj+1f) + ϕ∧mj−mj+1(πj+1f − πjf) +R(j), (3.6)
where
R(j) := ϕ∧mj (f − πjf)− ϕ∧mj (ϕ∧mj+1 (f − πj+1f))− ϕ∧mj (ϕ∧mj−mj+1(πj+1f − πjf)).
To bound R(j), we use (i) of the following elementary Lemma 3.5 which is proved in
Section 8.3 included in the Supplementary Material Supplement A.
Lemma 3.5. Let y, x, x1, x2, x3 and m,m
′ > 0 be real numbers. Then the following
assertions hold:
(i) If |x1|+ |x2| ≤ m, then∣∣ϕ∧m(x1 + x2 + x3)− ϕ∧m(x1)− ϕ∧m(x2)∣∣ ≤ min{|x3|, 2m}.
(ii) |ϕ∧m(x)| ≤ min{|x|,m} and if |x| < y,
|ϕ∨m(x)| ≤ ϕ∨m(y) ≤ y1{y>m}.
(iii) If F fulfills Assumption 2.5, then Assumption 2.5 also holds for {ϕ∧m(f) : f ∈ F}
and {ϕ∨m(f) : f ∈ F}.
Because the partitions are nested, we have |πj+1f − πjf | ≤ ∆jf . By Lemma 3.5 and
(3.5), we have
|R(j)| ≤ min{∣∣ϕ∨mj+1 (f − πj+1f) + ϕ∨mj−mj+1(πj+1f − πjf)∣∣, 2mj}
≤ min{∣∣ϕ∨mj+1 (∆j+1f)∣∣, 2mj}+min{∣∣ϕ∨mj−mj+1(∆jf)∣∣, 2mj}. (3.7)
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Let τ ∈ N. We then have with iterated application of (3.6) and linearity of f 7→Wi(f),
G
W
n (ϕ
∧
m0(f − π0f))
= GWn (ϕ
∧
m1(f − π1f)) +GWn (ϕ∧m0−m1(π1f − π0f)) +GWn (R(0))
= GWn (ϕ
∧
mτ (f − πτf)) +
τ−1∑
j=0
G
W
n (ϕ
∧
mj−mj+1(πj+1f − πjf)) +
τ−1∑
j=0
G
W
n (R(j)),(3.8)
which in combination with (3.7) can now be used for chaining. In the following Lemma
3.6, we balance the contribution of the truncated stochastic part and the expectation of
the rare events. Recall that H(k) = 1 ∨ log(k) as in (1.4).
Lemma 3.6 (Compatibility lemma). For δ > 0, put
r(δ) := max{r > 0 : q∗(r)r ≤ δ}.
For n ∈ N, δ > 0 and k ∈ N define
m(n, δ, k) := r(
δ
Dn
) · D
∞
n n
1/2
H(k)1/2
. (3.9)
Then the following statements hold:
(i) r(·) is well-defined and for each a > 0, r(a)2 ≥ r(a2 ) and r(a) ≤ a.
(ii) If F fulfills |F| ≤ k and Assumption 3.1, then supf∈F V (f) ≤ δ, supf∈F ‖f‖∞ ≤
m(n, δ, k) imply
Emax
f∈F
∣∣∣GWn (f)∣∣∣ ≤ c(1 + D∞n
Dn
)δ
√
H(k), (3.10)
and supf∈F V (f) ≤ δ implies that for each γ > 0,
√
n‖f1{f>γ·m(n,δ,k)}‖1,n ≤
1
γ
Dn
D∞n
δ
√
H(k). (3.11)
We now use (3.7), (3.8) and Lemma 3.6 to derive a uniform bound for E supf∈F |GWn (f)|
in the following Theorem 3.7.
Theorem 3.7. Let F satisfy Assumption 3.1 and let F be some envelope function of F ,
that is, for each f ∈ F it holds that |f | ≤ F . Let σ > 0 and assume that supf∈F V (f) ≤ σ.
Then there exists some universal constant c˜ > 0 such that
E sup
f∈F
∣∣∣GWn (f)∣∣∣
≤ c˜
[
(1 +
D
∞
n
Dn
+
Dn
D∞n
)
∫ σ
0
√
1 ∨H(ε,F , V )dε+√n∥∥F1{F> 14m(n,σ,N(σ2 ,F ,V ))}∥∥1,n
]
,
where m(·) is from Lemma 3.6.
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Remark 3.8. Lemma 3.6 and Theorem 3.7 are designed for the case that Dn,D
∞
n ∈
(0,∞) are independent of n. If instead V and Dn,D∞n depend on n, chaining has to
be performed in a different way to get optimal bounds for the corresponding maximal
inequality. We give a short idea how the statements change. Let F satisfy Assumptions
2.8, 2.10 with ν > 2. Define Vν,n(f) := ‖f‖ν,n +
∑∞
j=1min{‖f‖ν,n,Dn∆(k)}. Choose
m∞(n, δ, k) = m(n, δ, k) · Cβr( Dn
D∞n
)
instead of (3.9), and ν large enough such that
√
n
(
Dn
Cβγ
√
nr( Dn
D∞n
)
)ν−1
≤ 1.
Then the following modification of Lemma 3.6 holds. There exists some universal constant
c > 0 such that |F| ≤ k, supf∈F Vν,n(f) ≤ δ and supf∈F ‖f‖∞ ≤ m∞(n, δ, k) imply
Emax
f∈F
∣∣GWn (f)∣∣ ≤ c(1 + Cβ)δ√H(k),
and
√
n‖f1{f>γ·m(n,δ,k)}‖1,n ≤
√
n
‖f‖νν,n
m∞(n, δ, k)ν−1γν−1
= ‖f‖ν,n
(√n‖f‖ν,n
m(n, δ, k)
)ν−1
· √n
(
Cβγ
√
nr(
Dn
D∞n
)
)−(ν−1)
≤ δH(k) ν−12 · √n
(
Dn
Cβγ
√
nr( Dn
D∞n
)
)ν−1
≤ δH(k) ν−12 .
3.3. Functional central limit theorem
We now show a functional central limit theorem for Gn(f). First we conclude from
Theorem 3.7 asymptotic equicontinuity of Gn. To do so, we have to discuss the trailing
term in Theorem 3.7 which involves the envelope function. This can either be tackled
with higher moment assumptions on f(Zi, u) or by imposing smoothness assumptions on
the process Xi and the functions f ∈ F with respect to their second argument. Here, we
will consider the second approach since most of the smoothness assumptions are naturally
needed to prove a central limit theorem, anyway (cf. Theorem 3.13). This also has the
advantage that we only have to assume the existence of a second moment for f(Zi, u).
Assumption 3.9. For each u ∈ [0, 1], there exists a process X˜i(u) = J(Gi, u), i ∈ Z,
where J is a measurable function. Furthermore, there exists some CX > 0, ς ∈ (0, 1] such
that for every i ∈ {1, ..., n}, u1, u2 ∈ [0, 1],
‖Xi − X˜i( i
n
)‖ 2sp
p−1
≤ CXn−ς , ‖X˜i(u1)− X˜i(u2)‖ 2sp
p−1
≤ CX |u1 − u2|ς .
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For Z˜i(u) = (X˜i(u), X˜i−1(u), ...) it holds that supv,u ‖R(Z˜0(v), u)‖2p <∞.
Assumption 3.10. There exists some ς ∈ (0, 1] such that for every f ∈ F ,
|f¯(z, u1)− f¯(z, u2)| ≤ |u1 − u2|ς ·
(
R¯(z, u1) + R¯(z, u2)
)
,
and supu,v ‖R¯(Z˜0(v), u)‖2 <∞.
Corollary 3.11. Let F satisfy Assumption 2.5, 3.9 and 3.10. Suppose that
sup
n∈N
∫ 1
0
√
1 ∨H(ε,F , V )dε <∞. (3.12)
Furthermore, assume that Dn,D
∞
n ∈ (0,∞) are independent of n, and
sup
i=1,...,n
D∞n (
i
n )√
n
→ 0. (3.13)
Then, the process Gn(f) is equicontinuous with respect to V , that is, for every η > 0,
lim
σ→0
lim sup
n→∞
P
(
sup
f,g∈F ,V (f−g)≤σ
|Gn(f)−Gn(g)| ≥ η
)
= 0.
From Theorem 8.6 provided by the Supplementary Material Supplement A, Section 8.5,
we directly obtain the following multivariate central limit theorem as a special case which
only needs second moments of the summands f(Zi, u). To keep the presentation simple,
we reduce ourselves to two explicit forms of Df,n(·) which are given in Assumption 3.12,
namely a global and a local version. Theorem 8.6 allows more general choices of Df,n(·).
In Assumption 3.12, we make use of X˜i(u), Z˜i(u) introduced in Assumption 3.9.
Assumption 3.12. Let ω : [0, 1]→ R, K : R→ R be some bounded functions. One of
the following cases holds
• Case K = 1 (global version): For all f ∈ F , Df,n(u) = ω(u), where ω has bounded
variation and
∫
ω(u)2du > 0. For all f, g ∈ F , j1, j2 ∈ N0, the mapping u 7→
E[E[f¯ (Z˜j1(u), u)|G0] · E[g¯(Z˜j2(u), u)|G0]] has bounded variation.
For f, g ∈ F , define
Σ
(1)
f,g :=
∫ 1
0
ω(u)2 ·
∑
j∈Z
Cov(f(Z˜0(u), u), g(Z˜j(u), u))du.
• Case K = 2 (local version): For all f ∈ F ,
Df,n(u) = ω(u) · 1√
h
K
(u− v
h
)
,
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where v ∈ (0, 1) is some fixed value, h = hn → 0, nh → ∞. ω is continuous in v,
and K has bounded variation, support ⊂ [− 12 , 12 ] and satisfies
∫
K(u)2du > 0.
For f, g ∈ F , define
Σ
(2)
f,g :=
∫
K(u)2du · ω(v)2
∑
j∈Z
Cov(f(Z˜0(v), v), g(Z˜j(v), v)).
Theorem 3.13. Let F satisfy Assumptions 2.5, 3.9, 3.10 and 3.12. Let m ∈ N and
f1, ..., fm ∈ F . Then,
1√
n
n∑
i=1
{


f1(Zi,
i
n )
...
fm(Zi,
i
n )


− E


f1(Zi,
i
n )
...
fm(Zi,
i
n )


}
d→ N(0, (Σ(K)fk,fl)k,l=1,...,m),
where Σ(K) is from Assumption 3.12.
As a result of Corollary 3.11 and Theorem 3.13 and Theorem 18.14 in [22], we obtain
the following functional central limit theorem. The weak convergence takes place in the
normed space
ℓ∞(F) = {G : F → R | ‖G‖∞ := sup
f∈F
|G(f)| <∞}, (3.14)
cf. [22], Example 18.5.
Corollary 3.14. Let F satisfy Assumptions 2.5, 3.9, 3.10 and 3.12. Assume that
sup
n∈N
∫ 1
0
√
1 ∨H(ε,F , V )dε <∞.
Then it holds in ℓ∞(F) that
[
Gn(f)
]
f∈F
d→ [G(f)]
f∈F ,
where (G(f))f∈F is a centered Gaussian process with covariances
Cov(G(f),G(g)) = Σ
(K)
f,g ,
where Σ(K) is from Assumption 3.12.
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4. Empirical process theory for non-continuous
functions
We now provide an approach for empirical process theory if the class F consists of non-
continuous functions. Our approach is based on the decomposition
Gn(f) = G
(1)
n (f) +G
(2)
n (f)
into a martingale G
(1)
n (cf. (2.9)) and a process G
(2)
n (cf. (2.10)) with smooth increments.
The second part G
(2)
n can then be controlled in a similar way as done in Section 3 by
taking Wi(f) = E[f(Zi,
i
n )|Gi−1]. The term G
(1)
n is dealt with by using a Bernstein-type
inequality for martingales. Observe that the conditional variance of G
(1)
n (f) is bounded
from above by
Rn(f)
2 :=
1
n
n∑
i=1
E[f(Zi,
i
n
)2|Gi−1].
The first step is now to bound Rn(f)
2 over f ∈ F . Again, let Wi(f), i = 1, ..., n, be some
sequence of random variables indexed by f ∈ F . We will apply the following theory to
Wi(f) = E[f(Zi,
i
n
)2|Gi−1],
but impose the more general assumptions which are directly implied by Lemma 8.1 in
the Supplementary material Supplement A under Assumption 2.8.
Assumption 4.1. For each i = 1, ..., n, j ∈ N, s ∈ N ∪ {∞}, f ∈ F ,
∥∥∥ sup
f∈F
∣∣Wi(f)−Wi(f)∗(i−j)∣∣ ∥∥∥
1
≤ C∆D∞n (
i
n
)2∆(j),
∥∥Wi(f)−Wi(f)∗(i−j)∥∥1 ≤ 2|Df,n( in )| · ‖f(Zi, in )‖2∆(j),∥∥Wi(f)‖s ≤ ‖f(Zi, i
n
)‖22s.
We obtain the following analogue of Theorem 3.2, a maximal inequality for means of
random variables.
Lemma 4.2 (A maximal inequality for means). Let F satisfy |F| <∞ and Assumption
4.1. Then there exists some universal constant c > 0 such that the following holds: If
supf∈F ‖f‖∞ ≤M and supf∈F V (f) ≤ σ, then
Emax
f∈F
∣∣∣ 1
n
SWn (f)
∣∣∣ ≤ c · min
q∈{1,...,n}
[
Dnr(
σ
Dn
)σ + C∆(D
∞
n )
2β(q) +
qM2H
n
]
. (4.1)
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Furthermore,
Emax
f∈F
∣∣∣ 1
n
SWn (f)
∣∣∣ ≤ 2c · [Dnr( σ
Dn
)σ + q∗
( M2H
n(D∞n )2C∆
)M2H
n
]
. (4.2)
Lemma 4.2 in conjunction with Theorem 3.2 can be used to provide convergence rates
in the same fashion as done in Corollary 3.3. Recall from (1.5) that H = 1 ∨ log |F|.
Corollary 4.3 (Uniform convergence rates). Suppose that F satisfies |F| < ∞, As-
sumption 2.8 for some ν ≥ 2, and Assumption 2.10. Let F¯ := supf∈F f¯ and assume that
for some ν2 ∈ [2,∞],
CF¯ ,n := sup
i,u
‖F¯ (Zi, u)‖ν2 <∞.
If
sup
n∈N
sup
f∈F
V (f) <∞, sup
n∈N
D∞ν2,n
D∞n
<∞, sup
n∈N
C2
F¯ ,n
H
n1−
2
ν2 r( σ
D∞n
)2
<∞, (4.3)
then
max
f∈F
|Gn(f)| = Op(
√
H).
Remark 4.4 (Alternative conditions). In the special case that there exists some con-
stant R2 > 0 such that supf∈F
1
n
∑n
i=1 E[f(Zi,
i
n )
2|Gi−1] ≤ R2, it can easily be seen in
the proof that the statement of Corollary 4.3 still holds if we only ask for Assumption
2.8 to hold for κ = 1 and Assumption 2.10 is discarded. A possible application is given
in Example 6.8.
We now show asymptotic tightness of the martingale part G
(1)
n (f), f ∈ F . By using
a Bernstein-type inequality for martingales and Lemma 4.2, we obtain an analogue of
Lemma 3.6 with the same function m(·) as defined there.
Lemma 4.5 (Compatibility lemma 2). Let ψ : (0,∞) → [1,∞) be some function
and k ∈ N, δ > 0. If F fulfills |F| ≤ k and Assumptions 2.8, 2.10, then there exists
some universal constant c > 0 such that the following holds: If supf∈F V (f) ≤ δ and
supf∈F ‖f‖∞ ≤ m(n, δ, k), then
Emax
f∈F
∣∣G(1)n (f)∣∣1{Rn(f)≤2δψ(δ)} ≤ 2c(1 + D∞n
Dn
) · ψ(δ)δ
√
H(k), (4.4)
P
(
sup
f∈F
Rn(f) > 2δψ(δ)
)
≤ 2c(1 + q
∗(C−1∆ C−2β )(D∞nDn )2)
ψ(δ)2
. (4.5)
With the help of Lemma 4.5, we obtain the following maximal inequality.
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Theorem 4.6. Let F satisfy Assumption 2.8 and 2.10, and F be some envelope func-
tion of F . Furthermore, let σ > 0 and suppose that supf∈F V (f) ≤ σ. Set
ψ(ε) =
√
log(ε−1 ∨ 1) log log(ε−1 ∨ e). (4.6)
Then there exists a universal constant c > 0 such that for each η > 0,
P
(
sup
f∈F
∣∣G(1)n (f)∣∣ > η)
≤ 1
η
[
c
(
1 +
D∞n
Dn
+
Dn
D∞n
)
·
∫ σ
0
ψ(ε)
√
1 ∨H(ε,F , V ) dε+√n∥∥F1{F> 14m(n,σ,N(σ2 ,F ,V ))}∥∥1
]
+c
(
1 + q∗
(
C−1∆ C
−2
β
)(D∞n
Dn
)2)∫ σ
0
1
εψ(ε)2
dε, (4.7)
where m(·) is from Lemma 3.6.
Remark 4.7. Let m > 0. The chaining procedure found in [18] for martingales uses
the fact that for functions f, g with |f | ≤ g and g(·) > m,
|G(1)n (f)| ≤ |G(1)n (g)|+ 2
√
n · 1
n
n∑
i=1
E[g(Zi,
i
n
)|Gi−1] ≤ |G(1)n (g)|+ 2
√
n
Rn(g)
2
m
.
Afterwards, bounds for the conditional variance Rn(g)
2 are applied. In our case, these
bounds are not sharp enough. We therefore employ the inequality
|G(1)n (f)| ≤ |G(1)n (g)|+ 2|G(2)n (g)|+ 2
√
n
‖g‖22,n
m
and are forced to use the “smooth” chaining technique applied in Theorem 3.7.
Remark 4.8 (Alternative conditions). There seems to be no straightforward way us-
ing a slicing device to approximate the conditional variance Rn(f)
2 by an appropriate
deterministic distance. Instead, we upper bound Rn(f)
2 during the chaining procedure
which leads to the additional factor ψ(ε) in the entropy integral. In some special cases,
the conditions of Theorem 4.6 can be relaxed. Suppose that V ∗ is some semi-metric on
F × F such that for all f1, f2 ∈ F ,
V (f1 − f2) ≤ V ∗(f1, f2)
and for γ > 0 small enough,
sup
f1,f2∈F ,V ∗(f1,f2)≤γ
Rn(f2 − f1)2 ≤ γ2
almost surely. Then the statement of Theorem 4.6 still holds in the following form: If F
satisfies Assumption 2.8 only for κ = 1 (and not necessarily Assumption 2.10), then for
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any R > 0,
P
(
sup
f∈F
∣∣G(1)n (f)∣∣ > η) ≤ Rη
[
c
(
1 +
D
∞
n
Dn
+
Dn
D∞n
)
·
∫ σ
0
√
1 ∨H(ε,F , V ∗) dε
+
√
n
∥∥F1{F> 14m(n,σ,N(σ2 ,F ,V ∗))}∥∥1
]
+
c
R2
(
1 + q∗
(
C−1∆ C
−2
β
)(D∞n
Dn
)2)
.
One possible example where this could be applicable is given in Example 6.10.
4.1. Functional central limit theorem
To formulate an equicontinuity statement, we use the following assumption to discuss
the term which incorporates the envelope function in the upper bound of Theorem 4.6.
The assumption is necessary to bound terms of the form
‖f(Zi, u)− f(Z˜i( i
n
), u)‖2,
which naturally arise when a limit for the variance of Gn(f) is derived. These cannot be
discussed with Assumption 2.8.
Assumption 4.9. For small enough c > 0 and for all f ∈ F ,
sup
u,v∈[0,1]
1
cs
E
[
sup
|a|LF ,s≤c
∣∣f¯(Z˜0(v), u)− f¯(Z˜0(v) + a, u)∣∣2] <∞, (4.8)
and there exists p¯ ∈ (1,∞] such that supi,u ‖f¯(Zi, u)‖2p¯ < ∞, supv,u ‖f¯(Z˜0(v), u)‖2p¯ <
∞.
Let F¯ : (Rd)N0 × [0, 1] → R be some function which fulfills supf∈F f¯ ≤ F¯ . Assumption
3.10 and the conditions above also hold when f¯ is replaced by F¯ .
Remark 4.10. In opposite to the continuous case, where all conditions imposed on
f ∈ F also transfer to supf∈F f due to the purely analytic nature of Assumptions 2.5
and 3.10, we here additionally require some envelope function F¯ to fulfill Assumption 3.10
and (4.8) because the supremum over f ∈ F does not interchange with the expectation in
(4.8).
We now obtain asymptotic equicontinuity of the process Gn(f).
Corollary 4.11. Let F satisfy the Assumptions 2.8, 2.10, 3.9, 3.10 and 4.9. For ψ
from (4.6), suppose that
sup
n∈N
∫ ∞
0
ψ(ε)
√
1 ∨H(ε,F , V )dε <∞. (4.9)
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Furthermore, let Dn,D
∞
n ∈ (0,∞) be independent of n, and
sup
i=1,...,n
D∞n (
i
n )√
n
→ 0. (4.10)
Then, the process Gn(f) is equicontinuous with respect to V , that is, for every η > 0,
lim
σ→0
lim sup
n→∞
P
(
sup
f,g∈F ,V (f−g)≤σ
|Gn(f)−Gn(g)| ≥ η
)
= 0.
Remark 4.12. Compared to Corollary 3.11, the condition (4.9) of Corollary 4.11 is not
optimal due to the additional log-factor. The reason here is that we do not approximate
the distance R2n(·) uniformly over the class F in an external step but evaluate the needed
bounds for R2n(·) during the chaining process. This is also the reason why our result does
not coincide with the i.i.d. case. However, in comparison to the results of Corollary 8.16
we do not lose much due to this factor in the presence of polynomial dependence. Even
in the case of exponential decay, only an additional factor in the integral appears, which
can be seen as a factor contributed by the exponential decay itself.
It is possible to show the following analogue of a multivariate central limit theorem as
in Theorem 3.13 for a class F which fulfills Assumption 2.8.
Theorem 4.13. Suppose that F satisfies Assumptions 2.8, 2.10, 3.9, 3.10, 3.12 and
4.9. Let m ∈ N and f1, ..., fm ∈ F . Then,
1√
n
n∑
i=1
{


f1(Zi,
i
n )
...
fm(Zi,
i
n )


− E


f1(Zi,
i
n )
...
fm(Zi,
i
n )


}
d→ N(0, (Σ(K)fk,fl)k,l=1,...,m),
where Σ(K) is from Assumption 3.12.
As a final result, we obtain the following functional central limit theorem (cf. (3.14) for
the definition of ℓ∞(F)).
Corollary 4.14. Suppose that F satisfies Assumptions 2.8, 2.10, 3.9, 3.10, 3.12 and
4.9. For ψ defined in (4.6), suppose that
sup
n∈N
∫ 1
0
ψ(ε)
√
1 ∨H(ε,F , V )dε <∞.
Then in ℓ∞(F), [
Gn(f)
]
f∈F
d→ [G(f)]
f∈F ,
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where (G(f))f∈F is a centered Gaussian process with covariances
Cov(G(f),G(g)) = Σ
(K)
f,g
and Σ(K) is from Assumption 3.12.
5. Large deviation inequalities
A large variety of large deviation inequalities using the functional dependence measure
have been derived, see for instance [28] and [27] for Nagaev- and Rosenthal-type inequal-
ities. Here, we present a Bernstein-type inequality for Gn(f) which can be extended to a
large deviation inequality for supf∈F |Gn(f)| using a combination of our chaining scheme
from Section 3 and the one from [2]. We provide these results to complete the picture of
empirical process theory for the functional dependence measure and to show the power
of the decomposition (3.1); in general however, the derived inequalities are weaker than
a combination of Markov’s inequality and Theorem 3.2. The reason for this mainly lies in
the treatment of the first summand in (3.1) and the fact that the functional dependence
measure is formulated with a Lν-norm instead of probabilities. This leads to a worsening
of V (·) and β(·).
For q ∈ N, ν ≥ 2, define
ω(q) := q1/ν log(eq)3/2, L(q) = log log(eeq), Φ(q) = qL(q)
as well as
β˜(q) =
∞∑
j=q
∆(j)ω(j)L(j), V˜ (f) = ‖f‖2,n +
∞∑
j=1
min{‖f‖2,n,Dn∆(j)ω(j)}L(j).
With the above quantities, we can formulate the following result.
Theorem 5.1 (Bernstein-type large deviation inequality). Let F satisfy Assumption
2.5. Then there exist universal constants c0, c1 > 0 such that the following holds: For
each q ∈ {1, ..., n} there exists a set Bn(q) independent of f ∈ F such that for all x > 0,
P
(∣∣Gn(f)∣∣ > x,Bn(q)) ≤ c0 exp(− 1
c1
x2
V˜ (f)2 + MΦ(q)√
n
x
)
(5.1)
and
P(Bn(q)
c) ≤ 4
(
D∞n β˜(q)
√
n
MΦ(q)
)2
.
Define q˜∗(z) := min{q ∈ N : β˜(q) ≤ Φ(q)z}. Then for any y > 0, x > 0,
P
(
|Gn(f)| > x,Bn(q˜∗( M√
nD∞n y
))
)
≤ c0 exp
(
− 1
c1
x2
V˜ (f)2 +Φ(q˜∗( M√
nD∞n y
))Mx√
n
)
(5.2)
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and P(Bn(q˜
∗( M√
nD∞n y
))c) ≤ 4y2 .
Remark 5.2. (i) Theorem 5.1 mimics the well-known large deviation inequalities
from [21] (Theorem 5 therein) or [15] in the case of α-mixing sequences.
(ii) The reason for the worsening of V, β, q to V˜ , β˜,Φ(q) in Theorem 5.1 compared
to Theorem 3.2 is due to the arising sums over l = 1, ..., L in the second term
and j = q, q + 1, ... in the first term
∑∞
j=q maxf∈F
1√
n
∣∣SWn,j+1(f) − SWn,j(f)∣∣ in
the decomposition (3.1), which forces us to include additional log-factors to obtain
convergence. The additional factor j1/ν that appears in β˜ is due to an application
of Markov’s inequality. It can be argued that this is a relict of the fact that the
dependence conditions are stated with moments and not with probabilities as in the
case of mixing.
(iii) Theorem 5.1 can be seen as an improvement of the Bernstein inequalities given in
[8] which are only available for random variables with exponential decay (in our
setting, the conditions are comparable to ∆(k) = O(exp(k−a)) for some a > 0).
A similar statement is valid in the case of non-continuous classes F . We then need the
following analogue of Assumption 2.10 where β(·) is replaced by β˜(·) and q is replaced
by Φ(q).
Assumption 5.3. The sequence j 7→ ∆(j)ω(j)L(j) is decreasing. There exists some
constant Cβ˜ > 0 such that β˜norm(q) :=
β˜(q)
Φ(q) fulfills for all q1, q2 ∈ N,
β˜norm(q1q2) ≤ Cβ˜ β˜norm(q1)β˜norm(q2).
Theorem 5.4. Let F satisfy the Assumptions 2.8, 5.3. Then there exist universal con-
stants c◦0, c
◦
1 > 0 such that the following holds: For each q ∈ {1, ..., n} there exists a set
B◦n(q) independent of f ∈ F such that for all x > 0,
P
(∣∣Gn(f)∣∣ > x,B◦n(q)) ≤ c◦0 exp(− 1c◦1
x2
V˜ (f)2 + MΦ(q)√
n
x
)
(5.3)
and
P(B◦n(q)
c) ≤ [4 + C∆Cβ˜ ]
(√nD∞n
M
β˜(q)
Φ(q)
)2
.
Furthermore, for any x > 0, y > 0,
P
(∣∣Gn(f)∣∣ > x,B◦n(q˜∗( M√nD∞n y ))
)
≤ c◦0 exp
(
− 1
c◦1
x2
V˜ (f)2 + q˜∗( M√
nD∞n y
)Mx√
n
)
(5.4)
and P(B◦n(q˜
∗( M√
nD∞n y
)c) ≤ 4+C∆Cβ˜y2 .
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It is possible to extend Theorem 5.1 to an exponential inequality for supf∈F |Gn(f)|
using a chaining scheme from [2] which incorporates an entropy integral of the form∫ σ
0 ψ(ε)W(1 ∨ H(ε,F , V˜ ))dε, where ψ is a log-factor (cf. (4.6)) and W : R → R fulfills
H1/2 ≤ W(H) ≤ H, depending on the decay of ∆(·). Details can be found in Section 8.6,
Theorem 8.12 in the Supplementary Material Supplement A. The larger entropy integral
comes from the fact that in the proof of Theorem 5.1, we can only recover the linear
exp(−x) part of the Bernstein inequality in the discussion of the first summand in (3.1)
(see (8.115) in the Supplementary Material Supplement A).
6. Applications
In this section, we provide some applications of the main results for smooth function
classes (Corollary 3.3 and Corollary 3.14) and nonsmooth function classes (Corollary 4.3
and Corollary 4.14). We will focus on locally stationary processes and therefore use local-
ization in our functionals, but the results also hold for stationary processes, accordingly.
Let K : R → R be some bounded kernel function which is Lipschitz continuous with
Lipschitz constant LK ,
∫
K(u)du = 1,
∫
K(u)2du ∈ (0,∞) and support ⊂ [− 12 , 12 ]. For
some bandwidth h > 0, put Kh(·) := 1hK( ·h ).
In the first example we consider the nonparametric kernel estimator in the context of
nonparametric regression with fixed design and locally stationary noise. We show that
under conditions on the bandwidth h, which are common in the presence of dependence
(cf. [14] or [23]), we obtain the optimal uniform convergence rate
√
log(n)
nh . Write an & bn
for sequences an, bn if there exists some constant c > 0 such that an ≥ cbn for all n ∈ N.
Example 6.1 (Nonparametric Regression). Let Xi be some arbitrary process of the
form (1.1) with
∑∞
k=0 δ
X
2 (k) < ∞ which fulfills supi=1,...,n ‖Xi‖ν ≤ CX ∈ (0,∞) for
some ν > 2. Suppose that we observe Yi, i = 1, ..., n given by
Yi = g(
i
n
) +Xi,
where g : [0, 1]→ R is some function. Estimation of g is performed via
gˆn,h(v) :=
1
n
n∑
i=1
Kh(
i
n
− v)Yi.
Suppose that either
• δX2 (j) ≤ κj−α with some κ > 0, α > 1, and h & ( log(n)
n1−
2
ν
)
α−1
α , or
• δX2 (j) ≤ κρj with some κ > 0, ρ ∈ (0, 1) and h & log(n)
3
n1−
2
ν
.
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From (6.1) and (6.2) below it follows that
sup
v∈[0,1]
|gˆn,h(v)− Egˆn,h(v)| = Op
(√ log(n)
nh
)
.
First note that due to Lipschitz continuity of K with Lipschitz constant LK , we have
sup
|v−v′|≤n−3
∣∣(gˆn,h(v)− Egˆn,h(v)) − (gˆn,h(v′)− Egˆn,h(v′))∣∣
≤ ·LKn
−3
nh2
n∑
i=1
(|Xi|+ E|Xi|) = Op(n−1). (6.1)
For the grid Vn = {in−3, i = 1, ..., n3}, which discretizes [0, 1] up to distances n−3, we
obtain by Corollary 3.3 that
√
nh sup
v∈Vn
|gˆn,h(v)− Egˆn,h(v)| = sup
f∈F
|Gn(f)| = Op
(√
log |Vn|
)
= Op
(
log(n)1/2
)
, (6.2)
where
F = {fv(x, u) = 1√
h
K(
u− v
h
)x : v ∈ Vn}.
The conditions of Corollary 3.3 are easily verified: It holds that fv(x, u) = Df,n(u) ·
f¯v(x, u) with Df,n(u) =
1√
h
K(u−vh ) and f¯v(x, u) = x. Thus, Assumption 2.5 is satisfied
with ∆(k) = 2δX2 (k), p = ∞, R(·) = CR = 1. Furthermore, Dn = |K|∞,Dν,n = |K|∞√h ,
and
‖fv‖2,n ≤
1√
h
( 1
n
n∑
i=1
K(
v − u
h
)2 ‖Xi‖22
)1/2
≤ CX |K|∞,
which shows that supf∈F V (f) = O(1). The conditions on h emerge from the last condi-
tion in (3.4) and using the bounds for r(·) from Table 2.
For the following two examples we suppose the following properties of the underlying
process Xi. Similar assumptions are posed in [4] and are fulfilled for a large variety of
locally stationary processes.
Assumption 6.2. Let M > 0. Let Xi be some process of the form (1.1). For any
u ∈ [0, 1], there exists X˜i(u) = J(Gi, u), where J is a measurable function, with the
following properties: There exists some constants CX > 0, ς ∈ (0, 1] such that for all
i = 1, ..., n, u1, u2 ∈ [0, 1]: ‖X˜0(u1)‖2M ≤ CX , ‖Xi‖2M ≤ CX ,
‖Xi − X˜i( i
n
)‖2M ≤ CXn−ς , ‖X˜0(u1)− X˜0(u2)‖2M ≤ CX |u1 − u2|ς .
In the same spirit as in Example 6.1, it is possible to derive uniform rates of convergence
for M-estimators of parameters θ in models of locally stationary processes. Furthermore,
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weak Bahadur representations can be obtained. The following results apply for instance
to maximum likelihood estimation of parameters in tvARMA or tvGARCH processes.
The main tool is to prove uniform convergence of the corresponding objective functions
and its derivatives. Since the rest of the proof is standard, the details are postponed to the
Supplementary Material Supplement A, Section 8.7. Let ∇jθ denote the j-th derivative
with respect to θ. To apply empirical process theory, we ask for the objective functions
to be (LF , 1, R, C)-classes in (A1) and Lipschitz with respect to θ in (A2).
Lemma 6.3 (M-estimation, uniform results). Let Θ ⊂ RdΘ be compact and θ0 : [0, 1]→
interior(Θ). For each θ ∈ Θ, let ℓθ : Rk → R be some measurable function which is twice
continuously differentiable. Let Zi = (Xi, ..., Xi−k+1), and define for v ∈ [0, 1],
θˆn,h(v) := argmin
θ∈Θ
Ln,h(v, θ), Ln,h(v, θ) :=
1
n
n∑
i=k
Kh
( i
n
− v) · ℓθ(Zi)
Let Assumption 6.2 be fulfilled for some M ≥ 1. Suppose that there exists CΘ > 0 such
that for j ∈ {0, 1, 2},
(A1) F¯j = {∇jθℓθ : θ ∈ Θ} is an (LF , 1, R, C)-class with R(z) = 1 + |z|M−11 ,
(A2) for all z ∈ Rk, θ, θ′ ∈ Θ,∣∣∇jθℓθ(z)−∇jθℓθ′(z)∣∣∞ ≤ CΘ(1 + |z|M1 ) · |θ − θ′|2,
(A3) θ 7→ Eℓθ(Z˜0(v)) attains its global minimum in θ0(v) with positive definite I(v) :=
E∇2θℓθ(Z˜0(v)).
Furthermore, suppose that either
• δX2M (j) ≤ κj−α with some κ > 0, α > 1, and h & ( log(n)
n1−
2
ν
)
α−1
α , or
• δX2M (j) ≤ κρj with some κ > 0, ρ ∈ (0, 1) and h & log(n)
3
n1−
2
ν
.
Define τn :=
√
log(n)
nh and Bh := supv∈[0,1] |E∇θLn,h(v, θ0(v))| (the bias). Then, Bh =
O(hς), and as nh→∞,
sup
v∈[h2 ,1−h2 ]
∣∣θˆn,h(v)− θ0(v)∣∣ = Op(τn +Bh)
and
sup
v∈[h2 ,1−h2 ]
∣∣{θˆn,h(v)− θ0(v)} − I(v)−1∇θLn,h(v, θ0(v))∣∣ = Op((τn + hς)(τn +Bh)).
Remark 6.4. • In the tvAR(1) case Xi = a(i/n)Xi−1+εi, we can use for instance
ℓθ(x1, x0) = (x1 − ax0)2,
which for a ∈ (−1, 1) is a ((1, a), 1, |x0|+ |x1|, (0, 1))-class.
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• With more smoothness assumptions on ∇θℓ or using a local linear estimation
method for θˆn,h, the bias term Bh can be shown to be of smaller order, for in-
stance O(h2) (cf. [4]).
• The theory derived in this paper can also be used to prove asymptotic properties
of M-estimators based on objective functions ℓθ which are only almost everywhere
differentiable in the Lebesgue sense by following the theory of chapter 5 in [22].
This is of utmost interest for ℓθ that have additional analytic properties, such as
convexity. Since these properties are also needed in the proofs, we will not discuss
this in detail.
We give an easy application of the functional central limit theorem from Corollary 3.14
following Example 19.25 in [22].
Example 6.5 (Local mean absolute deviation). For fixed v ∈ (0, 1), put Xn(v) :=
1
nKh
(
i
n − v
)
Xi and define the mean absolute deviation
madn(v) :=
1
n
n∑
i=1
Kh
( i
n
− v)|Xi −Xn(v)|.
Let Assumption 6.2 hold with M = 1. Suppose that P(X˜0(v) = EX˜0(v)) = 0 and that for
some κ > 0, α > 1, δX2 (j) ≤ κj−α. We show that if nh→∞ and nh1+2ς → 0,
√
nh
(
madn(v)− E|X˜0(v) − µ|
) d→ N(0, σ2), (6.3)
where µ = EX˜0(v), G denotes the distribution function of X˜0(v) and
σ2 =
∫
K(u)2du ·
∞∑
j=0
Cov
(|X˜0(v)− µ|+ (2G(µ)− 1)X˜0(v),
|X˜j(v)− µ|+ (2G(µ)− 1)X˜j(v)
)
.
The result is obtained by using the decomposition
√
nh
(
madn(v) − E|X˜0(v)− µ|
)
= Gn(fXn(v) − fµ) +Gn(fµ) +An,
An =
√
nh
n
n∑
i=1
Kh
( i
n
− v){E|Xi − θ| − E|X˜0(v)− µ|}∣∣∣
θ=Xn(v)
,
where Θ = {θ ∈ R : |θ − µ| ≤ 1} and
F = {fθ(x, u) =
√
hKh(u− v)|x− θ| : θ ∈ Θ}.
By the triangle inequality, F satisfies Assumption 2.5 with f¯θ(x, u) = |x−θ|, R(·) = CR =
1, p = ∞, s = 1 and ∆(k) = 2δX2 (k). Assumption 3.9 is satisfied through Assumption
6.2, and Assumption 3.10 is trivially fulfilled since f¯ does not depend on u. Since F is a
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one-dimensional Lipschitz class, supn∈NH(ε,F , ‖ · ‖2,n) = O(log(ε−1 ∨ 1)). By Corollary
3.14, we obtain that there exists some process [G(fθ)]θ∈Θ such that for h→ 0, nh→∞,
[
Gn(fθ)
]
θ∈Θ
d→ [G(fθ)]θ∈Θ in ℓ∞(Θ). (6.4)
Furthermore, by Assumption 6.2,
‖fXn(v)(Xi)− fµ(Xi)‖2
≤ ‖Xn(v)− µ‖2 ≤ ‖Xn(v)− EXn(v)‖2 + ‖EXn(v) − µ‖2
≤ 1√
nh
( 1
nh
n∑
i=1
K
( i
n − v
h
)2)1/2 ∞∑
j=0
δX2 (j) +
1
n
n∑
i=1
Kh(
i
n
− v)
∣∣EXi − EX˜0(v)|
= O((nh)−1/2 + hς). (6.5)
By Lemma 19.24 in [22], we conclude from (6.4) and (6.5) that
Gn(fXn(v) − fµ)
p→ 0. (6.6)
By Assumption 6.2 and bounded variation of K,
An =
√
nh
{
E|X˜0(v) − θ|
∣∣
θ=Xn(v)
− E|X˜0(v) − µ|
}
+Op((nh)
−1/2 + (nh)1/2h−ς). (6.7)
Due to P(X˜0(v) = µ) = 0, g(θ) = E|X˜0(v) − θ| is differentiable in θ = µ with derivative
2G(µ)− 1. The Delta method delivers
√
nh
{
E|X˜0(v) − θ|
∣∣
θ=Xn(v)
− E|X˜0(v)− µ|
}
= (2G(µ)− 1)
√
nh(Xn(v)− µ) + op(1). (6.8)
From (6.6), (6.7) and (6.8) we obtain
√
nh
(
madn(v)− E|X˜0(v)− µ|
)
= Gn(fµ + (2G(µ)− 1)id) + op(1).
Theorem 3.13 now yields (6.3).
6.1. Empirical distribution function and density estimation
To keep the following examples simple, we reduce ourselves to rather specific models. It
is not hard to apply our theory to more general situations.
Model 6.6 (Recursively defined models). The process Xi, i = 1, ..., n, follows a recur-
sion
Xi = m(Xi−1,
i
n
) + σ(Xi−1,
i
n
)εi,
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where εi, i ∈ Z, is an i.i.d. sequence of random variables and σ,m : R × [0, 1] → R.
Suppose that there exist χm, Cm, ς > 0 such that
sup
x 6=x′
sup
u
|m(x, u)−m(x′, u)|
|x− x′| ≤ χm, supu6=u′ supx
|m(x, u)−m(x, u′)|
(1 + |x|) · |u− u′|ς ≤ Cm, (6.9)
and supu |m(0, u)| ≤ Cm. Let σ(·) satisfy the same properties with constants χσ, Cσ > 0.
Let s > 0 such that
χm + ‖ε1‖2s · χσ < 1.
By Proposition 4.4 and Lemma 4.5 in [4], Assumption 6.2 is fulfilled and with some
ρ ∈ (0, 1), δX2s(k) ≤ CXρk.
Model 6.7 (Linear models). The process Xi, i = 1, ..., n, has the form
Xi =
∞∑
j=0
aj(
i
n
)εi−j ,
where εi, i ∈ Z, is an i.i.d. sequence and aj : [0, 1]→ R are some functions. There exist
M > 0, ς > 0 and some absolutely summable sequences A = (Aj)j∈N0 , A¯ = (A¯j)j∈N0 such
that ‖ε1‖2s <∞ and for j ∈ N,
sup
u∈[0,1]
|aj(u)| ≤ Aj , sup
u1 6=u2
|aj(u1)− aj(u2)|
|u1 − u2|ς ≤ A¯j .
Furthermore, infu a0(u) ≥ σmin > 0. Then it is easily seen that Assumption 6.2 is fulfilled
and δX2s(j) ≤ 2‖ε1‖2sAj.
To verify Assumption 2.8 in the case of density and distribution function estimation,
the linear Model 6.7 can be dealt with as a “special case” of the recursive Model 6.6 by
identifying µ(Xi−1, in ) with
∑∞
j=1 aj(i/n)εi and σ(Xi−1,
i
n ) with a0(i/n). There exists a
standard method to show that Assumption 2.8 is valid by only imposing minimal moment
conditions on the underlying process Xi: We will see that there will be terms of the form
1
σ(z, u)
g
(y −m(z, u)
σ(z, u)
)
,
where y ∈ R and g(·) is some bounded continuously differentiable function with Cg′,1 :=
supx∈R |g′(x)x| < ∞. Omitting the second argument of m,σ for shortness, we have for
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some intermediate value ξz,z′ between 1 and
σ(z′)
σ(z) ,
∣∣∣g(y −m(z)
σ(z)
)
− g
(y −m(z′)
σ(z′)
)∣∣∣ (6.10)
≤ |g
′|∞
σmin
|m(z)−m(z′)|+
∣∣∣g(y −m(z′)
σ(z′)
· σ(z
′)
σ(z)
)
− g
(y −m(z′)
σ(z′)
)∣∣∣
≤ |g
′|∞
σmin
|m(z)−m(z′)|+
∣∣∣g(y −m(z′)
σ(z′)
ξz,z′
)y −m(z′)
σ(z′)
ξz,z′
×
(σ(z′)
σ(z)
− 1
)
ξ−1z,z′
∣∣∣
≤ |g
′|∞
σmin
|m(z)−m(z′)|+ 2Cg′,1
σmin
|σ(z)− σ(z′)|. (6.11)
On the other hand, (6.10) is bounded by 2|g|∞. Using the fact that for x ≥ 0, min{1, x} ≤
xa for arbitrary small a ∈ (0, 1], we obtain ∣∣ 1σ(z)− 1σ(z′) | ≤ min{σ−1min, σ−2min|σ(z)−σ(z′)|} ≤
σ−1minσ
−a
min|σ(z)− σ(z′)|a and from (6.11) that∣∣∣ 1
σ(z)
g
(y −m(z)
σ(z)
)
− 1
σ(z′)
g
(y −m(z′)
σ(z′)
)∣∣∣
≤ |g|∞
σmin
( |g′|∞
|g|∞σmin
)a
|m(z)−m(z′)|a + 2|g|∞
σmin
( 1
σmin
∨ 2Cg′,1|g|∞
)a
|σ(z)− σ(z′)|a.6.12)
Example 6.8 (Density estimation). With some kernel K˜ : R → [0,∞), we consider
the localized density estimate of the density gX˜1(v) of X˜1(v),
gˆn,h(x, v) =
1
n
n∑
i=1
Kh1(
i
n
− v)K˜h2(Xi − x),
where h1, h2 > 0 are some bandwidths and we abbreviate h = (h1, h2). Suppose that
• Xi evolves like Model 6.6 or Model 6.7 and for some α > (s∧ 12 )−1, δX2s(j) = O(j−α),
• ε1 fulfills Cε := ‖ε1‖2s <∞, has a density gε with respect to the Lebesgue measure
which is bounded, continuously differentiable and satisfies supx∈R |g′ε(x)x| <∞.
• there exists pK˜ ≥ 2s, CK˜ > 0 such that for u large enough, |K˜(u)| ≤ CK˜ |u|−pK˜ .
Furthermore,
∫
K˜(x)dx = 1,
∫
K˜(x)2dx <∞ and ∫ K˜(x)|x|dx <∞.
We show that if log(n)
(
nh1h
α(s∧ 1
2
)
α(s∧ 1
2
)−1
2
)−1
= O(1),
sup
x∈R,v∈[0,1]
∣∣gˆn,h(x, v)− gX˜1(v)(x)∣∣ = Op(
√
log(n)
nh1h2
+
√
nh1h2(h2 + h
ς(s∧1)
1 )
)
. (6.13)
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To do so, note that √
nh1h2
(
gˆn,h(x, v)− Egˆn,h(x, v)
)
= Gn(fx,v),
where
F = {fx,v(z, u) =
√
h1Kh1(u− v) ·
√
h2K˜h2(z − x) : x ∈ R, v ∈ [0, 1]}.
With f¯x,v(z, u) =
√
h2K˜h2(z − x) and κ ∈ {1, 2}, we have by a substitution ω =
h−12 (m(Xi−1,
i
n ) + σ(Xi−1,
i
n )ε− x),
E[f¯x,v(Xi, u)
κ|Gi−1]1/κ
=
1√
h2
E
[
K˜
(m(Xi−1, in ) + σ(Xi−1, in )εi − x
h2
)κ∣∣∣Gi−1]1/κ
=
1√
h2
[ ∫
K˜
(m(Xi−1, in ) + σ(Xi−1, in )ε− x
h2
)κ
gε(ε)dε
]1/κ
= h
1
κ− 12
2
[ ∫
K˜(ω)κ
1
σ(Xi−1, in )
gε(
x+ h2ω −m(Xi−1, in )
σ(Xi−1, in )
)dω
]1/κ
=: µ¯
(κ)
fx,v ,i
(X◦i−1, u)
with X◦i = Xi. By Ho¨lder continuity of the square root, (6.12) and (6.9), we obtain
∣∣µ¯(κ)fx,i(z, u)− µ¯(κ)fx,i(z, u)∣∣ ≤ C
( ∫
K˜(ω)κdω
)1/κ
|z − z′|s∧ 1κ ,
where C depends on |g|∞, |g′ε|∞, supx∈R |g′ε(x)x|, χm, χσ, σmin.
The class F therefore satisfies Assumption 2.8 with p =∞, ν = 2,∆(k) = O(δX2s(k)s∧
1
2 ) =
O(j−α(s∧
1
2 )). Note that F¯ (z, u) = supf∈F f¯(z, u) ≤ |K˜|∞√h2 =: CF¯ ,n. We obtain from Corol-
lary 4.3 that for the grids Vn = {in−3 : i = 1, ..., n3}, Xn = {in−3 : i ∈ {−2⌈n3+ 12s ⌉, ..., 2⌈n3+ 12s ⌉}},√
nh1h2 sup
x∈Xn,v∈Vn
∣∣gˆn,h(x, v) − Egˆn,h(x, v)∣∣ = sup
x∈Xn,v∈Vn
|Gn(fx,v)| = Op
(√
log(n)
)
.
The discretization of (6.13) and the replacement of Egˆn,h(x, v) by gX˜1(v)(x) is rather
standard and postponed to the Supplementary material Supplement A, Section 8.7.
Remark 6.9. • Note that due to Remark 4.4, all statements of the Example also
hold for s ∧ 12 replaced by s ∧ 1.
• Compared to [14] or [23], which proved similar results in the case that dependence
is quantified with α-mixing coefficients, we get much weaker conditions on the lower
bounds of the bandwidth h in order to guarantee uniform convergence. The reason
here is that we assume that ε1 has a Lebesgue density which was not asked for in
the above papers. If we want to use our theory to prove (6.13) without assuming
that ε1 has a Lebesgue density, we would have to impose conditions which allow us
to prove the statements of Lemma 2.7 directly.
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We now discuss the functional convergence of the localized empirical distribution func-
tion. Similar results were proven in the stationary case in [25] or in the locally stationary
case [16] (but with a weaker norm) without the use of empirical process theory. Our
results can therefore be viewed as a generalization of these results. Moreover, due to the
separate analysis of the size of the corresponding function class F , we are able to quantify
the conditions on the moments and the decay of dependence in an easy way.
Example 6.10 (Empirical distribution function). Let v ∈ [0, 1]. As an estimator for
the distribution function GX˜1(v) of X˜1(v), we consider
Gˆn,h(x, v) :=
1
n
n∑
i=1
Kh(
i
n
− v)1{Xi≤x}, x ∈ R,
Suppose that
• Xi evolves like Model 6.6 or Model 6.7 and for some α > (s∧ 12 )−1, δX2s(j) = O(j−α),
• ε1 fulfills Cε := ‖ε1‖2s < ∞, its distribution function Gε is continuously differen-
tiable with derivative gε and satisfies supx∈R |gε(x)x| <∞.
Then as nh→∞,
√
nh · hς(s∧1) → 0,
√
nh
[
Gˆn,h(x, v) −GX˜1(v)(x)
]
x∈R
d→ [G(x)]
x∈R in ℓ
∞(R), (6.14)
where G is some centered Gaussian process with covariance function
Cov(G(x),G(y)) =
∫ 1
0
K(u)2du
∑
j∈Z
Cov(1{X˜0(v)≤x},1{X˜j(v)≤y}).
To prove this result, we use the fact that
√
nh
[
Gˆn,h(x, v) − EGˆn,h(x, v)
]
x∈R =
[
Gn(f)
]
f∈F , (6.15)
where
F = {fx(z, u) =
√
hKh(u− v)1{z≤x} : x ∈ R}.
With f¯x(z, u) = 1{z≤x}, we have
E[fx(Xi, u)
κ|Gi−1]1/κ = Gε
(x−m(Xi−1, in )
σ(Xi−1, in )
)1/κ
=: µ¯
(κ)
fx,i
(Xi−1, u).
As in Example 6.8, we see that Assumption 2.8 is satisfied with X◦i = Xi, p =∞, ν = 2,
∆(k) = O(δX2s(k − 1)s) = O(j−α(s∧
1
2 )). Assumption 3.9 follows directly from Model 6.6
or Model 6.7. Assumption 3.10 is trivially satisfied since f¯x(z, u) does not depend on the
second argument.
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For any x ∈ R,
sup
|a|≤c
∣∣
1{X˜0(u)≤x} − 1{X˜0(u)+a≤x}
∣∣2 ≤ ∣∣1{X˜0(u)≤x} − 1{X˜0(u)≤x−c}∣∣2 ≤ 1{x−c<X˜0(u)≤x},
so that for s ∈ (0, 12 ],
sup
u∈[0,1]
1
cs
E
[
sup
|a|≤c
∣∣
1{X˜0(u)≤x} − 1{X˜0(u)+a≤x}
∣∣2]
≤ sup
u∈[0,1]
1
cs
∣∣∣Gε(x−m(X˜i−1(u), u))
σ(X˜i−1(u), u)
)
−Gε
((x − c)−m(X˜i−1(u), u))
σ(X˜i−1(u), u)
)∣∣∣
≤ 1
cs
min{1, |gε|∞c
σmin
} ≤
( |gε|∞
σmin
)s
,
which shows Assumption 4.9.
For γ > 0, we can discretize [−γ− 2s , γ− 2s ] by a grid {xj}j=−N,...,N with distances γ2,
having roughly γ−
2
s−2 points. Under the given conditions, it is possible to show that
with xN+1 = ∞, x−(N+1) = −∞, the brackets [fxj−1 , fxj ], j = −N, ..., N + 1, cover
F . Details can be found in the Supplementary material Supplement A, Section 8.7. We
therefore have √
H(γ,F , ‖ · ‖2,n) = O
(√
log(γ−1)
)
.
By Table 2, as long as α(s ∧ 12 ) > 1, we have supn∈N
∫ 1
0 ψ(ε)
√
H(ε,F , V )dε < ∞. By
Corollary 4.14 we obtain for nh→∞ that (6.15) converges to [G(x)]
x∈R.
Remark 6.11. • We conjecture that s ∧ 12 can be replaced by s ∧ 1 due to Remark
4.8.
• With similar techniques as presented in 6.12, it is also possible to include weight
functions w : R → [0,∞) with limx→±∞ w(x) = ∞ as additional factors to the
convergence (6.14), as done in [25].
• In the Model 6.6, it is also reasonable to consider estimating of the residual distribu-
tion function Gε itself. Following the approach of [1], we first have to specify estima-
tors mˆ, σˆ for m,σ, respectively, and define empirical residuals εˆi =
Xi−mˆ(Xi−1,i/n)
σˆ(Xi−1,i/n)
.
Then
Gˆε(x) =
1
n
n∑
i=1
1{εˆi≤x} =
1
n
n∑
i=1
1{εi≤x· σˆ(Xi−1 ,i/n)σ(Xi−1 ,i/n)+
mˆ(Xi−1,i/n)−m(Xi−1,i/n)
σ(Xi−1,i/n) }
can be discussed with empirical process theory and analytic properties of mˆ, σˆ.
7. Conclusion
In this paper, we have developed an empirical process theory for locally stationary pro-
cesses via the functional dependence measure. We have proven maximal inequalities,
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Bernstein inequalities and, under the condition that a certain entropy integral is finite,
functional central limit theorems. Up to our knowledge, this is the first time that in this
framework such results were shown rigorously. A general empirical process theory for
locally stationary processes is a key step to derive asymptotic and nonasymptotic results
for M-estimates or testing based on L2- or L∞-statistics. We have given several exam-
ples in nonparametric estimation where our theory is applicable. Due to the possibility
to analyze the size of the function class and the stochastic properties of the underlying
process separately, we conjecture that our theory also permits an extension of various
results from i.i.d. to dependent data, such as empirical risk minimization.
From a technical point of view, the linear and moment-based nature of the functional
dependence measure has forced us to modify several approaches from empirical process
theory for i.i.d. or mixing variables. A main issue was given by the fact that the de-
pendence measure only transfers decay rates for continuous functions. We therefore have
provided a new chaining technique which preserves continuity of the arguments of the
empirical process and extended the results to noncontinuous functions. We were not able
to derive Bernstein-type maximal inequalities with an optimal entropy integral. This may
be addressed in future work.
In principle, a similar empirical process theory can be established for (1.3) under mixing
conditions such as absolute regularity. This would be a generalization of the results found
in [21] and [5]. However, in a number of models the derivation of a bound for these mixing
coefficients may require some effort while the functional dependence measure is usually
easy to bound if the evolution of the process over time is known. Similar to such a
mixing framework, it is possible to apply our theory as long as the decay coefficients of
the functional dependence measure are absolutely summable. However, it turnes out that
there are significant differences: In our framework, the integrand
√
H(ε,F , ‖ · ‖2,n) of the
entropy integral is multiplied by some factor dependent on ε while only second moments
are needed, whereas in the mixing case there is no additional factor but more moments are
needed through a larger norm. Only in special cases these integrals are comparable; the
exact connection between the values of the functional dependence measure and β-mixing
coefficients remains up to now an open question.
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Supplementary Material
Supplement A: Technical proofs
(doi: COMPLETED BY THE TYPESETTER; .pdf). This material contains some de-
tails of the proofs in the paper as well as the proofs of the examples.
8. Appendix
8.1. Proofs of Section 2
Proof of Lemma 2.7. We have for each f ∈ F and ν ≥ 2 that
sup
i
∥∥∥f¯(Zi, u)− f¯(Z∗(i−k)i , u)∥∥∥
ν
≤ sup
i
∥∥∥|Zi − Z∗(i−k)i |sLF,s(R(Zi, u) +R(Z∗(i−k)i , u))∥∥∥
ν
≤ sup
i
∥∥∥∣∣Zi − Z∗(i−k)i ∣∣sLF,s
∥∥∥
p
p−1ν
∥∥∥R(Zi, u) +R(Z∗(i−k)i , u)∥∥∥
pν
≤ sup
i
∥∥∥∥∥∥
∞∑
j=0
LF ,j
∣∣Xi−j −X∗(i−k)i−j ∣∣s∞
∥∥∥∥∥∥
p
p−1ν
(
‖R(Zi, u)‖pν +
∥∥∥R(Z∗(i−k)i , u)∥∥∥
pν
)
≤ 2dCR
k∑
j=0
LF ,j(δXp
p−1νs
(k − j))s.
This shows the first assertion. Due to
sup
f∈F
∣∣f¯(Zi, u)− f¯(Z∗(i−k)i , u)∣∣ ≤ |Zi − Z∗(i−k)i |sLF,s(R(Zi, u) +R(Z∗(i−k)i , u)),
the second assertion follows similarly. The last assertion follows from
|f¯(z, u)| ≤ |f¯(z, u)− f¯(0, u)|+ |f¯(0, u)| ≤ |z|sLF ,s · (R(z, u) +R(0, u)) + |f¯(0, u)|
which implies
‖f¯(Zi, u)‖ν ≤
∥∥∥ ∞∑
j=0
LF ,j|Zi−j |s∞
∥∥∥
p
p−1ν
(∥∥R(Zi, u)∥∥pq +R(0, u))+ |f¯(0, u)|
≤ 2d · |LF |1 · CsX · (CR + |R(0, u)|) + |f¯(0, u)|
≤ 4d · |LF |1 · CsX · CR + Cf¯ .
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Lemma 8.1. Let Assumption 2.8 hold for some ν ≥ 2. Then for all u ∈ [0, 1],
δE[f(Zi,u)|Gi−1]ν (k) ≤ |Df,n(u)| ·∆(k), (8.1)
sup
i
∥∥∥ sup
f∈F
∣∣E[f(Zi, u)|Gi−1]− E[f(Zi, u)|Gi−1]∗(i−k)∣∣∥∥∥
ν
≤ D∞n (u) ·∆(k), (8.2)
sup
i
‖f(Zi, u)‖2 ≤ |Df,n(u)| · C∆. (8.3)
Furthermore,
δ
E[f(Zi,u)
2|Gi−1]
ν/2 (k) ≤ 2|Df,n(u)| · sup
i
‖f(Zi, u)‖ν ·∆(k),(8.4)∥∥∥ sup
f∈F
∣∣E[f(Zi, u)2|Gi−1]− E[f(Zi, u)2|Gi−1]∗(i−k)∣∣∥∥∥
ν/2
≤ D∞n (u)2 · C∆ ·∆(k),
(8.5)
where C∆ := 2max{d, d˜}|LF |1CsXCR + Cf¯ .
Proof of Lemma 8.1. We have
sup
i
∥∥E[f(Zi, u)|Gi−1]− E[f(Zi, u)|Gi−1]∗(i−k)∥∥ν
= |Df,n(u)| · sup
i
∥∥µ¯(1)f,i (Z◦i−1, u)− µ¯(1)f,i ((Z◦i−1)∗(i−k), u)∥∥ν
≤ |Df,n(u)| · sup
i
∥∥∥∣∣Z◦i−1 − (Z◦i−1)∗(i−k)∣∣sLF,s
∥∥∥
pν
p−1
∥∥∥R(Z◦i−1, u) +R((Z◦i−1)∗(i−k), u)∥∥∥
pν
≤ |Df,n(u)| · sup
i
∥∥∥∥∥∥
∞∑
j=0
LF ,j
∣∣X◦i−1−j − (X◦i−1−j)∗(i−k)∣∣s∞
∥∥∥∥∥∥
pν
p−1
×
(
‖R(Gi−1, u)‖pν +
∥∥∥R(G∗(i−k)i−1 , u)∥∥∥
pν
)
≤ |Df,n(u)| · 2d◦CR
k−1∑
j=0
LF ,jδ pνs
p−1
(k − j − 1)s,
that is, the assertion (8.1) holds with the given ∆(k). The proof of (8.2) is similar.
We now prove (8.3). We have
E[f(Zi, u)
2] = E[E[f(Zi, u)
2|Gi−1]] = Df,n(u)2E[µ¯(2)f,i (Z◦i−1, u)2]
and thus ‖f(Zi, u)‖2 = |Df,n(u)| · ‖µ¯(2)f,i(Z◦i−1, u)‖2. Since
|µ¯(2)f,i (y, u)| ≤ |µ¯(2)f,i (y, u)− µ¯(2)f,i (0, u)|+ |µ¯(2)f,i (0, u)|,
the proof now follows the same lines as in the proof of Lemma 2.7.
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We now show (8.4) and (8.5). We have∣∣µ¯(2)f,i (z, u)2 − µ¯(2)f,i (z′, u)2∣∣ = ∣∣µ¯(2)f,i (z, u)− µ¯(2)f,i (z′, u)∣∣ · [|µ¯(2)f,i (z, u)|+ |µ¯(2)f,i (z′, u)|].
We then have by the Cauchy Schwarz inequality that∥∥∥ sup
f∈F
∣∣µ¯(2)f,i (Z◦i−1, u)2 − µ¯(2)f,i ((Z◦i−1)∗(i−k), u)2∣∣ ∥∥∥
ν/2
≤
∥∥∥ sup
f∈F
∣∣µ¯(2)f,i (Z◦i−1, u)− µ¯(2)f,i ((Z◦i−1)∗(i−k), u)∣∣ ∥∥∥
ν
· 2
∥∥∥ sup
f∈F
∣∣µ¯(2)f,i (Z◦i−1, u)∣∣ ∥∥∥
ν
.(8.6)
Since {µ¯(2)f,i : f ∈ F , i ∈ {1, ..., n}} forms a (LF , s, R, C)-class, the first factor in (8.6) is
bounded by ∆(k) as in the proof of Lemma 2.7. Furthermore,
|µ¯(2)f,i (z, u)| ≤ |µ¯(2)f,i (z, u)− µ¯(2)f,i (0, u)|+ |µ¯(2)f,i (0, u)|
≤ |z|sLF ,s(R(z, u) +R(0, u)) + |µ¯
(2)
f,i (0, u)|.
Note that ∥∥∥|Z◦i−1|sLF ,s · [R(Z◦i−1, u) +R(0, u)]∥∥∥ν
≤
∥∥∥ ∞∑
j=0
LF ,j|Z◦i−1−j |s∞
∥∥∥
p
p−1ν
·
(
‖R(Z◦i−1, u)‖pν + |R(0, u)|
)
≤ d◦|LF |1 sup
i,j
‖X◦ij‖sνsp
p−1
· (CR + |R(0, u)|)
≤ 2d◦|LF |1CsXCR.
We now obtain (8.5) from (8.6) with the given C∆.
By the Cauchy Schwarz inequality, we have for q ≥ 2:
δ
E[f(Zi,u)
2|Gi−1]
ν/2 (k)
= sup
i
∥∥∥E[f(Zi, u)2|Gi−1]− E[f(Zi, u)2|Gi−1]∗(i−k)∥∥∥
ν/2
= |Df,n(u)| · sup
i
∥∥∥Df,n(u)(µ¯(2)f,i (Z◦i−1, u)2 − µ¯(2)f,i ((Z◦i−1)∗(i−k), u)2)∥∥∥
ν/2
≤ |Df,n(u)| · sup
i
∥∥∥µ¯(2)f,i (Z◦i−1, u)− µ¯(2)f,i ((Z◦i−1)∗(i−k), u)∥∥∥
ν
×2
∥∥∥Df,n(u)µ¯(2)f,i (Z◦i−1, u)∥∥∥
ν
(8.7)
Furthermore,∥∥∥Df,n(u)µ¯(2)f,i (Z◦i−1, u)∥∥∥
ν
≤ ‖E[f(Zi, u)2|Gi−1]1/2‖ν ≤ ‖f(Zi, u)‖ν. (8.8)
Since Assumption 2.8 holds for µ
(2)
f,i , the first factor in (8.7) is bounded by Df,n(u)∆(k)
as in the proof of Lemma 2.7. Inserting this and (8.8) into (8.7), we obtain the result
(8.4).
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8.2. Proofs of Section 3
Proof of Theorem 3.2. Denote the three terms on the right hand side of (3.1) by
A1, A2, A3. We now discuss the three terms separately. First, we have
EA1 ≤
∞∑
j=q
1√
n
Emax
f∈F
∣∣∣ n∑
i=1
(Wi,j+1(f)−Wi,j(f))
∣∣∣.
For fixed j, the sequence
Ei,j := (Ei,j(f))f∈F =
(
(Wi,j+1(f)−Wi,j(f))
)
f∈F
= (E[Wi(f)|εi−j , ..., εi]− E[Wi(f)|εi−j+1, ..., εi])f∈F
is a |F|-dimensional martingale difference vector with respect to Gi = σ(εi−j , εi−j+1, ...).
For a vector x = (xf )f∈F and s ≥ 1, write |x|s := (
∑
f∈F |xf |s)1/s. By Theorem 4.1 in
[19] there exists an absolute constant c1 > 0 such that for s > 1,
∥∥∥∣∣∣ n∑
i=1
Ei,j
∣∣∣
s
∥∥∥
2
≤ c1
{
2
∥∥∥ sup
i=1,...,n
|Ei,j |s
∥∥∥
2
+
√
2(s− 1)
∥∥∥( n∑
i=1
E[|Ei,j |2s|Gi−1]
)1/2∥∥∥
2
}
. (8.9)
We have
∥∥∥ sup
i=1,...,n
|Ei,j |s
∥∥∥
2
=
∥∥∥( sup
i=1,...,n
|Ei,j |2s
)1/2∥∥∥
2
≤
∥∥∥( n∑
i=1
|Ei,j |2s
)1/2∥∥∥
2
,
therefore both terms in (8.9) are of the same order and it is enough to bound the second
term in (8.9). We have
∥∥∥( n∑
i=1
E[|Ei,j |2s|Gi−1]
)1/2∥∥∥
2
=
∥∥∥ n∑
i=1
E[|Ei,j |2s|Gi−1]
∥∥∥1/2
1
≤
( n∑
i=1
∥∥E[|Ei,j |2s|Gi−1]∥∥1
)1/2
≤
( n∑
i=1
∥∥|Ei,j |s∥∥22
)1/2
. (8.10)
Note that
Ei,j(f) = Wi,j+1(f)−Wi,j(f) = E[Wi(f)|εi−j , ..., εi]− E[Wi(f)|εi−j+1, ..., εi]
= E[Wi(f)
∗∗(i−j) −Wi(f)∗∗(i−j+1)|Gi], (8.11)
where H(Fi)∗∗(i−j) := H(F∗∗(i−j)i ) and F∗∗(i−j)i = (εi, εi−1, ..., εi−j , ε∗i−j−1, ε∗i−j−2, ...
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By Jensen’s inequality, Lemma 2.7 and the fact that (Wi(f)
∗∗(i−j),Wi(f)∗∗(i−j+1)) has
the same distribution as (Wi(f),Wi(f)
∗(i−j)),
‖|Ei,j |s
∥∥
2
= |
∥∥∥(∑
f∈F
|Ei,j(f)|s
)1/s∥∥∥
2
≤ s1/s
∥∥∥ sup
f∈F
∣∣E[Wi(f)∗∗(i−j) −Wi(f)∗∗(i−j+1)|Gi]∣∣∥∥∥
2
≤ e ·
∥∥∥E[ sup
f∈F
∣∣Wi(f)∗∗(i−j) −Wi(f)∗∗(i−j+1)∣∣ ∣∣Gi]∥∥∥
2
≤ e ·
∥∥∥ sup
f∈F
∣∣Wi(f)∗∗(i−j) −Wi(f)∗∗(i−j+1)∣∣ ∥∥∥
2
= e ·
∥∥∥ sup
f∈F
∣∣Wi(f)−Wi(f)∗(i−j)∣∣ ∥∥∥
2
≤ e ·D∞n (
i
n
)∆(j). (8.12)
Inserting (8.12) into (8.10) delivers
( n∑
i=1
∥∥|Ei,j |s∥∥2p
)1/2
≤ e
( n∑
i=1
D∞n (
i
n
)2
)1/2
∆(j),
Inserting this bound into (8.9), we obtain
∥∥∥∣∣∣ n∑
i=1
Ei,j
∣∣∣
s
∥∥∥
2
≤ 4ec1s1/2n1/2
( 1
n
n∑
i=1
D∞n (
i
n
)2
)1/2
∆(j).
We conclude with s := 2 ∨ log |F| that
EA1 ≤ 1√
n
∞∑
k=q
∥∥∥∣∣∣ n∑
i=1
Ei,j
∣∣∣
s
∥∥∥
2
≤ 4ec1 ·
√
2 ∨ log |F| ·
( 1
n
n∑
i=1
D∞n (
i
n
)2
)1/2 ∞∑
j=q
∆p(j)
≤ 8ec1 ·
√
H · D∞n β(q). (8.13)
We now discuss EA2. If MQ, σQ > 0 are constants and Qi(f), i = 1, ...,m mean-zero in-
dependent variables (depending on f ∈ F) with |Qi(f)| ≤MQ, ( 1m
∑m
i=1 ‖Qi(f)‖22)1/2 ≤
σQ, then there exists some universal constant c2 > 0 such that
Emax
f∈F
1√
m
∣∣∣ m∑
i=1
[
Qi(f)− EQi(f)
]∣∣∣ ≤ c2 · (σQ√H + MQH√
m
)
, (8.14)
(see e.g. [5] (equation (4.3) in Section 4.1 therein).
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Note that (Wk,j −Wk,j−1)k is a martingale difference sequence and Wk,τl −Wk,τl−1 =∑τl
j=τl−1+1(Wk,j −Wk,j−1). Furthermore, we have
‖Wk,j −Wk,j−1‖2 ≤ ‖Wk − E[Wk|εk−j+1]‖2 ≤ ‖Wk‖2
and
‖Wk,j −Wk,j−1‖2 = ‖E[W ∗∗(k−j+1)k −W ∗∗(k−j+2)k |Gk]‖2
≤ ‖W ∗∗(k−j+1)k −W ∗∗(k−j+2)k ‖2
= ‖Wk −W ∗(k−j+1)k ‖2 = δWk2 (j − 1),
thus
‖Wk,j −Wk,j−1‖2 ≤ min{‖Wk‖2, δWk2 (j − 1)}.
We conclude with the elementary inequality min{a1, b1}+min{a2, b2} ≤ min{a1+a2, b1+
b2} that
‖Ti,l‖2 =
∥∥∥ (iτl)∧n∑
k=(i−1)τl+1
(Wk,τl −Wk,τl−1)
∥∥∥
2
=
∥∥∥ τl∑
j=τl−1+1
(iτl)∧n∑
k=(i−1)τl+1
(Wk,j −Wk,j−1)
∥∥∥
2
≤
τl∑
j=τl−1+1
∥∥∥ (iτl)∧n∑
k=(i−1)τl+1
(Wk,j −Wk,j−1)
∥∥∥
2
≤
τl∑
j=τl−1+1
( (iτl)∧n∑
k=(i−1)τl+1
‖Wk,j −Wk,j−1‖22
)1/2
≤
τl∑
j=τl−1+1
min
{( (iτl)∧n∑
k=(i−1)τl+1
‖Wk‖22
)1/2
,
( (iτl)∑
k=(i−1)τl+1
(δWk2 (j − 1))2
)1/2}
.
Put
σi,l :=
( 1
τl
(iτl)∧n∑
k=(i−1)τl+1
‖Wk‖22
)1/2
, ∆i,j,l :=
( 1
τl
(iτl)∧n∑
k=(i−1)τl+1
δWk2 (j − 1)2
)1/2
.
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Then
( 1
n
τl
⌊ nτl ⌋+1∑
i=1
i even
1
τl
‖Ti,l(f)‖22
)1/2
≤
( 1
n
τl
⌊ nτl ⌋+1∑
i=1
( τl∑
j=τl−1+1
min
{( 1
τl
(iτl)∧n∑
k=(i−1)τl+1
‖Wk‖22
)1/2
,
( 1
τl
(iτl)∧n∑
k=(i−1)τl+1
δWk2 (j − 1)2
)1/2})2)1/2
=
( 1
n
τl
⌊ nτl ⌋+1∑
i=1
((
τl − τl−1
)2
min{σ2i ,∆2i,τl−1+1,l}
)1/2
=
( 1
n
τl
⌊ nτl ⌋+1∑
i=1
(
τl − τl−1
)2
min{σ2i,l,∆2i,τl−1+1,l}
)1/2
≤ (τl − τl−1) · (min{ 1n
τl
⌊ nτl ⌋+1∑
i=1
σ2i,l,
1
n
τl
⌊ nτl ⌋+1∑
i=1
∆2i,τl−1+1,l}
)1/2
≤
τl∑
j=τl−1+1
min{
( 1
n
τl
⌊ nτl ⌋+1∑
i=1
σ2i,l
)1/2
,
( 1
n
τl
⌊ nτl ⌋+1∑
i=1
∆2i,τl−1+1,l
)1/2
}
≤
τl∑
j=τl−1+1
min{‖f‖2,n,
( 1
n
n∑
i=1
δWi2 (τl−1)
2
)1/2
}
≤
τl∑
j=τl−1+1
min{‖f‖2,n,Dn∆(⌊ j
2
⌋)} (8.15)
With 1√τl
∣∣Ti,l(f)∣∣ ≤ 2√τl‖f‖∞ ≤ 2√τlM and (8.14), we obtain
L∑
l=1
[
Emax
f∈F
∣∣∣ 1√
n
τl
⌊ nτl ⌋+1∑
i=1
i even
1√
τl
Ti,l(f)
∣∣∣] ≤ c2 L∑
l=1
[
sup
f
( 1
n
τl
⌊ nτl ⌋+1∑
i=1
i even
∥∥∥∥ 1√τlTi,l(f)
∥∥∥∥
2
2
)1/2√
H +
2
√
τlMH√
n
τl
]
,
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and a similar assertion for the second term (i odd) in A2. With (8.15), we conclude that
EA2 ≤
L∑
l=1
[
Emax
f∈F
1√
n
τl
∣∣∣ ∑
1≤i≤⌊ nτl ⌋+1,i odd
1√
τl
Ti,l(f)
∣∣∣
+Emax
f∈F
1√
n
τl
∣∣∣ ∑
1≤i≤⌊ nτl ⌋+1,i even
1√
τl
Ti,l(f)
∣∣∣]
≤ 4c2
L∑
l=1
[( τl∑
j=τl−1+1
min{max
f∈F
‖f‖2,n,Dn∆(⌊ j
2
⌋)}
)
·
√
H +
√
τlMH√
⌊ nτl ⌋+ 1
]
.(8.16)
Note that
L∑
l=1
√
τl√
⌊ nτl ⌋+ 1
≤
L∑
l=1
√
τl√
n
τl
=
1√
n
L∑
l=0
τl =
1√
n
L−1∑
l=1
2l ≤ 1√
n
(2L + q) ≤ 2q√
n
. (8.17)
Furthermore, we have by Lemma 8.2 that
L∑
l=1
τl∑
j=τl−1+1
min{max
f∈F
‖f‖2,n,Dn∆(⌊ j
2
⌋)} ≤
∞∑
j=2
min{max
f∈F
‖f‖2,n,Dn∆(⌊ j
2
⌋)}
≤ 2V¯ (max
f∈F
‖f‖2,n)
= 2max
f∈F
V¯ (‖f‖2,n) = 2max
f∈F
V (f),(8.18)
where
V¯ (x) = x+
∞∑
j=1
min{x,Dn∆(j)} (8.19)
and the second to last equality holds since x 7→ V¯ (x) is increasing.
Inserting (8.17) and (8.18) into (8.16), we conclude that with some universal c3 > 0,
EA2 ≤ c3
(
sup
f∈F
V (f)
√
H +
qMH√
n
)
≤ c2
(
σ
√
H +
qMH√
n
)
. (8.20)
Since SWn,1 =
∑n
i=1Wi,1(f) is a sum of independent variables with |Wi,1(f)| ≤ ‖f‖∞ ≤M
and ‖Wi,0(f)‖2 ≤ 2‖f‖2 ≤ 2V (f) ≤ 2σ, we obtain from (8.14) again
EA3 ≤ c2
(
σ
√
H +
MH√
n
)
. (8.21)
If we insert the bounds (8.13), (8.20) and (8.21) into (3.1), we obtain the result (3.2).
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We now show (3.3). If q∗(M
√
H√
nD∞n
)Hn ≤ 1, we have q∗(M
√
H√
nD∞n
) ∈ {1, ..., n} and thus by (3.2):
Emax
f∈F
∣∣∣ 1√
n
Sn(f)
∣∣∣ ≤ c(√HD∞n β(q∗(M
√
H√
nD∞n
))
+ q∗
(M√H√
nD∞n
)MH√
n
+ σ
√
H
)
≤ 2c
(
q∗
(M√H√
nD∞n
)MH√
n
+ σ
√
H
)
= 2c
(√
nM ·min
{
q∗
(M√H√
nD∞n
)H
n
, 1
}
+ σ
√
H
)
. (8.22)
If q∗(M
√
H√
nD∞n
)Hn ≥ 1, we note that the simple bound
Emax
f∈F
∣∣∣ 1√
n
Sn(f)
∣∣∣ ≤ 2√nM
≤ 2c
(√
nM min
{
q∗
(M√H√
nD∞n
)H
n
, 1
}
+ σ
√
H
)
(8.23)
holds. Putting the two bounds (8.22) and (8.23) together, we obtain the result (3.3).
Lemma 8.2. Let ω(k) be an increasing sequence in k. Then, for any x > 0,
∞∑
j=2
min{x,Dn∆(⌊ j
2
⌋)}ω(j) ≤ 2
∞∑
j=1
min{x,Dn∆(j)}ω(2j + 1).
Especially in the case ω(k) = 1,
∞∑
j=2
min{x,Dn∆(⌊ j
2
⌋)} ≤ 2
∞∑
j=1
min{x,Dn∆(j)}.
Proof of Lemma 8.2. It holds that
∞∑
j=2
min{x,Dn∆(⌊ j
2
⌋)}ω(j)
=
∞∑
k=1
min{x,Dn∆(⌊2k
2
⌋)}ω(2k) +
∞∑
k=1
min{x,Dn∆(⌊2k + 1
2
⌋)}ω(2k + 1)
=
∞∑
k=1
min{x,Dn∆(k)} · {ω(2k) + ω(2k + 1)}
≤ 2
∞∑
k=1
min{x,Dn∆(k)} · ω(2k + 1).
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Proof of Corollary 3.3. Let σ := supn∈N supf∈F V (f) <∞. For Q ≥ 1, define
Mn =
√
n√
H
r(
σQ1/2
D∞n
)D∞n .
Let F¯ = supf∈F f¯ , and F (z, u) = D
∞
n (u) · F¯ (z, u). Then F is an envelope function of F .
We furthermore have
P( sup
i=1,...,n
F (Zi,
i
n
) > Mn) ≤ P
(( 1
n
n∑
i=1
F (Zi,
i
n
)ν
)1/ν
>
Mn
n1/ν
)
≤ n
Mνn
· ‖F‖νν,n. (8.24)
Inserting the bound
‖F‖νν,n =
1
n
n∑
i=1
D∞n (
i
n
)ν‖F¯ (Zi, i
n
)‖νν ≤ Cν∆ ·
1
n
n∑
i=1
D∞n (
i
n
)ν ≤ Cν∆ · (D∞ν,n)ν
into (8.24) and using r(γa) ≥ γr(a) for γ ≥ 1, a > 0 (this is similarly proven as for
Lemma 3.6(i)), we obtain
P( sup
i=1,...,n
F (Zi,
i
n
) > Mn) ≤
( H
n1−
2
ν r(σQ
1/2
D∞n
)2
)ν/2
·
(C∆D∞ν,n
D∞n
)ν
≤ 1
Qν/2
( H
n1−
2
ν r( σ
D∞n
)2
)ν/2
·
(C∆D∞ν,n
D∞n
)ν
. (8.25)
Using the rough bound ‖f‖ν,n ≤ ‖F‖ν,n and r(a) ≤ a for a > 0 from Lemma 3.6(i), we
obtain
max
f∈F
1√
n
n∑
i=1
E[f(Zi,
i
n
)1{|f(Zi, in )|>Mn}] ≤
1√
nMν−1n
max
f∈F
n∑
i=1
E[|f(Zi, i
n
)|ν ]
≤ n
Mνn
· Mn√
n
max
f∈F
‖f‖νν,n
≤
( C2∆H
n1−
2
ν r(σQ
1/2
D∞n
)2
)ν/2
· σQ
1/2
√
H
·
(D∞ν,n
D∞n
)ν
≤ σ
Q
ν−2
2
√
H
( C2∆H
n1−
2
ν r( σ
D∞n
)2
)ν/2
·
(D∞ν,n
D∞n
)ν
.(8.26)
Abbreviate
Cn :=
( C2∆H
n1−
2
ν r( σ
D∞n
)2
)ν/2
·
(D∞ν,n
D∞n
)ν
.
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By assumption, supn∈N Cn <∞. By Theorem 3.2, (8.25) and (8.26),
P
(
max
f∈F
∣∣Gn(f)∣∣ > Q√H)
≤ P
(
max
f∈F
∣∣Gn(f)∣∣ > Q√H, sup
i=1,...,n
F¯ (Zi,
i
n
) ≤M
)
+P( sup
i=1,...,n
F (Zi,
i
n
) > M)
≤ P
(
max
f∈F
∣∣Gn(max{min{f,M},−M})∣∣ > Q√H/2)
+P
(
max
f∈F
∣∣ 1√
n
n∑
i=1
E[f(Zi,
i
n
)1{|f(Zi, in )|>M}] > Q
√
H/2
)
+P( sup
i=1,...,n
F (Zi,
i
n
) > M)
≤ 2c
Q
√
H
[
σ
√
H + q∗
(
r(
σQ1/2
D∞n
)
)
r(
σQ1/2
D∞n
)D∞n
]
+
( 1
Q
ν
2
+
2σ
Q
ν
2H
)
Cn
≤ 4cσ
Q1/2
+
( 1
Q
ν
2
+
2σ
Q
ν
2H
)
Cn.
Since supn∈N Cn <∞ and σ is independent of n, the assertion follows for Q→∞.
8.3. Proofs of Section 3.2
Proof of Lemma 3.5. (i) Since |x1|+ |x2| ≤ m implies |x1|, |x2| ≤ m, we have
I :=
∣∣ϕ∧m(x1 + x2 + x3)− ϕ∧m(x1)− ϕ∧m(x2)∣∣ = ∣∣ϕ∧m(x1 + x2 + x3)− x1 − x2|.
Case 1: x1+x2+x3 > m. Then, since |x1|+ |x2| ≤ m, we have I = |m−x1−x2| =
m− x1 − x2 < x3 ≤ |x3|.
Case 2: x1 + x2 + x3 ∈ [−m,m]. Then I = |x1 + x2 + x3 − x1 − x2| = |x3|.
Case 3: x1+x2+x3 < −m. Then, since |x1|+|x2| ≤ m, we have I = |−m−x1−x2| =
m+ x1 + x2 < −x3 ≤ |x3|.
Furthermore, I ≤ |ϕm(x1 + x2 + x3)|+ |x1 + x2| ≤ m+m = 2m.
(ii) The first assertion is obvious. If |x| ≤ y, we have
|ϕ∨m(x)| =


x−m, x > m
0, x ∈ [−m,m]
−x−m, x < −m
=


|x| −m, x > m
0, x ∈ [−m,m]
|x| −m, x < −m
= (|x| −m)1|x|>m
≤ (y −m)1y>m = (y −m) ∨ 0 = (y −m)1{y−m>0} ≤ y1y>m,
which shows the second assertion.
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(iii) We will show that for all z, z′ ∈ RN it holds that
|ϕ∧m(f)(z)−ϕ∧m(f)(z′)| ≤ |f(z)−f(z′)|, |ϕ∨m(f)(z)−ϕ∨m(f)(z′)| ≤ |f(z)−f(z′)|
(8.27)
from which the assertion follows. For real numbers ai, bi, we have
max
i
{ai} = max
i
{ai − bi + bi} ≤ max
i
{ai − bi}+max
i
{bi},
thus |maxi{ai}−maxi{bi}| ≤ maxi |ai−bi|. This implies |max{a, y}−max{a, y′}| ≤
|y − y′| and therefore
|ϕ∧m(f)(z)− ϕ∧m(f)(z′)| = |(−m) ∨ (f(z) ∧m)− (−m) ∨ (f(z′) ∧m)| ≤ |f(z) ∧m− f(z′) ∧m|
= |(−f(z′)) ∨ (−m)− (−f(z)) ∨ (−m)| ≤ |f(z)− f(z′)|.
For the second inequality in (8.27), note that
ϕ∨m(f)(z) = (f(z)−m) ∨ 0 + (f(z) +m) ∧ 0.
We therefore have
|ϕ∨m(f)(z)−ϕ∨m(f)(z′)| =
∣∣(f(z)−m)∨0−(f(z′)−m)∨0+(f(z)+m)∧0−(f(z′)+m)∧0|.
If f(z), f(z′) ≥ m, then
|ϕ∨m(f)(z)− ϕ∨m(f)(z′)| ≤
∣∣(f(z)−m) ∨ 0− (f(z′)−m) ∨ 0| ≤ |f(z)− f(z′)|.
A similar result is obtained for f(z), f(z′) ≤ −m. If f(z) ≥ m, f(z′) < m, then
|ϕ∨m(f)(z)− ϕ∨m(f)(z′)|
≤ ∣∣(f(z)−m)− (f(z′) +m) ∧ 0|
=
{
|f(z)− f(z′)− 2m| = f(z)− f(z′)− 2m ≤ f(z)− f(z′), f(z′) ≤ −m,
|f(z)−m| = f(z)−m ≤ f(z)− f(z′), f(z′) > −m .
A similar result is obtained for f(z) ≥ m, f(z′) ≤ m, which proves (8.27).
Proof of Lemma 3.6. For q ∈ N, put βnorm(q) := β(q)q .
(i) q∗(·) and r(·) are well-defined since βnorm(·) is decreasing (at a rate ≪ q−1) and
r 7→ q∗(r)r is increasing (at a rate ≪ r) and limr↓0 q∗(r)r = 0.
Let a > 0. We show that r = 2r(a2 ) fulfills q
∗(r)r ≤ a. By definition of r(a), we
obtain r(a) ≥ r = 2r(a2 ) which gives the result. Since βnorm is decreasing, q∗ is
decreasing. We conclude that
q∗(r)r = 2 · q∗(2r(a
2
))r(
a
2
) ≤ 2 · q∗(r(a
2
))r(
a
2
) ≤ 2 · a
2
= a.
The second inequality r(a) ≤ a follows from the fact that q∗(r)r is increasing and
q∗(a)a ≥ a.
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(ii) By Theorem 3.2 and the definition of r(·),
Emax
f∈F
∣∣∣GWn (f)∣∣∣ ≤ c(δ√H(k) + q∗(m(n, δ, k)
√
H(k)√
nD∞n
)m(n, δ, k)H(k)√
n
)
= c
(
δ
√
H(k) + D∞n q
∗(r(
δ
Dn
))r(
δ
Dn
)
√
H(k)
)
= c(1 +
D∞n
Dn
)δ
√
H(k).
which shows (3.10).
Since
‖f(Zi, i
n
)1{f(Zi, in )>γm(n,δ,k)}‖1 ≤
1
γm(n, δ, k)
‖f(Zi, i
n
)2‖1 = 1
γm(n, δ, k)
‖f(Zi, i
n
)‖22,
for all f ∈ F with V (f) ≤ δ, it holds that
√
n‖f1{f>γm(n,δ,k)‖1,n ≤
√
n
γm(n, δ, k)
‖f‖22,n ≤
1
γ
‖f‖22,n
D∞n r(
δ
Dn
)
√
H(k). (8.28)
If ‖f‖2,n ≥ Dn∆(1), we have
V (f) = ‖f‖2,n + Dn
∞∑
j=1
∆(j) ≥ ‖f‖2,n + Dnβ(1). (8.29)
In the case ‖f‖2,n < Dn∆(1), the fact that ∆(·) is decreasing implies that a∗ =
max{j ∈ N : ‖f‖2,n < Dn∆(j)} is well-defined. We conclude that
V (f) = ‖f‖2,n +
∞∑
j=0
‖f‖2,n ∧ (Dn∆(j)) = ‖f‖2,n +
a∗∑
j=1
‖f‖2,n + Dn
∞∑
j=a∗+1
∆(j)
= ‖f‖2,n(a∗ + 1) + Dnβ(a∗) ≥ ‖f‖2,na∗ + β(a∗). (8.30)
Summarizing the results (8.29) and (8.30), we have
V (f) ≥ ‖f‖2,n(a∗ ∨ 1) + Dnβ(a∗ ∨ 1).
We conclude that
V (f) ≥ min
a∈N
[‖f‖2,na+ Dnβ(a)] ≥ ‖f‖2,naˆ+ Dnβ(aˆ),
where aˆ = argminj∈N
{‖f‖2,n · j + Dnβ(j)}.
Since δ ≥ V (f), we have δ ≥ Dnβ(aˆ) = Dnβnorm(aˆ)aˆ. Thus βnorm(aˆ) ≤ δDnaˆ .
By definition of q∗, q∗( δ
Dnaˆ
) ≤ aˆ. Thus q∗( δ
Dnaˆ
) δ
Dnaˆ
≤ δ
Dn
. By definition of r(·),
r( δ
Dn
) ≥ δ
Dnaˆ
. We conclude with ‖f‖2,n ≤ V (f) ≤ δ that
‖f‖22,n
D∞n r(
δ
Dn
)
≤ Dnaˆ‖f‖
2
2,n
D∞n δ
=
DnV (f)‖f‖2,n
D∞n δ
≤ Dn
D∞n
‖f‖2,n ≤ Dn
D∞n
δ. (8.31)
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Inserting the result into (8.28), we finally obtain that for all f ∈ A with V (f) ≤ δ
it holds that
√
n‖f1{f>γm(n,δ,k)‖1,n ≤
√
n
γm(n, δ, k)
‖f‖22,n ≤
1
γ
‖f‖22,n
D∞n r(
δ
Dn
)
√
H(k) ≤ 1
γ
Dn
D∞n
δ
√
H(k).
which shows (3.11).
Proof of Theorem 3.7. In the following, we abbreviate H(δ) = H(δ,F , V ) and N(δ) =
N(δ,F , V ).
Choose δ0 = σ and δj = 2
−jδ0. Put
mj :=
1
2
m(n, δj , Nj+1),
(m(·) from Lemma 3.6). Choose Mn = 12m0. We then have
E sup
f∈F
∣∣∣GWn (f)∣∣∣ ≤ E sup
f∈F(Mn)
∣∣∣GWn (f)∣∣∣+ 1√n
n∑
i=1
E
[
Wi(F1{F>Mn})
]
,
where F(Mn) := {ϕ∧Mn(f) : f ∈ F}. Due to Lemma 3.5(iii), F(Mn) still fulfills Assump-
tion 2.5.
For each j ∈ N0, we choose a covering by brackets Fprejk := [ljk, ujk] ∩F , k = 1, ...,N(δj)
such that V (ujk − ljk) ≤ δj and supf,g∈Fjk |f − g| ≤ ujk − ljk =: ∆jk.
We now construct inductively a new nested sequence of partitions (Fjk)k of F from
(Fprejk )k in the following way: For each fixed j ∈ N0, put
{Fjk : k} := {
j⋂
i=0
Fpreiki : ki ∈ {1, ...,N(δi)}, i ∈ {0, ..., j}}
as the intersections of all previous partitions and the j-th partition. Then |{Fjk : k}| ≤
Nj := N(δ0) · ... · N(δj). By Lemma 2.1(ii), we have
sup
f,g∈Fjk
|f − g| ≤ ∆jk, V (∆jk) ≤ δj .
In each Fjk, fix some fjk ∈ F , and define πjf := fj,ψjf where ψjf := min{i ∈ {1, ..., Nj} :
f ∈ Fji}. Put ∆jf := ∆j,ψjf and
I(σ) :=
∫ σ
0
√
1 ∨H(ε,F , V )dε,
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we set
τ := min
{
j ≥ 0 : δj ≤ I(σ)√
n
}
∨ 1. (8.32)
Since |f | ≤ g implies |Wi(f)| ≤Wi(g) and ‖Wi(g)‖1 ≤ ‖g(Zi, in )‖1, it holds that
|GWn (f)| ≤
1√
n
n∑
i=1
∣∣Wi(f)− EWi(f)∣∣
≤ GWn (g) +
2√
n
n∑
i=1
‖Wi(g)‖1 ≤ GWn (g) + 2
√
n‖g‖1,n.
By (3.7) and (3.8) and the fact that ‖f−π0f‖∞ ≤ 2Mn ≤ m0, we have the decomposition
sup
f∈F
|GWn (f)| ≤ sup
f∈F
|GWn (π0f)|
+ sup
f∈F
|GWn (ϕ∧mτ (f − πτf))|+
τ−1∑
j=0
sup
f∈F
∣∣∣GWn (ϕ∧mj−mj+1(πj+1f − πjf))∣∣∣
+
τ−1∑
j=0
sup
f∈F
|GWn (R(j))|
≤ sup
f∈F
|GWn (π0f)|
+
{
sup
f∈F
|GWn (ϕ∧mτ (∆τf))|+ 2
√
n sup
f∈F
‖∆τf‖1,n
}
+
τ−1∑
j=0
sup
f∈F
∣∣∣GWn (ϕ∧mj−mj+1(πj+1f − πjf))∣∣∣
+
τ−1∑
j=0
{
sup
f∈F
∣∣∣GWn (min {∣∣ϕ∨mj+1(∆j+1f)∣∣, 2mj})∣∣∣
+2
√
n sup
f∈F
‖∆j+1f1{∆j+1f>mj+1}‖1,n
}
+
τ−1∑
j=0
{
sup
f∈F
∣∣∣GWn (min {∣∣ϕ∨mj−mj+1(∆jf)∣∣, 2mj})∣∣∣
+2
√
n sup
f∈F
‖∆jf1{∆jf>mj−mj+1}‖1,n
}
=: R1 +R2 +R3 +R4 +R5. (8.33)
We now discuss the terms Ri, i ∈ {1, ..., 5} from (8.33). Therefore, put Cn := c(1+ D
∞
n
Dn
)+
Dn
D∞n
.
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Since ∆jk = ujk − ljk with ljk, ujk ∈ F , the class { 12∆jk : k ∈ {1, ...,N(δj)}} still fulfills
Assumption 3.1. We conclude by Lemma 3.5(iii) that for arbitrary m, m˜ > 0, the classes
{1
2
ϕ∧m(∆jk) : k ∈ {1, ...,N(δj)}},
{1
2
min{ϕ∨m(∆jk), 2m˜} : k ∈ {1, ...,N(δj)}},
{1
2
ϕ∧m(πj+1f − πjf) : k ∈ {1, ...,N(δj)}}
fulfill Assumption 3.1.
• Since |{π0f : f ∈ F(Mn)}| ≤ N(δ0) = N(σ), ‖π0f‖∞ ≤ Mn ≤ m(n, δ0,N(δ1)) and
V (π0f) ≤ σ = δ0 (by assumption, every f ∈ F fulfills V (f) ≤ σ), we have by
(3.10):
ER1 = E sup
f∈F(Mn)
|GWn (π0f)| ≤ Cnδ0
√
1 ∨ logN(δ1).
• It holds that |{ϕ∧mτ (∆τf) : f ∈ F(Mn)}| ≤ Nτ . If g := ϕ∧mτ (∆τf), then ‖g‖∞ ≤
mτ ≤ m(n, δτ , Nτ+1) and V (g) ≤ V (∆τf) ≤ δτ . We conclude by (3.10) that:
E sup
f∈F(Mn)
|GWn (ϕ∧mτ (∆τf))| ≤ Cnδτ ·
√
1 ∨ logNτ+1. (8.34)
For the second term, we have by definition of τ in (8.32) and the Cauchy Schwarz
inequality:
√
n‖∆τf‖1,n ≤
√
n‖∆τf‖2,n ≤
√
nV (∆τf) ≤
√
nδτ ≤ I(σ). (8.35)
From (8.34) and (8.35) we obtain
ER2 ≤ Cnδτ
√
1 ∨ logNτ+1 + 2 · I(σ).
• Since the partitions are nested, it holds that |{ϕ∧mj−mj+1(πj+1f − πjf) : f ∈
F(Mn)}| ≤ Nj+1. If g := ϕ∧mj−mj+1(πj+1f − πjf), we have ‖g‖∞ ≤ mj −mj+1 ≤
mj ≤ m(n, δj , Nj+1) and
|g| ≤ |πj+1f − πjf | ≤ ∆jf.
Furthermore, V (g) ≤ V (∆jf) ≤ δj . We conclude by (3.10) that:
ER3 ≤
τ−1∑
j=0
E sup
f∈F(Mn)
|GWn (ϕ∧mj−mj+1(πj+1f − πjf))| ≤ Cn
τ−1∑
j=0
δj
√
1 ∨ logNj+1.
• It holds that |{min{ϕ∨mj+1(∆j+1f), 2mj} : f ∈ F(Mn)}| ≤ Nj+1. If g := min{ϕ∨mj+1(∆j+1f), 2mj},
we have ‖g‖∞ ≤ 2mj = m(n, δj, Nj+1) and
|g| ≤ ∆j+1f.
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By Lemma 2.1, V (g) ≤ V (∆j+1f) ≤ δj+1 ≤ δj . We conclude by (3.10) that:
τ−1∑
j=0
E sup
f∈F(Mn)
|GWn (min{ϕ∨mj+1(∆j+1f), 2mj})| ≤ Cn
τ−1∑
j=0
δj
√
1 ∨ logNj+1.
(8.36)
Note that V (∆j+1f) ≤ δj+1 and mj+1 = 12m(n, δj+1, Nj+2). By (3.11), we have
√
n‖∆j+1f1{∆j+1f>mj+1}‖1 ≤ 2δj+1
√
1 ∨ logNj+2. (8.37)
From (8.36) and (8.37) we obtain
ER4 ≤ (Cn + 4)
τ∑
j=0
δj
√
1 ∨ logNj+1.
• It holds that |{min{ϕ∨mj−mj+1(∆jf), 2mj} : f ∈ F(Mn)}| ≤ Nj+1. If g := min{ϕ∨mj−mj+1(∆jf), 2mj},
we have ‖g‖∞ ≤ 2mj = m(n, δj, Nj+1) and
|g| ≤ ∆jf.
Thus, V (g) ≤ V (∆jf) ≤ δj . We conclude by (3.10) that:
τ−1∑
j=0
E sup
f∈F(Mn)
|GWn (min{ϕ∨mj−mj+1(∆j+1f), 2mj})| ≤ Cn
τ−1∑
j=0
δj ·
√
1 ∨ logNj+1.
(8.38)
Note that V (∆jf) ≤ δj and
2(mj −mj+1) = m(n, δj , Nj+1)−m(n, δj+1, Nj+2)
= D∞n n
1/2
[ r( δj
Dn
)√
1 ∨ logNj+1
− r(
δj+1
Dn
)√
1 ∨ logNj+2
]
≥ D
∞
n n
1/2√
1 ∨ logNj+1
[
r(
δj
Dn
)− r(δj+1
Dn
)
]
≥ 1
2
D∞n n
1/2√
1 ∨ logNj+1
r(
δj
Dn
) = mj ,
where the last inequality is due to Lemma 3.6(i). By (3.11) we have
√
n‖∆jf1{∆jf>mj−mj+1}‖1,n ≤
√
n‖∆jf1{∆jf>mj2 }‖1,n
mj=
1
2m(n,δj ,Nj+1)≤ 4δj
√
1 ∨ logNj+1.
(8.39)
From (8.38) and (8.39) we obtain
R5 ≤ (Cn + 8)
τ−1∑
j=0
δj
√
1 ∨ logNj+1.
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Summarizing the bounds for Ri, i = 1, ..., 5, we obtain that with some universal constant
c˜ > 0,
E sup
f∈F(Mn)
∣∣∣GWn (f)∣∣∣ ≤ c˜ · Cn[ τ∑
j=0
δj
√
1 ∨ logNj+1 + I(σ)
]
. (8.40)
We have (1 ∨ logNj)1/2 =
(
1 ∨∑ji=0 logN(δi))1/2 ≤ (∑ji=0(1 ∨ H(δi))) ≤ ∑ji=0(1 ∨
H(δi))
1/2, thus
τ∑
j=0
δj
√
1 ∨ logNj+1 ≤
∞∑
j=0
δj
j∑
i=0
√
1 ∨H(δi+1) ≤
∞∑
i=0
( ∞∑
j=i
δj
)√
1 ∨H(δi+1)
= 2
∞∑
i=0
δi
√
1 ∨H(δi+1) ≤ 4
∞∑
i=0
δi+1
√
1 ∨H(δi+1). (8.41)
Since H is increasing, we obtain
∞∑
i=0
δi+1
√
1 ∨H(δi+1) ≤
∞∑
i=0
δi
√
1 ∨H(δi) = 2
∞∑
i=0
δi+1
√
1 ∨H(δi)
= 2
∞∑
i=0
∫ δi
δi+1
√
1 ∨H(δi)dε
≤ 2
∞∑
i=0
∫ δi
δi+1
√
1 ∨H(ε)dε = 2
∫ σ
0
√
1 ∨H(ε)dε = 2 · I(σ).8.42)
Inserting (8.42) into (8.41) and then into (8.40), we obtain the result.
Proof of Corollary 3.11. Define F˜ := {f − g : f, g ∈ F}. It is easily seen that
N(ε, F˜ , V ) ≤ N( ε2 ,F , V )2 (cf. [22], Theorem 19.5), thus
H(ε, F˜ , V ) ≤ 2H(ε
2
,F , V ) (8.43)
Let σ > 0. Define
F (z, u) := 2D∞n (u) · F¯ (z, u), F¯ (z, u) := sup
f∈F
|f¯(z, u)|.
Then obviously, F is an envelope function of F˜ .
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By Markov’s inequality, Theorem 3.7 and (8.43),
P
(
sup
V (f−g)≤σ, f,g∈F
|Gn(f)−Gn(g)| ≥ η
)
≤ 1
η
E sup
V (f−g)≤σ, f,g∈F
|Gn(f)−Gn(g)|
=
1
η
E sup
f˜∈F˜,V (f˜)≤σ
|Gn(f˜)|
≤ c˜
η
[
(1 +
D∞n
Dn
+
Dn
D∞n
)
∫ σ
0
√
1 ∨H(ε, F˜ , V )dε+√n∥∥F1{F> 14m(n,σ,N(σ2 ))}∥∥1
]
≤ c˜
η
[
2
√
2(1 +
D∞n
Dn
+
Dn
D∞n
)
∫ σ/2
0
√
1 ∨H(u,F , V )du+ 4
√
1 ∨H(σ2 )
r( σ
Dn
)
∥∥F 21{F> 14n1/2 r(σ)√
1∨H( σ
2
)
}
∥∥
1,n
]
.
The first term converges to 0 by (3.12) and (3.13) for σ → 0 (uniformly in n).
We now discuss the second term. The continuity conditions from Assumption 2.5 and
Assumption 3.10 transfer to F¯ by the inequality
|F¯ (z1, u1)− F¯ (z2, u2)| = | sup
f∈F
f¯(z1, u1)− sup
f∈F
f¯(z2, u2)| ≤ sup
f∈F
|f(z1, u1)− f(z2, u2)|
We therefore have as in Lemma 8.9(ii) that for all u, u1, u2, v1, v2 ∈ [0, 1],
‖F¯ (Zi, u)− F¯ (Z˜i( i
n
), u)‖2 ≤ Ccont · n−αs, (8.44)
‖F¯ (Zi(v1), u1)− F¯ (Z˜i(v2), v2)‖2 ≤ Ccont ·
(|v1 − v2|αs + |u1 − u2|αs). (8.45)
Put cn =
1
8
n1/2
supi=1,...,nD
∞
n (
i
n )
r(σ)√
1∨H(σ2 )
. Then by Lemma 8.7(ii) and (8.44),
‖F 21{F> 14n1/2 r(σ)√
1∨H( σ
2
)
}‖1,n
≤ 4
n
n∑
i=1
D∞n (
i
n
)2 · E
[
F¯ (Zi,
i
n
)21{|F¯ (Zi, in )|>cn}
]
≤ 16
n
n∑
i=1
D∞n (
i
n
)2 · E
[
F¯ (Z˜i(
i
n
),
i
n
)21{|F¯ (Z˜i( in ), in )|>cn}
]
+16Ccont · n−αs · (D∞n )2. (8.46)
Put W˜i(u) := F¯ (Z˜i(u), u) and an(u) := (D
∞
n (u))
2. By (8.45), ‖W˜i(u1) − W˜i(u2)‖2 ≤
2Ccont|u1−u2|αs. By the assumptions onDf,n(·), cn →∞ and lim supn→∞ 1n
∑n
i=1 |an( in )| =
lim supn→∞(D
∞
n )
2 <∞. We conclude with Lemma 8.8(i) that
16
n
n∑
i=1
D∞n (
i
n
)2 · E
[
F¯ (Z˜i(
i
n
),
i
n
)21{|F¯ (Z˜i( in ), in )|>cn}
]
→ 0,
that is, the first summand in (8.46) tends to 0. Since lim supn→∞D
∞
n < ∞, we obtain
that (8.46) tends to 0.
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8.4. Proofs of Section 4
For the noncontinuous arguments, we need an exponential type inequality which only
assumes that the process has one moment, which is easily derived from a Bernstein
inequality. We then obtain the following lemma.
Lemma 8.3. Assume that Qi(f), i = 1, ...,m are independent variables indexed by f ∈
F which fulfill EQi(f) = 0, 1m
∑m
i=1 ‖Wi(f)‖1 ≤ σQ and |Wi(f)| ≤MQ a.s. (i = 1, ..., n).
Then there exists some universal constant c > 0 such that
Emax
f∈F
∣∣∣ 1
m
m∑
i=1
Wi(f)
∣∣∣ ≤ c(σQ + MQH
m
)
, (8.47)
where H is defined by (1.5).
Proof of Lemma 8.3. By Bernstein’s inequality, we have for each f ∈ F that
P
(∣∣∣ 1
m
m∑
i=1
Qi
∣∣∣ ≥ x) ≤ 2 exp(− 1
2
x2
1
m2
∑m
i=1 ‖Qi‖22 + xMQm
)
≤ 2 exp
(
− 1
2
x2
MQ
m · σQ + x
MQ
m
)
,
where we used in the last step that ‖Qi‖22 = E[Q2i ] ≤MQ‖Qi‖1.
With standard arguments (cf. the proof of Lemma 19.33 in [22]), we conclude that there
exists some universal constant c1 > 0 with
Emax
f∈F
∣∣∣ 1
m
m∑
i=1
Qi(f)
∣∣∣ ≤ c1(√H(σQMQ
m
)1/2 +
MQH
m
)
.
The result follows by using (
HσQMQ
m )
1/2 ≤ 2MQHm + 2σQ.
Proof of Lemma 4.2. We use a similar argument as in Theorem 3.2, especially we
make use of the decomposition (3.1). Denote the three summands in (3.1) with A1, A2, A3.
We first discuss A2. We have
L∑
l=1
Emax
f∈F
1
n
τl
∣∣∣ ∑
1≤i≤⌊ nτl ⌋+1,i odd
1
τl
Ti,l(f)
∣∣∣.
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Since ‖Wk,j(f)−Wk,j−1(f)‖1 ≤ 2min{‖Wk(f)‖1, δWk(f)1 (j−1)}, we have for each f ∈ F ,
1
τl
‖Ti,l‖1 ≤
τl∑
j=τl−1+1
1
τl
∥∥∥ (iτl)∧n∑
k=(i−1)τl+1
(Wk,j −Wk,j−1)
∥∥∥
1
≤
τl∑
j=τl−1+1
1
τl
(iτl)∧n∑
k=(i−1)τl+1
∥∥∥Wk,j −Wk,j−1∥∥∥
1
≤ 2
τl∑
j=τl−1+1
1
τl
(iτl)∧n∑
k=(i−1)τl+1
min{‖Wk(f)‖1, δWk(f)1 (j − 1)}
≤ 2
τl∑
j=τl−1+1
min{ 1
τl
(iτl)∧n∑
k=(i−1)τl+1
‖Wk(f)‖1, 1
τl
(iτl)∧n∑
k=(i−1)τl+1
δ
Wk(f)
1 (j − 1)}
= 2
τl∑
j=τl−1+1
min{σi,l,∆i,j,l},
where
σi,l :=
1
τl
(iτl)∧n∑
k=(i−1)τl+1
‖Wk(f)‖1, ∆i,j,l := 1
τl
(iτl)∧n∑
k=(i−1)τl+1
δ
Wk(f)
1 (j − 1).
We conclude that
1
⌊ nτl ⌋+ 1
⌊ nτl ⌋+1∑
i=1
1
τl
‖Ti,l‖1 ≤ 2
τl∑
j=τl−1+1
min{ 1n
τl
⌊ nτl ⌋+1∑
i=1
σi,l,
1
n
τl
⌊ nτl ⌋+1∑
i=1
∆i,j,l}
≤
τl∑
j=τl−1+1
min{ 1
n
n∑
i=1
‖Wi(f)‖1, 1
n
n∑
i=1
δWi1 (j)}. (8.48)
Furthermore, it holds that
1
τl
|Ti,l| ≤ 2 sup
i
‖Wi(f)‖∞ ≤ 2‖f‖2∞ ≤ 2M2. (8.49)
By Lemma 8.3, (8.47), we have with some universal constant c1 > 0 that
1√
n
EA2 ≤ 2c1
L∑
l=1
[
sup
f∈F
( 1
⌊ nτl ⌋+ 1
⌊ nτl ⌋+1∑
i=1
1
τl
‖Ti,l(f)‖1
)
+
2M2H
⌊ nτl ⌋+ 1
]
≤ 2c1
( L∑
l=1
sup
f∈F
τl∑
j=τl−1+1
min{ 1
n
n∑
i=1
‖Wi(f)‖1, 1
n
n∑
i=1
δWi1 (j)}+
qM2H
n
)
.(8.50)
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By Assumption 4.1 and the Cauchy-Schwarz inequality for sums,
L∑
l=1
sup
f∈F
τl∑
j=τl−1+1
min{ 1
n
n∑
i=1
‖Wi(f)‖1, 1
n
n∑
i=1
δWi1 (j)}
≤
L∑
l=1
sup
f∈F
τl∑
j=τl−1+1
min{ 1
n
n∑
i=1
‖f(Zi, i
n
)‖22,
2
n
n∑
i=1
Df,n(
i
n
)‖f(Zi, i
n
)‖2 ·∆(j)}
≤
∞∑
j=1
min{sup
f∈F
‖f‖22,n, 2Dn sup
f∈F
‖f‖2,n ·∆(j)}
= sup
f∈F
‖f‖2,n · V¯ (sup
f∈F
‖f‖2,n)
= sup
f∈F
(‖f‖2,n · V¯ (‖f‖2,n))
≤ sup
f∈F
[‖f‖2,nV (f)], (8.51)
where we have used the definition of V¯ from (8.19) and in the second-to-last equality the
fact that x 7→ x · V¯ (x) is increasing in x.
We also have ‖Wi,0(f) − EWi,0(f)‖∞ ≤ 2‖f‖2∞ ≤ 2M2 and ‖Wi,0(f) − EWi,0(f)‖1 ≤
2‖Wi(f)‖1. Thus by Lemma 8.3, (8.47),
1√
n
EA3 ≤ Emax
f∈F
∣∣∣ 1
n
n∑
i=1
(Wi,0(f)− EWi,0(f))
∣∣∣
≤ 2c1
(
sup
f∈F
1
n
n∑
i=1
‖Wi(f)‖1 + M
2H
n
)
≤ 2c1
(
sup
f∈F
‖f‖22,n +
M2H
n
)
.(8.52)
and thus
Finally, it holds that
1√
n
EA1 ≤
∞∑
j=q
E sup
f∈F
∣∣∣ 1
n
n∑
i=1
(Wi,j+1(f)−Wi,j(f))
∣∣∣
≤
∞∑
j=q
1
n
n∑
i=1
∥∥ sup
f∈F
|Wi,j+1(f)−Wi,j(f)|
∥∥
1
.
Since |Wi,j+1(f)−Wi,j(f)| = |E[Wi(f)∗∗(i−j) −Wi(f)∗∗(i−j+1)|Gi]| ≤ E[|Wi(f)∗∗(i−j) −
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Wi(f)
∗∗(i−j+1)| |Gi] (cf. (8.11) for the introduced notation), we have∥∥ sup
f∈F
|Wi,j+1(f)−Wi,j(f)|
∥∥
1
≤
∥∥E[max
f∈F
|Wi(f)∗∗(i−j) −Wi(f)∗∗(i−j+1)| |Gi]
∥∥
1
≤ ∥∥ sup
f∈F
|Wi(f)∗∗(i−j) −Wi(f)∗∗(i−j+1)|
∥∥
1
=
∥∥ sup
f∈F
|Wi(f)−Wi(f)∗(i−j)|
∥∥
1
≤ D∞n (
i
n
)2C∆∆(j), (8.53)
which shows that
1√
n
EA1 ≤ (D∞n )2C∆β(q). (8.54)
Collecting the upper bounds (8.50), (8.51), (8.52) and (8.54), we obtain that
Emax
f∈F
∣∣∣ 1
n
SWn (f)
∣∣∣ ≤ (4c1 + 1) · [ sup
f∈F
[‖f‖2,nV (f)]+ (D∞n )2C∆β(q) + qM2Hn
]
. (8.55)
By (8.31), V (f) ≤ σ implies ‖f‖22,n ≤ Dnr( δDn )‖f‖2,n and thus
‖f‖2,n ≤ Dnr( σ
Dn
),
thus
sup
f∈F
[‖f‖2,nV (f)] ≤ Dnr( σ
Dn
)σ. (8.56)
Inserting (8.56) into (8.55) yields the first assertion (4.1) of the lemma.
We now show (4.2) with a case distinction. We abbreviate q∗ = q∗( M
2H
n(D∞n )2C∆
). If q∗Hn ≤ 1,
we have q∗ ∈ {1, ..., n} and thus
P ≤ c
(
Dnr(
σ
Dn
)σ + (D∞n )
2C∆β(q
∗) + q∗
M2H
n
)
≤ 2c
(
Dnr(
σ
Dn
)σ + q∗
M2H
n
)
= 2c
(
Dnr(
σ
Dn
)σ +M2 ·min
{
q∗
H
n
, 1
})
. (8.57)
If q∗Hn ≥ 1, choose q0 = ⌊ nH ⌋ ≤ nH . By simply bounding each summand with M2, we
have
Emax
f∈F
∣∣∣ 1
n
Sn(f)
∣∣∣ ≤ M2 ≤ c(Dnr( σ
Dn
)σ +M2
)
≤ 2c
(
Dnr(
σ
Dn
)σ +M2 ·min
{
q∗
H
n
, 1
})
. (8.58)
holds. Putting the two bounds (8.57) and (8.58) together, we obtain the result (4.2).
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The following lemma is an auxiliary result to prove Corollary 4.3 and Lemma 4.5.
Lemma 8.4. Let F be some finite class of functions. Let R > 0 be arbitrary and assume
that supf∈F ‖f‖∞ ≤M . Then there exists a universal constant c > 0 such that
Emax
f∈F
∣∣G(1)n (f)∣∣1{Rn(f)2≤R2} ≤ c{R√H + MH√n
}
, (8.59)
where H is defined by (1.5).
Proof of Lemma 8.4. By Theorem 3.3 in [19], it holds for x, a > 0 and a measurable
function f that
P
(∣∣G(1)n (f)∣∣ ≥ x,Rn(f)2 ≤ R2) ≤ 2 exp(− 12 x
2
R2 + 2‖f‖∞x
3
√
n
)
)
.
Using standard arguments (cf. the proof of Lemma 19.33 in [22]), we obtain (8.59).
Proof of Corollary 4.3. Let Q ≥ 1, and σ := supn∈N supf∈F V (f) <∞. Put
Mn =
√
n√
H
r
(σQ1/2
D∞n
)
D
∞
n .
Let F (z, u) := D∞n (u) · F¯ (z, u), (recall F¯ = supf∈F f¯). Then
P
(
max
f∈F
|Gn(f)| > Q
√
H
)
≤ P
(
max
f∈F
|Gn(f)| > Q
√
H, sup
i=1,...,n
F (Zi,
i
n
) ≤Mn
)
+P
(
sup
i=1,...,n
F (Zi,
i
n
) > Mn
)
≤ P
(
max
f∈F
|Gn(ϕ∧Mn(f))| >
Q
√
H
2
)
+P
( 1√
n
max
f∈F
∣∣ n∑
i=1
E[f(Zi,
i
n
)1{|f(Zi, in )|>Mn}]
∣∣ > Q
√
H
2
)
+P
(
sup
i=1,...,n
F (Zi,
i
n
) > Mn
)
. (8.60)
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For the first summand in (8.60), we use the decomposition
P
(
max
f∈F
|Gn(ϕ∧Mn(f))| >
Q
√
H
2
)
≤ P
(
max
f∈F
|G(1)n (ϕ∧Mn(f))| >
Q
√
H
4
)
+ P
(
max
f∈F
|G(2)n (ϕ∧Mn(f))| >
Q
√
H
4
)
≤ P
(
max
f∈F
|G(1)n (ϕ∧Mn(f))| >
Q
√
H
4
,max
f∈F
Rn(ϕ
∧
Mn(f))
2 ≤ σ2
)
+P
(
max
f∈F
Rn(ϕ
∧
Mn(f)) > σ
2
)
+P
(
max
f∈F
|G(2)n (ϕ∧Mn(f))| >
Q
√
H
4
)
. (8.61)
We now discuss the three terms separately. By Lemma 8.4, we have
P
(
max
f∈F
|G(1)n (ϕ∧Mn(f))| >
Q
√
H
4
,max
f∈F
Rn(ϕ
∧
Mn(f))
2 ≤ Q3/2σ2
)
≤ 4c
Q
√
H
[
σQ3/4
√
H +
MnH√
n
]
≤ 4c
Q
√
H
[
σQ3/4
√
H + σ
√
HQ1/2
]
≤ 8c
Q1/4
.
By Lemma 4.2 and (8.63),
P
(
max
f∈F
Rn(ϕ
∧
Mn(f))
2 > Q3/2σ2
)
≤ 2c
σ2Q3/2
[
Dnr(
σ
Dn
)σ + q∗
( M2H
n(D∞n )2C∆
)M2H
n
]
≤ 2c
σ2Q3/2
[
σ2 + q∗
(r(σQ1/2
D∞n
)2
C∆
)
r(
σQ1/2
D∞n
)2(D∞n )
2
]
≤ 2c
σ2Q3/2
[
σ2 + q∗
(
C−1∆ C
−2
β
) · [q∗(r(σQ1/2
D∞n
)
)
r(
σQ1/2
D∞n
)
]2
(D∞n )
2
]
≤ 2c
σ2Q3/2
[
σ2 + q∗
(
C−1∆ C
−2
β
)
σ2Q
]
|
≤ 2c
Q1/2
[
1 + q∗
(
C−1∆ C
−2
β
)]
.
By Theorem 3.2 applied to Wi(f) = E[f(Zi,
i
n )|Gi−1],
P
(
max
f∈F
|G(2)n (ϕ∧Mn(f))| >
Q
√
H
4
)
≤ 8c
Q
√
H
·
[
σ
√
H + q∗
(
r(
σQ1/2
D∞n
)
)
r(
σQ1/2
D∞n
)D∞n
]
≤ 8c
Q
√
H
[
σ
√
H + σQ1/2
√
H
] ≤ 16cσ
Q1/2
.
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Inserting the upper bounds into (8.61), we obtain
P
(
max
f∈F
|Gn(ϕ∧Mn(f))| >
Q
√
H
2
)
≤ 8c
Q1/4
+
2c
Q1/2
[
1 + q∗
(
C−1∆ C
−2
β
)]
+
16cσ
Q1/2
→ 0
for Q→∞. The second and third summand in (8.60) were already discussed in the proof
of Corollary 3.3 ((8.25) and (8.26) therein; note especially that we only need there that
‖F¯ (Zi, in )‖ν2 ≤ CF¯ ,n instead of C∆ which is part of the assumptions), and converge to 0
for Q→∞ under the given assumptions.
Proof of Lemma 4.5. By Lemma 8.4 and since r(a) ≤ a (cf. Lemma 3.6(i)),
Emax
f∈F
∣∣G(1)n (f)∣∣1{Rn(f)≤2δψ(δ)} ≤ c{2ψ(δ)δ√H(k) + m(n, δ, k)H(k)√n
}
≤ 2c · [ψ(δ) · δ + D∞n r( δ
Dn
)
]√
H(k)
≤ 2c · (1 + D
∞
n
Dn
) · ψ(δ)δ
√
H(k),
which shows (4.4).
By (8.31), ‖f‖22,n ≤ Dnr( δDn )‖f‖2,n and thus ‖f‖2,n ≤ Dnr( δDn ). Note that due to r(a) ≤
a,
ERn(f)
2 =
1
n
n∑
i=1
E[f(Zi,
i
n
)2] ≤ ‖f‖22,n ≤ (Dnr(
δ
Dn
))2 ≤ δ2. (8.62)
Recall that βnorm(q) =
β(q)
q . By Assumption 2.10, we have that for any x1, x2 > 0,
q˜ = q∗(x1)q∗(x2) satisfies
βnorm(q˜) ≤ Cββnorm(q∗(x1))βnorm(q∗(x2)) ≤ Cβx1x2.
Thus, by definition of q∗,
q∗(Cβx1x2) ≤ q∗(x1)q∗(x2). (8.63)
We obtain that
q∗
(
r(
δ
Dn
)2
1
C∆
)
≤ q∗
(
r(
δ
Dn
)
)2
q∗
(
C−1∆ C
−2
β
)
. (8.64)
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By (8.62), Markov’s inequality, Lemma 4.2 and (8.64),
P
(
sup
f∈F
Rn(f)
2 > 2ψ(δ)2δ2
)
≤ P
(
sup
f∈F
|Rn(f)2 − ERn(f)2| > ψ(δ)2δ2
)
≤ 2c
ψ(δ)2δ2
·
[
Dnr(
δ
Dn
)δ + q∗
(
r(
δ
Dn
)2
1
C∆
)
r(
δ
Dn
)2(D∞n )
2
]
≤ 2c
ψ(δ)2δ2
·
[
δ2 +
[
q∗
(
r(
δ
Dn
)
)
r(
δ
Dn
)
]2
q∗
(
C−1∆ C
−2
β
)
(D∞n )
2
]
≤ 2c
ψ(δ)2δ2
·
[
δ2 + δ2q∗
(
C−1∆ C
−2
β
)
(
D∞n
Dn
)2
]
≤ 2c(1 + q
∗(C−1∆ C−2β )(D∞nDn )2)
ψ(δ)2
,
which shows (4.5).
Proof of Theorem 4.6. In the following, we abbreviate H(δ) = H(δ,F , V ) and N(δ) =
N(δ,F , V ).
We use exactly the same setup as in the proof of Theorem 3.7, that is, we choose δ0 = σ
and δj = 2
−jδ0, and
mj =
1
2
m(n, δj , Nj+1),
as well as Mn =
1
2m0. We then use
E sup
f∈F
∣∣∣G(1)n (f)∣∣∣ ≤ E sup
f∈F(Mn)
∣∣∣G(1)n (f)∣∣∣+ 1√n
n∑
i=1
E
[
F (Zi)1{F (Zi)>Mn}
]
, (8.65)
where F(Mn) := {ϕ∧Mn(f) : f ∈ F}.
As in the proof of Theorem 3.7, we construct a nested sequence of partitions (Fjk)k=1,...,Nj ,
j ∈ N of F(Mn) (where Nj := N(δ0) · ... ·N(δj)), and a sequence ∆jk of measurable func-
tions such that
sup
f,g∈Fjk
|f − g| ≤ ∆jk, V (∆jk) ≤ δj .
In each Fjk, we fix some fjk ∈ F , and define πjf := fj,ψjf where ψjf := min{i ∈
{1, ..., Nj} : f ∈ Fji}, and put ∆jf := ∆j,ψjf , and
I(σ) :=
∫ σ
0
ψ(ε)
√
1 ∨H(ε,F , V )dε,
as well as
τ := min
{
j ≥ 0 : δj ≤ I(σ)√
n
}
∨ 1. (8.66)
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For functions f, g with |f | ≤ g, it holds that
|G(1)n (f)| ≤ |G(1)n (g)|+ 2
√
n · 1
n
n∑
i=1
E[g(Zi,
i
n
)|Gi−1]
≤ |G(1)n (g)|+ 2|G(2)n (g)|+ 2
√
n · 1
n
n∑
i=1
E[g(Zi,
i
n
)]
≤ |G(1)n (g)|+ 2|G(2)n (g)|+ 2
√
n‖g‖1,n.
By (3.7) and (3.8) (applied to Wi(f) = f(Zi,
i
n ) − E[f(Zi, in )|Gi−1] ) and the fact that
‖f − π0f‖∞ ≤ 2Mn ≤ m0, we have the decomposition
sup
f∈F
|G(1)n (f)| ≤ sup
f∈F
|G(1)n (π0f)|
+ sup
f∈F
|G(1)n (ϕ∧mτ (f − πτf))|+
τ−1∑
j=0
sup
f∈F
∣∣∣G(1)n (ϕ∧mj−mj+1(πj+1f − πjf))∣∣∣
+
τ−1∑
j=0
sup
f∈F
|G(1)n (R(j))|
≤ sup
f∈F
|G(1)n (π0f)|
+
{
sup
f∈F
|G(1)n (ϕ∧mτ (∆τf))|+ 2 sup
f∈F
|G(2)n (ϕ∧mτ (∆τf))|
+2
√
n sup
f∈F
‖∆τf‖1,n
}
+
τ−1∑
j=0
sup
f∈F
∣∣∣G(1)n (ϕ∧mj−mj+1(πj+1f − πjf))∣∣∣
+
τ−1∑
j=0
{
sup
f∈F
∣∣∣G(1)n (min {∣∣ϕ∨mj+1(∆j+1f)∣∣, 2mj})∣∣∣
+2 sup
f∈F
∣∣∣G(2)n (min{∣∣ϕ∨mj+1(∆j+1f)∣∣, 2mj})∣∣∣
+2
√
n sup
f∈F
‖∆j+1f1{∆j+1f>mj+1}‖1,n
}
+
τ−1∑
j=0
{
sup
f∈F
∣∣∣G(1)n (min {∣∣ϕ∨mj−mj+1(∆jf)∣∣, 2mj})∣∣∣
+2 sup
f∈F
∣∣∣G(2)n (min{∣∣ϕ∨mj−mj+1(∆jf)∣∣, 2mj})∣∣∣
+2
√
n sup
f∈F
‖∆jf1{∆jf>mj−mj+1}‖1,n
}
(8.67)
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We have for f ∈ F(Mn):
π0f = ϕ
∧
2Mn(π0f),
ϕ∧mτ (∆τf) ≤ min{∆τf, 2mτ},
ϕ∧mj−mj−1(πj+1f − πjf) ≤ min{∆jf, 2mj},
min{ϕ∨mj+1(∆j+1f), 2mj} ≤ min{∆jf, 2mj},
min{ϕ∨mj−mj+1(∆jf), 2mj} ≤ min{∆jf, 2mj}. (8.68)
We therefore define the event
Ωn := { sup
f∈F(Mn)
Rn(ϕ
∧
2Mn(π0f)) ≤ 2σψ(σ)}
∩
τ⋂
j=1
{
sup
f∈F(Mn)
Rn(min{∆jf, 2mj}) ≤ 2δjψ(δj)
}
.
From (8.67) and (8.68), we obtain
sup
f∈F(Mn)
|G(1)n (f)|1Ωn
≤ sup
f∈F(Mn)
|G(1)n (π0f)|1{supf∈F(Mn) Rn(pi0f)≤2σψ(σ)}
+
{
sup
f∈F
|G(1)n (ϕ∧mτ (∆τf))|
×1{supf∈F(Mn) Rn(min{∆τf,2mτ})≤2δτψ(δτ )} + 2R2
}
+
τ−1∑
j=0
sup
f∈F
∣∣∣G(1)n (ϕ∧mj−mj+1(πj+1f − πjf))∣∣∣
×1{supf∈F(Mn) Rn(min{∆jf,2mj})≤2δjψ(δj)}
+
τ−1∑
j=0
sup
f∈F
∣∣∣G(1)n (min {∣∣ϕ∨mj+1(∆j+1f)∣∣, 2mj})∣∣∣
×1{supf∈F(Mn) Rn(min{∆jf,2mj})≤2δjψ(δj)} + 2R4
+
τ−1∑
j=0
sup
f∈F
∣∣∣G(1)n (min {∣∣ϕ∨mj−mj+1(∆jf)∣∣, 2mj})∣∣∣
×1{supf∈F(Mn) Rn(min{∆jf,2mj})≤2δjψ(δj)} + 2R5
=: R˜1 + {R˜2 + 2R2}+ R˜3 + {R˜4 + 2R4}+ {R˜5 + 2R5}. (8.69)
We now discuss the terms R˜i, i = 1, ..., 5 separately. The terms Ri, i ∈ {2, 4, 5} were
already discussed in the proof of Theorem 3.7. Put
C˜n := 2c(1 +
D∞n
Dn
),
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where c is from Lemma 3.6.
• Since |{π0f : f ∈ F(Mn)}| ≤ N(δ0), ‖π0f‖∞ ≤ Mn ≤ m(n, δ0,N(δ1)), we have by
Lemma 4.5:
ER˜1 = E sup
f∈F(Mn)
|G(1)n (π0f)|1{supf∈F(Mn) Rn(pi0f)≤2δ0ψ(δ0)} ≤ C˜nψ(δ0)δ0
√
1 ∨ logN(δ1).
• It holds that |{ϕ∧mτ (∆τf) : f ∈ F(Mn)}| ≤ Nτ . If g := ϕ∧mτ (∆τf), then ‖g‖∞ ≤
mτ ≤ m(n, δτ , Nτ+1). We conclude by Lemma 4.5:
ER˜2 ≤ E sup
f∈F
|G(1)n (ϕ∧mτ (∆τf))|
×1{supf∈F(Mn) Rn(min{∆τf,2mτ})≤2δτψ(δτ )}
≤ C˜nψ(δτ )δτ ·
√
1 ∨ logNτ+1.
• Since the partitions are nested, it holds that |{ϕ∧mj−mj+1(πj+1f − πjf) : f ∈
F(Mn)}| ≤ Nj+1. If g := ϕ∧mj−mj+1(πj+1f − πjf), we have ‖g‖∞ ≤ mj −mj+1 ≤
mj ≤ m(n, δj , Nj+1). We conclude by Lemma 4.5:
ER˜3 ≤
τ−1∑
j=0
E sup
f∈F
∣∣∣G(1)n (ϕ∧mj−mj+1(πj+1f − πjf))∣∣∣
×1{supf∈F(Mn) Rn(min{∆jf,2mj})≤2δjψ(δj)}
≤ C˜n
τ−1∑
j=0
ψ(δj)δj
√
1 ∨ logNj+1.
• It holds that |{min{ϕ∨mj+1(∆j+1f), 2mj} : f ∈ F(Mn)}| ≤ Nj+1. If g := min{ϕ∨mj+1(∆j+1f), 2mj},
we have ‖g‖∞ ≤ 2mj = m(n, δj, Nj+1). We conclude by Lemma 4.5:
ER˜4 ≤
τ−1∑
j=0
E sup
f∈F
∣∣∣G(1)n (min{∣∣ϕ∨mj+1(∆j+1f)∣∣, 2mj})∣∣∣
×1{supf∈F(Mn) Rn(min{∆jf,2mj})≤2δjψ(δj)}
≤ C˜n
τ−1∑
j=0
ψ(δj)δj
√
1 ∨ logNj+1.
• It holds that |{min{ϕ∨mj−mj+1(∆jf), 2mj} : f ∈ F(Mn)}| ≤ Nj+1. If g := min{ϕ∨mj−mj+1(∆jf), 2mj},
we have ‖g‖∞ ≤ 2mj = m(n, δj, Nj+1). We conclude by Lemma 4.5 that:
ER˜5 ≤
τ−1∑
j=0
E sup
f∈F
∣∣∣G(1)n (min{∣∣ϕ∨mj−mj+1(∆jf)∣∣, 2mj})∣∣∣
×1{supf∈F(Mn) Rn(min{∆jf,2mj})≤2δjψ(δj)}
≤ C˜n
τ−1∑
j=0
ψ(δj)δj ·
√
1 ∨ logNj+1.
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Inserting the bounds for ER˜i, i = 1, ..., 5 and the bounds for Ri, i ∈ {2, 4, 5} from the
proof of Theorem 3.7 into (8.69), we obtain that with some universal constant c˜ > 0,
E sup
f∈F(Mn)
∣∣∣G(1)n (f)∣∣∣1Ωn ≤ c˜(1 + D∞n
Dn
+
Dn
D∞n
)
[ τ+1∑
j=0
ψ(δj)δj
√
1 ∨ logNj+1 + I(σ)
]
. (8.70)
Note that ∞∑
j=k
δjψ(δj) ≤ 2
∞∑
j=k
∫ δj
δj+1
ψ(δj)dx ≤ 2
∫ δk
0
ψ(x)dx.
By partial integration, it is easy to see that there exists some universal constant cψ > 0
such that ∣∣ ∫ δk
0
ψ(x)dx
∣∣ ≤ cψδkψ(δk), (8.71)
thus ∞∑
j=k
δjψ(δj) ≤ 2cψδkψ(δk). (8.72)
Using (8.72), we can argue as in the proof of Theorem 3.7 (see (8.40), (8.41) and (8.42)
therein) that there exists some universal constant c˜2 > 0 such that
∞∑
j=0
ψ(δj)δj
√
1 ∨ logNj+1 ≤ c˜2I(σ).
Insertion of the results into (8.70) yields
E sup
f∈F(Mn)
∣∣G(1)n (f)∣∣1Ωn ≤ c˜ · (3c˜2 + 1)(1 + D∞n
Dn
+
Dn
D∞n
)I(σ). (8.73)
Discussion of the event Ωn: We have
P(Ωcn) ≤ P
(
sup
f∈F(Mn)
Rn(ϕ
∧
2Mn(π0f)) > 2ψ(σ)σ
)
+
τ+1∑
j=1
P
(
sup
f∈F(Mn)
Rn(min{∆jf, 2mj}) > 2ψ(δj)δj
)
=: R◦1 +R
◦
2. (8.74)
We now discuss R◦i , i = 1, 2. Put
C◦n := 2c
{
1 + q∗
(
C−1∆ C
−2
β
)(D∞n
Dn
)2}
,
where c is from Lemma 4.5.
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• Since |{ϕ∧2Mn(π0f) : f ∈ F(Mn)}| ≤ N(δ0) = N(σ), ‖ϕ∧2Mn(π0f)‖∞ ≤ 2Mn ≤
m(n, σ,N(σ)) and V (ϕ∧2Mn(π0f)) ≤ V (π0f) ≤ σ, we have by Lemma 4.5:
R◦1 ≤
C◦n
ψ(σ)2
.
• It holds that |{min{∆jf, 2mj} : f ∈ F(Mn)}| ≤ Nj+1. We have ‖min{∆jf, 2mj}‖∞ ≤
2mj = m(n, δj, Nj+1) and V (min{∆jf, 2mj}) ≤ V (∆jf) ≤ δj. We conclude by
Lemma 4.5 that:
R◦3 ≤ C◦n
τ+1∑
j=0
1
ψ(δj)2
.
Inserting the bounds for R◦i , i = 1, 2 into (8.74) yields
P(Ωcn) ≤ 2C◦n
∞∑
j=0
1
ψ(δj)2
. (8.75)
We now have ∞∑
j=0
1
ψ(δj)2
≤ 2
∫ σ
0
1
εψ(ε)2
dε =
2
log(log(σ))
.
We conclude that for each η > 0,
P
(
sup
f∈F
|G(1)n (f)| > η
)
≤ P
(
sup
f∈F
|G(1)n (f)| > η,Ωn
)
+ P(Ωcn)
≤ 1
η
E sup
f∈F
|G(1)n (f)|1Ωn + P(Ωcn).
Insertion of (8.65), (8.73) and (8.75) gives the result.
Proof of Corollary 4.11. Define F˜ as in Corollary 3.11. We obtain
P
(
sup
V (f−g)≤σ, f,g∈F
|Gn(f)−Gn(g)| ≥ η
)
≤ P
(
sup
V (f˜)≤σ, f˜∈F˜
|G(1)n (f˜)| ≥
η
2
)
+ P
(
sup
V (f˜)≤σ, f˜∈F˜
|G(2)n (f˜)| ≥
η
2
)
. (8.76)
Now let F (z, u) := 2D∞n (u) · F¯ (z, u), where F¯ is from Assumption 4.9. Then obviously,
F is an envelope function of F˜ .
We now discuss the second summand on the right hand side in (8.76). By Markov’s
inequality and Theorem 3.7 applied to Wi(f) = E[f(Zi,
i
n )|Gi−1], we obtain as in the
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proof of Corollary 3.11 that
P
(
sup
V (f˜)≤σ, f˜∈F˜
|G(2)n (f˜)| ≥
η
2
)
≤ c˜
(η/2)
[
2
√
2(1 +
D∞n
Dn
+
Dn
D∞n
)
∫ σ/2
0
√
1 ∨H(u,F , V )du
+
4
√
1 ∨H(σ2 )
r( σ
Dn
)
∥∥F 21{F> 14n1/2 r(σ)√
1∨H( σ
2
)
}
∥∥
1,n
]
. (8.77)
The first summand in (8.77) converges to 0 for σ → 0 (uniformly in n) since
sup
n∈N
∫ σ/2
0
√
1 ∨H(u,F , V )du ≤ sup
n∈N
∫ σ
0
ψ(ε)
√
1 ∨H(ε,F , V )dε <∞.
We now discuss the second summand in (8.77). The continuity conditions from Assump-
tion 4.9 on F¯ yield as in the proof of Lemma 8.9(ii) that for all u, u1, u2, v1, v2 ∈ [0, 1],
‖F¯ (Zi, u)− F¯ (Z˜i( i
n
), u)‖2 ≤ Ccont · n−αs/2, (8.78)
‖F¯ (Zi(v1), u1)− F¯ (Z˜i(v2), v2)‖2 ≤ Ccont ·
(|v1 − v2|αs/2 + |u1 − u2|αs). (8.79)
As in the proof of Corollary 3.11, we now obtain with (8.78) and (8.79) that∥∥F 21{F> 14n1/2 r(σ)√
1∨H( σ
2
)
}
∥∥
1,n
→ 0 (8.80)
for n→∞, which shows that (8.77) converges to 0 for σ → 0, n→∞.
We now consider the first term in (8.76). By Theorem 4.6, we have with some universal
constant c > 0 that
P
(
sup
V (f˜)≤σ, f˜∈F˜
|G(1)n (f˜)| ≥
η
2
)
≤ 2
η
[
c
(
1 +
D∞n
Dn
+
Dn
D∞n
)
·
∫ σ
0
ψ(ε)
√
1 ∨H(ε, F˜ , V ) dε
+
4
√
1 ∨H(σ2 )
r( σ
Dn
)
∥∥F 21{F> 14m(n,σ,N(σ2 ))}∥∥1
]
+c
(
1 + q∗
(
C−1∆ C
−2
β
)(D∞n
Dn
)2)∫ σ
0
1
εψ(ε)2
dε. (8.81)
For the first summand in (8.81), note that by (8.43),∫ σ
0
ψ(ε)
√
1 ∨H(ε, F˜ , V )dε
≤ 2
√
2
∫ σ/2
0
ψ(2ε)
√
1 ∨H(ε,F , V )dε ≤ 2
√
2
∫ σ/2
0
ψ(ε)
√
1 ∨H(ε,F , V )dε.
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Together with (4.9) and the uniform boundedness of Dn,D
∞
n , we obtain that the first
summand in (8.81) converges to 0 for σ → 0 (uniformly in n).
The third summand in (8.81) converges to 0 for σ → 0 (uniformly in n) since ∫∞0 εψ(ε)2dε <∞ and by the uniform boundedness of Dn,D∞n .
The second summand in (8.81) converges to 0 for n→∞ by (8.80).
8.5. A general central limit theorem
The following central limit theorem is formulated for a more general structure of Df,n(·)
than in Theorem 3.13. We formulate the conditions on Df,n(·) in the following Assump-
tion 8.5.
Assumption 8.5. For f ∈ F , let D∞f,n := supi=1,...,nDf,n( in ). There exists a sequence
hn > 0 and v ∈ [0, 1] such that for all u ∈ [0, 1], |v − u| > hn implies Df,n(u) = 0.
For all f ∈ F ,
sup
n∈N
(h1/2n ·D∞f,n) <∞, sup
n∈N
1
n
n∑
i=1
Df,n(
i
n
)2 <∞, D
∞
f,n√
n
→ 0,
and
Df,n(·)
D∞f,n
has bounded variation uniformly in n.
We obtain the following central limit theorem.
Theorem 8.6. Let F satisfy Assumptions 3.9, 3.10 and 8.5. Suppose that either As-
sumption 2.5 or Assumptions 2.8, 4.9 hold. Let m ∈ N and f1, ..., fm ∈ F .
Suppose that either
• Case K = 1: The mapping u 7→ E[E[f¯k(Z˜j1(u), u)|G0] · E[f¯l(Z˜j2(u), u)|G0]] has
bounded variation for all j1, j2 ∈ N0, k, l ∈ {1, ...,m} and the limit
Σ
(1)
kl := limn→∞
∫ 1
0
Dfk,n(u)Dfl,n(u) ·
∑
j∈Z
Cov(fk(Z˜0(u), u), fl(Z˜j(u), u))du
exists for all k, l ∈ {1, ...,m}.
• Case K = 2: hn → 0, and the limit
Σ
(2)
kl := limn→∞
∫ 1
0
Dfk,n(u)Dfl,n(u)du ·
∑
j∈Z
Cov(fk(Z˜0(v), v), fl(Z˜j(v), v))
exists for all k, l ∈ {1, ...,m}.
74
Let Σ(K) = (Σ
(K)
kl )k,l=1,...,m. Then
1√
n
n∑
i=1
{


f1(Zi,
i
n )
...
fm(Zi,
i
n )


− E


f1(Zi,
i
n )
...
fm(Zi,
i
n )


}
d→ N(0,Σ(K)),
Proof of Theorem 8.6. Denote Wi(f) := f(Zi,
i
n ) and Wi := (Wi(f1), ...,Wi(fm))
′.
Let a = (a1, ..., am)
′ ∈ Rm\{0}. We use the decomposition
1√
n
n∑
i=1
a′(Wi − EWi) =
∞∑
j=0
1√
n
n∑
i=1
a′Pi−jWi.
For fixed J ∈ N ∪ {∞}, put
(Sn(J))k=1,...,m := Sn(J) :=
J−1∑
j=0
1√
n
n∑
i=1
Pi−jWi.
Then, since Pi−jWi(fk), i = 1, ..., n is a martingale difference sequence and by Lemma
8.9(i),
‖Sn(∞)k − Sn(J)k‖2 ≤
∞∑
j=J
∥∥ 1√
n
n∑
i=1
Pi−jWi(fk)
∥∥
2
=
∞∑
j=J
( 1
n
n∑
i=1
‖Pi−jWi(fk)‖22
)1/2
≤
( 1
n
n∑
i=1
Dfk,2,n(
i
n
)2
)1/2
·
∞∑
j=J
∆(j),
thus
lim sup
J,n→∞
‖Sn(∞)k−Sn(J)k‖2 ≤ sup
n∈N
( 1
n
n∑
i=1
Dfk,2,n(
i
n
)2
)1/2
·lim sup
J→∞
∞∑
j=J
∆(j) = 0. (8.82)
Define
(S◦n(J)k)k=1,...,m := S
◦
n(J) :=
1√
n
n−J+1∑
i=1
J−1∑
j=0
PiWi+j .
Then we have
‖S◦n(J)k − Sn(J)k‖2 ≤
J−1∑
j=0
‖ 1√
n
j∑
i=1
Pi−jWi(fk)‖2 + 1√
n
J−1∑
j=0
‖
n∑
i=n−J+j+1
Pi−jWi(fk)‖2
≤ 2J
2
√
n
· sup
i=1,...,n+j
‖Pi−jWi(fk)‖2
≤ 2J
2
√
n
· sup
i=1,...,n+j
‖fk(Zi, i
n
)‖2.
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By Lemma 8.9(i),
sup
i=1,...,n+j
‖fk(Zi, i
n
)‖2 ≤ C∆,2 ·D2,n( i
n
),
which gives
lim
n→∞
‖S◦n(J)k − Sn(J)k‖2 = 0. (8.83)
Stationary approximation: Put S˜◦n(J) = (S˜
◦
n(J)k)k=1,...,m, where
S˜◦n(J)k :=
1√
n
n−J+1∑
i=1
J−1∑
j=0
Pifk(Z˜i+j(
i
n
),
i
n
).
Then we have
‖S◦n(J)k − S˜◦n(J)k‖2
≤
J−1∑
j=0
( 1
n
n−J+1∑
i=1
∥∥∥Pifk(Zi+j , i+ j
n
)− Pifk(Z˜i+j( i
n
),
i
n
)
∥∥∥2
2
)1/2
.
For each j, k, it holds that
1
n
n−J+1∑
i=1
‖Pifk(Zi+j , i+ j
n
)− Pifk(Z˜i+j( i
n
),
i
n
)‖22
≤ 2
n
n−J+1∑
i=1
(
Dfk,n(
i + j
n
)−Dfk,n(
i
n
)
)2
· sup
i
‖f¯(Zi+j , i+ j
n
)‖22
+
2
n
n−J+1∑
i=1
Df,n(
i
n
)2 · sup
i
∥∥∥f¯k(Zi+j , i+ j
n
)− f¯k(Z˜i+j( i
n
),
i
n
)]‖22.
By Lemma 8.9, we have supi ‖f¯(Zi+j , i+jn )‖22 < ∞. Since 1√nDfk,n(·) has bounded vari-
ation uniformly in n,
1
n
n−J+1∑
i=1
(
Dfk,n(
i + j
n
)−Dfk,n(
i
n
)
)2
≤ sup
i=1,...,n
1√
n
Dfk,n(
i
n
)· 1√
n
n−J+1∑
i=1
∣∣∣Dfk,n( i+ jn )−Dfk,n( in )
∣∣∣→ 0.
By Lemma 8.9(ii),
sup
i
∥∥∥f¯k(Zi+j , i+ j
n
)− f¯k(Z˜i+j( i
n
),
i
n
)
∥∥∥
2
→ 0.
We therefore obtain
‖S◦n(J)k − S˜◦n(J)k‖2 → 0. (8.84)
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Note that
Mi,k :=
1√
n
J∑
j=0
Pifk(Z˜i+j(
i
n
),
i
n
), i = 1, ..., n
is a martingale difference sequence with respect to Gi−1, and
S˜◦n(J)k =
n−J+1∑
i=1
Mi,k.
We can therefore apply a central limit theorem for martingale difference sequences to
a′S˜◦n(J) =
∑n−J+1
i=1 (
∑m
k=1 akMi,k).
The Lindeberg condition: Let ς > 0. Iterated application of Lemma 8.7(i) yields that
there are constants c1, c2 > 0 only depending on m,J such that
n−J+1∑
i=1
E[(
m∑
k=1
akMi,k)
2
1{|∑mk=1 akMi,k|>ς
√
n}]
≤ c1
∑
l=0,1
J−1∑
j=0
m∑
k=1
|ak|2 · 1
n
n−J∑
i=1
E
[
E[fk(Z˜i+j(
i
n
),
i
n
)|Gi−l]21{|E[fk(Z˜i+j( in ), in )|Gi−l]|>√n ςc2|a|∞ }
]
.
For each l, j, k, we have
1
n
n−J∑
i=1
E
[
E[fk(Z˜i+j(
i
n
),
i
n
)|Gi−l]21{|E[fk(Z˜i+j( in ), in )|Gi−l]|>√n ςc2|a|∞ }
]
=
1
n
n−J∑
i=1
Dfk,n(
i
n
)2E
[
E[f¯k(Z˜i(
i
n
),
i
n
)|Gi−l]21{|E[f¯k(Z˜i( in ), in )|Gi−l]|>
√
n
supi=1,...,n |Df,n( in )|
ς
c2|a|∞ }
]
=
1
n
n−J∑
i=1
Dfk,n(
i
n
)2E
[
W˜i(
i
n
)21{|W˜i( in )|>cn}
]
, (8.85)
where we have put
W˜i(u) := E[f¯k(Z˜i(u), u)|Gi−l], cn :=
√
n
supi=1,...,n |Df,n( in )|
ς
c2|a|∞ .
By Lemma 8.9(ii), W˜i(u) satisfies the assumptions (8.89) of Lemma 8.8. By assumption,
cn → ∞. With an(u) := Dfk,n(u)2, we obtain from Lemma 8.8 that (8.85) converges to
0, which shows that the Lindeberg condition is satisfied.
Convergence of the variance: We have
n−J+1∑
i=1
E[(
m∑
k=1
Mi,k)
2|Gi−1]
=
J−1∑
j1,j2=0
m∑
k1,k2=1
akal · 1
n
n−J+1∑
i=1
Dfk,n(
i
n
)Dfl,n(
i
n
) · E[Pif¯k(Z˜i+j1( in ), in ) · Pif¯l(Z˜i+j2( in ), in )|Gi−1].
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For each j1, j2, k1, k2, we define
W˜i(u) := E
[
Pif¯k(Z˜i+j1 (u), u) · Pif¯l(Z˜i+j2(u), u)|Gi−1
]
, an(u) := Dfk,n(u)Dfl,n(u).
Then
1
n
n−J+1∑
i=1
Dfk,n(
i
n
)Dfl,n(
i
n
) · E[Pif¯k(Z˜i+j1( in ), in) · Pif¯l(Z˜i+j2( in ), in )|Gi−1]
=
1
n
n−J+1∑
i=1
an(
i
n
)W˜i(
i
n
).
By Lemma 8.9(i),(ii), we have
‖W˜0(u)− W˜0(v)‖1 ≤ ‖f¯k(Z˜0(u), u)− f¯k(Z˜0(v), v)‖2 · ‖f¯l(Z˜0(u))‖2
+‖f¯l(Z˜0(u), u)− f¯l(Z˜0(v), v)‖2 · ‖f¯k(Z˜0(v))‖2
≤ 2CcontCf¯ · |u− v|ςs/2
Let An := supi=1,...,n |an( in )|. Since
Df,n(·)
D∞f,n
has bounded variation uniformly in n, it
follows that an(·)An has bounded variation uniformly in n. From
D∞f,n√
n
→ 0 we conclude
An
n → 0.
By assumption and the Cauchy-Schwarz inequality,
sup
n
[ 1
n
n∑
i=1
|an( i
n
)|
]
≤ sup
n
( 1
n
n∑
i=1
Dfk,n(
i
n
)2
)1/2
·
( 1
n
n∑
i=1
Dfl,n(
i
n
)2
)1/2
<∞.
It holds that supn(hn ·An) ≤ supn(h1/2n D∞fk,n) · supn(h
1/2
n D∞fl,n) <∞, and
|v − u| > hn ⇒ Dfk,n(u) = 0, Dfl,n(u) = 0, ⇒ an(u) = 0.
Thus, Lemma 8.8(ii) is applicable.
Case K = 1: If u 7→ E[P0f¯k(Z˜j1(u), u) · P0f¯l(Z˜j2(u), u)] has bounded variation, we have
1
n
n−J+1∑
i=1
Dfk,n(
i
n
)Dfl,n(
i
n
) · E[Pif¯k(Z˜i+j1 ( in ), in ) · Pif¯l(Z˜i+j2( in ), in)|Gi−1]
p→ lim
n→∞
∫ 1
0
Dfk,n(u)Dfl,n(u) · E[P0f¯k(Z˜j1(u), u) · P0f¯l(Z˜j2(u), u)]du.
and thus
n−J+1∑
i=1
E[(
m∑
k=1
Mi,k)
2|Gi−1]
p→
m∑
k,l=1
akal · lim
n→∞
∫ 1
0
Dfk,n(u)Dfl,n(u) ·
J−1∑
j1,j2=0
E[P0f¯k(Z˜j1(u), u) · P0f¯l(Z˜j2(u), u)]du
= a′Σ(1)kl (J)a
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Here, for f, g ∈ F , we have that E[P0f¯(Z˜j1(u), u) · P0g¯(Z˜j2(u), u)] can be written as
E[P0f¯(Z˜j1(u), u) · P0g¯(Z˜j2(u), u)]
= E[E[f¯ (Z˜j1(u), u)|G0]] · E[g¯(Z˜j2(u), u)|G0]]− E[E[f¯ (Z˜j1(u), u)|G−1]] · E[g¯(Z˜j2(u), u)|G−1]]
which shows that the condition stated in the assumption guarantees the bounded varia-
tion of u 7→ E[P0f¯(Z˜j1(u), u) · P0g¯(Z˜j2(u), u)].
Case K = 2: If hn → 0, then we obtain similarly
n−J+1∑
i=1
E[(
m∑
k=1
Mi,k)
2|Gi−1]
p→
m∑
k,l=1
akal · lim
n→∞
∫ 1
0
Dfk,n(u)Dfl,n(u)du ·
J−1∑
j1,j2=0
E[P0f¯k(Z˜j1(v), v) · P0f¯l(Z˜j2(v), v)]du
= a′Σ(2)kl (J)a.
By the martingale central limit theorem and (8.83), (8.84), we obtain that
a′Sn(J)
d→ N(0, a′Σ(K)kl (J)a). (8.86)
Conclusion: For K ∈ {1, 2}, we have
a′Σ(K)kl (J)a→ a′Σ(K)kl (∞)a (J →∞) (8.87)
due to ∑
j1,j2:max{j1,j2}≥J
‖P0f¯k(Z˜j1(u), u) · P0f¯l(Z˜j2(u), u)‖1
≤
∑
j1,j2:max{j1,j2}≥J
‖P0f¯k(Z˜j1(u), u)‖2‖P0f¯l(Z˜j2(u), u)‖2 → 0 (J →∞)
uniformly in n and
sup
n
∫ 1
0
|Dfk,n(u)Dfl,n(u)|du ≤ sup
n
( ∫ 1
0
Dfk,n(u)
2du
)1/2( ∫ 1
0
Dfl,n(u)
2du
)1/2
<∞.
By (8.82), (8.86), (8.87),
∑
j∈Z
Cov(f¯k(Z˜0(u), u), f¯l(Z˜j(u), u)) =
∞∑
j1,j2=0
E[P0f¯k(Z˜j1(u), u) · P0f¯l(Z˜j2(u), u)]
and the Cramer-Wold device, the assertion of the theorem follows.
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Lemma 8.7. Let c ∈ R, c > 0.
(i) For x, y ∈ R, it holds that
(x+ y)21{|x+y|>c} ≤ 8x21{|x|> c2} + 8y21{|y|> c2 }.
(ii) For random variables W, W˜ , it holds that
E[W 21{|W |>c}] ≤ 4E[(W − W˜ )2] + 4E[W˜ 21{|W˜ |> c2}].
Proof of Lemma 8.7. (i) It holds that
(x+ y)21{|x+y|>c} ≤ 2
[
x2 + y2
]
1{|x|> c2 or |y|> c2}
≤ 2[x2 + y2]{21{|x|> c2 ,|y|> c2} + 1{|x|> c2 ,|y|≤ c2 } + 1{|x|≤ c2 ,|y|> c2}}
≤ 4[x21{|x|> c2} + y21{|y|> c2}]+ 4x21{|x|> c2} + 4y21{|y|> c2}
≤ 8x21{|x|> c2} + 8y21{|y|> c2 }.
(ii) We have
E[W 21{|W |>c}] ≤ 2E[(|W | − W˜ )21{|W |>c}] + 2E[W˜ 21{|W |>c}]
≤ 2E[(W − W˜ )2] + 2E[W˜ 21{|W−W˜ |+|W˜ |>c}]. (8.88)
Furthermore, with Markov’s inequality,
E[W˜ 21{|W−W˜ |+|W˜ |>c}]
≤ E[W˜ 21{|W−W˜ |> c2}] + E[W˜
2
1{|W˜ |> c2}]
≤ ( c
2
)2P(|W − W˜ | > c
2
) + E[W˜ 21{|W−W˜ |> c2}1{|W˜ |> c2}] + E[W˜
2
1{|W˜ |> c2}]
≤ E[(W − W˜ )2] + 2E[W˜ 21{|W˜ |> c2}].
Inserting this inequality into (8.88), we obtain the assertion.
The following lemma generalizes some results from [4] using similar techniques as therein.
Lemma 8.8. Let q ∈ {1, 2}. Let W˜i(u) be a stationary sequence with
sup
u∈[0,1]
‖W˜0(u)‖q <∞, ‖W˜0(u)− W˜0(v)‖q ≤ CW |u− v|ς . (8.89)
Let an : [0, 1]→ R be some sequence of functions with lim supn→∞ 1n
∑n
i=1 |an( in )| <∞.
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(i) Let q = 2. Let cn be some sequence with cn →∞. Then
1
n
n∑
i=1
|an( i
n
)| · E[W˜i( i
n
)21{|W˜i( in )|>cn}]→ 0,
(ii) Let q = 1. Suppose that there exists hn > 0, v ∈ [0, 1] such that for all u ∈ [0, 1],
|v − u| > hn implies an(u) = 0. Put An = supi=1,...,n |an( in )| and suppose that
sup
n∈N
(hn · An) <∞, An
n
→ 0, an(·)
An
has bounded variation uniformly in n.
Suppose that the limits on the following right hand sides exist. If u 7→ EW˜0(u) has
bounded variation, then
1
n
n∑
i=1
an(
i
n
)W˜i(
i
n
)
p→ lim
n→∞
∫ 1
0
an(u)EW˜0(u)du.
If hn → 0, then
1
n
n∑
i=1
an(
i
n
)W˜i(
i
n
)
p→ lim
n→∞
∫ 1
0
an(u)du · EW˜0(v).
Proof of Lemma 8.8. Let J ∈ N be fixed and assume that n ≥ 2 · 2J . For j ∈
{1, ..., 2J}, Define Ij,J,n := {i ∈ {1, ..., n} : in ∈ ( j−12J , j2J ]}. Then (Ij,J,n)j forms a decom-
position of {1, ..., n} in the sense that ∑2Jj=1 Ij,J,n = {1, ..., n}. Since in ∈ ( j−12J , j2J ] ⇐⇒
j−1
2J ·n < i ≤ n · j−12J ≤ n2J , we conclude that n2J −1 ≤ |Ij,J,n| ≤ n2J . Thus, since n ≥ 2 ·2J ,∣∣∣Ij,J,n|
n
− 1
2J
∣∣∣ ≤ 1
n
, |Ij,J,n| ≥ 1
2
n
2J
. (8.90)
Let wi, i ∈ N be an arbitrary sequence. Then it holds that
∣∣∣ 1
n
n∑
i=1
wi − 1
2J
2J∑
j=1
1
|Ij,J,n|
∑
i∈Ij,J,n
wi
∣∣∣ ≤ 2
J∑
j=1
∣∣∣ |Ij,J,n|
n
− 1
2J
∣∣∣ · ∣∣∣ 1|Ij,J,n|
∑
i∈Ij,J,n
wi
∣∣∣
≤ 1
n
2J∑
j=1
1
|Ij,J,n|
∑
i∈Ij,J,n
|wi|
≤ 2
J
n2
n∑
i=1
|wi| (8.91)
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(i) Application of (8.91) with wi = an(
i
n )E[W˜i(
i
n )
2
1{|W˜i( in )|>cn}] yields
1
n
n∑
i=1
E[W˜i(
i
n
)21{|W˜i( in )|>cn}]
≤ 1
2J
2J∑
j=1
1
|Ij,J,n|
∑
i∈Ij,J,n
E[W˜i(
i
n
)21{|W˜i( in )|>cn}] +
2J
n
· 1
n
n∑
i=1
an(
i
n
) · sup
u
‖W˜0(u)‖22.8.92)
By Lemma 8.7(ii),
1
2J
2J∑
j=1
1
|Ij,J,n|
∑
i∈Ij,J,n
|an( i
n
)| · E[W˜i( i
n
)21{|W˜i( in )|>cn}]
≤ 1
2J
2J∑
j=1
1
|Ij,J,n|
∑
i∈Ij,J,n
|an( i
n
)| · E[W˜0( j
2J
)21{|W˜0( j
2J
)|>cn}]
+
1
2J
2J∑
j=1
1
|Ij,J,n|
∑
i∈Ij,J,n
|an( i
n
)| ·
∥∥W˜0( i
n
)− W˜0( j
2J
)
∥∥2
2
≤
[
sup
j=1,...,2J
E[W˜0(
j
2J
)21{|W˜0( j
2J
)|>cn}] + CW (2
−J)ς
]
· 1
2J
2J∑
j=1
1
|Ij,J,n|
∑
i∈Ij,J,n
|an( i
n
)|.(8.93)
By (8.90),
1
2J
2J∑
j=1
1
|Ij,J,n|
∑
i∈Ij,J,n
|an( i
n
)| ≤ 2
n
n∑
i=1
|an( i
n
)|.
By the dominated convergence theorem,
lim sup
n→∞
E[W˜0(
j
2J
)21{|W˜0( j
2J
)|>cn}].
Furthermore, lim supn→∞
2J
n · supu ‖W˜0(u)‖22 = 0. Inserting (8.93) into (8.92) and
applying lim supn→∞ and afterwards, lim supJ→∞, yields the assertion.
(ii) Since (8.89) also holds for W˜0(u) replaced by W˜0(u)− EW˜0(u), we may assume in
the following that w.l.o.g. that EW˜0(u) = 0.
By (8.91) applied to wi = a(
i
n )Wi(
i
n ), we obtain
∥∥∥ 1
n
n∑
i=1
an(
i
n
)W˜i(
i
n
)− 1
2J
2J∑
j=1
1
|Ij,J,n|
∑
i∈Ij,J,n
an(
i
n
)W˜i(
i
n
)
∥∥∥
1
≤ 2
J
n
· 1
n
n∑
i=1
|an( i
n
)| · sup
u
‖W0(u)‖1 → 0 (n→∞). (8.94)
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We furthermore have
∥∥∥ 1
2J
2J∑
j=1
1
|Ij,J,n|
∑
i∈Ij,J,n
an(
i
n
)W˜i(
i
n
)
− 1
2J
2J∑
j=1
1
|Ij,J,n|
∑
i∈Ij,J,n
an(
i
n
)W˜i(
j − 1
2J
)
∥∥∥
1
≤ 1
2J
2J∑
j=1
1
|Ij,J,n|
∑
i∈Ij,J,n
|an( i
n
)| · ∥∥W˜0( i
n
)− W˜0(j − 1
2J
)
∥∥
1
≤ 2
n
n∑
i=1
|an( i
n
)| · CW (2−J)ς . (8.95)
Fix j ∈ {1, ..., 2J}. Put uj := j−12J and, for a real-valued positive x, define [x] :=
max{k ∈ N : k > x}. By stationarity, the following equality holds in distribution:
1
|Ij,J,n|
∑
i∈Ij,J,n
an(
i
n
)W˜i(uj)
d
=
1
|Ij,J,n|
|Ij,J,n|∑
i=1
an(
i
n
+
[ujn]− 1
n
)W˜i(uj). (8.96)
Put W˜i(u)
◦ := W˜i(u)1{ in+
[ujn]−1
n ∈[rn,rn]}
. By partial summation and since an(·)An
has bounded variation Ba uniformly in n,
1
|Ij,J,n|
|Ij,J,n|∑
i=1
an(
i
n
+ [ujn]− 1)W˜i(uj)
=
1
|Ij,J,n|
|Ij,J,n|−1∑
i=1
{
an(
i
n
+ [ujn]− 1)− an( i + 1
n
+ [ujn]− 1)
} i∑
l=1
W˜l(uj)
◦
+
1
|Ij,J,n|An ·
|Ij,J,n|∑
l=1
W˜l(uj)
◦
≤ Ba + 1|Ij,J,n|An · supi=1,...,|Ij,J,n|
∣∣∣ i∑
l=1
W˜l(uj)
◦
∣∣∣ (8.97)
By stationarity, we have
sup
i=1,...,|Ij,J,n|
∣∣∣ i∑
l=1
W˜l(uj)
◦
∣∣∣
= sup
i=1,...,|Ij,J,n|
∣∣∣ i∧(⌊n(v−hn)⌋−[ujn]+1)∑
l=1∨(⌈n(v+hn)⌉−[ujn]+1)
W˜l(uj)
∣∣∣ d= sup
i=1,...,mn
∣∣∣ i∑
l=1
W˜l(uj)
∣∣∣,
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since (|Ij,J,n|∧(⌊n(v+hn)⌋−[ujn]+1))−(1∨(⌈n(v−hn)⌉−[ujn]+1)) ≤ mn := 2nhn.
By assumption, mn =
2n
An
·Anhn →∞.
By the ergodic theorem,
lim
m→∞
∣∣∣ 1
m
m∑
l=1
W˜l(uj)
∣∣∣ = 0 a.s.
and especially ( 1m
∑m
l=1 W˜l(uj))m is bounded a.s. We conclude that
1
mn
sup
i=1,...,mn
∣∣∣ i∑
l=1
W˜l(uj)
∣∣∣
≤ 1√
mn
sup
i=1,...,
√
mn
∣∣∣1
i
i∑
l=1
W˜l(uj)
∣∣∣ + sup
i=
√
mn+1,...,mn
∣∣∣1
i
i∑
l=1
W˜l(uj)
∣∣∣→ 0.
We conclude from (8.97) that
1
|Ij,J,n|
|Ij,J,n|∑
i=1
an(
i
n
+ [ujn]− 1)W˜i(uj)
≤ 2 · 2J(Ba + 1) ·An · mn
n
· 1
mn
sup
i=1,...,|Ij,J,n|
∣∣∣ i∑
l=1
W˜l(uj)
◦
∣∣∣→ 0. (8.98)
Combination of (8.94), (8.95), (8.96) and (8.98) and applying lim supn→∞ and
afterwards lim supJ→∞, we obtain
1
n
n∑
i=1
an(
i
n
)
{
W˜i(
i
n
)− EW˜0( i
n
)
} p→ 0.
If u 7→ EW˜0(u) has bounded variation, we have with some intermediate value ξi,n ∈
[ i−1n ,
i
n ],
∣∣∣ 1
n
n∑
i=1
an(
i
n
)EW˜0(
i
n
)−
∫ 1
0
an(u)EW˜0(u)du
∣∣∣
≤ 1
n
n∑
i=1
∣∣an( i
n
)EW˜0(
i
n
)− an(ξi,n)EW˜0(ξi,n)
∣∣
≤ An
n
· 1
An
n∑
i=1
|an( i
n
)− an(ξi,n)| · sup
u
‖W˜0(u)‖1
+
An
n
n∑
i=1
∣∣EW˜0( i
n
)− EW˜0(ξi,n)
∣∣→ 0.
84
If instead hn → 0, we have with some intermediate value ξi,n ∈ [ i−1n , in ],∣∣∣ 1
n
n∑
i=1
an(
i
n
)EW˜0(
i
n
)− 1
n
n∑
i=1
an(
i
n
)EW˜0(v)
∣∣∣
≤ 1
n
n∑
i=1
|an( i
n
)| · sup
|u−v|≤hn
‖W˜0(u)− W˜0(v)‖1 → 0.
Since an(·)An has bounded variation uniformly in n,∣∣∣ 1
n
n∑
i=1
an(
i
n
)−
∫ 1
0
an(u)du
∣∣∣ ≤ An
n
· 1
An
n∑
i=1
|an( i
n
)− an(ξi,n)| → 0.
Lemma 8.9. Let F satisfy Assumptions 3.9, 3.10. Suppose that either Assumption 2.5
or Assumptions 2.8, 4.9 hold. Then there exist constants Ccont > 0, Cf¯ > 0 such that for
any f ∈ F ,
(i) for any j ≥ 1,
‖Pi−jf(Zi, u)‖2 ≤ Df,n(u)∆(j),
sup
i=1,...,n
‖f(Zi, u)‖2 ≤ C∆ ·Df,n(u),
sup
i,u
‖f¯(Zi, u)‖2 ≤ Cf¯ , sup
v,u
‖f¯(Z˜0(v), u)‖2 ≤ Cf¯ .
(ii) with x = 12 ,
‖f¯(Zi, u)− f¯(Z˜i( i
n
), u)‖2 ≤ Ccont · n−ςsx, (8.99)
‖f¯(Z˜i(v1), u1)− f¯(Z˜i(v2), u2)‖2 ≤ Ccont ·
(|v1 − v2|ςsx + |u1 − u2|ςs).(8.100)
In the case that Assumption 2.5 is fulfilled, we can choose x = 1.
Proof of Lemma 8.9. (i) If Assumption 2.5 is satisfied, we have by Lemma 2.7 that
‖Pi−jf(Zi, u)‖2 ≤ ‖f(Zi, u)− f(Z∗(i−j)i , u)‖2 = δf(Z,u)2 (j) ≤ Df,n(u)∆(j).
If Assumption 2.8 is satisfied, we have by Lemma 8.1 that
‖Pi−jf(Zi, u)‖2 = ‖Pi−jE[f(Zi, u)|Gi−1]‖2
≤ ‖E[f(Zi, u)|Gi−1]− E[f(Zi, u)|Gi−1]∗(i−j)‖2 ≤ Df,n(u)∆(j).
The second assertion follows from Lemma 2.7 or Lemma 8.1 depending on if As-
sumption 2.5 or 2.8 is satisfied.
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(ii) Let C¯R := supv,u ‖R¯(Z˜0(v), u)‖2 and CR := max{supi,u ‖R(Zi, u)‖2, supu,v ‖R(Z˜0(v), u)‖2}.
We first use Assumption 3.10 and Ho¨lder’s inequality to obtain
‖f¯(Z˜i(v), u1)− f¯(Z˜i(v), u2)‖2 (8.101)
≤ |u1 − u2|ς ·
(‖R¯(Z˜i(v), u1)‖2 + ‖R(Z˜i(v), u2)‖2)
≤ 2C¯R|u1 − u2|ς . (8.102)
Let Assumption 2.5 hold. Then
‖f¯(Zi, u)− f¯(Z˜i(v), u)‖2 ≤ ‖|Zi − Z˜i(v)|sLF,s(R(Zi, u) +R(Z˜i(v), u)‖2
≤ ‖|Zi − Z˜i(v)|sLF,s‖ 2pp−1
(‖R(Zi, u)‖2p + ‖R(Z˜i(v), u)‖2p)
≤ 2CR‖|Zi − Z˜i(v)|sLF,s‖ 2pp−1 .
Furthermore,
‖|Zi − Z˜i(v)|sLF ,s‖ 2pp¯−1 ≤
∞∑
l=0
LF ,l‖|Xi−l − X˜i−l(v)|s‖ 2p
p−1
=
i∑
l=0
LF ,l‖Xi−l − X˜i−l(v)‖s2ps
p−1
≤
i∑
l=0
LF ,lCsX
(|v − i
n
|ς + lςn−ς)s
≤ |v − i
n
|ς · CX |LF |1 + n−ς · CX
∞∑
l=0
LF ,llςs
}
.
We obtain with Ccont := 2C¯R + 2CRCX
{|LF |1 +∑∞j=0 LF ,jjςs} that
‖f¯(Zi, u)− f¯(Z˜i(v), u)‖2 ≤ Ccont ·
[
|v − i
n
|ςs + n−ςs
]
. (8.103)
Furthermore, as above,
‖f(Z˜i(v1), u)− f(Z˜i(v2), u)‖2 ≤ 2CR‖|Z˜0(v1)− Z˜0(v2)|sLF ,s‖ 2pp−1
≤ 2CR
i∑
l=0
LF ,l‖X˜0(v1)− X˜0(v2)‖s2ps
p−1
≤ 2CRCX |LF |1 · |v1 − v2|ςs (8.104)
From (8.103), we obtain (8.99) with v = in . From (8.102) and (8.104), we conclude
(8.100).
Now let Assumption 4.9 hold. Assume w.l.o.g. that
sup
u,v
1
cs
E
[
sup
|a|LF ,s≤c
∣∣f¯(Z˜0(v), u)− f¯(Z˜0(v) + a, u)∣∣2] ≤ CR.
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Let cn > 0 be some sequence. Let Cf¯ := max{supi,u ‖f(Zi, u)‖2p¯, supu,v ‖f(Z˜0(v), u)‖2p¯}.
Then we have by Jensen’s inequality,∥∥f¯(Zi, u)− f¯(Z˜i(v), u)∥∥2
≤ E
[∣∣f¯(Zi, u)− f¯(Z˜i(v), u)∣∣21{|Zi−Z˜i(v)|LF ,s≤cn}
]1/2
+E
[
(f¯(Zi, u)− f¯(Z˜i(v), u)21{|Zi−Z˜i(v)|LF ,s>cn}
]1/2
≤ E
[
sup
|a|LF ,s≤cn
∣∣f¯(Z˜i(v), u)− f¯(Z˜i(v) + a, u)∣∣2]1/2
+
{∥∥f¯(Zi, u)∥∥2p¯ + f¯(Z˜i(v), u)∥∥2p¯}P(|Zi − Z˜i(v)|LF ,s > cn) p¯−12p¯
≤ CRcsn + 2Cf¯
(‖|Zi − Z˜i(v)|LF ,s‖ 2p¯s
p¯−1
cn
)s
≤ CRcsn + 2Cf¯CX(|LF |1 +
∞∑
j=0
LF ,jjςs) ·
{|v − in |ςs + n−ςs}
csn
.
We obtain with ccont := CR + 2Cf¯CX(|LF |1 +
∑∞
j=0 LF ,jj
ςs) that
‖f¯(Zi, u)− f¯(Z˜i(v), u)‖2 ≤ ccont ·
[
csn +
|v − in |ςs + n−ςs
csn
]
. (8.105)
Furthermore, as above, for any c > 0,
‖f(Z˜i(v1), u)− f(Z˜i(v2), u)‖2 ≤ CRcs + 2Cf¯
(‖|Z˜0(v1)− Z˜0(v2)|sLF ,s‖ 2p¯p¯−1
c
)s
≤ CRcs + 2Cf¯CX |LF |1 ·
|v1 − v2|ςs
cs
. (8.106)
From (8.105), (8.106) and (8.102), we obtain the assertion again with v = in .
8.6. Proofs of Section 5
Proof of Theorem 5.1. We show the result more generally for GWn (f) =
1√
n
SWn (f).
The statement of the theorem is obtained for Wi(f) = f(Zi,
i
n ).
Let V ◦(f) = ‖f‖2,n +
∑∞
j=1min{‖f‖2,n,Dn∆(j)}ϕ(j)1/2, where ϕ(j) = log log(eej).
V ◦(f) serves as a lower bound for V˜ (f).
For q ∈ {1, ..., n}, we use decomposition (3.1) without the maximum. The set Bn(q) is
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defined below in (8.113). We then have
P
(∣∣ 1√
n
SWn (f)
∣∣ > x,Bn(q))
≤ P
( 1√
n
∣∣SWn (f)− SWn,q(f)∣∣ > x/4, Bn(q))
+P
( L∑
l=1
∣∣∣ 1√
n
τl
⌊ nτl ⌋+1∑
i=1
i even
1√
τl
Ti,l(f)
∣∣∣ > x/4)+ P( L∑
l=1
∣∣∣ 1√
n
τl
⌊ nτl ⌋+1∑
i=1
i odd
1√
τl
Ti,l(f)
∣∣∣ > x/4)
+P
( 1√
n
∣∣SWn,1(f)∣∣ > x/4)
=: A1 +A2 +A3.
Define for l ∈ N,
g1(l) =
√
log(l + 1) + 1, g2(l) = log(l + 1) + 1, a(l) = l
1/2 log(el)1/2ϕ(l).
and for j ∈ N, γ(j) = log2(j) + 1. By elementary calculations, we see that there exists a
universal constant c ≥ 1 such that
L∑
l=1
τlg2(l) ≤
L∑
l=1
2
τl∑
j=τl−1+1
g2(l) ≤ 2
q∑
j=1
L∑
l=1
1{τl−1+1≤j≤τl}g2(l)
≤ 2
q∑
j=1
g2(γ(j)) ≤ 2q · g2(γ(q)) ≤ 8Φ(q).
The third to last inequality is due to 2l−1+1 = τl−1+1 ≤ j ⇐⇒ l ≤ log2(j−1)+1 ≤ γ(j)
and the monotonicity of g. In a similar fashion,
L∑
l=1
g1(l)
τl∑
j=τl−1+1
min{‖f‖2,n,Dn∆(⌊ j
2
⌋)}
≤
q∑
j=1
min{‖f‖2,n,Dn∆(⌊ j
2
⌋)} ·
L∑
l=1
1{τl−1+1≤j≤τlg1(l)
≤
q∑
j=1
min{‖f‖2,n,Dn∆(⌊ j
2
⌋)}g1(γ(j)) ≤ 4V ◦(f)
by g1(γ(j)) ≤ 2ϕ(j)1/2 and Lemma 8.2.
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Therefore,
x
4
=
x
8
+
x
8
=
x
32V ◦(f)
L∑
l=1
g1(l)
τl∑
j=τl−1+1
min{‖f‖2,n,Dn∆(⌊ j
2
⌋)}+ x
64Φ(q)
L∑
l=1
τlg2(l)
=
L∑
l=1
y1(l) +
L∑
l=1
y2(l),
where y1(l) :=
x
32V ◦(f)g1(l)
∑τl
j=τl−1+1min{‖f‖2,n,Dn∆(⌊ j2⌋)}, y2(l) = x64Φ(q) τlg2(l).
We now use a standard Bernstein inequality for independent random variables: IfMQ, σQ >
0 are constants and Qi, i = 1, ...,m mean-zero independent variables with |Qi| ≤ MQ,
( 1m
∑m
i=1 ‖Qi‖22)1/2 ≤ σQ, then for any z > 0,
P
( 1√
m
∣∣∣ m∑
i=1
[
Qi − EQi
]∣∣∣ > z) ≤ 2 · exp(− 1
2
z2
σ2Q +
2
3
MQz√
m
)
. (8.107)
Using the bound (8.15), 1√τl |Ti,l(f)| ≤ 2
√
τl‖f‖∞ ≤ 2√τlM and the elementary inequal-
ity 12 min{ab , ac } ≤ ab+c ≤ min{ab , ac } we obtain
P
( L∑
l=1
∣∣∣ 1√
n
τl
⌊ nτl ⌋+1∑
i=1
i even
1√
τl
Ti,l(f)
∣∣∣ > x
4
)
≤
L∑
l=1
P
(∣∣∣ 1√
n
τl
⌊ nτl ⌋+1∑
i=1
i even
1√
τl
Ti,l(f)
∣∣∣ > y1(l) + y2(l))
≤ 2
L∑
l=1
exp
(
− 1
4
min
{ (y1(l) + y2(l))2(∑τl
j=τl−1+1min{‖f‖2,n,Dn∆(⌊
j
2⌋)}
)2 , y1(l) + y2(l)2
3
√
τlM√
n
τl
})
≤ 2
L∑
l=1
exp
(
− 1
4
min
{ y1(l)2(∑τl
j=τl−1+1min{‖f‖2,n,Dn∆(⌊
j
2⌋)}
)2 , y2(l)2
3
√
τlM√
n
τl
})
= 2
L∑
l=1
exp
(
− 1
4
min
{ x2g1(l)2
210V ◦(f)2
,
xg2(l)
27
3
MΦ(q)√
n
})
≤ 2
L∑
l=1
exp
(
− x
2g1(l)
2
212V ◦(f)2
)
+ 2
L∑
l=1
exp
(
− xg2(l)
29
3
MΦ(q)√
n
)
. (8.108)
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We now discuss the summands in (8.108). If x >
√
2 · 26V ◦(f),
( L∑
l=1
exp
(
− x
2g1(l)
2
212V ◦(f)2
))
exp
( x2
212V ◦(f)2
)
=
L∑
l=1
exp
(
− log(l + 1) ·
( x
26V ◦(f)
)2)
≤
L∑
l=1
(l + 1)
−( x
26V ◦(f) )
2
≤ π
2
6
.
Similarly, if x > 2
10
3
MΦ(q)√
n
,
( L∑
l=0
exp
(
− xg2(l)
29
3
MΦ(q)√
n
))
exp
( x
29
3
MΦ(q)√
n
)
≤ π
2
6
.
We conclude from (8.108): If
x > max{
√
2 · 26V ◦(f), 2
10
3
MΦ(q)√
n
}, (8.109)
then
P
( L∑
l=1
∣∣∣ 1√
n
τl
⌊ nτl ⌋+1∑
i=1
i even
1√
τl
Ti,l(f)
∣∣∣ > x
4
)
≤ π
2
3
[
exp
(
− x
2
212V ◦(f)2
)
+ exp
(
− x
29
3
MΦ(q)√
n
)]
≤ 2π
2
3
e2 exp
(
−min
{ x2
212V ◦(f)2
,
x
29
3
MΦ(q)√
n
})
, (8.110)
where in the last step we added the factor e2 for convenience of the next step of the
proof. If (8.109) is not fulfilled, then either x ≤ √2 ·26V ◦(f) or x ≤ 2103 MΦ(q)√n . The upper
bound (8.110) then is still true since x ≤ √2 · 26V ◦(f) implies
exp
(
−min
{ x2
212V ◦(f)2
,
x
29
3
MΦ(q)√
n
})
≥ exp
(
− x
2
212V ◦(f)2
)
≥ exp(−2)
and the left hand side of (8.110) is ≤ 1 since it is a probability. A similar bound holds
for x ≤ 2103 MΦ(q)√n . Thus, (8.110) holds for all x > 0.
We therefore obtain
A2 ≤ 4π
2e2
3
· exp
(
− 1
2
x2
211V ◦(f)2 + 2
8
3
MΦ(q)x√
n
)
. (8.111)
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Since ‖Wi(f)‖2 ≤ ‖f(Zi, in )‖2 and ‖Wi(f)‖∞ ≤ ‖f‖∞ ≤M , we obtain from (8.107)
A3 ≤ 2 exp
(
− 1
2
x2
24‖f‖22,n + 2
3
3
Mx√
n
)
. (8.112)
Since 1 ≤ Φ(q) and ‖f‖2,n ≤ V ◦(f), this yields a similar bound as (8.111).
We now discuss A1. Write
1√
n
(SWn (f)−SWn,q(f)) =
∞∑
j=q
1√
n
(SWn,j+1(f)−SWn,j(f)) =
∞∑
j=q
1√
n
n∑
i=1
(Wi,j+1(f)−Wi,j(f)).
Put
Ωn(j) := {sup
f∈F
1
n
n∑
i=1
E[(Wi,j+1(f)−Wi,j(f))2|Gi−1] ≤ (MΦ(q)
β˜(q)
√
n
)2∆(j)2a(j)2g2(j)}
∩{sup
f∈F
sup
i=1,...,n
|Wi,j+1(f)−Wi,j(f)| ≤ 2MΦ(q)
β˜(q)
∆(j)a(j)},
and
Bn(q) :=
∞⋂
j=q
Ωn(j). (8.113)
Note that
A1 ≤ P
( 1√
n
∣∣SWn (f)− SWn,q(f)∣∣ > x4 ,
∞⋂
j=q
Ωn(j)
)
. (8.114)
Here, Wi,j+1(f)−Wi,j(f) is a martingale difference with respect to Gi. Furthermore,
∞∑
j=q
∆(j)a(j)g2(j) ≤ 4
∞∑
j=q
∆(j)j1/2 log(ej)2 = 4β˜(q).
By Freedman’s Bernstein-type inequality for martingales (cf. [12]), we have for x ≥
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24MΦ(q)√
n
that
P
( 1√
n
∣∣SWn (f)− SWn,q(f)∣∣ > x4 ,
∞⋂
j=q
Ωn(j)
)
≤
∞∑
k=q
P
( 1√
n
∣∣∣ n∑
i=1
(Wi,j+1(f)−Wi,j(f))
∣∣∣ > x
24
∆(j)a(j)g2(j)
β˜(q)
,Ωn(j)
)
≤ 2
∞∑
k=q
exp
(
− 1
2
( x24
∆(j)a(j)g2(j)
β˜(q)
)2
(MΦ(q)
β˜(q)
√
n
)2∆(j)2a(j)2g2(j) +
2
3
MΦ(q)∆(j)a(j)
β˜(q)
√
n
· x24 ∆(j)a(j)g2(j)β˜(q)
)
= 2
∞∑
k=q
exp
(
− 1
2
x2g2(j)
2
28(MΦ(q)√
n
)2g2(j) +
25
3
MΦ(q)xg2(j)√
n
)
= 2
∞∑
k=q
exp
(
− g2(j)
4
min
{( x
24MΦ(q)√
n
)2
,
( x
24MΦ(q)√
n
)})
≤ 2
∞∑
k=q
exp
(
− g2(j)x
26MΦ(q)√
n
)
.
(8.115)
We conclude that for x > 27MΦ(q)√
n
,
( ∞∑
j=q
exp
(
− g2(j)x
26MΦ(q)√
n
))
· exp
( x
26MΦ(q)√
n
)
≤
∞∑
j=q
(j + 1)
−( x
24
MΦ(q)√
n
)
≤ π
2
6
,
and thus (with an additional factor e2),
A1 ≤ P
( 1√
n
∣∣SWn (f)− SWn,q(f)∣∣ > x4 ,
∞⋂
j=q
Ωn(j)
)
≤ π
2
3
e2 exp
(
− x
24MΦ(q)√
n
)
. (8.116)
In the case x ≤ 27MΦ(q)√
n
, we have
π2
3
e2 exp
(
− x
26MΦ(q)√
n
)
≥ π
2
3
≥ 1,
thus (8.116) holds for all x > 0.
Finally, since g2(j) ≥ 1, we have
Ωn(j) ⊂ { 1
n
n∑
i=1
E[sup
f∈F
∣∣Wi,j+1(f)−Wi,j(f)∣∣2|Gi−1] ≤ (MΦ(q)
β˜(q)
√
n
)2∆(j)2a(j)2}
∩{
( n∑
i=1
sup
f∈F
|Wi,j+1(f)−Wi,j(f)|2
)1/2
≤ 2MΦ(q)
β˜(q)
∆(j)a(j)},
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thus we obtain with Markov’s inequality as in (8.12) that
P(Ωn(j)
c) ≤
(√nβ˜(q)
MΦ(q)
)2 1
∆(j)2a(j)2
1
n
n∑
i=1
∥∥∥ sup
f∈F
∣∣Wi,j+1(f)−Wi,j(f)∣∣∥∥∥2
2
+
( β˜(q)
2MΦ(q)
)2 1
∆(j)2a(j)2
n∑
i=1
∥∥∥ sup
f∈F
∣∣Wi,j+1(f)−Wi,j(f)∣∣∥∥∥2
2
≤ 2
( β˜(q)√n
MΦ(q)
)2 (D∞n )2
a(j)2
.
Therefore,
P(Bn(q)
c) ≤ P
( ∞⋃
j=q
Ωn(j)
c
)
≤ 2
(
D∞n β˜(q)
√
n
MΦ(q)
)2 ∞∑
k=q
1
a(j)2
. (8.117)
Note that
∞∑
j=q+1
1
a(j)2
≤
∞∑
j=q+1
∫ j
j−1
1
a(j)2
dx
≤
∫ ∞
q
1
a(x)2
dx ≤ 2
∫ ∞
q
1
x log(eex) log(log(eex))
dx =
2
log(log(eeq))
,
so that ∞∑
k=q
1
a(j)2
=
1
a(q)2
+
∞∑
j=q+1
1
a(j)2
≤ 3
ϕ(q)
.
Summarizing the bounds (8.111), (8.112), (8.116) and (8.117) and using the fact that
V ◦(f) = ‖f‖2,n +
∞∑
j=1
min{‖f‖2,n,Dn∆(j)}ϕ(j)1/2 ≤ V˜ (f),
we obtain (5.1).
We now show (5.2) by a case distinction. We abbreviate q˜∗ = q˜∗( M√
nD∞n y
). In the case
Φ(q˜∗) 1n ≤ 1, we have q˜∗ ∈ {1, ..., n} and thus by (5.1)
P
( 1√
n
|SWn (f)| > x,Bn(q˜∗)
)
≤ c0 exp
(
− 1
c1
x2
V˜ (f)2 + MΦ(q˜
∗)√
n
x
)
and, by definition of q˜∗,
P(Bn(q˜
∗)c) ≤ 4
( β˜(q˜∗)
Φ(q˜∗)
· D
∞
n
√
n
M
)2
≤ 4
y2
.
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In the case Φ(q˜∗) 1n > 1, we obviously have
P
( 1√
n
|SWn (f)| > x
)
≤ P(M√n > x) ≤ c0 exp
(
− 1
c1
x
M
√
n
)
≤ c0 exp
(
− 1
c1
x
MΦ(q˜∗)√
n
)
≤ c0 exp
(
− 1
c1
x2
V˜ (f)2 + MΦ(q˜
∗)√
n
x
)
,
and the assertion follows holds without any restricting set Bn(q), we can therefore choose
q arbitrarily.
Lemma 8.10. Let F be a class of functions which satisfies Assumption 4.1. Then there
exist universal constants c0, c1 > 0 such that the following holds: For each q ∈ {1, ..., n}
there exists a set B
(2)
n (q) independent of f ∈ F such that for all x > 0,
P
( 1
n
∣∣SWn (f)∣∣ > x,B(2)n (q)) ≤ c0 exp(− 1c1
x
M2Φ(q)
n
·min{ x‖f‖2,nV (f) , 1
})
(8.118)
and
P(B(2)n (q)
c) ≤ n(D
∞
n )
2
M2
· C∆ β(q)
Φ(q)
.
Define q˜∗(z) = min{q ∈ N : β(q) ≤ Φ(q)x}. Then for any x > 0, y > 0,
P
( 1
n
∣∣SWn (f)∣∣ > x,B(2)n (q˜∗( M2n(D∞n )2y2 ))
)
≤ c0 exp
(
− 1
c1
x
M2
n Φ(q˜
∗( M2n(D∞n )2y2 ))
·min { x‖f‖2,nV (f) , 1
})
(8.119)
and P(B
(2)
n (q˜∗( M
2
n(D∞n )2y2
))c) ≤ C∆y2 .
Proof of Lemma 8.10. We use a similar argument as in Theorem 5.1, especially we
make use of the decomposition (3.1).
The set B
(2)
n (q) is defined below in (8.125). We then have
P
(∣∣ 1
n
SWn (f)
∣∣ > x,B(2)n (q))
≤ P
( 1
n
∣∣SWn (f)− SWn,q(f)∣∣ > x/4, B(2)n (q))
+P
( L∑
l=1
∣∣∣ 1n
τl
⌊ nτl ⌋+1∑
i=1
i even
1
τl
Ti,l(f)
∣∣∣ > x/4)+ P( L∑
l=1
∣∣∣ 1n
τl
⌊ nτl ⌋+1∑
i=1
i odd
1
τl
Ti,l(f)
∣∣∣ > x/4)
+P
( 1
n
∣∣SWn,1(f)∣∣ > x/4)
=: A1 +A2 +A3.
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Define as in the proof of Theorem 5.1, we see that with g2(l) = log(l + 1) + 1,
L∑
l=1
τlg2(l) ≤ 8Φ(q).
Therefore,
x
4
=
x
8
+
x
8
=
x
8V (f)
L∑
l=1
τl∑
j=τl−1+1
min{‖f‖2,n,Dn∆(j)} + x
64Φ(q)
L∑
l=1
τlg2(l)
=
L∑
l=1
y1(l) +
L∑
l=1
y2(l),
where y1(l) :=
x
8V (f)
∑τl
j=τl−1+1min{‖f‖2,n,Dn∆(j)}, y2(l) = x64Φ(q) τlg2(l).
We have by Lemma 8.3: If MQ, σQ > 0 are constants and Qi, i = 1, ...,m mean-zero
independent variables with |Qi| ≤MQ, 1m
∑m
i=1 ‖Qi‖1 ≤ σQ, then for any z > 0,
P
( 1√
m
∣∣∣ m∑
i=1
[
Qi − EQi
]∣∣∣ > z) ≤ 2 · exp(− 1
2
z2
σQ
MQ
m +
2
3
MQz
m
)
. (8.120)
Using the bound (8.48) combined with (8.51), 1τl |Ti,l(f)| ≤ 2‖f‖2∞ ≤ 2M2 and the
elementary inequalities 12 min{ab , ac } ≤ ab+c ≤ min{ab , ac } and (a+ b)2 ≥ 4ab, we obtain
P
( L∑
l=1
∣∣∣ 1n
τl
⌊ nτl ⌋+1∑
i=1
i even
1
τl
Ti,l(f)
∣∣∣ > x
4
)
≤
L∑
l=1
P
(∣∣∣ 1n
τl
⌊ nτl ⌋+1∑
i=1
i even
1
τl
Ti,l(f)
∣∣∣ > y1(l) + y2(l))
≤ 2
L∑
l=1
exp
(
− 1
4
min
{ (y1(l) + y2(l))2
‖f‖2,n
∑τl
j=τl−1+1min{‖f‖2,n,Dn∆(j)} · M
2
n
τl
,
y1(l) + y2(l)
2
3
M2
n
τl
})
≤ 2
L∑
l=1
exp
(
− 1
4
· y2(l)
M2
n
τl
min
{ 4y1(l)
‖f‖2,n
∑τl
j=τl−1+1min{‖f‖2,n,Dn∆(j)}
,
1
2
3
})
≤ 2
L∑
l=1
exp
(
− xg2(l)
29M
2Φ(q)
n
·min
{ x
‖f‖2,nV (f) , 1
})
. (8.121)
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If x is such that c(x) := x
29M
2Φ(q)
n
·min { x‖f‖2,nV (f) , 1} ≥ 2, then
( L∑
l=1
exp
(− g2(l)c(x))) · exp (− c(x)) = L∑
l=1
exp
(
− log(l + 1)c(x)
)
≤
L∑
l=1
(l + 1)−c(x) ≤ π
2
6
.
Insertion into (8.121) leads to
P
( L∑
l=1
∣∣∣ 1n
τl
⌊ nτl ⌋+1∑
i=1
i even
1
τl
Ti,l(f)
∣∣∣ > x
4
)
≤ π
2
3
· e2 exp(−c(x)) (8.122)
In the case c(x) < 2, the right hand side of (8.122) is ≥ 1. Thus, (8.122) holds for all
x > 0.
We therefore obtain
A2 ≤ 2π
2e2
3
· exp
(
− 1
29
· x
M2Φ(q)
n
·min { x‖f‖2,nV (f) , 1
})
. (8.123)
Since ‖Wi(f)‖1 ≤ ‖f(Zi, in )‖22 and ‖Wi(f)‖∞ ≤ ‖f‖2∞ ≤M2, we obtain from (8.120)
A3 ≤ 2 exp
(
− 1
2
x2
‖f‖22,n · M
2
n +
2
3
M2x
n
)
≤ 2 exp
(
− 1
2
x
M2
n
·min { x‖f‖22,n , 1
})
. (8.124)
Since 1 ≤ Φ(q) and ‖f‖2,n ≤ V (f), this yields a similar bound as (8.123).
We now discuss A1. Put
B(2)n (q) := {sup
f∈F
1
n
|SWn (f)− SWn,q(f)| ≤
M2Φ(q)
n
}. (8.125)
Then with Markov’s inequality and using the same calculation as in (8.53),
P(B(2)n (q)
c) ≤ n
M2Φ(q)
·
∥∥ sup
f∈F
1
n
|SWn (f)− SWn,q(f)|
∥∥
1
≤ n
M2Φ(q)
·
∞∑
k=q
1
n
n∑
i=1
∥∥ sup
f∈F
|Wi,j+1(f)−Wi,j(f)|
∥∥
1
≤ n
M2Φ(q)
· (D∞n )2C∆β(q). (8.126)
Furthermore,
A1 = P
( 1
n
|SWn (f)− SWn,q(f)| >
x
4
, B(2)n (q)
)
= 1{M2Φ(q)n > x4 }
≤ e · exp
(
− x
4M
2Φ(q)
n
)
. (8.127)
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Summarizing the bounds (8.123), (8.124), (8.127) and (8.126), we obtain the result
(8.118).
We now show (8.119) by a case distinction. Abbreviate q˜∗ = q˜∗( M
2
n(D∞n )2y2
). In the case
Φ(q˜∗) 1n ≤ 1, we have q˜∗ ∈ {1, ..., n} and thus by (8.118)
P
( 1
n
|SWn (f)| > x,Bn(q˜∗)
)
≤ c0 exp
(
− 1
c1
x
M2Φ(q˜∗)
n
·min { x‖f‖2,nV (f) , 1
})
and, by definition of q˜∗,
P(Bn(q˜
∗)c) ≤ (D
∞
n )
2n
M2
· C∆ β(q˜
∗)
Φ(q˜∗)
≤ C∆
y2
,
the assertion follows with B
(2)
n (M, y) = B
(2)
n (q˜∗).
In the case Φ(q˜∗) 1n > 1, we obviously have
P
( 1
n
|SWn (f)| > x
)
≤ P(M2 > x) ≤ c0 exp
(
− 1
c1
x
M2
)
≤ c0 exp
(
− 1
c1
x
M2Φ(q˜∗)
n
)
≤ c0 exp
(
− 1
c1
x
M2Φ(q˜∗)
n
·min{ x‖f‖2,nV (f) , 1
})
,
and the assertion follows with B
(2)
n (M, y) being the whole probability space.
Proof of Theorem 5.4. LetBn(q) denote the set from Theorem 5.1 (applied toWi(f) =
E[f(Zi,
i
n )|Gi−1] instead of Wi(f) = f(Zi, in ); the proof is similar for this situation). Let
B
(2)
n (q) denote the set from Lemma 8.10.
Put
B◦n(q) = Bn(q) ∩B(2)n (q2).
Then we have
P
(|Gn(f)| > x,B◦n(q)) ≤ P(G(1)n (f)| > x2 , B(2)n (q2))+ P(|G(2)n (f)| > x2 , Bn(q))
≤ P
(
|G(1)n (f)| >
x
2
, Rn(f)
2 ≤ max{V˜ (f)2, MΦ(q)√
n
x
})
+P
(
Rn(f)
2 > max
{
V˜ (f)2,
MΦ(q)√
n
x
}
, B(2)n (q
2)
)
+P
(|G(2)n (f)| > x2 , Bn(q)
)
. (8.128)
We now discuss the three summands in (8.128) separately. By Theorem 5.1,
P
(|G(2)n (f)| > x2 , Bn(q)) ≤ c0 exp
(
− 1
c1
(x/2)2
V˜ (f)2 + MΦ(q)√
n
(x/2)
)
.
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By Freedman’s inequality for martingales, we have
P
(
|G(1)n (f)| >
x
2
, Rn(f)
2 ≤ max{V˜ (f)2, MΦ(q)√
n
x
})
≤ 2 exp
(
− 1
2
(x/2)2
max{V˜ (f)2, MΦ(q)√
n
x} + M√
n
x
)
≤ 2 exp
(
− 1
4
(x/2)2
V˜ (f)2 + MΦ(q)√
n
x
)
.
By Lemma 8.10 applied to Wi(f) = E[f(Zi,
i
n )
2|Gi−1] and using Φ(q2) ≤ Φ(q)2 (cf.
(8.129)),
P
(
Rn(f)
2 > max
{
V˜ (f)2,
MΦ(q)√
n
x
}
, B(2)n (q
2)
)
≤ c0 exp
(
− 1
c1
MΦ(q)√
n
x
M2Φ(q2)
n
·min
{ V˜ (f)2
‖f‖2,nV (f) , 1
})
= c0 exp
(
− 1
c1
x2
MΦ(q)√
n
x
)
.
Inserting the above estimates into (8.128), the assertion (5.3) follows. Furthermore by
Assumption 5.3,
P(B(2)n (q
2)c) ≤ C∆n(D
∞
n )
2
M2
β˜norm(q
2) ≤ C∆Cβ˜
(√nD∞n
M
β˜norm(q)
)2
.
Thus,
P(B◦n(q)
c) ≤ P(Bn(q)c) + P(B(2)n (q2)c) ≤ [4 + C∆Cβ˜ ]
(√nD∞n
M
β˜norm(q)
)2
.
The second assertion (5.4) follows as in Theorem 5.1 with q = q˜∗( M√
nD∞n y
).
Lemma 8.11 (A second compatibility lemma). Let n ∈ N, δ, aM > 0 and k ∈ N. For
H > 0, put
r˜(δ) := max{r > 0 : q˜∗(r)r ≤ δ},
and
w(H) := min{w > 0 : w · r˜(w) ≥ H−1}, W(H) := Hw(H).
and
m˜(n, δ, k) := aM r˜(
δ
Dn
)r˜(w(H(k))) · D∞n n1/2.
Finally, put
Cˆn := 8c1(1 +
D∞n
Dn
)(1 + C2
β˜
(β˜(1) ∨ 1))(1 + aM ).
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(i) Then W is subadditive.
(ii) If F fulfills Assumption 3.1 and Assumption 5.3, then supf∈F V˜ (f) ≤ δ, supf∈F ‖f‖∞ ≤
m˜(n, δ, k) implies that for any ψ : (0,∞)→ [1,∞),
P
( 1√
n
∣∣SWn (f)∣∣ > Cˆnψ(δ)δW(H(k)), Bn) ≤ c0 exp (− 2H(k)),
√
n‖f1{f>γ·m˜(n,δ,k)}‖1,n ≤
4
γaM
· D
∞
n
Dn
· δW(H(k)),
P
(
Bcn
) ≤ 4
ψ(δ)2a2M
,
where Bn = Bn(q˜
∗( m(n,δ,k)√
nD∞n ψ(δ)aM
)), c0, c1 are from Theorem 5.1.
Proof of Lemma 8.11. (i) Note that for a, b > 0, we have w(a + b) ≤ w(a) since
w(a)r˜(w(a)) ≥ a−1 ≥ (a+ b)−1. Thus
W(a+b) = (a+b)w(a+b) ≤ aw(a+b)+bw(a+b) ≤ aw(a)+bw(b) ≤ W(a)+W(b).
(ii) As in the proof of Lemma 4.5 (cf. (8.63)), we obtain that for x1, x2 > 0:
q˜∗(Cβ˜x1x2) ≤ q˜∗(x1)q˜∗(x2).
Furthermore, for q1, q2 ∈ N we have due to x1 + x2 ≤ x1x2 + 1 that
log log(eeq1q2) ≤ log[log(eq1) + log(eq2)]
≤ log[log(eq1) · log(eq2) + 1] ≤ log[log(eq1) · log(eeq2)]
≤ log log(eq1) + log log(eeq2)
≤ log log(eq1) · log log(eeq2) + 1
≤ log log(eeq1) · log log(eeq2),
and thus
Φ(q1q2) ≤ Φ(q1)Φ(q2). (8.129)
Furthermore, note that for a ∈ (0, (β˜(1) ∨ 1)], q = ⌈Φ−1( (β˜(1)∨1)a )⌉ satisfies
Φ(q)a = Φ(⌈Φ−1( (β˜(1) ∨ 1)
a
)⌉)a ≥ (β˜(1) ∨ 1) ≥ β˜(q),
that is,
Φ(q˜∗(a)) ≤ Φ(⌈Φ−1( (β˜(1) ∨ 1)
a
)⌉) ≤ Φ(2Φ−1( (β˜(1) ∨ 1)
a
))
≤ 4Φ(Φ−1( (β˜(1) ∨ 1)
a
)) ≤ 4(β˜(1) ∨ 1)
a
. (8.130)
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With y = ψ(δ)aM , we have
q˜∗(
m˜(n, δ, k)√
nD∞n y
) = q˜∗(
m˜(n, δ, k)√
nD∞n ψ(δ)aM
) = q˜∗(
C2
β˜
(β˜(1) ∨ 1)r1r2
ψ(δ)
),
where r1 = r˜(
δ
Dn
), r2 = r˜(w(H(k))), and thus with (8.129) and (8.130),
Φ(q˜∗)
m˜(n, δ, k)√
n
≤ Φ(q˜∗(
C2
β˜
(β˜(1) ∨ 1)r1r2
ψ(δ)
))r1r2D
∞
n aM
≤ Φ
(
q˜∗(
(β˜(1) ∨ 1)
ψ(δ)
)q˜∗(r1)q˜∗(r2)
)
r1r2D
∞
n aM
≤ Φ
(
q˜∗(
(β˜(1) ∨ 1)
ψ(δ)
)
)
Φ(q˜∗(r1))Φ(q˜∗(r2)))r1r2D∞n aM
≤ 4D
∞
n
Dn
ψ(δ)δw(H(k))aM .
By definition of W(·) and Theorem 5.1, we obtain
P
( 1√
n
∣∣SWn (f)∣∣ > Cˆnψ(δ)δ · W(H(k)), Bn)
≤ c0 exp
(
− 1
c1
Cˆ2nψ(δ)
2δ2W(H(k))2
δ2 + 4
D∞n
Dn
aM Cˆnδ2ψ(δ)2w(H(k))W(H(k))
)
≤ c0 exp
(
− 1
c1
Cˆ2n
1 + 4aM
D∞n
Dn
Cˆn
H(k)
)
≤ c0 exp
(− 2H(k)).
Similar as in the proof of Lemma 3.6, we obtain due to Assumption 5.3 that
V˜ (f) ≥ min
a∈N
[‖f‖2,n(1 + a∑
j=1
ϕ(j)
)
+ Dnβ˜(a)
] ≥ ‖f‖2,n(1 + aˆ∑
j=1
ϕ(j)
)
+ Dnβ˜(aˆ),
where aˆ = argmina∈N{‖f‖2,n ·
(
1+
∑a
j=1 ϕ(j)
)
+Dnβ(a)}. Elementary calculations
show that for aˆ ≥ 2,
aˆ∑
j=1
ϕ(j) = 1 +
aˆ∑
j=2
ϕ(j) ≥ 1 +
∫ aˆ−1
1
ϕ(x)dx
= 1 + (Φ(aˆ− 1)− 1)−
∫ aˆ−1
1
1
log(eex)
dx ≥ Φ(aˆ− 1)− aˆ− 2
e
≥ 1
4
Φ(aˆ).
Clearly, the same holds for aˆ = 1. We therefore have
V˜ (f) ≥ 1
4
‖f‖2,nΦ(aˆ). (8.131)
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Now, δ ≥ V˜ (f) ≥ Dnβ˜(aˆ) = Dnβ˜norm(aˆ)Φ(aˆ). Thus β˜norm(aˆ) ≤ δDnΦ(aˆ) . By defi-
nition of q˜∗, q˜∗( δ
DnΦ(aˆ)
) ≤ aˆ. Thus Φ(q˜∗( δ
DnΦ(aˆ)
)) δ
DnΦ(aˆ)
≤ δ
Dn
. By definition of r˜,
r˜( δ
Dn
) ≥ δ
DnΦ(aˆ)
.
Using this result, (8.131) and the definition of w(·) yields
√
n‖f1{f>γ·m˜(n,δ,k)}‖1,n ≤
1
γ
√
n‖f‖22,n
m˜(n, δ, k)
≤ 1
γ
1
aMD∞n
‖f‖22,n
r˜( δ
Dn
)r˜(w(H(k)))
,
and
‖f‖22,n
r˜( δ
Dn
)r˜(w(H(k)))
≤ Dn
Φ(aˆ)‖f‖22,n
δ
1
r˜(w(H(k))
≤ Dn 4V˜ (f)‖f‖2,n
δ
1
r˜(w(H(k))
≤ 4δ · 1
r˜(w(H(k))
≤ 4DnδW(H(k)),
which provides
√
n‖f1{f>γ·m˜(n,δ,k)}‖1,n ≤
4
γ
Dn
D∞n
1
aM
δW(H(k)).
Finally, Theorem 5.1 implies that
P(Bcn) ≤
4
y2
=
4
ψ(δ)2a2M
.
We here present a chaining version of the large deviation inequality from Theorem 5.1.
For the sake of simplicity, we derive the result for some continuous strictly decreasing
upper bound H¯(ε) of H(ε,F , V ).
Theorem 8.12 (Chaining for large deviation inequalities). There exists a universal
constant c3 > 0 such that the following holds.
Let aM ≥ 1, M,σ > 0 be arbitrary. Let ψ(x) =
√
log(x−1 ∨ e) log log(x−1 ∨ ee).
Let F be a class which satisfies Assumption 3.1 and 5.3, and supf∈F V˜ (f) ≤ σ, supf∈F ‖f‖∞ ≤
M . Define
I˜(σ) :=
∫ σ
0
ψ(ε)W(1 ∨ H¯(ε))dε.
Choose σ◦, x > 0 such that
H¯(σ◦) =
1
50c1
· x
2
σ2 +Φ(q˜∗( M√
nD∞n aM
))Mx√
n
, x ≥ c3CˆnI˜(σ◦), (8.132)
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where Cˆn,W is from Lemma 8.11. Then there exists a set Ωn independent of x such that
P
(
sup
f∈F
∣∣Gn(f)∣∣ > x,Ωn) ≤ 5 exp(− 1
50c1
· x
2
σ2 +Φ(q˜∗( M√
nD∞n aM
))Mx√
n
)
,
and
P(Ωcn) ≤
16
aM
∫ σ◦
0
1
xψ(x)2
dx.
Proof of Theorem 8.12. We use the chaining technique from [2], Theorem 2.3 therein.
We define δ0 := σ
◦,
δj+1 := max{δ ≤ δj
2
: H¯(δ) ≥ 4H¯(δj)}.
Since H¯(·) is continuous, it holds that H¯(δj+1) = 4H¯(δj). Put
τ := min{j ≥ 0 : δj ≤ I˜(σ
◦)√
n
}.
Define
ηj := 4Cˆnψ(δj)δjW(H(N¯j+1)),
where Cˆn is from Lemma 8.11 and
N¯j+1 :=
j+1∏
k=0
exp(H¯(δk)) ≥
j+1∏
k=0
exp(H(δk)) =
j+1∏
k=0
N(δk) =: Nj+1.
By Lemma 8.11(i), W(·) is subadditive, thus
τ∑
j=0
ψ(δj)δjW(H(N¯j+1)) ≤
τ∑
j=0
ψ(δj)δjW(1 ∨
j+1∑
k=1
H¯(δk))
≤
τ∑
j=0
ψ(δj)δj
j+1∑
k=1
W(1 ∨ H¯(δk))
≤
τ−1∑
k=0
W(1 ∨ H¯(δk+1))
τ∑
j=k
ψ(δj)δj . (8.133)
Similar to (8.71), there exists some universal constant cψ > 0 such that
τ∑
j=k
ψ(δj)δj ≤ 2
∞∑
j=k
∫ δj
δj/2
ψ(δj)dx ≤ 2
∞∑
j=k
∫ δj
δj+1
ψ(x)dx
≤ 2
∫ δk
0
ψ(x)dx ≤ 2cψδkψ(δk). (8.134)
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Furthermore, by definition of the sequence (δj)j and since w(·) is decreasing but W is
increasing, we have
W(1 ∨ H¯(δj+1)) ≤ W(4(1 ∨ H¯(δj))) ≤ 4W(1 ∨ H¯(δj)). (8.135)
Insertion of (8.134) and (8.135) into (8.133) yields
τ∑
j=0
ηj ≤ 4Cˆn
τ∑
j=0
ψ(δj)δjW(H(N¯j+1))
≤ 32cψCˆn
∞∑
k=0
δkψ(δk)W(1 ∨ H¯(δj))
≤ 64cψCˆn
∞∑
k=0
∫ δk
δk/2
ψ(δk)W(1 ∨ H¯(δj))dε
≤ 64cψCˆn
∞∑
k=0
∫ δk
δk+1
ψ(ε)W(1 ∨ H¯(ε))dε
≤ 64cψCˆn
∫ σ◦
0
ψ(ε)W(1 ∨ H¯(ε))dε = 64cψCˆnI˜(σ◦). (8.136)
We set up the same decomposition as in the proof of Theorem 3.7. Define
m˜j :=
1
2
m˜(n, δj , N¯j+1).
Note that
x ≥ x
5
+ 3(
x
5
− 2ητ ) + (x
5
+ 2ητ ).
Define c3 := 5 · 28 · cψ. Condition 8.132 implies
x
5
≥ 28cψCˆnI˜(σ◦), (8.137)
and thus with (8.136), we obtain
x
5
− 2ητ ≥ 28cψCˆnI˜(σ◦)− 2ητ ≥
τ−1∑
j=0
2ηj .
Put q˜∗j := q˜
∗( m(n,δj ,Nj+1)√
nD∞n ψ(δj)aM
), and
Ωn := Bn(q˜
∗(
M√
nD∞n aM
)) ∩
τ⋂
j=0
Bn(q˜
∗
j ),
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where Bn(q) is from Theorem 5.1. From (8.33), we obtain the decomposition
P
(
sup
f∈F
∣∣GWn (f)∣∣ > x,Ωn)
≤ P
(
sup
f∈F
|GWn (π0f)| >
x
5
,Ωn
)
+P
(
sup
f∈F
|GWn (ϕ∧m˜τ (∆τf))|+ 2
√
n sup
f∈F
‖∆τf‖1,n > x
5
+ 2ητ ,Ωn
)
+P
( τ−1∑
j=0
sup
f∈F
∣∣∣GWn (ϕ∧m˜j−m˜j+1(πj+1f − πjf))∣∣∣ > x5 − 2ητ ,Ωn
)
+P
( τ−1∑
j=0
{
sup
f∈F
∣∣∣GWn (min{∣∣ϕ∨m˜j+1 (∆j+1f)∣∣, 2m˜j})∣∣∣
+2
√
n sup
f∈F
‖∆j+1f1{∆j+1f>m˜j+1}‖1,n
}
>
x
5
− 2ητ ,Ωn
)
+P
( τ−1∑
j=0
{
sup
f∈F
∣∣∣GWn (min{∣∣ϕ∨m˜j−m˜j+1(∆jf)∣∣, 2m˜j})∣∣∣
+2
√
n sup
f∈F
‖∆jf1{∆jf>m˜j−m˜j+1}‖1,n
}
>
x
5
− 2ητ ,Ωn
)
≤ P
(
sup
f∈F
|GWn (π0f)| >
x
5
,Ωn
)
+P
(
sup
f∈F
|GWn (ϕ∧m˜τ (∆τf))|+ 2
√
n sup
f∈F
‖∆τf‖1,n > x
5
+ 2ητ ,Ωn
)
+
τ−1∑
j=0
P
(
sup
f∈F
∣∣∣GWn (ϕ∧m˜j−m˜j+1(πj+1f − πjf))∣∣∣ > 2ηj ,Ωn)
+
τ−1∑
j=0
P
(
sup
f∈F
∣∣∣GWn (min{∣∣ϕ∨m˜j+1(∆j+1f)∣∣, 2m˜j})∣∣∣
+2
√
n sup
f∈F
‖∆j+1f1{∆j+1f>m˜j+1}‖1,n > 2ηj ,Ωn
)
+
τ−1∑
j=0
P
(
sup
f∈F
∣∣∣GWn (min{∣∣ϕ∨m˜j−m˜j+1(∆jf)∣∣, 2m˜j})∣∣∣
+2
√
n sup
f∈F
‖∆jf1{∆jf>m˜j−m˜j+1}‖1,n > 2ηj ,Ωn
)
=: R∗1 +R
∗
2 +R
∗
3 +R
∗
4 +R
∗
5. (8.138)
We now discuss the terms in (8.138) separately.
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• We have by definition of Theorem 5.1 that
R∗1 ≤ P
(
sup
f∈F
|GWn (π0f)| >
x
5
, Bn(q˜
∗(
M√
nD∞n aM
))
)
≤ N(σ◦) · sup
f∈F
P
(
|GWn (π0f)| >
x
5
, Bn(q˜
∗(
M√
nD∞n aM
))
)
≤ exp(H(σ◦)) · c0 exp
(
− 1
c1
(x/5)2
σ2 +Φ(q˜∗( M√
nD∞n aM
))M(x/5)√
n
)
≤ c0 exp
(
− 1
50c1
x2
σ2 +Φ(q˜∗( M√
nD∞n aM
)) M√
n
)
.
• We have by Lemma 8.11 that
P
(
sup
f∈F
|GWn (ϕ∧m˜τ (∆τf))| > ητ , Bn(q˜∗τ )
)
≤ exp(H(Nτ+1)) · c0 exp(−2H(Nτ+1))
≤ c0
∞∑
j=0
exp(−H(Nj+1)) ≤ c0 exp(−H(σ◦))
(for the last inequality, see the more detailed calculation for R∗3 below). By the
Cauchy-Schwarz inequality, the definition of τ and (8.137),
√
n sup
f∈F
‖∆τf‖1,n ≤
√
n‖∆τf‖2,n ≤
√
nV (∆τf) ≤
√
nδτ ≤ I˜(σ◦) < x
5
.
We conclude that
R∗2 ≤ c0 exp(−H(σ◦)).
• We have by Lemma 8.11(i) that
R∗3 ≤
τ−1∑
j=0
P
(
sup
f∈F
∣∣∣GWn (ϕ∧m˜j−m˜j+1(πj+1f − πjf))∣∣∣ > 2ηj , Bn(q˜∗j ))
≤
τ−1∑
j=0
Nj+1 · sup
f∈F
P
(∣∣∣GWn (ϕ∧m˜j−m˜j+1(πj+1f − πjf))∣∣∣ > ηj , Bn(q˜∗j ))
≤
τ−1∑
j=0
exp(H(Nj+1)) · c0 exp(−2H(N¯j+1))
≤ c0
τ−1∑
j=0
exp(−H(N¯j+1)) ≤ c0
τ−1∑
j=0
exp(−H¯(δj+1))
≤ c0
∞∑
j=0
exp(−4j+1H¯(σ◦))
≤ c0 exp(−H¯(σ◦)).
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The last inequality is due to the fact that
( ∞∑
j=0
exp(−4j+1H¯(σ◦))) exp(H¯(σ◦)) = ∞∑
j=0
exp(−(4j+1 − 1)H¯(σ◦))
≤
∞∑
j=0
exp(−(4j+1 − 1)) ≤ 1. (8.139)
• Similarly as for R∗3, we have by Lemma 8.11(ii) that
τ−1∑
j=0
P
(
sup
f∈F
∣∣∣GWn (min{∣∣ϕ∨m˜j+1 (∆j+1f)∣∣, 2m˜j})∣∣∣ > ηj , Bn(q˜∗j ))
≤
τ−1∑
j=0
Nj+1 · c0 exp(−2H(N¯j+1))
≤ c0 exp(−H¯(σ◦)),
and, since aM ≥ 1,
√
n sup
f∈F
‖∆j+1f1{∆j+1f>m˜j+1}‖1,n ≤ 8
D∞n
Dn
δjW(H(N¯j+1))
< Cˆn · δjW(H(N¯j+1)) ≤ 1
2
ηj .
This shows that
R∗4 ≤ c0 exp(−H(σ◦)).
• Similarly as for R∗4, we obtain
τ−1∑
j=0
P
(
sup
f∈F
∣∣∣GWn (min {∣∣ϕ∨m˜j−m˜j+1(∆jf)∣∣, 2m˜j})∣∣∣ > ηj , Bn(q˜∗j)
≤
τ−1∑
j=0
Nj+1 · c0 exp(−2H(N¯j+1))
≤ c0 exp(−H¯(σ◦)).
As in the proof of Theorem 3.7 (discussion of R5 therein), we see that 2(m˜j −
m˜j+1) ≥ m˜j due to the fact that the inequality
r˜(
δj
Dn
)− r˜(δj+1
Dn
) ≥ r˜( δj
Dn
)− r˜( δj
2Dn
) ≥ r˜( δj
Dn
)− 1
2
r˜(
δj
Dn
) ≥ 1
2
r˜(
δj
Dn
).
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only requires δj+1 ≤ δj2 . Thus, since aM ≥ 1,
√
n sup
f∈F
‖∆jf1{∆jf>m˜j−m˜j+1}‖1,n ≤
√
n sup
f∈F
‖∆jf1{∆jf> 12 m˜j}‖1,n
≤ 16D
∞
n
Dn
δjW(H(N¯j+1))
< 2CˆnδjW(H(N¯j+1)) ≤ 1
2
ηj .
This shows that
R∗5 ≤ c0 exp(−H¯(σ◦)).
By plugging in the above upper bounds for R∗i , i ∈ {1, ..., 5} into (8.138) and using
(8.132), we obtain
P
(
sup
f∈F
|GWn (f)| > x,Ωn
)
≤ 5c0 exp
(− 1
50c1
· x
2
σ2 +Φ(q˜∗( M√
nD∞n aM
))Mx√
n
)
. (8.140)
Discussion of the residual term: By Lemma 8.11(ii), we have that:
P(Ωcn) ≤ P(Bn(q˜∗(
M√
nD∞n aM
))c) +
∞∑
j=0
P(Bn(q˜
∗
j )
c)
≤ 4
a2M
+
4
a2M
∞∑
j=0
1
ψ(δj)2
≤ 8
a2M
∞∑
j=0
1
ψ(δj)2
.
Due to
∞∑
j=0
1
ψ(δj)2
=
∞∑
j=0
1
δj − δj+1
∫ δj
δj+1
1
ψ(δj)2
dx
≤ 2
∞∑
j=0
∫ δj
δj+1
1
δjψ(δj)2
dx ≤ 2
∫ σ◦
0
1
xψ(x)2
dx ≤ 4
log(log((σ◦)−1 ∨ ee)) ,
the result follows.
8.7. Proofs of Section 6
Proof of Lemma 6.3. Put Dv,n(u) =
√
hKh(u − v). By (A1) and Assumption 6.2,
Assumption 2.5 is fulfilled for Fj with ν = 2 and ∆(k) = O(δX2M (k)), CR = 1 +
kmax{CX , 1}2M .
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Since K is Lipschitz continuous and (A2) holds, we have
sup
|v−v′|≤n−3,|θ−θ′|2≤n−3
∣∣(∇jθLn,h(v, θ)− E∇jθLn,h(v, θ))
−(∇jθLn,h(v′, θ′)− E∇jθLn,h(v′, θ′))∣∣∞
≤ sup
|v−v′|≤n−3,|θ−θ′|2≤n−3
CR
h2
[
LK |v − v′|+ CΘ|θ − θ′|2
]
× 1
n
n∑
i=k
(
1 + |Zi|M1 + E|Zi|M1
)
= Op(n
−1).
Let Θn be a grid approximation of Θ such that for any θ ∈ Θ, there exists some θ′ ∈ Θn
such that |θ − θ′|2 ≤ n−3. Since Θ ⊂ RdΘ , it is possible to choose Θn such that |Θn| =
O(n−6dΘ). Furthermore, define Vn := {in−3 : i = 1, ..., n} as an approximation of [0, 1].
As in Example 6.1, Corollary 3.3 applied to
F ′j = {fv,θ : θ ∈ Θn, v ∈ Vn}
yields for j ∈ {0, 1, 2} that
sup
v∈[h2 ,1−h2 ]
∣∣∇jθLn,h(v, θ)− E∇jθLn,h(v, θ)∣∣∞ = Op(τn). (8.141)
Put L˜n,h(v, θ) =
1
n
∑n
i=1Kh(i/n− v)ℓθ(Z˜i(v)). With (A1) it is easy to see that∣∣E∇jθLn,h(v, θ) − E∇jθL˜n,h(v, θ)∣∣∞
≤ d
j
ΘCR
n
n∑
i=1
|Kh(i/n− v)| · ‖|Zi − Z˜i(v)|1‖M
×(1 + ‖|Zi|1‖M−1M + ‖|Z˜i(v)|1‖M−1M )
≤ djΘCR|K|∞CX(1 + 2CM−1X )
(
n−1 + h
)
. (8.142)
Finally, since K has bounded variation and
∫
K(u)du = 1, uniformly in v ∈ [h2 , 1− h2 ] it
holds that
E∇jθL˜n,h(v, θ) =
1
n
n∑
i=1
Kh(i/n−v)E∇jθℓθ(Z˜1(v)) = E∇jθℓθ(Z˜1(v))+O((nh)−1). (8.143)
From (8.141), (8.142) and (8.143) we obtain
sup
v∈[h2 ,1−h2 ]
sup
θ∈Θ
∣∣∇jθLn,h(v, θ)− E∇jθℓθ(Z˜1(v))∣∣∞ = Op(τ (j)n ), (8.144)
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where
τ (j)n := τn + (nh)
−1 + h, j ∈ {0, 2}, τ (1)n := τn + (nh)−1 +Bh.
By (A3) and (8.144) for j = 0, we obtain with standard arguments that if τ
(0)
n = o(1),
sup
v∈[h2 ,1−h2 ]
∣∣θˆn,h(v) − θ0(v)∣∣∞ = op(1).
Since θˆn,h(v) is a minimizer of θ 7→ Ln,h(v, θ) and ℓθ is twice continuously differentiable,
we have the representation
θˆn,h(v)− θ0(v) = −∇2θLn,h(v, θ¯v)−1∇θLn,h(v, θ0(v)), (8.145)
where θ¯v ∈ Θ fulfills |θ¯v − θ0(v)|∞ ≤ |θˆn,h(v)− θ0(v)|∞ = op(1).
By (A2), we have∣∣E∇2θℓθ(Z˜0(v))∣∣θ=θ0(v) − E∇2θℓθ(Z˜0(v))∣∣θ=θ¯v ∣∣∞ = O(|θ0(v)− θ¯v|2) = op(1).
and thus with (8.144),
sup
v∈[h2 ,1−h2 ]
∣∣∇2θLn,h(v, θ¯v)− E∇2θℓθ(Z˜1(v))∣∣θ=θ0(v)∣∣∞ = Op(τ (2)n ) + op(1). (8.146)
By (A3) and the dominated convergence theorem, E∇θℓ(Z˜0(v)) = ∇θEℓ(Z˜0(v)) = 0. By
(8.144),
sup
v∈[h2 ,1−h2 ]
∣∣∇θLn,h(v, θ0(v))∣∣∞ = sup
v∈[h2 ,1−h2 ]
∣∣∇θLn,h(v, θ0(v))− E∇θℓ(Z˜0(v))∣∣∞
= Op(τ
(1)
n ). (8.147)
Inserting (8.146) and (8.147) into (8.145), we obtain
sup
v∈[h2 ,1−h2 ]
∣∣θˆn,h(v)− θ0(u)∣∣∞ = Op(τ (1)n ).
This yields an improved version of (8.146):
sup
v∈[h2 ,1−h2 ]
∣∣∇2θLn,h(v, θ¯v)− E∇2θℓθ(Z˜1(v))∣∣θ=θ0(v)∣∣∞ = Op(τ (2)n ). (8.148)
Inserting (8.147) and (8.148) into (8.145), we obtain the assertion.
Details of Example 6.8. We first show that the supremum over x ∈ R, v ∈ [0, 1] can
be approximated by a supremum over grids x ∈ Xn, v ∈ Vn.
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For some Q > 0, put cn = Qn
1
2s . Define the event An = {supi=1,...,n |Xi| ≤ cn}. Then
by Markov’s inequality,
P(Acn) ≤ n ·
‖Xi‖2s2s
Q2sc2sn
≤ C
2s
X n
c2sn
(8.149)
is arbitrarily small for Q large enough.
Put gˆ◦n,h(x, v) :=
1
n
∑n
i=1Kh1(i/n− v)K˜h2(Xi − x)1{|Xi|≤cn}. Then
On An, gˆ
◦
n,h(·) = gˆn,h(·). (8.150)
Furthermore,
√
nh1h2
∣∣Egˆn,h(x, v) − Egˆ◦n,h(x, v)∣∣ ≤
√
nh1h2|K|∞
nh1
n∑
i=1
E[K˜h2(Xi − x)1{|Xi|>cn}]
≤
√
nh1h2(h1h2)
−1|K|∞c−2sn sup
i
E[K˜(
Xi − x
h2
)|Xi|2s]
≤ Q−2s(nh1h2)−1/2|K˜|∞|K|∞C2sX = o(1). (8.151)
For |x| > 2cn, we have K˜h2(Xi − x)1{|Xi|≤cn} ≤ h−1( cnh )−pK = hpK−1c−pKn and thus
√
nh|gˆ◦n,h(x, v)−Egˆ◦n,h(x, v)| ≤
2|K|∞CK˜
h
1/2
1
(nh2)
1/2hpK−12 c
−pK
n ≤
hpK2
QpK (nh1h2)1/2
= o(1).
(8.152)
By (8.150), (8.151) and (8.152), we have on An,√
nh1h2 sup
x∈R,v∈[0,1]
|gˆn,h(x, v) − Egˆn,h(x, v)|
=
√
nh1h2 sup
x∈R,v∈[0,1]
|gˆ◦n,h(x, v) − Egˆ◦n,h(x, v)| + op(1)
=
√
nh1h2 sup
|x|≤2cn,v∈[0,1]
|gˆ◦n,h(x, v) − Egˆ◦n,h(x, v)| + op(1)
=
√
nh1h2 sup
|x|≤2cn,v∈[0,1]
|gˆn,h(x, v) − Egˆn,h(x, v)| + op(1). (8.153)
Let Xn = {in−3 : i ∈ {−2⌈cn⌉n3, ..., 2⌈cn⌉n3}} be a grid that approximates each x ∈
[−2cn, 2cn] with precision n−3, and Vn = {in−3 : i = 1, ..., n3}. Since K, K˜ are Lipschitz
continuous, √
nh1h2 sup
|x−x′|≤n−3,|v−v′|≤n−3
∣∣(gˆn,h(x, v)− Egˆn,h(x, v))
−(gˆn,h(x′, v)− Egˆn,h(x′, v))∣∣
≤ 2
√
n√
h1h2
sup
|x−x′|≤n−3,|v−v′|≤n−3
[LK˜ |K|∞|x− x′|
h2
+
LK |K˜|∞|v − v′|
h1
]
= O(n−1). (8.154)
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We conclude from (8.149), (8.153) and (8.154) that√
nh1h2 sup
x∈R,v∈[0,1]
|gˆn,h(x, v)− Egˆn,h(x, v)|
=
√
nh1h2 sup
x∈Xn,v∈Vn
|gˆn,h(x, v) − Egˆn,h(x, v)|+Op(1) (8.155)
It was already shown that Assumption 2.8 is satisfied. Furthermore, we can choose Dn =
|K|∞, D∞ν2,n = |K|∞√h1 with ν2 = ∞, and F¯ (z, u) = supf∈F f¯(z, u) ≤
|K˜|∞√
h2
=: CF¯ ,n. Note
that
E[(
√
h2K˜h2(Xi − x))2] = E
∫
K˜(u)2gε
(x+ ωh2 −m(Xi−1, in )
σ(Xi−1, i/n)
)
dω ≤ |gε|∞
∫
K˜(u)2du,
therefore
‖fx,v‖2,n ≤ Dn|gε|∞
∫
K˜(u)2du,
which implies σ := supn∈N supf∈F V (f) <∞. Due to ∆(k) = O(j−αs), the last condition
in (4.3) is fulfilled if
sup
n∈N
log(n)
nh2h
α(s∧ 1
2
)
α(s∧ 1
2
)−1
1
<∞.
By Corollary 4.3, we have√
nh1h2 sup
x∈Xn,v∈Vn
∣∣gˆn,h(x) − Egˆn,h(x, v)∣∣ = sup
f∈F
|Gn(f)| = Op(
√
log |F|) = O(
√
log(n)).
With (8.155), it follows that√
nh1h2 sup
x∈R,v∈[0,1]
|gˆn,h(x, v) − Egˆn,h(x, v)| = Op
(√
log(n)
)
.
We have for the distribution function of Xi,
GXi (x) = EGε
(x−m(Xi−1, i/n)
σ(Xi−1, i/n)
)
, (8.156)
and after differentiating we obtain the density of Xi,
gXi(x) = E
∫
K˜(ω)
1
σ(Xi−1, i/n)
gε
(x−m(Xi−1, i/n)
σ(Xi−1, i/n)
)
dω. (8.157)
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We therefore have
∣∣Egˆn,h(x, v) − 1
n
n∑
i=1
Kh1(i/n− v)gXi(x)
∣∣
≤ 1
n
n∑
i=1
Kh1(i/n− v) · E
∫
K˜(ω)
1
σ(Xi−1, i/n)
×
∣∣∣gε(x+ ωh2 −m(Xi−1, i/n)
σ(Xi−1, i/n)
)− gε(x−m(Xi−1, i/n)
σ(Xi−1, i/n)
)∣∣∣dω
≤ |g
′|∞|K|∞
σ2min
∫
K˜(ω)|ω|dω · h2. (8.158)
A similar derivation as in (8.157) yields
gX˜i(v)(x) = E
1
σ(X˜i−1(v), v)
gε
(x−m(X˜i−1(v), v)
σ(X˜i−1(v), v)
)
.
By bounded variation of K(·), (6.12) and (6.9), we have with some constant C > 0,
∣∣ 1
n
n∑
i=1
Kh1(i/n− v)gXi(x)− gX˜i(v)(x)
∣∣
=
1
n
n∑
i=1
Kh1(i/n− v)
∣∣gXi(x)− gX˜i(v)(x)∣∣+O((nh1)−1)
≤ C
n
n∑
i=1
Kh1(i/n− v)
(
E|m(Xi−1, i/n)−m(X˜i−1(v), v)|s∧1
+E|σ(Xi−1, i/n)− σ(X˜i−1(v), v)|s∧1
)
+O((nh1)
−1).
= O(n−ς(s∧1) + hς(s∧1)1 + (nh1)
−1). (8.159)
Details of Example 6.10. Calculation of bracketing numbers: By the smoothness as-
sumptions on m, |m(x, u)| ≤ Cm + χm|x|. Thus
‖m(Xi−1, u)‖2s2s ≤ C2sm + χ2sm‖Xi−1‖2s2s ≤ C2sm + χ2smC2sX =: C2sM ,
and similarly, ‖σ(Xi−1, u)‖2s2s ≤ C2sσ + χ2sσ C2sX =: C2sΣ .
Let γ > 0 and define Cγ = max{CM , CΣ}( γ
2
3|K|2∞ )
− 12s . Define
A := {|m(Xi−1, i
n
)| ≤ Cγ} ∩ {σ(Xi−1, i
n
) ≤ Cγ}.
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Then by Markov’s inequality,
P(Ac) ≤
(‖m(Zi, in )‖2s
Cγ
)2s
+
(‖σ(Zi, in )‖2s
Cγ
)2s
≤ 2(CM
Cγ
)2s ≤ 2γ2
3|K|2∞
. (8.160)
Define xN := Cγ + CεCγ(
γ2
3|K|2∞ )
− 12s , xN+1 =∞, x−(N+1) := −∞, x−N := −xN and
xj := x1 +
γ2σmin
|gε|∞|K|2∞
(N + j), j = −(N − 1), ..., N − 1,
where N := ⌈xN |gε|∞|K|2∞γ2σmin ⌉. Then,
xN − xN−1 = 2xN − γ
2σmin
|gε|∞|K|2∞
(2N − 1) ≤ 2xN − γ
2σmin
|gε|∞|K|2∞
·
(2xN |gε|∞|K|2∞
γ2σmin
− 1
)
≤ γ
2σmin
|gε|∞|K|2∞
,
that is, the brackets [fxj−1 , fxj ] = {f ∈ F : fxj−1 ≤ f ≤ fxj}, j = −N, ..., N + 1 cover
F . We now show that ‖fxj−1 − fxj‖2,n ≤ γ, j = −N, ..., N + 1.
By Markov’s inequality, we have for x ∈ R that
Gε(x) = P(ε1 ≤ x) ≥ 1− ‖ε1‖
2s
2s
x2s
≥ 1− C2sε x−2s.
On the event A, we have
Gε
(xN −m(Xi−1, in )
σ(i/n)
)
≥ Gε
(Cγ −m(Xi−1, in )
σ(i/n)
+
CεCγ
σ(i/n)
( γ2
3|K|2∞
)− 12s)
≥ Gε
(
Cε
( γ2
3|K|2∞
)− 12s ) ≥ 1− γ2
3|K|2∞
. (8.161)
If j = N + 1, we have by (8.160) and (8.161):
E
[
Gε
(xj −m(Xi−1, in )
σ(i/n)
)
−Gε
(xj−1 −m(Xi−1, in )
σ(i/n)
)]1/2
=
(
E
[(
1−Gε
(xN −m(Xi−1, in )
σ(i/n)
))
1A
]
+ P(Ac)
)1/2
≤
( γ2
3|K|2∞
+
2γ2
3|K|2∞
)1/2
=
γ
|K|∞ ,
that is, ‖fxN+1 − fxN‖2,n ≤ γ. A similar calculation holds for j = −N .
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If j ∈ {2, ..., N}, we have by definition of xj ,
‖fxj−1 − fxj‖2,n =
( 1
nh
n∑
i=1
K
( i/n− v
h
)2
E[(1{xj−1<Xi≤xj})
2]
)1/2
≤ |K|∞ sup
i=1,...,n
E
[
P(Xi ≤ xj−1|Gi−1)− P(Xi ≤ xj |Gi−1)
]1/2
= |K|∞ sup
i=1,...,n
E
[
Gε
(xj −m(Zi, in )
σ(i/n)
)
−Gε
(xj−1 −m(Zi, in )
σ(i/n)
)]1/2
≤ |K|∞
( |gε|∞
σmin
|xj − xj−1|
)1/2
≤ γ.
We have therefore shown that for γ ≤ 1,
N(γ,F , ‖ · ‖2) ≤ 2(N + 1) ≤ ·6xN |gε|∞|K|
2
∞
γ2σmin
≤ CNγ− 2s−2
with some constant CN > 0. We conclude that
√
H(γ,F , ‖ · ‖2,n) ≤
√
log(CN ) + (2 +
2
s
) log(γ−1),
that is, as long as α(s ∧ 12 ) > 1, supn∈N
∫ 1
0
√
H(ε,F , V )dε <∞. Then, the conditions of
Corollary 4.14 are fulfilled and we obtain that (6.15) converges to [G(f)]f∈F in ℓ∞(F).
Similar as in (8.156), we have
GXi(x) = EGε
(x−m(Xi−1, i/n)
σ(Xi−1, i/n)
)
, GX˜i−1(v)(x) = EGε
(x−m(X˜i−1(v), v)
σ(X˜i−1(v), v)
)
.
By bounded variation of K, we obtain with a similar calculation as in (8.159) that∣∣EGˆn,h(x, v) −GX˜1(v)(x)∣∣
≤ 1
n
n∑
i=1
Kh(i/n− v)
∣∣GXi(x) −GX˜1(v)(x)∣∣+O((nh)−1)
= O(n−ς(s∧1) + hς(s∧1)1 + (nh)
−1).
8.8. Form of the V -norm and connected quantities
Lemma 8.13 (Summation of polynomial and geometric decay). Let α > 1 and q ∈ N.
Then it holds that
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(i)
1
α− 1q
−α+1 ≤
∞∑
j=q
j−α ≤ max{α, 2
−α+1}
α− 1 q
−α+1.
(ii) For σ > 0, κ2 ≥ 1
bρ,κ2,l · σ · log(σ−1) ≤
∞∑
j=1
min{σ, κ2ρj} ≤ bρ,κ2 · σ · log(σ−1 ∨ e),
bα,κ2,l · σ · σ−
1
α ≤
∞∑
j=1
min{σ, κ2j−α} ≤ bα,κ2 · σ ·max{σ−
1
α , 1},
where bρ,κ2 , bρ,κ2,l, bα,κ2 , bα,κ2,l are constants only depending on ρ, κ2, α.
Proof of Lemma 8.13. (i) Upper bound: If q ≥ 2, then
∞∑
j=q
j−α =
∞∑
j=q
∫ j
j−1
j−αdx ≤
∞∑
j=q
∫ j
j−1
x−αdx =
∫ ∞
q−1
x−αdx =
1
−α+ 1x
−α+1
∣∣∣∞
q−1
=
1
α− 1(q − 1)
−α+1 =
1
α− 1q
−α+1 · (q − 1
q
)−α+1 ≤ 2
−α+1
α− 1 q
−α+1.
If q = 1, then
∑∞
j=q j
−α = 1 +
∑∞
j=q+1 j
−α ≤ 1 + 1α−1q−α+1 = αα−1 .
Lower bound: Using similar decomposition arguments as above, we have
∞∑
j=q
j−α ≥
∞∑
j=q
∫ j+1
j
x−αdx =
∫ ∞
q
x−αdx =
1
−α+ 1x
−α+1
∣∣∣∞
q
=
1
α− 1q
−α+1.
(ii) • Exponential decay: Upper bound: First let a := max{⌊ log(σ/κ2)log(ρ) ⌋, 0}+1. Then
we have
∞∑
j=0
min{σ, κ2ρj} ≤
a−1∑
j=0
σ + κ2
∞∑
j=a
ρj = aσ + κ2
ρa
1− ρ
≤ aσ + κ2
1− ρ min{
σ
κ2
, 1} ≤ aσ + σ
1− ρ
≤ σ ·
[ 1
log(ρ−1)
max{log(κ2/σ), 0}+ 2
1− ρ
]
≤ σ ·
[ 1
log(ρ−1)
max{log(σ−1), 0}+ log(κ2) ∨ 0
log(ρ−1)
+
2
1− ρ
]
≤ bρ,κ2 · σ · log(σ−1 ∨ e),
where bρ,κ2 := 2(log(κ2) ∨ 1) · 1log(ρ−1)
[
1 + 2 log(ρ
−1)
1−ρ
]
.
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Lower Bound: Put β(q) = κ2
∑∞
j=q ρ
j = κ21−ρρ
q. Then
∞∑
j=1
min{σ, κ2ρj} ≥ σ(qˆ − 1) + β(qˆ),
where qˆ = min{q ∈ N : σκ2 ≥ ρq}. We have qˆ ≥
log(σ/κ2)
log(ρ) =: q and qˆ ≤ q + 1.
Thus ∞∑
j=1
min{σ, κ2ρj} ≥ σ(q − 1) + β(q + 1).
Now consider the case σκ2 < ρ
2, that is, log(σ/κ2)log(ρ) ≥ 2. Then, q − 1 ≥ 12q, and
q ≤ 2 log(σ/κ2)log(ρ) . We obtain
∞∑
j=1
min{σ, κ2ρj} ≥ 1
2
σ
log(σ/κ2)
log(ρ)
+
κ2ρ
1− ρρ
log(σ/κ2)
log(ρ) =
1
2
σ
log(σ/κ2)
log(ρ)
+
ρ
1− ρσ
≥ 1
2
( ρ
1− ρ +
1
log(ρ−1)
)
σ log(σ−1κ2),
that is, the assertion holds with bρ,κ2,l :=
1
2
(
ρ
1−ρ +
1
log(ρ−1)
)
.
• Polynomial decay: Upper bound: Let a := ⌊( σκ2 )−
1
α ⌋ + 1 ≥ ( σκ2 )−
1
α . Then we
have by (i):
∞∑
j=1
min{σ, κ2j−α} ≤
a∑
j=1
σ + κ2
∞∑
j=a+1
j−α = aσ +
κ2
α− 1a
−α+1
≤ aσ + κ
1
α
2
α− 1σ
α−1
α
≤ σ ·
[
κ
1
α
2 σ
− 1α + 1 +
κ
1
α
2
α− 1σ
− 1α
]
≤ σ ·
[ α
α− 1κ
1
α
2 σ
− 1α + 1
]
≤ bα,κ2 · σ ·max{σ−
1
α , 1},
where bα,κ2 := 2
α
α−1 (κ2 ∨ 1)
1
α .
Lower Bound: Put β(q) = κ2
∑∞
j=q j
−α. By (i), β(q) ≥ κ2α−1q−α+1. Then
∞∑
j=1
min{σ, κ2j−α} ≥ min
q∈N
{σq + β(q)}
≥ min
q∈N
{σq + κ2
α− 1q
−α+1}.
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Elementary analysis yields that the minimum is achieved for q = κ
1
α
2 · σ−
1
a =
(κ2σ )
1
α , that is,
∞∑
j=1
min{σ, κ2j−α} ≥ α
α− 1κ
1
α
2 · σ
α−1
α ,
the assertion holds with bα,κ2,l :=
α
α−1κ
1
α
2 .
Lemma 8.14 (Values of q∗, r(δ)). • Polynomial decay ∆(j) = κj−α (α > 1). Then
there exist constants c
(i)
α,κ, C
(i)
α,κ > 0, i = 1, 2 only depending on κ, α such that
c(1)α,κmax{x−
1
α , 1} ≤ q∗(x) ≤ C(1)α,κmax{x−
1
α , 1},
and
c(2)α,κmin{δ
α
α−1 , δ} ≤ r(δ) ≤ C(2)α,κmin{δ
α
α−1 , δ}.
• Geometric decay ∆(j) = κρj (ρ ∈ (0, 1)). Then there exist constants c(i)ρ,κ, C(i)ρ,κ > 0,
i = 1, 2 only depending on κ, ρ such that
c(1)ρ,κmax{log(x−1), 1} ≤ q∗(x) ≤ C(1)ρ,κmax{log(x−1), 1},
and
c(2)ρ,κ
δ
log(δ−1 ∨ e) ≤ r(δ) ≤ C
(2)
ρ,κ
δ
log(δ−1 ∨ e) .
Proof of Lemma 8.14. (i) By Lemma 8.13(i), βnorm(q) =
β(q)
q ∈ [cα,κq−α, Cα,κq−α]
with cα,κ =
κ
α−1 , Cα,κ = κ
max{α,2−α+1}
α−1 . In the following we assume w.l.o.g. that
Cα,κ > 1 and cα,κ < 1.
• q∗(x) Upper bound: For any x > 0,
q∗(x) = min{q ∈ N : βnorm(q) ≤ x} ≤ min{q ∈ N : q ≥ ( x
Cα,κ
)−
1
α } = ⌈( x
Cα,κ
)−
1
α ⌉.
Especially we obtain q∗(x) ≤ ( xCα,κ )−
1
α + 1 ≤ 2C
1
α
α,κmax{x− 1α , 1}. The asser-
tion holds with C
(1)
α,κ := 2max{Cα,κ, 1} 1α .
• q∗(x) Lower bound: Similarly to above,
q∗(x) ≥ ⌈( x
cα,κ
)−
1
α ⌉ ≥ ( x
cα,κ
)− 1α = c 1αα,κx− 1α .
On the other hand, q∗(x) ≥ 1 ≥ c
1
α
α,κ, which yields the assertion with c
(1)
α,κ =
min{cα,κ, 1} 1α .
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• r(δ) Upper bound: Put r = 2 αα−1 c−
1
α−1
α,κ δ
α
α−1 . Then we have
q∗(r)r ≥ ⌈( r
cα,κ
)−
1
α ⌉r = 2 αα−1 c−
1
α−1
α,κ ⌈2− 1α−1 c
1
α−1
α,κ δ
− 1α−1 ⌉δ αα−1 ≥ 2δ > δ.
By definition of r(·), r(δ) ≤ r. It was already shown in Lemma 3.6(i) that
r(δ) ≤ δ holds for all δ > 0. We obtain the assertion with C(2)α,κ = 2 αα−1 c−
1
α−1
α,κ .
• r(δ) Lower bound: First consider the case δ < Cα,κ.
Put r = 2−
α
α−1C
− 1α−1
α,κ δ
α
α−1 . Since x := 2
1
α−1C
1
α−1
α,κ δ
− 1α−1 > 1, ⌈x⌉ ≤ 2x and
thus
q∗(r)r ≤ ⌈( r
Cα,κ
)−
1
α ⌉r = 2− αα−1C−
1
α−1
α,κ ⌈2 1α−1C
1
α−1
α,κ δ
− 1α−1 ⌉δ αα−1 ≤ 2 · 2−1δ ≤ δ.
By definition of r(·), r(δ) ≥ r = 2− αα−1 min{( δCα,κ )
1
α−1 , 1}δ.
In the case δ > Cα,κ, we have
q∗(δ)δ = ⌈( δ
Cα,κ
)−
1
α ⌉δ ≤ 1 · δ ≤ δ,
thus r(δ) ≥ δ = min{( δCα,κ )
1
α−1 , 1}δ ≥ 2− αα−1 min{( δCα,κ )
1
α−1 , 1}δ. We con-
clude that the assertion holds with c
(2)
α,κ = 2
− αα−1C
− 1α−1
α,κ .
(ii) We have βnorm(q) =
β(q)
q = Cρ,κ
ρq
q , where Cρ,κ =
κρ
1−ρ . In the following we assume
w.l.o.g. that Cρ,κ > 8.
• q∗(x) Upper bound: Put ψ(x) = max{log(x−1), 1}. Define q˜ = ⌈
ψ( x
Cρ,κ log(ρ−1)
)
log(ρ−1) ⌉.
Then we have
βnorm(q˜) ≤ Cρ,κ ρ
log(
(
x
Cρ,κ log(ρ−1)
)−1
)/ log(ρ−1)
q˜
≤
x
log(ρ−1)
q˜
≤ x
ψ( xCρ,κ log(ρ−1) )
≤ x,
thus
q∗(x) = min{q ∈ N : βnorm(q) ≤ x} ≤ q˜ =
⌈ψ( xCρ,κ log(ρ−1) )
log(ρ−1)
⌉
.
Especially we obtain
q∗(x) ≤ 1
log(ρ−1)
(
ψ(x)+log(Cρ,κ log(ρ−1))
)
+1 ≤ 2(1 + log(Cρ,κ log(ρ
−1)))
log(ρ−1)
ψ(x),
that is, the assertion holds with C
(1)
ρ,κ =
2(1+log(Cρ,κ log(ρ−1)))
log(ρ−1) .
118
• q∗(x) Lower Bound: Case 1: Assume that x < Cρ,κ log(ρ−1)ρ4. Define q˜ =
⌈ 14
log(( x
Cρ,κ log(ρ−1)
)−1)
log(ρ−1) ⌉ ≥ 1. Then q˜ ≤ 12
log(( x
Cρ,κ log(ρ−1)
)−1)
log(ρ−1) , and thus
βnorm(q˜) ≥ Cρ,k
(
x
Cρ,κ log(ρ−1)
)1/2
q˜
≥ (Cρ,κ log(ρ−1))1/2 x
1/2
log(( xCρ,κ log(ρ−1) )
−1/2)
> x
since
(
x
Cρ,κ log(ρ−1)
)−1/2 > log((
x
Cρ,κ log(ρ−1)
)−1/2).
We have therefore shown that for x < Cρ,κ log(ρ
−1)ρ4,
q∗(x) ≥ q˜ = max{1, q˜}. (8.162)
Case 2: If x ≥ Cρ,κ log(ρ−1)ρ4, then q˜ ≤ 1, that is,
q∗(x) ≥ 1 = max{1, q˜}.
We have shown that for all x > 0,
q∗(x) ≥ max{1, q˜}.
Since
q˜ ≥ 1
4
log(( xCρ,κ log(ρ−1) )
−1)
log(ρ−1)
≥ 1
4 log(ρ−1)
[
log(x−1) + log(Cρ,κ log(ρ−1))
]
≥ 1
4 log(ρ−1)
log(x−1),
the assertion follows with c
(1)
ρ,κ =
1
4 log(ρ−1) .
• r(δ) Upper bound: Put r˜ = 2(c
(1)
ρ,κ)
−1δ
log((2−1c(1)ρ,κδ−1)∨e)
. Then we have
q∗(r˜)r˜ ≥ c(1)ρ,κ log(r˜−1 ∨ e) · r˜
=
2δ
log((2−1c(1)ρ,κδ−1) ∨ e)
· log([2−1c(1)ρ,κδ−1 log((2−1c(1)ρ,κδ−1) ∨ e)] ∨ e)
≥ 2δ
log((2−1c(1)ρ,κδ−1) ∨ e)
· log([2−1c(1)ρ,κδ−1] ∨ e) = 2δ > δ.
By definition of r(·), we obtain
r(δ) ≤ r˜.
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For a ∈ (0, 1), the function (0,∞) → (0,∞), x 7→ log(x−1∨e)log((ax−1)∨e) attains its
maximum at x = ae−1 with maximum value 1 + log(a−1). Thus
r˜ ≤ 2(c(1)ρ,κ)−1(1 + log(2−1(c(1)ρ,κ)−1)) ·
δ
log(δ−1 ∨ e) ,
that is, the assertion holds with C
(2)
ρ,κ = 2(c
(1)
ρ,κ)−1(1 + log(2−1(c
(1)
ρ,κ)−1)).
• r(δ) Lower Bound: Put r˜ = 2
−1(C(1)ρ,κ)
−1δ
log((2C
(1)
ρ,κδ−1)∨e)
. Then
q∗(r˜)r˜ ≤ C(1)ρ,κ log(r˜−1 ∨ e) · r˜
=
2−1δ
log((2C
(1)
ρ,κδ−1) ∨ e)
· log([2C(1)ρ,κδ−1 log((2C(1)ρ,κδ−1) ∨ e)] ∨ e)
≤ 2
−1δ
log((C
(1)
ρ,κδ−1) ∨ e)
· [ log((2C(1)ρ,κδ−1) ∨ e) + log log((2C(1)ρ,κδ−1) ∨ e)]
≤ δ,
where the last step is due to log(x) + log log(x) ≤ 2 log(x) for x ≥ e. By
definition of r(·), we obtain
r(δ) ≥ r˜.
For a > 1, the function (0,∞)→ (0,∞), x 7→ log(x−1∨e)log((ax−1)∨e) attains its minimum
at x = e−1 with minimum value 11+log(a) . We therefore obtain
r˜ ≥ (C
(1)
ρ,κ)−1
2(1 + log(2C
(1)
ρ,κ))
δ
log(δ−1 ∨ e) ,
that is, the assertion holds with c
(2)
ρ,κ =
(C(1)ρ,κ)
−1
2(1+log(2C
(1)
ρ,κ))
.
Lemma 8.15 (Form of V ). (i) Polynomial decay ∆(j) = κj−α (where α > 1): Then
there exist some constants C
(3)
α,κ, c
(3)
α,κ only depending on κ, α,Dn such that
c(3)α,κ‖f‖2,nmax{‖f‖−
1
α
2,n , 1} ≤ V (f) ≤ C(3)α,κ‖f‖2,nmax{‖f‖
− 1α
2,n , 1}.
(ii) Geometric decay ∆(j) = κρj (where ρ ∈ (0, 1)): Then there exist some constants
c
(3)
ρ,κ, C
(3)
ρ,κ only depending on κ, ρ,Dn such that
c(3)ρ,κ‖f‖2,nmax{log(‖f‖−12,n), 1} ≤ V (f) ≤ C(3)ρ,κ‖f‖2,nmax{log(‖f‖−12,n), 1}.
120
Proof of Lemma 8.15. The assertions follow from Lemma 8.13(ii) by taking κ2 =
κDn. The maximum in the lower bounds is obtained due to the additional summand
‖f‖2,n in V (f).
The following lemma formulates the entropy integral in terms of the well-known brack-
eting numbers in terms of the ‖ · ‖2,n-norm in the case that supn∈N Dn <∞. For this, we
use the upper bounds of V given in Lemma 8.15.
Lemma 8.16. (i) Polynomial decay ∆(j) = κj−α (where α > 1). Then for any
σ ∈ (0, C(3)α,κ),
∫ σ
0
√
H(ε,F , V )dε ≤ C(3)α,κ
α− 1
α
∫ ( σ
C
(3)
α,κ
)
α
α−1
0
u−
1
α
√
H(u,F , ‖ · ‖2,n)du,
where C
(3)
α,κ is from lemma 8.15.
(ii) Exponential decay ∆(j) = κρj (where ρ ∈ (0, 1)). Then for any σ ∈ (0, e−1C(3)ρ,κ),∫ σ
0
√
H(ε,F , V )dε ≤ C(3)ρ,κ
∫ E−( σ
C
(3)
ρ,κ
)
0
log(u−1)
√
H(u,F , ‖ · ‖2,n)du,
where E−(x) = xlog(x−1) and C
(3)
ρ,κ is from lemma 8.15.
Proof of Lemma 8.16. (i) By Lemma 8.15, V (f) ≤ C(3)α,κ‖f‖2,nmax{‖f‖−
1
α
2,n , 1}.
We abbreviate c = C
(3)
α,κ in the following.
Let ε ∈ (0, c) and (lj , uj), j = 1, ..., N brackets such that ‖uj − lj‖2,n ≤ ( εc )
α
α−1 .
Then
V (uj − lj) ≤ cmax{‖uj − lj‖2,n, ‖uj − lj‖
α−1
α
2,n } ≤ cmax
{
(
ε
c
)
α
α−1 ,
ε
c
}
≤ c · ε
c
= ε.
Therefore, the bracketing number fulfill the relation
N(ε,F , V ) ≤ N
(
(
ε
c
)
α
α−1 ,F , ‖ · ‖2,n
)
.
We conclude that for σ ∈ (0, c),∫ σ
0
√
H(ε,F , V )dε ≤
∫ σ
0
√
H
(
(
ε
c
)
α
α−1 ,F , ‖ · ‖2,n
)
dε
= c
α− 1
α
∫ (σc ) αα−1
0
u−
1
α
√
H(u,F , ‖ · ‖2,n)du.
In the last step, we used the substitution u = ( εc )
α
α−1 which leads to dudε =
α
α−1 · 1c ·
( εc )
1
α−1 = αα−1 · 1c · u
1
α .
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(ii) By Lemma 8.15, V (f) ≤ C(3)ρ,κE(‖f‖2,n) with E(x) = xmax{log(x−1), 1}. We ab-
breviate c = C
(3)
ρ,κ in the following.
We first collect some properties of E. Put E−(x) = xlog(x−1∨e) . In the case x > e
−1,
we have E(E−(x)) = x. In the case x ≤ e−1, we have
E(E−(x)) =
x
log(x−1)
· log
( x−1
log(x−1)−1
)
≤ x
log(x−1)
log(x−1) = x.
This shows that for all x > 0,
E(E−(x)) ≤ x. (8.163)
Furthermore, for x < e−1,
log(E−(x)−1) = log(x−1 log(x−1)) ≥ log(x−1). (8.164)
Now let ε ∈ (0, 1) and (lj , uj), j = 1, ..., N brackets such that ‖uj− lj‖2,n ≤ E−( εc ).
Then by (8.163),
V (uj − lj) ≤ cE(E−(ε
c
)) ≤ c · ε
c
= ε.
Therefore, we have the following relation between the bracketing numbers
N(ε,F , V ) ≤ N
(
E−(
ε
c
),F , ‖ · ‖2,n
)
.
We conclude that for σ ∈ (0, ce−1),
∫ σ
0
√
H(ε,F , V )dε ≤
∫ σ
0
√
H
(
E−(
ε
c
),F , ‖ · ‖2
)
dε ≤ c
∫ E−(σc )
0
log(u−1)
√
H(u,F , ‖ · ‖2)du.
In the last step, we used the substitution u = E−( εc ) which leads to
du
dε =
1
c ·
1+log((ε/c)−1)
log((ε/c)−1)2 , and with (8.164) we obtain
dε = c
log((ε/c)−1)2
1 + log((ε/c)−1)
du ≤ c log((ε/c)−1)du ≤ c log(E−(ε
c
)−1)du = c log(u−1)du.
