) space complexity while retaining the worst-case time complexity of PC-4. Moreover, the new algorithm exhibits a much better average{case time complexity. The new algorithm is based on the idea (due to Bessiere 1]) that, at any time, only a minimal amount of support has to be found and recorded for a labeling to establish its viability; one has to look for a new support only if the current support is eliminated. I also show that PC-5 can be improved further to yield an algorithm, PC5++, with even better average-case performance and the same space complexity.
Introduction
A large number of problems in AI can be posed as special cases of the Constraint Satisfaction Problem (CSP). In such a problem, the task speci cation can be formulated to consist of a set of variables, a domain for each variable and a set of constraints on these variables. A typical task is then to nd an instantiation of these variables (to values in their respective domains) such that all the constraints are simultaneously satised. Formally, a CSP can be de ned as follows ( 6, 8] ): N = fi; j; : : :g is the set of nodes, with jNj = n, D = fb; c; : : :g is the set of labels, with jDj = a, E = f(i; Most of the methods used to solve such problems are based on some backtracking scheme, which can be very ine cient with exponential run-time complexity for most nontrivial problems. One of the reasons for this is that backtracking su ers from \thrashing " 6] i.e. search in di erent parts of the space keeps failing for the same reasons. Mackworth 6] identi ed three main causes for thrashing ? node inconsistency, arc inconsistency and path inconsistency.
A number of methods have been developed to simplify constraint networks (before or during the search for solutions) by removing values that lead to such inconsistencies.
Node consistency can be achieved by checking the unary predicate on each node and removing from its domain values that do not satisfy this predicate 6].
Arc consistency involves binary constraints between pairs of variables, and can be achieved by removing values from the domains of each pair of variables that violate the direct constraint between them. A number of algorithms have been developed for achieving arc consistency in constraint networks including Mackworth's AC-3 algorithm 6], Mohr and Henderson's AC-4 algorithm 8] and Bessiere's AC-6 algorithm 1].
Path consistency implies that any node-value pair of labelings (i; b) ? (j; c) that is consistent with the direct constraint between i and j is also allowed by all paths between i and j. To achieve path consistency in a constraint network, it is su cient to make all length-2 paths consistent since path consistency in a complete graph is equivalent to path consistency of all length-2 paths 10]. Once again, a number of algorithms have been designed for achieving path consistency in constraint networks. ). Chen 3] attempted to modify PC4 in order to improve its average case performance while retaining its worst case complexity. However, I shall show in Section 2 that this algorithm is incorrect.
I discuss the motivation for this research in Section 2, highlighting the problems with PC-4 and pointing out the errors in Chen's path consistency algorithm. In Section 3, I present the PC-5 algorithm and analyze its space and time complexity. In Section 4, I show how PC-5 can be further improved to yield the PC5++ algorithm ) space complexity. As noted by Mohr and Henderson 8] , the space complexity of the PC-3 algorithm (and hence of PC-4) makes it practicable only for small problems. Hence, it would be useful to reduce the space requirements of the PC-4 algorithm while keeping the same worst-case time complexity. Another problem with the PC-4 algorithm is that it has to consider entire relations in order to construct its data structures. Hence, in many problems where path consistency will not remove many values, the initialization step will be fairly time consuming. Therefore, it is desirable to reduce the complexity of the initialization phase.
Chen 3] attempted to modify the PC-4 algorithm in order to improve its average-case time and space complexity, while retaining its O(n 
Time complexity
The time complexity analysis of PC-5 is similar to that of PC-4. In the initialization phase, the innermost for loop will be executed on the order of n . Hence, PC-5 has the same worst-case time complexity as PC-4. Moreover, the average-case time complexity of PC-5 is substantially better than that of PC-4 since it stops processing of a value assignment to an edge just when it has proof that it is viable (i.e. the rst support). 
Experimental Results
In order to compare the performance of PC-5 and PC5++ to that of PC-4, I carried out a series of experiments on a large spectrum of problems. For each problem, I counted the number of constraint checks (to compare the time complexity) and the number of supports recorded, i.e. size of the sets S ibjc (to compare the space complexity). Although the performance of the three algorithms was measured on the same sets of problems, I present the results separately in order to emphasize the improvement of PC5++ over PC-5 (which would not always be apparent if all results were shown on the same gure). on the zebra problem The rst experiment was done on the zebra problem 1, 4] which has similarities to some problems encountered in real life. I used the same encoding of the problem as used by Dechter 4] . As can be seen from Table 1 , both PC-5 and PC5++ outperformed PC-4 substantially both in terms of the number of constraint checks as well as the number of supports recorded (with PC5++ performing about 25% fewer constraint checks than PC5).
Another problem on which I tested these algorithms was the n-queens problem. As can be seen from Figure 5 , both the space and time complexity of PC-4 deteriorates as the number of queens increases; PC-5 performs markedly better. PC5++ performed even better, performing between 16{38% fewer constraint checks than PC-5 ( Figure 6 ). Similar results were obtained on a restricted n-queens problem where for one column the queen was constrained to one position.
I also tested the algorithms on a variety of randomly generated problems, with di erent values of n, the number of variables a, the number of values per variable pc, the probability that a constraint R ij exists between variables i and j pu, the probability that a pair (a; b) belongs to a relation R ij If two nodes did not have a constraint between them, the constraint with the always \true" relation was introduced between them. I generated twenty instances of problems for each set of parameter values, The space requirement of PC-4 increases very rapidly with increasing pu (i.e. constraints become weaker) as seen in Figures 7-9 . The space requirements of PC-5 (as expected from the algorithm's complexity) are signi cantly lower.
Both PC-4 and PC-5 perform roughly the same number of constraint checks when the constraints are strong (pu is small) and wipe-out is produced (on the left of the broken line). However, at higher values of pu when path consistency is produced (right of the broken line), the performance of PC-4 rapidly deteriorates whereas PC-5 performs substantially better.
As can be seen from Figures 10{12, PC5++ also performed substantially better than PC-5 on all the problems tested. PC5++ reduced the number of constraint checks performed by PC-5 by upto 23% in Figures 11 and 10 and upto 27% in Figure 12 . The space requirements were almost the same for all problems.
I also checked the statistical signi cance of the difference between PC-5 and PC5++ by performing a paired t-test at a 99% con dence level. In each case, there was no signi cant di erence to the left of the broken vertical line (i.e. when wipe-out is produced); however, PC5++ performed statistically signi cantly fewer constraint checks than PC-5 for problems which have a solution (to the right of the broken vertical line) and, thus, lead to a path consistent network. These results are as one would expect { when the problem has no solution, all algorithms will perform virtually the same amount of work eliminating a large number of labelings from the relations; however, for problems where a solution exists, PC5++ removes much fewer labelings, performs signi cantly fewer constraint checks and makes the network path consistent much faster than does PC-5. 
