Abstract: Discrete Fourier transform (DFT) is a common analysis tool in digital signal processing. This transform is well studied and its shortcomings are known as well. Various window functions (e.g., Hanning, Blackman, Kaiser) are often used to reduce sidelobes and to spread the spectrum. In this paper, we introduce a transformation that allows removing the sidelobes of the Fourier transform and increasing the resolution of the DFT without changing the time sample. The proposed method is based on signal phase analysis. We give the comparison of the proposed approach with known methods based on window functions. The advantages and disadvantages of the proposed technique are explicitly shown. We also give a set of examples illustrating the application of our technique in some practical applications, including engine vibration analysis and a short-range radar system.
Introduction
It is often necessary to estimate the frequency of a mono-harmonic signal in spectral analysis or to detect the center frequency of a narrowband signal. When we apply discrete Fourier transform (DFT), giving the output array size as a power of two, the frequency of the analyzed signal rarely coincides with the center of one of the DFT samples, whose frequency is exactly known [1] .
N kn , k = 0, . . . , N − 1 (1) where N-the number of signal values measured over a period, as well as the number of decomposition components; x n , n = 0, . . . , N − 1-measured signal values (at discrete time points with numbers n = 0, . . . , N − 1); and X k , k = 0, . . . , N − 1 complex amplitudes of sinusoidal signals, composing an initial signal. Since the amplitudes are complex, it is possible to calculate both the amplitude and phase at the same time, k is the frequency index. The frequency of the k-th signal is equal to k/T, where T is the period of time during which the input data is taken.
In this case, due to the spectral leakage, the mono-harmonic signal spectrum obtained by discrete Fourier transform (DFT) looks like it is shown in Figure 1 .
One can see that the maximum of the spectrum lies between the centers of samples with indices 11 and 12. The actual mono-harmonic signal has a frequency of 10.5 Hz. In this case, the error of the frequency measurement is equal to the half of the distance between the adjacent samples. It can be One can see that the maximum of the spectrum lies between the centers of samples with indices 11 and 12. The actual mono-harmonic signal has a frequency of 10.5 Hz. In this case, the error of the frequency measurement is equal to the half of the distance between the adjacent samples. It can be calculated that there are two mono-harmonic signals with frequencies of 10 and 11 Hz in the spectrum, but in this example it is not possible to definitely determine the frequencies. The increase of the frequency resolution can be achieved by increasing the resolution of the DFT, but this would increase the computational complexity as well.
The procedure of signal spectral transformation for the DFT algorithm can be described as the procedure of dividing the signal among the frequencies of a set of bandpass filters. In the ideal case, these bandpass filters should have rectangular magnitude response with minimal overlap of adjacent channels. Figure 2 shows the magnitude response of channels with a smooth change in frequency along the frequency axis. The three-dimensional representation of the spectrum makes it possible to estimate clearly the defects that are inherent to the discrete conversion of signals on a limited time interval.
We will use a mono-harmonic signal with a smooth frequency sweep to remove the frequency response. In the spectral area the mono-harmonic signal should show only one non-zero count in the channel with the number corresponding to the integer frequency value-the number of periods in the selected time interval. When the frequency changes, the spectral reference smoothly flows into The procedure of signal spectral transformation for the DFT algorithm can be described as the procedure of dividing the signal among the frequencies of a set of bandpass filters. In the ideal case, these bandpass filters should have rectangular magnitude response with minimal overlap of adjacent channels. Figure 2 shows the magnitude response of channels with a smooth change in frequency along the frequency axis. One can see that the maximum of the spectrum lies between the centers of samples with indices 11 and 12. The actual mono-harmonic signal has a frequency of 10.5 Hz. In this case, the error of the frequency measurement is equal to the half of the distance between the adjacent samples. It can be calculated that there are two mono-harmonic signals with frequencies of 10 and 11 Hz in the spectrum, but in this example it is not possible to definitely determine the frequencies. The increase of the frequency resolution can be achieved by increasing the resolution of the DFT, but this would increase the computational complexity as well.
We will use a mono-harmonic signal with a smooth frequency sweep to remove the frequency response. In the spectral area the mono-harmonic signal should show only one non-zero count in the channel with the number corresponding to the integer frequency value-the number of periods in the selected time interval. When the frequency changes, the spectral reference smoothly flows into The three-dimensional representation of the spectrum makes it possible to estimate clearly the defects that are inherent to the discrete conversion of signals on a limited time interval.
We will use a mono-harmonic signal with a smooth frequency sweep to remove the frequency response. In the spectral area the mono-harmonic signal should show only one non-zero count in the channel with the number corresponding to the integer frequency value-the number of periods in the selected time interval. When the frequency changes, the spectral reference smoothly flows into the adjacent channel. The real frequency response of the DFT channels significantly differs from the ideal case, as is shown in Figure 3 . the adjacent channel. The real frequency response of the DFT channels significantly differs from the ideal case, as is shown in Figure 3 . Figure 3 allows visual assessing of the Fourier transform on a finite interval. The channel DFT axis refer to the spreading of the mono-harmonic signal spectrum along the adjacent DFT channels, which is caused by the presence of sidelobes of the frequency response of the channel. One can see their level and shape along the frequency axis. Non-zero transmission coefficients in a fairly wide frequency range lead to the penetration of frequencies into adjacent channels and degrade noise filtering.
To reduce the level of sidelobes the preliminary weighting of a signal sample by one of the numerous time windows, which smoothly descend at the edges of the range, is traditionally used [2] .
The best of the window functions, such as Kaiser, Hanning, Dolph-Chebyshev, Kravchenko's atomic functions etc., provide suppression of the "tails" of the frequency response to levels −80 dB… −100 dB [3] . However, the suppression of sidelobes is achieved by reducing the transform capability due to the expansion of the main lobe ( Figure 4 ). This is a common drawback for all window functions: Whatever the shape of the weighing window is, it narrows the time interval of the signal, which is already short. Then the narrowed time interval inevitably leads to a broadening of the main lobe [4] . The channel DFT axis refer to the spreading of the mono-harmonic signal spectrum along the adjacent DFT channels, which is caused by the presence of sidelobes of the frequency response of the channel. One can see their level and shape along the frequency axis. Non-zero transmission coefficients in a fairly wide frequency range lead to the penetration of frequencies into adjacent channels and degrade noise filtering.
The best of the window functions, such as Kaiser, Hanning, Dolph-Chebyshev, Kravchenko's atomic functions etc., provide suppression of the "tails" of the frequency response to levels −80 dB . . . −100 dB [3] . However, the suppression of sidelobes is achieved by reducing the transform capability due to the expansion of the main lobe ( Figure 4 ). This is a common drawback for all window functions: Whatever the shape of the weighing window is, it narrows the time interval of the signal, which is already short. Then the narrowed time interval inevitably leads to a broadening of the main lobe [4] . the adjacent channel. The real frequency response of the DFT channels significantly differs from the ideal case, as is shown in Figure 3 . The channel DFT axis refer to the spreading of the mono-harmonic signal spectrum along the adjacent DFT channels, which is caused by the presence of sidelobes of the frequency response of the channel. One can see their level and shape along the frequency axis. Non-zero transmission coefficients in a fairly wide frequency range lead to the penetration of frequencies into adjacent channels and degrade noise filtering.
The best of the window functions, such as Kaiser, Hanning, Dolph-Chebyshev, Kravchenko's atomic functions etc., provide suppression of the "tails" of the frequency response to levels −80 dB… −100 dB [3] . However, the suppression of sidelobes is achieved by reducing the transform capability due to the expansion of the main lobe ( Figure 4 ). This is a common drawback for all window functions: Whatever the shape of the weighing window is, it narrows the time interval of the signal, which is already short. Then the narrowed time interval inevitably leads to a broadening of the main lobe [4] . There are many ways to increase the resolution of the DFT and remove sidelobes. The reference signal-cloning technique performs post-DFT correction of an accurate frequency shift [5] . The dual apodization method introduces a novel sidelobe and clutter suppression technique in ultrasound imaging called dual apodization with cross-correlation or DAX [6, 7] . However, these methods have their own advantages and disadvantages. Their main drawback is a high computational complexity. Often, the complexity of resolution increase algorithms is many times greater than DFT itself, which prevents them from implementation in real-time systems.
In this paper, we propose a new method to reduce the sidelobes in the spectrum without increasing the width of the main lobe.
The rest of the paper is organized as follows. In Section 2, we introduce the idea of the proposed technique. In Section 3, the comparison between several window functions and the proposed method is shown, and frequency responses of the proposed method with different signal-to-noise ratio (SNR) are described. In Section 4, we present the examples of the proposed technique application. In Section 5, a brief discussion is given. In Section 6, some conclusions are made and the obtained simulation results are presented.
Materials and Methods
To analyze the signal in the frequency domain, the absolute value of complex samples obtained by the DFT procedure is not widely used. More often the instantaneous spectral density (SD) is calculated [8] :
where x n is the signal samples, ∆t is the time interval of the analysis. The operation of obtaining a SD is as follows:
where S(m) is the spectral sample of the DFT, S(m)* is the complex-conjugate spectral sample of the DFT, a(m) is the real part of the DFT sample, and b(m) is the imaginary part of the DFT sample. Squaring samples does not eliminate the sidelobes of the frequency response, but it is the closest analogue of the proposed method. The essential difference is that both adjacent parts of the same sample are subjected to multiplication:
where a(m) is the material part of the DFT sample and b(m) is the imaginary part of the DFT sample. We call this response neighbor spectrum sample components composition, or NC method [9] . The idea of this modification of the SD calculation is as follows. For any frequency value with any fractional part value (except of the rare case of integer value) the mono-harmonic signal falls into the overlap zone of two adjacent DFT channels ( Figure 5 ), forming two adjacent spectral samples. Moreover, the phases in two channels are shifted by 180 degrees (Figure 6 ), regardless of the phase and frequency of the input signal. Equation (4) allows the selection of these components in an optimal way.
In Figure 5 , the solid lines show the frequency response of two adjacent DFT channels, the dotted lines illustrate the frequency response of the proposed NC method. In Figure 5 , the solid lines show the frequency response of two adjacent DFT channels, the dotted lines illustrate the frequency response of the proposed NC method. 
Results
The mutually opposite direction of the "split" spectral component of the signal leads to the fact that both terms in (4) have a negative value in the overlap zone of the main adjacent lobes and positive value for all sidelobes. The difference in the sign of the product allows for the zeroing of the small values of the spectrum lateral components (Figure 7) , and at the same time change the sign of the remaining component. In Figure 5 , the solid lines show the frequency response of two adjacent DFT channels, the dotted lines illustrate the frequency response of the proposed NC method. 
The mutually opposite direction of the "split" spectral component of the signal leads to the fact that both terms in (4) have a negative value in the overlap zone of the main adjacent lobes and positive value for all sidelobes. The difference in the sign of the product allows for the zeroing of the small values of the spectrum lateral components (Figure 7) , and at the same time change the sign of the remaining component. 
The mutually opposite direction of the "split" spectral component of the signal leads to the fact that both terms in (4) have a negative value in the overlap zone of the main adjacent lobes and positive value for all sidelobes. The difference in the sign of the product allows for the zeroing of the small values of the spectrum lateral components (Figure 7) , and at the same time change the sign of the remaining component. The amplitude spectrum of the signal using the Hanning window transform is shown in Figure  9 . The amplitude spectrum of the signal using the Hanning window transform is shown in Figure  9 . The amplitude spectrum of the signal using the Hanning window transform is shown in Figure 9 . The amplitude spectrum of the signal transformed using the NC algorithm is shown in Figure 10 . Basic frequency responses of the window functions are given in Figure 11 , allowing the comparison of the different windows with each other [10] :
• The normalized width of the frequency response main lobe at the level of 0.5 (−3 dB) ΔF0.5.
•
The normalized width of the main lobe of the frequency response at the zero level ΔF0.
• Maximum sidelobe level γmax. The amplitude spectrum of the signal transformed using the NC algorithm is shown in Figure 10 . The amplitude spectrum of the signal transformed using the NC algorithm is shown in Figure 10 . Basic frequency responses of the window functions are given in Figure 11 , allowing the comparison of the different windows with each other [10] :
• Maximum sidelobe level γmax. Basic frequency responses of the window functions are given in Figure 11 , allowing the comparison of the different windows with each other [10] :
The normalized width of the frequency response main lobe at the level of 0.5 (−3 dB) ∆F 0.5 .
The normalized width of the main lobe of the frequency response at the zero level ∆F 0 .
• Maximum sidelobe level γ max .
From the characteristics given in Table 1 , one can see that the proposed NC method had the smallest width of the main lobe, in comparison with window functions, and was approximately 1.5 times smaller than in a case of the rectangular window. This minimizes spreading of the spectrum. Low levels of sidelobes means that most of them were close to zero, and the total weight of all sidelobes was 0.16% of the main lobe. The rectangularity of the main lobe (the ratio of the lobe width at the level of 0.5 to the width at the zeros level) was much higher than that of the approach based on windowing. A comparison of mono-harmonic signal detection using the DFT and NC techniques with different signal-to-noise ratios is presented in Figure 12 . From the characteristics given in Table 1 , one can see that the proposed NC method had the smallest width of the main lobe, in comparison with window functions, and was approximately 1.5 times smaller than in a case of the rectangular window. This minimizes spreading of the spectrum. Low levels of sidelobes means that most of them were close to zero, and the total weight of all sidelobes was 0.16% of the main lobe. The rectangularity of the main lobe (the ratio of the lobe width at the level of 0.5 to the width at the zeros level) was much higher than that of the approach based on windowing. A comparison of mono-harmonic signal detection using the DFT and NC techniques with different signal-to-noise ratios is presented in Figure 12 . For testing, we used a mono-harmonic signal with the fractional part equal to a quarter of the DFT sample increment width. A white Gaussian weighted noise was added to the signal. Then the amplitude spectrum and spectral density were calculated using NC. The maximum of the spectrum was estimated, and the frequency was measured at the maximum amplitude and then compared with the specified value. We performed 1000 experiments and calculated the error of the specified frequency detection.
The plot in Figure 12 shows that frequency detection using NC was, on average, 5% more For testing, we used a mono-harmonic signal with the fractional part equal to a quarter of the DFT sample increment width. A white Gaussian weighted noise was added to the signal. Then the amplitude spectrum and spectral density were calculated using NC. The maximum of the spectrum was estimated, and the frequency was measured at the maximum amplitude and then compared with the specified value. We performed 1000 experiments and calculated the error of the specified frequency detection.
The plot in Figure 12 shows that frequency detection using NC was, on average, 5% more accurate than the standard DFT. In the range from lower −10, the NC showed a zero error, unlike the DFT. Thus, the presented method was advantageous compared to the traditional DFT.
To increase the resolution of the frequency analysis, it was necessary to increase the length of the DFT, thus, if the resolution increases twice, the length of the signal analysis is also doubled, which results in the growth of the computational complexity [11] . It is known that the computational complexity of the DFT algorithm, particularly the FFT, is nlog (n). When we used the NC algorithm with the same resolution, some extra analysis was required to perform the operations. Figure 13 shows the growth of the computational complexity of the algorithms when the data length increased [12] . For testing, we used a mono-harmonic signal with the fractional part equal to a quarter of the DFT sample increment width. A white Gaussian weighted noise was added to the signal. Then the amplitude spectrum and spectral density were calculated using NC. The maximum of the spectrum was estimated, and the frequency was measured at the maximum amplitude and then compared with the specified value. We performed 1000 experiments and calculated the error of the specified frequency detection.
To increase the resolution of the frequency analysis, it was necessary to increase the length of the DFT, thus, if the resolution increases twice, the length of the signal analysis is also doubled, which results in the growth of the computational complexity [11] . It is known that the computational complexity of the DFT algorithm, particularly the FFT, is nlog (n). When we used the NC algorithm with the same resolution, some extra analysis was required to perform the operations. Figure 13 shows the growth of the computational complexity of the algorithms when the data length increased [12] . One can see from Figure 13 that with an increase in the amount of data from nine samples or more, the number of FFT operations became larger compared to the NC. This shows that for reducing One can see from Figure 13 that with an increase in the amount of data from nine samples or more, the number of FFT operations became larger compared to the NC. This shows that for reducing computational complexity, when calculating data of nine or more samples, it is more numerically expensive to use the NC algorithm.
Let us consider a mono-harmonic signal with a 20.3 Hz frequency. Since the frequency had a fractional part, discrete Fourier transform had leakage of the spectrum, see Figure 14 . computational complexity, when calculating data of nine or more samples, it is more numerically expensive to use the NC algorithm. Let us consider a mono-harmonic signal with a 20.3 Hz frequency. Since the frequency had a fractional part, discrete Fourier transform had leakage of the spectrum, see Figure 14 . Figure 15 illustrates the results obtained by the NC algorithm. One can see that the algorithm eliminated leakage of the spectrum, since it did not have sidelobes, and; therefore, only one sample was present. The operation of the algorithm was considered in more detail in following examples. To show the increase of the frequency resolution when using the proposed technique, we considered two examples. Figure 16 shows the first example. Here we see the spreading of the Fourier spectrum of a mono-harmonic signal with a frequency of 20.5 Hz, and the spectrum when using the proposed technique. To show the increase of the frequency resolution when using the proposed technique, we considered two examples. Figure 16 shows the first example. Here we see the spreading of the Fourier spectrum of a mono-harmonic signal with a frequency of 20.5 Hz, and the spectrum when using the proposed technique. 
Examples

Most recent methods for vibration diagnostics are based on the vibration analysis of industrial machines and equipment. These methods form the basis of functional diagnostics, meanwhile the operation modes can be very different: From steady (nominal or special) to transient, including starting, impulse, etc. During the functional diagnostics of machines and equipment by vibration, the information contained in the characteristics of the oscillatory forces and the properties of the oscillatory system is usually discovered [13] . Thus, before the vibrational analysis begins, there is no sufficiently accurate information about the oscillatory forces or the oscillatory system [14] .
We can suppose that more complex methods of vibration analysis would give better results. Practically, in rotary machines, there are no impact components among the low-frequency vibrational forces, and random components make a very small contribution. Therefore, only a small number of resonances have transfer characteristics. Thus, one can accurately determine characteristics and vibrational forces of an oscillating system by low-frequency vibration (usually up to frequencies of about 1000 Hz) of a rotary-type machine. The spectral analysis of vibrations measured at different points and directions becomes the main method for obtaining diagnostic information. Spectral analysis of low-frequency machine vibrations is one of the main fields of functional diagnostics, which allow for the detection of up to half of possible defects of rotary-type machines long before an emergency case occurs.
Piezoelectric sensors are common hardware for abovementioned tasks. Usually these sensors have an internal DSP processor for calculating FFT. However, this Fourier transform has limitations, since it is hardware-implemented and works over a limited period; therefore, the question of increasing the FFT resolution arises. Figure 18 shows the amplitude spectrum of a faulty asynchronous motor in steady state. The measurements were carried out on the engine Elnor 1.1 kW [15] .
Piezoelectric sensors are common hardware for abovementioned tasks. Usually these sensors have an internal DSP processor for calculating FFT. However, this Fourier transform has limitations, since it is hardware-implemented and works over a limited period; therefore, the question of increasing the FFT resolution arises. Figure 18 shows the amplitude spectrum of a faulty asynchronous motor in steady state. The measurements were carried out on the engine Elnor 1.1 kW [15] . The engine have an additional mono-harmonic vibrations, which indicate the wear of internal parts. Monitoring the frequency response of the engine can predict the location of possible failure and identify the problem on early stage. To perform this, we determined the oscillation frequency with the desired accuracy. However, it may happen that the central frequency of oscillation falls between the main lobes of the FFT. This situation is illustrated in Figure 19 . The engine have an additional mono-harmonic vibrations, which indicate the wear of internal parts. Monitoring the frequency response of the engine can predict the location of possible failure and identify the problem on early stage. To perform this, we determined the oscillation frequency with the desired accuracy. However, it may happen that the central frequency of oscillation falls between the main lobes of the FFT. This situation is illustrated in Figure 19 . Using the proposed NC technique, one can increase the resolution of the FFT and specify the oscillation frequency.
The peak in Figure 20 indicates that the oscillation frequency is exactly between the DFT channels, thus the center frequency of the oscillation is approximately 90.5 Hz. If these were two different modes, NC method would distinguish it as well. Using the proposed NC technique, one can increase the resolution of the FFT and specify the oscillation frequency.
The peak in Figure 20 indicates that the oscillation frequency is exactly between the DFT channels, thus the center frequency of the oscillation is approximately 90.5 Hz. If these were two different modes, NC method would distinguish it as well.
Using the proposed NC technique, one can increase the resolution of the FFT and specify the oscillation frequency.
The peak in Figure 20 indicates that the oscillation frequency is exactly between the DFT channels, thus the center frequency of the oscillation is approximately 90.5 Hz. If these were two different modes, NC method would distinguish it as well. Our method allows one to double the resolution of the DFT, clarifying the fractional parts of the DFT grid.
At present, advanced driver assistance system (ADAS) systems are being actively developed, which include short-range radars. Short-range radars (SRR) are radar systems that circle a car while driving to detect possible obstacles, such as other cars, walls, pedestrians, etc. These systems also should automatically trigger the safety measures, such as pre-tension of seat belts and air bags activation. This also may include automatic braking to avoid a collision [16] .
A simplified diagram of the short-range radar is presented in Figure 21 [16] . Our method allows one to double the resolution of the DFT, clarifying the fractional parts of the DFT grid.
A simplified diagram of the short-range radar is presented in Figure 21 [16] . In the signal generator ( Figure 21, (1) ), the chirp signal is synthesized and fed to the emitting antenna ( Figure 21, (2) ), and the same signal is transmitted to the multiplier block (Figure 21, (4) ), which multiplies the chirp signal on the received signal from the antenna (Figure 21, (3) ). After multiplication, the signal is transmitted to the analog-to-digital converter (ADC) (Figure 21 , (5)) and the subsequent information is processed. After the ADC, data is transferred to the fast Fourier transform block. Since the transmitter power is rather low, the signal-to-noise ratio of the received signals is quite small. The amplitude spectrum from a record of one set of points with an ADC is shown in Figure 22 . Measurements were made with the Infineon 24 GHz radar kit [17] . In the signal generator (Figure 21, (1) ), the chirp signal is synthesized and fed to the emitting antenna ( Figure 21, (2) ), and the same signal is transmitted to the multiplier block (Figure 21, (4) ), which multiplies the chirp signal on the received signal from the antenna (Figure 21, (3) ). After multiplication, the signal is transmitted to the analog-to-digital converter (ADC) (Figure 21 , (5)) and the subsequent information is processed. After the ADC, data is transferred to the fast Fourier transform block. Since the transmitter power is rather low, the signal-to-noise ratio of the received signals is quite small. The amplitude spectrum from a record of one set of points with an ADC is shown in Figure 22 . Measurements were made with the Infineon 24 GHz radar kit [17] .
which multiplies the chirp signal on the received signal from the antenna (Figure 21, (3) ). After multiplication, the signal is transmitted to the analog-to-digital converter (ADC) (Figure 21, (5) ) and the subsequent information is processed. After the ADC, data is transferred to the fast Fourier transform block. Since the transmitter power is rather low, the signal-to-noise ratio of the received signals is quite small. The amplitude spectrum from a record of one set of points with an ADC is shown in Figure 22 . Measurements were made with the Infineon 24 GHz radar kit [17] . One can see from obtained data that there were two objects in front of the radar that could be detected at frequencies of 20 and 110 Hz. There also were a lot of spurious frequencies, and visible spreading of the spectrum can be observed. Applying the NC algorithm on the same data, we got the following amplitude spectrum (Figure 23 ). One can see from obtained data that there were two objects in front of the radar that could be detected at frequencies of 20 and 110 Hz. There also were a lot of spurious frequencies, and visible spreading of the spectrum can be observed. Applying the NC algorithm on the same data, we got the following amplitude spectrum (Figure 23 ). The signals reflected from the studied objects can be more clearly distinguished from the spectrum, and the effect of spectrum spreading also disappeared.
Discussion
The proposed NC method can be applied in various fields of technology where it is required to perform spectral analysis of signals. For example, a good task to use the proposed NC method is described in [18] . Comparing with other methods that use phase information to estimate precisely the frequency of a mono-harmonic signal [19] , we can conclude that most of them estimate the frequency without forming channels. This makes such methods applicable for specification of the frequency, but less intended to obtain an amplitude spectrum. Our method has advantages over existing methods, such as the window Fourier transform, namely, the more rectangular shape of the The signals reflected from the studied objects can be more clearly distinguished from the spectrum, and the effect of spectrum spreading also disappeared.
The proposed NC method can be applied in various fields of technology where it is required to perform spectral analysis of signals. For example, a good task to use the proposed NC method is described in [18] . Comparing with other methods that use phase information to estimate precisely the frequency of a mono-harmonic signal [19] , we can conclude that most of them estimate the frequency without forming channels. This makes such methods applicable for specification of the frequency, but less intended to obtain an amplitude spectrum. Our method has advantages over existing methods, such as the window Fourier transform, namely, the more rectangular shape of the main lobe and the lower level of sidelobes. A small number of operations to calculate the NC transform allows for the achievement of better results without a notable increase of the computational complexity. In our further research, we plan to investigate this approach considering the influence of various effects on the accuracy of the analyzed data.
Conclusions
To conclude the paper, we listed the main advantages of the proposed method:
•
The width of the main lobe is the smallest among all known window functions, 1.5 times smaller than for the rectangular window. This minimizes spectrum spreading accordingly.
Low level of sidelobes, most of which are zeros; the total weight of all sidelobes is 0.16% of the main lobe.
The rectangularity of the main lobe, calculated as the ratio of the width of the lobe at 0.5 to the width at the level of zeros, is much higher than that of any existing windows.
The location of the main lobe maximum corresponds to the middle of the interval between spectral readings, which is most convenient for the combined DFT-NC processing, which guarantees a two-fold increase in resolution.
