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OPTIMAL LINE PACKINGS FROM FINITE GROUP ACTIONS
JOSEPH W. IVERSON, JOHN JASPER, AND DUSTIN G. MIXON
Abstract. We provide a general program for finding nice arrangements of points in real
or complex projective space from transitive actions of finite groups. In many cases, these
arrangements are optimal in the sense of maximizing the minimum distance. We introduce
our program in terms of general Schurian association schemes before focusing on the special
case of Gelfand pairs. Notably, our program unifies a variety of existing packings with
heretofore disparate constructions. In addition, we leverage our program to construct the
first known infinite family of equiangular lines with Heisenberg symmetry.
1. Introduction
We consider the fundamental problem of packing points in real or complex projective
space so that the minimum distance is maximized. A famous instance of this problem is
the Tammes problem [38], which concerns the packing of points in S2 ∼= CP1. In this
space, the optimal packing of 13 points was the subject of a celebrated argument between
Newton and Gregory [35]. Recently, the general problem of packing in projective space has
received renewed attention due to its applications in communication, coding, and quantum
information theory [37, 45]. In fact, the last few years produced a multitude of disparate
constructions of optimal packings [24, 9, 23, 19, 21, 10, 33, 20, 3, 18] (see [22] for a living
survey), leaving one yearning for some sort of unified theory. This paper provides a modest
step in that direction by identifying a fruitful correspondence with transitive actions of finite
groups.
Points in projective space correspond to one-dimensional subspaces (lines) of some real
or complex vector space, and for convenience, we represent each line with a spanning unit
vector. Our packing problem then amounts to finding unit vectors {φi}ni=1 that minimize
coherence, defined by
max
1≤i6=j≤n
|〈φi, φj〉|.
To minimize coherence, it suffices to achieve equality in some known lower bound, such as
the Welch, orthoplex or Levenstein bounds [43, 14, 34]. For each of these bounds, there
exist specific cases in which equality is achievable. Interestingly, a packing achieves equality
in the Welch bound precisely when the Gram matrix
[
〈φj, φi〉
]n
i,j=1
is a scalar multiple of a
projection with off-diagonal entries of constant modulus [37]. Such packings are known as
equiangular tight frames (ETFs).
Conway, Hardin and Sloane [14] were perhaps the first to observe that highly symmetric
arrangements of lines are frequently strong competitors in the packing problem. Packings
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exhibiting abelian symmetry are known as harmonic frames, and harmonic ETFs are con-
structed using combinatorial objects known as difference sets [37, 44]. Optimal packings
of d2 points in CPd−1 are conjectured to be ETFs with Heisenberg symmetry for every d,
which correspond to desirable measurement ensembles for quantum state estimation [45]. As
a precursor to the present paper, the authors recently used group schemes to construct the
first known infinite family of ETFs with nonabelian symmetry [33].
The main idea of this paper is illustrated in Figure 1. Every transitive action of a fi-
nite group determines a Schurian association scheme, which in turn produces a collection
of distinguished projections through its spherical functions. Each projection inherits sym-
metries from the group action, and has a (small) number of distinct entries bounded by the
dimension of the scheme’s adjacency algebra. Viewing each projection as a Gram matrix
then produces a collection of vectors that will often generate an optimal line packing. In
particular, the packing might be an ETF since it necessarily has a small number of angles.
While each of these individual relationships is known, the entire chain suggests a useful
new discovery tool for researchers. For example, one may systematically search through finite
group actions in GAP [25] to find worthy line packings. The authors used this program to
find an ETF exhibiting Heisenberg symmetry, and then generalized it to the first known
infinite family with such symmetry. While these ETFs are not exactly the packings desired
in quantum information theory, we expect there to be some sort of relationship (as in [2]),
and we leave this for future investigation.
The following section covers preliminary information about Schurian association schemes
and in particular, the commutative instances corresponding to Gelfand pairs. In the theory
of Lie groups, Gelfand pairs are used widely for the reproducing properties of their spherical
functions on homogeneous spaces [27]. However, Gelfand pairs of finite groups appear to
have received comparatively little attention from the frame theory community. As far as we
are aware, the current article represents the first systematic attempt to mine Gelfand pairs
as sources of finite frames. Section 3 then discusses the packings that arise from Schurian
schemes, known as homogeneous frames. We illustrate the theory with examples in Section 4.
Sections 5 and 6 then explain how to leverage the chain of relationships illustrated in Figure 1
to produce an infinite family of ETFs with Heisenberg symmetry. A nontrivial consequence
of Zauner’s conjecture [45] is that an infinite family like this exists, and so our construction
gives theoretical evidence in favor of that conjecture.
2. Preliminaries
We begin by recalling the basic theory of frames, Schurian association schemes, and
Gelfand pairs. See [13, 11, 5, 12] for more details.
2.1. Frames. Let H be a d-dimensional Hilbert space (d < ∞), either real or complex. A
sequence of vectors Φ = {φj}nj=1 in H is called a frame if there are constants 0 < A ≤ B <∞
such that
A ‖ψ‖2 ≤
n∑
j=1
|〈ψ, φj〉|2 ≤ B ‖ψ‖2
for all ψ ∈ H. We call A and B the frame bounds. When A = B, the frame is called tight,
and when A = B = 1, it is called Parseval. In abuse of notation, we sometimes think of
Φ as a short, fat matrix whose columns describe the frame vectors φ1, . . . , φn. With this in
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Figure 1. Important chain of relationships in this paper.
mind, the Gram matrix for Φ is the n× n matrix
Φ∗Φ =
[
〈φj, φi〉
]n
i,j=1
,
which is clearly positive semidefinite. To say that Φ is a tight frame for its span means
precisely that Φ∗Φ is a constant times a projection. Moreover, it is possible to recover Φ
from its Gram matrix, up to a unitary equivalence. (For example, when Φ is Parseval we
can just take the columns of Φ∗Φ in their span.) We say that Parseval frames Φ and Ψ
are Naimark complements if Φ∗Φ + Ψ∗Ψ = I, meaning their Gram matrices project onto
orthogonally complementary spaces.
In this paper, we want to find equiangular tight frames (ETFs), which are tight frames
with two more properties: (1) All of the frame vectors have the same (nonzero) length, and
(2) The inner product |〈φi, φj〉| is constant across all pairs of distinct frame vectors φi 6= φj.
When an ETF occurs, it can be rescaled so that its vectors are unit norm with coherence
matching the Welch bound
µ(Φ) := max
1≤i6=j≤n
|〈φi, φj〉| ≥
√
n− d
d(n− 1) .
In particular, an ETF is an optimal line packing.
Our strategy is to hunt for ETFs via their Gram matrices, which are recognizable from
three features: (1) They are constant multiples of projections, (2) They have constant diago-
nal, and (3) They have constant modulus off the diagonal. We are going to look in particular
for Gram matrices that lie in the adjacency algebras of Schurian association schemes, de-
scribed below.
2.2. Schurian schemes. Let G be a finite group acting transitively on a finite set X, from
the left. This action determines a matrix algebra in the following way. Let G act on X ×X
by setting g · (x, y) = (g · x, g · y) for g ∈ G and x, y ∈ X, and let R0, . . . , Rc ⊆ X × X be
the orbits of this action, indexed in such a way that R0 = {(x, x) : x ∈ X}. We can express
each orbit Ri as an X ×X matrix Ai whose entries are given by
(2.1) (Ai)x,y =

1, if (x, y) ∈ Ri;0, otherwise.
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Then A0+· · ·+Ac = J , the matrix of all ones, and it turns out that A := span{A0, . . . , Ac} is
a complex ∗-algebra under the usual matrix multiplication. In other words, A0, . . . , Ac form
a (possibly noncommutative) association scheme. Schemes of this type are called Schurian,
or group-case. We call A0, . . . , Ac the adjacency matrices of the scheme, and A the adjacency
algebra; it consists of all complex X ×X matrices M with the property that Mg·x,g·y =Mx,y
for all g ∈ G and x, y ∈ X. In other words, A is the ∗-algebra of all G-stable matrices.
For Schurian schemes, the adjacency algebra has another description in terms of repre-
sentation theory. Let L2(X) be the space of complex-valued functions on X, with the inner
product
〈f, g〉L2(X) =
∑
x∈X
f(x)g(x)
(
f, g ∈ L2(X)
)
.
Using the canonical basis of point masses in L2(X), we can think of our adjacency matrices
as linear operators A0, . . . , Ac ∈ B(L2(X)). The action of G on X produces a unitary
representation λ : G→ U(L2(X)),
[λ(g)f ](x) = f(g−1 · x)
(
g ∈ G, f ∈ L2(X), x ∈ X
)
,
and the adjacency algebra A coincides with its commutant
C(λ) = {T ∈ B(L2(X)) : Tλ(g) = λ(g)T for all g ∈ G}.
For a third realization of the adjacency algebra, fix a point x0 ∈ X and let H = Gx0 be
its stabilizer in G. As a G-set, X is isomorphic to G/H with the usual action on the left.
For each i = 0, . . . , c, there is a unique double coset
HaiH = {haih′ : h, h′ ∈ H}
for H in G such that
(2.2) (Ai)g·x0,h·x0 =

1, if h
−1g ∈ HaiH ;
0, otherwise.
The adjacency matrices are in one-to-one correspondence with the double cosets through the
mapping Ai 7→ HaiH . Moreover, for any A ∈ A , the convolution kernel ψA : G → C given
by
(2.3) ψA(g) =
1
|H|Ag·x0,x0 (g ∈ G)
belongs to the space
L2(H\G/H) = {ψ : G→ C : ψ(gh) = ψ(hg) = ψ(g) for all g ∈ G, h ∈ H}
of bi-H-invariant functions on G. This has the structure of a ∗-algebra with the usual
convolution and involution,
(ψ1 ∗ ψ2)(g) =
∑
h∈G
ψ1(h)ψ2(h
−1g) and ψ∗(g) = ψ(g−1) (g ∈ G),
and if we set ψ˜A(g) = ψA(g
−1), the mapping A 7→ ψ˜A is a ∗-algebra isomorphism from A to
L2(H\G/H).
Definition 2.1. We call (G,H) a Gelfand pair when A = C(λ) ∼= L2(H\G/H) is commu-
tative.
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This notion, too, has a representation-theoretic interpretation. Let χλ : G → C be the
trace character of λ, namely
χλ(g) = |{x ∈ X : g · x = x}| (g ∈ G),
and let
χλ = n0χ0 + · · ·+ nrχr
be its decomposition into irreducible characters χ0, . . . , χr, with nj ≥ 1 for all j, and χi 6= χj
for i 6= j. Then A is commutative if and only if nj = 1 for all j = 0, . . . , r. In other words,
(G,H) is a Gelfand pair if and only if λ is multiplicity free.
2.3. Spherical functions. Whether or not A is commutative, many of its projections can
be constructed explicitly from the character table of G, as follows. Each of the constituent
characters χj above determines a spherical function ωj ∈ L2(H\G/H) given by
(2.4) ωj(g) =
1
|H|
∑
h∈H
χj(g
−1h) =
1
|HgH|
∑
h∈HgH
χj(h) (g ∈ G).
Writing mj = χj(1G) for the degree of χj , the matrix
(2.5) Ej :=
mj
|X|
c∑
i=0
ωj(ai)Ai
is orthogonal projection onto the isotypical component Vj ⊆ L2(X) corresponding to χj . In
other words, Vj is the unique λ-invariant subspace of L
2(X) on which the restriction of λ has
trace character njχj . Since Vj is λ-invariant, Ej is an orthogonal projection in C(λ) = A
with rank njmj . Moreover, E0 + · · · + Er = I, and EiEj = EjEi = 0 whenever i 6= j. In
particular, every sum
∑
j∈D Ej for D ⊆ {0, . . . , r} is an orthogonal projection in A . If it
happens that A is commutative, then E0, . . . , Ec form the basis of primitive idempotents
promised by the spectral theorem, and every projection in A takes the form just described.
We summarize these results below.
Proposition 2.2. Every subset D ⊆ {0, . . . , r} produces an orthogonal projection GD =∑
j∈D Ej in A with entries
(2.6) (GD)g·x0,h·x0 =
1
|X|
∑
j∈D
mjωj(h
−1g) (g, h ∈ G).
When (G,H) is a Gelfand pair, every orthogonal projection in A takes this form.
We have written code for the computer program GAP [25] to compute the spherical
functions associated with any transitive group action, and to produce the corresponding
projections [32].
The spherical functions have another description in terms of invariant vectors. If πj : G→
U(Hj) is any unitary representation of G affording χj as its trace character, then the space
HHj = {v ∈ Hj : πj(h)v = v for all h ∈ H}
of H-stable vectors in Hj has dimension nj . If u1, . . . , unj is an orthonormal basis for HHj ,
then
(2.7) ωj(g) =
nj∑
i=1
〈ui, πj(g)ui〉 (g ∈ G).
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2.4. Examples.
Example 2.3. G acts trivially on the subspace of constant functions in L2(X), so one of the
constituents of χλ, say χ0, is the trivial character χ0(g) ≡ 1. The corresponding spherical
function ω0 is constantly equal to 1. Hence,
E0 =
1
|X|
c∑
i=0
Ai =
1
|X|J,
which is indeed orthogonal projection onto the subspace of constant functions.
Example 2.4. Let G be any finite group, acting on X = G by left translation. The
adjacency algebra A consists of all G-circulant matrices. Since the stabilizer of any point
in G is the trivial group H = {1G}, A is isomorphic to the ∗-algebra L2(G). Thus, we
have a Gelfand pair if and only if G is abelian. In that case, the spherical functions are
given by the Pontryagin dual group Gˆ, which consists of all homomorphisms α : G → T,
under the operation of pointwise multiplication. Indeed, the permutation representation
λ : G → L2(X) is the left regular representation of G, and the Peter-Weyl Theorem tells
us that every character α ∈ Gˆ appears as a constituent of χρ. From (2.4), we see that
the spherical function corresponding to α ∈ Gˆ is α = α−1. Any choice of subset D ⊆ Gˆ
prescribes, via Proposition 2.2, a G×G orthogonal projection GD with entries
(2.8) (GD)g,h = 1|G|
∑
α∈D
α(h)α(g) (g, h ∈ G).
Example 2.5. Let K be any finite group (possibly nonabelian), and let G = K×K, acting
on X = K by the formula (g, h) · k = gkh−1 for g, h, k ∈ K. The orbits of the corresponding
action on X ×X are indexed by the conjugacy classes C0, . . . , Cc of K, and take the form
Ri = {(gh, h) : g ∈ Ci, h ∈ K}.
If Lg =
[
δgh,h
]
g,h∈K
is the K × K matrix representation for left translation by g ∈ K on
L2(K), it follows that
Ai =
∑
g∈Ci
Lg.
The adjacency algebra A is the center of the group algebra ofK-circulant matrices described
in Example 2.4. The stabilizer of the point 1K ∈ K is the diagonal
∆(K) = {(g, g) : g ∈ K}.
Since A is commutative, (K ×K,∆(K)) is a Gelfand pair.
As in the abelian case, primitive idempotents in A are indexed by the set Kˆ of irreducible
characters of K, with a character χ ∈ Kˆ corresponding to the matrix
Eχ :=
χ(1)
|K|
[
χ(g−1h)
]
g,h∈K
.
See, for instance, [26, Thm. 10.6.1]. Once again, projections in A are uniquely determined
by subsets D ⊆ Kˆ, through the formula
(2.9) (GD)g,h = 1|K|
∑
χ∈D
χ(1)χ(g−1h) (g, h ∈ G).
This completes our review of background material.
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3. Homogeneous frames and Schurian schemes
In general, we are interested in association schemes primarily as sources of finite frames,
represented by their Gram matrices in the corresponding adjacency algebra. Any positive
semidefinite matrix can be viewed as the Gram matrix of some frame, and the resulting frame
is Parseval if and only if the Gram matrix is a projection. By the spectral theorem, any
commutative ∗-algebra of square matrices therefore determines a finite set of Parseval frames
through its projections. In the case of association schemes, the resulting frames have few
inner products—no more than the number of adjacency matrices. In this sense, association
schemes may be well suited for the construction of low-coherence tight frames.
In fact, the adjacency algebra of any association scheme of n × n matrices contains the
Grammatrices of three trivial ETFs: an orthonormal basis for Cn (represented by the identity
matrix I), n identical vectors in C1 (represented by 1
n
J), and the n-vector simplex in Cn−1
(represented by I − 1
n
J). Note that these last two examples are Naimark complements of
each other, and in general, adjacency algebras are closed under such complementation.
Among association schemes, the Schurian schemes are particularly attractive for two rea-
sons. First, they provide a channel from the discrete world of finite group actions to the
continuous setting of finite frames in Cd. Second, the spherical functions make it easy
to compute projections from a character table. Here, the identity matrix corresponds to
D = {0, . . . , r} in Proposition 2.2, whereas projection onto the all-ones vector comes from
the trivial action of G on constant functions in L2(X), as in Example 2.3. In addition, the
Naimark complement corresponds to the set complement ofD. Now that we have established
how trivial ETFs naturally arise from Schurian schemes, we are ready to pursue nontrivial
constructions.
This section is devoted to the general theory of frames whose Gram matrices have Schurian
structure. We begin by relating symmetry in the Gram matrix to symmetry in the frame
vectors themselves. Subsection 3.2 continues with a series of techniques to identify group
structure in a given frame. In subsection 3.3, we explain how this machinery distinguishes a
small class of frames associated with a regular subgroup. Finally, subsection 3.4 introduces
an important technical tool for squeezing additional line packings out of a given scheme.
Illustrative examples are sprinkled throughout this section; more substantial examples appear
in Sections 4 and 6.
3.1. Homogeneous frames.
Definition 3.1. Let G be a finite group, and let ρ : G→ U(H) be a unitary representation.
Any frame of the form Φ = {ρ(g)v}g∈G, with v ∈ H, is called a group frame, or more
specifically, a G-frame. If there is a subgroup H ⊆ G such that ρ(h)v = v for all h ∈ H ,
then we can reduce Φ to form a new frame, Φ′ = {ρ(g)v}gH∈G/H . We call Φ′ a homogeneous
frame, or if we wish to emphasize the particular groups involved, a (G,H)-frame.
Theorem 3.2. Let G be a finite group acting transitively on a set X, and let A be the
adjacency algebra of all G-stable, X×X matrices. After changing indices through any G-set
isomorphism X ∼= G/H for a subgroup H ⊆ G, the positive semidefinite matrices in A are
precisely the Gram matrices for (G,H)-frames.
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Proof. First, let Φ′ = {ρ(g)v}gH∈G/H be a (G,H)-frame. Then its Gram matrix G is positive
semidefinite, with entries given by
GgH,hH = 〈ρ(h)v, ρ(g)v〉
for gH, hH ∈ G/H . For any k ∈ G, we have
GkgH,khH = 〈ρ(kh)v, ρ(kg)v〉 = 〈ρ(k)ρ(y), ρ(k)ρ(g)v〉 = GgH,hH ,
since ρ(k) is unitary. Hence, G ∈ A .
In the other direction, if G is any positive semidefinite matrix in A , then its convolution
kernel ψG = ψ˜GT is a positive element of the finite-dimensional ∗-algebra L2(H\G/H), so it
has a unique positive square root ψ
1/2
G ∈ L2(H\G/H). For each g ∈ G, let Lg : L2(G) →
L2(G) be the translation operator given by (Lgψ)(h) = ψ(g
−1h). We define v = |H|1/2ψ1/2G
and
H = span{Lgv : g ∈ G} ⊆ L2(G),
and let λ : G → U(H) describe left translation on H. As a finite spanning set, Φ :=
{λ(g)v}g∈G is a frame for H. Since v ∈ L2(H\G/H) is H-stable, we obtain a (G,H)-frame
Φ′ := {λ(g)v}gH∈G/H.
It remains to show that G is the Gram matrix for Φ′. For any g, h ∈ G, we have
〈λ(h)v, λ(g)v〉 = |H|〈ψ1/2G , λ(h−1g)ψ1/2G 〉 = |H|
∑
k∈G
ψ
1/2
G (k)ψ
1/2
G (g
−1hk),
and since ψ
1/2
G is self-adjoint,
〈λ(h)v, λ(g)v〉 = |H|∑
k∈G
ψ
1/2
G (k)ψ
1/2
G (k
−1h−1g) = |H|(ψ1/2G ∗ ψ1/2G )(h−1g) = |H|ψG(h−1g).
By (2.3), 〈λ(h)v, λ(g)v〉 = Gh−1gH,H = GgH,hH , as desired. 
Example 3.3. We now explain how to produce homogeneous frames with Gram matrices
as in Proposition 2.2. Following the notation of Section 2, fix a subset D ⊆ {0, . . . , r}, and
let ρ =
⊕
j∈D π
(nj)
j , where π
(nj)
j denotes the direct sum of nj = mult(πj , λ) copies of πj . For
each j ∈ D, choose an orthonormal basis u(j)1 , . . . , u(j)nj for the space HHj of H-stable vectors
in Hj. Then let
v =
1√
|X|
{√
mju
(j)
i
}
j∈D, 1≤i≤nj
∈ ⊕
j∈D
H(nj)j .
It is clearly stabilized by H . Comparing (2.6) and (2.7), we see that ΦD := {ρ(g)v}gH∈G/H
is a (G,H)-frame with Gram matrix GD.
When nj = 1 (for instance, when (G,H) is a Gelfand pair), there is an easy way to find a
spanning vector for HHj . Indeed, we can start with any v ∈ Hj , and then the vector
v˜ :=
∑
h∈H
πj(h)v
will be stabilized byH . As long as v is not orthogonal toHHj , v˜ will be nonzero. In particular,
if we apply this procedure to an entire orthonormal basis for Hj , then we are guaranteed to
find at least one nonzero H-stable vector, which we can rescale and use as u
(j)
1 .
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Example 3.4. Let G be a finite group acting on itself by left translation, as in Example 2.4.
In this case, Theorem 3.2 tells us that positive semidefinite G-circulant matrices are precisely
the Gram matrices of G-frames. For projections in the adjacency algebra and tight G-frames,
this is a theorem of Vale and Waldron [39].
If G is abelian, the projections in A are determined by subsets D ⊆ Gˆ as in (2.8). As
the reader can verify, GD is the Gram matrix of the harmonic frame whose synthesis matrix
is made by extracting the rows indexed by D from the Gˆ × G discrete Fourier transform
(DFT) matrix
F = 1√
|G|
[
α(g)
]
α∈Gˆ,g∈G
.
Harmonic frames were an early and abundant source of ETFs [37, 44, 15]. Conditions for
equiangularity are completely understood in terms of combinatorics. Namely, GD represents
an ETF if and only if D is a difference set in Gˆ, meaning there is a constant λ such that∣∣∣{(α, β) ∈ D ×D : αβ−1 = γ}∣∣∣ = λ
for all γ 6= 1Gˆ in Gˆ.
Example 3.5. Let K be any finite group, and let A be the adjacency algebra of the
conjugacy class scheme described in Example 2.5. Tight frames with Gram matrices in A
are called central K-frames in [40]. In this case, Theorem 3.2 tells us that central K-frames
are equivalent to tight (K ×K,∆(K))-frames.
The authors investigated conditions for equiangularity in [33]. Briefly, Kˆ has the structure
of a hypergroup, which is a probabilistic generalization of a group, and GD represents an ETF
if and only if D ⊆ Kˆ is a hyperdifference set, which is a corresponding generalization of a
difference set. An infinite family of ETFs with this form, with K nonabelian, appears in [33].
Any ETF made by one of the Gelfand pairs in Examples 2.4 and 2.5 is bound by an inte-
grality constraint: if it consists of n vectors in Cd or Rd, then n−1 must divide d(d− 1). For
the harmonic frames in Example 2.4, this is an easy consequence of the difference set condi-
tion. For the central group frames in Example 2.5, this was proved in [33]. As the following
example demonstrates, ETFs from more general Gelfand pairs enjoy greater latitude.
Example 3.6. Let G = AGL(F32) = F
3
2 ⋊GL(F
3
2) be the affine linear group over F
3
2, acting
transitively on the set of lines in F32 in the natural way. Using the computer program GAP
[25] with package FinInG [4], we check that this action is multiplicity free. One of its
primitive idempotents is the matrix in Figure 2, which describes an ETF of 28 vectors in
R7. The exact code used to produce this example is available online [32].
3.2. More conditions for homogeneity. Let Φ = {φx}x∈X be any finite frame, regardless
of its origin. In practice, we often find nice frames by accident and then work very hard to
“reverse engineer” them, in the hope of finding a larger family. If we think that symmetry
might play a role in our accident, then it is natural to wonder if Φ might be homogeneous,
and if so, what the groups involved might be. We now address this problem.
For each permutation σ ∈ S(X), let Pσ = [δx,σy]x,y∈X be the corresponding X × X
permutation matrix. Writing G = Φ∗Φ for the Gram matrix of Φ, we define
G(Φ) = {σ ∈ S(X) : PσG = GPσ},
9
112


3 − − − + − + − − + − + + + − − + + − − + + − − − − + +
− 3 − − + − + − + − + − − − + + − − + + + + − − + + − −
− − 3 − − + − + + − + − + + − − + + − − − − + + + + − −
− − − 3 − + − + − + − + − − + + − − + + − − + + − − + +
+ + − − 3 − − − + + − − + − + − − + − + + + − − + − − +
− − + + − 3 − − + + − − + − + − + − + − − − + + − + + −
+ + − − − − 3 − − − + + − + − + + − + − + + − − − + + −
− − + + − − − 3 − − + + − + − + − + − + − − + + + − − +
− + + − + + − − 3 − − − + − + − + − − + + − − + + + − −
+ − − + + + − − − 3 − − + − + − − + + − − + + − − − + +
− + + − − − + + − − 3 − − + − + − + + − − + + − + + − −
+ − − + − − + + − − − 3 − + − + + − − + + − − + − − + +
+ − + − + + − − + + − − 3 − − − + + − − − + − + − + − +
+ − + − − − + + − − + + − 3 − − + + − − + − + − + − + −
− + − + + + − − + + − − − − 3 − − − + + + − + − + − + −
− + − + − − + + − − + + − − − 3 − − + + − + − + − + − +
+ − + − − + + − + − − + + + − − 3 − − − + − − + − + + −
+ − + − + − − + − + + − + + − − − 3 − − − + + − + − − +
− + − + − + + − − + + − − − + + − − 3 − − + + − − + + −
− + − + + − − + + − − + − − + + − − − 3 + − − + + − − +
+ + − − + − + − + − − + − + + − + − − + 3 − − − + − + −
+ + − − + − + − − + + − + − − + − + + − − 3 − − − + − +
− − + + − + − + − + + − − + + − − + + − − − 3 − + − + −
− − + + − + − + + − − + + − − + + − − + − − − 3 − + − +
− + + − + − − + + − + − − + + − − + − + + − + − 3 − − −
− + + − − + + − + − + − + − − + + − + − − + − + − 3 − −
+ − − + − + + − − + − + − + + − + − + − + − + − − − 3 −
+ − − + + − − + − + − + + − − + − + − + − + − + − − − 3


Figure 2. A primitive idempotent for the action of AGL(F32) on the set of
lines in F32. It describes a 7× 28 real ETF.
which is clearly a subgroup of S(X). Following the proof of [41, Lemma 3.5], it is easy
to show that σ ∈ G(Φ) if and only if there is a unitary Uσ, necessarily unique, such that
Uσφx = φσx for all x ∈ X. When Φ is tight, it follows by [41, Example 1] that G(Φ) is
precisely the symmetry group of Φ introduced by Vale and Waldron [41].
When restricted to tight frames, the first part of the following theorem recasts [39, Theo-
rem 4.8] in the language of Schurian association schemes.
Theorem 3.7. Fix any point x0 ∈ X, and let H(Φ) = G(Φ)x0 be the stabilizer of x0 in
G(Φ). Then the following hold:
(i) Φ is a homogeneous frame if and only if G(Φ) acts transitively on X. In that case, Φ
is a (G(Φ), H(Φ))-frame.
(ii) If Φ is a (G,H)-frame for any Gelfand pair (G,H), then (G(Φ), H(Φ)) is also a Gelfand
pair.
Proof. First, suppose that G(Φ) is a transitive permutation group, and let
A = {M ∈ MatX×X(C) : PσM =MPσ for all σ ∈ G(Φ)}
be the corresponding adjacency algebra. We have G ∈ A by definition, so Φ is a (G(Φ), H(Φ))-
frame by Theorem 3.2.
Conversely, if Φ is a (G,H)-frame for some group G and subgroup H , then there is
a transitive group action α : G → S(X) with point stabilizer H for which G lies in the
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adjacency algebra
A
′ = {M ∈ MatX×X(C) : PσM =MPσ for all σ ∈ α(G)},
by Theorem 3.2. Consequently, α(G) ⊆ G(Φ). It follows that G(Φ) is also transitive.
Moreover, A ⊆ A ′, so A is commutative whenever A ′ is. When (G,H) is a Gelfand pair,
this means that (G(Φ), H(Φ)) is, too. 
Corollary 3.8. A finite frame Φ = {φx}x∈X is homogeneous if and only if, for every x, y ∈
X, there is a unitary U such that UΦ is a permutation of Φ with Uφx = φy.
Remark 3.9. We mention two more tricks that might help a researcher find a group that is
“responsible” for a given frame Φ. First, arguing just as in the proof of Theorem 3.7, one
can easily see that G is G-stable for any transitive subgroup G ⊆ G(Φ). Thus, if it happens
that G(Φ) acts transitively and multiplicity-freely on X, one can search the subgroup lattice
of G(Φ) to find more groups with that description. Both of those properties are preserved
by inclusion into a larger permutation group, so it could be that some subgroup G ⊆ G(Φ)
provides a starting point for a simpler description of Φ, and that G(Φ) inherited those
properties only by default.
Second, if one can establish that G lies in the adjacency algebra of some association scheme
X, then one can use graph-theoretic algorithms to determine whether or not X is a Schurian
scheme, and if so, what the corresponding permutation group is. See [28, Theorem 2.5] and
[47, Theorem 6.3.1]. We have written a GAP function that does precisely this [32], returning
the relevant permutation group G ⊆ S(X) when it exists. When this procedure succeeds,
we necessarily have G ⊆ G(Φ). Just as above, one can then dig deeper into the subgroup
lattice of G to look for alternative “explanations” for Φ.
3.3. Regular subgroups. Now consider the reverse problem: instead of starting with a
frame and trying to find a group responsible for it, we start with a group K (like the
Heisenberg group) and try to isolate a nice set of K-frames. As we now explain, this is
sometimes possible using an action of a larger group G ⊇ K.
Definition 3.10. Let G be a finite group acting transitively on a set X. A subgroup K ⊆ G
is called regular for this action if:
(1) The action of K on X is transitive; and
(2) The stabilizer Kx of each x ∈ X in K is trivial.
For the remainder of this subsection, we fix a finite group G acting transitively on a set
X, and we let H denote the stabilizer of a fixed base point x0 ∈ X. It is easy to prove that
a subgroup K ⊆ G is regular if and only if G = KH and K ∩H = {1G}, if and only if K is
a complete and irredundant set of left coset representatives for H in G. This leads us to the
following simple, but crucial, observation.
Proposition 3.11. If K ⊆ G is a regular subgroup for the action of G on X, then every
(G,H)-frame is a K-frame.
Proof. The expression Φ = {ρ(g)v}gH∈G/H for a (G,H)-frame does not depend on the choice
of coset representatives g ∈ gH , so Φ = {ρ(k)v}k∈K . 
Remark 3.12. It may very well happen that (G,H) is a Gelfand pair, while a regular subgroup
K is nonabelian. In that case, the spherical functions for the Gelfand pair distinguish a finite
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subset of the uncountably infinite collection of tight K-frames. (See [40] for the cardinality
of K-frames.)
An important class of examples occurs when G = K ⋊ H and (G,H) forms a Gelfand
pair. For the researcher exploring the class of K-frames, it may be worthwhile to traverse
the lattice of subgroups H ⊆ Aut(K) and examine the spherical functions formed by any
Gelfand pairs (K ⋊H,H). In fact, that is exactly how the authors discovered the class of
Heisenberg ETFs described in Section 6.
We can say more by involving the adjacency algebra. When K ⊆ G is regular for the
action of G on X, the mapping k 7→ k · x0 determines a bijection K ∼= X, which turns K
into a G-set with the action
g · k = k′ ⇐⇒ gk · x0 = k′ · x0 (g ∈ G; k, k′ ∈ K),
or equivalently,
(3.1) g · k = k′ ⇐⇒ gkh = k′ for some h ∈ H (g ∈ G; k, k′ ∈ K).
If it happens that H normalizes K (for instance, if G = K ⋊H), then the action of H on K
is simply conjugation; however, we do not assume this in general. The theorem below says
that we can identify A with the space
L2(K)H := {ϕ ∈ L2(K) : ϕ(h · k) = ϕ(k) for all k ∈ K and h ∈ H}.
This appears to be a folk theorem. The closest reference we could locate is [5, Theorem 6.1].
We include a proof here for completeness.
Theorem 3.13. When K ⊆ G is a regular subgroup, L2(K)H is a ∗-subalgebra of L2(K).
It is isomorphic to the adjacency algebra of G-stable matrices by mapping A ∈ A to the
function
ϕ˜A(k) = Ax0,k·x0 (k ∈ K).
Proof. The main idea is to identify L2(K)H with L2(H\G/H). We will write [k] for the
H-orbit of k ∈ K, and KH for the set of H-orbits in K, with a similar notation in G/H .
From (3.1), we see that
[k] = HkH ∩K (k ∈ K).
The mapping K → G/H , k 7→ kH , is an isomorphism of H-sets, so KH ∼= (G/H)H by
the bijection [k] 7→ [kH ] . On the other hand, H-orbits in G/H are precisely described
by double cosets through the correspondence [gH ] 7→ HgH . Consequently, H\G/H ∼= KH
through the mapping HgH 7→ HgH ∩ K. It follows that there is a linear isomorphism
T : L2(H\G/H)→ L2(K)H with T1HgH = |H| · 1HgH∩K for all g ∈ G; or equivalently,
(T1HgH)(k) = |H| · 1HgH∩K(k) = |H| · 1HgH(k) (k ∈ K).
Extending linearly, we see that (Tψ)(k) = |H| · ψ(k) for all ψ ∈ L2(H\G/H) and k ∈ K.
We claim that T preserves the ∗-algebraic structure of L2(H\G/H). Let us write ψ1 ∗Gψ2
for convolution in L2(G) and ϕ1∗Kϕ2 for convolution in L2(K). For any ψ1, ψ2 ∈ L2(H\G/H)
and any k′ ∈ K, we have
[T (ψ1 ∗G ψ2)](k′) = |H| ·
∑
g∈G
ψ1(g)ψ2(g
−1k′).
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Any g ∈ G can be written uniquely in the form g = kghg with kg ∈ K and hg ∈ H , so
[T (ψ1 ∗G ψ2)](k′) = |H| ·
∑
g∈G
ψ1(kghg)ψ2(h
−1
g k
−1
g k
′)
= |H| ·∑
g∈G
ψ1(kg)ψ2(k
−1
g k
′).
Reindexing with g = kh for k ∈ K and h ∈ H , we obtain
[T (ψ1 ∗G ψ2)](k′) = |H| ·
∑
k∈K
∑
h∈H
ψ1(k)ψ2(k
−1k′)
= |H|2 · ∑
k∈K
ψ1(k)ψ2(k
−1k′)
=
∑
k∈K
(Tψ1)(k) · (Tψ2)(k−1k′)
= [(Tψ1) ∗K (Tψ2)](k′).
In other words,
T (ψ1 ∗G ψ2) = (Tψ1) ∗K (Tψ2).
It is easy to see that T preserves the involution. Therefore, L2(K)H is a ∗-subalgebra of
L2(K), and T : L2(H\G/H)→ L2(K)H is a ∗-algebra isomorphism.
To complete the proof, we recall that A is isomorphic to L2(H\G/H) by mapping A ∈ A
to the function
ψ˜A(g) = ψA(g
−1) =
1
|H|Ag−1·x0,x0 =
1
|H|Ax0,g·x0 (g ∈ G).
Now, we simply observe that T ψ˜A = ϕ˜A. 
With the aid of Theorem 3.13, we can now say precisely which K-frames arise as (G,H)-
frames.
Definition 3.14. Let ρ : K → U(H) be a unitary representation of K, and suppose there
is a vector v ∈ H for which Φ := {ρ(k)v}k∈K is a frame. The function of positive type
associated with Φ is ϕ : K → C, given by
ϕ(k) = 〈v, ρ(k)v〉 (k ∈ K).
When K ⊆ G is a regular subgroup, we say that Φ extends to a (G,H)-frame if there
is an extension ρ˜ : G → U(H) of ρ for which v is an H-stable vector; in that case, Φ =
{ρ˜(g)v}gH∈G/H is literally a (G,H)-frame .
Functions of positive type classify K-frames up to unitary equivalence; see [31] for details.
Corollary 3.15. When K ⊆ G is a regular subgroup, a K-frame Φ = {ρ(k)v}k∈K extends
to a (G,H)-frame if and only if its function of positive type belongs to L2(K)H .
Proof. Let ϕ be the function of positive type associated with Φ, and let ϕ˜ = ϕ∗ be the
function
ϕ˜(k) = 〈ρ(k)v, v〉 (k ∈ K).
We will prove the statement with ϕ˜ in place of ϕ; this is equivalent since ϕ and ϕ∗ lie in
L2(K)H at precisely the same time.
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The Gram matrix G of Φ has entries
Gk1,k2 = 〈ρ(k2)v, ρ(k1)v〉 = 〈ρ(k−11 k2)v, v〉 = ϕ˜(k−11 k2) (k1, k2 ∈ K).
If there is a representation ρ˜ : G → U(H) extending ρ for which v is H-stable, then we
can view Φ as a (G,H)-frame. After reindexing with the identification K ∼= X, G becomes
a matrix G′ ∈ A , by Theorem 3.2. For any k ∈ K, we have ϕ˜(k) = G1K ,k = ϕ˜G′(k), so
ϕ˜ = ϕ˜G′ ∈ L2(K)H .
Conversely, when ϕ˜ ∈ L2(K)H , we can find a matrix G′ ∈ A with ϕ˜G′ = ϕ˜, so that
G′k1·x0,k2·x0 = G′x0,k−11 k2·x0 = ϕ˜(k
−1
1 k2) = Gk1,k2 (k1, k2 ∈ K).
In particular, G′ is positive semidefinite. By Theorem 3.2 again, there is a unitary repre-
sentation ρ′ : G → U(H′) and an H-stable vector v′ ∈ H′ for which Φ′ := {ρ′(k)v′}k∈K is a
frame with Gram matrix G. Since Φ and Φ′ have the same Gram matrix, there is a unitary
U : H′ →H with
Uρ′(k)v′ = ρ(k)v (k ∈ K).
Define ρ˜ : G→ U(H) by setting
ρ˜(g) = Uρ′(g)U−1 (g ∈ G).
For any h ∈ H , we have
ρ˜(h)v = Uρ′(h)v′ = Uv′ = v,
so v is H-stable under ρ˜.
It only remains to show that ρ˜ extends ρ. Since Φ is a frame, any vector w ∈ H can be
written in the form
w =
∑
k∈K
ckρ(k)v
for some constants ck ∈ C. For any k, k′ ∈ K, we have
ρ˜(k′)ρ(k)v = Uρ′(k′)ρ′(k)v′ = Uρ′(k′k)v = ρ(k′k)v,
and therefore,
ρ˜(k′)w =
∑
k∈K
ckρ˜(k
′)ρ(k)v =
∑
k∈K
ckρ(k
′k)v = ρ(k′)w.
In other words, ρ˜(k′) = ρ(k′), as desired. 
Example 3.16. Let K be any finite group, and let H = Inn(K) be the group of inner
automorphisms, given by conjugation in K. Then K is a regular subgroup for the action of
G := K⋊H on G/H , and L2(K)H consists of functions constant on conjugacy classes in K.
This is well known to be the center of the ∗-algebra L2(K). By Theorem 3.13, the adjacency
algebra of this action is commutative, and (K ⋊ Inn(K), Inn(K)) is a Gelfand pair.
If Φ = {ρ(k)v}k∈K is any K-frame, with Gram matrix G and function of positive type
ϕ, then the reader can easily verify that ϕ ∈ L2(K)Inn(K) if and only if G is stable under
the action of K × K described in Example 3.5. As explained in that example, this means
precisely that G is the Gram matrix of a central K-frame. Applying Corollary 3.15, we see
that central K-frames are the same as tight (K ⋊ Inn(K), Inn(K))-frames.
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3.4. Projective reduction. We conclude this section with a brief investigation of the fol-
lowing technique, applied in the setting of homogeneous frames.
Definition 3.17. Given a frame Φ = {φx}x∈X , we introduce an equivalence relation on X by
saying that x ∼ y if there is a unimodular constant αx,y such that φy = αx,yφx. A projective
reduction of Φ consists of one vector φx for each equivalence class [x] ∈ X/ ∼.
This concept is undoubtedly familiar to anyone who has studied SIC-POVMs [45], since the
full orbit of a vector under the Schro¨dinger representation of the Heisenberg group contains
several “projective copies” of the same frame, and has to be projectively reduced before it
can possibly make a SIC-POVM.
Even if we only know the Gram matrix of Φ, we can still find the Gram matrix of a
projective reduction, since φx ∼ φy if and only if the y-th column of Φ∗Φ is a unimodular
multiple of the x-th column.
Definition 3.18. Let G be a finite group, and let ρ : G→ U(H) be a unitary representation.
The projective stabilizer of a vector v ∈ H is the group
K = {g ∈ G : ρ(g)v = α(g)v for some constant α(g) ∈ T}.
The name derives from the action of G on one-dimensional subspaces of H; when v 6= 0, K
is precisely the stabilizer of span{v}. Equivalently, K is the subgroup of all g ∈ G for which
v is an eigenvector of ρ(g). If Φ = {ρ(g)v}g∈G is a G-frame and ϕ is its function of positive
type, then the conditions for equality in Cauchy-Schwarz easily imply that the projective
stabilizer of v is
(3.2) K = {g ∈ G : |ϕ(g)| = ϕ(1G)}.
Proposition 3.19. Let Φ = {ρ(g)v}g∈G be a G-frame whose generator v has projective
stabilizer K. Choose representatives g1, . . . , gn ∈ G for the left cosets of K in G, and let
Φred = {ρ(gj)v}nj=1. Then Φred is a projective reduction of Φ. Moreover, every projective
reduction of Φ takes this form.
Proof. Let ∼ be the equivalence relation from Definition 3.17. For g, h ∈ G, we have g ∼ h
if and only if there is a unimodular constant αg,h ∈ T such that ρ(g)v = αg,hρ(h)v, or
equivalently, ρ(h−1g)v = αg,hv. That happens if and only if h
−1g ∈ K. Thus, the equivalence
classes for ∼ are precisely the left cosets of K in G. 
For general frames, it is easy to construct examples where projective reduction fails to
preserve tightness. For group frames, however, the situation is much nicer.
Proposition 3.20. Let Φ = {ρ(g)v}g∈G be a G-frame whose generator v has projective
stabilizer K. Let H be a subgroup of K, and let g1, . . . , gn ∈ G be left coset representatives
for H in G. Then Φ has frame bounds A,B if and only if Φ′ := {ρ(gj)v}nj=1 has frame
bounds A/|H|, B/|H|. In particular, Φ is tight if and only if Φ′ is, too.
Consequently, the projective reduction of a tight group frame is tight, and vice versa.
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Proof. Let α : K → T be as in Definition 3.18. For any w ∈ H, we have
∑
g∈G
|〈w, ρ(g)v〉|2 =
n∑
j=1
∑
h∈H
|〈w, ρ(gjh)v〉|2 =
n∑
j=1
∑
h∈H
|〈w, ρ(gj)α(h)v〉|2
= |H|
n∑
j=1
|〈w, ρ(gj)v〉|2,
and the proposition follows immediately. 
Corollary 3.21. Let A be the adjacency algebra of a Schurian association scheme. Let
G ∈ A , and let Φ be a frame with Φ∗Φ = G. If Φ is tight, then so is its projective reduction,
and vice versa.
Proof. Let G be the permutation group that produced the association scheme, and let H ⊆ G
be the stabilizer of a point. By Theorem 3.2, we may assume without loss of generality that
Φ = {ρ(g)v}gH∈G/H for some unitary representation ρ and some H-stable vector v, whose
projective stabilizer necessarily contains H as a subgroup. Let Φ˜ = {ρ(g)v}g∈G be the full
orbit of v. By Proposition 3.20, Φ is tight if and only if Φ˜ is, too. Moreover, any projective
reduction Φred of Φ is also a projective reduction of Φ˜. Using Proposition 3.19, it follows
that Φ, Φ˜, and Φred are tight at the same time. 
Corollary 3.22. Let G be a finite group acting transitively on a set X, with notation as in
Section 2. Given any subset D ⊆ {0, . . . , r}, let ΦD be the frame constructed in Example 3.3,
and let
ϕD :=
1
|X|
∑
j∈D
mjωj.
Then the following are equivalent:
(i) Any projective reduction of ΦD is an equiangular tight frame.
(ii) ϕD takes exactly two absolute values.
Proof. As explained in Example 3.3, the Gram matrix of ΦD has entries
(GD)gH,hH = ϕD(h−1g) (g, h ∈ G).
Thus, ϕD is the function of positive type associated with the G-frame Φ˜D := {ρ(g)v}g∈G.
Following Proposition 3.19, we let
K = {g ∈ G : |ϕD(g)| = ϕD(1G)}
be the projective stabilizer of v, and choose representatives 1G = g1, . . . , gm ∈ G for the left
cosets of K in G. Now ΦredD := {ρ(gi)v}mi=1 is a projective reduction of Φ˜D, hence also of ΦD.
It is tight by Proposition 3.20, and its Gram matrix GredD has entries
(GredD )i,j = 〈ρ(gj)v, ρ(gi)v〉 = 〈v, ρ(g−1j gi)v〉 = ϕD(g−1j gi) (1 ≤ i, j ≤ m).
If ϕD takes exactly two absolute values, then
∣∣∣(GredD )i,j∣∣∣ is constant across all pairs i 6= j,
since g−1j gi /∈ K. Thus, ΦredD is an ETF. On the other hand if |ϕD(g)| 6= |ϕD(g′)| for some
g, g′ ∈ G \K, then we can find i, j 6= 1 and k, k′ ∈ K for which gik and g′ = gjk′, so that
|〈ρ(g1)v, ρ(gi)v〉| = |〈v, ρ(gik)v〉| = |ϕD(g)| 6= |ϕD(g′)| = |〈ρ(g1)v, ρ(gj)v〉|,
and ΦredD is not equiangular. 
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4. Examples
Having established the basic theory of homogeneous frames, we now give several examples
to demonstrate the fruitfulness of this approach for constructing optimal line packings. In
every example below, the bulk of the work lies in identifying a transitive action of a finite
group (or equivalently, a subgroup corresponding to its stabilizer). Once this is done, the
spherical functions identify a handful of line packings for us, and we just have to pick out
the ones with low coherence. The code that produced these examples is available online [32].
Example 4.1. Let
T =
[
0 1
1 0
]
and M =
[
1 0
0 −1
]
,
and let
K = {ikT t1Mm1 ⊗ T t2Mm2 ⊗ T t3Mm3 : 0 ≤ k ≤ 3, 0 ≤ ti, mi ≤ 1}
be the group generated by iI8 and all three-fold tensor products of powers of T andM . This
is a slightly enlarged version of the three-qubit Weyl-Heisenberg group. Zauner [45] observed
that the vector
v =
1√
6
[
1 + i, 0, −1, 1, −i, −1, 0, 0
]T
generates a K-frame Φ := {gv}g∈K whose projective reduction is an 8× 64 ETF, equivalent
to Hoggar’s 64 lines [29, 30]. Zhu [46] found that when ω = exp(2πi/8), both of the unitary
matrices
U =
ω√
2


0 0 −1 0 i 0 0 0
0 0 −i 0 1 0 0 0
0 0 0 i 0 1 0 0
0 0 0 1 0 i 0 0
−1 0 0 0 0 0 i 0
i 0 0 0 0 0 −1 0
0 i 0 0 0 0 0 1
0 −1 0 0 0 0 0 −i


and
V =
ω√
2


0 0 0 0 i −1 0 0
0 0 0 0 −i −1 0 0
i 1 0 0 0 0 0 0
−i 1 0 0 0 0 0 0
0 0 i −1 0 0 0 0
0 0 −i −1 0 0 0 0
0 0 0 0 0 0 i 1
0 0 0 0 0 0 −i 1


fix v. The same is therefore true of every matrix in H := 〈U, V 〉, which turns out to be
isomorphic to the simple group PSU3(F3).
Using GAP [25], we verify that H normalizes K while intersecting it trivially, and that
(K ⋊ H,H) is a Gelfand pair. We can view Φ as a (K ⋊ H,H)-frame, one of the finitely
many distinguished by our pair. To find the others, we compute the spherical functions:
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g I8 M ⊗ I2 ⊗ I2 T ⊗ I2 ⊗ I2 TM ⊗ I2 ⊗ I2 I2 ⊗ TM ⊗ I2 −I8 iI8 −iI8 mj
|HgH| 6048 381024 381024 381024 381024 6048 6048 6048
ω1(g) 1 1 1 1 1 1 1 1 1
ω2(g) 1 1/3 −1/3 i/3 −i/3 −1 i −i 8
ω3(g) 1 1/3 −1/3 −i/3 i/3 −1 −i i 8
ω4(g) 1 −1/7 −1/7 1/7 1/7 1 −1 −1 28
ω5(g) 1 1/9 1/9 −1/9 −1/9 1 −1 −1 36
ω6(g) 1 −1/21 1/21 −i/21 i/21 −1 i −i 56
ω7(g) 1 −1/21 1/21 i/21 −i/21 −1 −i i 56
ω8(g) 1 −1/63 −1/63 −1/63 −1/63 1 1 1 63
Every nontrivial spherical function takes exactly two absolute values, so it produces an
ETF after projective reduction. In each case, the corresponding projective stabilizer has
order 4 × 6,048 = 24,192, while the full group has order 1,548,288. Thus, the projective
reductions have 1,548,288/24,192 = 64 vectors, as expected. In this way, we obtain Hoggar’s
complex 8× 64 ETF, a real 28× 64 ETF, and Naimark complements of both.
Example 4.2. The following was privately suggested to the authors by Prof. Henry Cohn.
Let G = SL2(F8), acting doubly transitively on the set S of one-dimensional subspaces of
F28. Then G also acts transitively on
X = {(ℓ1, ℓ2) ∈ S2 : ℓ1 6= ℓ2}
through the coordinate-wise action. Using GAP, we observe that exactly one constituent of
the permutation character is real-valued with degree seven, and that it occurs with multi-
plicity one. After projective reduction, its spherical function describes 36 unit norm vectors
in R7 with coherence 1/3, the minimum currently known for such a packing. Lines achieving
this value appear in Sloane’s database of putatively optimal packings [36], and in [18], where
they are described as “elusive”. We do not know if this arrangement is optimal.
Example 4.3. The Mathieu group M11 acts triply transitively on a twelve-point set S =
{p1, . . . , p12}, as implemented in GAP by TransitiveGroup(12,272). Following the previ-
ous example, we consider the action of M11 on
X = {(pi, pj) ∈ S2 : i 6= j}.
Exactly one constituent of the permutation character has degree ten, and it occurs with
multiplicity one. Let ω be its spherical function, and let ω0 be the trivial spherical function.
Taking D = {ω0, ω} in Proposition 2.2, and projectively reducing the result, we obtain a
tight frame of 66 vectors in R11 with coherence 1/3. This beats the previous record for 66
lines in R11, as recorded in Sloane’s database [36]. Unlike the previous record holder, this
packing is a tight frame. We do not know if it is optimal. The reader can find its Gram
matrix online [32].
Example 4.4. Let L be a Sylow 2-subgroup of SL2(F5), and let G0 = NGL2(F5)(L) be its
normalizer in GL2(F5). Computing in GAP, we find that the affine action of G := F
2
5 ⋊ G0
on F25 is doubly transitive. Once again, we let G act on
X = {(x, y) ∈ F25 × F25 : x 6= y}.
It turns out that if we let K0 = NSL2(F5)(L)
∼= SL2(F3), then
K := F25 ⋊K0
∼= F25 ⋊ SL2(F3)
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

2 0 0 0 − + + + − − − −
0 2 0 0 − − + − + − − +
0 0 2 0 − − − + + + − −
0 0 0 2 − + − − + − + −
− − − − 2 0 0 0 − + + +
+ − − + 0 2 0 0 − − + −
+ + − − 0 0 2 0 − − − +
+ − + − 0 0 0 2 − + − −
− + + + − − − − 2 0 0 0
− − + − + − − + 0 2 0 0
− − − + + + − − 0 0 2 0
− + − − + − + − 0 0 0 2


Figure 3. Three mutually unbiased bases in R4 that occur as a projectively
reduced F25 ⋊ SL2(F3)-frame.
1
2


2 0 −1 + i 1 + i −1− i −1− i
0 2 −1− i 1− i 1 + i −1− i
−1− i −1 + i 2 0 −1 + i 1 + i
1− i 1 + i 0 2 −1 + i −1− i
−1 + i 1− i −1− i −1− i 2 0
−1 + i −1 + i 1− i −1 + i 0 2


Figure 4. Three mutually unbiased bases in C2 that occur as a projectively
reduced F25 ⋊ SL2(F3)-frame.
is a regular subgroup for this action.
Among the spherical functions, there is exactly one pair of complex conjugates ω and ω
corresponding to characters of degree two, and each occurs with multiplicity one. Taking
either of D = {ω} or D = {ω} in Proposition 2.2 produces, after projective reduction, six
lines in C2 with coherence 1/
√
2. On the other hand, taking D = {ω, ω} produces 12 lines
in R4 with coherence 1/2. Both of these packings achieve equality in the orthoplex and
Levenstein bounds [14, 34], and are therefore optimal. In fact, both are mutually unbiased
bases that occur as projective reductions of K-frames. Their Gram matrices are shown in
Figures 3 and 4.
Example 4.5. GAP contains a library of all transitive permutation groups of degreem ≤ 30,
up to conjugacy within Sm. We made a brute force search of this library for actions that
produce homogeneous ETFs. The prodigious results for real and complex ETFs appear in
Tables 1 and 2, respectively. In both tables, the parameters d and n indicate an ETF of n
vectors in either Rd or Cd, and the remaining parameters (m, t and k) describe a transitive
group action that can be used to create the Gram matrix of such an ETF. Namely, let
G be the group created by the GAP command G:=TransitiveGroup(m,k), which acts t-
transitively on the set S = {1, . . . , m}. When t = 1 we take X = S, and when t = 2 we
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Table 1. Real Homogeneous ETFs
d n m t k
3 6 12 1 33, 76
3 6 25 2 74, 81
5 10 10 1 7, 13
5 10 20 1 15, 30, 31, 32, 35, 36, 62, 65, 89, 149, 152, 172, 177, 198, 218, 219, 222, 223, 224, 225, 228, 280, 281, 285,
289, 291, 365, 570, 674, 676, 693
5 10 30 1 45, 94, 98, 101, 174, 549, 558, 562, 717, 719, 727, 728, 731, 732, 733, 828, 829, 832, 833, 837, 844, 910,
919, 1015, 1021, 1023, 1024, 1027, 1031, 1032, 1033, 1036, 1165, 1166, 1167, 1168, 1246, 1255, 1378,
1381, 1382, 1385, 1387, 1390, 1392, 1395
6 16 16 1 2, 3, 4, 19, 25, 28, 34, 46, 51, 57, 58, 61, 62, 63, 64, 109, 135, 143, 147, 166, 178, 179, 181, 182, 183, 185,
186, 191, 193, 194, 195, 395, 414, 415, 421, 425, 431, 436, 444, 708, 709, 710, 711, 748, 1030, 1033, 1034,
1081, 1294, 1328
7 14 28 1 120, 199
7 28 28 1 27, 32, 46, 159, 433, 502
10 16 16 1 2, 3, 4, 19, 25, 28, 34, 46, 51, 57, 58, 61, 62, 63, 64, 109, 135, 143, 147, 166, 178, 179, 181, 182, 183, 185,
186, 191, 193, 194, 195, 395, 414, 415, 421, 425, 431, 436, 444, 708, 709, 710, 711, 748, 1030, 1033, 1034,
1081, 1294, 1328
21 28 8 2 43, 48, 49, 50
21 28 28 1 27, 46, 159, 433, 502
21 36 9 2 27, 32
85 136 17 2 6, 7, 8
take
X = {(i, j) ∈ S2 : i 6= j}.
The action of G on X is transitive, and some subset D of the corresponding spherical
functions creates a projection GD whose projective reduction is the Gram matrix of a d× n
ETF. We implemented a GAP function to produce that Gram matrix from the parameters
(d, n,m, t, k); the reader can find it online [32].
For the sake of computational efficiency, we restricted our attention to groups of order
|G| ≤ 100, 000 with degree m 6= 24, and considered only spherical functions corresponding
to constituents of the permutation character having multiplicity one. When there were more
than 20 such spherical functions, we ignored the action completely.
Our results are significant for demonstrating that the spherical function construction of
Proposition 2.2, combined with projective reduction, accounts for all known sizes d×n of real
and complex ETFs with n ≤ 30, with four possible exceptions [22]. In particular, Tables 1
and 2 capture all known sizes in this range except 4×16, 12×16, 5×25, 20×25, 10×25 and
15×25. These last two are part of an infinite family that we construct later in Theorem 6.4.
While these also arise from a transitive group action, the size of the underlying set, namely
m = 125 > 30, was beyond the scope of our GAP search. The remaining sizes are SIC-
POVMs and their Naimark complements, themselves constructed as projective reductions of
Heisenberg group frames; therefore, every known ETF size d×n with n ≤ 30 can be realized
as a projective reduction of a homogeneous frame.
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Table 2. Complex Homogeneous ETFs
d n m t k
2 4 8 1 12
2 4 9 2 23
2 4 16 1 59, 60, 438, 439, 726, 728, 729, 732, 1038,
1040, 1542, 1670
3 7 7 1 1, 3
3 7 8 2 25, 36
3 7 14 1 1, 5, 6, 9, 11, 18, 21, 29, 35, 44
3 7 21 1 6, 7, 11, 39, 50, 59, 60, 61, 79, 80, 86, 100
3 7 28 1 11, 13, 14, 16, 17, 19, 20, 22, 27, 31, 37,
38, 39, 40, 44, 59, 60, 61, 62, 63, 64, 65,
66, 69, 79, 85, 89, 97, 99, 100, 101, 102,
103, 104, 110, 111, 112, 113, 114, 115,
116, 117, 118, 145, 150, 151, 154, 155,
156, 157, 160, 171, 173, 174, 177, 178,
179, 180, 181, 182, 187, 188, 189, 190,
191, 192, 216, 217, 220, 221, 222, 223,
226, 235, 236, 238, 255, 260, 262, 263,
264, 265, 266, 267, 268, 273, 286, 289,
290, 293, 294, 297, 298, 299, 300, 313,
314, 318, 319, 320, 321, 332, 333, 334,
335, 336, 337, 338, 339, 340, 341, 342,
343, 344, 345, 346, 365, 370, 372, 375,
376, 385, 389, 392, 398, 399, 400, 401,
402, 403, 404, 405, 406, 407, 408, 409,
410, 411, 412, 413, 436, 437, 444, 445,
447, 460, 461, 469, 470, 471, 472, 473,
474, 475, 476, 477, 478, 488, 503, 504,
507, 508, 512, 513, 514, 538, 541, 547,
549, 550, 551, 552, 553, 554, 555, 556,
557, 558, 559, 560, 561, 562, 563, 564,
565, 566, 567, 568, 569, 570, 571, 572,
588, 589, 590, 591, 631, 634, 635, 643,
648, 649, 656, 657
3 9 27 1 6, 32, 50, 83, 212
4 7 7 1 1, 3
4 7 8 2 25, 36
4 7 14 1 1, 5, 6, 9, 11, 18, 21, 29, 35, 44
4 7 21 1 6, 7, 11, 39, 50, 59, 60, 61, 79, 80, 86, 100
4 7 28 1 11, 13, 14, 16, 17, 19, 20, 22, 27, 31, 37,
38, 39, 40, 44, 59, 60, 61, 62, 63, 64, 65,
66, 69, 79, 85, 89, 97, 99, 100, 101, 102,
103, 104, 110, 111, 112, 113, 114, 115,
116, 117, 118, 145, 150, 151, 154, 155,
156, 157, 160, 171, 173, 174, 177, 178,
179, 180, 181, 182, 187, 188, 189, 190,
191, 192, 216, 217, 220, 221, 222, 223,
226, 235, 236, 238, 255, 260, 262, 263,
264, 265, 266, 267, 268, 273, 286, 289,
290, 293, 294, 297, 298, 299, 300, 313,
314, 318, 319, 320, 321, 332, 333, 334,
335, 336, 337, 338, 339, 340, 341, 342,
343, 344, 345, 346, 365, 370, 372, 375,
376, 385, 389, 392, 398, 399, 400, 401,
402, 403, 404, 405, 406, 407, 408, 409,
410, 411, 412, 413, 436, 437, 444, 445,
447, 460, 461, 469, 470, 471, 472, 473,
474, 475, 476, 477, 478, 488, 503, 504,
507, 508, 512, 513, 514, 538, 541, 547,
d n m t k
4 7 28 1 549, 550, 551, 552, 553, 554, 555, 556,
557, 558, 559, 560, 561, 562, 563, 564,
565, 566, 567, 568, 569, 570, 571, 572,
588, 589, 590, 591, 631, 634, 635, 643,
648, 649, 656, 657
4 8 16 1 715
4 13 13 1 1, 3
4 13 26 1 5, 64
4 13 27 2 422
5 10 30 1 45, 98
5 11 11 1 1, 3
5 11 22 1 5, 23, 28, 33
5 21 21 1 6, 7, 11
6 9 27 1 32, 50, 83, 212
6 11 11 1 1, 3
6 11 22 1 5, 23, 28, 33
6 16 16 1 2, 4, 5, 15, 16, 17, 18, 19, 21, 26, 27, 28,
30, 34, 37, 57, 62, 63, 81, 115, 145, 146,
148, 176, 181, 184, 399, 428, 443, 759
7 15 15 1 1, 3, 6
7 15 16 2 447, 777, 1079
7 15 30 1 5, 11, 17, 18, 20, 28, 50, 52, 53, 55, 64,
105, 108, 112, 113, 116, 118, 121, 202,
203, 204, 205, 208, 212, 218, 220, 323,
325, 326, 327, 331, 345, 350, 357, 490,
492, 493, 494, 513, 523, 526, 528, 677,
680, 682, 691, 693, 698, 701, 702, 883,
884, 886, 887, 891, 895, 900, 903, 1077,
1078, 1081, 1089, 1091, 1095, 1096,
1098, 1273, 1274, 1275, 1279, 1293,
1302, 1307
7 28 28 1 27
8 15 15 1 1, 3, 6
8 15 16 2 447, 777, 1079
8 15 30 1 5, 11, 17, 18, 20, 28, 50, 52, 53, 55, 64,
105, 108, 112, 113, 116, 118, 121, 202,
203, 204, 205, 208, 212, 218, 220, 323,
325, 326, 327, 331, 345, 350, 357, 490,
492, 493, 494, 513, 523, 526, 528, 677,
680, 682, 691, 693, 698, 701, 702, 883,
884, 886, 887, 891, 895, 900, 903, 1077,
1078, 1081, 1089, 1091, 1095, 1096,
1098, 1273, 1274, 1275, 1279, 1293,
1302, 1307
9 13 13 1 1, 3
9 13 26 1 5, 64
9 13 27 2 422
9 19 19 1 1, 3, 5
10 16 16 1 2, 4, 5, 15, 16, 17, 18, 19, 21, 26, 27, 28,
30, 34, 37, 57, 62, 63, 81, 115, 145, 146,
148, 176, 181, 184, 399, 428, 443, 759
10 19 19 1 1, 3, 5
11 23 23 1 3
12 23 23 1 3
13 27 27 1 21, 134, 292
14 27 27 1 21, 134, 292
16 21 21 1 6, 7, 11
21 28 28 1 27
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5. A Gelfand pair involving the Heisenberg group
We now turn our attention to the Heisenberg group, with the goal of constructing ETFs
with Heisenberg symmetry. In this section, we identify a Gelfand pair having a Heisenberg
group as a regular subgroup. We will leverage that Gelfand pair in the next section to
construct a new infinite family of optimal line packings.
For the remainder of the paper, we fix a finite abelian group A of odd order, with the group
operation written additively. The exponent of A is exp(A), the smallest positive integer n
such that n · a = 0A for all a ∈ A. Recall that Aˆ is the Pontryagin dual group, consisting of
all homomorphisms α : A → T, under the operation of pointwise multiplication. We again
use additive notation for Aˆ, and also write 〈a, α〉 for the image of a ∈ A under α ∈ Aˆ. All
such images necessarily lie in the cyclic subgroup Cexp(A) ⊆ T of order exp(A), whose group
operation we express multiplicatively. As a consequence of Lagrange’s Theorem, exp(A) is
odd, and squaring is an automorphism in Cexp(A); we express its inverse with the notation
z 7→ z1/2. Similarly, z−1/2 denotes the multiplicative inverse of z1/2.
Definition 5.1. The Heisenberg group over A is the set H = A × Aˆ × Cexp(A) under the
operation
(a1, α1, z1) · (a2, α2, z2) =
(
a1 + a2, α1 + α2, z1z2〈a2, α1〉1/2〈a1, α2〉−1/2
)
.
For a more compact notation, we let K = A × Aˆ and introduce the symplectic form
[·, ·] : K ×K → Cexp(A) given by
[(a1, α1), (a2, α2)] = 〈a2, α1〉〈a1, α2〉−1 (ai ∈ A, αi ∈ Aˆ).
Then H = K × Cexp(A) as a set, with the group operation given by
(u1, z1) · (u2, z2) = (u1 + u2, z1z2[u1, u2]1/2) (ui ∈ K, zi ∈ Cexp(A)),
and inverses given by (u, z)−1 = (−u, z−1) for u ∈ K and z ∈ Cexp(A).
Definition 5.2. The symplectic group over A is the subgroup Sp(K) ⊆ Aut(K) of all
automorphisms that preserve the symplectic form. In other words,
Sp(K) = {σ ∈ Aut(K) : [σ(u1), σ(u2)] = [u1, u2] for all u1, u2 ∈ K}.
It acts on H with automorphisms
σ · (u, z) = (σ(u), z) (σ ∈ Sp(K), u ∈ K, z ∈ Cexp(A)),
as the reader can verify.
Our goal in this section is to prove the following.
Theorem 5.3. (H ⋊ Sp(K), Sp(K)) is a Gelfand pair.
Our description of the symplectic group is essentially due to Weil [42]. In the special case
where A = Zm, Sp(K) can be identified with SL(2,Zm), in which case the action on H is
closely associated with the Clifford group [1]. For a continuous version of Theorem 5.3, we
refer the reader to [6]. Benson and Ratcliff proved a stronger version of Theorem 5.3 in the
special case where A is the additive group of a finite field [7]. They also have descriptions of
the corresponding spherical functions in that case [8].
Our proof of Theorem 5.3 requires a detailed understanding of the orbits of Sp(K) on K,
which we now review. The following is due to Dutta and Prasad [16, 17]. By the Fundamental
22
Theorem of Finitely Generated Abelian Groups, we can write A =
∏
pAp, where the direct
product is over all primes p dividing |A|, and each Ap has the form
Ap ∼= Zpλp,1 × · · · × Zpλp,lp
for a sequence λp = (λp,1, . . . , λp,lp) of positive integers. Then Aˆ =
∏
p Aˆp and K =
∏
pKp
with
(5.1) Kp = Ap × Aˆp ∼= (Zpλp,1 × · · · × Zpλp,lp )× (Zpλp,1 × · · · × Zpλp,lp )
for each p.
To each sequence λp, we associate the set
Pλp = {(v, k) ∈ Z2 : k ∈ {λp,1, . . . , λp,lp} and 0 ≤ v ≤ k},
which is partially ordered by the relation
(v1, k1) ≥ (v2, k2) ⇐⇒ v2 ≥ v1 and k2 − v2 ≤ k1 − v1.
Recall that an order ideal in Pλp is a (possibly empty) set I ⊆ Pλp with the property that
(v1, k1) ∈ I and (v2, k2) ≤ (v1, k1) imply (v2, k2) ∈ I.
Theorem 5.4. [16, Theorem 5.4]. The order ideals of Pλp are in one-to-one correspondence
with the Aut(Ap)-orbits of Ap.
Theorem 5.5. [17, Theorem 4.5]. The order ideals of Pλp are in one-to-one correspondence
with the Sp(Kp)-orbits of Kp.
Taken together, these yield the following corollary, implicitly contained in the proof of [17,
Theorem 4.5].
Corollary 5.6. Sp(K)-orbits in K are identical to Aut(K)-orbits.
Proof. First, we prove the corollary for one of the subgroups Kp ⊆ K. Applying Theorem 5.4
with Kp in place of Ap, and keeping in mind the decomposition (5.1), we see that
(5.2) |{Aut(Kp)-orbits in Kp}| = |{order ideals in Pλp}| = |{Sp(Kp)-orbits in Kp}|.
Since Sp(Kp) ⊆ Aut(Kp), every Sp(Kp)-orbit is contained in a unique Aut(Kp)-orbit, and
every Aut(Kp)-orbit is a disjoint union of Sp(Kp)-orbits. Thus, containment produces a
surjection {Sp(Kp)-orbits} → {Aut(Kp)-orbits}, which must be an injection by (5.2). It
follows that every Aut(Kp)-orbit coincides with a single Sp(Kp)-orbit.
Next, any choice of automorphisms σp ∈ Aut(Kp), p prime and dividing |A|, gives an
automorphism σ ∈ Aut(K), defined by
σ
(∑
p
up
)
=
∑
p
σp(up) (up ∈ Kp).
We express this by saying that σ = (σp)p. On the other hand, since the Kp’s have relatively
prime orders, it is easy to show that any σ ∈ Aut(K) maps each Kp back into itself, and
therefore takes the form σ = (σp)p with σp = σ|Kp. Hence, we can identify
Aut(K) ∼=
∏
p
Aut(Kp).
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We claim that Sp(K) ∼= ∏p Sp(Kp) under the same identification. If [·, ·]p denotes the
symplectic form on Kp, then for any choice of ap, bp ∈ Ap and αp, βp ∈ Aˆp, we have[∑
p
(ap, αp),
∑
p
(bp, βp)
]
=
〈∑
p
bp,
∑
p
αp
〉〈∑
p
ap,
∑
p
βp
〉−1
=
∏
p
〈bp, αp〉 ·
∏
p
〈ap, βp〉−1
=
∏
p
[(ap, αp), (bp, βp)]p .
Equivalently, [∑
p
up,
∑
p
vp
]
=
∏
p
[up, vp]p (up, vp ∈ Kp).
From this it is clear that σ ∈ Sp(K) if and only if σ|p ∈ Sp(Kp) for every p.
Now, if u =
∑
p up ∈ K, up ∈ Kp, and σ = (σp)p ∈ Aut(K), then for each p we can find
σ′p ∈ Sp(Kp) such that σ′p(up) = σp(up). By the above, σ′ := (σ′p)p lies in Sp(K) and satisfies
σ′(u) =
∑
p
σ′p(up) =
∑
p
σp(up) = σ(u).
Thus, the orbit of u ∈ K under Aut(K) is the same as its orbit under Sp(K). 
Now we can prove our main result.
Proof of Theorem 5.3. By Theorem 3.13, it suffices to prove that L2(H)Sp(K) is commutative.
Given (w, z) ∈ H , we write δ(w, z) ∈ L2(H) for the corresponding point mass. If f1, f2 ∈
L2(H)Sp(K) are characteristic functions of Sp(K)-orbits in H , then there are Sp(K)-orbits
O1,O2 ⊆ K and z1, z2 ∈ Cexp(A) such that
fi =
∑
u∈Oi
δ(u, zi) (i = 1, 2).
Consequently,
f1 ∗ f2 =
∑
u∈O1
∑
v∈O2
δ(u, z1)·(v, z2)
=
∑
u∈O1
∑
v∈O2
δ(u+v, z1z2[u,v]1/2).
Given any (w, z) ∈ H , this means that
(5.3) (f1 ∗ f2)(w, z) =
∣∣∣{(u, v) ∈ O1 ×O2 : u+ v = w and z1z2[u, v]1/2 = z}∣∣∣ .
Now let σ ∈ Aut(K) be given by σ(a, α) = (−a, α) for a ∈ A and α ∈ Aˆ. It satisfies the
convenient identity
[σ(u), σ(v)] = [v, u] (u, v ∈ K).
By Corollary 5.6, there is a σ′ ∈ Sp(K) such that
σ′ · (w, z) = (σ′(w), z) = (σ(w), z) ,
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and by Theorem 3.13, f1 ∗ f2 is constant on Sp(K)-orbits. Hence,
(f1 ∗ f2)(w, z) = (f1 ∗ f2) (σ(w), z) .
Another application of Corollary 5.6 shows that σ restricts to a bijection of each Oi, i = 1, 2,
onto itself. Thus, we can replace each of u, v, w with σ(u), σ(v), σ(w), respectively, in the
appropriate place in (5.3) to obtain
(f1 ∗ f2)(w, z) =
∣∣∣{(u, v) ∈ O1 ×O2 : σ(u) + σ(v) = σ(w) and z1z2[σ(u), σ(v)]1/2 = z}∣∣∣
=
∣∣∣{(u, v) ∈ O1 ×O2 : u+ v = w and z1z2[v, u]1/2 = z}∣∣∣ .
Comparing with (5.3), we see that f1 ∗ f2 = f2 ∗ f1. These were arbitrary elements of a basis
for L2(H)Sp(K), so the latter is commutative, and (H ⋊ Sp(K), Sp(K)) is a Gelfand pair. 
6. ETFs from Heisenberg groups
As a consequence of Theorem 5.3, finitely many out of the uncountable class of Parseval
H-frames are distinguished by also being (H ⋊ Sp(K), Sp(K))-frames. In this section, we
show that the projective reduction of one of those frames is an ETF.
For the remainder of this section, we fix a character γ ∈ Cˆexp(A), chosen in such a way that
γ : Cexp(A) → Cexp(A) is an isomorphism. Given α ∈ Aˆ, we write γα ∈ Aˆ for the composition
γ ◦ α : A → Cexp(A). Then the mapping α 7→ γα is an isomorphism Aˆ ∼= Aˆ, with inverse
α 7→ γ−1α. Finally, given a ∈ A, we write 1
2
a ∈ A for the unique element with 1
2
a + 1
2
a = a;
this is possible since A has odd order. The mapping a 7→ 1
2
a is an isomorphism A ∼= A, with
inverse a 7→ 2a.
Definition 6.1. The Schro¨dinger representation associated with γ is the map πγ : H →
U(L2(A)) that for (a, α, z) ∈ H and f ∈ L2(A) is given by
[πγ(a, α, z)f ](b) = γ(z〈b− 12a, α〉)f(b− a) (b ∈ A).
We leave it up to the reader to verify that πγ is a unitary representation of H . The choice
of γ determines πγ up to unitary equivalence, as shown by the following proposition. Here,
we use the simplified notation H = K × Cexp(A).
Proposition 6.2. The trace character χγ of πγ is given by
(6.1) χγ(u, z) =

γ(z)|A|, if u = 0K ;0, if u 6= 0K (u ∈ K, z ∈ Cexp(A)).
Consequently, πγ is an irreducible representation.
Proof. Given b ∈ A, we write δb ∈ L2(A) for the corresponding point mass. Then {δb}b∈A is
an orthonormal basis, which we use to compute the trace of πγ(a, α, z) for (a, α, z) ∈ H :
χγ(a, α, z) =
∑
b∈A
〈πγ(a, α, z)δb, δb〉
=
∑
b∈A
[πγ(a, α, z)δb](b)
=
∑
b∈A
γ(z〈b− 1
2
a, α〉)δb(b− a).
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When a 6= 0A, every term in the sum vanishes, so that χγ(a, α, z) = 0. On the other hand,
when a = 0A, we have
χγ(0A, α, z) = γ(z)
∑
b∈A
〈b, γα〉.
Here again, any nonzero choice of α makes γα ∈ Aˆ nontrivial, so that χγ(0A, α, z) = 0. Thus,
χγ(u, z) = 0 whenever u ∈ K is nonzero. On other hand, when u = 0K , we get
χγ(0A, 0Aˆ, z) = γ(z)|A|.
To see that πγ is irreducible, we simply compute
1
|H|
∑
(u,z)∈H
|χγ(u, z)|2 = 1|A|2 · exp(A)
∑
z∈Cexp(A)
|χγ(0, z)|2 = 1|A|2 · exp(A)
∑
z∈Cexp(A)
|A|2 = 1.

We are going to construct a representation of H on the space HS(L2(A)) of operators
T : L2(A)→ L2(A), with the Hilbert-Schmidt inner product 〈S, T 〉 = tr(ST ∗).
Proposition 6.3. An orthonormal basis for HS(L2(A)) is given by {|A|−1/2 · πγ(u, 1)}u∈K.
Proof. For u, v ∈ K, we compute
〈πγ(u, 1), πγ(v, 1)〉 = tr [πγ(u, 1) · πγ(v, 1)∗]
= tr [πγ(u, 1) · πγ(−v, 1)]
= tr
[
πγ(u− v, [u,−v]1/2)
]
.
Using the identity [u,−u] = 1 and the trace character (6.1), we see that
〈πγ(u, 1), πγ(v, 1)〉 =

|A|, if u = v,0, if u 6= v. .
Thus, {|A|−1/2 · πγ(u, 1)}u∈K are |K| = |A|2 orthonormal vectors in a space of the same
dimension, and therefore form an orthonormal basis. 
Closely related to πγ is the representation ργ : H → U(HS(L2(A))) given by left operator
multiplication:
ργ(u, z)(T ) = πγ(u, z) · T
(
(u, z) ∈ H, T ∈ HS(L2(A))
)
.
Since πγ is unitary, ργ is, too.
Unlike πγ , ργ is a reducible representation. In particular, let
VE = {f ∈ L2(A) : f(−a) = f(a) for all a ∈ A}
and
VO = {f ∈ L2(A) : f(−a) = −f(a) for all a ∈ A}
be the spaces of even and odd functions in L2(A), respectively; orthogonal projections onto
these are given by
(PEf)(a) :=
f(a) + f(−a)
2
(f ∈ L2(A), a ∈ A)
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and
(POf)(a) :=
f(a)− f(−a)
2
(f ∈ L2(A), a ∈ A).
We define
HE = {T ∈ HS(L2(A)) : TPE = T}
and
HO = {T ∈ HS(L2(A)) : TPO = T}.
These are easily seen to be invariant under ργ . We can identify HE ∼= HS(VE , L2(A)) and
HO ∼= HS(VO, L2(A)). Consequently,
dimHE = |A|(|A|+ 1)
2
and dimHO = |A|(|A| − 1)
2
.
Theorem 6.4. The projectively reduced H-frames
ΦE := {ργ(u, 1)PE}u∈K
and
ΦO := {ργ(u, 1)PO}u∈K
are ETFs for HE and HO, respectively. Explicitly, for u, v ∈ K we have
(6.2) 〈ργ(u, 1)PE, ργ(v, 1)PE〉 =


|A|+1
2
, if u = v;
1
2
γ
(
[u, v]1/2
)
, if u 6= v;
and
(6.3) 〈ργ(u, 1)PO, ργ(v, 1)PO〉 =


|A|−1
2
, if u = v;
−1
2
γ
(
[u, v]1/2
)
, if u 6= v.
Proof. We will prove the theorem for ΦE first. Let R : L
2(A) → L2(A) be the reversal
operator given by (Rf)(a) = f(−a) for f ∈ L2(A) and a ∈ A. It is easy to see that R2 = I,
that R = R∗, and that PE =
1
2
(I + R). If Φ′E := {ργ(u, z)PE}(u,z)∈H is the full orbit of PE
under ργ , then its function of positive type ϕE : H → C satisfies, for any (u, z) ∈ H ,
ϕE(u, z) = 〈PE, ργ(u, z)PE〉(6.4)
=
1
4
(〈I, ργ(u, z)I〉+ 〈I, ργ(u, z)R〉+ 〈R, ργ(u, z)I〉+ 〈R, ργ(u, z)R〉)
=
1
2
(
tr
[
πγ
(
−u, z−1
)]
+ tr
[
Rπγ
(
−u, z−1
)])
.
On the other hand, whenever a ∈ A, α ∈ Aˆ, and z ∈ Cexp(A),
tr [Rπγ(a, α, z)] =
∑
b∈A
〈Rπγ(a, α, z)δb, δb〉
=
∑
b∈A
[Rπγ(a, α, z)δb](b)
=
∑
b∈A
γ
(
z〈−b− 1
2
a, α〉
)
δb(−b− a).
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For any b ∈ A, we have b = −b− a if and only if b = −1
2
a. Thus,
tr [Rπγ(a, α, z)] = γ
(
z〈1
2
a− 1
2
a, α〉
)
= γ(z).
Substituting this and (6.1) into (6.4), we obtain
(6.5) ϕE(u, z) =


1
2
γ(z−1) (|A|+ 1) , if u = 0
1
2
γ(z−1), if u 6= 0 ((u, z) ∈ H) .
By (3.2), the projective stabilizer of PE is {0}×Cexp(A) ⊆ H , so ΦE is a projective reduction
of Φ′E by Proposition 3.19. The formula (6.2) for the inner products of ΦE follows from (6.5),
since for any u, v ∈ K,
〈ργ(u, 1)PE, ργ(v, 1)PE〉 = 〈PE, ργ [(−u, 1) · (v, 1)]PE〉
= 〈PE, ργ(v − u, [−u, v]1/2)PE〉
= ϕE(v − u, [u, v]−1/2).
In particular, ΦE is equiangular.
Finally, if T ∈ HE is arbitrary, then∑
u∈K
|〈T, ργ(u, 1)PE〉|2 =
∑
u∈K
|tr [TPEπγ(u, 1)∗]|2 .
Since TPE = PE , we have∑
u∈K
|〈T, ργ(u, 1)PE〉|2 =
∑
u∈K
|tr [Tπγ(u, 1)∗]|2 =
∑
u∈K
|〈T, πγ(u, 1)〉|2 ,
and since {|A|−1/2πγ(u, 1)}u∈K is an orthonormal basis,∑
u∈K
|〈T, ργ(u, 1)PE〉|2 = |A| · ‖T‖2 .
Thus, ΦE is an equiangular tight frame with frame constant |A|.
The proof for ΦO proceeds similarly, using the identity PO =
1
2
(I − R). In this case, the
H-frame Φ′O := {ργ(u, z)PO}(u,z)∈H has function of positive type ϕO : H → C given by
(6.6) ϕO(u, z) =


1
2
γ(z−1) (|A| − 1) , if u = 0
−1
2
γ(z−1), if u 6= 0 ((u, z) ∈ H) .
Just as above, ΦO is a projective reduction of Φ
′
O. 
Remark 6.5. In the proof above, the functions of positive type ϕE and ϕO are invariant under
the action of Sp(K) on H , in the sense that
ϕE(σ(u), z) = ϕE(u, z) and ϕO(σ(u), z) = ϕO(u, z)
for all (u, z) ∈ H and σ ∈ Sp(K). By Corollary 3.15, ΦE and ΦO are projective reductions
of (H ⋊ Sp(K), Sp(K))-frames. There are only finitely many of these up to rescaling, as a
consequence of Theorem 5.3. That finiteness was instrumental to the authors’ discovery of
Theorem 6.4, in that it made it possible to compute all tight (H ⋊ Sp(K), Sp(K))-frames
for a small instance of H , and simply observe that one of these was an ETF.
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