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Resumen 
De las variables del ciclo hidrológico, la precipitación es una de las más cambiantes y 
complejas. Además, la información hidrometeorológica es escasa en varias zonas del 
mundo y los datos teledetectados pueden ayudar a mejorar las estimaciones de lluvia. 
Se explora en este trabajo el desempeño del algoritmo de mezcla de doble 
suavizamiento (DS) con funciones de Kernel, variando la densidad de pluviómetros, 
cuyos resultados se comparan contra varios métodos tradicionales de interpolación como 
IDW, Kriging ordinario y Kriging con deriva externa. La comparación se realizó mediante 
validación cruzada, validación independiente y los campos también se contrastaron con 
un campo base de comparación en la cuenca del río Sogamoso. Adicionalmente se hizo 
una evaluación de los campos de precipitación producidos a través de modelación 
hidrológica en la cuenca del río Casanare. Se encontró que el método investigado puede 
reducir el error de la estimación en cerca del 20%, cuando se comparó directamente 
contra los pluviómetros y que el coeficiente de Nash-Sutcliffe usado en la modelación 
hidrológica presentó mejoras entre un 20 % y un 50 %. También se desarrollaron análisis 
espaciales y espacio temporales del error, así como un análisis de las hidrógrafas 
simuladas, producidas por diferentes campos de precipitación. En consecuencia, se 
recomienda usar la mezcla con DS tanto en redes con densidades altas como bajas. 
Palabras clave: Hidrología, Mezcla, Modelación, Precipitación, Recursos hídricos, 
Teledetección, Funciones Kernel. 
Abstract 
Precipitation is one of the most changing and complex variables of the water cycle. 
Moreover, hydrometeorological data is scarce in many regions of the world and remote 
sensed data can aid to improve the rainfall estimations. In this work, we explore the 
performance of the double smoothing merging algorithm, varying the raingauge density 
and comparing its results with traditional interpolation methods such as IDW, ordinary 
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Kriging and Kriging with external drift. The comparison was performed using cross-
validation and independent validation methodologies. Also, the rainfall fields were 
contrasted against a benchmark rainfall field in the Sogamoso river basin. Another 
validation was carried out using hydrological modelling in the Casanare river basin. It was 
found that the merging method can reduce the error estimation in nearly 20 % when the 
fields are compared with the raingauges, and that for the hydrological modelling the 
Nash-Sutcliffe coefficient registered an improvement between 20 % and 50 %. 
Furthermore, spatial and spatio-temporal analysis were carried out, as well as studies of 
the simulated hydrographs, produced by the different rainfall fields. Consequently, we 
recommend to use the DS merging algorithm in both, high and low density monitoring 
raingauges networks. 
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CV Validación cruzada, siglas en inglés 
Cat. Categoría de densidad de estaciones 
Conf. Configuración de densidad de estaciones 
DS Doble Suavizamiento con funciones de Kernel 
DSg 
Interpolación de datos de estaciones usando el Doble 
Suavizamiento con funciones de Kernel 
DWB Balance de Agua Dinámico, por sus siglas en inglés 
EO Observaciones Terrestres, por sus siglas en inglés 
ECMWF European Center for Medium Range Weather Forecast 
ETp Evapotranspiración Potencial 
IDEAM 
Instituto de Hidrología, Meteorología y Estudios 
Ambientales de Colombia 
IDW 
Inverse Distance Weighting, ponderación por el 
inverso de la distancia 
IV Validación Independiente, siglas en inglés 
K.Reg Kriging regresivo o residual 
KU Kriging Universal 
KED Kriging con Deriva Externa, por sus siglas en inglés 
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MSWEP Multi-Source Weighted-Ensemble Precipitation 
M_op Mezcla de precipitación usando parámetros óptimos 
M_30km Mezcla de precipitación usando parámetros de 30 km 
NSE Coeficiente de Nash-Sutcliffe, por sus siglas en inglés 
P Precipitación 
PBias Sesgo porcentual 
PMW Micro Ondas Pasivas, por sus siglas en inglés 
R Coeficiente de correlación de Pearson 
RMSE 










La precipitación es una de las variables hidrometeorológicas que mayor influencia tiene 
sobre la disponibilidad de agua superficial, por tanto, su adecuada cuantificación resulta 
fundamental. La precipitación es reconocida como la fuerza impulsora de la fase terrestre 
del ciclo hidrológico (Chow, Maidment, & Mays, 1988), debido a que la cantidad de 
escorrentía y agua disponible para evaporación dependen de los volúmenes de agua 
precipitados. Son varias las razones por las cuales la medición y análisis de la 
precipitación es transcendental, estas se mencionan en el numeral 1.2 Justificación. 
Tradicionalmente la cuantificación de la precipitación se ha realizado mediante redes de 
medición en tierra. Se ha de resaltar que las redes de monitoreo de las variables 
hidrometeorológicas se deben ajustar a la escala y variabilidad de los fenómenos 
investigados; esto se traduce en una determinada densidad espacial y temporal de 
medición (Blöschl & Sivapalan, 1995). No obstante, y principalmente en países en 
desarrollo, las mediciones en tierra se caracterizan por ser poco densas espacial y 
temporalmente, por tener calidad limitada y por tener problemas de continuidad temporal. 
Un ejemplo de esto se da en la región de la Orinoquia y de la Amazonía colombianas. 
IDEAM (2014) y Urrea, Ochoa, & Mesa (2016) reportan una baja densidad de estaciones 
pluviométricas en dichas regiones. La ubicación de las estaciones que registran datos 
pluviométricos en el país, operadas por el Instituto de Hidrología, Meteorología y Estudios 
Ambientales (IDEAM), se presenta en la Figura 1-1; se puede observar claramente que 
en las regiones de la Orinoquia, Amazonía e incluso en el Pacífico Colombiano, existe 
una baja densidad de estaciones con medición de la precipitación. Además, para 
mantener activa y en óptimas condiciones la medición puntual, se requiere de una gran 
inversión (Lanza, Schultz, & Barrett, 1997), generando, como resultado, que “el número 
de estaciones hidrometeorológicas se haya venido reduciendo desde la década de 1980” 
de acuerdo con García, Rodríguez, Wijnen, & Pakulski (2016, p. 2). En Colombia la 
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disminución de datos pluviométricos sucedió en la década de 1990 (EPAM S.A. ESP, 
2011). 
Figura 1-1: Ubicación en Colombia de las estaciones pluviométricas del IDEAM, 
representadas como puntos rojos. 
 
Un conjunto de datos utilizados para enfrentar la problemática de poseer una baja 
densidad de medición de la precipitación son los datos teledetectados o también 
denominados observaciones terrestres (EO, por sus siglas en inglés). La participación de 
estos conjuntos de datos en proyectos de ingeniería ha venido en ascenso dado que 
proporcionan información útil en cuencas pobremente instrumentadas (García et al., 
2016). La utilidad de esta información radica especialmente en tres aspectos: primero, 
son capaces de muestrear vastas regiones utilizando menores recursos que redes 
equivalentes de monitoreo en tierra; segundo, tienen la posibilidad de muestrear el 
espacio con diversas densidades espaciales (para precipitación se manejan 
principalmente datos a 0.5° y 0.25°); y tercero, permiten obtener datos en resoluciones 
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diarias e incluso horarias (García et al., 2016).  A este respecto, el proyecto 
eartH2Observe (Global Earth Observation for Integrated Water Resources Assessment, 
www.earth2observe.eu), un esfuerzo de investigación internacional financiado por la 
Comisión Europea desarrolló un repositorio de información hidrometeorológica (este 
repositorio se conoce como el Water Cycle Integrator (WCI)). En él se puede acceder a 
datos teledetectados y reanálisis hidrometeorológicos, con el objetivo de apoyar la 
gestión del recurso hídrico a nivel global. 
A pesar de las ventajas que puede tener un conjunto de datos teledetectados, con 
frecuencia no se consideran precisos, en relación con las mediciones in situ. Existen 
varias investigaciones que se han enfocado a medir dichos errores por ejemplo (Dinku, 
Ruiz, Connor, & Ceccato, 2010; Fensterseifer, Allasia, & Paz, 2016; Hughes, 2006; Urrea 
et al., 2016; Zed Zulkafli et al., 2014). Una de las razones por las que estos datos no son 
precisos es porque la mayoría de estos sensores hacen estimaciones de P a partir de 
variables indirectas registradas en las nubes, y no muestrean a lo largo del tiempo de 
análisis en un sitio determinado, sino que lo hacen en instantes particulares de tiempo. 
Revisiones de las técnicas y sensores de detección utilizados para estimar la cantidad de 
lluvia han sido realizadas por Petty (1995) y por Kidd & Levizzani (2011); principalmente 
se pueden categorizar en: técnicas que utilizan el espectro visible (VIS) y el infrarrojo 
(IR), técnicas de microondas pasivas (PMW, por sus siglas en inglés), técnicas de 
microondas activas, y técnicas que combinan sensores en diferentes longitudes de onda. 
Estas técnicas requieren de algoritmos de calibración que utilizan datos de algunas 
estaciones en tierra, principalmente estaciones automáticas, y los parámetros hallados 
en las calibraciones son usados para estimar posteriormente las cantidades de 
precipitación en otras ubicaciones. Se ha de resaltar que la calidad de estos datos ha 
mejorado sustancialmente en las últimas dos décadas. 
Sin embargo, a escala de cuenca, el error que presentan estos datos aún no permite su 
uso confiable para algunas aplicaciones. Se ha demostrado que los datos así derivados 
permiten ser utilizados para determinar si una región tiene suficiente oferta hídrica para la 
producción de alimentos, pero no son lo suficientemente buenos como para forzar 
sistemas de alerta temprana de inundaciones basados en modelación hidrológica (Serrat-
Capdevila, Valdes, & Stakhiv, 2014). Por tanto, no es recomendable usarlos como único 
insumo en la gestión del recurso hídrico. 
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1.1 Identificación del problema 
En síntesis, hasta aquí se han identificado los siguientes problemas, que se consideran 
como el posible nicho de investigación: I) En nuestro país se presentan dificultades para 
realizar una adecuada gestión del recurso hídrico en zonas con escasez de datos de 
precipitación, obtenidos a partir de estaciones puntuales, como por ejemplo en las 
regiones de la Orinoquía, la Amazonía, el Pacífico, en algunas zonas de la región Andina 
y en la región Caribe (Urrea et al., 2016); sin embargo, “los datos reportados por 
estaciones se consideran precisos” de acuerdo con Huffman et al. (1997, p. 6). II) Existen 
diversos tipos de riesgos hidrometeorológicos que aumentan por la deficiente estimación 
de la lluvia (Duncan, Austin, Fabry, & Austin, 1993; Nikolopoulos, Borga, Creutin, & 
Marra, 2015). Igualmente, III) Los datos provenientes de misiones satelitales o de 
reanálisis aunque no tienen una adecuada precisión en la estimación de la precipitación, 
son espacio-temporalmente consistentes, tienen una buena cobertura espacial, una 
“buena resolución temporal de estimativos cada 3 horas” de acuerdo con Huffman et al. 
(1997, p. 6) y una buena continuidad temporal (Fensterseifer et al., 2016).  
Identificados estos problemas surge entonces la oportunidad de realizar investigaciones 
de mezclas y combinaciones entre los conjuntos de datos (estaciones, teledetectados o 
de reanálisis), a partir de diversas metodologías, las cuales deben ser implementadas 
previamente en cuencas con ciertas características. Es decir, primero se debe ejecutar y 
evaluar la metodología en cuencas piloto bien instrumentadas en las que se pueda 
validar el campo de precipitación encontrado antes de recomendar su uso en cuencas 
con información escasa. 
A pesar de que en Colombia se han utilizado campos de precipitación1 teledetectados y 
se han realizado mezclas con datos in situ mediante métodos geoestadísticos, en 
conocimiento del autor no existe evidencia de que en Colombia se haya utilizado un 
proceso de mezcla que no tenga suposiciones espaciales. Las suposiciones espaciales 
que utilizan principalmente los métodos geoestadísticos incluyen: que el proceso espacial 
sea geo-estacionario de segundo orden (es decir, que el proceso espacial tenga media 0 
                                               
 
1 En el contexto de este proyecto de investigación, se entiende un campo de precipitación como 
una serie de tiempo de mapas de precipitación representados a través de una discretización en 




y que las covarianzas del proceso estocástico evaluado entre dos ubicaciones solo 
dependan de la distancia). Se sabe de antemano que la lluvia es un proceso no 
completamente estacionario y que además es no gaussiano (sobre todo a escala diaria), 
pero pueden realizarse transformaciones para remover el sesgo de la distribución como 
lo realizaron Chappell et al. (2013) y Woldemeskel et al. (2013). Además, los campos 
producto de mezclas que hasta el momento se han desarrollado para Colombia están a 
una resolución mensual o anual, y estos no son apropiados para representar varios 
fenómenos mediante la modelación hidrológica de eventos y el planeamiento de corto 
plazo (Blöschl & Sivapalan, 1995). Igualmente, Li & Shao (2010) plantean que es 
inconveniente utilizar métodos de interpolación geoestadísticos incluso usando 
transformaciones, porque la transformación o el retiro de la tendencia de la media no 
garantiza completamente que el proceso tenga una distribución de probabilidad 
gaussiana y además le ingresa un sesgo a la media del proceso. Surge entonces la 
posibilidad de utilizar un método adaptado para la interpolación en regiones con 
información limitada, que está enmarcado dentro de la estadística no paramétrica y que 
no tiene suposiciones espaciales fuertes. A este respecto Li & Shao (2010) han 
propuesto un método que cumple con lo anterior, y que han denominado doble 
suavizamiento (Double Smoothing, DS, por sus siglas en inglés) con funciones de Kernel. 
Es reconocido que las suposiciones del método de DS por funciones de Kernel lo hacen 
muy atractivo para construir nuevos campos de precipitación, a partir de la combinación 
de dos conjuntos de datos (teledetectados y observados) (Li & Shao, 2010; Long, Zhang, 
& Ma, 2016; Nerini et al., 2015). Se puede entonces plantear la siguiente hipótesis: 
El método DS efectivamente genera mejores estimativos de campos de precipitación en 
cuencas colombianas que otros métodos de interpolación determinísticos o 
geoestadísticos 
En consecuencia, surge como pregunta de investigación de este proyecto: 
¿En qué medida el método de interpolación basado en información de precipitación 
teledetectada e in-situ y funciones de Kernel, puede llegar a mejorar la estimación de 
campos de precipitación en zonas con escasez de información en Colombia? 
Con base en esta pregunta de investigación se desarrolla este proyecto, cuyo propósito 
es evaluar la mezcla e interpolación de los dos conjuntos de datos, usando el método de 
6 Mezclas de campos de precipitación con funciones de Kernel 
 
doble suavizamiento (DS) con funciones de Kernel. En conocimiento del autor, al método 
DS no se le han analizado aún las propiedades de los parámetros de mezcla en relación 
con otras variables, como la densidad de estaciones presentes en la región de análisis, lo 
que constituye otro valor agregado de la presente investigación. Asimismo, se pueden 
plantear las siguientes preguntas específicas de investigación: 
• ¿Qué tendencia tienen los parámetros de mezcla del método DS cuando se 
analiza su desempeño variando la densidad de estaciones? y ¿Son ellos 
sensibles en calibración? 
• ¿Qué facilidades y ventajas tiene el método de mezcla en comparación con otros 
métodos de interpolación basados únicamente en registros puntuales de 
estaciones? 
• ¿Qué método de interpolación o mezcla produce mejores resultados, en términos 
hidrológicos? Es decir, ¿cuál campo de lluvia tiene mejor representación de las 
hidrógrafas en relación con los procesos hidrológicos asociados al escurrimiento 
de la lluvia? 
Con base en estas tres preguntas específicas, y la pregunta de investigación general, se 
define el alcance del presente proyecto de investigación. En términos del método de 
combinación de datos de precipitación y sus características, el proyecto pretende 
identificar las tendencias de los errores en la estimación y las tendencias en los 
parámetros de mezcla, mas no determinar cuál es el valor de dichos parámetros en una 
situación general; esto debido a que el comportamiento de las lluvias es muy 
heterogéneo a nivel global y es probable que no exista un valor único óptimo para los 
parámetros, en función de la densidad de pluviómetros (López López, Immerzeel, 
Rodríguez, Sterk, & Schellekens, 2018). Con respecto a la aplicabilidad de las 
estimaciones de campos de lluvia, se pretende ver la forma en la que estos influyen en 
los resultados de modelaciones hidrológicas; esto se hace en una cuenca con escasez 
de información pluviométrica, ya que la modelación hidrológica es una validación 
indirecta del campo de lluvia (Beck, Vergopolan, et al., 2017). En consecuencia, a través 
de la rigurosa implementación de un modelo hidrológico se evalúa el comportamiento de 





El recurso hídrico es fundamental para el desarrollo de todas las especies del planeta, e 
influye, en gran medida, en el desarrollo económico y social de la humanidad. Algunos 
ejemplos de la influencia que el agua posee sobre las actividades humanas incluyen: la 
creciente demanda por parte de la población y de la industria, que puede generar 
escasez de agua (entendida como la presencia de una oferta del recurso hídrico menor 
que la demanda; se estima que para el año 2025 cerca del 60% de la población mundial 
vivirá en condiciones de estrés hídrico (Falkenmark & Rockström, 2004)), la ocurrencia 
de eventos extremos, tales como inundaciones y sequías, la necesidad de riego para la 
producción de alimentos, su uso para producción de energía, la utilización del recurso 
hídrico para el saneamiento básico de la población, su soporte a los servicios 
ecosistémicos, entre otros. En consecuencia, la cuantificación de la oferta del recurso 
hídrico en diferentes puntos de una cuenca y sobre todo en aquellos en donde no se 
tiene instrumentación, resulta esencial para la adecuada gestión del mismo. Para lograr 
dicha cuantificación se requieren campos de precipitación confiables. 
Los datos de precipitación tienen muchas aplicaciones. De acuerdo con García et al. 
(2016, p. 13) “valores estimados de precipitación y de caudal en ríos pueden ayudar a 
tomadores de decisiones a repartir agua entre usuarios y a operar embalses más 
eficientemente”. Asimismo, umbrales de lluvia para pronósticos de avalanchas e 
inundaciones son altamente dependientes de campos de precipitación pronosticados 
(Merkuryeva et al., 2015); series de tiempo de campos de lluvia y pronósticos de 
precipitación también son usados en la agroindustria para tomar decisiones sobre 
producción de alimentos. Otro uso muy importante, en el que se requieren estimaciones 
de precipitación confiables, es en el análisis de sequias meteorológicas, por ejemplo el 
cálculo del Standard Precipitation Index (SPI, índice estandarizado de precipitación) 
(Guttman, 1999), que depende exclusivamente de la calidad del campo de precipitación. 
Quizás, el mayor uso que se hace de las mediciones de precipitación es como 
información de entrada para la modelación matemática en hidrología, que de acuerdo 
con Silberstein (2006), tiene esencialmente tres propósitos: el primero es el de mejorar el 
proceso de entendimiento del sistema analizado; el segundo es el de comprobar errores 
e inconsistencias, además de obtener información faltante (como por ejemplo en lugares 
no instrumentados o con información escasa); y el tercero para encontrar las posibles 
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consecuencias a diferentes acciones, lo que se conoce como escenarios de modelación. 
Por ejemplo el uso de caudales simulados en puntos no instrumentados se puede usar 
en el análisis hidrodinámico de inundaciones para determinar las zonas de retención y 
regulación (Salazar-Galán & Francés, 2013). 
Varios han sido los reportes que señalan las consecuencias que tiene una baja densidad 
de medición de la precipitación, y que además resaltan la gran variación temporal y 
espacial del fenómeno (Mishra, 2013; Volkmann, Lyon, Gupta, & Troch, 2010). Duncan 
et al. (1993) estudiaron el efecto de la densidad y distribución de las mediciones de 
precipitación sobre la cantidad total de lluvia y de escorrentía simulada, la magnitud pico 
de la escorrentía (que está asociada con la ocurrencia de inundaciones) y el tiempo en 
que dicho pico ocurre; se reporta en este estudio que el error en la estimación de las 
variables mencionadas, se reduce conforme se aumenta la densidad de muestreo y que 
la ubicación de las estaciones afecta en gran medida la magnitud y el tiempo de 
ocurrencia de la escorrentía simulada. Asimismo, Nikolopoulos et al. (2015) hacen un 
estudio de los umbrales de precipitación para detonar derrumbes y avalanchas en el que 
evidencian cómo la reducción en la densidad de medición de lluvia incrementa el sesgo y 
la varianza del campo de precipitación estimado; igualmente, señalan que, incluso con 
una densidad alta de medición (una medición cada 10 km2), la subestimación de uno de 
los parámetros del modelo para determinar el umbral de derrumbe es de 
aproximadamente el 20% y para bajas densidades puede llegar a ser del 75%. La 
Organización Meteorológica Mundial (OMM) recomienda tener un pluviómetro cada 575 
km2 en llanuras interiores y cada 250 km2 en zonas montañosas (WMO 168, 2008); estas 
recomendaciones poco se cumplen en regiones como la Amazonía y la Orinoquía 
colombianas en donde los pluviómetros son escasos y las mediciones de caudal se 
realizan únicamente sobre los grandes ríos de estas regiones. De lo anterior se deduce 
que la cuantificación y estimación del campo de precipitación es de suma importancia 
para la adecuada gestión del recurso hídrico, en especial en zonas con baja densidad de 
monitoreo. 
Por todo lo anterior, se evidencia que obtener campos distribuidos de precipitación, a 





De acuerdo con lo discutido hasta este punto, este proyecto de investigación tiene el 
siguiente objetivo general: Evaluar el desempeño de los campos de precipitación 
obtenidos a partir de la combinación de los datos de precipitación diaria proveniente de 
estaciones del IDEAM y de los provenientes de los datos del Multi-Source Weighted-
Ensamble Precipitation (MSWEP) (Beck, Van Dijk, Levizzani, et al., 2017), mediante un 
enfoque de funciones de Kernel, a través de su comparación con interpolaciones 
basadas únicamente en información puntual en tierra en cuencas colombianas con 
información escasa. 
Los siguientes son los objetivos específicos de la investigación:  
a) Desarrollar y evaluar nuevos campos de precipitación en la zona de estudio con 
los datos del MSWEP y con datos in situ, mediante el doble suavizamiento con funciones 
de Kernel y comparar su propiedades contra interpolaciones de los datos de estaciones. 
b) Evaluar el error de los campos de precipitación mediante la metodología de 
validación cruzada y validación independiente, así como evaluar el error contra un campo 
base de comparación (definido en la metodología), que permita complementar los 
análisis de validación cruzada e independiente. 
c) Analizar y evaluar la escorrentía producida por un modelo hidrológico agregado y 
uno distribuido, forzados con los diferentes campos de precipitación producidos con 
información limitada de precipitación, contra la escorrentía observada a la salida de una 
cuenca. 
La estructura general del presente documento se describe a continuación. En el capítulo 
2 se hace una revisión de los principales métodos de combinación y de elementos 
teóricos necesarios para el desarrollo del proyecto. En el capítulo 3 se presentan los 
casos de estudio, los materiales y datos necesarios para la investigación. En el capítulo 4 
se describe la metodología del proyecto. Seguidamente, se presentan los resultados en 




2. Estado del arte y marco teórico 
En este capítulo se presenta una revisión del estado del arte sobre métodos de 
combinación de datos teledetectados y de estaciones, así como el marco teórico sobre el 
cual se soporta este proyecto de investigación. Estos métodos pueden ser muy variados, 
desde simples promedios, mezclas condicionales, ponderaciones con otros parámetros 
como áreas, hasta diversos métodos geo-estadísticos y sistemas basados en asimilación 
de datos. Se hace aquí primero una revisión de varios de ellos y después una descripción 
más detallada del método de doble suavizamiento (DS) con funciones de Kernel. 
Asimismo, se presenta una descripción de los métodos de interpolación de datos 
pluviométricos y de la estructura del modelo hidrológico utilizado. 
2.1 Métodos de combinación de datos de precipitación 
satelitales y de estaciones en tierra 
Huffman et al. (1997) crearon un campo de precipitación global a escala mensual 
conocido como el Global Precipitation Climatology Project (GPCP) versión 1. En este 
proyecto se utilizaron datos del espectro infrarojo (IR) provenientes de satélites 
geosincrónicos, datos de Micro Ondas Pasivas (PMW), de satélites de órbita baja y datos 
de estaciones, que se combinaron en un proceso en dos fases: primero se obtuvo un 
estimado de los productos satelitales que fue multiplicado por la relación entre estos 
datos teledetectados y el promedio de la interpolación SPHEREMAP (Willmott, Rowe, & 
Philpot, 1985), proveniente de los datos de estaciones; y segundo, este nuevo campo se 
ponderó con la interpolación SPHEREMAP usando como pesos el inverso de la varianza. 
Asimismo, Grimes, Pardo-Igúzquiza, & Bonifacio (1999) utilizaron una ponderación 
basada también en el inverso de la varianza para cada conjunto de datos (teledetectados 
y procesados en el proyecto TAMSAT, y datos de la red de pluviómetros de Nigeria), 
hallando el promedio ponderado para cada pixel de 0.05°. Por otra parte, Woldemeskel, 
Sivakumar, & Sharma (2013) usaron una regresión lineal en la que los coeficientes de los 
términos asociados al dato de las estaciones y al de satélite fueron hallados con el 
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inverso de la varianza. Los métodos mencionados se conocen como procedimientos de 
corrección del sesgo y ponderación con el inverso de la varianza, que tienen como 
desventaja que la varianza de las interpolaciones en zonas con baja densidad de 
estaciones pluviométricas es alta. En consecuencia, la combinación en estas zonas de 
densidad baja está guiada principalmente por los datos provenientes del satélite, que se 
reconoce que tienen un sesgo alto. 
Vila, de Goncalves, Toll, & Rozante (2009) aplican también esquemas de combinación 
basados en correcciones del sesgo pero de forma aditiva, multiplicativa y proponen una 
metodología que combina las dos clases de correcciones. Esta metodología sigue 
presentando el problema de tener una varianza muy alta en las zonas con densidad baja 
de estaciones. 
Otro tipo de combinación que se ha propuesto en la literatura es la mezcla condicional 
(Ehret, 2002; Ehret, Götzinger, Bárdossy, & Pegram, 2008). En este método se usan 
estimativos de precipitación a partir de datos de radar que mantienen la estructura del 
campo, representado en su covarianza, condicionados por la interpolación de datos de 
estaciones. El condicionamiento se realiza a partir de la desviación entre los valores del 
radar y los datos observados, creando así un campo de desviaciones que es 
posteriormente aplicado a la interpolación proveniente de las estaciones (Sinclair & 
Pegram, 2005). Este tipo de mezcla también ha sido usada por Pettazzi & Salsón (2012). 
Tiene como desventaja que utiliza métodos geoestadísticos para realizar la interpolación 
de los datos observados y de la interpolación de las desviaciones entre los datos 
satelitales y los datos de las estaciones. 
Por otra parte, Todini (2001) propuso una metodología en la que campos de precipitación 
teledetectados por radar y datos de estaciones, que son previamente interpolados con el 
método de Kriging, son combinados a través de un enfoque bayesiano usando el filtro 
Kalman, en el que los estimados de radar son fijados como a priori, y los provenientes de 
estaciones como el vector de mediciones. Se recalca también en este artículo que los 
resultados no tienen sesgo y que la varianza se reduce en gran medida (Todini, 2001). 
Esta metodología es reconocida como promisoria por algunos autores (Li & Shao, 2010; 
Schiemann et al., 2011); sin embargo, tiene como desventaja  que usa métodos 
geoestadísticos para la interpolación de datos puntuales, los cuales tienen varias 
suposiciones fuertes. 
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Otras metodologías que pueden ser usadas para la mezcla de datos son las 
geoestadísticas, particularmente dos: el método de Cokriging y Kriging con Deriva 
Externa (KED, por sus siglas en inglés). Schiemann et al. (2011) propusieron obtener el 
correlograma no paramétrico a partir de datos de radar para producir interpolaciones 
usando KED con los datos de pluviógrafos y datos horarios de radar; posteriormente las 
interpolaciones se usan para obtener nuevamente el correlograma, con lo que se puede 
repetir el proceso. Se resalta en este estudio que existe una gran diferencia entre realizar 
interpolaciones con solamente datos de estaciones e interpolaciones producto de la 
combinación de datos, reportando mejores resultados con las combinaciones de datos 
teledetectados y de estaciones, pero resaltando el gran sesgo producido por el 
semivariograma no paramétrico usado. 
Un enfoque parecido al anterior fue formulado por Chappell, Renzullo, Raupach, & 
Haylock (2013), en el que se usa Cokriging como la herramienta para generar la mezcla 
de los datos. Estos investigadores resaltan dos temas cruciales en la mezcla de datos: 
primero el sistema de coordenadas en el que se manejan las variables, y segundo que la 
lluvia presenta intermitencia, tanto en tiempo como en espacio, es decir, en pequeños 
conglomerados o racimos. Para abordar estos dos temas introducen una metodología 
basada en la probabilidad de que se presente lluvia en una celda en particular, con el fin 
de corregir la intermitencia en el espacio (esto es, representar el cambio radical que se 
da en celdas adyacentes), metodología conocida como Kriging indicador. Como 
resultado, se reporta que la información proveniente de satélite no mejora las medidas de 
error en el campo, pero sí reduce en gran medida la incertidumbre del campo 
(representada en la varianza). 
Los métodos geoestadísticos mencionados anteriormente tienen dos suposiciones que 
los hacen no del todo válidos para interpolar la variable precipitación. Estos supuestos 
están relacionados con el comportamiento de la variable en el espacio, los cuales fueron 
discutidos en el numeral 1.1 Planteamiento del problema de este documento. Igualmente, 
se sabe de antemano que la lluvia es un proceso no estacionario y que además es no 
gaussiano, pero pueden realizarse transformaciones para remover el sesgo de la 
distribución, tal como lo realizaron Chappell et al. (2013) y Woldemeskel et al. (2013). 
Por otro lado Kizza, Westerberg, Rodhe, & Ntale (2012) crearon campos de precipitación 
mensuales sobre el Lago Victoria en África, usando regresiones lineales entre 
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interpolaciones de datos de estaciones y datos de satélite. Este estudio se dividió en tres 
fases: 1) se hizo un control de la calidad de la información reportada por los pluviómetros; 
2) se realizaron interpolaciones espaciales con los métodos del inverso de la distancia 
(IDW, por sus siglas en inglés) y con Kriging universal; y 3) se estimó la precipitación 
sobre el lago usando las regresiones. Estas últimas se clasificaron de dos formas: 
primero se realizó una regresión usando los datos de todos los meses, y la segunda se 
sacaron regresiones para cada mes. En este estudio la mezcla no tuvo una evaluación y 
no se generó una retroalimentación de los resultados del proceso. 
Heidinger, Yarlequé, Posadas, & Quiroz (2012) utilizaron un procedimiento no lineal para 
incorporar las fluctuaciones que se encuentran en la señal de las estaciones, a las 
tendencias reportadas por los datos de la misión TRMM. El procedimiento se denomina 
transformada wavelet, en el cual se usaron cinco niveles de descomposición hasta 
obtener la señal base de las estaciones, el estimado de TRMM, la señal de ruido de las 
estaciones y la señal de ruido de TRMM. La combinación tuvo en cuenta como base la 
baja frecuencia de la señal base de TRMM y la señal de alta frecuencia de las 
estaciones. Este es un enfoque novedoso en el sentido que trata el problema no como 
una serie de tiempo, si no que maneja los datos en el dominio de la frecuencia. 
Otro tipo de análisis reportado en la literatura consiste en hallar la diferencia o la 
proporción que existe entre el dato teledetectado y el obtenido en el pluviómetro, a estos 
se les denomina Análisis geográfico de la diferencia y Análisis geográfico del cociente. 
Jongjin, Jongmin, Dongryeol, & Minha (2016) utilizaron estas metodologías para 
combinar datos pluviográficos de 44 estaciones con estimaciones de un satélite 
geosincrónico que tiene una resolución temporal de 15 minutos. En el estudio se hace 
también un análisis del efecto de la densidad de estaciones y de los estimados a 
diferentes escalas de tiempo. Para resaltar, se menciona que la combinación usando 
redes de monitoreo con densidades bajas y datos teledetectados, produce resultados 
similares a utilizar métodos geoestadísticos en una región con una red que posee una 
densidad acorde con los lineamientos de la WMO. 
Se ha encontrado que en Colombia efectivamente sí se han usado campos de 
precipitación teledetectados, y algunos de ellos han sido combinados con datos 
provenientes de pluviómetros. Por ejemplo, Hurtado (2009) utilizó datos provenientes de 
TRMM, GOES e interpolaciones de estaciones para hallar campos de precipitación 
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mensual, que fueron combinados mediante promedios simples; ésta metodología no 
tiene en cuenta las posibles variaciones que puede tener la incertidumbre de cada uno de 
los conjuntos de datos, además de que tiene deficiencias que surgen en el proceso de 
interpolación de los datos in-situ, realizada con métodos geoestadísticos. Por otra parte 
Álvarez, Vélez, & Poveda (2008) produjeron cinco diferentes campos de precipitación 
media anual para Colombia en donde se usaron métodos geoestadísticos que hacen uso 
tanto de la información de estaciones, como de la información obtenida de la misión 
satelital TRMM, que posteriormente fueron suavizadas con un filtro de media móvil de 
tipo Kernel, basado en los promedios de las celdas adyacentes (Álvarez et al., 2008).  
Además el estudio de López López et al. (2018), utilizó el área de la cuenca hidrográfica 
del río Magdalena-Cauca para probar la combinación y mejora de datos teledetectados 
con estaciones en tierra. De este estudio se debe resaltar que se implementa primero un 
subescalamiento de la información a nivel mensual, teniendo en cuenta variables 
fisiográficas presentes en la zona, para después hacer la mezcla con los pluviómetros a 
través de los residuales entre el campo del satélite y los pluviómetros. Además, esta 
investigación probó,  a través de la modelación hidrológica, la mejora en los campos de 
precipitación pero sin recalibrar los diferentes escenarios que se prueban, como lo 
sugiere Serrat-Capdevila et al. (2014). 
Por otro lado, en Colombia se han realizado validaciones de precipitaciones 
teledetectadas. Se reporta principalmente la eficiencia de los conjuntos de datos contra 
los valores registrados en la estaciones del Instituto de Meteorología, Hidrología y 
estudios Ambientales de Colombia (IDEAM) como los presentados en Urrea et al. (2016) 
en los que se comparan directamente los pixeles del campo de precipitación CHIRPS 
contra las estaciones del IDEAM. Estupiñan Castellanos (2016) validó los estimados de 
precipitación del GPCC, de PERSIANN, de TRMM y del UD-ATP, contra las estaciones 
del IDEAM y plantea una metodología en la que crea series de precipitación con las 
estaciones que se encuentran dentro del pixel del producto que se va a validar. 
Igualmente, Santos-Gómez, Fontalvo-García, & Giraldo Osorio (2015) validaron la base 
de datos de precipitación y temperatura del UD-ATP en el norte de Suramérica. 
Como resultado de aplicar dichas metodologías se concluye que nuevos campos de 
precipitación combinados (información teledetectada e in-situ) tendrán dos ventajas 
obtenidas de mezclar los datos en tierra con datos censados remotamente: la primera, 
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los errores presentes en la teledetección serán compensados por los valores observados, 
y la segunda, se tendrán campos de precipitación de mejor precisión en zonas con baja 
densidad de medición. 
Como se mencionó anteriormente, Li & Shao (2010) plantean que es inconveniente 
utilizar métodos de interpolación geoestadísticos incluso usando transformaciones. 
Entonces proponen la posibilidad de utilizar un método adaptado para la interpolación en 
regiones con información limitada, que está enmarcado dentro de la estadística no 
paramétrica y que no tiene suposiciones espaciales fuertes. Además, muchos de los 
métodos descritos en esta sección se desarrollaron para apoyar la metodología de 
interpolación con la estructura espacial registrada por el radar, satélite o campo 
distribuido; el método de suavizamiento con funciones de Kernel se desarrolló 
específicamente para ayudar en la estimación en zonas que tienen escasez de 
información. Asimismo, Nerini et al. (2015) realizaron una comparación de varios 
métodos de combinación de datos teledetectados, concluyendo que el método DS es el 
que mejores resultados reporta en zonas con información escasa. Por esta razón se ha 
escogido en este proyecto de investigación el método de doble suavizamiento con 
funciones de Kernel como método de mezcla de datos a utilizar. 
2.2 Método de Doble suavizamiento con funciones de 
Kernel 
Li & Shao (2010) proponen el método denominado como doble suavizamiento (DS) con 
funciones de Kernel. El método desarrollado está orientado a ser aplicado en zonas con 
escasez de datos pluviométricos debido a que la mezcla se hace a partir de los 
residuales entre el campo distribuido y las mediciones puntuales, que posteriormente se 
usan para influenciar la corrección del campo de fondo en las cercanías de las 
estaciones. Con la variación de sus dos parámetros de mezcla, se puede ajustar el rango 
de influencia de la corrección y por tanto se considera que el control de esa influencia en 
la corrección le permite ser orientado a zonas con información escasa. A continuación, se 
describen en detalle las características del método DS, empezando por un comentario 
sobre el suavizado previo del campo de fondo, siguiendo con la descripción del campo 
residual, después el campo Kernel y finalmente el campo mezclado. 
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Li & Shao (2010) resaltan que previo al cálculo de los residuales, el campo de fondo debe 
suavizarse. Plantean hacerlo con un promedio de ventana móvil alrededor dl punto a 
determinar, y este procedimiento tiene como objeto reducir el sesgo de la estimación en 
las fronteras del campo de fondo. Para este proyecto de investigación se optó por no 
realizar dicho preprocesamiento, teniendo en cuenta que muchos autores han señalado 
que la lluvia a escala diaria presenta fronteras espaciales (Chappell et al., 2013; David 
Ian Francis Grimes & Pardo-Iguzquiza, 2010). Esas fronteras contradicen la necesidad de 
suavizar los campos de precipitación, porque se generarían superficies suaves y 
continuas, que serían contrarias a las características descritas sobre el fenómeno 
precipitación. Además, se pueden realizar otro tipo de suavizados o subescalamientos 
del campo de fondo basados en información fisiográfica como topografía y vegetación 
(Long et al., 2016; López López et al., 2018). 
2.2.1 Campo residual 
El método se basa en la diferencia entre las observaciones de pluviómetros y un campo 
de fondo (proveniente de datos teledetectados o de reanálisis). Busca que las diferencias 
que se encuentren entre los pluviómetros y el campo de fondo puedan ser corregidas a 
partir de un campo de error predicho y del campo de fondo (Li & Shao, 2010). En el 
primero de cuatro pasos se hallan los valores del campo de residuales que se expresa 
como: 
𝐷(𝒔𝒊) = 𝑋𝐵(𝒔𝒊) − 𝑋𝑜(𝒔𝒊);         𝑺𝒊 = (𝑥𝑖, 𝑦𝑖)                                                     (2.1) 
Donde 𝐷(𝑠𝑖) es el campo residual, 𝑋𝐵(𝑠𝑖) es el campo de fondo y 𝑋𝑜(𝑠𝑖) es el campo 
observado, todos en la posición 𝑖 que representa la posición de una estación 
pluviométrica. Segundo, la predicción del campo de error se hace a través de un 
promedio ponderado de los residuales cercanos, basando la ponderación en la distancia 
que hay desde los puntos en donde se conoce el error, al punto en donde se requiere 
hacer la estimación (Li & Shao, 2010). Esto es: 
?̂?(𝒔𝒌
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Donde ║ ║ es la medición de la distancia (preferiblemente la esférica y no la euclidiana), 
𝑛 es el número de estaciones tomadas en cuenta, 𝐾() es la función Kernel, ℎ1 es el 
parámetro de ancho de banda de la función Kernel y ?̂? es el estimado del error en todas 
las localizaciones 𝑠𝑘
∗ en donde se desee encontrar el residual (generalmente es una grilla 
de puntos que puede ser la misma en la que se quieren hacer las estimaciones de la 
mezcla). Estos primeros residuales interpolados se llaman en el método pseudo-
residuales. Para este proyecto de investigación se optó por esta última opción, y para el 
caso de la validación cruzada también se calculan los pseudo-residuales en la grilla 
regular donde se hace la estimación. 
Li & Shao (2010) proponen generar adicionalmente un doble suavizamiento. Lo anterior 
lo proponen con el propósito de contrarrestar posibles comportamientos erráticos en la 
estimación desarrollada en zonas con información dispersa, para evitar una gran 
varianza del estimador Kernel y para impedir que existan discontinuidades en el campo 
de residuales, mas no en el campo final. Este es el tercer paso denominado cálculo de 
pseudo-residuales y en conjunto con los residuales originales se usan para estimar el 























                       (2.3) 
Donde 𝑛, 𝑠𝑘
∗, 𝐾(), ℎ y ║ ║ son los mismos definidos arriba, 𝑛∗ es el número de pseudo-
residuales calculados y 𝑠𝑘 es el punto en donde se desea hacer la predicción 
(generalmente corresponde a una malla de puntos distribuidos regularmente). Nótese en 
la ecuación 2.3 que se tienen dos funciones Kernel que pueden ser diferentes. Dado que 
se utilizan dos funciones Kernel, la primera para los pseudo-residuales y otra para los 
residuales, el método DS tiene dos parámetros de mezcla (h1 y h2). Estos parámetros se 
denominan ancho de banda. Con esto se tienen los insumos para el cuarto paso que se 
describe en 2.2.3 Mezcla final, pero por el momento vale la pena ahondar en la 
descripción de las funciones Kernel. 
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2.2.2 Función Kernel 
Las funciones Kernel se utilizan principalmente en la estimación de funciones de 
densidad de probabilidad (PDF, por sus siglas en inglés) (Gasser, Muller, & Mammitzsch, 
1985). También se conocen como funciones ponderadoras o método de ventana Parzen-
Rosenbaltt en procesamiento de señales, debido al parámetro de ancho de banda o 
ventana sobre la cual los datos son suavizados; dicho suavizamiento se hace en función 
de la distancia. De acuerdo con Li & Shao (2010), “se considera un método no 
paramétrico debido a que no se hace una suposición de la distribución de los errores”. 
Dado que se busca ajustar los datos lo más posible a la PDF, se debe ajustar el ancho 
de banda y lograr un balance entre el sesgo y la varianza de la estimación (Silverman, 
1986). Estos parámetros de ancho de banda pueden estimarse teóricamente, se pueden 
utilizar valores predeterminados (por ejemplo, mediante la regla de dedo de Silverman 
(Silverman, 1986)), o pueden calibrarse. 
Las funciones Kernel deben cumplir: primero, ser estrictamente positivas (𝐾(𝑢) ≥ 0); 
segundo, deben ser simétricas (𝐾(𝑢) = 𝐾(−𝑢)); y tercero, la probabilidad acumulada de 
la función debe ser igual a uno (∫ 𝐾(𝑢)𝑑𝑢 = 1). Existen varias funciones Kernel. A este 
respecto Gasser et al. (1985) demostraron matemáticamente que el Epanechnikov Kernel 
es óptimo en términos de tener el menor error de integración media cuadrática, pero se 
ha demostrado que entre las diversas funciones la diferencia en resultados no es crítica, 
ya que las funciones se comportan de manera muy similar. Otro Kernel bastante usado 
es el Gaussiano, debido principalmente a que tiene un soporte infinito, es decir 𝑢 ∈
(−∞, ∞); lo anterior facilita los cálculos y los procedimientos en algoritmos programados. 








                                                                                         (2.4) 
En esta investigación, al igual que en lo propuesto por Z Zulkafli, Nerini, & Manz (2015) y 
Nerini et al. (2015), se definieron las funciones Kernel 𝐾1 𝑦 𝐾2 como Kernels Gaussianos. 
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Figura 2-1: Esquema secuencial del método de doble suavizamiento con funciones de 
Kernel 
 
2.2.3 Mezcla final 
En el último paso del método DS se sustrae del campo de fondo el campo de error 
predicho por la ecuación 2.3, y el campo de mezcla queda representado por:  
𝑋𝑀(𝒔𝒌) = 𝑋𝐵(𝒔𝒌) − 𝜇?̂?(𝒔𝒌)                                                                         (2.5) 
Donde 𝑋𝑀 es el campo producto de la mezcla, 𝑋𝐵 es el campo de fondo del cual se 
sustrajeron las mediciones puntuales y 𝜇?̂? es el campo de residuales doblemente 
suavizados. Todos ellos se determinan en la posición 𝑠𝑘 que representa una nube de 
puntos y generalmente se define en una rejilla regular. Un esquema de los pasos del 
método se puede ver en la Figura 2-1. 
2.3 Métodos de interpolación 
Para dar cumplimiento al segundo objetivo planteado en esta investigación, que pretende 
comparar la mezcla de datos contra interpolaciones de los datos puntuales de las 
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estaciones, es necesario hacer una breve revisión acerca de métodos de interpolación. 
Considerando que la mayoría de las investigaciones utilizan métodos geoestadísticos y el 
método determinístico de IDW, a continuación se describen estos métodos de 
interpolación, que también han sido utilizados en esta investigación. 
2.3.1 Ponderación con el inverso de la distancia 
Este es quizás uno de los métodos de interpolación más usados (Figueroa Ortiz, 2016; 
Wagner, Fiener, Wilken, Kumar, & Schneider, 2012; Webster & Oliver, 2007). Su 
simplicidad, al solo depender de la distancia, lo hacen muy popular (di Piazza, Conti, 
Noto, Viola, & La Loggia, 2011), su formulación es la siguiente: 
?̂?(𝒔𝒌) = ∑ 𝜆𝑖 ∙ 𝑍(𝒔𝒊)
𝑛







                                                                                     (2.7) 
Donde 𝜆𝑖 es el valor de ponderación de las observaciones consideradas en el análisis, 
𝑍(𝑠𝑘) son los valores medidos, ?̂?(𝑠𝑘) es el valor de la variable interpolada en la posición 
en cuestión y 𝛽 es el coeficiente de ponderación; el valor más utilizado de este 
coeficiente ponderador es 2 (Webster & Oliver, 2007). Otra característica que lo hace 
“atractivo es que los valores ponderadores decrecen rápidamente con el incremento de la 
distancia haciendo que la interpolación sea sensible localmente”, de acuerdo con 
Webster & Oliver (2007). 
2.3.2 Interpolación mediante métodos Geoestadísticos 
Los métodos de interpolación estocásticos se basan en tener en cuenta la estructura o 
dependencia espacial del proceso para realizar los estimativos de la interpolación. 
Además, requieren que se cumpla la suposición de geoestacionaridad de segundo orden. 
Esta suposición implica que la dependencia espacial o covarianza del proceso depende 
exclusivamente de la separación entre los puntos (𝒉 = 𝒔𝒊 − 𝒔𝒋), y que dicha correlación 
espacial se acerque a 0 (𝐶(𝒉) → 0) a medida que se aumenta la distancia entre los dos 
lugares correlacionados (‖𝒉‖ → ∞) (Cressie, 1993). Igualmente, se debe cumplir que la 
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media del proceso aleatorio sea constante o determinística (𝐸[𝑍(𝒔)] = 𝜇) para que haya 
geoestacionaridad de segundo orden. 
En general, el proceso de interpolación por métodos geoestadísticos tiene tres etapas 
que incluyen: un análisis exploratorio e identificación de la tendencia de los datos 
espaciales, análisis de la estructura espacial, e interpolación, también llamada predicción. 
Análisis exploratorio e identificación de la tendencia 
Mediante este análisis se busca identificar si los datos espaciales presentan alguna 
tendencia que no permita el cumplimiento de la suposición de geoestacionaridad de 
segundo orden. Si existe alguna tendencia la suposición de media constante no se 
cumple, y en consecuencia, se debe retirar la tendencia mediante el uso de regresiones o 
con pulimiento de medianas, obteniendo un proceso aleatorio 𝑅(𝒔) que sí cumpla con 
que 𝐸[𝑅(𝒔)] = 𝜇𝑅, en cuyo caso el valor de la media será generalmente 0. Para identificar 
la tendencia se emplean diagramas de dispersión o Scatter-Plots que relacionan las 
coordenadas con los datos de la variable aleatoria, así como histogramas, medidas de 
dispersión y de tendencia central, etc. Una lista de posibles covariables que pueden ser 
analizadas para la identificación o retiro de la tendencia es expuesta por Rogelis & 
Werner (2013). 
Estructura espacial 
La estructura espacial se caracteriza por la función llamada variograma o semi 
variograma, esta última se estima mediante la siguiente ecuación: 





                                                                     (2.8) 
Donde 𝛾 es el valor de la semivarianza y 𝐸 es el valor esperado de la función de 
incrementos (𝑍(𝒔𝒊) − 𝑍(𝒔𝒋)), que es la resta de las realizaciones o valores de la variable 
aleatoria 𝑍 en los dos puntos considerados. Existen otros estimadores de la semivarianza 
como el propuesto por N. Cressie & Hawkins (1980), conocido como el estimador robusto 
de Cressie: 















                                                       (2.9) 
Donde 𝑁(𝒉) es el número de datos que se encuentran en un intervalo de distancia dado. 
El software geoR (Ribeiro Jr & Diggle, 2016), permite utilizar este último estimador, 
definiendo por defecto 13 intervalos para el cálculo del semivariograma; este fue el 
estimador usado en este proyecto de investigación. Se escogió geoR porque es software 
libre, se utiliza con la herramienta R que es sencilla de aprender y utilizar, incluye todas 
las funciones necesarias para realizar el análisis preliminar, la estimación de la estructura 
espacial y finalmente la interpolación. Asimismo, el variograma puede calcularse en 
varias direcciones, es decir solo analizando las parejas de datos que se encuentren en 
una dirección determinada, pero generalmente se calcula el variograma omnidireccional, 
que tiene en cuenta todas las parejas de puntos. Para el software geoR el ajuste de los 
variogramas se hace minimizando el error cuadrático medio y permite asignar 
ponderaciones con respecto al número de puntos en cada intervalo de distancia. 
El semivariograma experimental debe ser ajustado a un modelo de semivariograma 
teórico. Esto se hace con el propósito de generar una estimación de la dependencia 
espacial más exacta, valor que se tiene en cuenta a la hora de generar la predicción con 
el método geoestadístico (Cressie, 1993). Existen modelos de variograma que 
teóricamente cumplen con los supuestos de geoestacionaridad y se denominan modelos 
acotados, se caracterizan por tener una asíntota en la varianza conocida como silla o 
meseta que se alcanza teórica o numéricamente en un cierto valor conocido como rango 
(que expresa el intervalo hasta donde existe correlación espacial). Los modelos no 
acotados tienen la propiedad de incrementarse indefinidamente, característica que se 
presenta cuando el proceso aleatorio no tiene correlación espacial o no cumple con los 
supuestos de geoestacionaridad. En la Figura 2-2 se muestran varios modelos teóricos 
de variogramas con sus ecuaciones; otros pueden ser consultados en Cressie (1993) y 
Webster & Oliver (2007). 
Adicionalmente, el ajuste del modelo de variograma puede hacerse mediante los 
métodos de mínimos cuadrados ordinarios, ponderados o generalizados (Cressie, 1993). 
El ajuste del modelo produce, además de los dos parámetros ya mencionados (silla y 
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rango), el parámetro denominado pepita (nugget, en inglés), que se da por errores en 
micromedición o de microestructura del modelo de tendencia (Cressie, 1993). 
Figura 2-2: Tipos de modelos de variograma. Adaptado de: János (2008) 
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Interpolación o predicción 
Los métodos geoestadísticos conocidos como Kriging son métodos de interpolación, es 
decir permiten encontrar valores de la variable en puntos no muestreados. Estos se 
caracterizan por ser los mejores estimadores lineales no sesgados con varianza mínima 
(Cressie, 1993). Lo anterior se expresa matemáticamente como: 
min(var[?̂?(𝒔𝒊) − 𝑍(𝒔𝒊)])                                                                         (2.10) 
𝐸[?̂?(𝒔) − 𝑍(𝒔)] = 0                                                                                  (2.11) 
Con ?̂?(𝒔𝒊) siendo el valor predicho de la variable aleatoria. “Todos los estimadores 
Kriging son variantes del mismo estimador básico de regresión lineal ?̂?(𝒔)” de acuerdo 
con Rogelis & Werner (2013). Este es: 
?̂?(𝒔) − 𝑚(𝒔) = ∑ 𝜆𝑖 ∙ [𝑍(𝒔𝒊) − 𝑚(𝒔𝒊)]
𝑛
𝑖=1                                                   (2.12) 
Donde 𝑍(𝒔𝒊) es la variable aleatoria en los puntos muestreados (que puede considerarse 
como las realizaciones o muestreos de ella 𝑧(𝒔𝒊)), 𝜆𝑖 son los pesos asignados a cada 
realización para hacer la estimación en el punto 𝒔, y 𝑚(𝒔) es el valor esperado de la 
tendencia de la variable aleatoria, que es determinístico. Por tanto, el proceso puede 
descomponerse en un residual y la tendencia determinística de la siguiente forma: 
𝑍(𝒔) = 𝑅(𝒔) + 𝑚(𝒔)                                                                             (2.13) 
Esta tendencia (drift, en inglés), correlaciona otras variables o covariables con el proceso 
aleatorio y define los tres tipos de Kriging univariado: Kriging Residual o regresivo (Kreg), 
Kriging Universal (KU) y Kriging con Deriva Externa (KED, por sus siglas en inglés). Si la 
tendencia es retirada externamente (es decir, si se hace la regresión sobre los datos para 
después realizar el Kriging sobre los residuales de la regresión y posteriormente sumar 
las interpolaciones de los residuales a la tendencia), se le denomina Kriging Residual 
(Kreg). Si solamente se tiene en cuenta la posición como covariable explicativa y se 
incorporan dichas regresiones dentro de las ecuaciones del Kriging (ecuación 2.12), se le 
denomina Kriging Universal (KU). Igualmente, si se incorpora una regresión lineal a las 
ecuaciones del Kriging (ecuación 2.12), pero teniendo en cuenta más covariables, aparte 
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de la posición de las realizaciones, se le denomina Kriging con Deriva Externa (KED, por 
sus siglas en ingles). El Kreg permite obtener, a diferencia del KED, regresiones 
complejas, no necesariamente lineales, que pueden explicar fenómenos de segundo o 
tercer orden con covariables. El KED solo permite adicionar varias covariables 
explicativas siempre de forma lineal. 
Se debe resaltar que además de los Kriging mencionados existen otros que cumplen 
otros objetivos relacionados con la predicción espacial. Por ejemplo, el por bloques (block 
Kriging, en inglés), factorial, indicador (utilizados para variables booleanas), entre otros. 
También, estos métodos existen en forma multivariada, conocidos como CoKriging. Estos 
no fueron utilizados en esta investigación por no ser aplicados frecuentemente. 
2.4 Modelación hidrológica 
Silberstein (2006), destaca que la modelación hidrológica también puede ser usada para 
comprobar errores e inconsistencias en datos hidrometeorológicos. En consecuencia, se 
presentan a continuación en amplio detalle la estructura del modelo hidrológico agregado 
y del distribuido, que se usaran para analizar indirectamente la consistencia de los 
campos de precipitación creados con los métodos de interpolación y mezcla. El modelo 
agregado es de escala mensual, y se escoge para corroborar los volúmenes de 
precipitación introducidos al modelo a esa escala. Se hizo a escala mensual porque a 
escala diaria los volúmenes varían tanto que es difícil poder observar tendencias de 
sobreestimación o subestimación. Por otra parte, el modelo distribuido se implementó a 
escala diaria, con el objetivo de verificar la influencia de los pulsos de lluvia en la 
representación del caudal. 
2.4.1 Modelo hidrológico Dynamic Water Balance (DWB) 
DWB es un modelo hidrológico agregado propuesto a partir de los postulados de Budyko 
y el concepto de límites de la evapotranspiración (Budyko, 1974). Estos postulados 
asumen que el balance hídrico es controlado por la disponibilidad de agua y la demanda 
atmosférica, asumiendo que la precipitación es el agua disponible, y la 
evapotranspiración potencial la demanda atmosférica (L. Zhang et al., 2004). La relación 
entre dicha disponibilidad y la demanda atmosférica ha sido abordada por varios autores 
(Budyko, 1974; L. Zhang et al., 2004; L Zhang, Dawes, & Walker, 2001), pero la relación 
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propuesta por Fu (1981) tiene una base física y ha sido reconocida como un mejor 
modelo de la evapotranspiración real comparado con otros modelos empíricos (L. Zhang 

















, 𝑤)                                                  (2.14) 
Donde 𝐸𝑜 es la evapotranspiración potencial, y 𝑤 es un parámetro del modelo con rango 
(1, ∞), y que puede tomarse como 𝛼 = 1 − 1 𝑤⁄ , cuyo rango será entonces (0,1), cuyos 
valores más altos significarán un mayor rendimiento en la evapotranspiración. 
Figura 2-3: Estructura del modelo DWB. 
 
Bajo estas relaciones y análisis Lu Zhang, Potter, Hickel, Zhang, & Shao (2008) 
propusieron el modelo hidrológico agregado DWB en un ejercicio riguroso de análisis 
temporal sobre las escalas temporales anuales multianuales, series anuales, series 
mensuales y diarias. Sin embargo, concluyen que el modelo solo puede llegar a 
representar las series mensuales y no las diarias, debido a que no se incluye el 
fenómeno de transito de caudales, y por tanto lo definen como un modelo hidrológico a 
escala mensual. Un esquema del modelo conceptual puede verse en la Figura 2-3. 
Este modelo conceptualiza la cuenca como dos zonas de almacenamiento: zona de 
raíces y zona subterránea. Asimismo, asume que la precipitación para un momento 𝑡 es 
dividida en escorrentía superficial directa y en precipitación almacenada por la cuenca, 
según la ecuación 2-15. 
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𝑃(𝑡) =  𝑄𝑑(𝑡) + 𝑋(𝑡)                                                                              (2.15) 
Donde 𝑄𝑑 es la escorrentía superficial directa, y 𝑋 es la precipitación almacenada. En 
este caso, 𝑋(𝑡) constituye el conjunto de: agua para evapotranspiración 𝐸𝑇(𝑡), el cambio 
en la humedad del suelo 𝑆(𝑡) − 𝑆(𝑡 − 1), y la recarga 𝑅(𝑡). 𝑋(𝑡) puede calcularse por 
medio de la relación de Fu (ecuación 2-14) según ecuación 2-16. 
𝑋(𝑡) = 𝑃(𝑡) ∙ 𝐹 (
𝑋𝑜(𝑡)
𝑃(𝑡)
, 𝛼1)                                                                      (2.16) 
Donde 𝑋𝑜(𝑡) es la demanda límite de 𝑋(𝑡), correspondiente a la suma del 
almacenamiento máximo disponible 𝑆𝑚𝑎𝑥 − 𝑆(𝑡 − 1) y la evapotranspiración potencial 
𝐸𝑜(𝑡), 𝑃(𝑡) es la precipitación, que actúa como disponibilidad límite, y 𝜶𝟏 es la eficiencia 
de la retención. 
El agua disponible en la cuenca puede calcularse a partir del agua retenida y 
almacenada, según la ecuación 2-17. 
𝑊(𝑡) =  𝑋(𝑡) + 𝑆(𝑡 − 1) = 𝐸𝑇(𝑡) + 𝑆(𝑡) + 𝑅(𝑡) = 𝑌(𝑡) + 𝑆(𝑡)               (2.17) 
Donde 𝑌(𝑡) es la “oportunidad de evapotranspiración”, su límite de demanda puede 
considerarse como la suma de la evapotranspiración potencial 𝐸𝑜(𝑡) y la capacidad 
máxima 𝑺𝒎𝒂𝒙, y se denota por 𝑌𝑜(𝑡), mientras que su límite de disponibilidad es 𝑊(𝑡). 
Para calcular 𝑌(𝑡) se usa entonces la ecuación 2.18. 
𝑌(𝑡) = 𝑊(𝑡) ∙ 𝐹 (
𝐸𝑜(𝑡)+𝑆𝑚𝑎𝑥
𝑊(𝑡)
, 𝛼2)                                                            (2.18) 
Esto permite calcular la recarga como 𝑅(𝑡) = 𝑌(𝑡) − 𝑊(𝑡). El siguiente paso implica 
calcular la evapotranspiración, utilizando como límite de demanda la evapotranspiración 
potencial 𝐸𝑜(𝑡), y límite de disponibilidad a 𝑊(𝑡), según la ecuación 2.19. 
𝐸𝑇(𝑡) = 𝑊(𝑡) ∙ 𝐹 (
𝐸𝑜(𝑡)
𝑊(𝑡)
, 𝛼2)                                                                  (2.19) 
Nótese que las ecuaciones 2.18 y 2.19 tienen el mismo parámetro 𝜶𝟐, llamado “eficiencia 
de la evapotranspiración”. Esto se debe a que la recarga en una cuenca es determinada 
principalmente por la eficiencia en la evapotranspiración. Los procesos y sus relaciones 
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presentadas hasta el momento permiten calcular el almacenamiento en la zona de raíces 
que se expresa en la ecuación 2.20. 
𝑆(𝑡)  =  𝑌(𝑡) − 𝐸𝑇(𝑡)                                                                               (2.20) 
Finalmente, la escorrentía proveniente de flujos subterráneos se toma como un 
almacenamiento lineal, que se define en la ecuación 2.21, y el almacenamiento en la 
zona de agua subterránea se define en la ecuación 2.22. 
𝑄𝑏 = 𝑑 ∗ 𝐺(𝑡 − 1)                                                                                    (2.21) 
𝐺(𝑡) = (1 − 𝑑)𝐺(𝑡 − 1) + 𝑅(𝑡)                                                                  (2.22) 
Donde 𝑄𝑏 es el flujo base, 𝒅 es un parámetro, y 𝐺(𝑡) es el almacenamiento subterráneo. 
La escorrentía total será en consecuencia la suma del flujo base y la escorrentía directa. 
𝑄(𝑡) =  𝑄𝑑(𝑡) + 𝑄𝑏(𝑡)                                                                               (2.23) 
Se remarca entonces una estructura compuesta por cuatro parámetros que se calibran 
(𝛼1, 𝛼2,  𝑆𝑚𝑎𝑥, 𝑑); requiere de la siguiente información de entrada: precipitación y 
evapotranspiración potencial en series mensuales, y la información usada generalmente 
para la calibración es la escorrentía promedio mensual (Zhang et al., 2008). 
Las razones para escoger este modelo en este proyecto de investigación incluyen: que el 
modelo DWB ha sido ampliamente probado a lo largo del mundo  y en zonas tropicales 
(Lu Zhang et al., 2008). Además, DWB es un modelo agregado y puede servir para 
evaluar de forma general los volúmenes precipitados sobre la cuenca evaluada. La 
importancia de este modelo para este proyecto de investigación radica en que el modelo 
permite probar de forma indirecta el desempeño del campo de precipitación y comparar 
la distribución espacial del campo de precipitación que, hasta cierto punto se pierde al 
promediar el campo, y que posteriormente es ingresado al modelo hidrológico agregado 
en cada cuenca y subcuenca. 
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2.4.2 Modelo hidrológico OpenStreams WFLOW-HBV 
El modelo hidrológico distribuido a escala diaria WFLOW-HBV está basado en el modelo 
hidrológico agregado lluvia-escorrentía HBV-96, Hydrologiska Byråns 
Vattenbalansavdelning (HBV) (Lindström, Johansson, Persson, Gardelin, & Bergström, 
1997). El modelo original HBV fue planteado en la década de 1970 y fue posteriormente 
modificado por Lindström et al. (1997); es éste modelo al que se le conoce como HBV-
96. A pesar de haber sido concebido para la modelación de ambientes en donde existe 
caída y derretimiento de nieve, ha probado ser efectivo a lo largo del mundo; ejemplos 
pueden ser consultados en Beck et al. (2016). Para su inclusión dentro del proyecto 
OpenStreams WFLOW, que es un modelo distribuido y de modelación continua a escala 
diaria, al modelo HBV-96 se le retiró la función de tránsito triangular y se reemplazó por 
una función de onda cinemática para transitar la onda entre celdas hacia aguas abajo, 
basándose en la red de flujo generada a partir del DEM (Schellekens, 2014). 
Las razones para escoger este modelo en este proyecto de investigación incluyen: que el 
modelo HBV ha sido ampliamente probado a lo largo del mundo e igualmente que el 
modelo WFLOW-HBV ha sido aplicado en Colombia con buenos resultados (Ramirez et 
al., 2015; Sanchez, 2018). Además, WFLOW-HBV es un modelo distribuido, por tanto, 
requiere de campos distribuidos de precipitación y en consecuencia el desempeño del 
modelo se espera que sea sensible a las diferencias espaciales del campo de 
precipitación con el cual se alimente o force (Beck, Vergopolan, et al., 2017; Serrat-
Capdevila et al., 2014). Asimismo, permite analizar la transformación de la lluvia a 
escorrentía con una estructura de modelo diferente. Lo anterior es de importancia para 
este proyecto de investigación, porque permite así probar de forma indirecta el 
desempeño del campo de precipitación. La estructura general del modelo puede verse en 
la Figura 2-4. 
Figura 2-4: Estructura del modelo WFLOW-HBV. Adaptado de Ramirez et al. (2015) 
Estado del arte y marco teórico 31 
 
 
El modelo se compone de tres rutinas: nieve e intercepción, humedad del suelo y 
respuesta de escorrentía. Posteriormente se hace el tránsito por onda cinemática. La 
rutina de nieve solo funciona si se le ingresa al modelo campos de temperatura, que si no 
son ingresados se asumen como 10°C, inhibiendo su operación. Entonces, la 
precipitación pasa a través de esta rutina y llega al tanque de intercepción que tiene un 
almacenamiento ICF (mm), y desde éste se presenta una evaporación igual a la potencial 
(PET, por sus siglas en inglés). Además, cualquier excedente en el almacenamiento de 
este tanque se convierte en agua disponible para la rutina de humedad del suelo, a la 
que se le llama precipitación efectiva o neta (𝑄𝑖𝑛). 
La rutina de humedad del suelo se compone de un tanque que presenta dos entradas y 
tres salidas. Este pretende representar el ciclo del agua en los primeros horizontes del 
suelo y su relación con las plantas. Las entradas son la 𝑄𝑖𝑛 y el flujo capilar desde el 
denominado tanque superior (𝑄𝑐𝑓); y las salidas son la evaporación real, una escorrentía 




𝐸𝑝    𝑠𝑖 
𝑆𝑀
𝐹𝐶
< 𝐿𝑃;     𝐸𝑎 = 𝐸𝑝     𝑠𝑖  
𝑆𝑀
𝐹𝐶
≥ 𝐿𝑃                               (2.24) 
Donde 𝑆𝑀 (mm) es el contenido del tanque o humedad del suelo, 𝑭𝑪 (mm) es la 
capacidad de campo o capacidad límite de almacenamiento en el tanque de humedad del 
suelo. 𝑳𝑷 es el factor de evaporación del suelo que debe ser menor o igual a 1. Si esta 
capacidad es excedida se produce escorrentía directa definida como: 
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𝑄𝑑𝑟 = max[(𝑆𝑀 + 𝑄𝑖𝑛 − 𝐹𝐶)  , 0]                                                           (2.25) 
La infiltración (seepage, por el término en inglés), tercera salida, se da como una porción 






𝐼𝑛𝑒𝑡   ;     𝐼𝑛𝑒𝑡 = 𝑄𝑖𝑛 − 𝑄𝑑𝑟                                                         (2.26) 
Con 𝜷 siendo el parámetro que controla la saturación del suelo. El cambio de humedad 
del suelo para el siguiente paso de tiempo está dado por ∆𝑆𝑀 = 𝐼𝑛𝑒𝑡 − 𝑆𝑃. La suma de la 
infiltración (𝑆𝑃) y de la escorrentía directa (𝑄𝑑𝑟) se considera como la cantidad de agua 
disponible para escorrentía y se traslada a la rutina de respuesta de escorrentía; se debe 
aclarar que a esta suma se le llama recarga pero no está relacionada con las aguas 
subterráneas (Schellekens, 2014). 
La rutina de escorrentía se divide en un tanque superior y uno inferior. El tanque superior 
(upper zone, por sus siglas en inglés), tiene cuatro salidas: el flujo capilar (𝑄𝑐𝑓), la 
escorrentía rápida (𝑄𝑞), el interflujo (𝑄𝑖) y una percolación (𝑃𝐸𝑅𝐶). Estos se expresan 
como: 
𝑄𝑐𝑓 = 𝑐𝑓𝑙𝑢𝑥 ∙
(𝐹𝐶−𝑆𝑀)
𝐹𝐶
                                                                               (2.27) 
𝑄𝑞 = 𝐾𝑄𝐻
1−𝛼 ∙ 𝐻𝑄−𝛼 ∙ 𝑉𝑈𝑍
1+𝛼                                                                    (2.28) 
 𝑄𝑖 = 𝐾𝑖 ∙ 𝑈𝑍1                                                                                           (2.29) 
𝑄𝑝𝑒𝑟𝑐 = min (𝑄𝑑𝑟 + 𝑆𝑃  , 𝑃𝐸𝑅𝐶)                                                              (2.30) 
Donde 𝒄𝒇𝒍𝒖𝒙 es un coeficiente de flujo capilar, 𝑲𝑯𝑸 es la tasa de recesión del flujo de 
salida, 𝑯𝑸 es el flujo de salida para la tasa de recesión fijada, 𝑉𝑈𝑍 es el volumen en el 
tanque superior, 𝜶 es el exponente de salida y 𝑷𝑬𝑹𝑪 es la tasa máxima de percolación. 
El tanque inferior se considera saturado mediante la suposición de que no tiene límite de 
almacenamiento; recibe la percolación y libera un flujo lento definido por: 
𝑄𝐿𝑍 = 𝐾4 ∙ 𝑉𝐿𝑍                                                                                        (2.31) 
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Donde 𝑲𝟒 es la constante del tanque que determina la salida del flujo y 𝑉𝐿𝑍 es el volumen 
contenido en el tanque inferior. 
Posteriormente, se suman todas las componentes de escorrentía en la escorrentía total 
𝑄, esta es: 
𝑄 = 𝑄𝐿𝑍 + 𝑄𝑖 + 𝑄𝑞                                                                                 (2.32) 
La escorrentía total es ingresada en la rutina de tránsito de escorrentía del modelo 
WFLOW. Allí se realiza un tránsito de la escorrentía intra celda utilizando el modelo 
digital de terreno (DEM, por sus siglas en inglés), y una configuración de banca llena y 
planicie de inundación especificada, cuyo perfil transversal y explicación detallada puede 
consultarse en Schellekens (2014). La escorrentía saliente de cada celda es 
posteriormente transitada inter celdas, y ambos tránsitos requieren de un coeficiente de 
Manning definido como 𝑵 y 𝑵𝒓𝒊𝒗𝒆𝒓 (Schellekens, 2014). 
Las variables que han sido resaltadas con negrilla en este apartado corresponden a los 
parámetros del modelo que han sido calibrados en la literatura revisada y que, en 
consecuencia, se escogen para calibración del modelo. Así, el número total de 
parámetros a calibrar por celda corresponde a 12. El aplicativo computacional permite 
definir el mismo valor del parámetro para todas las celdas o en su defecto, hacer 
agrupaciones de celdas basados en información de suelos, coberturas y delimitación de 
cuencas. 
2.5 Algoritmos de calibración 
En este proyecto de investigación se requieren calibrar valores de parámetros para 
encontrar el mejor desempeño de ciertos modelos y procedimientos. Por tanto, se 
describen brevemente a continuación tres algoritmos usados en diversas partes del 
proyecto, que fueron seleccionados para cumplir diversos objetivos (las razones de la 
selección se mencionan en la sección 5 metodología). 
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2.5.1 Generalized Likelihood Uncertainty Estimation - GLUE 
Beven & Binley (1992) propusieron un algoritmo de calibración basado en simulaciones 
de Monte Carlo y la asignación de probabilidad de mejor respuesta al desempeño de 
dichas simulaciones. Asimismo, suponen que tanto la estructura del modelo como las 
mediciones en las que se basa la calibración del modelo deben ser imperfectas hasta 
cierto punto. Por tanto, “no hay razón para esperar que un conjunto de parámetros 
cualquiera pueda representar el conjunto de parámetros verdaderos que deben 
encontrarse en un procedimiento de calibración” según Beven & Binley (1992). Por tanto, 
el método no encuentra un conjunto de parámetros óptimo, sino que asigna 
probabilidades a los conjuntos de parámetros con las que se pueden inferir intervalos de 
probabilidad de los parámetros. Las probabilidades normalmente son asignadas idénticas 
para una lista de conjuntos de parámetros que son ordenados con base en una función 
objetivo, de mayor a menor (o de menor a mayor), según la función objetivo sea 
destinada a maximización o minimización. 
Por otra parte, el mismo método permite hacer análisis de sensibilidad regional. Esto se 
hace a través de la comparación entre dos distribuciones acumuladas de probabilidad de 
los parámetros, la primera de los denominados parámetros “comportamentales” y la 
segunda de los llamados “no comportamentales”, que si son diferentes representan 
sensibilidad del modelo a ese parámetro específico. La repartición entre estos dos 
conjuntos se da a través de un umbral que normalmente es definido subjetivamente. Para 
contrarrestar la subjetividad Freer, Beven, & Ambroise (1996) proponen clasificar todas 
las simulaciones de Monte Carlo en 10 grupos y comparar sus distribuciones para así 
determinar la sensibilidad de los parámetros. Esto es apoyado por Wagener et al. (2001) 
y fue implementado en la herramienta Monte Carlo Analysis Toolbox (MCAT) (Wagener, 
Lees, & Wheater, 2001), en la que se crean automáticamente los 10 gráficos de las 
funciones de probabilidad acumulada que permiten identificar fácilmente la sensibilidad 
de los parámetros. 
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2.5.2 Shuffled Complex Evolution - SCE global optimization 
method 
Duan, Sorooshian, & Gupta (1992) desarrollaron este método de calibración global 
basado en cuatro conceptos. Primero, la fortaleza del algoritmo de búsqueda local 
“simplex” (Nelder & Mead, 1965), para guiar la búsqueda hacia la mejor respuesta; 
segundo, el concepto de búsqueda aleatoria; tercero, la evolución competitiva; y cuarto, 
el traspaso de información o la mezcla de comunidades. Es un algoritmo bastante 
reconocido y usado en calibración de modelos hidrológicos por su reducción en el 
número de evaluaciones necesarias para alcanzar el óptimo global de una superficie de 
función objetivo. 
El algoritmo tiene cuatro grandes etapas. Primero comienza por un muestreo aleatorio de 
una población total donde cada individuo es un conjunto de parámetros. Seguidamente, 
se reparte la población completa en varios grupos o comunidades. Después cada 
comunidad se evoluciona para dirigir la búsqueda hacia una dirección en la que mejore el 
desempeño, este mejoramiento se realiza un número de veces, determinado de forma 
similar a las generaciones en las poblaciones y es basado en el algoritmo de Nelder & 
Mead (1965). Por último, después de terminar el número de generaciones descrito, se 
mezclan las comunidades para compartir la información obtenida. El algoritmo se detiene 
cuando se cumpla un criterio con base en el error de la función objetivo o del cambio en 
los valores de los parámetros. 
A pesar que se han desarrollado varios algoritmos de búsqueda como PEST (Doherty, 
2018), que se han aplicado a temas de hidrología urbana y calidad del agua (Mancipe, 
Buchberger, & Suidan, 2012), el algoritmo SCE sigue siendo uno de los más usados en 
modelación medio ambiental. 
2.5.3 Dynamical Dimensioned Search - DDS Algorithm 
Este es un algoritmo heurístico y estocástico de búsqueda global desarrollado por Tolson 
& Shoemaker (2007). Se desarrolló basándose en la experiencia que se obtiene al 
intentar calibrar un modelo manualmente, en donde al cambiar muchos parámetros al 
mismo tiempo no se generan mejores resultados. Además, se enfoca en aquellos 
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problemas de calibración que tienen un significativo esfuerzo computacional o que tienen 
una gran complejidad por su alto número de parámetros. En consecuencia, “el algoritmo 
está diseñado para escalar la búsqueda dependiendo de un número máximo de 
simulaciones que sea definido” según Tolson & Shoemaker (2007), lo que le permite en 
un comienzo hacer una búsqueda global y hacer una búsqueda local a medida que 
avanza hacia el límite de las simulaciones definidas. A pesar de su simplicidad, Tolson & 
Shoemaker (2007) probaron la versatilidad y eficiencia del algoritmo en comparación con 
el Shuffled Complex Evolution, y reportan una capacidad igual o mayor de llegar al 
óptimo global cuando se restringe el número de evaluaciones. 
La búsqueda o asignación de nuevos posibles conjuntos de parámetros se hace a través 
de la perturbación de la mejor respuesta encontrada hasta el momento. Esta perturbación 
sólo se realiza en los parámetros que fueron definidos estocásticamente para ser 
modificados de acuerdo con el número de simulación en la que se encuentre. Además, la 
perturbación se hace mediante el muestreo aleatorio de una distribución normal, con 
media igual a cero y varianza 0.2 veces el ancho del intervalo definido para el parámetro. 
Una gran ventaja del algoritmo, resaltada por Lespinas, Dastoor, & Fortin (2017), es que 
este converge rápidamente a una buena solución global o en el peor de los casos a una 
muy buena solución local, sin importar el conjunto de parámetros inicial que se le haya 
ingresado al algoritmo. En este sentido, Tolson & Shoemaker (2007) proponen reducir la 
varianza de la distribución de probabilidad a 0.1 veces el ancho del intervalo, si se sabe 
que el conjunto inicial ingresado tiene un buen desempeño (también el conjunto 




3. Casos de estudio y materiales 
En este capítulo se describen las dos cuencas en donde se desarrolló la investigación y 
los datos hidrometeorológicos y datos físicos disponibles. Asimismo, se describen los 
productos usados en la mezcla de datos de precipitación (P) teledetectados y de 
pluviómetros, así como los productos usados en la modelación hidrológica. En la Figura 
3-1 se puede ver la ubicación de las dos cuencas seleccionadas. 
Figura 3-1: Ubicación de las cuencas hidrográficas de los ríos Sogamoso y Casanare, 
seleccionadas como casos de estudio. 
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3.1 Cuenca del río Sogamoso hasta la estación El 
Tablazo [24067010] 
El río Sogamoso se encuentra ubicado en los Andes colombianos y se compone 
principalmente de los aportes de los ríos Suárez al occidente de la cuenca, y 
Chicamocha al oriente (Corpoboyacá, 2006; Corpoboyacá, CAR, & Fondo de adaptación, 
2017a, 2017b). La cuenca tiene una alta variabilidad en términos de disponibilidad 
potencial de agua, representada por el índice de aridez del IDEAM (2015b). La parte alta 
del río Suárez presenta una clasificación de este índice mayoritaria de moderado y 
moderado a excedente de agua, con una pequeña región con clasificación de excedente 
de agua (Corpoboyacá et al., 2017b). La parte media presenta excedentes de agua y la 
parte baja presenta una clasificación de aridez de moderado a excedente de agua 
(IDEAM, 2015c). 
Para el río Chicamocha, se presentan zonas con clasificación del índice de moderada a 
deficitarios de agua y zonas localizadas con clasificación deficitarios de agua 
(Corpoboyacá, 2006; IDEAM, 2015c). 
La cuenca se caracteriza por tener una precipitación media anual de 1600 mm (IDEAM, 
2015c). No obstante, la pluviosidad tiene una gran variabilidad espacial, con valores 
cercanos a los 600 mm en las cuencas altas de los dos ríos mencionados (el lector 
interesado es remitido al mapa 1-3 de Corpoboyacá et al. (2017b) y el mapa 3 de 
Corpoboyacá (2006)), mientras que al noroccidente, cerca al valle del río Magdalena, la 
precipitación puede llegar a alcanzar los 4000 mm al año (remítase a ver la Figura 3 de 
Corpoboyacá et al. (2017a)). El mayor forzante del ciclo anual de precipitación y de las 
variables climáticas en la región es “la migración meridional de la zona de convergencia 
intertropical y los patrones de vientos asociados”, según Poveda, Waylen, & Pulwarty 
(2006). Por tanto, se presenta en la cuenca un régimen bimodal de precipitación, con 
altos valores en los meses de abril, mayo, y octubre y noviembre. 
En la cuenca del río Sogamoso se ha definido la zona de estudio como la 
correspondiente a la divisoria de aguas delimitada hasta la estación limnimétrica El 
Tablazo, cuyas coordenadas son: Latitud 7.038889 y Longitud -73.340833 (ver punto azul 
en Figura 3-2). En la delimitación de la cuenca se utilizó el modelo digital de elevación 
(DEM) de la misión STRM de la NASA, con resolución de 90 m (Jarvis, Reuter, Nelson, & 
Guevara, 2008). El área así definida tiene una superficie de 20777 km2, lo 
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suficientemente grande como para permitir analizar el comportamiento de datos de 
precipitación provenientes de sensores remotos. Dentro del área de la cuenca existen 
219 pluviómetros operados por el IDEAM, de los cuales 72 tiene más del 50 % de datos 
faltantes en el periodo 1980-2012 (y se han descartado del análisis) y 147 que tienen 
menos de 50 % de datos faltantes. En las vecindades de la cuenca se seleccionaron 
adicionalmente nueve estaciones con menos de 15 % de datos perdidos, y en 
consecuencia para el análisis se tiene un total de 156 estaciones con registros de 
precipitación. Se dejaron como remanentes los datos de 63 estaciones que poseen más 
de 50% de valores perdidos en el periodo de estudio, y dado que tienen registros en 
diferentes periodos dentro del intervalo 1980 - 2012, se decidió mantenerlas por fuera de 
cualquier análisis o validación. De acuerdo con esto, la densidad de la red de monitoreo 
con datos semicompletos de precipitación es de 7.56 est/1000 km2 (130 km2/est).  
Figura 3-2: Cuenca del río Sogamoso hasta la estación El Tablazo [24067010] y 
localización de las 156 estaciones pluviométricas consideradas en el análisis 
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Las razones que llevaron a escoger esta cuenca como caso de estudio se mencionan a 
continuación. Primero, existe un buen número de estaciones pluviométricas al interior de 
la cuenca; segundo, la cuenca es suficientemente grande como para contener varias 
celdas del producto de precipitación distribuida escogido (41 celdas de 0.25° x 0.25°); y 
tercero, debido a la gran cantidad de pluviómetros, es posible explorar la influencia de la 
densidad de las estaciones usadas en los resultados de diferentes métodos de 
interpolación y combinación. Por estas razones se escogió esta cuenca para trabajar 
principalmente los objetivos específicos i) y ii), en los cuales se utilizan solamente datos 
pluviométricos de estaciones, cuyos metadatos pueden consultarse en el anexo A. 
3.2 Cuenca del río Casanare hasta la estación Cravo 
Norte [36027050] 
La cuenca del río Casanare se ubica en el piedemonte de los Andes colombianos y está 
conformada por los ríos Cravo Norte al norte de la cuenca y Casanare al sur, ríos que 
hacen parte de la macrocuenca del Orinoco. De acuerdo con IDEAM (2015c), la cuenca 
presenta una alta disponibilidad del agua, representada en el índice de aridez, aunque 
dicha disponibilidad de agua está concentrada en los meses de mitad de año (mayo a 
agosto), y es bastante menor en los meses de diciembre a febrero (Alcaldia de Aráuca, 
2014), debido al régimen de lluvias monomodal que ocurre en la zona (a pesar de tener 
un régimen climatológico distinto a la cuenca del río Sogamoso, esto no afecta las 
estimaciones de los métodos de interpolación porque las predicciones de los métodos se 
realizan interpolando cada uno de los días de forma independiente). De acuerdo con 
IDEAM (2015a), la precipitación anual en la región es bastante homogénea con valores 
entre 2000 mm y 2500 mm. No obstante, se presentan valores mayores en el 
noroccidente de la cuenca y valores menores en la parte alta de la cordillera de los 
Andes, cerca al nevado del Cocuy. 
En la Figura 3-3, se muestra la ubicación de estaciones con registros de precipitación y 
de caudal para esta cuenca. Se puede observar que en términos de estaciones 
pluviométricas, la zona oriental de la cuenca esta deficientemente instrumentada. Al igual 
que otras zonas de la Orinoquía colombiana, la cuenca se encuentra deficientemente 
instrumentada hidrológica y meteorológicamente. Dentro y en los alrededores de la 
cuenca solo existen 16 pluviómetros y en consecuencia la densidad de medición es de 
aproximadamente 0.4 est/1000 km2 (2457 km2/est), valor que se encuentra muy por 
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debajo de los 575 km2/est que recomienda la WMO 168 (2008) (corresponde a 1.74 
est/1000 km2); la extensión de la cuenca hasta la estación limnimétrica Cravo Norte 
ubicada en: Latitud 6.295639 y Longitud -70.194333 es de 14740 km2. 
Figura 3-3: Cuenca del río Casanare hasta la estación Cravo Norte [36027050] y 
localización de las estaciones con registros de precipitación seleccionadas 
 
Aparte de esta estación hidrológica, existen otras tres estaciones que no tienen una 
medición continua en el periodo 1996 – 2012, que fue el periodo seleccionado para el 
análisis de esta cuenca. En la Figura 3-3 se puede ver la delimitación de la cuenca y las 
estaciones en su interior, mientras que en la Figura 3-4 se puede apreciar la cantidad de 
datos de precipitación disponibles en el periodo de estudio, de las estaciones al interior 
de la cuenca y de otras que están alrededor de ella. En la Figura 3-4 se ve como la 
cantidad de datos entre 1991 y 1997 es bastante escasa para las estaciones internas, 
sucediendo lo mismo en los años 2002 y 2003; por el contrario, entre los años 1998-2002 
y posterior al periodo 2004, la cantidad de estaciones que reportan datos se mantienen 
aproximadamente constante. En la Figura 3-5 se muestran las series de caudal, donde 
se puede ver que la única estación que permitiría la implementación rigurosa de un 
modelo hidrológico (proceso de calibración-validación), es la estación Cravo Norte 
[36027050], debido a que tiene registros en un periodo mayor a 10 años. En el panel 
inferior de la Figura 3-5 se puede ver que la estación San Salvador [36027040] tiene un 
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registro suficiente para ser usado en validación. Los metadatos de las estaciones 
pluviométricas y de caudal seleccionadas para esta cuenca también pueden consultarse 
en el anexo A. 
Figura 3-4: Serie de tiempo mostrando el número de estaciones con datos diarios de 
precipitación disponibles 
 
Figura 3-5: Series de tiempo de las estaciones de caudal y ampliación de un periodo 
 
Debido a la escasez de datos de caudal en diferentes localizaciones de la cuenca, es 
necesario realizar modelaciones hidrológicas distribuidas en esta región (datos 
necesarios para determinar la disponibilidad de agua, entre otras razones mencionadas 
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en la sección 1.2 Justificación). Sin embargo, la baja cantidad de datos pluviométricos y 
también de temperatura en esta cuenca, dificultan las posibilidades de modelación 
hidrológica. Asimismo, la cuenca se encuentra en la vecindad de la cuenca del río 
Sogamoso, tiene un tamaño similar y el índice de uso de agua no es alto (IUA de 2.07 % 
que clasifica como categoría baja según IDEAM (2015c)). En consecuencia, se puede 
aplicar el método de DS con funciones de Kernel y otros métodos de interpolación en la 
cuenca del río Casanare, para determinar cuál de los campos de precipitación obtenidos 
es el que mejor desempeño tiene a nivel de modelación hidrológica. Igualmente, la 
cuenca no tiene presencia de embalses y por tanto tiene condiciones naturales que la 
hacen propicia para evaluar campos de precipitación a través de modelación hidrológica.  
Aparte de la información meteorológica, las características de los suelos y tipo de 
cobertura que tiene la cuenca son datos esenciales para realizar modelación hidrológica 
de cuencas. Con este objetivo, se descargó la información de coberturas para esta 
cuenca desde el Sistema Nacional Ambiental de Colombia (SIAC) de las Cobertura de la 
Tierra Metodología CORINE Land Cover adaptada para Colombia para el periodo 2010-
2012 (IDEAM, 2015b). Con respecto a la información de suelos, se consultaron los 
estudios departamentales de suelos de Boyacá (Instituto Geográfico Agustín Codazzi, 
2014), de Arauca (Instituto Geográfico Agustín Codazzi, 1986) y del Casanare (Instituto 
Geográfico Agustín Codazzi, 2014). La reclasificación de los mapas se puede ver en el 
anexo C de este documento. 
Los modelos DWB y WFLOW-HBV fueron seleccionados como los modelos hidrológicos 
a implementar en la cuenca del río Casanare. Brevemente, ambos modelos tiene una 
estructura que contempla el almacenamiento en capas superiores del suelo, e igualmente 
contempla un almacenamiento en zonas profundas (ver sección 2.3 Modelo hidrológico 
Dynamic Water Balance (DWB) y 2.4 Modelo hidrológico Openstreams WFLOW-HBV 
para detallar las razones por las cuales se seleccionaron). 
3.3 Conjunto de datos provenientes del Multi-Source 
Weighted-Ensemble Precipitation (MSWEP) 
El MSWEP es un producto global de precipitación distribuida en rejilla regular, con datos 
en tres escalas temporales (mensuales, diarias y cada tres horas), y con una longitud de 
serie que va desde 1979 hasta 2014 (Beck, Van Dijk, Levizzani, et al., 2017). El producto 
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fue diseñado específicamente para modelación hidrológica y tiene actualmente dos 
versiones. La primera a 0.25° (aprox. 25 km) y la segunda a 0.1° (aprox. 10 km), ambas 
con resoluciones temporales mensual, diaria y cada tres horas; la segunda se encuentra 
disponible hasta 2017. En este proyecto de investigación se han utilizado los datos de la 
primera versión, a escala de aproximadamente 25 km y resolución diaria.  
Para la creación del MSWEP sus desarrolladores tuvieron en cuenta una gran variedad 
de fuentes de información y procedimientos de combinación. Los tipos de fuentes de 
información usada incluyen: interpolaciones de estaciones a nivel global (el CHIPclim 
(Funk et al., 2015), el CPC unified (Xie et al., 2007) y el producto GPCC (Schneider et al., 
2014)); datos teledetectados por satélites (CMORPH (Joyce, Janowiak, Arkin, & Xie, 
2004), GSMaP-MVK (USHIO et al., 2009) y el TMPA 3B42RT (George J. Huffman et al., 
2007)); y datos de los reanálisis meteorológicos ERA-Interim (Dee et al., 2011) y el JRA-
55 (KOBAYASHI et al., 2015)). 
El procedimiento para su creación se basó en cuatro pasos principales. Primero, se 
usaron los promedios de largo plazo de CHPclim, a los que se les corrigió el sesgo por 
errores producidos por el viento. Adicionalmente, los estimados de largo plazo de 
precipitación se corrigieron con un balance de agua inverso, con datos provenientes de 
estaciones de caudal y datos de evapotranspiración potencial en varias zonas del mundo 
para así derivar los datos de precipitación (Beck, Van Dijk, Levizzani, et al., 2017). Estos 
se relacionaron a través de la formulación de Zhang, Dawes, & Walker (2001) basada en 
los postulados de Budyko. Los siguientes tres pasos en el desarrollo del producto 
tuvieron como propósito encontrar los factores ponderadores de las anomalías climáticas 
que fueron usados para afectar los promedios de largo rango del CHPclim y así producir 
el producto MSWEP a las diferentes escalas temporales. 
El primero de estos tres pasos consiste en mezclar las anomalías de los productos de 
cada tipo, es decir los provenientes de satélites, de estaciones o de reanálisis, por 
separado y a cada escala de tiempo por separado. El segundo busca encontrar los 
factores ponderadores generados a partir de la mezcla de todos los tipos de productos a 
cada escala de tiempo. Y el último paso aplica dichos factores al promedio de largo plazo 
en un proceso de subescalamiento (downscaling, por su término en inglés); sucesivo a 
través de las tres escalas de tiempo, comenzando por la mensual, siguiendo a la diaria y 
por último encontrando los estimados de precipitación cada tres horas. 
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Este producto de precipitación ha sido extensamente validado. Beck, Van Dijk, Levizzani, 
et al. (2017), además de describir la metodología para su creación, realizan una 
validación del MSWEP y de otros productos de precipitación contra los datos de un 
conjunto independiente de estaciones micrometeorológicas conocidas como las torres 
FLUXNET. Asimismo, evaluaron el producto y otros productos de precipitación a través 
del forzamiento de la versión original del modelo HBV que es agregada, en cuencas 
menores a 50 000 km2 para evitar un excesivo promedio de los forzamientos del modelo. 
Tanto en la evaluación contra los pluviómetros, como en la evaluación hidrológica, se 
reporta un desempeño superior del MSWEP con respecto a cualquiera de los demás 
productos globales analizados. 
Por otra parte, Beck, Vergopolan, et al. (2017) realizaron una comparación de 22 
conjuntos de precipitación globales. La comparación se hizo con datos de estaciones 
pluviométricas y con modelación hidrológica, concluyendo que los mejores productos de 
precipitación son el MSWEP v1.0 y v2.0 sobre los otros productos probados. Esto se 
presentó tanto para la comparación contra estaciones pluviométricas, como para la 
modelación hidrológica. En este último caso también se identificó el buen desempeño del 
conjunto de datos CPC unified (producto basado en datos de lluvia), pero se resalta que 
su desempeño seguramente es pobre en lugares en donde existan pocas estaciones. 
En este proyecto de investigación se realizaron las mezclas usando la versión 1 del 
MSWEP. Aunque Beck, Vergopolan, et al. (2017) reportan que la segunda versión 
presenta mejores resultados a nivel global, al momento de iniciar el desarrollo de este 
proyecto de investigación solo se encontraba disponible la versión 1 y por ello la mayoría 
de los análisis se centra en esta versión del producto. No obstante, también se 
compararon los desempeños de las dos versiones del producto MSWEP, tal como se 
muestra en el capítulo 5, concluyendo que con la versión 1 se obtienen mejores 
resultados que con la versión 2, para la cuenca del río Sogamoso. A manera de 
ilustración, estimados del MSWEP sobre Colombia para el día 2011-11-21 pueden verse 
en la Figura 3-6. 
Al igual que otros productos satelitales, el MSWEP tiene ciertas limitaciones que han sido 
resaltadas para Colombia por ciertos autores (Duque-Gardeazábal, Zamora, Vega-
Viviescas, Arboleda, & Rodríguez, 2018; Rodríguez et al., 2017). Estas son: los mayores 
errores se presentan en zonas altas y la resolución original de los productos solo permite 
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usarlo sin procesos de subescalamiento previo en cuencas grandes (aquellas que 
abarquen más de una celda de 0.25°, que es aproximadamente 25 km en el trópico). Lo 
anterior se debe a que el valor de una sola serie de tiempo no necesariamente es 
representativa de las condiciones que puedan ocurrir dentro de una cuenca. 
Figura 3-6: Estimados de lluvia del MSWEP para el día 2011-11-21. Tomado del WCI, 
eartH2Observe 
 
3.4 ETp de Penman-Monteith del ECMWF v1 
Para la evapotranspiración potencial (ETp), que se utiliza como dato de entrada para el 
modelo hidrológico, se escogió el producto desarrollado en el marco del proyecto 
eartH2Observe, obtenido por Sperna Weiland, Lopez, van Dijk, & Schellekens (2015). 
Esta escogencia se debe a varias razones: dentro de la divisoria de aguas de la cuenca 
del río Casanare solo se cuenta con una estación con medición de temperatura, 
dificultando hallar un campo distribuido de la variable; gran parte de la cuenca se 
encuentra en las planicies del Orinoco y la evapotranspiración en esas grandes áreas 
puede ser muy variable dependiendo de las otras variables climáticas como la radiación, 
la velocidad del viento y la humedad relativa. Por tanto, se decidió utilizar un producto de 
reanálisis ya desarrollado y probado. El producto de ETp fue calculado bajo los 
postulados de la ecuación de Penman-Monteith usando como insumos meteorológicos 
los datos provenientes del conjunto de datos Watch Forcing Data applied to ERA-Interim 
reanalysis (WFDEI) desarrollado por Weedon et al. (2014), que se encuentra a 0.5° de 
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resolución espacial, y que también fue subescalado a 0.25° dentro del proyecto 
eartH2Observe. 
Adicionalmente, el producto fue desarrollado para tener estimados de alta resolución y 
por tanto tiene una versión subescalada a 10 km x 10 km aproximadamente (0.083° es la 
resolución del producto escogido para este proyecto de investigación). Dicho 
subescalamiento se realizó sobre las variables meteorológicas del WFDEI y se basó 
principalmente en variables calculadas a partir de un DEM, tales como: la altitud, el 
aspecto, la pendiente y, la posición de luz y sombra (Sperna Weiland et al., 2015). 
Se debe resaltar que los productos utilizados tienen resoluciones espaciales diferentes. 
Sin embargo, los efectos de esta cualidad radican simplemente en que tan detallada es la 
representación de los fenómenos. Los efectos sobre modelación hidrológica se verán 
influenciados por los flujos verticales, porque la interacción de los forzamientos con el 
almacenamiento en los sistemas del modelo se da en cada celda por separado. 
Indudablemente siempre será mejor tener mayor detalle en las variables de forzamiento, 
pero lo fundamental es que se debe garantizar los subescalamientos necesarios para 






En este capítulo se presenta la metodología seguida para el desarrollo del proyecto de 
investigación, la cual se sustenta en los conceptos y formulaciones presentados en el 
capítulo 3. De acuerdo con los objetivos específicos planteados, se implementaron tres 
grandes fases para cumplir cada uno de dichos objetivos. Se debe aclarar que este es un 
proyecto que tiene un enfoque metodológico retrospectivo, dado que se requiere validar o 
cuantificar el error de los procedimientos, utilizando información histórica. En los 
siguientes numerales se describen cada una de las fases asociadas con cada uno de los 
objetivos específicos del proyecto. Además, en la Figura 4 - 1 se muestra un esquema 
general de la metodología implementada, con el número de la sección correspondiente, 
haciendo también referencia a la Figura 4 - 4 en donde se presenta una explicación más 
detallada de las dos primeras secciones de la metodología. 
Figura 4-1: Esquema general de la metodología implementada 
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4.1 Creación de campos de precipitación distribuidos en 
la cuenca del río Sogamoso 
La primera fase de la metodología se enfocó en la creación de los campos de 
precipitación en la cuenca del río Sogamoso, delimitada hasta la estación El Tablazo. 
Con el objetivo de evaluar la mezcla y las interpolaciones de datos en zonas con baja 
densidad de medición de precipitación, en comparación con situaciones en donde la 
densidad de medición es alta, como en esta cuenca, se definieron cinco categorías de 
mezcla utilizando los datos pluviométricos y la estimación del MSWEP para la zona. La 
primera categoría de estaciones consiste en hacer la combinación y las interpolaciones 
con todas las estaciones disponibles en la zona de estudio y las cuatro categorías 
restantes consisten en realizar las mezclas, pero utilizando el 70%, el 50%, el 30% y el 
10% de las estaciones disponibles. Debido a que el campo producido puede depender de 
la configuración de la red, se muestreó aleatoriamente tres veces el conjunto inicial de 
156 estaciones, creando tres configuraciones diferentes en cada categoría, de aquí en 
adelante denominadas como Conf1, Conf2 y Conf3, respectivamente. En la Tabla 4-1 se 
muestran las características de cada una de las categorías creadas, haciendo énfasis en 
la densidad de medición, mostrando la superficie de terreno que le correspondería a una 
estación y el número de estaciones promedio que se encuentran en un área de 1000 
km2. En la Figura 4-2 se puede ver un ejemplo de las tres configuraciones para la 
categoría 10 % y en la Figura 4-3 se pueden ver ejemplos para las categorías 30 %, 50 
% y 70 %, en su configuración número uno. 
Tabla 4-1: Densidad y número de estaciones definidas en cada categoría. 
Categoría 100% 70% 50% 30% 10% 
Número de pluviómetros 156 109 78 46 15 
Densidad de estaciones (km2/est) 130 186 260 441 1354 
Densidad de estaciones 
(Est/1000 km2) 
7.69 5.38 3.85 2.27 0.74 






Figura 4-2: Mapas de las tres configuraciones para la categoría 10% 
 
Figura 4-3: Configuración número uno para las categorías 30 %, 50 % y 70 %. 
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Todos los campos interpolados se crearon a nivel diario y para el periodo 1980 – 2012. 
Para aquellos métodos que requirieron calibración de parámetros (los métodos DS y 
DSg, ver sección 4.1.2. Interpolaciones), estos se obtuvieron utilizando los datos del 
periodo 1994 – 1996, dado que en este período la cantidad de datos faltantes es baja y 
además en este periodo ocurrió una fase positiva, una neutra y una negativa del 
fenómeno El Niño Oscilación del Sur (ENSO, por sus siglas en inglés), según la NOAA-
CPC (2017), lo que en teoría permitiría capturar efectos de la variabilidad climática sobre 
los parámetros. No se definió un periodo de tiempo más extenso porque la metodología 
de evaluación es altamente demandante en costo computacional (la calibración usando 
las 156 estaciones en este periodo de estudio tardó aproximadamente 7 días), y la 
evaluación con aprox. 1100 días garantiza una evaluación suficiente de las métricas 
evaluadas. El periodo de tres años también permite, a través de las métricas de error, 
tener en cuenta la variación estacional de las lluvias al interior de cada año. 
Inicialmente se realizó un preprocesamiento de las series de tiempo de precipitación en 
cada una de las estaciones consideradas. Este consistió en la identificación de posibles 
valores extremos (outliers), a través del empleo de diagramas boxplot. Estos diagramas 
se construyeron para cada una de las estaciones y en cada uno de los meses con datos 
diarios, garantizando así la independencia de las lluvias ocurridas en cada mes. Aquellos 
valores clasificados como outliers superiores y que no estuvieran presentes en años 
“Niña” definidos por la NOAA-CPC (2017), se retiraron de las series de tiempo posterior a 
una verificación con estaciones vecinas. Lo anterior no fue necesario para los años 
“Niño” debido a que el valor mínimo, físicamente posible de lluvia es cero. 
4.1.1 Mezcla usando el DS y experimento sintético 
Las mezclas fueron realizadas mediante el uso de la librería Rainmerging (Z Zulkafli et 
al., 2015), específicamente a través del script DS.R en sus dos componentes: estimación 
y validación cruzada (CV, por sus siglas en inglés). El script usa el Kernel Gaussiano 
para hacer la estimación de los porcentajes de ponderación del error, como es reportado 
por Nerini et al. (2015); igualmente, el script original tiene en cuenta todas las estaciones 
y la regla de dedo de Silverman (Silverman, 1986) para la estimación del ancho de banda 
de ponderación para la función Kernel. Regla de dedo que permite asignar un valor del 
parámetro de ancho de banda sin necesidad de calibrarlo, basado en la cantidad y 
distancia entre estaciones, siendo 𝜎𝑑 la desviación estándar de la distancia entre 
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estaciones y 𝑛 la cantidad de estaciones, como se ve en la ecuación 4.1. Además, sólo 
permite la estimación de la precipitación en las mismas posiciones ingresadas de los 








                                                                                                (4.1) 
Considerando lo anterior, el script original fue modificado y mejorado para poder cumplir 
con los objetivos planteados en esta Tesis. Los cambios principales realizados sobre el 
script original incluyeron: no tener en cuenta las estaciones que tuvieran dato faltante en 
un día particular, y permitir la definición de un ancho de banda diferente al determinado 
por la regla de dedo de Silverman. Igualmente, se añadió la opción de realizar la 
estimación en puntos específicos con el fin de permitir la validación contra un conjunto 
independiente de estaciones, no consideradas en la mezcla (ver sección 4.2.2 Validación 
contra un conjunto independiente), así como la estimación en puntos diferentes a las 
coordenadas de los datos del satélite. 
Inicialmente se propuso probar tres anchos de banda para cada red de estaciones; sin 
embargo, al final se optó por calibrar los dos parámetros h1 y h2 para cada configuración 
y categoría a fin de obtener el mejor desempeño posible de la mezcla de información. 
Los cambios realizados sobre el script permiten realizar la calibración del método de 
mezcla basado en la metodología de validación cruzada (Clark, 1986) y adicionalmente 
contra un conjunto independiente de estaciones, ver sección 4.2.1 Evaluación mediante 
validación cruzada. Se debe aclarar que al final los campos producidos con el método de 
mezcla DS en el periodo 1980 – 2012 se crearon usando los parámetros óptimos, 
encontrados mediante la validación cruzada; la razón para esto radica en que, en una 
situación con escasez de información, no se podría aplicar la metodología de validación 
independiente y en consecuencia los parámetros calibrados deben ser siempre hallados 
mediante validación cruzada. 
Es importante mencionar que se hizo una revisión exhaustiva de las estaciones que 
fueron tenidas en cuenta para crear el MSWEP, para así no volverlas a incluir en el 
análisis de la mezcla, las cuales se descartaron del análisis aquí planteado (Beck, Van 
Dijk, Levizzani, et al., 2017; Schneider et al., 2014; Silva, Kousky, Shi, & Higgins, 2007; 
WMO, 2012); estas se referencian en el anexo A. Sí se incluyeran en el análisis se 
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cometería una redundancia que afectaría el valor del error calculado por las dos 
metodologías: validación cruzada y validación independiente. Además, se debe resaltar 
que:  
• Las estaciones tenidas en cuenta en la creación del MSWEP fueron las 
meteorológicas sinópticas del mundo (WMO, 2012), que se ubican principalmente 
en aeropuertos.  
• La inclusión de los datos de las estaciones en el producto MSWEP no se hace 
con los valores en sí mismo reportados, sino con las anomalías que ellas 
presentan con respecto a la climatología (Beck, Van Dijk, Levizzani, et al., 2017). 
Inicialmente y para explorar las características de la metodología de mezcla de doble 
suavizamiento con funciones de Kernel (DS), se desarrolló un experimento sintético. Este 
consistió en reproducir un campo de precipitación conocido, construido a partir de 
estaciones sintéticas y un denominado satélite sintético. El campo conocido fue un 
campo sintético y se creó a partir de una asignación aleatoria de valores en diferentes 
ubicaciones, que después fueron interpolados con IDW. Este campo fue construido a una 
resolución de 0.01° (aprox. 1 km) y fue posteriormente muestreado aleatoriamente en 
156 puntos, para representar las ubicaciones de las estaciones sintéticas. A su vez, el 
satélite sintético se obtuvo promediando las celdas del campo sintético conocido, a fin de 
obtener un campo a resolución más gruesa (se definió la misma resolución del MSWEP 
para este satélite sintético, es decir 0.25°). 
Del análisis de la información meteorológica disponible se determinó que la distancia 
media entre estaciones en la cuenca del río Sogamoso es de 85 km, y por tanto una 
resolución espacial adecuada para la interpolación del campo de precipitación sería de 
8.5 km, utilizando la “regla de dedo de una malla con resolución del 10% de la distancia 
media entre estaciones”. La característica principal que se quiso explorar con el 
experimento sintético fue definir la resolución a la cual se obtendrían los campos 
producto de la mezcla, y así buscar argumentos para validar o rechazar esta resolución 
para el campo. Los resultados se evaluaron en términos del error cuadrático medio 
(RMSE) bajo la metodología de validación cruzada (CV), (Dawson, Abrahart, & See, 
2007); asimismo, se evaluó el tiempo de cómputo requerido para la implementación de la 
metodología de CV para las diferentes categorías planteadas. Lo anterior se realizó 
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únicamente para un experimento sintético de un día. Este tipo de experimento de un solo 
campo estimado, aunque puede dar idea del desempeño del método de mezcla, está 
limitado por la variación de los volúmenes que se dan en una serie de tiempo. Por tanto, 
es necesaria la evaluación de los métodos en periodos de tiempo que abarquen la 
variación estacional y la variabilidad climática, es decir periodos de varios años, como los 
que se investigan con posterioridad al experimento sintético. 
4.1.2 Interpolaciones 
A continuación se hacen algunas precisiones sobre los métodos de interpolación 
implementados. Todos los métodos se aplicaron a las diferentes categorías y 
configuraciones descritas anteriormente para evaluar el aumento del error en la 
estimación del campo, con respecto a la reducción en la densidad de estaciones. Para 
todos los métodos se crearon campos en el periodo 1980 – 2012 con el fin de 
compararlos con el campo base, ver sección 4.2.3. Definición del campo de precipitación 
base de comparación. 
Para este proyecto de investigación se escogieron muchos métodos de interpolación 
basados solo en estaciones, porque varios estudios señalan que dependiendo del 
método y de la región estudiada el desempeño puede variar (David Ian Francis Grimes & 
Pardo-Iguzquiza, 2010; Rogelis & Werner, 2013; Wagner et al., 2012). En algunos casos 
resaltan que el Kriging con Deriva Externa se comporta mejor, mientras que en otros se 
muestra que el IDW tiene un desempeño mejor que los Kriging. Sin embargo, en la 
mayoría de estudios previos, se resalta la importancia de covariables como la elevación 
del terreno y que el Kriging Ordinario no tiene un buen desempeño. En este último se 
debe usar el retiro de la tendencia para mejorar su estimación. 
En la Tabla 4-2 se resumen todos los campos creados, los cuales fueron comparados 
con el campo base. 
4.1.2.1 Inverso de la distancia (IDW) 
Como se mencionó anteriormente este método se basa únicamente en la distancia entre 
las estaciones y el punto en donde se quiere estimar el campo. La influencia de esta 
distancia está determinada por el exponente de ponderación, al cual se le asignó el valor 
de dos, que de acuerdo con Webster & Oliver (2007), es el más utilizado. 
56 Estimación de campos de precipitación con funciones de Kernel Título de la tesis o trabajo de investigación 
 
Tabla 4-2: Detalle de los campos creados mediante interpolación 
Red Cat 100 Cat 70 Cat 50 Cat 30 Cat 10 
Métodos Conf1 Conf1 Conf2 Conf3 Conf1 Conf2 Conf3 Conf1 Conf2 Conf3 Conf1 Conf2 Conf3 
DS x x x x x x x x x x x x x 
DSg x x x x x x x x x x x x x 
IDW x x x x x x x x x x x x x 
KO x x x x x x x x x x x x x 
K. reg* x x x x x x x x x x x x x 
KU x x x x x x x x x x x x x 
KED  x x x x x x x x x x x x x 
* Creados con los residuales de la regresión que dio mejores resultados 
Doble Suavisamiento (DS), DS pero solo con estaciones (DSg), inverso de la distancia al cuadrado (IDW), 
Kriging Ordinario (KO), Kriging Residual (K.Reg4), Kriging Universal (KU), Kriging con deriva externa (KED) 
 
4.1.2.2 Ajuste de los variogramas para los métodos geoestadísticos 
Para los métodos geoestadísticos se calcularon primero los variogramas experimentales 
y luego se ajustó un modelo de variograma teórico al experimental. No obstante, para los 
días en los que se presentaba efecto pepita puro, en cualquiera de las configuraciones 
planteadas, se decidió no realizar estimación debido a que: primero, es muy probable 
que las matrices del método resulten singulares y no permitan hacer la estimación del 
campo; y segundo, en los casos en que la estimación se pueda hacer, los valores no 
tendrán una correlación espacial y se presentarán valores extremos que no son 
representativos de la realidad. Asimismo, se utilizó el estimador robusto de Cressie 
(Cressie & Hawkins, 1980), para determinar el variograma experimental; este mismo 
estimador se utilizó en las otras variantes del kriging. Se debe resaltar que el ajuste de 
los variogramas se hizo ponderando la estimación por el número de puntos en cada uno 
de los intervalos de distancia de los variogramas calculados mediante el uso del software 
geoR (Ribeiro Jr & Diggle, 2016), y también se definió un número mínimo de puntos de la 
variable a ser tenidos en cuenta para hacer la estimación del variograma, en función del 
número de estaciones definidas para cada categoría, ver tabla 4-3. 
Tabla 4-3: Número mínimo de puntos de la variable necesarios para el ajuste de 
variogramas, según la categoría 
Cat 100 Cat 70 Cat 50 Cat 30 Cat 10 
40 35 30 10 4 
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Para el modelo de variograma teórico se escogió el modelo Gaussiano. Esto se realizó 
con base en revisión de literatura especializada, descubriendo que el modelo de 
semivariograma que más se ajusta y se usa para la interpolación de datos de 
precipitación es el modelo mencionado (David Ian Francis Grimes & Pardo-Iguzquiza, 
2010; Ly, Charles, & Degré, 2011; Rogelis & Werner, 2013; Vargas, Santos, Cardenas, & 
Obregon, 2011; Wagner et al., 2012). La formulación del modelo lo hace versátil para 
ajustarse a efectos pepita y a variaciones empinadas o suaves de la “meseta” del 
variograma. Para todos los métodos basados en kriging se ajustaron los variogramas 
experimentales al modelo teórico Gaussiano. 
Los resultados del análisis del ajuste de los variogramas se presentan en el anexo B de 
este documento. Allí igualmente, se incluyen los resultados del análisis exploratorio de 
datos. 
4.1.2.3 Kriging ordinario 
Es el método clásico de estimación que tiene en cuenta la correlación espacial del 
fenómeno y que es más fuertemente influenciado por las suposiciones de 
geoestacionaridad de segundo orden (Cressie, 1993). Para este método se utilizaron los 
datos de precipitación de las estaciones sin ningún preprocesamiento de retiro de 
tendencia, a diferencia de los otros métodos de kriging, a continuación expuestos. 
4.1.2.4 Kriging residual 
Este método se caracteriza por retirar la tendencia de los datos para generar un proceso 
estocástico con media 0 (Rogelis & Werner, 2013), a través de una regresión 
multivariada. Se probaron varias regresiones con el objetivo de analizar su desempeño, y 
posteriormente se hizo la interpolación de los residuales de la regresión. Las regresiones 
se hicieron con los datos de cada día, de forma separada y los modelos de variogramas 
se ajustaron a los variogramas experimentales obtenidos de los residuales. Las 
covariables usadas para realizar las regresiones se basan en postulados previos 
planteados por varios autores (Daly et al., 2008; Francés, Vélez, & Vélez, 2007). Los 
postulados se refieren principalmente a la influencia que tiene la elevación del terreno en 
relación con la lluvia. Los estudios señalan que la cantidad de precipitación es mayor a 
medida que el terreno tiene mayor altura, hasta llegar a un óptimo pluviométrico en el 
cual la cantidad de precipitación empieza a descender. Por tanto, en una de las 
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regresiones se incluye el valor de la altitud de la estación para realizar el retiro de la 
tendencia. Las regresiones planteadas fueron: 
• Regresión de segundo orden en ambas variables asociadas a la posición, es decir 
el Norte (y) y el Este (x). Se le denomino Reg1. 
𝑃 = 𝑥 + 𝑦 + 𝑥𝑦 + 𝑥2 + 𝑦2                                                                          (4.1) 
• Regresión de segundo orden en una de las variables de la posición más la 
interacción entre las posiciones. Es decir, dos regresiones diferentes se 
obtuvieron de este planteamiento: la primera con un polinomio de segundo orden 
en 𝑦, es decir en la coordenada Norte; y la segunda, con un polinomio de 
segundo orden en 𝑥, es decir, en la coordenada Este. Estas se denominaron 
Reg2 y Reg3 respectivamente. 
𝑃 = 𝑦 + 𝑥𝑦 + 𝑦2                                                                                         (4.2) 
𝑃 = 𝑥 + 𝑥𝑦 + 𝑥2                                                                                          (4.3) 
• Regresión de segundo orden en ambas variables asociadas a la posición, es decir 
el Norte y el Este, más la altitud de la estación. Esta se denominó Reg4. 
𝑃 = 𝑥 + 𝑦 + 𝑥𝑦 + 𝑥2 + 𝑦2 + 𝑎𝑙𝑡                                                                   (4.4) 
El desempeño de las regresiones se evaluó hallando el RMSE de las mismas, y 
posteriormente promediando el resultado de cada día en todo el periodo de estudio. 
Asimismo, se calculó el coeficiente R ajustado y el p-valor de las variables explicativas 
para decidir cuál era la mejor regresión, en conjunto con el RMSE. La interpolación final 
de los residuales se hizo únicamente con aquella regresión que brindó los mejores 
resultados para estas dos métricas. 
4.1.2.5 Kriging universal 
El Kriging Universal (KU) se restringe a hacer regresiones de primer orden y las variables 
tenidas en cuenta como covariables son las coordenadas de las estaciones (Rogelis & 
Werner, 2013). No obstante, se debe aclarar que la regresión también se tiene en cuenta 
en la fase de determinación del variograma. En la fase de estimación, las regresiones 
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hechas por el método se incluyen dentro de las ecuaciones matriciales del Kriging y por 
tanto no representan un preprocesamiento, como sí lo es en el Kriging residual. 
 
4.1.2.6 Kriging con deriva externa (KED) 
Al igual que el KU, el KED, solo permite hacer regresiones lineales pero puede incluir 
covariables como las descritas por Rogelis & Werner (2013). En este caso se utilizó, 
además de las coordenadas Este y Norte, la altura de las estaciones para realizar la 
corrección de tendencia y se usó la altura del DEM para hacer la estimación de la 
precipitación. Esto va en línea con los postulados previos que resaltan la variable altitud y 
otras covariables como influyentes en la interpolación de los campos de precipitación. La 
covariable altitud se tiene en cuenta tanto en la fase de ajuste de los variogramas, como 
en la fase de estimación del campo. 
4.1.2.7 Doble suavizamiento (DS) con Kernel solo usando estaciones 
pluviométricas 
El método DS también puede ser usado para generar interpolaciones de datos puntuales. 
Simplemente debe asignarse un valor de 0 al campo de fondo para poder asignar los 
valores de las estaciones como los valores de los residuales descritos en la sección 
3.2.1. Al igual que con la mezcla, esta interpolación depende de los parámetros de ancho 
de banda. Entonces, se hicieron interpolaciones con el método DS utilizando solo los 
datos de las estaciones y en este caso también los parámetros de ancho de banda 
fueron calibrados como se describe en la sección 4.2.1; los parámetros calibrados en 
validación cruzada fueron los usados para crear los campos en el periodo 1980 – 2012. 
Este método, que solo usa estaciones, se le ha denominado de aquí en adelante DSg. 
4.2 Evaluación del error y posterior definición del campo 
base 
Una vez creados los campos, estos pueden ser evaluados por metodologías paralelas 
que son planteadas en esta sección 4.2. Una síntesis de la relación entre la sección 4.1 y 
la 4.2, puede observarse esquemáticamente en la Figura 4 – 4. En azul se encuentra lo 
relacionado con datos de lluvia, en naranja lo asociado a métodos de interpolación y en 
verde se relaciona con las metodologías implementadas para evaluar el error. El 
procedimiento utilizado para crear los campos de precipitación, tal como se describió en 
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la sección 4.1, se encuentra encerrado en la línea roja punteada en la parte superior de 
la Figura 4 – 4, en donde puede observarse cómo las diferentes categorías y 
configuraciones de estaciones alimentan los diferentes métodos de interpolación y 
mezcla utilizados. 
Figura 4-4: Esquema general de la evaluación de los campos de precipitación 




En la parte superior del segundo cuadro rojo en la Figura 4 – 4, que hace referencia a la 
sección 4.2, se observa cómo los métodos de interpolación y mezcla son usados en 
conjunto con la evaluación del error por validación cruzada para posteriormente definir el 
campo base. A los métodos de interpolación se les evalúa también a través de la 
validación independiente, que hace una evaluación complementaría de gran importancia 
para las categorías con densidades muy bajas de estaciones. Las validaciones cruzada e 
independiente se hacen de forma paralela a la evaluación contra el campo base. 
Asimismo, en la Figura 4 – 4 se muestra la subsecuente comparación de los diferentes 
campos contra el campo base. Los detalles se discuten a continuación. 
4.2.1 Definición del campo de precipitación base de comparación 
El campo base de precipitación se definió como aquel creado con el método que tuviera 
el menor error en el procedimiento de validación cruzada en la interpolación realizada 
con todas las estaciones (es decir, la categoría 100 %). Este campo sirvió como base de 
comparación para todos los campos creados. Se tuvieron en cuenta para su definición 
todos los métodos tradicionales y geoestadísticos mencionados en la sección 4.1.2. Este 
campo se escoge y describe en la sección 5.1.2 Desempeño en validación cruzada e 
independiente, que hace parte del capítulo de resultados, debido a que se requiere de 
previa evaluación y comparación del error de todos los métodos de interpolación, por el 
método de validación cruzada, para la definición del campo base. Se debe aclarar que 
este campo base no tienen injerencia sobre las evaluaciones por validación cruzada y 
validación independiente, ya que dichas metodologías comparan los estimados de 
precipitación directamente contra los registros de las estaciones pluviométricas. 
4.2.2 Evaluación mediante validación cruzada 
Se realizó una primera evaluación de los resultados de los campos de precipitación con 
la metodología de validación cruzada  (Clark, 1986). La metodología consiste en excluir 
iterativamente una observación del campo, y a partir de las observaciones restantes, 
predecir el valor en la misma posición de la observación excluida. Posterior a esto, se 
calculan métricas de error con las series de predicciones y observaciones. Con esto se 
buscó comparar los resultados de los campos producidos en cada una de las cinco 
categorías y las tres configuraciones por categoría analizadas, obtenidas mediante cada 
uno de los siete métodos de interpolación citados. Todo lo anterior permitió definir el error 
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de cada método y también calibrar el ancho de banda que produce mejores resultados en 
la mezcla y la interpolación con el DS. La metodología retorna un valor de error que fue 
utilizado como función objetivo para calibrar. Todas las evaluaciones mediante validación 
cruzada se realizaron en el periodo 1994 – 1996, incluidas las de los métodos 
determinísticos y estocásticos de interpolación, debido a las mismas razones 
mencionadas en la sección 4.1. El periodo de tiempo limita este estudio al no representar 
el error de una normal climatológica. Sin embargo, otros estudios como el de Rogelis & 
Werner (2013), realizaron los análisis en 139 días, lo que es mucho menor que los tres 
años escogidos en este proyecto de investigación. 
Adicionalmente, se implementó un algoritmo de calibración para hallar el mínimo de la 
función objetivo de la validación cruzada de los campos de mezcla e interpolación DSg. 
Al igual que en el experimento sintético se usó el RMSE como función objetivo. En el 
cálculo de la métrica se incluyeron todas las estaciones en todos los días del periodo de 
estudio seleccionado (1994-1996). Debido al costo computacional que implica realizar 
una iteración del procedimiento de validación cruzada, se escogió el algoritmo Shuffled 
Complex Evolution – UA (SCE-UA) (Duan et al., 1992), ampliamente reconocido por 
converger rápidamente a la solución al ser un método de búsqueda global. Tanto al 
parámetro ℎ1 como al ℎ2, (anchos de banda), se les asignó un rango de 0 a 50 km para 
su calibración (se tuvo en cuenta lo reportado por (Li & Shao, 2010; Long et al., 2016; 
Renzullo et al., 2011), para asignar el rango mencionado). Aunque el problema inverso 
solo tiene dos parámetros, la validación cruzada hace comparaciones en tantos puntos 
como estaciones existan. Por tanto, se tiene una superficie de respuesta compleja con la 
característica de tener múltiples mínimos locales. Por ello, se implementó el método de 
búsqueda global SCE-UA para la calibración de los anchos de banda. 
4.2.3 Validación contra un conjunto independiente 
Aparte de la validación cruzada, también se realizó la interpolación y calibración de los 
parámetros de mezcla (anchos de banda), calculando la función objetivo para un 
conjunto independiente de estaciones pluviométricas. Esto se realizó para complementar 
los análisis de validación cruzada y verificar los resultados en todas las categorías de 
densidades y configuraciones. Para ello, se consideraron como estaciones 
independientes aquellas que no fueron utilizadas para realizar la mezcla, es decir, 
remanentes del muestreo realizado sobre el 100% de estaciones. En consecuencia, esta 
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metodología de validación independiente no se aplica a la categoría 100% de estaciones, 
porque para esta categoría no se muestrea el conjunto de estaciones. Esta metodología 
solo se aplica sobre las categorías 70%, 50%, 30% y 10%. En la Tabla 4-4 se puede ver 
el número de estaciones utilizadas en la mezcla o interpolación y el número de 
estaciones que se usaron en la validación independiente; igualmente en la Figura 4 – 5 
se puede ver un ejemplo de los dos tipos de estaciones (para mezcla (o usadas en 
interpolación) y para validación independiente) para tres diferentes categorías y 
configuraciones. 
En este tipo de validación también se calibraron los dos parámetros de mezcla y de la 
interpolación con el DSg. El procedimiento de validación independiente (IV) compara los 
valores de lluvia contra más estaciones en cada estimación, comparado con la validación 
cruzada, y al solo hacer la estimación en las coordenadas de las estaciones 
independientes, el tiempo de procesamiento es mucho menor que el requerido por la 
validación cruzada. 
Tabla 4-4: Cantidad de pluviómetros en la validación independiente 
Categoría 100% 70% 50% 30% 10% 
Pluviómetros en mezcla o 
interpolación 
156 109 78 46 15 
Pluviómetros para validación 0 47 78 110 141 
Total 156 156 156 156 156 
Por otra parte, se realizó el análisis de sensibilidad de los parámetros de mezcla usando 
la metodología Generalized Likelihood Uncertain Estimation (GLUE) (Beven & Binley, 
1992). Esto se hizo para responder a la primera sub-pregunta de investigación. Para este 
análisis y tomando en cuenta que solo se tienen dos parámetros en la mezcla, se 
hicieron 10.000 simulaciones de Monte Carlo. El análisis de sensibilidad se realizó bajo la 
evaluación de la función objetivo por la metodología de validación independiente. 
Adicionalmente, se crearon los gráficos de sensibilidad usando la herramienta MCAT 
(Wagener, Lees, et al., 2001). 
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Figura 4-5: Mapas que muestran las estaciones tenidas en cuenta en la mezcla y las 
utilizadas para validación independiente, en: a) la cat. 70% conf. 2, b) la cat. 50% conf. 1, 
y c) la cat. 10% conf. 3. 
 
4.2.4 Diferencias de desempeño reportado por las validaciones 
cruzada e independiente 
Las evaluaciones por validación cruzada (CV) y validación independiente (IV) son 
complementarias. Es decir, si se observa la Figura 4-5 en cualquiera de los paneles, la 
comparación de los campos contra las estaciones de CV será contra aquellas en color 
verde (estaciones que son retiradas iterativamente cuando se hace un proceso de CV, y 
esas mismas tres configuraciones también fueron usadas para validar el MSWEP). Por 
otra parte, las estaciones en rojo son estaciones que no son tenidas en cuenta en la 
creación de los campos; por tanto, esas tres configuraciones de estaciones 
independientes también se usaron para evaluar las interpolaciones y para validar el 
MSWEP. En consecuencia, los resultados de validación de los diferentes campos en 
validación cruzada y en validación independiente no deben dar los mismos resultados 
porque se está comparando contra conjuntos de estaciones que son complementarios 
pero independientes, como se indica en la Figura 4-5. 
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4.2.5 Evaluación del error contra el campo base 
Esta evaluación complementa los resultados de la validación cruzada y de la validación 
independiente. Se buscó adquirir mediante esta evaluación más información sobre el 
desempeño de los diferentes métodos analizados y por tanto se realizaron las 
evaluaciones de las estimaciones celda a celda para todo el período de análisis 1980 - 
2012. Para ello, se extrajeron las series de tiempo de cada una de las celdas del dominio 
analizado para el campo base y del campo a comparar (el campo a comparar puede ser 
el creado con el método de mezcla o con los diversos métodos de interpolación 
mencionados en la sección 4.1.2.). Se calcularon con estas series las siguientes 
métricas: RMSE para conocer el valor del error general, el coeficiente de correlación de 
Pearson (R), para determinar si las dos series siguen las mismas tendencias, y el sesgo 
porcentual (Percent Bias o PBias), para conocer si existen sobreestimaciones o 
subestimaciones de los campos en comparación con el campo base. 
Los resultados de los errores se condensaron de tres formas: i) Mediante un análisis 
espacial, a través de mapas; ii) Comparando los diferentes métodos a través de boxplots, 
intentando resumir toda la información de las celdas en la cuenca; y iii) Mediante un 
análisis espacio-temporal. Este último consistió en hallar el porcentaje de área que tiene 
un error determinado. El error se clasifico en los siguientes rangos: menor a -5 mm, de -5 
a -1 mm, entre -1 y 1 mm, de 1 a 5 mm, y mayores a 5 mm; esto se realizó para cada día 
por separado obteniendo series de tiempo del error. Los rangos de error fueron definidos 
a partir de los valores de precipitación media diaria de todas las estaciones en la cuenca 
(aprox. 4 mm). Lo anterior se representó mediante gráficos de áreas, con lo que se 
puede identificar visualmente qué tan significativos son los grupos de errores definidos. 
Esto complementa los análisis cuantitativos realizados a través de las métricas de 
desempeño antes mencionadas. 
Se debe aclarar que los campos del DS y del DSg fueron creados con los anchos de 
banda obtenidos en la calibración mediante validación cruzada. Asimismo, se hizo la 
misma evaluación del campo del MSWEP “crudo” contra el campo base, con el fin de 
analizar el desempeño y la mejora producida por la mezcla de productos de precipitación 
de diferentes fuentes. 
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4.3 Validación a través de modelación hidrológica 
Los diferentes campos de precipitación pueden ser validados también mediante otro tipo 
de métodos, por ejemplo, analizando modelaciones hidrológicas rigurosas, forzadas con 
los campos de precipitación obtenidos. Para comprobar si la metodología de mezcla 
propuesta genera un campo de precipitación con mejores estimados y características, en 
cuencas con escasez de información, se puede comparar la transformación de la lluvia a 
caudal que hace un modelo hidrológico contra las mediciones realizadas en una estación 
hidrométrica. Un mejor desempeño de un modelo hidrológico implica indirectamente que 
el producto de precipitación en cuestión es más consistente con las observaciones de 
caudal y en consecuencia más preciso (Beck, Vergopolan, et al., 2017). Con este fin se 
implementó rigurosamente el modelo hidrológico distribuido WFLOW-HBV y el modelo 
agregado DWB, con el fin de entender las consecuencias que producen los diferentes 
campos de precipitación sobre los resultados de modelaciones hidrológicas. 
La implementación de los modelos se hizo en una cuenca que: primero, se caracteriza 
por tener una baja cantidad de estaciones de precipitación; y segundo, por no estar 
regulada en gran medida. Por estas razones se escogió la cuenca del río Casanare, 
hasta la estación Cravo Norte [36027050], ya que está cuenca no presenta embalses y, 
aunque tiene presencia de agricultura, su índice de uso de agua (IUA, de 2.07 %) no es 
alto (IDEAM, 2015c).  
Se recuerda que la cuenca del río Sogamoso se escogió, como cuenca piloto, para 
extraer información importante sobre la variación del desempeño de los métodos de 
interpolación con respecto a la densidad de estaciones. Esta información sirvió para 
planear las comparaciones de precipitación y la modelación hidrológica de la cuenca del 
río Casanare. Para escoger los métodos para crear los campos de lluvia en la cuenca del 
río Casanare, se tuvieron en cuenta los resultados de la validación cruzada, la validación 
independiente y de los errores respecto del campo base hallados para la cuenca del río 
Sogamoso. En consecuencia, los modelos del río Casanare fueron forzados con los 
campos producidos por la mezcla con DS y producidos por las mejores interpolaciones 
de estaciones, como se describe a continuación. 
Se debe resaltar que ambas cuencas tienen diferencias geomorfológicamente, ya que 
una es de montaña mientras que la otra es principalmente de planicie. No obstante, 
ambas se encuentran en la zona de confluencia intertropical y colindan sus divisorias de 
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aguas. Aunque haya diferencia geomorfológica, no necesariamente los parámetros 
determinados en una región deben ser extremadamente diferentes a la zona receptora 
de información. Por tanto, se decidió hacer el traspaso de parámetros de mezcla entre 
las dos cuencas y explorar los resultados obtenidos. 
4.3.1 Campos de precipitación usados para forzar los modelos 
hidrológicos en la cuenca del río Casanare 
Tanto Beck, Vergopolan, et al. (2017), como Serrat-Capdevila et al. (2014) resaltan la 
importancia de recalibrar los modelos hidrológicos cuando se utilizan diferentes 
forzamientos. Los primeros campos de precipitación utilizados para forzar los modelos 
fueron producidos: i) Mediante la interpolación de los datos de las estaciones con el 
método escogido como base de comparación en la cuenca del río Sogamoso (DSg); y ii) 
Mediante el campo con funciones de Kernel cuyo ancho de banda produjo el menor error 
en la metodología de validación cruzada en la cuenca del río Sogamoso. 
Específicamente, se identificó la densidad de estaciones que está presente en la cuenca 
del río Casanare, y teniendo en cuenta las variaciones del valor óptimo del parámetro de 
mezcla contra la densidad, encontradas en la cuenca del río Sogamoso, se procedió a 
asignar este ancho de banda, que produjo el menor error. De esta forma se extrapolaron 
los resultados obtenidos en los campos producidos por mezclas sobre el río Sogamoso, 
al río Casanare (M_30km, escenario en que la mezcla tiene un parámetro o ancho de 
banda de 30 km). 
Adicionalmente, también se forzó el modelo hidrológico con los campos producidos por 
IDW (IDW), MSWEP original (MSWEP), el producto de la mezcla con parámetros de 
Silverman (M_Silver) y el producto de la mezcla con parámetros óptimos en la cuenca del 
río Casanare (M_op). El campo de mezcla óptimo (M_op), es óptimo en el sentido que 
fue calibrado contra las estaciones pluviométricas usando la metodología de validación 
cruzada (CV); el periodo de calibración escogido para esta calibración fue 1998 – 2001. 
Este periodo se escogió por las limitaciones de información que se identificaron en la 
Figura 3-3, que evidenció que por fuera de este periodo de tiempo la cantidad de datos 
de precipitación era muy baja. Además, en este periodo de tiempo también se 
presentaron fenómenos del Niño y de la Niña (ENSO). Análisis de validación cruzada de 
los métodos IDW y del MSWEP contra las estaciones utilizadas también fueron 
desarrollados. 
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A los resultados de los modelos forzados con cada uno de los seis diferentes campos de 
lluvia se les denominó escenarios, cuyas abreviaturas están dadas entre paréntesis en el 
párrafo anterior. Todos los escenarios se sometieron a calibración de forma 
independiente, siguiendo las recomendaciones de Serrat-Capdevila et al. (2014).  
Cabe resaltar que los datos de las estaciones pluviométricas para la cuenca del río 
Casanare que se usaron en la mezcla y en las interpolaciones, fueron depurados de 
datos anómalos, siguiendo el mismo procedimiento planteado para la cuenca del río 
Sogamoso. Asimismo, la precipitación usada para forzar el modelo agregado fue el 
promedio de los valores de las celdas que se encuentran al interior de la cuenca 
delimitada hasta la estación modelada. 
Debido a la falta de datos en las series de tiempo de las estaciones pluviométricas, 
específicamente en los años 1997, 2002 y 2003, también se realizó un análisis para los 
campos de precipitación a nivel mensual. Este consistió en comparar los valores de la 
lluvia promedio de los seis campos de precipitación. Se debieron comparar los valores 
debido a que en esta cuenca no es recomendable definir un campo base, con base en la 
comparación contra las estaciones pluviométricas. Lo anterior se realizó para así 
identificar diferencias en los volúmenes de lluvia introducidos a los modelos hidrológicos. 
Esto fue importante porque permitió identificar algunas causas de comportamientos 
anómalos en las hidrógrafas simuladas, comportamientos relacionados con caudales 
menores a los observados en la estación hidrométrica. 
4.3.2 Calibración y validación de los modelos hidrológicos en la 
cuenca del río Casanare 
El modelo WFLOW-HBV es un modelo distribuido con 12 parámetros, que permite dividir 
el dominio en varios grupos de celdas. Por tanto, supone un ejercicio complejo de 
calibración, con enormes demandas computacionales por ser de carácter distribuido. La 
resolución de modelación está principalmente determinada por el preprocesamiento que 
hace el software Openstreams WFLOW. Este preprocesamiento se fundamenta en 
reconocer la red de drenaje y posteriormente delimitar la cuenca y subcuencas 
requeridas; por tanto, se escogió una resolución de celda de 0.01°, que fue la que 
garantizó una adecuada representación de los flujos superficiales mediante el quemado 
de la red de drenaje en el DEM de esta resolución (la red se muestra en el anexo C). La 
Metodología 69 
 
asignación del campo de lluvia que originalmente está a una escala de 0.05° se hizo por 
correspondencia geográfica, para el producto de evapotranspiración se siguió el mismo 
procedimiento. El paso de tiempo utilizado fue el diario, debido a: i) la concepción del 
modelo original del HBV es diaria y ii) el forzamiento meteorológico se generó a dicha 
escala, con lo que se evita tener que realizar subescalamientos temporales de las 
variables precipitación y evapotranspiración para forzar el modelo. 
Aunque se tienen mapas de suelos y coberturas terrestres dentro de los insumos 
recolectados, se decidió no generar grupos de respuesta hidrológica o agrupaciones de 
celdas para asignar los valores de los parámetros del modelo WFLOW-HBV (GRU o 
HRU, por sus siglas en inglés). Existen también otras técnicas de calibración para 
modelos distribuidos como la presentada por Francés, Vélez, & Vélez (2007), que buscan 
mantener la parsimonia en la calibración. Sin embargo, se optó por asignar el mismo 
valor de los parámetros a todas las celdas, y la razón para esto fue que de esta forma no 
se incluyeron más variables que pudieran influir en la calibración del modelo, y así el 
resultado dependió más del forzamiento de lluvia que de la calibración en sí misma, esto 
es resaltado por Beck, Vergopolan, et al. (2017). Aunque es una calibración cuasi-
agregada, la fortaleza de este tipo de validación usada en este proyecto de investigación 
radica en que, al ingresar mapas distribuidos de lluvia al modelo, indirectamente se está 
validando la distribución espacial de la lluvia, característica que no es posible evaluarla 
completamente con un modelo agregado. Por consiguiente, se escogió el algoritmo DDS 
para calibrar el modelo y se establecieron 1500 simulaciones como el criterio de parada 
del método; esto se definió con base en lo expuesto por Tolson & Shoemaker (2007) y 
por Lespinas et al. (2017), para el número de parámetros que tiene el modelo (12 
parámetros en total). 
Con respecto al modelo DWB, se calibraron los cuatro parámetros del modelo utilizando 
los caudales (transformados a escorrentía mediante la relación caudal-área). Se utilizó 
para la calibración el algoritmo Shuffled Complex Evolution por ser de búsqueda global y 
reportar una convergencia rápida al óptimo global en problemas inversos con pocos 
parámetros (Duan et al., 1992). El paso de tiempo usado para el modelo es el mensual 
por recomendación de los desarrolladores (Lu Zhang et al., 2008), y porque se busca 
evaluar con el modelo los volúmenes de lluvia estimados por los diferentes métodos de 
interpolación. Estos volúmenes al ser ingresados al modelo hidrológico que conserva 
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masa deben ser consistentes con los volúmenes de agua registrados en las estaciones 
de caudal, y en consecuencia, permite evaluar campos de lluvia creados con diferentes 
métodos. 
La métrica seleccionada para realizar la calibración de ambos modelos utilizando datos 
de caudales en la estación Cravo Norte fue el Nash-Sutcliffe Efficiency (NSE) (Nash & 
Sutcliffe, 1970). A pesar de las críticas que ha tenido ésta métrica (Beck, Van Dijk, de 
Roo, et al., 2017; Schaefli & Gupta, 2007), fue seleccionada debido a que es muy 
sensible a los picos de caudal, que son fundamentalmente el resultado de la 
precipitación. Igualmente, esta métrica también es sensible al sesgo de largo plazo, que 
está relacionado con la cantidad de lluvia que ingresa al modelo hidrológico, que es lo 
que se quiere también analizar en este proyecto de investigación. Considerando la 
disponibilidad de datos de caudal en la estación de cierre Cravo Norte [36027050] y de 
los datos pluviométricos, el periodo de calibración seleccionado va de 1997 a 2006. El 
periodo 2007-2012 fue utilizado para validación. 
Asimismo, se tuvieron en cuenta los caudales registrados en la estación San Salvador 
[36027040] como punto de validación alternativo o “ciego” a la calibración. En 
consecuencia, allí se compararon los caudales simulados por el modelo distribuido contra 
los observados, a través del NSE. Para hacer la validación en el punto “ciego” usando el 
modelo agregado DWB, se transfirieron los parámetros calibrados en la cuenca que 
cierra en la estación Cravo Norte, a la cuenca que cierra en la estación San Salvador. 
Esta asignación se basa en los postulados de proximidad y de subcuencas expuestos por 
Beck et al. (2016), quienes argumentan que es completamente valido transferir 
parámetros a subcuencas cuando se ha probado un buen desempeño del modelo en la 
cuenca calibrada. 
Por otra parte, se realizó un ejercicio complementario a las calibraciones de cada 
forzamiento. Usando los parámetros de la calibración del modelo WFLOW, forzado con el 
que se considera el mejor forzamiento (M_op), es decir una única estructura, se hallaron 
los desempeños de los otros forzamientos ante este modelo WFLOW. Con esto se 




4.3.3 Evaluación de las hidrógrafas 
Posterior a la calibración del modelo WFLOW-HBV con los diferentes forzamientos de 
lluvia, se buscó evaluar el desempeño de las hidrógrafas de manera más profunda como 
lo recomienda Beck, Van Dijk, de Roo, et al. (2017). Esto se hizo en términos de firmas 
hidrológicas asociadas a los efectos de la lluvia y se realizó sobre las hidrógrafas 
producidas con los parámetros óptimos generados en la calibración. Estos 
procedimientos no se realizaron sobre los hidrogramas producidos por el modelo DWB 
porque este se enfoca en la respuesta hidrológica asociada a la evapotranspiración 
mensual y que está relacionada con los volúmenes de agua en las cuencas, no se enfoca 
en los pulsos de alta frecuencia producidos por la lluvia diaria. Las firmas hidrológicas 
fueron escogidas con base en las listas presentadas por Beck, Van Dijk, de Roo, et al. 
(2017) y en Shafii & Tolson (2015), a saber:  
• El segmento alto de la curva de duración de caudales (CDC), definido por Shafii & 
Tolson (2015) como aquel con  probabilidades de excedencia menores a 0.02. 
• La magnitud del caudal pico (Q1%), definido por Beck, Van Dijk, de Roo, et al. 
(2017) como la raíz del caudal del percentil del uno por ciento de la CDC;  
• La varianza de la serie de caudales diarios.  
Se escogieron estas tres firmas porque son las influenciadas por el campo de lluvia que 
se presenta sobre la cuenca, a diferencia del índice de flujo base o el percentil 99 de la 
CDC, que dependen más de la estructura del modelo. 
Las comparaciones se hicieron mediante el cálculo de la resta entre los datos simulados 
y observados; los valores de las firmas fueron estandarizados por el valor obtenido con 
los caudales observados. Este ejercicio complementario permitió analizar el desempeño 
de la modelación no solo en términos de métricas basadas en diferencias (como por 
ejemplo el NSE), sino también por valores de las hidrógrafas en sí mismas. Con esto se 






5. Resultados y análisis 
En este capítulo se presentan los resultados de los procedimientos descritos en el 
Capítulo 4 de metodología. El capítulo se inicia mostrando el desempeño de la mezcla de 
datos con el algoritmo DS, comparado con el desempeño del MSWEP original y los 
resultados de las interpolaciones. Seguidamente se discuten y analizan los desempeños 
de los diferentes métodos de interpolación considerados, realizando la comparación de 
todos los campos de precipitación generados frente al campo base definido. Igualmente, 
se analiza el desempeño espacio-temporal de algunos de los campos generados, en 
comparación con el base. Finalmente, se evalúa la influencia del campo de precipitación 
utilizado en los resultados de la modelación hidrológica efectuada para la cuenca del río 
Casanare. 
A manera de introducción acerca de los resultados obtenidos, se presentan en la Figura 
5 – 1, los campos de precipitación del MSWEP y de la mezcla para el día 1993-03-16, en 
la cuenca densamente instrumentada (río Sogamoso). La escala de colores, tanto de las 
estaciones (puntos), como de los campos (fondo), es la misma. En la Figura 5 – 1 se 
puede observar el efecto que tienen las estaciones en la corrección del campo del 
MSWEP cuando se realiza la mezcla, así como el impacto de la calibración o no de los 
parámetros de ancho de banda del algoritmo DS, y el efecto de la inclusión del total o un 
número reducido de estaciones en la mezcla. En los paneles de la parte superior se 
encuentran los campos creados con el 100 % de las estaciones presentes en la cuenca, 
mientras que los paneles inferiores muestran las mezclas realizadas considerando el 
30% de las estaciones en la configuración #3. Los paneles de la mitad muestran las 
mezclas obtenidas con los parámetros con la regla de Silverman y los paneles de la 
derecha los obtenidos con los valores óptimos de ancho de banda producto de la 
calibración en el periodo 1994-1996. A la izquierda se encuentra el campo del MSWEP 
original. Algunos estadísticos de los campos se pueden apreciar en la Tabla 5 – 1, en 
donde se observa que existe una clara corrección en las mezclas, en comparación con el 
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MSWEP original, así como una clara reducción del valor máximo, del mínimo y de la 
desviación estándar. Se debe resaltar que para el campo óptimo usando el 100 % de 
estaciones también se tiene la mínima desviación estándar, en comparación con los 
demás campos, lo que implica un suavizamiento de eventos extremos locales, asociada 
con la corrección regional del error que hace el método DS. 
Tabla 5-1: Estadísticos de los campos de precipitación creados con el algoritmo DS, 










MSWEP 9.04 29.60 0.40 7.15 
Silverman/Cat100 3.90 22.72 0.00 5.02 
Óptimo/Cat100 3.86 18.44 0.00 3.88 
Silverman/Cat30 3.58 23.86 0.00 5.34 
Óptimo/Cat30 3.89 19.56 0.00 5.02 
Figura 5-1: Estimaciones de precipitación para el día 1993-03-16. a) Campo del 
MSWEP original, b) Campo de mezcla usando Silverman con 100 % de estaciones, c) 
Campo de mezcla usando los parámetros óptimos con 100 % de estaciones, d) Campo 
de mezcla usando Silverman con 30 % de estaciones, e) Campo de mezcla usando el 
parámetro óptimo con 30 % de estaciones. 
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Para el día analizado, los resultados obtenidos para las mezclas usando la regla de dedo 
de Silverman para asignar el valor de ambos parámetros (h1 y h2) y para los parámetros 
óptimos, son similares visualmente si se usa el 100% de las estaciones (comparar 
paneles b y c en la Figura 5-1). Sin embargo, con una reducción al 30 % de estaciones, 
los campos son un poco diferentes (comparar los paneles b con d y c con e en la Figura 
5-1); la influencia del campo de fondo (reanálisis) toma fuerza y cambia en ligera medida 
los patrones de lluvia y los valores obtenidos. Si se comparan los paneles d) y e) se 
puede ver que las estimaciones de precipitación asignando a la mezcla los parámetros 
óptimos generan correcciones más generales, es decir, no hay una corrección local, sino 
que esta es realizada regionalmente. Aunque los campos obtenidos al usar el parámetro 
de Silverman sean más locales, es decir, se tenga una influencia más clara de las 
estaciones, no implica un mejor desempeño del campo para ese día en particular y 
tampoco en el largo plazo. Debido al muestreo aleatorio realizado, la configuración #3 
para el 30% de estaciones (paneles d y e), no tuvo en cuenta dos estaciones con altos 
registros de lluvias que se encuentran en el sur occidente (observar los puntos en el 
panel a). No obstante, el MSWEP registra este patrón de lluvia, patrón que se mantiene 
parcialmente en la mezcla usando los valores óptimos de los parámetros de ancho de 
banda (panel e). Por el contrario, en el panel d se usa la regla de dedo de Silverman para 
asignar los valores de los parámetros y se observa que el patrón de lluvia en el 
suroccidente casi desaparece por la influencia de varias estaciones con valores muy 
bajos.  
5.1 Desempeño de los campos contra las series de 
tiempo de las estaciones pluviométricas (CV e IV) 
En esta sección se discuten las evaluaciones de las interpolaciones realizadas con las 
metodologías de validación cruzada y validación independiente. Esto incluye: el 
experimento sintético realizado con el algoritmo de mezcla DS, en comparación con los 
datos de las estaciones pluviométricas por medio de la validación cruzada. Igualmente, 
se presenta en este numeral la evaluación de los seis métodos de interpolación 
implementados en la cuenca del río Sogamoso (KO, Kreg, KU, KED, IDW y DSg), usando 
las metodologías de validación cruzada y validación independiente. La comparación de 
los campos de precipitación (que fueron producto de las interpolaciones con los seis 
métodos), frente al campo base se presenta en la siguiente sección (5.2). 
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5.1.1 Experimento sintético 
Además de entender el comportamiento de las mezclas, el objetivo del ejercicio sintético 
fue establecer la mejor resolución de interpolación para los datos reales. En la Figura 5 – 
2 se presenta el campo sintético generado, tal como se describió en el Capítulo 4, con los 
datos del satélite sintético y la ubicación de las estaciones ficticias utilizadas. Se puede 
apreciar cómo las estimaciones del satélite sintético (panel b) quedan completamente 
suavizadas al ser reescaladas a una resolución bastante gruesa. También se observa 
cómo el cambio de escala espacial hace perder y cambiar los patrones o la estructura del 
campo de lluvia en cierta medida. El experimento fue interesante porque permitió simular 
el comportamiento esperado de los estimados del satélite, en los que los datos de fondo 
deben tener cierta estructura de la precipitación (ver Figura 5-2 b), pero no exactamente 
los observados en las estaciones pluviométricas (ver Figura 5-2 a). 
Figura 5-2: Experimento sintético a) Campo sintético y b) Campo satelital sintético 
 
Seguidamente se procedió a realizar las mezclas entre los datos de los pluviómetros 
sintéticos y el satélite sintético, estimando el campo de precipitación a cinco diferentes 
resoluciones. En la Figura 5 – 3 se muestra el tiempo requerido (en segundos) para crear 
un día de datos de lluvia y también el error en validación cruzada, con respecto al campo 
original y las cinco resoluciones consideradas. Este análisis se realizó con el fin de 
establecer la resolución de interpolación que mejor obtiene un compromiso entre el 
tiempo de cómputo requerido y los errores asociados. De acuerdo con los resultados 
presentados en la Figura 5 – 3 y considerando la regla de dedo (resolución de 
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interpolación = 10% de distancia media entre estaciones) se decidió establecer como 
resolución de interpolación 0.05° (aprox. 5 km). 
Figura 5-3: Variación del error y del tiempo de procesamiento con respecto a la 
resolución del campo de precipitación interpolado 
 
Al definir 0.05° como la resolución de interpolación, la cuenca del río Sogamoso queda 
definida por 703 celdas representadas en una rejilla regular. Estos resultados se 
extrapolaron para la cuenca del río Casanare, produciendo una subdivisión de esta 
cuenca en 568 celdas de 0.05°. Las razones para realizar esta extrapolación fueron: i) 
una resolución mayor tomaría más tiempo para crear el campo, de acuerdo con la Figura 
5-3, ii) una resolución menor tendría un mayor error, que estaría magnificado por la 
menor densidad de estaciones presente en la cuenca del río Casanare. 
5.1.2 Evaluación de las mezclas e interpolaciones a través de 
validación cruzada e independiente en la cuenca del río 
Sogamoso 
Para cada método de interpolación seleccionado se presentan los resultados de las 
metodologías de validación cruzada (CV) y validación independiente (IV). Se describen 
en esta sección los análisis de los resultados obtenidos mediante la implementación de 
los métodos de interpolación y mezcla basados en la información pluviométrica existente 
en la cuenca del río Sogamoso. Para las figuras incluidas en esta sección (Figuras 5-4 a 
5-14), los resultados se presentan en dos paneles, a la izquierda los resultados de la CV 
y a la derecha los de la IV. En el panel de la izquierda siempre habrá un punto más en la 
configuración #1, que corresponde a la validación cruzada realizada con las 156 
estaciones presentes en la cuenca (categoría 100%), esto considerando que la validación 
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independiente no es posible para esta categoría porque se utilizan las estaciones 
retiradas artificialmente para el conjunto de validación (Figura 4-5). Es importante 
mencionar que estas dos metodologías de validación se aplicaron en el periodo 1994 – 
1996 y que las equivalencias entre categorías y densidades de estaciones se indican en 
la Tabla 4-1. 
5.1.2.1 Análisis de Resultados para el Método de Doble Suavizamiento (Double 
Smoothing, DS) 
La Figura 5 – 4 presenta los valores del RMSE de los datos del MSWEP original y de la 
mezcla, con relación al número de estaciones consideradas en el análisis (cuatro 
categorías o densidades en la escala horizontal para IV y la adicional del 100% para la 
CV). En negro se muestran los resultados del MSWEP original contra cada una de las 
tres configuraciones de estaciones, mientras que en rojo se representan las mezclas con 
DS para las tres configuraciones diferentes de estaciones muestreadas. Se observa 
claramente en la Figura 5 – 4 cómo a medida que se incrementa la densidad de 
estaciones en la cuenca, el error de la mezcla tiende a disminuir (en el panel b, se puede 
ver que la reducción puede llegar a ser de aprox. 1 mm/día, por ejemplo, pasa de un 
error promedio de 9 a 8 mm/día para IV); este es un comportamiento que se presenta en 
general en todas las configuraciones y en ambas formas de validación.  
Figura 5-4: Variación del error de mezcla con DS contra la densidad de estaciones. a) 
con metodología de validación cruzada (CV) y b) contra un conjunto de estaciones 
independientes (IV) 
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Se aprecia además en la Figura 5 – 4 que los errores de las diferentes mezclas son 
siempre inferiores que los errores obtenidos para el campo original de fondo (MSWEP). 
Se debe resaltar que en la modalidad de validación cruzada (CV), para las densidades 
más bajas, se está comparando contra pocas estaciones, con lo cual la confiabilidad de 
la evaluación puede reducirse, resultando en valores del error más dispares entre 
configuraciones, además con valores altos. Por otra parte, en la modalidad de validación 
independiente (IV), entre menor es la densidad de estaciones en la mezcla, se está 
comparando contra más estaciones porque el conjunto independiente crece a medida 
que no se utilizan estaciones para la mezcla, haciendo que los errores sean más 
similares entre configuraciones (ver Tabla 4-3). Como era de esperarse, para una baja 
densidad de estaciones, la mezcla es principalmente influenciada por las estimaciones 
del campo de fondo y los errores de la mezcla son similares a los de dicho campo (esto 
se ve claramente en la convergencia de los errores del panel b). En consecuencia, un 
buen campo de fondo mejorará en gran medida la estimación del campo final cuando las 
densidades sean muy bajas (por ejemplo 1 est/1000 km2); se anticipa un resultado 
contrario con métodos de interpolación basados únicamente en estaciones, porque con 
solamente la información de las estaciones se pueden producir interpolaciones erróneas. 
Sin importar la configuración o categoría, siempre se presentó una mejora de las mezclas 
con respecto al MSWEP, es decir un RMSE menor. Se debe resaltar que en la validación 
independiente, con excepción de una configuración, los resultados son bastante similares 
entre configuraciones. 
Además de la calibración y análisis del error con el RMSE, se realizó el análisis del sesgo 
que tiene la mezcla y el MSWEP original. Estos resultados se pueden apreciar en la 
Figura 5 – 5. Existe una diferencia del error reportado por los dos métodos de validación, 
que surge nuevamente de la cantidad de estaciones contra las que se está comparando. 
Es por esto que para bajas densidades de estaciones con la metodología de validación 
independiente (IV), el error del MSWEP tiende a ser similar, sin importar la configuración 
(converge a un valor), mientras que para altas densidades es de algún modo mucho más 
variable. En la Figura 5 – 5 se ve igualmente lo ya reportado por Duque-Gardeazábal, 
Zamora, Vega-Viviescas, Arboleda, & Rodríguez (2018), con relación a que el MSWEP 
original tiende a tener un sesgo o bias positivo con respecto a los estimados hechos por 
las estaciones. Se debe resaltar de la Figura 5 – 5 que, aunque en validación 
independiente las mezclas tienden a estar alrededor de 0% en dos de las tres 
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configuraciones, en validación cruzada las tres configuraciones tienen un sesgo muy 
cercano a 0%. Solamente en la densidad más baja el rendimiento de la mezcla 
desmejora. En ese mismo panel de CV, se puede ver una gran reducción del sesgo, que 
pasa del 20% aproximadamente, a 5% para las tres configuraciones. 
Figura 5-5: Variación del sesgo o bias porcentual (%) de mezcla con DS contra la 
densidad de estaciones 
 
La Figura 5 – 6 muestra la variación del parámetro de ancho de banda calibrado ℎ1 con 
respecto a la densidad de estaciones. Se ve claramente que, tanto en validación cruzada 
(CV), como en validación independiente (IV), este parámetro tiende a aumentar su valor 
con respecto a la densidad de estaciones y se estabiliza para densidades del orden de 2 
est/1000 km2. Esto puede deberse a dos cosas: i) A medida que se reduce la densidad 
de estaciones se debe aumentar el ancho de banda de la función Kernel para abarcar 
más estaciones en el cálculo de los pseudo-residuales; y ii) El campo de fondo compensa 
la necesidad de incrementar el ancho de banda, generando así la estabilidad del 
parámetro después de un valor de densidad determinado. Esto puede suceder en este 
caso particular, pero no implica que para otras regiones la estabilidad para el ancho de 
banda se presente cerca a los 30 km (Figura 5-6), que es el valor que se encontró para la 
cuenca del río Sogamoso. Se ha de resaltar que la tendencia se ve en ambas formas de 
validación, con algunas ligeras diferencias en las magnitudes del parámetro.  
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Figura 5-6: Variación del parámetro ℎ1 con DS con respecto a la densidad de 
estaciones 
 
Figura 5-7: Variación del parámetro ℎ2 con DS con respecto a la densidad de 
estaciones 
 
Los valores calibrados del parámetro ℎ2 y su variación con respecto a la densidad de 
estaciones pueden apreciarse en la Figura 5-7. Este parámetro es el relacionado con la 
ponderación por distancia de los pseudo-residuales, y por tanto su relación contra la 
densidad de estaciones no es tan clara. Esto seguramente influye en que no se presente 
una tendencia clara al aumento o disminución del valor del parámetro con respecto a la 
reducción de la densidad de estaciones. Esto se observa en las dos formas de validación 
consideradas. Existe un aparente valor mínimo cuando ℎ2 es cercano a 5 km, que se 
presenta entre las densidades de 2 y 1.5 Est/1000 km2, que puede deberse a que la 
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rejilla sobre la cual se calculan los pseudo residuales este espaciada cada 0.05° (celdas 
de aproximadamente 5 km de ancho). 
Por otra parte, en las Figuras 5-8 y 5-9 se presenta el análisis de sensibilidad para los 
parámetros ℎ1 y ℎ2, respectivamente. Se puede apreciar que ambos parámetros son 
sensibles a la calibración y que el parámetro ℎ1 es cualitativamente más sensible que el 
ℎ2. Además, ambos parámetros tienden a incrementar su sensibilidad a medida que se 
reduce la cantidad de estaciones tomadas en cuenta para la mezcla. Esto se reconoce al 
comparar las diferencias entre las distribuciones de frecuencias del desempeño bajo (en 
azul), y del desempeño alto (en morado) (Wagener, Lees, et al., 2001). También se 
puede ver que las distribuciones más probables de los parámetros se mueven hacia 
valores más altos, por ejemplo, comparando los paneles a) y d) de la Figura 5-8 se puede 
ver que para la categoría 70% el valor más probable del parámetro se reparte entre dos 
zonas, una cercana a un valor de 12 km y otra cercana al valor de 20 km; esto se 
identifica por las dos zonas con alta pendiente en la curva de densidad acumulada de 
probabilidad. Por otra parte, para la categoría 10% el valor más probable es alrededor de 
27 km. 
 
Figura 5-8: Análisis de sensibilidad del parámetro ℎ1, para las categorías: a) 70%, b) 
50%, c) 30% y d) 10%. 
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El parámetro ℎ2 presenta un óptimo claro para la categoría 10% (Figura 5-9 panel d), que 
se reconoce por la alta pendiente de la distribución acumulada después de 27 km.  En las 
demás categorías, las funciones de distribución acumulada son bastante constantes con 
inclinaciones mayores cercanas a los valores de 20 km, encontrando que la distribución 
del parámetro es casi uniforme sobre el intervalo muestreado. Esto puede deberse a que 
el parámetro ℎ2 se relaciona con la distancia entre el punto estimado y la posición de los 
pseudo-residuales, a diferencia del parámetro ℎ1 que en efecto representa la distancia a 
la estación pluviométrica considerada. 
Figura 5-9: Análisis de sensibilidad del parámetro ℎ2, para las categorías: a) 70%, b) 
50%, c) 30% y d) 10%. 
 
5.1.2.2 Análisis de Resultados para los métodos basados en Kriging, Kriging 
Ordinario (KO), Kriging Universal (KU) y Kriging con Deriva Externa (KED) 
De forma previa a la construcción de los campos de precipitación con los métodos 
geoestadísticos de interpolación se realizó el ajuste de los variogramas. Aunque es un 
paso importante en el análisis, esta sección está enfocada en la evaluación final de los 
campos. El lector interesado en el ajuste de los variogramas se remite al anexo B. 
La Figura 5-10 muestra el desempeño, en términos del RMSE, de los métodos de 
interpolación basados en el método de Kriging y su comparación con los resultados del 
DS. Se muestran en la Figura 5-10 varios paneles organizados en filas que corresponden 
a cada uno de los métodos KO, KU y KED. En la primera fila se muestran los resultados 
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de la mezcla con DS para comparación. Además, para facilitar la comparación entre 
métodos, el eje de error de esta gráfica tiene la misma escala que el de la Figura 5-4. 
Figura 5-10: Variación del RMSE de los métodos de interpolación KO, KU, KED con 
relación a la densidad de estaciones, comparados contra la mezcla con DS. 
 
Se puede ver que, en general, el método de KO tiene mayores errores que el método de 
mezcla y que para el caso de la validación independiente los resultados son bastante 
inferiores a los de DS, superando en la mayoría de los casos los 10 mm/día de error. 
Esto se debe principalmente a que la precipitación diaria en general no cumple con las 
suposiciones del método de Kriging ordinario, que incluyen: media constante (la lluvia a 
escala diaria presenta valores muy diferentes en distintas posiciones); distribución 
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Gaussiana de los datos (la lluvia a escala diaria tiene una distribución muy sesgada 
producida por valores de precipitación de 0).  
Los métodos KU y KED (segunda y tercera fila en la Figura 5-10, respectivamente), 
incluyen las posiciones de las estaciones de forma lineal en la tendencia (para el KU), y 
en el caso del KED también incluye la altura de la estación como covariable. Se aprecia 
una leve mejoría en la validación independiente en estos dos métodos respecto del KO, 
reduciendo el error en aproximadamente 1 mm/día; sin embargo, los errores continúan 
siendo en general altos (mayores a 9 mm/día en la mayoría de las configuraciones) y 
siguen siendo deficientes con respecto a los de la mezcla con DS. Con respecto a los 
resultados de la metodología KED, se resalta que se parecen en gran medida a los del 
KU (las diferencias son menores a 0.1 mm/día, tanto en CV como en IV). Existen unas 
pequeñas diferencias en favor del KED, que se pueden observar en las densidades más 
altas, en donde el error es un poco menor respecto del de KU, tanto en CV como en IV. 
Sin embargo, en las densidades más bajas los errores son en general los mismos que se 
encontraron con el KU. 
Los resultados para KO, KU y KED que presentan mejores desempeños que la mezcla 
en la metodología CV para las categorías de baja densidad, pueden deberse a una 
evaluación errada del desempeño del campo. Esto se infiere considerando el bajo 
número de estaciones contra las que se está comparando. Este análisis es apoyado por 
el bajo desempeño que tienen las mismas configuraciones en la validación 
independiente. Los desempeños en general tienen un error mayor que el de la mezcla 
con DS (alrededor de 0.5 a 1 mm/día). 
Para los demás métodos de interpolación también se calculó el porcentaje de sesgo al 
igual que se hizo para la mezcla con DS. Los resultados se incluyen en el anexo D. Allí 
se puede ver que los métodos que mantienen el sesgo cercano a 0 son el DS y el DSg. 
Los demás métodos tienen un considerable aumento del sesgo a medida que se reduce 
la cantidad de estaciones. 
5.1.2.3 Análisis de Resultados para el Método de Kriging residual o regresivo 
(KReg) 
Para este método se evaluaron las cuatro regresiones discutidas en el capítulo de 
metodología, para todas las categorías y configuraciones de estaciones consideradas. En 
la Figura 5-11 se presentan los valores promedio para todas las configuraciones, del 
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desempeño de las regresiones (en términos del RMSE), clasificados por tipo de regresión 
y por categoría (es decir, por densidad de estaciones). Adicionalmente, se incluye en la 
Figura 5-11 el valor del R2 a través del tamaño del punto. Se puede apreciar que en cada 
categoría (densidad), la regresión número 4 supera a las otras, al tener un menor RMSE 
y tener un mayor R2. La disminución del error para las densidades más bajas de 
estaciones se debe a que los resultados de la regresión se comparan contra las mismas 
estaciones que fueron tenidas en cuenta para su creación. Por ende, al realizar una 
regresión con menos valores, esta quedará mejor ajustada a esas pocas realizaciones. 
Por otra parte, la diferencia entre las regresiones 2 y 3, comparadas con la 1 y 4, permite 
ver que la inclusión de las dos coordenadas al cuadrado tiene bastante peso en el 
desempeño de la regresión. Igualmente, se ve que la inclusión del factor “altitud de la 
estación” tiene un efecto leve de mejora (regresión 4). Lo anterior concuerda con 
estudios previos que demuestran que en Colombia existe una correlación entre la altura y 
la precipitación (Daly et al., 2008). Como resultado de los análisis hechos, se escogió la 
regresión número 4 para retirar la tendencia y posteriormente interpolar con Kriging los 
residuales de dicha regresión. Se denomina de aquí en adelante K.Reg4. 
Figura 5-11: Evaluación de las regresiones con relación a las densidades de estaciones 
 
El análisis del ajuste de los variogramas sobre los residuales de la regresión se presenta 
igualmente en el anexo B de este documento. 
86 Estimación de campos de precipitación con funciones de Kernel Título de la tesis o trabajo de investigación 
 
La Figura 5-12 presenta los resultados del método de Kriging residual en rojo (K.Reg4), y 
en negro se muestran los resultados del método de mezcla con DS. De acuerdo con el 
análisis de validación cruzada (CV, panel a), los resultados del método de interpolación 
K.Reg4 son comparables a los obtenidos con la mezcla de información con DS. Se 
presentan unos bajos errores en las categorías con menor densidad (0.74 Est/1000 km2), 
que pueden ser producidos por la baja cantidad de estaciones contra las que se 
compara, con aparentes buenos resultados, que son contrarios a los obtenidos mediante 
validación independiente (IV, panel b). Para la categoría 100%, el método tiene un error 
en CV muy parecido al de la mezcla (aprox. 7.5 mm/día). Se debe recordar que existen 
días en los que no fue posible realizar la estimación mediante este método, debido a la 
falta de correlación espacial.  
Figura 5-12: Variación del RMSE del método de interpolación Kriging residual con 
regresión 4, con relación a la densidad de estaciones. 
 
En cuanto a la validación independiente (panel b, IV), se puede ver que para las 
categorías con mayor densidad (5.38 Est/1000 km2), el desempeño es similar al de la 
mezcla con DS, con excepción de la Conf. #3 (las Conf. #1 y #2 tienen errores entre 8 y 
8.5 mm/día tanto para el DS como para el K.reg4). No obstante, sí se presenta un 
deterioro en el desempeño de este método, de alrededor de 0.5 mm/día, con la reducción 
en el número de estaciones. Para las configuraciones con la densidad más baja, los 
resultados de la IV invalidan los resultados reportados por la CV; los errores en IV son 
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bastante altos (mayores a 10 mm/día), y dado que en IV se compara contra 141 
pluviómetros en la densidad 0.74 Est/1000 km2, es más confiable este tipo de validación. 
Si se comparan estos resultados del K.Reg4 contra los obtenidos para el KU y el KED se 
puede decir que: i) los términos cuadráticos de las posiciones, utilizados en la regresión 
del Kriging residual, se traducen en una reducción importante del error con respecto a los 
otros métodos Kriging; ii) la influencia que tiene la covariable altura en la interpolación de 
los resultados es evidente cuando se analiza la Figura 5-11. 
5.1.2.4 Análisis de Resultados para el Método de Doble suavizamiento (DS) solo 
con estaciones (DSg) 
Siguiendo la misma metodología usada para la mezcla con DS, se calibraron los 
parámetros del método DSg, pero suponiendo que el campo de fondo en este caso es 
igual a 0. La Figura 5-13 muestra los resultados de dicha interpolación en rojo y, 
nuevamente en color negro, el desempeño de la mezcla del MSWEP y de las estaciones 
(mezcla con DS). Para la densidad más baja en modalidad CV (0.74 Est/1000 km2), se 
puede ver que se presenta nuevamente divergencia en los errores reportados por las tres 
configuraciones; no obstante, existe un comportamiento muy similar entre la mezcla y la 
interpolación usando el algoritmo DS.  
Figura 5-13: Variación del RMSE de la interpolación con DS para solo estaciones 
(método DSg) con relación a la densidad de estaciones 
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De otra parte, la interpolación con DSg genera unos errores ligeramente inferiores a los 
de la mezcla, tanto en CV como en IV, lo que implica que el método es guiado 
principalmente por los valores de las estaciones, que corresponden a los valores 
medidos en campo. Por el contrario, en la mezcla con DS los errores son un poco más 
altos, probablemente porque el campo de fondo presenta “ruido” que genera como 
resultado un error mayor. El “ruido” proviene de las fuentes de información usadas para 
crear el campo de fondo, que consisten en modelaciones atmosféricas y datos 
teledetectados, las cuales no son mediciones directas de la precipitación. Esto implica 
que al campo de fondo se le pueden realizar mejoras con pretratamientos como por 
ejemplo subescalamientos basados en las coordenadas, en variables fisiográficas, etc., 
que le permitan aportar más a la mezcla cuando existen muy bajas densidades de 
estaciones. Se debe resaltar que el error en CV para la categoría 100 % de estaciones 
con este método es uno de los más bajos. Por consiguiente, este campo también se 
puede considerar para la definición del campo base de la cuenca. 
Se pueden derivar de estos resultados algunas características del método DSg. Debido a 
la influencia de la distancia del punto estimado a las estaciones (relacionada con los 
parámetros de mezcla), las estimaciones del campo o la estructura del campo será 
parecida a cúmulos relacionados por la configuración de las tormentas y de las 
estaciones. Algo que soporta esta idea es la teoría de cúmulos, que también es usada en 
otro tipo de investigaciones relacionadas con la lluvia, como por ejemplo las simulaciones 
estocásticas de volúmenes (Favre, Musy, & Morgenthaler, 2004; Rodríguez-Iturbe, 1986) 
y campos de precipitación (Paschalis, Molnar, Fatichi, & Burlando, 2013), donde son 
denominados celdas de lluvia. En bajas densidades de muestreo, la estructura del campo 
puede ser similar a “ojos de pescado”, que no necesariamente representan la estructura 
real de la precipitación; distribuciones del campo que son posibles, más no probables a 
escala diaria y que en consecuencia incrementan el error, como se observa en las 
densidades bajas en la Figura 5-13. 
5.1.2.5 Análisis de Resultados para el Método de Inverso de la distancia (IDW) 
La Figura 5-14 muestra los resultados, en modalidad CV e IV, para la metodología IDW, 
representada en líneas rojas, en comparación con los resultados del método de mezcla 
(DS), simbolizado con líneas negras. Se reportan resultados similares a los obtenidos por 
el método de mezcla, esto en términos de los patrones de error de las diferentes 
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categorías y configuraciones, aunque el desempeño es ligeramente inferior que los 
resultados de la mezcla (aprox. 0.25 mm/día en IV). Al igual que con los otros métodos 
de interpolación, en IV se presenta una convergencia de los errores debido a la gran 
cantidad de estaciones contra las que se está comparando (esto para cuando se 
interpola con bajas densidades, Tabla 4-3). Además, se debe resaltar que a pesar de 
haber utilizado pocas estaciones los errores no son tan altos como los obtenidos para las 
otras metodologías (cercanos a 8.5 mm/día). Pese a existir consistencia en los resultados 
en IV, en CV nuevamente se presenta divergencia de los errores en las densidades más 
bajas. No obstante, la mezcla con información de reanálisis (DS) presenta un error de 7.5 
mm/día para la categoría 100 %, mientras que el método IDW reporta un error de 8 
mm/día. Asimismo, se debe resaltar que el error para la categoría 100% de estaciones es 
más alto que el reportado por el Kriging residual y el DS utilizando solo estaciones (DSg). 
Figura 5-14: Variación del error de la interpolación con IDW contra la densidad de 
estaciones 
 
5.1.2.6 Síntesis del desempeño en validación cruzada y validación independiente 
A través del análisis de los resultados presentados en esta sección se ha podido 
confirmar que el método de mezcla con doble suavizamiento por Kernel (DS), sí produce 
mejores resultados que cualquiera de los demás métodos tradicionales de interpolación 
basados únicamente en datos de estaciones. Se resalta además que los resultados de 
algunas validaciones cruzadas pueden ser limitados, y deben analizarse con cuidado, 
debido a la baja cantidad de estaciones contra las que se está comparando. En 
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consecuencia, si se observan los resultados de la IV y de la CV cuando se toma en 
cuenta una alta densidad de estaciones, la mezcla con DS presenta menores errores (de 
RMSE y de sesgo, que se pueden ver en el anexo D), que los demás métodos de 
interpolación analizados. Solamente el método DSg presentó menores errores en la IV, 
pero en la CV con el 100% de las estaciones, la mezcla (DS) obtuvo mejores resultados. 
También se debe resaltar el buen desempeño del campo creado con la metodología 
IDW, que reporta resultados muy similares a los de la mezcla; lo anterior se ve en IV pero 
para la interpolación con el 100% de estaciones, la metodología de evaluación CV 
reportó un error de 0.5 mm/día, mayor que el de la mezcla con DS. Considerando estos 
resultados se puede ver que los métodos tienen errores admisibles a excepción de los 
métodos basados en Kriging, que presentan errores mayores, sobre todo cuando la 
densidad de estaciones disminuye. Asimismo, los métodos Kriging no pudieron realizar 
estimación en todos los días (análisis que se muestra en el anexo B), lo que representa 
un resultado que no se recomienda para su uso. 
5.2 Campo base y desempeño 
Tabla 5-2: Resultados del error reportado por los diferentes métodos de interpolación, 







DS (mezcla) 0 7.4 3.8 
K.Reg4 509 7.6 2.3 
DSg 0 7.6 5.3 
KO 1998 7.7 4.2 
IDW 0 8 -4.4 
KU 573 8.1 2.2 
KED 564 8.1 2.3 
Considerando los resultados discutidos en la sección anterior, los cuales se resumen en 
la Tabla 5-2, se definió el campo producido por la metodología DS solo usando 
estaciones (DSg), como el campo base de comparación para los demás métodos. Las 
razones para ello incluyeron: i) fue el método que menores errores presentó en todas las 
configuraciones y categorías usando la metodología de validación independiente (IV), ver 
Figura 5-13; ii) obtuvo un error muy bajo en validación cruzada (CV) usando el 100 % de 
estaciones (el que menor error tuvo usando el 100 % de estaciones fue la mezcla con 
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DS, pero para propósitos de los objetivos de este trabajo no es conveniente definirlo 
como campo base); y por último, el método DSg sí pudo realizar estimaciones en todo el 
periodo 1980 – 2012, a diferencia del Kriging residual que en los días en donde se 
presentó un “efecto pepita” puro no fue posible realizar estimación del campo, por las 
razones expuestas en la sección 4.1.2.2. De acuerdo con lo anterior, en esta sección se 
muestran las comparaciones y análisis de los diferentes campos contra el campo base. 
A continuación se muestran los diferentes análisis realizados sobre los diferentes 
métodos de interpolación implementados, comenzando por un análisis espacial, 
siguiendo con una comparación general de todos los métodos y un análisis espacio-
temporal. Se incluye en la comparación tanto el campo original del MSWEP, como la 
mezcla con estaciones. Se retiran de esta etapa de análisis los métodos de Kriging 
Ordinario y Kriging Universal, por presentar un bajo desempeño, se mantiene el KED por 
haber sido señalado como una buena metodología de interpolación a diferentes escalas 
en otros trabajos (Álvarez-Villa, Vélez, & Poveda, 2011; Figueroa Ortiz, 2016; Rogelis & 
Werner, 2013). 
Figura 5-15: Comparación de los desempeños del MSWEP v1 y MSWEP v2 versus el 
campo de precipitación base. 
 
A manera de ilustración, se comparan en la Figura 5-15 los desempeños del MSWEP v1 
y v2 contra el campo base. Cada elemento de los boxplots corresponde al resultado de la 
métrica evaluada para cada una de las 703 celdas que componen la cuenca del río 
Sogamoso. Las métricas mostradas se calcularon con las series de tiempo 1980 – 2012. 
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Los resultados presentados en la Figura 5-15 indican que la versión 1 del MSWEP 
(0.25º) tiene un mejor desempeño en esta cuenca que la versión 2 (0.10º), dado que 
tiene un menor error (panel central, diferencia de 3 mm/día en las medias), sigue mejor 
las tendencias (mayor correlación, panel derecho), y ambos productos subestiman y 
sobreestiman casi en igual proporción (panel izquierdo).  
5.2.1 Análisis espacial 
5.2.1.1 MSWEP v1 
Para analizar con mayor detalle el desempeño del MSWEP v1.0 en la cuenca del río 
Sogamoso, se crearon los mapas de la Figura 5-16 que comparan tres métricas con 
relación al campo base (DSg). En el panel a) se puede ver que el MSWEP presenta 
grandes sobreestimaciones y subestimaciones en todo el dominio de esta cuenca sin 
ningún patrón en particular, por encima de 20% y hasta 170%, y menores que -20%. 
Solamente en la zona oriental, en donde se encuentra la Sierra Nevada del Cocuy, se 
podrían relacionar las sobreestimaciones con el borde de la cordillera. Sin embargo, en el 
panel b) el RMSE muestra errores medios en esta zona (de 2.5 a 5 mm/día), mientras 
que el panel c) muestra valores bajos de R sin ningún patrón específico (menores a 0.6). 
Lo anterior indica que el MSWEP solo puede estimar parcialmente la tendencia general 
de las lluvias a escala diaria. A escala mensual puede que los resultados del producto 
sean mejores, tal como lo señalan Rodríguez et al., 2017. De aquí se resalta que el 
campo del MSWEP v1.0 tiene oportunidades de mejorarse mediante la mezcla con 
estaciones en tierra. 
Figura 5-16: a) Porcentaje de sesgo, b) RMSE y c) R del MSWEP vs campo base 
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5.2.1.2 Kriging con Deriva Externa (KED) 
La Figura 5-17 muestra las métricas de desempeño del Kriging con Deriva Externa 
(KED). En los paneles superiores se muestran las métricas a) Sesgo, b) RMSE y c) R del 
campo creado con el 100 % de estaciones, mientras que en la parte inferior se muestran 
las mismas métricas, pero para un campo creado con el 10% de las estaciones, 
específicamente con la Conf. #2. En los diferentes paneles se puede apreciar que para el 
100% de estaciones el KED presenta muy buenas correlaciones con el campo base (por 
encima de 0.8), que solo se reducen en la divisoria de aguas (aun cuando se 
consideraron estaciones en el exterior de la cuenca), y se presenta un error bajo en toda 
la zona centro oriental que pertenece al valle del río Chicamocha (menor a 2 mm/día, 
panel b). Aun así, se presentan importantes sobrestimaciones de la precipitación en el 
centro y occidente de la cuenca, en las áreas en donde existe una menor densidad de 
estaciones en la categoría 100%. 
Figura 5-17: a, d) Porcentaje de sesgo, b, e) RMSE y c, f) R del KED vs campo base, 
con cat100% (0.74 est/1000km2) y cat10% Conf. #2. 
 
94 Estimación de campos de precipitación con funciones de Kernel Título de la tesis o trabajo de investigación 
 
Con respecto a los resultados de la configuración con densidad reducida al 10% de 
estaciones, paneles d), e) y f), se puede ver un enorme deterioro en todas las métricas. 
Resalta mucho la tendencia a sobreestimar en el norte y oriente de la cuenca, que se 
corresponde con altos valores de RMSE (mayores al 20% y mayores a 10 mm/día, 
respectivamente); resultados que pueden ser producto de la baja densidad de estaciones 
en la zona norte para esta Conf. #2. Existe una isla de valores medios de R en el 
nororiente (0.6 a 0.8), que se debe a que en la configuración utilizada existe una estación 
en dicha zona. Se puede inferir entonces que el método es bastante dependiente de la 
densidad y configuración de la red de monitoreo utilizada. 
5.2.1.3 Kriging Residual con la regresión #4 
Con el objetivo de comparar el efecto de la inclusión cuadrática de las posiciones norte y 
este, se muestran en la Figura 5-18 los mismos análisis para el Kriging regresivo o 
residual. Los resultados son muy similares a los del campo base para la Cat100%, y se 
debe resaltar que las grandes sobreestimaciones del KED fueron reducidas mediante 
este método en aproximadamente 200% (hubo un pequeño aumento en las zonas con 
subestimaciones, que sin embargo puede considerarse despreciable, 2%). El RMSE es 
prácticamente el mismo y el R presenta un leve aumento de desempeño en la zona 
centro oriental cercana a la divisoria de aguas, que pertenece a la Sierra Nevada del 
Cocuy (zona oriental-nororiental). 
Para el campo creado con el 10% de estaciones, se presentan aumentos significativos en 
la sobreestimación comparando contra la interpolación KED (Figura 5-18d), localizados 
en la zona norte. En el panel e) de la Figura 5-18 se ve un gran aumento en el error 
general, con lo que se confirma que este tipo de métodos de interpolación no son 
apropiados en condiciones de escasez de información. En el panel f) se muestra una 
zona con pocas celdas que presentan un moderado R (0.6 a 0.8), esto se debe a que 
existe una concentración de estaciones un poco mayor alrededor de esta área. En 
general, la zona nororiental se ve muy afectada y la causa de ello es que para la Conf. #2 
de la categoría 10% la cantidad de estaciones en esta zona es muy baja. 
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Figura 5-18: a, d) Porcentaje de sesgo, b, e) RMSE y c, f) R del K.Reg4. vs campo 
base, con cat100% (0.74 est/1000km2) y cat10% Conf. #2. 
 
5.2.1.4 Inverso de la distancia (IDW) 
En la Figura 5-19 se puede ver el desempeño del método IDW. En el panel a) se puede 
ver que el campo del IDW tiene una buena correspondencia en varias celdas (entre -10% 
y 10%), pero también se presentan varias celdas con una subestimación leve (-20% a -
10%). Se presentan celdas aisladas con grandes sobreestimaciones y subestimaciones 
que se deben a que la estimación de los diversos métodos se hace en el centro de las 
celdas y la influencia de las estaciones en su cercanía cambia rápidamente tanto en el 
método IDW como en el DSg. En consecuencia, los estimados hechos por los dos 
métodos son diferentes cuando el centro de las celdas se encuentra cerca de las 
estaciones; por el contrario, los estimados de precipitación calculados por los dos 
métodos son parecidos lejos de las estaciones. Esto último también se ve reflejado en el 
panel b) en donde se presentan puntos con mayor RMSE cerca de las posiciones de las 
estaciones; sin embargo, el error en general es bajo (en su mayoría de 0 a 2 mm/día). En 
el panel c) se ve que la correlación es alta (0.8 a 1), con excepción de las celdas en 
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donde las estaciones se ubican cerca del centro de la celda. A pesar de la influencia que 
tienen las estaciones en sus zonas adyacentes, es necesario interpolar cerca de las 
estaciones porque las aplicaciones de los campos en modelación hidrológica, o en 
estudios climáticos, entre otros usos, así lo requieren. 
Para los resultados de la categoría 10% se ve un deterioro de las métricas, pero no tan 
severo. Se presentan grandes sobreestimaciones al oriente que van de 20% a 60% y 
subestimaciones al suroccidente entre -33% y -20%. Esto también se presentó en los 
otros métodos, pero los sesgos podían llegar al 200%. El RMSE se mantiene 
relativamente bajo (2 mm/día a 10 mm/día) y la correlación es moderada a baja en la 
mayor parte del dominio (0.4 a 0.8). Se deben resaltar estos resultados teniendo en 
cuenta que solo se utilizaron 15 estaciones para la interpolación. 
Figura 5-19: a, d) Porcentaje de sesgo, b, e) RMSE y c, f) R del IDW. vs campo base, 
con cat100% (0.74 est/1000km2) y cat10% Conf. #2. 
 
5.2.1.5 Mezcla con doble suavizamiento con funciones de Kernel (DS) 
En la Figura 5-20 se muestra el desempeño del DS contra el campo base. Se observa, 
tanto en los paneles superiores como inferiores, que existe una clara influencia de la 
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información del campo de fondo (MSWEP). Existen bastantes celdas con bajo sesgo (de 
-10% a 10%), repartidas por todo el dominio; también se observa una tendencia a la 
subestimación en el sur y al oriente de la cuenca, es decir en el valle del río Chicamocha; 
se reportan grandes sobreestimaciones en puntos aislados (pueden llegar a superar el 
100% de la estimación del campo base), pero no son numerosas, en términos de 
cantidad de celdas. En general el error es bajo (0 a 2 mm/día) con una deficiencia al 
occidente que son errores heredados del MSWEP (ver Figura 5-16). La correlación es 
alta para casi todo el dominio con excepción de dos zonas en las que nuevamente el 
error es adquirido por influencia del MSWEP, al oriente, en el centro occidente y al sur de 
la cuenca. 
Figura 5-20: a, d) Porcentaje de sesgo, b, e) RMSE y c, f) R del DS vs campo base, con 
cat100% (0.74 est/1000km2) y cat10% Conf. #2. 
 
Para la configuración con densidad de estaciones de 0.74 est/1000km2 se puede ver que 
se presenta un alto sesgo en las mismas zonas en donde el MSWEP presenta ese 
comportamiento (ver Figura 5-16). Aunque en términos de sesgo no existe una gran 
mejoría, el panel e) muestra que el RMSE sí tiene algunas mejorías al noroccidente, 
pasando de tener errores entre 10 a 15 mm/día a tener errores entre 5 y 10 mm/día 
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(comparar figuras 5-16 y 5-20). Esto concuerda con lo descrito en la sección 5.1 sobre la 
mejoría que realiza el método con respecto al campo de fondo. La mejora sustancial se 
observa en términos de la correlación, ya que en el suroccidente los valores del campo 
de lluvia cambian de estar entre 0.4 y 0.6 (Figura 5-16), a estar en su mayoría hasta 0.8 y 
en algunos casos subir hasta la categoría de 0.8 a 1 (Figura 5-20); al nororiente también 
se aprecia una mejoría de esta métrica, pero ésta solo llega hasta un valor moderado de 
correlación (0.6 a 0.8). 
5.2.1.6 Interpolación con doble suavizamiento con funciones de Kernel (DSg) 
Para finalizar este análisis, en la Figura 5-21 se representan los desempeños de la 
categoría 10% configuración #2, interpolada con el DSg (DS pero con el campo de fondo 
igual a 0). Se presenta una reducción importante en el desempeño al usar menos 
estaciones con el mismo método; aquellos lugares que conservan bastantes estaciones 
para esta configuración (al suroccidente de la cuenca), mantienen buenos o moderados 
valores, es decir, RMSE entre 2 y 5 mm/día, y correlaciones entre 0.6 y 1. La métrica 
más afectada es el sesgo porcentual, que tiene un gran incremento en la zona oriental y 
norte de la cuenca, que se debe a la baja densidad de estaciones presentes en esas 
zonas en esta configuración. No se muestra la configuración 100 % por ser el campo 
base. 
Figura 5-21: a) Porcentaje de sesgo, b) RMSE y c) R del DSg vs campo base, con 
cat10% conf.2. 
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5.2.2 Comparación de los métodos 
Debido a la gran cantidad de campos creados y a la dificultad de hacer comparaciones 
visuales, se buscó representar los métodos en conjunto para su comparación. Por tanto, 
en las figuras de esta sección se comparan los métodos a través de boxplots, que 
permiten ver la variación de los estimados a través del 1°, 2° (mediana) y el 3° cuartil, así 
como los valores extremos. Cada elemento que compone cada boxplot corresponde a la 
métrica de una celda en particular calculada en el periodo 1980-2012 con las series de 
tiempo; las series de tiempo son las del campo a evaluar y la serie del campo base, es 
decir, el DSg con categoría 100%. En consecuencia, el campo base siempre tendrá una 
métrica perfecta al compararse contra él mismo. El MSWEP solo tiene un boxplot porque 
se compara directamente contra el campo base escogido y no tiene influencia de las 
estaciones. Para recordar la correspondencia entre categorías y densidades de 
estaciones, remitirse a la Tabla 4-1. 
5.2.2.1 Sesgo porcentual 
La Figura 5-22 muestra los sesgos porcentuales de los diferentes campos creados, en 
donde un resultado de 0% es el mejor posible. Se puede ver en los paneles inferiores de 
la Figura 5-22 que los métodos basados en Kriging son altamente sensibles a la 
reducción en la densidad de estaciones; para la densidad 0.74, el último cuartil está por 
encima de 25% y 50% para el KED y el K.Reg4, respectivamente. En las densidades 
menores a 4 est/1000km2 se nota claramente la influencia de la configuración de la red 
de monitoreo usada, debido a la disparidad de los resultados si se comparan las 
diferentes configuraciones. Se observa además que, a medida que se reduce 
artificialmente la cantidad de estaciones, los campos tienden a sobreestimar más el 
campo base, siendo bastante crítica la configuración usada para hacer la estimación (por 
ejemplo, observar la conf2 en cat10% para KED y reg4). No obstante, se debe resaltar 
que para la categoría 100% los sesgos son bastante bajos; el 50% central de los datos 
que se encuentran entre el cuartil 3 y el 1 (rango intercuartílico), está muy cerca de 0% 
de sesgo y en los demás cuartiles las desviaciones son menores a 25% y -25%. Este 
50% de datos centrales se dispersan a medida que se reduce la densidad de estaciones 
usadas en la interpolación. 
Con respecto al IDW, se debe resaltar la gran dispersión del bias que presenta el campo 
creado con el 100% de estaciones (7.69 est/1000km2). Esto se debe a la cantidad de 
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celdas en donde se encuentran las estaciones, tal como se explicó en la sección anterior; 
en estas celdas se presentan las grandes diferencias entre IDW y el DSg, y el 50% de 
datos centrales está entre ±10% , excepto para la última categoría. Para los métodos de 
IDW y DSg se ve un aumento progresivo de la dispersión del sesgo a medida que se 
reduce la densidad (observar el 50% central de los datos, también conocido como rango 
intercuartílico de los boxplots, de los paneles DSg e IDW); a pesar de esto, la mayoría de 
los datos tiene un Bias cercano al nulo (0%), con pocas sobreestimaciones. No obstante, 
también se debe destacar que para el IDW el sesgo o Bias no aumenta mucho de valor 
entre la categoría 100% y 10%, el rango intercuartílico se mantiene alrededor de ±20% 
en todas las configuraciones, mientras que para el DSg la afectación es un poco mayor. 
Con respecto al MSWEP, se ve un gran rango intercuartílico con una leve tendencia a 
sobreestimar (el 50% central se encuentra entre 25 % y -5%). Existen algunas celdas del 
MSWEP que tienen un Bias cercano a 175%. 
Figura 5-22: Boxplots de los sesgos porcentuales de todas las categorías y 
configuraciones para los diferentes métodos de interpolación analizados. 
 
Para la mezcla con DS se observa un comportamiento estable a través de las diferentes 
categorías y configuraciones (desde 7.69 hasta 0.74 est/1000km2). La mayoría de los 
valores intercuartílicos están entre ±10%, y las medianas son muy cercanas a 0%. En 
todas las configuraciones se presenta un grupo de celdas con altos sesgos (por encima 
de 125%), esto se debe a la influencia del MSWEP en la mezcla. Esto corresponde a las 
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mismas celdas que tienen alto sesgo en el MSWEP y que no pudieron ser corregidas por 
completo en la mezcla debido a que no se presentan muchas estaciones cercanas a las 
mismas (se encuentran al nororiente de la cuenca). De la mezcla también se debe 
resaltar que la mediana del Bias se encuentra muy cercana a 0% en todas las 
configuraciones, con excepción de la Conf. #2 Categoría 10%. 
5.2.2.2 Raíz del error cuadrático medio (RMSE) 
La Figura 5-23 muestra la distribución de los cuartiles del RMSE para los diferentes 
métodos y configuraciones; un resultado de 0 mm/día es el mejor posible. Se ve que para 
los métodos basados en Kriging para la categoría con mayor densidad (cat. 100%, 7.69 
est//1000km2), el 50% central del error está entre 2 y 3 mm/día con una mediana de 2.5 
mm/día aprox. Este desempeño desmejora radicalmente a medida que se reduce 
artificialmente la densidad de estaciones, siendo mucho más crítico para el K.Reg4 que 
para el KED. La influencia de la configuración para estos dos métodos es más clara en 
densidades menores a 4 est/1000km2. Con respecto al MSWEP, se puede ver que el 
75% del error en las celdas se concentra entre 2.5 y 6 mm/día; el restante 25% puede 
llegar hasta 10 mm/día, lo que es mayor que los campos creados con los métodos de 
interpolación, cuando existe una densidad alta de estaciones. 
Respecto del método IDW se presenta que en la densidad más alta, el 75% de las celdas 
tiene un error entre 1 y 2.5 mm/día, que es bajo. No obstante, el restante 25% tiene 
valores mucho más altos, incluso que superan los 10 mm/día. Se presenta un aumento 
del error a medida que se reduce la cantidad de estaciones, esto se ve en el cambio de la 
posición de la mediana, pero se observa también que el 50% central (rango 
intercuartílico) se mantiene aproximadamente con el mismo ancho. Para el DSg sucede 
algo similar, aunque el rango intercuartílico es más angosto, las medianas nunca superan 
los 5 mm/día y los valores máximos no superan los 7.5 mm/día, a pesar de tener una 
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Figura 5-23: Boxplots del RMSE para todas las categorías y configuraciones de 
estaciones analizada a través de los diferentes métodos de interpolación. 
 
La mezcla con DS tiene un comportamiento muy similar al DSg. Sin embargo, los rangos 
intercuartílicos solo se ven afectados para la densidad más baja y son muy similares, lo 
que implica que los métodos son poco dependientes de la configuración con la cual se 
interpoló. Los valores de la mediana se mantienen bajos (cercanos a los 2 mm/día para 
las densidades más altas, y menores o iguales a 4 mm/día para las densidades más 
bajas). Se siguen presentando celdas que mantienen una influencia muy fuerte del 
MSWEP en todas las categorías, estas se identifican como los valores extremos o 
“outliers” que también están presentes en el MSWEP. 
5.2.2.3 Coeficiente de correlación de Pearson (R) 
En la Figura 5-24 se muestran los boxplots creados para el coeficiente de correlación de 
Pearson (R) entre las celdas de los campos creados y el campo base; un resultado de 1 
es el mejor posible. Los métodos basados en Kriging presentan correlaciones altas (0.9) 
para las interpolaciones realizadas con el 100% de las estaciones que no tiene una gran 
variación, el 75% superior de los datos se encuentran aprox. por encima de 0.9. El 
desempeño se reduce significativamente a medida que se reduce la cantidad de 
estaciones y también la dispersión de los datos aumenta. La influencia de la 
configuración de la red de estaciones está presente desde la densidad 5.38 est/1000km2, 
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y en densidades menores. Esa dispersión se debe a que en estos métodos se producen 
estimaciones similares al campo base cerca de las estaciones usadas para realizar la 
interpolación, mientras que las celdas que se encuentran lejos de las estaciones 
presentan malas estimaciones que se reflejan en bajos R. Se debe resaltar que ambos 
métodos, KED y K.Reg4, presentan muy bajas correlaciones (menores a 0.6 para el 75% 
de los datos), cuando la densidad de estaciones es de 0.74 est/1000km2. Para el 
MSWEP se tienen correlaciones moderadas a bajas, para el 50% de los datos menores a 
0.6 y para el otro 50% está entre 0.6 y 0.7. Se presentan nuevamente unas celdas con 
valores muy bajos de correlación, estas se encuentran al nororiente (ver Figura 5-18). 
Figura 5-24: Boxplots de los R de Pearson de todas las categorías y configuraciones de 
los diferentes métodos de interpolación. 
 
Con respecto al IDW se puede ver que, utilizando la mayor densidad de estaciones, el 
50% de los resultados es superior a 0.95, lo que demuestra una muy buena correlación. 
Los resultados de las celdas que se encuentran entre el primer cuartil y la mediana 
también son buenos, ya que se encuentran por encima de 0.85 aunque con mayor 
dispersión; por otro lado, el restante 25% se encuentra bastante disperso y presenta 
resultados regulares a malos. Se debe resaltar que los resultados solo descienden para 
las densidades de 5.38 y 3.85 est/1000km2 con una dispersión similar, aunque la 
104 Estimación de campos de precipitación con funciones de Kernel Título de la tesis o trabajo de investigación 
 
mediana aún se mantiene en 0.9 para estas dos densidades. Para las densidades más 
bajas, el 75% de las celdas presenta una disminución de la correlación, en comparación 
con las densidades de estaciones más altas pero los datos se mantienen por encima de 
0.6, a diferencia de los métodos basados en Kriging. Para los campos creados con el 
DSg, se ve que mantienen una alta correlación para las densidades mayores a 3.85 
est/1000km2, todas con el 75% de las celdas con valores de R mayores a 0.9. Para la 
densidad más baja, el DSg sí reduce su desempeño, el 50% de los datos están entre 0.6 
y 0.8, y solo el 25% superior está por encima de 0.8. Además, se ve una ligera diferencia 
entre los resultados de las tres configuraciones. A pesar de las reducciones en el 
desempeño, el DSg logra conservar una buena correlación incluso con pocas estaciones. 
La mezcla con DS representa de forma adecuada el campo base para las densidades 
7.69 y 5.38 est/1000km2, con correlaciones superiores a 0.9 en el 75% de las celdas. 
Además, para estas densidades el 25% inferior se encuentra por encima de 0.6 y no se 
presenta una diferencia apreciable entre las tres configuraciones. Para la densidad 2.27 
est/1000km2 sí se presenta una leve reducción de la correlación, solo el 50% de las 
celdas se encuentra por encima de 0.8 y solo muy pocas celdas se encuentran por 
debajo de 0.6, entonces en general se presenta un buen desempeño. Para la densidad 
más baja el desempeño decrece y el 50% central de los datos está entre 0.6 y 0.8, con 
solo pocos datos por encima de 0.8 y leves diferencias entre las tres configuraciones. En 
todas las configuraciones se presentan unas celdas con bajos valores, que corresponden 
nuevamente a las celdas del MSWEP que tienen una gran influencia sobre la estimación 
final del campo. 
5.2.2.4 Síntesis de la comparación de los métodos 
A través de las métricas descritas en esta sección se pudo confirmar que los métodos de 
Kriging con deriva externa (KED) y Kriging residual (K.Reg4) solo producen resultados 
comparables a los del DSg cuando ambas metodologías usan una densidad de 
estaciones alta. Además, estas metodologías se ven altamente afectadas por la 
reducción de estaciones. Por el contrario, el IDW y DSg logran mantener un desempeño 
aceptable con la reducción de estaciones. No obstante, aquellas celdas cuyos centros 
están muy cerca de estaciones, presentan estimados de precipitación diferentes si se 
comparan los métodos de DSg y de IDW, debido a que la influencia de las estaciones en 
su cercanía cambia rápidamente dependiendo del método usado. 
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Con respecto a la mezcla usando el doble suavizamiento con funciones de Kernel (DS), 
ésta presenta resultados comparables con el DSg y el IDW, en términos de correlación 
de Pearson. En términos de error general (RMSE), sí se presenta un menor error en la 
mezcla con DS que con los otros métodos de interpolación analizados para la mayoría de 
las celdas, ver Figura 5-23. Solo aquellas celdas con una fuerte influencia del MSWEP no 
pudieron ser corregidas. En términos de sesgo o Bias, las interpolaciones con IDW y con 
DSg sí presentan un mejor desempeño que la mezcla con DS. Este menor desempeño 
en el DS seguramente tiene también su origen en el campo de fondo, el MSWEP, que 
tiene un sesgo positivo que no logra ser corregido por la mezcla con el algoritmo DS. Ese 
sesgo puede ser mejorado antes de realizar la mezcla con las estaciones, por ejemplo, 
usando otras covariables fisiográficas. En consecuencia, se puede decir que los 
resultados apoyan parcialmente la hipótesis planteada (el método DS genera mejores 
estimativos de campos de precipitación en cuencas colombianas que otros métodos de 
interpolación determinísticos o geoestadísticos), dado que para las densidades más 
bajas, el DS presenta mejores desempeños que los otros métodos de interpolación en 
términos de RMSE, y comparables con respecto al coeficiente de correlación. 
5.2.3 Análisis espacio-temporal 
Con el objetivo de verificar en qué lapso de tiempo y en qué porcentaje del área de la 
cuenca son más significativos los errores, se hizo un análisis espacio temporal del error 
de los campos de los diferentes métodos de interpolación y mezcla. En las gráficas de 
este numeral se observa el error del campo en cuestión con respecto al campo base 
(DSg con 100 % de estaciones). En el eje de las ordenadas se representa el área 
afectada, mientras que en las abscisas se encuentra el tiempo; el error de las 703 celdas 
se clasificó en cinco categorías que están asociadas con la variación de colores. En 
consecuencia, a través de la amplitud de la región sombreada y del color se puede 
determinar qué error es más significativo. 
5.2.3.1 Comparación de métodos en un escenario con alta densidad de estaciones 
La Figura 5-25 muestra la variación temporal del error en el periodo 1994-1996, de los 
campos creados usando las 156 estaciones en la cuenca, y los métodos DS, IDW y 
K.Reg4, contra el campo base, respectivamente. Se puede ver que para estos tres 
métodos y el mayor porcentaje de área en la cuenca, el error se encuentra entre -1 y 1 
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mm. El porcentaje de área correspondiente al error entre -5 a -1 mm, es un poco más 
grande para los métodos IDW y K.Reg4, que para el método DS (DS tiene un porcentaje 
de área afectada promedio de 0.87%, mientras que IDW presenta 2.67% y para K.Reg4 
es de 1.72%). Además, se identifica que en los periodos secos en la cuenca (enero y 
febrero, por ejemplo), el área afectada por errores menores a -5 mm y mayores a 5 mm, 
es baja (no supera el 10 % del área); esto se debe a que durante estos meses no existe 
mucha variabilidad de la precipitación en la cuenca y por lo tanto es relativamente 
sencillo realizar los estimativos. Por el contrario, en meses húmedos (abril, mayo, octubre 
y noviembre), la dispersión del error se incrementa, tanto hacia las grandes 
sobreestimaciones, como a las subestimaciones. Lo anterior se presenta para los tres 
métodos. Para el K.Reg4, representado en el panel inferior, se observa que la franja de 
error entre -1 mm a 1 mm, se ve más reducida que para los otros dos métodos en épocas 
húmedas. Esta franja de error es reemplazada en su mayoría por errores que estén entre 
– 5 a -1 mm y por 1 a 5 mm, ya que las franjas extremas (mayores y menores a 5 mm y a 
-5 mm, respectivamente), son parecidas en los tres métodos. Asimismo, el K.Reg4 
presenta franjas sin valor en los días en donde no se logró hacer estimación. 
Figura 5-25: Error de los métodos DS, IDW y K.Reg4 en el periodo 1994-1996, para la 
categoría 100%, densidad de 7.69 Est/ 1000km2. 
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5.2.3.2 Comparación de métodos en un escenario con baja densidad de 
estaciones 
Figura 5-26: Error de los métodos DS, IDW y K.Reg4 en el periodo 1994-1996, para la 
categoría 10%, densidad de 0.74 Est/ 1000km2. 
 
En la Figura 5-26 se puede apreciar la variación espacio-temporal del error en el mismo 
periodo, pero para un escenario con baja densidad de estaciones. Se ve claramente que 
para este escenario la cantidad de área afectada por grandes sobreestimaciones y 
subestimaciones aumenta considerablemente, en comparación con el escenario de alta 
densidad (Figura 5-25). Se ve además, como el método K.Reg4 no logra hacer 
estimaciones por falta de correlación espacial en varios periodos, algunos de ellos de 
varios días continuos en épocas secas. Asimismo, el K.Reg4 presenta muy poca área 
con bajo error (-1 a 1 mm) durante todo el periodo de tiempo analizado; los valores de 
error extremo casi ocupan la totalidad del área en muchos intervalos de tiempo. Para los 
métodos DS e IDW, a diferencia del escenario con alta densidad de estaciones, los 
errores no se incrementan claramente en épocas húmedas, y tampoco se ve una clara 
relación del error con la época del año. Solamente para el periodo seco de enero y 
febrero del año 1995, se puede ver que existe una gran porción del área con bajo error. 
Ambos métodos, DS e IDW, presentan similares áreas con sobreestimaciones y 
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subestimaciones del campo de lluvia, siendo claro que para este escenario un gran 
porcentaje del área se ve afectada con errores menores a -1 mm y mayores a 1 mm 
(colores naranjas, rojos y azules en la Figura 5-26). Por ejemplo, para la franja de error 
menor a -5 mm, el porcentaje de áea afectada promedio fue de 8.37% con el método DS, 
8.83% con el método IDW y de 18.25% con el método K.Reg4. 
5.2.3.3 Síntesis del análisis espacio-temporal 
A partir de los resultados del análisis espacio temporal realizado, se confirma 
parcialmente que la mezcla con DS genera mejores estimaciones que los otros métodos 
de interpolación geoestadísticos considerados. En efecto, tanto en las temporadas secas, 
como en las húmedas, el método DS tiene en la mayor parte del área errores más 
cercanos a 0 mm que los producidos por el método K.Reg4. No obstante, cuando se 
comparan los resultados del DS y del IDW no es posible llegar a una conclusión, ya que 
los errores y su influencia, expresada en porcentaje de área, son muy parecidos para 
bajas densidades de estaciones. Se puede inferir del análisis realizado a un escenario de 
baja información, que los errores pueden presentarse en cualquier época del año, y que 
no necesariamente existe una correlación con la estacionalidad de las lluvias, como sí se 
observó para el escenario de alta densidad de estaciones. 
5.3 Modelación del campo de precipitación y modelación 
hidrológica en la cuenca del río Casanare 
En esta sección se describen y analizan los resultados de la modelación hidrológica 
distribuida realizada para la cuenca del río Casanare. Este tipo de modelaciones son una 
de las aplicaciones de los campos de precipitación distribuidos y, en consecuencia, se 
pueden utilizar como un validador adicional de los campos de precipitación. A pesar de 
estar mediado por la interacción con la hidrología y otras variables climáticas, como la 
evapotranspiración y su correspondiente representación a través de la modelación, los 
resultados siempre dependerán, en gran parte, de los campos de precipitación, debido a 
que son estos el mayor forzante del ciclo terrestre del agua (Chow et al., 1988). En 
consecuencia, mediante este tipo de análisis es posible extraer conclusiones adicionales 
acerca del desempeño de los campos de precipitación, en un área con limitada 
información pluviométrica. 
Los resultados del análisis de campos de precipitación para la cuenca piloto del río 
Sogamoso, son transferibles al ejercicio planteado en una cuenca con escasez de 
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información, como lo es la cuenca del río Casanare. La transferencia de información se 
sustenta en la cercanía de las dos cuencas, pero principalmente, en que los métodos de 
interpolación y mezcla son esencialmente matemáticos, y no contemplan información de 
climatologías o características físicas. Se encontró en el río Sogamoso que para una 
densidad de medición de pluviómetros de 0.74 Est/1000 km2 (densidad similar a la 
existente en el río Casanare), el ancho de banda para los parámetros de mezcla es de 
aproximadamente 30 km. En consecuencia, dicho valor se implementó en la mezcla de 
información de lluvia realizada en la cuenca del río Casanare. No obstante, se observó 
que una corrección más localizada del campo de precipitación, alrededor de las 
estaciones pluviométricas, se da cuando se asigna el valor determinado por la regla de 
dedo de Silverman; por tanto, se decidió también implementar un campo de mezcla 
creado con dicho valor. También se reconoce del ejercicio realizado en el río Sogamoso 
que la calibración de los anchos de banda de mezcla puede variar de una configuración a 
otra y por tanto también puede variar entre cuencas; en consecuencia, la creación de 
campos de precipitación con los parámetros de mezcla calibrados para el río Casanare 
es importante. 
Con base en los resultados de los métodos de interpolación basados en estaciones, se 
puede transferir a la cuenca del río Casanare la siguiente información. Los métodos 
geoestadísticos no presentan un buen desempeño en bajas densidades y por tanto su 
uso debe descartarse para el río Casanare. El método de IDW puede ser utilizado en 
bajas densidades como la del río Casanare ya que, a pesar de su simplicidad, presentó 
errores bajos en las distintas evaluaciones hechas en el río Sogamoso para las 
densidades bajas de estaciones. 
5.3.1 Campos de precipitación 
Los seis campos de precipitación investigados en la cuenca densamente instrumentada 
del río Sogamoso, y que tuvieron un buen desempeño en dicha cuenca, fueron 
seleccionados para después forzar el modelo hidrológico en la cuenca del río Casanare. 
Estos se describieron en la sección 4.3.1 y corresponden a: el DSg (DS pero solo con 
estaciones y con calibración de sus parámetros), IDW, M_30km (mezcla con parámetro 
de 30km), M_Silver (mezcla con parámetros asignados por Silverman), M_op (mezcla 
con parámetros óptimos con respecto a los registros de pluviómetros) y el MSWEP. 
Estos mismos campos fueron investigados en la cuenca del río Casanare, siguiendo la 
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metodología descrita en el Capítulo 4 de este documento. Con esto se buscó identificar 
de manera indirecta, qué campo de lluvia presenta los mejores resultados en términos de 
la escorrentía simulada con relación a la escorrentía observada. 
Tanto para el DSg, como para la mezcla con DS, se calibraron los parámetros ℎ1 y ℎ2, 
utilizando la metodología de validación cruzada, con el fin de crear el mejor campo 
posible. Los resultados de dichas calibraciones y de las validaciones cruzadas de los 
otros métodos, se resumen en la Tabla 5-3. 
Como puede verse en la Tabla 5-3, los menores errores en validación cruzada fueron 
obtenidos con los métodos de mezcla (DS) e interpolación con DS (DSg), así como con 
el método IDW. Estos tres métodos reportaron un error de aproximadamente 11 mm/día, 
que es un 46% mayor que el menor error presentado en la cuenca de río Sogamoso, bajo 
la metodología de validación cruzada. Esto resalta la importancia de una red densa de 
estaciones y la necesidad de hacer mejoras locales a los estimados de precipitación 
provenientes de reanálisis. Se debe resaltar que el método DS con parámetros óptimos y 
el DSg, tienen un sesgo bastante bajo, mientras que las mezclas con DS que usan 
valores no óptimos para los parámetros tienen un incremento del sesgo considerable. Lo 
anterior implica que si se compara directamente contra estaciones pluviométricas 
siempre hay necesidad de calibrar los dos parámetros. El método IDW también presenta 
un sesgo más alto que el de las mezclas, a pesar de que el RMSE reporte el mismo 
valor. 
Tabla 5-3: Resultados del error de las interpolaciones y parámetros de mezcla e 
interpolación en la cuenca del río Casanare, usando el método de validación cruzada. 
Método DSóptimo DSg DSSilverman DS30km IDW MSWEP 
Pluviómetros usados 16 16 16 16 16 - 
𝒉𝟏 (km) 50.0 49.9 9.1 30 - - 
𝒉𝟐 (km) 49.8 49.8 3.9 30 - - 
RMSE (mm/día) 10.9 10.9 13.8 11.95 10.9 14.8 
Sesgo porcentual 1.6% 1.6% 23.7% 11.3% 6.2% 5.6% 
Aún considerando los diferentes errores reportados por los diferentes campos 
analizados, se optó por implementar el modelo hidrológico WFLOW-HBV con los seis 
campos. Esto se decidió para investigar que estos seis métodos, escogidos por su buen 
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desempeño en la cuenca del río Sogamoso, también presentan un buen desempeño en 
términos hidrológicos. La inclusión del campo creado con la mezcla con DS asignando el 
valor de los parámetros con regla de Silverman se añade para comparación. Este es un 
campo adicional a los investigados en la cuenca del río Sogamoso. 
Por otra parte, se exploraron en mayor detalle las limitaciones en los datos de lluvia que 
se identificaron en la Figura 3-4. Estas se relacionan con la baja cantidad de datos 
pluviométricos disponibles en los años 1997, 2002-2003. Los datos pluviométricos de las 
seis estaciones que se encuentran al interior de la cuenca se pueden ver en la Figura 5-
27. Para los años 2002-2003 se presentan varias estaciones con vacíos en las series de 
tiempo, sumado a que en estos años también se presentó una fase cálida del fenómeno 
ENSO. Sin embargo, no se registraron reducciones en los caudales medidos en estos 
años en la estación Cravo Norte como se pudo ver en la Figura 3-5. Estas falencias de 
información pluviométrica tendrán consecuencia sobre las interpolaciones de dichos 
datos, y se espera que los valores de los campos de precipitación en dichos años no 
sean los adecuados. 
Figura 5-27: Series de pluviómetros al interior de la cuenca del río Casanare 
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Por otra parte, para el año 1997 se puede ver en las seis estaciones que los valores 
pluviométricos para ese año son más bajos que el resto, lo que coincide con el fenómeno 
de El Niño reportado para ese año (NOAA-CPC, 2017). Existen algunos vacíos dentro de 
estas series, pero no son significativos, y a pesar de que existe una reducción de los 
valores de precipitación en las estaciones, dicha reducción no se observa en los registros 
de la estación de caudal Cravo Norte para el año 1997 (Figura 3-5). 
A continuación, se presenta la evaluación agregada de los campos de lluvia obtenidos 
por los seis métodos mencionados. Esto se realiza apoyado en la Figura 5-28, que 
muestra las seis series de tiempo de precipitación media sobre la cuenca del río 
Casanare. Con esto, se identifican las diferencias en los volúmenes de agua que por 
precipitación son ingresados al modelo hidrológico a escala mensual; a escala diaria es 
muy difícil identificar cual forzamiento presenta mayores volúmenes precipitados. Es 
importante mencionar que en este caso de estudio no es posible definir o considerar un 
campo base de comparación, debido a la gran incertidumbre que tienen todas las fuentes 
de información. Por tanto, simplemente se comparan los volúmenes precipitados. 
Figura 5-28: Precipitación media mensual sobre la cuenca del río Casanare, obtenida 
mediante seis diferentes fuentes y detalle de los años 2002-2003 
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En el panel superior de la Figura 5-28 puede verse que las series de tiempo para los 
diferentes métodos, en general son bastante similares en todo el periodo de estudio. En 
algunos años se pueden ver diferencias, por ejemplo, los forzamientos que tienen 
influencia de estaciones presentan volúmenes más altos que el MSWEP en los años 
1996, 1998, 2004 -2006; esto se presenta en algunos meses lluviosos. Asimismo, se 
deben resaltar los años 1997, 2002-2003, en donde se observa un menor volumen de los 
campos que tienen influencia de estaciones. El panel inferior muestra en detalle, para los 
años 2002-2003, las precipitaciones promedio de los forzamientos. Se observa 
claramente que el MSWEP tiene una precipitación mayor que los demás campos de 
lluvia. Los demás campos tienen una convergencia clara, con algunas variaciones como 
las presentadas en mayo y julio de 2002 por los forzamientos M_Silver y M_30km 
(forzamientos influidos por el MSWEP).  
La Figura 5-29 muestra la precipitación estimada para el mes de julio de 2002 por los 
diferentes métodos de interpolación y mezcla, la escala de colores está en milímetros. Se 
escoge este mes para hacer el análisis espacial porque fue el que mayor diferencia en 
volúmenes precipitados presentó en el acercamiento de la Figura 5-28, y por tanto 
permite identificar las falencias en los forzamientos. Se puede ver lo indicado por la 
Figura 5-28: el forzamiento MSWEP presenta mayores valores de precipitación que los 
demás campos. Igualmente, estos mayores valores de precipitación se observan en la 
zona oriental de la cuenca, región que carece de estaciones pluviométricas (ver Figura 3-
3). Por otra parte, los forzamientos DSg e IDW que se basan exclusivamente en 
información de pluviómetros, presentan una baja variación de los estimados de 
precipitación, que se debe principalmente a la falta de datos que se presentó en el mes 
de julio de 2002, de lo que se puede concluir que se presentaron interpolaciones 
erróneas debido a la falta de datos en los pluviómetros. Los forzamientos producto de la 
mezcla de información presentan gran variación del campo estimado, siendo el M_Silver 
el que conserva mayor información del MSWEP y el M_Optimo el que menos. Esto se 
evidencia en las tendencias de los estimados de lluvia que se observan al oriente de la 
cuenca y se debe fundamentalmente a los anchos de banda con los que se realizó esta 
mezcla (valores en la Tabla 5-3). 
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Figura 5-29: Campos de precipitación sobre la cuenca del río Casanare Para el mes de 
julio de 2002. Precipitación en milímetros. 
 
Estos análisis de la precipitación resaltan la importancia de una adecuada red de 
medición y la influencia que tiene sobre la estimación de los campos distribuidos de 
lluvia. También permiten prever que las modelaciones hidrológicas estarán altamente 
influenciadas en los años 1997, 2002-2003 por los bajos volúmenes de lluvia que tienen 
los forzamientos con influencia de estaciones. Estos bajos niveles de lluvias se deben a 
las falencias en los registros de las estaciones pluviométricas que ocasionan que los 
forzamientos basados en interpolación y mezcla tengan menores volúmenes que el 
MSWEP. Lo anterior solo es válido para los tres años mencionados. 
5.3.2 Calibración y validación del modelo WFLOW-HBV 
Es importante recordar, del capítulo de metodología, que el modelo hidrológico distribuido 
seleccionado es WFLOW-HBV. La resolución de modelación está principalmente 
determinada por el preprocesamiento que hace el software Openstreams WFLOW. Este 
preprocesamiento se fundamenta en reconocer la red de drenaje y posteriormente 
delimitar la cuenca y subcuencas requeridas; por tanto, se escogió una resolución de 
celda de 0.01°, que fue la que garantizó una adecuada representación de los flujos 
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superficiales, mediante el quemado de la red de drenaje en el DEM de esta resolución (la 
red se muestra en el anexo C). El paso de tiempo utilizado fue el diario, debido a: i) la 
concepción del modelo original del HBV es diaria y ii) el forzamiento meteorológico se 
generó a dicha escala, con lo que se evita tener que realizar subescalamientos 
temporales de las variables precipitación y evapotranspiración para forzar el modelo. 
Igualmente, es importante mencionar que se realizó una calibración de tipo agregado. Es 
decir, el modelo permite ingresar 12 parámetros por celda, pero se decidió asignar el 
mismo valor a todo el dominio para así disminuir la influencia de la calibración en la 
validación indirecta del campo de lluvia. La fortaleza de este tipo de calibración para este 
ejercicio de validación del campo de lluvia se describió en el capítulo 4 de metodología. 
Los campos de lluvia utilizados fueron mencionados y comparados en la sección anterior. 
A manera de introducción, en la Figura 5-30 se muestran los resultados de caudal, 
obtenidos a partir de la rigurosa implementación del modelo WFLOW-HBV para los 
diferentes forzamientos de precipitación analizados y para el día 30/06/2007. Se puede 
apreciar en todos los paneles de la Figura 5-30 cómo se va concentrando el agua en los 
cauces principales, el río Casanare al sur que fluye hacia el oriente y el Cravo Norte al 
nororiente, que fluyen desde el nororiente hacia el suroriente. De verde claro a azul 
oscuro se muestra el incremento gradual del caudal, siendo los colores azules más 
oscuros los de mayor valor. En consecuencia, los valores más altos de caudal en todos 
los paneles se encuentran después de la confluencia de los dos ríos, que corresponden a 
tres celdas en color azul oscuro en las cuales el caudal es mayor a 1000 m3/s o cian 
cuando está entre 800 y 1000 m3/s. Las dos estaciones de caudal, Cravo Norte y San 
Salvador, se encuentran en el panel b, representadas por viñetas. 
Se observa en los paneles d) y e) que para este día, en el sitio de localización de la 
estación Cravo Norte, los forzamientos M_op y M_30km superan los 1000 m3/s (1020 y 
1035 m3/s, respectivamente), para el forzamiento M_Silver se obtuvo un caudal de 973 
m3/s (panel c), mientras que para el DSg y el MSWEP los valores corresponden a 850 y 
890 m3/s (panel a y f, respectivamente); para el forzamiento con IDW se obtienen 740 
m3/s (panel b). El valor del caudal observado para este día en esta estación fue de 1051 
m3/s. 
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Figura 5-30: Mapas de los estimados de caudal obtenidos mediante la aplicación del 
modelo hidrológico WFLOW-HBV para el día 30/06/2007, para los diferentes 
forzamientos de precipitación. a) DSg, b) IDW, c) M_Silver, d) M_30km, e) M_Op, y f) 
MSWEP 
 
En el panel d) se puede ver cómo para el forzamiento M30km, el río Casanare lleva un 
mayor caudal y en consecuencia en la representación con colores el río es visible en el 
occidente de la cuenca. Por el contrario, en el panel f) que corresponde al forzamiento 
MSWEP, el río Casanare solo es detallado por la representación de colores desde la 
zona central de la cuenca, en las simulaciones forzadas con campos de mezcla los 
campos de precipitación son corregidos en la zona occidental y por tanto tienen caudales 
más altos que los generados por el MSWEP; se debe resaltar que para el forzamiento 
MSWEP el río Cravo Norte es más visible. Por el contrario, el río Cravo Norte no es muy 
visible en el panel a y en el panel b; estos paneles corresponden a los escenarios 
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generados únicamente con información de estaciones a través de la interpolación con 
DSg y por IDW. 
Estos resultados de simulaciones de caudal, ampliados en el periodo de tiempo en el que 
se simuló, además de permitir validar de otra forma los campos de precipitación, son 
útiles para determinar la disponibilidad de recurso hídrico en puntos no instrumentados.  
Es decir, en celdas con posiciones diferentes a la ubicación de las dos estaciones 
hidrométricas existentes. Sin embargo, es en la ubicación de las estaciones en donde se 
puede realizar la evaluación del modelo para los diferentes forzamientos. De acuerdo con 
esto, se presenta a continuación el análisis de los registros de caudal en las dos 
estaciones, los resultados del desempeño general de los distintos forzamientos y algunos 
análisis sobre el comportamiento de los parámetros más importantes. 
5.3.2.1 Hidrógrafas para los distintos escenarios o forzamientos de precipitación 
analizados  
En la Figura 5-31 se presentan las hidrógrafas para el periodo de calibración (1997-
2006). En ambos paneles se puede ver una muy buena correspondencia de las 
simulaciones con el régimen monomodal que presenta la cuenca del río Casanare. 
Existen dos diferencias entre las simulaciones y las observaciones de caudal. La primera 
diferencia está muy relacionada con el objetivo de este trabajo de investigación y se 
puede ver en el panel superior; al observar los caudales en los años 1997 y 2002-2003, 
tanto en la estación Cravo Norte [36027050], como en la estación San Salvador 
[36027040], se puede ver que los escenarios forzados con campos de lluvia que fueron 
creados a partir de las estaciones pluviométricas tienen una mala representación de la 
hidrógrafa (DSg e IDW). Por el contrario, en color gris, el MSWEP original produce 
buenas estimaciones para los años 1997, 2002 y 2003, mientras que los resultados de 
los demás forzamientos se quedan cortos en representar los picos de caudal 
(forzamientos con influencia de información pluviométrica), que deberían estar asociados 
con la lluvia ocurrida en esos años. 
La segunda es que los caudales en la estación San Salvador (panel inferior), para los 
forzamientos IDW y M_Silver, buscan mantener el caudal lo más cercano a los picos, 
causando que sus curvas de recesión sean menos empinadas. Por el contrario, el 
MSWEP presenta caudales menores en ciertos periodos para esta subcuenca que cierra 
en la estación San Salvador, mientras que los forzamientos producto de la mezcla sí 
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logran representar los picos de caudal. Lo anterior se debe a la corrección que se hace 
con la mezcla con DS en los forzamientos M_Silver, M_30km y M_op. Igualmente, resalta 
la importancia de la mezcla con estaciones para perfeccionar el campo del MSWEP en 
las zonas cercanas a la cordillera, región en donde cae la lluvia que escurre hacía la 
estación San Salvador. 
Figura 5-31: Hidrógrafas diarias simuladas y observadas en las estaciones Cravo Norte 
[36027050] y San Salvador [36027040], para el periodo 1996-2006. 
 
En síntesis, se puede inferir que las deficientes estimaciones de caudal en los años 1997, 
2002 y 2003 pueden estar asociados a datos faltantes, valores erróneos o un deficiente 
muestreo de las series de tiempo de los pluviómetros que no están repartidos de manera 
uniforme sobre la cuenca del río Casanare. Esto es apoyado por los análisis de 
precipitación que se presentaron en la sección 5.3.1., en donde se identificó que los 
forzamientos con influencia de estaciones tienen menores volúmenes de precipitación 
que el MSWEP para esos años. La falta de agua en los forzamientos conlleva entonces a 
que los campos estimados de precipitación no sean consistentes con los caudales 
registrados por la estación hidrométrica en todo el periodo de tiempo, si no que presenten 
inconsistencias en subperiodos de la ventana analizada. No obstante, también se debe 
resaltar que el ajuste local producido por la mezcla con estaciones mejoró la 
representación en la estación San Salvador. 
Resultados y análisis 119 
 
Figura 5-32: Hidrógrafas diarias simuladas y observadas en las estaciones Cravo Norte 
[36027050] y San Salvador [36027040], para el periodo 2007-2012. 
 
En la Figura 5-32 se pueden ver las hidrógrafas para el periodo de validación (2007-
2012). Los caudales de la estación Cravo Norte se ven en el panel inferior, en donde en 
los años 2007 y 2011 los caudales estimados por el MSWEP fueron menores que los de 
los demás escenarios. Se ve además en la Figura 5-32 que los forzamientos producto de 
la mezcla con DS presentan más picos de alta frecuencia, que no son captados y 
generados completamente por el método DSg o el IDW. Este último forzamiento presenta 
hidrógrafas muy suaves en la estación Cravo Norte, carentes de pulsos o picos de alta 
frecuencia. Estos picos de caudal pueden asociarse a los efectos de la lluvia a escala 
diaria, son estos efectos los que le otorgan muy buenos valores del coeficiente NSE a los 
productos creados con el método de mezcla DS y con la interpolación DSg. 
En la estación San Salvador (panel inferior), aunque no hay registros observados de 
caudal para comparación, sí se puede apreciar gran similaridad para las hidrógrafas 
asociadas con los forzamientos que han sido derivados con el algoritmo DS (DSg, 
M_Silver, M_op y M_30km); el forzamiento IDW presenta nuevamente hidrógrafas muy 
suaves, lo cual puede ser producto de las deficiencias en las interpolaciones del campo 
de precipitación mediante este método. Por el contrario, el MSWEP presenta estimativos 
bien diferentes, que en general reportan caudales menores que los de los otros 
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forzamientos. Esto contrasta con lo encontrado para el río Sogamoso, allí el MSWEP 
sobrestima la precipitación, pero en esta cuenca del río Casanare la subestima. 
5.3.2.2 Desempeños en términos del coeficiente Nash-Sutcliffe Efficiency (NSE) 
Aparte de la inspección visual de las hidrógrafas, se evaluó el desempeño del modelo 
hidrológico en términos del coeficiente NSE. Se debe recordar que el coeficiente NSE 
toma un valor de 1 cuando existe una representación perfecta, un valor de 0 cuando la 
representación tiene un desempeño igual al promedio de los datos observados y menor a 
0 cuando el promedio de los datos observados es mejor predictor que las simulaciones, 
es decir simulaciones inaceptables. D. N. Moriasi et al. (2007) presentan una clasificación 
cualitativa del coeficiente NSE para la escala de tiempo mensual, que puede verse en la 
Tabla 5-4. Se recuerda que las simulaciones y evaluaciones fueron realizadas a escala 
diaria. 
Tabla 5-4: Estadísticas recomendadas para clasificar el desempeño general a escala 
mensual. Adaptado de D. N. Moriasi et al. (2007). 
Clasificación 
del desempeño 
Muy bueno Bueno Satisfactorio Insatisfactorio Deficiente 











𝑁𝑆𝐸 ≤ 0.0 
En la Figura 5-33 se pueden a través de barras los valores del coeficiente NSE en el 
punto de calibración, estación Cravo Norte [36027050], y en el punto de validación 
“ciego”, estación San Salvador [36027040]. En el panel de la izquierda se muestran los 
resultados para el periodo 1997-2006 que fue el utilizado para calibrar el modelo y en el 
panel de la derecha se presenta el desempeño para el periodo 2007-2012, que se definió 
como el periodo de validación. En colores se representan los diferentes campos de 
precipitación o escenarios con los que se forzó el modelo hidrológico. 
Para el punto de calibración en la estación Cravo Norte [36027050], los desempeños de 
todos los forzamientos presentan resultados satisfactorios, según la Tabla 5-4. El 
forzamiento de menor desempeño fue el del DSg con 0.50, mientras que el IDW tuvo un 
desempeño de 0.51. Para las mezclas, el mejor fue el escenario M30km con un 
desempeño de 0.52, mientras que el M_Silver y el M_op tuvieron un desempeño de 0.51 
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y 0.50 respectivamente. De otra parte, el MSWEP produjo resultados muy buenos, 
correspondientes a un NSE de 0.75. Estos valores concuerdan con lo hallado en la 
sección anterior, en donde se identificó que los forzamientos que tienen influencia de las 
estaciones presentan subestimaciones del caudal en los años 1997, 2002 y 2003, a 
causa de lo visto en las Figuras 5-28 y 5-29. En esas dos figuras se mostraron los bajos 
volúmenes precipitados que se deben a los valores registrados en las estaciones 
pluviométricas en esos tres años, y cuyos registros no concuerdan con lo que se registró 
en la estación de caudal. Esto trae como consecuencia que estos forzamientos reporten 
un NSE menor que el del MSWEP para la estación de calibración (Cravo Norte). La 
influencia de las estaciones en esos años induce aparentes malos desempeños, sin 
embargo, no significa que el desempeño del MSWEP sea mejor que el de los 
forzamientos de mezcla en otros años y ubicaciones como se discute a continuación. 
Figura 5-33: Desempeño de los diferentes forzamientos en términos del coeficiente 
NSE para el modelo WFLOW-HBV, para la estación Cravo Norte [36027050] y para la 
estación San Salvador [36027040]. 
 
Por otra parte, se puede ver que en el punto de validación alterno (estación 36027040), 
se tienen resultados satisfactorios e insatisfactorios, de acuerdo con la Tabla 5-4. 
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Insatisfactorios para el campo de lluvia interpolado con IDW, la mezcla usando el 
parámetro de Silverman (M_Silver) y el producto de precipitación MSWEP con valores de 
0.28, 0.24 y 0.47, respectivamente; satisfactorios para las mezclas realizadas con el 
algoritmo DS con anchos de banda óptimo (M_op) y de 30 km (M_30km), cuyos valores 
de NSE fueron 0.53 y 0.62 respectivamente; y buenos para la interpolación con el doble 
suavizamiento con kernel DSg con un NSE de 0.65. Nuevamente los resultados resaltan 
la importancia de la mezcla con estaciones en las zonas cercanas a la cordillera, 
permitiendo tener un buen desempeño a escala diaria en el punto de validación “ciego”. 
Con respecto al periodo de validación (2007-2012), solo se cuenta con datos de caudal 
observado en la estación Cravo Norte [36027050]. En dicha estación y periodo se 
obtuvieron resultados buenos y muy buenos, de acuerdo con la clasificación de D. N. 
Moriasi et al. (2007) para todos los forzamientos. Se resalta que el MSWEP sin 
corrección tiene un desempeño un poco menor que el escenario con forzamiento IDW, 
pero ambos se clasifican como buenos y muy buenos, respectivamente. De acuerdo con 
lo presentado en la Figura 5-33 se destaca que para el periodo de validación las mezclas 
tienen un mejor comportamiento que el campo de fondo (MSWEP), al igual que sucede 
en el punto de validación “ciego” para el periodo 1997-2006. El mejor escenario en este 
periodo de estudio fue el forzado con la mezcla usando los parámetros óptimos, con un 
NSE de 0.87, la mezcla con parámetros de 30 km y usando los valores de la regla de 
dedo de Silverman tuvieron coeficientes NSE de 0.86 y 0.82, respectivamente. La 
interpolación usando el algoritmo DS con solo estaciones también produjo muy buenos 
resultados (NSE de 0.84). Estos resultan validan la hipótesis de que efectivamente se 
pueden mejorar en alguna medida los campos de precipitación con información alterna a 
la de las estaciones pluviométricas, pero sobre todo resaltan las buenas estimaciones de 
precipitación que se pueden obtener con el método de doble suavizamiento con Kernel, 
incluso solo usando estaciones pluviométricas. Las últimas dos descripciones, sobre el 
punto “ciego” y el periodo de validación, resaltan la hipótesis de que las mezclas son 
mejores que el MSWEP y que los NSE de calibración son una situación particular 
derivada de los registros de estaciones pluviométricas en 1997, 2002 y 2003. 
A partir de los resultados expuestos en las últimas dos secciones es claro que, existen 
falencias en la información pluviométrica en los años 1997, 2002 y 2003. Sin duda, son 
estos erráticos comportamientos en las series pluviométricas de las estaciones los que 
limitan la estimación del campo de precipitación. Las falencias en las estaciones 
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pluviométricas no solamente afectan los forzamientos producto de interpolación de los 
datos puntuales, sino que también afectan al método de mezcla con DS. En 
consecuencia, afectan las estimaciones de caudal realizadas por el modelo y esto 
impactaría también en los estimados de otras variables, que pudieran ser extraídas del 
modelo WFLOW-HBV, como la humedad del suelo o la percolación. 
Para confirmar estos postulados se presenta en la Figura 5-34 la misma gráfica de 
desempeños en términos del coeficiente NSE pero sin tener en cuenta en el cálculo del 
coeficiente NSE los años 1997, 2002-2003. Los resultados son muy similares a la Figura 
5-33 con excepción de la estación de calibración Cravo Norte [36027050] que presenta 
una mejoría en todos los forzamientos a excepción del MSWEP que reduce su 
desempeño (DSg e IDW suben de 0.5 a 0.67, mientras que las mezclas suben 0.61 para 
M_30km y M_op, y a 0.55 para M_Silver; el MSWEP baja de 0.74 a 0.6). Los 
desempeños en la estación 36027040 no se ven afectados porque no tienen registros 
observados en esos años. Estos resultados indican que no existe absolutamente un 
mejor forzamiento que otro y que su desempeño puede variar dependiendo del periodo 
de tiempo analizado. Sin embargo, las mezclas tienden a presentar mejores resultados 
que los conjuntos de información separados (solo estaciones, solo teledetectados o solo 
reanalisis), ya que le permitieron al modelo WFLOW-HBV representar hasta cierto punto 
los picos de caudal registrados en el “punto ciego” y en el periodo 2007 – 2012 que se 
destinó para la validación del ejercicio de calibración. 
Posibles explicaciones para el bajo desempeño del campo de precipitación en términos 
hidrológicos para los periodos arriba indicados (1997, 2002 y 2003) incluyen: primero, los 
estimados del MSWEP presentan mayores precipitaciones en las planicies, que le 
permiten alcanzar los caudales registrados en la estación Cravo Norte para el año 1997. 
Segundo, el subregistro que se presenta en la zona oriental de la cuenca por parte de las 
estaciones causa que los volúmenes precipitados en esta zona no sean registrados de 
manera adecuada (la falta de pluviómetros en la zona oriental de la cuenca puede verse 
en la Figura 3-3). Tercero, también existe la posibilidad que los registros de las 
estaciones que se encuentran en la zona occidental tengan una baja calidad de registro 
como lo señala López López et al. (2018); la descalibración de los pluviómetros puede 
ocurrir. La explicación más probable es una combinación entre un mal registro por parte 
de las estaciones en conjunto con una muy buena estimación de la precipitación 
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reportada por el MSWEP en las planicies de la cuenca, (acerca de esto, Beck, 
Vergopolan, et al. (2017), reportan que el MSWEP tiene buenos estimados en las 
planicies de la Orinoquía y la Amazonia). Así mismo, la última afirmación sobre el 
MSWEP se ve apoyada por los análisis de las Figuras 5-28 y 5-29. 
Figura 5-34: Desempeño de los diferentes forzamientos para el modelo WFLOW-HBV, 
sin tener en cuenta los años 1997, 2002-2003. 
 
5.3.2.3 Análisis de los parámetros calibrados 
La calibración de los parámetros del modelo WFLOW-HBV para los diferentes escenarios 
permite verificar el comportamiento de los mismos con respecto a la función objetivo, a 
través de lo que se conoce como “dotty plots”. Estos son gráficos que relacionan el rango 
parametral en el que se realizó la búsqueda con la evaluación del modelo. Estos gráficos 
también permiten dilucidar si la estrategia de calibración logró cubrir las posibles 
combinaciones de parámetros más influyentes en el desempeño del modelo. Lo anterior 
se verifica mediante la identificación de colores oscuros asociados a las primeras 
simulaciones, y a la posición de esos puntos oscuros; estos se deben esparcir a lo largo 
del rango parametral seleccionado. Se muestran a continuación, en seis paneles (cada 
uno correspondiente a un escenario), la variación de tres de los doce parámetros 
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analizados. El análisis de los restantes nueve se presenta en el anexo E de este 
documento. 
Figura 5-35: “Dotty plots” para el parámetro AlphaNL. 
 
La Figura 5-35 muestra el “Dotty plot” para el parámetro AlphaNL en los seis escenarios, 
indicando el número de la simulación en la escala de colores. Se puede ver que para 
todos los forzamientos este parámetro presenta equifinalidad (la superficie de la función 
objetivo es bastante plana dentro de la calibración de cada forzamiento, a diferencia de 
comparar entre forzamientos), dado que muchos valores del parámetro producen 
desempeños similares. Además, para la mayoría de los forzamientos se identifica que el 
valor óptimo del parámetro tiende a estar hacia el límite superior del rango parametral. 
No obstante, no se vislumbra tendencia del parámetro a necesitar valores más altos del 
mismo para producir mejores simulaciones (es decir, valores mayores de NSE). 
Asimismo, la posición de los puntos y su color asignado, indican un buen desempeño del 
algoritmo de calibración DDS; no se evidencia que la búsqueda haya dejado de 
muestrear algún intervalo del parámetro, esto es importante porque el objetivo del 
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algoritmo DDS es llegar por lo menos a un muy buen desempeño así el valor hallado no 
sea el máximo global. 
Figura 5-36: “Dotty plots” para el parámetro BetaSeepage. 
 
La Figura 5-36 muestra el mismo gráfico, pero para el parámetro BetaSeepage. En este 
caso se puede ver que el parámetro tiene una región que produce buenas simulaciones, 
esta región no cambia de forma importante entre forzamientos. Igualmente, el valor 
óptimo del parámetro tiene pocas variaciones entre forzamientos. De hecho, el valor 
óptimo del parámetro es el mismo en dos forzamientos (M_30km y M_op), y es muy 
parecido en el DSg e IDW. El valor cambia para los forzamientos M_Silver y MSWEP, 
pero su cambio no es significativo. Con respecto al algoritmo de calibración se puede 
decir que claramente identifica la superficie de respuesta de la función objetivo. 
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Figura 5-37: “Dotty plots” para el parámetro PERC. 
 
La Figura 5-37 muestra los “Dotty Plots” para el parámetro PERC, de percolación. En 
este caso se puede ver que dos de los seis forzamientos no presentan equifinalidad (en 
los forzamientos DSg, M_30km, M_op y MSWEP sí se presenta equifinalidad). En los 
escenarios IDW y M_Silver sí se presenta una tendencia más clara de los parámetros a 
tener un valor óptimo, y además su valor es menor al identificado en los demás 
forzamientos. Con relación a una menor percolación se debe recordar que esos dos 
forzamientos son los que menor volumen de agua tienen en los años 1997, 2002-2003. 
En consecuencia, la calibración del modelo con esos dos forzamientos identifica que el 
agua deba limitarse a los tanques superiores y no pase al tanque de flujo base para así 
poder alcanzar los picos del caudal observado; esto lo realiza el algoritmo de calibración 
a partir de disminuir el límite de agua que puede percolar (parámetro PERC, recordar 
Figura 3-3). Estos resultados resaltan la importancia de tener un buen forzamiento de 
precipitación en modelación hidrológica, ya que los parámetros pueden cambiar su 
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sensibilidad de acuerdo con el producto de precipitación ingresado e incluso indicar una 
sensibilidad aparente. 
5.3.2.4 Validación a través del modelo hidrológico con el conjunto de parámetros 
hallados con el forzamiento M_op 
Figura 5-38: Desempeño de los diferentes forzamientos en términos del coeficiente 
NSE, usando la estructura calibrada usando el forzamiento M_op. 
 
La Figura 5-38 muestra los desempeños en términos del NSE de todos los forzamientos, 
pero usando los parámetros óptimos hallados en la calibración del forzamiento M_op. Se 
puede ver que los resultados son similares a los presentados en la Figura 5-33, sin 
embargo, se deben resaltar ciertos cambios. Los forzamientos DSg, M_30km y M_op no 
tuvieron cambios, los valores de los coeficientes NSE son prácticamente los mismos, 
tanto para el periodo de calibración y validación, como para la estación de calibración y el 
punto ciego; esto señala la robustez de dichos forzamientos. Por el contrario, los 
forzamientos M_silver e IDW presentaron reducciones que van desde 0.1 a 0.45 puntos 
del coeficiente NSE. Los mayores cambios se vieron en el punto de validación “ciego” en 
el que el escenario IDW bajo 0.1 unidades y el M_Silver 0.45 puntos; esto indica que 
estos dos forzamientos no fueron robustos al no poder mantener el desempeño con los 
parámetros de otro forzamiento. Por último, el MSWEP también redujo su desempeño en 
la estación de calibración, pero mantuvo el valor del NSE en el punto “ciego”. La mayor 
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reducción que sufrió el MSWEP fue en el periodo de validación que alcanzó los 0.1 
puntos; lo anterior indica que, a pesar de no ser el mejor forzamiento, el MSWEP es 
parcialmente robusto porque puede mantener hasta cierto punto su desempeño. Este 
ejercicio además indica que las mezclas con el método DS requieren de la calibración de 
los parámetros de ancho de banda de la función Kernel o que los valores sean asignados 
con base en los resultados encontrados mostrados en las Figuras 5-6 y 5-7. Con estos 
análisis también se corrobora lo expuesto por Serrat-Capdevila et al. (2014), cuando 
mencionan que todos los forzamientos deben ser calibrados por aparte para así 
aprovechar correctamente las características del campo de lluvia. 
5.3.3 Firmas hidrológicas 
A través del cálculo de las firmas hidrológicas se evaluó más a fondo la influencia del 
campo de precipitación sobre los resultados de la escorrentía simulada por el modelo 
WFLOW-HBV para cada forzamiento. El cálculo de las firmas hidrológicas se realizó 
sobre los caudales observados y simulados en el periodo 2007-2012, que fue el periodo 
escogido para la validación del modelo. El valor de la diferencia, en porcentaje, para las 
tres firmas (caudal extremo, segmento alto de la CDC y varianza de los caudales), para 
los seis forzamientos se puede ver en la Tabla 5-5. 
Tabla 5-5: Error porcentual de las firmas hidrológicas de los caudales simulados 
contra las firmas hidrológicas de los caudales observados, para los seis forzamientos. 
 DSg IDW M_Silver M_30km M_op MSWEP 
Qpico (Q1%) -13.4% -21.7% -18.3% -6.0% -9.5% -17.5% 
Qseg_Alto (Q2%) -22.5% -35.5% -30.2% -13.1% -15.4% -30.7% 
Varianza de Q -26.1% -41.9% -36.2% -27.3% -29.5% -39.7% 
En la Tabla 5-5 puede apreciarse que los caudales simulados por los diferentes 
forzamientos de precipitación analizados subestiman las tres firmas hidrológicas 
consideradas. El forzamiento que presenta el mayor error en las tres firmas es el IDW; 
estos valores reflejan el comportamiento suavizado de la hidrógrafa, ocasionado por la 
suavización del campo de precipitación diario para este forzamiento. De otra parte, el 
forzamiento que presenta el menor error es el M_30km, que tiene una subestimación en 
el caudal pico de solo el 6%, le siguen en esta firma el caudal M_op y el DSg. La firma 
hidrológica del caudal superado el 1% del tiempo se relaciona bastante con el 
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forzamiento de lluvia, porque son esos pulsos de lluvia de alta frecuencia los que 
transitan por la red de drenaje y dan lugar a pulsos de alta frecuencia en el caudal. En 
términos de la segunda firma hidrológica investigada, que es el segmento superior de la 
CDC (Q2%), nuevamente el mejor escenario es el M_30km seguido nuevamente muy de 
cerca por el M_op. Aunque el error de todos los campos, en términos de la varianza de 
los caudales es relativamente alto, los forzamientos de mezcla M_30km, M_op y el DSg 
son los que tienen el menor error. Con respecto al MSWEP se puede decir que, en 
términos de firmas hidrológicas, su desempeño no es tan bueno. En dos de las tres 
firmas se encuentra de penúltimo y en el caudal pico es el cuarto de seis forzamientos; 
estos resultados indican que se requieren mayores volúmenes para alcanzar los picos de 
caudal. Lo anterior puede deberse en parte a la resolución del producto, que se traduce 
en falta de detalle en el campo de precipitación. Estos resultados resaltan nuevamente la 
importancia de hacer mejoras a productos de reanálisis con información local, así como 
no utilizar solamente información de estaciones y algún método de interpolación para 
hallar un campo de precipitación. 
5.3.4 Calibración y validación del modelo DWB 
La Figura 5-39 muestra los desempeños de las escorrentías simuladas por el modelo 
DWB a escala mensual, en comparación con las escorrentías observadas. En la estación 
Cravo Norte [36027050], que fue usada para la calibración del modelo en el periodo 
1997-2006, se presenta una situación muy similar a la obtenida con el modelo WFLOW; 
los forzamientos con influencia de estaciones tienen un desempeño menor que el del 
MSWEP. Esto se produce nuevamente por los bajos volúmenes de los años 1997, 2002-
2003 como ya se ha mencionado. No obstante, los forzamientos M_30km y M_op tienen 
mejores desempeños que los escenarios DSg, IDW y M_Silver. Por el contrario, en el 
periodo de validación los forzamientos M_30km y M_op superan en desempeño a los 
demás incluyendo el MSWEP. Se debe resaltar que todos los coeficientes NSE con este 
modelo mensual son menores a 0.5, lo que contrasta con los muy buenos resultados 
obtenidos con el modelo WFLOW. Esto se debe a las diferencias en estructuras de los 
modelos. 
Por otra parte, se puede ver que el desempeño en el “punto ciego” es bastante bajo. Se 
debe recordar que para la modelación de la cuenca que cierra en la estación San 
Salvador [36027040], se recortaron y agregaron espacialmente los campos de 
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precipitación y evapotranspiración, con los que se forzó el modelo DWB con series de 
tiempo un poco diferentes a las usadas para la cuenca completa que cierra en la estación 
Cravo Norte [36027050]. Los desempeños contrastan nuevamente con lo mostrado por el 
modelo WFLOW en la Figura 5-33, e indican que la representación espacial del campo 
de precipitación que es ingresado al modelo WFLOW le permite obtener mejores 
resultados siguiendo, en ambos casos, procedimientos de calibración rigurosos. A pesar 
de que los coeficientes NSE solo sean aceptables, se debe destacar que los 
forzamientos debidos a mezclas en general tuvieron mejores desempeños que los demás 
métodos, seguidos por la interpolación con DSg. 
Figura 5-39: Desempeño de los diferentes forzamientos en términos del coeficiente 
NSE para el modelo DWB, para la estación Cravo Norte [36027050] y para la estación 
San Salvador [36027040]. 
 
El análisis de los parámetros del modelo DWB no evidenció grandes diferencias entre 
forzamientos, específicamente, las superficies de las funciones objetivo en todos los 
parámetros fueron muy similares. Los “dotty plots” pueden verse en el anexo F, en 
conjunto con las hidrógrafas generadas por las simulaciones en comparación con las 
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observadas. Se debe recalcar que el parámetro más identificable fue el 𝛼1, que está 
relacionado con la partición de la precipitación, debido a que todos los forzamientos 
tienen valores óptimos similares. Los demás parámetros tuvieron superficies de la 
función objetivo muy planas indicando equifinalidad, con lo que el valor óptimo 
identificado no necesariamente es significativo para el ejercicio de modelación (estos 
valores se muestran en la Tabla 5-6), es decir, otros valores de los parámetros producen 
desempeños muy similares. Esto aplica especialmente para el parámetro 𝑑 de flujo base.  
Tabla 5-6: Valores de los parámetros calibrados del modelo DWB 
Forzamiento alpha_1 alpha_2 d Smax 
DSg 0.573 0.787 1 2.301 
IDW 0.555 0.863 0.925 2.756 
MSilver 0.513 0.989 0.958 2.769 
M30km 0.557 0.834 0.681 2.509 
Mop 0.565 0.84 1 2.618 
MSWEP 0.564 0.875 0.17 11.417 
5.3.5 Síntesis de la validación a través de la implementación de 
los modelos hidrológicos 
Con estos resultados se ha demostrado que el desempeño de los modelos hidrológicos 
forzados con los campos creados con solo estaciones e incluso las mezclas se ven 
altamente afectados por los vacíos en las series de tiempo de precipitación (obsérvese 
por ejemplo la Figura 5-31). No obstante, la información satelital o de reanálisis 
complementaria, puede suplir algunas de dichas deficiencias en los periodos que se 
presentaron los vacíos. Si se observa la Figura 5-33 se observa que los forzamientos 
productos de mezclas (M_30km y M_op) son mejores que el IDW y que el MSWEP, 
fuentes de información de solo estaciones y de solo reanálisis respectivamente; esto es 
claro al observar la validación en el punto “ciego” y el periodo de validación. La influencia 
del campo de precipitación no solo impacta en los volúmenes de escorrentía estimados 
por los modelos; se descubrió en el ejercicio de calibración con el modelo WFLOW que la 
superficie de la función objetivo cambia de acuerdo con el forzamiento usado, no siendo 
esto evidente en el modelo DWB.  
Por otra parte, las mezclas de información presentaron los mejores desempeños en el 
análisis de las tres firmas hidrológicas seleccionadas. Asimismo, las mezclas tuvieron los 
mejores desempeños en el punto alterno y en el periodo de validación. Cabe resaltar que 
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la calibración de la mezcla es importante, de acuerdo con los resultados arrojados por el 
escenario creado usando el parámetro de Silverman en la mezcla. La mezcla de 
información usando los valores de la regla de Silverman presentó resultados aceptables 
cuando se calibro dicho forzamiento y estos son parecidos a los reportados por IDW (en 
validación son mejores). Sin embargo, queda claro que tener en cuenta la variación de 
los parámetros de mezcla obtenida en la cuenca del río Sogamoso es de gran utilidad 
para crear mejores forzamientos, y así, no depender solamente de la regla de Silverman 
para asignar los valores para los parámetros de mezcla. Las mezclas sí presentaron 
mejores resultados que el escenario con el forzamiento IDW, con lo que se confirma 
parcialmente la hipótesis planteada, los campos de precipitación que son producto de 
mezclas de información generan mejores resultados en términos hidrológicos. 
Igualmente, los forzamientos de mezclas M_30km y M_op fueron los más robustos en 
mantener el desempeño de los caudales simulados cuando se cambiaron las estructuras 
originales de los modelos; lo anterior también lo cumplió el forzamiento DSg. 
Se presentaron grandes diferencias en el desempeño evaluado en el “punto ciego” 
cuando se compararon los resultados de los modelos DWB y WFLOW. Los buenos 
resultados obtenidos con el modelo distribuido WFLOW, resaltan el ejercicio riguroso de 
calibración y la estructura usada en ese modelo distribuido. Asimismo, resaltan la 
corrección sobre los campos de precipitación que realizo el método de mezcla DS. El 
detalle de esa corrección se pierde en parte cuando se promedia espacialmente la 
precipitación, pérdida de detalle que se ve reflejada en los regulares resultados obtenidos 




6. Conclusiones y recomendaciones 
6.1 Generalidades 
Mediante los procedimientos implementados en este proyecto de investigación, se ha 
probado que sí se pueden estimar, con relativa buena calidad, en zonas con escasez de 
información, variables meteorológicas fundamentales para la modelación hidrológica 
como herramienta de apoyo para la gestión integral del recurso hídrico. Específicamente 
en este proyecto se ha evaluado la pertinencia y desempeño de las mezclas entre datos 
pluviométricos y datos de reanálisis (MSWEP) utilizando el algoritmo de doble 
suavizamiento con funciones de Kernel (DS). Esto se realizó mediante una comparación 
contra la interpolación de datos de estaciones pluviométricas y contra un campo base de 
precipitación, ambos en la cuenca del río Sogamoso, seleccionado como el primer caso 
de estudio, como un escenario rico en información hidroclimatológica. Debido a la 
escasez de información pluviométrica en la cuenca del río Casanare, seleccionada como 
segundo caso de estudio, se debieron evaluar los métodos de interpolación y mezcla de 
forma alternativa; esto se realizó a través de la modelación hidrológica. La modelación 
hidrológica no fue necesaria en la cuenca del río Sogamoso debido a que su alta 
densidad de medición pluviométrica permitió evaluar los campos de precipitación 
directamente con información de precipitación. Con esta metodología se lograron abordar 
cada uno de los objetivos específicos planteados en esta investigación. Además, los 
resultados de las evaluaciones permiten responder a la pregunta de investigación 
planteada y a las sub-preguntas asociadas. 
Asimismo, algunos de los resultados y conclusiones presentados en este documento han 
sido divulgados en diferentes eventos académicos incluyendo la 13 Conferencia 
Internacional de Hidroinformática realizada en julio de 2018 en Palermo – Italia. Ver 
EasyChair Proceedings and Collections (EPiC series), específicamente en el EPiC series 
in Engineering con ISSN: 2516-2330 y con número DOI: 10.29007/2xp6. Trabajos 
precedentes asociados al proyecto eartH2Observe, y relacionados principalmente con la 
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evaluación del desempeño del MSWEP y sus características, fueron publicados también 
en otras conferencias y revistas como la conferencia anual de la Unión Geofísica 
Europea (EGU, por sus siglas en inglés), el Congreso Latinoaméricano de Hidráulica y la 
revista de la IAHR para jóvenes investigadores y profesionales (que puede ser 
consultada en este enlace). 
6.2 Conclusiones 
Se ha comprobado con las metodologías de validación cruzada (CV) y de validación 
independiente (IV), que la mezcla con DS tiene errores menores a los métodos de 
interpolación geoestadísticos y tradicionales. Esto se corroboró cuantitativamente en el 
capítulo 5 de resultados y por tanto se valida la hipótesis planteada de que, el método DS 
efectivamente genera mejores estimativos de campos de precipitación en las dos 
cuencas colombianas investigadas que otros métodos de interpolación determinísticos o 
geoestadísticos. En consecuencia, la mezcla usando el doble suavizamiento con 
funciones de Kernel si puede ser aplicada en zonas con escasez de información. No 
obstante, en el siguiente numeral se recomiendan ciertas características relacionadas 
con la excesiva baja densidad de estaciones. 
De las dos formas de validación de los campos de precipitación investigadas, se infiere 
del ejercicio aplicado en la cuenca del río Sogamoso, que la validación independiente (IV) 
es más confiable que la validación cruzada (CV), cuando la interpolación o mezcla se 
realiza con una baja densidad de estaciones. Esto se confirma por la baja cantidad de 
estaciones contra las que se compara en la metodología de CV cuando la densidad es de 
0.74 est/1000 km2, y a que los resultados de IV para esta categoría contrastan 
importantemente con relación a los obtenidos por CV; esto sucede en todos los métodos 
de interpolación o mezcla. También se concluye que para altas densidades las dos 
formas de validación son complementarias. No obstante, la IV solo es posible 
implementarla en cuencas bien instrumentadas, en las que sea posible reservar un 
conjunto de estaciones por fuera de la interpolación o mezcla para realizar la evaluación. 
Con respecto a la pregunta de investigación, ¿En qué medida el método de interpolación 
basado en información de precipitación teledetectada e in-situ y funciones de Kernel, 
puede llegar a mejorar la estimación de campos de precipitación en zonas con escasez 
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de información?, se presentan a continuación las siguientes observaciones y 
conclusiones:  
Se observó que el método de mezcla con DS, en comparación con Kriging mejora las 
estimaciones entre un 20% y un 10% aproximadamente, dependiendo de la categoría y 
configuración utilizada. Con relación al Kriging Regresivo, las mejoras del DS son pocas, 
si se comparan los resultados de la CV en altas densidades; se resalta que en algunos 
días el Kriging Regresivo no permitió realizar la estimación debido a la falta de 
correlación espacial, que ocasiona valores indeterminados al resolver las ecuaciones del 
Kriging; por el contrario, el algoritmo DS sí permitió hacer estimaciones en todos los días. 
De otra parte para las densidades más bajas, usando la metodología IV el error puede 
llegar a ser de más de 10 mm/día con relación al error del DS y de por lo menos 0.25 
mm/día para las densidades más altas. Esto permite concluir que la mezcla es muy 
importante cuando se presentan bajas densidades de estaciones si solo se considera el 
Kriging Regresivo como método de interpolación. Con respecto a los métodos de Kriging 
Universal y Kriging con Deriva Externa, la mezcla presenta reducciones del error, 
similares a las reportadas para el Kriging Regresivo. 
Los análisis iniciales realizados sobre los campos de mezcla comparando los parámetros 
de ancho de banda y porcentajes de estaciones, muestran que es importante calibrar los 
parámetros. Asimismo, la categoría y configuración de estaciones utilizadas impactan 
considerablemente los resultados de la mezcla cambiando los patrones de los campos de 
lluvia. Usando los campos óptimos, se concluyó que se realizan correcciones más 
regionales que locales, mientras que el parámetro de Silverman sí realiza correcciones 
más locales (es decir, la corrección se limita a una distancia mucho más cercana a cada 
estación). 
Por otra parte, se infiere del ejercicio de regresiones implementado para retirar la 
tendencia que: primero, la influencia de la coordenada norte en el desempeño de la 
regresión puede tener una influencia del patrón de vientos que corren de oriente a 
occidente y de la zona de confluencia intertropical, cuya intensidad varía según la latitud 
y la época del año (Poveda et al., 2006). Segundo, la influencia de la Cordillera Oriental y 
de los valles de los ríos Chicamocha y Suárez, que van en la dirección Sur-Norte, 
seguramente también impacta en la condensación de masas de aire húmedo que 
provienen desde el oriente. Esto termina reflejándose en los coeficientes de correlación y 
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los errores RMSE que se presentaron en la Figura 5-11, en donde la regresión que 
incluye el término asociado a la coordenada norte, en un término cuadrático, tiene una 
mayor correlación y un menor error. 
Por otra parte, se infiere que el preproceso de ajuste de variogramas está influenciado 
por muchas variables y por errores en la medición del campo a estimar. La corrección 
hecha a través del retiro de la tendencia de los datos se puede afectar en gran medida 
por una baja densidad de medición, con lo que también se afecta el estudio de la 
estructura espacial del campo (variograma experimental y su posterior ajuste a un 
modelo de variograma teórico). 
Para IDW sorprenden los buenos resultados con densidades bajas de estaciones. El 
método de mezcla con DS no implica una mejoría sustancial con respecto a los 
resultados presentados por IDW cuando se evalúa la mejora en términos meteorológicos 
(es decir, contra las estaciones pluviométricas). Las mayores reducciones son de 0.25 
mm/día que equivalen a 5% aproximadamente. Por otra parte, el método de IDW es 
mucho más parsimonioso que los métodos Kriging. Mientras que IDW solo tiene un 
parámetro (el exponente de ponderación), los Kriging requieren estimar los parámetros 
de los variogramas y las regresiones que se necesitan hacer para retirar la tendencia. 
Las regresiones tienen coeficientes que pueden asociarse a parámetros, volviendo más 
complejos los métodos Kriging que el método IDW. 
También sorprenden los resultados del método de interpolación usando el doble 
suavizamiento, pero con solo estaciones, DSg. Este campo supera a la mezcla en 
valores de 0.25 mm/día para IV y para CV, con lo cual se ha identificado como un muy 
buen método de interpolación alterno para generar campos de lluvia, incluso con bajas 
densidades de estaciones. La diferencia entre los resultados de la mezcla de datos 
satelitales y estaciones usando el DS, y este método de interpolación de estaciones con 
DS (DSg), puede provenir de la influencia del MSWEP como campo de fondo. Si el 
campo de fondo no es correcto para las regiones en donde hay limitaciones en 
estaciones pluviométricas, al método de mezcla le ingresa una información secundaria 
que realmente se convierte en “ruido” para la mezcla con estaciones. La información 
secundaria proveniente de reanálisis, podría mejorarse de forma previa a la mezcla con 
estaciones pluviométricas mediante métodos de subescalamiento, como interpolaciones 
bilineales o cuadráticas, o con procedimientos más elaborados como los presentados por 
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López López et al. (2018). Una dificultad del algoritmo de mezcla con DS es que requiere 
calibración de los parámetros de ancho de banda, también llamados parámetros de 
mezcla. 
Con base en los resultados de la comparación contra estaciones se pueden clasificar los 
métodos probados en un orden de uso. La mezcla de información con DS permite 
encontrar muy buenos resultados en cualquier densidad de estaciones, en las más altas 
e incluso en las más bajas (ver Figura 5-4 y la Tabla 5-2, en donde la mezcla con DS 
tiene el menor error, incluso usando el 100% de estaciones). La interpolación DSg 
también genera muy buenos resultados, pero se generan errores mayores cuando existe 
baja densidad de estaciones. Lo mismo se puede decir del método IDW, por su 
simplicidad y buenos resultados permite obtener buenos productos de forma rápida; su 
error es un poco mayor que el reportado por el DSg. Por último, el Kriging residual es un 
muy buen método cuando hay altas densidades de estaciones, pero se debe tener 
cuidado en aquellos días en donde no hay correlación espacial. Los otros métodos 
basados en Kriging (ordinario y universal) no se recomiendan, sobre todo en densidades 
bajas. Todo lo anterior quedó consignado en la sección 5.1 del capítulo de resultados. 
Con respecto a la escogencia del campo base, se puede concluir lo siguiente. Aunque la 
interpolación de la variable conlleva a un ingreso de incertidumbre, el uso de otros 
campos de precipitación provenientes de información teledetectada, como radares o 
satélite, o incluso de modelaciones atmosféricas, trae consigo mayores incertidumbres 
que la interpolación de datos puntuales (Kidd & Levizzani, 2011). Asimismo, en cuencas 
colombianas poco instrumentadas, por el momento también es extraño encontrar campos 
provenientes de radares. Una alternativa que puede llegar a considerarse a futuro, como 
posibles campos base de comparación es la combinación de datos de radares con datos 
de estaciones. En los ejercicios para evaluación de nuevas metodologías, como los aquí 
planteados, se debe buscar siempre el campo que genere menor error en comparación 
con las estaciones pluviométricas, incluso si este es el producto de mezclas de datos. 
Esto se concluye por el hecho de que las estaciones proveen la medición más directa del 
fenómeno precipitación y son la fuente de información más fiable del campo real. Para 
reducir las limitaciones de los procedimientos de comparación con base en la definición 
de un campo base, se deben realizar los procesos sobre cuencas con las densidades de 
estaciones más altas posibles. 
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Por otra parte, se concluye de la comparación contra el campo base que la mezcla con 
DS es el método que genera el menor error (RMSE) para bajas densidades. Además, la 
mezcla presenta resultados similares o mejores a los otros métodos, en términos de 
sesgo y correlación temporal, sobre todo para las densidades más bajas. En términos 
espacio-temporales, la mezcla permite obtener menores sesgos que los métodos de 
Kriging, sobre todo en los meses más lluviosos; esto se comprobó a través del análisis 
espacio temporal. Lo anterior puede deberse a una mayor variación espacial del campo 
de precipitación para cada uno de los días para los cuales se realizó la estimación. El 
método de IDW también presentó resultados similares a la mezcla con DS en el análisis 
espacio temporal.  
Con respecto a las preguntas relacionadas con los parámetros de mezcla, se puede 
responder lo siguiente. Se comprobó que el primer parámetro de mezcla ℎ1 sí tiene una 
correlación clara con la densidad de estaciones. Se obtuvo que el parámetro tiende a 
aumentar cuando existe una baja densidad de estaciones compensando la carencia de 
información con la de pluviómetros lejanos. La estabilidad en el parámetro que se da 
para densidades menores a 3 est/1000 km2 puede deberse al aporte del campo de fondo, 
que suple las falencias de información debidas a la baja densidad; esta estabilidad para 
la cuenca del río Sogamoso se presentó aproximadamente para 30 km, pero no significa 
que en otras cuencas se tenga este mismo valor. El segundo parámetro ℎ2 no mostró 
una correlación clara con relación a la densidad de estaciones; este es el parámetro que 
depende de los pseudo-residuales y, por ende, es comprensible que no tenga una clara 
correlación con la densidad de pluviómetros. Ambos parámetros son sensibles a la 
calibración y su sensibilidad tiende a aumentar con la reducción de la densidad de 
estaciones (ver Figuras 5-8 y 5-9). Como se mencionó anteriormente, en conocimiento 
del autor, al método DS no se le habían analizado aún las propiedades de los parámetros 
de mezcla en relación con la densidad de estaciones presentes en la región de análisis, 
lo que constituye otro valor agregado de la presente investigación. 
Estudios previos sobre los parámetros de un doble suavizamiento con funciones de 
Kernel, se han hecho sobre densidades de probabilidad. Allí se resalta que el parámetro 
ℎ2 tiene una importancia mayor que el ℎ1. Sin embargo, en esta investigación se encontró 




La pregunta relacionada con las facilidades y ventajas del método de mezcla, se puede 
responder mediante las siguientes conclusiones. A diferencia de los métodos basados en 
Kriging, la mezcla o la interpolación con DS no requiere del preprocesamiento o remoción 
de la tendencia o del ajuste de semivariogramas, solo se requiere de la posición de las 
estaciones, los datos y de un algoritmo de calibración metaheurístico, lo que en cierta 
medida es más sencillo que aplicar los métodos de Kriging. Asimismo, los métodos DS 
permiten realizar estimaciones en todos los días del periodo de estudio, situación que no 
fue posible con los métodos basados en Kriging ya que se encontraron días en los que 
se tenía efecto “pepita” puro. Una alternativa para solucionar dicho problema en los 
métodos de Kriging es asignar un variograma basado en la climatología de la zona, pero 
son procedimientos bastante complejos que siguen sin atacar el problema de raíz, que 
radica en la falta de correlación espacial de los datos en ese día específico debida a 
bajas densidades de medición pluviométrica. El método de IDW tampoco requiere de pre-
procesos y también genera resultados similares a los del DSg y a la mezcla con DS, 
cuando se comparan los estimados de precipitación contra las estaciones pluviométricas; 
no obstante, el desempeño del IDW es un poco menor. Estos tres últimos métodos son 
bastante similares en términos de implementación computacional, la diferencia radica 
principalmente en los ejercicios de calibración efectuados sobre el DS y el DSg (que 
también puede realizarse sobre el exponente del IDW). 
A continuación, se concluye sobre la validación a través de modelación hidrológica. En 
términos hidrológicos los campos con pocas estaciones, o con baja calidad de 
información, no necesariamente producen buenos resultados; esto se confirmó con las 
limitaciones de información para la modelación hidrológica efectuada con WFLOW-HBV y 
DWB, específicamente en los años 1997, 2002 y 2003, forzando el modelo con el método 
IDW y el DSg. Los campos producto de la mezcla también se vieron afectados por una 
excesiva baja densidad y calidad de información, pero menos que los campos basados 
únicamente en estaciones. La principal conclusión que se deriva de este ejercicio de 
modelación hidrológica es que las deficiencias en muestreo en las estaciones 
pluviométricas ocasionan subestimaciones en los volúmenes de lluvia precipitados; 
volúmenes de agua que en el caso del río Casanare se dieron en la región oriental de la 
cuenca, de acuerdo con los estimados del MSWEP, región que es deficiente en la 
medición de lluvia (ver Figuras 5-28 y 5-29). Asimismo, la deficiencia del muestreo y la 
baja resolución de productos de reanálisis no permite determinar los detalles locales del 
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campo de lluvia, detalles que influyen sobre los picos de caudal que fueron subestimados 
por todos los forzamientos en el análisis de las firmas hidrológicas del caudal pico (Q1%) 
y segmento superior de la curva de duración de caudales (Q2%). 
De los resultados obtenidos para los escenarios que usan la mezcla de información se 
puede inferir la siguiente característica acerca de la influencia del parámetro de mezcla, 
también conocido como ancho de banda de la función Kernel. No necesariamente 
aquellos campos que producen el menor error usando como comparación los 
pluviómetros, son los que generarán el mejor desempeño en términos hidrológicos. La 
influencia del parámetro de mezcla, o ancho de banda, puede ser realmente menor al 
calibrado contra estaciones pluviométricas.  
El traslado de parámetros provenientes de la cuenca del río Sogamoso evidencio que lo 
aprendido en esa cuenca puede ser usado para generar mejores simulaciones de caudal. 
Se debe resaltar que ambas cuencas tienen diferencias geomorfológicamente, ya que 
una es de montaña mientras que la otra es principalmente de planicie. No obstante, 
ambas se encuentran en la zona de confluencia intertropical y colindan sus divisorias de 
aguas. Al traspasar los parámetros se descubrió que uno de los mejores resultados en 
términos hidrológicos proviene de realizar las mezclas con los parámetros obtenidos para 
la cuenca del río Sogamoso. Esto es soportado por los resultados de la comparación de 
las firmas hidrológicas de la sección 5.3 del capítulo de resultados. No obstante, se 
espera que en general las mezclas calibradas contra pluviómetros generen buenos 
resultados hidrológicos. 
Se concluye también que las mezclas de información no solamente están limitadas por 
las deficiencias del campo de fondo o teledetectado. Deficiencias en los registros de las 
estaciones pluviométricas pueden afectar en gran medida las mezclas de satélites y 
pluviómetros en ciertos periodos de tiempo, esto también es reportado por López López 
et al. (2018). Ejemplo de esto sucedió en la modelación en la cuenca del río Casanare en 
los años 1997, 2002 y 2003, los bajos volúmenes registrados en los pluviómetros 
ocasionaron que los campos de precipitación basados en estaciones y en mezclas, no 
pudieran representar adecuadamente el caudal observado. Una forma de identificar 
inconsistencias en los registros de pluviómetros es a través de la modelación hidrológica. 
Otra forma más directa son los análisis de entropía de la información como los 
desarrollados por Yang & Burn (1994). Estos procedimientos de teorías de información 
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pueden ayudar a identificar las falencias en los registros de los pluviómetros y a 
determinar cuáles son las estaciones importantes dentro de la misma red. Estos 
procedimientos basados en entropía fueron descubiertos al final de la investigación por el 
autor de este trabajo, y fue a raíz de la situación de bajos volúmenes precipitados sobre 
el río Casanare, que se indagó sobre la aplicación de estas metodologías. 
Dado que el modelo WFLOW-HBV recibe campos distribuidos de precipitación, se 
pueden presentar diferencias entre el caudal simulado en el río Cravo Norte y el 
Casanare. Los estimados en dichos ríos pueden depender de las lluvias en la zona plana 
en donde no hay estaciones, y en donde el campo de fondo puede suplir la información 
faltante. En consecuencia, los estimados de caudal simulado en cada uno de los ríos que 
componen la cuenca pueden influir en los resultados después de la confluencia de los 
dos ríos y son estos resultados de caudal los que se usaron para evaluar el modelo 
hidrológico en la estación hidrométrica Cravo Norte [36027050].  
En ejercicios de validación mediante modelación hidrológica, la validación en puntos 
“ciegos” puede ayudar a la identificación de la evaluación del campo de precipitación. Es 
decir, estos puntos permiten identificar las zonas en donde se están determinando 
adecuadamente los campos de precipitación, y aquellas en donde existen deficiencias. 
Supóngase por ejemplo que hubiera existido una estación de caudal “ciega” a la 
calibración en la zona norte de la cuenca del río Casanare; la validación de los caudales 
modelados contra los observados en dicho punto hubiera dado información sobre si las 
precipitaciones que ocurrieron en la zona noroccidental de la cuenca fueron censadas de 
forma correcta o errónea, todo a través de la comparación con los caudales. Estos 
análisis son muy limitados si se usan modelos agregados, como quedó demostrado con 
los regulares resultados del modelo DWB en el punto de validación “ciego” a la 
calibración. Por tanto, se infiere con este ejercicio que la validación de los campos de 
precipitación a través de modelación hidrológica distribuida puede arrojar muchas ideas 
sobre los problemas que se presentan con el muestreo del campo de precipitación.  
Respecto al proceso de calibración en la modelación hidrológica, Serrat-Capdevila et al. 
(2014) resaltan la importancia de recalibrar los modelos hidrológicos si estos son 
forzados con campos de precipitación de satélite, reanálisis o mezclas. Las razones 
dadas van dirigidas a que “el proceso de calibración del modelo hidrológico ajusta los 
valores de los parámetros para superar errores estructurales en el modelo, para superar 
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limitaciones en la disponibilidad de datos ingresados o datos requeridos para la 
calibración, y otros desconocimientos” (Serrat-Capdevila et al., 2014, p. 522). Esto se 
corroboró en este proyecto de investigación al descubrir que la superficie de la función 
objetivo cambió dependiendo del forzamiento usado en el modelo, ver sección 5.3.2. 
Con respecto a la pregunta relacionada con el desempeño hidrológico producido por los 
campos de precipitación en la cuenca del río Casanare, se puede concluir lo siguiente. 
Es claro que el método DSg produce buenos campos de precipitación que repercuten en 
buenas simulaciones hidrológicas; no obstante, puede sufrir grandes deficiencias por la 
falta de información en periodos de tiempos particulares. Lo mismo le ocurre al método 
de IDW. Los anchos de banda del método de mezcla, con los que se construyeron los 
campos de precipitación, tuvieron una gran influencia en el desempeño del modelo. Para 
el punto de calibración en el periodo 1997-2006, se produce una importante reducción del 
coeficiente NSE entre los escenarios MSWEP y de mezcla de reanálisis y estaciones. 
Esto se debe a la influencia de las estaciones, lo que también puede ser síntoma de 
registros defectuosos en los pluviómetros. Se debe resaltar que, para el periodo de 
calibración, pero en el punto “ciego”, las mezclas tuvieron un mejor desempeño que el 
campo de fondo (MSWEP), y el desempeño del escenario M_optimo fue el mejor, tanto 
con el modelo WFLOW como con el modelo DWB. Los análisis de las firmas hidrológicas 
también confirmaron que las mezclas tienen en general el mejor desempeño. Por todas 
estas razones se puede concluir que en general, las mezclas presentan mejores 
desempeños que los campos provenientes de solo estaciones o de solo reanálisis, pero 
su desempeño puede variar dependiendo del periodo de tiempo y de la información 
ingresada. 
6.3 Recomendaciones 
Este proyecto de investigación ha resuelto algunas preguntas y ha generado otras que se 
sugieren a continuación con la esperanza de que sean retomadas y así mejorar aún más 
la calidad de la información hidrometeorológica existente en el país. 
En cuencas con redes de monitoreo de media densidad (densidades entre 2 y 5 Est/1000 
km2), se pueden implementar métodos adicionales a la validación cruzada (CV) y la 
validación independiente (IV). Estos métodos son conocidos como validación cruzada de 
𝑝 elementos (leave-p-out cross validation). Sin embargo, estos métodos producen 
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combinatorias de las estaciones escogidas para la estimación y para la medición del 
error, lo que puede ser computacionalmente muy exigente e inviable. Por tanto, si se 
quieren aplicar algunos de estos métodos, se recomienda hacer el muestreo de 𝑝 
elementos las 𝑛 veces definidas del conjunto total de estaciones para realizar la 
estimación y dejar las demás estaciones para validación. Es decir, cada grupo de 
validación tendrá estaciones que no se repiten en los otros conjuntos de validación; esto 
reduce la cantidad de conjuntos definidos por la combinatoria. 
La precipitación es un fenómeno intermitente que presenta fronteras en los valores 
distribuidos, es decir, se presentan zonas e intervalos de tiempo en donde el valor 
registrado es 0, registros que se encuentran entre áreas en donde hay valores distintos a 
0. Por tanto, y siguiendo las recomendaciones de David Ian Francis Grimes & Pardo-
Iguzquiza (2010), se aconseja también hacer análisis con Kriging indicador sobre este 
tipo de fenómenos asociados a la precipitación. Existen pocos estudios en los que se 
utiliza esta técnica, y los mismos no son concluyentes (Chappell et al., 2013; Long et al., 
2016). 
En este trabajo se usó el MSWEP como campo de fondo para complementar la 
información de mezcla. Aunque este es un producto reciente y que ha sido extensamente 
validado, existen en el presente otras fuentes de información que también pueden ser 
útiles y que se podrían utilizar como campos de fondo. Entre las fuentes de información 
que en conocimiento de este autor no se han utilizado con el algoritmo DS están los 
radares meteorológicos, que son fuentes de información de mayor resolución, pero de 
menor cobertura y que en algunos países se han instalado con el objetivo de suplir la 
falta de estaciones pluviométricas. En relación con los radares, actualmente el IDEAM se 
encuentra implementando varios radares meteorológicos en varios puntos de Colombia, 
De haber estado disponibles dichos datos de radares, se hubiera explorado el 
desempeño del método de mezcla con DS con dichos datos, que, al tener una resolución 
más alta, hubieran permitido hallar campos de precipitación de mayor resolución y 
hubieran permitido complementar la información de las estaciones de manera más 
precisa. 
Otra fuente de información que promete dar datos teledetectados en el futuro cercano es 
la misión Global Precipitation Measurement (GPM), de la NASA y de la agencia espacial 
japonesa (George J Huffman et al., 2015). Con nuevas tecnologías de microondas 
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pasivas (PMW), promete dar información complementaria que puede ser de calidad para 
los trópicos del mundo y que puede ser de utilidad en combinación con datos de 
estaciones. 
Los campos de precipitación se pueden crear con el algoritmo DS usando valores 
distintos a los parámetros óptimos, óptimos en el sentido de que son calibrados contra 
estaciones pluviométricas. Con un valor diferente asignado a los parámetros de mezcla, 
se puede limitar el área de influencia que los pluviómetros tienen en la mezcla con el 
campo de fondo. En este sentido, los resultados encontrados en esta investigación 
pueden servir para asignar inicialmente el valor del parámetro y evitar, si se quiere, la 
calibración de los mismos (ver Figuras 5-6 y 5-7 de variación de los parámetros con la 
densidad de estaciones). Con el control del parámetro se le puede dar más peso a los 
estimados del campo de fondo que, para este ejercicio, reportó que el MSWEP original 
tiene un muy buen desempeño sin necesidad de corrección, a pesar de que se demostró 
que puede ser mejorado con información local. Se recomienda, basado en la experiencia 
en el río Casanare, siempre probar con varios anchos de banda, así la corrección del 
campo final puede ser menos propensa a las correcciones erróneas que pueden surgir 
de una asignación incorrecta del ancho de banda y a posibles registros defectuosos en 
las series pluviométricas. 
Por otra parte, la excesiva baja densidad de medición ocasiona que la corrección no sea 
sustancial. Se recomienda que en densidades más bajas a 0.5 Est/1000km2, aunque se 
puede realizar la mezcla, se debe procurar por incrementar la densidad de medición 
pluviométrica. Esto debido a que la mezcla tendera a tener el mismo desempeño que el 
campo de fondo, en densidades menores. Respecto a esto último, entre mayor calidad 
tenga el campo de fondo, el resultado también será mejor. 
Las evaluaciones a través de la modelación hidrológica siempre dependerán del modelo 
usado. Al usar un único modelo agregado y uno distribuido, este estudio presenta una 
limitante en el sentido que pretende validar el campo de precipitación de forma indirecta 
con una sola estructura hidrológica. Se recomienda entonces hacer más evaluaciones 
con otros modelos hidrológicos, y aunque Serrat-Capdevila et al. (2014) mencionan que 
modelos agregados pueden tener un mejor desempeño que los distribuidos, se 
recomienda que preferiblemente se usen distribuidos para tener en cuenta la variación 
espacial de la precipitación, que es uno de los objetivos por los cuales se desarrolló el 
Conclusiones 147 
 
método DS (Li & Shao, 2010). Se demostró con las diferencias de los desempeños de los 
modelos WFLOW y DWB que no necesariamente los modelos agregados pueden llegar a 
tener mejores desempeños. Asimismo, se recomienda implementar la validación del 
método de mezcla comparando contra estaciones pluviométricas y también por 
modelación hidrológica en otras cuencas, planas, con relieve complejo, etc., para así 
determinar la robustez del método en otras localizaciones. 
El exponente de ponderación usado en el método de IDW es normalmente 2 (Webster & 
Oliver, 2007), y aunque su simplicidad se basa en la definición del exponente, es posible 
variarlo a juicio del modelador. Por tanto, se recomienda revisar y realizar estudios 
relacionados con la calibración de dicho exponente; la calibración se haría con la misma 
metodología aplicada en este proyecto pero solo se calibraría un parámetro que sería el 
exponente mencionado. Esto podría mejorar en gran medida el desempeño del método 
que, aunque simple, puede ser mejorado. Se aconseja seguir un procedimiento similar al 
abordado aquí, en el que se definió metodológicamente la variación de la densidad de 
estaciones como una variable importante a evaluar. También evaluar la influencia que 
tienen los campos de precipitación creados con el método IDW con exponentes 
diferentes a 2, sobre los desempeños de modelaciones hidrológicas. Asimismo, se 
recomienda el estudio del método de interpolación DSg y de la calibración de sus 
parámetros, de la misma manera descrita para el método IDW. 
El análisis de la incertidumbre es un campo del conocimiento relacionado con la 
estimación de los campos de lluvia, que ha sido resaltado como necesario para el avance 
de las ciencias hidrológicas. Sin embargo, es un campo complejo y de gran demanda 
computacional, ya que generalmente está basado en procedimientos de muestreo. Por 
tanto, se aconseja abordar su estimación en periodos cortos de tiempo y más enfocada a 
su variación espacial que temporal. 
Otro tipo de variables también son susceptibles de ser mejoradas en zonas con escasez 
de información. Sobre todo, se aconseja hacerlo sobre las variables meteorológicas que 
inciden sobre los procesos de evaporación y transpiración. Por ejemplo, la determinación 
distribuida de la temperatura puede usar covariables como la altura del terreno o 
simulaciones atmosféricas para mejorar, no solamente la temperatura media, sino 
también estimados de temperatura intra-diaria. Otras variables que de manera indirecta 
tienen una gran influencia sobre la gestión del recurso hídrico, específicamente sobre la 
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evapotranspiración, y que son susceptibles de ser mejoradas con información secundaria 
son: la velocidad del viento, la humedad del aire, la radiación solar, entre otras. 
Para finalizar, se debe resaltar que las mediciones directas de los fenómenos siempre 
serán la mejor opción de estimación. Bajos los resultados y hallazgos de este proyecto, 
se recomienda dedicar esfuerzos para mantener una buena calibración de los equipos de 
medición para garantizar la calidad de la información muestreada. Se aconseja también 
seguir invirtiendo en medición directa de las diversas variables hidrológicas y realizar 






A. Anexo: Estaciones 
hidrometeorológicas usadas en el 
proyecto de investigación 
Se presentan a continuación los códigos, nombres, posición y clasificación de las 
estaciones ubicadas dentro o en las cercanías de las cuencas de los ríos Casanare y 
Sogamoso. Estas listas se desarrollaron con el objetivo de verificar que las estaciones no 
estuvieran incluidas en la creación del MSWEP. 
 
Río Sogamoso 
Tabla A-1: Estaciones pluviométricas en el río Sogamoso. 
Alrededor de la cuenca 
CODIGO NOMBRE LAT LON ALT 
PORC de 
faltantes 
21201180 GUANQUICA 5.183 -73.930 2950.0 15% o menos 
23120120 STA RITA 5.600 -73.920 2800.0 15% o menos 
23120220 PRADERA LA 5.867 -73.900 2590.0 5% o menos 
23125060 ALBANIA 5.750 -73.900 1690.0 15% o menos 
23190280 PALO GORDO 6.967 -73.120 950.0 5% o menos 
23190300 PICACHO EL 7.100 -72.950 3310.0 5% o menos 
23190600 PANTANO EL 6.983 -73.220 1280.0 5% o menos 
23190700 PIEDECUESTA GJA 6.983 -73.070 1000.0 5% o menos 
24060070 PARROQUIA LA 7.067 -73.320 267.0 5% o menos 
 
Al interior de la cuenca 
CODIGO NOMBRE LAT LON ALT 
PORC de 
faltantes 
21201190 LAGUNITAS 5.200 -73.900 3100.0 15% o menos 
23180060 GUACHETA 5.383 -73.680 2690.0 35% o menos 
23190320 TAPIAS 5.300 -73.720 2585.0 40% o menos 
23190420 ZARZAL EL 5.467 -73.670 2900.0 50% o menos 
23190530 TRES ESQUINAS 5.717 -73.630 2600.0 50% o menos 
23195040 RODEO EL HDA 6.367 -73.370 1200.0 35% o menos 
150 Estimación de campos de precipitación con funciones de Kernel 
 
24010070 LETICIA 5.300 -73.700 2650.0 5% o menos 
24010110 COMODA LA 6.067 -73.470 1242.0 5% o menos 
24010140 CUCUNUBA 5.250 -73.770 2620.0 5% o menos 
24010150 SIMIJACA 5.500 -73.850 2590.0 10% o menos 
24010170 PAMPLONILLA 6.083 -73.380 2000.0 35% o menos 
24010180 RAQUIRA 5.533 -73.620 2290.0 5% o menos 
24010210 JESUS MARIA 5.867 -73.770 1920.0 10% o menos 
24010230 CONFINES 6.350 -73.230 1523.0 5% o menos 
24010240 OIBA 6.250 -73.300 1400.0 5% o menos 
24010280 MINAS LAS 5.483 -73.530 2800.0 45% o menos 
24010290 SUTAMARCHAN 5.617 -73.620 2090.0 30% o menos 
24010390 TRIANGULO EL 5.300 -73.620 2800.0 25% o menos 
24010410 EMPORIO EL HDA 5.600 -73.530 2120.0 5% o menos 
24010440 TRES ESQUINAS 5.383 -73.850 3130.0 15% o menos 
24010460 STA SOFIA 5.717 -73.600 2370.0 15% o menos 
24010510 CHUQUEQUE HDA 5.817 -73.420 2300.0 35% o menos 
24010610 CARMEN DE CARUPA 5.350 -73.900 2970.0 5% o menos 
24010630 ARCABUCO 5.750 -73.430 2600.0 5% o menos 
24010640 BOLIVAR 5.983 -73.770 2260.0 5% o menos 
24010650 OLIVAL 6.150 -73.330 1502.0 5% o menos 
24010660 SIMACOTA 6.433 -73.330 1050.0 5% o menos 
24010670 SUCRE 5.917 -73.780 2270.0 5% o menos 
24010690 UBATE GJA 5.317 -73.780 2555.0 50% o menos 
24010700 SABOYA LA GRANJA 5.683 -73.750 2550.0 15% o menos 
24010710 MONIQUIRA 5.850 -73.570 1764.0 5% o menos 
24010740 BOYERA LA AUTOMATI 5.300 -73.850 2610.0 45% o menos 
24010750 MIRAVALLES 5.917 -73.600 1730.0 15% o menos 
24010760 SUAITA 6.100 -73.430 1617.0 5% o menos 
24010790 SUTATAUSA 5.250 -73.850 2700.0 35% o menos 
24010800 SAN MIGUEL DE SEMA 5.517 -73.720 2600.0 35% o menos 
24010810 GACHANTIVA 5.750 -73.530 2375.0 5% o menos 
24010820 GUAVATA 5.950 -73.700 2018.0 10% o menos 
24010830 SAN PEDRO IGUAQUE 5.633 -73.450 2985.0 5% o menos 
24010840 PANELAS 5.633 -73.380 3195.0 5% o menos 
24010850 PALMA LA 5.867 -73.380 2110.0 5% o menos 
24010860 PILA LA FCA 5.517 -73.300 2873.0 35% o menos 
24010870 PALERMO 5.883 -73.180 2200.0 5% o menos 
24011060 SUSA 5.450 -73.800 2600.0 15% o menos 
24011070 SANTUARIO EL 6.317 -73.470 1800.0 15% o menos 
24011080 CUCUNUBA 1 5.233 -73.750 2562.0 25% o menos 
24011090 ENCANTO EL 5.600 -73.320 2645.0 35% o menos 
24015090 INST AGR STA SOFIA 5.700 -73.600 2300.0 25% o menos 
24015110 COL DPTAL AGROP 5.550 -73.270 2900.0 45% o menos 
24015120 ISLA DEL SANTUARIO 5.467 -73.730 2580.0 15% o menos 
24015130 SIMIJACA 5.500 -73.850 2572.0 30% o menos 




24015210 SAN PEDRO 5.567 -73.200 2675.0 35% o menos 
24015220 VILLA CARMEN 5.500 -73.480 2600.0 5% o menos 
24015250 LAJA LA 6.233 -73.400 1400.0 5% o menos 
24015260 CHIMA 6.350 -73.370 1090.0 5% o menos 
24015270 VELEZ GRANJA 5.983 -73.670 2170.0 5% o menos 
24015280 GAMBITA 5.933 -73.330 1900.0 15% o menos 
24015300 VILLA DE LEIVA 5.650 -73.530 2215.0 5% o menos 
24015310 EMPODUITAMA 5.850 -73.050 2590.0 45% o menos 
24020040 ENCINO 6.133 -73.080 1814.0 5% o menos 
24020080 VALLE DE SAN JOSE 6.433 -73.130 1300.0 5% o menos 
24020120 COROMORO 6.283 -73.030 1520.0 5% o menos 
24020130 CURITI 2 6.600 -73.050 1626.0 5% o menos 
24020150 MAMONAL EL HDA 6.567 -73.100 1100.0 30% o menos 
24020220 PAVAS LAS 6.150 -72.950 2625.0 10% o menos 
24020230 PUEBLO VIEJO 6.250 -72.980 2000.0 20% o menos 
24025020 CUCHARO EL 6.517 -73.180 975.0 5% o menos 
24025030 SIERRA LA 5.967 -73.150 2700.0 5% o menos 
24025040 ESC AGR MOGOTES 6.467 -72.970 1667.0 5% o menos 
24025050 CHARALA 6.267 -73.150 1350.0 5% o menos 
24030120 PESCA 5.517 -73.070 2678.0 10% o menos 
24030140 SIACHOQUE 5.500 -73.250 2720.0 5% o menos 
24030160 TASCO 5.900 -72.780 2486.0 5% o menos 
24030190 MONGUI 5.717 -72.830 2970.0 5% o menos 
24030200 SAN JOAQUIN 6.417 -72.870 2000.0 5% o menos 
24030210 CERRITO 6.833 -72.680 2440.0 5% o menos 
24030230 IZA 5.600 -72.970 2470.0 5% o menos 
24030240 SUSACON 6.217 -72.680 2550.0 5% o menos 
24030260 COCUY EL 6.400 -72.430 2749.0 5% o menos 
24030270 SAN ANDRES 6.817 -72.830 1702.0 5% o menos 
24030290 MACARAVITA 6.483 -72.570 1856.0 5% o menos 
24030300 CEPITA 6.750 -72.970 600.0 5% o menos 
24030310 COMBITA 5.617 -73.320 2820.0 5% o menos 
24030320 CARCASI 6.617 -72.620 1976.0 5% o menos 
24030330 TOPE EL 6.933 -72.920 2050.0 5% o menos 
24030340 MOLAGAVITA 6.667 -72.800 2150.0 10% o menos 
24030350 DUITAMA 5.833 -73.030 2540.0 10% o menos 
24030370 SUSA 6.183 -72.830 3080.0 10% o menos 
24030380 SOTAQUIRA 5.750 -73.230 2860.0 5% o menos 
24030400 STA ROSA D VITERBO 5.867 -72.980 2690.0 5% o menos 
24030410 TIBASOSA 5.733 -73.000 2500.0 10% o menos 
24030420 MINA LA 6.550 -72.720 1100.0 40% o menos 
24030450 MOLINOS LOS 6.483 -72.650 1397.0 40% o menos 
24030500 CRUCERO EL VILLITA 5.633 -72.920 3225.0 40% o menos 
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24030510 CEREZO EL 5.683 -73.070 2900.0 5% o menos 
24030530 SAN ANTONIO 5.683 -73.230 2580.0 5% o menos 
24030540 FIRAVITOBA 5.650 -72.970 2486.0 5% o menos 
24030550 HOTEL EL 5.600 -73.220 2690.0 45% o menos 
24030560 MONGUA 5.750 -72.780 2900.0 10% o menos 
24030570 APOSENTOS 6.050 -72.630 2328.0 5% o menos 
24030580 JERICO 6.133 -72.580 2962.0 5% o menos 
24030590 CERINZA 5.950 -72.930 2643.0 10% o menos 
24030610 CHAPETON EL 6.450 -72.620 1100.0 45% o menos 
24030630 BARAYA 6.950 -72.820 2362.0 5% o menos 
24030640 NIMICIA ESC RURAL 5.800 -72.770 3200.0 5% o menos 
24030650 TUTASA 6.033 -72.850 2833.0 10% o menos 
24030660 MORTINO EL 6.367 -72.420 3409.0 5% o menos 
24030670 STA ROSITA 6.133 -72.770 3240.0 10% o menos 
24030680 PARAMO EL 6.650 -72.580 2310.0 5% o menos 
24030690 CURITAL 5.983 -72.630 3052.0 5% o menos 
24030700 COVARACHIA 6.500 -72.720 2400.0 5% o menos 
24030730 CRECIENTE LA 5.817 -72.980 2500.0 35% o menos 
24030740 BETEITIVA 5.900 -72.800 2575.0 35% o menos 
24030750 GUACA 6.867 -72.850 2362.0 5% o menos 
24030760 COPA LA 5.567 -73.200 2700.0 35% o menos 
24030770 GARROCHO EL 5.617 -73.120 2836.0 5% o menos 
24030780 GUICAN 6.450 -72.400 2963.0 50% o menos 
24030790 NOBSA 5.767 -72.930 2500.0 5% o menos 
24030800 CASA AMARILLA 5.533 -73.150 3200.0 5% o menos 
24030820 AZULEJOS LOS 5.650 -73.200 2780.0 10% o menos 
24030830 VENECIA HDA 5.683 -72.970 2500.0 40% o menos 
24030840 ANTENA TV RUSIA LA 5.883 -73.070 3650.0 5% o menos 
24030850 ASERRIO EL 6.217 -72.770 2500.0 5% o menos 
24030860 CAPILLA LA 6.100 -72.870 2800.0 5% o menos 
24030940 SENA 5.750 -72.900 2500.0 10% o menos 
24030950 MALAGA 2 6.700 -72.720 2237.0 10% o menos 
24031040 SAN RAFAEL 5.783 -72.980 2548.0 35% o menos 
24035010 CUSAGUI 6.233 -72.530 2950.0 20% o menos 
24035120 SURBATA BONZA 5.800 -73.070 2485.0 5% o menos 
24035130 U P T C 5.550 -73.350 2690.0 5% o menos 
24035150 BELENCITO 5.767 -72.880 2530.0 5% o menos 
24035170 TUNGUAVITA 5.733 -73.100 2470.0 5% o menos 
24035240 SIERRA NEVAD COCUY 6.400 -72.370 3716.0 5% o menos 
24035250 CHITA 6.183 -72.450 2888.0 10% o menos 
24035260 CAPITANEJO 6.517 -72.680 1160.0 5% o menos 
24035270 TINAGA GJA 6.833 -72.700 2698.0 20% o menos 
24035300 SAN CRISTOBAL 5.583 -73.180 2700.0 5% o menos 
24035310 CHISCAS 6.533 -72.500 2350.0 5% o menos 
24035320 SATIVANORTE 6.117 -72.700 2594.0 5% o menos 




24035330 BOAVITA 6.317 -72.570 2150.0 5% o menos 
24035340 APTO A LLERAS C 5.667 -72.970 2500.0 10% o menos 
24040050 STA ISABEL 6.633 -73.200 1300.0 5% o menos 
24040060 REMOLINO 6.600 -73.270 630.0 5% o menos 
24050100 FUENTE LA 6.700 -73.270 815.0 5% o menos 
24055030 ZAPATOCA 6.783 -73.270 1810.0 5% o menos 
24055040 PALMAR EL 6.533 -73.280 940.0 15% o menos 
24060050 MESA LA 6.750 -73.080 1460.0 5% o menos 
21201680 ALTO DE AIRE 5.217 -73.800 2900.0 más de 50% 
24010020 CARUPA 5.350 -73.900 2960.0 más de 50% 
24010050 SEVILLA 6.250 -73.420 1390.0 más de 50% 
24010190 CUMBRE LA 5.883 -73.680 1650.0 más de 50% 
24010220 CHIMA 6.350 -73.370 1200.0 más de 50% 
24010260 CANDELARIA LA 5.517 -73.600 2320.0 más de 50% 
24010270 PINO EL 5.250 -73.850 2575.0 más de 50% 
24010310 ARRAYANES LOS 5.583 -73.720 2575.0 más de 50% 
24010320 SAN MIGUEL DE SEMA 5.517 -73.720 2600.0 más de 50% 
24010330 ESPINO EL 5.333 -73.730 2550.0 más de 50% 
24010340 RECUERDO EL 5.700 -73.770 2580.0 más de 50% 
24010350 HATO EL 5.283 -73.900 2900.0 más de 50% 
24010360 MONSERRATE 5.400 -73.800 2865.0 más de 50% 
24010370 SOCOTA 5.400 -73.920 3080.0 más de 50% 
24010380 PTE EL 5.350 -73.670 2810.0 más de 50% 
24010420 CALDAS 5.550 -73.870 2655.0 más de 50% 
24010430 ESCLUSA MERCHAN 5.700 -73.750 2550.0 más de 50% 
24010450 GACHA LA 5.667 -73.700 3170.0 más de 50% 
24010490 PEDREGAL EL 5.233 -73.870 2900.0 más de 50% 
24010520 HATO 1 EL 5.283 -73.920 2985.0 más de 50% 
24010530 HATO 2 EL 5.267 -73.920 2974.0 más de 50% 
24010540 HATO 3 EL 5.250 -73.950 3398.0 más de 50% 
24010550 HATO 4 EL 5.217 -73.950 3465.0 más de 50% 
24010560 HATO 5 EL 5.217 -73.950 3360.0 más de 50% 
24010570 HATO 6 EL 5.233 -73.930 3105.0 más de 50% 
24010580 HATO 7 EL 5.233 -73.920 3271.0 más de 50% 
24010590 HATO 8 EL 5.267 -73.900 2963.0 más de 50% 
24010680 CENTRAL 2 5.800 -73.700 2145.0 más de 50% 
24010770 SAN PEDRO HDA 6.117 -73.450 1400.0 más de 50% 
24010780 SOCORRO 6.433 -73.270 1240.0 más de 50% 
24010880 BUENAVISTA 5.983 -73.650 1850.0 más de 50% 
24010890 RECREO EL 6.117 -73.480 1550.0 más de 50% 
24010900 CITE 5.983 -73.600 1600.0 más de 50% 
24010910 CHAPA 6.283 -73.130 1600.0 más de 50% 
24010920 CIELO ROTO 6.117 -73.470 1540.0 más de 50% 
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24011100 ISLA DEL SANTUARIO 5.467 -73.730 2580.0 más de 50% 
24011110 POTRERO CEBA 5.833 -73.550 2000.0 más de 50% 
24011120 JASSA LA 5.533 -73.480 2590.0 más de 50% 
24011150 LOS ALIZOS 5.317 -73.850 3167.0 más de 50% 
24015020 BERTHA 5.883 -73.600 1700.0 más de 50% 
24015140 BALSA LA 5.633 -73.800 2550.0 más de 50% 
24015170 PASADENA 5.683 -73.600 2133.0 más de 50% 
24015180 ESCLUSA TOLON 5.617 -73.780 2545.0 más de 50% 
24015190 NOVILLEROS 5.333 -73.780 2550.0 más de 50% 
24015200 ALTO SABOYA 5.717 -73.820 3360.0 más de 50% 
24015290 GACHANECA 5.433 -73.550 3400.0 más de 50% 
24015340 HATO EL 5.283 -73.900 2900.0 más de 50% 
24015360 SABOYA LA GRANJA 5.683 -73.750 2550.0 más de 50% 
24015380 CARMEN DE CARUPA 5.333 -73.880 2970.0 más de 50% 
24020060 VILLANUEVA 6.267 -73.130 1450.0 más de 50% 
24020090 PARAMO 6.417 -73.170 1353.0 más de 50% 
24020140 MESON EL 6.450 -73.130 1200.0 más de 50% 
24020160 CARMEN EL HDA 6.350 -73.120 1400.0 más de 50% 
24020170 CUCHICUTE 6.600 -73.070 1550.0 más de 50% 
24020180 FLORES LAS 6.500 -73.230 1700.0 más de 50% 
24020190 LAGUNA LA 6.433 -73.170 1550.0 más de 50% 
24020200 LEJIA LA 6.333 -73.120 1500.0 más de 50% 
24030060 CAPITANEJO 6.533 -72.700 1100.0 más de 50% 
24030070 VEGAS LAS 5.817 -73.100 2700.0 más de 50% 
24030390 PTE PINZON 6.317 -72.630 1500.0 más de 50% 
24030470 TOTA 5.567 -72.980 2870.0 más de 50% 
24030870 PINOS LOS 5.817 -73.070 2535.0 más de 50% 
24030880 AMARILLA LA 5.800 -73.070 2535.0 más de 50% 
24035200 SENA 5.767 -72.920 2500.0 más de 50% 
24035280 CHAPA LA 5.967 -72.730 2680.0 más de 50% 
24035350 ANDALUCIA 5.900 -73.050 3265.0 más de 50% 
24035400 VOLCAN EL 6.833 -72.670 2841.0 más de 50% 
24035420 CERINZA 5.950 -72.930 2643.0 más de 50% 
24040020 VILLANUEVA 6.667 -73.180 1200.0 más de 50% 
24040070 CHOCHOS 6.533 -73.300 1400.0 más de 50% 
24050040 BETULIA 6.917 -73.280 1500.0 más de 50% 
24050080 PALMAR EL 6.550 -73.280 940.0 más de 50% 
 
Río Casanare 
Tabla A-2: Estaciones hidrológicas al interior de la cuenca del río Casanare. 
CODIGO NOMBRE LAT LON ALT % Faltantes 
36027010 PTE QUEMADO 6.083 -72.183 850.0 100% 




36027040 SAN SALVADOR 6.233 -71.617 172.0 82% 
36027030 STA INES 6.250 -72.000 694.0 90% 
36027050 CRAVO NORTE 6.296 -70.194 91.0 6% 
Tabla A-3: Estaciones pluviométricas alrededor de la cuenca del río Casanare. 
CODIGO NOMBRE LAT LON ALT % Faltantes 
24035240 SIERRA NEVAD COCUY 6.410 -72.375 3716 5.44% 
24035250 CHITA 6.188 -72.466 2888 0.53% 
35235010 CARDON EL 6.012 -72.529 3590 3.70% 
35260080 SAN JORGE 6.010 -69.844 89 11.56% 
36010020 AGUADA LA 5.900 -72.004 500 12.33% 
36010030 STA RITA 5.934 -71.834 350 11.27% 
36015010 PAZ DE ARIPORO 5.879 -71.887 342 1.29% 
36020010 PTE QUEMADO 6.088 -72.191 1020 4.98% 
36020020 CABUYA LA 6.128 -72.010 575 15.09% 
36020030 STA INES 6.235 -71.975 860 12.43% 
36020040 SAN SALVADOR 6.233 -71.617 172 67.94% 
36025010 TAME 6.456 -71.745 350 11.69% 
36030030 MORICHAL 6.571 -71.708 300 15.49% 
37045010 SARAVENA 6.946 -71.891 148 26.26% 
37050010 ARAUQUITA 7.037 -71.420 100 3.09% 
37050040 MATEZAMURO 6.974 -70.852 150 6.12% 
 
Estaciones pluviométricas descartadas 
Tabla A-4: Estaciones pluviométricas descartadas por haber sido incluidas en la 
creación del MSWEP original 
CODIGO NOMBRE LAT LON ALT Cuenca Observación 
36025020 APTO TAME 6.567 -71.683 350 Casanare 
Estación 
reportada a la 
OMM 
37055010 APTO ARAUCA 7.069 -70.738 128 Casanare 
Estación 









B. Anexo: Análisis exploratorio y de 
la estructura espacial de los datos de 
precipitación, para los métodos de 
interpolación geoestadísticos 
Los métodos geoestadísticos requieren de dos preprocesamientos antes de realizar la 
estimación o interpolación. En este anexo se detallan, mediante análisis de casos 
específicos, los procedimientos y resultados de aplicar esos preprocesamientos. En los 
análisis se comparan los métodos de retiro de la tendencia, que dan lugar a las 
variaciones del método de interpolación Kriging; a saber: Kriging ordinario, Kriging 
residual, Kriging Universal y Kriging con deriva externa. 
Análisis exploratorio 
Mediante el software geoR se analizó mediante scatterplots, histogramas y gráficos de 
densidad, la tendencia estadística de los datos. Todo esto se analiza para verificar las 
dos propiedades de la geoestacionaridad de 2° orden, en la cual se fundamentan los 
métodos de interpolación geoestadísticos. 
Los scatterplots desarrollados son: primero, la posición de las realizaciones clasificada 
por cuartiles; segundo, los valores de los datos respecto de la coordenada Norte y la 
coordenada Este. Como tercer análisis, se halla el histograma y gráfico de densidad de 
los datos, que indican la distribución probabilística de los mismos.  
Análisis y ajuste del variograma 
La dependencia, estructura o correlación espacial está representada por el 
semivariograma. Este indica el cambio en la varianza de los datos (que está relacionado 
con la correlación), a través de la distancia entre dos puntos. Los detalles de la teoría y 
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del cálculo del semivariograma experimental y del modelo de semivarianza ajustado se 
explican en los capítulos 3 de marco teórico y 4 de metodología. 
Se debe resaltar que el retiro de la tendencia determinística de los datos influye sobre los 
estimados del semivariograma experimental. Los conjuntos de realizaciones (muestreos), 
que no cumplan con las suposiciones de geoestacionaridad de 2° orden, probablemente 
no muestren una estructura o dependencia espacial clara. De todas formas, pueden 
existir casos en los que, a pesar de presentarse una tendencia en la distribución de los 
datos, de todas formas, se presenta correlación espacial. 
Ejemplos 
Se muestran a continuación algunos ejemplos de la exploración previa de los datos y de 
sus implicaciones sobre la dependencia espacial. Se comienza con el día 16 de enero de 
1980, que corresponde a un día de la época seca. 
Figura B-1: Exploración de datos para el día 1980-01-16 
  
En la Figura B-1 se ve que los datos presentan una distribución bastante sesgada, 
debido a que solo se presentó lluvia en puntos aislados de la cuenca. El día 
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efectivamente presenta valores de 0 en la mayoría de las realizaciones, con algunos 
registros de lluvias leves y moderadas (menores a 5 mm y mayores a 10 mm, 
respectivamente). La tendencia de los datos da como resultado una distribución sesgada, 
que no presenta una correlación espacial clara, como puede verse en la Figura B-2. En 
ella, la varianza es muy alta si los datos son cercanos y baja cuando se alejan (esto se 
puede dar por errores de micro medición, es decir, no se tiene una red de medición 
acorde para las escalas a las que se presenta el fenómeno natural (Blöschl & Sivapalan, 
1995)); este comportamiento no es consecuente con las hipótesis de geoestacionaridad 
de segundo orden. 
Figura B-2: Semivariograma para el día 1980-01-16 
 
Se presentan en la Figura B-3 los gráficos exploratorios para los mismos datos, pero 
retirando la tendencia con la regresión número 4 definida en la metodología. Se puede 
ver en el panel A que la distribución de los cuartiles es dispersa, al contrario de la 
mostrada en la Figura B-1 donde están concentrados en el primer cuartil. Debido a la 
regresión realizada sobre los datos, la distribución de probabilidad reduce su sesgo, 
aunque se siguen presentando datos aislados (panel D).  
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Figura B-3: Exploración de datos con retiro de tendencia usando la regresión número 4 
para el día 1980-01-16. 
 
Lo anterior impacta sobre la estimación de la correlación espacial que se muestra en la 
Figura B-4. Al comparar la Figura B-2 y B-4, se puede ver que el retiro de la tendencia 
elimina en parte el error de micro medición presente en los primeros puntos de la Figura 
B-2 (alta varianza a una corta distancia). En la Figura B-4 sí se ve un aumento gradual de 
la varianza, que indica la pérdida de correlación espacial con el aumento de la distancia, 
lo que es esperado en todo fenómeno. Se puede ver en la imagen que el modelo de 
variograma Gaussiano, ajustado con mínimos cuadrados, sigue la tendencia de ascenso 
del variograma experimental y se empieza a ver la inflexión hacia la asíntota llamada silla 
del variograma. La versatilidad del variograma Gaussiano le permite también ajustar la 
parte inferior del variograma experimental a través de la concavidad positiva. 
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Figura B-4: Semivariograma usando los residuales para el día 1980-01-16 producto 
del retiro de la tendencia con la regresión #4 
 
Sin embargo, el retiro de la tendencia no siempre ayuda a que se cumplan las 
suposiciones de geoestacionaridad de segundo orden. Con el siguiente ejemplo, se 
aprecia que la falta de correlación espacial se da principalmente por problemas de 
medición, específicamente por problemas en la densidad y ubicación de las estaciones. 
Este es quizás el problema principal que ataca este proyecto de investigación, que 
combina datos teledetectados y datos estaciones en tierra para así suplir las falencias de 
información. 
En la Figura B-5 se pueden ver el análisis de los datos para el día 1980-04-08. Se puede 
ver en el panel B y C, que las lluvias presentes en dicho día fueron de carácter moderado 
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Figura B-5: Exploración de datos para el día 1980-04-08 para el 100% de estaciones 
 
A pesar de la distribución de probabilidad sesgada, el variograma experimental reporta 
una estructura espacial hasta cierta distancia, Figura B-6. Esto se aprecia en la 
disminución de correlación o aumento de la varianza a medida que aumenta la distancia 
entre los puntos.  Aproximadamente a los 60 km se puede apreciar que presenta la 
meseta o silla del variograma. Para este día, a una gran distancia se presentan valores 
anómalos que pueden deberse a la poca cantidad de datos con los que fue determinado 
ese punto del variograma experimental. 
Figura B-6: Semivariograma para el día 1980-04-08 usando el 100% de estaciones  
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Por otra parte, al reducir el número de estaciones tomadas en cuenta para la 
interpolación, se puede ver ampliamente afectada la estructura espacial del campo. En la 
Figura B-7 se puede ver el análisis exploratorio del mismo día (1980-04-08), pero solo 
usando la configuración #1 de la categoría 30% de estaciones. En panel D se puede ver 
que nuevamente se presenta una configuración sesgada y que la mayoría de los datos 
se concentran en el primer cuartil (círculos azules en el panel A). 
Figura B-7: Exploración de datos para el día 1980-04-08 para el 30% de estaciones 
 
La Figura B-8 muestra el variograma o estructura espacial usando solo el 30% de las 
estaciones. Se ve claramente como el variograma experimental no presenta estructura 
espacial, variación de la correlación o varianza con el espacio. En consecuencia, el 
modelo de varianza ajustado está dado por un efecto “pepita puro”. Este es un ejemplo 
del no cumplimiento de las suposiciones de geoestacionaridad de segundo orden, que 
como se mencionó, puede ser corregido en algunos casos con el retiro de la tendencia a 
través de las regresiones. 
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Figura B-8: Semivariograma para el día 1980-04-08 usando el 30% de estaciones 
 
En la Figura B-9, se puede ver el análisis exploratorio de los datos de la misma 
configuración # 1 categoría 30%, pero con retiro de la tendencia usando la regresión # 4. 
Se puede ver en el panel A que los residuales de la regresión ya se encuentran 
repartidos en los cuatro cuartiles y en el panel D se ve que la distribución de los datos es 
más central, similar a una distribución normal. Los datos que aparecen en los paneles B y 
C son la distribución de los datos dependiendo de la coordenada norte o este, allí se ve 
que existen datos negativos debido a que lo que se está analizando son los residuales de 
la regresión. Estos se encuentran un poco agrupados en valores cercanos a un residual 
de 0, pero siguen aproximadamente una distribución normal lo que implica que la 
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Figura B-9: Exploración de datos con retiro de la tendencia usando la reg. # 4 para el 
día 1980-04-08 para el 30% de estaciones 
 
La Figura B-10 muestra la correlación espacial de los residuales. Se ve que nuevamente 
que no existe una clara correlación espacial, lo que impide encontrar un modelo de 
variograma acorde y en este caso se presenta un variograma muy parecido a un efecto 
“pepita puro”. 
Figura B-10: Semivariograma usando los residuales para el día 1980-04-08 producto 
del retiro de la tendencia con la regresión #4 
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De los anteriores ejemplos se puede deducir que principalmente los errores en la 
estructura espacial de los datos se deben a la falta de información. Es decir, la falta de 
estaciones pluviométricas no permite capturar la variación de la correlación entre los 
datos, a medida que se va aumentando la distancia. En algunos casos, la eliminación de 
la tendencia determinística de los datos puede ayudar a que la correlación espacial sea 
más notoria. Sin embargo, como se vio en la Figura B-10, no siempre este 
preprocesamiento ayuda a encontrar una clara estructura espacial. 
Asimismo, se evaluó el ajuste general de los variogramas para los diferentes métodos en 
el periodo de estudio, compuesto por un total de 12054 días entre 1980 y 2012. Se 
encontró que a medida que se reduce la densidad de estaciones tenidas en cuenta en la 
interpolación, el número de días con efecto “pepita puro” aumenta. Esto puede verse en 
la Figura B-11. 
Figura B-11: Número de días con efecto “pepita puro” para los cuatro métodos de 
interpolación geoestadísticos investigados 
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Se puede ver en la Figura B-11 que el método más afectado por la reducción de 
estaciones es el Kriging residual, seguido del KED y el KU. El Kriging ordinario no 
desmejora en gran medida con la reducción, pero su desempeño incluso con una alta 
densidad de estaciones es pobre (cerca de 2000 días de 12054 que tienen efecto pepita 
puro cuando se usa el 100% de estaciones, densidad de 7.69 Est/1000 km2). El Kriging 
residual con regresión número 4 (K.Reg4), para la mayor densidad, es el método con 
menor cantidad de días con efecto “pepita puro”. Todos los métodos que hacen retiro de 
la tendencia, en la densidad de 5.38 Est/1000 km2, tienen alrededor de 700 días en los 
que no es posible realizar estimación del campo (efecto “pepita puro”). Para las 
densidades más bajas se observa el aumento exponencial del número de días, lo que es 
ocasionado por la reducción de información. Por último, se debe resaltar que la cantidad 
de días, cuando se compara entre las configuraciones, no varía en demasía, solo se 






C. Anexo: Mapas de coberturas de la 
tierra y suelos en la cuenca del río 
Casanare 
Figura C-1: Mapa de coberturas de la tierra para el río Casanare. Panel superior: 
discretización en celdas de 0.05° x 0.05°. Panel inferior: Delimitaciones originales 
reclasificadas 
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Figura C-2: Mapa de suelos para el río Casanare. Panel superior: discretización en 
celdas de 0.05°x0.05°. Panel inferior: Delimitaciones originales reclasificadas. 
 
Figura C-3: Mapa de la red de drenaje que fue quemada en el modelo digital de 
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D. Anexo: Evaluaciones de sesgo 
por validación cruzada e 
independiente 
Figura D-1: Variación del sesgo o bias porcentual del kriging ordinario contra la 
densidad de estaciones 
 
Figura D-2: Variación del sesgo o bias porcentual del Kriging Universal (KU) contra la 





Figura D-3: Variación del sesgo o bias porcentual del KED contra la densidad de 
estaciones. 
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Figura D-5: Variación del sesgo o bias porcentual del DSg contra la densidad de 
estaciones. 
 






E. Anexo: Gráficas de los 
parámetros del modelo WFLOW-HBV 
en calibración 
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Figura E-2: Dotty plot del parámetro BetaSeepage para los seis forzamientos 
 





Figura E-4: Dotty plot del parámetro FC para los seis forzamientos 
 
Figura E-5: Dotty plot del parámetro HQ para los seis forzamientos 
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Figura E-6: Dotty plot del parámetro ICF para los seis forzamientos 
 





Figura E-8: Dotty plot del parámetro KHQ para los seis forzamientos 
 
Figura E-9: Dotty plot del parámetro LP para los seis forzamientos 
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Figura E-10: Dotty plot del parámetro N para los seis forzamientos 
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F. Anexo: Gráficas de los 
parámetros e hidrógrafas del modelo 
DWB 
Figura F-1: Dotty plot del parámetro 𝛼1 del modelo DWB, para los seis forzamientos  
 





Figura F-3: Dotty plot del parámetro 𝑑 del modelo DWB, para los seis forzamientos 
 
Figura F-4: Dotty plot del parámetro 𝑑 del modelo DWB, para los seis forzamientos 
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Figura F-5: Hidrógrafas en la estación usada para calibración del modelo DWB (Cravo 






Figura F-6: Hidrógrafas en la estación usada para validación en punto “ciego” del 
modelo DWB, para todo el periodo de estudio 
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