In this paper, we develop a state space representation and Kalman filtering method for self-similar processes. Key components of our development are the concept of multivariate self-similarity and the mathematical framework of scale stationarity. We define multivariate self-similarity as joint self-similarity, in which the self-similarity is governed by a matrix valued parameter H. Such a generalization suits the nature of Multi-Input Multi-Output (MIMO) systems, since each channel is likely to be governed by a different self-similarity parameter. The system and measurement models for the proposed Kalman filter are defined as t _ xðtÞ ¼ t H At ÀH xðtÞ þ t H BuðtÞ and yðtÞ ¼ CxðtÞ þ DvðtÞ, respectively. Here, the derivative operator t _ xðtÞ indicates that the memory of the process is stored in time scales, unlike the memory stored in time shifts for stationary processes. We exploit this fact in developing an insightful interpretation of the Riccati equation and the Kalman gain matrix, which lead to an efficient numerical implementation of the proposed Kalman filter via exponential sampling. Additionally, we include a discussion of network traffic modeling and communications applications of the proposed Kalman filter. This study demonstrates that the scale stationarity framework leads to mathematically tractable and physically intuitive formulation of Kalman filtering for self-similar processes. r
Introduction
1=f or self-similar processes occur in a wide range of engineering and science applications such as network traffic, economics, noise in electronic devices, natural terrain formations, just to mention a few [1] [2] [3] [4] [5] . Typically, these processes are characterized with their empirical Fourier spectrum as being proportional to 1=f g for g40. Such a power spectra is a manifestation of long term correlations and statistical self-similarity in these processes.
Estimation and prediction of 1=f processes is an important and necessary task in many engineering applications. For example, in self-similar network traffic applications, the estimation of the buffer size or queue length is an important problem, which requires prediction of traffic flow rate in real time. Another communication application involves estimation of transmitted signals embedded in 1=f type environmental noise in wireless channels. Kalman filtering framework provides optimal recursive estimation and prediction methods for such problems involving multiple inputs and multiple outputs (MIMO).
In this paper, we propose a concept of ''multivariate self-similarity'' and develop a state space representation and Kalman filtering method for self-similar MIMO processes. To the best of our knowledge, there is only one study in the literature for the formulation and analysis of multivariate self-similarity [6] . In that work, self-similarity is modeled by using the long range dependent ordinary stationary processes and the correlation structure and power spectrum are formulated in Fourier domain. However, this does not provide a state space representation which can further be used in Kalman filtering formulation. Key components of our developments are the concept of multivariate self-similarity that depends on the mathematical framework of scale stationarity [1] . In multivariate self-similarity, we require each univariate random variable to be individually and jointly self-similar, but not necessarily with the same self-similarity parameter. Thus unlike in univariate case, multivariate self-similarity is governed by a matrix valued parameter H. Such a generalization suits the very nature of multiinput-multi-output systems, since each channel is likely to be governed by a different self-similarity parameter in engineering applications. Note that multivariate self-similarity reduces to ordinary self-similarity when self-similarity matrix H is a multiple of the identity matrix.
There are a number of approaches for mathematical modeling and analysis of self-similar processes. These include fractional Brownian motion [2] , wavelet transform based models [3] , physics based models [4] and mathematical framework of scale stationarity [1] . In this work, we utilize the latter approach due to its powerful and intuitive mathematical framework, which leads to engineering oriented signal processing tools. This framework builds upon the concept of scale stationarity described as E½xðtÞxðltÞ ¼ RðlÞ, t; l40. Similar to ordinary stationarity, this concept leads to spectral decomposition and Auto Regressive Moving Average (ARMA) type models for self-similar processes [1] . For recent applications of this approach, see [7] .
In this paper, we utilize scale stationary ARMA models to develop state space representations for multivariate self-similar processes. The system and measurement models of the proposed representation are given by t _ xðtÞ ¼ t H ðA þ HÞt ÀH xðtÞ þ t H BuðtÞ, yðtÞ ¼ CxðtÞ þ DvðtÞ,
where A; B; C; D; H are matrices for N states and M outputs. uðtÞ and wðtÞ are multivariate ''scale stationary white noise'' processes, uncorrelated with the current states and measurements, respectively. H is a diagonal self-similarity matrix with entries H 1 ; H 2 ; . . . ; H N . The matrix t H ¼ e H ln t is also a diagonal matrix with entries e H 1 ln t ; e H 2 ln t ; . . . ; e H N ln t . Note that here, the derivative operator t _ xðtÞ ¼ lim D!1 ðxðtDÞ À xðtÞÞ= ln D can be interpreted as a rate of change in the process with respect to infinitesimal changes in time scales. This implies that the memory of the system evolves in scales, rather than in time shifts as indicated by the ordinary derivative operator.
Naturally, such a representation lends itself to Kalman filtering for recursive estimation and prediction. While, the proposed state space representation can be viewed as a special case of Kalman filter formulation with time varying parameters, our approach exploits the underlying self-similar structure to develop a constant vector-matrix interpretation of the state space representation. The key underlying idea that leads to such an interpretation is the fact that t _ xðtÞ is a shift varying, but scale invariant operator. We exploit this fact in developing an insightful interpretation of the Riccati equation and the Kalman gain matrix, which leads to an efficient numerical implementation of the Kalman filter.
To the best of our knowledge, the work of Chou and Willsky is the only study that is directly related to the Kalman filtering of self-similar processes [8, 9] . This work utilizes wavelet based multiresolution techniques to derive ARMA type models on dyadic trees. Kalman filtering from fine to coarse scales corresponds to prediction and alternately from coarse to fine scales corresponds to smoothing operations. Kalman filtering for the prediction operation consists of the recursive application of three steps: a measurement update step, a fine to coarse prediction step and a fusion step, which has no counterpart in the time recursive Kalman filtering. In our proposed Kalman filter algorithm, we show that there is no need for extra steps as in the multiresolutional Kalman filter since evolution of the states occur on the time axis.
The content of the paper is summarized next. A general background of scale stationary processes is presented in Section 2. In Section 3, we introduce multivariate self-similarity and formulate a state space representation for self-similar processes based on first order self-similar AR processes. In Section 4, we introduce the Kalman prediction and backward smoothing algorithms and provide an optimal implementation of the proposed Kalman filter via exponential sampling. In Section 5, we provide two methods for the implementation of the proposed Kalman filter and demonstrate its performance in simulation examples. In Section 6, we discuss application of our work in communication systems. Finally, in Section 7, we conclude our discussion and briefly highlight areas of future research.
Background on scale stationary processes
In this section, we shall briefly review the properties of self-similar processes. For a more complete discussion of the topic, we refer the reader to [1] .
We call a stochastic process xðtÞ, À1oto1 as statistically self-similar with parameter H [1] , if it satisfies xðtÞ a ÀH xðatÞ; À1oto1 for any a40,
where denotes equality in the sense of probability distributions [2] . Thus, we describe the self-similarity in the second order sense by the following conditions [1] :
(ii) E½xðtÞ 2 o1 for each t40,
For H ¼ 0, we refer to self-similar processes as wide sense scale stationary processes.
Before pursuing further, we want to point out that there is an isometry relationship between shift stationary and scale stationary processes. Given any shift stationary process yðsÞ for À1oso1, the process,xðtÞ for t40, obtained via the following exponential distortion:
is scale stationary. In fact, the isometry relationship stated above can be extended between selfsimilar and shift stationary processes because, selfsimilar processes are trended scale stationary processes, i.e., for any self-similar process, xðtÞ, with parameter Ha0, there is a scale stationary process,xðtÞ, such that xðtÞ ¼ t Hx ðtÞ; t40.
Thus, we appropriately referredxðtÞ as the generating scale stationary process, and t H as the trend term of a self-similar process, xðtÞ [1] .
Almost all the analytic properties of the selfsimilar processes can be derived from the theory of shift stationary processes via the isometry relationships given in (4) and (5) . Here, we shall summarize some of the properties relevant to our subsequent developments.
It follows immediately from condition (iii) of wide sense self-similarity definition that for H ¼ 0
where RðlÞ is referred to as the autocorrelation function of a scale stationary process [1] . For Ha0, (6) becomes
where GðlÞ is the autocorrelation of the underlying generating process. In this case, we refer GðlÞ ¼ l H RðlÞ as the basic autocorrelation function of a self-similar process [1] .
It was shown in [1, 7] that the generalized Mellin transform [10] decomposes self-similar processes into statistically independent components. As a result, under some regularity conditions, we define a spectrum for self-similar processes as follows SðwÞ ¼ 1 2p
where GðlÞ is the basic autocorrelation function, and we referred the function SðwÞ as the scale spectral density function of a self-similar process [1] . An important class of self-similar processes is defined by the generalized Euler-Cauchy systems [1] . These processes are called self-similar autoregressive moving average (ARMA) processes. Symbolically, an Nth order self-similar ARMA process yðtÞ with parameter H can be represented by the following time varying, ordinary differential equation:
where uðtÞ can be interpreted as a unit driving white noise process for a linear self-similar system. In [1] , we have shown that under some regularity conditions, any self-similar process can be approximated by a finite order self-similar ARMA process in some sense. The basic autocorrelation function of an Nth order self-similar ARMA process is given by 
The scale stationary white noise process uðtÞ is defined in [1] as having autocorrelation function satisfying:
wheredðtÞ is referred to as the unit driving force and has properties
(ii)
(iii) xðtÞ ¼
In practical applications, often times the continuous time data is not available. Hence, we developed sampling methods for scale stationary processes by which the statistical structure of the continuous data can be recovered from its discrete samples in [11] . It is well known that for ordinary band limited stationary processes, the process can be recovered from its discrete samples recorded at equally spaced intervals. Since the characteristics of the signal remains the same with time scalings for statistically scale stationary signals, we developed a Shannon type optimal sampling procedure for such processes in terms of exponential sampling in [11, 12] . It has also been shown in [13] that exponential sampling is the optimum sampling procedure for the discretization of the Mellin transform.
The exponential sampling scheme is summarized with the sampling theorem as [11] . Theorem 1. Let xðtÞ for t40 be a scale stationary process having autocorrelation function RðlÞ satisfying
Àjw ln l RðlÞ d ln l ¼ 0 for some jwj4O
RðT n ÞsincðO lnðl=T n ÞÞ; l40, (16)
The condition of the theorem in (15) can be interpreted as band limitedness for scale stationary processes. The formula in (17) states that any band limited scale stationary process is completely determined by its sampled values, xðs o T n Þ, at exponentially spaced sampling intervals s o T n for n ¼ 0; À þ 1; . . . :
3. Multivariate self-similarity and state space representation for self-similar processes
In this section, we will introduce a state space representation for the self-similar processes based on the scale stationary ARMA processes [1] . Before we introduce state space representation for self-similar processes, we want to introduce the concept of multivariate self-similarity. Definition 1. We call the multivariate process variables xðtÞ ¼ ½x 1 ðtÞ x 2 ðtÞ . . . x N ðtÞ T strictly self-similar with self-similarity matrix H if it satisfies the following condition:
where denotes equality in finite dimensional probability distributions and H is a diagonal matrix as
A special case of self-similar state variables occur when the self-similarity matrix is null matrix H ¼ 0. For this case, each state becomes scale stationary, which means their statistics become absolutely independent of time scale. The definition of strictly scale stationary multivariate processes is given next. Definition 2. We shall call a multivariate process xðtÞ ¼ ½x 1 ðtÞx 2 ðtÞ . . .x N ðtÞ T strictly scale stationary if it satisfies the following condition: xðtÞ xðltÞ; À1oto1 for any l40.
It is straightforward to show that the isometry defined for self-similar and scale stationary processes given in (5) is also valid for self-similar and scale stationary multivariate processes, i.e.,
We shall define second order multivariate selfsimilarity as follows:
Definition 3. A multivariate process xðtÞ is wide sense self-similar with self-similarity matrix H if it satisfies the following conditions:
H is a constant matrix equal to
where
Note that here finite variance of the state variables is needed to assure that multivariate process is physically realizable. From the last condition of Definition 3, it is clear that the scale stationary state variables satisfy the following relation:
We shall call RðlÞ the scale correlation matrix. Using the isometry between the wide sense scale stationary states and the wide sense self-similar states we can show:
Then the correlation matrix for the wide sense self-similar states can be introduced as:
We will refer to CðlÞ as the basic correlation matrix of the multivariate process. Note that, state self-similarity implies that not only each variable is self-similar (univariate), but it is also jointly self-similar. It is also interesting to note that E½x i ðltÞx j ðltÞ ¼ l ðH i þH j Þ E½x i ðtÞx j ðtÞ for i; j ¼ 1; . . . ; N. Hence, when iaj, H i þ H j can be viewed as the self-similarity parameter of the joint process. Similarly, one can define self-similarity for higher order cross-covariance terms.
It is straightforward to extend the definition of univariate scale power spectral density [1] , to the case of multivariate processes and obtain a spectral characterization of the multivariate selfsimilar processes. Here, we shall only state the results. Under some conditions on the entries of CðlÞ, one can show that, multivariate self-similar processes yield the following spectral decomposition:
Or in matrix entries:
Before we proceed into state space representation for multi-input multi-output processes, we illustrate multivariate self-similarity with two simple examples. In many systems or measurement models, the unknowns are related to measurements within a linear regression framework. For example, in the case of univariate measurements:
where wðtÞ is measurement noise. Such a linear model is particularly suitable for prediction and filtering problems. Motivated by these practical considerations, we propose the following system and measurement models for multivariate selfsimilar processes:
where xðtÞ ¼ ½x 1 ðtÞ x 2 ðtÞ Á ÁÁ x N ðtÞ T is the N Â 1 state vector, uðtÞ is the R Â 1 input vector, yðtÞ is the
Note that, yðtÞ the measurement processes in the state space representation in (28) have some type of ''cumulative self-similarity'' i.e., measurements are a linear combination of self-similar univariate processes and self-similar input processes uðtÞ, which are not necessarily characterized by the same self-similarity parameters. However, if the self-similarity parameter of one of the states is dominant over the others, the output can be approximated as a 1=f process with the selfsimilarity parameter of the dominant state.
Remarks.
An integral representation of the self-similar states and output processes are given by
where the integrals are defined in the second order sense. Note that, when uðtÞ is a scale stationary ''white'' noise process, some care needs to be taken in the integral representation above. Here, we shall omit this technicality.
However, rigorous treatment can be found in [1] . The dynamical model for the kth state variable in (28) is given by
As can be seen from this equation, the dynamics of a state is defined by the state itself, other states and the input depending on the A and B matrices. The dependency on the state itself can be seen as an intrinsic self-similarity, whereas the coupling to the other states may be treated as an additional input to the state under consideration. As such, the coupled states x l ðtÞ with parameters H l do not have any affect on the self-similarity of the state x k ðtÞ which has a self-similarity parameter H k . The derivative operator tðd=dtÞxðtÞ can be interpreted as follows:
This interpretation reveals that the memory of the system is stored in time scales rather than time shifts. Hence, the dynamical equations in the state space representation express the evolution of the states in infinitesimal time scalings. This interpretation highlights the difference between our state space representation and the multiresolutional state space representation in [9] , where the states of the system is defined on a dyadic tree with dynamics evolving on the tree. The state space representation for self-similar processes can also be expressed with first order time varying ordinary differential equations ðd=dtÞxðtÞ ¼ ðt H At ÀH =tÞxðtÞ þ ðt H B=tÞuðtÞ, and time varying state space techniques can be used in their analysis. However, this representation does not provide any insight for the inner dynamics and time evolution of the selfsimilar states. Furthermore, the proposed representation along with the interpretation of the derivative operator tðd=dtÞ, leads to alternative and more efficient implementation techniques as we will discuss in Sections 4 and 5. The conditions on the stability, controllability and observability of the states can be easily derived from the system and measurement models using the techniques available for the classical state space representations [14] .
Kalman filtering
In this section, we will address the problem of recursive estimation and prediction of the selfsimilar signals within the framework of Kalman filtering [15] . Naturally, the state space representation of self-similar signals introduced in the previous section provides the system and observation models necessary for Kalman machinery. In the following subsections we will derive the prediction and backward smoothing algorithms of the Kalman filter for self-similar processes where the optimal Kalman gain and the Riccati equations are derived.
Prediction
Consider the self-similar ARMA processes in state space representation: 
where, wðtÞ is the system noise and vðtÞ is the measurement noise where both are zero mean, Gaussian, white noise with covariances: E½wðtÞw If all the state space representation matrices are known, the same system can be easily established and the states and the outputs can be estimated if the initial conditions are known. However, since this will be an open loop system, the estimates will not be robust. Thus, in the Kalman filter, the estimated statesxðtÞ are obtained by feeding the error term obtained from the original measurements back to the original system model, whose effect is determined by the Kalman gain matrix. The error statexðtÞ is obtained by the difference between the estimated states and the true ones xðtÞ ¼xðtÞ À xðtÞ. The optimum state estimates and the Kalman gain matrix coefficients are obtained by minimizing the covariance matrix of the error states in the minimum mean square sense. By estimating the states, a one-step ahead predictor for the output processes is also obtained. The proposed Kalman filter algorithm is summarized in Table 1 .
As can be seen from the above equations, our algorithm does not need any extra steps as compared to the multiresolution Kalman filtering proposed in [9] . This is an expected result since our state dynamics evolve on the time scalings as opposed to a dyadic tree described in [9] .
The Kalman filter equations derived by using the proposed state space representation for multivariate self-similar processes can also be obtained by using the classical time-varying Kalman filter equations. The major difference between our representation and the ordinary case lies in the state update and error covariance propagation equations. Here, the memory is captured in infinitesimal time scales as opposed to the ordinary case, which captures dynamics in time shifts.
The difference in the representation of the memory content of the state update and error covariance propagation in terms of time scales or time shifts provide us with two different approximation of the continuous time Kalman filter in terms of exponential or uniform discrete time samples, respectively. Hence, the major difference in these representations occur in the performance of their discrete time implementations. Since the exponential sampling is the Shannon type optimal sampling procedure for self-similar processes as explained in Section 2, Theorem 1 (interested readers are referred to [11] ), we expect that the proposed Kalman filter via exponential samples approximates the continuous time Kalman filter better than the classical Kalman filter representation via uniform samples. In the following section, where we present simulation examples for the proposed Kalman filtering, we will also show numerically that exponential sampling provides better approximation than the uniform sampling.
Backward smoothing
As is well known, although Kalman filter allows real time application via recursive prediction, it suffers from the build up of errors in time. If offline processing is available and noise elimination is essential, then backward smoothing leads to the optimal Wiener filtering.
The backward smoothing algorithm for the proposed Kalman filtering can be easily obtained by adapting the Rauch-Tung-Striebel (RTS) algorithm [16, 17] for the proposed system and measurement models. The backward dynamics of 
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Here, the starting conditions arex s ðTÞ ¼xðTÞ and P s ðTÞ ¼PðTÞ where T is the final time of the measured signal. Therefore, the smoothed signal is estimated by backward processing of the Kalman filtering algorithm given in the previous subsection by starting from t ¼ T ending at t ¼ t 1 where t 1 was the initial time of recording.
Numerical and simulation experiments

Experiment I
Throughout this simulation experiment, we use the following first order AR process where H ¼ À0:3, A ¼ À0:2, B ¼ 1, C ¼ 1, Q ¼ 1 to test the performance of the proposed Kalman filter. The system and the measurement models are: t _ xðtÞ ¼ À0:5xðtÞ þ t À0:3 wðtÞ, yðtÞ ¼ xðtÞ þ vðtÞ,
We generate the simulation data via its covariance matrix and Karhunen-Loeve (KL) transform (please see [18] and the references therein). The auto-covariance of xðtÞ for the first order system given above is
where b ¼ B 2 Q=ðÀ2AÞ. Using covariance matrix above and the KL transform, we generate xðtÞ and yðtÞ for 1oto3:14. We propose two methods to implement the continuous time Kalman filter for discrete data. These methods essentially differ in the way the derivative operator tðd=dtÞ is discretized as described in the previous section.
Kalman predictor and smoother via exponential sampling
In the Kalman filtering algorithm, the estimated state in continuous time is given by t _x ðtÞ ¼ AðtÞxðtÞ þ KðtÞðyðtÞ À CxðtÞÞ.
(37)
Here, we discretize tðd=dtÞxðtÞ % ðxðtD e Þ À xðtÞ= ln D e Þ and obtained the following approximation to Eq. (37): 
A sample data xðtÞ (solid line), yðtÞ (dash-dot line) and the estimated dataxðtÞ (dashed line) for SNR ¼ 20, 10, 5 and 2 dBs out of 100 runs are given in Fig. 1(a)-(d) , respectively. The estimation SNRe for each estimated signalxðtÞ is calculated as:
Note that the proposed Kalman filter also suffers from the same problems as the conventional Kalman filter, that is from the build up of the ''random walk'' type errors as the prediction time increases. This problem can be overcome by using the backward smoother.
Again, the smoothed state estimate in continuous time is approximated using backwards scale derivative definition given in (31) We process 100 Monte Carlo Runs to test the performance of the smoother for SNRs of 20, 10, 5 and 2 dB. The sample data from the same seeds as in the prediction case, xðtÞ (solid line), yðtÞ (dash-dot line) and the estimated smoothed datâ x s ðtÞ (dashed line) for SNR ¼ 20, 10, 5 and 2 dB out of 100 runs are given in Fig. 2(a)-(d) , respectively.
The smoothing SNRse for each smoothed signal x s ðtÞ is calculated as SNRse ¼ varðxÞ=varðx Àx s Þ.
(43)
Classical Kalman predictor and smoother via uniform sampling
We will now compare the performance of the implementation of the proposed Kalman prediction and smoothing algorithms with the usual Kalman predictor and smoother. In this case, the system and measurement models are expressed as follows: 
For the Riccati equation solution,
Naturally, continuous time approximation improves as the uniform sampling intervals get closer to zero. Here, the time interval is selected as
We test the performance of the usual Kalman filter for the SNR levels of 20, 10, 5 and 2 dB using 100 Monte Carlo runs. A sample data xðtÞ (solid line), yðtÞ (dash-dot line) and the estimated datâ xðtÞ (dashed line) for SNR ¼ 20, 10, 5 and 2 dB out of 100 runs are given in Fig. 3(a), (b) , (c) and (d), respectively.
We apply the usual smoothing algorithm of Rauch-Tung-Striebel [16, 17] . The smoothed state estimate in continuous time is approximated as follows:
We again process 100 Monte Carlo Runs to test the performance of the smoother for SNRs of 20, 10, 5 and 2 dBs. We use the same random number generator seeds to provide visual comparison between the performances of two implementation techniques. These results are presented in Fig. 4(a) , (b), (c) and (d), respectively.
In order to compare the performances of the proposed and the conventional Kalman filter algorithms, using 100 Monte Carlo Runs, we present in errorbars the estimation SNRe versus the input SNR for the prediction in Fig. 5(a) and the smoothing SNRse versus the input SNR for the smoothing in Fig. 5(b) . In these figures the solid line is used for the proposed algorithm with exponential sampling and dashed line is used for the classical algorithm with uniform sampling.
What has been shown analytically in [11, 12] , has also been verified numerically in this section, that the implementation of the continuous time Kalman filter for self-similar processes depending on the proposed state space representation based on exponential sampling provides better performance than the classical time-varying Kalman filter based on uniform sampling intervals. Note that the numerical simulation results shown in Fig. 5 are obtained by using uniformly sampled data with 331 sample points for the classical Kalman filtering; and the same data exponentially sampled with 256 sample points for the proposed approach. While the improvements upon the classical approach appears limited, further improvements in performance can be achieved by increasing the number of data points in the proposed Kalman filtering approach. However, the simulation results shown in Fig. 5 indicate that proposed approach provides at least as good results as the standard approach with less number of data points and hence less computation.
Experiment II
In the first experiment, we used a univariate system and showed the performance of the Kalman filter to exponential and uniform samples. In this experiment, we will study a multivariate system. We implement the following second order The simulated data for the states x 1 ðtÞ, x 2 ðtÞ and the outputs y 1 ðtÞ and y 2 ðtÞ obtained from the above system and observation equations are presented in Fig. 6 (a), (b) , (c) and (d), respectively. Next, we applied the proposed Kalman filter given in Table 1 to exponential samples and obtain the predicted and smoothed states. In Fig. 7 (a) and (b), we present the original (solid line) and predicted (dashed line) states x 1 ðtÞ and x 2 ðtÞ, respectively. In Fig. 8 (a) and (b) , we present the original (solid line) and smoothed (dashed line) states x 1 ðtÞ and x 2 ðtÞ, respectively. As can be seen from this experiment, the proposed Kalman filter estimates multivariate self-similar states optimally from the observation data.
Application areas
Many estimation and prediction tasks in signal processing involving 1=f processes can be formulated within the proposed Kalman filtering framework. Some applications include network traffic prediction, which has potential implications in network management and quality service provisioning and matched filtering in communications applications to eliminate 1=f type interference or environmental noise.
In this section, we will explain how proposed methods can be employed to develop solutions for aforementioned problems. 
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Self-similar network traffic modeling and prediction
Recent measurements of local area (LAN) and wide area (WAN) networks such as in Ethernet, ISDN packet networks, signaling (CCSN/SS7) networks for public telephone networks [5, [18] [19] [20] [21] [22] [23] [24] [25] , have shown that network traffic exhibits self-similar statistics as opposed to the early assumptions of Poisson distribution. Due to the attractive theoretical properties of Poisson processes, such as independence between arrivals and exponential distribution for interarrivals, the network traffic was at first modeled using such processes. However, subsequent experimental studies on the behavior of both Ethernet LAN and WAN traffic show that the distribution of packet interarrivals clearly differs from exponential distributions [5, 19, 22] . Especially in the seminal work of Leland et al. [5] , the packet arrivals that are aggregated over non-overlapping blocks in different time scales showed the same statistics in each time scale and long range correlations which decays hyperbolically over different time scales.
Subsequent to this work, a string of studies has appeared dealing with various aspects of traffic self-similarity [18] [19] [20] [21] [22] [23] [24] [25] . In most of these studies, the self-similarity parameter is considered as the major characteristic of self-similarity, and its reliable estimation from the network measurements is an important task for both characterization and simulation of the traffic [5, 19, 23, 24, 26] . In [20] and [25] it was shown that long-range dependent traffic is likely to degrade the performance and the queue length distribution under self-similar traffic decays, much more slowly than with short range dependent sources. In the studies mentioned above the magnitude of the traffic is shown to be selfsimilar. Additionally, recent study [21] shows that the traffic delay, which is encountered in the encoding, transmission, receiver buffering and decoding, is also self-similar. This fact is expected to have a fundamental impact on the quality of service (QoS) of real time applications.
For the modeling of the self-similar traffic, fractional Brownian motion [5, 23, 25] and ON/ OFF modeling [20, 22, 24] have been proposed and studied. While these models have been successful in developing insights to the source of selfsimilarity in network traffic, they do not have predictive and recursive capability. However, prediction of the traffic is an important problem for the improvement of the QoS. For example, it will allow optimal buffer size estimation that will eliminate packet loss or it will provide optimum rate channel assign (RCA) for the optimal usage of the resources by the base station controller in IS-2000. Using the proposed Kalman filtering technique, the self-similar network traffic for each user can be predicted recursively in real time, which will allow estimation of optimal RCA or optimal buffer size leading to better QoS.
In order to use the proposed Kalman filtering framework, the system and measurement models parameters for each user, i.e., A, B, C, D and H have to be known or estimated. We believe that the estimation of the model parameters and prediction should be interleaved or performed simultaneously within the expectation-maximization framework [27, 28] or by using the extended Kalman filtering algorithm of Tsatsanis et al. [29] that adaptively estimates the system parameters using a least squares technique. These topics are open research areas and will be addressed in our future work.
Matched filtering for communication systems
Another potential application area for the proposed Kalman filter is matched filtering for communication systems. The received signal yðtÞ for matched filtering is conventionally modeled as the summation of the transmitted signal xðtÞ and the environmental noise wðtÞ as yðtÞ ¼ xðtÞ þ wðtÞ.
Then, the matched filtering problem becomes one of finding a linear filter that maximizes the output SNR.
It is shown that in many communication applications such as in radar, sonar, underwater acoustics, the noise that comes from the environment is non-stationary or time-varying [29] [30] [31] [32] [33] . Especially in underwater acoustics and for active sonar, the reverberation, which is caused by the reflection of the transmitted signal on several interfaces such as air-sea or ground-sea, is considered as non-stationary noise [30] . Similarly, the transmitted signal can also be non-stationary [33] . In such cases, the received signal, which is a linear combination of self-similar process embedded in additive long term correlated noise, can be modeled using the proposed state space model with self-similar states of first order AR processes. Then, the proposed Kalman filtering technique can be used for matched filtering to eliminate the noise. Here again, the parameter and state estimation needs to be performed iteratively or simultaneously.
Conclusion
In this paper, we developed continuous time state space representation and an optimal Kalman filtering algorithm for self-similar processes. In the system model, we introduced multivariate selfsimilarity concept where self-similarity of the states is captured in the self-similarity matrix and the memory is captured in infinitesimal time scalings. The concept of multivariate self-similarity forms the essence of our development.
Using the system and measurement models, we formulate the continuous time Kalman filter to estimate, predict or smooth self-similar processes. Although the algorithm is in the same form as the usual Kalman filter, the major difference is in the memory content or the dynamics of the estimated state and the error covariance matrix, which is appropriate for capturing the self-similar nature of the processes. We show analytically and also numerically that approximation of this scale memory content of the self-similar state and error covariance estimates in the Kalman filtering implementation via exponential sampling provides better than the uniform sampling.
This work can be extended to several further research areas. Estimation of model parameters, including the self-similarity matrix, has to be addressed for those applications where model parameters are unknown. Another important direction is to extend these ideas to discrete time models for numerically efficient implementation.
