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RØsumØ : Ce tutoriel expose certains problŁmes fonda-
mentaux en algorithmique du texte pour la bioinforma-
tique, leurs solutions actuelles ainsi que quelques pers-
pectives de recherche.
AprŁs une introduction expliquant pourquoi la bioinfor-
matique s’intØresse aux sØquences de caractŁres et d’oø
provient le problŁme de recherche de motifs, nous prØsen-
tons de façon progressive diffØrentes modØlisations des
motifs (partie 2). Un motif peut Œtre un simple mot ou un
ensemble de mots que l’on recherche de maniŁre exacte
ou approchØe, par similaritØs. Plus gØnØralement, on dØ-
nit un motif comme un langage pouvant se situer à dif-
fØrents niveaux de la hiØrarchie de Chomsky et formali-
sable par des structures telles que des grammaires ou des
automates.
Le tutoriel se poursuit par la prØsentation des mØthodes
logicielles ou matØrielles qui rØsolvent les recherches
de motifs selon la modØlisation choisie (partie 3). Ces
algorithmes s’effectuent avec ou sans prØ-traitements du
motif ou de la banque de sØquences. Quand les motifs
deviennent complexes, la recherche par balayage devient
la seule solution possible, que cela soit par heuristique ou
de maniŁre exacte. Nous Øvoquerons aussi les architec-
tures spØcialisØes destinØes à traiter de grandes quantitØs
de donnØes : ces machines doivent Øquilibrer puissance
de calcul et accŁs aux donnØes.
Mots-clØs : recherche de motifs, bioinformatique, dis-
tance d’Ødition, langages, automates, programmation dy-
namique, heuristiques à base de graines, architectures,
FPGA.
FIG. 1  Structure des protØines. Une protØine est un
polymŁre peptidique, c’est-à-dire un assemblage de plu-
sieurs acides aminØs.
1 INTRODUCTION : ADN, PROTÉINES, MODÉ-
LISATION DE FAMILLES DE SÉQUENCES ET
BANQUES DE DONNÉES
1.1 De l’ADN aux protØines
Le mØtabolisme, ou fonctionnement des cellules, est as-
surØ en grande partie par des molØcules appelØes pro-
tØines. Les protØines sont des successions d’acides ami-
nØs qui, repliØes dans une certaine structure 3D, ont une





L’information codant les protØines est conservØe dans les
chromosomes d’une cellule sous forme d’acide dØsoxyri-
bonuclØique (ADN, gure 2). L’ADN est une succession
de nuclØotides pris parmi l’alphabet à 4 lettres :
x{|R77 t¡?
Un des rôles de la machinerie cellulaire est de transfor-
mer l’ADN en protØines (gure 3). L’ADN est transcrit
en ARN messager. Celui-ci est traduit en protØines par les
ribosomes selon le code gØnØtique qui associe à chaque
codon (c’est-à-dire à chaque triplet de nuclØotides de x  )
un acide aminØ de x ybz . Les codons stop provoquent l’ar-
rŒt de la traduction (tableau 1). La traduction peut se faire
selon trois phases de lecture diffØrentes par sens de lec-
ture, soit six phases au total (gure 4).
Un gŁne est la portion d’ADN qui code une protØine.
L’ADN codant peut reprØsenter moins de 1 % des gØ-
nomes eucaryotes. Les autres rØgions de l’ADN, non co-
dantes, ont d’autres fonctions telles que la rØgulation. Le
tableau 2 donne quelques ordres de grandeurs sur l’ADN
et les protØines.
1.2 ModŁles et motifs pour coder les similaritØs
La comparaison des protØines entre elles et leur regrou-
pement en familles fonctionnelles passent par l’Øtude des
similitudes entre leurs structures 3D ou leurs sØquences
1D. La plupart du temps, les protØines d’une mŒme fa-
mille proviennent d’un ancŒtre commun.
FIG. 2  Structure en double hØlice de l’ADN. Chaque
nuclØotide est composØ d’un groupe phosphate, d’un
sucre (le dØsoxyribose), ainsi que d’une base azotØe A,
C, T ou G. Les bases A et T, ainsi que G et C, sont com-
plØmentaires : un pont hydrogŁne les relie.
FIG. 3  La machinerie cellulaire. Dans le noyau, l’ADN
des chromosomes est transcrit en ARN messager par la
transcriptase. L’ADN messager migre vers le cytoplasme,
et les ribosomes le traduisent en protØines.
1 T C A G














    
TAB. 1  Le code gØnØtique associe chaque triplet de nu-
clØotides (comme A¡ ) diffØrent des codons stop (s) à








FIG. 4  La machinerie cellulaire peut traduire les chaînes
nuclØiques en protØines suivant six phases distinctes selon
l’endroit oø est initiØe la traduction ainsi que selon le sens
de lecture.
1.2.1 Similarités 3D
La fonction mØtabolique d’une protØine dØpend forte-
ment de sa structure 3D : les sites actifs de la protØine in-
teragissent avec d’autres molØcules appelØes ligands. Les
structures 3D des protØines sont difcilement accessibles.
La cristallographie permet de connaître quelques struc-
tures complŁtes de protØines dans certains milieux, mais
cette technique reste lourde. La rØsolution directe des
Øquations physico-chimiques sur de si grandes molØcules
est combinatoirement hors de portØe des moyens de cal-
culs actuels. D’autres recherches sur le repliement de pro-
tØines tentent de comprendre la structure 3D d’une pro-
tØine à partir des sØquences 1D [Andonov et al., 2004].
1.2.2 Motifs
Il est surtout possible d’Øvaluer les similaritØs entre pro-
tØines en travaillant directement avec les sØquences 1D.
En effet, la structure 3D d’une protØine est fonction de la
sØquence linØaire 1D des acides aminØs qui la composent
sur
x y¶z
. Les similitudes peuvent Œtre partielles : une simi-
laritØ de ·¸¹ dans les sØquences 1D suft gØnØralement à
obtenir une mŒme structure 3D. Pour rechercher la fonc-
tion d’une protØine ou d’un gŁne, on essaie donc de re-
trouver des similaritØs entre sa sØquence d’acides aminØs
ou de ses bases d’ADN et les sØquences dØjà connues.
Les protØines prØsentant des similaritØs de sØquences 1D
et de structures 3D sont appelØes homologues.
Lorsqu’une famille de sØquences a ØtØ identiØe (par
similaritØ, expØriences en laboratoire, ou expertise hu-
maine), il est possible de construire un modŁle qui la re-
prØsente que nous appelons motif. Le motif peut :
1. reprØsenter un domaine de quelques dizaines
d’acides aminØs, bien conservØ au cours de l’Øvo-
lution dans une mŒme famille. Ces domaines, sont
idØalement caractØristiques d’une fonction donnØe
ou d’un certain site actif ;
2. Œtre un modŁle calculØ ou appris sur toutes les sØ-
quences. Le motif se reprØsente alors par un lan-
gage qui dØcrit une certaine structure des sØquences.
Ces modŁles gØnŁrent des sØquences, souvent avec
un score ou une probabilitØ qui mesure l’adØquation
entre le modŁle et la sØquence.
Un exemple de reprØsentation par motif couramment
utilisØe par les biologistes est la syntaxe PROSITE












caractØristique d’une famille de ri-
bonuclØases. Les crochets dØsignent le choix entre plu-
sieurs acides aminØs et le ½ est un joker, c’est-à-dire un
acide aminØ quelconque. Il est possible d’avoir des jo-


























premier joker a une longueur comprise entre Æ et Ç . Des
programmes tels que PRATT [Jonassen et al., 1995] sont
capables d’infØrer de tels motifs à partir d’un jeu de sØ-
quences.
La syntaxe PROSITE ne permet de reprØsenter qu’un
sous-ensemble des expressions rØguliŁres : les motifs
peuvent Œtre reprØsentØs par des automates (gure 5









FIG. 5  Un automate dØcrivant le motif PROSITE  ¼
º
   »T¼p½+¾ Ã ÕÁ ¼ ~
.
et partie 2.3). Pour gagner en expressivitØ, il est intØ-
ressant d’utiliser la seconde catØgorie de modŁles, par
exemple en allant plus loin dans la hiØrarchie de Chom-
sky ([Chomsky, 1957], en considØrant que le modŁle est
un language à reprØsenter d’une maniŁre ou d’une autre
(voir partie 2.1.1).
1.3 Banques gØnomiques et puissance de calcul
L’automatisation des outils de sØquençage conduit de-
puis une trentaine d’annØes à une croissance exponen-
tielle des donnØes biologiques et de leurs donnØes as-
sociØes (annotations, mØta-donnØes). La banque amØri-
caine Genbank, la banque japonaise DDBJ et la banque
europØenne EMBL mettent en commun toutes les sØ-
quences nuclØiques du domaine public sØquencØes dans
le monde au sein de l’INSDC (International Nucleotide
Sequence Database Collaboration). La banque EMBL
[Stoesser et al., 2003] contient, en mai 2005, 85 milliards
de bases rØparties en 49 millions d’entrØes. Cette quantitØ
double tous les 15 mois (gure 6).
À partir de ces donnØes brutes et faiblement structu-
rØes, les biologistes cherchent quotidiennement à obte-
nir un aperçu des fonctions mØtaboliques et donc, na-
lement, une comprØhension de certains mØcanismes bio-
logiques. Cette comprØhension peut Œtre utilisØe notam-
ment en pharmacologie (prØsØlection bio-informatique de
substances actives sur certaines protØines) ou en gØnie gØ-
nØtique. Elle passe cependant par des traitements lourds
lors d’opØrations comme la recherche de similaritØs, de
motifs ou de modŁles.
Contrairement aux bases de donnØes usuelles, les
banques de sØquences sont des collections non structu-
rØes de donnØes brutes. Certaines applications peuvent in-
dexer les banques (voir partie 3.1.2), mais d’autres nØces-
sitent des balayages complets auquel l’indexation n’ap-
porte aucune aide [Williams et Zobel, 2002]. La crois-
sance des banques devient alors problØmatique si on la
compare à celle du pouvoir de calcul des processeurs qui,
lui, double seulement tous les 18 mois selon la loi de
Moore [Moore, 1965, ITR, 2004] (gure 6). De nouvelles
solutions, logicielles comme matØrielles, sont donc indis-
pensables pour exploiter ces masses de donnØes.
2 MODÉLISATIONS
Cette partie prØsente quelques ØlØments se rapportant à
la thØorie des langages et montre diffØrentes maniŁres de
modØliser les motifs en bioinformatique. Un motif est un
langage, langage pouvant se situer à diffØrents niveaux de
la hiØrarchie de Chomsky (partie 2.1).








 1980  1985  1990  1995  2000  2005
Nombre de transistors
Nombre de bases dans EMBL
FIG. 6  Nombre de transistors dans les processeurs
(Intel) et taille des banques de donnØes gØnomiques
(EMBL).
mots. Pour faire des recherches approchØes, une exten-
sion est de considØrer tous les mots proches du mot ini-
tial selon une distance d’Ødition calculable par program-
mation dynamique (2.2).
Le langage peut aussi Œtre dØni par d’autres outils, en
particulier par des automates nis ou pondØrØs (2.3 et
2.3). Rechercher un motif Øquivaut à opØrer un ltrage sur
une banque de donnØes en sØlectionnant des sØquences
supposØes pertinentes parmi un ensemble plus large, l-
trage dont on peut mesurer la qualitØ (2.4).
2.1 Mots et langages
Soit x un ensemble ni appelØ alphabet. Les ØlØments de
x
sont appelØs des caractŁres. Un mot est une suite nie
de caractŁres Ö { Ö×5Ö yAØ*Ø/Ø Ö(ÙÚ xÛ . Un sous-mot de Ö
est une suite extraite de Ö , et un facteur de Ö une sous-
suite Ö$ÜﬁÖ$Ü5Ý ×
Ø/Ø*Ø




est un ensemble de mots (partie de x Û ).
2.1.1 Classes de langages
La hiØrarchie de Chomsky dØnit diffØrentes classes de
langages [Chomsky, 1957, Hopcroft et Ullman, 1969] :
 les langage rØguliers sont les langages reconnus par les
automates nis. Ils se reprØsentent par les expressions
rØguliŁres (gure 7) ;
 les langages algØbriques (context-free) sont les lan-
gages reconnus par les automates à pile ;
 suivent d’autres langages plus complexes, jusqu’aux
langages rØcursivement ØnumØrables qui sont tous les
langages qu’une machine de Turing peut ØnumØrer. Le
problŁme d’appartenance d’un mot à un langage est
alors non dØcidable dans le cas gØnØral.
2.1.2 Intérêt pour la bio-informatique
Les travaux de Searls [Searls, 1992, Searls, 1993a,
Searls, 1997] montrent que certaines structures biolo-
giques se formalisent par des langages à diffØrents ni-
veaux de la hiØrarchie de Chomsky. Certaines structures
secondaires doivent Œtre dØcrites par des motifs algØ-











FIG. 7  Automate ni ê× . Un automate ni reconnaît
un mot Ö si et seulement si il existe un chemin Øti-
quetØ par Ö conduisant d’un Øtat initial (ici l’Øtat 1) à
un Øtat nal (ici l’Øtat 5). L’automate ni êë× sur l’al-
phabet
xì{í|ﬁî7ï&ðR







se traduit biologiquement par des repliements distincts.
Les rØpØtitions ou les pseudo-nuds demandent mŒme
des grammaires dØpendants du contexte. Des travaux plus
rØcents ont introduit d’autres classes de motifs et de lan-
gages [Rivas et Eddy, 2000, Leung et al., 2001].
Les langages rØguliers ou algØbriques ne doivent cepen-
dant pas Œtre abandonnØs, les diffØrentes modØlisations
des sØquences biologiques visant à remplir deux critŁres
opposØs : les motifs choisis doivent possØder une expres-
sivitØ la plus grande possible pour modØliser les propriØ-
tØs biologiques ØtudiØes, tout en gardant une bonne efca-
citØ pour des solutions logicielles et/ou matØrielles adap-
tØes aux problŁmes posØs.
2.2 Recherches par similaritØs
Dans sa forme la plus simple, un motif est un simple
mot ö
{÷aA¡¡a( ¡
. Cette partie montre com-
ment autoriser des erreurs d’Ødition dans la reconnais-
sance de motifs, ce qui mŁne aux mØthodes de com-
paraison de sØquences utilisant la programmation dy-
namique, telles que celles proposØes par Needleman et
Wunsch [Needleman et Wunsch, 1970] ainsi que Smith
et Waterman [Smith et Waterman, 1981], respectivement
en 1970 et 1981. La premiŁre Øvalue la similaritØ entre
deux chaînes d’ADN ou entre deux protØines et calcule le
meilleur alignement global, tandis que la seconde trouve
des paires de sous-sØquences hautement similaires en cal-
culant des alignements locaux. Les deux mØthodes uti-
lisent un coßt d’alignement qui peut Œtre vu comme un
score de similaritØ. Le motif sera ainsi donnØ par une sØ-
quence requŒte ö ainsi qu’un seuil sur le score.
2.2.1 Similarités et alignements
Mesurer la similaritØ entre deux sØquences demande à ali-
gner ces sØquences, c’est-à-dire à mettre en correspon-
dance leurs rØgions similaires pour estimer le coßt pour
transformer une sØquence en l’autre. À chaque position
dans l’alignement correspond une des trois situations sui-
vantes (gure 8) :
 un match, quand le mŒme caractŁre ø apparaît dans les
deux sØquences,
 une substitution (ou mismatch) lorsqu’il y a deux ca-
ractŁres diffØrents ø et ù ,
 ou un gap, c’est-à-dire une insertion d’un caractŁre
dans seulement une sØquence, ou symØtriquement une
dØlØtion dans une des deux sØquences.
Ces opØrations, bien qu’elles soient une idØalisation de
l’Øvolution d’un gØnome, correspondent à un mØcanisme
rØel d’erreur de recopie de la machinerie cellulaire : sub-
stitutions, insertions et dØlØtions ont une frØquence gØ-
nØralement comprise entre ú*¸tûýü et ú*¸jûýþ lors de chaque
duplication de l’ADN.
ß
T G A A A T G C G – A G T
                   
T T C A T A T – C G T A G T
FIG. 8  Alignement global de deux chaînes d’ADN avec









Le nombre minimum de substitutions, insertions et
dØlØtions pour passer d’une chaîne à l’autre est ap-
pelØ distance d’Ødition ou distance de Levenshtein
[Levenshtein, 1966].
La distance d’Ødition peut se rafner en utilisant des
scores de substitution, notamment lorsqu’on traite des







mesurant la similaritØ entre ø et ù . Les scores de
la matrice BLOSUM62 sont ainsi liØs aux probabilitØs de
substitution des acides aminØs, probabilitØs estimØes sur
l’Øvolution d’organismes sur des milliers de gØnØrations
[Henikoff et Henikoff, 1992] (gure 9).
De mŒme, on peut xer une pØnalitØ 
	  pour chaque
insertion ou dØlØtion et considØrer cette pØnalitØ comme









	  . On retrouve ainsi la distance de Levenshtein








Une autre distance usuelle compte le nombre minimum
d’insertions et dØlØtions entre deux chaînes : une substi-

































































deux sØquences à comparer, et O ñQPﬃïER9ô le score de simi-
laritØ maximum entre les deux sous-sØquences JýzØ/Ø/ØJLS
et
NKz3Ø*Ø/ØNUT
. On peut calculer O
ñQPﬃïER9ô
par une rØcursion à
deux dimensions en utilisant l’Øquation de Needleman-


























ØlØments de base nuclØotides (bases, pb) acides aminØs (aa)
x
, 4 possibilitØs x(ybz , 20 possibilitØs
fabrication auto-rØplication par la machinerie cellulaire
à partir de l’ADN
orientation 5’  3’ NH y  COOH
1 gŁne : 300  3000 pb 1 protØine : 100  1000 aa
tailles typiques gØnome bactØrien : 100 000 bases
gØnome humain : ·a`hú*¸cb bases 30 000 gŁnes
banques de donnØes EMBL : Ç
de`hú*¸cb bases TrEMBL : d
d\df`­úR¸
g aa
(mai 2005) SwissProt : Æ
de`hú*¸
g aa
TAB. 2  ADN et protØines. Les sØquences nuclØiques (ADN) ou protØiques sont des mots sur un alphabet à 4 ou 20 lettres.
La banque protØique UniProt se rØpartit en deux banques : SwissProt, qui recense les protØines identiØes, et TrEMBL,
une traduction automatique de la banque nuclØique EMBL.
classe de reconnaissance signification biologique





































TAB. 3  Les motifs rationnels ne sufsent pas à dØcrire correctement les structures des sØquences nuclØiques. Ce tableau,
inspirØ de [Searls, 1997], montre les relations entre les divers classes de langage de la hiØrarchie de Chomsky et les
structures biologiques. Une structure comme les tige-boucles correspond à un palindrome complØmentaire, comme dans
¡¡


















FIG. 9  Extrait de la matrice BLOSUM62 qui associe
à chaque paire d’acides aminØs un score de substitution






















































La gure 10 donne un exemple de calcul de matrice de
programmation dynamique avec l’Øquation NW. La quan-
titØ  ñ I ï M ô{ O ñhïVô obtenue en n de calcul est la
similaritØ globale entre I et M .
Cependant, dans beaucoup d’applications, on prØfŁre
rechercher des similaritØs locales, par exemple lorsqu’on
compare deux grandes sØquences d’ADN. On cherche
donc les meilleures sous-sØquences similaires entre I
et M . Appelons O
ñP&ïERô
la similaritØ de la paire de sous-




. Cette similaritØ peut Œtre calculØe par l’Øquation



















































































La gure 10b donne un exemple de calcul utilisant
SW. La quantitØ  ñ I ï M ô{¡ ¢£ O ñQPﬃïER9ô reprØsente la
meilleure similaritØ locale entre I et M . On peut aussi
utiliser des relations globales-locales qui calculent la si-
milaritØ entre des sous-sØquences de I et la chaîne M
entiŁre. Dans tous les cas, on peut xer un seuil ¤
z
et
rechercher toutes les chaînes I dans une banque de sØ-
quences avec une similaritØ  ñ I ï M ô¦¥ ¤ z .
Dans les Øquations de programmation dynamique, la pro-
pagation des scores dans la matrice de programmation
dynamique est uniquement locale : chaque cellule intØ-
rieure reçoit les scores des trois cellules prØcØdentes et
envoie son rØsultat aux trois cellules suivantes (gure 11,
à gauche). La partie 3.2 montre comment calculer efca-
cement ces §
ñQ¨Vô
cellules par des architectures systo-
liques.
H(i, j)H(i, j − 1)
H(i− 1, j)H(i− 1, j − 1)
FIG. 11  LocalitØ du calcul dans une cellule SW/NW (à
gauche). Les Łches noires montrent les scores provenant
des trois cellules prØcØdentes. La seule autre information
dont la cellule a besoin est
 ñQJ S ïN T ô
. Les Łches en poin-
tillØs montrent la propagation des donnØes vers les trois
cellules suivantes. Lorsqu’on cherche à calculer toutes les
cellules d’une matrice de programmation dynamique, les
cellules le long d’une mŒme anti-diagonale peuvent Œtre
calculØes simultanØment (à droite).
2.2.3 Fonctions de gap
Dans les Øquations (1) et (2), la pØnalitØ \	,-  est
constante. Un gap de © positions successives obtient
donc une pØnalitØ globale  ñ © ô1{  	,-  © : la pØnalitØ
peut Œtre vue comme une fonction linØaire. On peut
considØrer d’autres fonctions de gap plus proches de la
rØalitØ biologique : il est plus coßteux d’ouvrir un gap
que d’en Øtendre un existant. On utilise ainsi souvent
des fonctions afnes de type  ñ © ôd{ \ª	¬«ﬁ©FE­®Q,¯ .
Dans ce cas, les relations de programmation dynamique
peuvent utiliser plusieurs matrices, comme l’a montrØ







































































































Lorsqu’une fonction afne est utilisØe, on peut tou-
jours calculer toutes les cellules en § ñ¨Vô opØrations
[Gotoh, 1982].
La programmation dynamique permet donc, en partant
d’une sØquence, d’une distance et d’un seuil, d’accepter
un ensemble de sØquences similaires à la sØquence ini-
tiale.
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A T G C  A T C G A
(a) ¸ ¸ ¸ ¸ (b) ¸ ¸ ¸
A T  C T A T  G A
FIG. 10  Exemple de calcul d’alignement global avec les Øquations NW (a) et d’alignement local avec les Øquations SW
(b). Les scores sont de «º¹ pour un match, ﬂ%$ pour un mismatch et ﬂ · pour un gap. Les Łches continues montrent d’oø
provient le score qui a maximisØ chaque cellule. La succession de ces Łches rØvŁle le meilleur alignement.
2.3 Vers d’autres modØlisations des motifs
Nous prØsentons maintenant des modØlisations de motifs
qui reconnaissent plusieurs sØquences, que cela soit par
prols ou par modŁles plus gØnØraux.
2.3.1 Profils dépendant de la position
Étant donnØ une famille de sØquences similaires, il est
possible de construire un alignement multiple comme sur













FIG. 12  Alignement multiple de cinq protØines avec
ClustalW [Thompson et al., 1994]. Sur la ligne du bas, Ù
indique un match, et Ú et Û des matchs plus faibles.
À partir d’un alignement multiple, on Øtablit un motif
consensus comportant à chaque position l’acide aminØ
le plus prØsent. Des choix tels que ÜEÝÞ
ß peuvent Œtre
employØs lorsque plusieurs acides aminØs ont le mŒme
nombre d’occurrences (gure 13a). De nombreux mo-
tifs ont ØtØ crØØs, notamment dans la banque PRO-
SITE [Hulo et al., 2004]. Ils correspondent à un langage
ß
comprenant plusieurs mots (dictionnaire), et ne sont
qu’une expression rØguliŁre trŁs simple (gure 5).
On peut souhaiter conserver toutes les informations sta-
tistiques d’un alignement dans un prol qui enregistre la
distribution des acides aminØs à chaque position (gure
13b). L’adØquation à à áâ â ñ Ö ô d’une sØquence Ö à un pro-
l á est calculØe en multipliant les probabilitØs à chaque
position, les utilisations rØelles utilisent des valeurs lo-
garithmiques. On xe un seuil ã z au-delà duquel la sØ-
quence est reconnue.
È Â Ã Å ½ Ç
È Â À Å ½ Ç
È Â À Ä ½ Ç
È À À Ä ½ Ç





























FIG. 13  Consensus (a) et prol (b) à partir d’un aligne-




un ancŒtre de la famille. Le prol (b) assigne la probabi-
litØ 0,144 à ò5ócôcÝö
÷ et 0.016 à òøcùÝö
÷ : la premiŁre sØ-
quence a plus de chances d’appartenir à la famille consi-
dØrØe.
2.3.2 Modèles de Markov cachés
Un processus stochastique est dit markovien pour une
suite d’ØvØnements I × ï I yKï*Ø/Ø/Ø I Ù si la distribution pro-
babiliste pour l’ØvØnement I S dØpend uniquement de
l’ØvØnement prØcØdent I S
û
× . Un modŁle de Markov ca-
chØ (notØ HMM) est constituØ d’un processus markovien
auquel on associe, pour chaque ØvØnement I S , une dis-






observations et leur distribution pour un ØvØnement sont
connues. On souhaite alors dØterminer la suite ou les
suites d’ØvØnements les plus probables qui engendrent
la suite d’observations. Dans le cadre de la comparaison
de sØquences, on peut par exemple xer les types d’ØvØ-
nements (par exemple les ØvØnement d’Ødition : match
( _T ), insertion ( PT ), dØlØtion (  T )) et crØer une topologie
adØquate de HMM û (voir la gure 14).
DŁs que le modŁle û est entraînØ, il calcule pour chaque
sØquence Ö un score d’adØquation à à û¡â â ñ Ö ô . L’algo-
rithme de Viterbi indique la suite d’ØvØnements la plus

























FIG. 14  Exemple d’une topologie û de modŁle
de Markov cachØ, comme proposØ par Haussler dans
[Haussler et al., 1993].
probable correspondant à la sØquence Ö , c’est-à-dire le
meilleur chemin dans la topologie du HMM et donc le
meilleur alignement avec le motif consensus.
Les HMM sont utilisØs depuis les annØes 1980 dans la re-
connaissance de la parole. Leur premiŁre utilisation dans
un contexte de bio-informatique fut en 1993 par Haussler
[Haussler et al., 1993].
Les modØlisations prØsentØes dans la partie prØcØdente
peuvent se gØnØraliser par des automates : le motif re-
cherchØ appartiendra à un langage reconnu par un auto-
mate ni (expression rationelle), ou, plus gØnØralement,
par un automate pondØrØ. Les automates pondØrØs af-
fectent des poids aux transitions et dØcrivent des classes
de langages strictement supØrieures aux langages ration-
nels [Sakarovitch, 2003, Kuich et Salomaa, 1986]. Leurs
poids ne sont pas nØcessairement liØs à des probabilitØs,
et leur topologie peut Œtre quelconque. On considŁre un
semi-anneau
ñ?ï ïô
oø ¸ est l’ØlØment neutre de  .
2.3.3 Automates pondérés
DØnition 1 Un automate pondØrØ (weighted nite au-
tomaton, WFA) est un quintuplet ê { ñëïýxï ï7ï¢ô ,
oø

















 les ensembles d’Øtats
initiaux et naux [Eramian, 2002, Mohri, 1997a]




. On appelle (Aà "Eâ
{)#
son Øtat source,  à "Eâ {*#'& son Øtat cible, et  à "Eâ {* sa


















. Sans perte de gØnØralitØ, on suppose que

ne contient que des transitions non vides. Le nombre de
transitions du WFA est
ó  ó
. Un WFA sans

-transitions





2.3.4 Chemins et poids
Les chemins sont dØnis comme des suites de transitions
ØtiquetØes :




Û dans un WFA ê est une succes-
sion de paires de transitions et de caractŁres telles que












ú , et oø les carac-
tŁres ø
S











































. On appelle les
Øtats #d{ (Aà "b×â et #/&-{  à " 3 â le dØbut et la n du chemin
2 . Étant donnØ un mot Ö Ú x Û , on note 91: ñ Ö ô l’en-





et terminant dans un Øtat nal #; Ú  .
Puisque l’opØrateur  est commutatif, on peut dØnir le
poids calculØ par un automate pondØrØ :
DØnition 3 Le WFA ê calcule pour chaque mot Ö Ú
x Û













Ce poids est le maximum entre les poids des chemins Øti-
quetØs par Ö dØbutant dans un Øtat initial et terminant




et on convient que le mot Ö sera reconnu


























FIG. 15  Automate pondØrØ ê y . Un automate pondØrØ
fait correspondre à chaque mot Ö un poids qui est Øgal
au poids le plus grand le long des chemins ØtiquetØs par
Ö conduisant d’un Øtat initial à un Øtat nal. Pour l’auto-
mate pondØrØ ê y , ce poids à à ê y â â ñ Ö ô est la diffØrence du
nombre de ð et du nombre de õ contenus dans Ö . Avec un
ensemble de reconnaissance limitØ aux entiers positifs,

















{ ñpîó ðkôñðKó õ*ôbÛAñZõkîó¶ð5õ/ô
est le langage reconnu par l’automate ni ê × (gure 7).
Si l’automate pondØrØ n’a pas d’  -transition et si,
pour tout Øtat # × et pour tout caractŁre ø , il existe






, le WFA est dØterministe. Il n’est pas
toujours possible de dØterminiser un automate pondØrØ
[Buchsbaum et al., 2001], ce qui compromet des mØ-
thodes de simulation oø l’on se souvient d’un seul Øtat.
Les algorithmes existants de simulation logicielle re-
viennent ainsi à explorer les diffØrents chemins possibles,
comme celui proposØ par Eramian [Eramian, 2002].
Les automates pondØrØs sont aussi utilisØs en com-
pression d’image ou en reconnaissance de la voix
[Culik II et Kari, 1993, Mohri, 1997b].
2.3.5 Semi-anneaux particuliers
Les automates nis ne sont qu’un cas particulier
d’automates pondØrØs sur le semi-anneau boolØen
ñ|(ï_^ ïY`ïbaAô
avec l’ensemble de reconnaissance G
{
|/^ë
. Dans ce cas, un mot Ö est reconnu par l’automate
s’il existe un chemin ØtiquetØ par Ö depuis un Øtat initial
jusqu’à un Øtat nal. On peut coder par automates nis
les expressions rØguliŁres telles que les motifs PROSITE
prØcØdemment ØvoquØs.
Les autres semi-anneaux couramment utili-




ô (passage au logarithme) et
ñ$chﬂ |cﬂ10 ï a¢£ï
«
ô (approximation de Viterbi).





et l’ensemble de reconnais-









le seuil à partir duquel les donnØes sont reconnues. Ainsi,
avec le seuil ã
z {
¸ , l’automate ê
y
reprØsentØ en gure
15 reconnaît le sous-ensemble des mots de
ß
× contenant
plus de ð que de õ . Ce langage
ß
y
n’est d’ailleurs pas ra-
tionnel.
2.4 Recherches de motifs
2.4.1 Recherche continue de motifs
Le tableau 4 rØcapitule quelques possibilitØs que nous
avons vues pour modØliser un motif. Étant donnØ
une modØlisation, le but est alors de rechercher
dans un grand ensemble  typiquement des nouveaux
gØnomes  les sous-sØquences vØriant ce modŁle
[Crochemore et Hancart, 1997].
DØnition 4 Soit k un mot appelØ la banque de donnØes,
et
ß
un langage reprØsentant un motif. Le problŁme de
la recherche continue de motifs (continuous pattern mat-









Û dans le mot î Ù ), on se
limitera à trouver toutes les positions dans le mot initial


































FIG. 16  Recherche continue de motifs selon le langage
ß







 dans la banque
k
{ ð5î9õ/ðkðkõkî+ð5õkî+ðkð5õkõ/îõ
. Seules les positions terminant les







. Les deux facteurs î+ðkð5õ et ðkðkõ ont la
mŒme position nale 13 : une recherche complØmentaire
peut les distinguer.
2.4.2 Heuristique de filtrage et mesures de qualité
Lors du balayage de grandes banques de donnØes, une re-
cherche de motifs opŁre un ltrage qui retourne les posi-
tions des meilleures sØquences (gure 17) : certains objets
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FIG. 17  SchØma d’une heuristique retournant quelques
objets (positifs) parmi un ensemble plus grand. Ici l’heu-
ristique accepte deux objets en trop (faux positifs) et ou-
blie un objet (faux nØgatif).
Les objets retournØs se rØpartissent en  vrais positifs
(objets qui sont rØellement similaires) et   faux positifs
(à cause de l’heuristique). De mŒme, les objets ØliminØs
se rØpartissent en  vrais nØgatifs et   faux nØgatifs.




mesure le taux de ltrage, mais il est plus intØressant
















Ù est la fraction des rØsultats positifs qui a ØtØ retournØe,
et la sØlectivitØ  celle des rØsultats intØressants parmi
les rØsultats retournØs.
3 IMPLÉMENTATIONS
Cette partie passe en revue diverses solutions pour rØ-
soudre les recherches de motifs exposØs en partie 2. On
connaît de nombreux algorithmes efcaces (3.1) pour re-
chercher un motif simple sans erreurs. La recherche avec
erreurs par programmation dynamique est assez lourde
(3.2) : des heuristiques à base de graines, dont BLAST,
sont aujourd’hui massivement utilisØes par les biologistes
(3.3). Enn, nous prØsentons les recherches de motifs
plus gØnØraux par modŁles (3.4).
Dans chacune des parties, nous indiquons comment les
algorithmes peuvent Œtre accØlØrØs par des architectures
spØcialisØes utilisant des circuits FPGA. Les FPGA sont
prØsentØs en annexe A.
3.1 Recherches exactes et structures d’indexation
3.1.1 Recherches sans pré-traitements de la banque
Lorsque
ß
est rØduit à un singleton | ö  , la recherche de
motifs devient un problŁme de recherche d’un facteur xØ
ö dans un mot de longueur  .
Il est possible d’utiliser une approche brute d’ØnumØra-
tion de la sØquence : une approche naïve pour la recherche
du motif ö dans un texte de longueur

donne un algo-







L’algorithme de Knuth-Morris-Pratt [Knuth et al., 1977]
effectue une recherche du motif dans le texte en temps
linØaire ( § ñ « ó ö ó ô ) . Un prØ-traitement du motif ö (rØa-
lisØ en temps § ñﬃó ö ó ô ) permet de calculer une fonction de







































recherche d’un motif selon un automate ou un modŁle
TAB. 4  Recherches de motifs.
motif est ensuite rØalisØe sur le motif et le texte par un
parcours de la gauche vers la droite. Une fonction de dØ-
calage est utilisØe à chaque fois que les lettres à comparer
ne concordent plus (gure 18).
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FIG. 18  Algorithme de Knuth-Morris-Pratt appliquØ à
la recherche du motif ö {¡ £¢¤ b¥ dans le texte ¦ {
 £¢¤ £¢¤ b¥
. Les Øtapes 2-4 correspondent à la comparai-
son du prØxe de ö et du texte par lecture d’un caractŁre
lors de chaque Øtape. A l’Øtape 5, les caractŁres comparØs
dans ¦ et ö ne correspondent pas : le motif est alors dØ-
calØ à l’Øtape 6 de sorte que le prØxe dØjà comparØ de ö
( ô ) soit Øgal au sufxe de ¦ .
Un deuxiŁme algorithme, l’algorithme de Boyer-Moore,
rØalise une recherche du motif ö dans un texte de lon-
gueur






. La banque est par-
courue de gauche à droite comme pour l’algorithme de
Knuth-Morris-Pratt, mais cette fois-ci le motif est com-
parØ de la droite vers la gauche. L’algorithme original
possŁde l’inconvØnient d’Œtre quadratique dans le pire
cas, mais une extension [Galil, 1979] donne une com-
plexitØ en § ñ « ó ö ó ô . Une version simpliØe de cet algo-
rithme est par exemple utilisØe dans le logiciel Word.










, les approches par auto-
mates sont les plus frØquentes.
L’algorithme de [Aho et Corasick, 1975], en particulier,
permet de construire un automate des prØxes avec une
fonction de transition qui simule la fonction de dØca-
lage de l’algorithme de Knuth-Morris-Pratt (gure 19).
C’est en ce sens une extension de l’algorithme de Knuth-



































. L’arbre des prØxes (reprØsentØ en trait continu)
est d’abord construit, puis complØtØ à l’aide d’une fonc-
tion de bord an d’ajouter les transitions nØcessaires pour
rendre l’automate complet.
Ces approches peuvent Œtre accØlØrØes par du parallØ-
lisme au niveau du bit [Wu et Manber, 1992].
3.1.2 Recherches avec pré-traitements de la banque
De nombreux algorithmes commencent par traiter la
banque de sØquences et en construire une certaine reprØ-
sentation indexØe. Les prØ-traitements sont souvent longs,
bien qu’en §
ñQVô
, et simplient les requŒtes ultØrieures,
idØalement en § ñ&ó ö ó ô . [Navarro et Rafnot, 2002] et
[Marsan, 2002] proposent une prØsentation dØtaillØe de
ces algorithmes.
Des structures comme les arbres à sufxes
[Guseld, 1997] ou les DAWG (directed acyclic
word graphs, gure 21) [Blumer et al., 1985] donnent de
tels rØsultats sur de nombreux problŁmes. Un arbre des
sufxes est l’automate ni canonique reconnaissant tous
les sufxes de la banque (gure 20). Il est aussi possible
de construire des arbres des sufxes gØnØralisØs pour un
ensemble de mots.
L’oracle des facteurs est utilisØ dans FORRepeats
[Lefebvre et al., 1999]. Cet oracle reconnaît au moins
tous les facteurs de la banque (gure 22).
L’approche indexØe, bien qu’algorithmiquement plus sa-
tisfaisante, reste souvent limitØe à des cas de reconnais-
sance exacte et s’Øtend mal à des classes de motifs plus
complexes, notamment pour la gestion des erreurs. Par
exemple, chercher un mot ö avec
6
erreurs de substitu-




















FIG. 20  Arbre des sufxes pour la chaîne AGCTA-
GATC. Les nuds marquØs par des carrØs sont des suf-
xes de la chaîne initiale. Certains arcs ont des labels
avec plusieurs caractŁres : l’arbre est compressØ. En mØ-





pour l’arc ATC (en bas à gauche),
an que l’arbre garde une taille linØaire.
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FIG. 21  DAWG pour la chaîne AGCTAGATC.
Enn, les banques de donnØes Øtant rØguliŁrement mises à
jour, les prØ-traitements demandØs peuvent Œtre frØquents
et nalement coßteux en temps.
3.2 Programmation dynamique et architectures sys-
toliques
3.2.1 Implémentations logicielles





cellules d’une mŒme anti-
diagonale peuvent Œtre calculØes simultanØment (gure
11, à droite). Un espace § ñ « Vô est donc sufsant pour
calculer toute la matrice, mais il faut toujours un temps
§
ñ Vô
pour calculer la similaritØ globale.
La premiŁre borne sous-quadratique fut atteinte par Ma-
sek et Paterson en 1980. Leur algorithme utilise une dØ-






[Masek et Paterson, 1980]. Cet al-
gorithme s’applique à des matrices de score rationnelles.
En 2002, Crochemore, Landau et Ziv-Ukelson ont obtenu
un algorithme plus gØnØral travaillant sur une factorisa-




oø ¤ est l’entropie
de la sØquence : il est en pratique plus rapide lorsque les
sØquences sont compressibles [Crochemore et al., 2003].
3.2.2 Architectures systoliques
En suivant la mØthodologie de Kung
[Kung et Leiserson, 1980], la matrice de program-







FIG. 22  Oracle des facteurs pour la chaîne AGCTA-
GATC. L’oracle reconnaît tous les facteurs de la chaîne




FIG. 23  Projections d’une matrice de calcul sur une ar-
chitecture systolique. La projection diagonale (a) conduit
à une architecture bidirectionnelle. La projection horizon-
tale (b) conduit à une architecture unidirectionnelle.
mation dynamique peut Œtre projetØe sur une archi-
tecture systolique (gure 23). En 1985, Lipton et
Lopresti proposŁrent une architecture bidirectionnelle
[Lipton et Lopresti, 1985] dans laquelle les deux sØ-
quences se propagent dans des directions opposØes
(gure 23a).
Des architectures unidirectionnelles ont ØtØ proposØes
dans [Chow et al., 1991] puis [Hoang, 1993]. Une sØ-
quence est chargØe dans le rØseau, puis l’autre est in-
troduite (gure 23b). Au minimum  .°w± ñ « ú ï «
ú
ô










ú cellules : en gØnØral,
le rØseau unidirectionnel est plus performant. Cepen-
dant, on peut utiliser un rØseau bidirectionnel pour com-
parer deux grandes sØquences similaires pour un ali-
gnement restant proche de la diagonale principale (-
gure 24), comme dans l’algorithme 6 -band de Fickett
[Fickett, 1984, Andonov et al., 2003].
3.2.3 Retour en arrière
Les Øquations NW/SW donnent seulement le meilleur
score d’alignement global ou local. Bien qu’il soit suf-
sant dans certaines applications, on souhaite pouvoir ex-
hiber l’alignement qui a conduit à ce score. Il faut alors,
dans chaque cellule de la matrice, tracer l’information en
se souvenant d’oø venait le meilleur score. Cette infor-
FIG. 24  Pour aligner globalement deux longues sØ-
quences similaires, on peut gØnØralement se restreindre
au calcul de quelques cellules autour de la diagonale.
mation à conserver, montrØe par les Łches continues sur
la gure 10, prend une des valeurs ² , ³ , or ´ .
Dans les implØmentations matØrielles, la cellule systo-
lique peut stocker ces valeurs dans une pile locale, et une







Si on considŁre la distance

×
y dØnie à la n de la
partie 2.2.1, on a la propriØtØ suivante, Øtablie dans























































































































La valeur calculØe dans chaque cellule se reprØsente donc
modulo 4, et mŒme seulement avec le deuxiŁme bit : il
n’y a ainsi jamais de dØpassement de capacitØ.





rØduit le problŁme à la recherche de la plus
longue sous-sØquence commune (longest common sub-
sequence (LCS), problŁme qui peut s’accØlØrer par du
parallØlisme au niveau du bit [Crochemore et al., 2001,
Dydel et Bala, 2004].
3.2.5 Implémentations FPGA
À la suite de [Lopresti, 1987], de nombreuses im-





avec l’encodage modulo. D’autres ar-
chitectures implØmentent une Øquation SW gØnØrique
[Chow et al., 1991] (voir [Lavenier et Giraud, 2005] pour
une prØsentation plus dØtaillØe). Van Court et Herbordt
ont proposØ en 2004 une modØlisation systØmatique






























































































































































FIG. 25  Fonctionnement d’une architecture systolique
unidirectionnelle similaire à celle proposØe par Hoang
[Hoang, 1993] comparant I =ATCGAC à M =GTGAT.
Cet exemple est identique à la matrice de programma-
tion dynamique utilisant SW de la gure 10b. La chaîne
M est supposØe Œtre chargØe avant le dØbut du calcul. Les
valeurs encerclØes sont celles de l’alignement optimal : le
meilleur score est 9.
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FIG. 26  DØtail d’une cellule systolique. Les Øqua-
tions de programmation dynamique ont besoin du coßt

ñJÕSbï-NT*ô
, mais non des caractŁres JÕS et NUT . On peut donc
sØparer la phase de comparaison (calcul de  ñQJFSbïNTRô , en
bas) et la phase de programmation dynamique (calcul rØ-
cursif de O ñQPﬃïER9ô , en haut) [Court et Herbordt, 2004]. Ce
schØma ne montre pas la logique de contrôle nØcessaire à
l’initialisation (mØmorisation de ~$Fúû dans N T ) et à la
nalisation du calcul (avec un Øventuel retour en arriŁre).
Ces implØmentations matØrielles (ou logicielles) doivent
balayer toute la banque de sØquences, un accŁs particu-
liŁrment rapide aux donnØes doit Œtre assurØ.
3.3 Heuristiques à bases de graines
Les relations de programmation dynamique exposØes en
partie 2.2 et implØmentØes dans la partie prØcØdente cal-
culent exactement des distances de similaritØ entre deux
sØquences. Cependant, leur temps de calcul est quadra-
tique, ce qui empŒche de les utiliser pour comparer des
chaînes trŁs grandes comme des gØnomes entiers de mil-
liards de bases.
Il est donc intØressant d’effectuer un prØ-ltrage des
sØquences, ltrage auquel s’applique les mesures de
qualitØ vues en partie 2.4.2. Des heuristiques pour ce
type de recherche ont ØtØ proposØes il y a une quin-
zaine d’annØes par [Pearson et Lipman, 1988] (FASTA)
puis [Altschul et al., 1990] (BLAST). Bien qu’aujour-
d’hui d’autres heuristiques sont plus performantes (partie
3.3.2), le programme BLAST reste la rØfØrence pour les
biologistes (Table 5).
3.3.1 Blast, une heuristique en 3 étapes
Le principe des heuristiques accØlØrant les calculs de pro-
grammation dynamique est d’omettre certaines parties de
la matrice. Elles supposent que, la plupart du temps, les
alignements signicatifs comprennent des graines, c’est-
à-dire des petits mots exactement conservØs, comme  
dans la gure 10b (page 7). Ces graines reprØsentent des
diagonales dans la matrice de programmation dynamique.
Les calculs complets de la matrice sont effectuØs seule-
ment au voisinage de ces graines. L’heuristique à base de
graines utilisØe par Blast a trois Øtapes (gure 27) :
 L’Øtape 1 recherche des graines exactes (par dØfaut de
taille ü
{
úú pour les chaînes nuclØiques) qui appa-
raissent dans les deux chaînes.
 L’Øtape 2 essaie d’Øtendre chaque graine en admettant
un nombre limitØ d’erreurs de substitutions. Puisque
les insertions comme les dØlØtions ne sont pas considØ-
rØes, l’extension est toujours le long de la mŒme dia-
gonale. Seules les graines qui ont ØtØ Øtendues avec un
score sufsant sont conservØes.
 L’Øtape 3 calcule la matrice de programmation dyna-
mique seulement au voisinage des graines conservØes.
La taille ú%ú est un compromis entre sensibilitØ et efca-
citØ : plus la taille ü est petite et plus les graines sont
nombreuses, d’oø une bonne sensibilitØ. Cependant, un
nombre trop ØlevØ de graines sØlectionnØes à l’Øtape 1 ra-
lentit l’Øtape 2.
3.3.2 Améliorations des heuristiques
Des techniques à l’aide de graines espacØes amØliorent la
sensibilitØ des heuristiques d’alignement pour une taille
ü donnØe.
L’idØe consiste à ne plus rechercher des mots contigus
dans un texte mais plutôt des mots dits espacØs. Par
exemple si l’on recherche les mots de deux lettres avec un
espacement d’une lettre, nous obtenons sur le texte
 ¡¤ý
 A¡a¡
les mots espacØs suivants :  1ý ¡¤ý	¢ 1ý	¡Kþý
(b)
(a)
FIG. 27  Les 3 Øtapes de BLAST. 1. Localisation des
graines (noir). 2. Extension des graines en acceptant
quelques substitutions (gris). La majoritØ des graines ne
sont pas conservØes. 3. Calcul de la matrice au voisinage
d’un tout petit nombre de sØquences (gris clair). Ici seule




. La graine possŁde alors un symbole donnØ par
ß /ß pour reprØsenter ces mots : le symbole ß reprØsente
la position d’une lettre considØrØe tandis que le symbole
 
est synonyme de joker. Bien entendu des symboles plus
complexes comme par exemple ß [ß /ß>ß sont possibles.
Ainsi la graine ß /ß /ß>ß appliquØe au texte  ¡$ A¡a¡
donne les mots espacØs {  1ý 1ý_¡a , ¡¤ý	þý¶¡ } ce qui
permet de dØtecter  ¡$ A¡a¡ comme Øtant similaire
à
 ¢( ¡¡a (les deux textes possŁdent le mŒme mot
espacØ commun  1ý	 1ý	¡a ). En contrepartie  ¡$ A¡a¡
ne sera pas dØtectØ comme Øtant similaire à  ¡$ ¡a¡
(aucun mot espacØ commun selon le symbole ß /ß /ß>ß ).
An d’amØliorer les mØthodes d’alignement, l’idØe
consiste à concevoir un ou plusieurs symboles de graines
sur l’alphabet { ß ,   } qui soient plus efcaces que les
simples mots composØs uniquement sur l’alphabet { ß }.
En effet une graine espacØe, si elle est bien conçue, a plus
de chances d’avoir au moins une occurrence dans un ali-
gnement signicatif qu’une graine contiguº, et ce pour le
mŒme nombre ü de lettres.
Le choix des symboles des graines a
d’abord ØtØ fait de maniŁre purement alØa-
toire [Califano et Rigoutsos, 1993, Buhler, 2002].
Des auteurs ont proposØ un prØ-calcul pour sØlection-
ner les symboles de graines les plus efcaces sur des
modŁles d’alignement. Les meilleures graines sont
celles qui dØtectent soit le plus d’alignements pos-
sibles [Ma et al., 2002], soit tous les alignements d’une
taille minimale donnØe et avec un nombre maximum de
substitutions donnØ [Burkhardt et Kärkkäinen, 2001].
Ce choix induit des particularitØs dans la forme
des graines. Ainsi des graines comme par exemple
ß>ß>ß   /ß /ß /ß>ß /ßŁß dØtectent un maximum d’aligne-
ments d’une distribution donnØe sans pour autant les dØ-
tecter tous : leurs symboles semblent plutôt alØatoires et
peu corrØlØs. La probabilitØ de dØtection d’alignements
dØpend de la similaritØ des sØquences (gure 28).
Au contraire, des graines destinØes à trouver tous les ali-
gnements d’un taille minimale donnØe avec un nombre
d’erreurs maximal xØ ont souvent un symbole rØgu-
lier et donc corrØlØ. Par exemple, la graine de symbole
ß>ß>ß [ß  /ß>ßŁß /ß  [ß>ßŁß ß
est la seule graine possØdant ú $
symboles ß capable de trouver tous les alignements d’un
taille minimale
$
d avec au plus deux erreurs de substi-
RequŒte nuclØique ( x ) RequŒte protØique ( x(ybz )
Banque nuclØique ( x ) blastn / tblastx blastn
Banque protØique ( x y¶z ) blastx blastp
TAB. 5  Versions de BLAST. Alors que le programme blastn compare directement deux sØquences nuclØique, le pro-
gramme tblastx compare les traductions protØiques suivant les 6 phases de lecture.
tution : on peut alors remarquer la pØriodicitØ du sous-
symbole ßŁß>ß /ß   .
Les graines espacØes ont ØtØ Øtendues vers d’autres mo-
dŁles comme les graines vecteurs [Brejova et al., 2003]
ou les graines sous-ensemble [Kucherov et al., 2004],














sensibilite de graines espacees/ graines contigues
   #########
   ###---#-#-##-##
FIG. 28  SensibilitØ de graines en fonction de la simila-
ritØ des deux sØquences. Entre 50 et 80% de similaritØ, la
graine espacØe est 10 à 20% plus sensible que la graine
contiguº.
3.3.3 Indexation des graines
La recherche des graines prend de t ¸¹ à  ¸¹ des
temps de calcul de BLAST [Krishnamurthy et al., 2004,
Muriki et al., 2005]. Cette Øtape est en fait un problŁme
d’appartenance [Carter et al., 1978] : une graine prise à
une certaine position dans une des sØquences appartient-
elle à l’ensemble des graines de la seconde sØquence ?
La premiŁre solution est de conserver un tableau de taille
ó xó
D
et de marquer dans ce tableau toutes les  graines
d’une sØquence. Typiquement, chaque case du tableau
contient un pointeur vers la position ou les positions oø
la graine apparaît. Comme ce tableau peut vite devenir
grand, diverses mØthodes de compression ont ØtØ propo-
sØes [Chang, 2004].
La seconde solution est d’accepter quelques faux positifs
dans le problŁme d’appartenance, ceux-ci Øtant certaine-
ment ØliminØs aux Øtapes ultØrieures. Les graines peuvent
donc Œtre conservØes dans une table de hachage de taille













. On peut aussi utiliser
des techniques plus efcaces telles que les ltres Bloom
[Bloom, 1970]. L’interrogation d’une table de hachage de
taille 	 est remplacØe par  interrogations dans une table
de taille 
 	 , chaque interrogation ayant sa propre
fonction de hachage. La graine est supposØe prØsente si
toutes les interrogations ont fonctionnØ. La probabilitØ de





























































































FIG. 29  Tables de hachage (haut) et ltres Bloom (bas).
Durant la phase d’initialisation (a), des clØs hachØes cor-
respondant aux graines ãK× et ã y sont enregistrØes dans la





est correctement reconnue. La phase de lecture peut oc-




alors qu’elle ne gurait pas dans les graines originales (c).
3.3.4 Accélérations matérielles
Le programme BLAST Øtant une rØfØrence pour les bio-
logistes, de nombreuses Øquipes tentent de l’accØlØrer.
La dØcomposition en 3 Øtapes est peu souvent remise
en question, et on oublie alors que l’algorithme uti-
lisØ par BLAST est lui-mŒme une heuristique initiale-
ment destinØe à accØlØrer les traitements. On peut ci-
ter une implØmentation sur cluster de PC, mpiBLAST
[Darling et al., 2003], ainsi que plusieurs architectures
matØrielles qui utilisent une heuristique à base de graines
[Singh et al., 1993, Chang, 2004, Muriki et al., 2005].
La phase d’indexation des graines est particuliŁrement
intØressante à parallØliser, notamment pour les ltres
Bloom qui calculent diffØrentes fonctions de hachage
simultanØment. En rØpliquant la table de hachage, on
peut faire des accŁs concurrents, et certaines mØmoires
disponibles (comme les BRAMs de Xilinx) permettent
un double accŁs par cycle [Dharmapurikar et al., 2004,
Krishnamurthy et al., 2004].
D’autres projets ne suivent pas exactement les Øtapes
de Blast. On peut citer une heuristique à base de
graines similaire à l’Øtape 2 de Blast sur la plate-
forme Rdisk [Guyetant, 2004, Lavenier et al., 2003],
ainsi que l’approche de Gardner-Stephen et Kn-
woles qui ont dØveloppØ conjointement un nou-
vel algorithme, DASH, et une plateforme FPGA
pour l’exØcuter [Gardner-Stephen et Knowles, 2004,
Knowles et Gardner-Stephen, 2004].
3.4 Autres implØmentations
Nous Øvoquons ici l’implØmentation des autres modØlisa-
tions prØsentØes en parties 2.3 et 2.3. Prols, expressions
rØguliŁres, et automates se simulent exhaustivement en
logiciel : ces calculs vont fortement s’accØlØrer sur des
architectures spØcialisØes.
3.4.1 Profils et modèles
Parmi les outils logiciels qui recherchent des expres-
sions rationnelles, on peut citer agrep qui utilise le
parallØlisme au niveau du bit pour chercher des mo-
tifs à l’intØrieur de longs chiers [Wu et Manber, 1992].
Ce programme recherche des expressions rationnelles,
mais il est possible de tolØrer jusqu’à quatre er-
reurs. D’autres programmes sont plus spØcique-
ment utilisØs en biologie tels que ScanPROSITE
[Gattiker et al., 2002], PATTINPROT [PATTINPROT, ]
ou PATTERNp [Cockwell et Giles, 1989]. Certains per-
mettent d’effectuer des recherches avec erreurs tout en se
limitant à des syntaxes de type PROSITE qui sont loin
d’utiliser les possibilitØs des langages rationnels.
Les prols consensus peuvent Œtre aisØment rØalisØs en
FPGA avec un score circulant à travers un rØseau de
cellules. Hughey a proposØ en 1993 une implØmenta-
tion des modŁles de Markov utilisant une grille de pro-
cesseurs [Hughey, 1993]. Mosanya et Sanchez ont rØa-
lisØ sur FPGA un modŁle similaire (prol gØnØralisØ)
avec un rØseau systolique utilisant de l’arithmØtique en-
ligne [Mosanya et Sanchez, 1999]. Une autre architecture
FPGA fut prØsentØe par Gupta en 2004 [Gupta, 2004].
3.4.2 Automates
Pour simuler un automate ni à # Øtats et " transitions sur
un mot de longueur

, on peut commencer par le dØtermi-
niser, ce qui risque de produire un nombre d’Øtats expo-
nentiel. D’autres mØthodes, directes, utilisent un vecteur








. Quant aux automates pondØrØs, une simula-
tion directe est nØcessaire car ils ne sont pas tous dØter-
minisables [Buchsbaum et al., 2001]. Mark G. Eramian a
proposØ un algorithme [Eramian, 2002] rØsolvant le pro-
blŁme en temps § ñ " Vô .
Les recherches de motifs par automates s’accØlŁrent for-
tement sur FPGA, notamment parce qu’il est possible
de rØaliser directement le non-dØterminisme. On cal-
cule simultanØment toutes les transitions et les Øtats
d’un automate ni ou pondØrØ avec un encodage li-
nØaire, c’est-à-dire une matØrialisation dans laquelle
une cellule matØrielle correspond à chaque Øtat (-

























FIG. 30  Encodage linØaire pour l’automate pondØrØ ê y
(gure 15). Chaque Øtat est matØrialisØ par un registre à (
bits, et chaque transition est une fonction @ d ﬃ úBA suivie
d’un additionneur.
ainsi implØmentØs sur des architectures recongurables
[Sidhu et Prasanna, 2001, Giraud et Lavenier, 2004].
3.4.3 Motifs algébriques et autres
Lorsque le motif est dØni par une grammaire algØbrique
quelconque, on peut utiliser directement un automate à
pile [Hopcroft et Ullman, 1969], mais à notre connais-
sance cela n’a jamais ØtØ rØalisØ pour de vraies appli-
cations, en logiciel ou matØriel. Une architecture FPGA
pour une recherche de grammaires algØbriques a ØtØ pro-
posØe dans la thŁse de Ciressan [Ciressan, 2002], mais il
n’y a pas encore eu d’implØmentation FPGA de recherche
de motifs algØbriques dans des sØquences biologiques. En
effet, la recherche des motifs algØbriques est quadratique
par rapport à la taille des sØquences et peut concerner des
dØpendances arbitrairement espacØes (tableau 3) : un re-
connaisseur gØnØrique peut Œtre difcilement efcace.
Un certain nombre de travaux se sont donc concen-
trØs sur quelques structures non rØguliŁres telles que
les rØpØtitions ou les palindromes. Ces structures
peuvent Œtre facilement dØtectØes logiciellement (par
exemple par des arbres des sufxes) ou matØriellement
par des rØseaux systoliques [Kung et Leiserson, 1980,
Quinton et Robert, 1989]. Conti a proposØ une implØ-
mentation sur FPGA qui tolŁre les erreurs de substitution
[Conti et al., 2004].
Une approche plus gØnØrique a ØtØ formalisØe par les
grammaires SVG (string variable grammars) dØnies par
Searls et qui ont une expressivitØ situØe entre les gram-
maires algØbriques et les grammaires indexØes. Une im-
plØmentation des SVG, GenLang, utilise Prolog pour ex-
plorer les dØrivations possibles à partir des rŁgles de la
grammaire [Searls, 1993b].
4 CONCLUSIONS ET PERSPECTIVES
Rechercher un motif signie retrouver dans de nouvelles
sØquences des facteurs appartenant à un langage connu.
Dans sa forme la plus simple, un motif est un simple mot,
mais il peut Œtre un ensemble de mots, ensemble gØnØrØ
par des opØrations d’Ødition à partir d’un mot initial ou
directement par un modŁle dont la construction regroupe
plusieurs sØquences.
Les structures de donnØes indexant les banques de don-
nØes sont efcaces pour les problŁmes exacts. Lorsqu’on
recherche un motif avec des erreurs d’Ødition, ou cherche
des similaritØs entre deux sØquences et cela demande
de calculer une matrice de programmation dynamique.
Grâce aux heuristiques à base de graines, il est possible
de ne pas calculer toute la matrice.
Les modØlisations plus complexes, notamment celles in-
cluant des motifs algØbriques, sont encore peu utilisØes
et difciles à implØmenter. Bien que les langages algØ-
briques ou plus complexes sont indispensables pour mo-
dØliser correctement certaines structures prØsentes dans
les sØquences, ils rendent la recherche de motifs dØlicate.
Une perspective actuelle de recherche est de combiner
les diffØrentes approches en utilisant des motifs relative-
ment simples à rechercher, par exemple par automates,
auxquels on ajoute certaines structures plus complexes.
AppliquØes à de grandes banques de donnØes, les re-
cherches de motifs couplent des dØs algorithmiques (par
exemple sur les mØthodes d’indexation) et calculatoires
(structures de donnØes compactes, parallØlisme au niveau
du bit, architectures recongurables et machines spØcia-
lisØes). Leurs applications ne se limitent pas à la bioin-
formatique mais s’Øtendent à l’image, la voix, et aux rØ-
seaux.
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A CIRCUITS RECONFIGURABLES FPGA
Les circuits recongurables FPGA (matrice de portes
programmables, Field Programmable Gate Array) per-
mettent d’exploiter un parallØlisme fort à certaines appli-
cations comme les recherches de similaritØs, de motifs
ou de modŁles sur des grandes banques de donnØes. Ces
circuits sont un intermØdiaire entre les microprocesseurs
conventionnels (architectures de Von Neumann) dont le
circuit est gØ et les technologies ASIC (Application Spe-
cic Integrated Circuit) oø on rØalise un processeur par
application.
Un circuit FPGA est un tableau de cellules, les tables
de scrutation (Look-Up Tables, LUTs) avec une intercon-
nexion exible (gure 31). Chaque LUT est une mØmoire
à
$
Ù bits qui, congurØe, calcule n’importe quelle fonc-
tion @
£ﬃ 
úCA (  entrØes binaires, 1 sortie binaire). Cette
LUT est souvent reliØe à un registre à 1 bit, l’ensemble
Øtant appelØ une cellule logique. Les FPGAs en vente en
2005 peuvent avoir jusqu’à 200 000 LUTs.
Il est possible de câbler n’importe quelle fonction ou al-
gorithme en quelques millisecondes sur un tel support re-
congurable dŁs qu’il y a assez de cellules logiques et
de rØseau d’interconnexion. ComparØ à une architecture
conventionnelle, il est possible de parallØliser beaucoup
d’opØrateurs et ainsi de gagner en efcacitØ. ComparØ à
un ASIC dont le circuit est dØnitivement xØ, un circuit
FGPA est programmable.
La gamme des Spartan 3-E de Xilinx est un exemple de
FPGA à bas coßt en 2005. Ces FPGAs contiennent jus-
qu’à plus de 30 000 LUTs de 16 bits pouvant rØaliser










FIG. 31  Structure simpliØe de la logique recongu-
rable d’un FPGA. À gauche, vue d’ensemble. À droite,
dØtail d’une table de scrutation à 16 bits qui calcule une
fonction @¹
ﬃ 
úCA et dispose d’un bit de mØmorisation.
