Abstract. We present a countable complete first order theory T which is model theoretically very well behaved: it eliminates quantifiers, is ω-stable, it has NDOP and is shallow of depth two. On the other hand, there is no countable bound on the Scott heights of its countable models, which implies that the isomorphism relation for countable models is not Borel.
• A non-algebraic type p ∈ S(A) is strongly regular if there is a formula (with parameters) such that any type q ∈ S(B ∪ A) containing that formula is either orthogonal to p or a non-forking extension of p.
• A type p is non-orthogonal to a set C (notation p ⊥ C), if there is some q ∈ S(C) with p ⊥ q.
• An ω-stable theory has the NDOP if for all four models M i (i < 4) such that M 0 ⊂ M 1 ∩ M 2 , M 1 independent from M 2 over M 0 and M 3 prime over M 1 ∪ M 2 , and any strongly regular p ⊥ M 3 , either p ⊥ M 1 or p ⊥ M 2 .
• A type p ∈ S(A) (A finite) is ENI if it is strongly regular and there is some finite B ⊃ A such that a non-forking extension of p to B is non-isolated. p ∈ S(C) for infinite C is ENI if there is a finite A such that p does not fork over A and p A is ENI. p is NENI is it is strongly regular and not ENI.
• We define the ENI-NDOP similarly to the NDOP but demanding the described property only for ENI-types over M 3 instead of all strongly regular types. Thus, the NDOP implies the ENI-NDOP.
It is known (see [13] or [1] ) that the NDOP allows tree decompositions of all models. One result described in [9] is that the ENI-NDOP is enough to have tree decompositions for all countable models. Along with those tree decompositions come notions of depth (for types and for the theory itself) defined in terms of foundation ranks for those decomposition trees. We recall our definitions of eni-depth and ENI-depth: Definition 1.1. A stationary type p ∈ S(A) is said to support another type q, if there is a model M ⊃ A and a |= p|M such that q ⊥ M and q ⊥ M [a] (where M [a] is a model prime over M ∪ {a}). Definition 1.2.
• ENI − dp(p) ≥ 0 for all p • For limit α, ENI − dp(p) ≥ α if ∀β < α ENI − dp(p) ≥ β • ENI − dp(p) ≥ α + 1 if p is ENI and supports an ENI type q with ENI − dp(q) ≥ α
Then we set ENI − dp(p) = ∞ if ENI − dp(p) ≥ α for all α, otherwise ENI − dp(p) = min{α|ENI − dp(p) ≥ α and ENI − dp(p) ≥ α + 1} Definition 1.3.
• eni − dp(p) ≥ 0 for all p • eni − dp(p) ≥ 1 if p supports an ENI type • For limit α, eni − dp(p) ≥ α if ∀β < α eni − dp(p) ≥ β • eni − dp(p) ≥ α + 1 if p supports a q with eni − dp(q) ≥ α Again we set eni − dp(p) = ∞ if eni − dp(p) ≥ α for all α, otherwise eni − dp(p) = min{α|eni − dp(p) ≥ α and eni − dp(p) ≥ α + 1} Definition 1.4. Let A be the set of all types realized in tree decompositions of models of T . Then
• ENI − dp(T ) = sup{ENI − dp(p) + 1|p ∈ A} • eni − dp(T ) = sup{eni − dp(p) + 1|p ∈ A}
We have seen in [9] that the ENI-depth of T appears to be unrelated to the complexity of the class of countable models of T , whereas we could show a few results involving the notion of eni-depth. We proved that theories with enidepth 1 have an uncomplicated classification problem (concerning their countable models), their isomorphism relation for countable models was smooth, i.e. Borel reduces to the equality relation on the real numbers. This refers to the following basic definition: Definition 1.5. For L countable and T an L-theory (or more generally an L ω1ω -theory), the class of all countable models of T has the structure of a standard Borel space X T ("standard" means that the Borel structure is induced by a Polish topology, i.e. one that is separable and completely metrizable).
Let ∼ =T denote the isomorphism relation on X T . Then for T 1 and T 2 two theories, we say ∼ =T 1 Borel reduces to ∼ =T 2 (notation ∼ =T 1 ≤ B ∼ =T 2 ) if there is a Borel map f :
The relation ≤ B is a partial preordering which has been investigated (in even greater generality: not only for isomorphism relations but more general equivalence relations) in descriptive set theory (see for example [3] , [5] , [6] , [4] , [7] , [8] , [12] ). ∼ =T 1 ≤ B ∼ =T 1 means that the classification problem for countable models of T 1 is at most as complicated as that for T 2 . ∼ =T is called Borel if it is Borel as a subset of X T × X T . It can be shown that ∼ =T is always analytic, but non-Borel examples exist. Smooth theories have a Borel isomorphism.
Our main question is how the notion of eni-depth is related to ≤ B . Since enidepth 1 theories are very low in the ordering ≤ B , a natural next step is to ask how complicated eni-depth 2 theories can be. In the following we will describe an example T of eni-depth 2 with a non-Borel isomorphism. Besides the fact that equality on countable sets of reals can be reduced to ∼ =T , we do not know how high its isomorphism relation is in the ordering ≤ B . In particular we do not know if it is Borel-complete, i.e. if all isomorphism relations can be reduced to it (as is the case for the theory of arbitrary graphs). No first order axiomatizable theory with non-Borel and not Borel-complete isomorphism relation is known so far.
To prove the non-Borelness of ∼ =T , we will use a result of [2] which states that this is equivalent to the non-existence of a countable bound for the Scott heights of all countable models of T .
As is shown in [11] , classifiable theories (in the sense of Shelah) have an ordinal bound on the Scott heights (for all models, not only countable), so this is true for our theory T . However, T is a counterexample to a conjecture stated in the same article that this bound should be countable. §2. Definition of the theory and basic properties.
be a multi-sorted language with infinitely many sorts U, V i , C i (i < ω), where π
As a notation, let π i be the function which to x ∈ V i assigns the (i + 2)-tuple (π 0 i (x), . . . , π i+1 i (x)) (the symbols π i are not part of our language L). Let T be the L-theory axiomatized as follows :
(1) U contains infinitely many elements and each C i contains exactly two elements. (2) All S i (i < ω) define successor functions in V i (i.e. bijective functions without cycles)
. the π i -fibers are the union of connected S i components (that are isomorphic to Z with successor function)
It is straightforward to see that T is complete and eliminates quantifiers.
We will now give a description of the 1-types of the theory. There is (up to non-forking extensions) only one 1-type saying that x belongs to U . All types saying that x belongs to some C i are algebraic. Actually, the algebraic closure of the empty set is exactly i<ω C i . We enumerate the elements of the sets
i } (which does not mean that we add them as constants to our language). Now, given b ∈ U , there are exactly 2 i+1 different complete 1-types over {b} ∪ acl(∅) containing the formula V i (x), namely for all sequences s ∈ 2 i+1 the type p From our understanding of the 1-types follows:
Proposition 2.1. T is ω-stable, has NDOP and is shallow of depth two.
Remark 2.2. T has also the ENI-NDOP (since NDOP implies ENI-NDOP) and we can verify that T has eni-depth two and ENI-depth one. Actually, the type saying "x is in U " is NENI and supports the ENI types p 
Definition 2.4. Let C denote the Cantor group, i.e. topological Cantor space 2 ω equipped with componentwise addition modulo 2. This defines a polish group. C acts on A in the following way:
For σ ∈ C and δ ∈ A let σδ(s) = δ(s + σ |s|)
If σ(n) = 1 for some σ ∈ C and n < ω, this action "flips" completely the nth level of the labeled tree δ ∈ A. Thus all elements of one orbit are isomorphic labeled trees, but there are isomorphic trees in distinct orbits. It follows that there are 2 ℵ0 orbits and orbits can have cardinality 2 κ for all κ ≤ ℵ 0 .
The following theorem characterizes isomorphism for countable models of T (it also implies that there are 2 ℵ0 isomorphism types of countable models).
Theorem 2.5. Countable models M, N |= T are isomorphic and only if there exists σ ∈ C and a one-one function f from
. §3. Non-Borelness. The rest of this paper is devoted to an exposition of our proof that the Scott ranks of countable models of T have no countable bound. We omit some of the easier and straightforward proofs of lemmas and propositions. Full details can be found in [10] . We will have to introduce a rather large amount of notation; to help the reader we included a list of symbols which can be found in the end of the paper. We start by recalling the definition of Scott height:
• (M,ā) ≡ 0 (N,b) if and only ifā andb realize the same type without quantifiers over ∅. • if α is a limit ordinal, we have (M,ā) ≡ α (N,b) if and only if for all β < α (M,ā) ≡ β (N,b).
•
(the Scott height of M ) and
(which can be ω 1 or a countable ordinal).
In order to prove the theorem
we proceed in five steps : (I) Restricting our attention to a particular subclass of models of our theory. (II) Defining a nice class of pairs of "extended" models (models with some distinguished finite tuple of elements). (III) Defining objects we call configurations (basically ω-sequences of subsets of the Cantor space) that code the "difference" between two such extended models. (IV) Translating properties of pairs of extended models to properties of configurations. Thin configurations will correspond to non-isomorphic models and α-rich configurations to (α + ω)-equivalent models. (V) Constructing inductively for every α < ω 1 configurations which are both α-rich and thin. This will ensure the existence of countable models
Details for (I)-(V):
(I) For δ ∈ A let Stab(δ) = {σ ∈ C|σδ = δ} its stabilizer which is a closed subgroup of C. Since C is abelian, Stab(δ) actually only depends on the orbit Cδ = {σδ|σ ∈ C} of δ. The notion of stabilizer will be used in the definition of (A1) below.
If M is a model of T and δ ∈ A we define the multiplicity of δ in M as the number of times that tree is realized in M :
If for some model M , and some orbit o = Cδ, the set {b ∈ U (M )|δ
o is the universe of a submodel of M (with the induced structure) which we denote by M o as well.
Definition 3.4. Given an orbit o = Cδ, we set
This is the set of permutations σ ∈ C that preserve multiplicities for realizations of o and defines a subgroup of C (which clearly contains Stab(δ)).
We have the following characterization of S M,o : for all σ, σ ∈ S M,o if and only if σ witnesses an automorphism of M o according to Theorem 2.5. I.e. there is an automorphism of M o which for each i < ω fixes C i if and only if σ(i) = 0. The object S M,o will be used in the definition of (B3) below. Now we fix an enumeration (y i ) i<ω of the finite (non-empty) subsets of positive integers [ω] <ω \ {∅} and define a collection (X i ) i<ω of subsets of ω by n ∈ X i if and only if i ∈ y n This is an independent family , i.e. any intersection of finitely many sets of the form X i and ω \ X j is non-empty (and therefore actually infinite). Now, for each i < ω we can find a δ i ∈ A with the two following technical properties:
For all n with 0 < n < ω and for all s ∈ 2 n , δ i (s) ≥ n (lower bound for labels depending on the tree level)
M realizes exactly the orbits Cδ i which we will denote by o i . (B3) for each i < ω, C 0 ⊂ S M,oi where C 0 = {σ ∈ C|∃k < ω∀n > k σ(n) = 0} is the subgroup of sequences that are eventually zero.
It can be shown that normal models exist and from (A2), (B2) and (B3) follows Proposition 3.6. If M, N are normal models and
if and only if there exists some σ ∈ C such that for all i ∈ {1, . . . , n}, δ
(II) For two normal models M , N and an orbit o = Cδ we let
If this set is non-empty, it is a coset of S M,o (and S N,o equals S M,o in this case) and it represents exactly the permutations σ ∈ C witnessing M o ∼ = N o according to Theorem 2.5.
Definition 3.7.
-By an n-extended model we understand a pair (M,ū) where M |= T is normal andū ∈ M n . -Given two n-extended models (M,ū), (N,v) such thatū andv have the same type over the empty set, we define
(where the u i are the components ofū) satisfying that for all i, j < ω, if u i ∈ C j (and therefore also v i ∈ C j ) then u i = v i if and only if σ(j) = 0.
To better understand what the set K (M,ū),(N,v) represents, we generalize our notion of a submodel M o realizing only one specific orbit to a submodel Mū (withū a finite tuple in M ) consisting of the parts of M that realize orbits "touched" by elements ofū:
Now it is easy to see that for two n-extended models (M,ū), (N,v),
is exactly the set of σ witnessing an isomorphism according to Theorem 2.5 between Mū and Nv which mapsū tov.
We consider regular pairs of n-extended models as the nth step of a backand-forth. First of all we define the abstract form in which we will represent the set of permutations σ ∈ C still compatible with the back and forth. In the following definition, let P(A) denote the set of subsets of a set A.
is empty or a set of the form ξ + G + C X(n) for some ξ ∈ C and a countable subgroup G ⊂ C -d is empty or of the form ξ + G + C A for some ξ ∈ C, A ⊂ ω and a countable subgroup G ⊂ C.
To a given regular pair ((M,ū), (N,v)) of n-extended models we assign a configuration c
Using (B3) and the fact that ∆ (M,N ),on is a coset of S M,on for all n < ω (because of (C2)) we see that c (M,ū),(N,v) is almost regular in the sense of the following definition:
perturbations").
(D2) for all n < ω, X(n) = X n (with X n as defined in (I)).
is regular. By some ad hoc construction of normal models of T we can show This surjectivity will allow us to work only with configurations and in the end go back to models via that correspondence. -
such that for all ζ ∈ C 0 ∩ C A (A ⊂ ω is the unique set satisfying d = η+C A for some η ∈ C), ξ n +ζ ∈ D(n)∩d and (D, X, d∩[ξ i +ζ] X(n) ) is β-rich, where [ξ n + ζ] X(n) ⊂ C denotes the equivalence class of ξ i + ζ with respect to the relation σ 1 ∼ σ 2 if and only if σ 1 − σ 2 ∈ C X(n) (i.e. we actually have [ξ n + ζ] X(n) = (ξ n + ζ) + C X(n) ).
Then, using regularity of c (M,ū),(N,v) , we can show Theorem 3.14. For all n and
The proof goes by induction on α, where the Proposition 3.6 provides the starting point. (V) Finally, we construct inductively regular configurations c α which are thin and α-rich. The construction is somewhat lengthy to carry out in detail, although the basic idea is simple. We add inductively exactly those elements to the sets D(n) (n < ω) which guarantee richness and if we do this in a careful way, namely by choosing elements we add as independent from each other as possible, it will turn out that those configurations will never become thick.
The basic ideas are the following:
(1) For each s ∈ ω <ω we define a monomorphismĥ s : C → C which intuitively speaking "shrinks" a 0-1-sequence defined on ω to one defined on X s := X s(0) ∩ X s(1) ∩ · · · ∩ X s(|s|−1) ⊂ ω (see (I) for the definition of the sets X i ).
(2) Then we define a family (ξ β ) β<ω1 of elements of C which are totally independent, which is a strong version of linear independence. (3) We introduce objects Ξ that represent the set ofξ β used in the construction and demand Ξ to be admissible which guarantees that in our inductive construction of c α , we never use two times the sameξ β . (4) We define c α by adding to c 0 "shrinked" versions of the sets D(n) for all preceeding c γ (γ < α), using elements from some admissible Ξ to "label" those added sets (in order to store the information of where they come from). (5) We show that the c α are thin. (6) Finally, we can show that the c α are α-rich.
Details for (1)- (6) in (V):
For (1): Definition 3.15. Recall that in (I) we had fixed an enumeration
Moreover it is one-one and for all i,
This Proposition allows us to define h s : ω → ω (for s ∈ ω <ω ) as the unique composition of functions h k such that im(
Those h s induce homomorphismsĥ s : C → C defined aŝ
We also have inverses to thoseĥ s : set h * s (ξ) = ξ • h s (where we view elements of C as functions from ω to {0, 1}). Then we have for all ξ ∈ C Xs :ĥ
We begin by extending (X n ) n<ω (which had been defined in (I)) to a family (X i ) i<ω1 which is still independent in the sense that finite intersections of sets X i and ω \ X j are non-empty (and thus infinite). Then defineξ α as the characteristic function of the set X ω+α . We can show that (ξ i ) i<ω1 is totally independent in the sense of the following definition.
Definition 3.18. For X ⊂ ω let π X : C → C be defined by
) α<κ is C 0 -independent (i.e. no non-trivial finite sum belongs to C 0 ).
For further reference, we set Γ = {ξ α |α < ω 1 } and
For (3): For countable α we define recursively
Let Ξ ∈ A α and define im(Ξ) by induction as follows: * If α = 0 then Ξ ∈ C ω and we let im(Ξ) = {Ξ(i)|i < ω} (this is really the image of Ξ considered as a function)
Next, we define the admissible elements of A α by induction on α : * Ξ ∈ A 0 is admissible if Ξ is one-one as a function
β,k are admissible · the elements ξ β,k (β < α, k < ω) are distinct · the sets im(Λ), {ξ β,k |k < ω, β < α}, im(Ξ β,k ) (for β < α, k < ω) are disjoint Let Ad α ⊂ A α be the set of admissible elements of A α . For (4): We define configurations c α,Ξ = (D α,Ξ , X α,Ξ , d α,Ξ ) uniformly for all Ξ ∈ A α (and in the end we let c α be any one of the c α,Ξ with Ξ ∈ Ad α and im(Ξ) ⊂ X ). Since we want our c α,Ξ to be regular, we set X α,Ξ (n) = X n for all n and d α,Ξ = C. Thus, it suffices to define D α,Ξ .
To start with, let D 0,Ξ (n) = Ξ(n) + C 0 + C Xn .
Then, suppose D β,Ξ already defined for all β < α and all Ξ ∈ A β . Ξ ∈ A α is of the form
(with Λ ∈ C ω , ξ β,k ∈ C and Ξ β,k ∈ A β for all k < ω and β < α). We define for k, i < ω and β < α:
Now we can define
where I Ξ n − Λ(n) ⊂ C is the subgroup of C generated by the set
The key properties of our construction which will guarantee thinness are the total independence of the elements we add, and avoiding repetitions by the admissibility assumption. These properties will allow us to identify at which stage of the construction a given element has been added.
To prove thinness of all c α,Ξ with the additional assumptions that Ξ ∈ Ad α and im(Ξ) ⊂ X (it is not difficult to see that if we drop any of these, there will be thick configurations c α,Ξ ), we first need a few technical lemmas: For any subgroup G of C and ξ, ζ ∈ C, we write ξ ≡ ζ (mod G) for ξ − ζ ∈ G.
Xs i ).
Let σ s1,...,sn denote the sum A of all elements of A and C s1,...,sn (σ) = A.
The map which to
Xs i assigns σ s1,...,sn is a (C, +)-homomorphism.
Lemma 3.24. Let s ∈ [ω] <ω \ {∅} and σ, σ ∈ Γ + C 0 + C Xs . Then σ s = σ s if and only if σ ≡ σ (mod C 0 + C Xs ).
Definition 3.25. Let X ⊂ X . For σ ∈ X (i.e. σ is of the form
We extend that definition linearly to
i.e. we drop any element not in X .
We continue with the proof of thinness in the case of α = 0:
Proof. Let us write c
. Ξ is admissible, i.e. one-one, and since im(Ξ) ⊂ X , there are α = β such that ξ(i) =ξ α and ξ(j) =ξ β . Now,ξ α ≡ξ β (mod C 0 + C Xi∪Xj ) contradicts the fact that X is totally independent (see (2) ). This proves that
are pairwise disjoint and in particular that c 0,Ξ is thin. Now we can prove thinness for any α: Theorem 3.27. For all α < ω 1 and Ξ ∈ Ad α with im(Ξ) ⊂ X , c α,Ξ is thin.
Proof. We assume towards a contradiction that there is a minimal α such that for some Ξ ∈ Ad α with im(Ξ) ⊂ X , c α,Ξ is thick. Proposition 3.26 shows that α > 0. Let 
We write c α,Ξ = (D, X, d) and the supposed thickness of that configuration gives us an infinite J ⊂ ω such that k∈J D(k) = ∅ (recall that d = C by definition). Let {j k |k < ω} be an enumeration of J and fix an element σ ∈ k<ω D(j k ). We set s k = {j 0 , j 1 , . . . , j k } for all k < ω. By the Lemmas 3.19 and 3.20, we have σ ∈ Γ + C 0 + C Xs k for all k < ω.
By the construction of c α,Ξ , there exists for all j ∈ J some m j < ω and elements τ 
and
hence (by total independence and since allτ i j andτ i l are "contracted", i.e. lie in some C X k (using in Definition 3.18 some set X which is disjoint from the "supports" of theτ and from X j , X l )):
The admissibility of Ξ implies Λ(j) = Λ(l) and Λ(j), Λ(l) / ∈ {ξ
Since X is totally independent, we infer (1) the numbers m j and m l are odd and Assuming without loss of generality that the 2n j k − 1 first i are exactly those satisfying β i j k = β and k i j k = r for some β < α, r < ω, we can thus write for all k < ω,
Using Lemma 3.24, we then have
From now on, we assume that j k > r (which is true for all but possibly a finite number of k). We set ρ :=
] since it is a sum of an odd number of elements
and since there is a countable
and therefore
We have already seen that
Xr and also
, and therefore we get
We observe that the sequence (σ s k X ) k<ω converges in C. Indeed, if l > k, then σ s l − σ s k ∈ C Xs k and moreover, by the definition of the sets X k , the sequence (min(X sr )) r<ω is cofinal in ω. This implies that for all N < ω, there is some N such that ∀l > N σ s l N = σ s N N , meaning that (σ s k ) k<ω converges. Now, the same is true for (
Let σ β,r := lim k→∞ (σ s k X ). We fix k < ω and use the fact that σ s l
X {j k ,r} for all l ≥ k. Now, C X {j k ,r} is a closed set and thus,
We define µ = σ β,r − (σ s k X ) (which belongs to C X {j k ,r} ). We have
We have shown that h * r (σ β,r ) ∈ D Now follows a very similar manipulation, only that D and X are also "cut by Z": For the following definition, remember that for a one-one function h : ω → ω, h * : C → C had been defined as h
Definition 3.31. Let h : ω → ω be one-one and c = (
Using lemma 3.30, we can inductively show:
Next, we define a shift and a translation operation for configurations: Definition 3.33. Let c = (D, X, d) be a configuration, k < ω and ξ ∈ C. We define * dec k (c) = (D,X,d) by
and are able to prove Finally, we have a subset relation for configurations:
and not surprisingly Lemma 3.36. If c is α-rich and c ⊂ c , then c is also α-rich.
With these preparations we can proceed to the proof of α-richness: Theorem 3.37. For all α < ω 1 and Ξ ∈ A α , c α,Ξ is α-rich.
Proof. By induction on α (for all Ξ simultaneously).
By construction, c 0,Ξ is non-degenerated.
We fix some γ < α and show that c α,Ξ = (D, X, d) is (γ + 1)-rich. We verify that ξ γ,i witnesses this for i, i.e.
. By the Lemma 3.32, it is enough to show that h * 
