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Recently, many information visualization regarding terrain use 2D maps which 
include shading and lines to show the terrain. However, the emerging 3D terrain 
visualization technologies and software may produce a lot of terrain information. 
This emerging technology is also concurrent with the growth of game engines. As 
for this study, Unity3D, one of these game engines, has built-in terrain engine that 
provides 3D terrain visualization. Moreover, this engine provides the ability to be 
able to publish as web application for the online environment. Based on the literature 
review, there are studies related to terrain visualization developed using game 
engines, however, majority focuses on the capability of terrain visualization in an 
offline environment. None of these studies focus on the performance of the 3D 
visualization process in an online environment. Thus, the aim of this study is to 
enhance the process of generating 3D terrain visualization with GIS data generated 
from the Unity3D game engine in an online environment. The results of the 
performance are compared with two different situation that is online and offline. 
Several experiments are conducted and performances are measured based on loading 
time, response time, frames per second (FPS), memory usage and CPU usage of 
different terrain data types and size. The study adopts design research process that is 
comprised of problem identification from literature review, solution development by 
using the process to develop the prototype needed, and evaluation by comparing the 
output of the visualization process. The findings show that the process of enhancing 
3D terrain visualization with GIS data generated from the Unity3D game engine in 
offline environment is better compared to those online. This is due to the 
compression and the need for Unity3D web player to make contact with the Unity 
server for authentication and also for visualization during online. Furthermore, 
operating system resource needs to be used before it goes online. The main finding 
of this study is the new algorithm of enhancing 3D terrain visualization process 
using Unity3D game engine. The algorithm can be divided into three processes 
which are terrain data reading, terrain data conversion, and terrain data processing.  
It may assist the developer on how to enhance the process of developing web-based 
3D terrain visualization using Unity3D game engine.  
 






Pada masa ini, kebanyakan maklumat tentang bentuk muka bumi menggunakan peta 
2D yang menggunakan kaedah teduhan dan garis untuk menunjukkan maklumat 
bentuk muka bumi. Walau bagaimanapun, kemunculan teknologi visualisasi bentuk 
muka bumi 3D dan perisiannya  boleh menghasilkan banyak maklumat tentang 
bentuk muka bumi. Kemunculan teknologi ini juga bersamaan dengan 
perkembangan enjin permainan. Untuk kajian ini, Unity3D, salah satu daripada enjin 
permainan, mempunyai enjin bentuk muka bumi terbina didalamnya yang boleh 
menghasilkan visualisasi bentuk muka bumi 3D. Selain itu, enjin ini memberikan 
keupayaan untuk membolehkan ia dihasilkan sebagai aplikasi web untuk 
persekitaran dalam talian. Berdasarkan kajian literatur, terdapat banyak kajian yang 
melibatkan penggunaan enjin permainan bagi menghasilkan bentuk muka bumi, 
walaubagaimanapun, kebanyakan kajian ini melibatkan keupayaan visualisasi bentuk 
muka bumi dalam persekitaran luar talian dan tiada kajian yang melibatkan proses 
visualisasi bentuk muka bumi 3D dalam persekitaran atas talian. Oleh itu, tujuan 
kajian ini adalah untuk manambahbaik proses penjanaan visualisasi bentuk muka 
bumi 3D dengan data GIS yang dihasilkan dari enjin permainan Unity3D dalam 
persekitaran di atas talian. Keputusan hasil daripada prestasi dibuat dengan 
membandingkan dua situasi berbeza iaitu atas talian dan juga di luar talian. Beberapa 
eksperimen yang telah dilakukan dan prestasinya diukur berdasarkan masa muatan, 
masa capaian, bingkai sesaat (FPS), pengunaan memori dan pengunaan CPU pada 
saiz data yang berbeza. Kajian ini mengunakan proses rekabentuk kajian yang terdiri 
dari pengenalpastian masalah dari kajian literatur, penyelesaian masalah dengan 
mengunakan proses bagi membangunkan prototaip dan penilaian dengan 
membandingkan hasil keluaran dari proses visualisasi. Keputusan menunjukkan 
bahawa hasil daripada proses penambahbaikan visualisasi bentuk muka bumi 3D 
dengan data GIS dari enjin permainan Unity3D di luar talian adalah lebih baik jika 
dibandingkan dengan di atas talian. Ini adalah kerana proses mampatan dan perlunya 
pemain pelayan Unity3D untuk menghubungi pelayan Unity untuk pengesahan dan 
juga untuk visualisasi semasa di atas talian. Sementara itu, penggunaan sumber 
sistem pengoperasian diperlukan sebelum ia boleh berada di atas talian. Penemuan 
utama kajian ini adalah algoritma baru untuk menambahbaik proses visualizasi 
bentuk muka bumi 3D menggunakan enjin permainan Unity3D. Algoritma ini boleh 
dibahagikan kepada tiga proses iaitu pembacaan data bentuk muka bumi, penukaran 
data bentuk muka bumi dan pemprosesan data bentuk muka bumi. Penemuan ini 
boleh membantu pembangun aplikasi dalam mengenalpasti bagaimana cara untuk 
menambahbaik proses pembangunan visualisasi bentuk muka bumi 3D berasaskan 
web menggunakan enjin permainan Unity3D.  
  
Kata kunci: bentuk muka bumi 3D, visualisasi bentuk muka bumi, enjin permainan, 











I would like to express my appreciation and gratitude to everyone who has 
contributed in completing this thesis. It was a pleasure to study under Dr Ruzinoor 
bin Che Mat supervision. It is not enough to thank him very much for his guidance to 
achieve my goal. Without his valuable support, my thesis would not have been 
possible. Also, I would like to express my thanks, Dr Ruzinoor bin Che Mat 
supervision for his comments which help to improve my work. I would like also to 
thank my parents and all of my relatives for their love and support. My goal would 
not have been achieved without them. I dedicate this work to my parents. I am very 
grateful to everyone that helped in my studies. I also like to thank you Assoc Prof. 
Dr Mohd Shafry Mohd Rahim, Mohd Naim Shah Bin Abdul Rahim, Mohd Khalid 
Mokhtar and all from UTM MagicX for their warm welcome given during my visit 
there as well giving me insight on game engine capability. As well to Jurupro staffs 
who help in explaining to me on GIS data capture and process to produce the data 
needed for the research, also to the manager of RISDA Tg Genting, Mr.Mansor b. 
Awang for his cooperation in completing this study. Also to all examiners, they were 
very kind during the viva and during the period of the correction. Additionally, their 
comments have helped to improve this work. I had a very enjoyable study at 
Universiti Utara Malaysia (UUM). Not only, does it have a beautiful natural 
environment but the university also has helpful staff. Finally, I would like to thank 








Table of Contents 
Permission to Use ..................................................................................................................... i 
Abstract .................................................................................................................................... ii 
Abstrak .................................................................................................................................... iii 
Acknowledgement .................................................................................................................. iv 
Table of Contents ..................................................................................................................... v 
List of Tables ........................................................................................................................ viii 
List of Figures ......................................................................................................................... ix 
List of Abbreviations .............................................................................................................. xi 
CHAPTER ONE INTRODUCTION ....................................................................... 1 
1.1 Background ............................................................................................................ 1 
1.2 Problem background .............................................................................................. 3 
1.3 Problem Statement ................................................................................................. 3 
1.4 Motivation .............................................................................................................. 6 
1.5 Research Questions ................................................................................................ 7 
1.6 Research Objectives ............................................................................................... 7 
1.7 Scope of the Study ................................................................................................. 7 
1.8 Significance of the Study ....................................................................................... 8 
1.9 Theses structure ...................................................................................................... 8 
1.10 Summary ............................................................................................................ 10 
CHAPTER TWO LITERATURE REVIEW ........................................................ 11 
2.1 Introduction .......................................................................................................... 11 
2.2 What is Visualization ? ........................................................................................ 11 
2.2.1 Challenges and Benefits of Visualization .................................................. 12 
2.2.2 The Visualization Process .......................................................................... 13 
2.3 Virtual Reality (VR) ............................................................................................. 13 
2.4 Game Engine ........................................................................................................ 15 
2.4.1 Architecture of A Game Engine................................................................. 15 
2.4.1.1 Unity3D ......................................................................................... 18 
2.4.2 Utilization of Game Engine in Different Sector ........................................ 20 
2.4.3 Game Engines on the Market ..................................................................... 21 
2.5 GIS ....................................................................................................................... 24 
2.5.1 History of GIS ............................................................................................ 24 
 
vi 
2.5.2 How do GIS Works .................................................................................... 27 
2.5.3 Process of Acquiring GIS Data .................................................................. 29 
2.5.4 Types of GIS data ...................................................................................... 29 
2.5.5 Projections of GIS Data ............................................................................. 31 
2.5.6 Application of GIS ..................................................................................... 31 
2.5.7 Mobile GIS ................................................................................................. 32 
2.6 Terrain Visualization Process .............................................................................. 32 
2.6.1 Terrain Visualization Process Using VRML ............................................. 34 
2.6.2 Terrain Visualization Process Using HTML5 ........................................... 34 
2.6.3 Terrain Visualization Process Using Game Engines ................................. 35 
2.6.4 Performance of Terrain Visualization Process........................................... 41 
2.6.4.1 Loading time .................................................................................. 42 
2.6.4.2 Response time ................................................................................ 42 
2.6.4.3 Frame per Second (FPS) ................................................................ 43 
2.6.4.4 Memory Usage .............................................................................. 43 
2.6.4.5 CPU usage ..................................................................................... 43 
2.7 Terrain Visualization Software ............................................................................ 44 
2.8 Theories Related To This Study ........................................................................... 46 
2.8.1 Animate Vision Theory .............................................................................. 46 
2.8.2 HIPO Tools ................................................................................................ 47 
2.9 Summary .............................................................................................................. 49 
CHAPTER THREE RESEARCH METHODOLOGY ........................................ 51 
3.1 Introduction .......................................................................................................... 51 
3.2 Problem Identification .......................................................................................... 52 
3.3 Solution Design .................................................................................................... 52 
3.3.1 Attain Requirements .................................................................................. 53 
3.3.2 Prototyping ................................................................................................. 53 
3.4 Evaluation ............................................................................................................ 54 
3.4.1 Loading time .............................................................................................. 55 
3.4.2 Response time ............................................................................................ 55 
3.4.3 Frame per Second (FPS) ............................................................................ 56 
3.4.4 Memory usage ............................................................................................ 57 
3.4.5 Data size ..................................................................................................... 57 
 
vii 
3.4.6 CPU usage .................................................................................................. 58 
3.4.7 Comparison of all measurement for each terrain data size in Unity3D ..... 58 
3.5 Summary .............................................................................................................. 59 
CHAPTER FOUR ENHANCED 3D TERRAIN VISUALIZATION PROCESS 
USING GAME ENGINE ......................................................................................... 60 
4.1 Introduction .......................................................................................................... 60 
4.2 Data Acquisition................................................................................................... 61 
4.3 Data generation .................................................................................................... 71 
4.3.1 Algorithm of  Enhanced 3D Terrain Visualization .................................... 71 
4.3.2 The Process of Image Overlaid and Online Publishing ............................. 78 
4.3.3 Different Size of Terrain Visualization ...................................................... 79 
4.4 Summary .............................................................................................................. 83 
CHAPTER FIVE RESULTS AND DISCUSSION ............................................... 84 
5.1 Introduction .......................................................................................................... 84 
5.2 The Evaluation of Enhanced 3D Terrain Visualization Process Prototype ......... 84 
5.2.1 Comparison of the Loading Time .............................................................. 84 
5.2.2 Comparison of the Response Time ............................................................ 87 
5.2.3 Comparison of the Frame per Second (FPS) ............................................. 89 
5.2.4 Comparison of the CPU Usage .................................................................. 91 
5.2.5 Comparison of the Memory Usage ............................................................ 93 
5.2.6 Comparison of All Measurement for Each Terrain Data Size In Unity3d. 96 
5.3 Experiment Conducted ....................................................................................... 100 
5.4 Summary ............................................................................................................ 105 
CHAPTER SIX CONCLUSION AND FUTURE WORKS ............................... 106 
6.1 Summary of the Research .................................................................................. 106 
6.2 Achievement of Research Objective .................................................................. 106 
6.2.1 Enhancing 3D Terrain Visualization Process Using Game Engine ......... 107 
6.2.2 Prototype Development of Enhancing 3d Terrain Visualization Process 
Using Game Engine .......................................................................................... 107 
6.2.3 Evaluation of the Performance of Enhanced Process Of 3D Terrain 
Visualization Using Game Engine In Offline And Online Environments........ 108 




List of Tables 
Table 2.2 List of terrain visualization technique based on game engine ............................... 39 
Table 4.1 the size of terrain in kb before and after published ................................................ 80 
Table 5.2 Comparison of response time for online and offline environment ........................ 87 
Table 5.3 Comparison of FPS value for online and offline ................................................... 89 
Table 5.4 Comparison of CPU usage for online and offline environment ............................. 91 
Table 5.5 Comparison of memory usage for the online and offline environment. ................ 93 
Table 5.6 The results for comparison of all measurement for each terrain data size in 
Unity3D ................................................................................................................................. 97 





List of Figures 
Figure 2.1. Structure of a game engine. ................................................................................. 16 
Figure 2.2. Unity3D GUI ....................................................................................................... 16 
Figure 2.3. Basic Structure of Biped In 3ds Max  .................................................................. 17 
Figure 2.4. Unity3D Game Engine Framework  .................................................................... 19 
Figure 2.6. Choropleth Map On Internet Access From USDA  ............................................. 25 
Figure 2.7. Symap Manual ..................................................................................................... 26 
Figure 2.8. US Environmental Protection Agency on “How GIS Works”  ........................... 27 
Figure 2.9. The Representation GIS Layer Which Contained Different Types Of 
Information. ........................................................................................................................... 28 
Figure 2.10. Vector Data Type............................................................................................... 30 
Figure 2.11. Raster Data Type ............................................................................................... 30 
Figure 2.12. Results of Terrain Visualization  ....................................................................... 36 
Figure 2.13. Importing Raw Data from Terragen. ................................................................. 37 
Figure 2.14. Terrain visualization that was created using Unity3D  ...................................... 38 
Figure 2.15. Terrain Visualization Generated from Torque Game Engine  ........................... 41 
Figure 2.16. Terrain Visualization Generated from UDK Game Engine .............................. 41 
Figure 2.17. HIPO of Automated Authorization of Joint Trading Letter System. ................. 48 
Figure 2.18. HIPO of Automated Authorization of Car Park Management. ......................... 49 
Figure 3.1. Design Research Methodology  ........................................................................... 51 
Figure 3.2. Page Speed Monitor for Measuring Loading Time. ............................................ 55 
Figure 3.3. Page Speed Monitor for Measuring Response Time. .......................................... 56 
Figure 3.4. What is Frame Rate? ........................................................................................... 57 
Figure 3.5. Process Explorer User Interfaces. ........................................................................ 58 
Figure 4.1. The Development of Online And Offline Terrain Visualization Workflow Using 
the Unity3D Game Engine with Enhancing 3D Visualization Process. ................................ 61 
Figure 4.2. UAV used for Acquiring the Data for This Study. .............................................. 62 
Figure 4.3. The Flight Path of the UAV ................................................................................ 63 
Figure 4.4. Area Captured by the UAV. ................................................................................ 64 
Figure 4.5. The Process of Acquiring the DEM Data from Captured Images Using Agisoft 
Photo Scan. ............................................................................................................................ 65 
Figure 4.6. DEM data generated from Agisoft photo scan. ................................................... 66 
Figure 4.7. Clipping Menu using ArcGIS software. .............................................................. 67 
Figure 4.8. The Size of Different Areas Clipped for The Experiments. ................................ 68 
Figure 4.9. Area of Terrain Size A......................................................................................... 69 
 
x 
Figure 4.10. Area of Terrain Size B, C, and D. ..................................................................... 70 
Figure 4.11. ArcGIS Toolbox Converts to Grid float. ........................................................... 71 
Figure 4.13. Flowchart of the Enhanced Process. .................................................................. 73 
Figure 4.14. Data bytes of FLT opened in ArcGIS. ............................................................... 73 
Figure 4.15. Data of HDR opened in notepad. ....................................................................... 74 
Figure 4.16.  Algorithm for getting HDR data. ...................................................................... 74 
Figure 4.17. Algorithm for getting float data. ........................................................................ 75 
Figure 4.18. Generating sample terrain data. ......................................................................... 75 
Figure 4.19. Generating terrain data. ..................................................................................... 76 
Figure 4.20. The flow of data conversion. ............................................................................. 76 
Figure 4.21. The algorithm of the terrain data processing. .................................................... 77 
Figure 4.22. The flow of the terrain data processing. ............................................................ 78 
Figure 4.23. The Process of Overlaying the UAV Images into the Terrain Data. ................. 78 
Figure 4.24. The Process Involved In Publishing the Terrain into Online Environment. ...... 79 
Figure 4.25. Terrain Size A .................................................................................................... 81 
Figure 4.26. Terrain Size B .................................................................................................... 81 
Figure 4.27. Terrain Size C. ................................................................................................... 82 
Figure 4.28. Terrain Size D. ................................................................................................... 82 
Figure 5.1. The Loading Time Recorded using Page Speed Monitor. ................................... 85 
Figure 5.2. The Loading Time Graph for Comparison of the Online and Offline 
Environment. .......................................................................................................................... 86 
Figure 5.3. The Response Time Graph for Comparison of the Online and Offline Web 
Environment. .......................................................................................................................... 88 
Figure 5.4. The FPS Value Recorded Using Firefox Performance Test. ............................... 89 
Figure 5.5. The FPS graph for Comparison of Online and Offline. ....................................... 90 
Figure 5.6. The CPU Usage Value Recorded Using Process Explorer .................................. 91 
Figure 5.7. The CPU Usage Graph For Comparison Of The Online And Offline Web 
Environment. .......................................................................................................................... 92 
Figure 5.8. The Memory Usage Graph for Comparison of Online and Offline Environments
 ............................................................................................................................................... 94 
Figure 5.9. The Process of Compression Using LZMA in Unity3D...................................... 96 
Figure 5.11. The View of UAV Images Draped with 5m Interval Contour Data. ............... 101 
Figure 5.12. The View of UAV Images Draped with 3m Interval Contour Data. ............... 101 





List of Abbreviations 
3D:  Three Dimensional 
GIS:  Geographic Information System 
VR:  Virtual Reality 
DEM:  Digital Elevation Model 
TIN:  Triangular Irregular Network 
DSM:  Digital Surface Model 
DTM:  Digital Terrain Model 
RAM:  Random access memory 
GPU:  Graphical Processing Unit 
CPU:  Central Processing Unit 
GHz:  Gigahertz  
VE:  Virtual Environment 
HMD:  Head Mounted Display 
UAV:  Unmanned aerial vehicle  
MaCGDI: Malaysian Geospatial Data Infrastructure 
VRML: Virtual Reality Markup Language 
CAVE: Cave Automated Virtual Environment 
UDK:  Unreal Development Kit 
VE:  Virtual Environment  
UDEQ: Utah Department of Environmental Quality 
GCS:  Geographic coordinate systems  
 
xii 
PCS:  Projected coordinate systems  
ESRI:  Environmental Systems Research Institute  
MS:  Millisecond  
FPS:  Frame Per Second 
GMV:  Geospatial Modeling & Visualization 
CENACARTA: Mozambique National Cartography and Remote Sensing 
Centre 










Terrain visualization techniques have been around for years and it can be categorized 
into the digital and non-digital format. In the earlier years, non-digital terrain 
visualization was referred to as “map”. This was used to show the location and 
elevation of the terrains. Although it is effective, it requires certain skills to 
understand the map information. As technology progress, digital terrain visualization 
was introduced. The earliest research done on terrain visualization is in the early 90’s 
where at the time, computers had a decent capability to visualize terrain in three 
dimensions (3D). In the recent years, as technology advances and computer hardware 
capacities grew at an exponential rate, the capacity to generate high-resolution 3D 
terrain visualization has increased. As can be seen in 3DEM (2014)  and  Cesium 
(2014). 
 
Terrain visualization uses Geographical Information System (GIS) to digitally 
display geographical information in computers. Terrain visualization effectively 
interprets spatial data of earth terrain, showing the earth information digitally. The 
data it contained is mostly layered to hold different types of information (National 
Geographic Society, 2014). GIS data such as Digital Elevation Model (DEM), 
Triangular Irregular Networks (TIN), Digital Terrain Model (DTM) and Digital 
Surface Model (DSM) is converted 3D model which will have contour and elevation 
information. Research conducted by Wyld (2010) stated that GIS can be used to 
promote tourism. Another research conducted by Awadallah, Gehman, Kuttler, and 
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Newkirk (2004) examined 3D radar information of propagation data for handling 
ships. 
 
As computer hardware and software advances, a different process of terrain 
visualization was explored. Rather than creating software from the beginning, there 
are other methods, such as using a game engine to generate the terrain visualization 
in some applications. Game engine refers to a set of tools that are combined to 
simplify the creation of games. A lot of research was conducted on the game engine 
to see the different ways to utilize it for some real applications rather than just for 
computer games. The research conducted by Navarro, Pradilla, and Rios (2012) 
discussed the different types of game engines and highlighted the functionalities of 
each game engine. Some of the game engines highlighted include Unreal 
development kit (Epic Games, 2014), CryEngine (CryTEK, 2014), Unity3D (2014), 
and Torque (GarageGames.com, 2014) could be utilized to generate terrain and other 
applications. Other than that, terrain visualization also could be generated using 
VRML, HTML 5 and other software such as Biospehere3D, Cesium, Earth3D, 
GenesisIV, Hftool, Landserf, and MicroDEM. However, the majority of research 
conducted in this domain is on the capability of terrain visualization in an offline 
environment and none of the research examined the performance of the 3D 
visualization process in an online environment. This study aims to examine the 
performance of the enhanced process for terrain visualization, which uses Unity3D 
for terrain visualization in a web environment. That is why the aim of this study is to 
enhance the process of generating 3D terrain visualization with GIS data generated 
from the Unity3D game engine in an online environment. 
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1.2 Problem background 
Terrain visualization process is a technique of visualizing terrain data in 3D object 
thus also brings issues such as the data size needed to visualize it. A study by Hayat, 
Puech, and Gesquiere (2008) discussed that the process of visualizing terrain data 
requires numerous 3D vertexes and triangular to generate a 3D terrain. The author 
also mentions that the requirements needed to visualize such a terrain include DEM 
data, orthographic data, projection data, as well as the hardware and setup needed to 
generate the terrain data. Another study by Cowgill et al (2012) explored the terrain 
data from Haiti earthquake which used a massive amount of hard disk space (67Gb) 
consist of DEM data acquired from ground-based, airborne data, as well as the 
hardware used to generate the terrains with the projection used. In another study 
related to terrain visualization process by Yusuf, Mostafa, and Elarif (2014) proposed 
that using the processing power of GPU can achieve faster frame rates when 
visualizing the terrain data. Based on all of these studies on terrain visualization 
process, it can be concluded that terrain visualization process requires massive 
computer power in terms of data storage and processing power to generate the 
terrains. Most of the studies do not mention the performance of the terrain 
visualization process for generating the terrain in online and offline environments.  
1.3 Problem Statement 
Terrain visualization is a technique to visualize GIS terrain data into three-
dimensional (3D) model that allow users to view terrain in 360 degrees view with X, 
Y and Z axis. The Malaysian Geospatial Data Infrastructure (MaCGDI) provides 2D 
maps as means to deliver information to the users however if the visualization of the 




In recent studies on terrain visualization show that terrain visualization is able to 
work on multiple platforms, Ruzinoor et. al. (2009) in their research used VRML 
(Virtual Reality Markup Language) to generate online 3D terrain visualization. 
Beside VRML there are alternatives to generate terrain visualization by using game 
engine. Popular game engine such as Torque, Unreal Development Kit (UDK), 
Unity3D and CryEngine have built-in terrain engine that can assist in terrain 
visualization, reviewing previous literature reveals that most study on performance of 
Random Access Memory (RAM), Graphics Processing Unit (GPU) and Central 
Processing Unit (CPU) on game terrain visualization is conducted in offline 
environments. 
 
Studies by Yang, Wuensche, and Lobb (2004) and Wyeld (2007) investigated the use 
of torque game performance in visualizing terrain in offline environment however 
the study did mention the performance while in an online environment and what the 
process conducted for terrain visualization.  
 
In another study, Prasithsangaree (2003) and Rathnam, Pfingsthorn, and Birk (2009) 
studied the performance of terrain visualization in Unreal Engine, however, they did 
not mention how the terrain visualization process was conducted and the 
performance of the terrain visualization in online environments. 
 
Study by Dar-Hsiung et al.(2012), Wang et al.(2010), Kang, Kim, & Han (2015) and 
Beirami, Cho, & Yu (2015) did not mention the performance of terrain visualization 
as well the process that was used for visualization of the terrain in offline or online 
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environments. Study conducted by Indraprastha and Shinozaki (2009), Jarvis, 
Løvset, & Patel (2015) and Humbert, Chevrier, and Bur (2011) mentioned about the 
performance of the terrain visualization but it is in offline environments.  
 
While reviewing possible terrain visualization process from a literature review on 
Unity3D, Unreal Engine, and Torque, it was discovered that the game engines use 
the same process in terrain visualization.  
 
This study proposed an enhanced process of terrain visualization inside Unity3D that 
is different from process currently used in Torque and Unreal Engine and Unity3D. 
The enhanced process would be tested in online environments as well offline to 
examine the performance of the enhanced processed by measuring the criteria that 
were used in previous studies that are FPS, Memory usage, and CPU usage. Two 
new criteria will be added as in an online environment that is loading time and 
response time.  
 
The reason to test the enhanced process is to examine how the enhanced process 
helps in terrain visualizations inside Unity3D. GIS data usually is big and by using 
the enhanced process and test the performance of the enhanced process we can 
understand what the performance of the enhanced process in the online as well 
offline environment.  
 
Unity3D is a free game engine and easy to use with support to it asset stores premade 
projects and programs examples are made available for the user to explore as well 
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huge resource of documentation given thus reducing the time for the new user to 
learn about Unity3D. 
1.4 Motivation 
Terrain visualization allows more depth in understanding of the surface, allowing 
more information to be demonstrated. This statement is supported by Tateyama, 
Oonuki, Sato, and Ogi (2008). The above-mentioned authors expressed that terrain 
visualization could also be applied in Cave Automatic Virtual Environment (CAVE) 
system environment, whereby it can display information about seismic data of the 
Pacific Ocean and Philippine Sea plate data.  With this capability, it can help the user 
understand the relationships between all of these data.  
Terrain visualization also helps in planning since more information can be 
demonstrated. A study by  Hagedorn and Döllner (2007) used terrain visualization 
with a 3D building to help in emergency situations like a fire scenario. Terrain 
visualization can also help in city planning and has the capability of working in an 
online environment.  
The game engine also could be utilized in generating 3D terrain visualization. A 
study by Friese, Herrlich, and Wolter (2008) revealed that by using three different 
types of the game engines which include Quake3, CryEngine and Unreal 
Tournament can visualize a CAVE environment together with terrain information. 
Game engine allows the researcher to achieve a faster result as much basic 
functionality. It also allows easier exploration of the terrain information and more 
understanding of the terrain data. 
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1.5 Research Questions 
The problem statement discussed leads to the main research questions of this study, 
which is: 
i.  What is the terrain visualization process involved in generating the real-world 
terrain inside the game engine? 
ii. What is the performance of enhanced terrain visualization process using a 
game engine in offline and online environments? 
1.6 Research Objectives 
The main objectives of this research are to verify terrain data performance inside the 
game engine specifically Unity3D. Specific objectives of this research are: 
i. To enhance the process of visualizing 3D terrain using the game engine. 
ii. To develop a prototype with the proposed enhanced 3D terrain visualization 
process in the game engine. 
iii. . To evaluate the performance of the proposed enhanced 3D terrain visualization 
process in online and offline environments. 
1.7 Scope of the Study 
This studies scope is to test single game engine i.e.Unity3D. Testing is to be done 
using oil palm plantation terrain data which consist of four different sizes i.e. 
16.927292 hectares, 5.49895 Hectares, 2.34673 Hectares and 0.841018 Hectares. 
The experiments would be done to test the performance of the prototype that uses 
enhanced the process to generate 3D terrain visualization in the online and offline 
environment. The formats of the data are float (FLT) and header (HDR). 
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1.8 Significance of the Study 
The main purpose of this study is to use the processes inside the game engine as a 
terrain visualization tool to provide an alternative to the current free and 
commercialized 3D terrain visualization software. Game engine provides alternative 
functions that can be included as plug-ins, thus necessitating the researcher to study 
the numerous variety of data. Additionally using game engine allows more user 
interaction with the terrain and enable experiencing the terrain from different 
perspectives. This also highlights the importance of terrain visualization in Malaysia 
especially since terrain visualization studies in Malaysia are scarce, this would help 
promote 3D terrain visualization in Malaysia. Furthermore, the study also intends to 
help provide alternatives for researchers or explorers to view a terrain in the 3D 
model especially for locations that are dangerous or hard to reach. In addition to that, 
enable the creation of simulations with no trouble using game engines, also 
contributing to the bodies of knowledge. This research focuses on the performance 
process of terrain visualization using the game engine which is Unity3D. 
1.9 Theses structure 
The structure of this thesis is organized into six chapters.  
Chapter one explains the research background on what terrain visualization is and the 
current trends in terrain visualization. This chapter also provides the required 
research questions, problem statements, as well as the research objectives that are to 
be achieved by the end of the research.  
Chapter two studies related literature related to terrain visualization, a general 
overview of visualizations and how terrain visualization relates to conveying 
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information better. This chapter also explains what GIS is, its background, as well as 
how terrain visualization begins from GIS. This chapter also explored several related 
studies on GIS usage, and finally described how game engines have been used for 
terrain visualization in recent years. It also highlights how the combination of both 
Game Engine and terrain visualization help in conveying information better. 
Chapter three explained the methodological aspect applied in this study. The chapter 
also detailed out the requirements needed for testing and evaluation phase of this 
study. The method that will be utilized as well as the comparisons to be implemented 
is also detailed out in this chapter. 
Chapter four presents the development aspect of the prototype, how the tests were 
conducted, as well as provided detailed information on how the data collections 
process was implemented. The chapter also presents the terrain data processing to be 
viewed in the Unity3D game engine. It also detailed out the process used to visualize 
the terrain data inside Unity3D and show the flow of the process. 
Chapter five presents the results and discussions after the requirement for data 
collection needed for the development of the prototype have been fulfilled in chapter 
four. The result will be divided into seven parts which include loading time, response 
time, frame per second, CPU usage, memory usage, data size with different situation 
and justifications from previous studies. 
Chapter six summarizes the results and findings that were gathered from chapter five. 
As well as proffering conclusions on the results, how it contributes to the body of 




This chapter explained the introduction to this study by explaining the background of 
the study, the problem background, and the problem statements. This chapter also 
explained the motivation of this study which drove the research questions and 
objectives that come with the questions. The chapter also outlined the necessary 
scope of the study, and the significance it will have. This chapter also details out the 









The online 3D terrain visualization and GIS have an important role in this new era of 
geo-browser. Nowadays, many activities depend on geo-browsers like Google Map 
to guide the users in the right direction and also provide the user with the terrain 
visualization data. This kind of system provides 3D terrain visualization capabilities 
despite it being limited to areas of high elevation only. Other than geo-browser, this 
new era also involves the utilization of game engine for generating the 3D terrain 
visualization with GIS data which most of the applications do not have the online 
capability.  This chapter discusses details on issues regarding visualization, virtual 
reality, game engine, GIS, terrain visualization process, terrain visualization software 
and theories related to this study. 
 
2.2 What is Visualization ? 
Visualization can be defined as the representation of mental images or data in 
pictorial or graphical format. It helps for the decision to be made based on analytics 
presented visually on difficult concepts or new patterns. The concept interactive 
visualization is enhanced a step further by using technology to drill down into charts 
and graphs for more details. This interactively changes what data can be view and 
how it’s processed. This is because; the human brain easily grabs and process 
information from graphs and charts rather than reports or spreadsheets. Charts and 
graphs assist in visualizing complex data in a simplified way easily (SAS Institute 





2.2.1 Challenges and Benefits of Visualization 
The following section has mentioned several challenges and benefits of information 
visualization as the gateway to knowledge system and as a pedagogical tool in the 
humanities (Rutgers, 2017).  
1. Information Visualization As The Gateway To Knowledge Systems 
Information visualization is an original tactic to produce visual “maps” of abstract 
information, presenting otherwise vague data in a way that cultivates understanding 
and recall the information. The familiar forms of digital information visualization are 
charts and graphs. The rapid advancement in technology transformed visualization to 
act as a bridge connecting experts and researchers by presenting the augmented 
information. 
2. Information Visualization As A Pedagogical Tool In The Humanities 
The interactivity of modern information visualization tools assists users at all levels 
to engage more deeply with materials in a variety of contexts. There are several 
advantages of information visualization. Information visualization for the learner 
combines well with simulation and facilitates collaboration. Simulated visualization 
allowed dangerous experiments or situations to be presented through simulations. 
Visualization assists collaborative research by providing a simplified way to convey 
information that has been gathered previously to a different group of the researchers. 
In addition to that, visualization uncovers real systems by providing help in 




as disclosing information that was delicate to observe. Modern visualization tools 
available help in engaging users to the information’s given in various contexts.  
2.2.2 The Visualization Process 
The visualization process involves the process of changing the data into something 
that can be easily interpreted from data which can be a collection of numbers or 
Figure that is yet to be given context. Thus visualization helps in making data much 
easier to understand. In this context of terrain visualization, data is usually in the 
form of digital format that is in float and integers thus visualization help in viewing 
the terrain data. The process of visualizing terrain data requires an algorithm to read 
the raw terrain data into something that can be visualized in a form of 3D objects. 
The visualization process also can be view by using the Virtual Reality (VR) 
technology together with GIS data and could be visualized by utilizing game engine 
technology. 
2.3 Virtual Reality (VR) 
VR is a contemporary technology, which is able to mesmerize the entire 
technological world by its outstanding uniqueness. The following subsection briefly 
explains VR definition, history, and types of VR. Furthermore, a discussion of VR 
applications that are applied in varying domains such as architecture, medical 
simulation, entertainment, and training was also discussed. Virtual Reality is also 
known as Virtual Environment (VE). Mazuryk and Gervautz (1996) explain that it is 
a technology which offers some immersive environment experience for its user. 
Virtual reality is a method of defining virtual world inside a computer by using tool 




world. VR is able to replicate a virtual environment as it does in a real-world 
environment and provides a multi-sensory experience to its user. Although there is a 
variation of VR applications across several domains, they all sharing similar features 
like the ability to allow its users to view the three-dimensional images. The main 
objective of this VR is to go beyond and experience the cyberspace by interacting 
with its virtual world environment. According to Burdea and Coiffe (2003), VR can 
be categorized into three I’s which are Immersion, Imagination, and Interaction. 
While Sherman and Craig (2003) in their book titled “Understanding Virtual Reality: 
interface, application, and design” found four key elements of VR which is, the 
virtual world, immersion, sensory feedback, and interactivity. VR has been applied 
in varying domains after its potential was acknowledged and recognized by the 
researchers. Despite VR not being a new technology to the technology world, its 
achievements are still in its initial state because; its enormous potentials have 
attracted countless research and explorations on VR technology. Currently, VR is 
well known in education, medicine and training domains. VR in education was well 
supported and encouraged by the experts because it offers students a collaborative 
learning experience. Consequently, students are now able to interact and learn some 
complex terms, theories which were difficult to understand through conventional 
teaching methods. The main aim of including VR technology in education is to offer 
an effective, attractive and interesting way of instructional delivery of teaching and 
learning (Klopfer, Osterweil, Groff, & Haas, 2009). This technology can be applied 
in the training field of driving vehicles, and in complex machinery to avoid any 
major accident. There are many other advantages of this technology that can enhance 




2.4 Game Engine 
Game Engine is a tool that helps game creators by reducing the workload of creating 
games conventionally (Michaelenger, 2013). Current game engines component 
consist of Inputs, Graphic, Sounds, Networking, Physics, Graphical User Interface 
(GUI) and Scripts (Michaelenger, 2013). Game engines can also be seen as a 
framework that helps the developer in tasks such as graphics rendering, sounds and 
GUI (Alexander, 2014). Game engines have contributed to entertainment, education 
and medicine. Game engines like Unreal development kit (Epic Games, 2014), 
Unity3D (2014), CryEngine (CryTEK, 2014) and Torque (GarageGames.com, 2014) 
have created countless games for entertainment both online and offline. Combining 
the elements of game engines and GIS data, 3D terrain visualization can be achieved. 
The game engine enables users to interact with the environments intensely and 
enable the user to view the 3D terrain through the internet. 
2.4.1 Architecture of A Game Engine 
Every system has its very own architecture. This is also the same for game engines 
which helps in creating games much efficiently. Gregory (2009) explains that game 
engine consists of a few major parts which are programming, human inputs, 
rendering engine and real-world logic. Lewis and Jacobson (2002) presented the 
functionality of game engine architecture as shown in Figure 2.1. Game engine 
architecture consists of a few parts that combine into a single entity, offering 
numerous functionalities for the creation of games and applications much easier. 
 
The basic structure can be divided into three major parts which are human 





Figure 2.1. Structure of a game engine. 
I. Human interaction 
Each game would consider how the users interact with the game. Thereby, providing 
a suitable user interface to allow a better understanding of the how the game would 
work. Figure 2.2 shows Unity3D GUI. 
 




II. Design and rendering 
This is where the model and environment is created. The model would be given 
human-like characters such as the face, body, and gestures. In this part, the 3D model 
would have given biped or bones to support human movement characteristics. Figure 






Figure 2.3. Basic Structure of Biped In 3ds Max (Source: Autodesk (2013))  
III. Gaming Logic 
This part looks at gaming logic such as collisions, physics of the environment. 
Trigger action when activating a button or a panel. Hodges (2001) explains that 




Semantic Games for Classical Logic, and Semantic Games with Imperfect 
Information. 
Logical games refers to two players playing a game which would have an outcome 
of winning and losing but is determined by how the game is played, the strategy that 
is used during the game, and how the rule of the is adhered to, would ultimate 
determine the outcome of the game. Semantic Games for Classical Logic are games 
that combine a collection of other objects to function properly. This can be seen in 
the most games where every object in the environment needs to be obtained for it to 
function. While Semantic Games for Classical Logic requires each object to work 
properly; Semantic Games with Imperfect Information does not require every object 
to be obtained for it to function, but will display the information regarding the non-
important object despite being fully functional. The department of computer and 
information science, University of Pennsylvania explains that every logic game is 
computable (Japaridze, 2014) and its application is very broad as seen from previous 
research. There are other game engine architectures such as Unity3D. 
2.4.1.1 Unity3D  
Unity3D is a game engine software created by Unity3D Technologies (2014). A 
Unity3D game engine is able to develop both online and offline games. Unity3D is 
capable of providing a wide range of assets available in the unity asset stores to help 
professionals and new developers to develop games. It has a wide range of 
documentation and tutorials. Moreover, Unity3D is able to use the concept of the 
plug-ins, allowing the user to import or just copy the asset file into a specific folder. 
Unity3D uses JavaScript, C#, and Boo as the main programming language. 




Macintosh, and Linux and also on mobile platforms. In addition to that, Unity3D is 
also capable of importing another 3D model like as fbx, sbx, and obj. The Unity3D 
framework was developed by Wang et al. (2010) (refer Figure 2.4). The framework 
consists of two main categories: outside Unity3D, and inside Unity3D. Outside 
Unity3D consist of preparing data such as data of the terrain, 3D models, multimedia 
contents, satellite UAV images to be sent to game engines. While the work inside 
Unity3D consists of setting the environment based on the data collected from outside 
Unity3D, this is where the structure of the model environment is set up by applying 
content that was collected from outside Unity3D based on needed requirement. 
 
Figure 2.4. Unity3D Game Engine Framework (Wang et. al. (2010))  
In a recent study by Messaoudi, Simon, & Ksentini  (2015) explained that there are a 
lot of modules implemented in Unity3D architecture. However, the aforementioned 
authors highlighted six core modules in Unity3D that includes AI, physic, scripting, 
input, multimedia rendering and networking (refer Figure 2.5). They also mentioned 




this study will be based on Unity3D performance in term of GPU and CPU testing 
from Unity3D asset store.  
 
Figure 2.5. Unity3D Six Core Module (Messaoudi, Simon, & Ksentini, 2015) 
2.4.2 Utilization of Game Engine in Different Sector 
As technology advances, new approaches to the virtual environment and its real-
world applications are achieved. Game engine provides the means to visualize these 
situations. Game engine helps the developers to emulate situation much efficiently 
with the help of tools available inside the game engine. There are several sectors that 
have benefited from game engines. In a study from the agricultural sector by Maa, 
Yang, Chen, Zhu, and Guo (2012) utilized Unity3D game engine to emulate the 
training of the use of agricultural machinery. The authors showcased the differences 
of each machinery and controls in their simulations on different terrains. Chen, 
Wang, Zhao, Niu, and Zhu (2010) in their research also utilized game engine in their 
research to simulate maize farming scenarios with the climate control scenario. 
Game engines also benefit the security forces as can be seen in a study by Janus 
research (2014) and Real Visual (2014), focused on military training and on 











industry as can be seen in a study by Martin, Chevallier, and Monacelli  (2016), 
which used Unity3D as a tool to help construction workers understand the 
information regarding buildings. It can also be seen from the work of Humbert and 
colleagues on the reconstruction of the old city model in the 3D environment using 
Unity3D (Humbert, Chevrier, & Bur, 2011). Game Engine also contributes in urban 
planning and architecture as can be seen from Berger and Cristie (2015) in their 
development of computational fluid dynamics (CFD) tools in Unity3D that identifies 
the wind and water flow in urban city development. Indraprastha and Shinozaki also 
utilized Unity3D to design 3D environments of a city (Indraprastha & Shinozaki, 
2009). 
2.4.3 Game Engines on the Market 
There are a lot of different types of game engines available. Each of them has its 
advantages and disadvantages. Table 1 presents the available game engines used to 
develop different types of games. It also shows the popularity and availability of the 
game engines that can be used to develop 2D and 3D games. In addition to that, the 
table also explains the capabilities and compatibilities of the game engines on 
varying platforms. Most of the game engines in Table 1 show that PC is a very 
popular platform for these game engines. These engines are not limited to offline or 
online, however, plug-ins enable the game engine to be used both online and offline. 
In Table 2.1, a list of online and offline games created by each game engine is 
outlined. Most of the game engines listed here own a license for them to be fully 
functional like exporting into different platforms. Marmalade game engine requires 
the developer to include marmalade image in their product and Rapid2D allows the 




however, allows a fully functional game engine with a personal license, and it can be 
published to PC, Web player and recently Android platform. Examples of online 
games from the Table are Call of Duty: Black Ops – Zombies, World of Tanks and 
Grandia online. These game engines also provide support for mobile development 
such as Android and IOS environment gaming. 
 
Table 2.1top 14 game engines in the market 
The top 14 game engines the market 
Title Company Platforms Used in 




Cannon Ball, Hide It 
Find It, Jumping Jack 
BigWorld (P)  Wargaming Browser, PC World of Tanks, Grandia 
Online, Heroes: Scions 
of Phoenix, Moego, 
Realm of the Titans 
    





PC, PS3, PS 
Vita, Wii, Wii 
U, Xbox 360 
House of the Dead: 
Overkill, Rayman 
Raving Rabbids, Puss in 
Boots, KumoLumo, 
Vitalize 
    






Sniper: Ghost Warrior 2, 
Cabal Online 2 
    





PC, PS3, Wii, 
Wii U, Xbox 
360 
Catherine, El Shaddai, 
Epic Mickey, Rocksmith, 
Warhammer Online: Age 
of Reckoning 
    
GameMaker (P)  
 








HeroEngine (P)  
 





    
Table 2.1 continued    
Havok Vision Engine 
(P)  
 
Havok Android, iOS, 
Linux, Mac, 
PC, PS3, PS 
Vita, Wii, Wii 
U, Windows 
Phone 
Arcania: Gothic 4, 
Carnival Island, Orcs 
Must Die!, The Settlers 
7, Soul Worker 
    







PC, PS3, PS 
Vita, Wii U, 
Xbox 360 
Ghostbusters: The Video 
Game, Kinect Star Wars, 
The Walking Dead: 
Survival Instinct 
    









Call of Duty: Black Ops 
– Zombies, Cut the Rope, 
Draw Something, Pro 
Evolution Soccer, 
Talisman 
    
Rapid2D (FW8)  
 
Rapid2D PC Keep Calm and Kill 
Aliens, London Breaker, 
Royal Pigeon 
    











Babel Rising, NonFlying 
Soldiers 
    








PC, PS3, Wii 
U, Xbox 360 
Bad Piggies, Castle 
Story, Dead Trigger 2, 
République, Wasteland 2 
    
Unreal Engine 4 (P)  
 
Epic Games Consoles 
(TBA) , PC, 
Gears of War, Infinity 





GIS is a system used to capture, store, manipulate, analyze, manage and present all 
types of geographical data in a form that is easy to understand (ESRI, 2014). GIS has 
four basic capabilities of handling geospatial data which include: data capture and 
preparation by referring to data collecting using UAVs, satellite capture imagery, 
data management including storage and maintenance, and finally data manipulation, 
analysis and data presentation (Huisman & By, 2009). 
2.5.1 History of GIS 
GIS started in the 16
th
 century when two renowned French mathematicians: Fermat 
(2014) and Descartes (2013), found the relationships between graph lines and 
coordinates system in their philosophy. And in the 17th century, Louis-Alexandre 
Berthier (2013) used the overlay technique to sequence military strategies. 
Choropleth map (Oxford University Press, 2014), the map uses the shaded area to 
represent data and statistical information. Cartogram (Oxford University Press, 
2005). United States Department of Agriculture created a choropleth map to show 
information on farm high-speed internet access by each state shown in Figure 2.6. 
PS4 Dishonored, BioShock 
Infinite 
 
*(P) =Pay To Use  ( C) = Closed down (FS) =free with splash screen (FW8) =(free 






Figure 2.6. Choropleth Map On Internet Access From USDA (2012) 
Modern GIS has gone through a lot of research and development since the 1960’s. 
Harvard Lab for Computer Graphics and Spatial lead by Howard Fisher which was 
dissolved in 1991, created SYMAP among the earliest GIS software. SYMAP 
utilizes vector image to function as shown in Figure 2.7, the map contains lines and 






Figure 2.7. Symap Manual (ESRI Press, 2005) 
Another research that leads to the development of GIS community was Tomlinson et 
al. (2014). Tomlinson is also known as the father of GIS after he created the first 
computerized GIS software in developing The Urban and Regional Information 
Systems Association (2013) for Canadian Land Inventory use of 1960. In 1968, he 
presented a paper titled “A GIS for Regional Planning” and has been proactive in 
helping GIS community. GIS is able to interpret different types of data and has the 
potential to display those varied data on one map. GIS is also applied in 
organizations, schools, governments, and businesses. This tool keeps all the data 
collections in a form of latitude and longitude, postal zip code, census tract name and 
so on. The map is the main product of GIS and it is used to display answers to 
queries. GIS is commonly linked to any type of applications and operations, which is 
business related, telecommunications, logistics, management, insurance and so on. 
Other than that, this system tends to locate the features on the earth’s surface in the 
context of analyzing the geographical patterns. There are tons of map layers for the 





2.5.2 How do GIS Works 
GIS stacks layers of information. Each layer represents a different type of 
information, such as agriculture yield, industrial area, forest area, settlement area. 
 







Figure 2.9. The Representation GIS Layer Which Contained Different Types Of 
Information. UDEQ (2015) 
Figure 2.8 shows how US EPA use multiple layers of topographic images to project 
information like state boundary, a national park with forest and emission monitoring 
locations layered to show GIS information. While  UDEQ  (2015) show how 




information, other information can be added onto the base map such as satellite 
imagery, area that have land, demographics of a population, wetlands, topographic 
map which contains a lot of information in 2D format, zoning of a state or country 
and parcel showing land that is owned by individual or company (refer Figure 2.9). 
Figure 2.8 and 2.9 presented information or specific data of an area overlaid with 
other data such as agricultural and forest area. With the capability to combine 
various data into layers which can show information based on layers, adds more 
information regarding the terrain data.  
2.5.3 Process of Acquiring GIS Data 
Numerous studies on retrieving GIS data have been conducted. The study by 
Baccini, Laporte, Goetz, Sun, and Dong (2008) generated African tropical area that 
uses electromagnetic spectrum to generate the vegetation area. Another is using 
aerial photography as can be seen from Morgan, Gergel, and Coops (2010), which 
examined the usage of aerial photography for ecosystem management for long 
periods. Makanga et al. (2015) utilized public GIS data and also from Mozambique 
National Cartography and Remote Sensing Centre (CENACARTA) to propose a 
framework of cost-efficiency on acquiring GIS data. Yildirim (2012) examined the 
suitable of solid waste management area in Trabzon Province, Turkey by generating 
raster data area using multiple maps and satellite data imageries. Crooks (2010) uses 
vector data to represent the residential area.  
2.5.4 Types of GIS data 
There are two main types of GIS data when retrieve, which are Vector and Raster. 




dotted lines creates a line formation that forms a shape that is called polygon. Figure 
2.10 shows how vector data works. 
 
Figure 2.10. Vector Data Type 
Coordinates in the vector are based on the position of X and Y of the dotted lines and 
polygons. For raster, the data is stored in grid or matrix. Figure 2.11 shows how 
raster data works in a grid or matrix form.  
    
    
    
    
   
Figure 2.11. Raster Data Type 
Raster data can be used in images as images apply pixels that use grid and matrix 
form. Raster data can be divided into two main types which are: discrete for data that 
is static, and continuous for dynamic data.  Data that is static can be considered as 
discrete like mountains, hills, seas, while data that is dynamic and considered 
continuous are populations, rains, and flood, technological advancements allow these 




and vector can be converted to raster (GISGeography 2016) (The University of 
Washington Spatial Technology GIS and Remote Sensing, 2013). 
2.5.5 Projections of GIS Data 
Projections in GIS is applying world coordinates onto the GIS data that have been 
collected, there is two main projection for GIS data which is usually used which are 
Geographic coordinate systems (GCS) and Projected coordinate systems (PCS). The 
geographical coordinate system consists of degree unit of measure, a prime meridian, 
and a datum for globe or spherical referencing. That has the equator for zero latitude 
and prime meridian for zero longitudes, the datum is referring to mathematical 
correction of GCS data. PCS refers to projection on 2D surfaces; PCS allow 
calculation in metrics such as metres, kilometres and miles on 2D surfaces as the 
value of PCS is constant. Map projection, however, is a combination of GCS and 
PCS with a mathematical calculation to get the correct coordinate. This calculation is 
needed as map projection will have distortion as projecting spherical value onto 2D 
surfaces (sgerhardt, 2011) (ArcGIS Resource Center, 2012). 
2.5.6 Application of GIS 
GIS technology has been used in various fields and has benefited the community 
with information. In a study by Incekara (2012), GIS was used to show 
demographics of the student achievement, highlighting the important role GIS can 
play as a learning aid in geography by the teachers. In another research by Karakuyu 
(2010) also acknowledged that GIS is a powerful learning aid. A case study 
conducted by Superego showed that GIS can also be used as historical learning aids 




GIS is also used as an in disaster control management. The study of Xu et al.(2012) 
used GIS to measure danger level of landslides. Attaway et al. (2014) in his research 
looked at the potential areas of high dengue cases in Kenya, incorporating the GIS 
system to locate the potential areas with high cases of dengue. Chang et al. (2009) 
used GIS in a similar study as Vasiljević et al. (2012), which used GIS in to look at 
the land area that is suitable and unsuitable for waste disposal. 
2.5.7 Mobile GIS 
As technology advances, a new way of visualizing GIS application has been made 
through the use of mobile applications. Ismaeel and Hamead (2014) research on 
providing information on pregnant women position and status using google map and 
android system. Jajac, Stojanovic, Predic, and Rancic (2013) studied the efficiency 
of a specific task using mobile GIS data. Google Earth (2014) and Google Map 
(2014) both have the capability to run on both Android and iOS. Tsou (2004) studied 
the frameworks of a Mobile GIS and explained in details the infrastructure of Mobile 
GIS which can be used for monitoring environment and environmental management. 
Stenneth, Wolfson, Yu, and Xu (2011) studied the detecting transportation mode 
using GPS information. Mobile with GIS capability can also be used as an alert 
system using Volunteered Geographical Information (VGI) (Oxendine & Waters; 
(2014)).  
2.6 Terrain Visualization Process 
In recent years, a lot of new technologies have emerged and this contributes to 
different process regarding terrain visualization. Terrain visualization data or DEM 




and data processing is needed to make sure the data is minimal on errors (Raber, 
Jensen, Schill, & Schuckman, 2002). Generally, there are two main techniques in 
visualizing terrains that are manual and automated. The manual technique of 
visualizing terrain involves method is mountain representation using molehill shape, 
another is skeletal lines that show information regarding mountain crests, ridgelines, 
and streams in skeletal shape lines (Ruzinoor et al., (2012)). Profile lines in a cross-
section view of a terrain surface while Hachures is a technique that shows terrain 
surface in lines that can be close to shading where each line represents slopes of the 
terrains. Shading is using a darker shade of a single colour to show the contour of the 
terrain surface. Ruzinoor et al. (2012) divided automated techniques into two; that is 
photo realistic that attempt to generate the terrain using OpenGL and advanced 
algorithms with colour to differentiate the terrain information such as height map and 
contours also with overlaying high-resolution satellite imagery. Non-photo-realistic 
approaches use computer-generated silhouette shading to show the terrain surface 
view. Ruzinoor also focused on web-based 3D terrain visualization that uses a 
different process to generate the terrains such as, Virtual Reality Markup Language 
(VRML). This is further explained in Huirong Chen, Peng, Li, and Yu (2009), from 
their studies in generating 3D terrain using VRML. Ruzinoor et al. (2012) in another 
research compares it to three different processes that are Overlaid Satellite Image, 
Colour Shading, and Silhouette Rendering Algorithm. Veronesi and Hurni (2015) 
used relief shading with different light direction angle. Röhlig and Schumann (2016) 
studies on using occlusion to look at hidden areas of a terrain by using the widget 
that was developed. Another process is using GPU to visualize the terrain data. 
González, Pérez, and Orduña (2016) tested the performance of GPU on visualization 




visualization viewer in a high-end computer specification and studied the FPS of the 
viewer. 
2.6.1 Terrain Visualization Process Using VRML 
There have been several studies relates to terrain visualization using VRML. 
Ruzinoor, Abdul Rashid, Pradhan, Ahmad Rodzi, and Mohd Shafry (2013) studied 
the effectiveness of different GIS data with web VRML environment, and on the 
performance of the different GIS data types when visualizing in VRML web 
environment. The studies were about the FPS, Loading and response time, file size, 
memory and CPU usage of each different data type. Ruzinoor (2011) also applied the 
study but with three different web servers locations and hardware. Wang, Li, and 
Zhang (2014) created VRML terrain for robot movement simulation at sloppy areas 
of a terrain. X. Wang, Xuedong, Jiangfeng, and Dan (2012) uses VRML terrain to 
simulate a driving environment simulation. 
2.6.2 Terrain Visualization Process Using HTML5 
Terrain visualization has changed a lot in the past several years. Amongst these 
changes is the introduction of HTML5 for terrain visualization. Cellier, Gandoin, 
Chaine, Barbier-Accary, and Akkouche (2012) studied on reducing terrain size and 
visualizing terrain data using HTML5 through an algorithm to combine and reduce 
certain parts of the terrain data. Roccatello, Nozzi, and Rumor (2013) developed a 
framework that utilizes HTML5 application programming interface (API) with Web 
Graphics Library (WebGL) and also compliant with Open Geospatial Consortium 
(OGC) to view large-scale terrain data in a web environment. Latifoski, Kotevski, 




area. Bahor and Ramic-Brkic (2013) compared the performance of HTML5 and 
Adobe Flash by looking at its FPS as well as its memory and CPU usage. 
2.6.3 Terrain Visualization Process Using Game Engines 
 In recent years a lot of new techniques for terrain visualization have emerged. 
Amongst these techniques, the game engine is a promising one. The game engine is a 
very powerful tool to create games and also applications that are beneficial for the 
society. Wang et al. (2010) study how Unity3D and GIS data can be utilized to 
create and plan for Henan Institute of Urban Construction campus development that 
allows the user to navigate and explore the environment created but did not mention 
the hardware used as well as the efficiency of the prototype. Humbert et al. (2011) 
simulated a 19
th
-century town that includes the terrain information and satellite 
imagery that was converted in RAW format before converting into 3D modeller then 
inserted into Unity3D. This study too did not mention the performance of the 
prototype. In another study by Bishop (2012) on using torque game engine with AR 
technologies on smartphones to send information regarding the terrain. However, the 
author did not mention which model nor what hardware capabilities that are used to 
create the prototype. Yang et al. (2004) used torque game engine to visualize terrain 
of Tongariro National Park and also explained the performance of the prototype in 
CPU, RAM, and FPS. However, it did not mention the loading time and response 
time and also used same GIS data. Rathnam et al. (2009) and Prasithsangaree et al. 
(2003) use the Unreal engine to create a military simulation that uses real-world 
terrain data. However, the study did not explain the performance information of the 
development when using unreal engine. Kang, Kim, and Han (2015) used Ogre3D, 




for military planning. Figure 2.12 shows the three different results of terrain 
visualization that was developed by them. However, the study only focuses on 
visualizing the terrain in different software and is yet to show the performance of 
each software. 
  
Figure 2.12. Results of Terrain Visualization (Kang, Kim, & Han, 2015) 
Shin, Beirami, Cho, and Yu (2015) used Unity3D to visualize the terrain for sea 
navigation support by using raw terrain data, the studies utilize 3
rd
 party paid plug-in 
to enable Unity3D to read terrain data. It too did not show the performance of the 
development result. Jarvis, Løvset, and Patel (2015) used Unity3D to create training 
simulation for industrial safety by using Unity3D terrain engine to simulate the 
environment of the study. They mention the GPU information but did not explain the 
performance of the prototype. Figure 2.13 shows the results of their study. GMV 




3DEM (2014) and Terragen (2016) then convert into raw data.  GMV also mention 
the process needed to display the DEM data. For method one, DEM data that was 
collected is then process for Terragen usage inside 3DEM, the area needed is then 
defined inside 3Dem. after defining the resolution that is needed, it is then exported 
for Terragen usage inside Unity3D. The terrain data is exported again into a raw 
format that later can be loaded into Unity3D terrain engine as RAW data. 
 








Figure 2.14. Terrain visualization that was created using Unity3D (Jarvis, Løvset, & 
Patel, 2015) 
Table 2.2 shows the list of different technique from different types of game engine 
for visualizing terrain. The games used included Unity3D, UDK, and TGE. It’s 
clearly shown that most of the game engine using their 3D modeller for importing 
the terrain data inside their engine.  
UDK terrain visualization process is called landscape editor and uses a raw data 
format that is retrieved from image editing software that converts DEM data into 8 or 
16bit grayscale RAW data format before it can be loaded into UDK. The process of 
visualization inside UDK uses vertices and Quad that is predefined by the user 
before the RAW data is imported into UDK, in applying the UAV imagery UDK 
need to use 8bit single channel RAW file that is loaded into the layer before it can be 
applied on the terrain that been generated (Epic Games, 2012).  
CryEngine terrain visualization process is called world machine and it uses also 8 




processing software before it can be loaded by the world machine and converted 
again into format is that is readable by CryEngine, the same task have to be done 
before UAV image can be applied to the generated terrain (Endres, 2017). Both 
landscape editor from UDK and world machine from CryEngine requires the user to 
manually configure the terrain requirements inside the game engine terrain itself 
before the terrain visualization can be achieved. The process of generating the terrain 
data is much more complicated compared to an enhanced process that is applied in 
Unity3D as the user needs to select the terrain data that can be loaded inside 
Unity3D. Figure 2.15 shows the terrain view generated inside torque game engine 
while Figure 2.16 shows the terrain created using UDK. 
Table 2.2 List of terrain visualization technique based on game engine 
List of terrain visualization technique based on game engine 





Software’s used for 
modelling 
    
A new method of 
virtual reality based on 
Unity3D  
Unity3D  Uses 3D modeller 
then is imported 
inside Unity3D  
3D s Max and AutoCAD 
    
    
Use Of A Real-Time 
3D Engine for The 
Visualization of a 
Town Scale Model 
Unity3D  Uses 3D modeller 
then is imported 
inside Unity3D  
Handyscan and Maya 
    
A new method of 
virtual reality based on 
Unity3D  
 
Unity3D  Uses 3D modeler 
then is imported 
inside Unity3D  





    
Table 2.2 cont.    
On-Line Approaches to 
Data Delivery and 





Uses 3D modeller 





(SIEVE) and ArcGIS map 
    
On-Line Approaches to 
Data Delivery and 





Uses 3D modeller 





(SIEVE) and ArcGIS map 
    
Game Engine Support 
for Terrain Rendering 
in Architectural Design 
TGE Uses 3D modeller 
then is imported 
into TGE 
AutoCAD and ArcGIS 
    
Incorporating large 
scale SSRR scenarios 
into the high fidelity 
simulator USARSim 
UDK Uses 3D modeller 




    
TSAF: a simulation 
bridge between 
OneSAF and the 
Unreal game engine 
UDK Uses 3D modeller 
then is imported 
into UDK 









Figure 2.15. Terrain Visualization Generated from Torque Game Engine (Source: 
Yang, et al (2004) )  
 
Figure 2.16. Terrain Visualization Generated from UDK Game Engine (Source: 
Bishop (2012) 
2.6.4 Performance of Terrain Visualization Process 
Performance can be explained as a measurement to find out the efficiency of the task 




format, terrain data size, and software that uses the terrain data affect the 
performance of the published applications. Terrain visualization performance can 
look into two types of performance environments; that is online and offline. In an 
online environment’s operating system that runs the terrain visualization application 
activate the operating system networks service to enable online data transaction to 
happen in online environments, while in offline environments the operating system 
the service enters into idle mode (Microsoft, 2017). Performance in visualization 
terrain that can be measured while in online and offline environments is different. In 
online environment loading time and response time is added to the measurements.  
2.6.4.1 Loading time 
Loading time is the time needed to fully load the webpage onto the user’s computer. 
Wang, Liu, Guo, and Chen (2014) explained that loading time is an interval from the 
start of the request until the finish of the request of a webpage. In their research, the 
performance of two different web pages by reusing similar layout on the different 
webpage was studied.  
2.6.4.2 Response time 
Response time also as mentioned previously is the time the first user sent it to 
request to the webpage to access and load the webpage. Both Loading time and 
response time will be measured in milliseconds or (MS). Natarajan, Amer, and 
Stewart (2008) studied on improving the response time of a webpage by using 
pipelining that is available as a plug-in or built-in by browsers such as Firefox. The 
studies of Jacob (2016) and Low (2017) mentioned that incompatibility with the 




environments these resources are used to measure performances in terrain 
visualizations. 
2.6.4.3 Frame per Second (FPS) 
Fps is how many frames are shown in one second. Frames can be seeing a single 
image and how many images are going to be shown in that exact seconds. Fps will 
be measured either in 30 or 60 frames closest to each. Pranckevicius (2014), and 
Bose and Rajagopala (2012) explained how FPS can be improved by allowing 
custom configuration. Cheung, Kanade, Bouguet, and Holler (2000) studied the 
performance of FPS using 3D voxel with a human motion while experimenting 
human motion in 3D space. A slow FPS would result in a delay in input and 
reactions. 
2.6.4.4 Memory Usage 
Memory usage is how much an application uses the user computer memory basically 
known as Random Access memory (RAM). The measurements will be in bytes. A 
higher usage of RAM results in a slower computer performance itself and the 
computer will switch it's usage into hard disk as RAM and shows that the memory 
usage is not properly processed by the RAM (Hoffman, 2014).  
2.6.4.5 CPU usage 
The CPU usage is referring to how much your computer processor is being used 
when the terrain data is opened the data is shown in percentage. The computer with 
higher CPU usage won’t be able to work properly cause the performance of the 




2.7 Terrain Visualization Software 
The emerging requirement of 3D terrain visualization has created a good number of 
software and terms regarding 3D terrain. Terms such as DEM, TIN, and DTM is 
normally used for terrain data type and all these terms are frequently used in 
software that has the capability to read and display 3D terrains. Ruzinoor et al.(2012) 
have reviewed multiple techniques and software for 3D terrain visualization of GIS 
data. The VRML technology has been used by Ruzinoor et al. (2008) to visualize 
terrain online. Horne (2014) the original author of 3DEM created the software for the 
commercial market and after a few years of development, he halted the project but 
still shared the full version of the software for public use. The software has the 
capability of importing and generating 3D terrain from DEM data. This software also 
provides a surface view of Mars terrains. Zuse-Institut Berlin and Lenné3D (2007) 
created the BioSphere3D. This software has the capability to display the landscape 
of terrain in the globe by using a data like the DEM, satellite and aerial images, 3D 
models (Collada), 3D plant models (Lenné3D (2014) Flora3D (2014) and Shapefiles. 
Cesium is a 3D terrain visualizer that uses globe view concept which has the 
capability to zoom and explore the terrain of the whole world. It uses WebGL 
libraries to load the Shapefiles and makeup of the terrain. It is based on an entire 
cloud and is fully dependent on scripting (Analytical Graphics Inc., 2014). Besides 
that, Earth3D is developed by Andre (2014) which uses Java and C++ as core 
programming code. The data for this software is generated from NASA, USGS, the 
CIA and the city of Osnabrück. GenesisIV is a landscape software created by 
Geomantics (Geomantics, 2014). The advantage of this software is the capability of 
generating realistic photos of the terrains. Hftool is introduced by Stock (1998) 




converted into different types of file formats. Integrated Data Viewer (IDV) is 
created by Unidata (2014) which is based on java programming. The software is able 
to create an animation of satellite images, viewing a grid view of terrain plot and also 
displaying a data based on the globe. LandSerf a terrain visualization software 
created by Wood (2014) is also a java based terrain visualization. It can handle 
multiple files in GIS format and also have a huge interactivity visualization. This 
software is also able to import and export raster format and capable of integrating 
with Garmin GPS receiver. Guth (2014) has introduced MicroDEM which is a 
portable terrain viewer where it can view DEM data and also able to merge the data. 
Virtual Globe was created by Sintef a research organization in Scandinavia that 
covers a lot of research area until it was taken over by Norkart for further 
development, this software uses globe as its main view and uses data such as SRTM, 
GLOBE, and GTOPO30 to display terrain model and this software is also developed 
using Java (Norkart, 2014). OpenEV was originally developed by Atlantis Scientific 
Inc. (OpenEV, 2014), which is currently known as Vexcel. As of 2006, it was 
acquired by Microsoft and has ceased involvement in the project. OpenEV is a 
terrain viewer that uses OpenGL for rendering and it supports various types of raster 
and vector format to create elevation. QGIS (2004) was created by Gary Sherman as 
a Git project in early 2004, since then QGIS have progressed and have a community 
of its own and it provides support to many GIS data format as well to multiple plug-
ins providers by 3
rd
 party developer can be added into QGIS. gvSIG (2015) is also a 
terrain visualization software that is capable doing 3D rending of terrain data. It 
developed as a community development by gvSIG Association which also developed 
a Mobile version of its GIS software. Another GIS software is named ArcGIS (2015) 




of multiple formats of GIS data and have a huge database of GIS data available using 
its cloud server, ArcGIS provides a lot of functionalities in manipulating GIS data 
with it ArcToolbox.  
 
2.8 Theories Related To This Study 
There are several theories that have been implemented to enhance the robustness of 
the proposed solution for terrain visualization. Animate vision theory seems to be 
suitable and related to this study. HIPO theory is also suitable to be applied for 
explaining the enhancing process involved in this study. The following sub-section 
discusses this theory.  
 
2.8.1  Animate Vision Theory  
Animations are among the other multimedia elements that comprise of text, graphics, 
audio, and video. Animations are a tremendous technique for enhancing visual 
impact to the representation (Rodgers, 2014). Animation comprised of interactive 
effects that allow users to engage with the presentation using devices like mouse or 
keyboard. Animated apparatus are common in mobile or desktop applications. 
Animations are categorized into two and three-dimensional animations. This 
technique creates the illusion of movements for the positions of models or puppets. 
Animate vision relates to the visual perception to transform the physical 
environment.  Other than that, the illusion of movement is the perseverance of 
vision. The persistence of vision assists animators to develop smooth and really look 
like animations in a well-organized manner by only representing the frames to create 




view more natural visualization environment of virtual information (Santos, Chen, 
Taketomi, Yamamoto, Miyazaki, & Kato, 2014). Other than that, VR allows the user 
to travel inside the virtual world.  
 
Animate vision theory was utilized to represent the three-dimensional terrain 
visualization in more detail and precisely from various perspective. Previously, most 
research studies regarding terrains utilized 2D terrain that provides shading and lines 
to show the terrains’ information. Currently, the advancement of technology enables 
to view the 3D terrain visualization through the use of VR which can generate a lot 
of terrain information. Moreover, Unity 3D eases the process to the built-in terrain 
in-game engine that enables to create 3D terrain and build set to publish as 
standalone, Android and web application. In this study, 3D terrain visualization is 
proposed for the online environment because it provides a way for students, 
researchers, historian, geologist and many others to view terrain information details 
in 3D formats anywhere around the world as it is in an online environment. This 
study also utilized the game engine to allow the simulation of events, the researcher 
may use this to view dangerous area or simulations, and historian can use the terrain 
visualizations as a means to view ancient area in a simulated environment using real 
terrain data. 
2.8.2 HIPO Tools  
HIPO is a tool in software engineering that explains the structure of a system or 
documenting processes in a hierarchy form (TutorialsPoint, 2017). In a study by 
Anroni and Andest (2017) in developing an automated authorization of joint trading 




HIPO forms. Figure 2.17 shows the HIPO that was used in the study. The system is 
divided into three main processes which are inputs, process, and reports. The inputs 
are variables that would be used for the process and finally the report generating all 
in automated processed. 
 
Figure 2.17. HIPO of Automated Authorization of Joint Trading Letter System. 
In another study by Ningsih (2017) also used HIPO to explain the structure of his 
proposed system that is automated authorization of car park management. Figure 
2.18 shows the structure of his system in HIPO model. The system processes are 






Figure 2.18. HIPO of Automated Authorization of Car Park Management. 
Both studies that utilized HIPO explained the system structure and its subprocess. 
HIPO works in giving an overview of the system structure for documentation.  
 
2.9 Summary 
This chapter discussed the issues regarding visualization, virtual reality, game 
engine, GIS, terrain visualization process, terrain visualization software and theories 
related to this study. This chapter also briefly explains the history of game engines, 
architectures and how game engines are used and its contribution. A brief history of 
GIS and its applications like in mobile GIS was also discussed. The terrain 
visualization process which is the main part of this study is discussed in details 
relating to how it's being implemented on the various platforms such as VRML, 
HTML 5 and game engine. The main focus was on how terrain visualization process 
is used in the various game engines such as Torque, UDK, CryEngine, and Unity3D. 
All of the studies briefly mentioned about the performance of using terrain data 




environment. This study intends to enhance the 3D terrain visualization process 












This chapter discussed the steps that are involved in achieving the objectives of this 
study. The methodology of this research was adapted from Offerman et al. (2009) 
design research process which contains three main phases which are problem 
identification, solution design, and evaluation. Figure 3.1 shows the relation of this 
studies as proffered by Offerman (2009) design research methodology. In the first 
phase, the requirements on how to enhance 3D visualization processes inside the 
game engine generate online 3D terrain visualization are gathered and analyzed for 
this study. Then, after all of the requirements were identified, the prototype was 
developed based on enhanced 3D visualization process all of these requirements and 
solution. Finally, the evaluations of the prototype compared with online and offline 
environments were made and the result was documented. 
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3.2 Problem Identification 
At this stage, the requirements of how to enhance 3D terrain visualization process 
inside the game engine for generating online 3D terrain visualization are gathered 
and identified. All of the requirements already discussed and reviewed in Chapter 
Two such highlighted how VR, game engine and GIS can be used together. The 
discussion on how each of the game engines could be used in visualizing 3D terrain 
and its limitations of each game engine is also discussed. It has been identified that 
the process of 3D visualization needs to be enhanced in an online environment to 
enable the 3D terrain to be visualized together with the real-world data (GIS data).  
3.3 Solution Design 
At this phase, the prototype is developed based on all of the identified requirements 
from the problem identification phase. The solution design phase follows the theory 
of Hierarchy Plus Input-Process-Output (HIPO) by Davis (1998) discussed on the 
implementation of the enhanced 3D terrain visualization process  (refer Chapter 4). 
The prototype was developed by using Unity3D game engines. The focus is how t0 
enhance 3D terrain visualization process applied inside the game engine. The 
enhanced process can generate the real 3D terrain visualization together with GIS 
data with online capabilities. The attain requirements and prototyping related to 




3.3.1 Attain Requirements 
Requirements are gathered from the literature review and experimenting with 
different types of software like ArcGIS and Unity3D game engine to understand the 
requirements needed for enhancing 3D terrain visualization process. The requirement 
is explored from three perspectives which are the process, software, and hardware. 
The Unity3D game engine software was used as the main platform. The web server 
was used to publish the prototype of the system for testing. Plug-in is required in 
order to run the prototype (e.g. Unity web player plug-in). The requirements of the 
hardware used for developing the prototype are a Desktop PC with 3.1 Gigahertz 
(GHz) CPU, RAM 8GB, GPU with 2GB built-in RAM, internet bandwidth 
capabilities (e.g. 512kb). The tools for measuring the performance of the prototype 
were also identified which include file size viewer, Page Speed Monitor, Firefox 
performance test and Process Explorer. 
 
3.3.2 Prototyping 
The Unity3D game engine was used for developing the prototype of online 3D 
terrain visualization. Unity3D is a cross-platform game engine that uses visual editor 
and scripting for customization. It is also able to create beautiful terrains, import 2D, 
and 3D model, and it is able to be published on multi-platforms such UNIX, 
windows and also mobile. The prototype can be divided into two phase which is 
design and development. The design phase begins with collecting the entire 
requirement needed for developing the prototype based on enhancing 3D terrain 
visualization process. Then, the development phase saw the application of the 




process for displaying terrain in 3D. New terrain generated as an empty data without 
elevation data. Based on the experiment, it was found that the elevation data need to 
be in HDR and FLT in order to generate the real world terrain data inside Unity3D. 
The terrain generated can be viewed as a 3D object that has X, Y, and Z axis. The 
prototype can be viewed using free camera movement to view the terrains. The users 
can visualize and see the details of the terrain information in 3D environments. The 
prototype was published in Unity web player format so it can be accessed anywhere 
online as long as the user has internet access and also the plug-in viewer. The plug-in 
required for running the prototype is Unity3D web player plugin. Refer to Chapter 
Four for the details of the development process. 
3.4 Evaluation 
In this phase, the performance of the prototype based on enhanced 3D terrain 
visualization process in generating online 3D terrain visualization was examined.  
The method of collecting data used a quantitative approach which is measuring the 
performance of the process that generated the terrain inside Unity3D by comparing it 
with two different environments that are online and offline. Testing was done while 
the terrain is generated in an online environment as the well offline environment. In 
this phase, to verify the data collected from the prototype, the design of experiment 
was used as measurement tools to find out the comparison of each experiment that 
was conducted. The experiment was adapted from Sherif and Abdul-Kader (2011) 
experiments that studied frame rate, upload time, and visualization time. The 




3.4.1 Loading time 
Loading time is the first criterion being measured from the prototype. It was 
measured starting from when the user presses the “Enter” button or click search until 
the whole page has been fully loaded. It was measured in millisecond (ms). The 
prototype was published in the online and offline environment. Firefox add-on name 
“Page Speed Monitor” (2014) created by Fabasoft for Mozilla Firefox was used to 
measure the loading time. A study conducted by SEOchat (2017) was used as a 
comparison. Figure 3.2 shows how loading time is captured. 
 
Figure 3.2. Page Speed Monitor for Measuring Loading Time. 
3.4.2 Response time 
Response time is the second measurement that was measured from the web-based 3D 
terrain visualization on the online and offline environment. Page speed monitor was 
also used to view response time. The response time was also measured in 




byte of page requests sent until the last received byte of the server response. This 
part of the study examined the response time of the prototype. Studies by Hussain, 
Wang, Toure, and Diop (2013) were used to compare the results. Figure 3.3 shows 
how response time is captured.  
 
Figure 3.3. Page Speed Monitor for Measuring Response Time. 
3.4.3 Frame per Second (FPS) 
FPS is the third measurement that was measured while running the prototype. FPS 
can be defined as the measurement of how much information is used to store and 
display the motion. Each frame contained a single still image when the frames are 
executed consecutively it gives the illusion of motions. A higher FPS represents 
much smoother visualization and the lower FPS value represents nonsmooth 
visualization. Firefox performance tools are used to measure the FPS value of the 
prototype. This part of the study measured the frame rates of the prototype in web 




used to compare acceptable FPS. Figure 3.4 shows the meaning of frame rates or 
FPS, its shows each frame of the picture contains still images when 60 FPS referring 
to 60 still images that run in one second. 
 
Figure 3.4. What is Frame Rate? (Apple Inc.,(2010)) 
3.4.4 Memory usage 
Memory usage is the fourth measurement that was measured while running the 
prototype. This measurement looked at the memory usage of the prototype while 
running with different sizes of terrain data in the online and offline environment. 
This measurement used Process Explorer software which showed a clear view of the 
terrain cache inside the RAM during the running of the prototype. The study of 
Indraprastha and Shinozaki (2009) will be used as a comparison. 
3.4.5 Data size 
Data size will also be compared, being the fifth measurement that is to be measured 
while running the prototype. This measurement looked at the data size of the 
prototype while running with the different sizes of terrain data in the online and 






3.4.6 CPU usage 
CPU usage is the fifth measurement that was measured by running the prototype. 
This measurement was looked into CPU usage of the prototype while running with 
different size of terrain data in the online and offline environment. CPU is known as 
the core of every computer. If a lot of processes run simultaneously at the same time, 
it will affect the computer performance. Process Explorer software (Microsoft, 2014) 
from sysinternal created by Microsoft is used for measuring the CPU usage while 
running the prototype. This software has the capability of showing the current CPU 
usage of each process that is running on a windows system. Figure 3.5 shows the 
Process Explorer software user interfaces. 
 
Figure 3.5. Process Explorer User Interfaces. 
3.4.7 Comparison of all measurement for each terrain data size in Unity3D 
The final measurement is to compare mainly all of the measurement before which 
are loading time, response time, FPS, memory usage and CPU usage in Unity3D on 
a single server (www.hasfaruz.net). But this time for loading time, the measurement 
was tested at two different times which are during office hours (in) and after office 
hours (out). The measurement was tested on different terrain data size as well. The 
results will be gathered and shown in one table which displays the whole value. The 





This chapter discussed the overall methods and processes to be implemented in this 
study. This chapter explained the information regarding the tools and methods that 
were used for analyzing the results of the performance. The results that were 
measured included loading time, response time, FPS, memory usage, CPU usage and 
comparison of all measurement for each terrain in a single server. The results will be 
analyzed and measured into different terrain data size while running the prototype of 
web-based 3D terrain visualization in the offline and online environment. The results 
will be explained in more details in Chapter four and Chapter five. This is the 
proposed methodology to examine the performance of enhancing 3D terrain 
visualization process for generating terrain visualization using the game engine in 




CHAPTER FOUR                                                                           
ENHANCED 3D TERRAIN VISUALIZATION PROCESS USING 
GAME ENGINE 
4.1 Introduction 
Terrain visualization is a technique that uses GIS data and visualizes it in a 3D object 
with their elevation data. Within this chapter, objectives one and objectives two will 
be explained in this chapter. This chapter explained on how to visualize the terrain 
by using the enhanced process for the Unity3D game engine based on enhancing 3D 
visualization process and its performance in online and offline environments. 
Starting from the data being captured until performance testing was explained in this 
chapter. The information gathered from this study can be used as a guideline for the 
developer in order to build their own terrain visualization system. The process begins 
with data capturing using UAV in a palm oil plantation in Sintok, Kedah then the 
data being processed for generating the metadata of the terrain in DTM and DSM. 
After that, the data was ready to be imported intoUnity3D for generating terrain in 
the 3D environment. While inside the Unity3D, the data being loaded into terrain 
engine and 3D model of the terrain were generated. With Unity3D, the player control 
and other features can be easily set before publishing into the web environment. 
Further detail on development and testing were explained in this chapter. Figure 4.1 
shows the development workflow of web-based terrain visualization using the 











Figure 4.1. The Development of Online And Offline Terrain Visualization 
Workflow Using the Unity3D Game Engine with Enhancing 3D Visualization 
Process. 
4.2 Data Acquisition 
There are several ways of acquiring the terrain data with GIS coordinate as mention 
in Chapter Two. This study uses the data that was captured by using UAV. The study 
area for this study was Sintok Oil Palm Plantation near the Universiti Utara 
Malaysia. During data capturing a very high definition camera which has high 
resolution was attached to it. The data captured from UAV during flight is in high 




After all of the data has been collected, it needs to be further processed to generate 
the detailed accurate data. 
Raw Terrains data that was acquired from UAV contain 100 images which needed to 
be stitch and the image does not have any georeferencing information attach to it. 
Ground Control Point was needed in creating georeferencing for the image. The 
UAV uses autopilot to fly on a set path. Figure 4.2 to 4.4 show the UAV, UAV flight 
path, and Captured images set. 
 



































Figure 4.5. The Process of Acquiring the DEM Data from Captured Images Using 
Agisoft Photo Scan. 
 
Figure 4.5 explain roughly how DTM data is acquired from UAV images. The 
process uses Agisoft photo scan (2015). The process starts by stitching the images 
that were captured by the UAV. After stitching sparse cloud is generated and Ground 
Control Point (GCP) is assigned to the sparse cloud, the Dense cloud is generated 
after the sparse point has obtained enough GCP, DSM can be obtained from the 
dense cloud. The next process is exporting the DSM into TIFF format. The DSM is 
converted into DTM by using DSM2DTM a feature from Geomatica (2015) 
















Figure 4.6. DEM data generated from Agisoft photo scan. 
Data preparation 
The data that were to be produced from Agisoft is raster file in TIFF format that 
contained information of the terrain. The data will then be clipped to be used in this 










Figure 4.8. The Size of Different Areas Clipped for The Experiments. 
Terrain A sizes are 16.927292 hectares and were to include five experiments that are 
loading time, response time, FPS, CPU usage and memory usage. The clipping of the 





Figure 4.9. Area of Terrain Size A. 
The second to fourth data consist of terrain size B is size 5.49895 Hectares, terrain 






Figure 4.10. Area of Terrain Size B, C, and D. 
Figure 4.8 to 4.10 show the results of terrain size that is going to be clipped inside 
ArcGIS, terrain data that have been produced is later loaded into ArcGIS software 
that converts the terrain data into formats that can be used for this study. The format 
that is going to be used in this study is named ArcGIS grid float format that can be 






Figure 4.11. ArcGIS Toolbox Converts to Grid float. 
4.3 Data generation 
After the terrain data have been acquired from ArcGIS. The data is ready to be used 
in the process of generating 3D terrain visualization with the new enhancing process 
of algorithm. This new enhancing process of algorithm is not available in other game 
engine. The next section will discussed details on the process of this algorithm step 
by step. At the end, the 3D terrain visualization will be generated. 
4.3.1 Algorithm of  Enhanced 3D Terrain Visualization  
HIPO was adopted to explain the breakdown of the process used inside Unity3D to 
generate terrain visualization. HIPO is divided into 3 categories which are terrain 
data reading, terrain data conversion, and terrain data processing. The terrain data 
reading is the process of identifying the input that is needed, terrain data conversion 




Z data on the terrain. The next sections explain how the enhanced process used the 
terrain data is delivered, the process that occurs, and what the output should be after 
the process using HIPO. The first part will look at the process of the script that is 
used to generate the terrain visualization following the HIPO tools as shown in 
Figure 4.12 and Figure 4.13, which presents the breakdown of the enhanced process 
in flow chart formats. 
  







Figure 4.13. Flowchart of the Enhanced Process. 
The enhanced process can be divided into terrain data reading, terrain data 
conversion, and terrain data process. The first is the input; the input for the process is 
the HDR and FLT data that was generated from ArcGIS. The FLT data contained 
bytes data in grid float format while the HDR contained the reference on where the 
bytes are supposed to be inside Unity3D.  
 





Figure 4.15. Data of HDR opened in notepad. 
After the data have been prepared (refer Figure 4.14 and Figure 4.15), the process 
will continue to use the data as it input process (refer Figure 4.14). 
 
Figure 4.16.  Algorithm for getting HDR data. 







Figure 4.17. Algorithm for getting float data. 
 
 
Figure 4.18. Generating sample terrain data. 
After both HDR and FLT data have been temporarily stored as shown in Figure 4.18. 





Figure 4.19. Generating terrain data. 
 




This process of terrain data conversion as shown in Figure 4.19 will load the terrain 
heightmap sample and converted into grid data for float data in Unity3D. The 
process will continue as long the data does not exceed heightmap sample data. After 
the data had finished converted, the average of heightmap data is acquired as shown 
in Figure 4.20, the average of heightmap data is then divided by the current 
heightmap sample before it is applied onto the terrain inside Unity3D as shown in 
Figure 4.21. While Figure 4.22, shows the flow of the process in flow chat format 
and the output of the process will be applied to the terrain inside Unity3D.  
 
 






Figure 4.22. The flow of the terrain data processing. 
 
4.3.2 The Process of Image Overlaid and Online Publishing 
After the terrain has been loaded, UAV image can be overlaid on the terrain data 
(refer Figure 4.23). Then the functionality can be added to the project for 
maneuvering the terrain data in a 3D environment such as camera setting for flying 


















The final process is to publish the system into the web environment. By using the 
Unity3D game engine this process can be easily performed. Figure 4.24 shows how 















Figure 4.24. The Process Involved In Publishing the Terrain into Online 
Environment. 
4.3.3 Different Size of Terrain Visualization 
For the purpose of the evaluation process, the terrain is divided into four different 
data size which is terrain size A for 16.927292 hectares, terrain size B for 5.49895 
hectares, terrain size C for 2.34673 hectares and terrain size D for 0.841018 
Hectares. Table 4.1 shows the file size of each terrain in kb before it being published 









Table 4.1 the size of terrain in kb before and after published 
The size of terrain in kb before and after published  
Terrain size Original data size (kb) Size in Unity3D (kb) 
A 14,700 1105,92 
B 2,000 1073,15 
C 804 954,368 
D 572 856,064 
 
In order to compare the performance of enhancing 3D terrain visualization process 
prototype in Unity3D, the prototype in Unity3D is compared with the two different 
environments which are the online and offline environment. From the table, the 
original size of terrain size A is 14,700kb but when it is published in Unity3D it 
becomes 1105,92 kb. Terrain size B shows an original size of 2,000 kb and 1073,15  
kb for Unity3D. While for terrain size C, the original size of terrain is 804kb and 
954,368kb for Unity3D. Finally, for terrain size D, the original size of terrain is 
572kb and 856,064kb for Unity3D. It can be seen that the file size of each terrain 
decreased when the size of the terrain in Unity3D also decreased. Figure 4.25 to 
Figure 4.28 show the results of each terrain data size A, B, C and D when it 























Figure 4.27. Terrain Size C. 
 
 





This chapter discussed the development of web-based 3D terrain visualization by 
using game engine. The development process is divided into three phases which are 
data acquisition, data preparation, and data generation.  The acquisition is the data 
collected for this study using UAV data that was collected. The second is the 
preparation in this data preparation can be seen as raw terrain data processing and 
unity 3D terrain data processing and finally the data generating where the process 
loaded the terrain data inside Unity3D, display the terrain visualization inside 
Unity3D, as well as applying the UAV images onto the terrain inside Unity3D before 
published in web environment. This chapter contributes to the main finding of this 
study whereby the new algorithm for enhancing 3D terrain visualization process 
using game engine has been introduced. The algorithm consists of three processes 
which are terrain data reading, terrain data conversion and terrain data process which 





CHAPTER FIVE                                                                                 
RESULTS AND DISCUSSION 
5.1 Introduction 
This chapter discusses the results of this research. The results are divided into two 
parts; the first part discusses the evaluation of the performance of enhancing 3D 
terrain visualization process prototype in Unity3D in online and offline 
environments, and the second part discusses the experiments, the results of which 
will serve as a guide to developers of visualization. The detailed discussions of all 
these two parts are presented in the following sections.  
5.2 The Evaluation of Enhanced 3D Terrain Visualization Process Prototype 
The performance of enhancing 3D terrain visualization process prototype in Unity3D 
in online and offline environments was compared based on loading time, response 
time, FPS, CPU usage, memory usage and comparison of all measurement for each 
terrain data size in Unity3D in an online and offline web environment. 
5.2.1 Comparison of the Loading Time 
 
The first comparison is made based on loading time. The measurement of loading 
time is performed by using "Page speed monitor”. The measurement was performed 
by collecting data four times and the average value of the four tests was calculated. 
Figure 5.1 shows the loading time record using "Page speed monitor". Figures 5.2 






Figure 5.1. The Loading Time Recorded using Page Speed Monitor. 
The result of the comparison is divided into two sections, the first section is the 
results in the form of a table (Table 5.1) and the second section is the results in the 
form of a graph (Figure 5.2). 
Table 5.1Comparison of loading time for Unity3D and VRML 
Comparison of loading time for online and offline environment 
Terrain Size 
Loading time (ms) 
          Online              Offline  
Terrain size A 0.136 0.01 
Terrain size B 0.769 0.01 
Terrain size C 0.719 0.01 
Terrain size D 0.657 0.01 
 
Table 5.1 shows the results of loading time for enhancing 3D terrain visualization 
process prototype in online and offline environments.  Since both of prototypes are 
measured in two different environment that is online and offline, the comparison can 
be seen clearly. Results from the prototype revealed that the value can change 
depending on the status of the browser and the user’s computer. The results for 
online terrain size A stated the lowest value while the terrain size B stated the 
highest value. The results for each terrain size are changing based on the terrain data 




in the browser as well hidden service that runs during the session. While the results 
from offline environment show a consistent loading value for each terrain data size 
(refer Figure 5.2) this is because there is no online transfer happening for page speed 
monitor to detect. This can be concluded that the terrain data size does not affect the 
loading time of enhancing 3D terrain visualization process prototype in the Unity3D 
game engine. however, testing for Unity3D web player works both online and offline 
environments revealed that online environment Unity3D required authentication 
from the Unity3D server before it can load. This is different from offline there are no 
needed for Unity3D web player to be made, other than that, web player file also 
requires decompression. All of this can affect the value of loading time for 
visualization in an online environment. Figure 5.2 shows the comparison results of 
loading time in terms of a chart. 
 
 
Figure 5.2. The Loading Time Graph for Comparison of the Online and Offline 
Environment. 
Terrain size A Terrain size B Terrain size C Terrain size D
Online 0.136 0.769 0.719 0.657


















From Figure 5.2, we can easily recognize that from the whole value of loading time 
recorded, the performance of enhancing 3D terrain visualization process prototype in 
offline environments in terms of loading time is better as compared to online 
environments. However, this value still falls under 18 seconds which is acceptable 
for online environments to be loaded (SEOchat, 2017). 
5.2.2 Comparison of the Response Time 
The second comparison is made based on response time. The measurement of 
response time is also performed using similar "Page speed monitor" as mentioned 
earlier in Chapter Three. The result of the comparison is divided into two sections, 
the first section is the results in the form of a table (Table 5.2) and the second section 
is the results in the form of a graph (Figure 5.3). 
Table 5.2 Comparison of response time for online and offline environment 
Comparison of response time for online and offline web environment 
Terrain Size 
Response time (ms) 
          Online             Offline 
Terrain size A 
11 0.01 
Terrain size B 
57 0.01 
Terrain size C 
72 0.01 
Terrain size D 
72 0.01 
 
Table 5.2 shows the results of response time for enhancing 3D terrain visualization 
process prototype in the online and offline environment. The results of response time 
gathered from this measurement shows that online environment data recorded a 
longer response time value compared to offline. Figure 5.3 shows that the terrain 
size-A recorded the lowest response time value which is 11 ms among the other 








Figure 5.3. The Response Time Graph for Comparison of the Online and Offline 
Web Environment. 
Figure 5.3 shows the results of each of the terrain size clearly. These results can be 
understood that both online and offline have a different response time value. Most of 
the response time value for offline environment revealed the lowest compared to 
online environment. This situation is the case may be due to the online environment 
requiring authentication for visualizing it on the user browser. This can affect the 
value of response time for the online environment. While in offline environments 
authentication visualization is not required. In a study by Hussain, Wang, Toure, and 
Diop (2013) mentioned that average response time of an online website is about 
3000 MS and the result of this is averaging 80 MS which is much better than 
expected. 
 
Terrain size A Terrain size B Terrain size C Terrain size D
Online 11 57 72 72


















5.2.3 Comparison of the Frame per Second (FPS) 
 
The third comparison is made based on FPS value. The measurement of FPS for both 
offline and online is performed using Firefox resource monitor. The motions appear 
smoother when the FPS value is higher. That is why when the value of fps is much 
higher; the visualization of the system is smoother. Figures 5.2 shows the result 
collected from the Firefox performance test. 
 
 
Figure 5.4. The FPS Value Recorded Using Firefox Performance Test. 
The result of the comparison is divided into two sections, the first section is the 
results in the form of a table (Table 5.3) and the second section is the results in the 
form of a graph (Figure 5.5). 
Table 5.3 Comparison of FPS value for online and offline 
Comparison of FPS value for the online and offline web environment. 
Terrain Size 
Frame per second value 
           Online             Offline 
Terrain size A 57.03 53.68 
Terrain size B 51.77 55.52 
Terrain size C 50.95 57.78 






Table 5.3 shows the results of FPS value for enhancing of 3D terrain visualization 
process prototype in online and offline. The result shows that the FPS value for all of 
the terrain size is high for offline environments except for terrain size-A which 
revealed the lowest as compared to online. The average FPS value compares to 
online for all-terrain size in online is about 53.05 while the average FPS value for 
offline is 55.45. It can be concluded that the FPS value for offline is better compared 




Figure 5.5. The FPS graph for Comparison of Online and Offline. 
Figure 5.5 shows the results of each of the terrain size clearly. It shows that FPS 
value for online environment is not stable which showing the results inconsistently 
from terrain size A to terrain size D. This may be due to compression and 
decompression of its data after publishing in web player which affecting the FPS 
value while in online environments. In a study by Janzen and Teather (2014), it was 
Terrain size A Terrain size B Terrain size C Terrain size D
Online 57.03 51.77 50.95 52.44















mentioned that average FPS value for any game is around 45 FPS while this study 
has achieved a result more than average in both online and offline environments. 
5.2.4 Comparison of the CPU Usage 
 
The fourth comparison is made based on CPU usage. The measurement of CPU 
usage is performed using "Process Explorer". This software measured and viewed 
the value of CPU usage for each terrain data. Figure 5.6 shows the value of CPU 
usage in term of percentage collected using "Process Explorer". 
 
 
Figure 5.6. The CPU Usage Value Recorded Using Process Explorer 
The result of the comparison is divided into two sections, the first section is the 
results in the form of a table (Table 5.4) and the second section is the results in the 
form of a graph (Figure 5.7). 
Table 5.4 Comparison of CPU usage for online and offline environment 
Comparison of CPU usage for the online and offline environment. 
Terrain Size 
CPU usage value (%) 
          Online             Offline 
Terrain size A 10.99 7.86 
Terrain size B 12.03 6.5 
Terrain size C 11.73 5.6 
Terrain size D 11.36 4.8 
 
Table 5.4 shows the results of CPU usage for enhancing 3D terrain visualization 




based on the highest percentage value while running the system. The results of CPU 
usage gathered from this measurement shows that online data environment recorded 
the highest percentage value compared to offline. Figure 5.3 shows that the terrain 
size B recorded the highest percentage CPU usage which is 12.03% among the other 
terrain size in an online environment. However, for offline, terrain size D recorded 
the lowest percentage CPU usage which is 4.8% compared to the other terrain size.  
 
Figure 5.7. The CPU Usage Graph For Comparison Of The Online And Offline Web 
Environment. 
Figure 5.7 shows the results of each of the terrain size clearly. It shows that the 
percentage of CPU usage for online as well as offline is not stable which presents the 
results inconsistently from terrain size A to terrain size D. This may be due to 
compression and decompression of its data after publishing in the web player. That 
affects the CPU usage percentage. While in online environments, features required 
like window network service to be activated compared to offline environment. 
Kumar et al. (2008) uses havoc physic as engine for visualizing environment of 
Second life online game and found that the average CPU usage is 27% besides that, 
Terrain size A Terrain size B Terrain size C Terrain size D
Online 10.99 12.03 11.73 11.36















Juarez, Schonenberg, & Bartneck (2010) uses unreal engine 2 to check CPU 
performance of its prototype and found that the average of his CPU usage is  0.5%. 
This can be concluded that the prototype has acceptable CPU usages value while in 
online and offline environments.  
5.2.5 Comparison of the Memory Usage 
 
The fifth comparison is made based on memory usage. The measurement of memory 
usage is also performed using "Process Explorer". The value of memory usage is 
recorded in kilobytes as the "Process Explorer" shows the results in kilobytes. The 
measurement is recorded based on the single tab that loaded each of the terrain data 
from the server into Firefox browser. 
 
The result of the comparison is divided into two sections, the first section is the 
results in the form of a table (Table 5.5) and the second section is the results in the 
form of a graph (Figure 5.8). 
Table 5.5 Comparison of memory usage for the online and offline environment. 
Comparison of memory usage for the online and offline environment. 
Terrain Size 
Memory usage (Kb) 
              Online               Offline 
Terrain size A 180,208 139,704 
Terrain size B 196,572 138,584 
Terrain size C 204,028 134,496 
Terrain size D 212,068 134,936 
 
Table 5.5 shows the results of memory usage for enhancing 3D terrain visualization 
process prototype in the online and offline environment. The results of memory 
usage gathered from this measurement shows that online environment data recorded 




shows that the terrain size D recorded the highest value of memory usage which is 
212,068Kb among the other terrain size in Unity3D. However, for the offline 
environment, terrain size C recorded the lowest value of memory usage which is 
134,436Kb compared to the other terrain size. However, this result does not 
represent the total data needed to be cache inside the computer. The value of 
memory usage from this results also represent as RAM usage for each of the terrain 
data.  
 
Figure 5.8. The Memory Usage Graph for Comparison of Online and Offline 
Environments 
Figure 5.8 shows the difference between each of the memory usage clearly. It shows 
that the value of memory usage for online environment keeps increasing from terrain 
size A to terrain size D. Besides that, the value of memory usage for both online and 
offline on all different terrains does not follow the “biggest data should have more 
memory usage” rule when published in online environments. Indraprastha and 
Shinozaki (2009) in their research mentioned that higher pixel images mean higher 
memory usage. It was highlighted that 1000 pixel image would use average around 
Terrain size A Terrain size B Terrain size C Terrain size D
online 180,208 196,572 204,028 212,068














450 000 KB of memory. Compared to this prototype revealed that memory usage is 
still lower and acceptable for each of the terrain sizes that is used.  
 
It can be concluded that most of the results for each of the measurement loading 
time, response time, FPS, CPU usage and memory usage for offline are better 
compared to results for the online environment. It means that the performance of in 
offline environment is better compared to online environments. This situation 
happens maybe due to Unity3D’s need for maximum LZMA compression when 
publishing the files for web users, as well the resources needed to maintain to access 
the data in online environments. However, offline does not require for additional 
resources used for publishing its files to the online environment. Figure 5.9 shows 





Figure 5.9. The Process of Compression Using LZMA in Unity3D 
 
The LZMA compression process is required to use more memory (Herman, 2016) 
while processing the files for web publishing. Besides that, Collin (2005) also 
mentioned that the process of compression required more memory and CPU usage. 
The resources needed to retrieve data in the online environment. This is different 
from offline which do not require additional resources to load the online 
environment. Both offline and online environment also include dependencies such as 
supported extension file that is compatible. That is why the performance of offline is 
better compared to the online environment. 
5.2.6 Comparison of All Measurement for Each Terrain Data Size In Unity3d 
This comparison collected all of the measurement results being tested before like 
loading time, response time, FPS, memory usage and CPU usage in Unity3D and 
viewed in the single table. But this time, the results for loading time is furthered 
analyze and tested at two different times which are during office hours (in) and after 









Table 5.6 The results for comparison of all measurement for each terrain data size in 
Unity3D 
The results for comparison of all measurement for each terrain data size in Unity3D 
 
 
The results show that the data size for terrain A is larger compared to another terrain 
size. While terrain size D recorded smaller data compared to the other terrain. 
Besides that, the loading time for terrain size A during office hours was 136ms while 
after office hours were 477ms. The loading time during office hours for terrain size 
B was 769ms and after office hours was 1441ms. For terrain size C, the loading time 
during office hours was 719ms while after office hours was 1010 ms. For terrain size 


















Loading time office 
hour (Off) and  after 
office hour (after) ( 
ms)  
 
in after in after in after In after 
136 
 
477 769 1441 719 1010 657 1073 
Response time (ms)  
 
in out in out in out In out 
11 12 57 59 72 61 72 208 
FPS value 58.11  57.54  56.45  52.44 
CPU Usage(%)  10.99 12.03 11.73 11.36 
Memory usage(kb)  180,208 196,572 204,028 212,068 




ms. Comparing all of the terrain sizes, terrain size A has the fastest loading time 
during office hours and after office hours compare to the other terrain size.  While 
terrain size B has the slowest loading time during office hours and after office hours 
compare to the other terrain size.  
 
After further investigation, the result of terrain A is faster compared to other terrain 
sizes. This is because terrain A contained noise during the process of loading inside 
Unity3D. The script that was used to interpret the data and additional noise inside the 
data are also visualized inside Unity3D. For all of the terrain size, the loading time 
after of office hours is faster compared to loading time during office hours. This is 
true because the traffic for internet bandwidth is heavy during office hours compared 
to out of office hours. More people or users tend to access the internet during office 
hours compared to after office hours.  This is because Unity3D web player sends a 
request to unity server first to enable a view of web player contents which is the core 
of this terrain visualization. The results of response time for terrain size A during 
office hours was 11ms while after office hours was 12ms. While the response time 
office hours for terrain size B was 57ms and after office hours was 59ms. For terrain 
size C, the response time during office hours was 72ms while after office hours was 
61ms. For terrain size D, the response time during off office hours was 72ms while 
after office hours was 208ms. Comparing all of the terrain sizes, terrain size A has 
the fastest response time during office hours and after office hours compare to the 
other terrain size.  While terrain size D has the slowest loading time during office 
hours and after office hours compare to the other terrain size.  
This could be the same as response times of the terrain data. However, both loading 




article written by Shaun Anderson (2015), which explains how web optimization 
works. In the article, the author explained that a webpage should load on average of 
four seconds. And the result shows it is 4000 ms. 
 
In terms of frames per second; terrain size A had the best FPS value which is 58.11 
compared to terrain size B, C, and D which had 57.54, 56.45 and 52.44 respectively. 
This condition should be the false cause in a normal situation where the data size is 
bigger, the value of FPS should be slower. The FPS is basically linked to user PC 
performance and for this test, the PC that was used is good considering all of the 
results of the terrain gathered an average of 50 FPS value. 
 
In terms of CPU usage; terrain size A had the best percentage of CPU usage which is 
10.99% compared to terrain size B, C, and D which had 12.03%, 11.73%, and 
11.36% respectively. As for CPU usage, the test was conducted on Firefox using 
process explorer the data is captured on the highest peak inside process explorer. The 
results gathered that Firefox uses an average of 10 % of a computer CPU for viewing 
the terrain data. This affects the percentage of  CPU usage. 
 
Lastly, in terms of memory usage; terrain size A had the best of memory usage 
which is 180,208Kb compared to terrain size B, C and D which had 196,572Kb,  
204,028Kb and 212,068Kb respectively. It can conclude that, when the size of a 
terrain decreases, the value of memory usage increases. The result shows that 
average memory usage of all of the terrain size is around 200Kb which is equal to 
200Mb of memory usage from 8 Gb of RAM. Firefox browser itself consumes 




5.3 Experiment Conducted 
This section discusses experiment based on contour interval. The result of this study 
is from three unity web player format that was created from different contour 
interval data which are 5m, 3m, and 1m. The output was measured based on data 
size, loading time (in-office and after hours), response time, visualization quality, 
and fps. The first output is the 5m interval. Figure 5.11 shows the image of this 
output. The results of this image reveal an "Acceptable" visualization quality where 
the area inside the circle can be seen clearly but difficult to identify the slopes. 







The second result is from 3m interval output. Figure 5.12 shows the image of this 
output. The results of this image reveal a "Clear" visualization quality where the area 
inside the circle can be seen clearly but with slight slopes, overall, most of the area 




Figure 5.12. The View of UAV Images Draped with 3m Interval Contour Data. 
The final result is from 1m interval output. Figure 5.13 shows the image of this 
output. The results of this image show a "Very clear" visualization quality where the 
area inside the circle can be seen very clearly with a good view of slopes, overall, 
most of the area inside the oil palm plantation can be viewed clearly. 






Figure 5.13.  The View of UAV Images Draped with 1m Interval Contour Data. 
Table 5.7 shows the results produced from each contour interval data. There are five 
criteria to be measured which are data size, loading time (during office hours and 
after office hours), response time, visualization quality, and fps. The results of data 
size for 1m data interval has the bigger file size after published compared to the 3m 
and 5m data interval. This is due to the fact that 1m data interval usually holds a lot 
of data compared to the 3m and 5m data interval. The same size of UAV images was 
overlaid on each data interval. The visualization qualities in these three outputs were 







Table 5.7 Result of each contours data 
Result of each contours data 
 
The other criteria to be measured were fps value where Comodo Dragon browser 
performance tool is used for the purpose of this testing. Testing was done by 
recording the web page in five seconds for different contour interval to show the 
value of fps. For 5m data interval, 56.45 fps value was recorded while for 3m data 
interval 57.54 fps value was recorded and 1m data interval recorded fps value of 
58.11. After that, the test continued with measuring the response time for each 
Criteria 
Contour Intervals 










Loading time office 
hour (Off) and  after 
office hour (Out)  
 
Off Out Off Out Off Out 
3.2 
sec 
2.0 sec 1.2 sec 1.3 sec 1.0 sec 0.9 sec 










Very clear Clear  Acceptable 
Frames per second 
(fps) 
 




contour intervals data using Yslow by Duran (2015). In order to view the response 
time value, the YSlow plug-in is installed inside Mozilla Firefox web browser. The 
results of the response time acquired are 139 ms for 1m, 109 ms for 3m, and 110 ms 
for 5m. The response time for each contour interval is slightly different from each 
other. Finally, the loading time was measured using tools from App.telemery name 
“page speed monitor” by Fabasoft group (2015). The result that was recorded is from 
two-time frames that are during office hour and after office hour. The time taken for 
office-hour was between 8 am to 5 pm while the after office hour was after 5 pm. 
The results recorded for office-hour are 3.2 sec for 1m, while for 3m and 5m each 
recorded an average of 1sec. While the results for off office hour is 2 sec for 1m, 1.3 
sec for 3m and 0.9 sec for 5m is slightly faster compared to office hour.  
 
In conclusion, it can be concluded that in order to develop online 3D terrain 
visualization overlaid with UAV images by different contour interval terrain data 
using Unity 3D game engine, there are some considerations that have to be looked 
upon. One of it is the accuracy of the data used. By converting the terrain data in 
multiple formats of data which is raster to vector ArcGIS, the terrain data has extra 
features when generating terrain in Unity 3D game engine. Thus, the result shows 
slightly different from the expectation on 1m, 3m, and 5m contour intervals. As for 
1m contour interval, it shows that the result as expected where 1m contour interval 
generated bigger data size compared to 3m contour interval. However, the data size 
of 5m contour interval is slightly bigger than 3m contour interval. This situation 
occurred, may be due to the extra features generated from the 5m contour interval. It 
can be concluded that the most appropriate and suitable data to be used for the 




Unity 3D game engine was 3m interval data. It presented promising results as did the 
1m interval data which has less data size, less loading time and response time and 
less fps value as compared to 1m interval data. 
5.4 Summary 
Chapter five discussed the result gathered from six different methods that were 
compared based on loading time, response time, FPS, CPU usage, memory usage 
and comparison of all measurement for each terrain data size in Unity3D in the 
online and offline environment. All of these comparisons aimed at measuring the 
performance of enhanced 3D terrain visualization prototype.  The results show that 
Unity3D file used LZMA file compression which consumes more memory and CPU 
usage. It can also affect the fps value, response time and loading time because 
Unity3D have to contact its server to check whether the user has installed the plug-in 
needed for viewing the terrain. Comparing both online and offline environments, it 
can be concluded that online environment uses more resources for compression and 
also forces the browser to request online resources from the operating system. Which 
is different from an offline environment where the browser is unable to use the 
online resource from the operating system since it is not active. Overall, the 
performance of enhancing 3D terrain visualization process prototypes in the offline 




CHAPTER SIX                                                                                
CONCLUSION AND FUTURE WORKS 
6.1 Summary of the Research 
In summary, the discussion on how to enhance 3D terrain visualization process, 
developing the prototype based on the enhancing process and evaluating the 
performance of the enhanced process of 3D terrain visualization using the Unity3D 
game engine in offline and online environments is presented. The first chapter starts 
with the introduction of the research and finding the problem statement for the 
research. The second chapter discussed related literature on related domains, as well 
as providing information needed to answer objective one. The third chapter discusses 
how the research going to be implemented and chapter four discuss the development 
of enhancing 3D terrain visualization process prototype using Unity3D as well 
fulfilling the second research objectives. Chapter five discusses the results gathered 
when the testing is executed and finally this chapter discusses the achievement of the 
research objective from the beginning until the end.  
6.2 Achievement of Research Objective 
The three objectives have been met successfully which are enhancing 3D terrain 
visualization process using a game engine, develop the prototype based on enhancing 
3D terrain visualization process using a game engine, and to evaluate the 





6.2.1 Enhancing 3D Terrain Visualization Process Using Game Engine 
As mentioned earlier in chapter one, the first objective of this study is to enhance 3D 
terrain visualization process using game engine. Several experiments on different 
terrain data either using raw data or using the script was reviewed from literature to 
identify what are the requirements needed for enhancing 3D terrain visualization 
process using the Unity3D game engine. It was found that the process of enhancing 
3D terrain visualization consists of three processes which are terrain data reading, 
terrain data conversion and finally is terrain data process. The details of each process 
are explained in Chapter Four.  
6.2.2 Prototype Development of Enhancing 3d Terrain Visualization Process 
Using Game Engine 
In this research, the prototype of enhancing 3D terrain visualization process using a 
game engine that is Unity3D was successfully applied to the online and offline 
environment. The prototype was developed using the Unity3D game engine. The 
technologies involved consist of HTTP, Unity3D web player, and web server as well 
as web browser. The Unity3D web player plug-in is needed for visualizing the 
terrain in online environments. The prototype consists of terrain view where the user 
can fly around the terrain to get a better view of the terrain closer. Since it is online, 
the user can view the terrain from anywhere and at any place as long as internet 
connection is available. The process of prototype development begins with UAV 
data collection at RISDA Tanjung Genting plantation, which is located near 
Universiti Utara Malaysia (UUM). The collected data from the UAV is stitched and 
further processed to remove the trees to get the raster (DEM) needed for this study. 
The terrain data is clipped using ArcGIS software and loaded into Unity3D, the 




were added and generated to make the process of loading the terrain data onto the 
Unity3D. After that, the process continues with publishing the system onto the online 
environment and uploading to the web server.  
6.2.3 Evaluation of the Performance of Enhanced Process Of 3D Terrain 
Visualization Using Game Engine In Offline And Online Environments 
The evaluation of the enhancing 3D terrain visualization process prototype is by 
comparing its performance in two different environments which are online and 
offline. The analysis of performance is compared based on loading time, response 
time, frame per second, CPU usage, memory usage and comparing all the 
measurement for each terrain data size. The results of the comparison between online 
and offline environment found that the results of loading time in offline is faster 
compared to online environments. The results for response time also show offline to 
be faster as compared to online environments. While for the results of FPS value, the 
FPS value for offline stated higher compared to online environments. Finally, the 
results for CPU usage and memory usage also revealed that the percentage of CPU 
usage is higher in offline compared to the results in online environments. While the 
results of memory usage revealed offline to be lower as compared to online. This 
situation happens maybe due to Unity3D’s need for maximum LZMA compression 
when publishing the files for web users and also Unity3D locks the file from outside 
editing. Other than that Unity3D need to check whether the user has installed the 
web player plug-in for terrain visualization while running the system. Based on all of 
these results, it can be concluded that the performance of enhancing 3D terrain 
visualization process using a game engine in the offline environment is better 




 Other than that, in order to give an idea for visualization developer to develop 
web-based 3D terrain visualization using Unity3D, the operational guidelines which 
consist of experiments on using different size of contour intervals for web-based 3D 
terrain visualization using Unity3D was conducted. The results of this experiment 
gave the visualization developer an idea of choosing the suitable types of contour 
intervals for rendering online 3D terrain visualization using Unity3D. 
6.3 Future works 
This study has the potential to be extended into different types of applications such 
as plantation management, security management for flood and forest fire, also in 
education as an additional study material for school students and teachers. Hence, 
contributing to the body of knowledge and paving the way for terrain visualization to 
be widely used.  
 This study can also be applied to the military sector for planning, mission 
coordination, and risk evaluation. By having the terrain information at the early 
stage, it enables the security forces to act faster and reduce resources use to simulate 
the data in the real world.  
 This study can also be applied in agriculture for farm planning and finding a 
suitable area for vegetation replanting. It also can help this sector by generating more 
food and also preserving forestry as unneeded deforestation can be avoided by 
having the suitable terrain information. 
 Finally, this study may also be used in disaster management like flooding, 
forest fire, and landslides management by providing the necessary terrain 




Especially for natural disasters that occur in secluded vicinities as game engines 
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Appendix A  








static function ApplyHeightmap () { 
 
 var cellSize : float = 10;//adjust this according to the resolution of the file you 
are using. 
 
 var filepath : String = null; 
 var hdrpath : String = null; 
 
 var bytes : byte[]; 
 var newHeights : Array[]; 
 var width = 0;//number of columns of GridFloat data 
 var height = 0; //number of rows of GridFloat data 
 var maxHeight = 0.0; //max height value in the file 
 
 filepath = EditorUtility.GetAssetPath(Selection.activeObject) ; 
 hdrpath = Path.ChangeExtension(filepath,".hdr") ; 
if (filepath == null) {  
EditorUtility.DisplayDialog("No file selected", "Please select a FloatGrid (.flt) file.", 





 if(File.Exists(hdrpath) ) { 
  var hdrReader : StreamReader = new StreamReader(hdrpath) ; 
  var hdrTemp : String = null; 
  hdrTemp = hdrReader.ReadLine() ; 
  while(hdrTemp!=null) { 
   var spaceStart : int = hdrTemp.IndexOf(" ") ; 
   var spaceEnd : int = hdrTemp.LastIndexOf(" ") ; 
 
   hdrTemp=hdrTemp.Remove(spaceStart, spaceEnd-spaceStart) 
; 
 





   switch(lineTemp[0]) { 
    case "nrows": 
     height = Int32.Parse(lineTemp[1]) ; 
     break; 
    case "ncols": 
     width = Int32.Parse(lineTemp[1]) ; 
     break; 
    default: 
     break; 
   } 
   hdrTemp = hdrReader.ReadLine() ; 
  } 
 } 
 else{ 
  EditorUtility.DisplayDialog("File not found!", "The header (HDR) 




 if(File.Exists(filepath) ) { 
  bytes = File.ReadAllBytes(filepath) ; 
  newHeights= new Array[height]; 
 
  for(var i=0; i<height;i++) { 
   newHeights[i]=new Array[width]; 
   for(var j=0; j<width; j++) { 
    newHeights[i][j] = 
BitConverter.ToSingle(bytes,i*width*4+j*4) ; 
    if(newHeights[i][j]>maxHeight) maxHeight = 
newHeights[i][j]; 
   } 
  }   
 } 
 else{ 
  EditorUtility.DisplayDialog("File not found!", "Odd, I thought I saw 





if (!EditorUtility.DisplayDialog("Warning", "This were to overwrite the existing 
heightmap; no undo is possible. Are you sure you want to proceed?", "Apply 




var terrain = Terrain.activeTerrain.terrainData; 
 
var w2 = terrain.heightmapWidth; 




 var wRatio : float = (width*1.0) /(w2*1.0) ; 
 var hRatio : float = (height*1.0) /(w2*1.0) ; 
 
 terrain.size.x = Mathf.Floor(width*cellSize) ; 




for (y = 0; y < w2; y++) { 
for (x = 0; x < w2; x++) { 
 
var tempU = 0; 
   var tempD = 0; 
   var tempL = 0; 
   var tempR = 0; 
   var tempUL = 0; 
   var tempUR = 0; 
   var tempDL = 0; 
   var tempDR = 0; 
 
   if(Mathf.Floor(x*wRatio) >0 && Mathf.Floor(x*wRatio) 
<width-1 && Mathf.Floor(y*hRatio) >0 && Mathf.Floor(y*hRatio) <height-1) { 
    tempL = (newHeights[Mathf.Floor(y*hRatio) 
][Mathf.Floor(x*wRatio) -1] - newHeights[Mathf.Floor(y*hRatio) 
][Mathf.Floor(x*wRatio) ]) *wRatio; 
    tempR = (newHeights[Mathf.Floor(y*hRatio) 
][Mathf.Floor(x*wRatio) ] - newHeights[Mathf.Floor(y*hRatio) 
][Mathf.Floor(x*wRatio) +1]) *wRatio; 
    tempU = (newHeights[Mathf.Floor(y*hRatio) -
1][Mathf.Floor(x*wRatio) ] - newHeights[Mathf.Floor(y*hRatio) 
][Mathf.Floor(x*wRatio) ]) *hRatio; 
    tempD = (newHeights[Mathf.Floor(y*hRatio) 
][Mathf.Floor(x*wRatio) ] - newHeights[Mathf.Floor(y*hRatio) 
+1][Mathf.Floor(x*wRatio) ]) *hRatio; 
   } 
 
   var avg = (newHeights[y*hRatio][x*wRatio]) + 
(tempL+tempR+tempU+tempD) ; 
   heightmapData[x,y] = avg/terrain.size.y; 
} 
} 
terrain.SetHeights(0, 0, heightmapData) ; 
} 
 
