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1. Introduction 
In decision making process, there are some critical components. In most of the time, 
numbers of these critical components are numerous and they affect each other, so analyzing 
them is not easy. The efficiency of decision-making depends largely on the ability of 
decision-makers to analyze the complex cause and effect relationships and take productive 
actions based on the analysis. In complex systems, different components affect each other, 
and these cause and effect relations show system behavior. Cause and effect are two 
different concepts. Causes tell the reason why something happened, whereas effects are the 
results of that happening. In most of the systems, managers draw a system 
conceptualization graph to understand all of the system aspect. This diagram shows the 
cause and effect relations between system components. The information about these 
relations generated and enriched over time with the experience of managers who are expert 
in that field. There are two big challenges, at first, if there is no expert to construct the above 
mental model how this must be drawn and secondly, if there is a way to construct that 
diagram with more components, how they could be analyzed. Therefore, a new mechanism 
must be used to bridge these two gaps and constituted with experts in first case and cluster 
the components into similar categories based on their behaviors for the second one. This 
article organized as follows: This paper is organized as follows: section 2 states some basic 
concepts and definitions of Fuzzy Cognitive Map (FCM) and history of FCM Automatic 
construction.  The proposed learning model is presented in section 3. While, section 4 
presents the experimental evaluation and discussion of the achieved results and model 
effectiveness. Finally, Section 5 covers conclusions and future research directions. 
2. Theoretical background 
2.1 Fuzzy cognitive map 
Cognitive Maps contain components and their corresponding relations, which may be 
positive, negative, or neutral. A cognitive Map is a directed graph that its nodes correspond 
to relevant concepts and the edges state the relation between these two nodes by a sign. A 
positive sign implies a positive relation; moreover, any increase in its source value leads to 
increase in its target value. A negative sign presents negative relation and any increase or 
decrease in its source value leads to reverse effect to its target value. In a cognitive map if 
there is no edge between two nodes it means that, there is no relation between them.  O
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Cognitive Maps were initially introduced by Robert Axelrod in 1976 and applied in political 
science [1]. Also it was used in numerous areas of application such as analysis of electrical 
circuits [2], medicine [3], supervisory systems [4, 5, 6], organization and strategy planning 
[7], [8], analysis of business performance indicators [9], software project management 
[10,11], Information retrievals[12], modeling of plant control [13], system dynamics and 
complex systems [14, 15, 16, 17, 18, 19, 20, 21] and modeling virtual world [22], etc.  
In 1988, Kosko introduced a new extension concept for Cognitive Map and named it fuzzy 
cognitive maps (FCM) [23, 24, 25, 26]. In a FCM, the relation between two nodes is 
determined by taking a value in interval [-1, 1]. While -1 corresponds to the strongest 
negative, +1 corresponds to strongest positive one. The other values express different levels 
of influence. This model can be presented by a square matrix called connection matrix. The 
value of relation between two nodes is set in their corresponding cell. In the connection 
matrix, row and column are associated with a source node and a target node, respectively. 
An FCM consists of nodes, Ci, i = 1…N, where N is the total number of concepts Each arc 
between two nodes Ci and Cj , has a weight Fij , which is the strength of the causal link 
between Ci and Cj . The sign of Fij indicates whether the relation between two concepts is 
direct or inverse. The direction of causality indicates whether the concept Ci causes the 
concept Cj or vice versa. Thus, there are three types of weights: 
Fij > 0 express positive causality, 
Fij < 0 express negative causality, 
Fij = 0 express no relation, 
A simple FCM with five nodes and ten weighted arcs is depicted in Fig.1.  
 
 
Fig. 1. A simple Fuzzy Cognitive Map (FCM) 
Experts develop a FCM or a mental model manually based on their knowledge in the area 
under study. At first, they identify key domain issues or concepts. Secondly, they identify 
the causal relationships among these concepts and thirdly, they estimate causal 
relationships strengths. The achieved graph (FCM) shows not only the components and 
their relations but also the strengths. 
A group of experts can be utilized to improve the results. All experts are asked to determine 
the relevant factors in a brain storm meeting. They discuss about main characteristics of the 
system, for example, number and kinds of concepts and relation between nodes, which are 
in the FCM. Then, they determine the structure and the interconnections of the network 
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using fuzzy conditional statements or fuzzy rules. Each expert may draw his own individual 
FCM, which can be different from the others. In order to deal with these diagrams, the 
assigned weights by each expert can be considered and a new FCM will be constructed by 
all experts. Thus, this constructed FCM will represent the knowledge and experience of all 
related experts. [27], [28]  
FCMs can be produced by expert manually or generated by other source of information 
computationally. They named manual FCMs and automated FCMs. 
In Fuzzy Cognitive Maps like Cognitive Map, the influence of a concept on the others is 
considered as “negative”, “positive” or “neutral”, but all relations are expressed in fuzzy 
terms, e.g. very weak, weak, medium, strong and very strong. The following set of linguistic 
variables is also considered:   
 
{negatively very strong, negatively strong, negatively medium, negatively weak, zero, positively 
weak, medium, positively strong and positively very strong}.  
 
The corresponding membership functions for these terms are shown in Fig. 2: 
 
       nvsµ      nsµ          nmµ          nwµ          zµ           pwµ         pmµ           psµ          pvsµ  
 
 
 
 
 
 
 
 
 
Fig. 2. Membership functions 
In a FCM, all fuzzy variables are mapped into interval [-1, 1]. A simple way is to map fuzzy 
expression to numerical value in a range of [-1, 1]. For example, positively weak is mapped 
to 0.25, negatively medium to -0.5, positively strong to 0.75. [29] Then, all the suggested 
linguistic variables, are considered and an overall linguistic weight is obtained, with the 
defuzzification method of Centre of Gravity (COG) [30], is transformed to a numerical 
weight belonging to the interval [-1, 1].  
In general, the manual procedures for developing FCM have occurred, when at least there is 
one expert who has expertise in the area under study. In some situations, a FCM could not 
be constructed manually such as:   
• There is no expert to define a FCM. 
• The experts’ knowledge is different with each other and they draw different FCM.  
• There are large amount of concepts and connections between them, which could not be 
drawn without mistakes.  
The above situation shows that in many cases, to develop a FCM manually becomes very 
difficult and experts’ intervention could not resolve the problem. Therefore, a systematic 
way should be found in order to bridge this gap. For example designing a new method 
could eliminate the existing weakness. The related knowledge can be extracted by analyzing 
past information about the given systems.  
-1          -0.75           -0.5          -0.25              0              0.25            0.5             0.75            1 
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2.2  Automated FCM constructin  ( related works) 
When the experts are not able to express their expertise or even there is no expert in the area 
under studied to add some expression based on her/his expertise, therefore a new way 
should be defined. For these reasons, the development of computational methods for 
learning FCM is necessary [31]. In this method, not only casual relations between nodes, but 
also the strength on each edge must be achieved based on historical data. The required 
knowledge is extracted from historical data by means and new computational procedures. 
Many methods for learning FCM model structure have been recently proposed. In general, 
these methods are categorized in two min groups: 
• Hebbian algorithm  
• Genetic algorithm  
Soft computing approach such as neural networks and genetic algorithm can be used to 
discover appropriate knowledge from historical data in the form of a graph or a FCM. Many 
researches worked on these areas by investigating FCM learning methods using historical 
data. 
Kosko proposed a new model by use of simple Differential Hebbian Learning law (DHL) in 
1994, but he used this model to learning FCMs without any applications [32]. This learning 
process modified weights of edges existing in a FCM in order to find the desired connection 
matrix. In general, when the corresponding concept changes, the value of the related edges 
for that nodes will be modified too.  
In 2002, Vazquez introduced a new extension to DHL algorithm presented by Kosko. He 
used a new idea to update edge values in a new formula [33]. Another method of learning 
FCMs based on the first approach (Hebbian algorithm), was introduced in 2003 by 
Papageorgiou et al. He developed another extension to Hebbian algorithm, called Nonlinear 
Hebbian Learning (NHL) [34]. Active Hebbian Algorithm (AHL) introduced by 
Papageorgiu et al. in 2004.  In the recent method, experts not only determined the desired 
set of concepts, initial structure and the interconnections of the FCM structure, but also 
identified the sequence of activation concepts [35].  
Another category in learning connection matrix of FCM is application of genetic algorithms 
or evolutionary algorithms. Koulouriotis et al. applied the Genetic Strategy (GS) to learn 
FCM’s structure In 2001 [36]. In mentioned model, they focused on the development of an 
ES-based procedure that determines the values of the cause-effect relationships (causality). 
Parsopoulos et al also published other related papers in 2003. They tried to apply Particle 
Swarm Optimization (PSO) method, which belongs to the class of Swarm Intelligence 
algorithms, to learn FCM structure [37, 38]. Khan and Chong worked on learning initial state 
vector of FCM in 2003. They performed a goal-oriented analysis of FCM and their learning 
method did not aim to compute the connection matrix, and their model focused on finding 
initial state vector for FCM [39]. In 2005, Stach et al. applied real-coded genetic algorithm 
(RCGA) to develop FCM model from a set of historical data in 2005 [28]. 
Other work to train a FCM was done by Konar in 2005. He worked on reasoning and 
unsupervised learning in a FCM. In this paper, a new model was introduced for 
unsupervised learning and reasoning on a special type of cognitive maps realized with Petri 
nets [40].  In 2006, Parsopoulos et al combined these two categories and published a paper 
about using evolutionary algorithms to train Fuzzy Cognitive Maps. In their model, they 
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investigated a coupling of differential evolution algorithm and unsupervised Hebbian 
learning algorithm [29]. Our model based on Simulated Annealing and genetic algorithm is 
a new method to learn connection matrix rapidly.  Table 1 shows a comparison between 
some existing methods. The table compares the methods based on several factors, such as 
learning goal, kind of input historical data, type of transformation function, size of FCM 
model, type of learning strategy and whether experts are involved in model or not. In this 
table Single historical data consisting of one sequence of state vectors and multiple historical 
data consisting of several sequences of state vectors, for different initial conditions. When 
initial human intervention is equal “Yes&No” it means that human interaction is necessary 
but later when applying the algorithm there is no human intervention needed. 
This study aims to provide a learning method, which avoids disadvantages of the existing 
methods. It uses Simulated Annealing to develop FCM connection matrix based on data 
consisting of one sequence of state vectors. In contrast, the approach introduced in [36], 
requires a set of such sequences. The proposed method is fully automatic, i.e. in contrast to 
NHL and AHL methods it does not require input from a domain expert. This algorithm 
learns the connection matrix for a FCM that uses continuous transformation function, which 
is a more general problem that the one considered in [33]. The quality of RCGA algorithm 
[28] deteriorates with the increasing size of the maps. In general, the RCGA method 
achieved maps up to 6 nodes while; our algorithm is satisfied for learning FCM with nodes 
more than 6 with excellent quality.  In next section, it shows that this algorithm is better than 
RCGA algorithm which proposed by Stach in learning FCM. 
 
Algorithm learning goal
Human 
 Intervention
type of 
data used
transformation 
Function 
NO of node 
learning  
algorithm 
DHL 
Connection
matrix 
No Single N/A N/A Hebbian 
BDA 
Connection
matrix 
No Single Binary 5 7 9 
Modified 
Hebbian 
NHL 
Connection
matrix 
Yes&No Single Continuous 5 
Modified 
Hebbian 
AHL 
Connection
matrix 
Yes&No Single Continuous 8 
Modified 
Hebbian 
GS 
Connection
matrix 
No Multiple Continuous 7 Genetic 
PSO 
Connection
matrix 
No Multiple Continuous 5 Swarm 
GA Initial vector N/A N/A Continuous 11 Genetic 
RCGA 
Connection
matrix 
No Single Continuous 4,6,8,10 Genetic 
SA 
(This paper) 
Connection
matrix 
No Single Continuous 
Any 
Number 
SA 
Table 1. Overview of some learning approaches applied to FCMs 
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3. The proposed learning method by SA 
This new method proposed a solution for automatic construction of Fuzzy Cognitive Map 
by using Simulated Annealing. The focus of this model is to determine cause-effect 
relationships (causality) and their strength.  
 3.1 Problem definition 
As mentioned before, a cause-effect relation is specified by a related Connection matrix. The 
elements of this matrix are the values of edges in the FCM. The aim of the proposed method 
is to find these elements. The relations between nodes and edges are calculated as: 
1
i
1
( )  ( )
n
t
ji j
i
C f e C t+
=
⎛ ⎞= ⎜ ⎟⎝ ⎠∑  
where ije ’s  are the elements of the matrix and  f  is a transform function which includes 
recurring relation on t >=0 between C(t + 1) and C(t)  that can be presented by  a logistic 
function like: 
( )
1
1 cx
f x
e
−= +  
Eq. (1) and Eq. (2) can be expressed by Eq.(3): 
i 1
O ( ) ( )
n i n
utput t E Input t+ = ×  
i
Input ( )
n
t  is input data for node i, 
i 1
Output ( )
n
t + is its corresponding output data and E is the 
Connection matrix of FCM. Eq. (3) implies that for each node i its corresponding output can 
be calculated. E (Related connection Matrix) is a vital factor in Eq. (3) which should be 
determined in the FCM learning process. The proposed FCM learning methods forms 
structure of a FCM and is able to generate state vector sequences that transform the input 
vectors into the output vectors. When all real input and output values of a FCM are in hand, 
the most important step is to find a new solution for the FCM and calculate the estimated 
output related to this new FCM.  
1
( ) ( )estimated proposed
i n i n
Output  t E Input t+ = ×  
According to Eq. (4), 
1
( )estimated
i n
Output  t +  is the estimated output and ( )i nInput t  is its 
corresponding input for the ith node.  proposedE   is the new proposed matrix. The real output 
is 
1
( )real
i n
Output  t + and the difference between real and estimated outputs is calculated by: 
1 1
( ) ( )estimated real
i n i n
Error Output  t Output  t+ += −  
By using the later two equations, the objective is defined as minimizing the difference 
between real and estimated outputs. This objective is defined for all nodes as:  
1 1
1 1
( ) ( )_
K N
estimated real
i n i n
n i
t  tTotal Error Output Output+ +
= =
= −∑∑  
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Where N is the number of nodes and K is the iteration.   
i 1
0, ..., 1( ) O ( )       
i n n
t KInput t utput t + ∀ = −→  
If  ( )
i n
I n p u t t  defined as an initial vector, and i 1O ( )nutput t + as system response, K-1 pairs in 
the form of {initial vector, system response} can be generated from the input data. 
As mentioned in section 3, there are many methods for automatic constructing FCM matrix, 
for example, Stach et al. constructed this matrix by a Real Code Genetic Algorithm (RCGA) 
with simple operators. In this paper, we concentrate on simulated annealing as a heuristic 
model in learning FCM.  Fig.3 shows the outline of the proposed method: 
 
0
0.2
0.4
0.6
0.8
1
1.2
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
node1 node2 node3 node4 node5 node6 node7
 
 
 
 
 
Fig. 3. the diagram of new model 
The proposed learning model uses simulated annealing is used to escape the local minimum 
solution and to improve the optimum solution. The following sections provide details about 
simulated annealing and compare it with GA. It assumed that readers are familiar with GA 
and SA. A useful summary about relevant GA and SA can be found in [41, 42, 43]. Also, it is 
tried to demonstrate all essential elements of propose method, including structure of 
solution coding (chromosomes), generation of initial solution, initial temperature, fitness 
function, stopping condition, genetic operators in GA, Neighboring solutions in SA, and 
selection strategy. 
3.2 A proposed SA method for learning FCM 
In this section, SA algorithm for learning FCM is introduced. Simulated annealing is an 
algorithm for discrete optimization backs to the early 1980s. It was originally developed as a 
simulation model for a physical annealing process and hence it is referred to as simulated 
annealing. In simulated annealing, a problem starts at an initial solution, and a series of 
moves (i.e., changing the values of decision variables) are made according to a user-define 
annealing schedule. It terminates, when either the optimal solution is attained or the 
problem becomes frozen at a local optimum that cannot be improved. To avoid freezing at a 
local optimum, the algorithm moves slowly (with respect to the objective value) through the 
solution space. This controlled improvement of the objective value is accomplished by 
accepting non-improving moves with a certain probability that decrease as the algorithm 
progresses. Important parts of the simulated annealing algorithm for learning FCM are 
explained as follows: 
C1 
C4 
C5 
C3 
C2 +e21
+e12
-e23
-e43
-e24
+e54
-e53
+e35
-e15
+e41
Simulated Annealing
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SA algorithm 
 
 
For designing the SA algorithm, many principle factors considered and introduced here: 
Solution coding 
The solution coding for SA is considered in Figure (4). 
 
e11 e12 E13 E14 E15
e21 e22 E23 E24 E25
e31 e32 E33 E34 E35
e41 e42 E43 E44 E45
e51 e52 E53 E54 E55
Fig. 4. the solution code structure  
* Initialization: Select an initial solution 1x  in X 
 Initialize the best value 
best
F  of  F  and the corresponding solution
best
x : 
)( 1xFF
best =  
1xx
best =  
Initialize N ,T , α  
 
 Do while not stopping condition is fulfilled α>+1nT  
   Do (n < N) and (Not Change) 
 n=n+1 
Consider 
neighbour
x at random in the neighbourhood  
If  )()( xFxF neighbour =  then counter=counter+1 and   change=false 
If  )()( xFxF neighbour <  then neighbourxx ←  
         If  ( )neighbour bestF x F<  the ( )best neighbourF F x← and neighbourbest xx ←  
         If  )()(
bestneighbour
xFxF >   
                   
                                      Consider R= a random number in [0 , 1],   
                    
bestneighbour
FxF −=Δ )(  
                     
Te
Δ−
+
=
1
1α  
                       If    R < α    Then      neighbourxx ←       
      End loop  
      n
T
n T
e
T *
1
1
1 Δ−+
+
=   ,     N=0 ,      Change=false 
End loop
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Fitness function 
As mentioned before, the total difference between real and estimated outputs for all nodes is 
defined in Eq(7).  This error can be used as the core of fitness function. 
Fitness function= 
2
1 1
1 1
h  ( ) ( )
K N
estimated real
i n i n
n i
 p  pOutput Outputα + +
= =
⎛ ⎞⎛ ⎞−⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠∑ ∑  
α is the parameter used to normalize error rate, which equal to ( )K-1 .N1  (K and N were 
explained before)  h is an auxiliary function. The auxiliary function h was introduced for two 
main reasons: 
• To ensure that better individuals correspond to greater fitness function values.  
Argument of this function is the summed error rate, and thus needs to be inversed. 
• To embed non-linearity that aims to reward solution code, which are closer to the 
desired solution.  
The following function h was proposed:  
1
h(x)
ax 1
= +  where parameter a  is established 
experimentally. The fitness function is normalized to the (0, 1] where It is zero for worse 
case or it is equal to one for an ideal chromosome, which results is exactly the same state 
vector sequence as the input data.  The mathematical modeling of this problem is presented 
here: h(x)Z  Max =  
Initial solution 
An initial solution is a starting solution (point) that will be used in the search process and 
considered as a random solution. In this research, the initial solution generates randomly. 
Initial temperature and cooling schedule 
An initial temperature 0T  and a cooling schedule (α ) are used to control the series of 
moves in the SA search process. In general, the initial temperature should be high enough to 
allow all candidate solutions to be accepted. Cooling schedule (α ) is the rate at which 
temperature is reduced. In this paper, a classical schedule is represented in figure (5). 
Starting from T0, the temperature is decreased through multiplication by a fixed factor (α ) 
( 10 <<α ).  
 
 
Fig. 5. temperature schedule 
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Neighboring solutions 
Neighboring solutions are the set of feasible solutions that can be generated from the current 
solution. Each feasible solution can be directly reached from current solution by a move (like 
genetic operations mutation or inversion) and resulted neighboring solution. 
Stopping criteria 
Here are four criteria for stopping the algorithms (GA, SA) as follows:  
• Maximum number of the established generation (G).  
• Least variance of the generation (µ)  
• Maximum run time for the algorithm (MRT). 
• The number of temperature transitions is used as a stopping criterion. Furthermore, the 
SA algorithm can be terminated, when the term ( ε>+1nT ) or stopping condition is 
satisfied. ε  can be a constant or calculated by other parameters. 
4. Computational results 
In our experiment, the problem data were used to construct FCM by using SA on a PC 
Pentium IV, 1.6 GHz. The meta-heuristic algorithms were developed using Visual Basic 6. 
Two algorithms, the genetic algorithm which used by the others and Simulated Annealing 
ran with mentioned data and the Error and time consuming saved. Table 2 shows the 
essential parameters for these algorithms. The aim of the experiments is to assess quality of 
the proposed method for learning FCMs. Two algorithms, the genetic algorithm, Simulated 
Annealing ran with different Node numbers: 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15 and for 
every run the Error and time consuming saved. Each considered FCM, in terms of the 
number of nodes, was simulated 100 times with the two algorithms. The obtained results are 
shown in table 3.  
 
Parameter 
name 
Value Comments 
Generation 300 The Max Number of Generation 
Population 1000 The Number of population in each Generation 
cp  0.95 Probability of crossover 
mp  0.90 Probability of mutation δ  0.1 For stopping criterion (when algorithm δ>+1nT  stops) 
nT  nn
TT *α=+1  Value of temperature in transition (n) 
0T  5000 The first temperature 
α  
Te
Δ−
+
=
1
1α
 
α denotes the temperature and cooling schedule in SA 
bestneighbour
FxF −=Δ )(  
µ 10 Least variance of the generation 
MRT 0.5 hour Maximum run time for the algorithm 
a 10000 
1
h(x)
ax 1
= +  parameter a is established experimentally 
Table 2. Parameters in two algorithms  
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 Genetic algorithm   Simulated Annealing  
NO  Node 
Fitness Function L2 
(Error ) 
Time(sec)  
Fitness Function L2 
(Error) 
Time(sec) 
2 1.7998E-06 40  3.5000E-05 2.96 
3 1.8308E-06 40  3.8308E-05 2.68 
4 3.0140E-06 40  4.8140E-05 2.39 
5 5.6714E-06 40  5.2714E-05 2.18 
6 1.5381E-05 40  5.4381E-05 1.85 
7 2.4262E-05 40  6.4262E-05 1.64 
8 3.1149E-05 40  7.1432E-05 1.51 
9 6.4874E-05 40  7.4320E-05 1.25 
10 1.0917E-04 40  7.6345E-05 1.09 
11 1.5211E-04 40  8.2345E-05 0.96 
12 1.9053E-04 40  8.7432E-05 0.75 
13 2.6694E-04 40  1.0060E-04 0.6 
14 3.2980E-04 40  1.0604E-04 0.48 
15 4.0198E-04 40  1.2029E-04 0.43 
Table 3. Experiment results with different fitness functions and times 
The results of these experiments show that these algorithms gradually converge into a high-
quality candidate FCM.  Two examples of FCM learning experiments based on GA and SA 
are plotted in Fig.6-1 and Fig.6-2. 
 
0
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0.001
0.0012
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0.0016
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0.002
  
Fig. 6-1. An example of  SA  fitness Function which show that error coverges to near zero 
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Fig. 6-2. An example of  GA  fitness Function which show that error coverges to near zero 
Fig. 7. shows the error of GA and SA algorithms. This figure shows that SA algorithm 
produce better solution with less error for FCM with node number more than 10. That 
means SA is appropriate for learning FCM with nodes more than 10. 
 
0.0000E+00
5.0000E-05
1.0000E-04
1.5000E-04
2.0000E-04
2.5000E-04
3.0000E-04
3.5000E-04
4.0000E-04
4.5000E-04
2 3 4 5 6 7 8 9 10 11 12 13 14 15
GA SA
 
Fig. 7. GA and SA errors for different nodes 
Fig. 7. compares the time consuming with GA and SA algorithms. This figure shows that 
simulated annealing algorithm, as a learning algorithm for FCM is faster than genetic 
algorithms in the same problem. Therefore, The SA algorithm found related solutions in less 
computational times than GA.  
In these two algorithms, the error of GA in FCM with little Node is less that Simulated 
annealing. However, in FCM with more nodes the error of SA as a new learning algorithm is 
less that GA. Considering the results of Tables (3) shows that the presented metaheuristic 
algorithms are able to find and report the near-optimal and promising solutions in a 
reasonable computational time. This indicates the success of the proposed method in 
learning FCM. In general, we can conclude  that the SA algorithm meanly found better 
solutions than GA in less computational times for nodes more than 10. 
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Fig. 8.  Time consuming with GA and SA algorithms 
5. Conclusion 
In this paper, we have developed a new method for learning FCMs by SA algorithm. It has 
been shown that SA not only can improve the speed of learning process, but also can 
improve the quality of learning FCMs with nodes more than 10. The  quality of learning  
method based on GA deteriorates with the increasing size of the maps but SA over comes 
this difficulty and when the size of maps increase the GA algorithms replaced with SA 
algorithms. According to these properties, a new method proposed. The results show this 
new method is very effective, and generates FCM models that can almost perfectly represent 
the input data.  In general, the proposed method achieves excellent quality for maps in 
every size of FCM.  The produced results could provide some guidelines for other learning 
methods. The future work will concern on the improvement of the proposed learning 
method.  One of interesting and open issues is using the other heuristic methods for 
learning FCMs and comparing them with the others. 
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