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CHAPTER 1

Introduction

There are many problems that are easy to solve one way but are difficult to work
backwards. Taking an example from ciphers, it is much easier to find the product of two
large prime numbers than it is to find the two prime factors from a product [1]. The focus
of this dissertation falls into this broad category of difficult inverse problems. It is fairly
easy to generate a series of images from a three dimensional (3D) scene but it is difficult
to reconstruct the 3D scene from a series of images.
The benefits of being able to derive 3D information from a series of images are
varied and span a wide set of disciplines. For example, in medical imagery, it provides
doctors a method for generating models from a set of limited two dimensional (2D)
images [2]. It provides surgeons a way of planning for intricate operations and for
patients to better understand outcomes [3]. In the automotive industry, it correlates with
other sensors to provide autonomous cars a way of sensing what is in front of them [4].
In manufacturing, it is used to maintain quality over a production run [5]. In mapping
applications, it is used to provide a better understanding of the terrain [6]. In defense
intelligence, surveillance, and reconnaissance (ISR) applications, 3D reconstruction
provides a clear picture of a target area [7].
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The use of 3D reconstruction is mainstream as many products have been built that
incorporate either a virtual reality (VR) or augmented reality (AR) representation from
captured images. VR is the total reconstruction of an environment that a user can be
inserted within. For example, the views generated from Google Earth [8] where height
information for large metropolitan areas are automatically reproduced and kept up-todate. The approach of AR is to insert artificial objects within the user’s surroundings so
that they can be manipulated in real time. A good example of this is the HoloLens
developed by Microsoft [9].
Commercially available AR and VR devices typically use different methods of
approximating or measuring 3D information from the surrounding environment that
would not benefit from the solution provided within this dissertation. The primary
beneficiary of this work is in 3D reconstructions generated from a single camera that is
moving through its environment.
The overall problem of 3D reconstruction using a sequence of images taken from
a single monocular camera can be broken down into smaller compartmental problems,
each of which have been the subject of extensive research. The research presented in this
document focuses on a specific part of the overall problem that is at the beginning of the
reconstruction algorithmic chain: feature extraction and descriptor building.
This dissertation is organized to present background material and novel research
as several layers of narrowing scope. This introductory chapter will bring familiarization
to the expansive landscape of 3D reconstruction methods and commonly used terms that
describe this area of research. In Chapter 2, the basic mathematical definitions used to
outline the steps necessary for 3D reconstruction using keypoint features are defined.
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Chapter 3 narrows the focus of the background material to feature extraction and
descriptor building. Chapter 4 presents a novel method of extracting and building
descriptors that are used to generate the comparative results in Chapter 5. Chapter 6 and
Chapter 7 present a specific construction of the novel descriptor class and the results of
testing it against a highly cited comparison descriptor. Summary and conclusive remarks
on the presented research is given in Chapter 8.
1.1

Overview
The most commercially successful implementations of 3D reconstruction uses

active sensors to aid the reconstruction. In this class of implementation, the sensors used
for the reconstruction produce and inject signals into the world to help sense nearby
objects. Ladar sensors are a good example of this, where laser pulses are used to measure
the time of flight of reflected energy from incident objects when they scan through a grid
of points [10] [11].
Another less intrusive example of using active sensors is the face scanner
developed for the Apple iPhone. It uses infrared light to produce a grid of points on
objects in front of the sensor where the structured light rays intersect the object. This
grid is sensed by an infrared camera and combined with other onboard sensors that
measure the orientation of the phone. These sensor measurements are used to compute
an accurate 3D reconstruction of a person’s face with infrared facial features correctly
mapped onto its shape [12].
The drawback of using active sensors to do 3D reconstruction is that these sensors
typically have limited range depending on the active method used. Otherwise, with lasers
and depending on their power, there may be safety concerns.
3

This dissertation focuses on using non-active, or passive, sensor components. The
subject of this research is not applicable to 3D reconstruction systems that use active
sensors or optic flow cameras, since those methods reduce the complexity of the problem
to a point where the frontend processes that are the focus of this research are not utilized.
There are arguments for and against using a passive approach to reconstruction.
The most obvious negative arguments are that it is significantly harder to create an
accurate reconstruction using passive sensors in part because it is more computationally
intensive than active methods. The primary positive arguments for using passive
measures are that they are less expensive than active methods for long range
reconstructions, where structured light is not a viable solution, and, it can be readily
implemented using existing camera systems. One good example of this is the work done
in the area of phototourism [13]; where posted internet pictures of famous landmarks
were used to reconstruct a series of 3D virtual walk-throughs of these areas.
A simplification of the passive sensor reconstruction problem can be made by
using multiple sensors to simultaneously capture and process images. Commercially,
these are called stereo camera rigs [14] and can be readily purchased for use in
reconstruction or sensing applications. These cameras consist of two or more imaging
sensors with a known separation, or baseline. Since the relative position, or pose,
between the sensors is no longer estimated, triangulation of observed points within the
viewed scene can be used to efficiently build a reconstruction. Stereo cameras can take
advantage of the same techniques used in a single camera reconstruction to correct for
triangulation errors created from small baseline views. The distance measurement
generated from two close camera positions is less accurate as the triangulation angle
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measurement becomes more acute. As the baseline angle becomes smaller, comparable
errors translate into larger differences in a 3D point position [15].
The advantage of using multiple camera sensors is that the relative camera pose
estimation problem is already solved since stereo rigs are rigidly fixed with known
calibrated relative camera positions, thereby reducing the computational complexity of
the problem. This known baseline between the cameras within the rig is also its primary
disadvantage. This distance has to grow to be of use at longer ranges or the solution
reverts to the same techniques as used by a single passive camera and hence the same
limitations.
Early passive camera-based 3D reconstruction research utilized algorithms
designated as structure from motion (SFM), first published in 1979 [16]. As in current
research, these algorithms shared the twin objectives of finding the changing camera pose
and generating a 3D surface of points of a viewed object. This is accomplished by
finding the disparity or movement of points, through multiple images taken from a
moving camera. When the number of 3D points are small, so that they can be solved in a
reasonable amount of computational time using state estimators, the points are considered
sparsely reconstructed. Simultaneous Localization and Mapping (SLAM) [17] is an
example of using a Kalman filter to complete a sparse reconstruction. If more points, but
not all points in the image are mapped, then the reconstruction is considered semi-dense.
When all of the points within the image are recovered as 3D positions, then the
reconstruction is considered dense [18].
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1.2

Research Tools
In general, the tools available for researchers in this area are rapidly developing.

The pace of maturing the passive 3D reconstruction field has been aided by researchers
developing open frameworks that implement the complete algorithm chain for 3D
reconstruction; such as VisualSFM [19] [20]. These frameworks allow for comparative
analyses and since they have a modular design, alternate component algorithms can be
inserted and tested within the larger algorithmic system. More recently, there are several
implementations of passive 3D reconstruction algorithms offered by vendors as
commercial packages or online subscriptions. For example, Pix4D [21] and Zephyr [22]
produce a range of products tailored for different industries.
Other associated tools allow the cleanup, conversion and viewing of point clouds
as textured facets. One example of this is Meshlab [23]. Although not a component of a
3D reconstruction, this freeware software provides insight through visualization on the
accuracy of a produced reconstruction.
To complete research for this dissertation, software algorithms and tools were
developed in Matlab [24] and using the open source C++ computer vision toolkit,
OpenCV [25]. These resources allow for easy matrix manipulation and contain
implementations of computer vision building blocks that can be used to construct
complex algorithms through available library calls.
1.3

Framework
The general algorithm for completing passive reconstruction consists of several

steps; feature extraction and matching, estimation of camera locations, mapping points in
space, and bundle adjustment. All of these steps, except for bundle adjustment, introduce
6

and increase errors within the process. Bundle adjustment is the general group of
algorithms designed to reduce error buildup. Each of these steps will be discussed in
detail in this chapter.
1.3.1

Feature Extraction and Matching
For passive 3D reconstruction using keypoint features, feature extraction and

matching defines the general group of algorithms for generating point correspondences
across two image frames. This process consists of three steps; feature extraction,
descriptor construction and feature matching.
Feature extraction is the process of determining unique points within the image
that have a high likelihood of being found within other images of the same scene,
regardless of frame-to-frame differences. Since the camera generating the frames of
video is moving through the scene, the objects within the scene can change significantly.
Parts of the scene may become obscured by other objects in the foreground or new parts
of the scene may become visible. The camera itself may have instabilities that cause the
viewed scene to rapidly translate, rotate or blur. A zoom capability or motion, could also
produce large scale changes in the scene. These artifacts of the captured video frames
produce different conditions under which a consistent set of key feature points have to be
extracted so that they can give correspondences between images.
Descriptor construction is the conversion of a feature location into a mathematical
vector that uniquely identifies the location. The length of the vector is dependent on the
descriptor definition and is not constant across different descriptors, nor in different
applications of the same descriptor, as it may have parameters that affect its length.
Typical descriptor lengths are in the range of tens to hundreds of elements. The vector
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definition is a mapping of a feature location into a high dimensional space whose goal is
to separate feature locations into distinct entities within this space. Since images will
contain distortions due to camera motion, or parallax from the discrete locations of
different objects within the scene, the neighborhood of pixels around a feature location
can vary. The resulting perturbations mapped into the vector dimensional space have to
be accounted for if the feature location is going to be correctly matched; as large
movements in this mapped space will make the correct correspondence less likely.
Feature matching is the process of finding the smallest error when comparing high
dimensional vectors between two sets of descriptors formed from two different images.
Typically, the elements of the descriptor are considered independent, and geometrical
metrics can be applied to find the minimum distance between vectors. It is worth noting
that there are many different mathematical techniques that can come to bear on this
matching problem. Brute force matching often refers to the process of finding the best
correspondences to each descriptor by comparing it to all of the feature descriptors in the
comparison set. While the global best match may not be the correct match, there are
methods, that, given further constraints, localize the matches to produce more correct
matches [26]. Other techniques reduce the number of comparisons that have to be made
in order to optimize performance [27].
Where matchers described up to this point are designed to find the best one-to-one
correspondences through individual comparison tests, research has shown that finding all
of the correspondences at once can be done with minimal feature information through
spectral matching [28]. This approach matches feature sets using as little information as
the discrete locations of each point in the sets and a provided linear model of motion.
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However, because of the dimensionality of the matrices that have to be solved,
application of this method becomes cumbersome with large feature sets.
As part of the matching process, further qualifiers can be used to test the
correspondences and determine whether they meet expected tolerances for inclusion in a
final set of good matches. For reconstruction, one test for inclusion uses the epipolar
constraint condition embodied in the Fundamental matrix, or if the camera internal
properties are considered, the Essential matrix [29].
1.3.2

Estimation of Camera Locations
The next part of the reconstruction problem is estimation of the set of camera

locations and pose based on the features that have been matched over image frames.
There are two parts of this problem. First locating the change in camera pose between
two camera frames, and then extending this to a global pose estimation problem over
many frames. As features are matched over several frames, the ability to employ
algorithms to reduce the overall pose error becomes attractive. The general class of these
algorithms are called bundle adjustment and they robustly estimate the overall camera
position and its pose over time [30].
1.3.3

Mapping
Mapping is the algorithmic process by which points located in multiple image

frames are mapped into 3D space. Similar to the case of locating the position of the
camera, the position of points in space can first be found by triangulating the matched
feature locations in two image frames. This process can also be improved by using
trifocal tensors when a particular feature is matched across three image frames [31].
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Once mapped across two image frames, the 3D point locations can be placed into
the global reference frame along with the camera pose and position. The error buildup in
the estimation of 3D point positions is one of the core problems for reconstruction.
Given camera locations and pose information, it would seem simple to be able to ray
trace from the camera centers through matched pixel locations to find a point of
intersection in 3D space to triangulate positions. However, in reality, the errors that build
up to this point do not allow for this simple mathematical solution. Typically,
reprojection error minimization, or remapping the estimated 3D points back onto the
image plane and reducing the resulting location errors, is used to find the likely 3D
position of points [32].
1.4

Contribution
This dissertation details a novel class of descriptors used for matching spatial

locations across image pairs and constitutes a unique contribution within the area of
passive 3D reconstruction. Oriented Feature Constellations (OFC) descriptors provide
correct matches across image pairs which exceed those of a comparative method in
density. This in turn, leads to more precise 3D reconstructions. Alternatively, given the
same density of 3D reconstruction, OFC descriptors can be formed through a faster
process than the comparative method.
OFC is also novel as a class of descriptors in that it uses extracted features with
magnitude and orientation in a localized area to form a descriptor. In this construction,
the underlying image information does not have to be accessed again.
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From the OFC class of descriptors, a single specific instantiation is given, OFCFAST. OFC-FAST is a descriptor constructed from extracted corner features based on
the underlying FAST corner extraction algorithm.

11

CHAPTER 2

Preliminary Background Information

There are several mathematical concepts and standard model definitions that are
used in the generation of 3D reconstructions. This chapter will cover the necessary
background concepts that are utilized in this research without delving into the many
different veins that fan out from the overall framework and are not the focus of this
dissertation.
2.1

Camera Model
In general, 3D reconstruction can find a solution up to relative measurements

when only presented with camera imagery. Still, information on the camera necessary to
develop a solution. For this research, the camera model used is a simple pinhole camera.
Rays of light reflecting off of objects within the world converge through a single point at
the entrance to the camera, before diverging to produce an inverted image on an image
plane, located at a focal length away from the pinhole. In this model, the camera center is
the entrance pinhole. The model can accommodate an alternate definition of the image
plane, where it is considered located a focal length in front of the camera center and the
image is not inverted. This type of camera is modeled by the intrinsic camera parameters
given by the camera calibration matrix, a 3x3 matrix that contains specific camera
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parameters for focal length and camera center offsets. The camera calibration matrix is
given as,
𝑓
𝐾 = [0
0

0
𝑓
0

𝑝𝑥
𝑝𝑦 ].
1

In this representation, the camera parameters contain a focal length, denoted by the
variable f, that is common between both the x and y axes, and offsets from the principle
point (px, py), or where the camera center is located, relative to the origin of captured
data [33]. The camera calibration matrix contains specific information of the imaging
system that is used to capture data used for the 3D reconstruction. Because of the
estimation techniques used in reconstruction, the accuracy of the calibration values are
significant to the quality of the results that are generated.
Points on the image plane, and in the world reference frame, are given in
homogeneous coordinates. Points in this coordinate system can be represented with a
scaling parameter, for R (2), this is given by coordinates in R (3) such as (x, y, 1). In 3D
coordinates, coordinates are represented in R (4), such as (x, y, z, 1) [34].
2.2

Epipolar Geometry
Consider a point in space that is seen by two cameras as illustrated in Figure 2.1,

where one camera system contains projections of points in space onto its imaging plane
and the second camera also views the same points as projections onto its imaging plane.
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Figure 2.1. Epipolar geometry for two camera centers connecting to two points in space
Epipolar geometry denotes this configuration, where each image plane has its own
reference frame, and there are multiple reference frames since there are multiple camera
views. This geometry maps this configuration into a mathematical equation that relates
these common point sets.
For the shown example, the 3D points X1 and X2 are observed and projected into
the pinhole cameras centered at C and C’. Their equivalent projections onto their
respective image planes are given as x1, x2 and x1’ and x2’. As given here, and going
forward, all of the mathematical definitions use variables with a prime (‘) to denote
geometry with respect to the second camera as its reference. Non-prime variables denote
variables referenced to the first camera system. The points pierce each image plane at
specific pixels before converging onto each of their camera centers. A vector formed
from (C, x1) and another formed from (C’,x1’) intersect at X1. Similarly, vectors formed
from (C,x2) and (C’,x2’) will intersect at X2. These intersecting vectors each form planes.
Each of the planes, known as epipolar planes [35], pass through C and C’. The planes
formed from all of the 3D points seen at the two camera locations rotate about the line,
known as the epipolar line, extending between C to C’. This line segment, between the
14

two camera centers, is the baseline between the two cameras. The point on each
respective image plane that intersects the baseline between the camera centers is called
the epipolar point and is typically denoted as e and e’ in the two views [36]. Given a
defined point in one camera view and the epipolar plane constraint, the position of the
same point in the second camera view is constrained to a line on the image plane, where
the epipolar plane cuts through the image plane, known as the epipolar line. This
relationship,
𝑙′ = 𝐹𝑥,
is known as the epipolar constraint and is captured in a specially designated matrix called
the fundamental matrix, denoted as F [36]. An important property of the fundamental
matrix that derives from this relationship is that a matched point given in the two views is
related by,
𝑇

𝑥 ′ 𝐹𝑥 = 0.
In this form, the matrix F relates a projected point on one camera image plane to a
projected point on a second camera plane.
When the camera’s intrinsic parameters are known, the matched values can be
related through the essential matrix the same way as with the fundamental matrix. The
essential matrix is related to the fundamental matrix by,
𝐸 = 𝐾 ′𝑇 𝐹𝐾.
An alternate definition of the Essential matrix is given by,
𝐸 = [𝑡]𝑋 𝑅.
In this notation, the essential matrix is expressed as the cross product of the translation
vector, t, and the rotation matrix, given as a matrix multiplication, where [37],
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0
𝑡𝑥
[𝑡]𝑋 = [𝑡𝑦 ] = [ 𝑡𝑧
𝑡𝑧
−𝑡𝑦

−𝑡𝑧
0
𝑡𝑥

𝑡𝑦
−𝑡𝑥 ].
0

Since the fundamental matrix and corresponding essential matrix for mapping
epipolar points to lines, are, by definition, not of full rank, rather, they are of rank 2. A
straightforward method for finding the values for F starts by expanding the equation,
𝑇

𝑥 ′ 𝐹𝑥 = 0,
for one correspondence to multiple correspondences to create a square matrix that can be
solved using linear methods. First, expanding the vectors and matrix (𝑥 ′ , 𝐹 𝑎𝑛𝑑 𝑥),

[𝑥′

𝑦′

𝑓11
1] [𝑓21
𝑓31

𝑓12
𝑓22
𝑓32

𝑓13 𝑥
𝑓23 ] [𝑦] = 0,
𝑓33 1

from its quadratic form, the equation becomes,
𝑥 ′ 𝑥𝑓11 + 𝑥 ′ 𝑦𝑓12 + 𝑥 ′𝑓13 + 𝑦 ′ 𝑥𝑓21 + 𝑦 ′ 𝑦𝑓22 + 𝑦 ′ 𝑓23 + 𝑥𝑓31 + 𝑦𝑓23 + 𝑓33 = 0.
Now, given enough matches, (𝑥, 𝑥 ′ ), the unknown elements of the fundamental matrix
can be solved for,
𝑥1′ 𝑥1
𝑥2′ 𝑥2
𝑥3′ 𝑥3
𝑥4′ 𝑥4
𝑥5′ 𝑥5
𝑥6′ 𝑥6
𝑥7′ 𝑥7
𝑥8′ 𝑥8
[ 1

𝑥1′ 𝑦1
𝑥2′ 𝑦2
𝑥3′ 𝑦3
𝑥4′ 𝑦4
𝑥5′ 𝑦5
𝑥6′ 𝑦6
𝑥7′ 𝑦7
𝑥8′ 𝑦8
1

𝑥1′
𝑥2′
𝑥3′
𝑥4′
𝑥5′
𝑥6′
𝑥7′
𝑥8′
1

𝑦1′ 𝑥1
𝑦2′ 𝑥2
𝑦3′ 𝑥3
𝑦4′ 𝑥4
𝑦5′ 𝑥5
𝑦6′ 𝑥6
𝑦7′ 𝑥7
𝑦8′ 𝑥8
1

𝑦1′ 𝑦1
𝑦2′ 𝑦2
𝑦3′ 𝑦3
𝑦4′ 𝑦4
𝑦5′ 𝑦5
𝑦6′ 𝑦6
𝑦7′ 𝑦7
𝑦8′ 𝑦8
1

𝑦1′
𝑦2′
𝑦3′
𝑦4′
𝑦5′
𝑦6′
𝑦7′
𝑦8′
1

𝑥1
𝑥2
𝑥3
𝑥4
𝑥5
𝑥6
𝑥7
𝑥8
1

𝑦1
𝑦2
𝑦3
𝑦4
𝑦5
𝑦6
𝑦7
𝑦8
1

1 𝑓11
1 𝑓12
1 𝑓13
1 𝑓21
1 𝑓22 = 0.
1 𝑓23
1 𝑓31
1 𝑓32
1] [𝑓33 ]

With eight correspondences, the SVD solution for F can be found. Once the nine
elements are found, F can be reformed into a 3x3 matrix. Taking into account that F has
a singularity, the linear singular value decomposition (SVD) solution of F given by the
upper triangular, eigenvalue, and lower triangular matrices,
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𝐹 = 𝑈Λ𝑉 𝑇 ,
is modified to set the smallest eigenvalue to 0. For the set of eigenvalues, =diag(r, s, t),
where t<r<s, then, 𝐹 = 𝑈Λ𝑉 𝑇 and 𝐹 ′ = 𝑈𝑑𝑖𝑎𝑔(𝑟, 𝑠, 0)𝑉 𝑇 [38].
The above outlined method is considered the 8-point solution for finding F.
Although there are other methods for finding a fundamental matrix solution, this method
is commonly applied.
Finding the fundamental matrix in this manner, using just eight matched points,
can be sensitive to outliers in the matched set. Several robust iterative estimation
techniques could be applied to find a solution that is the best fit to most values in the
matched set. An example of this is the general robust estimation algorithm Random
Sample and Consensus (RANSAC) [39]. A version of RANSAC can be constructed for
use in this specific problem. There are three principle steps in the estimation of an
optimized fundamental matrix. First, a construction of an exemplar fundamental matrix
from random selected matched points is completed. Second, the exemplar is used to
calculate the summed error from the matched set, 𝜖 = ∑ 𝑥 ′𝑇 𝐹𝑥. Next, new exemplars are
created from random draws of the matched points and the estimation continues to iterate
on these three steps, creating new exemplars until a minimum error threshold is met.
2.3

Camera Matrix
The camera matrix, typically denoted as P, relates a local camera reference frame

to a global reference frame. The local camera frame is oriented with its image plane
perpendicular to the z-axis. The x and y axis of the camera define their positive
directions as right and up, respectively, and the point (0, 0, 0) is the camera center. In the
pinhole camera model, the camera center is the focal point or where all of the rays
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entering the camera converge. The intrinsic properties of the camera, given as the matrix
K above, orients the image plane to the camera center.
The relationship of the global reference frame to a local camera reference frame is
given by a rotation and translation to transfer 3-dimensional points from the world into
the camera frame. All of the points exist in the local reference of the two dimensional
focal plane. The camera matrix P, combines the intrinsic camera parameters with all of
the extrinsic parameters, or parameters external to the camera in the point transfer. The
camera matrix is used in the relationship, 𝑥 = 𝑃𝑋, where x is a vector representing a
point on the local focal plane that is generated from a world coordinate referenced point
X. Note that P is a 3x4 matrix that uniquely transfers points based on the geometry of the
location and position of the camera within a world coordinate system to points in a
localized reference on the image plane. Because of this relationship, the camera matrix
plays a significant role in estimating world points from local camera points.
The camera matrix consists of intrinsic and extrinsic parameters where the
extrinsic parameters give the camera pose; consisting of a rotation, R, and translation, t.
The rotation matrix is given as a 3x3 matrix. The translation vector, t, is constructed by
aligning and moving the camera center, C, and is appended to the rotation matrix as a
fourth column, given as, 𝑡 = −𝑅𝐶. Given the intrinsic camera parameters, K, the camera
matrix can be expressed as, 𝑃 = 𝐾[𝑅|𝑡]. Now, capturing the parameters that are
necessary to project 3D points onto a camera’s image plane is given by, 𝑥 = 𝐾[𝑅|𝑡]𝑋.
If a single monocular camera is being used to generate all of the images used in
the reconstruction, a simplification of the camera matrix can be made by normalizing the
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points captured by the camera as defined in, 𝑥̂ = 𝐾 −1 𝑥. This eliminates the intrinsic
parameters from the calculation of the camera matrix, 𝑥̂ = 𝑃𝑋̂ = [𝑅|𝑡]𝑋̂.
Thus, the normalization of points has equated the camera intrinsic parameters to
the identity matrix. With this being the case, the focal length is equal to one, and the
image plane is located at (0, 0, 1) with respect to the camera center [40].
The camera matrix is a 3x4 matrix that projects a 3D location into its 2D position
on the image plane. It is found through the essential matrix, which, in its construction,
contains the deviation in the camera translation and rotation from a known position.
When comparing two image frames, the first image frame is initially referenced at the
origin, then the second is estimated in 3D space with respect to this reference, 𝑃 = [𝐼|0]
and 𝑃′ = [𝑅|𝑡]. Once found, both frames are then reoriented to fit within an overall
world coordinate system. With this formularization, the relationship defining camera
poses can be calculated using the definition of the essential matrix and the 8-point
method also outlined above [36].
2.4

Triangulation
Estimating the locations of 3D points can be accomplished using the camera

matrix to triangulate points. However, there is significant error in doing this alone.
Errors in the point estimates can be reduced by minimizing the reprojection error between
point matches first. There are several different methods to achieve this error
minimization. The one that will be outlined in the next several paragraphs minimizes the
geometric error cost function [32].
Up to this point, the frame-to-frame matches have been found, but not with
enough precision to mathematically satisfy extending a vector from each camera center
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through the point match on each image plane and intersecting in 3D space. If point
matches were to meet the epipolar constraint exactly, then a linear triangulation equation
could be formed to find the 3D location in space where they intersect. To permit the
triangulation to work, the first objective of this part of the reconstruction algorithm is to
force point matches to meet the epipolar constraint exactly. Since the camera’s location
impacts all of the matched points differently, its position and orientation are considered
fixed, and the point pair matches on the image plane are adjusted to enforce their
intersection. There are many ways to adjust the point pairs. A common approach uses the
cost function,
̃ )2 ∶ 𝑥′
̃ 𝑇 𝐹𝑥̃ = 0,
𝐶(𝑥, 𝑥 ′ ) = 𝑑(𝑥, 𝑥̃)2 + 𝑑(𝑥′, 𝑥′
that minimizes the error between the newly adjusted point positions on both points of the
matched pair simultaneously. The function d(-) is the Euclidian distance between the
feature location and its new estimate, designated with an “~” accent. This error
minimization will be accomplished to exactly meet the epipolar constraint as given. This
method assumes a Gaussian error distribution on the original points. The cost function
can be numerically minimized using Levenberg-Marquardt algorithm, where the delta
update () for each pixel position is found by solving,
𝑥
𝑦
𝒙 = [𝑥′] ∶ 𝜖 = 𝑥’𝑇 𝐹𝑥 ⟹ 0,
𝑦′
where the constraint expands; as shown in the above error function. Finding the Jacobian
of the error with respect to each variable in x yields four partial equations. They are
found by first expanding the vectors and matrix of 𝜖 = 𝑥’𝑇 𝐹𝑥, and taking the partials of
each component in x. These partials are given as,
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𝜕𝜖
𝜕𝑥
𝜕𝜖
𝜕𝑦
𝜕𝜖
𝜕𝑥′

= 𝑥 ′ 𝑓11 + 𝑦 ′ 𝑓21 + 𝑓31 ,
= 𝑥 ′ 𝑓12 + 𝑦 ′ 𝑓22 + 𝑓32 ,

= 𝑥𝑓11 + 𝑦𝑓12 + 𝑓13 , and,

𝜕𝜖
𝜕𝑦′

= 𝑥𝑓21 + 𝑦𝑓22 + 𝑓23 .

Now the Jacobian is given by,
𝐽= [

𝜕𝜖
𝜕𝑥

,

𝜕𝜖
𝜕𝑦

,

𝜕𝜖
𝜕𝑥 ′

,

𝜕𝜖
𝜕𝑦 ′

].

An error function can be formed from the Jacobian; where the error related to a change
increment is controlled by a constant gradient movement function, ,
(𝐽𝑇 𝐽 + 𝛾𝐼)Δ = −𝐽𝑇 𝜖.
The value  starts out small, on the order of thousandths of the average of the diagonal
elements of JTJ. The position update Δ on the point pair positions is given by,
Δ = −(𝐽𝑇 𝐽 + 𝛾𝐼)−1 𝐽𝑇 𝜖.
An exact solution for a point match can now be iteratively estimated by computing
updates to the Jacobian, error, and positional changes until the error is nulled out [41].
With exact point matches, triangulation can be used to find the point locations
̃ = 𝑃′𝑋̃. Separating the camera
using the combined camera matrices, 𝑥̃ = 𝑃𝑋̃, and, 𝑥′
matrices into stacked row vectors and multiplying both sides with the cross product of the
x, then restacking the two independent vectors for each of the two views, results in a 4x4
matrix that can be used to solve for 𝑋̃ [32],
𝑥̃𝑃3𝑇 − 𝑃1𝑇
𝑦̃𝑃3𝑇 − 𝑃2𝑇
̃
̃ 𝑃3𝑇 − 𝑃′1𝑇 𝑋 = 0.
𝑥′
̃ 𝑃3𝑇 − 𝑃′2𝑇 ]
[𝑦′
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This method of triangulation can be repeated for all of the matched points to
generate a 3D point cloud. Repeating this over a series of frames allows the point cloud
to be extended over a wider angle of views. As points are found and matched over
several frames, they can be used to refine the camera pose given in the camera matrices
and thereby increase the accuracy of the point cloud itself. This process falls under the
broad category of bundle adjustment, a good survey of which is given in [42].
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CHAPTER 3

Comparative Methods for Feature Extraction and Descriptor Building

In the previous chapters, the 3D image reconstruction problem has been defined
and the mathematics for finding the moving camera pose and mapping image points were
given. This chapter will focus specifically on the algorithmic processes used in feature
extraction and descriptor building as the entry point for 3D image reconstruction using
discrete feature sets.
Feature extraction embodies the process that will determine how complete of a
reconstruction can be generated. It is the portion of the algorithm that generates spatial
locations of a persistent set of points of interest between frames of an image set. The
concept of a good distribution of features throughout an image frame is complicated since
the feature distribution through the area of interest will also play a part in the quality of
the final reconstruction product. If fewer features are generated and matched frame-toframe, the overall reconstruction will be less complete. In areas where the density of
features is low, or sparse, feature extraction will produce fewer 3D points resulting in
holes in the reconstruction. However, while a uniform distribution may seem to be the
best solution, areas with significant 3D variations are common and require a higher
density of extracted features to correctly estimate these point location changes.
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Extracted features are produced by finding localized instances of specific image
qualities of interest. In this context, the area represented by localized instances are
arbitrary within the image but pixels that make up the area express a specific quality.
Localization could be as small as comparing a single pixel value to its immediate
neighbors, such as a local maximum, or be as large as hundreds of pixels that have a
similar texture or color. With this definition, different features can be extracted at the
same location within the image just by considering different sized neighborhoods around
a particular location of interest. Successful feature extraction methods have used this
idea to find unique features across different sized neighborhoods, called scale space [43].
Examples of potential features that could be extracted from an image are: finding
local minimum or maximum intensity values, color consistency, corners, edges, blobs,
texture (frequency content), line segments, and shapes (such as that generated by a zero
crossing contour line). Further refining potential feature sets are optimizations and
variations of methods for extracting these image qualities. For example, extracting all of
the corners within an image can be accomplished through many different
implementations. A partial list of these options would include Eigen value analysis
implemented in Good Features to Track [44], Harris corners [45], local neighborhood
comparisons as given in FAST [46] and SUSAN [47], and Affine Invariant Interest Point
Detectors that operate in scale space [48].
Feature descriptor building has the specific objective of creating a numeric
representation of a feature that will allow it to be relocated over a wide variation of image
distortions. Typically, the descriptor building step is unrelated to the feature extraction
step, in that its construction into a numeric representation is not based on the type of
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feature at the point of interest. For example, a descriptor could be constructed from the
local texture using a small neighborhood of pixels surrounding the point of interest where
the extracted feature is inconsequential and could have been using any of the described
methods to locate a consistent set of interest points; such as a corner or local maxima and
minima. This local neighborhood of the image that is used by the descriptor in its
definition, represents the support needed by the descriptor and denotes the underlying
amount of image pixels that have to be matched under the distortion limits of the
descriptor construction.
Aside from differences in the nature of the imagery that may be used for
reconstruction, there are a wide variety of applications for 3D reconstruction that may not
share the same constraints for descriptor building and matching. For this reason alone,
many variations of descriptor sets have been formulated to fill particular niches. In
general, if time or memory usage is a constraint, then shorter descriptors may be better
than longer ones. However, there is a tradeoff between the compactness of the descriptor
and the number of mathematical operations necessary to generate the descriptor.
Long descriptors do not necessarily equivocate to better performing descriptors
for matching. The purpose of a descriptor is to allow matching across a large domain of
image distortions and this does not have a direct correlation to descriptor length. Take,
for example, a simple image template formed by taking a small image chip of 15x15
pixels centered on a point of interest. This template could be correlated to feature
extraction points in subsequent images to find the best match. This can be done with a
simple calculation to maximize the dot product between the 225-element vectors formed
by concatenating the columns from the template at each point. Now, consider an affine
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distortion between the comparison images. For example, a simple rotation of 45 degrees
between two camera poses with a scale change. The likelihood of finding the correct
point match between the two images is small. However, using a different descriptor
designed to account for affine distortions will have a much higher likelihood of correctly
matching; even with a more compact descriptor.
3.1

Feature Extraction Methods
Examples of feature extraction methods used by current popular methods are

given in Table 3.1 below. This list is not comprehensive but rather demonstrates that
there are a wide range of image features used to generate points of interest. More detail
on the described extraction methods can be found in [49] [50].
Table 3.1. Common feature extraction methods
Method

Extraction Location

Scale Invariant Feature
Transform (SIFT) [51]

Local extrema within a local 26-neighbor scale space
volume found after applying a difference of Gaussian
spatial filter.

Speeded Up Robust
Features (SURF) [52]

Local maxima of determinant of Hessian values found
after applying a set of box filters and the final set
thinned by a non-maximal suppression filter.

Maximal Stable Extremal
Regions (MSER) [53]

Points where a local watershed basin can be located
and found stable over a wide range of threshold
values.

Binary Robust Invariant
Scalable Keypoints
(BRISK) [54]

FAST corner detector locations within scale space that
have been estimated to a sub-scale location by
interpolating between layers using a saliency metric.

Fast Retina Keypoint
(FREAK) [55]

Same as BRISK.

Oriented FAST and rotated
BRIEF (ORB) [56]

FAST Corner detector locations found on an image
scale pyramid.
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Of the methods listed above, Scale Invariant Feature Transform (SIFT) feature
sets have proven to be durable since their initial publication [51] over 15 years ago. The
common thread in generating these feature descriptors is that the extraction of a feature,
and the building of a descriptor at that location, are independent of each other. For
example, in the case of SIFT features and descriptors, the location of each feature is
found at the peaks of an approximation of the Laplacian of Gaussians in scale space [57],
while SIFT descriptors are constructed from the scale space representation in the
neighborhood of their found location [51]. Through this approach, the set of descriptors
generated from an image will have a high likelihood of being independent of each other
within the high dimensional space of the descriptor; defined by the uniquely identifying
information in the neighborhood of the found feature.
3.2

Limits of Feature Extraction
Creating semi-dense disparity maps by using local support, or just the underlying

information surrounding an extracted feature, has been well studied in the context of
object classification. The concept of a Bag of Features (BoF), where a class of objects,
defined through multiple descriptors generated from the underlying image through
different approaches, is analyzed in [58]. Results from the different methods of
extracting keypoints from images found that there is a point of saturation, where no more
keypoints can be viably extracted from an image when a non-random descriptor
placement approach is taken [59]. Further exploration of scale-space sampling for SIFT
feature extraction was analyzed to determine if by using more finite bands in the
bandlimited filters for extracting features could produce larger feature sets. In this study,
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an upper limit to the number of features that could be extracted was shown in the
presented results [60].
3.3

Feature Descriptor Building
Once a keypoint location has been found, a vector will be calculated at the

keypoint to form the feature descriptor. Some of the common approaches for defining a
descriptor are given in Table 3.2.
Table 3.2. Common feature descriptors and the basis for their formation
Method

Descriptor

Scale Invariant Feature
Transform (SIFT) [51]

16x16 scale space patch forming a 4x4 array of
histograms of gradient orientations, Gaussian weighted
by distance from keypoint location to form vector.

Speeded Up Robust
Features (SURF) [52]

Oriented 20x20 scale space patch forming 4x4 array of
unit direction vectors generated by component Haar
wavelets, Gaussian weighted similar to SIFT.

Histograms of Gradients
(HOG) [61]

Vector composed of entries constructed from a grid of
normalized histograms of oriented gradients.

Binary Robust Independent Binary vector constructed from intensity tests of
Elementary Features
random pixels within a Gaussian smoothed SxS patch
(BRIEF) [62]
centered on the keypoint location.
Binary Robust Invariant
Scalable Keypoints
(BRISK) [54]

Binary vector constructed from a structured pattern of
intensity comparisons from rotationally invariant
patches arranged in rings centered on the keypoint.

Fast Retina Keypoint
(FREAK) [55]

Binary vector representing the highest variance of
intensity tests across three scales of circular pixel
patches simulating retinal receptors.

Oriented FAST and rotated
BRIEF (ORB) [56]

Binary vector constructed as in BRIEF, rotated by a
calculated orientation vector, quantized in 2/30
increments.
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3.4

Feature Matching
To most algorithm designs, the number of features that can be extracted is trivial

if the features cannot be correctly matched. There are many methods of matching feature
descriptors. This dissertation used a common two-stage matcher for all comparative
work. First, a brute force matcher using a Euclidian distance measure was used followed
by an epipolar test that throws out feature matches that do not meet the consensus-derived
Fundamental matrix point-to-line constraint between the two images.
In generating reconstructions, the matcher results were further refined by using a
symmetrical match test between the brute force and epipolar constraint test to further clean
up feature matches. In this extra test, matches from frames A to B are tested to match from
frames B to A and only the matches that agree were kept. This filter tests the uniqueness
of the descriptor in both descriptor sets [63].
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CHAPTER 4

Feature Extraction and Matching

This chapter presents a novel method of generating feature descriptors using the
relative locations, magnitude, and orientations of extracted features in a local
neighborhood to build a unique descriptor at the point of interest. For the comparative
work completed in this dissertation, corner features with these extracted qualities were
used. The outlined method could be applied to other extracted feature sets, such as line
segments [64] or other features that provide a magnitude and orientation coupled output.
Furthermore, this concept can be extrapolated to a method of merging different feature
extraction methods into a unified method of creating descriptors and matching regardless
of their source.
4.1

Descriptor Definition
Oriented Feature Constellations (OFC) is a novel method of defining features

using other features in a local area to generate the descriptor. Invariances caused by
image distortions and camera pose changes are key factors in the definition of any
descriptor and have been included in the development of the OFC. The other key factors
in a descriptor definition are its complexity in terms of length, which can be associated
with the time needed to match two sets of descriptors, and the computational time needed
to create the descriptor.
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In the sections below, the formation of the descriptor is described with alternative
structures that were tested to determine its final construction.
4.2

Geometry of Oriented Feature Constellations
Figure 4.1 illustrates the relationship of two features, 𝜓𝑖 and 𝜓𝑗, within the set,

located at ⃑𝒙𝒊 = (x𝑖 , y𝑖 ) and ⃑𝒙𝒋 = (x𝑗 , y𝑗 ) respectively, and shown separated by a distance
denoted by a black arrow. The orientation angle of each feature (), shown by a red arrow,
is aligned with the image frame. Additionally, the relative position between the two
features is expressed by the polar coordinate pair (, ), and is also aligned with the image
frame.
The relational quantities captured by the descriptor are the relative orientation
difference (i-j), relative Euclidian distance (ρ𝑖,𝑗 ), relative feature-to-feature orientation
(i,j-i) and (j,i-j), and absolute magnitude (‖𝜓𝑗 ‖). By using relative measurements, the
coordinate references to the image frame are replaced by one centered on the set of
oriented features.

Figure 4.1 Geometry of two oriented features
Features in a local neighborhood are used to construct feature descriptors. The
local neighborhood is defined by binning structures that consolidate feature locations
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within each bin as a unit of smaller spatial areas. For this research, two types of binning
structures were analyzed and shown in Figure 4.2. The first binning structure (left in
Figure 4.2) is an example of a binning structure that has both radial and angular bins. In
this structure definition, parameters controlling the number of concentric radial bins and
the number of rings were tested over a range to determine the values that produced the
highest matches across a range of feature location conditions.
The second binning structure, given in the right in Figure 4.2, is equivalent to the
concentric ring binning structure with only a single ring. The difference in this structure
is in the manner that the values of feature locations are calculated. Whereas in the
previous structure, all feature points within a bin are considered equal in generating the
overall response within a bin, in this structure, the contribution of a feature value is
calculated inversely proportional to the distance between the feature and the center of the
binning structure.

Figure 4.2 Oriented Feature Constellations binning structures
In Figure 4.2, both binning structures are shown with sixteen angular bins and
four concentric radial bins on the left image and a single concentric bin on the right. In
the subsequent mathematical definitions in this chapter, the exact number of bins used in
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the structure, number of rings and feature distances are generalized and can be set to any
value. However, these values effect the length of the final descriptor and its tolerance to
image distortions and noise.
To improve rotation invariance, the binning structures are aligned with the
measured angle, i, of the descriptor feature. By doing this, the features within the
binning structures are rotated to be in a consistent location with respect to rotations
parallel to the image plane. This method of orientation alignment will make a presented
image produce the same descriptor regardless of the camera rotation; given that all other
distortions remain constant.

Figure 4.3 Orientation of binning structure
The reorientation of the binning structure, overlaid onto the definition of the two
features i and j, shown separated by the distance of the black arrow, is given in Figure
4.3. In this example, a descriptor is being formed at the feature location i which is
designated as the descriptor feature. The second feature is shown binned in the third
concentric ring. The rotation of the binning structure will capture the feature location j
into a different bin than where it would have, had the structure not been rotated.
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Similar to the rotation of the binning structure, the orientation of j has to also be
reoriented to the structure. As shown in Figure 4.4, the quantization of the orientation of

j is altered by the rotation of the binning structure centered on j, producing a constant
orientation angle without regard of the rotation of the overall image plane coordinate
system.

Figure 4.4 Capturing feature orientations with respect to binning structure
4.3

Oriented Feature Constellations Descriptors
During the feature extraction process, a set of feature locations with magnitude

and orientation are found. This minimal set of information is all that is used for building
constellation descriptors.
For the feature set, Ψ containing N features defined by location (𝐱⃑), magnitude
⃑⃑⃑⃑𝟏 , 𝛼1 ), 𝜓2 (𝐱
⃑⃑⃑⃑𝟐 , 𝛼2 ), . . , 𝜓𝑁 (𝐱
⃑⃑⃑⃑𝑵 , 𝛼𝑁 )}.
(‖𝜓‖) and orientation angle () is Ψ = {𝜓1 (𝐱
An approximation of each feature is given by quantizing the angular information
into M discrete values,
̂
⃑ 𝒊 , 𝛼̂𝑖 ), 𝛼̂ = {0,1,2, . . , 𝑀 − 1}
𝜓𝑖 = 𝜓𝑖 (𝒙
∀ 𝑚 ∈ [0; 𝑀 − 1], 𝛼̂𝑖 = 𝑚 ↔
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2𝜋𝑚
𝑀

≤ 𝛼𝑖 <

2𝜋(𝑚+1)
𝑀

.

The relative angular position of a feature with respect to another, 𝜃𝑖,𝑗 , is defined as,
𝜃𝑖,𝑗 = tan−1 (

𝒚𝑗 − 𝑦 𝑖
𝑥𝑗 − 𝑥𝑖

),𝑖 ≠ 𝑗 .

Quantizing the angular position into P discrete positions results in,
2𝜋𝑝
2𝜋(𝑝+1)
𝐹𝑜𝑟 𝑎𝑙𝑙 𝑝 ∈ [0; 𝑃 − 1], 𝜃̂𝑖,𝑗 = 𝑝 ↔
≤ 𝜃𝑖,𝑗 <
.
𝑃

𝑃

Note that the calculation of the quantized angular position can be done efficiently through
a series of comparisons, rather than reducing the results of an arctangent computation.
The effect of where the quantization computation is implemented is tested in the
simulation results of Chapter 5.
Now, the local area, L, used for generating the constellation has to be defined.
This is done through an automatic scale selection method described in the next section.
The scale selection determines a maximum Euclidian-measured radial distance for
defining neighborhoods for the feature set. The neighborhood is then further subdivided
into R discrete radial bands, up to a maximum of S bands. The bands are limited to a
minimum width, which can push out the maximum local neighborhood, 𝐿 < 𝐿𝑚𝑎𝑥 = 𝑆𝑅.
The band that a descriptor falls within is calculated then by,
𝑆∙𝜌𝑖,𝑗

𝑏𝑎𝑛𝑑 = 𝑓𝑙𝑜𝑜𝑟 (

𝑅

) , 𝑓𝑜𝑟 0 ≤ 𝑏𝑎𝑛𝑑 < 𝑆.

Given the definitions above, there are several different paths that can be taken to
compose a descriptor. These are outlined in Table 4.1 and described in the subsections
below.
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Table 4.1 Tested Oriented Feature Constellations descriptor constructions
Descriptor

Binning Structure

Descriptor Length

Rings

4 rings, 16 angular bins, separately
capturing feature-to-feature angular and
feature orientation information

128 elements

Resolved Rings

4 rings, 16 angular bins, separately
capturing feature-to-feature angular and
feature orientation information computed
from 360 1-degree resolved angular
measurements

128 elements

1 ring, 16 feature orientation bins and 8
Orientation Location relative feature-to-feature angular
measurements

128 elements

1 ring, 16 feature orientation bins and 8
Resolved
relative feature-to-feature angular
Orientation Location measurements computed from 360 1degree resolved angular measurements

128 elements

4.3.1

Rings
The descriptor can be formed for an arbitrary feature i, given a local

neighborhood of features with orientations and angular positions. For this descriptor
variation, these two quantities are taken into account separately, requiring two entries to
be made into the descriptor vector for each feature within the local neighborhood. First,
per band, the descriptor captures the histogram of overall orientations of local features
without regard to angular locations. Second, the descriptor captures the angular positions
of local features regardless of feature orientation in separate histograms per band. To
maintain rotational invariance, each of the captured quantities are measured with respect
to the underlying feature orientation for which the descriptor is being generated. There
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are two entry offsets into the descriptor for each feature, within its local neighborhood,
one capturing feature-to-feature angle and a second capturing the local feature
orientation,
𝑈𝑖,𝑗 = ((𝛼̂𝑖 − 𝜃̂
𝑖,𝑗 ) 𝑚𝑜𝑑 𝑃) + 𝑏𝑎𝑛𝑑 ∙ 𝑃,
𝑉𝑖,𝑗 = ((𝛼̂𝑖 − 𝛼̂𝑗 ) 𝑚𝑜𝑑 𝑀) + 𝑏𝑎𝑛𝑑 ∙ 𝑀.
Now, the magnitude of the local neighborhood feature is entered at the two descriptor
entry offsets,
𝐶

𝐷𝑖 (𝑈) = ∑‖𝜓𝑗 ‖ and,
𝑗≠𝑖
𝐶

𝐷𝑖 (𝑉 + 𝑃 ∙ 𝑆) = ∑‖𝜓𝑗 ‖.
𝑗≠𝑖

Once formed, the descriptors are normalized. For comparisons made within this
dissertation, M = P = 16 and R = 4, resulting in a descriptor of length 128.
4.3.2

Resolved Rings
Resolved Rings are equivalent to Rings with higher angular resolution used for

calculations. Define M’ and P’ as the measureable angular resolution for a given feature
extraction method. Calculations are made to determine the contributions to the binning
locations before the angular resolution is reduced down to the quantized levels of M and
P to maintain the length of the overall descriptor to MP dimensions. The offsets for the
two entries into a descriptor for each local neighborhood feature, is given by,
𝑃
′
𝑈𝑖,𝑗 = {[(𝛼̂𝑖 − 𝜃̂
𝑖,𝑗 + 𝑃 ) ∙ ( ′ )] 𝑚𝑜𝑑 𝑃} + 𝑏𝑎𝑛𝑑 ∙ 𝑃 and,
𝑃

𝑀

𝑉𝑖,𝑗 = {[(𝛼̂𝑖 − 𝛼̂𝑗 + 𝑀′) ∙ ( )] 𝑚𝑜𝑑 𝑀} + 𝑏𝑎𝑛𝑑 ∙ 𝑀.
𝑀′
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The entries into the descriptor, Di(U) and Di(V+PS) are the same as in the Rings
definition.
4.3.3

Orientation Location
The Orientation Location descriptor is generated using the same feature relative

orientation, feature-to-feature angle, and radial distance as used in the Rings descriptors.
Using the same definitions that were created above, a single entry into the descriptor is
given for each corresponding feature within its neighborhood as,
𝑈𝑖,𝑗 = ((𝛼̂𝑖 − 𝛼̂𝑗 ) 𝑚𝑜𝑑 𝑀) + ((𝛼̂𝑖 − 𝜃̂
𝑖,𝑗 ) 𝑚𝑜𝑑 𝑃) ∙ 𝑀 + 𝑏𝑎𝑛𝑑 ∙ 𝑀 ∙ 𝑃.
Now, the descriptor entries are created by summing the feature magnitudes at the
generated offset,
𝐶

𝐷𝑖 (𝑈) = ∑‖𝜓𝑗 ‖ .
𝑗≠𝑖

The overall descriptor length is given by the product, SMP.
4.3.4

Resolved Orientation Location
As in the case of the Resolved Rings, the Resolved Orientation Location uses the

highest accuracy angular resolutions in calculations before quantizing back down for a
final descriptor definition. Using M’ and P’ to denote the more resolved angles of M and
P, respectively, becomes,
𝑈𝑖,𝑗 = [((𝛼̂𝑖 − 𝛼̂𝑗 + 𝑀′) ∙ (

𝑀
𝑃
) ) 𝑚𝑜𝑑 𝑀] + [((𝛼̂𝑖 − 𝜃̂
𝑖,𝑗 + 𝑃′) ∙ ( ) ) 𝑚𝑜𝑑 𝑃] ∙ 𝑀
𝑀′
𝑃′

+ 𝑏𝑎𝑛𝑑 ∙ 𝑀 ∙ 𝑃.
The overall descriptor length is given by the combined product of the parameters, SMP.
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4.3.5

Neighborhood Scale Selection
The radius defining the size of the selected local neighborhood of feature points

used to construct a descriptor, has an effect on its quality. If the neighborhood is too
small, the resulting descriptor will be sparse or, in the extreme case, a null vector. If the
local neighborhood is set too large, then the resulting histograms contained within the
descriptor will be similar to other nearby features with the same orientation, causing poor
match performance.
Once found, the local neighborhood radius is used to generate all descriptors
extracted from an image. The objective of this part of the algorithm is to find an average
feature density throughout the area of interest so that a radius can be set.
The radius is selected through a four part process. First, features are placed on a
coarse grid scaled to 1/16 of the image size. Second, similar in process to generating an
integral image [65], an integral feature set is generated where feature locations on the
grid are counted and integrated from the upper left to lower right of the image. This
allows for quick feature count summations over different rectangular areas to be formed
around each of the grid points. Next, at each grid point, the L=1 norm (Manhattan
distance) radius is increased until the radius around the grid point contained at least Q
features, where Q is an arbitrary constant. Finally, the average radius for all of the grid
points is computed and quantized to multiples of an arbitrary value, T.
The selection of Q determines the average number of local features that will be
used within a descriptor’s definition, while T determines the sensitivity of the radius to
change, given frame-to-frame image distortions. Starting from a naïve neighborhood
radius selection against a small set of image pairs, analysis had shown that the
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neighborhood selection is relatively insensitive and is bounded by ranges of good values,
so that a single optimal solution was not necessary. This tolerance allowed the selection
of Q to be driven to larger values that are more stable. Likewise, the quantization value
for T could be driven to a large value, increasing the likelihood that extraction across
image sets will have similar neighborhood ranges without predetermining a neighborhood
radius across the image set.
For the comparisons developed within this research, the values used for Q and T
were set to Q = 128 and T = 32. A minimum threshold value for the radius was set to 16.
During testing, the neighborhood selection operated as expected, it provided
smaller radius values when the feature density was large and the radius grew as the
feature density became sparse.
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CHAPTER 5

Comparison of Descriptor Definitions

Since Oriented Feature Constellations only rely on other neighborhood features in
their construction, they can be easily separated from the underlying imagery used to
typically generate feature locations. A Matlab simulation was constructed to test
different feature densities, their placement and the parameters used to construct OFC
descriptors. To do this, a set of points with randomly selected position, orientation, and
magnitude were defined at a distance from a set of cameras with defined pose
differences. A simple intrinsic camera model with no distortions or camera center offsets
and a single focal length was constructed, allowing image frames to be generated at each
camera pose location. This simulated the feature sets that would be obtained through
frame to frame comparisons.
The point configuration used in this simulated environment were points with
random location, magnitude and orientation. The point locations were limited to a band
in front of the camera pose array, with a range between 1000m to 1500m from the
camera, located at the origin. Two different random variables were used to create the
point array, a uniform position was used to designate point cluster centers while a
Gaussian distribution was used to place points in each cluster. This use of two
distributions is designed to produce features in a manner similar to corner features, in
which case several corners can be found close to each other where there is structure.
The camera location and orientation were both given as points in three
dimensional space and the points and orientations were projected onto the image plane
41

using the camera matrix, P, once each of the camera poses had been defined. As shown
in Figure 5.2, the camera pose is shown below the point array. The cyan circle represents
the image plane location, the image plane normal is shown as a blue line below a square
representing the orientation of the image plane. In this case, the camera at location
(0,0,0) is compared to all of the other locations represented by the line of camera
positions moving to (200, 200, 0). The tests were designed to measure the relative
performance of each of the descriptors in a controlled manner, where the frame-to-frame
pose differences were tested over a field of variations. The camera pose variations are
given in Table 5.1.
Table 5.1 Descriptor comparison test conditions
Test

Parameter Variation

Rotation

Pose at zero rotation at (0,0,0) compared to camera at (0,0,0)
rotating between 0 to 2 in /16 increments, providing cases of
increasing planar rotation

Plane

Pose at location (0,0,0) compared to camera translating on a line
defined by simultaneous movements of 0m <= x <= 200m; 0m <=
y <= 200m in 20m increments, providing a planar translation case

Sweep

Pose at location (0,0,0) compared to a camera rotating with its
image plane normal to the center of the point mass, rotating at a
constant radius from –/4 <=x <= /4 and –/4 <= y <= /4. This
provides cases of non-planar rotation and translation

Scale

Pose at location (0,0,0) is compared to a camera translating along
the axis that approaches the point set along 0m <= z <= 500m.
This provides cases of non-planar translation
For all of the tested camera pose positions, once the 3D point set was projected

onto the image frame, an additional set of non-matched random features keypoints were
inserted onto each frame as noise. For any frame, an arbitrary 40% of the total point set
points mapped into an image frame were added as additional non-matched uniformly
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distributed noise points. This is above the frame-to-frame points that do not have a match
based on changes in viewpoint between camera poses.
For the rotation test, the descriptors were tested with a non-translating camera.
All of the tested camera positions are shown in Figure 5.1. The frame-to-frame
differences in the camera pose is from in-plane rotation, a rotation parallel to the image
plane. The initial camera pose was held constant during the test with zero rotation. Test
locations continually became further rotated relative to each other until the midpoint of
the test, where the image plane was located completely upside down from the initial pose
location. From that point on, the rotation brought the two image planes back into
alignment.

Figure 5.1 Camera pose array and points used in rotation test
The plane test was designed to find the limit of a descriptor’s capability to handle
distortions caused by translational camera pose changes. The camera position was
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translated on a line moving within a plane parallel to the point array while the camera
pose remained constant, as shown in Figure 5.2. This test simulated a camera linearly
translating, with successive positions moving further from the origin. Since the camera
pose remained constant, all of the image planes at each of the different camera locations
are parallel and at the same distance from the 3D point array. For the translational tests,
the camera at the origin was compared to all other locations. The furthest point
comparison was at the end of the line segment, or 200m of separation between the test
camera positions.

Figure 5.2 Camera pose array and points used in plane test
The sweep test was the most complex motion input to the camera pose matrix. It
combined translational motion with out of plane rotation. The camera image plane was
always pointed toward the center of the 3D point array and maintained a constant radius
from the center of the 3D point array as shown in Figure 5.3. A set of camera poses were
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generated to test the frame-to-frame descriptor matching between all of the camera
positions and the camera positioned at the origin. Each test progressively moved to
positions in an arc further from the center. The location of features relative to one
another could vary significantly since the camera movement is not planar. Likewise,
since the orientation of the features points are given as a three dimensional vector, the
orientation of features between camera pose representations could also vary significantly.

Figure 5.3 Camera pose and point array used in sweep test
The scaling test was designed to test a camera position located at a fixed distance
from the point array to one that is incrementally approaching the 3D point array, as
shown in Figure 5.4. As the cameras are separated by larger distances, the viewed scale
distance between matched points projected onto each camera’s image plane increases.
The four defined motion paths can be separated into two with planar camera
motions and two with non-planar camera motions. The planar camera motions are
defined by motions that produce camera pose differences that maintain constant distance
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to the 3D point array. The non-planar camera motions are generated from camera pose
changes that move closer to or further from the 3D point array. The two cases,
translation and rotation are generated from planar camera motions. Scaling is the
equivalent non-planar translation case while sweep contains both non-planar rotation and
translation.
With this simulation, the effect of the different camera motion variations was
measured with respect to feature stability. In the context of Oriented Feature
Constellations, the movement of features with respect to each other is key to how well the
descriptors will perform. To be explicit, feature stability is measured by first locating the
same feature within both image frames, and then identifying features bounded within a
set neighborhood within both images and measuring the average displacement of these
features. This is repeated for all possible feature matches between the two image frames.

Figure 5.4 Camera pose array and points used in scale test
Different types of motion were measured; simple feature-to-feature Euclidian
movement, feature orientation changes, feature-to-feature radial distance changes, and
46

feature-to-feature angular changes. The results of these analyses are given in Figure 5.5
through Figure 5.8.
The feature stability measures fall into two classes, feature location stability and
feature orientation stability. Feature location stability is measured as the frame-to-frame
difference in distance between two features within a set boundary and averaged across
the set of all possible matched feature locations. Feature orientation stability is measured
as the frame-to-frame angular change between two features within a set boundary and
averaged across the set of all possible matched features. The scale of the feature
orientation metric maps [0, 2] into the scale [0, 1]. The scale of the feature translation
metrics map the camera-dependent pixel space, [0, 90] into [0, 1].
Evidence of good feature stability would be to find unchanging performance,
normalized to values near 1.0, as the separation of the two image frames increases.
Another good indicator would be invariance to the neighborhood size. As shown in
Figure 5.5, the feature (x,y) location stability varies most notably with planar rotation,
shown in the upper left plot. In this case, points rotate around each other, producing the
largest displacement when the image frames are rotated 180 degrees from each other.
Overall, feature location stability was the poorest performer out of the feature
stability quantities measured. Feature orientation was the best stability performer out of
the group. Also, all of the measured qualities performed most poorly against the nonplanar rotation case.
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Figure 5.5 Feature horizontal location stability over three neighborhood sizes and
different types of image distortions, planar rotation (upper left) and translation (upper
right), non-planar rotation (lower left) and translation (scaling) (lower right).
Another critical point from these analyses is that in the rotational test cases,
feature orientation and feature-to-feature angle, are independent of the intrinsic camera
properties indicating that their stability measures are universal to lens selection.
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Figure 5.6 Feature orientation stability over three neighborhood sizes and different types
of image distortions, planar rotation (upper left) and translation (upper right), nonplanar rotation (lower left) and translation (scaling) (lower right)
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Figure 5.7 Feature radial position stability over three neighborhood sizes and different
types of image distortions, planar rotation (upper left) and translation (upper right), nonplanar rotation (lower left) and translation (scaling) (lower right)
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Figure 5.8 Feature-to-feature angle stability over three neighborhood sizes and different
types of image distortions, planar rotation (upper left) and translation (upper right), nonplanar rotation (lower left) and translation (scaling) (lower right)
The performance of the different descriptor definitions is captured in the two
metric quantities, precision and recall [66]. Precision measures the ratio of descriptors
that are correctly matched to those matched incorrectly. This is a measure of the
probability of a correct match for a descriptor. Recall measures the quantity of
descriptors that are correctly matched, given all of the descriptors that are available to be
correctly matched. This measures the sensitivity of the descriptor to variations. These
two metrics are given as ratios of true positive (TP), false positive (FP) and false negative
(FN) matches,
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑃
, and,
𝑇𝑃 + 𝐹𝑃
𝑇𝑃
.
𝑇𝑃 + 𝐹𝑁

True positive matches are those that are correct, false positive matches are incorrect
matches while false negative matches are possible matches that were not made. There is
a fourth category of matches, true negative matches, where features are not matched
because there is no correct match for the feature.
Two other metrics that are useful for measuring the ability of a descriptor set to
relocate feature locations correctly are a match quality metric and number of true positive
matches. Match quality is the average of the differences between the maximum and the
next best match given by the dot product of each descriptor in one set, to all descriptors
within a second set. If the match quality is large, then there is greater separation between
the descriptors in each set, allowing for more tolerance of small set variations while still
producing matches. For descriptors D(i) in 1 and D(j), D(k) in 2,
𝐷(𝑖)𝑚𝑎𝑥 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑖,𝑗 (𝐷(𝑖) ∙ 𝐷(𝑗)) , 1 ≤ 𝑖 ≤ 𝑁, 1 ≤ 𝑗 ≤ 𝑀, and,
𝐷(𝑖)𝑚𝑎𝑥−1 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑖,𝑘 (𝐷(𝑖) ∙ 𝐷(𝑘)), 1 ≤ 𝑖 ≤ 𝑁, 1 ≤ 𝑘 ≤ 𝑀.

By this definition, D(j) and D(k) represent the two closest matches to D(i) in the set 2.
The match quality metric captures the distance between the closest matches and their next
closest matches between the two sets,
𝑀𝑄 =

1
𝐷(𝑖)𝑚𝑎𝑥 − 𝐷(𝑖)𝑚𝑎𝑥−1
∑(
).
𝑁
𝐷(𝑖)max
𝑁

The number of true positives is used in conjunction with the precision and recall
metrics. When the number of true positive matches is low, the values for precision and
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recall become noisy and less meaningful since these are ratios with diminishing
denominators.
5.1

Effect of Quantization
By definition, the length of the Orientation Feature Constellation descriptors are

dependent on the angular quantization used as part of its definition. For the examples
shown, the angular resolution has been set between /16 to /4 radians. This results in
descriptors of lengths between 64 and 256 dimensions. However, carrying resolved
angles throughout the calculations until the final stage of the descriptor definition can
provide resolution in the intermediate calculations that negatively impacts the resultant
descriptor. The difference in results are shown in Figure 5.9. In this test, the camera
pose is rotated between [0,2] in /180 increments. The pre-quantizing measurements
produce results that are good at discrete points but fall off as the angles deviate from the
center of each of the quantization levels. Using resolved angles mitigates this and
produces a smoother answer across all angular measurements.
When the number of true positive matches approach zero, the precision metric
becomes noisy. When the number of true positive matches fall below the arbitrarily
picked 10 matches, the precision metric is set to zero to prevent too much noise from
corrupting the metric.
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Figure 5.9 Quantization effects on Rings constellation structure for precision (upper left),
recall (upper right), number of true positive matches (lower left) and match quality
(lower right), Rings quantized prior to descriptor computation (blue) and after
computation (red)
These analyses demonstrate that there is value in carrying as much resolution in
the angular measurements up to the point where the final descriptor is formed. However,
the gains from using more precise measurements cannot be achieved if the accuracy of
the measurements do not support the increased resolution.
5.2

Effects of Feature Density
Given the reliance of the Oriented Feature Constellations descriptor definition on

a neighborhood of feature keypoints, the density of these keypoints will impact the
general makeup of descriptors. One of the key parameters of OFC construction is the
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radius of the overall neighborhood used in the descriptor definition. An automated
method for determining the descriptor definition radius used for an image frame was
described in Chapter 4. This analysis provided insight on the sensitivity of the radius
definition given in Chapter 4 to matching performance.
This analysis was performed using the Resolved Orientation Location descriptor
definitions described in Chapter 4. For the first part of this analysis, instead of
automatically changing the radius of the descriptor, the descriptor definition radius was
held to a constant 32 pixels and the impact of this definition was tested on different
feature densities.
Three different configurations were tested, two using different feature clusters and
one without feature clusters. Feature clusters, both three and ten features were defined
through a normal distribution with a standard deviation of 3 pixels. Otherwise, features
were uniformly distributed in the point set. For the different clustered point sets, three
planar translation trials are shown in Figure 5.10 for point densities 3,000, 15,000 and
30,000 points. Results from similar tests for camera motions - rotation, Figure 5.11,
scale, Figure 5.12, and sweep, Figure 5.13 were conducted.
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Figure 5.10 Effect of feature density on the planar translation case for 3000 (top row),
15000 (middle row) and 30000 (bottom row) Resolved Orientation Location features
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Figure 5.11 Effect of feature density on the planar rotation case for 3000 (top row),
15000 (middle row) and 30000 (bottom row) Resolved Orientation Location features
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Figure 5.12 Effect of feature density on the scale change case for 3000 (top row), 15000
(middle row) and 30000 (bottom row) Resolved Orientation Location features
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Figure 5.13 Effect of feature density on the sweep case for 3000 (top row), 15000 (middle
row) and 30000 (bottom row) Resolved Orientation Location features
A repeat of the planar translation case was made with Resolved Rings features to
check that the results were not specific to the type of feature descriptor used for the
analysis. Figure 5.14 shows that equivalent results to Resolved Orientation Location
features given in Figure 5.10 were found. As with Resolved Orientation Location
descriptors, the Resolved Rings descriptors did not show a deference to feature density or
clusters.

59

Figure 5.14 Effect of feature density on the planar rotation case for 3000 (top row),
15000 (middle row) and 30000 (bottom row) Resolved Rings features
In this analysis, the precision and recall plots for all of the different types of
camera motion are comparable across both feature density and clustering. In addition, as
the separation between the frame-to-frame camera positions becomes larger, the true
positive matches decay with similar profiles for different point densities. In contrast, the
number of true positive matches remains constant as the point density increases. This
again suggests that the quality of matches can be affected and controlled by properly
setting the radius of the descriptor definition neighborhood.
Another notable outcome is that the results of the Resolved Rings and Resolved
Orientation Location descriptor definitions produce very similar results, even though
their constructions are very dissimilar. The comparison of these two descriptors is
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carried throughout the simulation runs to observe any differences that can be found
between the performances of the two descriptor definitions.
Tabulated results of the different feature density tests, for the clustered and nonclustered point sets, are given in Table 5.2 and Table 5.3.
Table 5.2 Feature Densities for the planar translation at 1m separation case for
clustered point sets
Point
Clusters

Cluster
Size

Total Point
Set Size

Average
Descriptor
Feature
Density

Maximum
Feature
Descriptor
Density

True
Positive
Matches

1,000

3

3,000

1.3

6

61

5,000

3

15,000

3.3

15

187

10,000

3

30,000

6.7

35

315

20,000

3

60,000

12.2

46

418

30,000

3

90,000

19.4

67

526

40,000

3

120,000

25.4

95

932

50,000

3

150,000

32.2

118

1206

100,000

3

300,000

62.9

175

3790

Comparison of the results from the clustered and non-clustered datasets is shown in
Figure 5.15. This analysis finds that the density of features used in forming the
descriptors is comparable whether the features are clustered or just uniformly distributed.
However, the resulting true positive matches for similar point set densities show a
difference between the clustered and non-clustered point sets. When the point set has
clustered points, or when there are points close to the source of the feature descriptor,
there is a better chance of finding a true positive match.
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Table 5.3 Feature Densities for the planar translation at 1m separation case for nonclustered point sets
Point
Clusters

Cluster
Size

Total Point
Set Size

Average
Descriptor
Feature
Density

Maximum
Feature
Descriptor
Density

True
Positive
Matches

10,000

1

10,000

2.0

12

150

15,000

1

15,000

3.2

14

219

50,000

1

50,000

10.6

41

328

100,000

1

100,000

20.7

63

466

200,000

1

200,000

41.1

117

1081

300,000

1

300,000

62.3

163

2852

Figure 5.15 Feature density as a function of point set size (left) and the effect on true
positive matches (right) for clustered and non-clustered point sets
The above analysis shows the effect of feature clustering given a constant
descriptor radius. As a second set of complementary analysis, the effect of the number of
features used in defining the descriptor was tested. In this test, the radius of the
descriptor was tested at four levels, 16, 32, 64 and 128 pixels while holding the number
of features constant at 5,000 features with no clustering. The match capability of the
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descriptor sets were compared to each other under various image distortions. Shown in
Figure 5.16, the number of true positive matches remains constant over a large range of
radii above a minimum radius of 16 pixels. This analysis shows that there is a large
range of radii that will produce equally good match results for OFC descriptors.

Figure 5.16 True positive matches for different radii using Resolved Orientation Location
descriptors for planar translation, rotation, scaling, and non-planar rotation cases
5.3

Effects of Image Distortions
At the beginning of this chapter, the simulation was described as having the

capability of producing four fundamental camera pose changes - planar rotation and
translation, and non-planar rotation and translation (scaling). These four camera pose
changes were analyzed against the descriptors outlined in Table 4.1, (Rings, Resolved
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Rings, Orientation Location and Resolved Orientation Location descriptor definitions) to
determine their performance against each of these variations.
Figure 5.17 shows the results of the descriptors for the planar rotation cases. For
this trial, 5,000 feature keypoints with 3 point clusters each were used to form the viewed
point set. The non-resolved angle descriptors, Rings and Orientation Location, show that
when the angles of the features are further off of the quantized angular values of the
descriptor, the matches quickly drop off as shown in the precision, recall and true positive
metrics. For the resolved angle descriptors, the descriptors are well behaved. True
positive matches for any rotated view, [0, 2] in /180 increments, when compared to the
non-rotated image frame consistently found over 100 matches per frame. The precision
and recall are consistent throughout the different rotation cases.
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Figure 5.17 Planar rotation comparison of descriptors
Since there is no rotation for the planar translation case, as shown in Figure 5.18,
the resolved angle and non-resolved angle versions of descriptors match. The true
positive matches slowly decay until at around 50m of translation, there are no more true
matches. This is reflected in the precision and recall metrics, which show that the
capability of the descriptors to fall off with distance.
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Figure 5.18 Planar translation comparison of descriptors
Figure 5.19 shows the performance of the descriptor definitions against nonplanar rotation. As in all of the tests, the number of true positive matches first qualifies
the precision and recall metrics. In this case, after only a small degree of non-planar
rotation, the matching performance of the descriptors fall off significantly. Precision,
which indicates that there is an increase in the number of false matches as the non-planar
rotation increases, and recall, that indicates the probability of getting a correct match,
both fall off rapidly. This demonstrates that the non-planar rotation case is difficult for
the descriptors to register good performance.
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Figure 5.19 Non-planar rotation comparison of descriptors
Figure 5.20 is the final analysis condition. As the distance between the reference
frame and the moving frame increases, the number of true matches decays until there is
approximately 250m separation between the two frames. Again, both precision and recall
show the decay in performance until the number of true positive matches is close to zero.
In all of the different image distortion tests, the performance of the Resolved
Rings and the Resolved Orientation Location descriptors are very similar, although the
Resolved Rings typically outperforms the other tested configurations. Both indicate the
same trends in decaying performance in the planar and non-planar translation and scaling
cases. Both have stable performance in the planar rotation case. But the non-resolved
descriptors, Rings and Orientation Location, underperform their resolved angular
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counterparts for the planar rotation case. In all other cases, the performance between the
two groups is comparable.

Figure 5.20 Scaling comparison of descriptors
5.4

Revisiting Descriptor Definitions
The Resolved Rings and Resolved Orientation Location descriptor definitions are

developed from the same feature location, magnitude and orientation information of their
neighboring features. From the analysis completed so far in this chapter, the resulting
descriptors suggest that they are both equally efficient in capturing information. This
section takes another look at the descriptor definitions to examine why the performance
results from each instantiation is so similar.
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The formation for generating the descriptor for the Resolved Rings
implementation and for the Resolved Orientation Location are both given in Chapter 4.
Each of these equations represent where neighborhood feature information is stored in the
resultant descriptor. During matching, the formation of descriptors in each image frame
are generated and compared to each other. If the underlying feature keypoint locations,
magnitudes, and orientations of the same features change between the two images, it is
reflected in the descriptors that are created. Explicitly looking at how changes in the
descriptor makeup are affected can be shown by taking the partial derivatives of the
descriptor generation equations for Resolved Rings and compare these to the partial
derivatives of the same equations for Resolved Oriented Location.
Invoking the chain rule to solve for the variations affecting the Resolved Rings
formation,
𝜕𝐷𝑖
𝜕𝐷𝑖 𝜕𝑈𝑖,𝑗
𝜕𝐷𝑖 𝜕𝑉𝑖,𝑗
=
+
,
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𝜕𝑈𝑖,𝑗 𝜕𝛼
𝜕𝑈𝑖,𝑗 𝜕𝑈𝑖,𝑗 𝜕𝛼𝑖 𝜕𝑈𝑖,𝑗 𝜕𝛼𝑗 𝜕𝑈𝑖,𝑗 𝜕𝜃 𝜕𝑈𝑖,𝑗 𝜕𝜌𝑖,𝑗
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=
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𝜕𝑡
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For the Resolved Orientation Location formation, there is only one entry per
neighborhood feature keypoint, resulting in the equivalent,
𝜕𝛼̂𝑗 𝑀
𝜕𝜃̂
𝜕𝜌𝑖,𝑗 𝑆𝑀𝑃
𝜕𝐷𝑖 𝜕𝛼̂𝑖 𝑃 𝑀𝑃
𝑖,𝑗 𝑀𝑃
=
( ′+ ′)−
( ′) −
( ′ )+
(
).
𝜕𝑡
𝜕𝑡 𝑃
𝑀
𝜕𝑡 𝑀
𝜕𝑡 𝑃
𝜕𝑡
𝑅
Although these two equations have the same form, there are exceptions. The
Resolved Rings partial derivative has more multiplicative terms associated with each of
the variables that control the changes in the descriptor formation. This will produce
faster divergence in a Resolved Orientation Location descriptor’s definition based on
similar distortions in orientation angle, feature-to-feature angular position, and feature-tofeature radial distance and when compared to the Resolved Rings descriptor formation.
Consequently, the Resolved Rings descriptor should be less susceptible to image
distortions than the Resolved Orientation Location descriptor.
Recall from Chapter 4 that the constants used for the Resolved Rings descriptor
formation were M’=P’=360, M=P=16 and S=4 and R is the maximum radius of the
neighborhood needed to produce a 128 dimensional descriptor. For the Resolved
Orientation Location, the constants used for creating a length 128 dimensional descriptor
were M’=P’=360, M=16, P=8 and S=4, while R is constant for this analysis. The angular
resolution of P=16 and sub-banding of S=4 for Resolved Rings compared to that of P=8,
S=1 for Resolved Orientation Location results in a higher degree of angular precision and
sub-band resolution in the Resolved Rings descriptor. Essentially, the Resolved Rings
descriptor representation is compressing more information within the same length of
descriptor.
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CHAPTER 6

Implementation of Oriented Feature Constellations

Oriented Feature Constellations can be constructed from several different feature
keypoint definitions. Feature position, magnitude and orientation are given as part of the
feature representation produced for implementations of SIFT, SURF, and ORB (STAR)
feature extraction methods within OpenCV. Each of these feature keypoint extraction
methods could be implemented to generate keypoints, then the subsequent features could
be used to form OFC descriptors for matching.
For this research, a corner detector that was not originally designed to produce
orientation information was modified to do so. The resulting set of feature keypoints
were then used to generate OFC descriptors for matching. This configuration was
subjected to testing to compare how well the OFC descriptor faired against other
descriptor definitions.
6.1

Oriented FAST Corners
The generalized concept of an Oriented Feature Constellations descriptor has been

formulated in the preceding sections. To test this idea, trials were performed using a
modification of the Features from Accelerated Segment Test (FAST) corner extractor
[46] to generate feature locations, magnitude and orientation information, resulting in a
generated descriptor named OFC-FAST.
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In general, FAST corners are based on an approximation of a diameter-7 circle
consisting of 16 test points that make up its circumference. A FAST corner is detected
when approximately three quarters of adjacent test points are above/below a set threshold
and the remaining points are below/above the same threshold. The FAST corner detector
is a machine-generated algorithm whose goal is to minimize the number of the sixteen
test points that have to be checked to determine whether a location is not a corner. To be
defined as a corner, all sixteen points are checked, but, since a majority of image points
are likely not corners, the optimization is defined to quickly reject these points.
From the authors, there are several variations of the FAST corner detector source
code available [67], FAST-9, FAST-10, FAST-11, FAST-12, that differ by number of
adjacent points that are considered to be a part of the corner, given the constant sixteen
points that define the set of test points. These range from seven to four, respectively.
In this research, the FAST-11 corner detector was modified, defined by eleven
points that are found off of the corner and the remaining five points defined as on the
corner, along adjacent test points on the circumference of the circle. The objective was to
modify the FAST corner detector, using the built-in quantization defined by the
approximate circumference definition of sixteen points to produce a quantized angular
corner orientation with sixteen possible values. The FAST-11 corner detector was used
because it contains an odd number of corner pixels. This construct allows for easy
generation of quantized orientation values since there is a distinct corner “center” pixel.
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Figure 6.1. Example of the FAST corner detector’s test points where the orientation of
the found corner is at the quantized angle given by the shown vector
As shown in Figure 6.1, a FAST-11 corner is detected when five, points 9 through
13, of the test circumference pixels are above a set threshold and the remaining eleven
adjacent circumference pixels are below the threshold. The corner orientation is defined
as the direction pointing to the center of the five corner pixels. Note that the orientation
is given with a quantized zero value representing an orientation of 3/2. This is
insignificant to the formation of OFC descriptors as long as the reference is constant.
As previously stated, the FAST corner detector algorithm is the result of machinegenerated code. To make the corner orientation available, the resulting code had to be
changed post-generation. In the modified version, the original FAST algorithm is
implemented as a series of optimized conditional checks of points along the circle
circumference surrounding a point of interest. Because all sixteen points have to be
checked to qualify a test location as a corner feature, there are distinct points in the
algorithm where angular information can be inserted with the correct hardcoded
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direction. As a second modification to the original FAST algorithm, the magnitude of the
corner was calculated at test points wherever a corner was found. The average corner
magnitude is computed as the average pixel value defined on the approximate wedge
given by the circle center and radiating through the points on the circumference defined
by the boundaries of the corner. The magnitude is calculated as the absolute difference
between the corner average and the average pixel values of the remaining points in the
circle. Through these modifications, the FAST-11 corner detector returns the corner
location, magnitude, and orientation for all found corners. The analyzed test
modifications showed that although the captured information had grown, the overall
machine-generated optimization of the detector was not altered.
6.2

OFC-FAST Angular Quantization
In the previous chapter, the benefit of calculating resolved angular measurements

was found to be significant. To explore how this could be implemented as part of the
FAST corner modifications, a series of images were created to produce a single
prominent corner. As shown in Figure 6.2, two samples from the corner image set are
given. Shown on the left is the first image in the set, and on the right, a sample image
where the corner is rotated by 60 degrees.

Figure 6.2 Samples of test images used to determine resolved angular measurement
accuracy, 0 degree rotation (left) and 60 degree rotation (right) cases
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The complete corner image set has 180 frames, containing representations of the
same corner through one complete rotation, 0 to 358 degrees, at 2 degree increments.
The image set was used to test how well three different resolved angular measurement
techniques could be implemented with regard to the corners produced by the FAST
corner detector.
The three measurement techniques that were analyzed for this experiment were
variations of methods using the intensity centroid and gradient centroid to calculate an
angular measurement [68]. The methods were adapted for FAST-11 corners with the
modification to produce an orientation, quantized to 16 possible values, for example, as
shown in Figure 6.3.

Figure 6.3 Pixels defining a FAST corner, for the given orientation, shown in red, the
corner pixels are shaded grey
Different point sets were used for the different methods. For the intensity
centroid calculation, the pixels that are used in the FAST corner calculations are used to
generate the angular measurement. For a corner located at (x,y), the intensity centroid
angular measurement is defined by the arctangent of the x and y intensity centroids in the
neighborhood of the corner,
∝ = 𝑡𝑎𝑛−1 (

∑𝑀(𝑦 − 𝑛) ∙ 𝐼(𝑚, 𝑛)
) , and,
∑𝑀(𝑥 − 𝑚) ∙ 𝐼(𝑚, 𝑛)

𝑀(𝑚, 𝑛) = { 𝐹𝐴𝑆𝑇 𝑡𝑒𝑠𝑡 𝑝𝑜𝑖𝑛𝑡𝑠}.
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For the resolved angular measurement based on the gradient centroid, two
different point sets were tried. First, small point sets that were a subset of the FAST
corner test points were used in multiple trials. Second, points on either side of the
orientation angle found in the quantized measurements described in Section 6.1 were
used in the gradient centroid calculations,
∝ = 𝑡𝑎𝑛−1 (

∑𝑁 𝜕𝐼𝑦
),
∑𝑁 𝜕𝐼𝑥

𝜕𝐼𝑥 = 𝐼(𝑚 − 1, 𝑛) − 𝐼(𝑚 + 1, 𝑛),
𝜕𝐼𝑦 = 𝐼(𝑚, 𝑛 − 1) − 𝐼(𝑚, 𝑛 + 1), and,
𝑁 = { 𝑆𝑢𝑏𝑠𝑒𝑡 𝑜𝑓 𝐹𝐴𝑆𝑇 𝑡𝑒𝑠𝑡 𝑝𝑜𝑖𝑛𝑡𝑠}.
The subset of FAST corner test points as defined by N ranged from +/-2 to +/-7 points
moving either direction from the quantized orientation angle value.
The last method analyzed was a variation of the gradient centroid method,
however, the point sets used for these calculations were expanded to include the whole of
the FAST corner test points and those interior to the test circle,
𝑁 = { 𝐹𝐴𝑆𝑇 𝑡𝑒𝑠𝑡 𝑝𝑜𝑖𝑛𝑡𝑠 𝑎𝑛𝑑 𝑖𝑛𝑡𝑒𝑟𝑖𝑜𝑟}.
The different resolved angular measurements were compared to the known
rotation angle of the corner at each image frame. The results are given in Figure 6.4.
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Figure 6.4 Angular measurement error results for angle calculation different methods,
quantized angle (upper left), partial derivative of FAST points (upper right), moments of
FAST points (lower left) and partial derivative of FAST disk (lower right)
The results for each calculation for the images in the set were compiled into an
overall measure of quality. The average sum of squared difference (SSD) was calculated
across the images in the set and the results are given in Table 6.1. For all the different
calculation methods analyzed, a version of the gradient centroid using a subset of the
FAST corner test points was found to produce the best results. This method used only
four points on either side of the found quantized angle measurement. Note that using the
gradient centroid on subsets of the FAST corner test points produced the best and worse
results. When two points are used on either side of the returned quantized corner, the test
points don’t bridge the corner, and produce very poor results. At four points, the corner
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is bridged, for all angular cases that are quantized and this produces the best results of all
the methods tested. Other results from this method that bridge the corner produce very
similar results, suggesting that the gradient centroid method is robust across the number
of points used above the minimum threshold of two.
Table 6.1 Tabulation of measured angle to true angle average sum squared difference
error over 180 measurements between (0, 2)
Method

Average SSD Error

Relative Performance

11.55

1.0

43.27

3.75

7.80

0.68

7.20

0.62

7.53

0.65

7.45

0.65

7.43

0.64

Moments of FAST Points

10.91

0.94

Partial Derivative of FAST
disk

8.99

0.78

Quantized Angle
Partial Derivative of FAST
Points (+/-2 points)
Partial Derivative of FAST
Points (+/-3 points)
Partial Derivative of FAST
Points (+/-4 points)
Partial Derivative of FAST
Points (+/-5 points)
Partial Derivative of FAST
Points (+/-6 points)
Partial Derivative of FAST
Points (+/-7 points)
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CHAPTER 7

Evaluation of Feature Extractor and Descriptor

A specific instantiation of Oriented Feature Constellations was implemented as
described in Chapter 6, based on FAST corners. The construction of OFC-FAST
descriptors is compatible to those created through OpenCV methods, and as such, it is
compatible to a range of matchers implemented within the OpenCV framework.
Similarly, OFC-FAST conforms to the toolkits available in Matlab which permits it to be
integrated into a larger Matlab framework for evaluation.
The OFC-FAST descriptor was evaluated by creating an implementation of the
descriptor formation with a parallel path to another method. By doing this, either
descriptor formation method could be tested within a larger software framework with a
simple software switch that can be set to generate results from either method. This
method of testing removes all other variables from the test configuration aside from the
descriptor formation, allowing comparative analysis of the impact of using either method
of forming descriptors.
Two different frameworks are employed during the evaluation. First, the
performance of the OFC-FAST descriptor is determined against standardized test image
sets with known distortions to determine performance against specific changes to imageto-image conditions. This set of analysis was completed within a framework developed
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using OpenCV in C++. In a series of tests, using two different standard image set
compilations, performance statistics was generated to gain a broad understanding of the
performance of the OFC-FAST descriptor against difficult test conditions.
A second set of tests were performed within a Matlab framework for generating
3D point clouds from image sets. The tested Matlab framework is an end-to-end
solution. Descriptors are used to find a semi-dense set of matched points which are
carried through to generate a 3D point cloud using the methods described in earlier
chapters of this document. The same OFC-FAST descriptor used in the previously
described test was also used in this test; incorporated through a Matlab mex file. For this
analysis, a subset of the image sets that had been used in the distortion tests were used.
7.1

Performance Comparison to SIFT
Tests of the OFC-FAST descriptor were measured against the relative

performance of the SIFT descriptor. OpenCV libraries were used to generate SIFT
feature extractions and descriptors [69].

Default values for the SIFT descriptor were

first used, however, the number of features that were extracted was low.

The threshold

for generating maxima and minima within scale space was lowered to produce more
features.
As with the OFC-FAST implementation, the SIFT descriptor implementation was
imported into Matlab using mex files. This allowed the descriptor formation process for
all tests to remain constant. Also, with Matlab compatible methods, comparative results
against the SIFT descriptor to be carried through the end-to-end tests.
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7.1.1

Two Stage Matcher
The quality of discrete descriptor sets for an image in itself cannot be quantified.

Instead, the feature descriptors are qualified by comparing their relative matching results.
Comparable descriptor sets are created from image pairs and are applied to a constant
matching algorithm. For this research, a brute force algorithm was used.
The brute force is described as the following. Given a set of descriptors extracted
from two images, each instance from each set, Di and Dj, are compared on an element-byelement basis to generate a match quality score. Each descriptor element is considered
independent of another and an error in match value is constructed by generating the
Euclidian distance between any two descriptors. The best match is the one that generates
the smallest error,
2

𝑒 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑖,𝑗 (√∑ (𝐷𝑖 (𝑘) − 𝐷𝑗 (𝑘)) ),
𝑘

For Di(k) in 1 and Dj(k) in 2.
Following the brute force matching stage, the remaining feature matched pairs
undergo another test to determine whether they are true matches. The matched pairs are
used to iteratively calculate the fundamental matrix in conjunction with the robust
estimator RANSAC [39] to find the best epipolar-constrained data fit. This method of
qualifying feature correspondences follows that given in [33].
The matcher was constructed from OpenCV libraries using the brute force
matcher with default parameters. This was followed by an OpenCV call to the find the
fundamental matrix and inliers with the default parameters defining inliers as within three
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pixels from the epipolar constraint line and having a 99% confidence that the generated
fundamental matrix is correct.
7.1.2

Standardized Data Sets
Two different datasets were used for comparative analysis to evaluate the OFC-

FAST and SIFT descriptors, the dataset for calibrating cameras for high resolution
structure from motion, created by Strecha, et. al. [70] and a dataset created to measure the
performance of local descriptors, created by Mikolajczyk and Schmid [71]. All images
within each of the datasets were executed using both SIFT and OFC-FAST as candidates.
Several differences were noted in the execution of the two feature extraction and
matching methods that affected the comparative analysis. First, the SIFT extraction and
descriptor building method provided a near exact number of features as those requested,
while the OFC-FAST method is less strict on providing the number of descriptors
requested. To compensate for this effect and make sure that comparisons were similar,
the results were measured as a percentage of the number of features extracted.
Second, although matches produced by both the SIFT and OFC-FAST were
noisy, the SIFT output is considered to be well tested. The disparity vectors produced
from the OFC-FAST descriptors were expected to follow the same trends as those
produced by the SIFT descriptors.
7.2

Results
Both the SIFT and OFC-FAST descriptors were generated for the image pairs in

the Strecha high resolution camera calibration data set, where each image was
approximately six megapixels. Each executed image pair consisted of adjacent images in
the data set, where the desired number of features extracted out of the data sets were set
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at five different levels ranging from 1,000 to 50,000. The large number of features that
were extracted are consistent with the number of disparities needed for semi-dense
reconstruction [72] [73].

Figure 7.1. Matched features using SIFT versus OFC-FAST on the Strecha dataset, red
line denotes equal matches found using the comparative descriptors
As the number of extracted feature locations increase, the OFC-FAST descriptors
are matched more consistently, as shown in Error! Reference source not found.. In this
figure, each point represents a feature matching comparison between the two descriptors
at a desired feature extraction level. The point location represents the number of SIFT
matches on the x-axis and the number of OFC-FAST matches on the y-axis. If both
descriptors produced the same number of matches, then the point would lie on the red
line. The figure shows that as the desired number of features increase, the number of
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features matched through the series of tests favors the OFC-FAST descriptors. This is
shown by the number of points above the red line in the figure. If points are above the
line, more points were extracted and matched using OFC-FAST than SIFT for a given
image pair. This result is confirmed by averaging the number of matches found by
number of desired extracted features over the dataset, as shown in Error! Reference
source not found.. Here, the SIFT descriptors consistently outperform the OFC-FAST
descriptors in matched features until greater than 20,000 extracted features are desired.

Figure 7.2. Average SIFT and OFC-FAST matches by desired number of extracted
features on the Strecha dataset

Performing the same test on the Mikolajczyk dataset, where the images are of
different sizes, but approximately 0.7MP. At higher feature extraction levels, the
resulting feature matches favor the OFC-FAST descriptors, as shown by the number of
points above the red line. From the point spread on the graph, the number of SIFT
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features that could be extracted and matched from these images reached an extraction
limit that is shown by the number of points extending along the y-axis and bounded along
the x-axis.

Figure 7.3. Matched features using SIFT versus OFC-FAST on the Mikolajczyk dataset,
red line denotes equal number of matches found using the comparable descriptors

As with the Strecha dataset, this is confirmed by averaging the number of
matched features by desired number of features over the Mikolajczyk dataset. Error!
Reference source not found. shows that the two datasets share a similar trend. The
OFC-FAST descriptors outperform SIFT once the number of desired extracted features is
above 10,000. In this dataset, as the requested number of extracted features grows to
20,000, the SIFT extractor is unable to extract the desired number of features. Based on
this trend, for the given SIFT extractor settings, an average density of extracted SIFT
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features can be computed to be at approximately one for every 7x7 to 8x8 patch of image
area.

Figure 7.4. Average SIFT and OFC-FAST matches by desired number of extracted
features on the Mikolajczyk dataset

As a trivial test to see whether this feature extraction limit held for the Strecha
dataset, the SIFT and OFC-FAST descriptors were tested against a single image pair from
the fountain dataset at 50,000, 100,000 and 150,000 desired extracted features. In this
case, the expected saturation point for the SIFT feature extractor was expected to occur
between 100,000 and 150,000 features extracted. The average density number was found
to be consistent in this simple test as well. The resulting feature matching for SIFT and
OFC-FAST is given in Error! Reference source not found..
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Table 7.1. Strecha fountain case, comparison of matched features
Desired Features

SIFT Matched

OFC-FAST Matched

50,000
24,558
16,554
100,000
25,862
53,370
150,000
24,448
89,638
The comparable results of OFC-FAST and SIFT matched features for the desired
feature extractions are given in Error! Reference source not found.. While the number
of SIFT feature matches stayed fairly consistent throughout the increase of desired
feature extractions, the matches migrated off of the central portion of the image to its
outer portions, suggesting the descriptors on the fountain were becoming less salient.
The Mikolajczyk dataset is designed to test descriptors for invariances against
different types of image distortions. This dataset expects the first image to be paired with
the rest of the images in each series with increasingly difficult distortions. As with the
previous tests, the desired number of features that are extracted from the images are
varied between 1,000 and 50,000 and averaged to produce the given results. This tended
to amplify differences between the SIFT and OFC-FAST descriptor performance.
The Mikolajczyk dataset also provided linear transformations for generating truth
data on the matched locations. For this analysis, if the matched location was within three
pixels of the truth data, it was considered a true positive match while matches outside of
this boundary are considered false positives.
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Figure 7.5. Comparison of SIFT (left) and OFC-FAST (right) feature matches for the two
images given in the top frames, desired extracted features are 50,000 (second row),
100,000 (third row) and 150,000 (fourth row) features, respectively

Error! Reference source not found. contains a breakout of each of the different
image sequences in the dataset averaged over true positives. From this data, OFC-FAST
does well comparatively to SIFT in the focus change tests given in the bikes and trees
image sets, contrast change test given in the cars image set, pixelization test given in the
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UBC image set. OFC-FAST splits the results for the graffiti and the bricks out-of-plane
rotational tests and does poorly on the barks and boats rotational and scale image sets.
From these results, the OFC-FAST will break under conditions of approximately 10%
scale changes and between 20 and 30 degrees of rotation.
When these conditions are breached, the OFC-FAST descriptor fails to produce
any substantial matches even though the descriptor is designed to have rotational
invariance. The performance degradation may be due to quantization of the angular data,
which allows the relative angular data to inconsistent, depending on the exact rotational
angle given. The descriptor does not smooth data across angular data bins, and will be
susceptible to these variations.
Error! Reference source not found. and Error! Reference source not found.
show individual results sampled from the comparative tests. In Error! Reference source
not found., the results show the output of the matcher with the epipolar constraint test for
the image 1 to image 2 comparison test given 20,000 desired features extracted. In this
test, the SIFT descriptor generated 2,118 matches while the OFC-FAST descriptor
generated 6,182 matches. As these results are not qualified through the provided truth
data, there are both true and false positive results within the visualized data. Given in the
scaled inset in the center panel of the figure, the OFC-FAST data produces more locally
dense matches than SIFT, although this leaves areas without matches where SIFT tends
to provide more even coverage.
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Figure 7.6. Comparative performance of SIFT and OFC-FAST features against different
distortions given in the image sequences, bark, bikes, boat, bricks, cars, graffiti, trees,
and UBC, respectively, from top to bottom, left to right
Error! Reference source not found. is pulled from the bricks image set,
comparing image 2 to image 3 in the test set, shown in the top panel of the figure. The
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SIFT descriptor was able to match 9,556 descriptors given 50,000 were requested. OFCFAST matched 37,663 descriptors. The center inset within the figure scales a portion of
the results highlighting the density differences between the two matched sets. As in the
previous example, the data given is the unqualified results from the matcher and through
the epipolar constraint without separating the true positives from the false positives. In
both cases, this does not change the results significantly.
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Figure 7.7. Comparison of SIFT (left bottom) and OFC-FAST (right bottom) results of
two images from the graffiti image set (top row), with a scaled inset of the results given in
the middle row, SIFT (left) and OFC-FAST (right)
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Figure 7.8. Comparison of SIFT (left bottom) and OFC-FAST (right bottom) results of
two images from the brick image set (top row), with a scaled inset of the results given in
the middle row, SIFT (left) and OFC-FAST (right)
Performing timing comparisons between OFC-FAST and SIFT was accomplished
by measuring the execution speed of each method on a single core of a 2.6GHz Xeon
processor. To derive the per-descriptor execution timing, the processing time needed for
extracting features and building descriptors was averaged over each test sequence and
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divided by the number of descriptors formed. The results from processing the sequences
given in the Mikolajczyk dataset are shown in Error! Reference source not found.. The
graphed lines associated with extracting SIFT features and building SIFT descriptors are
shown as different shaded dashed blue lines. The OFC-FAST feature extraction and
descriptor building times are shown as the red-orange-yellow traces. The execution
speed ranges between the two methods separate at 5,000 descriptors created and
significantly diverge by the time that 20,000 descriptors are being extracted from each
image.

Figure 7.9. Comparison of processing times per descriptor for SIFT (blue traces) and
OFC-FAST (red-orange traces)
The per-descriptor processing times for these sequences are three to five times
faster for OFC-FAST when compared to SIFT at the higher requested descriptor ranges.
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7.3

Reconstruction Comparisons
A complete semi-dense reconstruction chain was executed using both OFC-FAST

and SIFT descriptors on cropped versions of the Strecha dataset. A cropped section of
the images were used for analysis, a sample of which is shown in the inset of Error!
Reference source not found..

Figure 7.10. Sample of cropped image set used in semi-dense reconstruction analysis,
extracted from the dense fountain image set in the Strecha dataset
For this test, a simple reconstruction process chain was used, viewpoints that
increased the reprojection error by more than an arbitrary set tolerance of five pixels were
excluded. Four of the datasets in Strecha dataset were used, two of the datasets, Castle
Dense and Castle Dense Large, were excluded as they translated too fast for the cropped
images to produce good reconstructions. For the other datasets, OFC-FAST
demonstrated an advantage over SIFT in the number of descriptors that could be
extracted and matched within the smaller cropped images.
Samples of the resulting point clouds generated by OFC-FAST and SIFT matches
are shown in Error! Reference source not found.and Error! Reference source not
found.. The objective of this test is to demonstrate how the quantity of matches
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translates into detail in a semi-dense reconstruction. In the two examples presented, the
larger quantity of matches translates into a point cloud that is denser.
There are two different error comparisons made between SIFT and OFC-FAST,
the location error and reprojection error. Location error represents the error between the
ground-truth given camera position and the estimated position derived from the two test
cases. Reprojection error represents the error between the found locations of feature
points on an image plane to its projected point position found using the estimated camera
matrix for each descriptor case.

Figure 7.11- Comparative point clouds generated from OFC-FAST, 12602 points (left)
and SIFT, 874 points (right) descriptors over cropped fountain dataset

Figure 7.12- Comparative point clouds generated from OFC-FAST, 26471 points (left)
and SIFT, 793 points (right) descriptors over cropped Herz Jesu Large dataset
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In both error calculations, separate errors are found for SIFT and OFC-FAST. A
simple ratio was formed to compare the errors to each other by dividing the SIFT error by
the OFC-FAST error. By forming this ratio, errors greater than one show an advantage to
OFC-FAST, since this indicates that the percentage that SIFT errors are greater than the
OFC-FAST errors. When the error calculation is computed to be less than one, the SIFT
descriptor results outperform OFC-FAST.
As shown in Error! Reference source not found., the average camera location
error for Fountain and Castle Entry were closer to their known ground truth position
using OFC-FAST, while in the Herz Jesu and Herz Jesu Large cases, the SIFT descriptor
produced better camera locations. However, in three of the four cases, more of the
camera locations were used in the OFC-FAST descriptor case than SIFT descriptor cases.
Table 7.2. Comparative camera locating results for OFC-FAST and SIFT descriptors
Dataset

View Points
(SIFT)

Location Error

View Points
(OFCFAST)
9

Fountain

1.12

8

Castle Entry

1.06

6

8

Herz Jesu

0.96

5

4

Herz Jesu Large

0.81

4

13

As shown in Error! Reference source not found., in all cases, the number of
cloud points generated when the OFC-FAST descriptor was used is significantly more
than when the SIFT descriptor was used. The most similar number of point cloud points
found between the comparative methods is the Castle Entry case, where OFC-FAST still
produced over five times the point cloud density over the SIFT descriptor method. In the
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most disparate case, OFC-FAST produced over 33 times the number of 3D points as the
SIFT descriptor method produced.

Table 7.3-Comparative point mapping results for OFC-FAST and SIFT descriptors
Dataset
Fountain

Reprojection Error Cloud Pts
(SIFT)
1.84
874

Cloud Pts
(OFC-FAST)
12602

Castle Entry

1.64

1261

6643

Herz Jesu

7.24

874

6356

Herz Jesu Large

6.12

793

26471

In all cases, the average reprojection error was smaller for OFC-FAST than for
SIFT, where the proportion formed from the ratio of each error is greater than one. In the
case of Herz Jesu and Herz Jesu Large, the reprojection error difference is significant,
with the SIFT descriptors producing errors greater than six to seven times that of OFCFAST.
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CHAPTER 8

Conclusions

The research presented in this dissertation describes a novel descriptor class
called Oriented Feature Constellations (OFC). In comparison tests against a leading
competitive method, SIFT, OFC descriptors are faster to construct on a per descriptor
basis, and, provide a more precise 3D reconstruction from a set of images derived from a
single monocular camera.
OFC descriptors are built from other local extracted features in its neighborhood,
or feature constellation. All features are extracted with location, magnitude and
orientation. Feature magnitude and orientation, and feature-to-feature separation and
angle, are combined to build an OFC descriptor.
The construction of a descriptor from extracted features can be designed to
capture the underlying information in different ways. Variations of the OFC descriptors
were tested against each other and an optimum parameterization for the best definition
was found through a constructed simulation that isolated different types of image
distortions.
A specific instantiation of the OFC descriptor class was developed through
modification of the FAST corner extractor. Quantized orientation information for each
corner was added to the original FAST implementation and used to form OFC-FAST
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descriptors. Comparisons of OFC-FAST to SIFT descriptors using the same matching
and feature qualification functions were performed. OFC-FAST descriptors produce a
greater number of true matches at higher requested feature counts and at a lower
processing throughput for semi-dense 3D reconstruction applications.
One notable difference in the two approaches became apparent as the number of
requested features to be extracted from an image increased. SIFT features appear to
reach an upper limit in the number of features that can reliably be extracted per image.
A limitation of the OFC-FAST descriptor is that the descriptor fails to
consistently match when presented with an angular rotation greater than 20 to 30 degrees
or scale changes greater than 10%. Otherwise, the OFC-FAST descriptor outperformed
SIFT when presented with other image variations such as blur, focal or contrast changes.
When tested through the same 3D reconstruction chain, OFC-FAST produced less
error than SIFT when comparing reprojection errors while at the same time producing
significantly more 3D points. Through this comparative analysis, OFC-FAST was shown
to produce greater precision in the 3D point cloud reconstruction than SIFT.
Overall, while OFC is a promising novel class of descriptors, further research
could expand the generalizability of this method to other datasets. Several different
branches of research could be derived from this work. Two specific branches that could
produce even larger gains in discrete feature matching are given below.
First, there are many different instantiations of OFC descriptors that can be
designed for specific problem sets, one distinct new branch of OFC descriptors would be
descriptors that combine several different feature extraction methods for a more robust
solution.
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Second, while OFC-FAST descriptors were shown to outperform SIFT
descriptors in many circumstances, SIFT outperforms OFC-FAST in large rotation and
scale change image distortions. Developing a scale space representation of the OFC class
of descriptors would be a significant improvement to this descriptor class that would
improve its invariance to these distortions.
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