The generalized Friedman's urn (GFU) model has been extensively applied to biostatistics. However, in the literature, all the asymptotic results concerning the GFU are established under the assumption of a homogeneous generating matrix, whereas, in practical applications, the generating matrices are often nonhomogeneous. On the other hand, even for the homogeneous case, the generating matrix is assumed in the literature to have a diagonal Jordan form and satisÿes ¿2 Re( 1), where and 1 are the largest eigenvalue and the eigenvalue of the second largest real part of the generating matrix (see Smythe, 1996, Stochastic Process. Appl. 65, 115-137). In this paper, we study the asymptotic properties of the GFU model associated with nonhomogeneous generating matrices. The results are applicable to a variety of settings, such as the adaptive allocation rules with time trends in clinical trials and those with covariates. These results also apply to the case of a homogeneous generating matrix with a general Jordan form as well as the case where = 2 Re( 1).
Introduction
Adaptive designs have often been proposed as a way sequentially to assign more patients to better treatments, based on outcomes of previous treatments in clinical trials. A very important class of adaptive designs is one based on the generalized Friedman's urn (GFU) model (see Athreya and Karlin (1968) ; GFU is also named as generalized PÃ olya urn (GPU) in the literature), which has application in clinical trials, bioassay and psychophysics. References are made to Wei (1979) , and Rosenberger and Grill (1997) . A general review on this subject with respect to clinical trials is given in Rosenberger (1996) .
Adaptive designs using the GFU model can be formulated as follows. Assume, at the beginning, an urn contains particles of K distinct types, denoted by Y 0 = (Y 01 ; : : : ; Y 0K ), respectively representing K 'treatments' in a clinical trial, where Y 0k denotes the number of particles of type k, k = 1; : : : ; K. These treatments are to be sequentially allocated in n consecutive stages. At stage i, i = 1; : : : ; n a particle is drawn from the urn with replacement. If a type k particle is drawn at the ith stage, then the treatment k is assigned to the patient i, k = 1; : : : ; K; i = 1; : : : ; n. Let (i) denote a random variable associated with the ith stage of the clinical trial, which may include measurements on the ith patient and the outcome of the treatment at the ith stage. Afterwards, additional D k; q (i) particles of type q are added to the urn, q = 1; : : : ; K, where D k; q (i) is a function of (i). This procedure is repeated to the nth stage. After n splits and generations, the composition of the urn is denoted by the vector Y n = (Y n1 ; : : : ; Y nk ), where Y nk represents the number of type k particles in the urn. Furthermore, we deÿne D i = D k; q (i); k; q = 1; : : : ; K and H i = E(D k; q (i)); k; q = 1; : : : ; K , i = 1; : : : ; n. The matrix D i 's are called rules and H i 's are the generating matrices.
We call the GFU model homogeneous if H i = H for all i = 1; : : : ; n. For a homogeneous GFU model, under the assumptions (i) Pr{D k; q = 0; q = 1; : : : ; K} = 0 for every k = 1; : : : ; K and (ii) H is positive regular, Athreya and Karlin (1968) and Athreya and Ney (1972) show that
almost surely as n → ∞, where v = (v 1 ; : : : ; v K ) is the left eigenvector of the largest eigenvalue of H . Let 1 denote the eigenvalue of the second largest real part, with corresponding right eigenvector Á. Furthermore, under the additional assumption that ¿2 Re( 1 ), Athreya and Karlin (1968) show that
where 2 is a constant. When = 2 Re( 1 ) and 1 is a simple eigenvalue, then (1:2) holds with the normalization constant √ n replaced by of √ n ln n: Smythe (1996) deÿnes the Extended PÃ olya Urn model (EPU) as a GFU with K q=1 E(D k; q ) = c¿0; k = 1; : : : ; K, namely, adding an expected constant total number of balls at each stage. For the EPU, Smythe (1996) established the asymptotic normality of Y n and N n under the assumptions: (i) for each nonprincipal eigenvalue j ; ¿2 Re( j ); (ii) all eigenvalues are simple, and no two distinct complex eigenvalues have the same real part, except for conjugate pairs; and (iii) the eigenvectors are linearly independent, where N n = (N n1 ; : : : ; N nK ) and N nK is the number of times a type k particle drawn in the ÿrst n trials.
In this paper, the asymptotic properties of the urn composition Y n = (Y n1 ; : : : ; Y nK ) are investigated for EPUs with nonhomogeneous generating matrices {H i }. Throughout this paper, we assume K q=1 D kq (i) = c¿0, for all k = 1; : : : ; K and i = 1; : : : ; n, i.e., adding a total number of balls at each stage. We also assume that there exists a positive regular matrix H such that
(1.3) To illustrate that the theory of nonhomogeneous EPUs has wider applications than that for the homogeneous GFU, we present the following three examples.
Example 1 (Adaptive allocation rules with time trends in clinical trial). The homogeneous generating matrix H is often not met in clinical trials, when patients may exhibit a drift in characteristics over time. Several examples are given in Altman and Royston (1988) . Coad (1991 Coad ( , 1992 , studied prestratiÿcation and poststratiÿcation techniques to deal with time trends associated with the adaptive allocation rules in clinical trials.
Assume that the subject response is dichotomous, e.g., T i = 1 if the response of the subject i is a success and 0 otherwise. Deÿne p ik = P(T i = 1 | X i = k), for i = 1; : : : ; n and k = 1; : : : ; K, where X i = k indicates that a type k particle is drawn at the ith stage. The case p ik = p k , where the probabilities of success are homogeneous within treatment groups, is well studied in the literature. But this assumption is not always realistic over the course of recruitment. There may be a drift in patient characteristics over time, for example, lim i→∞ p ik = p k . In this case, the generating matrices are heterogeneous. As pointed out in Rosenberger (1996) , it is usually mathematically di cult to consider the case that the probabilities of success are not homogeneous within treatment groups.
Example 2 (Adaptive allocation rules associated with covariates). In the previous example, the probability of success may depend on some observable covariates on the patients, that is p ik = p k ( i ), where i are covariates observed on the patient i and the result of the treatment at the ith stage. Thus, the kth row of the allocation rule D i at the ith stage is a function of outcomes of the ith patient when the kth treatment is taken. Thus, the corresponding generating matrix H i depends on i. In general, we assume that H i = H i ( i ) or H i = H i ( 1 ; : : : ; i ) where 1 ; : : : ; n are independent random covariates.
Example 3 (Homogeneous generating matrix with a general Jordan form). Smythe (1996) shows the asymptotic normality under the assumption that the homogeneous generating matrix has a diagonal Jordan form. The results in this paper apply to a general Jordan form of H . This is because the Assumption 2.1 is trivial here (H i = H ). Also Smythe (1996) only considers the case that ¿2 Re ( 1 ), where 1 is the eigenvalue of the second largest real part of H . Theorems 2.1-2.3 also apply to the case that = 2 Re( 1 ).
The main results
Suppose that there is a sequence of increasing -ÿelds {F n } and that Y n is a sequence of random k-vectors of non-negative elements which are adapted to {F n } and satisfy
where M i is a matrix that is
} is a sequence of K-dimensional martingale di erences with respect to {F n }. In application to the GFU model, we have the following recursive relation:
where D n is the allocation rule at the stage n and X n is the result of the nth draw, distributed according to the urn composition at the previous stages, i.e., if X n = k, then the kth component of X n is 1 and other components are 0. Usually, we assume that D n is independent of observations at previous stages and
where ÿ = K k=1 Y 0k −c¿−c and c is the number of particles added to urn at each stage. For brevity, without loss of generality, we usually assume that c = 1 and ÿ = 0 in studying the asymptotic properties of the GFUs. In this case, by denoting
Then, we have
where B n; i = M i+1 · · · M n with the convention that B n; n = I and F 0 denotes the trivial -ÿeld. Without loss of generality, we assume ÿ = 0 in the following discussion. For investigating the asymptotics of Y n with application in the urn model, we need the following assumptions.
Assumption 2.1. Suppose that there is a K × K matrix H of non-negative entries and that H has the Jordan form decomposition where is the unique maximum eigenvalue of H . Denote the order of J t by t and = max{0; Re( 1 ); : : : ; Re( s )}. We deÿne = max{ t : Re( t ) = }. Assume that
Moreover, we assume that the elements of the left eigenvector v = (v 1 ; : : : ; v p ) T associated with the positive maximal eigenvalue are nonnegative and satisfy
Theorem 2.1. Under Assumptions 2.1 and 2.2, n − (EY n ) tends to a constant vector of non-negative entries. Furthermore, this constant vector is the left eigenvector v of the matrix H corresponding to .
Then by Eq. (2.1), for any n¿k¿1, we have
where
We consider the elements of the matrix
: : : : : : : : : 0 0 : : :
By elementary calculus, one ÿnds that, as n¿j → ∞,
and the (h; h+i)-element of the block matrix
where t is the eigenvalues of J t and 0¡ ¡ − | t |. These imply that where e 1 = (1; 0; : : : ; 0); and for some constant C 2 ¿0, by the fact that z j is bounded,
Consequently, by Eq. (2.5), for any sequences n¿k = k n → ∞, z n − z k e 1 e 1 →0. Since z n is bounded, we conclude that z n must converge to a limit, say z, satisfying z = ze 1 e 1 . This implies that z = e 1 . Then it follows that n − EY n converges to the limit e 1 T −1 = v. The proof of the theorem is complete.
Assumption 2.3. For all i; u is a common right eigenvector of H i corresponding to the largest eigenvalue and such that Y i u is non-random, where u is a righteigenvector of H corresponding to . Further, we assume that R i 6C 2 i 2 −1− 1 for some constants max{1=2; }¡ 6 ; C 2 ¿0 and 1 ¿0 where
denotes the complex conjugate transpose of Q i .
Note that Assumption 2.3 implies Q i u = 0 and R i u = 0. Also, under the condition K q=1 D kq (i) = c¿0 mentioned in the introduction, we can take u = 1 = (1; : : : ; 1).
Theorem 2.2. Under Assumptions 2.1-2.3, n − (Y n − EY n ) → 0, in probability. Especially, when = , n − Y n converges in probability to the same limit of n − EY n , as n → ∞.
(2.9) or equivalently,
(B n; i1 + B n; i2 ) * R i (B n; i1 + B n; i2 );
where R i = T * R i T and T −1 B n; i T = B n; i1 + B n; i2 ; (2.10) and B n; i1 = (I + (i + 1) −1 J ) · · · (I + n −1 J ) and B n; i2 = B n; i − B n; i1 . By Assumption 2.3, the elements of the ÿrst column of W j , except the ÿrst, are all 0, whereas the elements of the ÿrst column and row of R j are 0. Substituting T −1 H j T = J + W j into the expression of B n; i2 , we ÿnd that the general term of B n; i2 is a product whose 'th (' = i + 1; : : : ; n) factor is (I + ' −1 J ) or ' −1 W ' , subject to the restriction that there is at least one factor of the form ' −1 W ' . Therefore, when evaluating B * n; i2 R i B n; i2 , we may change the matrices J and W j as J (0) and W
j , which are obtained by replacing the ÿrst rows of J and W j as zero's. Then, we have B * n; i2 R i B n; i2 6
where, applying Toeplitz Lemma (see LoÂ eve, 1984, p. 250), the last limit follows from the facts that [exp(
Similarly, we have
Then, Eqs. (2.9), (2.12) and (2.13) imply
The proof of the theorem is complete.
Remark 2.1. From the proof of Theorem 2.2, one sees that if ¿max(1=2; ) and
B * n; i2 R i B n; i2 → 0; (2.14)
where b n = n 2 or = n 2 log 2 −1 n according to ¿ or = , respectively.
Assumption 2.4. Assume that E E(Q
In application to the GFU model, we have
In the case where X i is conditionally distributed as Multinomial (1; Y i−1 =i) given Y i−1 and D i is independent of Y i−1 and X i , we have
Note that
Therefore, Assumption 2.4 holds with
'; j is the ('; j)th element of D i .
Remark 2.2. Assumption 2.1 is true if the non-homogeneous generating matrices H i converges to a generating matrix H with a rate of log −1−c i for some c¿0. The Assumptions 2.2-2.4 are easy to verify and to be satisÿed for most matrices involved in adaptive designs. In Section 3, we shall give three di erent examples in which these assumptions are satisÿed. Proof. We ÿrst get a simple approximation of Y n − E(Y n ). By Eq. (2.3), we have
where Q i = Q i T. Substituting Eq. (2.10) into Eq. (2.15), it follows that n U 1 . By Assumption 2.3, we know that the ÿrst element of U 1 is 0. Write T = (u ; T 1 ; : : : ; T s ) = (u ; T − ) and T j = (t j1 ; : : : ; t j j ). Since the ÿrst element of Q i is 0, we obtain
We ÿrst consider the case ¡ 
For given g and h, the (s; t) element of the matrix
can be approximated by
has a limit given in Eq. (2.17). Next, we consider the case = 1 2 . We shall use
This implies that
Furthermore, for need to the case where H has two or more Jordan blocks with the same order and same eigenvalue of real part 1=2, we need the following inequality. If c = 0; then
for some constant C 4 ¿0. In fact, Eq. (2.19) follows from Abelian summation and the elementary inequality
In turn, the latter follows from the facts that
Corresponding to Eq. (2.17), we have 20) if s = t = ; g = h = and g = h with Re( g ) = 1 2 . For all other cases, its limit is zero.
This shows that in both cases, we have V −2 n T * Var(Y n )T tends to a limit which implies that V −2 n Var(Y n ) tends to a limit denoted by . The reader should note that although the limit of V −2 n T * Var(Y n )T may be complex, the limit must be real
To complete the proof of the theorem, we employ Corollary 3.2 of Hall and Heyde (1980) through verifying the Lindeberg-type condition. In fact, when ¡1=2,
By Eq. (2.6), the gth element of the tth block
Then, for any ¿0 and given h = 0; 1; : : : ; g, we have
Here, that the ÿrst term on the right tends to 0 is a consequence of Assumption 2.4 and that for the second term is due to P(A ni ) → 0 for any ÿxed i. Similarly, we can show the case for = 1=2. By Corollary 3.2 of Hall and Heyde (1980) , V −1 n (Y n − EY n ) is asymptotic normal with mean vector 0 and variancecovariance matrix . The proof of the theorem is complete.
Applications
We now apply the results in Section 2 to three real situations.
Clinical trials with a time trend in adaptive allocation rules
In Example 1 given in Section 1, the success probability p ik of treatment response T i varies between di erent subjects. If the ith subject is assigned to treatment k, i.e., a type k particle is drawn in the ith stage, deÿne the draw outcome X i as the vector whose kth component is 1 or all others are 0. To do statistical inference upon the parameters p ik , we need to know the properties of X i and Y i .
Here, we consider the GFU discussed in Wei (1979) : at the ith stage, a success on treatment k generates one type k particle, and a failure on treatment k generates 1=(K − 1) particles for all other types. Then, the generating matrix is
Also we deÿne
From Theorems 2.2 and 2.3 of Section 2 (the Assumptions 2.1-2.4 are trivially satisÿed), we have Corollary 1. For a sequence of positive constants i such that i =i¡∞; if |p ik − p k |6 i for all k = 1; : : : ; K; then
is asymptotic normal with mean vector 0 and variancecovariance matrix , where V 2 n = n when ¡1=2; and V 2 n = n log 2 −1 n if = 1=2. The vector v = (1=q 1 ; : : : ; 1=q K )= 1=q i ; the constants ; are deÿned in Assumption 2.1 and the matrix is deÿned in Theorem 2.3.
The urn model associated with covariates
Consider Example 2 in Section 1. Assume that 1 ; : : : ; n are i.i.d. Consequently, the adding rule matrices Athreya and Karlin (1968) , we get
From the results in Section 2, we can get the asymptotic normality of Y n . The asymptotic covariance matrix depends on the covariance of the D i . We shall discuss the case K = 2 as an illustration.
Consider the generalised play-the-winner rule, we assume the success probability of the kth treatment at the ith stage p ik has the form p k ( i ); k = 1; 2 and i = 1; : : : ; n.
We assume that the covariates i 's are i.i.d. Then, E(p k ( i )) = p k . The adding rule matrices are denoted by Wei and Durham (1978) considered the randomized play-the-winner rule which is a special case of the generalized play-the-winner rule where d k ( i ) = 1 if the kth treatment successes on the ith patient, or 0 otherwise. In this case, a k = p k q k ; k = 1; 2. The matrices and 1 depend only on a 1 and a 2 . The asymptotic covariance matrix was studied by Smythe and Rosenberger (1995) .
GFU with homogeneous generating matrix H
The results of Smythe (1996) are based on the following assumptions: (i) ¿2 ; (ii) all complex eigenvalues are simple, and (iii) the eigenvectors are linearly independent. But in many cases, the generating matrix does not satisfy the above conditions. Thus, the theorems of Smythe (1996) will no longer apply. On the other hand, Theorems 2.1-2.3 in Section 2 still apply to these homogeneous generating matrices.
For example, let K = 3 and the homogeneous generating matrix be one of 4. Further reading Bartlett et al., 1985 Flournoy and , Rosenberger and Sriram (1997) , Ser ing (1980), Wei et al., 1990 , Tamura et al. 1994 
