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Abstract
This paper presents the concept of fuzzy-membership value
(FMV) aware delay-and-sum beamforming for source sep-
aration in reverberant environments using ad hoc distributed
microphones. Our approach employs a previously pro-
posed fuzzy clustering algorithm to assign microphones of
ad hoc arrays to individual source-dominated clusters and
to compute fuzzy-membership values for each microphone
and cluster. For each source-dominated cluster we first
estimate relative time-differences-of-arrival (TDOA) infor-
mation from the observed microphone signals and then ap-
ply both the TDOA and the FMV information in the beam-
forming stage. We show that such weighted beamforming
improves upon the unweighted case. In a second enhance-
ment stage we then apply cluster-related spectral masks to
the output of the beamformers. We validate the proposed
approach in three realistically-simulated rooms of differ-
ent sizes. The method is evaluated by informal listening
tests as well as by instrumental quality and intelligibility
measures.
1 Introduction
Ad hoc acoustic sensor networks constitute an active field
of research with many applications in smart home environ-
ments, surveillance and security, and hearing accessories.
In these scenarios it is of interest to make optimal use of
an arbitrary number of microphones as they are made avail-
able through smartphones, personal digital assistants, and
Internet-of-Things (IoT) devices. As compared to tradi-
tional microphone arrays with a predefined geometry the
relative locations of sensors is not known a priori, and typ-
ically their placement with respect to the audio sources of
interest is rather arbitrary. Furthermore, the power bud-
gets for processing data in each sensor node and for the
exchange of data between nodes via wireless links is quite
limited. Any application of ad hoc arrays, including those
for audio enhancement and classification, has to deal with
these constraints.
In this paper we focus on audio signal enhancement via
delay-and-sum beamforming (DSB) [1, 2] and mask-based
interference reduction (as discussed, e.g., in [3–5]). We
thus extend our previous work [6–8] which introduced a
source-related fuzzy clustering method for the aggregation
of ad hoc microphones. In fuzzy clustering each micro-
phone is allocated a fuzzy (soft) membership value (FMV)
for each cluster. The clustering itself is based on prede-
fined signal features and requires only a relatively coarse
synchronisation accuracy (≈ 100 ms) between the differ-
ent microphone signals [9]. We introduce the fuzzy-mem-
bership value aware DSB (FMVA-DSB) to select those mi-
crophones for the DSB which are in the vicinity of a given
source and which will be therefore most beneficial for the
enhancement of the source signal. We furthermore use the
mask-based source separation scheme proposed in [8] to
further enhance the beamformed signals. The exchange of
audio signals among nodes is confined to a local neighbor-
hood around each source while all other data is transmitted
in aggregated form as audio features or power spectra. This
is because, for energy reasons, such arrays should also re-
duce the amount of data transmitted between nodes, with-
out compromising on the audio quality. This latter aspect
is, however, not a focus of the current paper.
The proposed method employs linear filtering-based
separation as well as a non-linear mask-based method, the
pros and cons of which have been discussed in detail, for
instance, in [10, 11]. Similar to other approaches, e.g.
based on independent component analysis (ICA, e.g. [12–
14]), our method is fully blind, although at the current
stage of development we still require knowledge about the
number of sources that shall be extracted from the acous-
tic environment. While other works have opted for e.g. a
distributed beamformer based on the transmission of com-
pressed local information [15, 16] or a cascade of local and
central beamformers [17], we here use the combination of
local beamforming followed by a mask-based post-filter.
The power spectra for the computation of the post-filter
are derived from the the output of the beamformer such
that only one spectrum per microphone cluster needs to be
transmitted. Thus, we demonstrate how the fuzzy mem-
bership values can be used, along with the assumption of
disjointness of the source spectra, to reduce the number of
microphones necessary for the separation of audio sources
captured by ad hoc arrays.
The remainder of the paper is structured as follows: the
next section introduces the signal model and the ad hoc
clustering approach. In Section 3, we explain the method
for time-difference-of-arrival (TDOA) estimation and the
FMVA-DSB approach. We further describe the method
to extract time-frequency masks for each of the source-
related clusters and discuss their use in the spatial sepa-
ration scenario. We evaluate the proposed system on sim-
ulated data in Section 4.
2 Signal model and ad hoc clustering
The acoustic environment considered in this work (and de-
picted in Figure 1) consists in general ofN acoustic sources
andDmicrophones which are scattered within the environ-
ment. The acoustic signal transmission from theN sources
to a microphone d may be described as:
xd(t) =
N
∑
n=1
∫ ∞
0
hnd(τ)sn(t− τ)dτ, (1)
with sn(t) being the n-th source signal, hnd(t) the impulse
response from source n to microphone d, and xd(t) repre-
senting the resulting microphone signal. The microphone
signals are sampled, resulting in xd(l), where l is the time
sample index, and then transformed to the short-time dis-
crete Fourier domain:
Xd(k,b) = STFT[xd(l)], (2)
with k and b representing the frequency bin and time frame
indices respectively.
In the fuzzy clustering procedure of our algorithm we
utilize a feature set composed of MFCCs and their modu-
lation spectra all of which are computed across signal seg-
ments of 4s duration. The effects of reverberation are re-
duced via cepstral mean normalization. For each micro-
phone and each signal segment we obtain a feature vector
vd which is composed of A features, as described in more
detail in [6].
Once we extract the set of A-dimensional feature vec-
tors Ω = {v1,v2, . . . ,vD} from all D ad hoc distributed
microphones, we estimate clusters of microphones which
are dominated by one of the sources in the room [6, 18].
To this end, we evaluate a least-squared error functional
which is given as
Jm =
D
∑
d=1
N
∑
n=1
(µn,d)
α||vd−un||
2
β (3)
where µn,d ∈ [0,1] denotes the FMV and the distance be-
tween an estimated cluster center un, n ∈ {1, ...,N}, and
an observation vd is computed as
||vd−un||
2
β = (vd−ui)
Tβ(vd−un). (4)
The weighting matrix β can be chosen to implement, e.g.,
the squared Euclidean norm (used in this work), diagonal
norm or Mahalanobis norm [19]. As a result of the iterative
optimization process we obtain a fuzzy membership value
(FMV) of each microphone and for any source. This step
is illustrated in Figure 1 for two localised sources. The
bounding boxes around the sources indicate the sub-set of
microphones selected for further processing. Note that this
sub-set can be of a different cardinality for each cluster (as
demonstrated in the figure).
cluster 2
cluster 1
Figure 1: Clustering of microphones around two sources
3 FMV-aware signal enhancement
Beamforming can be carried out using the microphones of
a source cluster, if at least the relative delays between the
microphones were known for that source. This knowledge
is required for both the simple (delay-and-sum) beamform-
ers and the more powerful, statistics-driven ones (e.g. the
generalised sidelobe canceller (GSC) [20]). Since the rela-
tive locations of the microphones with respect to each other
and the dominant source are unknown, one way to estimate
these delays is by correlating the microphone signals with
that of a reference microphone. However, due to the pres-
ence of the interference signal and the ambient noise, this
is not directly possible. Therefore, for each cluster n we
proceed as follows: we first obtain an initial estimate of
the source signal (ŝin(l)) at all the microphones d = in
assigned to that cluster. Next, we select a reference micro-
phone for each cluster and perform correlation analysis of
all the other microphone signals with respect to this micro-
phone to estimate the TDOAs. These TDOA estimates are
subsequently used in the beamforming stage.
3.1 Initial source signal estimation
To compute the initial source estimate we assume that the
localised sources are approximately disjoint in the short-
time-frequency (T-F) plane. Therefore, only one source
may be assumed to be dominant at any one T-F point (k,b).
Thus, our goal is to estimate one spectral mask Mn(k,b)
for each cluster and apply it onto the microphone signals
(of that cluster). This will provide us with an estimate
of the individual, underlying source signal with a reduced
amount of interference from other sources. We consider
here the case of the binary mask given by:
Mn(k,b) =
{
1, if source n is dominant at (k,b);
0, otherwise.
(5)
This is the simplest separator in the T-F plane, in the ab-
sence of further information on the signal power spectra.
To estimateMn(k,b)we begin by identifying, for each
cluster n, the microphone d = Rn with the highest FMV
for that cluster. This microphone serves as the reference
microphone for the source signal of that cluster, under the
reasonable assumption that if a microphone has a high FMV
for a particular cluster, the source in that cluster must dom-
inate over the other sources for that microphone. We then
compute the STFT representation XRn(k,b) of this refer-
ence microphone signal of cluster n. The binary mask for
cluster n is then obtained as:
Mn(k,b) =


1 |XRn(k,b)|>
1
B
b
∑
b−B+1
|XRj (k,b)|,
j = 1, . . . ,N and j 6= n,
0 otherwise.
(6)
This is a generalisation of the binary mask traditionally
used in the literature (where B = 1). The generalisation
is required for the following reason: in ad hoc arrays the
inter-microphone distances can be quite large. Thus, the
inter-microphone delay between the different microphones
for an impinging signal from a particular sound source
is an appreciable fraction of the frame-size used for the
STFT. This can lead to a possible jitter in the STFT spec-
tral amplitudes across the different microphones. If the
non-averaged spectra are used for the mask generation, the
masks could flip randomly due to this jitter, leading to un-
desirable artefacts. By averaging the spectral amplitudes
across time, we can reduce the effect of the jitter.
The Mn(k,b) are then applied to the respective spectra
Xin(k,b) of all microphones in assigned to cluster n
1:
X˜in(k,b) =Xin(k,b)Mn(k,b) . (7)
By computing the inverse STFT of X˜in(k,b) and recon-
structing the time-domain signal by the overlap-add method
we obtain ŝin , which forms the initial estimate of the source
signal of cluster n as received at microphone in.
3.2 Time-difference-of-arrival estimation
For each cluster n, we compute the TDOAs for all the mi-
crophones of that cluster with respect to the reference mi-
crophone Rn, using the ŝin(l) for the correlation analysis.
This is realised as a time-domain cross-correlation, com-
puted over segments of ∼ 4s in length, which is also the
duration across which the audio features for the fuzzy clus-
tering are computed. For additional accuracy, the cross-
correlation function can be interpolated in the region around
the correlation peak. A simple 3-point parabolic interpola-
tion usually suffices.
3.3 Clustering-steered beamforming
Given the relative TDOAs for a cluster, a generalised DSB
can be formulated, in the time domain, as a weighted com-
bination of the microphone signals:
ŝn,W-DSB(l) = ∑
in
wn,inxin(l+Din) , (8)
where the Din are the relative TDOAs and wn,in is the
weight allocated to microphone in of cluster n. In [8],
the weightings were uniformly set for all microphones of
a cluster. Here, we set the weights proportional to the
fuzzy-membership value (i.e. wn,in ∝ µn,in , where µn,in
is the FMV for microphone in for cluster n). Such weight-
ing gives more importance to microphones with a higher
FMV for a cluster (and, we hypothesise, a better SNR). It
can be shown that in cases where the microphones have
differing input SNRs, importance-weighted DSB yields a
better output SNR than uniform weighting. In ad hoc ar-
rays, since we have microphones at largely different dis-
tances from the source (and, thereby, differing SNRs), we
expect the FMV-weighted DSB (output signal denoted as
ŝn,FMVA-DSB(l)) to be better than the simple DSB (denoted
as ŝn,DSB(l)). This hypothesis is tested in this paper.
Furthermore, in contrast to [8], where all the micro-
phones allocated to a cluster were considered for the beam-
forming, we investigate what happens when we restrict
ourselves here to the first In microphones with the highest
FMV per cluster. Unlike compact arrays, adding an extra
microphone to the DSB also introduces extra uncertainty
(since the added microphone will have an FMV lower than
the microphones currently in the array).
3.4 Mask re-estimation for post-filtering
We use the enhanced signal at the output of the DSB stage
to compute a post-filtering mask (Mn,DSB(k,b)) similar
1Amicrophone is said to be assigned to cluster n if its FMV for cluster
n is larger than its FMV for all other clusters
to (6). For the case of ŝn,FMVA−DSB(l), this mask is ob-
tained as:
Mn,DSB(k,b) =

1 |Ŝn,FMVA−DSB(k,b)|>
1
B
b
∑
b−B+1
|Ŝj,FMVA−DSB(k,b)|,
j = 1, . . . ,N and j 6= n,
0 otherwise.
(9)
The mask is then applied to Ŝn,FMVA−DSB(k,b) and the
time-domain signal is reconstructed, yielding the final, en-
hanced estimate of the source in each cluster. The algo-
rithm in its entirety is shown schematically in Figure 2, for
the case of two clusters.
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Figure 2: Schematic of the proposed algorithm for the
case of 2 clusters.
4 Evaluation & results
For the evaluation we simulate 15 microphones and two
active sound sources in three different rooms (see Tab. 2).
For each room, we create 10 different scenarios of source-
microphone setups. In each setup, 2 ≤ Dn ≤ 4 micro-
phones for cluster n= 1,2 are randomly located within the
critical distance of the respective source. Additional 15−
D1 −D2 microphones are placed randomly all over the
room. The position of each of the sources is randomised in
one or the other half of each room. We create RIRs using
the method in [21]. To generate microphone signals which
contain contributions from both sources we convolve male
and female speech signals (clean and anechoic, English
[22]) with the respective RIRs and add the signals from
both sources. Based on the microphone data we extract the
audio features from signals of 4 seconds duration, sampled
at 16 kHz. The spectral and cepstral analysis is carried out
with a frame length of 512 samples and a frame shift of
256 samples.
We use a freely available MATLAB R© implementation
of the fuzzy c-means algorithm [23] to estimate the clusters
based on the extracted feature vectors. Main parameters
for the FCM are the number of clusters, which we set to
N = 2; a weighting exponent, which we select as α = 2;
and a weighting matrix β for the distance computations
in the feature space, which we set as the identity matrix
(resulting in the Euclidean norm).
The parameterB for the time-frequency masking in (6)
and (9) was empirically set to 3.
Table 1: Instrumental performance evaluation. Results are averaged across all three rooms and all simulation scenarios.
Performance measures for the reference signal are the absolute values and those for the enhanced signals are relative to
that of the reference signal.
Reference values of input signals (absolute)
seg-SNR (dB) PESQ STOI
-1.33 1.96 0.73
Method Beamformer only Beamformer + post-processor
seg-SNRi (dB) ∆PESQ ∆STOI seg-SNRi (dB) ∆PESQ ∆STOI
In = 3 microphones
ŝn,DSB(l) 3.11 0.26 0.09 4.97 0.43 0.08
ŝn,FMVA−DSB(l) 3.15 0.26 0.09 5.01 0.43 0.08
ŝn,pDSB(l) 3.22 0.28 0.10 5.09 0.45 0.09
ŝn,FMVA−pDSB(l) 3.26 0.28 0.10 5.14 0.45 0.09
In = 4 microphones
ŝn,DSB(l) 3.87 0.33 0.10 5.52 0.49 0.09
ŝn,FMVA−DSB(l) 3.92 0.33 0.10 5.57 0.49 0.09
ŝn,pDSB(l) 4.00 0.36 0.12 5.66 0.52 0.11
ŝn,FMVA−pDSB(l) 4.05 0.36 0.12 5.71 0.52 0.11
In = 5 microphones
ŝn,DSB(l) 4.54 0.37 0.11 5.97 0.51 0.09
ŝn,FMVA−DSB(l) 4.60 0.37 0.11 6.04 0.51 0.09
In : all microphones in cluster n (average In = 7.5(±1.8))
ŝn,DSB(l) 5.47 0.41 0.13 6.36 0.55 0.11
ŝn,FMVA−DSB(l) 5.58 0.42 0.13 6.48 0.56 0.11
ŝn,pDSB(l) 5.67 0.47 0.15 6.60 0.62 0.13
ŝn,FMVA−pDSB(l) 5.76 0.47 0.15 6.71 0.63 0.14
Table 2: Sizes and information about reverberation time
T60 and critical distance rH of the simulated rooms.
Size [m3] T60 [ms] rH [m]
Room 1 4.7×3.4×2.4 340 0.6
Room 2 6.7×4.9×3.5 490 0.9
Room 3 9.3×6.9×4.9 630 1.3
For the performance metrics, the enhanced signal is
compared to the noisy mixture signal of the reference mi-
crophone of each cluster. The instrumental metrics used
are the segmental SNR improvement seg-SNRi, the ∆PESQ
i.e. the improvement in PESQ [24] and the ∆STOI [25].
To give an idea of the upper performance bound, we also
present the results when using a DSB that incorporates de-
lays computed from the true positions of the source and mi-
crophones (pDSB, or position-informed DSB in Table 1).
The results presented are the averaged results across all
three simulated rooms, simulation scenarios and the two
clusters. Note that for the reference signal, the values given
are the absolute values. For all others, we provide the im-
provement relative to the reference signal.
We observe the following: (1) FMVA-DSB consistently
yields a better performance compared to the simple DSB
(mainly in the seg-SNRi). This holds even for the position-
informed pDSBwhich does not use FMVweighting. How-
ever, the performance difference is not very large. While
this proves the benefit of weighted beamforming, it also
shows that a weighting that is simply proportional to the
FMV is perhaps not the most optimal. (2) in our sim-
ulations, we observe that the average number of micro-
phones per cluster is 7.5(±1.8), and the best results are
obtained when all the microphones in a cluster are utilised
for source separation. However, already with 4 or 5 mi-
crophones per cluster, the improvements are quite close
to that of using the full cluster. (3) the results using the
pDSB is consistently better than that using the estimated
TDOAs. However, for the case of limited In, we see than
the results using estimated TDOAs in a cluster of In +
1 microphones is equal to, or better than, the results of
the pDSB with In microphones (e.g. compare the perfor-
mance of ŝn,FMVA−DSB(l) for 4 and 5 microphones to that
of ŝn,FMVA−pDSB(l) for 3 or 4 microphones). This extra mi-
crophone is the price we pay for the inaccuracy in the esti-
mates of the TDOAs. Applying the post-processor (based
on the DSB outputs) further improves the PESQ and the
segmental SNRi, as compared to the beamformer alone.
However, the improvement in STOI is less than that for the
beamformer. This is understandable, since the STOI mea-
sure is based on the fidelity of the signal envelopes and the
binary mask tends to distort the envelope.
5 Conclusions
We have introduced the concept of fuzzy-membership value
aware (FMVA) delay-and-sum beamforming (DSB) for sou-
rce separation in reverberant environments using ad hoc
distributed microphones. We have compared this approach
with the uniformly-weighted beamformer and have demon-
strated that while such weighted beamforming improves
upon the uniformly-weighted case, the improvement is not
significantly large. We believe this has to do with our sim-
ulation scenarios where, on average, the microphones are
equally divided among the two sources and the constraint
of FMV> 0.5 for cluster allocation would tend to produce
weights that are roughly similar across microphones. We
intend to investigate this in future work.
We have further shown that even choosing only 4-5 mi-
crophones within a cluster for the separation allows us to
achieve most of the performance gain. The position in-
formed beamformer has the best performance, due to the
oracle knowledge incorporated. However, results similar
to (or better than) the position informed beamformer can
be obtained with the proposed approach, by incorporating
one extra microphone into the ad hoc array. These are use-
ful results for resource constrained networks.
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