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Cerium, in which the 4 f valence electrons live at the brink between localized and itinerant characters, exhibits
varying crystal structures and therefore anomalous physical properties with respect to temperature and pressure.
Understanding its electronic structure and related lattice properties is one of the central topics in condensed
matter theory. In the present work, we employed the state-of-the-art first-principles many-body approach (i.e.,
the density functional theory in combination with the single-site dynamical mean-field theory) to study its elec-
tronic structure thoroughly. The momentum-resolved spectral functions, total and 4 f partial density of states,
optical conductivities, self-energy functions, and atomic eigenstate histograms for cerium’s four allotropes un-
der ambient pressure were calculated and analyzed carefully. The calculated results demonstrate that the 4 f
electrons in the α, β, γ, and δ phases are all correlated with heavily remormalized electron masses. In the α
phase, the 4 f electrons tend to be itinerant, which cause strong hybridization between the 4 f and spd bands and
remarkable 4 f valence state fluctuation. While for the other phases, the 4 f electrons are close to be localized.
Our calculated results support the Kondo volume collapse scenario for the cerium α − γ transition. Finally, we
examined the site dependence of 4 f electronic structure in the β phase. The calculated results suggest that it
doesn’t exhibit a site selective 4 f localized state, contrary to previous prediction.
I. INTRODUCTION
Cerium (Ce) is an interesting rare earth element. It presents
a rich mixture of lattice properties1. At ambient pressure, pure
Ce metal may undergo three successive solid state phase tran-
sitions before reaching its liquid state, passing from α, β, γ,
to δ phase (see Fig. 1). Under high pressure, three additional
low-symmetry phases, α′, α′′, and , were identified2. One of
unique physical properties of Ce is the huge volume expan-
sion (∼ 16%) that occurs in the iso-structural α−γ phase tran-
sition1. The underlying mechanism and driving force of this
transition are still in hot debate3–9. Upon heating, the β − γ
transformation involves a considerable and abnormal volume
decrease (∼ 1.2%)1. The high-temperature phonon spectrum
of γ-Ce shows pronounced phonon softening in the L point in
the T [111] branch. The corresponding elastic properties are
highly anisotropic too10–13.
The origins of these unusual properties of Ce have been
intensively discussed before. In the first place, most of the in-
vestigations have attributed them to the Janus face of the 4 f
valence electrons14. When the 4 f electrons are itinerant, they
wander all over the lattice and take part in chemical bonding
actively. In contrast, when they are localized, they tend to be
inertial and form local magnetic moments. Coincidentally, the
4 f electrons in Ce pin in the intermediate regime of two limi-
tations, i.e., fully localized and entirely itinerant. The dual na-
ture of 4 f valence electrons allows the physical properties of
Ce to be easily tuned or modified via external conditions, such
as temperature, pressure, chemical potential (impurity dop-
ing), and electromagnetic field etc. Secondly, it is no doubt
that the 4 f valence electrons in Ce are all correlated due to the
strong Coulomb repulsive interactions among them. In addi-
tion, the spin-orbital coupling, crystal-field splitting, and lat-
tice distortions effects in f -electron system also play essential
roles. The interplay or entanglement between the Coulomb
interaction, spin-orbital coupling, and lattice freedom of de-
grees affects the electronic structures in a subtle manner, and
thus leads to unprecedentedly rich physics in Ce1.
In order to gain a deep insight into the intriguing properties
of Ce, it is a high priority to understand its electronic structure
at first. For one thing, Ce is a highly active metallic element.
Thus, it is really a huge challenge to prepare suitable sam-
ples and carry out experimental researches. These obstacles
have stimulated extensive theoretical studies on the electronic
structure of Ce conversely. On the other side, Ce has been
regarded as one of the hardest tentative systems for ab initio
electronic structures calculations, so numerous first-principles
methods have been employed to make progress in the past
decades. Nowadays, the equilibrium volumes V0, bulk modu-
lus B, elastic properties Ci j of Ce have been well described by
state-of-the-art density function theory (DFT) and its diverse
extensions15,16. Two of the most noteworthy achievements
are as follows. Firstly, by using the density functional the-
ory plus Gutzwiller variational method (dubbed as DFT + G),
the equation of states and total energies of all major allotropes
of Ce have been obtained17–19. These data could be utilized
to explore their phase transitions and phase instabilities, and
finally depict the whole phase diagrams. Secondly, the den-
sity functional theory in combination with the single-site dy-
namical mean-field theory (dubbed as DFT + DMFT)20–22
has been successfully applied to capture the evolution of 4 f
electronic configurations and explain the enormous volume
change between α- and γ-Ce23–31. Their thermodynamics32,33,
optical properties22,34, and magnetic susceptibilities35,36 were
also well reproduced.
However, despite great achievements have been obtained,
many pivotal electronic properties of Ce remain untouched or
unclear so far. To the authors’ knowledge, besides α- and γ-
Ce, the electronic structures of the other phases of Ce have
been rarely reported. These phases can be roughly classi-
fied into two categories: (1) Low-temperature β phase, whose
crystal structure includes multiple non-equivalent lattice sites.
(2) High-temperature δ phase, which only stabilizes in a very
narrow temperature range37. Actually, we know a little about
their electronic structures and corresponding physical prop-
erties, including the optical and magnetic characters, lattice
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2dynamics, and mechanical properties, etc. Besides, there are
still some limitations and disadvantages in the first-principles
approaches employed in the previous calculations. For exam-
ples, though the traditional DFT-based methods (such as the
DFT + U method) are capable of reproducing the lattice con-
stants and bulk modulus of Ce, the price is to introduce some
kind of artificial spin and/or orbital polarizations. Sometimes
these assumptions are unphysical and in contrast with the ex-
periments. The quasi-particle approximation (alias GWA) has
been used to study the Ce α − γ phase transition38. It yields
better results, but there are some technical issues that need
to be solved. Most of all, the GWA method is in essence
based on a weak-coupling theory. Whether it can be used
to study the strongly correlated systems is nonetheless ques-
tionable. The DFT + G method is able to describe simultane-
ously the ground state energetics and f electronic structures of
the major phases of Ce17–19. Its theoretical framework is for-
malized on zero temperature, in other words, the temperature
effect and thermal excitation are completely ignored. When
this method is adopted to study the high-temperature phases
of Ce, it is difficult to make an estimation about how large
the deviation is. Similar to the GWA method, another draw-
back of the DFT + G method is that it is only suitable for the
weak and intermediate correlated systems. Finally, the DFT +
DMFT method can be used to capture the 4 f electronic struc-
ture of Ce accurately under finite temperature and irrespec-
tive of the electronic correlation strength. But it is extremely
time-consuming and technically complex so that it is almost
an impossible mission to use it to scan the whole P − T phase
diagram of Ce. Virtually, only the α and γ phases have been
studied by using the DFT + DMFT method24–36,39–41.
In general, a convincing description of the 4 f electronic
structure of Ce based on first-principles calculations is still
lacking. None of the previous works can provide an unified
picture for the evolution of electronic structures of all phases
of Ce with respect to temperature and crystal symmetry. Thus,
in order to fill in this gap, the main purpose of the present work
is to figure out the entire electronic structures of Ce by using
the charge fully self-consistent DFT + DMFT method20. Be-
sides the high-pressure α′-, α′′-, and -Ce phases, the major
allotropes of Ce were taken into considerations in the current
calculations37. The momentum-resolved spectral functions,
total and 4 f partial density of states, valence state histograms,
and optical properties were investigated thoroughly and com-
pared with the experimental results if available. Our calcu-
lated results will shed new light on the fine electronic struc-
tures of Ce, and more importantly, enrich our understanding
about the underlying 4 f orbital physics in the lanthanides.
The rest of this paper is organized as follows. In Sec. II,
we firstly introduce the spirit and advantages of the DFT +
DMFT computational framework. And then we elaborate the
details for the DFT, DMFT, and post-processing calculations,
respectively. Section III is the major part of this paper. In this
section we present the theoretical electronic structures and op-
tical properties for the four allotropes of Ce under ambient
pressure. Then the calculated results are compared with the
available experimental and theoretical data. In Sec. IV, we
analyze the influence of inequivalent Ce atoms on the 4 f elec-
A
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FIG. 1. (Color online). Crystal structures of cerium’s allotropes stud-
ied in the present work2. (a) Face-centered cubic, α and γ phases. (b)
Double hexagonal close-packed, β phase. (c) Body-centered cubic,
δ phase. The different sites in the β phase are depicted using Roman
numerals (I ∼ IV). Actually, there are only two non-equivalent sites
in β-Ce (Site 1: CeI and CeII, Site 2: CeIII and CeIV)1. See the main
text in Sec. IV for more details.
tronic structure of β-Ce. Finally, Section V serves as a brief
conclusion and outlook.
II. METHODS
As mentioned above, the 4 f electrons in Ce are strongly
correlated2. In order to reach a proper description for its elec-
tronic structure, the strong Coulomb interaction among the
4 f electrons and the spin-orbital coupling effects have to be
considered on the same footing. Obviously, the traditional
DFT methods which based on single-particle approximation
or independent-electron picture break down15,16. The single-
site dynamical mean-field theory (DMFT) is a powerful and
non-perturbative many-body approach to treat the local inter-
actions between electrons21. It firstly assumes that the lat-
tice self-energy is momentum-independent in a localized ba-
sis, i.e., Σ(k, ω)  Σ(ω), which becomes exact when the di-
mension of lattice is infinite (d = ∞). Then the lattice model
which is in general intractable is mapped to a quantum im-
purity model in a self-consistent manner. The resulting quan-
tum impurity model should be solved analytically or numeri-
cally using various quantum impurity solvers. Naturally, one
can combine the DFT method with the DMFT approach to
deal with the strongly correlated problems in realistic mate-
rials. The general spirit of the DFT + DMFT approach is
very simple: The Hamiltonian produced by the DFT calcu-
lation is supplemented with a Hubbard-like local interaction
term which encapsulates the electronic corrections, then the
obtained Hamiltonian is self-consistently solved within the
framework of the DMFT approach20. As a matter of fact, it
is probably the most powerful established method to study
3TABLE I. Key parameters used in the present DFT + DMFT calculations. In this table, the settings for k-points (k-mesh), radius of Muffin-tin
sphere (RMT), size of basis set (RMTKMAX), exchange-correlation functional (XC), double-counting term (DC), Coulomb repulsive interaction
(U), Hund’s exchange interaction (JH), spin-orbital coupling constant (λSO), system temperature (T ), and number of Monte Carlo sweeps
(Nsweeps) per DMFT iteration (one-shot CT-HYB quantum impurity solver calculation) are shown. Here PBE means the Perdew-Burke-
Ernzerhof functional42 and FLL means the fully localized limit scheme43. See main text for more explanations.
cases k-mesh RMT RMTKMAX XC DC U JH λSO T Nsweeps
α-Ce 17 × 17 × 17 2.50 7.0 PBE FLL 6.0 eV 0.7 eV 0.0953 116 K 4.0 ×109
β-Ce 26 × 26 × 07 2.50 7.0 PBE FLL 6.0 eV 0.7 eV 0.0953 232 K 2.0 ×109
γ-Ce 17 × 17 × 17 2.50 7.0 PBE FLL 6.0 eV 0.7 eV 0.0953 580 K 4.0 ×109
δ-Ce 17 × 17 × 17 2.50 7.0 PBE FLL 6.0 eV 0.7 eV 0.0953 1009 K 4.0 ×109
the electronic structures of strongly correlated materials, and
has been successfully applied in the investigations of many
actinide and lanthanide systems (for some pioneering and im-
pressive works, see Refs. [44] and [39]). Here we thus adopted
this approach to investigate the electronic structure of Ce. In
the following, we will put flesh on the bones of the computa-
tional details (see also Table I).
A. DFT calculations
The major objective of the DFT calculation is to generate
the Kohn-Sham single-particle Hamiltonian HˆKS. Here we
used the WIEN2k45 code, which implements a full-potential
linear augmented plane wave formalism (FLAPW), to carry
out this task. In order to evaluate the exchange-correlation po-
tential, we chose the generalized gradient approximation, spe-
cially, the Perdew-Burke-Ernzerhof functional42. The spin-
orbital coupling was explicitly included in the calculations in
a second-variational procedure. The convergence criteria for
charge and energy were 10−4 e and 10−4 Ry, respectively. The
experimental crystal structures of Ce were used throughout
the calculations1,2. The important computational parameters
are summarized in Table I.
B. DMFT calculations
In the DFT + DMFT approach, the Hamiltonian reads:
HˆDFT+DMFT = HˆKS + HˆINT + HˆSOI − ΣˆDC. (1)
Here HˆINT is the Coulomb interaction term for the 4 f orbitals.
It is parameterized with the Slater integrals F0, F2, F4 and F6.
For the f electronic systems, the following relations apply46:
U = F0, JH =
2
45
F2 +
1
33
F4 +
50
1287
F6, (2)
and
F4 =
451
675
F2, F6 =
1001
2025
F2, (3)
where U is the Coulomb interaction strength and JH is the
Hund’s exchange parameter. So, with U and JH as input pa-
rameters, the Slater integrals and hence HˆINT are easily deter-
mined. The detailed values of U and JH for Ce are summa-
rized in Table I, which are slightly larger than the values used
in the previous calculations31. The HˆSOI term represents the
spin-orbital interaction:
HˆSOI = λSO
∑
i
li · si, (4)
where λSO is the strength for spin-orbital interaction. Its value
is deduced from an individual DFT run. ΣˆDC is the double-
counting term for self-energy function. We used the fully lo-
calized limit scheme43 in the present calculations:
ΣˆDC = U
(
N f − 12
)
− JH
2
(
N f − 1
)
, (5)
where the total 4 f occupancy N f was updated dynamically
during the DFT + DMFT iterations. In the first DFT + DMFT
iteration, N f was set to be 1.0.
We employed the EDMFTF code22, which implements the
DFT + DMFT computational engine and the correspond-
ing quantum impurity solvers, to study the obtained DFT +
DMFT Hamiltonian [see Eq. (1)]. The temperature param-
eters β (≡ 1/T ) were carefully chosen so that they are ex-
actly in the temperature range where the allotropes of Ce usu-
ally live (see Table I). The constructed multi-orbital quantum
impurity models were solved using the hybridization expan-
sion continuous-time quantum Monte Carlo impurity solver
(dubbed as CT-HYB)47–49. Solving such seven-band impu-
rity models with both general Coulomb interactions and spin-
orbital coupling are incredibly difficult. The following strate-
gies were exploited to simplify the calculations. First of all,
there are multiple non-equivalent Ce atoms in β-Ce1. In prin-
ciple, we have to treat them individually41. In order to reduce
the impurity problems we have to solve, these atoms were
assumed to be equivalent. In other words, we ignored the
site dependence of impurity problems. Latter we will make a
detailed discussion about this aggressive simplification. Sec-
ondly, in the present work we not only utilized the good quan-
tum numbers N (4 f occupancy) and Jz (z-component of total
angular momentum) to reduce the sizes of matrix blocks of
the local Hamiltonian, but also made a truncation for the local
Hilbert space49. We only kept the atomic eigenstates with N ∈
[0,3]. Finally, the lazy trace evaluation trick50 was applied to
accelerate the Monte Carlo sampling procedure further.
We performed charge fully self-consistent DFT + DMFT
calculations, i.e., the electronic-correlation-corrected density
matrix ρ was built in the DMFT part, and then fed back to the
4DFT part to generate a new Kohn-Sham Hamiltonian HˆKS. Of
the order of 40 DFT + DMFT iterations (which include about
800 DFT iterations and 40 one-shot DMFT calculations) were
required to reach good convergence for the chemical poten-
tial µ, charge density ρ, and total energy EDFT + DMFT. The
Matsubara self-energy functions Σ(iωn) generated in the last
10 DFT + DMFT iterations were collected and averaged for
further post-processing.
C. Analytical continuations and physical quantities
The self-energy function on real axis Σ(ω) is an essential
input for the calculations of some observable quantities, such
as the momentum-resolved spectral function A(k, ω) and op-
tical conductivity σ(ω). Unfortunately, the CT-HYB impurity
solver generally works on imaginary-time axis47–49. Its direct
output is the Matsubara self-energy function Σ(iωn) and im-
purity Green’s function G(iωn), where ωn is the Matsubara
frequency with ωn ≡ (2n + 1)pi/β. So that we have to convert
Σ(iωn) to Σ(ω) via elaborately analytical continuation oper-
ation at first. Since the original data for Σ(iωn) are always
full of numerical fluctuation and noise, we adopt the follow-
ing procedure22 to tackle this problem. First, we define the
auxiliary Green’s function G˜(iωn) as follows:
G˜(iωn) =
1
iωn − Σ(iωn) + Σ(∞) , (6)
where Σ(∞) means the high-frequency tail of the self-energy.
Second, we perform analytical continuation for G˜(iωn) using
the well-known maximum entropy method51. The output is
an auxiliary spectral function =G˜(ω). Third, we resort to the
Kramers-Kronig relations to evaluate<G˜(ω) from =G˜(ω):
<G˜(ω) = −1
pi
∫ =G˜(ω′)
ω − ω′ dω
′. (7)
Finally, the desired Σ(ω) can be calculated directly using the
reverse equation of Eq. (6): Σ(ω) = ω − G˜−1(ω) + Σ(∞).
Once Σ(ω) is ready, we then make use of it to calculate the
momentum-resolved spectral functions A(k, ω) and integrated
spectral functions A(ω) via the following equations:
A(k, ω) = −1
pi
= 1
(ω + µ)Iˆ − HˆKS(k) − Eˆ(k)[Σ(ω) − ΣDC]
,
(8)
A(ω) =
∫
Ω
A(k, ω)dk. (9)
Here Iˆ is the identity matrix, HˆKS(k) the Kohn-Sham Hamil-
tonian, Eˆ(k) the embedding projector in momentum space22.
It is not a trivial task to calculate the optical conductivity
σab(ω). At first, we have to solve the following non-Hermitian
eigenvalue problems for all momentum and frequency points
(k, ω) to obtain both the eigenvalues and eigenvectors22:{
HˆKS(k) + Eˆ(k)[Σ(ω) − ΣDC]
}
ψkω = kωψkω. (10)
Then the optical conductivity is expressed as follows34:
σab(ω) =
pie2
ω
∑
ss′=±1
ss′
∑
k
∑
j j′
∫ +ω/2
−ω/2
dε
f (ε+) − f (ε−)
ω
Mss′,abk j j′ (ε−, ε+)
ω +  sk jε− −  s
′
k j′ε+
 1ε− + µ −  sk jε− − 1ε+ + µ −  s′k j′ε+
 , (11)
where a, b, j, and j′ are orbital indices, and f (ε) means
the Fermi-Dirac distribution function. In Eq. (11), we have
denoted ε± = ε ± ω/2, and used the abbreviated notations
+k jε = k jε, 
−
k jε = 
∗
k jε. The transition matrix elements
Mk j j′ can be evaluated using the eigenvectors ψkω only [see
Eq. (10)]. They are actually generalizations of the standard
dipole allowed transition probabilities52. Note that in the
present calculations the high-order vertex corrections to the
conductivity are completely ignored34.
III. RESULTS
A. Bulk properties
Basically, most of the calculated results presented below
can be viewed as critical predictions. Are the computational
methods and parameters we adopted in the present work rea-
sonable? Are the calculated results reliable? In this and the
following subsections, we will compare our results with the
experimental data if available to answer these important ques-
tions. These comparisons will not only demonstrate the fea-
sibility of the DFT + DMFT approach20,21 in the studies of
f electronic materials (such as actinides and lanthanides), but
also ensure a firm base for future applications of the current
predictions.
At first, let’s focus on the bulk properties of Ce. The crystal
structures of cerium’s allotropes have been determined exper-
imentally (see Fig. 1). Their crystal volumes, bulk modulus,
and (a few) elastic properties have been measured as well10–13.
Theoretically, we can use a (semi-)empirical equation of states
(EOS) to fit the energy-volume curve of materials to extract
the required equilibrium lattice constants a0 and bulk modu-
lus B. Here, we take γ-Ce as an example to illustrate that the
DFT + DMFT method can yield a correct description for the
bulk properties of f electronic materials. Firstly, we changed
5A B C D
FIG. 2. (Color online). Momentum-resolved spectral functions A(k, ω) of Ce by DFT + DMFT calculations. (a) α-Ce. (b) β-Ce. (c) γ-Ce. (d)
δ-Ce. The horizontal dashed lines denote the Fermi level EF.
TABLE II. The equilibrium lattice constants a0 and bulk modulus B
for γ-Ce. The units for a0 and B are Å and GPa, respectively.
method a0 B
DFT + DMFTa 5.21 21.3
DFT + DMFTb 5.07 36.0
DFT + DMFTc 5.23 21.2
DFT + Ud 5.07 32.0
DFT + Ue 5.13 25.4
DFT + U f 5.04 34.0
PBE0g 5.22 28.3
GGA-PBE (4 f in valence state)g 4.68 36.6
GGA-PBE (4 f in core state)g 5.30 28.8
SIC-LSDAh 5.14 34.0
PP-PW (4 f in core state)i 5.26 30.2
VMC (T = 0 K)j 4.99 38.0
HP-XRDk 5.16 21.0
INSl 14.8
INS and XRDm 5.17 19.0
a The present work.
b With Hubbard-I impurity solver. See Ref. [53].
c With Hirsch-Fye quantum Monte Carlo impurity solver. See Ref. [27].
d See Ref. [53].
e See Ref. [54].
f See Ref. [55].
g Hybrid functional method. See Ref. [56]
h Self-interaction correction plus local spin density approximation. See
Ref. [57]
i Pseudopotential plane-wave method. See Ref. [12].
j Variational Monte Carlo method. See Ref. [58].
k High-pressure X-ray diffraction. See Ref. [59].
l Inelastic neutron scattering. See Refs. [11] and [13].
m Inelastic neutron scattering and X-ray power diffraction. See Ref. [7].
the lattice constants of γ-Ce manually. Then we carried out
charge fully self-consistent DFT + DMFT calculations to de-
rive the total energies22,31 for given crystal volumes. Finally,
we used the Birch-Murnaghan EOS65 to fit the data. The ex-
tracted a0 and B, together with the other experimental and the-
oretical values, are collected in Table II. Clearly, our results
are rather accurate and agree quite well with the experimen-
tal data59. The error bars for a0 and B are less than 1.0%
and 1.5%, respectively. We find that only the DFT + DMFT
method can reproduce the equilibrium lattice constants and
bulk modulus of γ-Ce at the same time. The other theoretical
methods, such as DFT + U53–55, PBE056, and SIC-LSDA57,
usually overestimate the bulk modulus and underestimate the
equilibrium lattice constants.
B. Momentum-resolved spectral functions
Next, we endeavoured to calculate the momentum-resolved
spectral functions A(k, ω) by using Eq. (8) along the high-
symmetry lines in the irreducible Brillouin zone. The calcu-
lated results are illustrated in Figure 2.
The α and γ phases share the same crystal structures (Face-
centered cubic, see Fig. 1). The only difference is that γ-Ce
has larger lattice constants and stabilizes at higher temper-
ature1,2. Therefore it would be very interesting to compare
their momentum-resolved spectral functions in depth. Below
the Fermi level (ω < 0), both phases exhibit almost identical
band structures, which mostly belong to the spd conduction
states. Above the Fermi level (ω > 0), the two phases show
distinct band structures. For the α phase, there exist intense
and almost flat bands in the vicinity of the Fermi level (about
0.02 eV and 0.33 eV) which belong to the spin-orbital split-
ting 4 f bands. In this region, there is strong hybridization
between the 4 f and spd bands. The spread and blurring fea-
tures around 4.0 eV are also associated with the 4 f bands.
For the γ phase, the bands that crossing or getting close to the
Fermi level exhibit significant dispersions, which stem from
the contributions of itinerant spd electrons. There exist flat
4 f bands at ω ∼ 0.3 eV as well, but their intensities are fairly
weak. Most of the 4 f bands for γ-Ce locate around 3.0 eV,
which have lower energies than those of α-Ce. This can be
explained by the fact that α-Ce has a smaller crystal volume.
6A B
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FIG. 3. (Color online). Density of states of Ce by DFT + DMFT calculations. (a) Total density of states A(ω). (b) 4 f partial density of states
A4 f (ω). (c)-(e) Comparisons of theoretical and experimental density of states for α-, β-, and γ-Ce, respectively. In panels (c) and (e), the UPS
data (filled red circles) and BIS data (filled green circles) are taken from Ref. [60] and Ref. [61], respectively. In panel (d), the experimental
data are taken from Ref. [62]. The Fermi levels EF are represented by vertical dashed lines. Note that the spectral data have been rescaled and
normalized for a better visualization.
Furthermore, stronger hybridization between 4 f and spd con-
duction states tends to shift the bands to higher energy.
As for β-Ce and δ-Ce, their band structures possess similar
features with those of γ-Ce. In other words, the spd conduc-
tion states dominate near the Fermi level, the corresponding
bands display large dispersions. There are flat and narrow
bands near 3.0 eV which are mainly associated with the 4 f
character.
C. Density of states
Now let us turn to the total and 4 f partial density of states
of Ce. The calculated results are shown in Fig. 3(a)-(b). As
for α-Ce, spin-orbital splitting yields two sharp and intensive
peaks in the vicinity of Fermi level. They are the so-called
Kondo resonance peaks or quasi-particle peaks25–27. The low-
lying peak belongs to the 4 f5/2 state, and the high-lying peak
attributes to the 4 f7/2 state. Actually, the distance between
these two peaks is roughly ∆SO66. Without spin-orbital split-
ting, the two peaks will merge into a single peak, which has
been validated by the previous DFT + DMFT calculations for
Ce24–27. Besides the Kondo resonance peaks, the spectra of α-
Ce include well-separated Hubbard bands which are represen-
tative for strongly correlated materials21. The lower and up-
per Hubbard bands locate at -3.0 eV and 4.0 eV, respectively.
Since the nominal 4 f occupancy is 1.0, the spectral weight for
the lower Hubbard band is quite small. Compared to the spec-
tra of α-Ce, those of the β, γ, and δ phases of Ce are somewhat
different. Their spectra share some common features. At first,
the strong Kondo resonance peaks near the Fermi level are ab-
sent, which implies that the hybridization between 4 f and spd
bands is greatly suppressed in this regime. Second, the lower
Hubbard bands become more pronounced. Third, the lower
78 4 0 4 8
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FIG. 4. (Color online). 4 f impurity hybridization functions −=∆(ω)
of Ce by DFT + DMFT calculations63. The 4 f5/2 and 4 f7/2 com-
ponents are represented by solid thick lines and color-filled areas,
respectively. The Fermi level EF is denoted by vertical dashed line.
Note that the data have been rescaled and shifted upward for a better
visualization.
and upper Hubbard bands are shifted towards the Fermi level
slightly. Most interestingly, though the crystal structures of β-
Ce and γ-Ce are completely different, their spectra, regardless
of whether total or 4 f partial density of states, show amazing
similarity. In a short conclusion, the spectral functions of α-
Ce and γ-Ce are consistent with the previous DFT + DMFT
results24–28. They are compatible with the Mott transition pic-
ture3,4 as well as the Kondo volume collapse picture5,6 for the
Ce α − γ phase transition.
Next, we would like to make a detailed comparison between
the calculated and the experimental spectra. Let us examine
the spectral functions of α- and γ-Ce at first. Since the evo-
lution of spectral functions during the iso-structural Ce α − γ
transition is very helpful to solve the long-standing contro-
versy about the underlying phase transition mechanism, it has
been extensively studied by using the high-resolution photoe-
mission spectroscopy60,61 and the DFT + DMFT method24–28.
In order to be comparable with the experimental data, the ob-
tained A(ω) must be multiplied by a Fermi-Dirac distribution
function at first, and then broadened using a Gaussian function
with carefully chosen smearing parameter σ. In Fig. 3(c)-(e),
we compare our results with the available UPS (ultraviolet
photoemission spectra)60 and BIS (bremsstrahlung isochro-
mat spectra)61 spectra. For α-Ce, both the UPS and BIS spec-
tra show apparent Kondo resonance peaks, which are the re-
sults of the formation of a single state between the unpaired f
electron 4 f 1 and the spd conduction electrons. In principle,
the Kondo resonance peak at the Fermi level should be sepa-
rated into two peaks by spin-orbital splitting. Apparently, the
peak at ω ∼ 0.3 eV in the BIS spectrum is attributed to the
contribution of the 4 f7/2 state, while the peak at ω ∼ 0.0 eV
in the UPS spectrum is mainly made of the 4 f5/2 state. The
calculated spectra successfully reproduce these features. The
main structure between 2.0 and 6.0 eV in the BIS spectrum
is ascribed to the 4 f 2 final state multiples. It is also verified
by the present DFT + DMFT calculation. From Fig. 3(b), we
can conclude that this structure is the so-called upper Hubbard
band, which resides around 4.0 eV and describes an excitation
of a 4 f 2 state. There are two discrepancies between the theo-
retical and experimental spectra. First, the peak near -2 eV in
the UPS spectrum is the lower Hubbard band. In contrast to
experiment, the calculated lower Hubbard band appears to be
much broader and its center is approximately located at -3 eV.
Second, there exists a peak in ω ∼ −1.5 eV in the calculated
spectrum, but this peak is missing in the UPS spectrum. It
is worth mentioning that the 4 f hybridization function for α-
Ce also exhibits a peak in this place (see Fig. 4), so we guess
this peak is mainly contributed from the spd conduction elec-
trons. For γ-Ce, the most conspicuous feature is the absence
of sharp Kondo resonance peak, which implies a much lower
Kondo temperature than α-Ce24,25. Our calculated spectra cor-
rectly reproduce this feature again. As for the lower and upper
Hubbard bands, our results agree quite well with the experi-
ment. Similar to α-Ce, the peak near -1.5 eV has not been ob-
served in the experimental spectrum. In a word, the calculated
spectra are roughly consistent with the experiments60,61. The
discrepancies could be easily interpreted by the uncertainty in
the Coulomb interaction67 or the use of oversimplified double
counting term43.
Since β-Ce stabilizes in a narrow region in the P − T phase
diagram of Ce, it has received less attention than α- and γ-
Ce1. Therefore, very limited experimental results are avail-
able for it. And the theoretical studies are also lacking. Be-
cause it is the intermediate phase for the temperature-driven
Ce α − γ transition, it would be valuable to uncover the dif-
ference in electronic structures between it and the α (or γ)
phase. The surface states and Fermi surface data for β-Ce have
been recorded using monocrystalline Ce metal film grown on
a W(110) surface68. The experimental data are amazingly
in accordance with the momentum-resolved spectral function
A(k, ω) along the Γ − K line in the Brillouin zone. As for
the density of states, the fine double-peak structures in the
Kondo resonance peak and the lower Hubbard band between
-3 and -2 eV observed in the UPS experiment62 are success-
fully replicated by our calculations [see Fig. 3(d)]. We also
observe a strong peak dominated by the spd conducting elec-
trons around -1 eV, but it has not been observed in experi-
ments. This can be parallel to our findings in α- and γ-Ce.
D. Hybridization functions
Next, we further computed the impurity hybridization func-
tions -=∆(ω)63 of Ce to explore the hybridization effect be-
tween the correlated 4 f and itinerant spd electrons. The ob-
tained results (both the 4 f5/2 and 4 f7/2 components) are illus-
trated in Fig. 4. The hybridization function of the α phase is
notably different from the others. It generally shows stronger
peaks and more weights, especially when ω ≤ 0.0 eV and
7.0 eV≥ ω ≥ 4.0 eV. On the other hand, the hybridization
functions for the β, γ, and δ phases of Ce are quite simi-
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FIG. 5. (Color online). Optical properties of Ce by DFT + DMFT calculations. (a)<σ(ω) in linear coordinate. The unit for y-axis is (µΩm)−1.
(b)-(c) Calculated and experimental optical conductivities for α- and γ-Ce, respectively. The theoretical data are rescaled by a factor of 0.5 for
a better comparison. The experimental data are extracted from Ref. [64]. The optical measurements for the α and γ phases were done at 5 K
and 400 K, respectively.
A B
FIG. 6. (Color online). Matsubara self-energy function Σ(iωn) of Ce
in low-frequency regime by DFT + DMFT calculations. Only the
imaginary parts are shown. (a) 4 f5/2 components. (b) 4 f7/2 compo-
nents.
lar, which exhibit large peaks when ω > 8.0 eV. These re-
sults manifest that the spd electrons are not pure spectators in
the Ce α − γ transition since they are bound to the 4 f elec-
trons via the hybridization effect. From α- to γ-Ce, the degree
of hybridization decreases, and hence the Kondo temperature
is reduced24,25. In the Mott transition scenario, only the 4 f
bands are involved in the Ce α − γ transition. The 4 f elec-
trons evolve from the itinerant state in α-Ce to the localized
state in γ-Ce3,4. However, in the Kondo volume collapse sce-
nario, the Ce α − γ transition is tuned by modifications in the
hybridization of the 4 f bands with the spd bands5,6. Clearly,
our calculated results endorse the Kondo volume collapse sce-
nario for the Ce α − γ transition.
E. Optical properties
Note that K. Haule et al. have studied the optical properties
of α- and γ-Ce by employing the DFT + DMFT approach22,34.
The calculated results agree quite well with the experiments64.
In the present work, we tried to reproduce their results, and
further computed the optical properties of β- and δ-Ce which
have not been reported publicly. The calculated results are
shown in Fig. 5(a). For α-Ce, we observe sharp and narrow
Drude peak with a width ∼ 0.1 eV at half height. There is
a peak around 0.3 eV which is due to excitation across the
two Kondo resonance peaks. It also shows a deep “dip” at
ω ∼ 0.2 eV and a broad “bump” near 0.9 eV. On the con-
trary, the optical spectra for β-, γ-, and δ-Ce are almost fea-
tureless. They consist of relatively low and fat Drude peaks
(the FWHM is about 0.1 ∼ 0.2 eV) on a constant background.
These results are in consistent with the previous calculations
and experiments34,64. In principle, the spd conducting elec-
trons will dominate the optical response of Ce, since they have
very large band dispersions near the Fermi level (see Fig. 2).
In the Mott transition scenario for the Ce α − γ transition,
the role played by the spd electrons is a spectator3,4, hence
the optical spectra for the four phases of Ce should not dis-
play appreciable changes. On the other hand, in the Kondo
volume collapse model, the spd electrons will hybridize with
the 4 f electrons, and play a vital role in the Ce α − γ transi-
tion5,6. Upon entering the α phase, the hybridization between
the spd electrons with 4 f electrons increases, which will fi-
nally lead to the enlarging of hybridization gap and the sharp
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FIG. 7. (Color online). Real-frequency self-energy functions Σ(ω) (Left panel: real parts. Right panel: imaginary parts) for α- and γ-Ce by
DFT + DMFT calculations. (a) and (c) α-Ce. (b) and (d) γ-Ce.
Drude peak. Obviously, our calculated results tend to support
the Kondo volume collapse model for the description of the
Ce α − γ transition again.
In the literatures, only the infrared and optical spectroscopy
for α- and γ-Ce on thin films was reported64,69. Later K.
Haule et al.34 have employed the DFT + DMFT method to
study the full temperature dependence of the optical spectra
of α- and γ-Ce. They used the one-crossing approximation
as quantum impurity solver, and their results compared well
with the experiments. In the present work, we used the pow-
erful and advanced CT-HYB quantum impurity solver47–49 to
solve the quantum impurity models and DMFT equations, so
better results are naturally expected. Here we will compare
the calculated optical conductivity σ(ω) with the existing ex-
periments. The comparisons are illustrated in Fig. 5(b) and
(c). First of all, the magnitude of the calculated conductivity
in both phases is approximately double of the measurement64.
K. Haule et al.34 have suggested that neglecting Hubbard in-
teractions among the spd conduction electrons in the DFT +
DMFT calculations would be responsible for this discrepancy.
On the other hand, in early optical measurements by Rhee et
al.69, the magnitude of optical conductivity is double the re-
sults of Ref. [64]. They also pointed out that the magnitude
of measured conductivity is sensitive to the thickness of the
films. Second, the major features in the measured conductiv-
ity for both phases are qualitatively reproduced by the present
DFT + DMFT calculations. For α-Ce, it has a larger optical
conductivity throughout the calculated energy range. There
are a hybridization “dip” around 0.2 eV and a mid-infrared
peak around 0.9 eV. We confirm that the Drude peak in the
γ phase is much broader than that in the α phase. Further-
more, the calculated conductivity shows subtle convec upward
(downward) shape in the 1.5 ∼ 2.0 eV range for the α (γ)
phase which is similar to the early measured ones and theoret-
ical results obtained by FLAPW method69. Third, in the cal-
culated conductivity for γ-Ce, we see a prominent “dip” near
0.4 eV and a broad peak between 0.5 eV and 1.5 eV. Note
that in the results obtained by the FLAPW method, similar
features were observed and the positions were almost identi-
cal69. In the previous DFT + DMFT calculations34, similar
peak was observed, but its center was shifted to 1.5 eV. How-
ever, the measured conductivity is almost featureless in this
region64.
F. Self-energy functions
Next, let us turn to the self-energy functions, which en-
code all electronic correlations beyond the DFT. The Mat-
subara 4 f self-energy functions for Ce are shown in Fig. 6.
In the low-frequency region, the self-energy functions of α-
Ce exhibit completely different behaviors as compared to the
other phases. For examples, the self-energy functions of α-
Ce show remarkable metallic like features. Their y-intercepts
=Σ(iωn → 0) approach zero, which imply small low-energy
scattering rate. On the contrary, for the β-, γ-, and δ- phases,
their self-energy functions (4 f5/2 components) are insulating
like, with large low-energy scattering rate.
Based on the self-energy data, then we can estimate the
quasi-particle weights Z and the electron effective masses m?
by using the following equation21:
Z−1 =
m?
me
≈ 1 − =Σ(iω0)
ω0
, (12)
where ω0 = pi/β. The calculated results are collected in the
Tab. III. First, the quasi-particle weights Z are small, which
reveals that the 4 f electrons in cerium are strongly correlated
and the band renormalization for the 4 f orbitals should be
considerable. Second, in β-, γ-, and δ-Ce, their quasi-particle
weights and electron effective masses show very strong orbital
dependence. The 4 f5/2 bands usually exhibit smaller Z and
larger m?. Third, in the infrared and optical spectroscopy of
α-Ce, a Fermi-liquid-like frequency-dependent scattering rate
was observed64. Thus, α-Ce was considered to be reminiscent
of a Fermi-liquid state with an effective mass of 20 me, which
is contrary to our calculated results. We note that the infrared
and optical experiments for α-Ce were done on 5 K, while our
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FIG. 8. (Color online). (a)-(d) Valence state histograms of α-, β-, γ-, and δ-Ce by DFT + DMFT calculations. Here we used three good
quantum numbers to label the atomic eigenstates. They are N (total occupancy), J (total angular momentum), and γ (γ stands for the rest of the
atomic quantum numbers, such as Jz). Note that the contribution from N = 3 atomic eigenstates is too trivial to be visualized in these panels.
(e)-(h) Probabilities of 4 f 0 (violet), 4 f 1 (orange), and 4 f 2 (red) configurations for α-, β-, γ-, and δ-Ce by DFT + DMFT calculations.
TABLE III. Calculated quasi-particle weights Z and electron effec-
tive masses m? for Ce.
4 f5/2 4 f7/2
cases Z m? Z m?
α-Ce 0.21 04.85me 0.36 2.81me
β-Ce 0.04 28.36me 0.57 1.77me
γ-Ce 0.08 12.50me 0.55 1.83me
δ-Ce 0.13 07.61me 0.29 3.41me
calculations were carried out using T = 116 K (see Table I).
The temperature effect is probably the major cause of devia-
tion. Actually, as already shown in K. Haule et al.’s work34,
upon decreasing temperature, the hybridization gap and the
Drude peak are growing. At last, the system will approach to
a Fermi-liquid state.
We can convert Matsubara self-energy function Σ(iωn) to
real-frequency self-energy function Σ(ω) via analytical con-
tinuation procedure51. The results for α- and γ-Ce are shown
in Fig. 7. For α-Ce, we can see that the real parts of self-
energy functions<Σ(ω) exhibit quasi-linear behavior around
the Fermi level, and the imaginary parts of the self-energy
functions =Σ(ω) indeed exhibit dips at the Fermi level with
tiny values of =Σ(0). As for γ-Ce, however, it display a zero-
frequency value of the imaginary parts of the self-energy as
large as 1.0 eV, demonstrating that the coherence temperature
of the 4 f5/2 orbitals has not yet been reached. Note that the
real-frequency self-energy functions for β- and δ-Ce share al-
most the same features with those of γ-Ce. These facts sug-
gest again that the 4 f electrons in α-Ce tend to be delocalized,
while those in the other phases tend to be localized. More-
over, the self-energy functions and quasi-particle weights data
reveal the electronic correlations for β-, γ-, and δ-Ce show
stronger orbital dependence. Actually, we think the 4 f elec-
trons in these phases are in the orbital selective insulating
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state, wherein the 4 f5/2 electrons are insulating while the 4 f7/2
electrons remain metallic. We believe this state is common in
the other cerium-based heavy fermion materials and interme-
diate valence compounds. It is an interesting analogy to the
well-known orbital selective Mott phase found in the 3d tran-
sition metal oxides70.
G. Valence state histograms
In many Ce-based heavy fermion compounds, cerium’s 4 f
electrons usually exhibit fascinating mixed-valence (or equiv-
alently valence fluctuation) behaviors, resulting in non-integer
4 f occupancy26,71. As for the valence fluctuation in pure Ce
metal, unfortunately, it has been rarely studied and reported
in the public literatures49. Currently, the best approach to an-
alyze the valence fluctuation quantitatively is via the valence
state histogram (or atomic eigenstate probability), which rep-
resents the probability pΓ to find a valence electron in a given
atomic eigenstate |ψΓ〉22,40. Thanks to the CT-HYB quantum
impurity solver, we can extract the valence state histogram49
from its output directly. So, in the present work, we studied
the valence fluctuation behavior in Ce rigorously.
As mentioned before, the atomic eigenstates for 4 f elec-
trons can be labelled using some good quantum numbers, such
as N and J. In Fig. 8, we visualize their histograms for α-, β-,
γ-, and δ-Ce in the (a)-(d) panels, respectively. We find that
the |N = 1, J = 2.5, γ = 0〉 atomic eigenstate is overwhelm-
ingly dominant in these phases. For example, its probabil-
ity accounts for 68.31% in the α phase, and even larger than
90% in β-, γ-, and δ-Ce. In the α phase, the probabilities
for the |N = 0, J = 0.0, γ = 0〉 and |N = 1, J = 3.5, γ = 0〉
atomic eigenstates are also considerable, which are 8.16% and
15.02%, respectively. However, in the other phases, the proba-
bilities for the two states are trivial. This observation suggests
that the 4 f electrons in the α phase favor to wander among dif-
ferent atomic eigenstates, instead of being trapped in a given
atomic eigenstate.
From the valence state histogram, the distributions of 4 f
electronic configurations can be easily computed via the fol-
lowing equation:
w(4 f i) =
∑
N
∑
J
∑
γ
δ(N − i)pΓ. (13)
Here, w(4 f i) denotes the weight for the 4 f i (where i ∈ [0, 3])
electronic configuration. Next we turn to discuss the distribu-
tions of 4 f configurations [see Fig. 8(e)-(h)]. First, we choose
the following equation to evaluate the averaged 4 f occupan-
cies n4 f approximately:
n4 f ≈ w(4 f 1) + 2w(4 f 2) + 3w(4 f 3). (14)
As is expected, the calculated values are very close to 1.0 for
all phases. Second, the ruling configuration is always 4 f 1,
while the 4 f 3 configuration is ignorable24,26. Let us focus on
w(4 f 1). We attempted to plot the w(4 f 1) against the unit cell
volume V of Ce. Quite surprisingly, we find that w(4 f 1) − V
exhibits a quasi-linear relation. The w(4 f 1) increases mono-
tonically with respect to V . We think that the w(4 f 1) can be
considered as a quantitative tool to measure the status of 4 f
electrons of Ce. Clearly, the 4 f electrons in the α phase are the
most itinerant, with the smallest w(4 f 1) and V . On the con-
trary, in the high-temperature δ phase, its 4 f electrons are the
most localized, with the largest w(4 f 1) and V . The abnormal
volume decrease during the β−γ phase transition1 can be also
understood by the fact that β-Ce has a larger w(4 f 1) than γ-Ce.
Third, we find that from α- to β-Ce, dramatic change occurs
in the relative ratio between different 4 f electronic configu-
rations. In α-Ce, the proportions for 4 f 0, 4 f 1, and 4 f 2 are
8.2%, 83.4%, and 8.4%, respectively. But in β-Ce, the pro-
portion for 4 f 1 configuration increases up to 94.0%, those for
4 f 0 and 4 f 2 configurations decrease to 2.7% and 3.3%, re-
spectively. The situations for γ- and δ-Ce are very similar to
β-Ce. They share almost the same electronic configurations.
In other words, α-Ce has more 4 f 0 and 4 f 2, and less 4 f 1.
These results indicate that owing to strong hybridization ef-
fect, the valence fluctuation in α-Ce is more prominent than
the ones in the other phases. Accordingly, the distribution of
4 f configurations in α-Ce is more diverse.
The valence state fluctuations in Ce-based heavy fermion
materials72 are always hot topics in the research field of
strongly correlated systems, and have attracted many atten-
tions and efforts. However, the valence state fluctuations and
4 f electronic configurations in β- and δ-Ce remain unknown.
Our calculated results not only supplement the missing data,
but also provide a unified picture for the valence state fluctua-
tions in Ce. Here, we would like to compare the calculated 4 f
electronic configurations for α- and γ-Ce with the measured
values to validate the correctness of our DFT + DMFT cal-
culations. The comparison is shown in Tab. IV. As a useful
reference, the previously calculated values obtained with the
DFT + DMFT method are also collected and displayed in this
table. Obviously, our results are consistent with the experi-
mental values71 and previous DFT + DMFT results49, espe-
cially for the γ phase. The experiments were done by Rueff
et al. using the resonant inelastic X-ray scattering technol-
ogy71. They carried out measurements at 0, 10, and 20 kbar,
the corresponding crystal volumes are 34.4, 27.6, and 26.7
Å3, respectively. Clearly, at 0 kbar, it is the γ phase. At room
temperature, the Ce γ − α transition occurs at Pc ∼ 8 kbar1,2.
The crystal volume for α-Ce is 28.1 Å3. So the data measured
at P = 10 kbar are supposed to be more reasonable for the α
phase. They are consistent with our results. The data mea-
sured at 20 kbar show big difference which indicates that the
distribution of the 4 f electronic configurations is very sensi-
tive to the crystal volume.
IV. DISCUSSION
The crystal structure of β-Ce is double hexagonal close-
packed. It has four Ce atoms in the unit cell, we label
them as CeI, CeII, CeIII, and CeIV to facilitate further dis-
cussion (see Fig. 1). Since CeI and CeII, CeIII and CeIV are
equivalent atoms, respectively, in principle there are two non-
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TABLE IV. Calculated and experimental weights of the 4 f electronic
configurations for α- and γ-Ce.
α-Ce γ-Ce
method 4 f 0 4 f 1 4 f 2 4 f 0 4 f 1 4 f 2
DFT + DMFTa 8.2% 83.4% 8.4% 2.8% 93.8% 3.4%
DFT + DMFTb 11.8% 77.1% 11.1% 1.3% 93.9% 4.8%
DFT + DMFTc 28.8% 66.4% 4.8% 2.3% 94.8% 2.9%
DFT + DMFTd 12.6% 82.9% 4.4% 1.5% 94.3% 4.2%
LSDAe 15.6% 80.8% 2.6% 4.3% 94.4% 1.3%
RIXSf 5.1% 92.5% 2.4%
RIXSg 7.7% 89.6% 2.7%
RIXSh 21.9% 74.7% 3.4%
a The present work.
b With Hirsch-Fye quantum Monte Carlo impurity solver. See Ref. [26].
c With CT-HYB quantum Monte Carlo impurity solver. See Ref. [49].
d With non-crossing approximation impurity solver. See Ref. [24].
e See Ref. [24].
f Resonant inelastic X-Ray scattering. P = 0 kbar. See Ref. [71].
g Resonant inelastic X-Ray scattering. P = 10 kbar. See Ref. [71].
h Resonant inelastic X-Ray scattering. P = 20 kbar. See Ref. [71].
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FIG. 9. (Color online). Site-resolved electronic structures in β-Ce by
DFT + DMFT calculations. (a) 4 f partial density of states A4 f (ω).
(b) Imaginary parts of hybridization functions −=∆(ω). The 4 f5/2
and 4 f7/2 components are represented by solid thick lines and color-
filled areas, respectively.
equivalent Ce atoms with fractional coordinates (0.0,0.0,0.0)
and (1/3,2/3,1/4) in β-Ce1. In the framework of DFT + DMFT
method, each non-equivalent atom is described by a unique
quantum impurity model, which should be solved individu-
ally in a self-consistent manner20,21. As was mentioned be-
fore, to solve the quantum impurity problems for f -electron
systems using the CT-HYB quantum impurity solver (which is
already the most powerful impurity solver so far) is extremely
memory-consuming and time-consuming owing to the expo-
nentially increasing Hilbert space and severe negative sign
problem41,47. For this reason, in the present work, we have
to restrict ourselves to consider only the completely degener-
ated Ce atoms. In other words, we assume that the Ce atoms
are all equivalent, irrespective of the original crystal structure
and symmetry. This assumption simplifies the calculations
greatly, but undoubtedly leads to deviations to some extent.
Here, we would like to discuss the site dependence of 4 f elec-
tronic structures in β-Ce, and clarify the consequence of ap-
plying this assumption.
We carried out two benchmark calculations to examine the
fine electronic structures of each non-equivalent Ce atoms in
β-Ce. First, the four Ce atoms were forced to be degener-
ated, the calculated results have been shown in previous sec-
tions [see Fig. 3 and Fig. 4]. Second, we considered two
non-equivalent Ce atoms, and then performed calculations us-
ing the same computational parameters. Since the bond dis-
tance for CeI-CeII (5.9285 Å) is somewhat smaller than the
one of CeIII-CeIV (6.2979 Å), we speculate that β-Ce has site-
dependent 4 f electronic structures. Specially speaking, β-Ce
probably shows a site-selective 4 f localized state, in which the
4 f electrons in the CeI and CeII sites are itinerant-like, while
in CeIII and CeIV sites are localized-like. However, the calcu-
lated results are contrary to what we expected. In Fig. 9(a),
we find that the A4 f (ω) for the Ce atoms at the I-IV sites are
very similar. The difference is rather trivial. The degener-
ated 4 f partial density of states can be seen as an envelope
line or an average of the non-degenerated ones. In addition
to A4 f (ω), we also compare the site-resolved and degenerated
hybridization functions in Fig. 9(b). They also exhibit simi-
lar features. All these results suggest that the 4 f electronic
structures in β-Ce are weakly site-dependent. It means that
our assumption is quite reasonable, and won’t change the fi-
nal results too much. Zhu et al.41 have revealed weak site de-
pendence in the electronic structures of α-Pu. We thus expect
that in the low-symmetry phases of 4 f and 5 f systems, the
electronic structures would exhibit some kind of non-trivial
site-dependent features. This is an open and interesting ques-
tion. In the future calculations for the other low-symmetry 4 f -
or 5 f strongly correlated metals, we will take it into serious
consideration if computational conditions permit.
V. CONCLUDING REMARKS
In the present paper, we employed the ab initio many-
body approach, namely the charge fully self-consistent DFT
+ DMFT method, to study the electronic structures and opti-
cal properties of 4 f strongly correlated metal Ce. We endeav-
ored to calculate the momentum-resolved spectral functions,
total and 4 f partial density of states, valence state histograms,
and optical conductivities for cerium’s allotropes under am-
bient pressure. The calculated results agree quite well with
the available experimental results. Most of the results pre-
sented in this paper can be viewed as critical predictions and
require further experimental or theoretical examinations. Be-
sides, the other major findings of this work are as follows:
(1) We confirmed again that the 4 f electrons in α-, β-, γ-,
and δ-Ce are strongly correlated. The band and electron mass
renormalizations are not only remarkable, but also strongly
orbital-dependent. (2) The calculated spectral functions and
hybridization functions prefer the Kondo volume collapse sce-
nario for the 4 f electronic structure transition between the
α and γ phases5,6. (3) The valence state fluctuation in α-Ce
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is much stronger than the others, and its optical conductivity
shows strong Drude peak and non-Fermi-liquid behavior in
the low-frequency region. (4) The 4 f electronic structures for
β-, γ-, and δ-Ce are very similar. In β-Ce, the site dependence
of electronic structure is very weak. The fascinating site se-
lective localized state is not observed.
Our work suggest that the state-of-the-art DFT + DMFT
method can be applied to study the complex 4 f strongly cor-
related electron systems quantitatively. It can not only re-
produce the experimental results, but also discover some new
physics. We believe that our calculated results are useful sup-
plements to the experiments, and will shed new light on the
ab initio calculations for lanthanides and actinides. Note that
besides Ce, some light and middle 5 f actinide metals (such
as Pa, U, Np, and Pu) show complex phase diagrams and
phase transitions as a function of temperature. On the other
hand, many heavy actinide metals (such as Am, Cm, and Bk)
also show various crystallographic phases under pressure73.
The electronic structures for most of them remain unclear.
It would be highly promising to apply the powerful DFT +
DMFT approach to explore their intriguing properties in the
near future.
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