Graph-based clustering is one of the major clustering methods. Most of it works in three separate steps: 1) similarity graph construction; 2) clustering label relaxing; and 3) label discretization with k-means (KM). Such common practice has three disadvantages: 1) the predefined similarity graph is often fixed and may not be optimal for the subsequent clustering; 2) the relaxing process of cluster labels may cause significant information loss; and 3) label discretization may deviate from the real clustering result since KM is sensitive to the initialization of cluster centroids. To tackle these problems, in this paper, we propose an effective discrete optimal graph clustering framework. A structured similarity graph that is theoretically optimal for clustering performance is adaptively learned with a guidance of reasonable rank constraints. Besides, to avoid the information loss, we explicitly enforce a discrete transformation on the intermediate continuous label, which derives a tractable optimization problem with a discrete solution. Furthermore, to compensate for the unreliability of the learned labels and enhance the clustering accuracy, we design an adaptive robust module that learns the prediction function for the unseen data based on the learned discrete cluster labels. Finally, an iterative optimization strategy guaranteed with convergence is developed to directly solve the clustering results. Extensive experiments conducted on both real and synthetic datasets demonstrate the superiority of our proposed methods compared with several state-of-the-art clustering approaches.
such as k-means (KM) [6] , spectral clustering (SC) [7] [8] [9] [10] [11] , spectral embedded clustering [12] , and normalized cut [13] .
KM identifies cluster centroids that minimize within cluster data distances. Due to the simpleness and efficiency, it has been extensively applied as one of the most basic clustering methods. Nevertheless, KM suffers from the problem of the curse of dimensionality and its performance highly depends on the initialized cluster centroids. As an alternative promising clustering method, SC and its extensions learn a low-dimensional embedding of the data samples by modeling their affinity correlations with graph [14] [15] [16] [17] [18] [19] [20] [21] . These graphbased clustering methods [22] [23] [24] [25] [26] generally work in three separate steps: 1) similarity graph construction; 2) clustering label relaxing; and 3) label discretization with KM. Their performance is largely determined by the quality of the preconstructed similarity graph, where the similarity relations of samples are simply calculated with a fixed distance measurement, which cannot fully capture the inherent local structure of data samples. This unstructured graph may lead to suboptimal clustering results. Besides, they rely on KM to generate the final discrete cluster labels, which may result in an unstable clustering solution as KM.
Recently, clustering with adaptive neighbors (CAN) [27] is proposed to automatically learn a structured similarity graph by considering the clustering performance. Projective CAN (PCAN) [27] improves its performance further by simultaneously performing subspace discovery, similarity graph learning, and clustering. With structured graph learning, CAN and PCAN enhance the performance of graph-based clustering further. However, they simply drop the discrete constraint of cluster labels to solve an approximate continuous solution. This strategy may lead to significant information loss and, thus, reduce the quality of the constructed graph structure. Moreover, to generate the final discrete cluster labels, the graph cut should be exploited in them on the learned similarity graph. To obtain the cluster labels of out-of-sample data, the whole algorithm should be run again. This requirement will bring consideration computation cost in real practice.
In this paper, we propose an effective discrete optimal graph clustering (DOGC) method. We develop a unified learning framework, where the optimal graph structure is adaptively constructed, the discrete cluster labels are directly learned, and the out-of-sample extension can be well supported. In DOGC, a structured graph is adaptively learned from the original data with the guidance of a reasonable rank constraint for pursuing the optimal clustering structure. Besides, to avoid information loss in most graph-based clustering methods, a rotation matrix is learned in DOGC to rotate the intermediate continuous labels and directly obtain the discrete ones. Based on the discrete cluster labels, we further integrate a robust prediction module into the DOGC to compensate for the unreliability of cluster labels and learn a prediction function for out-of-sample data clustering. To solve the formulated discrete clustering problem, an alternate optimization strategy guaranteed with convergence is developed to iteratively calculate the clustering results. The key advantages of our methods are highlighted as follows. 1) Rather than exploiting a fixed similarity matrix, a similarity graph is adaptively learned from the raw data by considering the clustering performance. With reasonable rank constraints, the dynamically constructed graph is forced to be well structured and theoretically optimal for clustering. 2) Our model learns a proper rotation matrix to directly generate discrete cluster labels without any relaxing information loss as many existing graph-based clustering methods. 3) With the learned discrete cluster labels, our model can accommodate the out-of-sample data well by designing a robust prediction module. The discrete cluster labels of database samples can be directly obtained, and simultaneously the clustering capability for new data can be well supported. The rest of this paper is organized as follows. Section II revisits several representative graph-based clustering methods. Section III describes the details of the proposed methods. Section IV introduces the experimental setting. The experimental results are presented in Section V. Section VI concludes this paper.
II. GRAPH CLUSTERING REVISITED

A. Notations
For the data matrix X = {x 1 , . . . , x n } ∈ R d×n , the (i, j)th entry of X and the ith sample of X are denoted by x ij and x i , respectively. The trace of X is denoted by Tr(X). The Frobenius norm of matrix X is denoted by X F . The similarity matrix corresponding to X is denoted by S, whose (i, j)th entry is s ij . An identity matrix of size z × z is represented by I z , and 1 denotes a column vector with all elements as 1. The main notations used in this paper are summarized in Table I. B. Spectral Clustering SC [7] requires the Laplacian matrix L S ∈ R n×n as an input. It is computed as L S = D S − [((S + S))/2], where D S ∈ R n×n is a diagonal matrix with the ith diagonal element as j [((s ij +s ij ))/2]. Assuming there are c clusters in the dataset X, SC solves the following problem:
where Y = [y 1 , y 2 , . . . , y n ] ∈ R n×c is the clustering indicator matrix and Y ∈ Idx means that the clustering label vector of each sample y i ∈ {0, 1} c×1 contains only one element 1 and the others are 0. As the discrete constraint is imposed on Y, (1) 
where the orthogonal constraint F F = I c is adopted to avoid trivial solutions. The optimal solution of F is composed of c eigenvectors of L S corresponding to the c smallest eigenvalues. Once F is obtained, KM is applied to generate the final clustering result. For presentation convenience, we denote F and Y as continuous labels and discrete labels, respectively.
C. Clustering and Projective Clustering With Adaptive Neighbors
Clustering and PCAN learn a structured graph for clustering. Given a data matrix X, all of the data points x j | n j=1 are connected to x i as neighbors with probability s i | n i=1 . A smaller distance is assigned with a large probability and vice-versa. To avoid the case that only the nearest data point is the neighbor of x i with probability 1 and all of the other data points are excluded from the neighbor set of x i , a natural solution is to determine the probabilities s i | n i=1 by solving
The second term is a regularization term, and ξ is a regularization parameter.
In the clustering task that partitions the data into c clusters, an ideal neighbor assignment is that the number of connected components is the same as the number of clusters c. In most cases, all of the data points are connected as just one connected component. In order to achieve an ideal neighbor assignment, the probability s i | n i=1 is constrained such that the neighbor assignment becomes an adaptive process and the number of 
where λ is large enough, and Tr(F L S F) is forced to be zero. Thus, the constraint rank(L S ) = n − c can be satisfied [28] .
D. Constrained Laplacian Rank for Graph-Based Clustering
The constrained Laplacian rank for graph-based clustering (CLR) [29] follows the same idea of clustering and PCAN. Differently, it learns a new data matrix S based on the given data matrix A such that S is more suitable for the clustering task. In CLR, the corresponding Laplacian matrix L S is also constrained as rank(L S ) = n−c. Under this constraint, all data points can be directly partitioned into exact c clusters [28] . Specifically, CLR solves the following optimization problem:
E. Key Differences Between Our Methods and Existing Works
This paper is an advocate of discrete optimization of cluster labels, where the optimal graph structure is adaptively constructed, the discrete cluster labels are directly learned, and the out-of-sample extension can be well supported. Existing clustering methods, such as KM, normalized-cut (N-cut) [30] , ratio-cut (R-cut) [13] , CLR, spectral embedding clustering (SEC), CAN, and PCAN, suffer from different problems. Our methods aim to tackle them in a unified learning framework. The main differences between the proposed methods and existing clustering methods are summarized in Table II .
III. PROPOSED METHODOLOGY
In this section, we present the details of the proposed methods and introduce an alternative optimization for solving the problems.
A. Overall Formulation
Most existing graph-based clustering methods separate the graph construction and clustering into two independent processes. The unguided graph construction process may lead to a suboptimal clustering result. CAN and PCAN can alleviate the problem. However, they still suffer from the problems of information loss and out-of-sample extension.
In this paper, we propose a unified DOGC framework to address their problems. DOGC exploits the correlation between the similarity graph and discrete cluster labels when performing clustering. It learns a similarity graph with an optimal structure for clustering and directly obtains the discrete cluster labels. Under this circumstance, our model cannot only take the advantage of the optimal graph learning but also obtain discrete clustering results. To achieve the above aims, we derive the overall formulation of DOGC as min S,F,Y,Q n i,j=1
where α and ξ are penalty parameters, and Q is a rotation matrix that rotates continuous labels to discrete labels. The λ can be determined during the iteration. In each iteration, we can initialize λ = ξ , then adaptively increase λ if the number of connected components of S is smaller than c, and decrease λ if it is greater than c. In (6), we learn an optimal structured graph and discrete cluster labels simultaneously from the raw data. The first term is to learn the structured graph. To pursue optimal clustering performance, S should theoretically have exact c-connected components if there are c clusters. Equivalently, to ensure the quality of the learned graph, the Laplacian matrix L S should have c zero eigenvalues and the sum of the smallest c eigenvalues c i=1 σ i (L S ) should be zero. According to the Ky Fan theorem [31] , c i=1 σ i (L S ) = min F F=I c Tr(F L S F). Hence, the second term guarantees that the learned S is optimal for subsequent clustering. The third term Y − FQ 2 F is to find a proper rotation matrix Q that makes FQ close to the discrete cluster labels Y. Ideally, if data points i and j belong to different clusters, we should have s ij = 0 and vice-versa. That is, we have s ij = 0 if and only if data points i and j are in the same cluster or-equivalently-f i ≈ f j and y i = y j .
The raw features may be high-dimensional, and they may contain adverse noises that are detrimental to similarity graph learning. To enhance the robustness of the model, we further extend (6) as
where W is a projection matrix. It maps high-dimensional data into a proper subspace to remove the noises and accelerate the similarity graph learning.
B. Optimization Algorithm for Solving Problem (7) In this section, we adopt alternative optimization to solve problem (7) iteratively. In particular, we optimize the objective function with respective to one variable while fixing the remaining variables. The key steps are as follows.
Update S: To update S, the problem is reduced to
In problem (9), s i can be solved separately as follows:
The optimal solution s i can be obtained by solving the convex quadratic programming problem min s i 1=1,0≤s ij ≤1 s i +
The above problem can be efficiently solved by the algorithm proposed by [32] . 
We can solve W using the Lagrangian multiplier method. The Lagrangian function of problem (13) is
where is the Lagrangian multipliers. Taking derivative £(W, ) with respect to W and setting it to zero, we have
We (15) is formed by m eigenvectors corresponding to the m smallest eigenvalues of the matrix V. In optimization, we first fix W in V. Then, we update W by VW = W and assign the obtainedW after updating to W in V [33] . We iteratively update it until the K.K.T. condition [34] in (15) is satisfied.
Update Q: To update Q, we have
It is the orthogonal Procrustes problem [35] , which admits a closed-form solution.
Noting that Tr(Y Y) = n, problem (17) can be rewritten as
The optimal solution of Y can be obtained as
The main procedures to solve problem (7) are summarized in Algorithm 1. In practice, a regularization parameter is difficult to tune since its value could range from zero to infinite. In this section, we present an effective method to determine the regularization parameter ξ in problem (8) . For each i, the objective function in problem (9) is equal to the one in problem (10) . The Lagrangian function of problem (10) is
where η and φ i ≥ 0 are the Lagrangian multipliers. According to the K.K.T. condition, it can be verified that the optimal solution s i should be
In practice, we could achieve better performance if we focus on the locality of data. Therefore, it is preferred to learn a sparse s i , that is, only the k-nearest neighbors of x i have a chance of connecting to x i . Another benefit of learning a sparse similarity matrix S is that the computation burden can be alleviated significantly for subsequent processing. Without loss of generality, suppose d wx i1 , d wx i2 , . . . , d wx in are ordered from small to large. If the optimal s i has only k nonzero elements, then according to (21) , we know s i,k ≥ 0 and s i,k+1 = 0. Therefore, we have
According to (21) and the constraint s i 1 = 1, we have
Hence, we have the following inequality for ξ according to (22) and (23):
Therefore, in order to obtain an optimal solution s i to the problem (10) that has exact k nonzero values, we could set ξ i to be
The overall ξ could be set to the mean of ξ 1 , ξ 2 , . . . , ξ n . That is, we could set the ξ to be
The number of neighbors k is much easier to tune than the regularization parameter ξ since k is an integer and has an explicit meaning.
D. Out-of-Sample Extension
Recall that most existing graph-based clustering methods can hardly generalize to the out-of-sample data, which widely exists in real practice. In this paper, with the learned discrete labels and mapping matrix, we can easily extend DOGC to solve the out-of-sample problem. Specifically, we design an adaptive robust module with 2,p loss [36] and integrate them into the above DOGC model, to learn the prediction function for unseen data. In our extended model (DOGC-OS), discrete labels are simultaneously contributed by the original data through the mapping matrix P and the continuous labels F though the rotation matrix Q. Specifically, DOGC-OS is formulated as follows: 
where £ 2,p (P; X, Y) is the prediction function learning module. It is calculated as
P ∈ R d×c is the projection matrix and the loss function is 2,p (0 ≤ p ≤ 2) loss, which is capable of alleviating the sample noise
M i is the ith row of matrix M. The above 2,p loss not only suppresses the adverse noise but also enhances the flexibility for adapting different noise levels.
E. Optimization Algorithm to Solve Problem (27) Due to the existence of 2,p loss, directly optimizing the model turns out to be difficult. Hence, we transform it to an equivalent problem as follows:
where D is a diagonal matrix with its ith diagonal element computed as
2 )] and R = Y − X P, which is denoted as the loss residual, and r i is the ith row of R.
The steps to update S, F, Q, and W are similar to those of DOGC except for the update P and Y.
Update P: To update P, we arrive at
With the other variables fixed, we arrive at the optimization rule for updating P as
Update Y: To update Y, we arrive at
Given the facts that Tr(Y Y) = n and Tr(Y DY) = Tr(D), we can rewrite the above subproblem as follows:
where B = αFQ + βDX P. The above problem can be easily solved as
F. Discussion
In this section, we discuss the relations of our method DOGC with the main graph-based clustering methods.
1) Connection to SC [37] : In our model, α controls the transformation from continuous cluster labels to discrete labels, and λ is adaptively updated with the number of connected components in the dynamic graph S. When W is a unit matrix, the process of projective subspace learning with W becomes an identity transformation. When S is fixed, it is not a dynamic structure anymore and λ will remain unchanged. When α → 0, the effect of the third item in (7) is invalid. Under these circumstances, (7) is equivalent to min F Tr(F L S F). Thus, our model degenerates to the SC.
2) Connection to Optimal Graph Clustering [27] : In DOGC, when W is a unit matrix and α → 0, the effects of W and α are the same as above. Differently, when S is dynamically constructed, (7) is equivalent to min S,F n i,j=1 ( x i −x j 2 F s ij +ξ s 2 ij )+2λTr(F L S F), where S contains specific c, connected components and λ is adjusted by the value of c. Under these circumstances, our model degenerates to the optimal graph clustering.
G. Complexity Analysis
As for DOGC, with our optimization strategy, the update of S requires O(N 2 ). Solving Q involves SVD, and its complexity is O(Nc 2 + c 3 ). To update F, we need O(Nc 2 + c 3 ). To update W, two layers of iterations should be performed to achieve convergence. The number of internal iterations is generally a constant, so the time complexity of updating W is O(N 2 ). Optimizing Y consumes O(Nc 2 ). In DOGC-OS, we need to consider another updating process of D and P which both consume O(N). Hence, the whole time complexity of the proposed methods is all O(N 2 ). The computational complexity is comparable to many existing graph-based clustering methods.
H. Convergence Analysis
In this section, we prove that the proposed iterative optimization in Algorithm 1 will converge. Before that, we introduce three lemmas.
Lemma 1: For any positive real numbers a and b, we can have the following inequality [38] :
Lemma 2: Let r i be the ith row of the residual R in the previous iteration, andr i be the ith row of the residualR in the current iteration, and it has been shown in [39] that the following inequality holds:
Lemma 3: Given R = {r 1 , . . . , r n } , then we have the following conclusion:
Proof: By summing up the inequalities of all r i , i = 1, 2, . . . , n, according to Lemma 2, we can easily reach the conclusion of Lemma 3.
Theorem 1: In DOGC-OS, updatingỸ,F,Q,W,P, and S will decrease the objective value of problem (27) until convergence.
Proof: LetỸ,F,Q,W,P, andS are the optimized solutions of the alternative problem (27) , and we denote
It is easy to know that p 2ψ
According to Lemma 1, we have
By summing over (40) and (41) on the two sides, we arrive at
We also denote
Then, we havẽ
With Lemma 3, we havẽ
By summing over (42) and (47) on the two sides, we arrive at
This equation indicates the monotonic decreasing trend of the objective function in (27) in each iteration.
IV. EXPERIMENTAL CONFIGURATION
In this section, we introduce the experimental settings, including experiment datasets, baselines, evaluation metric, and implementation details. 
A. Experimental Datasets
The experiments are conducted on 12 publicly available datasets, including eight object datasets (i.e., Wine, Ecoli, Vehicle, Auto, Glass, Lenses, Zoo, and Cars), one disease dataset (i.e., Heart), one dataset to model psychological experiments (i.e., Balance), one dataset for voting election (i.e., Vote), and one dataset to describe the change about the number of solar flares. All of these datasets can be obtained from UCI repository (http://archive.ics.uci.edu/ml/datasets). The descriptions of these 12 datasets are summarized in Table III .
B. Evaluation Baselines
In experiments, we compare the proposed DOGC and DOGC-OS with the following clustering methods. 1) KM [6] : KM learns the clustering model by jointly minimizing the distances of similar samples and maximizing those of dissimilar samples. 2) R-Cut [30] and N-Cut [13] : In these two methods, clusters are represented with subgraphs. R-cut and N-cut simultaneously maximize the weights between the same subgraphs and minimize the weights between different subgraphs. 3) NMF [40] : It first decomposes the non-negative feature matrix into the product of two non-negative matrices. Then, KM is performed on one of the non-negative matrices with a lower matrix dimension to calculate the cluster labels. 4) CLR [29] : CLR has two variants: CLR0 and CLR1.
The former supports L1-norm regularization term and the latter supports the L2-norm. Instead of using a fixed input similarity matrix, they both first learn the similarity matrix S with exact c-connected components based on a fixed similarity matrix A. Then, the graph cut is performed on S to calculate the final cluster labels. 5) CAN [27] : CAN learns the data similarity matrix by assigning the adaptive neighbors for each data point based on local distances. It imposes the rank constraint on the Laplacian matrix of the similarity graph so that the number of connected components in the resulting similarity matrix is exactly equal to the cluster number. 6) PCAN [27] : Derived from CAN, PCAN improves its performance further by simultaneously performing subspace discovery, similarity graph learning, and clustering.
C. Evaluation Metrics
We employ normalized mutual information (NMI), accuracy (ACC), and purity as main evaluation metrics. 1) NMI: We first define the NMI of two distributionsÃ and B as follows:
where H (Ã,B) computes the mutual information ofÃ andB. (·) is the entropy of a distribution. Denote n i as the number of data in the ith cluster C i generated by a clustering algorithm,n j as the number of data points in the jth ground truth class G j , and n ij as the number of data occurring in both C i and G j . Then, NMI is calculated as follows:
Larger NMI values indicate better clustering performance. 2) ACC: Denote y i as the resulting cluster label of x i using certain clustering methods and g i as the ground truth of x i , and then we have
where δ(x, y) = 1 if x = y, δ(x, y) = 0 otherwise, and map(g i ) is the best mapping function that permutes cluster labels to match the ground truth labels. Larger ACC values indicate better clustering performance. 3) Purity: Apart from ACC and NMI, purity is another popularly used evaluation metric. For a ground-truth set μ = {μ 1 , μ 2 , . . . , μ n } and a clustering result set ν = {ν 1 , ν 2 , . . . , ν n }, the purity is computed by first assigning each cluster to the class which is the most frequent in the cluster, and then counting the number of correctly assigned objects, finally dividing by n
Similar to the ACC and NMI evaluation metric, the higher the purity, the better the clustering performance.
D. Implementation Details
In the experiment, we set the number of clusters to be the ground truth in each dataset. The parameters of all compared algorithms are in the arrangement of {10 −6 , 10 −4 , 10 −2 , 1, 10 2 , 10 4 }. For those methods calling for a fixed similarity matrix as an input, like R-cut, N-cut, CLR0, CLR1, and NMF, the graph is constructed with the Gaussian kernel function. As for CAN, PCAN, DOGC, and DOGC-OS, we randomly initialize their involved variables. We repeat the clustering process 100 times independently to perform all of the methods and record the best result. The best performance of DOGC-OS and DOGC is achieved when k is set to around (1/10) of the total amount of each dataset. In DOGC, there is only one parameter α. When α ranges in {10 −6 , 10 −4 , 10 −2 }, we record the best result of DOGC on each dataset. In DOGC-OS, there are three parameters: α, β, and γ . With α ranging in {10 −4 , 10 −2 }, we will obtain a generally optimal result on each dataset. We further optimize the results by fixing α and adjusting β. α is mainly used for discrete label learning, and β is a parameter that controls the projection from the raw data to the final cluster labels. The balance of α and β is crucial. γ is adjusted while the overfitting problem arises. When predicting the new data, we set γ to 0.1 or 1. When we pour all of the data into the model to perform training, we set γ to 0.0001.
V. EXPERIMENTAL RESULTS
In this section, we evaluate the performance of the proposed methods on both synthetic and real datasets. First, we compare our method with the baselines on 12 real datasets. Then, we demonstrate the effects of the proposed methods on discrete label learning, optimal graph learning, projective subspace learning, and out-of-sample extension. Next, a parameter experiment is carried out to evaluate the robustness of the proposed methods. Finally, the convergence of the proposed methods is verified by the experimental results.
A. Performance Comparison
Tables IV and V present the main ACC and NMI comparison. The presented results clearly demonstrate that DOGC and DOGC-OS consistently outperform the compared approaches on all real datasets. On Wine, the accuracy of DOGC can nearly reach 1. On most datasets, our methods outperform the second best baseline by more than 0.02. In particular, DOGC-OS achieves an amazing improvement of 0.1408 on Heart compared to the second best baseline PCAN. Compared with the best clustering method PCAN on Ecoli, the proposed DOGC-OS obtains an absolute improvement of 0.0357. In compared approaches, graph-based clustering methods without optimal graph learning generally achieve worse performance. This may attribute to their fixed similarity graph which is not optimal for subsequent clustering. In addition, it is interesting to find that optimal graph clustering methods may not obtain better performance than the graph-based approaches in certain cases. This may be because that the insufficient input samples in these datasets cannot provide enough information for learning a well-structured graph for clustering. Under this circumstance, the performance of CAN and PCAN may be impaired. Finally, we analyze why DOGC-OS outperforms DOGC on some datsets, in the DOGC-OS model, the final clustering indicator matrix Y stems from two transformations Y − FQ 2 F and Y − X P 2 F . Only Y − FQ 2 F is in DOGC. It can be seen that DOGC-OS, whose Y is under two-transformation guidance, should be better than DOGC that is guided from Y − FQ 2 F only.
B. Effects of Discrete Label Learning
Our methods can directly solve discrete cluster labels without any relaxing. To evaluate the effects of discrete label learning, we compare the performance of DOGC-OS with a variant of our method DOGC-I that relaxes the discrete labels to continuous labels on a 36-multiclusters synthetic dataset. This synthetic dataset consists of randomly generated multicluster data, and there are 36 clusters distributed in a spherical way. Fig. 1 and Table VI show the experimental results. From them, we can clearly observe that DOGC-OS fully separates the data (as shown in Fig. 1 ) and achieves superior clustering performance than DOGC-I on five UCI real datasets (as shown in Table VI ). Furthermore, we set the noise level of a 36-multicluster synthetic dataset in the range from 0.02 to 0.1 with the interval of 0.01 and observe the performance. We run KM, DOGC-I, and DOGC-OS 100 times and report the best result. Fig. 1 reports the results. From it, we can find that DOGC-OS consistently achieves higher clustering accuracy than that of DOGC-I and KM under different noise levels.
C. Effects of Optimal Graph Learning
In this section, we conduct an experiment to investigate the effects of optimal graph learning in our methods. To this end, we compare the performance of DOGC-OS with a variant of our methods DOGC-II that removes the optimal graph learning function on the two-moon synthetic dataset. In experiments, DOGC-II exploits a fixed similarity graph for input. The two-moon data are randomly generated, and there are two data clusters distributed in a two-moon shape. Our goal is to divide the data points into an exact two clusters. Fig. 2 and Table VI show the experimental results. From them, we can clearly observe that our methods can clearly partition the two-moon data (as shown in Fig. 2 ) and achieve superior clustering performance than DOGC-II on five UCI real datasets (as shown in Table VI ). These results demonstrate that the optimal graph learning in our methods can indeed discover the intrinsic data structure and, thus, improve the clustering methods.
D. Effects of Projective Subspace Learning
Both DOGC and DOGC-OS can discover a discriminative subspace for data clustering. To validate the effects of projective subspace learning, we compare our methods with PCA [41] and LPP [42] on two-Gaussian data [43] . In this dataset, two clusters of data are randomly generated to obey the Gaussian distribution. In experiments, we observe their separation capability by varying the distance of two clusters. Fig. 3 shows the main results. From it, we can observe that all four methods can easily find a proper projection direction when two clusters are far from each other. However, as the distance between these two clusters is reduced, PCA becomes ineffective. As the two clusters become closer, LPP fails to achieve the projection goal. However, both DOGC and DOGC-OS always perform well. Theoretically, PCA only focuses on the global structure. Thus, it will fail immediately when two clusters become closer. LPP pays more attention to preserving the local structure. It could still achieve satisfactory performance when two clusters are relatively close. Nevertheless, when the distance of two clusters becomes fairly small, LPP is also incapable any more. Different from them, DOGC and DOGC-OS can always keep satisfactory separation capability consistent as they could identify a discriminative projective subspace with the force of a reasonable rank constraint.
E. Effects of Out-of-Sample Extension
Out-of-sample extension is designed in our approach to predict the unseen data and improve the clustering accuracy. In this section, we conduct the experiment to evaluate the effects of an out-of-sample extension. Specifically, five UCI datasets are used to demonstrate the capability of the proposed method on clustering the unseen data. Six representative clustering methods: KM [6] , SC [7] , SEC [12] , discriminative KM (DKM) [44] , local learning (LL) [45] , and clustering with local and global regularization (CLGR) [46] , are used for performance comparison. On each dataset, we randomly choose 50% of data samples for training and the rest for testing. In DOGC-OS, the training data are used to train the projection matrix P with which the discrete cluster labels of testing data are obtained by the projection process. For other methods, we import two parts of data together into their models and report their clustering. As shown in Tables VII and VIII, DOGC-OS achieves higher ACC than other methods on both training data and testing data. Furthermore, to evaluate the effects of an out-of-sample extension on improving the clustering performance, we compare DOGC-OS with DOGC that removes the part of an out-ofsample extension. The results are shown in Tables IV and V. From them, we can clearly observe that DOGC-OS can achieve superior performance in most datasets.
F. Parameter Sensitivity Experiment
There are three parameters: α, β, and γ in DOGC-OS, and one parameter α in DOGC. In this section, we perform experiments on Vote and Ecoli to evaluate the parameter sensitivity of the proposed methods and investigate how they perform on different parameter settings. In experiment, we tune the parameters α, β, and γ in the range of {10 −6 , 10 −4 , 10 −2 , 1, 10 2 , 10 4 }, and p from 0.25 to 1.75. In DOGC, we observe the variations of ACC and NMI with α from 10 −6 to 10 4 (as shown in Fig. 4 ). In DOGC-OS, we first select three groups of parameters with fixed α, β, and γ (as shown in Fig. 5 ). From it, we find that p = 1.25 is optimal for clustering. Then, we fix p = 1.25 and evaluate the performance variations with remaining α, β, and γ . Specifically, we fix two parameters and observe the variations of ACC with the other one. Figs. 6 and 7 illustrate the main experimental results. The analysis of the parameters effects is as follows.
1) Joint Effects of α and β: α contributes to discrete label learning. In DOGC and DOGC-OS, α plays a crucial role in clustering performance. In the experiments, we find that our methods can achieve satisfactory performance with α in the range of {10 −6 , 10 −4 , 10 −2 }. In DOGC-OS, when α is small, we observe a decreasing trend of performance as β increases. Once α is larger than β, our method works better instead. 2) Effects of γ : γ controls the prediction residual error Y − X P 2,p . In DOGC-OS, as γ increases from 10 −2 to 10 −1 , it performs gradually better. When γ keeps going up, we observe a decreasing trend instead. If γ is small, the regularization term will become less significant and the overfitting problem may occur. On the contrary, when we use large γ , the prediction residual error will not be well controlled. Under this circumstance, our approach DOGC-OS will produce suboptimal prediction functions and discrete cluster labels.
3) Effects of p: In DOGC-OS, when α is optimal, p will have less influence on the clustering performance. The main reason is that the influence of α covers p. In contrast, if α is not optimal, the influence of p on ACC gradually becomes important. Under such a circumstance, when p is in the range of 1 to 1.5, it can help to improve ACC. 
G. Convergence Experiment
We have theoretically proved that the proposed iterative optimization can obtain a converged solution. In this section, we empirically evaluate the convergence of the proposed algorithms. We conduct experiments on Vote and Ecoli. Similar results can be obtained on other datasets. Fig. 8 records the variations of the objective function value of (7) and (27), respectively, with the number of iterations. It clearly shows that our approaches are able to converge rapidly within only a few iterations (less than 10).
VI. CONCLUSION
In this paper, we propose a unified DOGC framework. In our methods, a structured graph is adaptively learned with the guidance of a reasonable rank constraint to support the clustering. Discrete cluster labels are directly learned by learning a proper rotation matrix to avoid the relaxing information loss. Besides, projective subspace learning is performed in our framework to eliminate noise and extract discriminative information from raw features to facilitate clustering. Moreover, our model can support the clustering task on the out-of-sample data by designing a robust prediction module. Experiments on both synthetic and real datasets demonstrate the superior performance of the proposed methods.
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