Abstract. Despite its importance, all proofs of the correctness of Strassen's famous 1969 algorithm to multiply two 2 × 2 matrices with only seven multiplications involve some more or less tedious calculations such as explicitly multiplying specific 2 × 2 matrices, expanding expressions to cancel terms with opposing signs, or expanding tensors over the standard basis. This is why the proof is nontrivial to memorize and why many presentations of the proof avoid showing all the details and leave a significant amount of verifications to the reader.
Introduction
In 1969 Strassen's bilinear algorithm [11] for the multiplication of 2 × 2 matrices with only 7 multiplications revolutionized the field of computational linear algebra: Its recursive application gives the first subcubic algorithm for matrix multiplication. Fast matrix multiplication (see e.g. the recent [8] ) has countless applications as a subroutine in algorithms for a wide variety of problems in computer science, physics, and computational biology. Because of its great importance we want to understand on a deep level what makes this surprising algorithm possible.
Unfortunately the algorithm in Strassen's original breakthrough publication is hard to memorize and its verification is cumbersome and does not yield many further insights. Several later papers by different authors follow the same route by presenting matrix multiplication algorithms for different formats that are results of numerical searches.
Shortly after Strassen's paper, Gastinel [6] published a version of Strassen's proof that can indeed be completely verified by the reader if close attention to indices, signs, and cancellations is paid. As in Strassen's original paper, the linear forms that are used seem to be completely ad hoc. But besides presenting the proof Gastinel also notices a rotational symmetry that we will use and that was rediscovered by Paterson [10] and recently again by Burichenko [2] . A very short verification was given by Yuval [12] , but here the linear forms are also ad hoc. Indeed, the author even uses the word "trick" when referring to one of them. Chatelin [4] introduces new interesting considerations about the symmetry of Strassen's algorithm, but the verification of the algorithm is completely left to the reader, see for example the innocent "we can decompose the trilinear form (5) into [...]" on page 2 of [4] . Alekseyev [1] writes in a similar manner: "The following assertion can easily be checked". Gates and Kreinovich focus on "pedagogics" [7] and use symmetries to give intuition to Strassen's formulas, but they completely omit proving the correctness of the algorithm. Paterson [10] finds a diagrammatic description of Strassen's algorithm similar to [12] that still requires careful attention to details, in particular to signs and cancellations, see also the corresponding lecture notes [9, Fig. 2 ]. Recently Chiantini, Ikenmeyer, Landsberg, and Ottaviani [5] used geometric insights to get a better conceptual understanding of Strassen's algorithm, but its verification still requires what is euphemistically called a "simple calculation" (see the end of Sec. 7.1 in [5] ).
The theory of M -pairs [3] is a way of presenting an algorithm only semi-explicitly, focusing on its existence rather than its precise form. This gives hope that using this approach cumbersome verification calculations can be avoided. Unfortunately to verify that a set of matrices forms an M -pair the reader has to verify that 16 products of 2 × 2 matrices result in specific matrices, see [3, Thm. 7] .
Inspired by the geometric insights developed in [5] we use the strategy of M -pairs to present a proof in which all verifications follow from simple algebraic identities. It does not use any "tricks" or ad hoc constructions, which makes it easy to follow and memorize.
Formally, the result that we prove is the following.
Theorem 1 (Strassen [11] ). Fix any field F. There exist seven matrices C 1 , . . . , C 7 ∈ F 2×2 and fourteen linear forms
such that for all pairs of 2 × 2 matrices A and B the product satisfies
Preliminaries from linear algebra
The trace tr(A) of a square matrix A is the sum of its diagonal entries. A matrix with trace 0 is called traceless. Taking the trace of a product of (rectangular) matrices is invariant under cyclic shifts:
Thus the trace is invariant under conjugation: tr(B −1 AB) = tr(ABB −1 ) = tr(A). Another implication is that if u is a column vector and v T is a row vector, then
. The Cayley-Hamilton theorem says that substituting A for λ yields the zero matrix.
Rotational symmetry
In this section we collect some standard facts about rotation matrices. We think of the 2 × 2 matrix D as a rotation of the plane by 120
• , but to make our approach work over every field we use a more algebraic definition for D.
Let D have determinant 1 and trace −1, i.e., D has characteristic polynomial λ 2 + λ + 1. We assume that D is not a multiple of the identity id (this is implicitly For every vector u = u 1 u 2 the set of row vectors v T such that v T u = 0 is a 1-dimensional subspace generated by the row vector u ′ := (−u 2 , u 1 ). If u is not an eigenvector of D, then u and Du are linearly independent, which means that u ′ (Du) = 0 and we can define the normalized row vector u ⊥ := (u ′ Du) −1 u ′ that satisfies u ⊥ Du = 1. In this way we assign a vector v ⊥ to every vector v that is not an eigenvector of D, defined by the properties v ⊥ v = 0 and v ⊥ Dv = 1. We fix a vector u that is not an eigenvector of D and define u ⊥ as above. In our example we could choose u = 1 0 , which is not an eigenvector of 0 −1 1 −1 .
A first simple observation relates u ⊥ and D −1 :
Proof. We verify the two defining properties for (
, which finishes the proof.
The following observation complements the fact that u ⊥ Du = 1.
Proof. Using Claim 2 we have id +D +D −1 = 0 and thus
Since u ⊥ u = 0 and u ⊥ Du = 1, the claim follows.
Seven multiplications suffice
In this section we apply our structural insights from Section 3 to prove Theorem 1. We set X := uu ⊥ . Clearly tr(X) = u ⊥ u = 0 and we obtain the following identities that can be used to simplify products of X, D, and D −1 :
Claim 5. X 2 = 0 and XDX = X and XD −1 X = −X.
Proof.
where in the last line we used Claim 4.
By Claim 2, conjugation with D is a map of order 3 on the space of all 2 × 2 matrices, i.e., for any matrix A there is a triple of conjugates
A is traceless, then so are its conjugates. , we can write down the multiplication table with respect to these two bases. We further simplify it using the identities XDX = X and XD
Proof of Theorem 1. Notice that in the body of the table only (scalar multiples of) 7 matrices are used, and the entries are aligned in such a way that two occurrences of the same matrix are either in the same row or in the same column. At this point we are done proving Theorem 1, because the existence of such a pattern gives a simple way to construct a matrix multiplication algorithm as follows. Note that the a i are linear forms in the entries of A and the b j are linear forms in the entries of B. We expand the product AB and group together summands according to the table:
This finishes the proof.
Remark. Taking the trace in (4.1) and using the fact that X and its conjugates are traceless, we see that tr(A) = a 1 tr(D) = −a 1 , and tr(B) = −b 1 . Thus the first of the 7 summands is tr(A) tr(B) id.
