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We study dynamics of bosonic atoms on a two dimensional square lattice, where atomic interac-
tions are long ranged with either a box or soft-core shape. The latter can be realized through laser
dressing ground state atoms to electronically excited Rydberg states. When the range of interactions
is equal or larger than the lattice constant, the system is governed by an extended Bose-Hubbard
model. We propose a quench process by varying the atomic hopping linearly across phase boundaries
of the Mott insulator-supersolid and supersolid-superfluid phases. Starting from a Mott insulator
state, dynamical evolution exhibits a universal behaviour at the early stage. We numerically find
that the universality is largely independent of interactions during this stage. However, dynamical
evolution could be significantly altered by long-range interactions at later times. We demonstrate
that density wave excitations are important below a critical quench rate, where non-universal dy-
namics is found. We also show that the quench dynamics can be analysed through time-of-flight
images, i.e. measuring the momentum distribution and noise correlations.
I. INTRODUCTION
In the past decades, there has been a growing inter-
est in the study of ultracold atoms, which is largely
driven by the unprecedented level of control over ex-
ternal trapping potentials, internal states and interac-
tions between atoms with electromagnetical fields [1–9].
Various lattice models [10], such as the Bose-Hubbard
model [11], have been studied and realized experimen-
tally [12]. This has opened opportunities to probe static
properties [13–15], such as Mott insulator-superfluid
phase transition [11, 12, 16, 17], spin-orbit coupling [18–
20], supersolidity [21–30], entanglement [31, 32], topol-
ogy [33, 34], etc. The advantage of cold atom systems
is that many parameters can be manipulated and moni-
tored dynamically. This has paved new ways to explore
non-equilibrium dynamics in addition to static proper-
ties. Inspired by this, recent theoretical and experimen-
tal works have investigated Landau-Zener transition [35–
37], Kibble-Zurek mechanism [38–44], transport [45–47],
Higgs/Goldstone modes [48, 49].
Recently, growing interest has been spent on investi-
gating dynamics of Bose-Hubbard models (BHMs) driven
by external periodic [50, 51] or linear fields [52]. A recent
review can be found in Refs. [53, 54]. A particularly inter-
esting topic is the universal evolution of the BHM when
linearly changing the hopping strength. Many quantities,
such as dynamical correlation length and topological de-
fects, can be scaled with respect to the change (quench)
rate of the hopping, which are rooted from the Kibble-
Zurek mechanism (KZM) [38–41]. The universality orig-
inates from the fact that the system evolution is frozen
around the phase boundary while adiabatic away from it.
In uniform Bose-Hubbard models (BHMs), the compe-
tition between the hopping and two-body on-site inter-
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FIG. 1. Long-range interaction and quench scheme. (a)
Long-range soft-core (red dashed) and box-type (black solid)
interaction. The range rc of interactions can be longer than
the optical lattice (dotted) constant d. (b) Fourier transform
of the interaction potential. The line style is same as shown
in panel (a). (c) Quench protocol. At t < 0, we prepare the
ground state in a Mott insulator with Vlatt → ∞ and J = 0.
The tunnelling J(t)/U = aQt (orange) is increased linearly
during t ∈ (0, tf ). This is done by reducing lattice depth
(grey). At the same time, long-range interactions (green dot-
ted) is turned on. When t > tf , atoms are released from the
optical lattice.
actions [55–57] leads to a Mott insulator (MI) to super-
fluid (SF) phase transition at a critical hopping. In ex-
tended Bose-Hubbard models (eBHMs), where the range
of atomic interactions is longer than the lattice constant,
ground state can have non-uniform, periodic densities,
such as the density wave (DW), supersolid (SS), Hal-
dane insulator (HI in 1D), etc [58, 59]. Such situation
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2has been examined extensively using atoms with weak
magnetic or electric dipole moments [60–68], where the
dominant interaction is between nearest neighbour sites.
When quenching eBHMs, the nearest-neighbour interac-
tion will bring extra time scales [42, 43]. It was found that
vortex nucleation and correlation lengths exhibit differ-
ent scaling laws other than that in BHMs.
In this work, we will go beyond the nearest-neighbour
interaction regime and examine eBHMs with even longer
range interactions. This is realized by using Rydberg
dressed atoms confined in a two dimensional optical lat-
tice [6–9, 69–73]. Rydberg atoms have long lifetimes
(∼ n3), where n  1 is the principal quantum number.
Large polarizabilities (∼ n7) give strong and long-range
interactions (e.g. van der Waals interactions ∼ n11) be-
tween Rydberg atoms. However atomic hopping typi-
cally occurs on a much slower time scale than the Ryd-
berg lifetime. One could instead weakly couple ground
state atoms to Rydberg states with a large detuned
laser [69, 74–76]. This results to a soft-core shape po-
tential between Rydberg dressed ground state atoms. Its
range could extend several lattice constants before decay-
ing significantly (see Fig. 1a). The range of the soft-core
interaction is characterized by a radius rc. For distance
r < rc, the interaction strength is nearly a constant,
while decays quickly if r > rc. Such a interaction poten-
tial may be approximated by a box potential, i.e. atomic
interaction is a constant when r ≤ rc and zero other-
wise (Fig. 1a). Box-type interactions have been used to
study the extended Bose-Hubbard model, with a focus
on nearest-neighbour cases (rc = d) [27, 58, 59]. They
share similar profiles in momentum space (Fig. 1b). We
will show that the underlying dynamics show common
features for these two types of interactions.
This paper is organized as follows. In Sec. II we in-
troduce the eBHM of the Rydberg dressed atoms. We
shows the relation between the roton instability and den-
sity modulations. In Sec. III, we discuss universal dy-
namics of the phase transition on the boundary of MI
phase, by examining global variables including SF frac-
tion ρs and density variance σn. In Sec. IV, we propose
that the dynamics can be measured through TOF den-
sity distribution [28, 68, 77] and covariance [57, 78–82].
These quantities will change with the probe time. In Sec.
V, differences between soft-core interaction and the sim-
plified box-type interaction are discussed. We conclude
in Sec. VI.
II. EXTENDED BOSE-HUBBARD MODEL
The Hamiltonian of the Rydberg dressed atoms in the
2D square lattice is given by an eBHM [21–23, 27, 28, 58],
H = −J(t)
∑
〈ij〉
bˆ†i bˆj+
U
2
∑
i
nˆi(nˆi−1)+
∑
i6=j
Vij nˆinˆj , (1)
where 〈ij〉 stands for the nearest-neighbour sites, and
J(t) is the time-dependent hopping. U is the on-site
interaction, including contributions from s-wave scatter-
ing and the long-range interaction. In this work, two
types of long-range interactions are considered. The
soft-core interaction between Rydberg atoms is Vij =
2V0[1 + (rij/rc)
6]−1, where rij is the distance between
site i and j, rc is the soft-core radius, and V0 is the in-
teraction strength. In case of a box potential, the inter-
action is given by Vij = V0Θ(rc − rij), where Θ(r) is the
Heaviside function (Fig. 1a). The situation that we will
particularly focus on is that the initial state has an unit
filling, i.e. 〈ni〉 = 〈b†i bi〉 = 1.
The SS and SF phase boundary is approximately deter-
mined by examining instabilities of the Bogoliubov spec-
tra [83, 84],
E(k) =
√
ε(k)2 + ρ0ε(k)
(
U + V˜ (k)
)
, (2)
where ε(k) = 2J
(
2 − cos(kxd) − cos(kyd)
)
is the
kinetic energy term, ρ0 is the condensate density
and V˜ (k) = 1M
∑
i6=j Vij exp(ik · rij), is the Fourier
component of long-range interaction. In free space,
V˜ (k) has analytical solutions, which yields V˜ (k) =
V0
2pirc
|k| J1(|k|rc) for box-type interaction and V˜ (k) =
V0
4pir2c
3
∑
m=0,±1 e
i2mpi/3K0(e
impi/3|k|rc) for soft-core in-
teractions, where Jn(x) is the first kind of Bessel function
and Kn(x) is the second kind of modified Bessel function
[85]. In the two-dimensional lattice, we numerically cal-
culate the Fourier transform of the interaction potential
(see Fig. 1b).
For strong long-range interactions, the many-body
ground state could have non-uniform, periodic densi-
ties [74, 86, 87]. The onset of non-uniform densities is
signified by unstable Bogoliubov spectra. This allows us
to determine a critical hopping for so-called roton insta-
bility Jl = −min[Σ(k)], where
Σ(k) = ρ0
U + V˜ (k)
2− cos(kxd)− cos(kyd) . (3)
Such that when Js < J < Jl, the density modulation will
occur, where Js is the phase boundary of MI. A typical
shape of Σ(k) is shown in Fig. 2a. The roton instabilities
are presented in Bogoliubov spectra as the white areas
in Fig. 2b. Through numerical fitting of Jl versus V0, we
find that its slope for the soft-core interaction becomes
larger than the box potential when increasing the inter-
action range rc. On the other hand, momentum krot
corresponding to the onset of roton instabilities varies
with the soft-core radius rc. From the numerical data,
one finds that |krot| ≈ 3pi/2rc when rc  d (Fig. 2d).
To implement the quench, the hopping strength
changes according to J(t)/U = aQt for t ∈ [0, tf ] (see
Fig. 1c). Typically the system is in the SF region at
the final J(tf ). Without long-range interactions (i.e. in
BHMs), the phase boundary in the unit-filled 2D square
lattice is Js/U = 0.0429 with decoupling approach [16]
and 0.059 with quantum Monte-Carlo calculation [88]. In
3o
FIG. 2. Roton instability. (a) Σ(k) as defined in Eq. (3).
The momentum krot is found at the minimal Σ(k) when the
spectra become complex. (b) Bogoliubov spectra for J =
0.5U . The white areas indicate roton instability. In (a) and
(b) we consider the soft-core interaction with rc = 2d and
V0 = 0.6U . (c) Critical tunnelling Jl for box-type (black) and
soft-core (red) interactions. The arrow shows that the slope
increases as rc grows. The soft-core length is rc/d = 1 (dot), 2
(square), and 3 (triangle). (d) Momentum |krot| at the roton
minimum, in term of its inverse, for box-type (square) and
soft-core (dot) interactions. Here the interaction strength is
V0 = 2U .
this case, J(tf ) will be larger than both values to ensure
that the system enters the SF region.
We employ the time-dependent Gutzwiller
method [89–92] to simulate the dynamics. Expanding
the many-body wave function as |ΨN 〉 ≈ Πi|Ψi〉, where
the wave function of i-th site is expanded to Fock basis
as Ψi =
∑
m f
i
m(t)|i;m〉. The equation of motion of
coefficients f im is given by
i
∂
∂t
f im = −J(t)
∑
rij=1
(
√
mφjf
i
m−1 +
√
m+ 1φ∗jf
i
m+1
)
+
(
U
2
m(m− 1) +m
∑
j 6=i
Vijnj
)
f im, (4)
where φi = 〈bˆi〉 is the SF order parameter. The initial
state is a MI ground state with homogeneous occupation
ni = 1, and random phase is applied to coefficients f
i
m
to take into account of initial coherence [39].
III. QUENCH DYNAMICAL WITH BOX-TYPE
INTERACTIONS
In this section, we study response to the linear in-
creasing J(t) with the box-type interaction. We will
FIG. 3. Superfluid fraction ρs (a,c) and density vari-
ance σn (b,d) with box-type interactions. In weak in-
teracting cases (a,b), we consider V0 = 0 (dashed black) and
V0/U = 0.1 (coloured). The lower panel shows the differ-
ence of ρs and σn between interacting and non-interacting
cases. In strong interacting cases (c,d), the evolution appar-
ently depends on the strength and radius of the long-range
interaction. For all of the plots, we consider V0/U = 0.5,
aQ/U = 0.01 and rc/d = {1 (blue), 2 (green), 3 (orange)}.
The quench rate. Dotted lines indicate probe times for time-
of-flight (TOF) interference. Arrows indicate the Kibble-
Zurek time. See text for details.
investigate quantities such as superfluid fraction ρs =∑
〈i,j〉Re[φ
∗
iφj ]/zM [93, 94], density variance σn =∑
i
√〈nˆ2i 〉 − 〈nˆi〉2/M and vortex nucleations. Here z = 4
is the coordination number of 2D square lattice, M is
the total number of lattice points. In the MI phase
(J(t)/U  1), both ρs and σn vanish.
A. Superfluid fraction, density variance and vortex
density
When the long-range interaction is weak, the dynam-
ics is largely similar to that of the BHM, as shown in
Fig. 3a,b. Initially both ρs and σn remain small with
increasing J(t) with rate aQ/U = 0.01. During this
stage, atom tunnelling is negligible until J(t) increases
to ∼ 0.17U . Then ρs and σn increase rapidly. The im-
portance of the value Jˆ/U ≈ 0.17 is related to the Kibble-
Zurek mechanism, which will be investigated in the next
section. Here the long-range interaction acts as a weak
perturbation on top of the strong on-site interaction (see
lower panel of Fig. 3a,b, where the difference between
interacting and non-interacting cases are plotted).
4FIG. 4. Vortex nucleation with box-type interaction.
(a) Evolution of vortex density with box-type interactions
with V0/U = 0.5, rc = d, J(tf )/U = 2. The quench rate
aQ/U is 10
−3 (black), 10−2 (green), 10−1 (red). The local
phase of SF order parameter arg(φ) at J(tf ) = 2 is shown
for (b) aQ/U = 10
−1, Utf = 20 and (c) aQ/U = 10−3,
Utf = 2000.
Dynamics changes drastically at different stages when
the long-range interactions becomes stronger, as illus-
trated in Fig. 3c and d. At early times, values of ρs
are independent of the long-range interaction. However
ρs changes significantly at later times. Its values decrease
with increasing soft-core length rc. The evolution of σn
is more sensitive to rc. We find different curves depart
from each other even at a relatively early stage. Interest-
ingly, larger superfluid fraction usually results in larger
density fluctuation, but we find that σn becomes larger
for larger rc at later times, though ρs is reduced. The
margin between weak and strong interaction is caused by
the roton excitation in the latter.
We now turn to the discussion of the vortex nucleation.
When J(t) is increased, topological defects (vortices) can
be created due to phase transition. The development of
the topological defects in the vicinity of phase transi-
tion point is related to quantities such as the healing
length, density fluctuation, etc as found in BHMs [39]
and eBHMs with dipolar interactions [25, 68]. In our
system, the vortex density all starts around nv ≈ 1/3
(Fig. 4a), which is a result of the initial state where local
phases are purely random. The vortex density decreases
slowly for the fast quench. This suggests the system has
no time to relax and the initial excitation is carried for-
ward by the time-dependent state. The fast increasing
hopping inhibits the unification of local phases. As shown
in Fig. 4b, many vortices still survive in this deep SF
regime.
Decreasing the quench rate to aQ/U = 0.01, the ini-
tial vortex density decays dramatically with time, and nv
begins to vanish around J(t)/U = 0.17. Interestingly, a
new regime emerges when the quench rate is further de-
creased. At aQ/U = 10
−3, we find that the vortex den-
sity first decreases rapidly, then increases quickly after
J(t) = 0.071U and then slowly decreases with increasing
J(t). The revival of the vortex density here is attributed
to the strong and long-range interaction. As the dynam-
ics is nearly adiabatic, initial noises decays rapidly. With
increasing hopping, the interpaly between atomic tun-
nelling and interaction creates a lot of vortex nucleations
in the system. When J(t) is large, the system is relaxed
to a homogeneous SF with only a few vortex nucleations
(Fig. 4c).
B. Kibble-Zurek dynamics
The key feature of KZM in a BHM is that dynam-
ics is divided into frozen and adiabatic region across the
phase transition. It is convenient to define a distance pa-
rameter  = J(t)/Js − 1, which depends on the critical
hopping Js of the MI-SF transition. Dynamics is qualita-
tively different before and after a frozen parameter ˆ. As
the instantaneous relaxation time τ(t) diverges around
the phase transition, dynamics of system is frozen to the
initial state if || < ˆ. However, dynamical evolution be-
comes adiabatic when || > ˆ, where many dynamical
quantities change significantly. The relaxation time can
be estimated by KZM for τ = |/˙|. On the other hand,
Landau’s mean field theory predicts that τ = τ0||−zν ,
where ν is the critical exponent about correlation length,
τ0 is a coefficient of relaxation time for BHM, and z is the
dynamical exponent. This permits us to find the frozen
parameter and frozen (KZM) time [39],
ˆ =
(
aQτ0
Js/U
) 1
1+zν
, tˆ =
Js/U
aQ
(
aQτ0
Js/U
) 1
1+zν
. (5)
In practice, it is difficult to determine the KZM time from
numerical calculations. In this work, we estimate the
time when d2ρs/dt
2 is maximized (indicated by arrows
in Fig. 3a,c). Other choices, e.g., in Shimizu, et al’s work
the KZM time is chosen to be the time when |φ(t0+ tˆ)| =
2|φ(t0)| [41], will make minor difference in τ0, but the
scaling exponents remain the same.
To find the universal laws in ρs, we change the quench
rate from 10−3 to 10−1, and find the KZM time for
non-interacting, box-type and soft-core interactions with
V0/U = 0.6, rc = d, 2d, respectively. The corresponding
distance parameter ˆ is shown in Fig. 5a. Apparently
tˆ (ˆ) is independent to the interaction types. The data
can be described by a single set of fitting parameters
Js/U = 0.0449, zν = 0.442 and Uτ0 = 21.0. Our fitted
Js is closer to the decoupling approach (Js/U = 0.043)
[16].
KZM also predicts that the vortex density nv ∼
ξdef/ξdim ∼ a(dim−def)ν/(1+zν)Q , where ξ is the correlation
length, and dim = 2 is the dimension of the lattice, def is
5FIG. 5. Kibble-Zurek mechanism and a comparison with roton instability. Dynamics of global variables by using
box-type and soft-core interaction.(a) Kibble-Zurek time, in term of distance parameter ˆ, fitted from the turning point of
superfluid fraction. The interaction configurations include non-interacting (black), box-type with V0/U = 0.6 and rc = d
(blue) rc = 2d (green), soft-core with V0/U = 0.6 and rc = d (yellow) rc = 2d (orange). (b) Density of vortices counted at
Kibble-Zurek time from the fitting results. Density variance σn with respect to hopping J(t) with box-type (c) and soft-core
(d) interaction for both rc = d and V0/U = 0.6. The hooping parameter at KZM time J(tˆ) (solid line), roton instability Jl
(dashed line) and MI-SF transition of BHM Js (dotted line) are plotted together. (e) Density distributions of specific quench
rate and time with box-type interaction shown in (c), where 1© aQ/U = 0.004, J(t)/U = 1.5, 2© aQ/U = 0.06, J(t)/U = 1.5,
3© aQ/U = 0.004, J(t)/U = 0.3, 4© aQ/U = 0.06, J(t)/U = 0.3.
that of topological defects. Here we argue that def = 1
because the vortices are always created in pairs (e.g.,
Fig. 4c). Numerically, in 2D square lattice, nv can be
evaluated according to nv = 1/(4M)
∑
i | sin(θi+xˆ−θi)+
sin(θi+xˆ+yˆ − θi+xˆ) + sin(θi+yˆ − θi+xˆ+yˆ) + sin(θi − θi+yˆ)|,
where θi = arg(φi). Using the same interaction configu-
ration as aforementioned, we found that the scaling ex-
ponent (dim−def)ν/(1+zν) = 0.359 as shown in Fig. 5b.
Compared to the fitting results of ˆ, we found ν = 0.518,
z = 0.854, Here we make a comparison with mean-field
class where ν = 0.5, z = 2, and 3D XY model, which is
frequently compared with 2D BHM, where ν = 2/3 and
z = 1 [11, 95, 96]. In Ref. [41], it was found that the
vortex density has anomalous behaviour in slow quench
regime (aQ/U < 10
−2). In our simulations, nv shows
larger fluctuation as aQ decreases, but the average val-
ues still fit well with the universal scaling. This is mainly
a result of finite size effect.
It is apparent that the onset of roton instabilities
breaks the universal dynamics at later times. This is
more apparent for slow quenches, where the tunnelling
J(tˆ) at the Kibble-Zurek time tˆ is smaller than the tun-
nelling Jl for the roton instability. For fast quenches
when J(tˆ) > Jl, however, the system will not fully re-
spond to the roton mode, where dynamics is still uni-
versal. To demonstrate this, we calculate the density
variance σn, shown in Fig. 5c-e. The density variance
develops a maximal value around J(t) ∼ Jl when the
quench rate is low. In this region, the system suffers sig-
nificantly from the roton instability, exhibiting apparent
density pattens (Fig. 5e3). When J(tˆ) > Jl, the density
variance σn increases slowly with time. This shows that
we can estimate the transition from non-universal to uni-
versal dynamics by a quench rate ac at which J(tˆ) ≈ Jl.
IV. TIME-OF-FLIGHT ANALYSIS
Through analyzing the momentum distribution and
noise correlations [78, 80–82], we can identify phases
of the system dynamically by releasing the optical lat-
tice [28, 57, 68, 77, 79, 81, 97] at different quench
times. Interference patterns are determined by the quasi-
momentum distribution after TOF, which encodes in-
formation of SF order parameters. In deep SF regime,
the momentum distribution n(k) = 〈bˆ†kbˆk〉, bˆk being the
bosonic operator in momentum space, is approximately
n(k) ≈ |φ˜k|2, (6)
where φ˜k = 1/
√
M
∑
i φi exp[ik · ri] is the Fourier com-
ponent of the SF order parameter φi, M is the number
of lattice points.
Non-uniform density structures [84] can be character-
ized by the noise correlation, which is obtained through
HBT-type interference measurements. We calculate the
covariance C(k,k′) = 〈bˆ†kbˆkbˆ†k′ bˆk′〉−〈bˆ†kbˆk〉〈bˆ†k′ bˆk′〉, which
6FIG. 6. Effects of interaction length and strength re-
vealed in TOF experiments. Momentum density n(k) (a1-
a4) and covariance C(q) (b1-b4). The probe time is Ut = 28
with quench rate aQ/U = 0.01. We consider box-type interac-
tion with strengths V0 ∈ [0, U ], and radius rc/d = {1, 2, 3, 4}
from left to right, respectively. Dotted lines indicate the mo-
mentum where the covariance has maximal values. Two di-
mensional plots corresponding to interactions given by dashed
black lines are shown in Fig. 8.
FIG. 7. Snapshots at early time Ut = 17.5 with quench
rate aQ/U = 0.01. TOF density n(k) (b1-b2) and covariance
C(q) (d1-d2) are compared with the Fourier transform of or-
der parameter φ˜k (a1-a2) and density n˜q (c1-c2). (a1-d1) is
that without long-range interaction, and (a2-d2) for box-type
interaction with rc = d and V0/U = 0.66.
can be reduced to a function of relative momentum
q = k′−k in deep MI regime, that approximately yields
C(q) ≈ |n˜q|2 , (7)
where n˜q is the Fourier component of occupation ni
similar to φ˜k. The analytical expressions for n(k) and
C(k,k′) are presented in the Appendix, modified from
Ref. [57, 78, 81].
We will illustrate that instantaneous features at differ-
ent times will be vastly different. In previous sections,
we have shown that system dynamics is largely frozen up
to the Kibble-Zurek time. In Fig. 7, we find that φ˜k and
n(k) are almost uniform except a small peak area around
the k = 0. Such feature is hardly visible in the distri-
FIG. 8. Snapshots at late time Ut = 28 with quench
rate aQ/U = 0.01. TOF density n(k) (b1-b3) and co-
variance C(q) (d1-d3) are compared with the Fourier trans-
form of order parameter φ˜k (a1-a3) and density n˜q (c1-
c3). Interactions are box-type and their lengths from the
top to bottom rc/d = {0 (non-interacting), 1, 3}, strengths
V0/U = {0, 0.66, 0.36}.
bution of n˜q and C(q). Note that all these distributions
are flat in the initial state.
At a later time (see Fig. 3), dynamics is strongly dif-
ferent from the initial stage. The radial distribution of
the momentum n(k) and covariance C(q) are shown in
Fig. 6a1-a4, and b1-b4, respectively. For weak long-range
interactions, n(k) has a strong peak around k = 0, sig-
nifying the appearance of the SF phase. When the soft-
core width is small, widths of the momentum distribu-
tion decreases slowly with increasing interaction strength
(Fig. 6a1). Here rotons are excited at large momentum
(Fig. 6b2), around
√
2pi/rc (factor
√
2 is due to the 2D
square lattice, see Fig. 8 for details). However the ro-
ton excitation is weak and only perturbs the momentum
distribution. When the radius is large, the momentum
distribution is strongly affected by non-negligible roton
excitation (see Fig. 6b3) with stronger long-range inter-
actions. The appearance of the roton minima at nonzero
momentum causes a flat dispersion relation, which gives
a very broad momentum distribution (Fig. 6a3).
To reveal details of the data shown in Fig. 6, we cal-
culate φ˜k and n˜q, i.e. Fourier transformation of the or-
der parameter and spatial density. Distributions of these
two quantities together with n(k) and C(q) are shown in
Fig. 8. In the SF regime, the distributions are more visi-
ble in φ˜k and n(k) where a peak is found around |k| = 0
(the 1st row in Fig. 8). For stronger interactions, peaks
at different momentum are found (the 2nd and 3rd rows
in Fig. 8). These peaks are more profound in the Fourier
transformation of the density and covariance where the
central peaks are suppressed. For example, four peaks
7FIG. 9. Dynamics of superfluid fraction ρs (a), den-
sity variance σn (b) and vortex nucleation (c-d)
for soft-core interactions. (a-b), the soft-core radius is
rc/d = 2.5 and quench rate aQ/U = 0.01. The interac-
tion strengths are V0/U = 0.1 (blue), 0.5 (green), 0.8 (yel-
low). (c) Density of vortices under different quench rate
aQ/U = 10
−1(red), 10−2(green), 10−3(black). The interac-
tion strength is V0/U = 0.5, radius rc/d = 2.5. (d) The
phase of local SF order parameter arg(φ) at J(tf ) = 2U with
aQ/U = 10
−3.
are found at |kx|d = |ky|d = pi in the second row. These
positions are determined by the soft-core radius. For
nearest-neighbor [28] we find the peak is around pid/rc.
Increasing the soft-core radius, more and more peaks are
found (see the 3rd row), as the long-range interactions
overlap with lattice sites of different distances. Hence
one can obtain the positions by looking at properties of
elliptical lattices within the soft-core radius.
V. SOFT-CORE INTERACTION
The more realistic soft-core interaction have a simi-
lar shape as the box potential at short distances. The
long-range tail decays quickly with distances. We first
show that the qualitative phenomena are the same as
discussed before. Here we demonstrate this with param-
eters rc/d = 2.5, V0/U = 0.1, 0.5, 0.8, aQ/U = 0.01, and
the global variables ρs and σn are evaluated as shown
in Fig. 9a,b. When V0 is small, the dynamics is again
similar to non-interacting case. But as V0 grows larger,
ρs will decrease and σn increases. The margin between
weak and strong interaction estimated by roton instabil-
ity is ≈ 0.29U . When V0/U = 0.8, the drop of ρs and
rise of σn becomes stronger, and the relaxation time also
grows.
The evolution of vortices with varying quench rate is
FIG. 10. TOF imaging and covariance analysis for soft-
core interaction. The soft-core radius rc = 3d, quench rate
aQ/U = 0.01, and probe time Ut = 28. TOF density n(k) for
(a) ring integral and (b) at V0/U = 0.36. Covariance C(q) for
(c) ring integral and (d) at V0/U = 0.36. The dotted vertical
line is the predicted momentum of roton minimum.
shown in Fig. 9c. Compared to Fig. 4, the basic profile
is the same. The notable difference is that the decay of
nv becomes relatively faster as aQ decreases. But when
aQ is too small, there is also a sudden revival of vortex
nucleation. The final phase of SF order of aQ/U = 10
−3
is plotted in Fig. 9d.
The qualitative similarity between box-type and soft-
core interaction lies on their interaction strength and
length. As shown in Fig. 2a, the soft-core interaction has
the same magnitude at r = rc and is non-zero at r > rc.
Fig. 2c shows that the boundary cause roton instability
is similar for box-type and soft-core interactions, which
suggests that the dominant point is V (r = rc). This ac-
counts for our definition where a factor of 2 is introduced.
However the tail of the soft-core interaction affects
the time-of-flight results. As shown in Fig. 10a,c, the
strength that facilitate density structures is similar to
Fig. 6b2,b3, and the positions of the peaks of C(q) also
agree with roton instability analysis. However, the pat-
terns of covariance is significantly different. For box-type
interaction with rc = 3d, C(q) has an octupole geome-
try. In soft-core case, however, more wave numbers are
taken into account such that the peaks has much less
contrast over the ring |q| = |krot|. The large interference
peak in n(k) promises that there is non-zero tunnelling
in the length scale of density patterns. The second or-
der density structure in Fig. 8d3 becomes much faded in
Fig. 10d. This suggests that local density distribution is
not much supported by soft-core interactions.
8VI. CONCLUSION
In this paper we studied dynamical properties of an
two-dimensional eBHM by quenching the atomic hop-
ping. The dependency to long-range interactions and
quench rates are examined in detail. We find that the
stability of a uniform SF will be destroyed by the pres-
ence of strong and long-range interactions. This leads to
a new SS phase between the MI and SF region. When
quenching the hopping from an initial MI phase, the dy-
namics is universal at the early stage. This frozen dy-
namics is explained using the Kibble-Zurek mechanism.
After that, the order parameter rises quickly with time
(hopping). For weaker interactions, we observe universal
dynamics even after the onset of the SF order param-
eters. This is changed drastically when the long-range
interaction is strong, giving rise to non-negligible SS or-
der parameters. The system eventually enters the SF
regime when the hopping is large enough, where a small
number of vortices can still survive. We also proposed
TOF experiments to measure the quench dynamics and
determine effects induced by long-range interactions.
In the future, it is worth to exploring situations that
are relevant to current cold atom experiments. One could
investigate roles played by dimensionality (1D, 3D) and
lattice structures (triangular, honeycomb, etc) in the dy-
namics of the Rydberg dressed gases. Another interest-
ing question is on the quench dynamics induced by time-
dependent long-range interactions. This can be realized
experimentally by (adiabatically or abruptly) turning on
the Rydberg dressing laser [72]. Starting from a SF, this
permits us to understand, e.g. dynamics of quantum de-
pletion in the presence of long-range interactions.
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Appendix A: Time-of-flight interference and noise
correlation
In the time-of-flight experiments, the atomic mo-
tion is nearly governed by ballistic expansion. There-
fore, the field operator at space-time {t;x} yields bˆk =
w˜(k)
∑
i bˆi exp[ik · ri] with k = mx/(h¯t). Here w˜(k) is
the Fourier component of Wannier function of the low-
est band of the optical lattice. We make an assumption
that the optical lattice is deep enough such that |w˜(k)| ≈
const.. Under Gutzwiller approximation, the expectation
value of density operator n(k) = 〈nˆk〉 = 〈bˆ†kbˆk〉 reads
n(k) = |φ˜k|2 + 1
M
∑
i
(
ni − |φi|2
)
. (A1)
Compared to Eq. 6, the second term in Eq. (A1) is a
constant, which preserves the total number of atoms.
Similarly, the full expression for the covariance
C(k,k′) = 〈nˆknˆk′〉 − 〈nˆk〉〈nˆk′〉 reads
C(k,k′) =
∣∣F (n− |φ|2;q)∣∣2 + ∣∣F (η∗ − φ∗2;Q)∣∣2 +
∆(q)F (n− |φ|2;q)− 4X(φ∗; (n− |φ|2)φ)+
2X(φ∗; γ − ηφ∗) +
√
M∆(q)F (φ∗;k)F˜ (φ;k′)
+ 2
√
M
[
Y (φ, φ, η∗ − φ∗2;k,k′)+
Y (n− |φ|2, φ, φ∗;q,k)
]
+
C0
M
, (A2)
where q = k′ − k, Q = k′ + k, and ηi = 〈bˆibˆi〉, γi =
〈bˆ†i bˆibˆi〉, λi = 〈bˆ†i bˆ†i bˆibˆi〉. F (F˜ ) represents for the (inverse)
Fourier transformation, and ∆(q) = 1/
√
M
∑
i exp[iq ·
ri], X(f, g) = Re[F (f ;k)F˜ (g;k) + F (f ;k
′)F˜ (g;k′)],
Y (f, g, h;k1,k2) = Re[F (f ;k1)F (g;k2)F˜ (h;k1 + k2)],
C0 =
∑
i
(
8ni|φi|2−2n2i −|ηi|2+λi−6|φi|4−4Re
[
γ∗i φi−
η∗φ2i
])
.
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