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Abstract
The giant cholinergic interneurons of the striatum are tonically active neurons (TANs) that respond
with characteristic pauses to novel events and to appetitive and aversive conditioned stimuli. Fluc-
tuations in acetylcholine release by TANs modulate performance- and learning-related dynamics in
the striatum. Whereas tonic activity emerges from intrinsic properties of these neurons, glutamatergic
inputs from thalamic centromedian-parafascicular nuclei, and dopaminergic inputs from midbrain, are
required for the generation of pause responses. No prior computational models encompass both in-
trinsic and synaptically-gated dynamics. We present a mathematical model that robustly accounts for
behavior-related electrophysiological properties of TANs in terms of their intrinsic physiological prop-
erties and known afferents. In the model, balanced intrinsic hyperpolarizing and depolarizing currents
engender tonic firing, and glutamatergic inputs from thalamus (and cortex) both directly excite and
indirectly inhibit TANs. If the latter inhibition, presumably mediated by GABAergic interneurons, ex-
ceeds a threshold, its effect is amplified by a KIR current to generate a prolonged pause. In the model,
the intrinsic mechanisms and external inputs are both modulated by learning-dependent dopamine
(DA) signals and our simulations revealed that many learning-dependent behaviors of TANs are expli-
cable without recourse to learning-dependent changes in synapses onto TANs. The "teaching signal"
that modulates reinforcement learning at cortico-striatal synapses may be a sequence composed of
an adaptively scaled DA burst, a brief ACh burst, and a scaled ACh pause. Such an interpretation
is consistent with recent data on cholinergic control of LTD of cortical synapses onto striatal spiny
projection neurons.
2
The striatum’s source of acetylcholine (ACh) is intrinsic. Only giant aspiny interneurons, which are tonically
active neurons (TANs) under resting conditions (Aosaki et al., 1994a,b, 1995; Bennett et al., 2000) release ACh,
which affects the striatum’s medium spiny projection neurons (MSPNs), as well as other striatal interneurons, via
several types of ACh receptors. Because ACh release is implicated in control of presynaptic LTD of synapses onto
MSPNs (Wang et al., 2006), and because muscarinic receptors interact with adjacent NMDA receptors on MSPNs
(Centonze et al., 1999; Pisani et al., 2001; Zhou et al., 2003), fluctuations in ACh release may help ensure that
intervals during which associative learning is permitted to occur are appropriately restricted during behaviorally
significant episodes. In addition, ACh has effects opposite to dopamine (DA) on the activation/inhibition of SP-
containing and ENK-containing MSPNs (Bernardi et al., 1993; DiChiara et al., 1994). Furthermore, muscarinic
stimulation can stabilize prevailing MSPN state, by further depressing MSPN membrane voltage in the down
state and augmenting it in the up state (Gabel and Nisenbaum, 1999). Striatal ACh also regulates GABA-ergic
fast-spiking interneurons (FS-INs). It strongly excites FS-INs via nicotinic receptors, yet presynaptically inhibits
GABA-ergic transmission between FS-INs and MSPNs via muscarinic receptors at axon terminals (Koos and
Tepper, 2002; Zhou et al., 2003).
Striatal TANs respond to novel (Apicella et al., 1998; Sardo et al., 2000; Ravel et al., 2001), conditioned
appetitive (Aosaki et al., 1994a,b, 1995; Ravel et al., 2001, 2003) and aversive stimuli (Apicella, 2002; Ravel et al.,
2003). Their response consists of a brief excitation, followed by a pause and a late rebound activation (and a
second pause in case of aversive stimuli). All or most TANs in a given part of the striatum respond to such stimuli
synchronously (Aosaki et al., 1995; Apicella et al., 1998; Apicella, 2002; Morris et al., 2004).
Wilson (2005) showed in striatal slices that a prolonged ("stereotyped") pause response, which outlasts the
duration of (relatively brief) inputs, can arise as a modification of the intrinsic cycle generating spontaneous firing.
However, normal afferents are required for TANs to respond to behaviorally significant stimuli. A normal DA
baseline is essential for the expression of acquired pause responses (Aosaki et al., 1994a), and DA inputs can induce
a hyperpolarization in cholinergic interneurons via D2 receptors (Yan et al., 1997; Watanabe and Kimura, 1998;
Maurice et al., 1999), and a depolarization via D1 receptors (Aosaki et al., 1998; Watanabe and Kimura, 1998).
Each action is mediated by a different intracellular pathway. Furthermore, the activity of thalamic centromedian-
parafascicular (CM-Pf) neurons is required for the expression of conditioned pause responses by TANs (Matsumoto
et al., 2001). The same study reported that many of the thalamic cells projecting to TANs are multi-modal. This is
consistent with observed synchronous behavior of the TAN population regardless of the original sensory modality
of the stimulus event (Aosaki et al., 1995).
Thus, the firing properties of striatal TANs are behaviorally relevant, conditionable, synchronous, and multi-
phasic. No prior model explains how such TAN properties arise from a combination of intrinsic membrane proper-
ties, specific afferent projections to these neurons, and nonspecific dopaminergic (DA-ergic) signals that are known
to be learning-dependent (Schultz et al., 1997). Below, we present a parametric analysis of a computational model
that robustly accounts for behavior-related electrophysiological properties of TANs by incorporating the major af-
ferents and local physiological properties of these neurons. The model explores how inputs from striatal, cortical,
thalamic and midbrain (DA-ergic) neurons interact with intrinsic TAN mechanisms to yield an adaptively scaled
cholinergic signal.
Methods: Specification of the mathematical model
The model developed here does not focus on spiking or stochastic effects, but rather on the main determinants of
the TANs’ ability to exhibit tonic baseline activity, phasic excitations, prolonged pauses, and rebounds.
A schematic diagram of the interactions modeled below, via equations [1] - [13], is shown in Figure 1. Striatal
TANs discharge spontaneously at 2-12 Hz under baseline conditions in the absence of any synaptic inputs (Aosaki
et al., 1995; Apicella, 2002). Spontaneous firing and pacemaking have been shown to arise from intrinsic mech-
anisms (Bennett et al., 2000). Briefly, a hyperpolarization-activated cation (HCN) current, Ih, is large enough to
3
generate depolarization toward the membrane voltage needed for spike initiation. A TTX-sensitive Na-channel
generates a spike, and firing activates calcium channels. The resulting calcium voltage activates SK channels that
generate a slow afterhyperpolarization (AHP) and a pause in cell firing. This hyperpolarization reactivates the HCN
current and the cycle repeats (Bennett et al., 2000). Since the present model does not focus on spike generation,
TTX-sensitive sodium currents were not included.
Above a threshold, DA stimulation leads to a hyperpolarization in cholinergic interneurons via D2 receptors,
activation of which enhances potassium currents and reduces (depolarizing) HCN current Ih (Yan et al., 1997;
Maurice et al., 2004). On the other hand, Aosaki et al. (1998) showed that DA evokes depolarization in TAN
membrane through its action on D1 receptors, and that such depolarization is caused by closing a resting potassium
channel and by gating a nonselective cation conductance via a cAMP-dependent pathway. Indeed, a characteristic
of the nonselective cation channel Ih, or equivalently HCN, appears to be its regulation by cAMP (Pisani et al.,
2003), and thus by DA. DA action via D1 receptors enhances cAMP production, whereas DA action via D2
receptors reduces it (Lan et al., 2005).
To capture these interactions, let V be the membrane voltage of a TAN. Then the dynamic conductances g−
and g+ that respectively control the voltage-dependent hyperpolarizing current SK and depolarizing current HCN
(Ih) currents are modeled by
1
τg−
d
dt
g− = −g− + (1− g−)
[
h(V ) + γ [D − ΓD2−dir]
+
− [D − ΓD1]
+
]
(1)
and
1
τg+
d
dt
g+ = −g+ + (1− g+)
[
f(V ) + [D − ΓD1]
+
− γ [D − ΓD2−dir]
+
]
(2)
where the voltage-dependent functions h(V ) and f(V ) are defined by
h(V ) =
{
1 if V ≥ Γ−
0 else
}
and f(V ) =
{
1 if V ≤ Γ+
0 else
}
(3)
In [3], Γ− and Γ+ define voltage thresholds pertinent for activation of conductances g− and g+, respectively. In
equations [1] and [2], these conductances are shown to be further modulated, in opposite ways, by thresholded DA
actions on D2 and D1 receptors, which are respectively captured in the terms [D − ΓD2−dir]+ and [D − ΓD1]+.
Here the value of the function [x]+ is just x if x is positive, else the value is zero. Watanabe and Kimura (1998)
showed that the the effect of dopamine on TANs is mediated primarily via D2Rs. Hence, it is likely that the
threshold for D2R activation is lower than for D1R activation, also supported by the kinetic properties of these two
receptors (Cooper et al., 1996). As a consequence, ΓD2−dir < ΓD1, and thus, there is a phase during the increase
of striatal DA level, D, during which g− is enhanced whereas g+ is suppressed.
Wilson (2005) showed that generation of a stereotyped pause response capable of outlasting brief inputs is
the result of modification of the intrinsic cycle that generates spontaneous firing. A hyperpolarization-activated
inward-rectifying KIR current causes a pause in response to even small hyperpolarizing inputs that are above a
threshold. He further argued that hyperpolarization-activated nonspecific cation (HCN) channels drive the mem-
brane to repolarize, consistent with Bennett et al. (2000). The repolarization time constant determines the duration
of the pause. The conductance for the KIR currents is here modeled by:
1
τK
d
dt
gK = −gK + (BK − gK)u(V ) (4)
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where the voltage-dependent function u(V ) is defined by
u(V ) =
{
1 if V ≤ ΓK
0 else
}
(5)
and ΓK is the hyperpolarized voltage threshold required for activation of KIR current.
Projections from the centromedian-parafascicular (CM-Pf) nuclei of the thalamus provide the major gluta-
matergic inputs to TANs (Lapper and Bolam, 1986; Bennett and Wilson, 1998; Thomas et al., 2000; Yamada et al.,
2004). In addition to direct glutamatergic effects of thalamic inputs to TANs, the data show that thalamic input
to the striatum has a reliable inhibitory effect on cholinergic interneurons (Suzuki et al., 2001; Zackheim and
Abercrombie, 2005). This inhibitory input to TANs might be mediated by collaterals of MSPNs, which might
serve as relays for excitatory inputs from thalamus. However, several features of MSPNs make them problematic
candidates for such relays, and there are better candidates, notably interneurons. MSPNs’ transmission is highly
state-dependent. In addition, their main excitatory inputs come from cortex, whereas thalamic inputs mainly ter-
minate on interneurons (Gerfen and Wilson, 1996; Bennett and Wilson, 1998; Thomas et al., 2000; Suzuki et al.,
2001; Yamada et al., 2004). Also, MSPN collateral contact with TANs may be sparse (Bolam et al., 1986; Gerfen
and Wilson, 1996). In contrast, thalamic inputs to GABA-ergic interneurons (GABA-INs) could reliably generate
strong inhibitory inputs to TANs, and there are at least three types of GABA-ergic interneurons in the striatum
that are different in physiological, pharmacological and chemical characteristics (Kawaguchi, 1993; Kubota et al.,
1993; Kawaguchi et al., 1997). The present model therefore models striatal GABA-INs as the key mediators of
thalamic glutamate-dependent inhibition of TANs. Model GABA-INs obey equation
1
τIN
d
dt
VIN = −VIN + (1− VIN )(ITh + IC + V +
[
D − ΓIND
]+
) (6)
where
ITh(t) =
{
2 if tonset + 50 ≤ t ≤ tonset + 50 + ST
0 else
}
(7)
is a phasic, stimulus-locked thalamic input, from CM-Pf nuclei, that reaches GABA-INs with a 50 ms latency and
lasts for the stimulus duration ST . IC in equation [6] is a glutamatergic cortical input, also stimulus-locked, that
arrives with latency CL:
IC(t) =
{
1 if tonset + CL ≤ t ≤ tonset + CL + ST
0 else
}
(8)
The last two terms in equation [6], V and [D − ΓIND ], represent the excitation of GABAergic interneurons by ACh
via nicotinic receptors (e.g., Consolo et al., 1999; Koos and Tepper, 2002) and by (thresholded) DA via D1/D5
receptors (e.g. Rivera et al., 2002; Centonze et al., 2003; Sammut et al., 2006).
Cortical inputs, which are exclusively glutamatergic and synapse abundantly on dendritic spines of MSPNs
in the striatum, also send collaterals to GABA-INs (Bolam and Bennett, 1995; Gerfen and Wilson, 1996) and to
distal dendrites of cholinergic interneurons (Thomas et al., 2000). This and related physiology (Kawaguchi, 1993;
Berretta et al., 1997) warrant the excitatory cortical input (IC(t)) in equation [6], and a similar input to TANs
(see below). GABA-ergic interneurons are assumed to fire only if their voltage exceeds a threshold (ΓIN ) so a
piecewise-linear signal function is used to describe their output:
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s(VIN ) =
{
0 VIN < Γ
IN
VIN Γ
IN ≤ VIN
}
(9)
This brings us to the TAN equation. In addition to intrinsic factors (g− and g+) affecting the activity of TANs,
there are several external factors, including glutamatergic cortical (IC) and thalamic (ITh) inputs defined in equa-
tions [7] and [8]. Other external inputs to TANs include GABA released by interneurons (VIN ; equation [6]), and
DA (D; equation [11]) inputs from the midbrain. In addition to direct post-synaptic effects of DA on cholinergic
interneurons mediated by D1 and D2 receptors, DA has modulatory effects on other external inputs to the TANs
(Flores-Hernandez et al., 2000; Nicola et al., 2000; Pisani et al., 2000), via D2 receptors. In equation [10], below,
this modulation is made proportional to DA level by the multiplicative (divisive) terms
(
1± β [D − ΓD2−mod]
+
)
,
acting on thalamic (ITh), cortical (IC) and GABA-IN (VIN ) inputs. The constant β scales this modulation. Given
these intrinsic and extrinsic factors, the activity of TANs is modeled by
1
τV
d
dt
V = (AV − V )g+ − (V + BV )(g− + gK)− (CV − V )
WE(IC + ITh)(
1− β [D − ΓD2−mod]
+
) · · ·
−(V + DV )
[
s(VIN )
[
1 + β [D − ΓD2−mod]
+
]]
(10)
Rather than modeling activity of midbrain DA cells and DA release, diffusion and uptake in the striatum
explicitly, changes in synaptic striatal DA level are approximated by the equation
1
τD
d
dt
D = −αD + (hD −D) [1− IG]
+
+ (1−D) ID (11)
where hD is the baseline DA level. Phasic deviations from this baseline are controlled by
ID(t) =
{
AD > 0 (t
∗ + 0.070) ≤ t ≤ (t∗ + 0.120)
0 else
}
with t∗ =
{
tonset if stimulus is appetitive
tonset + ST if stimulus is aversive
}
(12)
and
IG =
{
1 tonset ≤ t ≤ tonset + ST if stimulus is aversive
0 else
}
(13)
That is, a phasic DA release, ID, of 50 ms duration will occur in the striatum with a latency of 70 ms relative to
the onset of an appetitive stimulus or the offset of an aversive stimulus (see below). The magnitude of the DA cell
burst, and phasic DA release in the striatum, depends on prior learning experience, among other factors (Schultz,
1998; Redgrave et al., 1999b; Brown et al., 1999; Tobler et al., 2005), and the magnitude of the phasic DA release in
the model is also a variable. The bases for this variability have been explicitly modeled elsewhere (e.g., Houk et al.,
1995; Brown et al., 1999; Suri and Schultz, 1999), and it suffices here to use a single scalar (AD in equation [12])
to represent the amplitude of the DA burst. In response to aversive stimuli, DA neurons in the ventral tegmental
area (VTA) are uniformly suppressed during the stimulus, presumably through the action of intrinsic GABA-ergic
cells in VTA (Ungless et al., 2004). To reflect this suppression of DA-ergic cell activity in VTA, the equation
governing striatal DA levels (equation [12]) includes the inhibitory term IG which is nonzero only if the stimulus
is aversive (equation [13]). In contrast with uniform suppression of DA-ergic neurons during aversive stimuli, an
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increase in DA release in nucleus accumbens and dorsal striatum following the offset of an aversive stimulus has
been observed (Wilkinson et al., 1998; Horvitz, 2000; Jackson and Moghaddam, 2001; Young, 2004), and it is
presumed to be a result of presynaptic enhancement of DA release by glutamatergic mechanisms acting on the
receptor sites of DA terminals (Horvitz, 2000). This elevation of dopamine is found to be qualitatively similar
to the elevation in response to an appetitive stimulus, both in terms of its learning-dependent properties (Young,
2004) and magnitude (Feenstra et al., 2001). Since a precise account for stimulus-related properties of dopamine
release is beyond the scope of the current model, DA release in the model is approximated such that it occurs at
stimulus onset if it is appetitive but at stimulus offset if it is aversive (equation [12]).
The Figure 1 model as specified by equations [1] - [13] was simulated in Matlab (Mathworks Inc. Natick, MA)
with an adaptive fourth-order Range-Kutta method and assessed for its ability to account for the range of elec-
trophysiological properties of striatal cholinergic interneurons (TANs) that have been observed in the experiments
summarized in Table 1. The single set of parameter values used in all the simulations is given in Table 2.
Results: Simulations of multiple experiments
Striatal TANs discharge spontaneously in vivo at 2-12 Hz in the absence of any synaptic inputs (Aosaki et al., 1995;
Apicella, 2002). Their tonic discharge persists in the absence of any sensorimotor activity, and TANs do not appear
to respond to movement, but do respond to sensory events that have been associated with reward during behavioral
learning. As shown in Figure 2A, the most conspicuous TAN response is a stereotyped pause in firing (Aosaki
et al., 1994b, 1995). Aosaki et al. (1994b) and Aosaki et al. (1995) showed that TANs acquire responsiveness to
conditioned stimuli during behavioral learning, with responses consisting of a brief pause in the tonic firing, time
locked to the stimulus. This pause is often flanked by initial and rebound excitation periods. Ravel et al. (2003)
showed a difference in the expression of neuronal responses to an identical stimulus presented before and after
appetitive learning. This difference was independent of the conditioned behavioral reaction. Furthermore, Aosaki
et al. (1994b) showed that the stronger the stimuli were, the more pronounced was the pause response of TANs after
behavioral conditioning; when distracting stimuli co-occurred with the cue stimulus, the pause response weakened.
They also showed that the acquired responsiveness was maintained even with overtraining and was retained without
decrement after a four-week intermission.
Figure 3 shows the temporal dynamics of model neuron responses under four experimental conditions. Figure
3A shows the TAN response (upper plot) to a learned appetitive stimulus, the time courses of model inputs (bottom
plot), and the intrinsic potassium (SK) and HCN currents (middle plot). In these simulations, cortical and thalamic
inputs reach TANs and GABA-ergic interneurons with a 50 ms latency (relative to stimulus onset) and inputs from
GABA-INs reach TANs after another 15 ms, owing to the extra synapse and the threshold required for GABA-IN
activation (equation [9]). Although the simulations in Figure 3 assumed an equivalent latency for cortical and
thalamic inputs to the striatum (50 ms; equations [7] and [8]), the qualitative dynamics of the model are very
robust, in the sense that latency differences between cortical and thalamic inputs up to ±70 ms, and between
cortical/thalamic and DA-ergic inputs up to +90,−30 ms are tolerated for all of the cases simulated (results
available online in Supplementary Materials).
As seen in the middle plot of Figure 3A, intrinsic depolarizing and hyperpolarizing currents generate tonic
activity in TANs during the pre-stimulus epoch of the simulation. External inputs disturb this balance and induce a
pause response (upper plot) that is further amplified and prolonged by KIR currents (middle plot). Prior to the pause
is a brief initial excitation, induced by the short latency cortical and thalamic inputs, which are then counteracted
by lagged inhibition from GABA-INs. Thus, in this model, direct excitatory and lagged disynaptic inhibitory
inputs shape the TAN response, consistent with the dual projection of thalamic (and some cortical) fibers to TANs
and GABA-INs (Lapper and Bolam, 1986; Gerfen and Wilson, 1996; Thomas et al., 2000). The initial facilitation
response of model TANs arises from the difference between the latency of direct thalamic/cortical inputs and the
indirect inputs relayed via GABA-INs. This mechanism is consistent with data of Matsumoto et al. (2001), who
suggested that cortical inputs to TANs, which survived their protocol’s muscimol inactivation of CM-Pf, could
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be responsible for the initial facilitation. Although real TANs consistently respond to behaviorally significant or
conditioned stimuli with a pause, an initial facilitation response may sometimes be absent (Aosaki et al., 1994b,
1995). Population implementations of the current model could explain the lack of an initial excitation in a subset
of the TANs in several ways. Corticostriatal inputs are reported to mainly target GABA-ergic interneurons and
MSPNs in the striatum, while providing only sparse inputs to TANs (Lapper and Bolam, 1986; Gerfen and Wilson,
1996; Thomas et al., 2000). Thus some TANs may lack cortical inputs associated with the stimuli used. In some
cases, thalamic inputs may reach the striatum and generate the TAN pause before longer latency cortical pathways
can directly excite the TAN.
Following the initial facilitation, the model TANs pause as a result of inhibition, from GABA-INs, that is
amplified by a conditioned DA burst (Figure 3A, lower plot) that acts via D2 receptors located on TANs. At the
same time, DA reduces the excitatory inputs. This synergizes with the inhibitory currents’ effect to hyperpolarize
the membrane. At the offset of the external inputs, the TAN rebounds (upper plot) as the intrinsic currents (middle
plot) work to restore the tonic activity level. A brief overshoot occurs because intrinsic currents operate with a
slower time constant than the extrinsic inputs.
According to this model, TANs acquire greater responsiveness to an appetitive conditioned stimulus as a result
of increased DA release in the striatum at the time of conditioned stimulus onset following learning (variable AD
in equation [12]; Schultz, 1998; Brown et al., 1999). In the model, the higher the DA release in the striatum, the
stronger the DA-ergic modulation through D2 receptors will be, and the deeper the pause in TAN firing. The effect
of increasing DA release in the striatum was simulated and the results are shown in Figure 4. The amplitude of the
pause response increases as the DA release in the striatum increases. This is consistent with observations (Aosaki
et al., 1994b; Apicella et al., 1998) that TANs acquire their responsiveness during learning.
Figure 4 also shows that model TANs respond with a pause to a novel unconditioned stimulus (highest trace in
the figure) when there is no learned DA burst in the striatum (AD = 0). The model TANs pause to a novel stimulus
even in the absence of an increased DA release in the striatum as a result of the strong inhibition by GABA-ergic
interneurons excited by inputs from CM-Pf thalamic nuclei. This is consistent with physiological observations.
In a paradigm wherein they trained monkeys to learn associations between auditory and visual stimuli and liquid
reward, Matsumoto et al. (2001) observed that a large majority of CM-Pf neurons respond to multimodal external
stimuli with precisely timed modulations of their discharge rates. Furthermore, in their paradigm, the neurons in
CM-Pf complex showed habituation if the stimulus was repeatedly presented without being followed by reward.
The activation of CM-Pf neurons in response to multimodal, neutral stimuli leads to the response of model TANs
in the model presented here, and as the CM-Pf neurons habituate, the response of TANs will also do so, consistent
with Apicella (2002), who observed habituation of TAN responses in case of regular intervals in stimulus and/or
reward delivery.
It is well known that during conditioning, the timing of DA bursts transfers from the time of reward to the
time of the earliest predictive stimulus (that is itself not predictable) for that reward (Schultz et al., 1997; Schultz,
1998). Because the pause response of the model TANs is induced by DA bursts that are coincident with unhab-
ituated/unpredictable stimuli, the model can explain a number of observations regarding optimal conditions for
eliciting TAN pauses. Neuronal responses of TANs to reward stimuli are more frequent and stronger when the
reward is delivered at irregular, unpredictable intervals outside of a task than when it predictably follows stimulus-
triggered movements (Sardo et al., 2000; Apicella et al., 1998). During a behavioral conditioning paradigm, TAN
pauses to trigger stimuli are blocked or partly reduced when they are preceded by an explicit instruction (Apicella,
2002). Ravel et al. (2001) showed that TANs respond to unsignaled delivery of a reward outside the context of a
behavioral task, but their responses to the reward are reduced if it is delivered contingent on correct instrumental
responding. Here the response renders the reward itself predictable. Similarly, Sardo et al. (2000) hypothesized
that TAN pauses that are dependent on the temporal predictability of conditioned stimuli would indicate that TANs
play a role in monitoring the temporal context of the stimulus presentation. They observed a gradual decline in the
proportion of instruction-selective TANs responses when passing from the cued 1.5s to the cued 3s and cued 4.5s
conditions. In parallel, they also observed a progressive increase in the proportion of trigger-selective responses.
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Responses of TANs to aversive stimuli have not been characterized as comprehensively as those to appetitive
stimuli. According to Apicella (2002), TANs respond differentially to appetitive vs. aversive stimuli, in terms of
the response pattern and duration. Although the pattern of response changes little when the stimulus is appetitive,
consisting of an initial depression in activity followed by rebound activation, the response to an aversive stimulus
includes an early pause followed by a brief activation and then a later phase of depression (Figure 2B). Morris et al.
(2004) showed that appetitive versus aversive events yielded similar responses in TANs, as above. In some cases,
the responses of TANs to aversive stimuli varied in terms of the magnitude of the changes in the activity, but it is not
known whether this response modulation depended on the differences in the sensory characteristics of the stimulus
being presented or on differences in its aversive impact (Ravel et al., 2003). It appears that contrasting response
features of individual neurons for aversive and appetitive stimuli are sufficiently strong to result in qualitatively
different response profiles of the whole population (Ravel et al., 2003).
The response of the model to aversive stimuli (Figure 3B, upper plot) is consistent with the response of the
cells observed experimentally (Figure 2B). Model TANs respond to aversive stimuli with an initial facilitation,
followed by a pause and rebound, and then with a second pause response. In the model, the first pause is due to the
same mechanisms as operate for a novel stimulus, with the exception that DA levels in the model striatum (Figure
3B, lower plot) are suppressed during aversive stimulus presentation, consistent with Ungless (2004). Hence, due
to the relatively weakened inhibitory inputs, owing to reduced dopamine during the stimulus presentation, both
the amplitude and duration of the first pause response will be less than they would be with an appetitive stimulus.
Indeed, Ravel et al. (2003) showed that the amplitude of the initial depression in activity was longer and deeper for
appetitive than aversive stimuli.
There is a reliably observable increase in DA release in nucleus accumbens and dorsal striatum following the
offset of an aversive stimulus (Wilkinson et al., 1998; Horvitz, 2000; Jackson and Moghaddam, 2001; Young,
2004). Consistently, enhanced release of DA in the model striatum, at the offset of the aversive stimulus, is
responsible for the second pause response of the model TANs. Upon stimulus offset, cortical and thalamic inputs
cease, hence there is neither specific inhibition nor excitation imposed on TANs, whose activity is under the control
of intrinsic mechanisms and DA. The phasic DA elevation induces a second hyperpolarization via the inhibitory
effect of DA through D2 receptors. This hyperpolarization is then augmented by KIR currents, but the resultant
pause is eventually terminated by the action of intrinsic depolarizing currents in tandem with the return of synaptic
DA levels to baseline (Rebec et al., 1997), which has been shown to occur with a decay time constant ranging from
milliseconds up to a second (Zahniser et al., 1999; Michael et al., 2005).
Wilson (2005) showed that in striatal slices, generation of a stereotyped pause response, irrespective of the
duration of relatively brief inputs, is the result of the intrinsic cycle generating the spontaneous firing, such that
a hyperpolarization-activated inward-rectifying potassium current (KIR) causes a pause in response to even small
hyperpolarizing inputs that are above a threshold (Figure 5, right panel). Increasing the amplitude of the hyper-
polarizing current pulses led to changes in the "time-to-peak" (lowest point) of the pause response. The larger
the current pulse, the shorter the time needed for the pause response to reach its peak. He further argued that
hyperpolarization-activated nonspecific cation (HCN) currents drive the membrane to repolarization, and their
time constant determines the duration of the pause.
The left panel of the Figure 5 shows that the dynamics of the model TAN’s pause response conform with the
measurements of Wilson (2005). For this set of simulations, all external inputs to TANs (GABA-IN, cortical,
thalamic and DA-ergic inputs) were set to zero to be consistent with the study of Wilson (2005), which utilized
striatal slices devoid of active afferents. As shown in the left panel of figure 5, the time-to-peak of the model
TAN’s pause shortens progressively with increasing amplitude of hyperpolarizing current. Furthermore, the pause
response of the model TAN is amplified by the KIR current (gK) induced by above-threshold hyperpolarizing
current (g−), but the growth of the depression is curtailed by the model’s depolarizing HCN current (g+), consistent
with Wilson (2005).
Afferent inputs to TANs in vivo are required for such neurons to respond to behaviorally significant stimuli. For
example, Aosaki et al. (1994a) showed that a normal metabolic DA tone is essential for the expression of acquired
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pause responses. Notably, DA depletion by application of MPTP resulted in a sharp reduction in the acquired
sensory responsiveness of TANs recorded on the side of the MPTP injection. They observed a nearly complete
abolition of the pause response on the lesion side, with a small residual activation response to stimulus onsets
(Figure 2C). The same study found that TAN responses reemerge within 16 to 30 min after DA agonist (apomor-
phine) injection, and that haloperidol (a potent D2 receptor antagonist) diminished the responses to conditioned
stimuli, whereas neither manipulation affected the spontaneous activity of TANs. In addition, in the case of MPTP
lesions, TANs failed to express conditional responses after further extensive training (Aosaki et al., 1994a). The
observed recovery of responses on the MPTP-side after application of apomorphine suggests that DA-ergic input
acts as an enabling system that gates the expression of behaviorally relevant neuroplasticity (Aosaki et al., 1994b).
In our model, DA, in addition to hyperpolarizing TANs via D2 receptors, also functions as a modulator of external
inputs. In order to simulate a MPTP lesion resulting in massive DA depletion, baseline DA level in the model (hD
in equation [11]) was set to 1% of its normal value (Schwarting and Huston, 1996). As shown in Figure 3C, the
model replicates the loss of pause and rebound responses of TANs in the absence of ambient DA levels, whereas
the tonic spontaneous activity is preserved. Apomorphine application locally increases DA level in the striatum,
and hence is equivalent to restoring the baseline dopamine level without any DA-ergic bursts in the model. Thus,
the recovery after apomorphine injection in the experiments of (Aosaki et al., 1994a) is equivalent to the response
of TANs to a non-habituated novel stimulus (Figure 4, top-most trace).
Although essential, DA-ergic input is not sufficient. Matsumoto et al. (2001) demonstrated that the activity
of CM-Pf neurons is also required for TAN expression of sensory responses acquired through learning. After
conditioning had produced learned pause responses in TANs (Figure 2D), muscimol-induced inactivation of CM-
Pf neurons virtually eliminated the pause and rebound activation of TANs. However, the initial facilitatory response
of TANs was spared, with an insignificant tendency to decrease. Finally, muscimol injections in thalamus did not
have a significant effect on the background, or spontaneous, activity or discharge pattern of the TANs. As shown
by the simulation reported in Figure 3D, the model is able to replicate these effects of CM-Pf inactivation.
According to the model, in the absence of CM-Pf input, GABA-INs receive glutamatergic input only from
cortical projections, which, by themselves, are not strong enough to cause suprathreshold activation of the GABA-
INs (equation [9]). This is consistent with Suzuki et al. (2001), who demonstrated that cortico/thalamo-striatal
stimulation induced a disynaptic inhibitory effect on TANs only when the stimulation intensity was high. As a
result, the excitatory cortical drive to TANs is no longer counteracted by an inhibition until the DA burst occurs.
Thus, during a time window of 20 ms, from arrival of cortical input to striatum until the DA burst, cortical excitation
induces an initial facilitation, albeit a weaker one than if CM-Pf input is intact. When DA level in the striatum
transiently increases as a result of the burst, however, DA not only attenuates the excitatory drive indirectly, but
also directly hyperpolarizes the TAN membrane. Both counteract excitation. Although the initial peak of the DA
release, particularly at the advanced stages of learning, is enough to induce fluctuation in the membrane voltage, it
is insufficient to exceed the threshold for KIR current engagement. So no pause ensues.
In summary, the model proposed here is able to account for the major electrophysiological responses of striatal
tonically active neurons, as recorded under normal, in vivo pathological, and slice conditions. The model’s success
is based on a mathematical combination of diverse mechanisms that have been separately established by anatomical
and physiological methods.
Discussion
Giant cholinergic neurons are conspicuous constituents of the striatal circuit, yet the intrinsic and circuit bases of
their behavior have received little attention from computational neuroscientists. In this paper, a new mathematical
model was proposed to explain key features of their behavior. Those features include tonic activity (Aosaki et al.,
1994b, 1995; Bennett et al., 2000) and responses to novel (Apicella et al., 1998; Sardo et al., 2000; Ravel et al.,
2001), appetitive (Aosaki et al., 1994a,b, 1995; Ravel et al., 2001, 2003), aversive (Apicella, 2002; Ravel et al.,
2003) and conditioned (Aosaki et al., 1994b; Morris et al., 2004) stimuli. Other features successfully modeled
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were TAN responses to current injection (Wilson, 2005) and elimination of two major afferents: glutamatergic
inputs from the CM-Pf nuclei of the thalamus (Matsumoto et al., 2001), and DA-ergic inputs from the midbrain
(Aosaki et al., 1994a). It is remarkable that the full range of effects can be modeled with the network of well-
established interactions shown in Figure 1, even though it omits some features that may prove to be important in
a more complete model, namely plastic synapses onto TANs (Suzuki et al., 2001) and direct inputs to TANs from
the principal neurons of the striatum (MSPNs).
The model’s coupling of TAN responses to thalamic CM-Pf inputs, while motivated by lesion results (Mat-
sumoto et al., 2001), is supported by further observations of Matsumoto et al. (2001), regarding long latency (LLF)
and short latency (SLF) stimulus-responsive neurons in the CM-Pf nuclei. They reported a predominance of LLF
neurons in the CM, which projects to the putamen, and a relative predominance of SLF neurons in the Pf, which
projects to the caudate nucleus. As a population, the pause responses of TANs in the caudate nucleus to click stim-
uli occurred earlier than did those in the putamen. This further implicates CM-Pf inputs to caudate and putamen
as likely inducers of TAN pause responses, and may be related to findings that caudate and putamen TANs are
sensitive to different kinds of predictor stimuli - respectively, instruction and trigger stimuli (Kimura et al., 1984;
Hikosaka et al., 1989).
The many observations of learning-dependent responses in TANs (Aosaki et al., 1994b; Apicella et al., 1997;
Apicella, 2002; Morris et al., 2004) have led to suggestions that synapses onto TANs may undergo learning during
conditioning episodes (Aosaki et al., 1995), and some data supporting limited plasticity now exist (e.g., Suzuki
et al., 2001). Although such plasticity will need to be incorporated in a more complete model, a surprising result
of the current study is that highly significant aspects of the learning-dependent behavior of TANs were explica-
ble without recourse to learning-dependent changes in synapses onto TANs. This is because learning-dependent
changes in neurons that project onto TANs have appropriate properties if all the interactions in Figure 1 are in-
cluded. The model highlights the important role of DA-ergic projections to TANs in enabling the synaptically-
induced response properties of TANs, consistent with Watanabe and Kimura (1998), who concluded that expres-
sion of learned activity by TANs is enabled by the nigrostriatal dopamine system, primarily through D2R-mediated
mechanisms. It is also consistent with reports that the responsiveness of TANs to novel stimuli habituates if not
paired with a reward (Apicella et al., 1998; Sardo et al., 2000), and that inactivation of thalamic CM-Pf nuclei abol-
ishes the pause response (Matsumoto et al., 2001). The hypothesis that the learning-dependent behavior of TANs
is largely a reflection of the learning-dependent behavior of DA neurons (Schultz et al., 1997; Schultz, 1998) is
notable, because it implies a tight functional coupling between the DA signal and the ACh signal in the striatum,
consistent with data of Wang et al. (2006).
In principle, this coupling might be more important for either learning or performance, or equally important
for both. The coupling’s performance-related role in the striatum is an extremely complex topic. Various subtypes
of ACh receptors with differential, neuron-specific, effects (Howe and Surmeier, 1995; Zhou et al., 2002, 2003)
are expressed in most striatal neurons and fiber terminals, e.g., in FS-INs and terminals, (Koos and Tepper, 2002;
Zhou et al., 2002, 2003), cholinergic interneurons (Galarraga et al., 1999), dopaminergic terminals (Zhou et al.,
2001), and MSPNs (Zhou et al., 2002, 2003; Grasshoff et al., 2003).
Evidence suggests that ACh has opposite effects on D1-SP-MSPNs than on D2-ENK-MSPNs (Figure 1) and
that unlike DA, ACh facilitates the latter, indirect pathway, MSPNs while suppressing the former, direct pathway,
MSPNs (Bernardi et al., 1993; DiChiara et al., 1994). If so, the initial excitatory response of TANs would facili-
tate a cessation of ongoing behavior in response to a behaviorally significant stimulus, and the following pause in
ACh release would have an opposite effect. That is, a TAN pause that enhances the direct pathway while inhibit-
ing the indirect pathway would facilitate execution of whatever behavior is selected in response to that stimulus.
However, MSPNs behave differently when in a depolarized up state than when in a hyperpolarized down state
(Wilson and Kawaguchi, 1996; Stern et al., 1997), and some evidence suggests that ACh acts to reinforce the
current state, whether up or down, of ACh recipient MSPNs (Gabel and Nisenbaum, 1999). Given such complex-
ities, mathematical modeling will be required to enable computation of the net effects of ACh-DA interactions on
performance-related information processing.
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One implication of the coupling between DA and ACh for striatal learning may be discernible. A DA burst
will be followed at short latency by an ACh burst release, followed by a pause of ACh release. Release of ACh
enhances release of DA from nigrostriatal terminals (Dajas-Bailador et al., 1996; Zhou et al., 2001). Furthermore,
ACh action on muscarinic receptors on MSPNs dendrites interact with NMDA receptors (DiChiara et al., 1994;
Zhou et al., 2003), which are known to be involved in LTP of corticostriatal synapses (Centonze et al., 1999; Pisani
et al., 2001; Zhou et al., 2003). For the same synapses, Wang et al. (2006) reported a strong dependence of LTD on
the reduction of ACh release during TAN pauses. Thus the ACh burst may synergize with the DA burst to briefly
create a potent DA-ergic learning signal. Equally important, the subsequent pause of ACh release will synergize
with the binding of DA to D2 autoreceptors on nigrostriatal terminals to rapidly terminate the burst release of DA.
These synergistic effects are abetted by rapid DA uptake under normal conditions (Jones et al., 1995). Thus the
DA-ACh coupling can strictly delimit the length of the interval during which a potent DA signal gates learning
in the striatum, thus improving the quality of associative learning at cortico-striatal synapses onto MSPNs. This
is consistent with Cragg (2006), who suggested that the pause response of TANs may act as a high-pass filter on
striatal DA-ergic terminals by attenuating low frequency DA release and augmenting high frequency bursts.
Equally important is the DA-ACh coupling during episodes involving aversive events. Behaviorally, any offset
of an aversive stimulus serves as a reinforcer of a response that produces it (e.g., Hilgard and Bower, 1975). For
this reason, it is to be expected that if the DA burst signal is the brain’s internal reinforcement signal, then onset of
an aversive event should cause a DA dip, whereas offset of an aversive event should be followed by a DA rebound,
with a transient overshoot. Figure 3B illustrates that the modeled DA-ACh coupling behaves in this way, consistent
with a recent report (Ungless et al., 2004), which, furthermore, undermined prior reports that putative DA neurons
in VTA might be excited by aversive stimuli.
To achieve such a synergy between DA and ACh, the TAN pause must be long enough to allow the synaptic
DA burst to dissipate before the pause terminates. If the pause terminated before elevated DA was cleared from
synapses, then learning would lack the temporal precision needed by the voluntary behavior selection/gating func-
tion attributed to dorsal striatum (Mink, 1996; Redgrave et al., 1999a; Brown et al., 2004). In the TAN model,
the pause is triggered after a brief delay by synergistic effects of inputs from GABA-INs and DA itself. Once the
pause is triggered, intrinsic mechanisms ensure that the pause will last long enough to truncate the interval during
which DA-gated learning occurs.
Which class(es) of GABA-IN trigger the pause? Calretinin-positive GABA-INs lack inputs from the centro-
median nucleus (Sidibe and Smith, 1999), so may be excluded from consideration. Two remaining candidates are
parvalbumin-positive FS-INs and NOS-somatostatin-positive interneurons, the latter sometimes called LTS cells
because they exhibit low threshold spikes in response to current injection (e.g., Kubota and Kawaguchi, 2000;
Centonze et al., 2002). The FS-INs have much smaller axon arborizations, although this may be compensated by
gap-junction coupling (Kita, 1993; Koos and Tepper, 1999). Also, the FS-INs have a low threshold for activation
by cortical afferents (Parthasarathy and Graybiel, 1997; Mallet et al., 2005), which converge from sensory and
motor cortices in a pattern reminiscent of convergence onto MSPNs. A recent mathematical model (Brown et al.,
2004) illustrated how such a pattern of activation by converging cortical afferents could assist action selection via
the feedforward inhibition of MSPNs (see also Jaeger et al., 1994; Plenz and Kitai, 1998; Bolam et al., 2000). As
such, the FS-INs have properties that go beyond, and may mis-match, the putative higher-threshold GABA-INs
that the current model proposes as mediators of thalamic inhibition of TANs. In contrast, striatal NOS-somatostatin
interneurons, which are also GABA-ergic (Kubota and Kawaguchi, 2000), possess many features required by the
model, such as strong thalamic afferents (Consolo et al., 1999; Sidibe and Smith, 1999) and suitable DA modula-
tion (Centonze et al., 2002; Rivera et al., 2002; Sammut et al., 2006). Furthermore, these GABA-INs’ co-release
of NOS is consistent with regulation of striatal plasticity by interactions of DA, ACh and NO (e.g., O’Shaughnessy
and Bhoola, 1986; Centonze et al., 2002; West et al., 2002; Del Bel et al., 2004). However, too few data exist
regarding their behavior for definitive conclusions.
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Supplementary Material
The simulations shown in Figure 3 of the main article assumed an equivalent latency (50 ms) for stimulus-evoked
cortical and thalamic inputs to the striatum and a slightly longer latency (70 ms) for stimulus-evoked dopaminergic
bursts in the striatum. To assess the tolerance of the model’s qualitative behavior to different latencies of these
inputs, we systematically varied the latencies, measured from stimulus onset, of cortical, thalamic and DA-ergic
inputs to the model TANs. Figures S1 and S2 show the response of model TANs to appetitive and aversive stimuli,
respectively, with different latencies of the aforementioned inputs.
As shown in Figures S1 and S2, the model is tolerant to latency differences between cortical and thalamic
inputs up to±70 ms (i.e., either thalamic or cortical input precedes). The responses to both appetitive and aversive
stimuli remain qualitatively the same despite such latency differences. The model also tolerates a DA burst latency
of t − 30 to t + 70 ms, where t indicates the latency of thalamic/cortical inputs. In summary, the qualitative
response of the model TAN to appetitive and aversive stimuli does not change within a variation window of 140
ms for cortical vs. thalamic stimulus-evoked inputs and of 100 ms for cortical/thalamic vs. DA-ergic inputs.
In the absence of thalamic inputs (CM-Pf lesion scenario, Figure 3D), cortical inputs, by themselves, are
insufficient to cause a suprathreshold activation of model GABA-ergic interneurons. Similarly, the latency of a
dopamine burst in the striatum becomes irrelevant in the DA-ergic lesion case (Figure 3C). Therefore, simulation
of these two lesion scenarios with different latencies of inputs yields results like those already shown in Figures
3C and 3D, and thus are not shown here.
The simulations presented in the main article assumed a fixed stimulus strength for ITh(t) = 2 and IC(t) = 1
in equations 7 and 8. However, it is known that the magnitude of the pause of TANs, in response to conditioned
appetitive stimuli, scales with the strength of the input stimulus (Aosaki et al., 1994b). To assess the model’s
qualitative behavior to different input strengths, we systematically varied the value of these inputs such that 1 ≤
ITh(t) ≤ 2 and proportionally, 0.5 ≤ IC(t) ≤ 1, while fixing the magnitude of the dopamine burst to that used
in simulations shown in Figures 3A and 3D, to correspond to a well-learned appetitive stimulus. As shown in
Figure S3, the magnitude of the model TAN’s pause scales proportionally to the input strength, and the qualitative
behavior of the model does not change.
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Table 1: Key electrophysiological and behavioral data concerning TANs addressed by the proposed model of
striatal cholinergic interneurons
Data Reference
Response to novel stimuli Apicella et al. (1998); Sardo et al. (2000); Ravel et al.
(2001)
Habituation of responses Apicella (2002)
Acquisition of responsiveness Aosaki et al. (1995); Ravel et al. (2003)
Effects of stimulus strength on pause response Aosaki et al. (1994b)
Response to appetitive stimuli Apicella et al. (1998); Aosaki et al. (1994a,b, 1995);
Ravel et al. (2001, 2003)
Response to aversive stimuli Apicella (2002); Ravel et al. (2003)
Properties of intrinsic currents and generation of re-
sponses
Bennett et al. (2000); Wilson (2005)
Effect of dopaminergic lesion Aosaki et al. (1994a)
Effect of thalamic CM-Pf lesion Matsumoto et al. (2001)
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Table 2: TAN model parameters and their values.
Constant Description Value
tonset Stimulus onset (sec) 1.00
ST Stimulus duration (sec) 0.50
CL Cortical input latency (sec) 0.05
BK KIR current maximum activation 0.35
hD Striatal dopamine baseline level 0.175
τV TAN membrane time constant 50.0
τg− TAN hyperpolarizing intrinsic current time constant 5.00
τg+ TAN depolarizing intrinsic current time constant 5.00
τK TAN KIR current time constant 30.0
τD Striatal dopamine release time constant 4.00
τIN GABA-ergic interneuron membrane time constant 100
ΓK KIR current activation threshold 0.43
Γ+ Intrinsic depolarizing current activation threshold 0.50
Γ− Intrinsic hyperpolarizing current activation threshold 0.50
AV Maximum TAN depolarization (intrinsic) 1.00
BV Maximum TAN hyperpolarization (intrinsic) 0.00
CV Maximum TAN depolarization (external inputs) 1.50
DV Maximum TAN hyperpolarization (external inputs) 0.10
ΓD1 Dopamine D1 receptor activation threshold 0.20
ΓD2−dir Dopamine D2 receptor (direct) activation threshold 0.15
ΓD2−mod Dopamine D2 receptor (modulatory) activation threshold 0.00
ΓIND Threshold for GABA-IN excitation by dopamine 0.175
ΓIN GABA-ergic interneuron activation threshold 0.73
WE Synaptic strength of excitatory inputs to TANs 0.50
α Striatal dopamine release passive decay rate 0.20
β Dopamine indirect hyperpolarization strength 5.00
γ Dopamine direct hyperpolarization strength 3.00
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Figure 1: Summary diagram of the interactions represented in the TAN model. Ionic depolarizing (g+), hyperpolar-
izing (g−) and KIR (gK) currents constrain the dynamics of the TAN membrane voltage and hence its response to
external inputs. Solid arrows show excitatory (usually depolarizing) factors whereas dashed arrows show inhibitory
(usually hyperpolarizing) factors. Dopaminergic, thalamic and cortical projections constitute the non-striatal in-
puts to TANs. Thalamic and cortical inputs, activated by stimuli (STIM), act both directly via AMPA/NMDA
receptors on TANs and indirectly through GABA-ergic interneurons. Dopamine modulates the inputs from thala-
mus, cortex and GABA-ergic interneurons via postsynaptic D2 receptors located on TAN membrane. Dopamine
directly excites TAN membrane via D1/D5 receptors, but also inhibits TAN membrane via D2Rs. Although striatal
MSPNs (medium spiny projection neurons) are not included in the model, they are depicted at the top (above the
horizontal dotted line) to indicate the main targets of TAN output.
22
Figure 2: Data showing the behavioral responses of TANs under normal and pathological conditions. (A) TAN’s
pause response to a conditioned appetitive stimulus (from Aosaki et al., 1994b). (B) TAN’s triphasic response to
a conditioned aversive stimulus (from Ravel et al., 2003). The initial response is a pause smaller than the pause
in response to appetitive stimuli. The second phase is a rebound excitation; this is followed by a shallow pause
and then recovery to baseline tonic activity. (C) The pause response of TANs disappears after dopamine depletion
in the striatum but a brief excitation remains (from Aosaki et al., 1994a). (D) Inactivation of CM-Pf nuclei by
muscimol injection abolishes TANs’ pause response (from Matsumoto et al., 2001).
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Figure 3: Simulated behavior of the model TAN. In each of panels A-D, the upper plot shows the membrane potential of the TAN, the middle plot shows its
intrinsic currents, and the lower plot shows external inputs. There are no external inputs (other than baseline dopamine) during the interval from 0-1 sec. The
dynamics visible in that interval reveal how model variables evolve from initial values of zero under the influence of intrinsic factors. (A) The model TAN
responds to a learned appetitive stimulus with a brief initial facilitation, followed by a prolonged pause and a late rebound, with transient overshoot of the tonic
equilibrium. (B) The model TAN discriminates between appetitive and aversive stimuli, responding to the latter with a brief initial facilitation, followed by
an early and another late pause. Note that the amplitude and duration of the first pause are smaller than for the appetitive case shown in (A). (C) Simulated
dopaminergic lesion completely abolishes the TAN’s pause response without any effect on its tonic firing rate. (D) Simulated CM-Pf lesion abolishes the TAN’s
stereotypic pause and rebound response even if the stimulus lasts 500 ms. In the absence of thalamic CM-Pf inputs, cortical inputs alone are not sufficient to
excite model GABA-INs sufficiently to exceed their threshold.
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Figure 4: TANs acquire responsiveness to appetitive conditioned stimuli. Successively lower traces depict the
progressively deeper pauses induced in model TANs by burst dopamine inputs that grow larger as conditioning
proceeds. Thus the top trace shows the TAN response to an unconditioned, non-habituated stimulus. The lowest
trace shows the response to a well-learned conditioned stimulus.
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Figure 5: Response of TANs to hyperpolarizing current injections in the absence of external (cortical, thalamic and
DA-ergic) inputs. Left panel: model simulations. Right panel: data from Wilson (2005). Consistent with the data,
the time-to-peak values of the model’s pauses get asymptotically smaller with larger current pulses.
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Figure S1: Effect of latency differences between cortical and thalamic inputs (upper panel) and between corti-
cal/thalamic and dopaminergic inputs (lower panel) to TANs on model TAN response to appetitive stimuli. LC :
Cortical input latency (sec); LTh: Thalamic input latency (sec); LD: DA-ergic input latency (sec). There are no
qualitative differences in TAN response when either cortical or thalamic input precedes the other by up to 70 ms,
or when the DA burst precedes both by up to 30 ms or follows both by up to 90 ms.
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Figure S2: Effect of latency differences between cortical and thalamic inputs (upper panel) and between corti-
cal/thalamic and dopaminergic inputs (lower panel) to TANs on model TAN response to aversive stimuli. Conven-
tions are the same as in Figure S1. There are no qualitative differences in TAN response when either cortical or
thalamic input precedes the other by up to 70 ms, or when the DA burst precedes both by up to 30 ms or follows
both by up to 90 ms.
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Figure S3: Effect of input stimulus strength on model TAN response to appetitive stimuli. Successively lower traces
depict responses to increasing stimulus strengths, varied systematically between 1 ≤ ITh(t) ≤ 2 for thalamic, and
proportionally, 0.5 ≤ IC(t) ≤ 1 for the cortical component of the input stimulus.
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