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Abstract
Matched layers are commonly used in numerical simulations of wave propagation to model (semi-)infinite do-
mains. Attenuation functions describe the damping in layers, and provide a matching of the wave impedance
at the interface between the domain of interest and the absorbing region. Selecting parameters in the attenu-
ation functions is non-trivial. In this work, an optimisation procedure for automatically calibrating matched
layers is presented. The procedure is based on solving optimisation problems constrained by partial differen-
tial equations with polynomial and piecewise-constant attenuation functions. We show experimentally that,
for finite element time domain simulations, piecewise-constant attenuation function are at least as efficient
as quadratic attenuation functions. This observation leads us to introduce consecutive matched layers as an
alternative to perfectly matched layers, which can easily be employed for problems with arbitrary geome-
tries. Moreover, the use of consecutive matched layers leads to a reduction in computational cost compared
to perfectly matched layers. Examples are presented for acoustic, elastodynamic and electromagnetic prob-
lems. Numerical simulations are performed with the libraries FEniCS/DOLFIN and dolfin-adjoint, and the
computer code to reproduce all numerical examples is made freely available.
1 Introduction
Three types of boundary conditions are frequently used in numerical wave propagation problems: reflecting
boundaries, modelled by homogeneous Dirichlet and Neumann conditions; ports through which energy enters
or leaves the system, modelled by non-homogeneous Dirichlet or Neumann boundary conditions; and boundary
conditions that mimic open space when truncating an infinite domain. A number of strategies for truncating
infinite domains have been developed, including absorbing boundary conditions [15, 26], absorbing layers [17, 20]
and one-way approximations [10, 23]. An absorbing layer introduces damping and is realised by extending the
computational domain beyond the domain of interest, and it is desirable to keep the size of the absorbing
domain as small as possible to limit the additional computational work. However, none of the early damping
layer techniques proved to be flawless.
In 1994, Be´renger [4] introduced an absorbing domain called Perfectly Matched Layers (PMLs). In a PML,
waves are damped at a certain rate, described by an attenuation function (AF). It is desirable to use an ‘optimal’
AF in order to limit the size of the PML. Unfortunately, there is no universal recipe available to determine
the best AF for specific problems. For particular cases, optimal PMLs can be found through mathematical
analysis. For example, Chew and Jin [7] proved that for finite difference time domain methods, second-order
polynomial AFs are optimal and suggested that these results should also be expected for finite element time
domain methods. A generalisation of the analysis to more complicated cases (unstructured meshes, more general
geometries and loads) is not straightforward, may be suboptimal or may even fail.
In this work we present an automatic calibration procedure for PMLs through optimisation of the PML
parameters for a given problem. The functional we attempt to minimise is the energy left in the domain after
an input signal should have left the domain of interest. The problem is constrained by the considered differential
equation that describes the wave propagation of interest. We use gradient-based optimisation procedures to
determine the parameters, with the adjoint of the forward problem used to compute the derivative of the target
functional with respect to the PML parameters. We consider polynomial and piecewise-constant AFs, with the
latter case motivating the introduction of what we will call ‘Consecutive Matched Layers’ (CMLs). An advantage
of CMLs is that they are easily added to problems with arbitrary geometries, as we will show through numerical
examples.
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Numerical examples of the proposed procedure are presented for acoustic, elastodynamic and electromagnetic
problems. The examples use the FEniCS/DOLFIN [21, 22, 2] and dolfin-adjoint [12, 13] libraries. The complete
source code to produce the presented examples is freely available and provided as supporting material [30].
The remainder of the paper is organised as follows. The considered wave propagation problems are described
in Section 2, followed by the introductions of PMLs in Section 3. In Section 4, the formulation of Consecutive
Matched Layers (CMLs) is presented, which is followed by the proposed procedure for automatic calibration
of PMLs and CMLs in Section 5. We present and discuss test cases and results in Section 6. Conclusions are
drawn in Section 7.
2 Wave propagation problems
We will consider acoustic, elastodynamic and electromagnetic wave propagation problems. Each of these prob-
lems is defined in this section, but we first present a generic formulation in which these problems can framed.
On a spatial domain Ω ⊂ Rd, where 1 ≤ d ≤ 3, we consider linear wave propagation problems in the generic
form
q˙ +
d∑
i=1
F i,i = f on Ω× [0, T ], (1)
where q is a vector of length n containing the n unknown fields, F i = Aiq is a flux vector of length n, f is a
source function of length n and T is the final time. The matrices Ai contain material parameters and will be
defined for each specific problem we consider. The notation F i,i = ∂F i/∂xi (no summation) implies component-
wise partial differentiation of F i with respect to xi. Boundary conditions will be presented later for each specific
problem.
The first considered model is acoustic wave propagation, described by the system
1
K
p˙ = −∇ ·v,
ρv˙ = −∇p+ f ,
(2)
where K > 0 is the bulk modulus, p is the pressure, v is the velocity, ρ > 0 is the mass density and f is an applied
body force. This problem is transformed into the generic form (1), in three-dimensions, with q = (v1, v2, v3, p)
T
and the matrices Ai in (31).
The second model concerns electromagnetic wave propagation, described by the system
µH˙ = −∇×E,
εE˙ = ∇×H − J ,
(3)
where µ > 0 is the permeability, H is the magnetic field strength, E is the electric field strength, ε > 0 is
the permittivity and J is a current density. This problem is transformed into the generic form (1), in three
dimensions, with q = (H1, H2, H3, E1, E2, E3)
T and the matrices Ai in (34).
Finally, linearised elastic wave propagation will be considered, and is described by the system
C−1 : T˙ = 1
2
(
∇v + (∇v)T
)
,
ρv˙ = ∇ ·T + f ,
(4)
where C is the fourth-order, isotropic elastic stiffness tensor, T is the stress tensor, v is the particle velocity,
ρ > 0 the mass density and f is an applied body force. This problem is transformed into the generic form (1),
in three dimensions, with q = (v1, v2, v3, T11, T22, T33, 2T23, 2T13, 2T12)
T
and the matrices Ai in (37).
3 Perfectly matched layers
We denote the domain of physical interest by Ωi, which is extended with an absorbing domain Ωa (Ωi∩Ωa = ∅),
leading to the computational domain Ω = Ωi∪Ωa. To obtain a formulation for wave propagation problems with
PMLs, we apply the technique of complex coordinate stretching [8, 28] to the generic wave equation in (1).
Solutions to wave equations are of the form
q(x, t) = q¯ (x) e−ωt, (5)
where q¯(x) is the spatial solution and ω is the frequency. A frequency domain formulation can be used by
noting that q˙ = −ωq. PMLs in all directions are applied by introducing the coordinate transformations
∂
∂xi
→
(
1
1 + σi(xi)ω
)
∂
∂xi
, (6)
2
where σi(xi) are attenuation functions (AFs), and which are non-zero only in the absorbing region Ωa. The
AFs will be defined at the end of the section.
We will denote combinations of different AFs in the index, e.g. σij+k = σiσj + σk. Using (5) and applying
the coordinate transformations in (6) to the wave equation (1) leads to
− ωq +
d∑
i=1
F i,i
1− σiω
= f . (7)
Multiplying (7) by all denominators appearing in it leads to
− ω
 d∏
i=1
(
1− σi
ω
) q + d∑
i=1
 d∏
j=1
j 6=i
(
1− σj
ω
)F i,i =
 d∏
i=1
(
1− σi
ω
)f . (8)
With no source term inside the absorbing region Ωa, we have σif = 0 and the right-hand side of (8) simplifies
to f . Expanding the remaining products leads to
− ωq +
3∑
i=0
F i,i + σ1+2+3q − 1
ω
σ12+13+23q +
1
(ω)
2σ123q −
1
ω
3∑
i=0
 d∑
j=1
j 6=i
σj
F i,i
+
1
(ω)
2
3∑
i=0
 d∏
j=1
j 6=i
σj
F i,i = f . (9)
To obtain a system of first-order equations from (9), for d = 3 two auxiliary fields, r˙ = q and s˙ = r are
introduced, resulting in two auxiliary differential equations (ADEs) in addition to the wave equation:
q˙ + F 1,1 + F 2,2 + F 3,3 + σ1+2+3q + r = f ,
r˙ − σ12+13+23q − σ2+3F 1,1 − σ1+3F 2,2 − σ1+2F 3,3 − s = 0,
s˙+ σ123q + σ23F 1,1 + σ13F 2,2 + σ12F 3,3 = 0.
(10)
In two spatial dimensions (d = 2) , we have the simplified system:
q˙ + F 1,1 + F 2,2 + σ1+2q + r = f ,
r˙ − σ2F 1,1 + σ1F 2,2 − σ12q = 0.
(11)
In one spatial dimension (d = 1), there are no ADEs needed to describe the PML:
q˙ + F 1,1 + σ1q = f . (12)
A specific PML is defined by the AFs σi. The literature, e.g. [7], generally suggests polynomial AFs. For
axis-aligned rectangular (cuboid) domains, polynomial AFs can be expressed as
σi(xi) =

n∑
j=0
cij x¯
j
i if xi ∈ [a(i)0, a(i)0 + wi]
0 otherwise,
(13)
where n is the order of the polynomial, cij are the coefficients of the polynomial, x¯i = g(xi) is an affine
transformation of xi such that g(xi) = 0 on the boundary between the domain of interest and the absorbing
region, and g(xi) = 1 on the exterior boundary of the absorbing region, xi = a(i)0 is the interface between Ωi
and Ωa and wi is the total width of the PML in the ith direction.
We also introduce a description of an AF with N piecewise-constant AFs of the form
σi(xi) =
{
cij if xi ∈ [a(i)j , a(i)j+1] ∀j = 0 . . . N − 1,
0 otherwise,
(14)
where cij ≥ 0 are scalar values and a(i)j = ai + j(wi/N).
3
4 Consecutive matched layers
The complex coordinate stretching procedure used in the previous section to the PML configuration depicted
in Figure 1a. Overlapping PML regions leads to products of AFs that appear in the ADEs in (10). Solving for
the auxiliary fields adds to the computational cost. To avoid this increase in cost, we adopt a simplification to
the PML strategy.
When using non-overlapping absorbing domains, as depicted in Figure 1b, products of AFs are zero and (10)
reduces to
q˙ + F 1,1 + F 2,2 + F 3,3 + σ1+2+3q + r = f ,
r˙ − σ2+3F 1,1 − σ1+3F 2,2 − σ1+2F 3,3 = 0,
(15)
which eliminates one ADE compared to (10). If we assume that r = 0, which can be motivated by the fact
that spatial derivatives in the second equation will be relatively small due to the damping, also the second ADE
vanishes, further reducing (10) to
q˙ + F 1,1 + F 2,2 + F 3,3 + σ1+2+3q = f . (16)
Since we prefer direction-independent AFs, we choose the AF in all directions to be defined by the same constant.
Hence, σ1+2+3 can be replaced by an AF of the form
σi(x),=
{
ci if x ∈ Ωai
0 otherwise,
(17)
where ci ≥ 0 is a constant scalar and Ωai is the ith ‘layer’ of the absorbing domain. Using the AF in (17) for a
problem where Ωa1 = Ωa leads to a simplification of (16):
q˙ + F 1,1 + F 2,2 + F 3,3 + σq = f . (18)
This formulation closely resembles the original absorbing layer strategy [17]. We however suggest to consider an
absorbing domain Ωa which is divided into N non-overlapping absorbing layers Ωai such that Ωa =
⋃N
i=1 Ωai ,
which leads to the formulation
q˙ + F 1,1 + F 2,2 + F 3,3 + σi(x)q = f , (19)
The resulting configuration is illustrated in Figure 1c, where the AF is constant on each colour/layer. Due to
the absence of auxiliary fields, the computational cost is reduced relative to the PML model. A difficulty is how
to choose the terms that define the AFs in the layers. This issue will be addressed in the following section.
We note that a reasonable domain of interest can be extended with tightly wrapped layers, as shown
in Figure 1d, and meshed conformingly. Hence this procedure can be applied to problems with arbitrary
geometries, while avoiding complex mathematical interventions, e.g., as presented in [14].
By neglecting the ADE in (15) the absorbing domain is no longer a PML, hence we will refer to the
simplified damping strategy as consecutive matched layers (CMLs). This name refers to the non-reflective free
space boundary condition introduced in Katz et al. [20], mentioned as absorbing layer in Holland and Williams
[17] and referred to as matched layer in Be´renger [4].
5 Automatic calibration of matched layer problems
The matched layer approaches presented in the preceding sections involved scalar AFs, σi (xi), and it is necessary
to define their functional form. For finite difference methods, there are numerous papers describing how to
determine the AFs, e.g, [3, 7, 9]. Chew and Jin [7] proved that quadratic polynomials result in optimal AFs
for finite difference methods. Even if we presume that quadratic polynomial AFs are optimal for finite element
time domain simulations, the question remains what precise form the quadratic polynomial should take for
optimal results. Since users often want to add damping layers to their models without studying the truncation
strategy in depth, an automatic determination procedure is appealing. We present a generic recipe for automatic
calibration of the AF coefficients. The presented procedure is based on solving an optimisation problem.
5.1 Formulation of the optimisation problem
Our abstract optimisation problem is formulated as
min
y,u
J(y,u) (objective functional), (20)
c(y,u) = 0 (constraint), (21)
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(a) Adding perfectly matched layers in multiple directions
to a geometry using complex coordinate stretching leads to
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to a geometry without overlap.
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Figure 1: Graphical depiction of perfectly matched layers and consecutive matched layers.
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where J is a scalar function, y is the state vector, u ∈ Uad is the control vector, Uad is the set of the admissible
values for the control values and c represents a set of constraints. For the considered problems, the state vector
y contains q in the wave equation (1), and in the case of PML calibration is also contains the solutions of
the auxiliary fields r and s in (10). The control vector u contains the cij parameters that define the AFs.
Satisfaction of the constraint c(y,u) in our case is satisfaction of the wave equation with matched layers.
The matched layer optimisation problem is in general not convex due to the non-linear relation between
the controls and the states given by the constraint. This implies the likely existence of multiple local minima.
Consequences of the existence of multiple local minima will be demonstrated by the numerical examples in
Section 6. This prohibits us of considering the outcome of the automatic calibration procedure as optimal.
Based on experimental results, we will however argue that the outcome is very likely to have near optimal
performance.
5.2 Measuring the quality of the absorbing region
To define an objective functional we need to quantify the quality of a matched layer problem. Typical quality
measures involve the reflection coefficients, both at the interface between the domain of interest Ωi and the
matched layer Ωa, and within the matched layer (see [7]). This a priori quality measure is difficult to manipulate
in combination with finite element formulations.
We propose quantifying the quality of a matched layer through the amount of energy in a system at ju-
diciously chosen time for a judiciously chosen source term. With reflecting boundaries around the domain of
interest and a vanishing input signal, the total energy in the system for the considered problems is constant once
the input signal has vanished. If the domain of interest was embedded in an infinite domain, the total energy in
the domain of interest would be zero at sufficiently large time. When absorbing layers are added to the domain
of interest to mimic an infinite domain, the energy will reduce over time due to attenuation in the absorbing
layers only, but it is highly unlikely that it will ever be exactly zero. The goal of the calibration procedure is to
choose parameters for the matched layers such that the energy in the whole computational domain is minimised
at a suitably chosen time, which we will call the ‘calibration time’, Tc. The reduction in energy in the numerical
simulation at time T due to the absorbing layers is given by
δE = −10 log10
(
E (T )
E¯ (T )
)
, (22)
where E¯, the energy in the whole computational domain with zero-valued AFs, is used as a reference value and
E is the energy on the computational domain for the problem with non-zero AFs.
For the problems that we consider, the energy in a system is given by:
E(t) =
1
2
〈
Qq(t), q(t)
〉
Ω
, (23)
where 〈., .〉Ω is the L2 inner product over the entire computational domain Ω and Q is a matrix containing
the material parameters. Concrete expressions for the energy and the matrices Q for the specific problems in
Section 2 are given in A.
5.3 Objective functional
The objective functional we use in calibrating matched layer problems is
J(q,u) = E(Tc), (24)
where E(Tc) is the energy in the system at the calibration time.
Another quantity of interest in designing matched layers is reflections at the interface between the domain
of interest and the damping region. If the calibration time Tc is chosen too large, then energy can be damped
gradually every time a wave encounters the damping region and is partially reflected by it. In order to include
the effect of these reflections in J (24), the calibration time should be chosen such that reflections of the input
signal at the material/matched layer interface encounter the damping region as few times as possible.
A practical concern is that the calibration time should be chosen as small as possible for computational
speed, since a greater calibration time increases the number of time steps, and hence the cost of the optimisation
process.
5.4 Computing derivatives of the objective functional
We will use derivative-based optimisation methods to calibrate the matched layer parameters. To compute the
gradient of the objective functional J with respect to the control parameters u, we use the adjoint approach [29].
6
In essence, we find dJ/du from
dJ
du
=
∂J
∂u
− λT dc
du
, (25)
where the adjoint variable λ is the solution to:(
∂c
∂q
)T
λ =
(
∂J
∂q
)T
. (26)
A detailed derivation for the time discretised problems can be found in C. Key to the adjoint approach for
computing derivatives of functionals is that that only one system needs to be solved to compute the gradient,
regardless of the number of controls. Moreover, (26) is similar in structure to the system that is solved in the
forward problem.
For the numerical examples in Section 6, in our implementations we express the forward model in FEniCS
syntax [1, 21, 22], from which the adjoint problem is computed automatically by the library dolfin-adjoint [13].
5.5 Practical procedure
To automatically calibrate a PML or CMLs for a problem of interest we create a calibration set-up. The
procedure is:
1. Extend the domain of interest with artificial layers Ωa and mesh domain with cell edges conforming to
the boundary of Ωi and Ωa.
2. Extend the physical material parameters on the domain of interest to the absorbing region.
3. Set the attenuation in the damping region to zero.
4. Select an input signal with local support in time to fit the frequency range of the application under
consideration.
5. Select a calibration time Tc, such that the peak of the input pulse has travelled at least once through the
damping region in every direction at the lowest wave speed.
6. Update the AF parameters via a gradient-based optimisation process.
When the optimiser has converged, the obtained controls for the calibration set-up are used in the AF to solve
the forward problem of interest. Note that the calibration set-up can differ from the problem of interest, as will
be demonstrated for the electromagnetic example in Section 6. In the other example the geometry, mesh and
excitation of the problem of interest and calibration set-up are kept. The final time of the problem of interest
can differ from the calibration time, Tc. We will call the final time for the problem of interest the ‘evaluation
time’, Te.
6 Numerical examples and discussion
We present examples using the calibration procedure for finite element acoustic, elastic and electromagnetic wave
propagation problems, and consider both PMLs and CMLs. We will begin with a one-dimensional example,
before moving on to two- and three-dimensional cases to examine performance with oblique incidence angles. We
will consider PMLs for acoustic and elastodynamic examples, and CMLs for elastodynamic and electromagnetic
examples. The computer code for reproducing all examples is available in the supporting material [30].
For all examples, we use the L-BFGS-B optimiser from SciPy [19]. This optimiser is a limited memory
BFGS implementation with bound support [6]. The bound support is used to prevent the optimiser choosing
negative values for the piecewise-constant AFs. The optimiser stops when the gradient drops below a chosen
threshold [25]. The threshold used in the different examples can be found in the supporting material [30].
To fully define the objective functional in (24), a calibration time and input signal have to be chosen. For
all examples we use a Gaussian pulse. We choose the calibration time such that the peak of the input pulse has
time to travel at least once to the boundary of the computational domain and back to the interface between the
domain of interest and the absorbing domain at the lowest wave speed. Unless mentioned otherwise, first-order
elements are used for all computations.
6.1 Perfectly matched layers
The examples presented in this section consider polynomial and piecewise-constant AFs for PMLs, as described
in Section 3.
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Figure 2: Geometry of the two-dimensional acoustic wave example with waves propagating in one direction.
6.1.1 Acoustic wave propagation
We consider a rectangular domain of interest Ωi = [0, 0.4] m × [0, 0.1] m, which is extended at the right-hand
boundary with a PML, as depicted in Figure 2. The domain is meshed with crossed-triangle cells with edge
length 0.01 m in both x- and y-directions. Periodic boundary conditions are applied in the y-direction. On
the right-hand side of the computational domain, a reflecting boundary condition with v = 0 is applied. An
open boundary on the right-hand side of the domain is modelled by adding a PML in front of the reflecting
boundary. On the left-hand boundary, the condition v =
(
exp
(
− (4(t− t0)/t0)2) , 0) m/s is applied, where
t0 is the offset for the pulse. Note that for a large enough time v approaches zero and this boundary acts
as a reflecting fixed boundary. We consider a homogeneous medium with mass density ρ = 1.269 kg/m3 and
bulk modulus K = 101000 Pa. The time step is 90% of the CFL condition, ∆t = 0.9 × 0.01/(v√2) s, where
v =
√
K/ρ is the wave speed for the medium. The offset of the pulse is chosen to be t0 = 100∆t. The calibration
time Tc is chosen to be the time the peak of the pulse needs to travel two and a half times through the domain
of interest, Tc = 2.5(0.4m)v + t0. This way the peak of the pulse can encounter the PML interface only once,
but there is sufficient time for the pulse to travel back-and-forth in the PML. For this example the calibration
set-up is identical to the problem of interest, including the evaluation time Te = Tc.
We first compare constant with piecewise-constant AFs for different PML widths. The smallest considered
PML is 0.01 m wide. The PML is extended 0.01 m in x-direction seventeen times, up to a total width of
0.18 m. When a piecewise-constant AF is considered, one control value is added for every extension, e.g., for
a 0.05 m wide PML, the piecewise-constant AF is defined by five control variables. The energy reduction, as
defined in (22), for these experiments with the calibrated AFs is shown in Figure 3a. These results show that
piecewise-constant AFs perform better than constant AFs for every PML width.
The reduction in energy for different polynomial order AFs and different PML widths is shown in Figure 3b.
First note the results for the fourth-order polynomial AF, where the 0.10 m PML appears to outperform the
0.15 m PML. This peculiarity points to the optimisation problem being non-convex. We will comment on
this further when examining initial guesses for the controls. Comparing Figure 3a and Figure 3b, it can be
concluded that piecewise-constant AFs outperform the polynomial AFs, e.g., for a 0.10 m wide PML, the
calibrated piecewise-constant AF reduces the energy more than any polynomial AF. We note from Figure 3b
that there appears to be limited benefit in using polynomial orders greater than two, which is consistent with
finite difference results presented by Chew and Jin [7]. We restrict further experiments to AFs to polynomial
degrees of two or less.
We would expect the performance of a polynomial AF to be at least as good as the constant AF case since
the polynomial case contains the constant case. However, Figure 3b shows that for a 0.05 m wide PML, a
constant AF is slightly more effective than any other polynomial AF. This again points to the optimisation
problem being non-convex.
We now fix the PML width to 0.05 m to examine the influence of the initial AF parameters. Figure 4
shows the reduction in energy after optimisation for zero initial values (index 0) and random starting values
(indices greater than zero) for both a piecewise-constant and a quadratic AF. The starting values are uniformly
sampled on the interval [0, 7000] for the piecewise-constant case and the interval [−500, 500] for the polynomial
case. For the polynomial case, we allow negative coefficients in order to allow AFs that are not monotonically
increasing. For the piecewise-constant AFs, the energy reduction for approximately ten percent of the results
is more than 10 dB from the best result. There is less variation in the computed energy reduction for quadratic
AFs compared to the piecewise-constant case. However, every piecewise-constant AF outperforms all quadratic
AFs. In the remainder we will set the initial guess for all controls to zero.
Figure 5 shows the piecewise-constant AF for 0.02 m, 0.05 m, 0.10 m, 0.15 m and 0.19 m wide PMLs. The
result is not immediately intuitive; the first control value is relatively large, followed by a substantially smaller
second control value. The remaining control values are approximately equal and larger than the second value.
The counter-intuitive outcome highlights an advantage of using an optimisation approach.
Figure 6 shows how the control values of the piecewise-constant AF change with each optimiser iteration for
8
0 2 4 6 8 10 12 14 16 18
-70
-60
-50
-40
-30
-20
-10
PML width [cm]
E
n
er
g
y
re
d
u
ct
io
n
[d
B
]
Constant
Piecewise-constant
(a) The solid blue curve shows the energy reduction for
a constant attenuation function, and the dotted red curve
for a piecewise-constant attenuation function as explained
in Section 3.
0 1 2 3 4 5 6
-70
-60
-50
-40
-30
Polynomial degree
E
n
er
g
y
re
d
u
ct
io
n
[d
B
]
w = 0.05 m
w = 0.10 m
w = 0.15 m
(b) Perfectly matched layers are considered with three dif-
ferent widths w.
Figure 3: Energy reduction with perfectly matched layers for the acoustic wave example depending on the
perfectly matched layer width (left) and polynomial degree for the attenuation function (right).
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Figure 4: Energy reduction achieved by the calibrated attenuation functions for the acoustic wave example with
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Figure 6: Evolution of controls (top) and reduction in energy (bottom) for the acoustic wave example as a
function of the iteration step during the optimisation process for calibrating a piecewise-constant attenuation
function with eight controls on a 0.08 m wide perfectly matched layer.
a 0.08 m wide PML together with the corresponding reduction in energy. For up to approximately 17 iterations
the process favours a constant AF. From the point at which the AF deviates significantly from a constant AF,
a further 20dB to 30dB reduction in energy is observed.
6.1.2 Elastodynamic wave propagation on a square
We simulate elastic wave propagation in an isotropic, homogeneous square domain Ωi = [−6, 6]2 mm, which is
extended in both the x- and y-directions with a 6 mm wide PML (see Figure 7a). We implement reflecting fixed
boundaries on all sides of the computational domain. The longitudinal wave speed in the considered medium is
vl = 5830.95 m/s and the transverse wave speed vt = 3464.10 m/s. The mass density of the considered material
is 2500 kg/m3. A Gaussian source f = (fx, 0) is applied, where
fx = exp
(
−
(
t− 50∆t
50∆t/4
)2)
exp
(
−
(
x
10−6
)2)
exp
(
−
(
y
10−6
)2)
. (27)
A typical resulting elliptical wave front for this example is illustrated in Figure 7b.
The domain is meshed with crossed-triangle cells with edge length 1.2 mm. We solve this example using a
discontinuous Galerkin finite element method, which is presented in B.2. A time step size of ∆t = 4× 10−8 s is
used. The calibration time is chosen to be Tc = t0 + (12 mm)
√
2/ct, which is the time needed for the peak to
enter the domain and travel to the corner of the computational domain at the lowest wave speed. We consider
the problem of interest to be identical to the calibration set-up with the exception of the evaluation time. Since
the calibration time doesn’t allow the wave to travel once in both direction through the absorbing layer, the
reduction in energy would not include the full benefit of the absorbing layer. The evaluation time for this
example is Te = t0 + (24 mm)
√
2/ct, which is the calibration time plus the time needed for the peak to travel
back from the corner of the computational domain to the centre of the domain.
This model uses one AF in each spatial direction. It is however undesirable to have orientation dependent
PMLs because of the symmetry of the domain. We therefore choose to define the AFs in both directions by the
same control variables.
The evolution of the controls and reduction in energy at each optimiser step for the piecewise-constant case
are shown in Figure 8. Despite the large changes in the control values at low iteration counts, the reduction in
energy remains more-or-less constant from the second iteration. The final result is again not a monotonically
increasing function, shown by the AF in Figure 9 (solid blue line).
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Figure 7: Geometry of the elastodynamic wave example with waves propagating in radial direction (left) with
typical resulting wave propagation pattern (right).
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Figure 8: Evolution of the controls (top) and reduction in energy (bottom) for the elastodynamic wave example
as a function of the iteration step during the calibration process for a piecewise-constant attenuation function
with five parameters for a 6 mm wide perfectly matched layer.
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the calibration procedure for the elastodynamic wave example with square geometry.
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Figure 10: Evolution of the controls (top) and reduction in energy (bottom) for the elastodynamic wave example
with square geometry as a function of the iteration step during the optimisation process for calibrating a
quadratic attenuation function for a 6 mm wide perfectly matched layer.
As a second experiment for this model, we compare the piecewise-constant result to a quadratic AF. The
evolution of the controls and reduction in energy during the optimisation process for a quadratic AF are shown
in Figure 10. The calibration process for a quadratic AF has resulted in a constant AF (see Figure 9) and
performs about 5% less well than the calibrated piecewise-constant AF.
6.2 Consecutive matched layers
We now move to examining the performance of the truncation strategy of consecutive matched layers presented
in Section 4. In this case each ‘sub-layer’ has a constant attenuation function associated with it. The key
difference with perfectly matched layers is the absence of auxiliary fields and equations in the model.
6.2.1 Elastodynamic wave propagation on a square
We revisit the elastodynamic example from Section 6.1.2. Both the problem of interest and the calibration
set-up are identical to the previous example with the PML replaced by CMLs. The evolution of the controls
and reduction in energy during the optimisation process for calibrating the five CMLs are shown in Figure 11.
The results shown in Figure 11 are almost identical to the PML results in Figure 8. Since the model for CMLs
does not require ADEs, in contrast to the PML model, the automatic calibration procedure for CMLs is faster
than for PMLs.
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Figure 11: Evolution of the controls (top) and reduction in energy (bottom) for the elastodynamic wave example
as a function of the iteration step during the bounded calibration process for consecutive matched layers.
6.2.2 Elastodynamic wave propagation on a more complicated geometry
We now adopt the problem of interest and calibration set-up of the preceding elastic example, but replace the
square domain by the domain and mesh shown in Figure 12. The domain of interest is shown in dark blue. Five
consecutive matched layers are placed around the domain of interest. The precise definition of the domain and
the mesh are available in the supporting material [30].
The evolution of the attenuation constants for this problem and the corresponding reduction in energy are
shown in Figure 13. The reduction in energy is only ten percent less than for the problem on the square domain.
The attenuation in layers closer to the domain of interest is larger than for the layers farther from the domain
of interest. This is probably a manifestation of the sensitivity of the different controls. It is to be expected that
the attenuation in the outer layers has less effect on the reduction in energy, since a considerable amount of
energy will have been damped by layers closer to the domain of interest.
6.2.3 Electromagnetic wave propagation
We consider an application for which an absorbing region is calibrated, and then used to solve a problem of
interest. The problem of interest involves a transverse electromagnetic wave [18] in a parallel plate wave guide.
We solve equation (3) on the domain of interest Ωi = [0, Lx] × [0, Ly] × [0, Lz(x)]. We consider conducting
plates at x = 0 and x = Lx, which are both modelled by implementing perfect electric conducting boundary
conditions (n×E = 0) at x = 0 and x = Lx. The face at z = 0 is a port through which waves are inserted into
the wave guide. We consider the case where the plates are infinite in y-direction, which is modelled by applying
perfect magnetic conducting boundary conditions (n ×H = 0) at y = 0 and y = Ly. For z ≥ Lz(x) there is
open space, which will be modelled using CMLs.
Before solving the problem of interest we calibrate the AFs on the adsorbing layer. To study the impact
of oblique incidence angles at the boundary of the domain of interest, we will ‘stretch’ the upper conducting
plate (x = Lx) in the z direction. Three configurations will be tested, i.e., with 90, 60 and 45 degree incidence
angles. The domain with a 60 degree incidence angle is shown in Figure 14. The volume of absorbing layers
will slightly differ in all three cases due to the different plate lengths, but the thickness of each layer (in the
z-direction) is fixed.
We extend the domain of interest with five absorbing layers, each one cell wide (see Figure 14). Also the
boundary conditions of the domain of interest at x = 0, x = Lx, y = 0 and y = Ly are extended to the absorbing
13
Figure 12: The more complicated computational domain used for the elastodynamic wave experiment with
consecutive matched layers. The domain of interest (dark blue) is surrounded by five tightly wrapped consecutive
matched layers, each indicated by a distinct colour.
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Figure 13: Evolution of the controls (top) and reduction in energy (bottom) for the elastodynamic wave example
with a complicated geometry as a function of the iteration step during the calibration process for consecutive
matched layers.
14
θFigure 14: A parallel plate wave guide used for the electromagnetic example. The domain of interest (dark
blue) is extended with five consecutive matched layers, each indicated by a different colour. In this problem,
the waves enter the consecutive matched layers at a 60 degree angle θ. By modifying the length of the upper
plate, the incidence angle can be controlled.
domain. The boundary condition at the port (z = 0) is set to E = (Ex, 0, 0), where
Ex(t) = exp
−( t− 10−8
10−8/4
)2 . (28)
At the end of the CMLs (z = Lz(x)) a perfect electric conducting boundary condition is applied. The calibration
time is chosen to be the time for the peak of the input pulse to enter the system, move through the domain
of interest, reflect off the interface between the domain of interest and the absorbing domain, and back to the
source of the input signal, which is Tc = 10
−8 + 2Lz(0)/c. To optimise the attenuation functions, we initialise
the AFs to zero, and run the optimisation process for the 90, 60 and 45 degree incidence angle cases.
The evolution of the control variables and the corresponding reduction in energy at Te = Tc for the cases with
90, 60 and 45 degree incidence angles are shown in Figure 15. We see that the two cases with non-perpendicular
incidence perform well relative to the to the 90 degree case. The obtained attenuation values differ significantly
between the three cases. The smaller the incidence angle, the more iterations are required to converge the
optimisation algorithm.
We observe the least energy reduction for the 60 degree incidence case. The observation that the 45 degree
incidence case performs better than both other cases is mainly because when a wave hits the interface between
the domain of interest and the absorbing domain at a 45 degree incidence angle, the wave is reflected to the
upper plate, hits it perpendicularly and hence is reflected again at a forty-five degree angle to the CMLs, before
it gets reflected again in negative z-direction towards the source of the input signal. In other words, reflected
waves meet the CMLs for a second time sooner than in the other cases.
To complete the electromagnetic wave case study, we compute a transverse electromagnetic wave in the
wave guide with the 60 degree incidence angle and the CMLs that were calibrated for this case. The boundary
conditions are as described for the calibration set-up, except now as an input wave we apply the boundary
condition E = (Ex, 0, 0) at the port (z = 0), with
Ex(t) = sin
(
3.1× 108t
)
. (29)
There is no analytical solution available for a transverse electromagnetic wave in a parallel plate wave guide
where one plate is longer than the other. However, as the waves move from left to right in the wave guide,
the solution in the rectangular part R = [0, Lx] × [0, Ly] × [0, Lz(0)] is not affected by the rest of the domain.
Hence, we can use the analytical solution for a parallel wave guide with equal plates for R which is
E =
(
sin
(
3.1× 108z/c− 3.1× 108t
)
, 0, 0
)
, H =
(
0,
1
cµ0
sin
(
3.1× 108z/c− 3.1× 108t
)
, 0, 0
)
, (30)
where c is the speed of light and µ0 is the permeability of vacuum.
For the initial condition, it is not straightforward to extend the analytical solution (30) into the absorbing
region. Therefore, we start with a zero initial value and compare the numerical solution to the analytical solution
after the problem reaches a steady state. To evaluate the numerical solution, we compare the electromagnetic
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Figure 15: Evolution of the controls (left) and reduction in energy (right) for the electromagnetic wave example
as a function of the iteration step during the calibration process for the consecutive matched layers for the
domain with (a) 90 degree, (b) 60 degree and (c) 45 degree incidence angles.
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Figure 16: The computed electromagnetic energy (solid blue), as defined in (35) in a parallel plate wave guide
with output port under a 60 degree angle compared to the theoretical reference (dashed red). The reference is
only valid once a steady state has been reached.
energy (defined in (35)) of the numerical solution computed with third-order polynomial elements to the reference
solution in (30) in R Figure 16. We see that, after reaching the steady state, the periods of the numerical and
exact solutions are well aligned. Importantly, we see that there is no systematic increase in energy for the
numerical case, which demonstrates that the CMLs are effective.
7 Conclusions
We have presented an approach to automatically calibrate attenuation functions for matched layers in wave
propagation problems solved using finite element time domain methods. The presented procedure is not problem-
specific, and in principle can be used to calibrate perfectly matched layers for any problem, regardless of the
discretisation method. We have experimentally shown that there is no need to use polynomial attenuation
functions higher than order two. Piecewise-constant attenuation functions can however result in equally effective
perfectly matched layers. For piecewise-constant attenuation functions, the calibration procedure does not prefer
monotonically increasing attenuation functions.
We have presented calibration of a damping strategy which we call consecutive matched layers. The auto-
matic calibration procedure for consecutive matched layers is identical to the calibration procedure for perfectly
matched layers. Consecutive matched layers lead to a simpler model than perfectly matched layers, resulting
in shorter simulation times, for both the forward problem and the calibration procedure. It was shown for a
collection of examples that consecutive matched layers can perform as well as perfectly matched layers. As a
major advantage of consecutive matched layers over perfectly matched layers is that consecutive matched layers
can be easily applied to complex domains.
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A Problem specific expressions
A.1 Acoustic wave propagation
The matrices Ai for the acoustic wave problem read:
A1 =

0 0 0 ρ−1
0 0 0 0
0 0 0 0
K 0 0 0
 , A2 =

0 0 0 0
0 0 0 ρ−1
0 0 0 0
0 K 0 0
 , A3 =

0 0 0 0
0 0 0 0
0 0 0 ρ−1
0 0 K 0
 . (31)
The energy functional for the acoustic wave problem reads:
Eacoustic(t) =
1
2
∫
Ω
ρv ·v + 1
K
p2 dx (32)
The matrix Q in (23) for this problem reads:
Q = diag
(
ρ, ρ, ρ,
1
K
)
. (33)
A.2 Electromagnetic wave propagation
The matrices Ai for the electromagnetic wave problem read:
A1 =

0 0 0 0 0 0
0 0 0 0 0 −µ−1
0 0 0 0 µ−1 0
0 0 0 0 0 0
0 0 ε−1 0 0 0
0 −ε−1 0 0 0 0
 ,
A2 =

0 0 0 0 0 µ−1
0 0 0 0 0 0
0 0 0 −µ−1 0 0
0 0 −ε−1 0 0 0
0 0 0 0 0 0
ε−1 0 0 0 0 0
 ,
A3 =

0 0 0 0 −µ−1 0
0 0 0 µ−1 0 0
0 0 0 0 0 0
0 ε−1 0 0 0 0
−ε−1 0 0 0 0 0
0 0 0 0 0 0
 . (34)
The energy functional for the electromagnetic wave problems reads:
Eem(t) =
1
2
∫
Ω
µH ·H + εE ·E dx. (35)
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The matrix Q in (23) for this problem reads:
Q = diag (µ, µ, µ, ε, ε, ε) . (36)
A.3 Elastodynamic wave propagation
The matrices Ai for the elastodynamic wave problem read:
A1 =

0 0 0 − c11ρ − c12ρ c13ρ 0 0 0
0 0 0 0 0 0 0 0 − c66ρ
0 0 0 0 0 0 0 − c55ρ 0
−1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 −1 0 0 0 0 0 0
0 −1 0 0 0 0 0 0 0

,
A2 =

0 0 0 0 0 0 0 0 − c66ρ
0 0 0 − c21ρ − c22ρ − c23ρ 0 0 0
0 0 0 0 0 0 − c44ρ 0 0
0 0 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 −1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
−1 0 0 0 0 0 0 0 0

,
A3 =

0 0 0 0 0 0 0 − c55ρ 0
0 0 0 0 0 0 − c44ρ 0 0
0 0 0 − c31ρ − c32ρ − c33ρ 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 −1 0 0 0 0 0 0
0 −1 0 0 0 0 0 0 0
−1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

. (37)
The energy functional for the elastodynamic wave problem reads:
Eelastic(t) =
1
2
∫
Ω
ρv ·v + C−1T ·T dx. (38)
The matrix Q in (23) for this problem reads:
Q = diag
(
ρ, ρ, ρ, C−1
)
, (39)
where C−1 is the stiffness tensor with in Voigt notation. Note that the matrix Q is block diagonal for this case.
B Finite element formulations
This appendix contains the finite element formulations for the examples presented in Section 6. For the de-
scription of the continuous problems we refer to Section 2. Unless mentioned otherwise in the text of Section 6,
linear elements are used in all cases.
B.1 Acoustic wave propagation
We consider the acoustic wave problem described in Section 6.1.1. Applying the complex coordinate stretching
transformation (6), in the first dimension only, to (2) we get the continuous system
1
K
p˙ = −∇ ·v + σ1
K
p,
ρv˙ = −∇p+ f + ρσ1v.
(40)
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The semi-discrete finite element problem of (40) reads: find v ∈ U and p ∈W such that∫
Ω
w
1
K
p˙ dx = −
∫
Ω
w∇ ·v dx−
∫
Ω
w
σ1
K
p dx ∀w ∈W,∫
Ω
u · ρv˙ dx =
∫
Ω
∇ ·up dx−
∫
Ω
u · ρσ1v dx+
∫
Ω
u ·f dx ∀u ∈ U ,
(41)
where the function space W ⊂ H10 (Ω) is the usual continuous Lagrange finite element space and U ⊂ H0(div,Ω)
is spanned by Raviart–Thomas elements [27]. We use the same polynomial order for both finite element spaces.
The classical leapfrog scheme is used to advance in time.
B.2 Elastic wave propagation
We will use the discontinuous Galerkin finite element method for the elastodynamic example. Examples of a
discontinuous Galerkin finite element methods for elastic wave propagation can be found in [5, 11].
The semi-discrete discontinuous Galerkin finite element formulation for the two-dimensional generic PML
description (11) on a triangulation T = ⋃nki=1Ki of the computational domain Ω into nk overlapping cells Ki,
reads: find q ∈ V and r ∈ V such that for all triangles K ∈ T∑
K
∫
Ki
(q˙ + σ1+2q + r − f) · l dx−
∑
K
∫
Ki
(
F 1 · l,1 + F 2 · l,2
)
dx
= −
∑
K
∫
∂Ki
(
n1F
∗
1 + n2F
∗
2
) · l ds ∀l ∈ V ,
∑
K
∫
Ki
(r˙ − σ12q) ·m dx+
∑
K
∫
Ki
(
σ2F 1 ·m,1 + σ1F 2 ·m,2
)
dx
=
∑
K
∫
∂Ki
(
n1 (σ2F 1)
∗
+ n2 (σ1F 2)
∗) ·m ds ∀m ∈ V ,
(42)
where the notation l,i = ∂l/∂xi implies component-wise partial differentiation of l with respect to xi, (n1, n2)
is the outward normal unit vector to ∂K, F ∗i is the numerical flux (defined below), F i = Aiq and the used
function space is
V =
{
v ∈
[
L2 (Ω)
]5
: v|K ∈
[
Pk (K)
]5 ∀K ∈ T } , (43)
where Pk (K) is the space of polynomial functions of degree k ≥ 1 on a cell K. We choose Lax–Friedrichs
numerical fluxes [16, p. 34]) to complete the formulation:
F ∗i = Ai
q+ + q−
2
+
C
2
(
n+i q
+ + n−i q
−
)
,
(
σjF i
)∗
= Ai
σ+j q
+ + σ−j q
−
2
+
C
2
(
n+i q
+ + n−i q
−
)
. (44)
where the ‘+’ and ‘−’ superscripts indicate the interior and exterior side of an interface and C is the greatest
wave speed occurring in the problem. The trapezoidal rule is used to advance in time. All boundary conditions
are enforced weakly.
B.3 Electromagnetic wave propagation
The semi-discrete finite element formulation for the electromagnetic wave propagation problem reads: find
H ∈ U ⊂ H(div,Ω) and E ∈ V ⊂ H(curl,Ω) such that∫
Ω
u ·µH˙ = −
∫
Ω
u · ∇ ×E dx−
∫
Ω
u ·µσH dx ∀u ∈ U ,∫
Ω
v · εE˙ =
∫
Ω
∇× v ·H dx−
∫
Ω
v · εσE dx ∀v ∈ V ,
(45)
where the function spaces U and V are spanned by Raviart–Thomas elements [27] and Ne´de´lec elements of
the first kind [24], respectively. We use the same polynomial order for both kinds of the elements. The Yee
scheme [31] is used to advance in time.
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C Computing the gradient of the objective functional for the time discretised
problem
Consider the generic wave equation with a PML in one spatial dimension as given in (12) to be discretised in
time with the implicit trapezoidal rule, with one constant matched layer added:
qn+1 − qn
∆t
+A1
(
q′n+1 + q
′
n
2
)
+ σ
qn+1 + qn
2
= f , (46)
where qn is the computed approximation for q (n∆t) and the accent indicates a spatial derivative, i.e., q
′
n =
∂qn/∂x1. We introduce the vector q¯ =
(
q0, q1, . . . , qn−1, qn
)
containing the solution at each time step. To
be able to study the procedure in detail, we will restrict the time integration to two steps. In that case the
objective function is
J(q¯,u) =
1
2
〈
Qq(t), q(t)
〉
Ω
, (47)
and its derivative with respect to the state vector q¯ is
∂J
∂q¯
=
 00
Qq2
 . (48)
The system of constraints in this case consists of three equations:
c0 = q0 − f0 = 0,
c1 =
q1 − q0
∆t
+A1
(
q′1 + q
′
0
2
)
+ σ
q1 + q0
2
= 0,
c2 =
q2 − q1
∆t
+A1
(
q′2 + q
′
1
2
)
+ σ
q2 + q1
2
= 0,
(49)
for which we can compute the Jacobian matrix
∂c
∂q¯
=

∂c0
∂q0
∂c1
∂q0
∂c2
∂q0
∂c0
∂q1
∂c1
∂q1
∂c2
∂q1
∂c0
∂q2
∂c1
∂q2
∂c2
∂q2
 =

I ∂c1∂q0
0
0 ∂c1∂q1
∂c2
∂q1
0 0 ∂c2∂q2
 , (50)
where I is the identity matrix of size n×n where n is the length of qi. To determine this matrix, four non-trivial
partial derivatives have to be computed. In general, all we need is
∂ci
∂qi
=
I
∆t
+A1
(
D
2
)
+ σ
I
2
,
∂ci
∂qi−1
= − I
∆t
+A1
(
D
2
)
+ σ
I
2
,
(51)
where D is a diagonal matrix with Dii = ∂x1 This information allows us to compute the adjoint states λ by
solving
∂c
∂q¯
λ = −∂J
∂q¯
, (52)
which in this case looks like 
I ∂c1∂q0
0
0 ∂c1∂q1
∂c2
∂q1
0 0 ∂c2∂q2

λ0λ1
λ2
 = −
 00
q2
 . (53)
Solving this system by back substitution leads to
0 = λ2 + q2,
0 =
λ1 − λ2
∆t
+A1
(
λ′1 + λ
′
2
2
)
+ σ
λ1 + λ2
2
,
0 =
λ0 − λ1
∆t
+A1
(
λ′0 + λ
′
1
2
)
+ σ
λ0 + λ1
2
,
(54)
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which is identical to solving the forward problem (49) up to the variable names. In fact, by feeding −q2 to the
forward solver as a source, the adjoint states will be computed in reversed order.
To obtain the gradient, all that remains is to multiply the forward and adjoint states:
dJ
du
=
n∑
i=0
〈
λTi , qi
〉
. (55)
23
