ABSTRACT Hilbert-Schmidt independence criterion (HSIC) is typically used to measure the statistical dependence between two sets of data. HSIC first transforms these two sets of data into two reproducing Kernel Hilbert spaces (RKHS), respectively, and then measures the statistical dependence between them using the Hilbert-Schmidt (HS) operator. This paper proposes a dimension reduction method that is based on HSIC maximization between the high dimensional data and dimension-reduced data, and it is denoted as HSIC-NDR. In the proposed method, the linear kernel is chosen as the kernel function of the RKHS of the low dimensional data after reduction, due to the reason that it can express dimensionality reduction data explicitly from the kernel matrix, thus facilitating the construction of the objective function of the data dimension reduction algorithm. And the kernel function of the RKHS of the original data set can be appropriately chosen according to the specific application. Therefore, the dimension reduction algorithm proposed in this paper can be widely applicable. The experiments are conducted in ten commonly used synthetic and real data sets in the machine learning area. And five representative data dimension reduction algorithms with different properties (linear, nonlinear global, nonlinear local, and nonlinear global + local) are used in the experiment for comparison. The experimental results show that the HSIC-NDR algorithm outperforms those representative algorithms without increasing computational complexity. The proposed HSIC-NDR algorithm and those representative algorithms are all attributed to Rayleigh's calculations.
I. INTRODUCTION
Dimension reduction of data is an important part of machine learning. With the advent of the era of big data, the problem of dimensionality disaster is becoming more and more serious. Therefore, the algorithm of dimension reduction has also been paid more and more attention. In general, the data reduction algorithm is divided into two categories of linear and nonlinear. Some of famous linear data reduction algorithms include PCA [1] , MDS [2] , LDA [3] , MAF [4] , SFA [5] , SDR [6] , ICA [7] , DML [8] , etc. For nonlinear algorithms, Kernel PCA [9] , Kernel LDA [10] , ISOMAP [11] , LTSA [12] , LPP [13] , LE [14] , LLE [15] , HLLE [16] , Diffusion MAP [17] , Sammon Mapping [18] , SNE [19] are prominent. There are many thorough and comparative reviews on dimensionality reduction such as [20] - [22] that are all long articles. The first two are from machine learning theory magazine named ''Journal of Machine Learning Research'', while the last one is from statistics and probability mathematics magazine named ''Statistical Science''.
Dimensionality reduction can also be regarded as a way to extract features from data. For example, in [23] - [26] , dimensionality reduction is applied to extract features from Hyper Spectral Imagery (HSI) data. In [23] and [24] , Sep-NMF(Separate Nonnegative Matrix Fraction) and sparse matrix fraction are used respectively to extract the most representative hyperspectral bands of HSI. In [25] , the subspace methods are exploited to reduce the dimension of HSI. The original subspace method without any constraint is exactly the same as the PCA method. In practice, subspace methods are used with various constraints. In [25] , the subspace matrix is optimized under near-isometric, low-rank and sparse constraints. In dimensionality reduction, the high dimensional data are often assumed to lie in a low dimensional subspace or submanifold of a high dimensional Euclidean space. Although these high dimensional data are represented with high dimensional vectors, they are essentially low dimensional and can be dimensionally reduced. However, in practice, these high dimensional data are often polluted by noise and located outside their subspaces or submanifolds. In [26] , the matrix of high dimensional data is first decomposed as a sum of a low-rank matrix and a sparse matrix. The data represented by the low-rank matrix are to be dimensionally reduced. The subspace method and manifold regularization are then exploited for the dimensionality reduction.
According to the classification of [20] , the algorithms of nonlinear dimension reduction can be divided into three categories: global property preserving, local property preserving, and global and local properties preserving simultaneously. The HSIC-NDR algorithm proposed in this paper is a nonlinear data reduction algorithm with global property preserving. In particular, because HSIC involves kernel functions, the HSIC-NDR belongs to the nonlinear data dimension reduction algorithm based on kernel according to [20] , such as Kernel PCA, Kernel LDA and so on. However, the data reduction algorithm based on HSIC maximization between the high dimensional original data and low dimensional data after reduction proposed in this paper has not been reported in any similar way, and there is no literature review of it on any dimensionality reduction. The experimental results provided in this paper shows that HSIC-NDR algorithm on the ten commonly used synthetic and real datasets in machine learning research outperform other data reduction algorithms include PCA [1] (linear), ISOMAP [11] ( global nonlinear), LTSA [12] ( locally nonlinear), and LPP [13] (globally and locally nonlinear). In particular, the proposed HSIC-NDR algorithm does not increase computational complexity. Like most data reduction algorithms, the objective function of HSIC-NDR proposed in this paper is also reduced to the form of Rayleigh quotient which can be calculated by the decomposition of eigenvalues and eigenvectors of a symmetric positive definite matrix.
Hilbert-Schmidt Independence Criterion (HSIC) is used to measure the statistical dependence between two random vectors. However, instead of directly measuring the statistical dependence, HSIC first transforms the two random vectors into two reproducing kernel Hilbert spaces (RKHS), and then uses the Hilbert-Schmidt (HS) operator of these two RKHS to measure the statistical dependence of them [27] . The theory of HSIC may seem a bit complicated and may affect the widely apply of HSIC to a certain extent. However, the calculation formula of HSIC (empiric HSIC) is relatively simple and sometimes triggers many generalizations. This paper indicates the meaning and formulas of HSIC through making the definition and derivation of HSIC. Further, this paper applies HSIC to data dimension reduction and proposes a data dimension reduction algorithm based on global HSIC maximization. The theoretical proofs and experimental results provided in this paper show the effectiveness of the proposed algorithm.
To sum up, the proposed HSIC-NDR algorithm has three contributions to dimensionality reduction. First, the proposed HSIC-NDR algorithm is a new algorithm and enriches the library of dimensionality reduction algorithms. Second, there are two kernel functions involved in the proposed HSIC-NDR algorithm. The kernel functions are open and can be chosen according to the specific applications. The existence of kernel functions increases the flexibility and applicability of the proposed HSIC-NDR algorithm. Third, the proposed HSIC-NDR algorithm introduces HSIC into dimensionality reduction for the first time and achieves better performance. This may inspire more attempts in this respect.
The rest of the paper is organized as follows: In the second section, the related works on HSIC are reviewed. In the third section, relevant knowledge is given such as the concept of RKHS. And in particular, the relationship between RKHS and the kernel function are detailed. In the fourth section, the theoretical origins of HSIC are described, and the calculation formula of HSIC in data analysis are derived. A global HSIC-based nonlinear data dimensionality reduction algorithm is proposed in the fifth section. The experimental results are shown in the sixth section to prove the effectiveness of the proposed algorithm. And finally, simple conclusions are made in the last section.
II. LITERATURE REVIEW ON HSIC
The HSIC mathematical theory belongs to functional analysis and it has been studied for a long time [28] . However, from a data analysis point of view, the HSIC received its attention after a series of papers [27] , [29] , [30] published around 2005. As methodological research, although the history is not long, there are many achievements. In this section, some research advances of HSIC related to the work of this paper in recent years will be elaborated.
From a data analysis perspective, HSIC calculates the statistical dependence of the two sets of data. In general, HSIC requires that the two sets of data contain the same size of data. For example, let X = [x 1 , ..., x N ] ∈ R D×N and Z = [z 1 , ..., z N ] ∈ R C×N be the two datasets, and the definition of HSIC between these two datasets is
where
where k X and k Z are two kernel functions, and they can be different. And C N is the centralization matrix. If X and Z contain different numbers of data (e.g. let
, their HSIC cannot be calculated directly. To solve this problem, [31] , [32] proposed the surrogate kernel which is defined as follows.
Therefore, two HSIC results are generated:
In supervised learning, since each category may contain a different number of samples, [31] , [32] uses the surrogate kernel to calculate the HSIC between each category sample:
where X c (c = 1, . . . , C) represents the samples contained in the c-th category, and C is the number of categories. The objective function of the algorithm in [31] is constructed by using the diagonally dominant matrix as the learning criterion.
In recent years, HSIC has often been applied to supervised feature selection. Let X = [x 1 , . . . , x N ] ∈ R D×N be the dataset and let Z = [z 1 , . . . , z N ] ∈ R C×N be the label of X . The label of x n is represented by z n in which the c-th (1 ≤ c ≤ C) element is 1 and the other elements are 0, if x n (n = 1, . . . , N) belongs to the c-th category. The purpose of supervised feature selection is to select features in x n that are the most statistically depended on its label z n .
For the convenience of description, it is assumed that each component of the data is one of its features. The problem of the supervised feature selection is to select some components that are the most statistically depended on the label from the data. Reference [33] proposed a supervised sparse learning feature selection algorithm. Let s ∈ R D , the objective function of the HSIC-based sparse-learning feature selection algorithm is:
where • 1 represents the 1-norm. If we denotes
and s 1 is called a sparse regularization term. The addition of the sparse regularization term means finding the solution with the least number of s nonzero components [34] . The position of a non-zero component of s above a certain threshold is the position of the selected data feature. Reference [35] proposed two supervised data feature selection methods using forward and backward HSIC, denoted as FOHSIC and BAHSIC respectively. FOHSIC sorts the data's features in ascending order according to their statistical dependence to the label using HSIC, while BAHSIC sorts the data's features in descending order according to their statistical dependence to the label. FOHSIC and BAHSIC have many developments and varieties in recent years, such as [36] .
References [37] and [38] apply HSIC to supervised dictionary learning. The problem of dictionary learning is expressed as follows:
Here W ∈ R D×d is called a dictionary, Y ∈ R d×N is called dictionary coefficients of X . The essence of dictionary learning is the subspace approach in machine learning [39] , where WY is the projection of X on subspace spanW which represents the subspace spanned from the column vector of W . If the column vectors of W are orthonormal, then according to the projection theorem of function analysis [28] , the dictionary coefficient Y of X is the Fourier coefficient of X on W , which is Y = W T X . Therefore the problem of dictionary learning becomes:
which is equal to :
This is actually the same as PCA [1] . Further, let k Y y, y = y T y , it has
Thus, the problem of supervised dictionary learning based on HSIC is expressed as:
In [40] , HSIC is applied to supervised subspace learning. As mentioned earlier, dictionary learning is subspace learning. Therefore, the method in [40] is the same as the method in [37] and [38] , and the objective function is the same. Although HSIC has been found in many applications in machine learning since it was proposed around 2005, it seems not to have been directly applied to dimensionality reduction. The HSIC-NDR proposed in this paper may be the first try in this respect.
III. RELEVANT KNOWLEDGE
HSIC involves two kernel functions and therefore the applications of HSIC belongs to the category of kernel methods in machine learning. The theory of Reproducing Kernel Hilbert Spaces (RKHS) provides a common mathematical platform for all kernel methods in machine learning.
A. RKHS DEFINITION
Let S ( ) = f f : → R, |f (x)| 2 < +∞ be a square integrable function space, the inner product can be defined on S ( ), making H = (S ( ) , •, • ) a complete inner product space, which is Hilbert space [28] . For example, the inner product can be defined as follows (but not limited to this definition):
then H is a reproducing kernel Hilbert space (RKHS), and k is called the reproducing kernel of H .
If H is a RKHS and k is the reproducing kernel of H , then a mapping ϕ : → H can be defined for any x ∈ ,
Thus, by using the property of the reproducing kernel, the inner product of two elements in H can be expressed as follows.
equation (10) is a common formula in machine learning kernel methods such as kPCA [9] , kLDA [10] , kSVM [41] and so on. However, many articles seem to reverse the order. They define ϕ first, and then use ϕ to define k. The correct order should define RKHS and a reproducing kernel k first, and then it will get ϕ. And eventually the formula equation (10) can be derived from the property of the reproducing kernel.
B. GENERATING RKHS BY KERNEL FUNCTION
RKHS can be generated by a kernel function. The definition of kernel function is as follows: Definition [42] : Let k : × → R, if k meets:
• Positive Definite: For any finite number of data,
is a positive definite matrix. Then, k is a kernel function.
Note: Kernel functions and reproducing kernel are not the same concepts. The kernel function is a separately defined function, while the reproducing kernel is a function that depends on the definition of Hilbert Space.
Theorem: A kernel function may generate a unique RKHS, such that the kernel function is a reproducing kernel of this RKHS.
According to this theorem, as long as a kernel function is defined, the RKHS and the reproducing kernel of the RKHS are defined. Therefore, the kernel function is used to represent RKHS and its reproducing kernel in this paper. Compact operators are the operators that map bounded set into the compact set and are one form of bounded operators. The separable Hilbert spaces guarantee the existence of standard orthonormal basis [44] .
IV. HILBERT-SCHMIDT INDEPENDENCE CRITERION (HSIC)
is a Hilbert space in which the inner product •, • HS is defined as follows:
Theorem [27] : Let H X and H Y be two separable Hilbert spaces, and
Note: f 0 ⊗ g 0 is called the tensor product of f 0 and g 0 , and the theorem shows that f 0 ⊗ g 0 is a type of compact operator.
B. CROSS-COVARIANCE OPERATOR AND MEAN FUNCTION
Let X be a random vector valued at X and Y be a random vector valued at Y , the Cross-covariance operator between X and Y is defined as follows.
Theorem [27] :
The rationale for the definition of is illustrated first here. For any x ∈ X and y ∈ Y , it has ϕ (x) ∈ H X and ξ (y) ∈ H Y . Hence, the tensor product of ϕ (x) and ξ (y) is expressed as ϕ (x) ⊗ ξ (y) ∈ HS (H X → H Y ), and ϕ (x) ⊗ ξ (y) , T HS is a numerical value. When X and Y are random vectors, ϕ (X ) ⊗ ξ (Y ) , T HS becomes a function of random vectors X and Y . Therefore, ϕ (X ) ⊗ ξ (Y ) , T HS becomes a randome vector, and E XY ϕ (X ) ⊗ ξ (Y ) , T HS is a numerical value and is used to express the mathematical expectation (statistical mean) of this random variable.
The proof of the linearity and continuity of is as follows:
The above equation shows that is a bounded operator, which is also a continuous operator if it is a linear operator.
According to the representation theorem of continuous linear function (Riesz theorem), there exists a unique HS operator T ∈ HS (H X → H Y ) such that for any HS operator
T is called cross-covariance operator, which is often denoted as C XY . The definition of the mean function of X in H X is detailed in the rest of this section.
Theorem: Let H X = (S ( X ) , •, • X ) be an RKHS, and k X : X × X → R be a reproducing kernel function of H X . And let ϕ :
then is a continuous linear function on H X .
Proof:
The rationale for the definition of is illustrated first here. For any x ∈ X and ϕ (x) ∈ H X , ϕ (x) , f X is a numeric value. When X is a random vector, ϕ (x) , f X becomes the function of the random vector X . Hence, ϕ (x) , f X becomes a random vector and E X ϕ (X ) , f X is used to denote the mathematical expectation (statistical mean) of this random vector. The proof of the linearity and continuity of is as follows:
Similarly, according to the representation theorem of continuous linear functional (Riesz theorem), there exists a unique function f ∈ H X such that for any function HS operator f ∈ H X , there is
where f is called the mean function of X in H X , and it is denoted as µ X . Similarly, the mean function of
The relationship between the cross-covariance operator C XY and the mean functions µ X and µ Y can be represented by Fig.1 .
C. HSIC 1) HSIC DEFINITION AND SIGNIFICANCE
Definition: The HSIC definition of two random vectors X and Y is HSIC (X , Y ) does not directly measure the covariance
] of two random vector X and Y . Instead, by using mappings ϕ and ξ ,X and Y are mapped to two RKHS spaces H X and H Y respectively. And the covariance between ϕ (X ) and ξ (Y ) is then measured. Proper selection of mappings ϕ and ξ show some of the intrinsic features of X and Y . HSIC measures the covariance of these intrinsic features.
Since mapping ϕ and mapping ξ are defined by the reproducing kernels of H X and H Y in RKHS space, and the RKHS and their reproducing kernels are uniquely defined by the kernel function, choosing mappings ϕ and ξ is to choose two kernel functions k X and k Y . It can be adapted to different applications by selecting different kernel functions.
In probability theory [45] , if the covariance is normalized, it is the correlation coefficient. The correlation coefficient measures the degree of linear dependence between two random vectors. Therefore, HSIC is essentially a measure of the degree of linear dependence between ϕ (X ) and ξ (Y ).
D. HSIC CALCULATION 1) STATISTICAL MEAN CALCULATION FORMULA
The calculation steps of HSIC (X , Y ) is shown in this section. If the joint probability distribution of random vectors X and Y is known, HSIC (X , Y ) can be calculated according to the following formula:
2) THE COMPUTATION FORMULA FOR THE MEAN OF SAMPLES
In general, the joint probability distribution between random vectors X and Y is unknown, and only some sample values of the random vectors X and Y are given. In this case, the mean of samples is used to represent the statistical mean to calculate HSIC (X , Y ). Given two sets of data {x 1 , · · · , x N } ⊆ X and {y 1 , · · · , y N } ⊆ Y , which are treated as samples of the random vectors X and Y , and assuming that the probability of the random event X = x i ; Y = y j is zero, ie. P X = x i ; Y = y j = 0 when i = j, the following equation holds.
Substituting the above results into equations (22)- (24), there are (28) where
and
Then, substituting equations (26)- (28) into (21), we get: (29) where is regarded as a specific implementation of a random vector (sample), then HSIC is the trace of the product of the two (centralization) kernel matrix. The kernel matrix is composed of the values of the kernel function on the data sample. The calculation formula of HSIC also shows that HSIC is not only related to the data but also related to the kernel function.
V. NONLINEAR DIMENSIONALITY REDUCTION BASED ON HSIC MAXIMIZATION (HSIC-NDR ALGORITHM)
The problem of data dimension reduction can be described as follows: Given a set of data 
A. DIMENSIONALITY REDUCTION CRITERION: HSIC MAXIMIZATION
In this paper, the maximization of HSIC (X , Y ) is used as the criterion for data dimension reduction. That is
In other words, the goal is to find a set of data Y in a low dimensional Euclidean space R d , which is as far as possible linearly dependent (statistical dependence) to the data X in a high dimensional Euclidean space R D using the HSIC. And Y is referred to as the reduced dimension result of X . To facilitate the narrative, in the following part of this article, the algorithm proposed here is referred to as HSIC-NDR.
Compared with other dimensionality reduction algorithms with linearly dependent requirements (such as PCA where Y = W T X and W in the linear transformation matrix), the HSIC-NDR algorithm respects the intrinsic nature of data itself more.
B. THE OBJECTIVE FUNCTION OF HSIC-NDR ALGORITHM
In HSIC (X , Y ), the dimensionality reduction result Y is hidden in the kernel matrix K Y , which is not conducive to the solution of the HSIC-NDR problem shown in formula (30 
Substituting equation (32) into equation (30), it gets 
Equation (35) is the objective function of the HSIC-NDR algorithm. Obviously, the equation (35) is simple, easy to understand and use. Besides, the solution to the problem shown in equation (35) is also very simple. In fact, since the kernel matrix K X is a symmetric positive definite matrix, the solution of the problem shown in equation (35) 
C. THE ADAPTABILITY OF HSIC-NDR ALGORITHM
In the objective function of the HSIC-NDR shown in equation (35), the kernel matrix K X is optional and depends on the kernel function k X and the data X to be reduced. In practice, different kernel functions can be chosen depending on the application. Therefore, HSIC-NDR is fundamentally an algorithmic framework. Only when the kernel function and the parameters contained in the kernel function are selected, HSIC-NDR becomes a specific algorithm.
For example, given a dataset X in high-dimensional Euclidean space R D to train a classifier, the proposed HSIC-NDR algorithm is used to reduce the high-dimensional dataset X to the low-dimensional dataset in Euclidean space R d , where d << D. And the classifier is trained in a low-dimensional Y Euclidean space R d (See Fig.2 ).
In Fig.2 , k X x, x |θ represents the kernel function, where θ represents the parameter of the kernel function and r represents the classification accuracy. Since the HSIC-NDR algorithm depends on the kernel function k X x, x |θ , the classification accuracy r depends on k X x, x |θ . Therefore, it can be denoted as r k X x, x |θ .
If there are N k kernels to choose from k i X x, x |θ i , where i = 1, · · · N k , then the optimal kernel selection procedure is as follows:
(1) According to the classification accuracy r, determine the optimal parameters of each kernel function:
where i = 1, · · · N k (2) According to the classification accuracy r, choose the best kernel function:
Thus, the kernel function used by the HSIC-NDR algorithm is k i * X x, x θ * i .
VI. EXPERIMENTAL RESULTS

A. KERNEL POOL
As mentioned above, the proposed HSIC-NDR algorithm first transforms original dataset X and dimension reduction result Y into two RKHS spaces H X and H Y , and then it uses the HS operator between the two RKHSs to measure the linear dependence of these two datasets. In order to explicitly represent the dataset Y , the reproducing kernel k Y of H Y is selected as a positive definite linear kernel, while the reproducing kernel k X of H X is an optional kernel. The advantage of the HSIC-NDR algorithm is that one can choose the best kernel function in the kernel pool according to the needs of the practical application. Reference [35] discusses the properties of some available kernel functions. However, because of the variety of applications and different learning models, the best approach may be to determine the optimal kernel function according to the given application, and a particular learning model is testing on each of the given kernel functions by using given samples. In the experiment provided in this paper, the kernel pool contains the following eight kernel functions. 1) Polynomial Kernel(poly)
When α = γ = 1 and β = 0, it is a linear kernel(lin). B-spline 2) Kernel (bspline)
where B 3 is cubic spline whose formula is as follows.
2x n x n x n + x n (40)
where d(x, x ) is the distance of two vectors, and normally ||d(x, x )|| 2 = x − x 2 which is Euclidean
Distance. However, d(x, x ) can also be the geodesic distance of these two vectors, and this type of kernel is marked as ''rbf-geo'' in the experiments. 8) Sigmoid Kernel (sigmod)
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B. COMPARISON ALGORITHM
In the experiment, the proposed HSIC-NDR algorithm is compared with PCA, MDS, ISOMAP, LTSA and LPP algorithms. From the perspective of keeping the data unchanged in the process of dimension reduction, the data dimension reduction algorithm can be broadly divided into three categories: global preserving, local preserving, local and global preserving simultaneously. PCA, MDS, and ISOMAP belong to the algorithm of global preserving. LTSA belongs to the algorithm of local preserving. LPP belongs to the algorithm of local and global preserving simultaneously. The proposed HSIC-NDR algorithm belongs to the algorithm of global preserving.
We have conducted the experiments on synthetic and real datasets. The main algorithm is implemented in Python. The running time is measured on a 2.4GHz PC with 8G memory running on Windows 7.
C. DATA SET
The experimental datasets used in this paper are all commonly used datasets in machine learning research. Many articles compare the effects of various algorithms on these datasets.
1) SYNTHETIC BENCHMARK DATASETS
The Swiss Roll and S-Curve datasets are typically used for evaluating manifold learning algorithms. Both datasets are 1000-point uniformly sampled. We select the RBF kernel with different choices of σ for HSIC algorithm. And the 2-D visual results of Swiss Roll and S-Curve are shown in Fig.3 and Fig.5 correspondingly. Visual results compare to other classical algorithms are shown in Fig.4 and Fig.6 . From the experimental results show in Fig.3, Fig.4, Fig.5 and Fig.6 , HSIC shows better results than the traditional MDS, PCA, and LPP algorithms. The experimental results of the HSIC algorithm are comparable to the experimental results of the globally preserving ISOMAP algorithm. And the calculation time of these two algorithms is also close. 
2) IRIS
Iris dataset is collected by Edgar Anderson to quantify the morphologic variation of Iris flowers of three related species. The dataset contains 3 classes (Iris setosa, Iris virginica, and Iris versicolor) of 50 instances each, where each class refers to a type of iris plant. One class is linearly separable from the other two, and the latter are NOT linearly separable from each other. Four features were measured from each sample: the length and the width of the sepals and petals, in centimeters.
During the experiment, we plot the dataset using the first three feature in 3-D mode. And we use HSIC-NDR algorithm to reduce the data to two dimensions by using Chi-Square kernel function with different parameters. And the experiment results are plotted in Fig. 7 . Experiment results compare to other classical algorithms are shown in Fig.8 . From the experimental results, the HSIC algorithm has shown reasonable visual results. In addition, the calculation time of the HSIC algorithm is relatively small. is downloaded from http://www.cad.zju.edu.cn/ home/dengcai/Data/FaceData.html. Fig.9 is part of this dataset. During the experiment, each image is organized into a 32×32 pixel image. In classification, it randomly takes 20 images of each individual as the training set, and the rest is the test set. A total of 10 randomized experiments has been run and the average of 10 randomized experimental results is taken as the final experimental results. A10-NN classifier is used for classification. Table 1 shows the experimental results of HSIC-NDR using different kernel functions. In Table 1 , the first column is the number of dimensions after dimensionality reduction, and the number of dimensions of the original data is 32 × 32 = 1024. The highest accuracy rate for each dimension has been bolded. The results of HSIC-NDR vary widely with different kernel functions. Therefore, within a certain range, it is necessary to choose the best kernel function. Table 2 shows the experimental comparison results of HSIC-NDR and other algorithms. In Table 2 , the accuracy of the HSIC-NDR is the best accuracy picking from Table 1 . As can be seen from Table 2 , HSIC-NDR achieves the best results for each dimension reduction. Also, the accuracy of classification of HSIC-NDR and other algorithms are higher than that of non-dimensionality reduction data whose direct classification rate is 39.71%. In the case of HSIC-NDR, the HSIC-NDR uses a linear kernel as the kernel function for data dimension reduction, which is equivalent to the criterion that requires the covariance of data after dimension reduction to be the largest, thus improving the classification accuracy.
4) AR
The AR contains over 4,000 color images corresponding to126 people's faces with 70 men and 56 women for each. The images are shot during two weeks. Each person took pictures of different expressions, illumination conditions and occlusions in each week. Fig.10 shows part of images of the AR dataset, where the first row of the figure are the pictures taken in the first week and the second row of the figure are the pictures taken in the second week. The AR dataset is downloaded from http://www2.ece.ohio-state.edu/ aleix/ARdatabase.html. When conducting the experiment, each image is organized into a gray-scale image of 60×43 pixels. During the classification, the pictures taken in the first week were used as the training set, and the pictures taken in the second week were used as the test set. Since each person has a small number of pictures, a 5-NN classifier is used for classification. Table 3 shows the experimental results of HSIC-NDR using different kernel functions. In Table 3 , the first column is the number of dimension after dimension reduction, and the number of dimensions in the original data is 60 × 43 = 2580. The highest accuracy rate for each dimensionality has been bolded. As can be seen from Table 3 , the results of HSIC-NDR vary widely with different kernel functions. Therefore, for a specific application, it is necessary to choose the proper kernel function. Table 4 shows the experimental comparison results of HSIC-NDR and other algorithms. In Table 4 , the accuracy of the HSIC-NDR is the best accuracy picking from Table 3 . HSIC-NDR still achieves the best results for each dimension. Tables 5 and 6 show the experimental results on the unobstructed (no glasses, no mouth cover) images in the AR dataset. As the image quality is better, the accuracy is improved.
5) ORL
ORL involves 40 people, each taking 10 grayscale images of different expressions, different lighting, and different shades. The entire image dataset has a total of 400 images. Fig.11 shows part of the images of ORL. The download URL of ORL dataset is http://www.cad.zju.edu. cn/home/dengcai/Data/FaceData.html.
When running the experiment, each image is organized into an image of 32 × 32 pixels. Since each person has a small number of images, a 3-NN classifier is used for classification.
For the classification result shown in Table 7 and 8, it randomly takes 3 images of each person as the training set, the rest of the images is used as the test set. For the classification result shown in Table 9 and 10, it randomly takes 4 images of each person as the training set, the rest of the images is used as the test set. For the classification result shown in Table 11 and 12, it randomly takes 5 images of each person as the training set, the rest of the images is used as the test set. A total of 10 randomized experiments has been run and the average of 10 randomized experimental results is taken as the final experimental results.
In Table 7 , 8, 9, 10, 11 and 12, the first column is the number of dimension after dimension reduction, and the number of dimension of the original data is 32 × 32 = 1024. The highest accuracy rate for each dimensionality has been bolded in Table 7 , 9 and 11. In Table 8 , 10 and 12, the accuracy of the HSIC-NDR is the best accuracy picking from Table 7 , 9 and 11 respectively.
6) VEHICLE
Vehicle dataset is grouped into four categories, each containing 199-218 samples, for a total of 846 samples. The download URL of Vehicle dataset is http:// archive.ics.uci.edu/ml/datasets/Statlog+ %28Vehicle+Silhouettes%29.
When running the experiment, it randomly takes 100 samples from each category as the training set, and the rest is used as the test set. A total of 10 randomized experiments has been run and the average of 10 randomized experimental results is taken as the final experimental results. A 3-NN classifier is used for classification. Table 13 shows the experimental results of HSIC-NDR using different kernel functions. In Table 13 and 14, the first column is the number of dimension after dimension reduction, and the number of dimension of the original data is 18. The highest accuracy rate for each dimensionality has been bolded. Table 14 shows the comparison experimental results of HSIC-NDR and other algorithms. In Table 14 , the accuracy of the HSIC-NDR is the best accuracy picking from Table 13 . HSIC-NDR outperforms other algorithms in different dimensions in the experiments.
7) MNIST
The MNIST database of handwritten digits, available from http://yann.lecun.com/exdb/mnist/, has a training set of 60,000 examples, and a test set of 10,000 examples. It is a subset of a larger set available from NIST. For computational reasons, we selected the first 2,000 digits for our experiments. The digits have been size-normalized and centred in a fixed-size image. These images have 28×28 pixels, and can thus be considered as points in a 784-dimensional space.
When running the experiment, it randomly takes 1000 samples as the training set, and the rest is used as the test set. A total of 10 randomized experiments has been run and the average of 10 randomized experimental results is taken as the final experimental results. A 10-NN classifier is used for classification. Table 15 shows the experimental results of HSIC-NDR using different kernel functions. In Table 15 , the first column is the number of dimension after dimension reduction. The highest accuracy rate for each dimensionality has been bolded. Table 16 shows the comparison experimental results of HSIC-NDR and other algorithms. In Table 16 , the accuracy of the HSIC-NDR is the best accuracy picking from Table 15 .
8) BREAST CANCER
The breast cancer dataset is a classic and very easy binary classification dataset obtained from https:// archive.ics.uci.edu/ml/datasets/Breast+ Cancer+Wisconsin+(Diagnostic).
There are VOLUME 6, 2018 When running the experiment, it randomly takes 300 samples as the training set, and the rest is used as the test set. A 5-NN classifier is used for classification and a total of 10 randomized experiments have been run and the average of 10 randomized experimental results is taken as the final experimental results. Table 17 shows the experimental results of HSIC-NDR using different kernel functions. Comparison experimental results of HSIC-NDR and other algorithms are shown in Table 18 . The first column in Table 17 and Table 18 is the number of Dimensionality after dimension reduction. The highest accuracy rate for each dimensionality has been bolded. In Table 18 , the accuracy of the HSIC-NDR is the best accuracy picking from Table 17.
9) WINE
The Wine dataset includes results of a chemical analysis of wines grown in the same region in Italy but derived from three different cultivars. The analysis determined the quantities of 13 constituents found in each of the three types of wines. The dataset is available on https:// archive.ics.uci.edu/ml/datasets/wine and there are 178 instances.
When running the experiment, it randomly takes 100 samples as the training set, and the rest is used as the test set. A 5-NN classifier is used for classification and a total VOLUME 6, 2018 of 10 randomized experiments have been run and the average of 10 randomized experimental results is taken as the final experimental results. Table 19 shows the experimental results of HSIC-NDR using different kernel functions. Comparison experimental results of HSIC-NDR and other algorithms are shown in Table 20 . The first column in Table 19 and  Table 20 are the number of Dimensionality after dimension reduction. The highest accuracy rate for each dimensionality has been bolded. In Table 20 , the accuracy of the HSIC-NDR is the best accuracy picking from Table 19 .
VII. CONCLUSIONS
1) The theory of HSIC may sound a little complicated, which may affect the wide application of HSIC to a certain extent. This paper is brief, but completely and accurately introduces the HSIC theory. As long as one has the basic knowledge of function analysis, through this paper, he/she should have a clear understanding of the ins and outs of HSIC theory. 2) So far, HSIC has not been directly applied to data dimensionality reduction. There are some HSIC applications similar to data dimensionality reduction, such as supervised feature selection based on HSIC [33] - [36] dictionary learning based on HSIC [37] , [38] , and supervised subspace learning based on HISC [40] . However, these HSIC-based methods are essentially different from the HSIC-NDR method proposed in this paper. First, these methods are all supervised machine learning methods, while the proposed HSIC-NDR algorithm is an unsupervised machine learning method. Secondly, the prerequisite for the supervised feature selection is that the feature of the data has been determined. The feature selection method is based on the existing features. However, the dimension reduction data to be determined by the HSIC-NDR algorithm is unknown. And it is sought through the optimization algorithm according to certain criteria (the data after dimension reduction and the original data maintain the maximum statistical dependence criterion). In terms of supervised dictionary learning or subspace learning, the highdimensional data and dimensionality-reduced data are limited to a linear relationship. That means the HSICs of high-dimensional data and dimensionality-reduced data are constant and cannot be used as a basis for dictionary or subspace selection. They are based on maximizing the HSIC of dimensionality reduction data and data Labels as a dictionary or subspace selection. The HSIC-NDR algorithm proposed in this paper directly maximizes the HSIC between high dimensional data and dimensionality reduction data as the basis for data dimensionality reduction. Therefore, our dimensionality reduction algorithm is a nonlinear data dimension reduction algorithm.
3) In the framework of HSIC, there are two kernel functions, so two RKHS spaces are generated, which are the workspaces of two sets of data before and after dimension reduction respectively. In the proposed HSIC-NDR algorithm, the kernel function used in the dimension reduction result is defined as a linear kernel, so that the objective function of the algorithm can be transformed into the form of the Rayleigh quotient. Also, the linear kernel matrix of the dimension reduction data is the covariance matrix of the dimension reduction data. The maximization of the data covariance matrix is helpful to improve the accuracy of data discrimination. In the proposed HSIC-NDR algorithm, the kernel function used for the original data (before dimension reduction) is optional. Hence the most suitable kernel function can be chosen according to the specific application. From this point of view, the proposed HSIC-NDR algorithm is a framework in which the kernel functions need to be determined based on the specific application. Hence it can be widely used.
