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Abstract 
 
The surface energetics of model pharmaceutical powders, were D-mannitol (Ph Eur Pearlitol® 
160C, Roquette, France), Racemic Ibuprofen (2-(4-isobutylphenyl)propionic acid) (Shasun, 
London, U.K.),  Aspirin (acetyl salicyclic acid) (Sigma-Aldrich, Poole, U.K.) and Paracetamol (p-
hydroxyacetanilide) (98% Sigma-Aldrich, St. Louis, MO) were evaluated using a Finite Dilution 
Inverse Gas Chromatography FD-IGC technique. This yielded heterogeneous surface energy 
distributions, which provided a continuum of energies with surface coverage. These 
measurements were then analysed using novel computational methods of deconvolution, to 
better understand the effects of heterogeneity on the fundamental site contributions to 
surface energetics. The modelling approach developed branches into several components: 
Dispersive and Specific Energetics Modelling. The Dispersive component further expanded to 
Iterative and Analytical forms, with extensions to both.  
 
Physical mixtures of heterogeneous unsilanised and homogeneous Methyl-silane modified 
Mannitol, in both blended and unblended configurations, as well as blended mixtures of two 
homogeneous species, Methyl-silane and Fluoro-silane modified Mannitol, were measured to 
investigate the effect of mixing on surface energetics measured by FD-IGC. Mannitol was used 
as its functionalisation allowed for the production of markedly different energy profiles with 
a negligible effect on surface area and mechanical properties allowing for accurate knowledge 
of the amount of each surface used. 
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The effect of mixed surface chemistry was also investigated to further understand the root 
cause of energetic heterogeneity measured by FD-IGC, this was achieved by the dual species 
silanisation of Mannitol using both Methyl- and Fluoro-Silane species, this was found to 
produce a heterogeneity distribution bound between the energies of the two silane species 
used in isolation. Further, this was investigated by the induction of a heterogeneity in a 
homogeneous polymeric material, Polyethylene, through surface modification with Sulfuric 
Acid. 
  
Finally the computational approaches developed were applied to the 3 polymorphic forms of 
a common pharmaceutical excipient Mannitol to investigate the effects of polymorphism on 
surface energetics. This showed that the different polymorphs exhibit extremely different 
energetic behaviour, further results for a mixed-polymorph suggest that it may be possible to 
infer energetic contributions of unknown quantities. Such information can be used to possibly 
screen for unwanted polymorphic contributions and also to find more appropriate 
polymorphic forms for pharmaceutic uses in terms of adhesive and dissolution properties as 
affected by surface energetics. 
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Extended Summary 
Deconvolution 
A novel method for measurement of dispersive energetic heterogeneity via simulation was 
developed, in both a semi-analytic and numerical approach, each yielding slightly different 
interpretations of the data. The numerical method employs a filling approach to energy sites 
across a material, with each successive fill changing the global surface parameterisation 
driving the filling. This methodology was also adapted to investigate the effect of multilayer 
formation. The semi-analytic method employs a different approach, with modified versions 
of common adsorption isotherm equations, Langmuir (single layer) and BET (multilayer), 
forming the basis of the site occupation model. The methods of analysis were further 
developed to incorporate the effects of solvent-solvent interactions on the surface. 
 
This was found to yield interesting and previously unattainable results by rival simulation 
methods, with observations based solely on retention volumes and not energies themselves 
being possible.  
 
Model Materials 
The methodologies developed were further applied to model pharmaceutic materials, they 
were found capable of extracting macroscopic energetic information from continuum 
energetic data measured by IGC that compared favourably with measurements made by 
alternate energetic techniques. Energy values for Mannitol found by macroscopic techniques 
were 44.1 (010), 43.3 (120) and 39.5 (011) mJ/m2 which compared well with computational 
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values 43.09 mJ/m2, 40.11 mJ/m2 and 39.97 mJ/m2. And similarly for Ibuprofen 42.1 (001), 
40.0 (011) and 33.4 (100) mJ/m2 which again compare favourably with computation; 41.33, 
42.83 and 31.81 mJ/m2. Finally the energy values for Aspirin found macroscopically were 39.1 
(011), 35.4 (100) and 35.6 (001) mJ/m2 compared to those by computation of 36.34, 35.97  
and 38 mJ/m2. The application of the specific component analysis was found to yield less 
comparable data, reasons as to why this could be are discussed.  
 
Mixtures 
An investigation was made into the method by which surface energetics are mixed within a 
given system, with homogeneous/heterogeneous energetic profile mixtures in both blended 
and unblended configurations. These were found to yield identical behaviours, demonstrating 
a retention averaging as would be predicted by gas chromatographic theory and so energetic 
heterogeneity being seen as born from a different root. The same effect was observed in 
materials displaying homogeneous energetic profiles, and so single energetic contributions, 
created by the use of a surface silanisation method to yield uniform surface chemistries. 
Fluoro and Methyl silanes were used to yield profiles around the 26.5mJ/m2 and 33.0mJ/m2 
respectively. Mixtures of homogeneous materials was found to yield similarly homogeneous 
distributions, however the value was found to be an average of the constituent components. 
The application of a dual silanisation method, whereby different concentrations of Fluoro and 
Methyl silanes were used in tandem were found to recreate a heterogeneous effect, 
increasing Fluoro content yielding decreasing energetics. Similar effects were seen when 
starting from a homogeneous unmodified polyethylene and modifying the surface with 
Sulphuric Acid, increasing acid contact time yielded an increase in energy and degree of 
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heterogeneity. The introduction of acid was found also to yield polar sites in an otherwise 
apolar material. 
 
Polymorphs 
The different polymorphic forms of D-Mannitol have been observed as exhibiting distinct 
surface energetic properties as would be expected. Further, the modelling approach applied 
was able to define a suggested surface contribution of ~18% of the β polymorph in a mixture 
of α/ β of unknown constitution. The specific energetics of each polymorph are shown to 
descend in an order of β>δ>α, with the profiles exhibiting energy ranges of 50.5 to 41.2 
mJ/m2, 48.6 to 38.2 mJ/m2 and 46.8 and 33.8 mJ/m2 respectively.  
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Chapter 1 - Introduction 
 
1.1 Background 
Surface energy is generally regarded as the free energy related to the difference between 
bonding at the surface of a solid and its bulk, i.e. completeness of bonding. It is the solid 
analogue of the surface tension of a liquid. The effects of surface energy are themselves wide 
ranging with many everyday applications found for materials with specific surface energetic 
properties. Two extremely common examples are that of PTFE, used as a non-sticking surface 
due to its extremely low surface free energy, and high energy coatings, used for anti-fog 
materials, as this leads to complete wetting of the surface and in so doing reduce light scatter. 
These uses stem from the intimate relationship between surface energy and 
wetting/adhesion, the latter being a function of the former. Interest, therefore, in measuring 
the surface free energy of materials becomes apparent, as it has direct consequences in 
macroscopic applications.  
 
The measurement and understanding of surface energy goes back more than two centuries, 
though its characterisation on particulates remains troublesome. The earliest research of 
note on the topic came from Thomas Young in 1805 [2] who was working on wetting and 
whose work formed the basis of most understanding to follow. However, his work primarily 
focussed on larger materials onto which full liquid drops could be placed. Further techniques 
were developed to better understand the surface energetics of macroscopic materials in a 
similar vein, though these techniques could be applied to smaller and powdered materials a 
robust methodology remained elusive while still important. The surface energetics of 
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powders is itself an important problem to tackle, as it effects many downstream processes in 
numerous fields, such as Pharmaceutics and Mineralogy. In these areas the need to 
understand and manipulate the surface energy of materials is of vital importance as adhesion 
and wettability (a direct consequence of surface free energy) are extremely important metrics 
for processing. Many widely used characterisation methods are employed for the 
measurement of surface energetics of pharmaceutical powders, though they are not always 
ideal. Sessile drop contact angle is possibly the most routinely used surface energy 
measurement technique, whereby a drop is placed onto a powder either compressed or 
attached to a substrate, the angle subtended by the drop and the surface a function of the 
surface energy of both. This has a real limitation in its global average approach to measuring 
surface energetics, when it is clear that a real material will exhibit heterogeneity from various 
causes such as impurities, growth steps, edges and variation in local surface chemistry [3]. 
Other common issues present with this technique include the relative solubility of materials 
in the presence of test solvents, the hysteresis of the contact angle subtended and surface 
roughness effects. Experimental validation of surface energy heterogeneity has been shown 
by macroscopic and microscopic techniques, through the growth of large crystals the 
variation of energy by facet could be measured and by finite dilution chromatography similar 
behaviour has been observed for pharmaceutical powders.  
Inverse Gas Chromatography is by contrast to these macroscopic techniques a relatively 
young approach, it has been in use for a little over 60 years, it was developed in the 1950’s to 
determine thermodynamic and kinetic information about materials from sorption 
behaviour[4]. At the most basic level it is simply the reverse of traditional analytical gas 
chromatography. This traditional chromatography was developed in the early 1900’s, the 
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sorption/desorption behaviour of materials in the chromatographic column was exploited to 
separate plant pigments with petroleum ether eluted through a bed of powdered calcium 
carbonate[5]. More explicitly it is a process whereby a ‘stationary phase’ of known properties 
is used to separate a ‘mobile phase’ of unknown properties. Therefore IGC is itself a probe of 
an unknown ‘stationary phase’ with a known ‘mobile phase’, the sorption/desorption 
behaviour being linked inextricably to the thermodynamic properties of the phases involved. 
This approach can be used to measure myriad thermodynamic properties of the underlying 
material[6], from glass transition temperatures to surface entropy [7] and other material 
properties such as surface area. The approach itself does suffer from some limitations, some 
being theoretical, such as the approaches handling of non-dispersive surface energy 
interactions and interpretation of the experimental data acquired. While some experimental, 
such as determining the powder surface area for use, choice of solvents/flow 
rates/temperature to obtain data in a goldilocks zone of peak retention time that is neither 
too short nor overly diffuse and reproducibility as the technique is highly sensitive.  Further 
discussion on the technique can be found later in the specific IGC chapter. 
 
1.2 Objectives 
The driving aim of this research is to further investigate the technique and application of FD-
IGC for the use of surface energy heterogeneity mapping. With a primarily focus on 
developing a more thorough and robust theoretical understanding of the experimental 
variables measured and their intrinsic meaning, coincided with a validated methodology to 
evaluate and characterise experimental data. 
Therefore specific objectives of this research can be delineated as:  
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1. To develop a theoretical model of the underlying process currently used in 
experimentation for application to real world materials: a model describing the 
prior currently performed heterogeneity analysis. 
2. To further develop this modality into other areas of surface energy 
characterisation; the development of a theoretical framework for use with Polar 
interactions in FD-IGC. 
3. To validate the models with application to real world model materials, with a view 
to establish alternate routes for possible optimisation:  to apply the models to 
materials with broadly known characteristics and develop alternate/optimised 
approaches to the same theoretical ideology. 
4. To investigate the root of the energetic heterogeneity in model systems by 
investigation of mixed and mixed state materials: to apply the methodology to 
known homogeneous and heterogeneous materials, binary mixtures of these and 
modified surface materials. 
5. To apply this knowledge to a traditional pharmaceutic problem whose result is 
otherwise difficult to establish:  to measure the energetics of different 
polymorphs and mixtures of material and extrapolate energetic 
properties/constitutional information. 
 
1.3. Thesis Outline 
Chapter 2 reviews the basic theories of solid materials and crystal structure. Chapter 3 covers 
the basic theories of intermolecular interactions and surface energetics. Chapter 4 gives an 
overview of the workings and theoretical underpinning of the inverse gas chromatographic 
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technique. Chapter 5 discusses the specific materials used, the methods of preparation used 
and methods of characterising them. Chapter 6 discusses the theory and derivation of the 
novel iterative modelling technique developed as part of this project. Chapter 7 extends the 
theoretical discussion of modelling techniques to an analytic regime. Chapter 8 applies the 
modelling techniques developed to real materials. Chapter 9 is an investigation into the effect 
of physical mixing on surface energetics. Chapter 10 is an investigation into the effect of 
surface chemistry mixing on surface energetics. Chapter 11 is a pharmaceutically relevant 
case study investigating the effect of polymorphism on surface energetics and utilising the 
modelling techniques developed to further understand the underlying energetic systems. 
Chapter 12 discusses the results of the previous chapters and explores possible avenues for 
future work. 
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Chapter 2 - Properties of Solid Materials 
 
2.1. Introduction 
The physical properties of solid materials are dictated by their structure and their 
constitutional parts. There are many different forms that the solid structures may take, all of 
them having different molecular interactions, which in turn have an effect on their physical 
characteristics. For example, the polymorphic structure of a material may affect its stability 
or solubility among other things. The surface energy is no exception, as such a brief 
introduction into solid materials is necessary.  
 
2.2. Crystalline Solids 
2.2.1.1. Crystal Habits and Miller Indices 
A crystal or crystalline solids are defined by their repeating structures and high level of micro 
and macroscopic order which forms a crystal lattice extending in 3-dimension. The repeating 
structure is known as the unit cell which is dictated by the arrangement of the atoms, 
molecules or ions within it and gives rise to the characteristic shape of the crystal. Many 
materials display different arrangements of components in their unit cell yielding different 
structures, such as the tessellating hexagonal or rhombohedra (triganol) arrangement of 
carbon atoms in graphene and graphite respectively, and a face-centred cubic structure 
(diamond lattice) of the carbon atoms in diamond. The molecules in an organic crystal, unlike 
that of the carbon diamond structure, are typically held together not by short range covalent 
interactions, but rather by longer range van der Waals forces. Unit cells are defined by their 
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translation vectors and the angles subtended between them (a, b and, c and x, y and z 
respectively), this defines the relative geometrical distribution of atoms in the subunit.  
 
Figure 2-1. Crystal Structures. 
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Once the crystal unit cell is defined, it is then necessary to identify the individual faces (facets) 
of a given crystal in order to understand the external crystal shape and ultimately the surface 
chemistry present on the external surface of the crystal, this is done with Miller indices. They 
are defined as (hkl), these are the positions at which the plane cuts the unit cell with 
intercepts defined as a/h, b/k and c/l respectively. Two examples are facet (111), in which the 
intersects with a, b and c occur at 1,1 and 1, and (102) in which the intersects occur at 1, 
infinity and 1/2.  
The total relative size of different faces of a crystal however is further influenced by the 
growth rate of the different faces, as stated previously the surface chemistry exposed is 
different on each, therefore one may expect a different interfacial interaction with a solvent 
medium and so a more depressed or enhanced rate of growth. The relationship of the sizes 
of separate facets gives the overall crystal ‘habit’. The same unit structure then may result in 
very different overall habits dependent on the crystal and external properties[8]. The 
prediction of facet growth and so overall habit is not a trivial exercise, it is an interplay of 
kinetic and thermodynamic factors, research in this area continues. It was proposed over a 
century ago that the ultimate shape will be predictable by a simple energy minimisation of 
the surface energy/unit volume [9, 10]. This however can be seen to be false as only small 
crystals will possess the ability to reconfigure dependent on external conditions and so reach 
a true equilibrium state, once a crystal is above a given size this becomes untenable[11]. 
Excessive growth rates similarly may prevent equilibria, such an example can be thought of 
as the rapid cooling of a solution, forcing crystal growth, in such a condition there is no time 
for reconfiguration to find an equilibrium state. Modifications to this process suggesting 
rather that the relative rate of growth of each facet in a given set of conditions will define its 
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‘steady-state’ crystal shape have been made, but defining such things remains troublesome 
and gross prediction of crystal shape is elusive. Often it is better to characterise a material by 
physical measurement rather than such predictive means, such methods use optical methods 
to measure the relative ratio of facet sizes, defining an ‘aspect ratio’. This has been shown to 
have direct effects on various parameters such as dissolution rates and surface energetics  
[12].  
 
2.2.1.2. Polymorphism 
Polymorphism is the ability of a solid to take on more than one crystalline form, i.e. more than 
one crystalline arrangement of identical atoms or molecules [13]. It was first observed by 
Wöhler et al. [14]  when upon different rates of cooling, a Benzamide solution was found to 
form both needle and rhombic crystals. 
 Polymorphs are identified by their ability to interconvert either reversibly or irreversibly as 
an enantiotrope or monotrope respectively [15]. This is related to their thermodynamic 
properties, and a plot of temperature versus Gibbs free energy can predict whether such a 
transition is possible. The different polymorphic forms display different physical properties, 
they can exhibit different melting points and solubility which is extremely important for 
pharmaceutical application, as different solubilities can also affect the relative rate of 
adsorption into the blood[16-18]. Mechanical properties are also dictated by polymorphism 
Form II Paracetamol, is for example far more compressible than Form I, this improves 
performance of tableting tremendously [19, 20]. 
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2.2.1.3. Amorphism 
Amorphism was first observed in the late BC, by merchants producing glass materials [21]. It 
effects a wide range of material properties, making it an important metric but 
characterisation of it remains troublesome [22]. Amorphous solids have no long-range order 
[23] (unlike the crystalline state which possesses short medium and long range order [24, 25]) 
and because their molecules, atoms or ions are randomly packed in a totally non-uniform 
array, amorphous solids are anisotropic, i.e. their properties are direction independent, and 
do not produce a definitive X-ray diffraction pattern.  
 
 
 
Figure 2-2. Crystalline and Amorphous States.  
 
As described by their habits and miller indices, crystalline materials have defined planes of 
geometry, shape, orientation and volume. The structure of theses crystalline materials allows 
them to be described by their crystal systems [26], Bravais lattices [27] and space groups [28]. 
This behaviour allows for the characteristic pattern seen by X-Ray Diffraction, allowing for 
specific characterisation of different crystal systems. As the structure of crystalline materials 
is periodic and non-random it allows for  far more efficient packing than that of amorphous 
materials, as the random distribution of atoms leads to excess volume [29]. This lack of true 
periodicity for amorphous materials also means that they are by nature isotropic, the 
distribution of their structure is random in all directions, as opposed to crystalline materials 
which display a structural anisotropy due to their structured packing. Short-range order will 
Crystalline Amorphous 
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of course exist in amorphous systems, subunits will still tend to a period shape if possible, 
silica is a prime example, in its amorphous state the SiO2 will still tend to form tetrahedral 
structures locally, however the long range order will not be maintained [30]. As amorphous 
materials lack any such coherent order, they give a characteristic ‘halo’ when analysed by 
XRD, as the light is diffracted randomly not in a structured fashion [31, 32].  
Properties of amorphous materials vary and understanding them is a challenge which remains 
and is of vital importance in modern pharmaceutics. Widely used example of amorphous 
products in pharmaceutics are indomethacin and lactose [33]. These are used as a model 
material in trying to understand physicochemical properties of amorphous materials. In 
understanding the behaviour of amorphous materials only very few behaviours can be fully 
related, such as ageing and viscoelasticity, as these will be functions of the mobility available 
in the disordered amorphous structure [34, 35].  The ability to quantify the relative structure 
and amount of amorphous material remains, however, extremely difficult when compared to 
crystalline counterparts [36]. Typically thermal and mechanical means are used to understand 
the contribution of amorphous content to materials, with the glass transition and elasticity 
being prime candidates for measurement [37-40], however this only provides mechanical and 
enthalpic understanding of the material. More advanced analytical techniques, such as 
Positron Annihilation Lifetime Spectroscopy can relate the free volume of a material to its 
amorphicity, which is the best way to characterise an amorphous material [41]. PALS utilises 
the lifetime of positronium as a measure of the size of ‘pores’ in a material, the size of which 
may be on atomic scales, as the lifetime of such an ion will be directly affected by its ability 
to quench in a local electron environment. From the description given of PALS it becomes 
obvious that it is a highly specialised technique, especially in regards to analysis, a nd so its 
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application in such areas remains limited. Such a technique however would be able to confirm 
the existence of ‘polyamorphism’ which can be described as subtle but unchanging 
differences in underlying amorphous materials as prepared by different techniques [42-44]. 
The measurement, quantitatively, of amorphous content however is also possible through 
sorption methodologies. Dynamic vapour sorption has been shown capable of predicting 
amorphous content as low as 0.5% [45].  This is achieved through the measurement of solute 
uptake by a material, which in the case of amorphous material is larger than would be 
expected by its surface area alone, as it may be partially absorbed into the amorphous matrix. 
Similarly IGC has been shown capable of measuring relative amorphous content of materials  
[46], this uses a concept of ‘effective amorphous surface area’, whereby the relative 
contribution of an amorphous energy is scaled using the known energy of an amorphous an d 
dispersive material and using partially recrystallized materials as in-between steps. This 
however requires some assumptions to be made about the relative crystallinity and 
amorphicity of materials. Application of modelling approaches and heterogeneity 
measurements may also lead to understanding of amorphous content of materials by IGC also 
[47], though more work in this area is needed. 
 
2.2.1.4. Racemates and Enantiomorphs 
The structure of molecules is often drawn for simplicity as a 2-dimensional frame, this 
obviously is not the case for real materials. In reality the molecule conforms to a 3-
dimensional structure, this means that it is possible to have two materials which while 
compositionally identical are in fact the geometric ‘mirror image’ of one another, such 
materials are known as enantiomers. These are typically distinguished by the direction in 
51 
 
which they rotate the plane of polarised light, often termed R and S. Crystallisation 
mechanisms then can lead to the production of optically active single enantiomers (R or S) or 
non-optically active ‘racemic’ compound constituent of both. While seemingly a benign 
difference the effect of this optical isomerism is in fact extremely important, as differences 
affect their toxicological and pharmacological activity [48].  A famous example of such an 
effect was that of Thallidomide, originally intended for treatment of morning sickness, which 
in the 'S' enantiomer caused severe birth defects while the ‘R’ enantiomer was shown to not 
be teratogenic. However since then it has been found that intra conversion of the types can 
occur in physiological conditions, limiting its usefulness in treating morning sickness though 
it has since found use as an anti-cancer drug [49]. Similarly, in a non-pharmacological action, 
the nutritive value of a compound can be radically altered with no effect on taste. This is 
exploited in the sweetener L-Glucose, whose taste is identical to D-Glucose but cannot be 
used for energy, as it cannot be digested [50], however the expense of production of this 
enantiomer limits its potential use [51]. 
 
2.3. Polymeric Solids 
A polymer is defined as a large molecule, composed of many repeating subunits, in contrary 
to the typical pharmaceutical crystalline materials these are generally much larger 
macromolecules. Both naturally occurring and entirely synthetic polymers exist, each finding 
use in a variety of industries. Examples of the first type are natural rubbers (latex), which find 
many uses, such as a natural alternative to man-made rubbers used for visco-elastic material 
in bedding. Also cellulose, which is the main component of papers and wood, making up the 
outer wall of plant cells.  
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Common examples of synthetic polymers are polyethylene (PE), polytetrafluoroethylene 
(PTFE) and polystyrene (PS). Polyethylene has a wide array of uses from plastic bags to water 
pipes, the form of the polyethylene often dictating its use. PTFE finds uses in many 
applications where friction and wettability need to be minimised, such as in bearings for low-
friction and non-stick cookware for low wettability. PS most often commonly finds use in 
packing material, as cellular structures can be easily formed, providing a low-density, elastic 
protection for fragile materials. 
 
2.3.1. Monomers 
The component identifying the type of polymer is its constituent monomer, i.e. the repeating 
unit which is used to build its structure. Next the size and level of branching of the polymer 
define more specifics about its makeup, largely affecting its physical properties [52] such as 
viscosity, solubility in various solvents and glass transition temperature. A specific example is 
increasing chain length leads to and in the melting point [53] and the impact resistance [54] 
of polymers. Branching refers to the number and length of side-chains attached to the primary 
linear chain. Some materials show a large amount of branching, this leads to fundamental 
changes in the structure of the polymer (dendritic, star) which defines its physical 
characteristics.   
With the structure of the material defining its physical properties it becomes easy to see that 
different polymer structures could yield different surface energetic relationships between 
polar and dispersive energies. While this seems evident it is seen that typical polymers do not 
display particularly varied energetics, as their primary constituent is often a carbon chain. 
These materials then show similar energies to smaller organic materials such as most 
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pharmaceutics. Some special cases exist such as PTFE, the fluorination of which yields an 
extremely low surface energy, owing to the large difference in electronegativity between the 
fluorine and carbon atoms, this yields an extremely limited van der Waals potential as 
fluctuations of the outer electrons become much smaller than in larger atoms.  
 
  
54 
 
Chapter 3 - Intermolecular Forces 
 
3.1. Introduction 
Between all molecules there exist attractive and repulsive forces, examples are commonly 
known such as the electrostatic attraction between unlike and repulsion between like ions. 
The strength of the various forces and the length scales over which they operate is very 
different. The idea of such forces were first used to describe capillary action, as this force 
moves a fluid against the force of gravity requiring attraction, a cohesive force. This was 
described by Young and defined in his seminal equation. However the more modern ideas of 
intermolecular forces came from the infamous van der Waals equation of state, used to 
describe the lack of ideal behaviour observed by fluid systems as described by ideal laws. 
These forces then were defined as a way of describing the properties of matter, and in so 
doing show their tremendous importance for characterisation in materials science. 
 
3.2. Surface Free Energy and Intermolecular Forces 
3.2.1. Intermolecular Forces 
3.2.1.1. Van der Waals Interactions 
The equation of state which forms the fundamental basis of understanding intermolecular 
forces is of the form below: 
(𝑃 +
𝑎
𝑉𝑚
2
)(𝑉𝑚 − 𝑏) = 𝑅𝑇 
Equation 1. Van der Waals Equation of State. 
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As can be seen, this is a very different form than that of the traditional ideal gas law: 
𝑃𝑉 = 𝑛𝑅𝑇 
Equation 2. Ideal Gas Low. 
 
The van der Waals forces are defined as interactions due to molecular polarisation, these 
are of three classes: Dispersion, Induction and Dipole-Dipole. 
The dispersive force is known as the London interaction [55, 56], this is a manifestation of 
quantum fluctuations in the probability distribution of electrons within an orbital. While 
the average distribution of the cloud within an atom in the presence of no external 
influence will observe a time-average polarity of 0, at any given point there may be a 
relative dipole present in the atom, with regions of higher probability density of the 
electron cloud, this yields an ‘instantaneous’ transient dipole. When two or more 
molecules are in close proximity this can then lead to an induction of a dipole in the 
fluctuating molecules counterpart, and so create a force between the two. Therefore it is 
also known as the instantaneous dipole-induce dipole interaction. 
𝑉𝐿𝑜𝑛 =
3𝛼2ℎ𝑣
4(4𝜋𝜀0)
2𝑟6
 
Equation 3. London Interaction Potential. 
 
The second interaction, that of induction, is commonly known as the Debye [57] 
interaction. This is by contrast to the London interaction a permanent dipole-induced 
dipole interaction. In a given molecule there may be increased attraction of an electron 
orbital to one atom rather than another, this disparity leading to an effective charge region 
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on each atom, yielding a dipole. With such a dipole present, the molecule can then induce 
a dipole in a non-polar molecule. 
𝑉𝐷𝑒𝑏 =
𝛼𝑢2
(4𝜋𝜀0)
2𝑟6
 
Equation 4. Debye Interaction Potential. 
 
Finally the third kind of interaction, the Keesom interaction [58], can be deductively 
implied as the interaction between two dipoles, a dipole-dipole interaction. This is 
intuitively understood as the interaction of two electrostatic poles, the directionality and 
strength of which depends on the specific dipole moments involved. 
𝑉𝐾𝑒𝑒 =
𝑢1
2𝑢2
2
3(4𝜋𝜀0)
2𝑘𝑇𝑟6
 
Equation 5. Keesom Interaction Energy Potential. 
 
Of these interactions, the London interaction is the most ubiquitous as it is universally 
present, acting even between atoms. It is the only of the three interactions to display 
importance in condensed media[59, 60], with the Keesom interaction being practically 
irrelevant [61]. It is of importance in a number of physical processes, such as flocculation, 
adhesion and adsorption. These interactions are all long ranged in terms of intermolecular 
forces, however they do fall off very quickly, the rate of decline of these forces decaying 
with the sixth power of distance. 
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The dispersive forces between two macroscopic bodies can be described in myriad ways, 
such as the Lifshitz or Hamaker approach. The Hamaker approach will be discussed here, 
information on the Lifshitz approach is available elsewhere [62]. 
In order to describe the interactions of macroscopic bodies Hamaker proposed a pair-wise 
summation of the dispersive (London) interactions, based on those of the microscopic 
bodies interacting with one another [63]. 
First the Hamaker constant is defined as  
𝐴𝑖𝑖 = 𝜋
2𝑞𝑖
2𝑉𝑖𝑖 
Equation 6. Hamaker Constant. 
Where 𝑉𝑖𝑖 is the London constant defined as 
𝑉𝑖𝑖 =
3𝛼2ℎ𝑣
4(4𝜋𝜀0)
2
 
Equation 7.The London Constant 
The total attraction for two flat parallel surfaces then can be defined as, 
𝑉𝐿𝑜𝑛 = −
𝐴𝑖𝑖
12𝜋𝑟2
 
Equation 8. London Interaction Potential between Two Flat Parallel Surfaces. 
 
Berthelot’s principle states that the interaction between two particles of different materials 
is dependent of their geometric mean [64], therefore we can define our London constant as: 
 𝑉𝑖𝑗 = √𝑉𝑖𝑖𝑉𝑗𝑗  
Equation 9. London Constant between Two Unlike Materials. 
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Further from this and our definition of the Hamaker constant it follows that it too is a 
geometric mean of its constituent elements. 
𝐴𝑖𝑗 = √𝐴𝑖𝑖𝐴𝑗𝑗  
Equation 10. Hamaker Constant between Two Unlike Materials. 
 
 Assuming that this interaction is additive and by employing a pair-wise summation, it can be 
further shown that the free energy of interaction between two flat surfaces then is  
𝑉𝐿𝑜𝑛 = ∆𝐺 = −
𝐴𝑖𝑗
12𝜋𝑟2
 
Equation 11. London Interaction between Two Flat Unlike Parallel Surfaces. 
 
This is by no means the only geometrical configuration and for other geometries, please refer 
to the work of [65].   
This same approach can also be used to define two like materials acting in a third unlike 
medium. This is described as  
 
𝐴𝑖𝑘𝑖 = 𝐴𝑖𝑖 + 𝐴𝑘𝑘 − 2𝐴𝑖𝑘 = (√𝐴𝑖𝑖 − √𝐴𝑘𝑘)
2  
Equation 12. Hamaker Constant between Two Like Materials in a Third Medium. 
 
Further it can describe two unlike materials in a third unlike medium:  
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 𝐴𝑖𝑘𝑗 = 𝐴𝑖𝑗 + 𝐴𝑘𝑘 − 𝐴𝑖𝑘 − 𝐴𝑗𝑘 = (√𝐴𝑖𝑖 −√𝐴𝑘𝑘)(√𝐴𝑗𝑗 − √𝐴𝑘𝑘) 
Equation 13. Hamaker Constant between Two unlike Materials in a Third unlike Medium. 
The interactions between two like materials in a third medium can be seen to always be 
attractive, however it can also be shown that two unlike materials in a third unlike medium 
can experience repulsive interactions [66-69].  This seems counterintuitive but it can be 
easily understood when considering the example of gravity, an object is attracted to the 
earth however when a medium such as water exists between the two there is an apparent 
repulsion, the buoyancy force, while not identical in situation it does aid in understanding.  
 
Fowkes [70, 71] went on to propose a practical method for determining Hamaker constants 
using known values the dispersive surface energy, as below 
 
𝐴𝑖𝑖 = 6𝜋𝑟𝑖𝑖
2𝛾𝑖
𝑑 
 Equation 14. Relationship between Hamaker Constant and Dispersive Surface Energy. 
 
Requiring only a dispersive energy component this can be easily calculated from contact 
angle measurements and so is widely used [72-75]. 
It can be seen from this relation and that for Hamaker constant that the interfacial tension 
can be described in the following manner, as was suggested by Fowkes, Good and Girifalco 
[76]: 
𝛾𝑖𝑗 = 𝛾𝑖 + 𝛾𝑗 − 2𝛾𝑖𝑗 = (√𝛾𝑖 − √𝛾𝑗)
2 
Equation 15. Interfacial Interaction Between Two Unlike Surfaces. 
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3.2.1.2. Specific Interactions 
The hydrogen bound is a result of differing electronegativity between a covalently bonded 
hydrogen atom and a highly electronegative species, it is a special case of dipole-dipole 
interactions (Keesom), displaying a much stronger, shorter lived and directional interaction. 
Electron redistribution is an important characteristic, as such they are primarily electrostratic, 
acting like very weak covalent bonds, donating some electron probability density. However, 
unlike a covalent bond the atom is not shared. They are one of the most important 
intermolecular forces when considering crystalline structure as it has large effects on 
arrangement of molecules within a lattice [77]. It is also a dominating surface interaction such 
as in the work of Van Oss et al, where it was shown that the larger than expected interaction 
between immunoglobulin and PTFE is the result of a hydrogen bonding effect [78]. A 
comprehensive review of the theory of hydrogen bonding can be found elsewhere [79] but is 
still poorly understood.  
Coulomb forces are an example of an extremely strong, though short ranged force, they are 
electrostatic in nature and exist between charged materials, atoms or ions (or 
macroscopically). The strength of them is defined by the size and sign of the charges involved. 
They can also yield mixed interactions, between an ion and a dipole, the ion-dipole 
interaction, as dipoles themselves act via a coulombic/charge based interaction. Details of 
this type of interaction can be found elsewhere [80].  
Other types of specific interaction exist, such as that between metallic species, however these 
are beyond the scope of this work. 
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3.3. Interface Thermodynamics and Surface Energetics 
3.3.1. Thermodynamics of Liquid-Vapour Interface 
When considering a uniform material, it is obvious that within the bulk there is a symmetrical 
force, as it is attracted unilaterally. On the surface however there is a disconnect, each side 
seeing a different attraction, this leads to an excess of energy at the surface and is responsible 
for surface tension, as a material tries to minimise its energy through a minimised surface 
area configuration. The work done then in creating a surface is a function of this minimisation 
energy, this is described as 
∆𝑊 = 𝛾∆𝐴 
Equation 16. Work done in Creating a Surface. 
 
By consideration of a finite thickness of the surface layer, this is more fully expressed as: 
𝑑𝑊 = 𝛾𝑑𝐴 − 𝑃𝑑𝑉𝑠𝑙 
Equation 17. Total Work Done in Creating a Surface 
 
The total energy change of the system then may be described by fundamental 
thermodynamics as: 
𝑑𝑈 = 𝑑𝑄 + 𝑑𝑊 = 𝑇𝑑𝑆 + 𝑑𝑊 = 𝑇𝑑𝑆 + 𝛾𝑑𝐴 − 𝑃𝑑𝑉𝑠𝑙 
Equation 18. Total Energy Change of the System. 
 
The Gibbs free energy may then be similarly defined as: 
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𝑑𝐺 = 𝛾𝑑𝐴 + 𝑑𝑃𝑉𝑠𝑙 − 𝑑𝑇𝑆 +∑𝑢𝑖𝑑𝑛𝑖
𝑠𝑙
𝑖
 
Equation 19. Change in Gibbs Free Energy. 
 
At constant temperature, pressure and volume, with a constant amount of material in the 
surface phase this gives us a definition of our surface free energy: 
𝛾 = (
𝜕𝐺
𝜕𝐴
)𝑇,𝑃,𝑉 
Equation 20. Surface Free Energy. 
 
The existence of this free energy yields in attractive forces at an interface, however this 
definition of surface tension is not entirely applicable to surface energy of solids, due to their 
inability to rearrange quickly, as such while defining each as surface energy the relative 
understanding of each is slightly different. 
 
3.3.2. Thermodynamics of Solid-Vapour Interface 
Adsorption is the tendency of a vapour or gas (adsorbate) to condense on a surface, the 
relationship between the amount deposited and the partial pressure of the adsorbate species 
at a given pressure is defined as the adsorption isotherm, an idea which will be discussed 
further in due course. The mechanism of adsorption will be either physical or chemical in  
nature, physi- and chemi-sorption respectively. All materials however will display some 
degree of physical adsorption, due to van der Waals forces which act between all media. The 
distinction between chemi- and physi- sorption ultimately however proves meaningless as 
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defining an interaction as purely either is not possible. In chemisorption there is a creation of 
chemical bonds while in physisorption the interaction is purely by physical interaction, this 
makes chemisorption irreversible and physisorption (for a non-porous material, otherwise 
condensation effects will occur) reversible. Interaction with the surface is not the only type, 
obviously there can also be mass transport into the bulk, typical absorption, though this is 
beyond the scope of this work. At the interface where vapour molecules interact with the 
surface of the solid they can then become adsorbed, the relationship between various 
physicochemical and thermodynamic parameters can affect this adsorption, typically these 
are characterised through the use of isotherms, whereby the amount adsorbed of adsorbate 
at the surface is plotted as a function of partial pressure. Typical examples of this behaviour 
are shown below: 
 
Figure 3-1. Categorisation of 8 commonly observed Isotherms. 
There are many proposed isotherms describing the shapes here, the most common of these 
are the Henry, Freundlich, Langmuir and BET equations, which can be used to explain most of 
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the shapes present. More common formal identification uses the IUPAC formalism, which 
contains the adsorption isotherms shown here and desorption behaviour for some instances.  
Isotherms of type a show simple linear relationship, in which case the amount adsorbed (and 
so the surface coverage of the material) increases in a linear fashion as the pressure increases, 
this is described by the Henry’s constant in conjunction with the Partial Pressure.  
𝑄 = 𝜒𝑃 
Equation 21. Henry's Law Isotherm. 
Where 𝜒 is the Henry constant.  
 
The isotherm in b. can be easily described using the Freundlich isotherm [81-83]. This utilises 
a simplistic model to the problem of surface heterogeneity, with areas of higher and lower 
adsorption potential. The high potential areas are first covered leading to a similar pressure 
adsorption response as the Henry isotherm. The model then proposes that due to repulsion 
between neighbouring adsorbate molecules there is a reduction in the adsorption potential. 
It is proposed that this mechanism follow a power relationship, primarily a simple empirical 
relation. 
𝑄 = 𝐴𝑃
1
𝑛⁄  
Equation 22. Freundlich Isotherm. 
 
Isotherm c. is typically typified as the Langmuir isotherm, in which adsorption potential with 
the surface is sufficiently greater than that multilayers cannot form and so a monolayer 
coverage limit is approached. It is derived using a population balance methodology:   
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𝑄 =
𝑥𝑙𝑎𝑛𝑔𝑚𝑢𝑖𝑟𝑃
1 + 𝑥𝑙𝑎𝑛𝑔𝑚𝑢𝑖𝑟𝑃
 
Equation 23. Langmuir Isotherm. 
 
The isotherm of type d. is typically observed for materials in which the interaction between 
adsorbed molecules is strong, a nearest neighbour effect, such as is described by Frumkin-
Fowler-Guggenheim[84, 85] with attractive lateral interactions, or the Hill isotherm 
Type’s e and f can both be described by the method delineated by Brunauer-Emmett-Teller 
(BET). The distinguishing feature is the strength of interaction between the surface and the 
adsorbent, with f showing a strong initial interaction and e being described as a weak initial 
interaction. This model assumes similar arguments to the Langmuir equation, but makes the 
distinction that multilayers can easily form and progresses population balance methodology 
between desorption and adsorption as the Langmuir equation.  
𝑄 =
𝑥𝐵𝐸𝑇𝑃
(1 − 𝑃)(1 + 𝑥𝐵𝐸𝑇𝑃 − 𝑃)
 
Equation 24. BET Equation. 
 
Type g can be typified as Langmuir like, with an extremely strong initial rate of adsorption 
(accounting for the almost asymptotic increase near 0 coverage). 
The type h isotherm occurs for some porous materials with relatively strong fluid-wall forces, 
usually when the temperature is near the melting point for the adsorbed gas, yielding a 
second inhibition of adsorption [86]. 
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Other forms of isotherm behaviour exist, such as hysteresis observed in porous materials, 
leading to capillary condensation, or behaviour relating to changes of state in the material 
adsorbing, such as the GAB isotherm where the interaction of adsorbate-adsorbate 
interactions change with layer thickness [87]. However they are beyond the scope of this 
work. 
3.3.3. Thermodynamics of Solid-Liquid Interface 
The basis for interpretation of wetting at a solid-liquid interface was first defined by Young, 
he showed that when a droplet is incident on a solid plane, it will spread to reach an 
equilibrium. At this equilibrium an angle will be subtended (the angle may not always have a 
value, as in complete wetting there is no angle subtended) between the drop and the surface, 
which will be a function of the interaction between the three-phase system of liquid, solid 
and gas. This can then be solved by means of a force balance, yielding the famous Young 
equation as shown below.  
 
 
      
Figure 3-2. Three Phase interface. 
 
𝛾𝑐𝑜𝑠𝜃𝑐 =  𝛾𝑆𝐺 − 𝛾𝑆𝐿 
Equation 25. Young's Equation. 
 
𝛾 
 𝛾𝑆𝐿 
 
𝛾𝑆𝐺  
 
𝜃𝑐 
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Where 𝛾𝑆𝐺  is the Solid-Vapour interfacial energy, 𝛾𝑆𝐿 is the Solid-Liquid interfacial energy, 𝛾 
is the Liquid-Vapour interfacial energy and 𝜃𝑐 is the contact angle. 
 
3.3.3.1. Work of Cohesion and Adhesion  
The work of cohesion of a material is defined as being twice the surface free energy:  
𝑊𝐶 = 2𝛾𝑖 
Equation 26. Work of Cohesion. 
Where 𝑊𝐶  is the work of cohesion and 𝛾𝑖  is the surface free energy of the material. 
 
Which is intuitive when thought about in the following manner. When energy is given to a 
solid such that it cuts it into two, the energy must have gone into creating those two surfaces. 
Therefore each surface must have half the energy, this energy is equal to the work of cohesion 
as it is that which had to be overcome. 
When separating two unlike surfaces however, the surface energetic components are 
different so there is both the sum of new surfaces but also the loss of the interface between 
them, so the work of adhesion takes a different form:  
𝑊𝐴 = 𝛾𝑖 + 𝛾𝑗 − 𝛾𝑖𝑗 
Equation 27. Work of Adhesion. 
Where 𝛾𝑗  𝑎𝑛𝑑 𝛾𝑖𝑗 represent the surface free energy component of the new surface j and the 
interface between i and j respectively.  
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Figure 3-3. Work of Cohesion vs. Work of Adhesion. 
 
By combination of this and Young’s equation we can now define the Young-Dupre equation. 
𝑊𝐴 = 𝛾𝑖𝑗(𝑐𝑜𝑠𝜃𝑐 + 1) 
Equation 28. Young-Dupre Equation. 
 
3.3.3.2. Surface Energy Component Analysis 
The surface free energy of a material is defined as being the free energy per unit area  [88]. 
What this means is that it is the excess energy at the surface of a material, required to 
maintain the surface, when compared to its bulk, as if this were not the case a material would 
tend to create new surfaces. This is an analogue of the surface tension in liquids, such an 
excess energy requirement leads to the tendency of liquids to form spheres when in isolation 
as this is the lowest energy configuration, i.e. the minimum surface area to volume and so the 
minimum in excess energy.  
 
According to Fowkes, this surface energy consists of several components and so can be 
represented thus [89]:  
𝛾𝑖 =∑ 𝛾𝑖
𝑗
𝑗
 
 
Equation 29. Total Surface Free Energy. 
𝛾 
𝛾𝑖  
𝛾𝑖  
𝛾𝑖𝑗  
𝛾𝑖  
𝛾𝑗  
+𝑊𝑐 +𝑊𝐴 
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The components which form the surface energy (the components represented by j in the 
summation) can be broken down into many categories, such as the following; dispersive, 
dipole-dipole, induction, hydrogen-bonding and metallic [78].   
 
This leads to the following:  
𝛾𝑖 = 𝛾𝑑 + 𝛾𝑑𝑝 + 𝛾𝑖𝑛𝑑 + 𝛾ℎ + 𝛾𝑚 + ⋯ 
Equation 30. Expanded Surface Free Energy. 
 
The trend becomes clear, however, for simplicity the surface energy could be represented as 
simply two components: 
𝛾𝑖 = 𝛾𝑑 + 𝛾𝑛𝑑 
Equation 31. Dispersive and non-dispersive Components of Surface Energy. 
 
The 𝛾𝑑  term represents the terms arising from Lifshitz van der Waals interactions, the so 
called ‘dispersive’ surface energy, this is the free energy which arises from the London 
interactions. These interactions are generally attractive (although there are special cases in 
which they are not [90]) and are the cause of the dispersive surface energy. 
  
The work of adhesion being so inextricably related to the surface energy, like the surface 
energetic components was posited by Fowkes to be a summation of the different component 
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works of adhesion applying to various properties of the material, so like the surface energy 
takes the form: 
𝑊𝐴 = 𝑊𝑑 +𝑊𝑝 +𝑊ℎ … 
 Equation 32. Total Work of Adhesion. 
 
This work of adhesion is of interest because it can also be used to measure the interaction 
between two interfaces, for IGC the interface of interest is the liquid/solid interface. Fowkes 
suggested that the dispersive component of the work of adhesion can be characterised as the 
geometric mean of its two dispersive components [91] 
𝑊𝐴 = 2√𝛾𝑠
𝑑𝛾𝑙
𝑑 
Equation 33. Dispersive Fowkes Relation. 
Owens and Wendt [92] further expanded on this to say that it can be split into its dispersive 
(London, Debye and Keesom) and polar contributions (in this instance hydrogen bonding-
dipole) components in the same fashion, sometimes known as the extended Fowkes 
equation. 
𝑊𝐴 = 2√𝛾𝑠
𝑑𝛾𝑙
𝑑 + 2√𝛾𝑠
𝑆𝛾𝑙
𝑆 
 
Equation 34. Relation between Work of Adhesion and Surface Energy Components. 
 
The grouping of all van der Waals forces in this methodology seems to be indefensible. The 
reasons for this are that the Keesom interaction will only exist when both the liquid and solid 
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materials are polar, and so will not be present for an apolar liquid, rather a limited Debye 
interaction will most likely be observed via a polar induction in the liquid. And in a similar vein 
the van der waals component experienced by a polar liquid rather than apolar will be larger 
owing to the induction of an opposite pole via a Debye interaction. 
 
It should be mentioned at this point that this geometric mean is only a suggested model, and 
there are others which could be considered, such as the harmonic mean as suggested by 
Souheng Wu [93], and taking the form:  
𝑊𝐴 =
4𝛾𝑠
𝑑𝛾𝑙
𝑑
𝛾𝑠
𝑑 + 𝛾𝑙
𝑑 +
4𝛾𝑠
𝑠𝛾𝑙
𝑠
𝛾𝑠
𝑠 + 𝛾𝑙
𝑠  
 
Equation 35. Wu's Harmonic Relation. 
 
Wu argued that this was a more effective description of the situation, based on better metrics 
associated with fitting [94]. However it is the Fowkes geometric mean method which is most 
commonly used, both for simplicity and general acceptance. Which is more valid however is 
a point of conjecture, though, it was suggested by Fowkes that the geometric mean is 
fundamentally correct when talking about the dispersive forces only [95], based on the idea 
of Berthelot’s principle. However the use of a geometric mean to describe specific 
components is still questioned. Other approaches have also been suggested, such as 
arithmetic, quadratic and anharmonic means but have little basis and so have not been 
heavily used [96-98]. 
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The next methodology applied is based on an equation of state,  Neumann et al. [99] assumed 
that the relationship between the contact angle of a solid liquid pair is only a function of the 
surface energies involved, not dependent on the type nor the specific strengths of the 
interactions involved. They proposed then that the relationship between them is just related 
by an appropriate function (f) which yields a suitable relationship: 
𝑓(𝛾𝑆𝐺 , 𝛾𝐿𝐺) =  𝑐𝑜𝑠𝜃𝑐 
𝛾𝑆𝐺 − 𝑓(𝛾𝑆𝐺 , 𝛾𝐿𝐺) =  𝛾𝑆𝐿 
Equation 36. Neumann Equation of State Model. 
 
This equation then was found consistent with an observed monotonic relationship between 
𝛾𝐿𝐺𝑐𝑜𝑠𝜃𝑐 and 𝛾𝐿𝐺  [100]. Further expanding the technique by using various combing rules a 
few alternative approaches were recommended. First, the geometric combining rule on 
which most of the methodologies thus discussed are based as applied, this takes into account 
the over-predictions of other methods by introducing an empirical parameter β [101]. 
 
𝛾𝑆𝐺 + 𝛾𝐿𝐺 − 2√(𝛾𝑆𝐺  𝛾𝐿𝐺). 𝑒
−𝛽.(𝛾𝐿𝐺−𝛾𝑆𝐺)
2
= 𝛾𝑆𝐿  
Equation 37. Geometric Combining Rule Equation of State. 
 
Next an alternative combining rule was used, that proposed in the work of Hudson et al. [102], 
this yielded an even more complicated relationship for work of adhesion [103, 104]: 
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𝑊𝐴 = 2√(𝛾𝑆𝐺  𝛾𝐿𝐺)
(
 
4√
𝛾𝑆𝐺
𝛾𝐿𝐺
(1 + √
𝛾𝑆𝐺
𝛾𝐿𝐺
)2
)
 
√𝛾𝑆𝐺𝛼𝑘
 
where αk is an empirical constant.  
Equation 38. Hudson Combining Rule Equation of State Model. 
 
The equation of state approach, nevertheless, has attracted only limited support in the 
literature and the validity of this approach has been disputed [105-108] though it does remain 
in use [109]. 
 
3.4. Surface Energy Measurement Methods 
The surface energy acts at the surface of a material, as stated previously, this means that it is 
responsible for interactions between the boundaries of two materials. As such, it is 
responsible for such surface phenomenon as wettability[110], flowability [111], aggregation 
[112] and adhesion [113]. This makes it an important measurement for materials science and 
many techniques exist with which to probe it, while the focus of this work is that of an Inverse 
Gas Chromatographic approach numerous others exist and a brief discussion of those can be 
found here. 
 
3.4.1. Inverse Gas Chromatography 
Inverse Gas Chromatography, has in the recent past found increasing use in the measurement 
of surface free energy, in addition to other thermodynamic parameters. While not limited to 
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the remit of pharmaceuticals it certainly has found a large number of uses in this area. IGC is 
in essence and as implied by its name the inverse of traditional gas chromatography, in which 
a stationary phase of interest, i.e. a solid (powder/film/fibre) with unknown surface 
properties, has a series of known solvents passed across carried by an inert carrier gas. This 
allows for the calculation of many different thermodynamic parameters, as retention 
behaviour of the solvent is related to interactions between the two phases. This can be used 
to calculate many properties: Dispersive surface energy, specific surface energy, van-deemter 
parameters [114], heterogeneity [115], surface area, solubility parameters [116], glass 
transition temperatures [117, 118], entropy [119] and heat of adsorption among others.  
The surface energetics, specifically, can be calculated using adsorption characteristics of a 
series of adsorbates, the interrelationship of which depend on the surface energy of the 
material probed, as will be discussed at greater length in Chapter 4 -. These experiments can 
be carried out in multiple ways, the IGC can be used to either pulse the adsorbate of interest, 
leading to instantaneous adsorption equilibria rather than a true equilibrium, or using a 
frontal boundary technique, wherein the adsorbate is flowed continually until a plateau, 
yielding a true equillibrium. Each has its own merit, however the pulse experiments are often 
favoured, and in some cases essentially so, as they are relatively quick, easy to manipulate, 
accurate especially if the interactions between the probes and solid are weak [114], uses less 
material and easier to analyse. The pulse is often applied to the calculation of surface free 
energies and finds frequent use in pharmaceutics owing to their low energy and subsequent 
weak interactions.  
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Figure 3-4. Typical IGC Setup. 
 
To measure surface free energy the IGC has been traditionally used in an infinite dilution 
configuration, the dispersive component analysed using non-polar solvents (a series of 
linearly increasing length n-alkanes) and the specific interactions using polar solvents 
(Dichloromethane, Ethyl Acetate, Ethanol, Acetone, Acetonitrile etc.). First a non-
interacting species is injected, this calculates the time taken to simply travel through the 
material bed due to packing, length, diffusion effects etc, typically methane is used as its 
relatively small size and low energy gives it a very weak interaction, especially in a pulse 
experiment. The interaction between interacting solvents and the material being probed 
is then measured as the difference between the ‘dead time’, t0, of a non-interacting 
species and the total retention time of the species of interest, tr. This is itself a measure of 
the magnitude of the interaction between the specific solvent and the surface of interest, 
as the difference in retention is only due to adsorption. The time itself is not a fantastic 
metric, as it is a function of things such as the flow rate of the carrier gas and the drop of 
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pressure across the length of the column/powder, further to this analysis will require the 
use of more thermodynamically related metrics. This is addressed by converting this 
retention time to a retention volume, this is defined as the volume of carrier gas required 
to elute the probe injected. IGC has found many applications in pharmaceutics, capable of 
distinguishing batch-to-batch variations between materials which could not be 
distinguished by other techniques, measuring the effects of milling and humidity on 
material properties, amongst others [120, 121].  
 
3.4.2. Sessile Drop 
The first method of surface energy measurement to be compared here is that of fluid contact 
angle. This method is a well-established technique, whose prevalence dates back to its first 
implementation by Young [2]. The theory underpinning the contact angle method is based on 
the thermodynamic equilibrium between the three phases present, the solid phase of the 
surface, the liquid phase of the droplet and gaseous phase of the atmosphere. A liquid droplet 
on a smooth, flat, homogeneous surface will spread to minimise its interfacial energy. This 
will continue until the adhesive interactions with the solid and vapour phases are in 
equilibrium with the cohesive self-interaction.  
From Young’s equation, it can be seen that by knowing the surface tension of the liquid (which 
is taken to be the same as the Liquid-Vapour interfacial energy) and the Solid-Liquid interfacial 
energy, the surface energy of the solid can be deduced. Further, the Young-Dupre equation 
shows that the work of adhesion may also be calculated. To perform the sessile drop method 
is an easy technique which is only sensitive to chemical variation at the very surface of the 
material (1 nm) [122] measurements are made optically, with a computer detecting liquid 
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droplets and finding the angle subtended by contact with the surface.  In reality this requires 
multiple liquids to be employed such that the dispersive surface energy can be separated 
from polar contributions. An issue with the methodology is that of contact angle hysteresis as 
the young’s equation assumes a static equilibrium droplet [123-129]. This hysteresis is the 
difference between advancing and receding contact angle, it has been suggested that this is 
caused by surface roughness as well as chemical heterogeneity of the surface [130, 131]. A 
complete review on the phenomena can be found elsewhere [132]. As such it should be noted 
that in order to calculate the contact angle (which is in fact the equilibrium contact angle) the 
advancing contact angle and receding contact angle will need to be measured, this is achieved 
through slowly overly-inflating  and under-inflating the droplet. These are then related to the 
equilibrium contact angle via the following relation [133, 134]: 
𝜃𝑐 = arccos (
𝑟𝐴𝑐𝑜𝑠𝜃𝐴 + 𝑟𝑅𝑐𝑜𝑠𝜃𝑅
𝑟𝐴 + 𝑟𝑅
) 
𝑟𝐴 = (
𝑠𝑖𝑛3𝜃𝐴
2 − 3𝑐𝑜𝑠𝜃𝐴 + 𝑐𝑜𝑠
3𝜃𝐴
)
1
3⁄   ;  𝑟𝑅 = (
𝑠𝑖𝑛3𝜃𝑅
2 − 3𝑐𝑜𝑠𝜃𝑅 + 𝑐𝑜𝑠
3𝜃𝑅
)
1
3⁄  
Equation 39. Equilibrium Contact Angle Equations. 
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The problems that arise when applying the contact angle technique are then that it is difficult 
to separate the polar contribution from the total surface contribution (though the same could 
be said for the IGC technique, and the solution seems the same, multiple linear alkanes used 
as probe molecules). Further it is required that multiple measurements be taken such that a 
true representation of the surface energy can be found (again similar to the IGC in that 
multiple alkanes need to be used).  Additionally some surfaces cannot be analysed in normal 
situations as they will be completely wetted, or wetted out, yielding no contact angle (i.e. 
high surface energy samples), in this instance the measurement must be performed in a 
second fluid, rather than in the atmosphere, such that a higher pressure can be attained and 
a measurable contact angle produced. The system can also be applied by inverting the phases, 
using a bubble of air rather than a droplet of solvent, as the three phase boundary is 
maintained, this is called the captive bubble approach [123, 135]. It also requires 
comparatively large surfaces in order to be performed, as it requires ~flat surfaces of a size 
larger than the droplet size. For powders in particular this poses a problem as they will need 
to be compacted in order to be analysed, which is non-ideal due to various roughness and 
Figure 3-5. This shows the droplets used to measure the advancing and receding contact angles. 
a. Shows the droplet for measuring the receding contact angle, this is measured by having a droplet and removing 
some of the fluid from it, causing the droplet to recede. 
b. Shows the droplet for measuring the advancing contact angle, this is measured by increasing the size of the droplet 
causing the droplet to advance. 
The contact angles measured need to be done multiple times to give an average for each, such that the angles can be 
confidently given allowing the equilibrium contact angle to be calculated. 
 
 
a. 
b. 
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absorptive/swelling effects. Further to this, powder compacts themselves will have a 
relational energy measured with compaction strength, leading to the conclusion that the 
measurement itself is not of an intrinsic property of the powder, but rather of the compact 
system[136, 137]. The final criticism of this technique is that it cannot be used to conduct 
microscopic heterogeneity measurements, as it samples a large range of sites and yields an 
average result for the surface energy [138]. It can however be used to measure a more 
macroscopic heterogeneity, such as that which arises from different crystal facets on a 
macroscopic crystal [139].  
 
3.4.3. Atomic Force Microscopy 
Atomic Force Microscopy is another alternative technique for analysing the Surface Energy of 
a solid surface. The manner in which this is performed is fairly simple, making it an excellent 
candidate for comparison. However, the method itself is one which is limited in the range it 
can cover, being only able to cover a small sample of a surface due to the time taken for small 
measurements to be made (in the orders of hours per µm2 of surface coverage), which are a 
bi-product of its high resolution and the nature of its operation.   
 
Atomic Force Microscopy itself is a fairly simple technique; a cantilever with a sharp tip (in 
the order of µm's in diameter) is put into contact with a surface. The deflections of the 
cantilever can then be detected using an optical set up in which a laser is directed towards 
the cantilever and its motion measured. This allows an inference to be made about the 
topology of the surface being probed. In the case of applying Atomic Force Microscopy to 
measuring the surface free energy a different approach is adopted. This consists of using a 
cantilever and tip as mentioned previously, but instead measuring the force required to 
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remove it from contact with the surface. Below can be seen a diagrammatic representation 
of such a setup and also a step-by-step run through of the process to analyse the surface free 
energy.  
 
Figure 3-6.  This shows the experimental set up required to perform the AFM Surface Free Energy analysis. The cantilever is 
put into contact with the surface, it is driven in with a small force, it is then pulled out from the surface of the material, the 
force being measured as a function of bending of the cantilever based on hooks law. This force can then be related to the 
surface free energy of the material.  
 
 
 
 
 
 
Computer Photo-Diode 
Laser 
Cantilever 
Tip 
Piezoelectric Scanner 
Sample 
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Figure 3-7. This shows a typical Force-Distance relationship used to characterise the surface free energy of a solid surface. 
Each of the stages represents a different relationship between the attractive forces of materials. 
 
Each stage of this process is represented as above, but the final one is of the greatest 
importance. The snap-back force produced can be used to calculate the free surface energy 
[140], based on several different theories, first is that of Derjaguin et al. [141], in this the 
surface free energy of the material is categorised as being 
𝐹𝑝𝑜(𝐷𝑀𝑇) = −2𝜋𝑅𝛾 
Equation 40. DMT Equation. 
a. This is when the cantilever tip is being brought closer to the surface of the material.  
b. This is when the tip comes close to the surface such that it starts to be affected by the attractive forces that exist 
between the tip and the surface. 
 c. This is when the tip is being pushed into the surface such that the cantilever is being bent, it shows that the cantilever 
is in full contact and tightly bonded to the surface. 
d. This is when the tip is being slowly pulled back from the surface, as can be seen the cantilever bends away from the 
surface, showing that the tip has become attached to the surface through attractive forces. 
e. This is when enough force has been applied to the cantilever such that it becomes disconnected from the surface, the 
force shown under category e. is then the pull off force used in the equations described later to calculate the surface 
free energy. 
 
a. 
a. 
b. 
c. 
d. 
e. 
c. d. 
b. 
e. 
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Another theory used to correlate the pull off force with the surface free energy takes a very 
similar form to that just mention, but slightly different, this is the theory of Johnson et al. 
[142] this is categorised as being 
𝐹𝑝𝑜(𝐽𝐾𝑅) = −
3
2
𝜋𝑅𝛾 
Equation 41. JKR Equation. 
 
Both of these models listed were models developed for the adhesion of elastic spheres on flat 
surfaces, they do not represent all the models that can be utilised for the purposes of 
calculating surface free energy, but are sufficient for the purposes of this brief overview. Time 
should be taken to mention that for the measuring the surface free energy of a material, the 
tip used for the AFM should not be sharp as mentioned previously for the general use of 
AFM's, but instead should be a good approximation to spherical, with well-known 
characteristics for the calculations mentioned here.  
The AFM approach to surface energy measurement can be easily expanded to probe the 
energetic heterogeneity of a surface also [143], as it is a highly localised technique, giving the 
surface energy of only a small sample of the surface. By moving across a surface in a 
randomised patch based way, a distribution of energies should be able to build up of the 
surface. This technique sounds fantastic for such a task as its high-levels of resolution should 
allow for a great accuracy to be reached for the energetic distribution; however the time-
constraints would be too great for a comprehensive energy distribution to be built up as the 
time taken is hours per µm2 of surface coverage. For this reason the distribution would be 
very patchy and not particularly reliable, however its great benefit would be that the energies 
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measured would not be averages as those calculated by the IGC technique at finite dilution 
and the contact angle method are and so would but true representations of each part of the 
surface. 
The AFM technique can also be used to probe the acid/base character of a sample very well, 
but not in a way directly comparable with the techniques used by the IGC. An example of such 
a method is suggested in the paper by Xue-Yun Lin et al. [144], which uses a functionalised tip 
to probe the iso-electric points across the surface, which are related to the pH of the sites. 
To summarise, the AFM technique is a powerful method for characterising parts of the 
sample, especially suited to measuring homogeneous surfaces where its highly localised 
method of measurement would not yield misleading results. However, for the purposes of 
heterogeneity studies, while being a sound technique theoretically, it will face problems in 
actually measuring the surface in enough detail for its results to be experimentally 
appreciable. 
3.4.4. Wilhelmy Plate 
Wilhelmy plate techniques for measuring surface energetics utilise the forces present 
when a solid is placed into contact with a liquid, the wetting force is directly related to the 
contact area and surface energetic components present. The full expression used is:  
𝐹 = 𝑝𝛾𝐿𝐺𝑐𝑜𝑠𝜃 
Where 𝑝 is the perimeter contact of the Wilhelmy plate. 
Equation 42. Wetting Force. 
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By immersing the plate in the liquid a buoyancy force is exerted of the form below:  
𝐹 = 𝑝𝛾𝐿𝐺𝑐𝑜𝑠𝜃 − 𝑉𝑔∆𝜌 
Equation 43. Wetting Force/Buoyancy Balance. 
Where V is the volume of liquid displaced and Δρ is the density difference between the 
solid plate and the liquid.  
This yields a force balance, which can be used to calculate the contact angle with the test 
liquid. The ability for the disc to be both pushed into the liquid and out allow for both 
advancing and receding contact angles to be calculated in addition to the equilibrium 
angle.  
 
 
 
 
 
 
Figure 3-8. Willhelmy Plate. 
 
Similar to sessile drop techniques, in order to be applied to powder samples either 
compacts or substrate adhered samples of the powder are needed in order for the angles to 
be measured [145, 146]. As such similar constraints and concerns become apparent, such as 
the effect of compaction on the energy measured, as well as the potential effect by the 
adhesive on the contact angle results.  
𝑉𝑔∆𝜌 
 
𝐹 
 
𝐹 
 
𝜃 
𝜃 
𝛾𝐿𝐺  
𝛾𝐿𝐺  
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3.4.5. Capillary Rise 
The surface energetics of materials can be measured in relation to the rise of a liquid front up 
a powder bed. Washburn et al. were among the first to exploit capillary rise phenomena to 
analyse the surface energetics of such materials [147]. They related the equilibrium height of 
the capillary rise between capillary and gravitational forces, yielding the Washburn equation 
[148]: 
ℎ𝑒 =
2𝛾𝐿𝑉𝑐𝑜𝑠𝜃𝑐
∆𝜌𝑔𝑟𝑒𝑓𝑓
 
Equation 44. Equilibrium Height of Capillary Rise. 
Using the Hagen-Poiseuille law and Laplace equation, while assuming negligible gravitational 
effects, constant cylindrical geometry and a Newtonian liquid the rate of liquid penetration 
can be determined as below:  
ℎ𝑡
2 =
𝑡𝑟𝑒𝑓𝑓𝛾𝐿𝑉𝑐𝑜𝑠𝜃𝑐
2𝜇𝐿
 
Equation 45. Rate of Liquid Penetration. 
In order to obtain the reff first a completely wetting liquid is needed, from this the contact 
angle may then be determined by the rate of penetration of a series of non-reactive liquids 
[149]. 
Capillary rise techniques have been widely implemented to characterise both fibres and 
powder energetics, with a significant application on pharmaceutical powders [150-154]. 
However many issues and concerns arise in its application. Experimental considerations 
regarding reproducibility of column packing [155-157] and the lack of comparability of 
measured contact angles with sessile drop methodologies make the technique less than 
reliable. 
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3.4.6. Dynamic Vapour Sorption 
The development of Dynamic Vapour Sorption began in the early 1990’s in an effort to 
move away from traditional methods of gravimetric sorption analysis. These involved 
placing the material of interest in a desiccator with humidity of interest and at intervals 
removing the sample to measure its weight change, needless to say this was time and 
labour intensive as well as potentially inaccurate. The DVS system on the other hand works 
in situ with a controlled environment. Small amounts of sample are loaded onto a 
weighing stage attached to a microbalance with a reference weight, this can measure the 
change of mass with time, which in turn is directly related to the sorption of the solvent 
of choice, and allows for complete control of environmental factors during the length of 
experimentation.  
 
 
 
 
 
 
 
Figure 3-9. DVS Setup. 
 
87 
 
In order to measure the surface energy of materials by DVS an approach is made 
measuring the spreading pressure of different vapours. The spreading pressure is the non-
ideality resulting from adsorption of gases/vapour around a droplet site, as shown below: 
Figure 3-10. Illustration of Spreading Pressure. 
 
This requires adjustments to typical wetting theories, as in some cases this can have a 
marked response. The first people to report the distinction between and were Bangham 
and Razouk [158]. When in equilibrium with its own vapour, the energy is thus reduced. 
This is defined by the equilibrium spreading pressure.  
𝛾𝑆𝑉 + 𝜋𝑒 =  𝛾𝑆𝐿 + 𝛾𝐿𝐺𝑐𝑜𝑠𝜃𝑒 
Equation 46. Modified Youngs Equation by Spreading Pressure. 
In this instance 𝛾𝑆𝑉  is the surface energy of the solid modified by its own adsorbed vapour 
and  𝜃𝑒 is the contact angle modified by the spreading pressure, 𝜋𝑒.  Attempts to quantify 
this spreading pressure were made by many, but it remains an issue [159-161]. 
The work of adhesion at the solid-liquid interface can then be determined by combining 
the modified Young-Dupre equation with either the Fowkes (for purely dispersive) or 
Owens-Wendt theories of surface energies: 
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𝑊𝐴 = 2𝛾𝐿𝐺 + 𝜋𝑒 = √2𝛾𝐿𝐺
𝑑𝛾𝑆𝐺
𝑑 
Equation 47. Relation between Work of Adhesion and Spreading Pressure. 
 
When the solid is completely wetted by the solvent used i.e. the contact angle is 0, the 
spreading pressure can be calculated using an adsorption isotherm. Relating the total 
amount adsorbed as a function of pressure with the following relation: 
𝜋𝑒 =
𝑅𝑇
𝑎
∫𝜃𝑑𝑙𝑛𝑃 
Equation 48. Relation of Spreading Pressure to Adsorption Isotherm 
 
Application of the DVS method to measure surface energy is hindered by the fact that it needs 
full wetting, therefore the probe vapour surface energy must be significantly lower than that 
of the surface, described by non-multilayer isotherm theories, as otherwise it may not 
complete a fully condensed film. However when used to correctly it shows a comparable 
energy with that measured by IGC [162].It must also be entirely a physisorption mechanism 
that does not affect the stability of the material [163], as otherwise the uptake of solvent will 
not be dependent on the surface energy such as would be the case for materials which may 
swell or absorbed solvent. For certain applications this will be appropriate, especially when 
investigating high energy, non-swelling materials such as minerals. 
  
  
89 
 
Chapter 4 - Inverse Gas Chromatographic Approach 
 
4.1. Introduction 
For over 50 years Inverse Gas Chromatography has been used as a tool for assessing the 
surface energy of powders. This typically took the form of Infinite Dilution Inverse Gas 
Chromatography (ID-IGC) and more recently Finite Dilution Inverse Gas Chromatography. FD-
IGC provides data over a wide range of probe-surface coverages, yielding information about 
the relative heterogeneity of the surface energy distribution of a material. To this point 
however, methods to interpret this data have been based on erroneous assumptions. Many 
methods for measuring this heterogeneity have been proposed in the past utilising IGC, some 
being probe dependent (adsorption potential model) [164], making assumptions about 
material-probe interactions (stepwise condensation approach) [165, 166], providing limited 
data requiring further analysis (basic FD-IGC) [167] or inadvertently imposing limiting 
constraints impinging accuracy which may lead to incorrect conclusions about extrapolated 
material behaviour (deconvolution) [168]. By better understanding the underlying 
heterogeneity of a material its effect on various aspects of demonstrated mechanical [169] 
and chemical [170] behaviour can be better understood, and so the need for a more realistic 
approach to heterogeneity calculation is clearly realized. 
However, IGC is not the only means of measuring surface energy heterogeneity; alternative 
techniques can be employed, a consideration of several alternative techniques used for 
measuring surface free energy is made. First, Contact Angle, this requires macroscopic crystals 
to find specific energy contributions, only providing a bulk average for a face, neglecting edges 
and defects, or a bulk average for powders [171]. This makes it inappropriate for most 
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pharmaceutical applications, as microscopic crystals demonstrate a greater variability of 
crystal facets than their macroscopic counterparts, and energy calculated is limited to average 
facet values. Next, Atomic Force Microscopy, there are theoretical and technical challenges 
to this methodology. Theoretical problems range from multiple model interpretations of the 
force [172] to choices of tip shape. Technical, range from difficulty in making measurements 
due to sensitivity, to an exorbitant number of individual measurements over a multitude of 
particles to build a realistic distribution of energies for a material. The limitations of these 
methodologies give purview to the development of a new approach to the analysis of the 
surface energetic heterogeneity of the materials. 
IGC is not limited to the study of powders or particulate material; films [173] and fibres [174] 
can also be investigated by IGC, and can be measured both in infinite dilution and 
heterogeneous regimes [121].  
It is also not limited to measuring only surface energetics, rather it can measure a large 
number of thermodynamic properties, such as sorption entropy [7] which can be used to 
describe the state of cleanliness of a material [175] among other things. Glass transition 
temperature, flory-huggins interaction parameters [176], solubility [116] parameters and 
diffusion parameters [177] among others. It is in essence an extremely powerful and sensitive 
technique for probing thermodynamic properties and surface characteristics of materials. A 
particularly important use is in measuring BET isotherms for surface area characterisation, 
the IGC technique is capable of measuring this at room temperature at a near atmospheric 
pressure and as such is extremely useful for the characterisation of less robust/stable 
materials, which may deteriorate under the usual conditions applied in traditional Nitrogen 
sorption BET. 
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4.2. The Basics 
The method through which the IGC can obtain the retention volume for a material, as 
required for the calculation of the surface energy is through the employment of a simple 
equation. Solvents (i.e. n-alkanes) are adsorbed onto the surface of the solid being 
investigated, this is in turn affected by a number of factors within the IGC as this is a dynamic 
process, which will be represented thoroughly in the equation to follow, but a simplified 
surface representation showing some of these factors is as follows. 
 
 
Figure 4-1. This shows a simplistic representation of the adsorption and desorption occurring on a surface. 
 
The gas is adsorbed from the bulk gas onto the surface, the bulk gas itself being in flow 
through/across the surface in question. The gas then takes an amount of time (related to the 
surface energy) to once again re-join the bulk gas. However, the time taken for the gas to 
elute from the column can clearly be seen, in just this rudimentary example, to not depend 
just on the surface free energy of the sample (and for that matter that of the probe gas) but 
also on other physical environmental factors (such as the speed at which the bulk gas is 
travelling through the sample as this will have an obvious effect on the time taken for elution 
to occur).  
Bulk 
Gas 
flow. 
Adsorbed 
molecules 
from bulk 
gas 
Desorbed 
Molecules 
rejoining 
bulk. 
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The equation characterising the retention volume from the IGC measurements, typically uses 
the time taken for the peak maximum (Peak Max) of the chromatogram to be eluted as the 
time of reference, retention time. The Peak Max method involves simply using the time at 
which the highest peak of probe gas as it is eluted from the sample (although in reality this 
should be the centre of mass of the peak and so for highly skewed peaks this becomes less 
accurate). Its simplicity makes it an easily applicable and highly versatile method, applicable 
to a wide range of materials. Alternative methods have been discussed elsewhere [178]. The 
question may arise in the mind of the reader as to why this is not always the choice for 
analysis, as in the case of a symmetric Gaussian peak this should equal the Peakmax 
measurement [179], and the answer is that it is a more complicated and time consuming 
analysis and may result in lost information). The equation utilised is stated below [180]: 
𝑉𝑁 =
𝑗
𝑚
. 𝑤(𝑡𝑅 − 𝑡0).
𝑇𝑆
𝑇𝑅𝑒𝑓
 
Equation 49. Relation between Retention Volume and Retention Time.  
 
 
Where 𝑉𝑁 is the normalised retention volume (normalised for temperature and material 
amount, the use of which is questioned [181] but remains largely in use), j is the james-martin 
pressure drop coefficient, w is the flow rate of the carrier gas, 𝑡𝑅 is the retention time, 𝑡0 is 
the time it takes for a non-interacting gas to elute through, 𝑇𝑆is the column temperature and 
𝑇𝑅𝑒𝑓 is the reference temperature.  
 
The retention times of multiple probes is taken, typically n-alkanes as their linear nature 
93 
 
reduces the issue of morphological problems and their non-polar characteristics means that 
the interaction will be via dispersive Lifshitz van der Waals interactions. These different 
probes will be retained for varying times, giving different retention volumes, a plot of which, 
against the changing surface area of the probes (as the chain length increases so does the 
adsorption surface area) will yield a dependence as described by various methodologies to be 
described later, allowing the surface energy to be calculated.  
 
The IGC itself as a machine is fairly simple; it passes a pulse of probe gas into a flowing carrier 
gas which in turn passes the probe gas through the material of interest. The subsequent 
eluted gas is then measured using, typically, either an FID or TCD. FID is a Flame Ionisation 
Detector, its method of operation is to burn the gas as it goes through, creating ions which 
can then be detected, the number of ions being detected yielding an intensity of the probe 
and so amount of probe at a given time. The TCD on the other hand is a Thermal Conductivity 
Detector, its method of operation is through measuring changes in the thermal conductive 
properties of the gas passing, which allows it to measure the presence of probes as these 
change the thermal conduction of the environment, the degree to which it is changed being 
dependent on the amount of gas present. There are advantages to both, the FID has been 
shown to have a higher level of fidelity, and so a much more sensitive form of measurement 
than the TCD [182].The TCD has the advantage that the eluted gas is not destroyed through 
detection, which is obviously useful should you want to preserve this gas. However for the 
purposes of the IGC this will tend not to be the gas, generally being more appropriate in 
typical Gas Chromatography where it is the gas which is of interest, not the solid. Also the 
TCD has the advantage of being more versatile, as it does not require the probe gas to be one 
such that it can form ions (i.e. TCD has the advantage of being a universal detector. FID would 
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not be able to detect water, CO and ammonia amongst others), however this is not of major 
concern as most probes intended for use in the IGC do form ions. For these reasons I cannot 
foresee a situation in which the TCD would be better than the FID for the purposes of this 
survey. 
 
4.3. The Free Energy of Adsorption 
The free energy of adsorption of a liquid is intimately related to the work of adhesion, and 
this forms the basis of IGC measurements for calculation of surface free energy. The 
interaction between the Surface free energy of the solid and liquid phases affecting the work 
of adsorption gives a property which can be probed, in the form of the adsorption of gases 
onto the solid, which when combined with this relation for the work of adhesion, allows for 
the surface energy to be analysed. This is utilised as the work of adhesion can also be 
expressed in the following way:  
 
∆𝐺𝐴 = −𝑁𝐴𝑎𝑐𝑟𝑜𝑠𝑠𝑊𝐴  
Equation 50 . Relation Between Work of Adhesion and Gibbs free Energy of Adsorption. 
Where 𝑁𝐴 is Avogadro’s constant and 𝑎 is the adsorbant area. 
 
This can then be coupled with another equation for ∆𝐺𝐴 which is as below: 
∆𝐺𝐴 = −𝑅𝑇𝑙𝑛𝑉𝑛 + 𝐾 
Equation 51. Relation Between Free Energy of Adsorption and Retention Volume. 
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Combining Equation 49, Equation 50 and Equation 51 yields the following relation when using 
a-polar materials, such that the specific interaction component becomes zero:  
 
𝑅𝑇𝑙𝑛𝑉𝑛 = 2𝑁𝐴𝑎𝑐𝑟𝑜𝑠𝑠√𝛾𝑠
𝑑√𝛾𝑙
𝑑  + 𝐾 
Equation 52.  Relation Between Retention Volume and Surface Energy. 
 
This relation can in turn be used to find the surface energy of the solid material through direct 
measurement of retention volumes of varying sized probe molecules. 
 
4.4. Dispersive Energetics 
In the case of the dispersive energy component the use of a set of linear chain n-alkanes is 
employed, as the retention time of each is linearly related to the free energy of asdsorption. 
This allows for a plot of the changing retention volumes against the adsorbent areas of the 
alkanes, the surface energy of those alkanes already being known, allowing 𝛾𝑠
𝑑 to be 
calculated from the gradient. One method through which the surface energy can be 
calculated, the Schultz method [183], is expressed exactly as above, but with a simple 
rearrangement leads us to the form:  
 
𝛾𝑠
𝑑 = (
𝑅𝑇. ln (
𝑉𝑁,𝑛+1
𝑉𝑁,𝑛
)
2.𝑁. (𝑎𝑛+1. 𝛾𝑙,𝑛+1
0.5 − 𝑎𝑛. 𝛾𝑙,𝑛
0.5)
)
2
 
Equation 53. Schultz Method. 
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As stated previously, this rearrangement of the equation allows for the surface energy to be 
found from a plot of the Retention Volume vs. changing surface area of the adsorbate.  
 
There are a few alternative methods, through which the surface energy can be assessed, but 
one which is very similar to this is the Dorris and Gray [184] method and so should also be 
mentioned at this juncture, the main distinction between the two is the way in which the 
analysis is performed. In the case of the Schultz method, the area used for the adsorbates is 
dependent on a model (of which there are many, Van der Waals (VDW) model, Redlich–
Kwong (R–K) [185] equation and simple geometric considerations (spherical or cylindrical 
model) to name but a few) and a surface free energy (𝛾𝑙
𝑑) for each n-alkane. The latter 
method, the Dorris and Gray method, takes a different approach to this, and that is to take 
the area from Equation 53 and make it simply a linear extension of the area of a single CH2 
moiety multiplied by the number of carbons in the chain. In addition to this, it takes the  𝛾𝑙
𝑑  of 
each n-alkane to simply be a linear extension of the 𝛾𝑙
𝑑of a single CH2 moiety multiplied by 
the number of carbons in the chain, and in so doing is a far more simplistic and easy method 
in terms of application reducing the variability by limiting areas and surface energy values 
used to a far narrower number, though the validity of such an approach is limited as the 
energies of interaction of carbons bonded to 3 hydrogen and 2 hydrogen atoms will vary 
[186]. It takes the following form 
𝛾𝑠
𝑑 = (
𝑅𝑇. ln (
𝑉𝑁,𝑛+1
𝑉𝑁,𝑛
)
2.𝑁. (𝑎𝐶𝐻2. 𝛾𝐶𝐻2
0.5 )
)
2
 
Equation 54. Dorris and Gray Method. 
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Again, there is no consensus as to which of the two is the more appropriate choice. As such, 
it provides another avenue for comparison, a direct comparison of the two methods to see 
which may be better or more appropriate in other situations. However, this method is overly 
simplistic, as to say that a long n-alkane chain molecule has the same adsorption cross-
sectional area as sum of CH2 moieties is far from reality. As the chain length of the alkanes 
increases, the area of it becomes less like that of a simple multiple of a single methane unit, 
so this should become increasingly inaccurate. However, the length of possible probe alkanes 
will be limited by their ability to form vapour, the longer chains being less able and so not 
being appropriate for injection into the solid of interest. As such this forms more of a 
theoretical problem than a practical one. Another consideration however is its narrowing of 
parameters for change when compared to the Schultz model, which allows flexibility in how 
the areas used are attained, this would tend to limit the particular system optimisation of the 
Dorris and Gray method, and make it a poor choice for a flexible analysis regime. It has been 
shown that at low temperatures, there is a reasonable coincidence between the two methods 
and that this deteriorates with increased temperature [187]. This acts to show that the 
approximation to an extension of CH2 moieties is an ideal case which does not hold under 
practical conditions, as thermal excitation causes distortion from a more idealised state.  
 
4.5. Specific/Polar/Acid-Base Energetics 
4.5.1. Measuring the Specific Interactions  
Up to this point the focus of this survey has been on the surface energy component stemming 
from the dispersive interactions between molecules, with only a minor reference to the 
specific interactions. These specific interactions as mentioned previously, cover a wide range 
98 
 
of different intermolecular forces; Hydrogen bond, 𝜋-bond, metallic bonds [188] etc. 
However, they are commonly referred to as acid-base, polar or specific interactions, 
depending on the specific system employed. Typically when measuring the surface free 
energy in the non-dispersive regime it is all characteristically ‘polar’ interactions measured, 
i.e. any that are not purely dispersive (it should be noted that the dispersive energy measured 
using the apolar n-alkanes may themselves be influenced by polar sites on the measured 
surface, therefore a combination of London and Debye interactions).   
These interactions are characterised in a different manner to that of the dispersive 
interactions as the way in which the two combine makes them inexorably linked. This is 
described by an expansion of the free energy of adsorption, taking the form [189]:  
 
∆𝐺𝐴 =  ∆𝐺𝑙𝑤 + ∆𝐺𝑎𝑏 
Equation 55. Splitting the Free Energy of Adsorption. 
 
This shows that the term can be considered as a summation of its component parts, those 
from the van der Waals and acid-base molecular interactions.  
 
This way of representing the free energy of adsorption would suggest that it is easily divisible 
into component parts, the problem however is how to split them. The methods suggested 
prior are simply for the measurement of the van der Waals components of surface free 
energy. These use a series of increasing length linear chain alkanes to form a trend based on 
increasing free enthalpy of adsorption. This assumes that the change between each increase 
by methylene group of the alkane chain yields a linearly dependent change in the free energy 
of adsorption related to the retention volume, thus allowing a surface free energy to be 
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established with methods mentioned elsewhere. From this the problem can be seen that the 
free energy of adsorption of the acid-base component, i.e. from a polar probe, whilst being 
demonstrable to being part of the overall free energy of adsorption cannot be simply split 
from it as the van der Waals component remains unknown. The retention volume containing 
both the van der Waals and acid-base components. 
 
There have been many ways suggested as to how this can be quantified, based on trying to 
solve the root of the problem mentioned above, which can be seen to stem from the necessity 
of defining a comparison scale applicable to both polar and non-polar interactions [190]. All 
of the methods suggested then attempting comparison of the polar probes free surface 
energy with the so-called alkane line/free surface energy properties of linear alkanes. An 
early, commonly accepted method suggested was to take the dispersive free surface energy 
of an a-polar alkane of a similar geometry and polarisability as the polar probe of interest and 
simply taking from it the dispersive free enthalpy of adsorption yielding the specific 
interaction component [191]. This method however does face issues in that it requires you to 
find a physically similar non-polar probe as your polar probe in order for application, and while 
this is possible in some circumstances, in others it can be a challenge, sometimes to the point 
of not being possible, as such this method lost favour. The methods that sprang up in its place, 
and those generally accepted now are those based on a parameter which allows for the 
alkanes of dimensions which do not actually exist to be compared with the polar probes, i.e. 
they use a relationship between alkanes to extrapolate points between them.  
 
The first method of the nature described previously to be suggested was that by  
Carole Saint Flour and Eugine Papirer [174], this involved the plotting of the free enthalpy of 
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adsorption, in the form of logarithm of the retention volume, as previously described, against 
the saturation vapour pressure of the probe. The alkanes in this regime form a linear trend, 
the polar probes divergence from which tells the free enthalpy of adsorption of the specific 
interaction component.   
 
The next method of a similar nature is that of the extended Schultz method [192], as was 
described previously, a linear relationship of the n-alkanes can be plot against the cross-
sectional adsorption area multiplied by the surface free energy of the probes, this forms an 
alkane line. Polar probes can then be compared to this line, the difference from which yields 
the specific interaction component in a similar way to that described previously. This holds 
advantages over the previous method, as though the saturation vapour pressure is a good 
reference term, it is more affected by variables such as temperature, a limitation which this 
method does not share.  
 
The final method for obtaining the specific interaction component for the free enthalpy of 
adsorption is the more recent of the three and one which overcomes a shortcoming of the 
two previous methods, and that is in the case of materials with a high van der Vaals 
component to the free enthalpy of adsorption/surface free energy, the two methods 
mentioned previously fail to give a reliable measure of the relative polar contributions. Such 
an example is in the case of carbon blacks [193], where the method is shown to give a value 
for the free enthalpy of adsorption of the polar probe as being negative, i.e. under the 
characteristic alkane line. This next method was first suggested by J. B. Donnet et al. [194]. In 
this method the retention volumes are plotted against a function describing the polarisability 
of the probe for whom the retention volume measurement has been made. This polarisability 
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function is characterised by the following equation:  
 
  𝑅𝑇𝑙𝑛𝑉 + 𝐶 = 𝜃𝑙 = 𝐾. (ℎ. 𝑣𝑠)
1
2. 𝛼0,𝑠. (ℎ. 𝑣𝑙)
1
2. 𝛼0,𝑙 
 
Equation 56. The Polarisability Function. 
Where, 
𝐾 =
3
4
𝑁𝐴
(4𝜋𝜀0)
2
(
1
𝑟𝑠,𝑙
)6 
Equation 57. Polarisability Function Constant. 
 
and 𝑣𝑠 is the characteristic electronic frequency, 𝛼0,𝑖 is the deformation polarisability of the 
probe and 𝑟𝑖,𝑖  is the separation of the molecules (where i can be s or l, denoting solid and 
liquid respectively) and all other constants have their regular meaning. 
 
This is itself based on an adapted version of the fundamental London equation, which 
describes the potential energy of interaction between two non-identical molecules, 
interacting only through the dispersive components.  
 
This method is very useful, as described previously it overcomes the problem of negative 
specific interaction components to the free enthalpy of adsorption, but is not the only one to 
do so. The methods mentioned to now are not in themselves an exhaustive representation of 
the numerous ways in which the specific component to the free enthalpy of adsorption can 
be calculated, however they do form both the broadest and most popular basis of such 
methods and to mention all conceivable methods in detail would be outside the scope of this 
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report. With other methods including that of Cvetanovic et al. who chose to define the specific 
interaction by comparing alkenes to alkanes of approximately the same geometries [195]. Or 
Peterson et al. who compared retention volumes of test compounds with that of hypothetical 
n-paraffins with molecular weights similar to that of the test compounds by interpolation of 
data for known n-paraffins [196]. These methods, while being used have not garnered mass 
support and will not be reviewed further by this study, it was just a point to make that there 
are many different methods and approaches to this analysis and that this report is not an 
exhaustive review of them.  
 
Another method which has been proposed however, which also eliminates the negative 
specific interaction problem, and which the author feels is worth mentioning and possibly 
pursuing greater study into, is that proposed by Eric Brendle et al. in which the probes are 
classified by a morphological index [190]. This morphological index is based on one of two 
established topological indexes, used for correlating the physicochemical properties of 
organic compounds to the number and structural organisation of the atoms in the molecule. 
The two suggested by Eric Brendle et al. are the Wiener index, which was accurately used to 
predict many physicochemical properties of organic compounds, such as the boiling 
temperature [197] and heat of vaporisation of alkanes [198], suggesting the validity of the 
predictive power of the index for the application to organic molecules for use in IGC. The 
second was the Randic index, however it was shown that the Wiener index was more 
appropriate by Eric Brendle et al. [199]. The Wiener index correlates the number of C-C bonds 
and the number of pairs of carbon atoms separated by three C-C links, this number can then 
be further adapted in the case of cyclic organic molecules. The Wiener index itself is used as 
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a base for the new index called the morphological index, characterised by the following 
equation: 
𝜒𝑇 = 1.8789.𝑊
0.3271 
Equation 58. Morphological Index. 
 
 
Where W is the Wiener index number. 
This can then be put in place of the number of carbons in a chain in the typical relation for 
the free enthalpy of adsorption as used in the Dorris and Gray method, taking the form as 
follows:  
 
ln(𝑡𝑟 − 𝑡0) = −
Δ𝐺𝑎(𝐶𝐻2).𝑛𝑐
RT
+ 𝑏  
Equation 59. Dorris and Gray Method Morphological Representation. 
Where 𝑛𝑐 is the number of carbons and all other characters have their usual meaning. 
 
As such it shows that a plot of the retention volume (related to the retention time) wil l be 
able to yield a value for the free enthalpy of adsorption. The plotted line for the alkanes can 
then be used as previously, the free enthalpy of adsorption at a given 𝜒𝑇  of the alkane line 
being used by its polar probe counterpart as its dispersive component to the free enthalpy of 
adsorption, and thus by taking it from the total enthalpy of adsorption of the polar probe the 
specific component will result. 
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4.5.2. Specific Component Analysis 
Up until this point, the portion of this report devoted to the measurement of the specific 
contribution to surface energy has focused on simply extracting the free enthalpy of 
adsorption, little mention has been given on how this translates into a calculable entity for 
qualitative comparison between materials. This is not a straightforward matter as it was 
previously for the van der Waals component, and requires more elaborate means of 
procurement. There have been many suggested means of performing this analysis, only a 
selection of which will be discussed.  
 
The first for discussion will be the Guttmann approach, the way in which this method works 
is, as described previously, determining the specific component to the free enthalpy of 
adsorption from the difference between the alkane line and the total free enthalpy of 
adsorption of the polar probe. From the free enthalpy of adsorption of the polar probe two 
semi-empirical numbers can be calculated, corresponding to the acid/base properties of the 
solid being investigated. These being the KA and KB numbers respectively. This is done using 
the following relation: 
 
Δ𝐻𝑎𝑏 = KA. DN + KB. AN
∗ 
Equation 60. Guttmann Numbers. 
 
The Δ𝐻𝑎𝑏 typically being taken as equal to the free energy of adsorption measured by IGC, 
neglecting entropic contributions. DN and AN∗ are two quantities determined in different 
ways.   
 
105 
 
The first, DN, is called the donicity of the probe used. This is a qualitative means of describing 
the ability for a given substance to donate electron pairs, it is specifically the measure of the 
heat of interaction between the electron pair donor solvent and SbCl5 in a highly diluted 
solution of dichloroethane [200]. 
The second, AN∗, is a corrected version of the acceptor number AN first proposed by 
Gutmann et al. [201], these AN's are measured from the magnitude of the induced 
chemical shifts in 31P NMR spectra of triethylphosphine oxide (Et3PO) when it is dissolved 
in the acid for which the AN is to be assigned. The magnitude is then corrected such that 
it yields 0 for n-hexane as the acid and 100 for the measurement of SbCl5 in a highly diluted 
solution of dichloroethane. The number was further corrected to that of the AN∗ 
mentioned previously by Riddle et al. [202], it corrects for the fact that the AN's were 
recorded in a two component system, thus not taking into account hidden dispersive 
components to the value, so not being truly indicative of the acid nature of the probes as 
it was seen that the 13P—NMR was also significantly shifted by purely dispersive 
interactions. This corrected version was measured using contact angle measurements, 
and also is in the same thermodynamic units as the DN's making it a more comparable 
number. The KA and KB numbers can then be calculated from a plot of Δ𝐻𝑎𝑏/AN
∗ against 
DN/AN∗ [203] for several polar probes, the slope of which is then equal to KA and the 
intercept equal to KB. 
The other method mentioned for the analysis of the specific interaction actually attempts to 
qualify it in terms of components of surface energy, this is the Van Oss-Choudray-Good  
(VOCG) method [204]. In this modality, the specific component to the free enthalpy of 
adsorption is taken to simply be an interaction between the acid surface free energy 
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component of the material with the basic surface free energy component of the probe and 
vice versa [205]. 
The third arises only in a dipole-dipole system and so can be seen as an example of a ‘specific’ 
polar interaction and so will be collected into the acid/base component of the surface energy. 
It should be noted that the conditional name dispersive is somewhat of a misnomer, as the 
Debye interaction involves a polar assymetry, this is an old term used in the first instance by 
Fowkes to represent just the London interactions, as these were believed separable from the 
other polar contributions but shown to be otherwise [202]. 
The 𝛾𝑎𝑏 term representing specific interactions arising from specific chemistry (i.e. acid/base 
contribution etc.) [206] reasons for this simplification are for ease of application and the 
difficulty associated with separating terms, which will be described in more detail further into 
the discussion. This is demonstrated in the equation below:  
∆𝐺𝑎𝑏 = 𝑁𝐴 . 𝑎𝑐𝑟𝑜𝑠𝑠. 2. ((𝛾𝑠
+. 𝛾𝑙
−)
1
2 + (𝛾𝑠
−. 𝛾𝑙
+)
1
2) 
Equation 61. Van Oss-Choudray-Good Method. 
where 𝛾𝑖
+ and 𝛾𝑖
− are the acid and base components respectively.  
 
This method is simplified with the use of monopolar (or approximately monopolar as is the 
case for ethyl acetate) probes, as this has a value of negligibly close to 0 for one of the specific 
components, and in doing this it reduces the equation shown previously to a more familiar 
form [207], as it is similar in form to that of the original Fowkes equation. It is as shown below:
  
∆𝐺𝑎𝑏 = 𝑁𝐴 . 𝑎𝑐𝑟𝑜𝑠𝑠. 2. (𝛾𝑠
+. 𝛾𝑙
−)
1
2 
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Equation 62. Van Oss-Choudray-Good Method For Application. 
 
Then the value of each component can be calculated, yielding a value for both the acidic and 
basic free surface energy components of the solid. The value of this approach is questionable 
[208], as the relative energies it predicts can vary massively dependent on solvent choice, it 
is still a popular method used to characterise the energetics of materials. 
As was discussed in a previous section, this does not form an exhaustive list of the approaches 
towards acid/base characterisation, there are other methods, such as Drago's E and C 
approach [209], which is similar in format to Guttmans AN and DN numbers. This technique 
relates the hardness of the acidic and basic characters of the material. It takes the form: 
−∆𝐻𝐴𝐵 = 𝐸𝐴𝐸𝐵 + 𝐶𝐴𝐶𝐵  
Equation 63. Drago's Acid Base Hardness. 
EA and EB are a measure of the acid base to interact electrostatically while CA and CB a measure 
of forming covalent bonds. The hardness is then measured as the ratio of E to C, the acid or 
basic hard/softness measured respectively. It is not effective as describing materials 
dominant in either regime and is also ineffective at certain amphoteric species.  Several 
modifications to this were made [210-212] and it as found some use [213, 214] but its use for 
understanding surface interactions is still limited. 
Similar to the VOCG model was that originally proposed by Owens and Wendt, this was based 
on contact angle methodology, as was the originally proposed VOCG. However, its application 
to IGC data proves incompatible. The reason for this is its global inclusion of polar parameters 
in the overall interaction between a surface and polar molecule, with no distinction of 
differently interacting components. This leads to a case where the overall polarity of the 
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interaction may be distinctly higher for a seemingly lower interaction probe, for example a 
wholly acidic material interacting with basic surface. The overall ‘polar’ component of such a 
probe may be lower than the total polarity of an amphoteric probe, however the apolar 
nature of the surface actually leads to a lower interaction with the surface than would be 
expected. Gross polar numbers then seem less effective than specific numbers such as in the 
VOCG case in terms of an IGC interaction, where the relative preference between sites 
presents itself more readily than in a macroscopic system, where a droplet will by virtue of 
size cover an average of the surface sites available. This could be addressed through the 
implementation of optimisation procedures to find optimal values for components of the 
polar contribution based on the Owens Wendt theory, however the validity of the results and 
time consuming nature lead this to be relegated to disutility with a preference for the easier 
and more recognised VOCG technique. 
A further development to the VOCG approach was that of Della Volpe et al. who proposed 
that the values used by VOCG in describing the relative components of different solvents was 
in itself flawed, as they were all determined on the basic of water being an amphoteric 
solvent, with an equal acidity and basicity. This lead to what is now known as the ‘basicity 
catastrophe’, the apparent basic component of all materials was many times larger than that 
of the acidic component, in all cases, a result which can be seen as being physically 
indefensible and generally false. Della Volpe et al. [215, 216] proceeded to find better fits for 
the solvent parameters by utilising a many component linear algebra matrix scheme; finding 
a minimum for firsts to a large number of data sets and thus implying a more correct value 
for the component parameters for the solvents used in these systems. This is a more 
mathematically robust approach to calculation of the solvent parameters needed for 
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acid/base analysis, and further it went on to solve the problem of the ‘basicity catastrophe’; 
with results more in line with expectation on relative basicity and acidity, and comparable 
sizes for both components in many systems [217, 218]. Limitations in the accuracy of 
components used has been discussed recently by Weng et al. [219], with the effect of which 
solvents are chosen in determining properties showing a significant influence over errors, 
involved in energetic calculations, especially in low energy surfaces. However the validity of 
the VOCG/della volpe approach remains. 
 
4.6. Heterogeneity 
4.6.1. Point to Point Integration Approach 
The approach discussed so far is the basics of measuring dispersive surface free energy of a 
material, however the approach discussed so far is intended to be used only at infinite 
dilution; that is low concentration injections of the alkane probes discussed. This approach 
yields energetic values that are typically higher than the actual surface free energy of the 
material. Further this approach yields a singular value for the material, when in reality most 
materials exhibit a degree of heterogeneity, whether chemical or by structural 
inhomogeneity/defects [138] and so a solution providing information on this heterogeneity 
was required. Initial approaches to this yielded either system specific information [164] or 
limiting assumptions about the physical process described [166]. However later approaches, 
first suggested by Martin-Hopkins et al. [220] were made which provided system independent 
information about materials, with data comparable with alternative techniques and far more 
descriptive of the surface investigated. This approach is to conduct identical analysis as 
previously discussed, but over a range of concentrations, to provide information about the 
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system at varying surface coverage, so providing a more complete picture of the material of 
interest. The basic idea of measuring energies at increasing coverage was first suggested by 
Fafard et al. [221], however this was later refined to account for surface coverage by 
Thielmann et al. 
The number of moles adsorbed for a given injection of solvent can be found using the 
following relation: 
𝑛𝑎𝑑𝑠 =
1
𝑅𝑇𝑐𝑜𝑙𝑚
∫𝑉𝑁𝑑𝑃 
Equation 64. Relationship between moles adsorbed Retention Volume and Equilibirum Partial Pressure. 
Where n is the number of moles, m is the mass of the sample and P is the equilibrium partial 
pressure.  
 
The equilibrium partial pressure is the reduced partial pressure experienced at equilibrium 
within the column, due to various effects such as peak broadening and temperature 
considerations. It can be calculated from the following: 
𝑃 =
ℎ𝑝𝑒𝑎𝑘
𝐹. 𝐴𝑝𝑒𝑎𝑘
. 𝑉𝑙𝑜𝑜𝑝.
𝑇𝑅𝑒𝑓
𝑇𝐿𝑜𝑜𝑝
. 𝑃𝑖𝑛𝑗  
Equation 65. Equillibrium Partial Pressure in IGC. 
Where, h and A are the height and area of the chromatogram respectively, V loop is the volume 
of the injection loop, Tloop is the temperature of the loop,  𝑇𝑅𝑒𝑓 is the reference temperature 
and Pinj is the partial pressure of the solvent injected. 
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By injecting at different partial pressures a relationship between moles adsorbed and 
pressure can be establish, an isotherm. The shape of which is defined by the specific 
adsorption behaviour observed. As coverage is increase in a henry’s law region increases in 
solute concentration yield a linear response a type a isotherm, however once this ideal region 
is left the material begins to display type a, type c or type f isotherms as shown below, a full 
analysis of these isotherms can be found elsewhere [180].  
Figure 4-2. Linear, Fronting and Rearing Chromatographic behaviour and Corresponding Isotherms. 
 
At sufficiently high coverages the chromatogram may also begin to shift back yielding a type 
d or type e isotherm response. 
 
 
 
 
𝐼 
𝑡 
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𝑃/𝑃0 
Figure 4-3. Non-Sharpening Peaks. 
 
Using this adsorption isotherm, it is then possible to obtain a surface area for the material. By 
application of an appropriate isotherm model, such as the BET equation [222] this in turn may 
be  to calculate a ‘monolayer surface coverage’ molar quantity, nm. Alternatively, the surface 
area of the material may be known or measured via other analytical techniques (such as 
particle size analysis for spherical/ideal materials or nitrogen BET surface area 
characterisation of real materials), using this surface area a similar monolayer capacity may 
be calculated. 
Subsequently, by taking the number of moles of a given injection and comparing it to the 
monolayer capacity one can find the fractional surface coverage, this allows for a surface 
energy analysis of the manner described previously to repeated at multiple coverages, 
yielding an energetic distribution. In order to do this an interpolation/fitting procedure is 
needed between data points of the retention data of each solvent, this is because the solvents 
do not exhibit identical coverages, and so in order to employ previously described methods 
of surface energetic analysis it is necessary to establish values at identical isosteres. The ideas 
discussed so far are illustrated in Figure 4-4.  
𝑄 
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Figure 4-4. This shows the process of determining the surface energy heterogeneity. The initial segment shows the retention 
data in its rawest form. The first row shows the process of determining the BET surface area and amount adsorbed yielding 
a relation for retention volume to surface coverage. The second row shows the typical ‘Schultz’ analysis employed at different 
coverages to yield a heterogeneity distribution. 
 
4.6.1.1. Dispersive 
The dispersive energetic analysis can be easily understood as described, the application of 
various surface energetic methodologies yielding a plot of surface free energies vs. surface 
coverage. Consideration should be made however to the surface coverage application. The 
surface coverage should not be taken to high limits, as this fundamentally abandons the 
infinite dilution regime on which typical surface energy measurements are made. The lack of 
ideality in the adsorption leads to non-linear changes to the adsorption behaviour, beyond 
the non-linear energetic effects manifested.  
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4.6.1.2. Specific Interactions 
The specific interactions can be similarly determined as the dispersive, with an identical 
procedure to application. First a series of dispersive interactions are measured, subsequently 
the specific interactions may be determined by comparison with the alkane line, as described 
previously. This follows the same procedure as in Figure 4-4 with the additional steps 
following on as shown in Figure 4-5. 
Figure 4-5. Describing the process of calculating specific surface energy. The difference between the alkane line and measured 
polar retentions is used to create a surface free energy heterogeneity plot. 
 
Analysis on this can then be used to describe acidic and basic trends of the surface free 
energy, and further an overall ‘polar’ component. Thorough summing this has been proposed 
to yield a ‘total’ surface free energy of a material [207]. Effects of such a total distribution 
have been seen to affect the relative strength of cohesion in compacts [223]. 
 
4.6.2. Condensation Approach 
The method listed previously is that for the surface coverage vs. surface energy measurement 
of a material, it assumes nothing about the surface, other than that the BET theory for surface 
monolayer adsorption can be appropriately used to model the surface area of a material. In 
other, earlier approaches to heterogeneity representation a model known as the 
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condensation model was used. The basic premise of this theory was that a materials surface 
would be covered in step-wise manner in which the patches of decreasing surface energy 
would be covered with increasing surface coverage [166], i.e. an expansion of the idea which 
has been mentioned previously, that the highest surface energy is that which is measured 
when using infinite dilution IGC and so the logic would follow that as the coverage is increased 
the lower surface energy sites would be covered. This is represented in a more rigorous 
mathematical way below [164]: 
𝜐(𝑃) = ∫ 𝜃(𝑃, 𝜀)𝜒
∞
0
(𝜀)𝑑𝜀 
Equation 66. Amount adsorbed in the condensation approach. 
 
In this equation the amount of adsorption at a given pressure is dependent on the local 
isotherm and the energy distribution of the surface. The problem arises with how to 
approximate this local isotherm. In the condensation approximation the so-called 
condensation isotherm is used, this is simply a step-function as illustrated below: 
𝜃𝑐(𝑃, 𝜀) = {
0, 𝑃 < 𝑃𝑐(𝜀, 𝑇)
1, 𝑃 > 𝑃𝑐(𝜀, 𝑇)
 
Equation 67. Condensation Isotherm. 
As can be seen, this is a simple step-wise function, for pressures below a critical pressure 
patches of the surface with an adsorption energy of 𝜀 will not be adsorbed as they will have 
a relative coverage of 0, pressures above the critical pressures will see 100% of these patches 
adsorbed as the coverage for them rises abruptly to 1. 
This can alternatively be written for critical energies at a given pressure, as this would be an 
analogous situation.  This yields the form: 
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𝜃𝑐(𝑃, 𝜀) = {
0, 𝜀 < 𝜀𝑐(𝑇, 𝑃)
1, 𝜀 > 𝜀𝑐(𝑇, 𝑃)
 
Equation 68. Alternate Condensation Isotherm. 
 
By the substitution of 𝜃 for 𝜃𝑐in Equation 66 a new form can be attained, dependent on the 
choice between the 𝜃𝑐 given in Equation 67 or Equation 68 this can take one of two forms, 
the more important being that using Equation 68 and so that will be the one to be included 
here. 
𝜐(𝑃) = ∫ 𝜒
∞
𝜀𝑐(𝑇,𝑃)
(𝜀)𝑑𝜀 
Equation 69. Condensation coverage with condensation isotherm. 
 
Through differentiating Equation 68 with respect to p, and rearranging to make 𝜒(𝜀) the 
subject the following relation is found:  
𝜒(𝜀) = −[(𝜕𝑣 𝜕𝑃⁄ )(
𝜕𝑃
𝜕𝜀⁄ )]𝑃=𝑃𝑐  
Equation 70. Energy distribution relation. 
 
From this equation the adsorption energy distribution can be found, this is done by using the 
equation with other empirical isotherms. An example of which would be to use the Freundlich 
isotherm, which takes the form: 
𝑣(𝑃) = 𝐴𝑃
1
𝑛⁄  
Equation 71. Freundlich Isotherm. 
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This can be used in conjunction with the simplest interrelation between pressure and energy 
for an ideal adsorbed phase you arrive at: 
𝜀 = 𝑘𝑇𝑙𝑛(𝐾 𝑃⁄ ) 
Equation 72. Energy pressure relation. 
 
This allows Equation 72 to be rewritten in terms of the energy: 
𝑣(𝜀) = 𝐴𝐾
1
𝑛⁄ exp (−𝜀 𝑛𝑘𝑇⁄ ) 
Equation 73. Alternate form energy pressure relation. 
  
By using the equation for calculating the adsorption energy distribution given (Equation 70) 
this information can then be used to give the distribution 
𝜒(𝜀) = −(𝜕𝑣 𝜕𝜀⁄ ) = (
𝐴𝐾
1
𝑛⁄
𝑛𝑘𝑇
)exp (−𝜀 𝑛𝑘𝑇⁄ ) 
Equation 74. Adsorption energy distribution function. 
 
This is just one specific instance of application of the condensation technique, using one 
specific empirical isotherm, and different ones could be chosen which yield different 
distributions. 
This technique, as can be seen is mathematically rigorous, making it a specialised one for 
application and is not as easy to apply as the point to point integration method outlined by 
Thielmann et al. It makes a large number of assumptions which some may feel uncomfortable 
in relying on it as a robust technique for the analysis of surface heterogeneity, but it does 
remain in use and is a useful point for comparison with the technique proposed earlier. Other 
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complaints which may be made against this technique are that it does not actually yield a 
distribution of surface free energies, but instead only yields a distribution of adsorption 
energies, which are probe molecule dependent interactions and so depend entirely on the 
probe vapour used.  
 
4.6.3. Adsorption Potential Distribution Method 
The next method to be discussed is that of the adsorption potential distribution method in 
which a distribution of adsorption potentials is produced by conversion of the partial 
pressures of the isotherm to the adsorption potentials via the following equation:   
 
𝐴 = 𝑅. 𝑇. ln (
𝑝0
𝑝
) 
Equation 75. Adsorption potential. 
 
This can then be used in conjunction with the calculated amounts adsorbed using the 
isotherm in a method such as that mentioned previously, this then allows the distribution 
parameter to be calculated, as it is the first derivative of the adsorbed amount with the 
potential as shown below: 
𝜙 = −
𝑑𝑛
𝑑𝐴
 
Equation 76. Distribution parameter. 
 
This can then be normalised to a distribution by dividing through with the adsorption 
monolayer capacity. This method then seems simple, however it suffers from the same 
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problem as the adsorption energy distribution method, in that it provides results which are 
probe dependent, and so does not provide truly useful information such as the Surface Energy 
distribution, but rather a measure of the specific interaction with a given probe, which in and 
of itself is not without use but rather not fundamental. 
The methods mentioned above form a basis for heterogeneity measurements, however they 
do not form an exhaustive list of such techniques; they do however provide an idea of 
alternative approaches to modelling/investigating the energetic heterogeneity of materials 
though not directly comparable. Other methods are also useful for comparison which do not 
utilise the IGC technique but still make for an avenue of direct comparison to this technique, 
these will be discussed in a subsequent section. Next will be a general discussion about the 
problems facing some of the techniques discussed and possible ways to solve these problems.  
 
4.6.4. Problems with the Heterogeneous Methods 
The methods delineated so far all have their own drawbacks. First the point to point 
integration method, this itself is highly elucidating, in that it gives a representation of the 
Surface Energy distribution. However, it gives a continuum distribution, interpretation of 
which is difficult, as a high energy component could skew data within measurable range to a 
misrepresentative value, i.e. the technique displays a function of all energy sites currently 
experienced by the adsorbates used not a discrete set of energies. 
 Other problems exist with the methodology as conducted presently, as the work of adhesion 
should more correctly be related to the heat rather than the free energy of adsorption [184], 
the use of the free energy is typically not an incorrect assumption as it has been shown that 
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the free energy scales linearly with heat for increasing length alkanes [224-226] in non-
specific interactions [227]. However this may cease to be true in the finite dilution limit, as 
the changes in entropy change for longer alkane chains is significantly higher than for shorter 
alkanes [228]. Entropic effects can be seen to change with coverages (as will be briefly 
discussed later) and are often neglected in analysis. Further the interaction of solvent with 
itself increases with increasing coverage, this will have a more marked effect on lower energy 
materials (sites) as the affinity of the solvent for itself will be higher than with the surface.
  
 In its simplest form this effect could be taken to make all measurements calculated by the 
technique as an average of the all the surface energetic sites probed weighted relative to the 
number of patches which consist of this energy. This would be based on a step-wise isotherm 
as given in the condensation model, and a difficulty would exist in de-convoluting this data 
into a discrete spectrum of surface energy sites and further in the lack of physical reasoning 
behind such a process. To assume that the adsorption of vapour onto the surface will occur 
at sites of a particular energy at a certain pressure but not at others, whilst being easy in 
practice and simple to visualise, can be shown false by way of a simple analogy:  
Figure 4-6. This shows a simplified analogy for the purposes of understanding the condensation approximation. 
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In this analogy the grey sphere represents a molecule of adsorbate, the analogy is one with 
gravity, the higher points on the surface represent those of a lower surface energy and the 
lower points positions of higher surface energy. In such an example it could be seen 
instinctively that the sphere would tend to a position of highest surface energy, as this is 
where it would be most tightly confined, similar to the ideas of the binding of electrons in 
potential wells. However, this is obviously just a simplified version to aid in visualising the 
situation, as will be seen later this model of highest to lowest binding site filling is overly 
simplified, but a good place to start. This movement between potential wells could be seen 
to happen as a direct consequence of many phenomena, from lateral interaction between 
sites yielding a ‘condensation’ effect to a surface diffusion process.  
In such a surface diffusion process the likelihood of movement between sites can be seen to 
be dependent on frequency of attempt and energetic barrier. It can be described with a 
simple equation [229]: 
Γ = 𝑣𝑒−Δ𝐸/𝐾𝑇 
Equation 77. Hop Frequency. 
With Γ representing the ‘hop’ frequency. 
 
This can be seen as similar in form to the basis of the Langmuir isotherm, which will be 
discussed later. It serves to show simply the invalidity of a ‘step’ isotherm approach. 
The Adsorption Potential Distribution method would then necessarily become defunct by 
default, as it itself would use such an approach to model the adsorption, while also only 
providing specific adsorption potential information which as previously stated is itself not an 
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intrinsic metric.  
The problem described with the current point to point methodology could be solved by the 
implementation of a theoretical modelling approach, such as that described by Jefferson et 
al. [168]. This will provide the basis of the next chapter, where the ideas presented by 
Jefferson et al. will be discussed and expanded upon. 
It should be noted that various proposed methods have been put forth to solve some of these 
issues, such as in the case of the condensation approximation, the use of mixed state 
isotherms such as a step function combined with henry’s law (Assymptotically Correct 
Condensation Approximation) [230] have been used, but fail to reach widespread acceptance. 
Similarly involved methods have been proposed to analytically or numerically solve the 
fundamental adsorption equation, but these too fail to find acceptance due to their lack of 
simplicity and physical assumption. A summary of numerous approaches can be found if the 
reader is interested [231]. Further they still fail in application to identify the surface energetic 
heterogeneity, rather simply informing about specific adsorption interactions. 
 
4.7. Other Applications 
4.7.1. TPD Method 
This section on TPD method is based largely on work done previously by Thielmann et al. 
[232]. In this work the basic approach is as follows. For a material which exhibits microporosity 
application of a finite IGC technique can be used to not only probe monolayer surface 
properties of a material, such as their surface area, but also the microporosity characteristics. 
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This can be achieved because the two components can be split into two different 
chromatograms and so provide case specific isotherms. 
This is achieved by utilisation of a probe molecule of a size, which while smaller than the pore 
in question, is of a comparative size. This means that when such a molecule is adsorbed into 
the pore it is very tightly bound. This in turn means that for its desorption to occur a high 
activation energy will be required (when compared to the energy required for desorption 
from the surface of the material), as such when an experiment is carried out with typical IGC 
environmental considerations (303K, atmospheric pressure), only the surface contribution 
will be measured, so allowing for an isotherm of just the surface contribution to be built up. 
Then the system can be heated, and upon reaching a particular temperature the probe 
adsorbed into the pores will be desorbed, thus allowing for a separate peak to be 
characterised for just them. This allows for an isotherm to be built up of pore contributions, 
which can then be used to produce a pore size distribution for the system using a variety of 
different porosity theories (such as the HK model for slit-shaped pores [233] or the DR model 
for microporosity distributions [234]). 
 
4.7.2. Entropy 
The entropy of adsorption of a material can be measured through IGC. It is measured through 
the retention volume 
VN = KsA 
Equation 78. Retention volume to surface partition coefficient. 
where 𝐾𝑠 is the surface partition coefficient and A is the surface area of the material. 
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The free energy of adsorption can then be related to the adsorbate vapour pressure in the 
gaseous standard state and the vapour pressure in equillibrium with the standard adsorption 
state. 
 
∆𝐺𝐴 = 𝑅𝑇𝑙𝑛(
𝑝𝑠,𝑠
𝑝𝑠,𝑔
) 
Equation 79. Free energy of adsorption. 
where ps,s and ps,g are the vapour pressure in equillibrium with the standard adsorption state 
and the adsorbate vapour pressure in the gaseous standard state respectively. 
 
The ps,scan then be related to 𝐾𝑠via the two-dimensional spreading pressure in the standard 
adsorption state [119]. 
ps,s =
𝜋𝑆
𝐾𝑆
⁄  
Equation 80. Two-dimensional spreading pressure to vapour pressure in equillibrium with the standard adsorption state. 
where 𝜋𝑆is the two-dimensional spreading pressure in the standard adsorption state. 
 
By substituting this back in the following relation is found between the free enthalpy of 
adsorption and the retention volume 
∆𝐺𝐴 = −𝑅𝑇𝑙𝑛(
𝐾𝑆. 𝑝𝑠,𝑔
𝜋𝑆
) 
Equation 81. Free enthalpy of adsorption relation to partition coefficient. 
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This is then related to the entropy of adsorption via the following relation 
∆𝑆𝐴 = −(
∆𝐻𝐴 + ∆𝐺𝐴
𝑇
) 
Equation 82. Entropy of adsorption. 
where ∆𝑆𝐴
𝑜is the entropy of adsorption. 
This allows for the entropy to be calculated by the following relation 
𝑑(𝑙𝑛𝐾𝑆)/𝑑(
1
𝑇⁄ ) = −(
∆𝐻𝐴
𝑅
) 
Equation 83. Heat of adsorption to partition coefficient. 
 
This shows that through measurement of retention volumes at varying temperatures the 
entropy of a material can be calculated. 
 
4.7.3. Entropic Heterogeneity 
The idea of the surface being heterogeneous has already been discussed with a view to 
surface energy, but the same effects can also be seen with the entropy. It can be calculated 
in the same was as discussed previously but at varying surface coverages [228]. The relative 
rate of change of the entropic components of the different alkanes is of particular interest, as 
it can be seen to effect longer carbon chains far more than shorter chains. Possible reasons 
for this are the relatively large number of ways a long carbon chain can align itself at smaller 
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coverages, with a larger increase in stearic hindrance than shorter chains decreasing the 
different types of alignment possible, yielding a brush-like structure with increasing coverage.  
This effect is of significance in the area of surface energy heterogeneity, as changes in surface 
entropy are largely ignored for the purposes of its calculation. This is especially in the case of 
the Dorris Gray methodology, where the free energy of adsorption is taken to increase linearly 
for increments in carbon number, however it should be stated that this is typically applied to 
the heat of adsorption [228]. At low coverages for non-specific adsorption the heat and Gibbs 
free energy of adsorption can be seen to follow a linear dependence, however at higher 
coverages this may not be the case. In order to account for this each individual point may 
need to be corrected independently, the reason for this becomes evident in the distinctly 
different changes in entropy with coverage between solvents. As the change for each point is 
not-identical it does not necessarily produce a linear shift. The effect of this requires further 
study, as the current state of the art is to use the Gibbs free energy of adsorption while 
neglecting the heat of adsorption. To realise the effect would require the same experiment 
repeated at different temperatures for all solvents, increasing experimental time by a factor 
of 3-4. Further, it will result in increasing methodology complexity, as the range of solvents, 
choice of flow rate, temperature, packing quantity may become more constrained due to 
column residence problems. 
4.7.4. Surface Area 
The surface area of a material is an extremely important metric in many areas of material 
science. The area changes the amount of interaction possible between different 
particles/particles and liquids, as the size of the interface between such components is 
dictated by this area. When the area is larger there is a greater strength of possible 
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attraction/repulsion. The measurement of this by IGC is fairly straight forward and was 
discussed briefly in the Point to Point Integration methodology. The IGC can be used to 
measure adsorption isotherms, describing the change in adsorbed material with increasing 
partial pressure. This in turn can be used in conjunction with various model isotherms to 
calculate a ‘monolayer surface coverage’ for a given material, with a given solvent, which then 
is a measure of its surface area. Many isotherm models exist for the purpose, many make 
limiting assumptions about the nature of adsorption, and such examples are the basic 
Langmuir isotherm, the BET isotherm, layer-constrained BET isotherm and the extended 
Langmuir isotherm. These adsorption isotherms can be calculated using the using the 
Peakmax methodology or ECP methods. 
 
 
 
 
Figure 4-7. Elution of a Characteristic Peak. 
 
Methodology using Peakmax methods has been discussed previously, here we see ECP 
methodology, whereby a single high concentration injection is used, the relative equilibrium 
partial pressure and amount adsorbed is characterised across the chromatogram, yielding 
isotherms of type c and f isotherms respectively. 
The use of the Langmuir isotherm is largely not applied for the calculation of surface area, as 
it neglects multi-layer effects, which seem commonplace in many applications. The BET 
𝑡 
 
𝐼 
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theory is applied often, in the suggested applicability range 0.05-0.3 p/p0 as it gives arguably 
favourable results for estimating the true surface area (deviations within <20%) [235]. The 
application is especially useful when applying larger molecules such as those used in IGC as in 
these instances the multi-layer increase will be more competitive with the surface 
interactions as the size and surface tension of these adsorbates make the interaction 
potential much greater as described by the BET theory. Applications of the BET theory in the 
past have shown it to give fairly reasonable results with alkanes up to Hexane [236]. 
Applications made previously using IGC have shown reasonable results also [228], though 
they do show an under prediction of total surface area, this is suggested as being a result of 
the relative surface accessibility seen by the increased size of alkanes compared with 
nitrogen/argon used typically for BET analysis. Similar comparisons were made in another 
study, the surface areas of carbon fibers were calculated to be 0.40 m2/g and 0.59 m2/g for T-
300T and P-55T, respectively. These values are smaller than those measured with krypton 
0.62 m2/g and 0.74 m2/g, though in this instance the reason given was the difference in 
material conditioning [237], which will always be the case when compared with 
Nitrogen/Krypton/Argon adsorption methodologies. Further the surface area can be analysed 
in a modelless way [238]. 
 
4.8. Summary 
The effectiveness of IGC to describe thermodynamic properties is beyond reproach, however 
with such a broad applicability to a wide range of applications its uptake is still quite limited. 
The reason for this could be the complexity required in constructing experiments, due to its 
high-level of sensitivity. The development of more robust analysis methodologies for 
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quantifying the surface energetics, especially in the heterogeneous regime could possibly be 
seen to have aided this. The heterogeneity methodologies developed have allowed for an 
understanding of surface energetics more directly relatable to product performance, such as 
the relationship between the surface energy heterogeneity and the cohesive strength of 
materials [223, 239], the effect of mechanically fusing different constituent materials [240, 
241], the flotation of mineral particulates [242] and the effect of aspect ratios on overall 
surface energetics [12]. While the strength of theory underpinning the heterogeneity 
approach has allowed for the measurement of such distributions, the actual interpretation of 
this data has still been quite limited, as the underlying surface energetics leading to such 
distributions is little understood. This leads to our next section in which we flesh out a 
theoretical framework with which to understand, interpret and eventually relate these 
distributions to more fundamental energetic contribution knowledge. 
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Chapter 5 - Materials, Materials Preparation and Materials 
Characterisation Methods 
 
5.1. Introduction 
The development of theoretical frameworks has formed the bulk of the work presented so 
far, while stimulating and useful as an exercise itself application of the methodologies is 
necessary to verify their utility and confirm their applicability. Materials with known 
characteristics provide a useful tool for this reason, allowing for comparison between theory 
and experiment. Further, though the computation itself may yield valid data showing that this 
can be applied to a real world problem remains to be seen, as such materials which provide 
opportunity for this will be needed. Such materials then will be formed from standard 
pharmaceutical compounds, polymeric compounds and modified materials. This will allow us 
to reach our goals of application to a real world system and the root cause of energetic 
heterogeneity measurements by IGC. 
In the pursuit of better behaviour of pharmaceutical products, or for that matter any 
materials used in most applications, a firm understanding of their properties is needed. To 
achieve this methods must be employed which characterise the various properties of 
materials, so they can be related to product performances/experimental performance. The 
main types of characterisation fall into a fairly narrow field, they consist primarily of 
measuring heats (calorimetry), capturing surface boundary information (microscopy), 
thermodynamic and kinetic interactions (chromatography/sorption), bulk structure and 
particle sizing (scattering), chemical makeup (spectroscopy) and typical size/weight (weight, 
volume and density) characteristics (mass balances). In many situations to fully understand 
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one measurement it is necessary to record some complimentary data, or in some cases a 
requirement in order to analyse parameters measured. Many different techniques exist to 
characterise different aspects of a material, problems associated with these measurements 
preclude the sole use of a single instrument type, a so called ‘golden bullet’/’one size fits all’ 
approach. In this chapter some methodologies used in this work will be discussed in terms of 
application and theory. 
5.2. Solid Materials 
5.2.1. Mannitol 
An extremely common family of often consumer materials are the sugar alcohols, such as 
Xylitol, Sorbitol, Maltitol and Mannitol. The solubility of Mannitol makes it a preferred 
choice for use as an excipient, as it is much lower than most of the other sugar alcohols 
(13% w/v in water at 287.15K [243]). In general D-Mannitol is an excellent example of an 
excipient owing not only to its non-toxic nature and high drug compatibility [244] but also 
to its physical attributes in consumption, improving the mouth feel and taste of oral 
formulation pharmaceutics (as a non-sugar sweetener with 40% the sweetness of sucrose 
[245]) . 
 
 
 
Figure 5-1. Structure of D-Mannitol. 
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 It has been selected for study for two reasons (besides being a relevant pharmaceutic 
agent), the first is for the 3 distinct polymorphic forms into which it can be crystallised, 
and which can be easily achieved and distinguished. The second is due to the ease of 
surface functionalisation via reflux silanisation to manipulate the dispersive surface 
energetics of the material. This is due to the large number of surface hydroxyl groups 
displayed by Mannitol [246, 247]. 
 
5.2.1.1. Silanisation 
Silanisation is the modification of a material surface using self-assembling silane 
molecules, which have themselves been modified to contain specific end groups. A 
hydrophilic starting surface is then modified by reflux in a suitable solvent with the 
silane of choice facilitating nucleophillic substitution, in the case of mannitol the 
leaving group is the hydrogen of the hydroxyl group. Choice of solvent will depend on 
the specifics of the surface to which the silane needs to be bonded, in the case of 
mannitol trichloroethylene is chosen as it boils at a low temperature preventing 
thermal damage to the mannitol with which it is reacted. The process of silanisation 
is used in many applications such as fluorination of glass to reduce reactivity [248]. 
Applications of interest in this study is the use by Ho et al. [249] to realise modified 
surface energetics, this was used to help understand the effect surface energetics 
play on high shear wet granulation. Similarly Shah et al. used the same process to 
understand the roles of energetics in cohesion of powders, both in terms of dispersive 
and acid base characters [223]. 
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The process of silanisation of the mannitol surface is shown below for both 
methylation and fluorination. 
 
 
 
 
Figure 5-2. Methylsilanisation. 
 
 
 
 
 
 
 
Figure 5-3. Fluorosilanisation. 
 
5.2.1.2. Polymorphs  
 D-Mannitol has been found to display three different polymorphic structures, α, β and δ 
[247]. The physical and chemical properties of all three have been characterised at length, by 
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many different techniques such as: differential scanning calorimetry (DSC) [250] and powder 
Xray diffractometry (PXRD) [251-253]. 
A multitude of crystallisation methods have been reported for the different polymorphic 
forms: β, the most common and thermodynamically stable form [254], α [251] and δ [255]. 
Transformation between polymorphs is possible, Willart et al. showed that milling can cause 
a transformation from the β to α-form [256].  Humidification has also been shown to induce 
transition of the δ to β. Multiple routes of crystallisation for the various polymorphs make 
mannitol an excellent choice for investigating the effect of polymorphism on physical 
characteristics, such as the surface energy. 
 
5.2.2. Ibuprofen 
Ibuprofen is commonly used non-steroidal anti-inflammatory (NSAID) drug which is also 
analgesic and antipyretic. It was first synthesised in the Boots research devision, led by Dr. 
Stewart Adams with the aim of finding a less toxic alternative to aspirin [257]. 
 
 
 
 
Figure 5-4. Ibuprofen Structure. 
 
Different crystal habits can have been observed dependent on the route of crystallisation, 
though these all show identical diffraction behaviour and so are not structurally different 
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[258]. However these have been shown to demonstrate very different physical behaviours 
such as tableting and flow [259, 260].   
 
5.2.2.1. Racemism  
Containing a chiral carbon centre, Ibuprofen can demonstrate different enantiomorphs; 
S, R and the racemic material can all exist under ambient conditions [261]. The most 
common form for pharmaceutical application is the racemic form, though this is not the 
most active it is easily produced, this makes it the most viable and important form for 
characterisation. 
 
5.2.3. Paracetemol 
Paracetamol or acetaminophen is a common anti-pyretic and analgesic making it an 
extremely common drug for treatment of cold and flu as it treats both the fever and pain 
aspects. It was first synthesised in 1877 at Johns Hopkins University via the reduction of p-
nitrophenol [262]. However it did not find clinical use for more than a decade [263][265].  
The solubility of paracetamol in water is extremely low, though in organic solvents it is 
readily dissolved [264]. 
 
  
 
 
 
Figure 5-5. Paracetemol Structure. 
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5.2.3.1. Polymorphs   
Paracetamol exibits three polymorphic forms [265] stable form I, metastable form II and 
a very unstable form III. Forms I and II were first described by Haisa et al.  [266, 267]. The 
uniqueness of the molecular conformations in form I and form II paracetamol results in 
their difference in ability to form hydrogen bonds on various facets [268]. Surface 
energetic data for all major facets of forms I and II have been recorded by Heng et al. [268] 
through the growth of macroscopic crystals and sessile drop methodology. Both the Van 
Oss and Della Volpe characterised energies are also available, making it an excellent 
candidate for specific component analysis.  
 
5.2.4. Aspirin 
Aspirin is a commonly used non-steroidal anti-inflammatory, analgesic and antipyretic. The 
active metabolite of Aspirin, salicylic acid was first isolated from willowbark in 1763 [269] the 
full form of Aspirin however was not synthesized until 1897 by Felix Hoffmann [270]. 
 
 
 
 
Figure 5-6. Aspirin Structure. 
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5.2.4.1. Polymorphism 
Similar to Ibuprofen, different habits of aspirin have been found to exhibit markedly different 
solubility rates, this was initially thought to be caused by polymorphic differences [271] 
however at the time no such structures could be identified and it has been shown on 
numerous occasions that crystallisation from different solvents yields extremely different 
crystal habit, this lead people to conclude that no such polymorphs existed. However, more 
recently a second polymorph was confirmed by Vishweshwar et al. [272]. Structural details 
were further determined by Bond et al. [273]. This form II was produced by an attempted 
cocrystallization of aspirin and levetiracetam from hot acetonitrile. However, it is very 
unstable, reverting to form I at temperatures above 100 K, as such it is only of limited 
pharmacological interest.  
 
5.2.5. Polyethylene 
In the modern era examples of polyethylene (PE) are hard to escape, whether in shopping 
bags, buckets or piping the presence of the material is ubiquitous [274]. The existence of this 
material is a by-product of the petrochemical age, with it being a primary product produced 
owing to its simple carbon structure. Demand for PE is extremely high, with production of 
approximately 100 tonnes per year.  
The chemical composition of PE is very simple, it is typically a predominantly linear structure 
formed of repeating units of ethylene forming a chain as shown below. 
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Figure 5-7. Polyethylene Structure. 
 
However, the structure can also be branched resulting in multiple PE densities with, each 
exhibit different characteristics making them appropriate for different applications. LDPE (low 
density) is typically used in plastic bags as it is lightweight while malleable, HDPE (high density) 
on the other hand is stiffer but ultimately stronger and is typically used for more hard wearing. 
Ultra high molecular weight PE is an example of the variation achieved through different chain 
lengths, the longer chain gives rise to an increased overlap of intermolecular bonds leading 
to an extremely strong material. UHMWPE typically finds use in high impact low friction 
applications. 
The relative uniformity and low permeability to most chemicals reduce the reactivity of the 
solid polymer, making PE highly resistant to corrosion, while also conveying a very limited 
polar aspect to the molecule. Such uniformity and apolarity make it an ideal candidate as an 
energetically homogeneous material for study.  
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5.3. Alkanes and Monopolar Solvents 
The chemical family used in calculation of dispersive energetic components is typically that of 
n-alkanes. These are utilised owing to their homogeneous structure yielding a completely 
apolar material. In conjunction the use of polar materials is needed, one representing the 
basic and acidic polar characters, those used typically in IGC are Dichloromethane and Ethyl 
Acetate. These materials display a dominance of one character and so are assumed to be 
approximations of monopolar materials. 
The surface energetic and surface area characteristics of these is shown below for reference 
[275]: 
Solvent 
Cross-Sectional 
Surface Area m2 
Dispersive Surface 
Energy J/m2 
Della Volpe Surface 
Energy J/m2 
GVOC Surface 
Energy J/m2 
Hexane 5.15E-19 0.0184 0 0 
Heptane 5.73E-19 0.0203 0 0 
Octane 6.30E-19 0.0213 0 0 
Nonane 6.90E-19 0.0227 0 0 
Decane 7.50E-19 0.0234 0 0 
Undecane 8.10E-19 0.0246 0 0 
Dichloromethane 2.45E-19 0.0196  0.12458 (+) 0.0052 (+) 
Ethyl Acetate 3.30E-19 0.0245 0.47567 (-) 0.0192 (-) 
Table 1. Surface Characteristics of Solvents used for IGC. 
 
5.4. Surface Area Characterisation -Nitrogen Sorption BET 
The Nitrogen Sorption approach to measuring surface area utilises the BET theories described 
previously when considering adsorption isotherms. The nitrogen sorption approach adds 
nitrogen at 77K at fixed partial pressure intervals. Once equilibrium is achieved for a given 
partial pressure, such that it remains constant, the number of moles adsorbed is calculated 
as the amount of nitrogen required to reach equilibrium. This allows for a relationship 
between partial pressure and adsorption to be established, and application of the BET theory 
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to be used. Nitrogen is not the only vapour which can be used, examples exist of Argon and 
Krypton use, however these gaseous systems are more expensive to run and only necessary 
in rare circumstances.  
The nitrogen sorption approach, while robust in application, is not applicable in certain 
circumstances. As it takes place at such low temperatures materials must be thermally stable 
in order to be analysed properly and to not be destroyed. Further to this the surface area of 
the material must be large in order to achieve accurate results, this requires either a large 
specific surface area or the use of large amounts of material. The requirement of large 
amounts is often less than ideal for pharmaceutical purposes, as many in early developmental 
stages or that are difficult to synthesize may not be available. Further with a view to 
application in FD-IGC studies, surface area measurements performed in this way are lengthy, 
greatly reducing the throughput of an already time consuming process (surface energy 
heterogeneity measurements).  
 
5.5. Bulk Characterisation - X-ray Diffraction 
   
Figure 5-8. X-Ray Diffractor Setup.  
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X-Ray diffraction is a technique used to identify crystal structure. Monochromatic X-rays are 
diffracted by the lattice of crystalline solids, therefore the atomic structure can be resolved 
based on the characteristic diffraction pattern produced by the X-ray. The principle exploited 
in XRD is Bragg diffraction, this is defined as  
𝑛𝜆 = 2𝑑𝑆𝑖𝑛𝜃 = 2Δ 
Equation 84. Bragg's Law of Diffraction. 
 
The X-rays used are produced by a Cu source, whose wavelength is of comparable size to the 
interatomic spacing of the crystal structure such that it can be diffracted. The X-rays are 
produced in a cathode ray tube, where electrons are accelerated by a voltage from a thermal 
emission source, when they collide with a metallic surface the deceleration of the electrons 
produces X-rays, a process known as Brehmsstrahlung radiation.  
In PXRD a powder is scanned through all angles, as the specific impingement of the beam on 
the powder cannot be known, therefore all possible orientations of the crystal are probed 
[276]. Specific material types will display a ‘fingerprint’ which can be used by comparison with 
data compiled previously (or predicted) to identify the crystallographic structure and so the 
species present.   
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Chapter 6 - Modelling the Surface Free Energy I – An Iterative 
Approach 
 
6.1. Introduction 
The methodology discussed so far have primarily been aimed at measuring the surface free 
energy, from the zero coverage regime of infinite dilution chromatography, through to the 
multiple energy contributions of finite dilution chromatography. The focus has been on basic 
metrics by which to judge the surface energy using thermodynamic parameters calculated by 
IGC, yielding values for dispersive and specific components. The development of 
heterogeneous methodologies were also discussed, with a brief on adsorption potential 
model and the fundamentals of a point to point integration model which yields a continuum 
distribution of surface energies from a heterogeneous surface with changing coverage. Finally 
the idea of a surface free energy specific modality was discussed, dissecting the measured 
distribution and establishing a set of distinct energetic contributions. So far work in this area 
is limited and thorough discussion and development warranted.  
The need for a more robust understanding of the surface free energy distribution is needed, 
as false assumptions can be made about materials using simpler methods. An example of this  
is in the case of a low energy region within a material, this may be hidden in the plateau of 
such a distribution, leading to a false sense of the ‘average’ energy of a material. This in turn 
could lead to false equivalencies in predicting interaction parameters, such as adhesivity and 
wetting, as the energy may be over or under represented respectively.  
To this end first a thorough discussion of previous endeavours to decouple the components 
of a continuum surface energy distribution, following this proposals will be made based on 
143 
 
contraindications as demonstrated and evaluated. Theoretical considerations and direct 
comparisons will then be made showing the improved suitability of the methodology 
proposed. 
6.2. The Jefferson Model 
6.2.1. Introduction 
This method was first established by Andrew Jefferson et al. [168], the theoretical ideas 
behind it are thus. The energy of a material can be assumed as being represented by a distinct 
distribution of varied sites, in the past single normal distributions [277] or those using 
Maxwell-Boltzmann distributions [278], gamma function [279], or a sum of distributions [231] 
[280] have been  proposed among others. The final idea forms the basis of the application of 
this method, in which the surface heterogeneity is defined as being made up of several 
normally distributed components. The presence of multiple main energies can be viewed as 
a result of multiple features, from a variety of local surface chemistry to varied arrangement 
of molecules such as exhibited by different crystal facets of a single species. The application 
of a normal distribution itself can be defended by reasoning and represented by experiment. 
The central limit theorem suggests that when a known variable exists with some possible 
random variations described by a standard deviation from its mean (randomness being 
important) the distribution of such variables will yield a normally distributed set, as is the case 
with a facet or local chemistry, the distribution of sites at a very local scale will be random, 
beset with defects as discussed in previous sections and as such will vary in energy. This has 
been shown experimentally with the use of AFM, the energies measured on various facets of 
an Aspirin crystal were found to follow an approximately normally distributed (albeit with 
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varied standard deviations) function [281]. Therefore in our case we will take the surface 
energetic distribution to be comprised solely of a sum of normally distributed components.  
The process of adsorption then needs to be defined, it is defined as following the scheme of 
Jefferson et al. [168]. 
6.2.2. Derivation 
Starting from Henry's law for adsorption: 
𝑞 = 𝜒𝑃 
Equation 85. Henry's law for adsorption 
Then, using standard kinetic arguments the 𝜒 component can be shown to be equal to: 
𝜒 = 𝑣0 exp (
−Δ𝐺(𝑎𝑑𝑠)
𝑘𝑇
) .
1
𝑛0√2𝜋𝑚𝑘𝑇
 
Equation 86. Henry's law coefficient. 
From this and utilising Equation 85 the relative coverages between two different surface 
patches would be given by:  
𝑞1
𝑞2
=
𝜒1
𝜒2
=
𝑣0(1)
𝑣0(2)
.
𝑛0(2)
𝑛0(1)
. exp (
−Δ𝐺1 + Δ𝐺2
𝑘𝑇
) 
Equation 87. Relative coverages. 
The author then goes on to approximate that for different patches the desorption attempt 
frequency and concentration of surface sites will not differ significantly, making  
𝑣0(1)
𝑣0(2)
.
𝑛0(2)
𝑛0(1)
≈ 1 
Equation 88. Desorption attempt frequency/concentration of surface sites approximation. 
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This then allows Equation 87 to be simplified to the following form:  
  
𝑞1
𝑞2
=
exp (
−Δ𝐺1
𝑘𝑇
⁄ )
exp (
−Δ𝐺2
𝑘𝑇
⁄ )
 
Equation 89. Relative coverage comparison. 
And in turn, from this equation the relative coverage of a patch will be as follows:  
 
𝑞 ∝ exp (
−Δ𝐺(𝑎𝑑𝑠)
𝑘𝑇
) 
Equation 90. Relative coverage of a single energetic site type.  
 
 
The author goes on to extend the case to a path i over a sum of patches j, however the 
completeness and normalization of the derivation provided in the paper cited is incorrect, 
though the idea behind it is valid. As such an alternative derivation will be supplied based on 
the basic ideas addressed here. 
 
 
 
 
 
 
 
∆qi = χi∆P 
∆𝑄 = ∑𝐵𝑖∆𝑞𝑖
𝑖
 
∆𝑞𝑖
∆𝑄
=
𝜒𝑖∆𝑃 
∑ 𝐵𝑖∆𝑞𝑖𝑖
=
𝑣 
𝑛√2𝜋𝑚𝑘𝑇
𝑒
−(∆𝐺𝑎𝑑𝑠 𝑖 𝑘𝑇⁄ )∆𝑃 
∑ 𝐵𝑖
𝑣 
𝑛√2𝜋𝑚𝑘𝑇
𝑒
−(∆𝐺𝑎𝑑𝑠 𝑖 𝑘𝑇⁄ )∆𝑃𝑖
=
𝑒
−(∆𝐺
𝑎𝑑𝑠 𝑖
𝑘𝑇⁄ )
∑ 𝐵𝑖𝑒
−(∆𝐺
𝑎𝑑𝑠 𝑖
𝑘𝑇⁄ )
𝑖
 
∆𝑞𝑖 =
∆𝑄𝑒
−(∆𝐺
𝑎𝑑𝑠 𝑖
𝑘𝑇⁄ )
∑ 𝐵𝑖𝑒
−(∆𝐺
𝑎𝑑𝑠 𝑖
𝑘𝑇⁄ )
𝑖
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Equation 91. Showing a full derivation of the Jefferson Model. 
 
This provides a final form of the basic model. However, it may also be derived by considering 
the problem as an equilibrium partition function. 
 
 
 
 
 
 
 
 
 
 
 
 
Equation 92. Showing the derivation of the Jefferson model by consideration of boltzmann statistics. 
∆𝐹𝑖 = 𝐵𝑖∆𝑞𝑖 
∆𝐹𝑖 =
∆𝑄.𝐵𝑖𝑒
−(∆𝐺𝑎𝑑𝑠 𝑖 𝑘𝑇⁄ )
𝑖 
∑ 𝐵𝑖𝑒
−(∆𝐺
𝑎𝑑𝑠 𝑖
𝑘𝑇⁄ )
𝑖
=
∆𝑄. 𝑒−(∆𝐺𝑎𝑑𝑠(𝛾) 𝑘𝑇⁄ )𝑈(𝛾)
∫ 𝑒
(
∆𝐺𝑎𝑑𝑠(𝛾)
𝐾𝑇 )𝑈(𝛾)𝑑𝛾
∞
0
 
𝐸𝑖 = ∆𝐺 𝑎𝑑𝑠 𝑖  
𝑃(𝑖) =
𝑁𝑖
𝑁
≈
𝑒
−(∆𝐺
𝑎𝑑𝑠 𝑖
𝑘𝑇⁄ )
∫ 𝑒
−(∆𝐺
𝑎𝑑𝑠 𝑖
𝑘𝑇⁄ )∞
0
 
𝑃(𝑖) =
𝑁𝑖
𝑁
≈
𝑃(𝛾)𝑒
−(∆𝐺
𝑎𝑑𝑠 𝑖
𝑘𝑇⁄ )
∫ 𝑃(𝛾)𝑒
−(∆𝐺
𝑎𝑑𝑠 𝑖
𝑘𝑇⁄ )
𝑑𝛾
∞
0
 
∆𝐹(𝛾)= ∆𝑄𝑃(𝑖) =
∆𝑄.𝑃(𝛾)𝑒
−(∆𝐺
𝑎𝑑𝑠 𝑖
𝑘𝑇⁄ )
∫ 𝑃(𝛾)𝑒
−(∆𝐺
𝑎𝑑𝑠 𝑖
𝑘𝑇⁄ )
𝑑𝛾
∞
0
 
𝑃(𝛾) = 𝑈(𝛾) ∆𝐺𝑎𝑑𝑠 𝑖=∆𝐺𝑎𝑑𝑠(𝛾) 
∆𝐹(𝛾) =
∆𝑄. 𝑒(
∆𝐺𝑎𝑑𝑠(𝛾)
𝐾𝑇 )𝑈(𝛾) 
∫ 𝑒
(
∆𝐺𝑎𝑑𝑠(𝛾)
𝐾𝑇 )𝑈(𝛾)𝑑𝛾
∞
0
 
𝑁𝑖
𝑁
≈
𝑒−(𝐸𝑖 𝑘𝑇⁄ )
∑ 𝑒−(𝐸𝑖 𝑘𝑇⁄ )𝑖
≈
𝑒−(𝐸𝑖 𝑘𝑇⁄ )
∫ 𝑒−(𝐸𝑖 𝑘𝑇⁄ )
∞
0
 
Non-Degenerate 
 
Degenerate 
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In both cases the same final equation is reached, this represents the change in coverage of 
filled sites with respect to the current distribution of unfilled sites, given a fractional change  
in surface coverage.  
 
6.2.3. Application 
This equation detailed so far gives a filled distribution assuming an unfilled distribution and a 
change in surface coverage. However, it can be seen that using a large change in coverage, 
for example the coverage at which the energies measured experimentally reside, simply a 
weighted version of the total unfilled distribution will be recovered. By iteratively filling sites 
in the filled distribution a new unfilled distribution is created, this being the unfilled state 
before filling minus the filled sites. The starting state of a given surface is taken to be that all 
sites are unfilled, therefore initially (as we are talking about an iterative procedure the 
integral will be replaced with a sum): 
∑𝑈(𝛾)
𝛾
= 1 
Equation 93. Initial number of unfilled sites. 
After filling a single step in the iteration the new unfilled distribution is:  
∑𝑈(𝛾)
𝛾
= 1 −∑∆𝐹(𝛾)
𝛾
 
Equation 94. New unfilled site distribution following site occupation. 
Or, more generally speaking: 
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∑𝑈(𝛾)
𝛾
= 1 − ∑ ∑∆𝐹(𝛾)
𝛾
𝑄
∆𝑄=0
 
Equation 95. Total unfilled sites at current total filling, Q. 
 
As sites are filled, the distribution of sites available for adsorption change, and so the filling in 
each step depends on all previous steps. This changing distribution of energies provides the 
basis for an energy change with coverage, different sites are occupied at each stage. Now to 
revisit the basics of how such an algorithm would be achieved.  
As discussed in  the Boltzmann distribution can be used to estimate the relative occupancy of 
an energetic state compared with all energetic states, as it can be considered itself a 
thermodynamic ensemble by simple equivalency arguments, so for a given solvent we will 
see a relative continuum ‘preference’ for various energetic sites. This provides a probability 
distribution for being found in a given site, were the presence of all sites uniform as shown 
below. 
Figure 6-1. Boltzmann distribution for n-alkanes showing the probabilistic affinity for site changes for an n-alkane. 
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However, in the discussed modality we assume the distribution of sites to be both non-
uniform and changing, therefore we must consider a degenerate Boltzmann distribution of 
the form described in 
Equation 92. The form of the degeneracy is to be assumed a sum of normal distributions, 
therefore: 
𝑓(𝛾𝑆
𝑑) =
1
𝜎√2𝜋
𝑒
−
1
2(
𝛾𝑆
𝑑−𝜇
𝜎 )
2
 
Equation 96. Normal distribution of a single site. 
The distribution of interest however will have different weightings for each normal 
distribution, and so for the total distribution: 
𝑈(𝛾) =∑
𝛼
𝜎√2𝜋
𝑒
−
1
2(
𝛾𝑆
𝑑−𝜇
𝜎 )
2𝑛
𝑖=0
 
Equation 97. Unfilled distribution. 
 
This total distribution may then be normalised to 1, so as to be a true probability distribution. 
Combination of the two probabilities can be readily achieved via cross multiplication and 
renormalisation to yield a simple procedural method for site filling. 
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Figure 6-2. The probabilistic weightings of the site filling, by (a) the relative number weighting of relative sites (normalized to 
1) and (b) the Boltzmann distribution or a specific solvent, in this case n-heptane and (c) the relative filling achieved by 
increment of 0.1% as shown for a given distribution, this would be subtracted from the original distribution yielding a new set 
of relative sites to be occupied. 
 
A nominal filling of 0.1% is used in this instance. Caution must be taken at this point that 
fidelity of appropriate size is used; otherwise the risk could be run that the filling of a site is 
greater than its total size. This relative filling is then subtracted from the distribution of 
energies yielding the new distribution for 99.9% vacant sites. This process can be repeated 
until the sites are occupied in toto or until the desired coverage is reached. An example of the 
effect on relative occupancy of sites is shown below with an example filling of surface sites:  
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Figure 6-3. The relative site occupancy changes with coverage for the model distribution used. Note; the relative rate of 
change of occupation is not linear for the three different sites. 
From this filling, a distribution of energies can be calculated, using the average of the total 
occupied states at a given coverage as the energy. This is achieved by finding the central 
moment of the distribution at each total coverage: 
𝛾𝑡𝑜𝑡𝑎𝑙 = ∑
𝛾𝑖𝑈(𝛾𝑖)
∑ 𝛾𝑖𝑈(𝛾𝑖)𝑖
𝛾𝑚𝑎𝑥
𝛾𝑚𝑖𝑛
 
Equation 98. Experienced energy at a given coverage. 
This can then be plotted against coverage to create a data set directly comparable to the point 
to point integration method for analysing experimental data.  
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Figure 6-4. Example Distribution. 
At this point we have described a model, using input parameters to yield a ‘model’ 
distribution, however the purpose was to find the input parameters, i.e. the surface energy 
distribution. The variables of interest are the weighting and mean for the normal distribution. 
In order to find these, the input parameters are modified until the optimal (or an optimal) fit 
is achieved. The metric chosen for this was chi squared, defined as:  
𝜒2 =∑(𝐴𝑐𝑡𝑢𝑎𝑙 − 𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑)2
𝑖
 
Equation 99. Chi2. 
Each experimental data point has its modelled counterpart subtracted, the value of this is 
then squared (to avoid positive and negative deviations cancelling) and summed. The lower 
the value therefore, the closer the calculated data to the actual data, therefore the criteria 
for optimisation becomes minimisation of this variable. This basic process of model 
optimisation is similar to the Rietveld refinement approach used in XRD [276].  
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To optimise this many different approaches can be used, however an unconstrained model 
was most commonly used in this research, the details of which can be found in literature by 
Broyden [282]. A standard package exists for optimisation within the MatLab environment, 
the specific workings of these algorithms are beyond the scope of this work. Those used 
treated the model function as a black box, simply changing the input parameters to minimise 
the function output of chi2. 
Once an optimal fit is found the parameters are taken as being representative of the material 
probed, giving a now deconvoluted, discrete set of energies. 
6.2.4. Discussion 
 
Figure 6-5. The “experienced” energies of n-alkanes over a range of coverages. Note that the longer chain alkanes show a 
much higher preference for the higher energy sites and so experience a higher energy than those of shorter length n-alkanes. 
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Given the differences in the adsorption of probes, the value for this distribution of energies is 
largely varied for each. Clearly this is not the true energy distribution as it varies by probe 
choice, yielding information more on the specific energy 'experienced' by this probe. 
 
6.3. A New Approach – Dispersive 
It is this 'experienced' energy which forms the basis of the method proposed. By performing 
the procedure as proposed with multiple probes, the 'experienced' energy for each can be 
determined. This can then be used to calculate an energy value by the same methodology as 
it would be measured in a typical FD-IGC experiment, which can then be directly compared 
with experimental data. The method for this requires a look back at the initial methodology 
for surface energy calculation based on retention data. 
The Gibbs free energy of adsorption in this instance can be represented for each solvent as:  
∆𝐺𝐴 = −𝑅𝑇𝑙𝑛𝑉𝑛 + 𝐾      
Equation 100. Gibbs Free Energy of each solvent. 
They can be represented as a function of surface energies as proposed earlier, though this 
time modified to represent the interaction per mole not per molecule:   
     ∆𝐺𝐴 = −2𝑁𝑎𝑎𝑐𝑟𝑜𝑠𝑠√𝛾𝐿
𝑑𝛾𝑆
𝑑     
Equation 101. Gibbs Free Energy per mole of various solvents. 
This equation can be used to calculate the Gibbs free energy 'experienced' by each solvent at 
a different filling state by using the 'experienced' energy value. By combining Equation 100 
and Equation 101, and using this 'experienced' energy a distribution of retention volumes can 
be calculated, taking the same format as for experimentally derived data:  
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  𝑅𝑇𝑙𝑛𝑉𝑛𝑖 + 𝐾 = 2𝑁𝑎𝑎𝑐𝑟𝑜𝑠𝑠√𝛾𝐿
𝑑𝛾𝑆𝑖
𝑑                  
Equation 102. Experienced Surface Energy and Experience Retention Volume. 
Where 𝑉𝑛𝑖 and 𝛾𝑆𝑖
𝑑  are the ‘experienced’ retention volumes and surface free energies 
respectively. 
These retention volume distributions can be calculated for each probe molecule, and then be 
used in the methods described by Dorris and Gray [184] or Schultz [192], the choice of which 
leads to similar values (several mJ/m2) [187] for most materials and can be viewed as a matter 
of personal choice, to give an energy distribution comparable with experimental data. An 
example of this process is shown below in Figure 6-6:  
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Figure 6-6. (a) The computed retention volume-coverage plot for heptane, octane and nonane, (b) a Schultz plot 
corresponding to the retention volumes computed, yielding energy values directly comparable with calculations made from 
experimental data and (c) the resultant energy distribution from the Schultz calculation based on the computed retention. 
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A complete schematic of the algorithm can be seen in Figure 6-7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6-7. Schematic of Modelling Algorithm. 
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6.4. Modelling the Specific Interaction 
The dispersive interaction has been dealt with in terms of a modelling approach previously, 
by way of the Jefferson model, however this had limitations when it came to applying it to 
the specific component of surface energetic analysis. As mentioned in other sections, this 
specific component can be extremely important in understanding the interaction between 
materials based on surface energetics. The new methodology delineated however does allow 
for the problem of the specific component to be addressed. Further, as will be seen, this new 
methodology may go some way to understand the mismatch between experimentally 
measured specific components by heterogeneity to those measured macroscopically, though 
this will be addressed in a later section. 
In order to analyse the specific interaction, first the approach used in the new methodology 
(for ease of reference the Smith methodology) must be applied. This allows for the calculation 
of ‘experienced’ retention volumes using the ‘experienced’ energies of various solvents 
calculated. Then we must reflect on previous given definitions for the surface energetics of 
specific interactions, that of the VOCG theory. This states that the energetics may be split into 
dispersive and specific components, as shown previously. By virtue of this fact there then 
becomes two distinct probabilistic elements to the Boltzmann distributions applied 
previously, giving us a vectorised version of the distribution given previously, but finding the 
similar format as below: 
Δ𝐺𝑎𝑑𝑠 = 2𝑁𝑎𝑎𝑐𝑟𝑜𝑠𝑠(√𝛾𝐿
𝑑𝛾𝑆𝑖
𝑑 +√𝛾𝐿
+𝛾𝑆𝑖
−) 
Equation 103. The total gibbs free energy of adsorption 'experienced' by dispersive and polar components. 
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∆𝐹(𝛾) =
𝑒(
∆𝐺𝑎𝑑𝑠(𝛾)
𝐾𝑇
)
∫ ∫ 𝑒
(
∆𝐺𝑎𝑑𝑠(𝛾)
𝐾𝑇
)𝑑𝑖𝑑𝑗
∞
0
∞
0
 
Equation 104. The boltzmann distribution of the gibbs free energy of adsorption for dispersive and polar components.  
In applying the familiar probabilistic approach derived previously, utilising tensor 
multiplication a multivariate representation of the specific energetic distribution is needed. 
This is suggested to similarly take the form of the normal distribution, however in two 
dimensions the changes to the equation are non-trivial and the multivariate normal 
distribution is shown below: 
𝑓(𝛾𝑆
𝑑, 𝛾𝑆𝑖
−) =
1
|Σ|√2𝜋
2 𝑒
−
1
2([𝛾𝑆
𝑑,𝛾𝑆𝑖
− ]−𝜇).Σ−1([𝛾𝑆
𝑑,𝛾𝑆𝑖
− ]−𝜇) 
Equation 105. Multivariate Normal Distribution for dispersive and polar energetic components. 
This allows for the calculation of similar probability distributions that we are used to, allowing 
further for iterative site filling to be performed in the same way, examples are shown below 
of energy site distributions, Boltzmann distributions and an initial probability of adsorption 
based on this. 
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Figure 6-8. Dispersive and Polar Site Distribution For DCM by Multivariate Normal Distribution. 
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Figure 6-9.Boltzmann Probability Distribution for Combined Dispersive and Polar behaviour of DCM. 
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Figure 6-10. Initial Site Occupation by Total Probability of Combined Multivariate Normal Distribution and Boltzmann 
Distribution for DCM. 
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Figure 6-11. Dispersive and Polar Site Distribution for ETA by Multivariate Normal Distribution with data labels to show 
positions and heights. 
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Figure 6-12. Boltzmann Probability Distribution for Combined Dispersive and Polar behaviour of ETA. 
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Figure 6-13. Initial Site Occupation by Total Probability of Combined Multivariate Normal Distribution and Boltzmann 
Distribution for DCM. 
0
1
0
2
0
3
0
4
0
5
0
6
0
7
0
8
0
9
0
1
0
0
0
2
0
4
0
6
0
8
0
1
0
00
0
.0
2
0
.0
4
0
.0
6
0
.0
8
0
.1
0
.1
2
D
is
p
e
rs
iv
e
 S
u
rf
a
c
e
 F
re
e
 E
n
e
rg
y
 (
m
J
/m
2
)
P
o
la
r 
P
ro
b
a
b
ili
ty
 -
 E
T
A
P
o
la
r 
S
u
rf
a
ce
 F
re
e
 E
n
e
rg
y 
(m
J/
m
2 )
Probability
166 
 
From these distributions, and the given VOCG theory, an ‘experienced’ energy distribution 
may be turned into an ‘experienced’ retention volume using both the dispersive energies and 
the specific energies experienced. It should not be understated at this point that probabilities 
of adsorption to a given site now is dependent on the total surface energetics.  
𝑅𝑇𝑙𝑛𝑉𝑛𝑖 + 𝐾 = 2𝑛𝑎𝑎𝑐𝑟𝑜𝑠𝑠(√𝛾𝐿
𝑑𝛾𝑆𝑖
𝑑 +√𝛾𝐿
+𝛾𝑆𝑖
−) 
Equation 106. The total 'experienced' retention behaviour from dispersive and polar components. 
The same methodology used for experimental specific component analysis may then be used, 
taking the difference between calculated dispersive retention values and calculated specific 
components at the appropriate position relative to the alkane line. An example of such an 
application is shown below.   
 
 
 
 
 
 
 
Figure 6-14. Experienced Retention Volumes. 
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Figure 6-15. Experienced Energies by Alkanes. 
 
 
 
 
 
 
 
 
 
Figure 6-16. Measured Polar Surface Energy by Dichloromethane. 
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Figure 6-17. . The experienced Dispersive and Polar Energies of Dichloromethane. 
 
 
Figure 6-18. Measured Polar Surface Energy by Ethyl Acetate. 
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Figure 6-19. The experienced Dispersive and Polar Energies of Ethyl Acetate. 
 
As can be seen a different response to measurement can be seen with the polar energy than 
with the dispersive, it is possible for it to increase or decrease when measured. This owes 
itself to the influence of the actual dispersive component experienced when a polar probe 
interacts with the surface. In currently applied theories the polar component is subtracted 
from the dispersive component of a material, however the dispersive component is not 
influenced by such polar components, therefore the site occupancy of apolar materials can 
be completely different than that of the polar component. It has been seen that sites with the 
highest dispersive energy may have the lowest polar component [12]. As the strength of 
interaction the polar component will experience with a mixed site may be far higher even on 
a lower dispersive site, the comparison of alkane lines does not only represent the difference 
between the dispersive energy experienced by the polar solvent and the polar energy 
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experienced. Therefore, it may over or underestimate the energy through this measured 
approach and may be hard to relate to results measured macroscopically and material 
properties. This initial approach will be applied to model systems later and the results 
discussed. 
 
6.5. Solvent-Solvent Interactions  
6.5.1. Multilayers 
The methodology outlined assumes that when a surface site is covered it becomes unavailable 
for adsorption, however in reality there remains a surface for adsorption; the surface site is 
replaced by the surface of the solvent molecule. This is addressed in several isotherm models, 
most notably the BET isotherm, in which they describe this new surface as having an 
adsorption potential equal to the enthalpy of condensation. This approach can be adopted 
here when discussing the dispersive surface energy, however to simplify we will assume that 
the molecule acts as a new complete surface as it is in isolation, by making this assumption 
we can model the surface as being an adsorption site with an identical surface free energy as 
the incoming solvent molecule. To model this using the methodology outlined previously is 
simple, rather than remove a site and recalculate probabilities instead the sites occupied in 
the last step are removed and a site of size equal to the previous stages covering is added. 
This is achieved simply by adding a number of new sites of this solvent type equal to the 
amount covered in the previous step. It yields a new surface site for occupation as shown 
below: 
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Figure 6-20. Changing Surface Sites with Coverage in the Multilayer Methodology. 
 
Application of this modification allows for an increased decent of the energetics for high 
energies and an upward inflection for low energies. This is shown below. 
 
 
 
 
 
 
Figure 6-21. Low Energy vs. High Energy Multilayer Approximation. 
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This modification will be extremely important when discussing low surface energy 
materials/high energy solvents, as the solvent surface tension is of comparable/greater value 
in this situation, so to assume no solvent interaction will present an early problem. 
 
6.5.2. Lateral Interactions 
The problem of a multilayer was easily addressed, and lateral interactions can be similarly 
described, however a brief look at how to describe multilayers and the effect of random vs. 
structured substrate should be noted.  
The simplest method to describe laterally interacting molecules on a surface is to assume that 
first, the molecules do not and cannot form multilayers and second, that the surface itself is 
entirely randomly distributed. This random distribution would imply that any given site would 
have an equal probability of being next to any other given site, rather than a weighted 
probability based on specific local distributions. In such a random regime there have been 
proposed simple methodologies to address it, such as that of the Fowler et al. [85] 
approximation for nearest neighbour interactions. This posits that, on a uniform surface the 
effective strength of a nearest neighbour interaction is simply a function of the number of 
interacting species adsorbed, as the average number of nearest neighbour pairs in a uniform 
surface will simply be a function of the surface coverage of the adsorbed species, the possible 
number of directions in which an adsorbate could interact and the total number of sites 
available for adsorption. Hill went on to show that this also applies for a randomly distributed 
surface [283], using arguments about the average partitioning of adsorbates across a surface, 
which would itself be random, as on a uniform surface. Fowler also describes a more 
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complicated quasi chemical approximation, though this would be of little value for the 
application to our adsorption modelling scheme. 
𝐸𝑁𝑇 = 𝐸𝑁𝑁 =
𝑧𝑛𝑖
2
2𝑚
𝐸𝑁 =
𝑧𝜃𝑖
2
2
𝐸𝑁 
Equation 107. Lateral component of adsorbed energy experienced. 
As all sites would experience the same change to their adsorption potential this will not result 
in a change to the relative site occupation in the modelling scheme proposed previously, 
instead it will only effect the total energy measured as shown below: 
 
Figure 6-22. Effect of Lateral Interactions. 
 
In the case of a non-random regime this approximation becomes less applicable, the specific 
layout in such a system is of such importance that modelling it becomes rather 
unmanageable, especially with application to measured materials in terms of surface 
energetics. An example is given here by Casal et al. where the problem of multilayer and 
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lateral interactions are addressed in a mathematically rigorous form by focussing on two 
layers, the complexity of such an approach cannot be understated [284]. 
 
6.6. A Stochastic Approach 
6.6.1. Introduction 
A stochastic approach is commonplace to understanding statistical mechanics problems, it in 
essence comprises a probabilistic methodology of simple, small processes repeated to 
understand larger macroscopic processes.  This approach is extremely important in 
methodologies which cannot be approached in a deterministic fashion. Initial steps toward 
the modern stochastic approaches were made in the 1930’s, with application to modelling 
the properties of the neutrino by Fermi with the ‘FERMIAC’ [285].More famously, and leading 
to even further popularisation of the method, were the ‘Monte Carlo’ methods developed in 
the 1940’s as part of the Manhattan project  [285]. The technique was so named after the 
Monte Carlo casino, gambling involving a heavy amount of probability. In both of these 
approaches it was used as a way of understanding complex problems with no analytical 
solution. With the rise of the digital computer age such methods are finding increasing 
popularity for problems solving in many divergent areas. A model solution to understand a 
problem, rather than a model used to describe an already solved problem. 
Stochastic processes are common in many areas, Brownian motion is one of the more famous 
physical phenomena described in this way, where the motion of pollen particles was observed 
to follow apparently random patterns, though these could easily be described probabilistically 
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[286]. It finds uses in finance also, with descriptions of options being modelled by the famous 
Black-Scholes equations [287]. 
As an approach to the modelling performed to understand the surface energy heterogeneity 
it holds some interesting properties. It allows for better understanding of possible variations 
which can occur between experiments, as the process itself described is probabilistically 
driven, i.e. it can give estimates for standard deviations/variances. It is also highly 
parallelisable, with each specific iteration being very quick to compute, unlike the process 
described previously, in which each iteration is by comparison slow to compute, this may find 
application in high-fidelity mesh applications. 
 
6.6.2. Monte Carlo 
To this point modelling work shown has been a deterministic-probabilistic distribution, i.e. 
the result of a single simulation run yields an unchanging result. In actuality the process of 
adsorption through the column will be a stochastic process. This means that the result of a 
single process can vary, however in practice the amount of variation is small as the process 
itself leads to a large amount of sampling. 
In our process we will define a few terms, first that of a simulation. This is defined as the 
emulation of a given event, an example of such is using a random number generator to flip a 
coin, defining a result below 0.5 as Tails and above 0.5 as Heads. Next we define the Monte 
Carlo approach as random sampling to calculated variables. An example of this is throwing 
darts at a dartboard randomly, compare the darts landing inside the circle vs. the dart case 
yields an approximation of the area of a circle compared to a square. Finally this allows to 
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define our term of interest, a Monte Carlo Simulation: Random sampling to emulate a 
process. An example of this is repeating the dartboard experiment using a random number 
generator, defining a square from 0-1 in y and x axis and a circle centred at 0.5,0.5 (this could 
be applied to any function to calculate approximate bounded area, i.e. approximate 
integration.) 
Utilising the same probabilistic distributions as previously, i.e. a scaled sum of normal 
distributions, the probability of an event is described. These can then be used to calculate the 
cumulative distribution, this is the integral calculated at each point and describes the 
probability of all events between two points taking place, over the scheme of the energy 
domain it will sum to one (by modelling as a sum contracted normal distributions this can be 
defined in an approximately-exact form):  
  
 
Figure 6-23. Cumulative Distribution Function (CDF) of Multiple Normal Distributions. 
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This in turn can be used to create an inverse function (Quantile function), calling a random 
number (0-1) will yield a random surface energy weighted by the probabilistic distribution.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6-24. Quantile Function of CDF of Multiple Normal Distributions. 
By sampling this quantile function using a random number generator a value for the surface 
energy site occupied at that point can be found, this allows for the same approach used 
previously to be applied. As sites are covered the relative weighting of that site can be 
reduced, changing the quantile function in the next iteration. 
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6.6.3. Results and Discussion 
An example of application of this methodology follows, it is first compared to the iterative 
methodology proposed. 
Figure 6-25. Comparison of Monte Carlo Methodology to Typical Iterative Methodology for Surface Energetics Measurement. 
As can be seen the stochastic approach yields a fair approximation to the iterative procedure, 
though the smoothness of the function leaves something to be desired even at a simulation 
repeat value of 3000. The effect of mesh fidelity and number of repeats is demonstrated 
below. 
Figure 6-26. Effect of Number of Simulations (Repeats) on Surface Free Energy Distributions by Monte Carlo Methodology - 
500 Steps to Complete Coverage - Low Mesh Fidelity. 
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Figure 6-27. Effect of Number of Simulations (Repeats) on Surface Free Energy Distributions by Monte Carlo Methodology - 
1000 Steps to Complete Coverage - Medium Mesh Fidelity. 
 
Figure 6-28. Effect of Number of Simulations (Repeats) on Surface Free Energy Distributions by Monte Carlo Methodology - 
10000 Steps to Complete Coverage - High Mesh Fidelity. 
 
As may be expected, when increasing the number of repeats the smoothness of the function 
increases, as the average is based on more points. Similarly the number of repeats used 
increases the relative smoothness of the function. 
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This methodology then, seems to show the robustness of the previously applied method in 
terms of basic applicability, as the stochastic methodology is more routed in probability 
science. However this also shows that the apparent utility of such a stochastic methodology 
may be limited, the smoothness of the calculated distributions is not appropriate. In terms of 
time taken to calculate below can be seen comparison of calculation times between the 
stochastic method and the iterative method. 
The stochastic model then finds itself slower than the iterative methodology, though the 
trend shows that as the fidelity increases there will come a convergence between the two. 
Further it should be noted that the highly parallelisable stochastic approach may be 
implemented in a less computationally demanding fashion, though this is beyond the scope 
of this work. This stochastic technique may also be applied to the specific surface energetic 
methodology as that requires large data sets by virtue of its necessary tensor composition, 
this may provide scope for future work. 
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6.7. Comparison of Regimes 
Figure 6-29. Comparison of Deterministic Iterative Regimes. 
The effect of various regimes for a given energy profile can be seen, as the energy used was 
low the relative effect of multilayer formation can be seen to have a less diminishing effect 
on the profile. The lateral interactive regime is shown to lead to a marked increase, most 
noticeable after 20% coverage.  
6.8. Discussion 
In this section various theoretical frameworks were delineated for the calculation of surface 
free energetic site distributions from experimentally determined IGC continuum data. The 
effect of multilayer and lateral interactions was considered in the dispersive regime, these 
were found to have a significant effect on the overall energetics determined from given 
distributions, dependent on the specific site distribution used. The multilayer interactions 
were seen to have either an increasing or decreasing effect on the surface energetics 
dependent on the situation considered. The lateral interactions on the other hand were found 
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to always result in an increase in the energetics computed from a given distribution. These 
two results are not unexpected, as in the case of the multilayer formation, new sites of an 
energy equating to the condensation energy of the solvent used appear. In the case of a low 
energy surface this will lead to an experienced increase as the effective surface seen will now 
consist of a higher energy landscape, while in the case of a higher energy surface we will see 
the opposite. Lateral interactions on the other hand will always yield an attractive potential, 
increasing the effective energy measured, as the dispersive interaction between an increasing 
number of nearest neighbours will lead to an increase in total interaction for a given site 
occupation. A dispersive stochastic model was also developed, the value of which lies in its 
relative speed, flexibility and parallelisability. 
In addition to dispersive methods, a scheme for interpreting the specific interaction 
component of measured energetics was made. This utilised a tensor approximation to the 
total probabilities for adsorption events, in a similar iterative scheme as the dispersive 
approach. This methodology is more computationally expensive, as the tensor increases the 
relative number of data points significantly, and similarly increases the number of variables 
to minimised, with each site having 2 associated polar components, rather than a single 
dispersive component.  
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Chapter 7 - Modelling the Surface Free Energy II – An Analytic 
Approach 
 
7.1. An Analytic Approach – Introduction 
The methodology established in the previous chapter was itself an iterative procedure, each 
result having a linear dependence on the last. As discussed in the portion on stochastic 
methodology, such an iterative approach, while effective and fast in some cases proves to be 
slow and cumbersome in others. For example, in a situation where the difference in Surface 
Energetic components is large, the relative effect of a larger, but lower energy, component 
may be underestimated in the low coverage limit: this can be addressed by utilising a high 
number of iterations with each representing a smaller increment in surface coverage. This 
provides an increase in fidelity, especially in the lower limit, but with it a dramatic increase in 
computational overhead.  
 
 An approach to addressing this fidelity/speed issue, as described, was to implement a 
stochastic method representing the probabilities involved, allowing for a fast sampling of a 
single experimental run (with fringe benefits in estimating expectation vs. standard deviation 
values of experimental data) but overall requiring a large number of runs to attain an 
appropriate smoothness. This problem would be highly parallelisable in such an 
implementation and so could potentially be quickly calculated using specialised, multi-core or 
GPU computation techniques, however this brings other issues, such as hardware expense 
and expertise in calculation. Therefore it can be seen that an approach which is independent 
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of mesh size would be a positive boon and highly desirable. In this chapter I will demonstrate 
the theoretical underpinning of such an approach, in varied application. 
7.2. Langmuir Isotherm 
In order to establish an analytical methodology, first we must take a closer look at isotherms 
for application: focus will be given to more common isotherms though more specialised 
approaches will be mentioned. To start we will begin with the first particle dynamic approach, 
and one of the most commonly used isotherms (plus its derivatives), the Langmuir Isotherm. 
The Langmuir Isotherm was developed in 1916 by American Nobel Prize winning Physicist 
Irving Langmuir [288]. It assumes that adsorption can be modelled as a series of particles 
impinging a surface, with an equilibrium mass balance approach providing a relationship to 
surface coverage and pressure. 
7.2.1. Extended Langmuir 
The Langmuir isotherm as show here was the first proposed by Irving Langmuir, in later work 
he proposed many simple modifications to this approach which will address many currently 
observed issues with it. First he discusses the idea of a heterogeneous surface [289], as he 
describes consisting of many different molecular species and arrangements and thus yielding 
different interfacial interactions, to address this he proposes the following: 
𝑄 = 𝛴𝑖=1
𝑛 𝛽𝑖𝜃𝑖 
Equation 108. Total Amount Adsorbed on a Heterogeneous Surface. 
Following this he discusses the ideas of and infinitely reducible heterogeneous material, i.e. 
one consisting of a true continuum of energies, which he ascribes to an amorphous surface, 
which he address by extending the multisite approach to an integrable method. He then 
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discusses multiple adsorbate occupation of a single site, which he uses to derive an expression 
for multilayer adsorption. This approach, while theoretically sound found little application, 
owing primarily to its cumbersome nature and the need for computation in its application. 
Though he discusses the relative use of this approach as fairly insignificant with the argument 
that most materials will tend to exhibit a monolayer, which seems to not be an accurate 
description and so remained an active area of theoretical development, the result of which 
(amongst others) is the BET theory of multilayer adsorption. 
7.3. BET Isotherm 
The methodologies discussed so far are those proposed by Langmuir, though they do give 
approaches to multi-site and multi-layer approaches to adsorption, the application of 
anything beyond the simplest isotherm become cumbersome and unwieldy for use. The BET 
isotherm was developed in 1938 by Braunhauer, Emmett and Teller as way of simplifying a 
multi-layer approach and better describing experimentally measured isotherms [222]. This 
approach uses many of the assumptions laid out by Langmuir with some novel changes 
yielding a modified equation. In the case of the basic Langmuir isotherm it is assumed that 
only single molecules can occupy single surface spaces, following this no more molecules can 
be adsorbed to this site (Langmuir’s multi-layer approach does not require this). 
7.4. Lateral Interactions and Other Isotherms 
To this point the methodologies assume that the molecules arriving on the surface act only 
vertically with no interaction with neighbours, while this can be thought to be appropriate in 
a low coverage limit, at higher coverages it becomes obviously inappropriate. Several 
theoretical Isotherms of this type exist as discussed in an earlier section, their applicability in 
this modelling approach is limited save for the simple lateral interaction modification 
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proposed for the iterative isotherm, this can be easily extended to the Langmuir approach 
derived here as will be shown, but cannot find easy application in the BET regime 
(mathematical application can be found in appendix a). 
7.5. Multi-Site Langmuir Approach 
7.5.1. The Langmuir Approach - Derivation 
As described the Langmuir isotherm can be used to model the interaction of the adsorbate 
with a multi-site surface, this will become clear through a brief derivation as follows:  
𝑄 = 𝛴𝑖=1
𝑛 𝛽𝑖𝜃𝑖 
𝜃𝑖 =
𝑥𝑖𝑃
1 + 𝑥𝑖𝑃
 
∴ 
𝜃𝑖 + 𝑥𝑖𝜃𝑖𝑃 = 𝑥𝑖𝑃 
𝜃𝑖 = 𝑥𝑖𝑃 − 𝑥𝑖𝜃𝑖𝑃 
𝜃𝑖 = 𝑃(𝑥𝑖 − 𝑥𝑖𝜃𝑖) 
𝑃 =
𝜃𝑖
(𝑥𝑖 − 𝑥𝑖𝜃𝑖)
 
𝑃 =
𝜃𝑖
𝑥𝑖(1 − 𝜃𝑖)
 
𝜃𝑗 =
𝑥𝑗𝑃
1 + 𝑥𝑗𝑃
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𝜃𝑖,𝑗 =
𝑥𝑗
𝜃𝑖
𝑥𝑖(1 − 𝜃𝑖)
1 + 𝑥𝑗
𝜃𝑖
𝑥𝑖(1 − 𝜃𝑖)
 
𝜃𝑖,𝑗 =
𝑥𝑗𝜃𝑖
𝑥𝑖(1 − 𝜃𝑖)(1 + 𝑥𝑗
𝜃𝑖
𝑥𝑖(1 − 𝜃𝑖)
)
 
𝜃𝑖,𝑗 =
𝑥𝑗𝜃𝑖
𝑥𝑖(1 − 𝜃𝑖) + 𝑥𝑗𝜃𝑖
 
𝜃𝑖,𝑗 =
𝑥𝑗𝜃𝑖
𝑥𝑖 − 𝑥𝑖𝜃𝑖 + 𝑥𝑗𝜃𝑖
 
𝜃𝑖,𝑗 =
𝑥𝑗𝜃𝑖
𝑥𝑖 + 𝜃𝑖(𝑥𝑗 − 𝑥𝑖)
 
∴ 
𝑄𝑖 = 𝛴𝑗=1
𝑛 𝛽𝑖𝜃𝑖,𝑗 
Equation 109. Derivation of total coverage of a heterogeneous material using the Langmuir isotherm. 
i.e. the total coverage, 𝑄𝑖 , for a given fractional coverage, 𝜃𝑖, of a given site, 𝑥𝑖, is defined by 
the relative sites, 𝜃𝑗, of other sites, 𝑥𝑗. 𝑥𝑖 and 𝑥𝑗 are the exponential adsorption potentials of 
the Langmuir isotherm, taking the same form as in our iterative derivation. 
This can easily be seen to be repeated for a discretised function of sites representing the 
iterative approach followed previously, i.e. a discrete normal distribution function. As can be 
seen to get an expression over all sites and coverages, to find a function for site occupation 
with total fractional coverage, this simply needs to be repeated at a fine enough mesh to 
provide data to produce an analytical function for each site, which would yield a 2-
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dimensional array of coverages vs. sites. Further, however it can be expanded to an integrable 
approach when using a function in the following form. 
𝑄 = 𝛴𝑖=1
𝑛 𝛽𝑖𝜃𝑖 =  ∫ 𝛽(𝑥)𝜃
𝑥𝑚
𝑥𝑜
(𝑥)𝑑𝑥 
Equation 110. Typical integral form of Isotherm equation. 
If 𝛽(𝑥) is defined by a weighting function consisting of multiple normal distributions (note 
this is similar to other isotherm modalities previously mentioned) i.e. 
𝛽(𝑥) = 𝛴𝑘=1
𝑛
𝛽𝑘𝑒
−
(𝑥𝑖−𝛼𝑘)
2𝜎2
2
𝐶𝜎√2𝜋
 
Equation 111. Weighting Coefficient. 
Given the constraint that  
∫ 𝛽(𝑥)𝑑𝑥
𝑥𝑚
𝑥𝑜
= 1 
∫ 𝛴𝑘=1
𝑛
𝛽𝑘𝑒
−
(𝑥𝑖−𝛼𝑘)
2𝜎2
2
𝐶𝜎√2𝜋
𝑥𝑚
𝑥𝑜
= 1 
1
𝐶
∫ 𝛴𝑘=1
𝑛
𝛽𝑘𝑒
−
(𝑥𝑖−𝛼𝑘)
2𝜎2
2
𝜎√2𝜋
𝑥𝑚
𝑥𝑜
= 1 
∫ 𝛴𝑘=1
𝑛
𝛽𝑘𝑒
−
(𝑥𝑖−𝛼𝑘)
2𝜎2
2
𝜎√2𝜋
𝑥𝑚
𝑥𝑜
= 𝐶 
Equation 112. Derivation of Weighting Normalisation Coefficient. 
 
∴ 
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𝑄 = ∫ 𝛽(𝑥)𝜃
𝑥𝑚
𝑥𝑜
(𝑥)𝑑𝑥 = ∫
𝛴𝑘=1
𝑛 𝛽𝑘𝑒
−
(𝑥−𝛼𝑘)
2𝜎2
2
𝜎√2𝜋
∫ 𝛴𝑘=1
𝑛 𝛽𝑘𝑒
−
(𝑥−𝛼𝑘)
2𝜎2
2
𝜎√2𝜋
𝑑𝑥
𝑥𝑚
𝑥𝑜
𝜃(𝑥)𝑑𝑥
𝑥𝑚
𝑥𝑜
 
𝛽𝑖(𝑥) =
𝛴𝑘=1
𝑛 𝛽𝑘𝑒
−
(𝑥−𝛼𝑘)
2𝜎2
2
𝜎√2𝜋
∫ 𝛴𝑘=1
𝑛 𝛽𝑘𝑒
−
(𝑥−𝛼𝑘)
2𝜎2
2
𝜎√2𝜋
𝑑𝑥
𝑥𝑚
𝑥𝑜
 
𝜃𝑖(𝑥) =
𝑥𝜃𝑖
𝑥𝑖 + 𝜃𝑖(𝑥 − 𝑥𝑖)
 
∴ 
𝑄𝑖 = ∫
𝛴𝑘=1
𝑛 𝛽𝑘𝑒
−
(𝑥−𝛼𝑘)
2𝜎2
2
𝜎√2𝜋
∫ 𝛴𝑘=1
𝑛 𝛽𝑘𝑒
−
(𝑥−𝛼𝑘)
2𝜎2
2
𝜎√2𝜋
𝑥𝑚
𝑥𝑜
𝑑𝑥
𝑥𝜃𝑖
𝑥𝑖 + 𝜃𝑖(𝑥 − 𝑥𝑖)
𝑑𝑥
𝑥𝑚
𝑥𝑜
 
𝑍(𝑥) = 𝛴𝑘=1
𝑛
𝛽𝑘𝑒
−
(𝑥−𝛼𝑘)
2𝜎2
2
𝜎√2𝜋
 
𝑄𝑖 = ∫
𝑍(𝑥)
∫ 𝑍(𝑥)𝑑𝑥
𝑥𝑚
𝑥𝑜
𝑥𝜃𝑖
𝑥𝑖 + 𝜃𝑖(𝑥 − 𝑥𝑖)
𝑑𝑥
𝑥𝑚
𝑥=𝑥𝑜
 
Equation 113. Derivation of Total Amount Adsorbed in a Continuous Weighted Heterogeneous System. 
 
By repeating this for all 𝜃𝑖 of all 𝑥𝑖, a complete mapping of a site occupation space will be 
achieved. To simplify, this can be discretised to yield a series of points to be fit to, while losing 
very little information as the fidelity can be optimised for brevity/accuracy. 
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7.5.2. The Langmuir Approach – Towards an Algorithm 
The methodology delineated allows for a total coverage to be found for a given energetic site 
coverage, in an explicit analytical form. Using this then it is possible to compute the total 
coverages at all site coverages. However, it is not possible to have prior knowledge on the 
total coverage achieved at different site coverages, that is to say that we have the reverse of 
our previous attempts at modelling, whereby we can manipulate directly the site coverages 
but do not know at which total coverage they will occur. This leads to a slightly different 
algorithmic approach than that of the previous approach. 
First the energetic distributions are calculated in the same way as before, with summed 
normal distributions. Starting from this position however we now calculate the total 
coverage, 𝑄𝑖  for incremental coverages of our sites, 𝜃𝑖 over the domain 𝜃𝑖 → 0: 1. The reason 
for this is to ensure we have all the site coverages for a given total coverage, i.e. 𝜃𝑖 for our 
entire 𝑥𝑖 domain for all 𝑄𝑖  of interest. The result is a non-uniform mesh of data, as the exact 
Q’s experienced over a uniform mesh of finite size will be different for each 𝑥𝑖 and 𝜃𝑖 as shown 
below in Figure 7-1. 
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Figure 7-1. Non-Uniform Mesh in the Analytical Langmuir Approach 
 
Using this distribution a parametric fitting approach can be used (a smoothing spline fit is 
extremely useful and appropriate given the relative tightness of data of interest), this fit then 
allows for equidistant points to be calculated for the Qi, 𝑥𝑖 and 𝜃𝑖 data. In turn this yields our 
needed site coverage vs. total coverage relationship. 
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Figure 7-2. Uniform Mesh in the Analytical Langmuir Approach. 
From here the approach to obtaining a surface energy coverage relationship is an identical 
scheme as that proposed earlier. The result of which is shown below when compared to an 
iterative calculation using the same variables. 
 
193 
 
Figure 7-3. Comparison between Analytical and Iterative Regimes for Surface Energy Heterogeneity Computation. 
 
7.5.3. Lateral Interactions 
𝜃𝑖𝑙 =
𝑥𝑖𝑙𝑃
1 + 𝑥𝑖𝑙𝑃
 
𝑥𝑖𝑙 = 𝑥𝑖𝑥𝑙 
𝑥𝑗𝑙 = 𝑥𝑗𝑥𝑙 
𝑃𝑥𝑙 =
𝜃𝑖𝑙
𝑥𝑖(1 − 𝜃𝑖𝑙)
 
𝜃𝑗𝑙 =
𝑥𝑗𝑙𝑃
1 + 𝑥𝑗𝑙𝑃
=
𝑥𝑗𝑥𝑙𝑃
1 + 𝑥𝑗𝑥𝑙𝑃
 
 
∴ 
𝜃𝑖𝑙,𝑗𝑙 = 𝜃𝑖,𝑗 =
𝑥𝑗𝜃𝑖
𝑥𝑖 + 𝜃𝑖(𝑥𝑗 − 𝑥𝑖)
 
Equation 114. Expression for a Laterally Interacting Modification to Langmuir Isotherm. 
 
The effect of the lateral interaction is not evident in the relative coverage of patches, they 
evolve in the same way, however as in the previous isotherm modality the energy may be 
calculated by the regime delineated by Hill [283]. 
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7.6. 7.6 Multi-Site BET Approach 
7.6.1. The BET Approach - Derivation 
The Langmuir model addressed so far can be viewed as useful in its fundamental application, 
especially at low coverages, however as is known it can be sub-optimal for most real 
materials, as the relative energetic contribution of the material becomes quickly dwarfed by 
solvent-solvent interactions; multilayers are of significant importance and an analytic 
approach utilising a simple multilayer isotherm there would be vital. Such an isotherm exists 
in the BET approach. The applicability of it however becomes significantly different and more 
complicated. First, a brief derivation of the approach: 
𝜃𝑖 =
𝜒𝑖𝑃
(1 − 𝑃)(1 + 𝜒𝑖𝑃 − 𝑃)
 
𝑃 =
𝜃𝑖(1 − 𝑃)(1 + 𝜒𝑖𝑃 − 𝑃)
𝜒𝑖
 
𝜃𝑗 =
𝜒𝑗𝑃
(1 − 𝑃)(1 + 𝜒𝑗𝑃 − 𝑃)
=
𝜒𝑗𝜃𝑖(1 − 𝑃)(1 + 𝑃 − 𝑃)
𝜒𝑖(1 − 𝑃)(1 + 𝜒𝑗𝑃 − 𝑃)
=
𝜒𝑗𝜃𝑖 + 𝜒𝑗𝜒𝑖𝑃 − 𝜒𝑗𝜃𝑖𝑃
1 + 𝜒𝑗𝑃 − 𝑃
 
𝜃𝑗 =
𝜒𝑗𝜃𝑖 + 𝑃(𝜒𝑗𝜒𝑖 − 𝜒𝑗𝜃𝑖)
1 + 𝑃(𝜒𝑗 − 1)
 
𝜃𝑗(1 + 𝑃(𝜒𝑗 − 1)) = 𝜒𝑗𝜃𝑖 + 𝑃(𝜒𝑗𝜒𝑖 − 𝜒𝑗𝜃𝑖) 
𝜃𝑗 − 𝜒𝑗𝜃𝑖 = 𝑃(𝜃𝑗𝜒𝑗 − 𝜃𝑗) + 𝑃(𝜒𝑗𝜒𝑖 − 𝜒𝑗𝜃𝑖) 
𝜃𝑗 − 𝜒𝑗𝜃𝑖 = 𝑃(𝜃𝑗𝜒𝑗 − 𝜃𝑗 + 𝜒𝑗𝜒𝑖 − 𝜒𝑗𝜃𝑖) 
𝑃 =
𝜃𝑗 − 𝜒𝑗𝜃𝑖
(𝜃𝑗𝜒𝑗 − 𝜃𝑗 + 𝜒𝑗𝜒𝑖 − 𝜒𝑗𝜃𝑖)
 
Equation 115. Derivation of Pressure Expression for Heterogeneous BET Isotherm. 
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At this point, you might consider bringing in a tertiary variable k, this would appear to work 
however provides a situation with many unreal solutions, impossible to solve, such an 
approach will be included in the appendix for completeness. Therefore at this juncture we 
slightly diverge from that of the Langmuir isotherm. A better approach would be to consider 
the solutions for just i and j as previous. This would maintain a set of equations which are 
solvable. However, as can be seen rearranging of explicit equations in just i or j is not possible.  
As in the Langmuir approach, we arrived at an explicit equation for P in terms of i and j, by 
considering symmetry, this equation must also be equal to an inverted version of i and j, 
therefore: 
𝑃 =
𝜃𝑖 − 𝜒𝑖𝜃𝑗
(𝜃𝑖𝜒𝑖 − 𝜃𝑖 + 𝜒𝑖𝜒𝑗 − 𝜒𝑖𝜃𝑗)
 
So, 
𝜃𝑗 − 𝜒𝑗𝜃𝑖
(𝜃𝑗𝜒𝑗 − 𝜃𝑗 + 𝜒𝑗𝜒𝑖 − 𝜒𝑗𝜃𝑖)
=
𝜃𝑖 − 𝜒𝑖𝜃𝑗
(𝜃𝑖𝜒𝑖 − 𝜃𝑖 + 𝜒𝑖𝜒𝑗 − 𝜒𝑖𝜃𝑗)
 
(𝜃𝑖 − 𝜒𝑖𝜃𝑗)(𝜃𝑗𝜒𝑗 − 𝜃𝑗 + 𝜒𝑗𝜒𝑖 − 𝜒𝑗𝜃𝑖) = (𝜃𝑗 − 𝜒𝑗𝜃𝑖)(𝜃𝑖𝜒𝑖 − 𝜃𝑖 + 𝜒𝑖𝜒𝑗 − 𝜒𝑖𝜃𝑗) 
𝜃𝑗𝜃𝑖𝜒𝑖 − 𝜃𝑖𝜃𝑗 + 𝜒𝑖𝜒𝑗𝜃𝑗 − 𝜒𝑖𝜃𝑖𝜃𝑗 − 𝜃𝑖
2𝑥𝑖𝑥𝑗 + 𝜃𝑖
2𝑥𝑗 − 𝑥𝑗
2𝑥𝑖𝜃𝑖 + 𝑥𝑗
2𝜃𝑖
= 𝜃𝑖𝜃𝑗𝜒𝑗 − 𝜃𝑗𝜃𝑖 + 𝜒𝑗𝜒𝑖𝜃𝑖 − 𝜒𝑗𝜃𝑗𝜃𝑖 − 𝜃𝑗
2𝑥𝑗𝑥𝑖 + 𝜃𝑗
2𝑥𝑖 − 𝑥𝑖
2𝑥𝑗𝜃𝑗 + 𝑥𝑖
2𝜃𝑗  
Equation 116. Full Expression of Heterogeneous BET Isotherm. 
 
This can be factorised to give a quadratic expression of 𝜃𝑖: 
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𝐴𝑥2 + 𝐵𝑥 + 𝐶 
Where: 
𝑥 = 𝜃𝑖 
𝐴 = 𝑥𝑗(𝑥𝑗 − 𝑥𝑖 + 1) 
𝐵 = 2(𝜃𝑗𝑥𝑖 − 𝜃𝑗𝑥𝑗) − 𝑥𝑖(𝑥𝑗
2 + 𝑥𝑗) 
𝐶 = −(𝜃𝑗
2 (𝑥𝑖(𝑥𝑖 − 𝑥𝑗 + 1)) − 𝜃𝑗(𝑥𝑗(𝑥𝑖
2 + 𝑥𝑖)) 
This can be solved with the traditional quadratic equation: 
𝑥 =
−𝐵 ± √𝐵2 − 4𝐴𝐶
2𝐴
 
In solving this equation a relationship between total surface coverage and site coverage can 
be established, as now the total coverage can be expressed in terms of a single site coverage, 
i.e. we have expressed 𝜃𝑖 in terms of 𝜃𝑗 and so total surface coverage may be again expressed 
in terms of a single site occupation as previously. However it is worth noting that only one 
solution of the quadratic equation is physically meaningful, that is the solution. Also 
noteworthy is the apparent result that certain sites may experience an occupation greater 
than 1, as would be expected in a regime where multilayer stacking is possible. 
Having a term for each 𝜃𝑖 allows for an integral to be performed as before to yield total 
coverage Q. 
𝑄𝑖 = 𝛴𝑗=1
𝑛 𝛽𝑖𝜃𝑖,𝑗 = ∫
𝑍(𝑥)
∫ 𝑍(𝑥)𝑑𝑥
𝑥𝑚
𝑥𝑜
𝜃𝑖,𝑗𝑑𝑥
𝑥𝑚
𝑥=𝑥𝑜
 
Equation 117. Total Surface Coverage in the BET Isotherm Approach. 
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Once solved for each position, solve for the relative occupation of the multilayer versus the 
surface itself. 
𝜃𝑘 = 𝜃𝑆𝑢𝑟𝑓𝑘 + 𝐵𝑘𝑆𝐿𝜃𝑆𝑢𝑟𝑓𝑘𝐿𝑆  
𝜃𝑘 = 𝜃𝑆𝑢𝑟𝑓𝑘 +
𝑥𝑆𝐸𝐿𝜃𝑆𝑢𝑟𝑓𝑘
2
𝑥𝑘𝑆𝑢𝑟𝑓+𝜃𝑆𝑢𝑟𝑓𝑘(𝑥𝑆𝐸𝐿− 𝑥𝑘𝑆𝑢𝑟𝑓)
∑∏𝜃𝑆𝑢𝑟𝑓𝑘𝐿𝑖
∞
𝑖=1
∞
𝑖=1
 
𝜃𝑘 = 𝜃𝑆𝑢𝑟𝑓𝑘 +∑(
𝑥𝑆𝐸𝐿𝜃𝑆𝑢𝑟𝑓𝑘
2
𝑥𝑘𝑆𝑢𝑟𝑓+𝜃𝑆𝑢𝑟𝑓𝑘(𝑥𝑆𝐸𝐿− 𝑥𝑘𝑆𝑢𝑟𝑓)
)
𝑛
∞
1
 
Equation 118. Relative Occupation of Multilayers and Surface given a total site Occupation 𝜃𝑘. 
 
7.6.2. The BET Approach – Towards an Algorithm 
To calculate the experienced energy in this system, first an occupation algorithm is needed, 
this takes a form similar to that of the previous analytical solution. First all site occupations 
are calculated in terms of all x, yielding a site coverage vs total coverage mesh system, which 
can be fit to in the same was as in the Langmuir algorithmic approach. At this point however 
the system diverges in application, as this yields simply a total coverage of a given site, which 
itself will also be a function of competition between surface layers and multilayers, to 
calculate the effect of this can be used based on competitive adsorption between individual 
energetic sites. While n can take any value between 1 and infinity this need not be too 
cumbersome, as the total influence of this diminishes rapidly with increasing n (unless the 
surface coverage is approaching 1, however this will only happen in surface coverages well 
over 1), a good approximation to this requires only few n to be realised, as shown below in.  
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Figure 7-4. Total Coverage with n For a Given Surface Coverage. 
 
Using this the relative occupation of sites and multilayers can be calculated, thus allowing the 
energetic distribution to be analysed. This approach is far more computationally expensive 
than that of the iterative multilayer approach, and the advantages would not be seen other 
than in extremely low energy situations and/or at high coverages. Further to this, the effect 
of lateral interactions cannot be address as it could in the Langmuir analytical approach, a 
factor which may itself have far further reaching effects than multilayers when discussing low 
energy materials at low coverages. Further development to this approach and possibly the 
use of more effective computational methods may make this methodology useful, however 
the iterative methodology proves the most effective as a fitting approach currently. A 
comparison is seen below for a comparison between multilayer iterative approach and the 
analytical BET approach. 
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Figure 7-5. Comparison Between Iterative Multilayer and Analytical BET Methodology. Note that with increased mesh fidelity 
the iterative model begins to better emulate the analytical BET model. 
Figure 7-6. Comparison Between Analytical Langmuir and Analytical BET Models. 
 
As can be seen the BET model gives similar starting and ending energies for the energetic 
profile, however the characteristic shape is markedly different. With increased mesh fidelity 
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the models begin to show more similar profiles, however the time constraint for calculation 
of higher mesh fidelities make the iterative application difficult to apply. That being said the 
BET analytical model is remarkably slow, owing primarily to solving for surface coverage given 
a total site occupation, though the shape displayed seems the most appropriate for describing 
a wide range of material behaviour. 
A comparison of the Langmuir and BET analytical modalities shows the increased decrement 
rate that would be expected by the BET model, owing to the formation of lower energy 
condensates. This suggests that it would make the most accurate model for lower energy 
materials such as pharmaceutics, however the time taken per iteration would make the fitting 
untenable currently.   
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Chapter 8 - Modelling the Surface Free Energy III –
Application 
 
8.1. Introduction 
The modelling approach delineated has been applied only to abstract energetic distributions, 
rather than to real world problem analysis. To this end it seems prudent to verify its 
applicability with actual materials. Using Mannitol, Ibuprofen and Aspirin for the dispersive 
component and Paracetamol for specific analysis, whose data have been previously 
calculated macroscopically, it will be possible to verify whether the energetics calculated 
utilising the model approach outlined are in themselves useful. In understanding this the 
model may in the future be applied to systems with unknown energetics to measure the 
relative component energies which make up a powders energy profile, this in turn may negate 
the need to grow macroscopic crystals for surface energy characterisation, though this is no 
doubt unrealistic. Modelling approaches for dispersive energetic distributions have been 
demonstrated previously both abstractly and applied, the specific approach however still 
remains unapplied. This is an important metric to understand, as the specific energetics have 
been shown to have wide ranging effects in numerous situations, such as the under prediction 
of interactions between low dispersive energy polymers [78].   
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8.2. Materials and Methodology  
i. Material Preparation 
To provide a validation for the model, data is presented for Racemic Ibuprofen and β-
Mannitol. The materials used were D-mannitol (Ph Eur Pearlitol® 160C, Roquette, France), 
racemic ibuprofen (2-(4-isobutylphenyl)propionic acid) (Shasun, London, U.K.) and aspirin 
(acetyl salicyclic acid) (Sigma-Aldrich, Poole, U.K.). The surface energetic properties of 
macroscopic crystallised versions of these materials can be found in literature [290-292], 
measured by means of sessile drop contact angle. To provide a validation for the specific 
model, data is presented for Paracetamol. The material used was as received Paracetamol (p-
hydroxyacetanilide) (98% Sigma-Aldrich, St. Louis, MO). The surface energetic properties of 
macroscopic crystallised versions of this can be found in literature [268], measured by means 
of sessile drop contact angle. 
ii. FD-IGC 
FD-IGC was applied using a 3-solvent system (Heptane, Octane and Nonane) with a Surface 
Energy Analyser (SEA, Surface Measurement Systems Ltd., London, U.K.). First a BET isotherm 
is determined using Nonane as the solvent probe, to obtain a surface area measurement of 
the material being analysed. In turn surface energy calculations were performed at identical 
target coverages from 0.006-0.1, and repeated in triplicate to yield an average energy plot. 
The flow rate of the system was set to 10sccm and performed at 303.15K. Prior to surface 
energy analysis each sample was conditioned with dry helium at the same temperature and 
flow rate for 60 minutes. For the specific analysis FD-IGC was first applied using a 3-solvent 
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system (Heptane, Octane and Nonane) for dispersive energy characterisation and a 2-Solvent 
polar (Dichloromethane and Ethyl Acetate) scheme used to assess acid base energy character.  
The data calculated by FD-IGC was then analysed using the computational approaches 
delineated previously. The number of sites used was limited to the number of unique energy 
sites measured for the differing facets of the material by contact angle, plus an additional site 
to account for any defect/crystal edge energies which are not observed due to the averaging 
nature of the contact angle approach to measure surface energy (typically found to have an 
energy >60mJ/m2 and to represent <0.01% of the surface). 
8.3. Results  
i. FD-IGC – Dispersive Interaction 
 
Figure 8-1. The surface energy profiles of Racemic Ibuprofen, -Mannitol and Aspirin obtained from FD-IGC measurements, 
and their respective computed distributions. 
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ii. Computation – Dispersive Interaction 
The data presented in  
Figure 8-1 was calculated using the methodology outlined, further in Table 2 the energy 
contributions yielding these distributions can be found. Finally in Figure 8-2 this can be seen 
graphically. 
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Figure 8-2. Shows the energy site distributions of Ibuprofen, Mannitol and Aspirin as a., b. and c. respectively.  
For means of comparison energies measured macroscopically and the computed 
contributions are shown in tables 1 and 2 respectively. 
 
 
 
 
 
 
 
Table 2.The surface energetic contributions of the relative crystal habits expressed by macroscopic β-Mannitol and Racemic 
Ibuprofen and Aspirin by contact angle measurement (crystal habit in parentheses). 
 
 
 
Crystal 
Habits 
Surface Energies mJ/m2 
 
Mannitol Ibuprofen Aspirin 
Energy 1 44.1 (010) 42.1 (001) 39.1 (011) 
Energy 2 43.3 (120) 40.0 (011) 35.4 (100) 
Energy 3 39.5 (011) 33.4 (100) 35.6 (001) 
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Table 3. The site contribution data tabulated, the two yield comparable results for energy values contained within the 
materials of interest. 
iii. FD-IGC – Specific Interaction 
 
 
 
 
 
 
Figure 8-3. Measured and Computed Polar and Dispersive Distributions of Paracetamol Surface Energy. 
 
Material Site 1 Site  2 Site 3 
β -Mannitol 
39.97 mJ/m2 
(30.92%) 
40.11  mJ/m2  
(62.29%) 
43.09  mJ/m2  
(6.72%) 
Racemic 
Ibuprofen 
41.33 mJ/m2 
 (31.37%) 
42.83  mJ/m2  
(58.86%) 
31.81  mJ/m2  
(9.65%) 
Aspirin 
36.34 mJ/m2  
(46.57%) 
35.97  mJ/m2 
 (28.24%) 
38.07 mJ/m2 
(25.10%) 
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iv. Computation – Specific Interaction 
 
 
 
 
 
 
Figure 8-4. Dispersive Components of Paracetamol Surface Energy. 
 
 
 
 
 
 
 
 
Table 4. Facet Energies for Paracetamol. 
 
 
Crystal 
Habits 
Surface Energies mJ/m2 
 
Dispersive + - 
Energy 1 35.5 (201) 1.8 19.9 
Energy 2 34.8 (001) 1.4 29.1 
Energy 3 34.6 (011) 1.5 24.3 
Energy 4 35.8 (110) 1.8 14.0 
Energy 5 45.6 (010) 0.0 5.2 
208 
 
 
Table 5. Dispersive and Acid Base Characteristics Computed. 
The values calculated for the dispersive energetic by means of the methodology applied in 
the last chapter again showed favourable results when compared with macroscopic values. 
Energies of and their facets 35.5 mJ/m2 (201), 34.8 mJ/m2 (001), 34.6 mJ/m2 (011), 35.8 mJ/m2 
(110) and 45.6 mJ/m2 (010) respectively show good correlation with the values computed of 
35.73, 35.78, 35.25, 35.16 and 45.36 mJ/m2. However it can be seen that the specific 
component, while fairly close for the – character by the VOCG-Della Volpe methodology, is 
not quite as good as the + character is much lower than predicted by macroscopic 
measurements. While it does demonstrate a high peak of 29.38 mJ/m2 which compares well 
with the high peak of 29.1 mJ/m2 measured macroscopically, other values fall far short of 
their macroscopic counterparts. Reasons as to why this may be are discussed in the next 
section. 
 
Material Site 1 Site  2 Site 3 Site 4 Site 5 
Weighting 27.39% 25.53% 21.27% 20.08% 5.51% 
Dispersive 35.73 mJ/m2 35.78 mJ/m2  35.25 mJ/m2  35.16  mJ/m2  45.39  mJ/m2 
+ 3.08 mJ/m2  2.75 mJ/m2  1.90  mJ/m2  1.40 mJ/m2 0.00 mJ/m2 
- 29.38 mJ/m2 3.68 mJ/m2 1.01 mJ/m2 3.60 mJ/m2 3.96 mJ/m2 
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8.4. Discussion 
The energy distributions found by iterative modelling for the purely dispersive experiments 
show comparable results for various energy sites, with the energy values for Mannitol found 
by macroscopic techniques as being 44.1, 43.3 and 39.5 mJ/m2 for facets (010), (120) and 
(011) respectively, which compare favourably with those found by the computational method 
of 43.09 mJ/m2, 40.11 mJ/m2 and 39.97 mJ/m2. And similarly the energy values for Ibuprofen 
found macroscopically were 42.1, 40.0 and 33.4 mJ/m2 for facets (001), (011) and (100) 
respectively, which again compare favourably to those found computationally; 41.33, 42.83 
and 31.81 5mJ/m2. Finally the energy values for Aspirin found macroscopically were 39.1, 35.4 
and 35.6 mJ/m2 for facets (011), (100) and (001) respectively which compared favourably to 
the values found by computation of 36.34, 35.97 and 38 mJ/m2.  
When the analytic model is applied the values use iteratively yield an equally tight fit, however 
the speed of computation leads something to be desired in application. In this instance the 
use of the iterative model can be seen as superior as the trade between speed and accuracy 
acts in its favour. 
The distinct widths of the peaks make direct comparison between the site energy measured 
and that found computationally difficult, as peaks overlap heavily; as such giving an absolute 
shape of the crystal by utilizing the knowledge of the known energies of macroscopic crystal 
habits and the relative contribution by different energy sites predicted by the modelling 
approach is as yet unfeasible. However, this is a potential application for some systems which 
may display more distinct energy characteristics. Also, the use of this technique with more 
knowledge on the shape/relative expression of different surfaces may allow for a better 
context to the data. 
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The fit of the models to the data measured gave tight fits, parameterised by Chi2 (the squared 
difference between energy calculated and measured), found to be 0.16 and 0.98 respectively  
for Ibuprofen and Mannitol using the analytic approach, this is a metric comparing the sum 
of the squares of the difference between actual values measured at distinct coverages, with 
their corresponding computed values. Similarly the metric suggested for demonstrating 
meaningful surface energy data [115], the r2 value for the Schultz plots were all above 0.9997 
(with the majority ~>70% being 0.9999 and only a small minority below this), suggesting a 
good correlation of the energies measured to the actual material measured. The model can 
also be used to measure a certain r2 parameter of computed data, however this acts to 
suggest that the 0.9999 criteria may itself not be a golden rule to data validity. The relative 
change of the different solvents sorption, as characterised by the relative affinity for different 
sites, may not lead to uniform changes in the line fitted to, and so may act to decrease/change 
the r2 value from such an ideal value. However, this value still makes a good benchmark for 
validity and until a better metric is established should be used as a point of comparison. 
The interpretation of data by means of a Schultz methodology was an arbitrary decision as 
the application of the Dorris-Gray approach to the materials used gave practically identical 
results, with the average difference in energies between the two approaches found to be ~ 
<0.4mJ/m2, equating to a <1% deviation for the materials in question. 
The choice of normal distribution as opposed to Gaussian distribution of varying standard 
deviation was chosen for ease of application and simplification in this work, and for the 
reasons discussed previously that allude to its being an informed choice such as the central 
limit theorem and AFM measurements performed. Future work in this area should involve 
investigation into the effect of this width, with a view to higher resolution between extremely 
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similar energy values (such as is the case for habits (010) and (120) for Mannitol), and further 
could be extended to the use of different distributions of the energetics. However, the use of 
sufficiently narrow and numerous Gaussians would allow the solution found to emulate 
almost any distribution imaginable through localised summation and perhaps would 
eliminate the need for different distributions. Such an effect is seen in the sum of peaks for 
Mannitol, where the bulk of the distribution would form a kinked Gaussian reminiscent of a 
skewed Gaussian. 
The methodology outlined in this work shows superiority over previous attempts by making 
direct comparison between the modes of analysis, by utilizing the same system of analysis (in 
this instance the Schultz approach) as is used in experimental analysis, over the same range 
of solvents used for experimental characterization. Past attempts were limited to the analysis 
using a single solvent system and comparing the data to multi-solvent system, leading to an 
increased artificiality of the fit. The effect of this can be clearly seen in Figure 6-5, in which 
the choice of solvent can be seen to effect the energy calculable from a given distribution of 
sites. That is to say the use of each separate solvent would lead to a distinct set of energetic 
sites, each of different values, for the same material system, which is clearly physically 
incorrect as the energetic sites are a function of the material system. This problem is 
eliminated by the methodology proposed as the energetic sites found are dependent upon, 
therefore the same for, the whole solvent system. The Jefferson model allows only for 
monotonically decreasing adsorption/surface energy as a function of coverage, however 
experimental results have revealed some cases where this is found to not be the case. The 
model proposed here can be used to describe heterogeneity profiles where there is some 
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increase in surface energy as a function of surface coverage, as demonstrated in the example 
data presented for Mannitol. 
A note on the convergence of the dispersive system, the solution to the optimization problem 
set out by this methodology in both systems presented was found to be independent of 
starting position, within reason (i.e. without the use of negative numbers or exorbitantly large 
numbers as these affect the ability of the system to converge), this is an important result as 
it suggests the relative constrained nature of the system and implicit with it the greater 
confidence that can be taken in the solution found. However, some trepidation should be 
taken as this may be a more local than global solution, though its apparent closeness to 
macroscopically measured energies suggest the strength of the solution found. 
As a first attempt toward a computing scheme to understand the energetics involved in the 
specific characterisation the relative success of this is hard to judge. It shows a good fit for 
the dispersive energetics as would be expected, however the acidic and basic characteristics 
are not. Many possible causes for this discrepancy exist, the most fundamental of which is 
the question of direct comparability of the microscopic and macroscopic regimes, by means 
of analysis with the VOCG methodology. In a macroscopic environment, a polar probe will 
experience both attractive and repulsive forces, whereas in the microscopic regimes the 
relative energetic preference for a site of high adsorption potential should diminish this 
effect. The energies measured by IGC were found to be of a similar magnitude to those 
calculated by the modelling methodology, which would suggest that the effective energy in 
the microscopic regime as measured by the VOCG theory is fundamentally lower. The next 
important consideration to be made is the inherent problems with polar theories, the lack of 
a perfect metric for the ‘polar’ components of surface energy; the modelling technique as 
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described is extremely sensitive to the energies used to define the solvents employed as they 
directly affect the probability for a given adsorption event. Next a consideration should be 
made for the effect of site covering in this regime, unlike an apolar adsorption event the 
adsorption of a given solvent molecules may act to reduce the overall energetic landscape of 
the sample surface. This is a result of the previously – or + site now being replaced with a + or 
– site respectively. Such an event may cause a reduced interaction with the surface. The final 
consideration needed is the relative mesh size achievable for the process outlined, the 
computational demand of this process scales tremendously with increased fidelity as a tensor 
approach is used, as such a coarser mesh than would be used for dispersive interactions was 
used. This could potentially influence the calculated energies and so the final result. Further, 
the solvents were approximated as monopolar, however Ethyl Acetate does have a distinct 
bipolar character. In the framework described, this is can cause a large deviation between the 
experimentally calculated and modelled results, as the values may be reduced or 
exaggerated. More work is needed towards establishing the validity of this approach, crucially 
an extended variety of probes, yielding a better spread of results and reducing the ripple 
effect of a single metric error. Further, other probes may prove more comparable to a true 
monopolar species. A species of solid compound displaying a monopolar behaviour of each 
type could also be used, to provide a simpler experimental environment and reducing the 
potential complexity of interaction. Additionally the study of more macroscopic crystals under 
the acid/base paradigm could be used for comparison, as this current sample size is limited. 
Further a better route of comparison would be experimental techniques which may be more 
representative of local monopole interaction rather than the macroscopic multi-site sampling 
of contact angle. The use of other microscopic techniques such as AFM could provide more 
comparable data. The implementation of an analytical approach similar to the dispersive 
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methodologies discussed in this work could also circumvent some of the coarse mesh 
considerations, possibly yielding an avenue for further study and improvement.  
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Chapter 9 - Surfaces Energetics of Physical Mixtures 
 
9.1. Introduction 
Surface energy heterogeneity has been well covered so far in terms of measurement, 
however little attention has been given to the underlying material properties leading to it. 
Understanding the cause of the distributions measured by the point-to-point integration 
method is important, as it in turn helps to fully realise their potential. It should allow for better 
analysis and relation between the measured distributions and macroscopic properties. The 
understanding of mixtures has in the past been limited, it was understood that IGC sampled 
the high energy domains preferentially while ignoring lower energy domains. However, this 
was found to not be a fully descriptive understanding of the mechanisms present, Buckton et 
al. showing well that it was not a simple matter of high vs. low [293].  In this paper a 
composition was made of varying proportions of crystalline α-Lactose Monohydrate (low 
energy) and amorphous Lactose (high energy). The results of this found that the surface free 
energy measured was that of a weighted average up until the amorphous content exceeded 
15% w/w of the sample. After this point, the surface free energy of the mixture became 
equivalent to that of the amorphous content. It should be mentioned (as it was discussed in 
this paper) that the total surface area contribution of the amorphous content at this point 
was around 40% and the amorphous particles were small in comparison with the crystalline, 
as such it can be assumed with a fair degree of confidence that the lower energy sites of the 
crystalline material were now covered by the lower energy sites of the amorphous 
components, leading to an early increase in dominance of the amorphous content energy 
profile. Similarly a paper by Sun et al. [294] appears to show this by adding together two 
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samples of known surface energy together in varying fractions. One is a high energy Silicon 
Oxide and the other a low energy PMMA. As the surface fraction of Silicon Oxide is increased 
from 0 to 100% the Surface Energy trend is measured. This is shown to increase gradually, in 
a logarithmic increase, from the energy of PMMA to the energy of Silicon Oxide, were the 
high energy dominance truly a global effect such an addition would have seen a stark increase 
in the surface energy measured, not a gradual one. As these two papers show, the problems 
facing the relative heterogeneities of materials (or mixed samples) are not simple, 
theoretically or practically speaking. The approaches used however were simple infinite 
dilution methods, problems with which can be seen especially in the application to mixtures, 
as the total surface area being probed was generally not recorded and simply assumed as 
being low enough to be considered infinitely dilute. This has been shown to not describe many 
situations well, with the use of surface coverage mechanism rather than a vapour pressure 
mechanism showing a more experimentally valid measurement, even at infinite dilution, as 
was shown by Gamble et al. [295]. The coverages of different probes used at the same vapour 
pressure vary dramatically, this in turn has an influence on the ‘energy’ they are experiencing 
on a heterogeneous substrate. Effort has been made toward understanding the effect of 
mixtures using heterogeneous methodology more recently by Gamble et al. [241] though the 
complexity of such situations makes interpretation difficult. 
 
9.2. Materials and Methodology 
i. IGC 
FD-IGC was applied using a 4-solvent system (Heptane, Octane, Nonane and Decane) with a 
Surface Energy Analyser (SEA, Surface Measurement Systems Ltd., London, U.K.).  First a BET 
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isotherm is determined using Nonane as the solvent probe, to obtain a surface area 
measurement of the material being analysed. In turn surface energy calculations were 
performed at identical target coverages from 0.0009-0.12, and repeated in triplicate to yield 
an average energy plot. The flow rate of the system was set to 10 sccm and performed at 
303.15K. Prior to surface energy analysis each sample was conditioned with dry helium at the 
same temperature and flow rate for 60 minutes. It should be noted that while the target 
coverages were between 0.0009-0.12 the actual coverages varied for some samples, the 
results displayed reflect this, as the trust region for analysis is between the highest minimum 
coverage and lowest maximum coverage of the given solvent series. 
ii. Silanisation 
D-mannitol (Ph Eur Pearlitol® 160C, Roquette, France) was used as received for modification 
using Dichlorodimethylsilane (≥99.5% Sigma-Aldrich, Poole, U.K.) for methyl species and 
Trichloro(Trifluoropropyl)silane (≥99.5% Sigma-Aldrich, Poole, U.K.) for the Fluoro species. 
Silanisation was performed under reflux using trichloroethylene for 3 hours (≥99.5% Sigma-
Aldrich, Poole, U.K.). After silanisation material was vacuum filtered and then placed in a 
vacuum oven to ensure removal of excess solvent. Blended hetero/homogeneous species 
were produced by placing samples in weightings of 70:30, 50:50, 30:70 and 15:85 of Methyl 
functionalised to plain Mannitol respectively using a tumble mixer at high speed for 16 hours. 
The mixing is assumed to be random but not perfect, as the low level of cohesivity and 
approximately identical particle size distributions of each material (owing to the identical 
substrate used for silanisation) should prevent segregation effects and the energy, free 
volume and time of mixing should allow for thorough mixing [296]. Similarly blended 
homogeneous species were produced using weightings of 1:3, 1:1 and 3:1 of Methyl to Fluoro 
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silanised Mannitol respectively. It should be noted that while energetically homogeneous the 
overall saturation and uniformity of surface functionalisation was not measured and may 
prove to be imperfect, however for the use of this work energetic homogeneity was sufficient. 
The unblended hetero/homogeneous mixtures were produced by linear addition of Methyl 
functionalised and plain mannitol to the IGC column, in weightings of 70:30, 50:50, 30:70 and 
15:85 respectively.  
9.3. Results 
i. Unblended Hetero/Homogeneous 
 
Figure 9-1. Surface Free Energy Distributions of Unblended Mixtures of Heterogeneous Unsilanised Mannitol and 
Homogeneous Methyl Silanised Mannitol. 
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ii. Blended Hetero/Homogeneous 
 
 
 
 
 
 
 
Figure 9-2. Surface Free Energy Distributions of Blended Mixtures of Heterogeneous Unsilanised Mannitol and Homogeneous 
Methyl Silanised Mannitol. 
 
iii. Blended Homogeneous 
 
Figure 9-3. Surface Free Energy Distributions of Blended Mixtures of Energetically Homogenous Fluoro and Methyl Silanised 
Mannitols. 
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iv. Blended Heterogeneous 
The effect of mixing has so far become evident in both the homogeneous and 
heterogeneous/homogenous cases, though a word should be given to the heterogeneous 
case, as was shown in work of Gamble et al. [241] the same trend is shown albeit harder to 
see the explicit effect. The effect of this is difficult to interpret but easily understood in the 
context of results thus far, with an approximately averaging effect seen when simple mixing 
occurs, as this was shown previously and adds little to our understanding while being difficult 
to interpret no results will be presented on this. 
9.4. Discussion 
The blended and unblended mixtures show an identical trend, as more low energy 
homogeneous material is added the surface energy measured and level of heterogeneity both 
decrease, this suggests that materials ‘blended’ will still ultimately just yield a fairly simple 
relationship with one another. Similarly the homogeneous case shows the same trend of 
decreasing energies. It can be seen that the measurements show a trend of approximate 
averaging, as was suggested in the work of Gamble et al. Previous attempts at such work have 
typically exploited infinite dilution approaches, these themselves not taking place at specific 
isosteres do not show a trend which is easily understood, the relative coverage in each 
situation changing and so interpretation becoming impossible. Such simple studies 
themselves, while demonstrating the approximate falseness of the idea of high-energy site 
explicit coverage did not lend themselves to full understanding of the situation and false 
implications were made on the back of the simplistic studies.  
The results here are not surprising, with Conder and Young’s seminal text on Gas 
Chromatography written in the 1970’s [180] demonstrating the understanding that a mixed 
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phase within the elution column would result in a simple sum of retention behaviours on each 
species, and so yield an averaging effect. Thus to fully understand the results here and those 
found in previous works, it is simple to understand the data not as being an average of the 
energetics as suggested [241] but rather to use an averaging of retention behaviours. This 
knowledge, while useful, is limited in its effectiveness as it only allows for blends to be 
understood with foreknowledge of their constituent parts, i.e. the energies of the individual 
component materials making up the blend. This in itself allows for a further expansion to 
modelling approaches suggested so far, with a distribution being constituted of two averaged 
multi-site component distributions. This could result in a more accurate and full 
understanding of systems studied, though will increase the computational time and require 
more experimentation to fully understand systems. 
The case of physical coating is then touch upon, this results in a non-trivial change to the 
energetics system, wherein a competitive sorption mechanism such as that discussed in terms 
of the computation modelling approaches delineated in this work. Such an effect could be 
seen as the creation of a mixed surface/highly localised energetic mixing, this would act as to 
facilitate such an effect. To test such a mechanism a mixed surface chemistry approach will 
be taken in the next section. 
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Chapter 10 - Surface Energetics of Mixed Surface Chemistries 
and the Root of Surface Energetic Heterogeneity 
 
10.1. Introduction 
Understanding physical mixtures shows that the relative energetics of a material sample 
measured are non-trivially related to their constituent parts, previous attempts at 
understanding this behaviour in the heterogeneous regime have shown a ‘pacification’ of high 
surface energetics through the simple addition of different components into a mixed state  
[297], however with the new understanding gleamed here it can be seen that this was rather 
an averaging effect. The actual influence such a pacifying effect would have on the material 
behaviour then cannot simply be stated as that of the now pacified state, as the root to which 
this approximate pacification has been achieved is itself important. The presence of the high 
energy sites now simply being dulled by an averaging does not eliminate them, rather it 
lessens there effect and hinders there measurement. Having high energy domains can still 
lead to downstream problems for material processing, as this may still lead to an otherwise 
unsuspected increase in agglomeration effects (as a higher energy material may experience) 
which would be hard to reconcile with the perceived low energy of the material as measured 
by FD-IGC. Still then we need to understand more fully the effect of different energy sites on 
the distribution measured by FD-IGC if we are to fully realise and reconcile measurement with 
material behaviour. To this end the production of artificially heterogeneous materials may 
help us to better understand where this behaviour comes from, and show that through a 
modelling approach a relative understanding of the overall energetics may be achieved. To 
show how a homogeneous state can be changed to a heterogeneous state and vice versa, 
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through the introduction of mixed local energetics, a mixed surface chemistry will need to be 
achieved. Further, to demonstrate that two known homogeneous surface chemistries may 
themselves result in a heterogeneous distribution a simple binary surface should be created. 
Two different approaches will be taken to this end. 
The first will be to utilize the same silanisation techniques used to pacify the heterogeneous 
Mannitol surface. The difference between the original silanisation and this is the use of dual 
functionalities, by varying the amounts of energetic components different surface energetic 
profiles will be created. This has the benefit of being highly controllable, and comparable to 
two different energetic baselines, however the total presence of either species is hard to 
judge as there may be patches of singular Methyl or Fluoro as well as patches of locally mixed 
Methyl and Fluoro species. 
The second approach will be to utilize a surface modification technique on a homogeneous 
polymer substrate. This will be achieved by acid-etching a polyethylene surface, the amount 
of time in the acid solution yielding differing amounts of surface modification. This technique 
achieves the same as the last but rather than taking a heterogeneous material and inducing 
a different yet controlled heterogeneous state on it instead induces a heterogeneity in an 
underlying homogeneous surface. Polyethylene was chosen as the material of choice despite 
its relative chemical resistance as it shows a high degree of homogeneity in its structure, this 
in turn lead to a homogeneous energetic distribution. Other polymeric materials were tried 
but found to not display such a highly homogeneous energy, possibly due to small amounts 
of non-uniformity in surface chemistry. 
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10.2.  Materials and Methodology 
The mixed silanisation approach was achieved using Fluoro and Methyl Silane species, as in 
the previous section. They were added in varying volumes with weightings of approximately 
25-75, 50-50 and 75-25 Methyl silane to Fluoro silane respectively. While not necessarily 
achieving this relative surface contribution due to various possible effects as reaction rate, 
number of surface species per reactant molecule and moles reactant per volume. 
The modified polymer surface chemistry was achieved through application of hot Sulfuric acid 
for various lengths of time, the length of time affecting the degree of surface change. The 
method followed has been used previously for polyethylene films, resulting in an increase in 
wetting on the surface. It was found to markedly increase the surface polarity, but also has 
effects on the dispersive component energy. Results previously showed that the Sulfuric acid 
lead to various changes in surface chemistry and more importantly wettability, as described 
here [298]. Such etching is used typically to increase the adhesive strength between such 
films and other materials, using adhesives. Similar techniques which can be used to modify 
the surface chemistry of polyethylene include ozone treatment, UV treatment and plasma 
etching, while these alternatives provide excellent results for films their applicability for 
powders is lacking making them an inappropriate choice. Polyethylene itself was chosen due 
to its highly ordered structure and uniform surface chemistry, which yields homogeneous 
energy distributions when unmodified. Also, it demonstrates extremely low levels of polar 
behaviour, making it a model material for investigations into dispersive energetics, and the 
effect of surface chemistry changes on the polarity of the material. 
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i. Silanisation 
D-mannitol (Ph Eur Pearlitol® 160C, Roquette, France) was used as received for modification 
using Dichlorodimethylsilane (≥99.5% Sigma-Aldrich, Poole, U.K.) for methyl species and 
Trichloro(Trifluoropropyl)silane (≥99.5% Sigma-Aldrich, Poole, U.K.) for the Fluoro species. 
Mixed species silanisation was achieved using dual species, in v/v% of 1:3, 1:1 and 3:1. 
Silanisation was performed under reflux using trichloroethylene for 3 hours (≥99.5% Sigma-
Aldrich, Poole, U.K.). After silanisation material was vacuum filtered and then placed in a 
vacuum oven to ensure removal of excess solvent. 
ii. Surface Modification 
Polyetyhlene (Chromatographic Grade, Sigma-Aldrich, Poole) was used as received. Surface 
modification was achieved through application of 100C Sulphuric Acid (97%, Sigma-Aldrich, 
Poole) for different lengths of time. Subsequently solution was heavily diluted and filtered, 
then dried for 12 hours in a vacuum oven at 60C. 
iii. IGC 
FD-IGC was applied using a 4-solvent system (Heptane, Octane, Nonane and Decane) with a 
Surface Energy Analyser (SEA, Surface Measurement Systems Ltd., London, U.K.).  First a BET 
isotherm is determined using Nonane as the solvent probe for the Mannitol and Octane for 
the Polyethylene, to obtain a surface area measurement of the material being analysed. In 
turn surface energy calculations were performed at identical target coverages from 0.0009-
0.12, and repeated in triplicate to yield an average energy plot. The flow rate of the system 
was set to 10sccm and performed at 303.15K. Prior to surface energy analysis each sample 
was conditioned with dry helium at the same temperature and flow rate for 60 minutes.  
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10.3. Results 
10.3.1. Mixed Silanisation 
Figure 10-1. Distributions of Mixed Silanised Mannitols Dispersive Surface Energies. 
The changes in surface energetics from that of the base material of Mannitol can be seen as 
previously to become homogeneous when a single silane species is applied. The fluoro giving 
a lower distribution, of approximately 26.5-27.8 mJ/m2 though this variance is largely due to 
the intrinsic experimental variation. The methyl distribution is found to give an equally 
homogeneous distribution, ranging from 32.8-33.5 mJ/m2, with variation similarly stemming 
from intrinsic experimental variation. The distributions for mixed surfaces however do not 
show such similar homogeneous distribution of energies, rather they express the more 
typically observed heterogeneous behaviour of most materials. The samples prepared using 
larger amounts of Methy silane versus Fluoro can be seen to have the highest energy, as 
would be expected. The sample prepared with 75 to 25 weighting of Methyl to Fluoro 
respectively had an energy ranging from 32.5-29.4 mJ/m2 in an expected decay. Next the 50 
to 50 weighting was found to vary from 31.1-27.9 mJ/m2. Finally the 25 Methyl to 75 Fluoro 
silanised sample was found to vary from 30.6-27.1 mJ/m2. This result runs in contrary to 
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physical (blended and unblended) mixtures in that a competitive sorption event can be seen 
to happen, with the actual energetics of the material as measured by IGC found to vary in a 
decaying fashion, compared with the linear averaging seen in mixed samples. 
10.3.2. Modified Polymer 
 
 
 
 
 
 
Figure 10-2. Effect of Sulfuric Acid Treatment on Dispersive Surface Energetics of Polyethylene. 
 
 
 
 
 
 
 
Figure 10-3. Effect of Sulfuric Acid Treatment on + Della Volpe Surface Energetics of Polyethylene. 
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Figure 10-4.Effect of Sulfuric Acid Treatment on -Della Volpe Surface Energetics of Polyethylene. 
As the reaction time with polyethylene is increased, the surface energies measured show a 
marked increase both in the surface area measured and degree of heterogeneity. As can be 
seen for the material before modification, the dispersive and acid/base surface energies are 
homogeneous, however once treated with acid an increasing degree of heterogeneity can be 
observed. In the case of the acid and basic components an increase from approximately 0 to 
a non-negligible value can be seen, with the – component seeing a maximum increase to 
substantial 5.7mJ/m2 and the + component an increase to 1.7. These also display an increase 
in heterogeneous character. The surface energetics of the polymer then do not increase 
uniformly, with the changes to surface chemistry seemingly yielding local changes only, thus 
inducing a heterogeneity. This form of analysis differs from the traditional use of contact 
angle, as the change can be understood in a more nuanced fashion. 
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10.4. Discussion 
The energies of a heterogeneous material has previously been shown to be pacified by used 
of a single silane species, in this study we have shown that by introduction of multiple surface 
species a relative surface energy heterogeneity occurs. This in tandem with our understanding 
of mixture behaviours previously may aid in the understanding of the root cause of the 
energetic heterogeneity by IGC, which may in turn help with interpretation of heterogeneity 
data recorded. Simple mixtures of a low and high energy material can be shown to have no 
effect on the heterogeneity experienced, rather pacifying behaviours observed previously are 
simply a result of a reduction by averaging of two energies, on the other hand materials which 
are mechanically fused have been shown to experience energetics markedly different, with a 
change not describable by an averaging mechanism. This process it would seem can be 
understood in terms of a local surface energy modification of a single surface, such as is seen 
here for multi-species functionalised materials. 
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Chapter 11 - Pharmaceutical Case Study - The Effect of 
Polymorphism on Surface Energetics 
 
11.1. Introduction 
In the pharmaceutical industry many materials of interest exhibit polymorphism, which can 
have a direct effect on many aspects of product performance; such as bioavailability [18] and 
efficacy [299]. It also effects physical properties, such as transition temperature [300], 
dissolution rates [301] and surface free energy [302]. It is the final physical characteristic that 
is of interest of this study, as this governs interfacial behaviour between materials. This is an 
important factor in many product behaviours; tableting [303], flowability [304], compactibility 
[305] and dissolution rates [306] for example. The product of interest in this study is D-
Mannitol, which exhibits 3 main polymorphs; α, β and δ. This material was chosen due to its 
common use as an excipient, owing to its many favourable characteristics, such as non-
toxicity, carcinogenicity and hygroscopicity, and its exhibition of three distinct polymorphs.  
Past focusses on measuring surface energetics have focused on infinite dilution IGC, which 
yields a single value for energy and as such it is of limited use for any materials which display 
a degree of heterogeneity, such as is the case for typical pharmaceutics [291, 292].  
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11.2. Experimental Methodology 
i. IGC 
All FD-IGC experiments were performed in an SEA-IGC (Surface Measurement Systems Ltd., 
London, England). Samples were first conditioned with helium at 30°C at a flow rate of 
10SCCM for 20 minutes. Subsequently an n-Nonane isotherm was measured to establish 
surface area, followed by injections of n-Heptane, n-Octane and n-Nonane to measure the 
surface energy of the material at target n/nm values of 0.006, 0.009, 0.01, 0.02, 0.03, 0.04, 
0.05, 0.06, 0.07, 0.08, 0.09 and 0.12. This procedure was repeated 3 times to ensure 
reproducibility. 
ii. PXRD 
Powder X-Ray Diffraction was used to determine the polymorph present within a given 
sample, the PXRD used was the X’Pert Pro diffractometer (PANalytical B.V., Almelo, The 
Netherlands) over the range of 5—40° 2θ with a CuKα X-ray source at 40kV and 40mA. The 
data obtained was compared to that from the materials database to ascertain the 
polymorphism of the material. 
iii. Crystallisation of Mannitol Polymorphs 
Pure β is prepared from a 40 w/w% Mannitol in water dissolved at 60-65°C and allowed to 
cool to room temperature whilst stirred for 24 hours. δ is prepared via evaporative 
crystallisation of 40 w/w% Mannitol solution in water at 60-65°C with the δ crystals that grew 
out from the solution interface being carefully removed and analysed/stored. In the case of 
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the α polymorph, it was not possible to produce the pure polymorph. Instead, α Mannitol was 
crystallised along with the β polymorph from a water-ethanol mixture (30-70 w/w%), 
dissolved at 60-65°C and allowed to cool to room temperature whilst stirred. Crystals are 
removed as soon as notably formed to prevent further conversion of α to β. Following the 
initial experiment a further attempt was made  to also crystallise a pure α Mannitol, this was 
dissolved in 60-65 degree water and crashed out of solution using cold Acetone as an anti-
solvent, material <32nm were sieved from the material. 
11.3. Results and Discussion 
i. IGC 
 
Figure 11-1. This shows the experimentally determined surface free energy distributions of the various polymorphic forms of 
D-Mannitol; α, β, δ and α-β mix. 
 
Experimentally determined surface energy distribution for the various polymorphs of 
Mannitol by FD-IGC are shown in Figure 11-1. As can be seen the highest energy is expressed 
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in the β polymorph, which ranges from 50.5 to 41.2mJ/m2. This is followed by δ which goes 
from 48.6 to 38.2mJ/m2, and finally the mixture of α-β is found to exhibit the lowest energy, 
between 48.5 and 36.8mJ/m2. The explicit contribution from α can be inferred as being the 
lowest of the three polymorphs, given the lowest energy expressed by a mixture of it and an 
otherwise higher polymorph. However the actual contribution provided by the polymorph is 
not directly measured here, and further processing of the data is required to extract 
information about it, this is discussed further in the computation section. No energy value 
was used for the purposes of this study whose Schultz plot did not provide an R2>0.999, as 
this is a suggested measure of the quality of utilisable data for FD-IGC [115]. 
ii. PXRD 
The PXRD profiles are shown in Figure 11-2. The polymorph characterisation was confirmed 
by comparing the PXRD pattern of different polymorphs with the predicted diffraction pattern 
that was generated using Reflux module in Materials Studio 5.5 (Accelrys Software Inc.). The 
powder pattern of the α polymorph is characterised by peaks at 9.5°, 13.8° and 17.4° while 
the δ polymorph is well distinguished with a prominent peak at 9.7° and absence of any peak 
until 19. 5°. The characteristic peaks for the stable β form is seen at 2θ values of 14.8° and 
16.9° with a relatively small peak at 10.6°. As can be seen from, both the β and δ polymorphs 
exhibit only the characteristic peaks confirming the purity of polymorphs. However, the first 
diffraction pattern shown for the α polymorph exhibits peaks which correspond with those 
characteristic of the β polymorph, implying that a some β polymorph is present within the 
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sample, though the amount cannot be determined by this method alone. The second example 
given for alpha however demonstrates only the energetics of pure α. 
 
Figure 11-2. Experimental PXRD patterns of Mannitol polymorphs.  
iii. Computation 
The modelled data for the FD-IGC is shown overlaid with that measured experimentally in 
Figure 5. The computed values agree very well with experimental data, with each having a 
χ2<0.9, this metric describes the closeness of fit as the sum of the squares of differences 
between the measured and calculated distributions. 
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Figure 11-3.  Experimentally determined surface free energy distributions (dotted lines) and those calculated by the modelling 
procedure outlined (solid lines), for the various polymorphic forms of D-Mannitol. 
 
The implied energetic values for the β polymorph match well with expectations which can be 
drawn from other, alternate measurement techniques, in this case contact angle [290][115], 
with major energetic sites 43.3 and 39.5 mJ/m2 with weightings of 39.5% and 60.0%. The δ 
polymorph is seen to be primarily dominated by a single peak, which is actually the product 
of two very similarly valued energy sites, with values of 38.6 and 38.4 mJ/m2 and weightings 
of 39.1 and 57.1% respectively, which can be considered as a single energetic contribution. 
This fairly singular value dominated distribution could be explained by its relatively needle 
shaped crystal structure, however a smaller, but significant energy site can be seen centred 
around 33.0 mJ/m2 with a weighting of 3.6%. α was observed to contain major energetic sites 
of 37.13 and 33.52 mJ/m2, with weightings of 17.1 and 82.7 % respectively. The mixture of α  
and β was found to have a major energy site around a similar centre as that of the smaller 
energy site of the δ polymorph, at 33.1mJ/m2 with a weighting of 81.2%, again this can be 
explained by the relatively needle shaped crystal structure exhibited by this polymorph. A 
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significant contribution to the overall energetic profile of this mixture is found to exist in the 
region of the characteristic peaks of the β polymorph, at 40.0, 42.4 and a smaller peak at 
38.4mJ/m2, with weightings of 9.8%, 7.2% and 1.7% respectively. Comparison between this 
and the pure α  giving this weighting an apparent total contribution to the energy for the 
mixture of ≈ 18.7%, which in turn implies an 18.7% surface area contribution by the β 
polymorph to the overall mixture. Each distribution was found to also contain a small higher 
energy fraction, with weightings < 0.1%. It is reasoned that this energy is related to various 
defects and crystal edges present in all crystalline material. The figure below shows the major 
contributing energies. 
 
 
 
 
 
 
Figure 11-4. Energetic Site Contributions for Mannitol Polymorphs. 
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Figure 11-5. Predicted Alpha Distribution. 
 
As can be seen for α predicted distribution, the relative minimum energy achieved is 
somewhat lower than that of the other polymorphs examined, ranging from 51.9 to 31.8 
mJ/m2. When compared to the distribution measured for a pure alpha distribution we can 
see an apparently stark difference between energetics. However, when the actual distribution 
of sites is made, the major contributing component can be seen as remarkably similar, with 
the deconvoluted alpha having a major component at 33.07 and that from a pure sample 
having its major component at 33.52 mJ/m2. The notable difference between the two is a 
relatively substantial contribution at 37.12 mJ/m2 which is not seen in the original 
distribution. This could be a result of many different factors, it could be the result of a size 
differences resulting from the different growth routes of each alpha, or it could be hidden in 
the data for the beta calculated, as this energy is not significantly different from the lower 
portion of the beta distributions. A comparison of the alpha distributions can be seen below. 
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11.4. Conclusion 
The different polymorphic forms of D-Mannitol have been observed as exhibiting distinct 
surface energetic properties as would be expected. Further, the modelling approach applied 
was able to define a suggested surface contribution of ~18% of the β polymorph in a mixture 
of undetermined constitution. The specific energetics of each polymorph are shown to 
descend in an order of β>δ>α, with the profiles exhibiting energy ranges of 50.5 to 41.2 
mJ/m2, 48.6 to 38.2 mJ/m2 and 46.8 and 33.8 mJ/m2 respectively. The results here suggest 
that different product performance could be achieved if the relative polymorph displayed by 
the excipient could be controlled. Further studies could be conducted to look at the influence  
of these different physical properties on specific product characteristics, perhaps in the form 
of powder rheology or cohesivity studies. The results here also demonstrate that FD-IGC can 
distinguish between different polymorphs, in this case of Mannitol, and is a potentially useful 
methodology to determine surface properties of materials used in drug formulation. 
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Chapter 12 - Conclusions and Future Work 
 
12.1. Conclusions 
Modelling methodologies were developed to interpret the energetics measured by the 
heterogeneous surface energy FD-IGC approach. Several schemes were developed, 
incorporating an iterative site filling, with no solvent/solvent interactions, multilayer 
interactions and lateral interactions respectively. Between them, these three methodologies 
were found to describe a wide range of observed surface energetic behaviour. The 
methodology was further expanded to investigate the specific component of surface 
energetic analysis, while computationally intensive it provided a method of interpretation for 
otherwise complicated data. Further methodologies were developed based on traditional 
analytic isotherm models, which were found to yield very similar profiles as the iterative 
modality, without mesh fidelity limitations, making their application more suitable for 
situations requiring high levels of sensitivity. 
The methodologies developed were further applied to model pharmaceutic materials, they 
were found capable of extracting macroscopic energetic information from continuum 
energetic data measured by IGC that compared favourably with measurements made by 
alternate energetic techniques. Energy values for Mannitol found by macroscopic techniques 
were 44.1 (010), 43.3 (120) and 39.5 (011) mJ/m2 which compared well with computational 
values 43.09 mJ/m2, 40.11 mJ/m2 and 39.97 mJ/m2. And similarly for Ibuprofen 42.1 (001), 
40.0 (011) and 33.4 (100) mJ/m2 which again compare favourably with computation; 41.33, 
42.83 and 31.81 mJ/m2. Finally the energy values for Aspirin found macroscopically were 39.1 
(011), 35.4 (100) and 35.6 (001) mJ/m2 compared to those by computation of 36.34, 35.97  
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and 38 mJ/m2. The application of the specific component analysis was found to yield less 
comparable data, though the reasons as to why this may be were discussed. 
 
An investigation was made into the method by which surface energetics are mixed within a 
given system, with homogeneous/heterogeneous energetic profile mixtures in both blended 
and unblended configurations. These were found to yield identical behaviours, demonstrating 
a retention averaging as would be predicted by gas chromatographic theory and so energetic 
heterogeneity being seen as born from a different root. The same effect was observed in 
materials displaying homogeneous energetic profiles, and so single energetic contributions, 
created by the use of a surface silanisation method to yield uniform surface chemistries. 
Fluoro and Methyl silanes were used to yield profiles around the 26.5 mJ/m2 and 33.0 mJ/m2 
respectively. Mixtures of homogeneous materials was found to yield similarly homogeneous 
distributions, however the value was found to be an average of the constituent components. 
The application of a dual silanisation method, whereby different concentrations of Fluoro and 
Methyl silanes were used in tandem were found to recreate a heterogeneous effect, 
increasing Fluoro content yielding decreasing energetics. Similar effects were seen when 
starting from a homogeneous unmodified polyethylene and modifying the surface with 
Sulphuric Acid, increasing acid contact time yielded an increase in energy and degree of 
heterogeneity. The introduction of acid was found also to yield polar sites in an otherwise 
apolar material. 
 
The surface energetic approach was applied to a pharmaceutically relevant case study, the 
effect of polymorphism on Mannitol surface energies. This showed that polymorphism has a 
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large influence on the energetics of the system. Further, the energies of different polymorphs 
could be extracted from a mixture of two polymorphs which crystallised together (the 
presence of each polymorph confirmed by Powder X-ray Diffraction (PXRD)). The relative 
surface proportion of a polymorph could also be estimated from the given calculated site 
distributions of an experimental IGC distribution, the characterisation of which would prove 
challenging by alternate techniques. 
 
In conclusion FD-IGC has been shown to be a powerful technique for mapping the 
heterogeneity of materials. A technique was developed to better interpret the results of FD-
IGC by simulation, yielding further insight into the material characteristics than previous 
techniques. It was also shown to be capable of surface area measurement to close 
approximation with conventional techniques, as such it was shown as a powerful technique, 
as it is fast and requires less material than the conventional techniques, making it especially 
appropriate for early prototyping work. 
 
12.2. Future Work 
The work so far has focussed on the development of modelling schemes to address various 
modalities of dispersive interaction with a view to understanding the surface energetic 
contributions measured by FD-IGC. Several avenues for expansion exist in the form of 
development of a lateral + multilayer paradigm, as this would explain more complex 
behaviour that may be observed experimentally. Further the investigation of allowing each 
solvent to see a different number of sites. Owing to their different sizes each solvent molecule 
may be able to experience a different number and/or combination of surface energetic sites. 
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This may be a more realistic view of the situation seen and so would make an excellent avenue 
for investigation, however care should be taken not to overly increase the number of degrees 
of freedom of the system, as with excessive freedom the number of solutions will increase 
and the confidence in a given solution may decline.  
Further work needs to be in exploring the modelling of the specific interaction, current 
assumptions about the behaviour of the polar probe are grossly limited, making the 
interpretation of the current experimental methodology and application of modelling 
extremely complicated. Investigation should be done into the choice of polar solvents, the 
values used to describe them and perhaps including the use of amphoteric solvents which 
may see less of a repulsive interaction than those which are monopolar. Testing more model 
monopolar liquids to use in conjunction with or in lieu of the currently used materials may 
provide more insight and more robustness into the technique which is currently sorely 
needed.  Further investigation into more sophisticated models of the polar behaviour when 
adsorbed may be necessary to make better estimates for the interaction potentials involved 
and so a better understanding of the underlying surface energetics at play. The current 
assumption made may also be tested in terms of using the same number of sites and relative 
contributions of different sites, as perhaps this in itself is too limiting, however again caution 
should be taken in this application as too many degrees of freedom may once again limit 
confidence in the results. 
Study into the effect of heterogeneous entropic changes on the overall energetic 
heterogeneity seems a prudent experiment to confirm whether or not the current estimation 
using the Gibbs free energy rather than the heat of adsorption as a comparison for the work 
of adhesion is valid/acceptable for the heterogeneous regime. 
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The effect of mixed surfaces should also be studied in greater detail to determine more 
coherently the effect of fused surfaces, the use of two homogeneous model polymers with 
significantly different energetics would make an ideal opportunity to explore such an effect. 
This could be achieved through the use of polyethylene and polytetrafluoroethylene, which 
exhibit wildly different surface energetics. 
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Appendix 
BET approach with lateral interaction 
Typical BET derivation: 
 
𝑎1𝑝𝑠0 = 𝑏1𝑠1𝑒
−𝐸1 𝑅𝑇⁄  
𝑎2𝑝𝑠1 + 𝑏1𝑠1𝑒
−𝐸1 𝑅𝑇⁄ = 𝑎1𝑝𝑠0 + 𝑏2𝑠2𝑒
−𝐸2 𝑅𝑇⁄  
𝑎2𝑝𝑠1 = 𝑏2𝑠2𝑒
−𝐸2 𝑅𝑇⁄  
𝑎𝑖𝑝𝑠𝑖−1 = 𝑏𝑖𝑠𝑖𝑒
−𝐸𝑖 𝑅𝑇⁄  
 
𝐴 = ∑ 𝑠𝑖
∞
𝑖=0
 
𝑣 = 𝑣𝑜∑ 𝑖𝑠𝑖
∞
𝑖=0
 
𝑣
𝐴𝑣𝑜
=
𝑣
𝑣𝑚
=
∑ 𝑖𝑠𝑖
∞
𝑖=0
∑ 𝑠𝑖
∞
𝑖=0
 
𝐸2 = 𝐸3 = 𝐸𝑖 = 𝐸𝐿 
𝑏2
𝑎2
=
𝑏3
𝑎3
=
𝑏𝑖
𝑎𝑖
= 𝑔 
𝑠1 = 𝑦𝑠𝑜      𝑦 =
𝑎1
𝑏1
𝑝𝑒𝐸1 𝑅𝑇⁄  
𝑠2 = 𝑥𝑠1      𝑥 =
𝑝
𝑔
𝑒𝐸𝐿 𝑅𝑇⁄  
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𝑠3 = 𝑥𝑠2 = 𝑥
2𝑠1 
𝑠𝑖 = 𝑥𝑠𝑖−1 = 𝑥
𝑖−1𝑠1 = 𝑦𝑥
𝑖−1𝑠𝑜 = 𝑐𝑥
𝑖𝑠𝑜 
𝑐 =
𝑦
𝑥
=
𝑎1𝑔
𝑏1
𝑒𝐸1−𝐸𝐿 𝑅𝑇⁄  
𝑣
𝑣𝑚
=
𝑐𝑠𝑜∑ 𝑖𝑥
𝑖∞
𝑖=1
𝑠𝑜(1 + 𝑐 ∑ 𝑥
𝑖∞
𝑖=1 )
 
∑ 𝑥𝑖
∞
𝑖=1
=
𝑥
1 − 𝑥
 
∑ 𝑖𝑥𝑖
∞
𝑖=1
= 𝑥
𝑑
𝑑𝑥
∑ 𝑥 𝑖 =
∞
𝑖=1
𝑥
(1 − 𝑥)2
 
𝑣
𝑣𝑚
=
𝑐𝑥
(1 − 𝑥)(1 − 𝑥 + 𝑐𝑥)
 
 
Going through this assuming that the enthalpy of adsorption in each layer is modified by 
lateral interactions alters part of the derivation.  
(Assuming 
𝑎1
𝑏1
= 𝑔) 
And replacing 𝑦 with 𝑥0 
𝑠1 = 𝑥0𝑠𝑜      𝑥0 =
𝑝
𝑔
𝑒𝐸′1 𝑅𝑇⁄  
𝐸′1 = 𝐸1 + 1 
𝐿1 = 𝐿𝑎𝑡𝑒𝑟𝑎𝑙 𝑃𝑒𝑟𝑡𝑢𝑟𝑏𝑎𝑡𝑖𝑜𝑛 1𝑠𝑡 𝑙𝑒𝑣𝑒𝑙 
𝐴𝑁 =∑ 𝑠𝑖
∞
𝑖=𝑛
=∑ 𝑠𝑖
∞
𝑖=0
−∑ 𝑠𝑖
𝑛−1
𝑖=0
= 𝐴 −∑ 𝑠𝑖
𝑛−1
𝑖=0
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𝐴𝑁𝑛𝑚 = 𝑁𝑁 = 𝐴𝑛𝑚 − 𝑛𝑚∑ 𝑠𝑖
𝑛−1
𝑖=0
 
𝐿𝑁 = 𝑁𝑤 
𝑁 =
𝑧𝑛𝑖
2
2𝑚
=
𝑧𝑁𝑁
2
2𝑛𝑚
=
𝑧𝐴𝑁
2 𝑛𝑚
2
 
𝐿𝑁 =
𝑧𝐴𝑁
2 𝑛𝑚𝑤
2
= 𝜕𝐴𝑁
2  
𝐿1 =  𝜕𝐴1
2 = 𝜕(𝐴 − 𝑠0)
2 
𝑠1 =
𝑝
𝑔
𝑒(𝐸1+𝜕(𝐴−𝑠0)
2) 𝑅𝑇⁄ 𝑠0 
𝑠2 = 𝑥1𝑠1 = 𝑥1𝑥0𝑠0      𝑥1 =
𝑝
𝑔
𝑒𝐸′2 𝑅𝑇⁄  
𝐸′2 = 𝐸𝐿 + 𝐿2 
𝐿2 =  𝜕𝐴2
2 =  𝜕(𝐴 − 𝑠0 − 𝑠1)
2 = 𝜕(𝐴 − 𝑠0 − 𝑥0𝑠0)
2 = 𝜕(𝐴 − 𝑠0(1 + 𝑥0))
2
= 𝜕(𝐴 − 𝑠0(1 +
𝑝
𝑔
𝑒(𝐸1+𝜕(𝐴−𝑠0)
2) 𝑅𝑇⁄ ))2 
𝑥1 =
𝑝
𝑔
𝑒(𝐸𝐿+𝜕(𝐴−𝑠0(1+𝑥0))
2) 𝑅𝑇⁄ =
𝑝
𝑔
𝑒
(𝐸𝐿+𝜕(𝐴−𝑠0(1+
𝑝
𝑔𝑒
(𝐸1+𝜕(𝐴−𝑠0)
2) 𝑅𝑇⁄ ))2) 𝑅𝑇⁄
 
𝑠2 =
𝑝
𝑔
𝑒(𝐸1+𝜕(𝐴−𝑠0)
2) 𝑅𝑇⁄
𝑝
𝑔
𝑒
(𝐸𝐿+𝜕(𝐴−𝑠0(1+
𝑝
𝑔𝑒
(𝐸1+𝜕(𝐴−𝑠0)
2) 𝑅𝑇⁄ ))2) 𝑅𝑇⁄
. 𝑠0 
 
In general we find  
𝐿1 =  𝜕𝐴2
2 =  𝜕(𝐴 − 𝑠0)
2 
For N≥2 
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𝐿𝑁 = 𝜕(𝐴 − 𝑠0(1 +∑ 𝑥𝑗
𝑁−2
𝑗=0
)2 
𝑥0 =
𝑝
𝑔
𝑒(𝐸1+𝐿1) 𝑅𝑇⁄ =
𝑝
𝑔
𝑒(𝐸1+𝜕(𝐴−𝑠0)
2) 𝑅𝑇⁄  
For N≥1 
𝑥𝑁 =
𝑝
𝑔
𝑒(𝐸𝐿+𝐿𝑁+1) 𝑅𝑇⁄ =
𝑝
𝑔
𝑒(𝐸𝐿+𝜕(𝐴−𝑠0(1+∑ 𝑥𝑗
𝑁−1
𝑗=0 )
2) 𝑅𝑇⁄  
And 
𝑆0 = 𝑆0 
For N≥1 
𝑆𝑁 =∏𝑥𝑘
𝑁−1
𝑘=0
𝑆0 
As can be seen, with increased coverage the relative increase in occupation in higher sites will 
quickly fall as the relative perturbation caused by lateral interaction will become small overall. 
Thus until a very high occupation is reached these levels will see primarily the unperturbed 
energy. However this can only be performed numerically and not applied in a simple fashion 
as with other models.  
 
BET 3-Component approximation 
 
𝜃𝑖 =
𝜒𝑖𝑃
(1 − 𝑃)(1 + 𝜒𝑖𝑃 − 𝑃)
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𝑃 =
𝜃𝑖(1 − 𝑃)(1 + 𝜒𝑖𝑃 − 𝑃)
𝜒𝑖
 
𝜃𝑗 =
𝜒𝑗𝑃
(1 − 𝑃)(1 + 𝜒𝑗𝑃 − 𝑃)
=
𝜒𝑗𝜃𝑖(1 − 𝑃)(1 + 𝑃 − 𝑃)
𝜒𝑖(1 − 𝑃)(1 + 𝜒𝑗𝑃 − 𝑃)
=
𝜒𝑗𝜃𝑖 + 𝜒𝑗𝜒𝑖𝑃 − 𝜒𝑗𝜃𝑖𝑃
1 + 𝜒𝑗𝑃 − 𝑃
 
𝜃𝑗 =
𝜒𝑗𝜃𝑖 + 𝑃(𝜒𝑗𝜒𝑖 − 𝜒𝑗𝜃𝑖)
1 + 𝑃(𝜒𝑗 − 1)
 
𝜃𝑗(1 + 𝑃(𝜒𝑗 − 1)) = 𝜒𝑗𝜃𝑖 + 𝑃(𝜒𝑗𝜒𝑖 − 𝜒𝑗𝜃𝑖) 
𝜃𝑗 − 𝜒𝑗𝜃𝑖 = 𝑃(𝜃𝑗𝜒𝑗 − 𝜃𝑗) + 𝑃(𝜒𝑗𝜒𝑖 − 𝜒𝑗𝜃𝑖) 
𝜃𝑗 − 𝜒𝑗𝜃𝑖 = 𝑃(𝜃𝑗𝜒𝑗 − 𝜃𝑗 + 𝜒𝑗𝜒𝑖 − 𝜒𝑗𝜃𝑖) 
𝑃 =
𝜃𝑗 − 𝜒𝑗𝜃𝑖
(𝜃𝑗𝜒𝑗 − 𝜃𝑗 + 𝜒𝑗𝜒𝑖 − 𝜒𝑗𝜃𝑖)
 
𝜃𝑘 =
𝜒𝑘𝑃
(1 − 𝑃)(1 + 𝜒𝑘𝑃 − 𝑃)
 
 
𝜃𝑘 =
𝜒𝑘
(𝜃𝑗 − 𝜒𝑗𝜃𝑖)
(𝜃𝑗𝜒𝑗 − 𝜃𝑗 + 𝜒𝑗𝜒𝑖 − 𝜒𝑗𝜃𝑖)
(1 −
(𝜃𝑗 −𝜒𝑗𝜃𝑖)
(𝜃𝑗𝜒𝑗 − 𝜃𝑗 + 𝜒𝑗𝜒𝑖 − 𝜒𝑗𝜃𝑖)
)(1 + 𝜒𝑘
(𝜃𝑗 − 𝜒𝑗𝜃𝑖)
(𝜃𝑗𝜒𝑗 − 𝜃𝑗 + 𝜒𝑗𝜒𝑖 − 𝜒𝑗𝜃𝑖)
−
(𝜃𝑗 − 𝜒𝑗𝜃𝑖)
(𝜃𝑗𝜒𝑗 − 𝜃𝑗 + 𝜒𝑗𝜒𝑖 −𝜒𝑗𝜃𝑖)
)
 
𝜃𝑘 =
𝜒𝑘
𝜒𝑘 − 2+ (
(𝜃𝑗 − 𝜒𝑗𝜃𝑖)
(𝜃𝑗𝜒𝑗 − 𝜃𝑗 + 𝜒𝑗𝜒𝑖 − 𝜒𝑗𝜃𝑖)
)(1 − 𝜒𝑘 +
(𝜃𝑗𝜒𝑗 − 𝜃𝑗 + 𝜒𝑗𝜒𝑖 − 𝜒𝑗𝜃𝑖)2
(𝜃𝑗 − 𝜒𝑗𝜃𝑖)2
)
 
Solve in a similar albeit more computationally demanding manner as before. However these 
solutions only apply in specific situations, making them extremely difficult to apply (as only 
266 
 
cases where the chosen i j and k give real, positive solutions of Q would be of physical 
meaning). 
 
