We study the question whether, for X a smooth variety and X [n] its associated Hilbert scheme of n points, the two canonical Fourier-Mukai transforms D(X) → D(X [n] ), the one along the structure sheaf and the one along the ideal sheaf of the universal family, are injective on isomorphism classes. For dim X ≥ 2, we prove a nearly complete affirmative answer by two different reconstruction methods; one using the symmetric quotient and the McKay correspondence, and the other using restriction to a small stratum of the punctual Hilbert scheme. If X has fixed-point free automorphisms, we obtain further reconstruction methods, which also show in the case of an elliptic curve that the Fourier-Mukai transform along the structure sheaf of the universal family is injective on isomorphism classes. Furthermore, we proof that the universal family of X [n] is always flat over X, which implies that the Fourier-Mukai transform along its structure sheaf maps coherent sheaves to coherent sheaves.
introduction
Tautological bundles on Hilbert schemes of points have been intensively studied from various perspectives, and have been used for many applications, starting in the 1960s when they were studied on symmetric products of curves; see [Sch61, Sch64, Mat65] . They are defined by means of the Fourier-Mukai transform along the universal family of the Hilbert scheme. More concretely, let X be a smooth quasi-projective variety over C, let X [n] be the associated Hilbert scheme of n points, and let Ξ n ⊂ X [n] × X be the universal family of length n subschemes of X, together with its projections X q ← − Ξ n p − → X [n] . Given a rank r vector bundle E on X, there is the associated tautological bundle E [n] = p * q * E of rank rn on X [n] .
A very natural question is whether the bundle on X can be reconstructed from its associated tautological bundle on the Hilbert scheme:
(1)
This question was studied quite recently by Biswas and Parameswaran [BP11] and by Biswas and Nagaraj [BN12, BN17] . Maybe surprisingly, Question (1) has a negative answer if X = P 1 is the projective line; see [BN17, Sect. 2.1]. On the other hand, the answer to Question (1) is affirmative for semi-stable vector bundles on curves of genus g(X) ≥ 2, see [BP11, BN12] , and for arbitrary vector bundles on surfaces; see [BN17] .
In the present paper, we generalise, strengthen, and complement these results into various directions. We extend the results from vector bundles to coherent sheaves and, more generally, objects in the derived category. We obtain new affirmative answers to Question (1) for varieties of higher dimension and for elliptic curves. In most cases, we prove something slightly stronger than an affirmative answer to Question (1), namely the existence of leftinverses to the functor ( ) [n] . Furthermore, we obtain similar results if we replace ( ) [n] , Theorem 1.3 (Theorem 4.1). Let n not be of the form u+d d for any non-negative integer u. In other words, assume that we can write n = m+d−1 d + ℓ with 0 < ℓ < m+d−1 d−1 . Then the functor K := f * (Q ∨ ⊗ ι * ( )) : D(X [n] ) → D(X) is left-inverse to ( ) [n] , and K[1] is left inverse to F n , in short:
If the variety X has fixed-point free automorphisms, we find further reconstruction methods. Here, we only state the two most significant consequences, and refer to Section 5 for details and some further results. Under the presence of a fixed-point free automorphism, we can remove the numerical condition from Theorem 1.3.
Theorem 1.4 (Corollary 5.8). Let dim X ≥ 2, and let there be a fixed-point free automorphism of X. Then, for every n ∈ N, there is a functor L : D(X [n] ) → D(X) with L • ( ) [n] ∼ = id ∼ = L[1] • F n . In particular, for every pair E, F ∈ D(X), we have
So far, all of our results assumed that dim X ≥ 2. Using the translation automorphisms, we also get an affirmative answer of Question (1) for elliptic curves.
Theorem 1.5 (Corollary 5.3). Let X be an elliptic curve. Then, for every n ∈ N and every pair E, F ∈ D(X), we have
In summary, we now are not very far away from a complete answer of Question (1), in its generalised form for objects of the derived category. For X = P 1 , as mentioned above, the answer is negative even if we restrict ourselves to vector bundles. Note however, that the answer is affirmative for line bundles on P 1 ; see Remark 4.4. For curves of genus 1, we have an affirmative answer for arbitrary objects of the derived category by Theorem 1.5. For curves of genus g(X) ≥ 2, we have an affirmative answer for semi-stable vector bundles by [BN12] , and also for a slightly bigger class of vector bundles, namely those where the Harder-Narasimhan factors have slopes contained in a sufficiently small interval; see [BN17, Prop. 2.1]. If X is a surface, both functors ( ) [n] , F n : D(X) → D(X [n] ) are injective on isomorphism classes by Theorem 1.2. For d = dim X ≥ 3, according to the above results, the only potential counter-examples to Question (1), as well as to the analogous question with ( ) [n] replaced by F n , can occur if n = d+u d for some non-negative integer u and X has no fixed-point free automorphism, and even then we know that ( ) [n] is injective on isomorphism classes of reflexive sheaves. It seems natural to conjecture that there are no such counter-examples at all.
) are injective on isomorphism classes and faithful for every n ∈ N.
General conventions. All our schemes and varieties are defined over the complex numbers C. Given two schemes X and Y , we write the projections from their product to the factors as pr X : X × Y → X and pr Y : X × Y → Y . If Z ⊂ X × Y is a subscheme, we denote the restrictions of the projections to Z by pr Z X and pr Z Y , respectively. For X a scheme, let D(QCoh(X)) be the derived category of quasi-coherent O X -modules. We write D(X) := Perf(X) ⊂ D(QCoh(X)) for the full subcategory of perfect complexes, i.e. those complexes which are locally quasi-isomorphic to bounded complexes of vector bundles. If X is a smooth variety, D(X) is equivalent to the bounded derived category of coherent sheaves. We use the same notation for derived functors as for their non-derived versions. For example, given a morphism f :
We say that a functor F : C → D is injective on isomorphism classes if for all pairs of objects C, C ′ ∈ C, we have that F (C) ∼ = F (C ′ ) implies that C ∼ = C ′ . A left-inverse of a given functor F : C → D is a functor G : D → C such that G • F ∼ = id C (often in the literature, this is called a quasi left-inverse functor as we require the composition only to be isomorphic, not equal, to the identity). A functor admitting a left-inverse is injective on isomorphism classes and faithful.
In this paper, N denotes the set of positive integers, and N 0 denotes the set of non-negative integers.
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Hilbert schemes of points and Fourier-Mukai transforms
2.1. Hilbert schemes of points and symmetric quotients. From now on, X will always be a smooth quasi-projective variety over C. Given a non-negative integer n, the Hilbert scheme X [n] of n points on X is the fine moduli space of zero-dimensional closed subschemes of X of length n. It is smooth if and only if dim X ≤ 2 or n ≤ 3; see [Fog68, Che98] .
We consider the cartesian product X n together with the action of the symmetric group S n given by permutation of the factors. The quotient X (n) := X n /S n by that action is called the n-th symmetric product of X. We denote the quotient morphism by π : X n → X (n) and write the points of the symmetric product in the form x 1 + · · · + x n := π(x 1 , . . . , x n ).
There is the Hilbert-Chow morphism
sending a length n subscheme to its weighted support. If X is a curve, the Hilbert-Chow morphism is an isomorphism.
2.2.
Flatness of the universal family. Being a fine moduli space, the Hilbert scheme X [n] comes equipped with a universal family Ξ n = Ξ ⊂ X [n] × X which is flat and finite of degree n over X [n] . In fact, it is also flat over X, as we show in the following.
Theorem 2.1. For every smooth variety X and every n ∈ N, the universal family Ξ n ⊂ X [n] × X is flat over X.
Proof. By GAGA, a morphism of schemes of finite type over C is flat if and only if its analytification is; see [SGA71, Exposé XII, Prop. 3.1]. Note that the analytification Ξ an of Ξ is the universal family of the Douady space of X an , that means the moduli space of zero-dimensional analytic subspaces of X an of length n; see [Dou66] . Hence, we can deduce Theorem 2.1 from the analogous result in the category of complex spaces, which is Theorem 2.2 below. . Let now M be an arbitrary complex manifold of dimension d, and let (ξ, x) ∈ Ξ n . Write x 0 = x and µ(ξ) = n 0 ·x+n 1 ·x 1 +· · ·+n t x t where µ : M [n] → M (n) denotes the Douady-Barlet morphism, which is the analytic analogue of the Hilbert-Chow morphism; see [Bar75] . Now, choose pairwise disjoint open neighbourhoods U 0 , . . . , U k of x 0 , . . . x k such that every U i is isomorphic to an open subset of C d . Then, U
, is an open neighbourhood of (ξ, x) in Ξ n . The restriction of the projection pr Ξn X : Ξ n → X to this open neighbourhood is given by the composition
The first morphism is the projection to the first factor, hence flat. The second map is the projection from the universal family. As U 0 is an open subset of C d , for which we already proved the assertion, this morphism is flat too. The third morphism is the open embedding, hence flat. It follows that the whole composition is flat, which is what we needed to show.
2.3. Canonical Fourier-Mukai transforms. Given a smooth quasi-projective variety X and a positive integer n, we define the tautological functor
) . The functor is well-defined in that it preserves perfect complexes. Indeed, every pull-back preserves perfect complexes, and the push-forward pr Ξ X [n] * preserves perfect complexes as well since pr Ξ X is flat and finite. Note that pr Ξ X [n] * and pr Ξ * X are both already exact on the level of the abelian categories of coherent sheaves, before deriving, since pr Ξ X [n] is finite and pr Ξ X is flat by Theorem 2.1. Hence, ( ) [n] restricts to an exact functor
) ; see [Sca09, Sect. 2.1] for a different proof of this fact in the case that X is a surface. Let E ∈ Coh(X) be a vector bundle of rank r. The fact that pr Ξ X [n] is flat and finite of degree n implies that E [n] is a vector bundle of rank rn. By projection formula, the tautological functor can be identified with the Fourier-Mukai transform
along the structure sheaf of the universal family. Another much-studied functor is the Fourier-Mukai transform
along the ideal sheaf of the universal family. We only consider the functor F n in the case that X is projective since only in this case it preserves perfect complexes. To see this, we note that the short exact sequence
induces, for every perfect complex E ∈ D(X), an exact triangle
consisting, a priori, of objects of D(QCoh(X [n] )). We have already seen that
. This is again a perfect complex since we assume X to be projective which implies that H * (E) is a finite dimensional graded vector space. Since the subcategory D(
Lemma 2.3. Let T be a scheme, Z ⊂ T × X a flat family of length n subschemes of X, and ψ : T → X [n] the classifying morphism for Z. Then we have an isomorphism of functors
Proof. This follows from base change along this cartesian diagram with flat vertical arrows:
3. Reconstruction using the symmetric product 3.1. Reconstruction for reflexive sheaves. The following construction, which reconstructs reflexive sheaves on a smooth quasi-projective variety X of dimension d ≥ 2 from their associated tautological sheaves on
be the open locus of reduced subschemes. Let X n 0 ⊂ X n the open complement of the big diagonal, and let X (n) 0 = π(X n 0 ) ⊂ X (n) . This means
The Hilbert-Chow morphism induces an isomorphism X
be the open embedding given by the composition of the inverse of that isomorphism. For i = 1, . . . , n, let pr i : X n → X denote the projection to the i-th factor, and let pr 0 i : X n 0 → X be the restriction of that projection.
Lemma 3.1. We have an isomorphism of functors
Proof. This is stated in [Sta16, Lem. 1.1] in the case that E is a vector bundle and X is a surface. The proof of our more general statement is exactly the same. For convenience, we quickly reproduce the proof in slightly different words.
Note that X (n) 0
is the fine moduli space of reduced length n subschemes on X, and the quotient π 0 : X n 0 → X (n) 0
is the classifying morphism for the family Z = n i=1 Γ i ⊂ X n 0 × X given by the disjoint union of the graphs Γ i of the projections pr 0 i :
Theorem 3.2. Let X be a smooth quasi-projective variety of dimension d ≥ 2. Then, for every pair E, F ∈ Refl(X) ⊂ Coh(X) of reflexive sheaves, we have
, and write α : X n 0 ֒→ X n for the open embedding. Then, by Lemma 3.1,
The sheaves n i=1 pr * i E and n i=1 pr * i F are reflexive since flat pull-backs preserve reflexivity; see [Har80, Prop. 1.8]. Note that the codimension of the complement of X n 0 in X n is d ≥ 2. Hence, for a reflexive sheaf E on X n , we have
Let δ : X ֒→ X n be the embedding of the small diagonal. We have δ * pr * i ∼ = id for every i = 1, . . . , n. Combining this with (3) gives A G-equivariant sheaf on Y is a pair (F, λ) consisting of a coherent sheaf F ∈ Coh(Y ) and a G-linearisation λ, which means a family {λ g : F ∼ − → g * F } g∈G of isomorphisms such that for every pair g, h ∈ G the following diagram commutes:
We obtain the abelian category Coh G (Y ) of equivariant sheaves, where a morphism between two equivariant sheaves is a morphism of the underlying coherent sheaves that commutes with the linearisations. We denote the bounded derived category of
Let Z be a second smooth variety equipped with a G-action, and let f :
If H ≤ G is a subgroup, we have an exact functor Res Let now X n be the n-fold cartesian product of a smooth quasi-projective surface X, and let G = S n be the symmetric group acting by permutation of the factors. We consider the reduced fibre product
In this set-up, the derived McKay correspondence of Bridgeland-King-Reid [BKR01] and Haiman [Hai01] states that the functor Φ := p * • q * : D(X [n] ) → D Sn (X n ) is an equivalence. One can deduce quite easily that
is an equivalence too, but not the inverse of Φ; see [Kru18, Prop. 2.8].
For use in the next subsection, we define a functor
where pr i : X n → X is the projection to the i-th factor, and λ g is, for g ∈ S n , the direct sum of the canonical isomorphisms pr * i E ∼ − → g * pr * g(i) E. As the projections pr i are flat, the functor C : Coh(X) → Coh Sn (X n ) is exact, hence it induces a functor C : D(X) → D Sn (X n ).
3.3. Reconstruction of complexes using the McKay correspondence. In this subsection, with the exception of Remark 3.5, let X be a smooth quasi-projective surface. In this case, we can strengthen Theorem 3.2 by constructing a left-inverse to the functor ( ) [n] : D(X) → D(X [n] ) on the level of derived categories. The key is the following result, which can be seen as a refinement of Lemma 3.1.
Proof. By Theorem 3.3, we have G•( ) [n] ∼ = ( ) Sn •δ * •C. The only factor of the composition ( ) Sn • δ * • C that is not already exact on the level of (equivariant) coherent sheaves is δ * . Hence, for a given E ∈ D(X), we can compute (δ * C(E)) Sn by replacing E by a resolution by vector bundles and then applying the non-derived functors. Accordingly, it suffices to prove the isomorphism of functors ( ) Sn • δ * • C ∼ = id on the category VB(X) of vector bundles on X. For every E ∈ VB(X), since pr i •δ = id X , we have δ * C(E) ∼ = E ⊕n with the S n -action on a local section s = (s 1 , . . . s n ) ∈ E ⊕n (U ) given by g · s = (s g −1 (1) , . . . , s g −1 (n) ). Hence, s is S n -invariant if and only if it is of the form s = (t, . . . , t) for some t ∈ E(U ). It follows that the projection E ⊕n → E to any factor induces a functorial isomorphism (δ * C(E)) Sn ∼ = E.
Remark 3.5. Using S n -equivariant sheaves, we can also slightly strengthen Theorem 3.2 by constructing, for X of arbitrary dimension, a concrete left-inverse functor of the restriction ( ) [n] : Refl(X) → Coh(X [n] ) of the tautological functor to the category of reflexive sheaves. First, we note that the pull-back of a coherent sheaf along the quotient π 0 : X n 0 → X (n) 0 is naturally equipped with a S n -linearisation given by the canonical isomorphisms π * 0 ∼ − → g * • π * 0 . Hence, we can regard π * 0 as a functor Coh(X (n) 0 ) → Coh Sn (X n 0 ) instead of a functor Coh(X (n) 0 ) → Coh(X n 0 ). Doing this, we can see that, instead of the statement of Lemma 3.1, we get the isomorphism of functors π * 0 • j * ( ) [n] ∼ = α * • C : D(X) → D Sn (X n 0 ). Now, setting
, and combining the proofs of Theorem 3.2 and Theorem 3.4, we get H • ( ) [n] ∼ = id as an isomorphism of endofunctors of Refl(X).
Recall that, as explained in Subsection 2.3, we have for E ∈ D(X) a natural exact triangle
Hence, if G(O X [n] ) = 0, we would have an isomorphism of functors G • ( ) [n] [−1] ∼ = G • F n , and accordingly F n also had a left-inverse, namely G[1]. However, this is not the case. One can show easily that
where O X n is equipped with the canonical S n -linearisation given by the push-forwards of
In the following, we will adapt the functor G : D(X [n] ) → D(X) in such a way that it annihilates O X [n] while still being left-inverse to ( ) [n] . This new functor will then (up to shift) also be a left inverse of F n .
Let S k act on some variety Y . We denote by M a k : Coh S k (Y ) → Coh S k (Y ) the tensor product with the sign character, which means that M a k (E, λ) = (E,λ) withλ g = sgn(g) · λ g . This functor is exact, hence induces a functor M a k : . For E ∈ VB(X), we have M a 2 Res S 2 Sn δ * C(E) ∼ = E ⊕n with the S 2 -action on a local section s = (s 1 , . . . s n ) ∈ E ⊕n (U ) given by (1 2) · s = (−s 2 , −s 1 , −s 3 , . . . , −s n ). Hence, s is S 2invariant if and only if it is of the form s = (t, −t, 0, . . . , 0) for some t ∈ E(U ). It follows that the projection E ⊕n → E to any of the first two factors induces a functorial isomorphism M a 2 Res S 2 Sn δ * C(E) S 2 ∼ = E.
Following the discussion above, for the second assertion it suffices to show I(O X [n] ) ∼ = 0. By (5), we only need to check that M a 2 Res S 2 Sn δ * (O X n ) S 2 = 0. This is the case since the S 2 -action on M a 2 Res S 2 Sn δ * (O X n ) ∼ = O X is given by multiplication by sgn.
Reconstruction using a small stratum of punctual subschemes
4.1. Jet bundles. Let ∆ ⊂ X × X be the diagonal and I ∆ its ideal sheaf. For m ∈ N, we write the subscheme defined by I m ∆ as m∆ ⊂ X × X. For E ∈ D(X) and m ∈ N 0 , the associated m-jet object is defined as Jet m E = FM O (m+1)∆ (E). In particular, we have Jet 0 E ∼ = E. For m > 0, there is a short exact sequence
which induces the exact triangle
It follows inductively that, if E ∈ VB(X) is a vector bundle of rank r, the associated m-jet object Jet m E is a vector bundle of rank m+d 
we see that the pull-back of the short exact sequence (6) along f × id X is of the form
Combing (8) with the push-forward (id, f ) * ε : (id G , f ) * f * Sym m Ω X → (id G , f ) * Q of the universal quotient, we get a short exact sequence
Hence, by (9), pr G * O Z is locally free of rank
which means that Z is a family of length n subschemes of X, flat over G. We denote the classifying morphism for Z ⊂ G × X by ι : G → X [n] . Let us note some facts about ι : G → X, though they are not logically necessary for the proofs in the following subsection. The classifying morphism ι : G → X [n] is a closed embedding; compare [Göt94, Sect. 2.1]. Its image is exactly the locus of length n subschemes ξ ⊂ X with supp ξ = {x} for some point x ∈ X, which means that they are punctual, 
4.3.
A left-inverse functor using restriction to the Grassmannian bundle. In this subsection, we construct a left-inverse of ( ) [n] and F n whenever n is not of the form n = u+d d for any u ∈ N 0 . Note that, for d = 1, every positive integer is of the form u+d d . This means that we do not get left-inverses in the case that X is a curve by our method; see Remark 4.4 for some further details on the curve case. 
where f * Sym m Ω X → Q is the universal quotient bundle, is left-inverse to the functor ( ) [n] .
For the proof, we need the following Then we have the following isomorphisms of functors:
(
Proof. By [Sam07, Thm. 2], Kapranov's full exceptional collection on a Grassmannian over a point [Kap88, Sect. 3] has a relative version in the form of a semi-orthogonal decomposition of D(Gr(V, ℓ)), with all of its factors being of the form S α (Q) ⊗ f * D(X) for some Schur functors S α ; for an overview of the theory of semi-orthogonal decompositions see, for example, [Kuz14] .
In particular, two of the factors of the semi-orthogonal decomposition are f * D(X) and Q ⊗ f * D(X), which means that the functors f * : D(X) → D (Gr(V, ℓ) ) and Q ⊗ f * ( ) : D(X) → D(Gr(V, ℓ)) are both fully faithful. Their right adjoints are given by f * and f * (Q ∨ ⊗ ), respectively. The composition of a fully faithful functor with its right adjoint is the identity, which gives (ii) and (iii). For (i), we note that the factor f * D(X) stands in our semi-orthogonal decomposition on the left of Q ⊗ f * D(X), which means that Hom Q ⊗ f * D(X), f * D(X) = 0; compare [Kap88, Lem. 3.2a)]. Using the right-adjoint f * (Q ∨ ⊗ ) of the functor Q ⊗ f * ( ), this Hom-vanishing translates to (i).
Proof of Theorem 4.1. Let E ∈ D(X). By Lemma 2.3, we have a natural isomorphism ι * E [n] ∼ = FM O Z (E). The short exact sequence (9) induces the exact triangle
By projection formula, we have FM (id G ,f ) * Q (E) ∼ = Q ⊗ f * E. By flat base change, we have
Hence, (10) can be rewritten as
Applying f * (Q ∨ ⊗ ), we get the exact triangle
By Lemma 4.2, we see that f * (Q ∨ ⊗ f * Jet m−1 E) vanishes, and we get a natural isomorphism K(E [n] ) ∼ = f * (Hom(Q, Q) ⊗ f * E) ∼ = E. Now, in order to proof that K • F n ∼ = [−1], because of (4), we only need to check that Remark 4.3. In the special case d = 2 = n, the functor K of Theorem 4.1 coincides with the functor I of Theorem 3.6. To see this, note that, in this special case, the subvariety ι(G) agrees with the whole boundary divisor of X [2] , i.e. the locus of non-reduced length 2 schemes, and f : G → X is a P 1 -bundle, which implies that
. Taking the left-adjoints on both sides of this isomorphism gives I ∼ = K.
Remark 4.4. If n = m+d d , we have G = X and ι * E [n] ∼ = Jet m E. So in this case, our construction only recovers the m-jet object Jet m E, but not E itself. In the case that X is a curve and E is a vector bundle, the m-th jet bundle Jet n E is recovered in [BN12] by a slightly different construction from E [n] . The authors of loc. cit. proceed to reconstruct E from Jet n E if g(X) ≥ 2 and E is semi-stable, using the Harder-Narasimhan filtration. Let us remark that, if X is a curve and L ∈ Pic X is a line bundle, the exact triangles (7) yield the formula
Hence, if X = P 1 , one can always recover a line bundle L ∈ Pic(P 1 ) from its n-jet bundle Jet n (L) which in turn can be recovered from L [n] . Another way to reconstruct a line bundle L ∈ Pic(P 1 ) from L [n] ∈ VB(X [n] ) is to use formulae for the characteristic classes of L [n] ; see [Mat65, Wan16] .
5.
Reconstruction using fixed-point free automorphisms 5.1. Multigraphs as families of points. Let ϕ 1 , . . . , ϕ n ∈ Aut(X) be automorphisms with empty pairwise equalisers, which means that ϕ i (x) = ϕ j (x) for every i = j and every x ∈ X. Then the graphs Γ ϕ i ⊂ X × X are pairwise disjoint and
is a family of reduced length n subschemes over X. We denote its classifying morphism by
This morphism maps to the open part X
[n] 0 of reduced subschemes, which is naturally isomorphic to the open part X (n) 0 of the symmetric product. Hence, we can equivalently describe ψ as the morphism X → X (n) 0 , x → ϕ 1 (x) + · · · + ϕ n (x). Note that ψ is always finite but, in general, not a closed embedding. For example, if n = 2, ϕ 1 = id, and ϕ 2 = ι is a fixed-point free involution, we have ψ(x) = ψ(ι(x)) for all x ∈ X. In that case, ψ factorises over a closed embedding X/ι ֒→ X [2] of the quotient.
Lemma 5.1. We have an isomorphism of functors ψ * • ( ) [n] ∼ = ϕ * 1 ⊕ ϕ * 2 ⊕ · · · ⊕ ϕ * n . Proof. By Lemma 2.3, we have ψ * • ( ) [n] ∼ = FM O Γ . Now, the assertion follows from the facts that O Γ ∼ = O Γϕ 1 ⊕ O Γϕ 2 ⊕ · · · ⊕ O Γϕ n and FM O Γϕ i ∼ = ϕ * i .
Reconstruction using multigraphs.
Theorem 5.2. Let X be a smooth projective variety such that there exist a set of n + 1 automorphisms {ϕ 0 , ϕ 1 , . . . , ϕ n } ⊂ Aut(X) with empty pairwise equalisers. Then the tautological functor ( ) [n] : D(X) → D(X [n] ) is injective on isomorphism classes and faithful.
Corollary 5.3. Let A be an abelian variety. Then the functor ( ) [n] : D(A) → D(A [n] ) is injective on isomorphism classes and faithful for every n ∈ N.
Proof. There is an infinite subgroup of Aut(A) whose elements have empty pairwise equalisers, namely the subgroup of translations.
Note that Corollary 5.3 also applies to elliptic curves, while all the other reconstruction results presented in this paper require dim X to be at least 2.
Proof of Theorem 5.2. Replacing ϕ i by ϕ −1 0 • ϕ i , we may assume without loss of generality that ϕ 0 = id. For j = 0, . . . , n, let ψ j := ψ {ϕ i |i =j} : X → X [n] be the classifying morphism for Γ = ⊔ i=0,...,n , i =j Γ ϕ i ⊂ X × X, as discussed in Subsection 5.1.
By Lemma 5.1, the composition ψ j • ( ) [n] , for any j = 0, . . . , n, is faithful. This implies the faithfulness of ( ) [n] .
. Then, by Lemma 5.1, we have i∈{0,...,n} , i =j
for every j = 0, . . . , n. 
Proof. For j = 0, . . . , n, we set
We note that the number of indecomposable factors (with multiplicity) of every B j is n times the number of irreducible factors of E as well as n times the number of irreducible factors of F . In particular, the number of indecomposable factors of E and of F is the same, and we can argue by induction over that number. As the base case of the induction we can take the numbers of factors to be zero, in which case E ∼ = 0 ∼ = F . Now assume that E and F both have k > 0 indecomposable factors. By the cancellation property in Krull-Schmidt categories, we have
If B 0 ∼ = B ℓ for some ℓ ∈ {1, . . . , n}, we pick some indecomposable object B that occurs in B ℓ with a bigger multiplicity than in B 0 . This B must be an indecomposable factor of E and of F . We write E ∼ = E ′ ⊕ B and F ∼ = F ′ ⊕ B. It follows that, for every j = 0, . . . , n, i∈{0,...,n} , i =j
Hence, we can apply the induction hypothesis to get E ′ ∼ = F ′ , which implies E ∼ = F . Now, assume that B 0 ∼ = B ℓ for every ℓ = 1, . . . , n. Then (11) shows that E ∼ = Φ ℓ (E) and F ∼ = Φ ℓ (F ) for every ℓ. Hence, E ⊕n ∼ = B 0 ∼ = F ⊕n . In a Krull-Schmidt category, E ⊕n ∼ = F ⊕n implies E ∼ = F . 5.3. Combining restriction to Grassmannian bundles with fixed-point free automorphisms. In this subsection, we combine the methods of Section 4 and Subsection 5.1, in order to obtain further left-inverses for the functors F n , ( ) [n] : D(X) → D(X [n] ) under the presence of fixed-point free automorphisms.
Let k, m 1 , . . . , m k ∈ N and ℓ 1 , . . . , ℓ k ∈ N 0 satisfying ℓ i < rank(Sym m i Ω X ), and set n i := m i +d−1 d + ℓ i . For i = 1, . . . , k, we consider the Grassmannian bundles
together with their universal quotient bundles f * i Sym m i Ω X → Q i and the families of length n i subschemes Z i ⊂ G i × X with classifying morphisms ι i : G i ֒→ X [n i ] as constructed in Subsection 4.2.
Let G := G 1 × X G 2 × X · · · × X G k be the fibre product with projections pr i : G → G i , and write f : G → X for the canonical morphism which is equal to f i • pr i for every i = 1, . . . , n. Now, let ϕ 1 , . . . , ϕ k ∈ Aut(X) with empty pairwise equalisers. We set
The subscheme Z ϕ i is flat and finite of degree n i over G, and its support is Γ ϕ i •f . Hence, the Z ϕ i are pairwise distinct and
is a flat family of length n = n 1 + · · · + n k subschemes, and we denote its classifying morphism by ι : G → X [n] . For a point y ∈ G with f (y) = x, the subscheme Z y is a union, over i = 1, . . . , k, of length n i subschemes (Z y ) ϕ i (x) concentrated in ϕ i (x) with
Lemma 5.5. We have an isomorphism of functors ι * • ( ) [ 
Combining projection formula with Lemma 2.3, we get 
Lemma 5.6.
(i) For i = j, we have pr i * pr * j Q ∨ ⊗ pr * i ( ) ∼ = 0. (ii) For every i = 1, . . . , k, we have pr i * • pr * i ∼ = id.
Proof. For j = 1, . . . , k, let G j := G 1 × X · · · × X G j × X · · · × X G k be the fibre product over X of all the G i with i = j. Write f (j) : G → G j for the projection away from the factor G j , and write f i : G i → X for the canonical morphism given by the projection G i → G j , for some j = i, followed by f j : G j → X. Considering the cartesian diagram
we see that f (j) : G → G j can be identified with the Grassmannian bundle Gr(f * j Sym m j Ω X , ℓ j ) with pr * i Q j being the universal quotient bundle. Hence, f (j) * pr * j Q ∨ j ⊗ f (j) * ( ) ∼ = 0 by Lemma 4.2(i). Now, part (i) follows from the fact that pr i : G → G i can be factored as
For the second part, we factorise pr i further into k − 1 morphisms, each of which is the projection away from one factor G α with α = i. Then each morphism of the factorisation is a Grassmannian bundle, so (k − 1)-fold application of Lemma 4.2(iii) gives pr i * • pr * i ∼ = id.
Theorem 5.7. Let j ∈ {1, . . . , k} such that ℓ j > 0. Then L j = ϕ j * f * pr * j Q ∨ j ⊗ ι * ( ) : D(X [n] ) → D(X) is a left-inverse to ( ) [n] , and L j [1] is a left inverse of F n .
Proof. We compute
pr * i ι * i (ϕ * i ( )) [n i ] (by Lemma 5.5)
f i * pr i * pr * j Q ∨ ⊗ pr * i ι * i (ϕ * i ( )) [n i ] (by f = f i • pr i ) ∼ = ϕ j * f j * pr j * pr * j Q ∨ ⊗ ι * j (ϕ * j ( )) [n j ] (by Lemma 5.6(i)) ∼ = ϕ j * f j * Q ∨ ⊗ ι * j (ϕ * j ( )) [n j ] (by Lemma 5.6(ii)) ∼ = ϕ j * ϕ * j (by Theorem 4.1) ∼ = id , which establishes the first assertion. For the second assertion, considering the exact triangle (4), it suffices to prove that L j (O X [n] ) ∼ = 0. Indeed, we have L j (O X [n] ) ∼ = ϕ j * f * (pr * j Q ∨ ⊗ ι * (O X [n] ) ∼ = ϕ j * f j * pr j * pr * j Q ∨ ∼ = ϕ j * f j * Q ∨ ∼ = 0 where the penultimate isomorphism is due to Lemma 5.6(ii) and the final vanishing is due to Lemma 4.2(i).
Corollary 5.8. Let X be a smooth variety of dimension d ≥ 2 that has a fixed-point free automorphism. Then, for every n ∈ N, the functors F n and ( ) [n] have left-inverses. In particular, they are faithful and injective on isomorphism classes.
Proof. If n is not of the form n = m+d d , we can apply Theorem 4.1. Now, we consider the case that n = m+d d . Let ϕ ∈ Aut(X) be fixed-point free. We consider the pair id, ϕ of
