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Abstract
A Clifford algebra Cℓ(V, η ∈ V ∗ ⊗ V ∗) jointly with a Clifford co-
gebra Cℓ(V, ξ ∈ V ⊗ V ) is said to be a Clifford biconvolution Cℓ(η, ξ).
We show that a Clifford biconvolution for dimR Cℓ = 4 does possess an
antipode iff det(id− ξ ◦ η) 6= 0. An antipodal Clifford biconvolution is
said to be a Clifford Hopf gebra.
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1 Introduction
After Bourbaki [1989 §11] we use cogebra, bigebra and Hopf gebra instead of
coalgebra, bialgebra and Hopf algebra.
Let C be an R-space and C∗ be an R-dual R-space. If C is an R-cogebra
and A is an R-algebra then the R-space A⊗ C∗ inherits the structure of an
R-algebra with a convolution product: this is a convolution R-algebra, an
R-convolution for short. A dual R-space C⊗A∗ inherits a structure of an R-
cogebra with coconvolution coproduct: this is a coconvolutional R-cogebra,
an R-coconvolution for short.
In particular if an R-space V carries an R-biconvolution algebra & cogebra
structure, then do also the R-spaces EndV ≃ V ⊗ V ∗, EndV ∗, as well as
all iterated R-spaces End . . .EndV inherit also R-biconvolution algebra &
cogebra structures.
If the R-space C is an R-cogebra with a coproduct △ : C → C ⊗C, then
C∗ is an R-algebra with product △∗ : C∗ ⊗ C∗ → C∗. If an R-space A is a
finite dimensional R-algebra having a binary productm : A⊗A→ A, then an
R-dual R-space A∗ (or Z-graded dual in the case A is not a finite dimensional
R-space) is an R-cogebra with a binary coproduct m∗ : A∗ → A∗ ⊗A∗.
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However there are several important situations (free tensor algebra, ex-
terior algebra, Clifford algebra, Weyl algebra, ...) where the dual space of
an algebra is also an algebra in a natural way by construction. If this is
the case, then by the above (Z-graded) duality, both mutually dual R-spaces
carry both structures, algebra & cogebra, and therefore we have a dual pair
of R-biconvolutions.
An unital and associative convolution possessing an (unique) antipode is
said to be a Hopf gebra or an antipodal convolution (Definition 2.3). This
terminology has been introduced in [Oziewicz 1997, 2001; Cruz & Oziewicz
2000] and is different from Sweedler’s [1969 p. 71]. A general theory of the
finite-dimensional antipodal and antipode-less biconvolutions (convolutions
and coconvolutions) has been initiated in [Cruz & Oziewicz 2000].
Nill in 1994 and Bo¨hm & Szlacha´nyi in 1996 introduced weak bigebras
and weak Hopf gebras with antipode S defined as the Galois connection with
respect to the binary convolution ∗ which does not necessarily needs to be
unital [Nill 1998, Nill et all. 1998],
id ∗ S ∗ id = id, S ∗ id ∗ S = S.
If η ∈ V ∗⊗2 is invertible then η−1 ∈ V ⊗2. If Cℓ(V ∗, ξ ∈ V ⊗2) is a Clif-
ford R-algebra, then a dual R-space Cℓ(V, ξ) ≡ {Cℓ(V ∗, ξ)}∗ is a Clifford R-
cogebra. It was shown in [Oziewicz 1997, and ff.] that a Clifford convolution
Cℓ(η, η−1) ≡ Cℓ(V, η ∈ V ∗⊗2, η−1 ∈ V ⊗2) is antipode-less.
The aim of this paper is to show that a Clifford convolution Cℓ(η, ξ) ≡
Cℓ(V, η, ξ) for dimR V = 2, i.e. for dimR(V ∧) = dimR Cℓ(V ) = 4, does posses
an antipode iff det(id − ξ ◦ η) 6= 0 (Main Theorem 4.1). Applications to
physics have been proposed in [Fauser 2000b].
2 Biconvolution and antipode
=UF F U F F=
Figure 1: Unital convolution. We assume U = u ◦ ǫ ∈ EndV.
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S = = S
ε
u
Figure 2: Axioms for the antipode S.
Let the convolution be unital, Fig. 1. This is the case if an R-algebra A
is unital with unit u : R → A and an R-cogebra C is counital with counit
ǫ : C → R.
Definition 2.1 (Sweedler 1969 p. 71, Zakrzewski 1990 p. 357). The
convolutive inverse, w.r.t. the convolutive unit U = u ◦ ǫ ∈ End V , of the
identity map on V , Fig. 2, is said to be an antipode, S ≡ (id)−1.
If an antipode exists w.r.t. an unital associative convolution it must be
unique.
An antipodal biconvolution defines a unique crossing as given in Fig. 8 in
the last Section, see [Oziewicz 1997, 2001; Cruz & Oziewicz 2000]. Using the
axioms of the antipode, Fig. 2, and biassociativity, this crossing is equivalent
to the algebra homomorphism between algebra and crossed algebra, as well
as, to the cogebra homomorphism from crossed cogebra to cogebra. A proof
is given in [Cruz & Oziewicz 2000].
Example 2.2 (Graßmann Hopf gebra). The Graßmann wedge product,
the Graßmann coproduct and the unique antipode, as given by Sweedler
[1969, Ch. XII] and extended by Woronowicz [1989, §3], see Section 3.1
below for details, gives the Graßmann Hopf gebra.
This motivates the following definition:
Definition 2.3. An unital and associative convolution possessing a (unique)
antipode is said to be a Hopf gebra or an antipodal convolution.
A closed structure is given by the evaluation and coevaluation [Kelly &
Laplaza 1980; Lyubashenko 1995]:
V ∗ ⊗ V ev−−−→ R,
V ∗ ⊗ V ←−−−
coev
R.
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Following [Lyubashenko 1995, fig. 3, p. 250] the evaluation is represented
by cup and coevaluation by cap. The evaluation intertwines the transposed
endomorphisms F ∗ ∈ EndV ∗ with F ∈ EndV , Fig. 3. Up and down arrows
indicate the spaces V ∗ and V . A coconvolution is counital if e.g. there exits
= =F FF*
Figure 3: Transposition [Lyubashenko 1995, fig 1 on p. 249].
a dual counit u∗ : V ∗∧ 7→ R∗ and a dual unit ǫ∗ : R∗ 7→ V ∗∧, Fig. 4. We
=F FF FUU =* *
Figure 4: Coconvolutive counit U∗ ∈ EndV ∗∧.
S S= U =c c
Figure 5: Coconvolutive coantipode Sc.
have to use the dual coconvolution counit U∗ ∈ EndV ∗∧ in Fig. 4.
3 Rota & Stein’s cliffordization
3.1 Exterior Graßmann Hopf gebra
The Graßmann Hopf gebra was constructed by Sweedler [1969, Ch. XII]
factoring the couniversal shuffle tensor Hopf gebra ShV by the switch, s(x⊗
y) ≡ y ⊗ x. This construction was generalized to any braid by Woronowicz
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[1989, §3, p. 154]. An exterior Hopf gebra can be defined in terms of an
unique braid dependent homomorphism of universal tensor Hopf gebra into
couniversal tensor Hopf gebra and this implies that an exterior Hopf gebra is
couniversal and braided [Oziewicz, Paal & Ro´z˙an´ski 1995 §8; Ro´z˙an´ski 1996;
Oziewicz 1997 p. 1272-1273].
= =
Figure 6: Left-right product - coproduct duality. Cup’s are either ‘ev’ or η∧.
3.2 Cliffordization
The tensors η, ηT ∈ V ∗ ⊗ V ∗ are said to be scalar products on V or coscalar
products on V ∗ (ηT is the transpose of η). The tensors ξ, ξT ∈ V ⊗ V are
said to be scalar products on V ∗ and coscalar on V . In particular 1
2
(η + ηT )
is the symmetric part of η. The scalar products are displayed by decorated
(or labelled) cups and coscalar products by decorated caps, see Fig. 7.
Rota and Stein [1994] introduced the Clifford product as a deformation of
exterior biconvolution. This deformation process was called cliffordization.
A cliffordization introduces an internal loop in a binary product having two
inputs and one output, employing the η∧-cup (or ξ∧-cap for the coproduct),
Fig. 7.
ξ
η
η
ξ
Figure 7: Bicliffordization: the sausage graphs.
Clifford biconvolution was defined in [Oziewicz 2001] as the (η, ξ)-bicliffordization
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of an exterior biconvolution. In Sweedler’s notation,
∧η(x⊗ y) := x(1) ∧ η∧(x(2) ⊗ y(1)) ∧ y(2),
∆ξ1 = ξ∧ and △ξx := x(1) ∧ ξ∧ ∧ x(2).
If the product coproduct duality of Fig. 6 is used with cup as an evaluation,
then every product on V ∧ induces a coproduct on V ∗∧ and vice versa. If
η∧-cup’s and ξ-cap’s are used, one gets a correlation between products on
V ∧ and coproducts on V ∧.
A Clifford R-algebra together with a Clifford R-cogebra on V ∧, Cℓ(η, ξ) ≡
Cℓ(V,∧η,∆ξ), is said to be a Clifford R-convolution. It was shown in [Oziewicz
1997] that a Clifford R-convolution for ξ◦η = id and for η◦ξ = id is antipode-
less. An antipode-less Clifford convolution Cℓ(η, η−1) for an invertible tensor
η cannot be a deformation of an exterior Graßmann Hopf gebra.
Definition 3.1. The tensors η and ξ are said to be dependent if 0 6= A ∈
End V and 0 6= B ∈ End V ∗ exist such that one of the following relations
hold,
ξ = A ◦ η−1 ◦B, η = B ◦ ξ−1 ◦ A.
If the tensors η& ξ are independent then the Clifford product and co-
product are defined independently by Rota & Stein’s deformation.
Cliffordization and cocliffordization of the Graßmann convolution does
not change the convolutive unit U = u ◦ ǫ. However since the Z-grading is
changed due to the skewsymmetric parts of η and ξ, the counit is no longer
the projection onto R ⊂ V ∧˙ [Fauser 1998-2000a].
4 The Clifford antipode
Main Theorem 4.1. A Clifford biconvolution Cℓ(η, ξ) is a Clifford Hopf
gebra iff µ ≡ det(id− ξ ◦ η) 6= 0. Then
(i) µS|V = −idV .
(ii) det(µS) = (−1)dimV .
(iii) tr(µS) = 1
2
tr{(η − ηT ) ◦ (ξ − ξT )}.
(iv) The minimal polynomial of µS is
(µS + 1)[(µS − 1)dimV − tr(µS) · µS].
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Proof. Theorem 4.1 was proved for dimR V = 1 in [Oziewicz 1997]. If
dimR V = n then for A ∈ EndV,
det(λ · id− A) = det(−A) + . . .+ λn−2 1
2
{(trA)2 − tr(A2)} − λn−1trA+ λn.
Therefore det(id− η ◦ ξ) = det(id− ξ ◦ η).
The Clifford antipode S ≡ S(η, ξ) ∈ EndV ∧ is computed from Fig. 2.
We give the proof for dimR V = 2 only. The general case will be treated
elsewhere. Let r, s, t, u, v, z ∈ R and
ηe1 = +r
2ǫ1 + tǫ2, ξǫ1 = +u2e1 + ze2,
ηe2 = −tǫ1 − s2ǫ2, ξǫ2 = −ze1 − v2e2. (1)
Then we find together with (i) of the main theorem:
µ · S 1 = 1 + 4zt + 2t e1 ∧ e2,
µS(e1 ∧ e2) = 2z + e1 ∧ e2.
An action of g ∈ GL(V ) on tensors η ∈ V ∗ ⊗ V ∗ and ξ ∈ V ⊗ V is given as
follows
η 7→ gT ◦ η ◦ g, ξ 7→ g ◦ ξ ◦ gT .
It would be desirable to study GL(V )-orbits on (V ∗ ⊗ V ∗) × (V ⊗ V ) and
present full classification of all orbits in terms of invariants. However, this
topic exceeds the scope of this paper and will be presented elsewhere.
Remark 4.2. Theorem 4.1 solves and improves Conjecture 2.2 posed in
[Oziewicz 1997, p. 1270].
Remark 4.3. The above Clifford Hopf gebra includes as a particular case
for ξ = 0 the construction made by Durdevich [1994].
Remark 4.4. In the case det η 6= 0 one can take ξ = η−1. Also if det ξ 6= 0
one can choose η = ξ−1. In order to prevent such possibilities we need to
supplement the definition of the Clifford Hopf gebra with the extra condi-
tions:
det(id− ξ ◦ η) 6= 0, det ξ = det η = 0.
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The antisymmetric tensor F ≡ 1
2
(η − ηT ) can be adjusted in such a way
that det η = 0 with invertible symmetric tensor g ≡ 1
2
(η + ηT ). We found a
Clifford antipode for det η = 0 = det ξ,
det(idV − ξ ◦ η) = −tr(ξ ◦ η) + 1,
t = ±rs, z = ±uv; tr(ξ ◦ η) = (ur ± sv)2 6= 1.
The following matrices for rs 6= 0 represent the same tensor from V ∗⊗2 or
from V ⊗2 with respect to the different bases, these matrices are on the same
GL(2,R) orbit,
(
1 1
−1 −1
)
≃
(
r2 rs
−rs −s2
)
≃
(
r2 2r2s
0 0
)
.
An antipode for regular scalar and coscalar tensors can be found also.
5 An antipode-less Clifford bigebra
A Clifford biconvolution Cℓ(η, ξ) is antipode-less if det(id − ξ ◦ η) = 0. In
particular this is the case if ξ = η−1. It was shown [Oziewicz 1997] that
∧η ◦∆η−1 = (dim Cℓ) · idCℓ.
Problem 5.1. What axioms for Clifford biconvolution implies the condition
det(id−ξ◦η) = 0? In particular, does a braid exists for which such a Clifford
biconvolution is a braided Hopf gebra in the usual sense? If such a braid exits
how much freedom remains for choices? Compare with [Oziewicz 1997, p.
1272] where it was shown that for dimR V = 1, dimR Cℓ = 2 exists a 12-
parameter family of crossings.
Lemma 5.2. Let A ∈ End RV and dimR V = 2. Then the following equa-
tions are equivalent:
(i) det(idV −A) ≡ detA− trA+ 1 = 0,
(ii) (idV −A) ◦ (idV + A− trA) = 0.
Proof. A2 = (trA)A− (detA)idV .
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According to Lemma 5.2 we have to ask that
either im(id− A) ⊂ ker(id + A− trA)
or im(id + A− trA) ⊂ ker(id− A).
We present three examples of antipode-less Clifford biconvolutions Cℓ(η, ξ),
det(id − ξ ◦ η) = 0 for dimR V = 2, dimR V ∧ = 4 and for η& ξ given by (1)
with signature (+,−),
tr(µS) = 1
2
tr{(η − ηT ) ◦ (ξ − ξT )} = 4tz,
Case I. ηT = η, ξT = ξ and det(η ◦ ξ) + 1 = tr(η ◦ ξ).
Case II. r2 = 0, tr(ξ ◦ η) + 1 + tz = 0, z + t det ξ = 0.
Case III. v2 = 0, tz = −1, u2 = −s2z2.
6 Splitting idempotent
Definition 6.1 (Eilenberg 1948, Cartan & Eilenberg 1956). LetR be
a commutative ring. An exact sequence of homomorphisms of R-modules,
im s = ker r,
0 −−−→ X ′ s−−−→ X r−−−→ X ′′ −−−→ 0 (2)
splits if im s = ker r = X ′ is a direct summand of X.
Theorem 6.2 (Cartan & Eilenberg 1956, Scheja et al. 1980). The fol-
lowing statements are equivalent
i) The sequence (2) splits.
ii) ∃g′′ ∈ Hom(X ′′, X) with r ◦ g′′ = idX′′ .
iii) ∃g ∈ Hom (X,X ′) with g ◦ s = idX′.
Definition 6.3 (Pierce 1982; Hahn 1994). Let ∆ξ ∈ alg(Cℓ, Cℓ⊗Cℓ) split
the exact sequence of R-algebra homomorphisms
0 −−−→ ker∧η ∆ξ−−−→ Cℓ⊗ Cℓ ∧η−−−→ Cℓ −−−→ 0.
Thus ∧η ◦∆ξ = idCℓ. In this case the element of the crossed R-algebra, viz.
∆ξ1 = ξ∧ ∈ Cℓ ⊗ Cℓ, is said to be a splitting idempotent (a cleft of Cℓ ⊗ Cℓ),
ξ∧ = ∆ξ1 = ∆ξ(1 · 1) = (ξ∧)2.
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If ∧η ∈ alg(Cℓ⊗ Cℓ, Cℓ) then (Cℓ⊗ Cℓ) · (1⊗ 1− ξ∧) ⊂ ker∧η.
A crossing defined in Fig. 8 gives a cogebra map ∧η ∈ cog(Cℓ ⊗ Cℓ, Cℓ)
and an algebra homomorphism ∆ξ ∈ alg(Cℓ, Cℓ ⊗ Cℓ) [Oziewicz 1997, 2001,
Cruz & Oziewicz 2000]. However an algebra homomorphism ∆ξ in general
does not need to split.
Definition 6.4. A Clifford convolution Cℓ(η = −ηT , ξ = −ξT ) is said to be
a Graßmann convolution.
Theorem 6.5. If Cℓ(η, ξ) is a Graßmann Hopf gebra, dimR Cℓ = 4, then ∆ξ
splits, ∧η ◦∆ξ = idCℓ, iff
either tr(ξ ◦ η) = dimR V ∧,
or η = 0 or ξ = 0, and thus det(id− ξ ◦ η) = 1.
7 Crossing
A crossing for an antipodal convolution is defined on Fig. 8. The crossing σ
S S
Figure 8: Definition of the crossing σ for antipodal convolution
Fig. 8 is equivalent that there is a cogebra map ∧η ∈ cog(Cℓ ⊗σ Cℓ, Cℓ) and
an algebra homomorphism ∆ξ ∈ alg(Cℓ, Cℓ⊗σ Cℓ) [Oziewicz 1997, 2001, Cruz
& Oziewicz 2000].
A crossing for Cℓ(0, 0), and thus for tr(µS) = 0, is the involutive graded
switch [Sweedler 1969, Ch.XII],
s(x⊗ y) ≡ (−1)(grade x)(grade y)y ⊗ x, s2 = idCℓ⊗Cℓ.
In the sequel µ ≡ det(id−ξ◦η) 6= 0. The degree of the minimal polynomial
of the crossing σ ∈ EndR(Cℓ⊗ Cℓ) we denote by: degree(σ) ∈ N.
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Theorem 7.1 (Oziewicz 1997, p. 1271). Let dimR V = 1. Then
det σ =
(
1− 2
µ
)2
, tr σ = 1− µ,
(i) degree(σ) = 2 iff µ = 1, 2 or 4.
(ii) degree(σ) = 3 iff µ3 − 4µ2 + µ− 2 = 0.
(iii) degree(σ) = 4 otherwise.
Let Z be the ring of integers, Z[x] be the ring of polynomials in x with
coefficients in Z, and p(x) ∈ Z[x] be the following polynomial,
p(x) = 23 − 32(17)x+ (3)(11)x2 + (3)(107)x3 + (2)(97)x4
−22(3)(17)x5 − (5)(41)x6 − (109)x7 − (167)x8
+24x9 + 22(3)(7)x10 + (37)x11 − (2)(3)x12
Theorem 7.2 (Degree of minimal polynomial). Let Cℓ(η, ξ) be a Graß-
mann Hopf gebra, i.e. an antipodal Graßmann convolution (Definitions 2.3
& 6.4) with tr(µS) = 4(
√
µ − 1) and dimR V = 2. The minimal polynomial
of the crossing is of order 30 in tr(η ◦ ξ). If tr(η ◦ ξ) = 2 then the minimal
polynomial of σ vanishes, as also no antipode exists in this case. Moreover
(i) If 0 6= (√µ− 1) is not a root of a principal ideal (p(x)) < Z[x],
p(
√
µ− 1) 6= 0, then the minimal polynomial of the crossing
is of degree 3.
(ii) If p(
√
µ− 1) = 0, then the the minimal polynomial of the crossing is
of degree ≤ 2.
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