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We shall give a full criterion for a point x ∈ Eϕ to be a point of order continuity of
Calderón–Lozanovskiı˘ spaces Eϕ . In order to get that result we introduce the new local
E2 (x) condition which appears to be necessary and suﬃcient for this goal. Next we study
the structure of points of lower local uniform monotonicity (LLUM for short). We give a
result concerning general Köthe sequence spaces and we present a characterization for
LLUM points in Calderón–Lozanovskiı˘ spaces.
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1. Introduction
The order continuity is a fundamental tool in the theory of Banach lattices (see [12,16,18]). The criteria for the spaces
Eϕ have been presented in [5] and [7]. It is natural to study not only the global property P but also the behaviour of the
separated point x in the Banach space (Banach lattice) from this property P point of view (see [9] for the study of local
rotundity structure). This leads to the notion of point of order continuity. Recall that, under some additional assumptions,
the E2 condition is necessary and suﬃcient for order continuity of Eϕ [5,7]. Given a point x ∈ Eϕ we introduce a new
condition (called local E2 (x)) which appears to be necessary and suﬃcient for x to be a point of order continuity of Eϕ .
The E2 (x) condition is naturally weaker than the global one 
E
2 . Having this 
E
2 (x) notion we present a full criterion for a
point of order continuity in Eϕ .
It is known that monotonicity properties (strict and uniform monotonicity) play analogous role in the best dominated
approximation problems in Banach lattices as do the respective rotundity properties (strict and uniform rotundity) in the
best approximation problems in Banach spaces (see [17]). Moreover, monotonicity properties are applicable in the ergodic
theory [1]. Recall also that they are restrictions of appropriate rotundity properties to the set of couples of comparable
elements in the positive cone of a Köthe space E (see [8]). Clearly, the points of lower (upper) monotonicity of a Banach
lattice E play an analogous role as the extreme points in a Banach space X . Similarly, the role of points of upper (lower)
local uniform monotonicity in Banach lattices is analogous to that of points of local uniform rotundity in Banach spaces.
The monotonicity properties in Calderón–Lozanovskiı˘ spaces have been studied in several papers (see [3,6,13,14]). The local
monotonicity structure of Calderón–Lozanovskiı˘ spaces has been considered in [11]. However, the precise full criteria have
been presented only for points of lower and upper monotonicity. Considering LLUM points, the authors of [11] gave only
some suﬃcient and some necessary conditions, often using too strong assumptions. We shall give a full criterion for LLUM
points of Calderón–Lozanovskiı˘ spaces. It appears that the structure of LLUM and ULUM points is quite different in Eϕ .
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global E2 is essential (see [15]) which of course is really stronger than the local 
E
2 (x) in general. It is also worth mention-
ing that the situation for LM,UM points is different than for LLUM and ULUM points. Namely, the following assertions are
equivalent:
(i) E is strictly monotone;
(ii) each point of E+ \ {0} is a point of upper monotonicity;
(iii) each point of E+ \ {0} is a point of lower monotonicity.
Moreover, E is lower (upper) local uniformly monotone iff each point of E+ \{0} is a point of lower (upper) local uniform
monotonicity. However, the global ULUM and LLUM properties are different (see [10,17]).
2. Preliminaries
Let R, R+ , N be the sets of real, nonnegative real and positive integer numbers, respectively. Set {k} := {n ∈ N: k n}
and {< k} = N \ {k } for any k ∈ N. As usual S(X) (resp. B(X)) stands for the unit sphere (resp. the closed unit ball) of a
real Banach space (X,‖ · ‖X ).
Let (T ,Σ,μ) be a σ -ﬁnite and complete measure space. Denote by Ω the non-atomic part of T and by N – the purely
atomic part of T . Then the measure space (T ,Σ,μ) can be written as the direct sum (Ω ,Σ ∩ Ω,μ|Ω) ⊕ (N,2N ,μ|2N ). By
L0 = L0(T ) we mean the set of all μ-equivalence classes of real-valued measurable functions deﬁned on T .
A Banach space E = (E,‖ · ‖E) is said to be a Köthe space if E is a linear subspace of L0 and:
(i) if x ∈ E, y ∈ L0 and |y| |x| μ-a.e., then y ∈ E and ‖y‖E  ‖x‖E ;
(ii) there exists a function x in E that is positive on the whole T (see [12] and [18]).
Every Köthe space is a Banach lattice under the natural partial order (x 0 if x(t)  0 for μ-a.e. t ∈ T ). In particular, if
we consider the space E over the non-atomic measure μ, then we shall say that E is a Köthe function space. If we replace
the measure space (T ,Σ,μ) by the counting measure space (N,2N,m), then we will say that E is a Köthe sequence space
and we denote it by e. In the last case the symbol ei = (0, . . . ,0,1,0, . . .) stands for the ith unit vector.
The set E+ = {x ∈ E: x 0} is called the positive cone of E . For any subset A ⊂ E deﬁne A+ = A ∩ E+ .
A point x ∈ E is said to have order continuous norm if for any sequence (xm) in E such that 0 xm  |x| and xm → 0 μ-a.e.
we have ‖xm‖E → 0. A Köthe space E is called order continuous (E ∈ (OC)) if every element of E has an order continuous
norm (see [12,18,19]). As usual Ea stands for the subspace of order continuous elements of E . It is known that x ∈ Ea iff
‖xχAn‖E ↓ 0 for any sequence {An} satisfying An ↓ ∅ (that is An ⊃ An+1 and μ(
⋂∞
n=1 An) = 0). Clearly, μ(
⋂∞
n=1 An) = 0 iff
χAn → 0 μ-a.e. in T .
E is said to be strictly monotone (E ∈ (SM)) if for each 0 y  x with y = x we have ‖y‖E < ‖x‖E (see [2,8]). We say that
E is uniformly monotone (E ∈ (UM)) provided for every q ∈ (0,1) there exists p ∈ (0,1) such that for all 0 y  x satisfying
‖x‖E = 1 and ‖y‖E  q we have ‖x − y‖E  1 − p (see [2,8]). A point x ∈ E+ \ {0} is a point of lower monotonicity (upper
monotonicity) if for any y ∈ E+ such that y  x and y = x (x y and y = x), we have ‖y‖E < ‖x‖E (‖x‖E < ‖y‖E ). A point
x ∈ E+ is called a point of lower local uniform monotonicity (upper local uniform monotonicity) if for any sequence xn ∈ E such
that 0 xn  x and ‖xn‖E → ‖x‖E (x xn and ‖xn‖E → ‖x‖E ) there holds ‖xn − x‖E → 0. We will write shortly that x is an
LM-point, UM-point, LLUM-point and ULUM-point, respectively.
In the whole paper ϕ denotes an Orlicz function, i.e. ϕ : R → [0,∞], it is convex, even, vanishing and continuous at zero,
left continuous on (0,∞) and not identically equal to zero. Denote
aϕ = sup
{
u  0: ϕ(u) = 0} and bϕ = sup{u  0: ϕ(u) < ∞}.
We write ϕ > 0 when aϕ = 0 and ϕ < ∞ if bϕ = ∞. Let ϕr = ϕχGϕ , where
Gϕ =
{ {0} ∪ (aϕ,bϕ] if ϕ(bϕ) < ∞,
{0} ∪ (aϕ,bϕ) otherwise. (1)
Deﬁne on L0 a convex semimodular Iϕ by
Iϕ(x) =
{‖ϕ ◦ x‖E if ϕ ◦ x ∈ E,
∞ otherwise,
where (ϕ ◦ x)(t) = ϕ(x(t)), t ∈ T . By the Calderón–Lozanovskiı˘ space Eϕ we mean
Eϕ =
{
x ∈ L0: Iϕ(cx) < ∞ for some c > 0
}
equipped with so-called Luxemburg norm deﬁned by
‖x‖ϕ = inf
{
λ > 0: Iϕ(x/λ) 1
}
.
We generally assume that if bϕ < ∞, then aϕ < bϕ , because when 0 < aϕ = bϕ , then Eϕ = L∞ and ‖x‖ϕ = 1 ‖x‖∞ .bϕ
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– the Lorentz function space (e = λω), then Eϕ (eϕ) is the corresponding Orlicz–Lorentz function (sequence) space denoted
by (Λω)ϕ ((λω)ϕ ) and equipped with the Luxemburg norm (see [7,8,13]).
We will assume in the whole paper that E has the Fatou property, that is, if 0  xn ↑ x ∈ L0 with (xn)∞n=1 in E and
supn ‖xn‖E < ∞, then x ∈ E and ‖x‖E = limn ‖xn‖E . Since E has the Fatou property, Eϕ has also this property, whence Eϕ is
a Banach space. For arbitrary x ∈ L0 we deﬁne
θ(x) := sup{λ > 0: Iϕ(λx) < ∞}.
We put sup∅ = 0 by the deﬁnition.
We say an Orlicz function ϕ satisﬁes condition 2(0) (resp. 2(∞)) if there exist K > 0 and u0 > 0 such that ϕ(u0) > 0
(resp. ϕ(u0) < ∞) and the inequality ϕ(2u) Kϕ(u) holds for all u ∈ [0,u0] (resp. u ∈ [u0,∞)). If there exists K > 0 such
that ϕ(2u) Kϕ(u) for all u  0, then we say that ϕ satisﬁes condition 2(R+). We write for short ϕ ∈ 2(0), ϕ ∈ 2(∞),
ϕ ∈ 2(R+), respectively.
For a Köthe space E and an Orlicz function ϕ we say that ϕ satisﬁes condition E2 (ϕ ∈ E2 for short) if:
(1) ϕ ∈ 2(0) whenever E ↪→ L∞;
(2) ϕ ∈ 2(∞) whenever L∞ ↪→ E;
(3) ϕ ∈ 2(R+) whenever neither L∞ ↪→ E nor E ↪→ L∞ (see [7]),
where the symbol E ↪→ F stands for the continuous embedding of the space E into the space F .
Relationships between the modular Iϕ and the norm ‖ · ‖ϕ are collected in [13].
3. LLUM points in Köthe sequence spaces
Proposition 1. Let e be a Köthe sequence space. A point x ∈ e+ is an LLUM-point of e if and only if x is an LM-point and x has an
absolutely continuous norm.
Proof. Since every LLUM point of E is an LM point of E and, by Lemma 6 from [11], any LLUM point x ∈ S(E)+ has absolutely
continuous norm, the necessity of the theorem is obvious. We need to prove the suﬃciency only. Let x ∈ e+ and (xn) be a
sequence such that 0  xn  x and ‖xn‖e → ‖x‖e . Notice that the sequences (xn(i))∞n=1 are bounded for any i ∈ N. By the
diagonal method, we conclude that there is y ∈ l0 and a subsequence (xnk ) of the sequence (xn) such that xnk (i) → y(i) for
all i ∈ N. Obviously, 0 y  x and ‖xnk‖e → ‖y‖e . Hence, by the assumptions, we conclude ‖y‖e = ‖x‖e . Since x is an LM
point, we have y = x. Moreover, x − xnk → 0 pointwisely and 0 x − xnk  x. By the fact that x has absolutely continuous
norm, it follows that ‖xnk − x‖e → 0 as k → ∞. Notice that (xnk ) with the above properties can be extracted from arbitrary
subsequence of the sequence (xn), so in virtue of the double extract convergence theorem, we also get that ‖xn − x‖e → 0
as n → ∞, what ﬁnishes the proof of the theorem. 
We conclude immediately that a Köthe sequence space e is LLUM iff e ∈ (OC) and e ∈ (SM) (see [6]).
4. Points of order continuity of Eϕ
We will present a full criterion for a point x ∈ Eϕ to be a point of order continuity in Eϕ . To do that, we have to
introduce the following local version of E2 condition.
Deﬁnition 2. Suppose that x ∈ Eϕ . We say that ϕ satisﬁes the local E2 condition with respect to the element x (ϕ ∈ E2 (x)
for short) provided for each l > 1 there holds∥∥ϕ ◦ (lx)χAlk
∥∥
E → 0 as k → ∞,
where
Alk =
{
t ∈ supp x: l2∣∣x(t)∣∣< bϕ and ϕ(lx(t))> kϕ(x(t))}.
Lemma 3. If aϕ > 0, then ϕ /∈ E2 (x) for some x ∈ Eϕ .
Proof. Set x= aϕχB for some set B ∈ Σ with 0 < μ(B) < ∞ and χB ∈ E . Recall that, we suppose that aϕ < bϕ , because oth-
erwise Eϕ = L∞ and ‖x‖ϕ = 1bϕ ‖x‖∞ . Take l > 1 with l2aϕ < bϕ . Then Alk = B for any k and ‖ϕ ◦ (lx)χAlk‖E = ϕ(laϕ)‖χB‖E .
Thus ϕ /∈ E2 (x). 
Clearly, if ϕ > 0, then E (x) condition is weaker than the global E .2 2
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Proof. Let x ∈ Eϕ . The case L∞ ↪→ E and E ↪→ L∞ is obvious, because, by ϕ ∈ 2(R+), we conclude that for each l > 1 we
ﬁnd k > l with μ(Alk) = 0.
Let L∞ ↪→ E and ϕ ∈ 2(∞). Take l > 1 and ε > 0. There is u0 > 0 satisfying ϕ(lu0)‖χT ‖E < ε. By ϕ ∈ 2(∞) we ﬁnd
k > l such that ϕ(lu) kϕ(u) for any u  u0. Hence∥∥ϕ ◦ (lx)χAlk
∥∥
E 
∥∥ϕ ◦ (lu0)χAlk
∥∥
E < ε.
Assume that E ↪→ L∞ and ϕ ∈ 2(0). Since x ∈ Eϕ , there is λ > 0 such that ϕ ◦ (λx) ∈ E ↪→ L∞ and consequently
|x|  ϕ−1r (M)/λ for some M > 0. If bϕ = ∞, then given l > 1 and u0 = ϕ−1(M)/λ we ﬁnd a number k > l such that
ϕ(lu)  kϕ(u) for any u  u0. Hence μ(Alk) = 0. Now suppose that bϕ < ∞. Then for l > 1 we take u0 > 0 satisfying
l2u0 = bϕ . Next, by ϕ ∈ 2(0), we ﬁnd a number k > l such that ϕ(lu) kϕ(u) for any u  u0. Again we get μ(Alk) = 0. 
If ϕ > 0, then the local E2 condition with respect to the element x is essentially weaker than the global 
E
2 condition
in general as the following example shows.
Example 5. Let ϕ(u) = eu − 1, E = L1(0,∞) and
x(t) =
{
0 if t ∈ (0,1),
ln( 1
t2
+ 1) for t  1.
Clearly, ϕ /∈ E2 because E2 = 2(R+) in this case. We have also θ(x) = ∞. Indeed, Iϕ(x) =
∫∞
1
1
t2
dt < ∞ and for each l ∈ N,
l > 1 we get Iϕ(lx) =
∫∞
1
∑l
i=1
(l
i
) 1
t2i
dt < ∞. Let l > 1. Set Alk = {t ∈ supp x: ϕ(lx(t)) > kϕ(x(t))}. Note that μ(
⋂
k>l A
l
k) = 0.
Really, otherwise, denoting B =⋂k>l Alk , we get μ(B) > 0 and B = {t ∈ supp x: ϕ(lx(t))ϕ(x(t)) = ∞}, whence l > θ(x) – a contra-
diction. Note also that Alk′ ⊂ Alk for any k′ > k. Therefore μ(Alk) → 0 as k → ∞. Consequently, ϕ ◦ lxχAlk → 0 as k → ∞ and
ϕ ◦ lxχAlk  ϕ ◦ lx ∈ L
1 ∈ (L1)a . Hence ‖ϕ ◦ lxχAlk‖L1 → 0 as k → ∞. Thus ϕ ∈ 
E
2 (x).
In fact, we have even more.
Remark 6. It is possible that ϕ > 0, ϕ ∈ E2 (x) for each x ∈ Eϕ and ϕ /∈ E2 . Let L∞ ↪→ E and
ϕ(u) =
{
u if u ∈ [0,1],
+∞ for u > 1.
Obviously, ϕ /∈ E2 because E2 = 2(∞). Let x ∈ Eϕ , l > 1. Then
Alk =
{
t ∈ supp x: l2∣∣x(t)∣∣ bϕ and ϕ(lx(t))> kϕ(x(t))}
= {t ∈ supp x: l2∣∣x(t)∣∣ 1 and lx(t) > kx(t)}
= {t ∈ supp x: l2∣∣x(t)∣∣ 1 and l > k}.
Hence μ(Alk) = 0 for k l. Thus ϕ ∈ E2 (x).
Denote by c0{‖ei‖e} the space of all sequences (x(i)) such that x(i)‖ei‖e → 0. Note that if e ∈ (OC), then e ↪→ c0{‖ei‖e}
and the converse is not true (see [5, p. 533]).
Lemma 7. Suppose that E is a Köthe function space with supp Ea = T or E is a Köthe sequence space satisfying E ↪→ c0(‖en‖). Let
ϕ(bϕ) = ∞ and ϕ > 0. Then ϕ ∈ E2 iff ϕ ∈ E2 (x) for each x ∈ Eϕ .
Proof. The necessity follows from Proposition 4. Let E be a Köthe function space with supp Ea = T . If ϕ /∈ E2 , then we
ﬁnd an element x ∈ Eϕ such that ϕ /∈ E2 (x) from the construction of proof of Theorems 1 and 2 from [7]. If E is a Köthe
sequence space with E ↪→ c0(‖en‖) and ϕ /∈ E2 we follow analogously applying Lemma 2.9 from [13] and Lemma 2.4
from [5]. 
It is known that if ϕ ∈ E2 and ϕ < ∞, then Eϕ ∈ (nm) (that is the implication ‖x‖ϕ = 1 ⇒ Iϕ(x) = 1 holds for any
x ∈ Eϕ ). For the local version of this fact we have the following.
Lemma 8. Suppose that x ∈ Eϕ , ϕ < ∞ and ϕ ∈ E (x). If ‖x‖ϕ = 1, then Iϕ(x) = 1.2
P. Kolwicz, R. Płuciennik / J. Math. Anal. Appl. 356 (2009) 605–614 609Proof. Let ‖x‖ϕ = 1. It is enough to show that the function fx(l) = ‖ϕ ◦ (lx)‖E takes ﬁnite values for each l > 1 (see [3]).
Applying E2 (x) with ε = 1, we ﬁnd k > l such that∥∥ϕ ◦ (lx)χAlk
∥∥
E < 1,
where
Alk =
{
t ∈ supp x: ϕ(lx(t))> kϕ(x(t))}.
Then
fx(l) =
∥∥ϕ ◦ (lx)∥∥E 
∥∥ϕ ◦ (lx)χAlk
∥∥
E +
∥∥ϕ ◦ (lx)χT \Alk
∥∥
E  1+ kIϕ(x) < ∞. 
Lemma 9. Assume that x ∈ Eϕ and ϕ ∈ E2 (x). If ϕ ◦ x ∈ Ea, then ϕ ◦ (lx)χBl ∈ Ea for every l > 1, where Bl = {t ∈ supp x:
l2|x(t)| < bϕ}.
Proof. Fix l > 1. Take a sequence 0 zn  ϕ ◦ (lx)χBl with zn → 0 μ-a.e. Let ε > 0. Since ϕ ∈ E2 (x), we ﬁnd k > l such that‖ϕ ◦ (lx)χAlk‖E < ε/2, where
Alk =
{
t ∈ Bl: ϕ
(
lx(t)
)
> kϕ
(
x(t)
)}
.
Moreover,
znχBl\Alk  ϕ ◦ (lx)χBl\Alk  kϕ ◦ xχBl\Alk ∈ Ea
and znχBl\Alk → 0 μ-a.e. as n → ∞. Hence ‖znχBl\Alk‖E < ε/2 for suﬃciently large n. Consequently,
‖zn‖E  ‖znχAlk‖E + ‖znχBl\Alk‖E < ε
for suﬃciently large n. 
Remark 10. The assumption ϕ ∈ E2 (x) cannot be dropped in Lemma 9. Take E = l∞ ,
ϕ(t) =
{
0 if t ∈ [0,1],
t − 1 for t > 1
and x = (2,1,1, . . .). Then ϕ ◦ x = (1,0,0, . . .) ∈ Ea = c0. But for any l > 1 we have ϕ ◦ (lx) = (2l − 1, l − 1, l − 1, . . .) /∈ Ea .
Clearly, ϕ /∈ E2 (x).
Theorem 11. Suppose that E is a Köthe space and x ∈ B(Eϕ). Then |x| ∈ (Eϕ)a if and only if :
(i) ϕ ◦ x ∈ Ea,
(ii) χA ∈ Ea and ϕ ∈ E2 (xχT \A), where A = {t ∈ T : 0 < |x(t)| aϕ},
(iii) if ‖xχΩ‖ϕ > 0, then bϕ = ∞,
(iv) if ‖xχΩ‖ϕ = 0 and bϕ < ∞, then |x(i)| → 0 as i → ∞.
Proof. Necessity. The condition (i) follows from Lemma 7 in [11].
(ii) Assume that χA /∈ Ea . Then aϕ > 0 and there is δ > 0 and a sequence (An) of pairwise disjoint measurable
subsets of A with ‖χAn‖E  δ (see [11]). Putting xn = aϕχAn and x = aϕχA we get 0  xn  x, xn → 0 μ-a.e. and
Iϕ(2xn) = ϕ(2aϕ)‖χAn‖E  δϕ(2aϕ) > 0, whence ‖xn‖ϕ  0. Thus |x| /∈ (E+ϕ )a .
Suppose that ϕ ◦ x ∈ Ea and ϕ /∈ E2 (xχT \A). Then there are numbers l > 1 and ε > 0 such that for any k > l we have‖ϕ ◦ (lx)χAlk∩B‖E  ε, where B = T \ A,
Alk =
{
t ∈ supp x: l2∣∣x(t)∣∣< bϕ and ϕ(lx(t))> kϕ(x(t))}.
Set Clk = Alk ∩ B . We claim that μ(
⋂
k>l C
l
k) = 0. Really, otherwise, denoting C =
⋂
k>l C
l
k , we get μ(C) > 0 and
C =
{
t ∈ supp x: ∣∣x(t)∣∣> aϕ, l∣∣x(t)∣∣< bϕ and ϕ(lx(t))
ϕ(x(t))
= ∞
}
.
This contradiction proves the claim. Note also that Clk′ ⊂ Clk for any k′ > k. Therefore μ(Clk) → 0 as k → ∞. Setting zk = xχClk ,
we get Iϕ(zk) → 0 because ϕ ◦ zk = ϕ ◦ xχClk  ϕ ◦ x ∈ Ea and ϕ ◦ zk = ϕ ◦ xχClk → 0 as k → ∞. Moreover, Iϕ(lzk) ε. Thus‖zk‖ϕ  0, whence |x| /∈ (E+ϕ )a .
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measure. Take a decreasing sequence (An) of measurable subsets of A with μ(An) → 0 and set xn = 1mχAn . Then, relabelling
if necessary, we obtain xn → 0 μ-a.e., 0 xn  |x(t)|. On the other hand, taking 0 < λ < 1mbϕ , we get Iϕ( xnλ ) = ∞, whence
‖xn‖ϕ  λ. Thus |x| /∈ (E+ϕ )a .
(iv) Suppose that ‖xχΩ‖ϕ = 0, bϕ < ∞ and we ﬁnd a number δ > 0 and sequence (ik) in N tending to inﬁnity with
|x(ik)| δ for each k. Setting zk = δeik , we get 0 zk  |x| and zk → 0. Moreover, Iϕ(zk) = ϕ(δ)‖eik‖E and Iϕ(zk/λ) = ∞ for
each 0 < λ < δ/bϕ . Then ‖zk‖ϕ  δ/bϕ . Thus |x| /∈ (E+ϕ )a .
Suﬃciency. Take 0  xn  |x| and xn → 0 μ-a.e. Take l > 1. Then ϕ ◦ (lxn) → 0 μ-a.e. First note that if bϕ = ∞, then
‖xnχA‖ϕ → 0, because ϕ ◦ (lxnχA)  ϕ ◦ (lxχA)  ϕ(laϕ)χA ∈ Ea and consequently Iϕ(lxnχA) → 0. If bϕ < ∞ we follow
analogously as in case (b) below. In order to prove that ‖xnχT \A‖ϕ → 0 we consider two cases:
(a) Suppose that ‖xχΩ‖ϕ > 0. By (iii), we get bϕ = ∞ and, by Lemma 9, 0 ϕ ◦ (lxn)χT \A  ϕ ◦ (l|x|)χT \A ∈ Ea . Hence
Iϕ(lxn) → 0.
(b) Assume that ‖xχΩ‖ϕ = 0 and bϕ < ∞. By (iv), there is i0 with l2|x(i)| < bϕ for any i  i0. Set
C = {i ∈ N \ A: i  i0} and D = {i ∈ N \ A: i < i0}.
Clearly, ‖xnχD‖ϕ → 0. Furthermore, 0  ϕ ◦ (lxn)χC  ϕ ◦ (l|x|)χC and ϕ ◦ (lxn)χC → 0 μ-a.e. Since, by Lemma 9 we have
ϕ ◦ (l|x|)χC ∈ Ea , we conclude that Iϕ(lxnχC ) → 0, whence Iϕ(lxn) → 0. This means that ‖xn‖ϕ → 0. 
Notice that for ‖x‖ϕ > 1, the previous result still holds if we replace the condition (i) by (i′) ϕ ◦ λx ∈ Ea for each λ > 0
such that ϕ ◦ λx ∈ E . Applying Theorem 11 we get characterizations of order continuity of Eϕ , which have been proved
before in [4,5,7] but under general assumptions that ϕ < ∞ and ϕ > 0. We will prove more precise results.
Corollary 12.
(i) Suppose that E is a Köthe function space. Then Eϕ ∈ (OC) iff E ∈ (OC), ϕ < ∞ and ϕ ∈ E2 .
(ii) Suppose that E is a Köthe sequence space with E ↪→ c0(‖en‖E ) and ϕ > 0. Then Eϕ ∈ (OC) iff :
(a) if ϕ(bϕ) = ∞, then E ∈ (OC),
(b) if ϕ(bϕ) < ∞, then (E ∩ l∞,‖ · ‖E) ∈ (OC),
(c) ϕ ∈ E2 .
Proof. (i) Necessity. If Eϕ ∈ (OC), then |x| ∈ (Eϕ)a for each x ∈ Eϕ . By Theorem 11 we get ϕ < ∞ and ϕ ∈ E2 (xχB) for each
x ∈ Eϕ , where B = {t ∈ T : |x(t)| > aϕ}. Suppose that E /∈ (OC) and ﬁx u ∈ E \ Ea , ‖u‖E = 1. Setting x = ϕ−1r ◦ u we get
ϕ ◦ x = u ∈ E \ Ea , whence x ∈ B(Eϕ) and ϕ ◦ x /∈ Ea , a contradiction with Theorem 11(i). Then E ∈ (OC). Finally ϕ ∈ E2 by
Corollary 3 from [7] (see also Lemma 7).
Suﬃciency. Let x ∈ B(Eϕ) be arbitrary. We will show that all assertions (i)–(iii) of Theorem 11 are fulﬁlled. We get ϕ ◦ x ∈
E = Ea , because E ∈ (OC). Note that ϕ > 0 whenever ϕ ∈ 2(R+) or ϕ ∈ 2(0) and then the condition (ii) of Theorem 11
is satisﬁed by Proposition 4. So we have to discuss the case L∞ ↪→ E , aϕ > 0 and ϕ ∈ 2(∞). Clearly χA  χT ∈ E = Ea .
Suppose that ϕ /∈ E2 (xχB), where B = {t ∈ T : |x(t)| > aϕ}. Then there are numbers l > 1 and ε > 0 such that for any k > l
we have ‖ϕ ◦ (lx)χAlk∩B‖E  ε, where A
l
k = {t ∈ supp x: ϕ(lx(t)) > kϕ(x(t))}. Set C = {t ∈ B: |x(t)|  2aϕ} and D = {t ∈ B:
|x(t)| < 2aϕ}. If ‖ϕ ◦ (lx)χAlk∩D‖E  ε/2, then ϕ ◦ (lx)χD /∈ Ea since μ(A
l
k ∩ D) → 0 as k → ∞. Thus ϕ ◦ (lx)χD /∈ E , whence,
by L∞ ↪→ E , ϕ ◦ (lx)χD /∈ L∞ , a contradiction. Then ‖ϕ ◦ (lx)χAlk∩C‖E  ε/2 and consequently ϕ /∈ 2(∞). The condition (iii)
of Theorem 11 is trivial.
(ii) Necessity. The condition (a) we conclude as in (i). To prove (b) suppose that u ∈ (E ∩ l∞) \ Ea . Denoting a =
max{‖u‖∞,‖u‖E }, M = ϕ(bϕ) and z(i) = min{M,1}|u(i)|/a, we conclude that an element x = ϕ−1r (z) is well deﬁned. Then
x ∈ B(Eϕ), because ϕr ◦ x ∈ B(E). Since ϕr ◦ x = z ∈ E \ Ea , we get a contradiction with Theorem 11(i). The necessity of (c)
follows from Lemma 7 whenever ϕ(bϕ) = ∞. But we shall see that ϕ(bϕ) < ∞ implies that E ↪→ c0 ↪→ l∞ and consequently
E2 = 2(0) whence we may apply Lemma 2.9 from [13] and Lemma 2.4 from [5]. Let ϕ(bϕ) < ∞ and there is u ∈ E \ c0.
Then there is δ > 0 with |u(ik)| δ for each k. We may assume that |u(i)| < ϕ(bϕ) for each i and u ∈ B(E). Thus x= ϕ−1r (u)
is well deﬁned, ϕr(x) ∈ B(E) and |x(ik)| ϕ−1r (δ) for each k, a contradiction with (iv) of Theorem 11.
Suﬃciency. We follow similarly as in (i). Let x ∈ B(Eϕ). Then ϕ ◦ x ∈ E . Note that conditions (c) and ϕ(bϕ) < ∞ imply
that ϕ ∈ 2(0) and E ↪→ l∞ , whence E ∩ l∞ = E . Consequently ϕ ◦ x ∈ Ea . The condition (ii) of Theorem 11 follows from
Proposition 4. To ﬁnish the proof we need to show the condition (iv) of Theorem 11. Suppose for the contrary that bϕ < ∞
and we ﬁnd a number δ > 0 and a sequence (ik) in N such that |x(ik)|  δ for each k ∈ N. Denoting u = ϕr ◦ x, we get
u(ik)  ϕ(δ) for each k ∈ N. Moreover, by ϕ ∈ E2 and bϕ < ∞ we conclude that ϕ ∈ 2(0) and E ↪→ l∞ . Thus, there is a
number A > 0 such that ‖y‖∞  A‖y‖E for each y ∈ E . Hence ‖u(ik)eik‖E  1A ‖u(ik)eik‖∞  ϕ(δ)A and consequently u /∈ Ea ,
a contradiction. 
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short), whenever for each sequence (xn) in Eϕ with 0 xn  |x| the condition Iϕ(xn) → 0 implies that ‖xn‖ϕ → 0.
It is known that under assumptions that E ∈ (OC) and bϕ = ∞, the following conditions are equivalent:
(i) For each sequence (xn) in Eϕ the condition Iϕ(xn) → 0 implies that ‖xn‖ϕ → 0.
(ii) ϕ ∈ E2 and ϕ > 0 (see [3,7]).
Applying Theorem 11, we will show that a local version of this result is also true.
Lemma 14. Suppose that x ∈ Eϕ \ {0} and ϕ ◦ x ∈ Ea. The following conditions are equivalent:
(i) For each sequence (xn) in Eϕ with 0 xn  |x| the condition Iϕ(xn) → 0 implies that ‖xn‖ϕ → 0.
(ii) (a) ϕ > 0 and ϕ ∈ E2 (x),
(b) if ‖xχΩ‖ϕ > 0, then bϕ = ∞,
(c) if ‖xχΩ‖ϕ = 0 and bϕ < ∞, then |x(i)| → 0 as i → ∞.
(iii) (a) ϕ > 0 and ϕ ◦ (lx)χBl ∈ Ea for every l > 1, where Bl = {t ∈ supp x: l2|x(t)| < bϕ},
(b) if ‖xχΩ‖ϕ > 0, then Iϕ(lx) < ∞ for each l > 1,
(c) if ‖xχΩ‖ϕ = 0 and bϕ < ∞, then for any l > 1 there is i0 ∈ N with Iϕ(lxχ{i0}) < ∞, where { i0} = {i ∈ N: i  i0}.
Proof. (i) ⇒ (ii). If aϕ > 0, then one can construct an element 0  y  |x| with y = 0 and y  aϕχsupp x . Hence Iϕ(y) = 0
and ‖y‖ϕ > 0. Assume that aϕ = 0 and ϕ /∈ E2 (x). Then there is l > 1 and ε > 0 such that for each k > l we have
‖ϕ ◦ (lx)χAlk‖E  ε. Notice that A
l
k′ ⊂ Alk if k′ > k. Moreover, μ(
⋂
k>l A
l
k) = 0, because otherwise we would have l2|x(t)| < bϕ
and ϕ(lx(t)) = +∞ for μ-a.e. t in some set of positive measure, a contradiction. Consequently, μ(Alk) → 0 as k → ∞. De-
note zk = xχAlk for k ∈ N. Then Iϕ(zk) → 0, since ϕ ◦ x ∈ Ea . Finally, Iϕ(lzk)  ε, whence ‖zk‖ϕ  ε/l. The necessity of the
remaining two conditions we prove as in Theorem 11.
(ii) ⇒ (i). Suppose that the sequence (xn) in Eϕ with 0  xn  |x| satisﬁes the condition Iϕ(xn) → 0. Then ϕ ◦ xn → 0
μ-a.e. (see [12]) and consequently xn → 0 μ-a.e. because ϕ > 0. In view of Theorem 11, x ∈ (Eϕ)a , and consequently
‖xn‖ϕ → 0.
(ii) ⇒ (iii). The cases (a), (b) and (c) follow from Lemma 9 and Deﬁnition 2.
(iii) ⇒ (ii). If ϕ /∈ E2 (x), then there is l > 1 and ε > 0 such that ‖ϕ ◦ (lx)χAlk‖E  ε for each k ∈ N, where A
l
k = {t ∈ supp x:
l2|x(t)| < bϕ and ϕ(lx(t)) > kϕ(x(t))}. Since Alk ↓ ∅ as k → ∞ we conclude that ϕ ◦ (lx)χBl /∈ Ea , where Bl = {t ∈ supp x:
l2|x(t)| < bϕ}, a contradiction with (iii)(a). Conditions (b) and (c) follow immediately. 
5. Points of lower local uniformmonotonicity of Eϕ
The following two lemmas will be useful to prove a criterion for an LLUM point of E+ϕ .
Lemma 15. Let x ∈ Eϕ and θ(x) > 1. If ϕ ∈ E2 (x), then for each 1 < l <
√
θ(x), b > 0 and for any ε > 0 there is c ∈ (0, l − 1) with
∥∥ϕ ◦ ((1+ c)x)χBcb
∥∥
E < ε,
where
Bcb =
{
t ∈ supp x: ϕ((1+ c)x(t))> (1+ b)ϕ(x(t))}.
Proof. Fix b > 0, ε > 0 and 1 < l <
√
θ(x). Since ϕ ∈ E2 (x), we ﬁnd k > l with ‖ϕ ◦ (lx)χAlk∩Cl‖E < ε, where
Alk =
{
t ∈ supp x: ϕ(lx(t))> kϕ(x(t))} and Cl = {t ∈ supp x: l2∣∣x(t)∣∣< bϕ}.
Notice that μ(T \ Cl) = 0, because l <
√
θ(x). Let 0 < c min{l − 1, b(l−1)k−1 }. Then
ϕ
(
(1+ c)x(t)) ϕ
((
1− b
k − 1
)
x(t) + b
k − 1 lx(t)
)

(
1− b
k − 1
)
ϕ
(
x(t)
)+ b
k − 1ϕ
(
lx(t)
)

(
1− b
)
ϕ
(
x(t)
)+ b kϕ(x(t))= (1+ b)ϕ(x(t))
k − 1 k − 1
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∥∥
E 
∥∥ϕ ◦ (lx)χBcb
∥∥
E 
∥∥ϕ ◦ (lx)χAlk
∥∥
E < ε. 
Lemma 16. Assume that x ∈ ((Eϕ)a)+ and θ(x) > 1. Then for each sequence (yn) in (Eϕ)+ satisfying yn  x for each n and ‖yn‖ϕ →
‖x‖ϕ = 1 we have Iϕ(yn) → 1.
Proof. Take a sequence (yn) in Eϕ with ‖yn‖ϕ → ‖x‖ϕ = 1. Let 0  yn  x for each n. Suppose for the contrary that
Iϕ(yn)  1. Then, passing to a subsequence if necessary, we get Iϕ(yn)  1 − δ0 for some δ0 > 0 and each n. Applying
Lemma 15 with 1 < l <
√
θ(x), b = δ02(1−δ0) and ε = δ0/8, we ﬁnd a number c with∥∥ϕ ◦ ((1+ c)x)χBcb
∥∥
E < δ0/8,
where
Bcb =
{
t ∈ supp x: ϕ((1+ c)x(t))> (1+ b)ϕ(x(t))}. (2)
We claim that for each δ > 0 there are numbers m0 ∈ N and c0 > 0 such that
ϕ−1r
(
1
m0
)
> aϕ(1+ c0) and Iϕ
(
(1+ c0)ynχAnm0,c0
)
< δ
for each n, where
Anm0,c0 =
{
t ∈ supp yn: (1+ c0)yn(t) < ϕ−1r
(
1
m0
)}
.
Otherwise we ﬁnd δ > 0, sequences mk → ∞ and ck → 0, ck  1 such that for each k there is ynk with Iϕ((1 +
ck)ynkχAnkmk ,ck
) δ. Setting
zk = ϕ ◦
(
(1+ ck)ynkχAnkmk ,ck
)
we have 0 zk  ϕ ◦ (2x), zk → 0 uniformly and ‖zk‖E  δ. By Theorem 11, we may consider three cases:
(a) If ‖xχΩ‖ϕ > 0, then bϕ = ∞. Consequently, by Lemma 9, ϕ ◦ (2x) ∈ Ea . Thus ‖zk‖E → 0, a contradiction.
(b) If ‖xχΩ‖ϕ = 0 and bϕ < ∞, then |x(i)| → 0 as i → ∞. Let i0 be such that 4|x(i)| < bϕ for each i  i0. Denote
N1 = {i  i0} and N2 = {i < i0}. Then ‖zkχN2‖E → 0. Moreover, by Lemma 9, ϕ ◦ (2x)χN1 ∈ Ea . Thus ‖zkχN1‖E → 0,
a contradiction.
(c) If ‖xχΩ‖ϕ = 0 and bϕ = ∞, then we proceed as in case (a).
Take m0 =m0(δ0/8), c0 = c0(δ0/8) and set Anm0,c0 = An . Then Iϕ((1+ c0)ynχAn ) < δ0/8, where
An =
{
t ∈ supp yn: (1+ c0)yn(t) < ϕ−1r
(
1
m0
)}
for each n. Hence (1+ c0)yn(t) ϕ−1r ( 1m0 ) for each n and μ-a.e. t ∈ T \ An . Set
u0 = 1
1+ c0 ϕ
−1
r
(
1
m0
)
.
Thus
u0χT \An  ynχT \An  xχT \An .
We shall show that there is a number d > 0 depending only on x with∥∥ϕ ◦ ((1+ c)x)χDd\Bcb
∥∥
E < δ0/8, (3)
where
Dd =
{
t ∈ supp x: ϕ((1+ c)x(t))> d}.
In view of Theorem 11 we may consider three cases:
1. If ‖xχΩ‖ϕ > 0, then bϕ = ∞. Hence, by Lemma 9, ϕ ◦ ((1 + c)x) ∈ Ea . Clearly, μ(⋂d>0 Dd) = 0 and consequently‖ϕ ◦ ((1+ c)x)χD ‖E → 0 as d → ∞.d
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(1+ c)∣∣x(i)∣∣ bϕ for each i ∈ N \ Bcb, if ϕ(bϕ) < ∞
and
(1+ c)∣∣x(i)∣∣< bϕ for each i ∈ N \ Bcb, if ϕ(bϕ) = ∞.
So in the case ϕ(bϕ) < ∞ it is enough to take d = ϕ(bϕ) and then Dd = ∅.
If ϕ(bϕ) = ∞, let i0 be such that (1 + c)|x(i)| < bϕ/2 for each i  i0. Denote N1 = {i  i0} and N2 = {i < i0}. Then,
putting d = max{ϕ(bϕ/2),ϕ(α)}, where α =maxi∈N2 (1+ c)|x(i)|, we get Dd = ∅.
3. Assume that ‖xχΩ‖ϕ = 0 and bϕ = ∞. Since ϕ ◦ ((1+ c)x) ∈ Ea , we have∥∥ϕ ◦ ((1+ c)x)χ{n}∥∥E → 0 as n → ∞.
Taking n0 large enough to satisfy ‖ϕ ◦ ((1+ c)x)χ{n0}‖E < δ0/8, we may take d = ϕ(α), where α = maxin0 (1+ c)|x(i)|.
This proves the condition (3).
Now, we show that a number c1 > 0 (independent of the sequence (yn)) can be found such that the inequality
ϕ
(
(1+ c1)yn(t)
)
 (1+ b)ϕ(yn(t)) (4)
holds for each n and for μ-a.e. t ∈ T \ (Bcb ∪ An ∪ Dd). Note that the deﬁnition of the set T \ (Bcb ∪ Dd) implies that
ϕ((1+c)u1)
ϕ(u1)
 1+ b with u1 = ϕ−1r (d)/(1+ c). Furthermore, taking
c1 = inf
u0uu1
ϕ−1r [(1+ b)ϕ(u)]
u
− 1,
we conclude that c1 > 0 because u0 > aϕ and the continuous function attains its inﬁmum on the compact set. Then in-
equality (4) is true by the fact that u0  yn(t)  x(t)  u1 for μ-a.e. t ∈ T \ (Bcb ∪ An ∪ Dd). Taking c2 = min{c, c0, c1}, we
get
Iϕ
(
(1+ c2)yn
)
 Iϕ
(
(1+ c0)ynχAn
)+ Iϕ((1+ c)ynχBcb
)+ Iϕ((1+ c)ynχDd\Bcb
)
+ Iϕ
(
(1+ c)ynχDd∩Bcb
)+ Iϕ((1+ c1)ynχT \(Bcb∪An∪Dd)
)
< δ0/2+ 1− δ0/2
1− δ0 Iϕ(ynχT \(B
c
b∪An∪Dd)) < 1,
whence ‖yn‖ϕ  11+c2 < 1, a contradiction. Thus Iϕ(yn) = ‖ϕ ◦ yn‖E → ‖ϕ ◦ x‖E = 1. 
Theorem 17. Suppose that E is a Köthe space. A point x ∈ S(Eϕ)+ is an LLUM point if and only if supp x is an atom or the following
conditions are satisﬁed:
(i) ϕ ◦ x is an LLUM-point in E,
(ii) θ(x) > 1,
(iii) μ{t ∈ supp x: x(t) aϕ} = 0,
(iv) ϕ ∈ E2 (x),
(v) if ‖xχΩ‖ϕ > 0, then bϕ = ∞,
(vi) if ‖xχΩ‖ϕ = 0 and bϕ < ∞, then |x(i)| → 0 as i → ∞.
Proof. Necessity. The condition (i) follows from Proposition 3 in [11]. If supp x is not an atom, then conditions (ii) and (iii)
can be concluded from Theorem 2 in [11]. Moreover, each LLUM point has an absolutely continuous norm (see Lemma 6
in [11]). Consequently, the necessity of conditions (iv)–(vi) follows from Theorem 11.
Suﬃciency. If supp x is an atom, we may proceed as in the proof of Theorem 2 in [11]. Assume now that conditions (i)–(vi)
are fulﬁlled. Take a sequence (yn) in Eϕ satisfying 0  yn  x and ‖yn‖ϕ → ‖x‖ϕ = 1. Then Iϕ(yn) → 1 by Lemma 16
(note that, by θ(x) > 1, we have the implication x ∈ S(E+ϕ ) ⇒ ‖ϕ ◦ x‖E = 1). Since ϕ ◦ x is an LLUM point in E , we have‖ϕ ◦ x− ϕ ◦ yn‖E → 0. Consequently ϕ ◦ x− ϕ ◦ yn → 0 μ-a.e. (see [12]). Applying (iii), we conclude that x− yn → 0 μ-a.e.
Note that 0 x− yn  x ∈ (E+ϕ )a by Theorem 11. Thus, ‖x− yn‖ϕ → 0 as desired. 
Recall that if x ∈ E is an LLUM point, then x ∈ Ea (see Lemma 6 in [11]). Consequently, as an immediate consequence of
Corollary 12 and Theorem 17 we get (see [6] for the direct proof):
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(i) Suppose that E is a Köthe function space. Then Eϕ ∈ (LLUM) iff E ∈ (LLUM), ϕ < ∞, ϕ > 0 and ϕ ∈ E2 .
(ii) Suppose that E is a Köthe sequence space ϕ is an Orlicz function with ϕ(bϕ) = ∞. Then Eϕ ∈ (LLUM) iff ϕ > 0, ϕ ∈ E2 and
E ∈ (LLUM).
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