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So far great part of the evidence accepted as proof of the alleged quantum non-locality relied on
inhomogeneous Bell inequalities, involving an additional assumption (no-enhancement) whose role
had not been sufficiently examined (in homogeneous inequalities, low detection rates play a similarly
important role which is on the contrary well acknowledged). Here we provide explicit examples of
how a model of hidden local variables (LHV) defying no-enhancement is able to produce a violation
of an inhomogeneous inequality, a possibility so far was suggested only in qualitative terms; several
more general quantitative results accompany these models. Besides, recent tests have attempted to
overcome this reliance on supplementary assumptions, but they still show weaknesses, here we focus
on two of them: “time-biased sampling” and “local coincidence counts”. At least for inequality-based
tests, however, such weaknesses could perhaps be easily bypassed by addressing a more exhaustive
set of quantum predictions, provided of course that the set of quantum states that can be really
prepared in a lab is not bound by local-realism.
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I. INTRODUCTION
The success of Quantum Mechanics (QM) as a physi-
cal theory is beyond any doubt. However there is still
no incontestable (“loophole-free”) evidence that quan-
tum states defying local causality are more than just
a by-product of the quantum formalism, with no real
physical counterpart. Such state of affairs has remained
unchanged for several decades, and still does.
Of course there has been plenty of success in repro-
ducing subsets of quantum predictions corresponding to
2apparently non-classical states, but this has been always
done in conditions that either (i) easily allow for a local-
realistic model (this is the case of a certain type of Bell
inequalities - homogeneous -, as we will soon explain), or
(ii) where the visibility (the “violation” of an inequality
that we try to observe in an experimental test) is still low
enough to leave room for one of such local models, as we
will be arguing here for several situations, in particular
the case of inhomogeneous Bell inequalities.
But moreover, the violations obtained in this second
category of experiments, case (ii), are not only always
low in terms of the visibility of the test, but indeed ex-
tremely low in comparison to which QM would in theory
be able to attain; it would look as if the set of quantum
mechanical states that can actually be prepared in a lab
was somehow restricted or at least conditioned by their
properties in relation to local-realism.
Usually, that impossibility to obtain high visibilities
for inhomogeneous inequalities has been blamed upon
random detection errors. That is certainly a possible
interpretation, but perhaps not the most plausible one
attending at the following reasoning: if such errors are
really random and have nothing to do with the proper-
ties of the quantum state under test, odds are they could
well appear (or become important, imposing a bound on
the visibility) at any other point of the spectrum of vi-
olations that QM can generate, for instance either well
before or beyond the region that is critical in relation to
local-realism (LR), and not at is very brink.
Again, provided the detection errors are really random
(“fair sampling”), we could well expect to find this “re-
sistance against high visibilities”, in relation to which
they are customarily attributed such a main role, at any
other region. For instance, we could expect to find it
at two thirds of the range between the maximum values
that local-realistic theories and QM can attain (providing
then incontestable evidence of a breach of LR), or well
below the LR-frontier (which would not imply anything,
neither positive nor negative, in relation to whether local-
realism can be broken), or anywhere else within the range
of visibilities that the test theoretically allows.
The fact that some hypothetical random errors al-
legedly conspire to keep things exactly inside the box
of local realism, not a smaller or a bigger one, during so
long and in such a variety of situations (such a variety of
tests) should not, and indeed can no longer be considered
a mere coincidence. While this point does not subtract
any merit from any other line of research (all the oppo-
site perhaps, as it can explain why a conclusive result is
so difficult to obtain), it certainly provides justification
to assert that the present one is not only reasonable, but
necessary too.
But leaving aside now this kind of considerations, let
me resume this introduction by focusing on the so-called
Bell inequalities [1–3], which have been the main tools
available to investigate the question of QM vs. LR. In
principle, Bell inequalities are derived solely on the hy-
pothesis of space-like separation and the axioms of prob-
ability, and therefore, their violation implies accepting
some sort of instantaneous action-at-a-distance (which,
quite strikingly, does not decay with increasing distance)
or, even more strikingly, a departure of realism itself.
This last point is not superfluous, as a recent experimen-
tal test [4], where no locality element is involved, would
point precisely to that. However, once on experimental
grounds things are not so straightforward.
In tests with massive particles, space-like isolation be-
tween the parties is difficult to guarantee, what many
refer to as the “locality loophole”. In experiments with
photons, Pearle and Wigner [5, 6] already noticed early
on that caution was needed when not all measurements
expected to produce a detection actually did such, a sub-
tlety that left room, in most practical cases, for the ex-
istence of a model making use of local hidden variables
(LHV) and able to reproduce the results of the test. This
is usually known as the “detection loophole”.
Despite their somehow peculiar status as “particles” in
nature, hence perhaps not the ideal candidate to test such
fundamental questions, Bell tests with photons seem to
present clear technical advantages, as well as very promis-
ing applications. It is then understandable that most of
the experimental effort has been focused on them. Bell
inequalities usually tested in this context (photons) shall
be classified in homogeneous and inhomogeneous, attend-
ing to whether they contain terms (either correlations
or simple frequencies) of the same order (double coinci-
dences, for instance) or not; see not [7], or for instance
[8] for recent reference to these concepts. Archetypes
of these two classes are the Clauser-Horne-Shimony-Holt
[2] and Clauser-Horne [3] inequalities, respectively: see
App. 1 for a quick reference.
In a real experiment and as already advanced, each
type presents its own weaknesses. Homogeneoeus in-
equalities, while making possible the observation of sub-
stantial violations, rely on a fair sampling of the physical
state being tested, something that, as widely recognized,
can be challenged at least below a certain threshold of
the (relative) detection rate (η), usually known as ”crit-
ical detection efficiency” (ηcrit).
On the other hand, inhomogeneous inequalities would
theoretically seem to by-pass the possibility of unfair
sampling, a property derived from the involvement of
probabilities of different order (marginal and coinci-
dence); however, low detection rates also pose a problem
due to their direct quantitative effect on the observable
frequencies, giving rise to yet another critical value ηcrit
below which no violation is obtainable (on the contrary,
high violations of homogeneous inequalities can be ob-
tained even for very low η’s, see App. 2 for more details).
Yet, in spite of the detection loophole (i.e., the way in
which low detection rates burden the inequality) being,
as already hinted, not entirely equivalent in one and other
case, we can still generalize the term “critical detection
efficiency” by giving a definition convergent in both cases:
ηcrit is simply the value of η such that no LHV model can
reproduce the observed violation.
3The problem of determining ηcrit, and that of find-
ing scenarios with the minimum possible ηcrit, have, as
one could naturally expect, consistently attracted a lot
of attention, [9–19]. A recent and particularly exhaus-
tive effort, as well as close to ours here, can be found in
[20]. However, these works usually assume, at least in
what regards inhomogeneous inequalities and with few
exceptions [20], additional restrictions on the LHV mod-
els model they aim to disprove, conditions that may not
be justified as we will later see. Quite symptomatic is
perhaps the fact that the converse question, i.e., what
physics the structure of the LHV models able to account
for quantum predictions may have been giving us hints
about, has on the contrary enjoyed almost no attention,
little more than [21], actually.
In any case, critical detection efficiencies pose a severe
problem in every single Bell test making use of photons:
they are usually beyond what it has been achieved so far.
Whether this is caused just by our technological limita-
tions or it is the expression of the fact that local-realism
may be setting a constraint on the results that are phys-
ically realizable is a matter of opinion. What it is not is
that alternative models have been proposed [22] that de-
scribe the standard technique of Parametric Down Con-
version (PDC), which is of generalized use in (at least all
the recent) developments, and that can potentially ex-
plain such low detection rates, as a natural consequence
of their structure and regardless of additional inefficiency
factors one may wish to introduce; i.e., taking to practice
proposals such as [23] may guarantee a high detection
efficiency, but this does not necessarily mean a similar
increase of the observed rate. Such models have, too,
received little or no attention at all.
At this point, there was no way forward but to mod-
ify the inequalities by including some supplementary as-
sumption that made them more suitable to be tested
experimentally; this would motivate the distinction be-
tween genuine and non-genuine inequalities, initially pro-
posed by Santos [24]: genuine inequalities would not in-
clude supplementary assumptions, non-genuine would.
The most usual supplementary assumption is proba-
bly Clauser and Horne’s no-enhancement hypothesis
[32], on which we will concentrate here; based on no-
enhancement, several substantial violations of a non-
genuine version of the CH inequality have been accepted
as incontestable evidence of the gap between QM and lo-
cal realism. Nevertheless, such validation clearly hinges
on the validity of the supplementary assumption.
The first contribution of this paper is to show clearly
and directly how a breach of no-enhancement can pro-
duce a strong violation of the corresponding non-genuine
inequality. The second contribution is to explore the con-
verse question to that posed by the Bell inequality liter-
ature: what kinds of LHV models are able to account for
the actually-observed quantum predictions? This ques-
tion has enjoyed almost no attention, little more than [21]
actually. For example, alternative models have been pro-
posed [22] that describe the standard technique of Para-
metric Down Conversion (PDC), which is used in at least
all the recent developments. Those alternative models
can potentially explain the observed low detection rates,
as a natural consequence of their structure and regardless
of additional inefficiency factors one may wish to intro-
duce; i.e., taking to practice proposals such as [23] may
guarantee a high detection efficiency, but this does not
necessarily mean a similar increase of the observed rate.
Such models also predict enhancement (ENH), a breach
of no-enhancement, but yet they have, too, received little
or no attention at all.
Actually, fair-sampling has been invoked as a neces-
sary supplementary assumption, with no other argument
than its apparent “reasonableness”; however, fair sam-
pling does not stand from the point of view of [22] either,
in particular once the correlation between the intensi-
ties originated in the source of the PDC is taken into
account. The weakness of no-enhancement as a supple-
mentary assumption is even more compelling than that
of fair-sampling, as it hardly requires the sophistication
of models like [22]; as we will argue later, just the pres-
ence of a random background, that recent works in the
field now acknowledge as well [25].
For a quick overview on the main tests related to our
work here see [26]; of course since then there had been
many more experiments, many of them addressing not a
Bell inequality but other alleged properties of quantum
states that are nevertheless related. It is symptomatic,
however, that even those as recent as [27, 28] explicitly
acknowledge a detection loophole (which does not nec-
essarily render useless their results); on the other hand,
the series of papers in [22] has explored in detail, from a
local-realistic perspective or at least one somehow close
to us here, a considerable number of experimental re-
sults, though perhaps failing to address some fundamen-
tal questions in a sufficiently direct way (a local-realistic
interpretation of the detection model, for instance).
Finally, there are Bell inequalities which require nei-
ther fair sampling nor no-enhancement as an additional
assumption; one is the so-called Eberhard’s inequality
which has been used in a recent test [29]. In this inequal-
ity, each non-detection is treated as just another proper
result, which negates the effect of the detection loophole;
however, (i) space-like separation between the observers
was not guaranteed, though this may have possible been
corrected in more recent iterations; (ii) some other po-
tentially relevant issues such as the appearance of “local
coincidences” (see Sec.VI) are also in need of serious ex-
amination.
An exhaustive examination of supplementary assump-
tions for all possible inequalities and scenarios being out
of the scope of this paper, we hope the loss of generality
may be somehow compensated by the gain of credibil-
ity from a straightforward, merely algebraic treatment,
one that does not require to depart from sophisticated
models or preconceptions. With this in mind, it will be
convenient to start from a well known modelM simulat-
ing the quantum prediction for the CHSH [2] inequality
4(and hence exhibiting unfair sampling). From here, our
program will include:
(i) showing that a new model M′ can be obtained from
M, so as to contradict no-enhancement;
(ii) demonstrating with some examples how this model
can also lead to a violation of the Clauser and Horne
inequality [3] (and presumably of any other non-genuine
inhomogeneous inequality based on no-enhancement);
(iii) and finally considering what it would require for
these models to go further than (ii) and adapt, simul-
taneously, to all quantum predictions for a chosen state
and set of observables: here we will give some necessary
and sufficient conditions for the existence of such models
in some scenarios.
This program is supplemented with other additional ma-
terial, which I consider necessary to place everything
into proper context; such material includes an analysis
of some recent experimental tests [4, 29] which, though
may only have an indirect relation to the main line of
this paper, carry however important implications for the
general background issues, and that from our point of
view here should not be left unchallenged.
The paper is structured as follows: Sec.II is aimed at
providing all the basic concepts, tools and definitions for
our work here. Departing from the initial LHV model
given in Sec.II A, we supplement it with new instruc-
tions predetermining detection probabilities when polar-
izers are removed, so that the validity no-enhancement
assumption can be challenged. Then, Sec.III provides
a particular example an LHV of model leading to a vi-
olation of the non-genuine version of the CH inequal-
ity; Sec.IV addresses the feasibility of the full compli-
ance with quantum predictions departing from the former
model, and Sec.V presents a discussion on the origin of
“enhancement” as a physical phenomenon, and possible
tests that may be performed in this regard.
Sec.VI addresses additional questions, and Sec.VIA
addresses recent reports of experimental evidence not di-
rectly related to ENH. Sec.VII proposes a very basic test
of unfair sampling, which is not a necessary condition but
may help clarify things. Finally, some further discussion
is included in Sec.VIII, and conclusions and last com-
ments are provided in Sec.IX. The Appendix provides
auxiliary proofs and some other supplemental material
which may be of use.
II. BASIC CONCEPTS
A. An LHV model for the CHSH (optimal)
correlations
In an LHV description, the results of two pairs A1, A2
and B1, B2 of space-like separated measurements can be
expressed as a function of a vector of hidden variables λ,
and the respective orientations φi, φj of the measuring
FIG. 1: At least so far, experimental tests of Bell inequali-
ties always include, implicitly or explicitly, additional assump-
tions: (at least for our models here) those assumptions are the
ones that are violated, instead of local-realism. The diagram
does not intend to be exhaustive.
apparatuses:
Ai = A(φi, λ), Bj = B(φj , λ), (1)
assuming a deterministic description that will suffice for
our purposes here (any indeterminism can be modeled
by adding new random variables to λ, whether this are
defined at the source or at each detector, see [36]). We
now need to introduce an LHV model that reproduces,
for the former two pairs of observables, the quantum cor-
relations giving rise to a maximal violation of the CHSH
(97) inequality. This model can be obtained as a particu-
lar case of the family of models given in [17], for the case
N = 2 (two observers, two observables per observer).
In this model, every pair of particles is in a “state”
(A1, A2;B1, B2) that determines the response of particle
1 when A1 or A2 is measured, and the response of particle
2 whenB1 orB2 is measured. Each particle has 3 possible
responses to the local measurements: being detected by
the detector −1, being detected by the detector +1, or
being undetected. We denote them as −1, +1, and 0,
respectively. For instance, (+1,−1;+1, 0) denotes the
state in which if A1 (A2) is measured, then particle A
will give the result +1 (−1), and if B1 (B2) is measured,
particle B will give +1 (will not be detected).
Let us also make use of the following conventions:
P (Ai) is the probability that particle A is detected (giv-
ing either 1 or −1) when Ai is measured, P (Ai|Bj) is the
probability that particle A is detected when Ai is mea-
sured conditioned to the fact that particle B has been
detected when Bj has been measured, P (Ai, Bj) is the
probability that particle A is detected when Ai is mea-
sured and particle B is detected when Bj is measured.
Later we will use P (A) = P (A = 1), P (B) = P (B = 1)
to denote that particle A,B, respectively, is detected
when the polarizer is removed, with A = 0, B = 0, de-
noting absence of detection.
5Now, assuming that all the detectors have identical
detection efficiency η, and that this efficiency is indepen-
dent of the observable measured, any LHV model must
satisfy the following restrictions:
P (Ai) = P (Bj) = η, (2)
P (Ai|Bj) = P (Bi|Aj) = η, (3)
and, redundantly, P (Ai, Bj) = η
2 too, for all i, j ∈ {1, 2}.
Besides, if the LHV model must reproduce the results of
the Bell experiments on a maximally entangled state, the
following additional restrictions must be satisfied:
〈Ai〉 = 〈Bj〉 = 0, (4)
for all i, j ∈ {1, 2}, and, if the LHVmodel must reproduce
the maximum violation,
〈A1B1〉 = 〈A1B2〉 = 〈A2B1〉 = −〈A2B2〉. (5)
Defining now the following subsets of states:
MP ≡ {(±1,±1;±1,±1), (±1,±1;±1,∓1),
(±1,∓1;±1,±1), (±1,∓1;∓1,±1)}, (6)
MQ ≡ {(±1,±1;±1, 0), (±1,∓1; 0,±1),
(±1, 0;±1,±1), (0,±1;±1,∓1)}, (7)
MR ≡ {( 0, 0; 0, 0)}, (8)
where for instance (±1,±1;±1, 0) actually means two
states, (+1,+1;+1, 0) and (−1,−1;−1, 0), and letting
β = 〈A1B1 + A1B2 + A2B1 − A2B2〉 correspond to the
value obtained in an experimental test of the CHSH in-
equality (97), then, for
ηcrit(β) = 2/
(
1 + β2
)
, (9)
and
p = ηcrit(β) [ 3ηcrit(β)− 2 ], (10a)
q = 4ηcrit(β) [ 1− ηcrit(β) ], (10b)
the LHV model in which each of the states in MP ap-
pears with frequency p/8, each of the states in MQ ap-
pears with frequency q/8, and the state in MR appears
with frequency 1− p− q, satisfies (2)–(5), and gives a β
consistent with (9) (all for η = ηcrit, see [38]). Specifi-
cally, the maximal violation allowed by QM (β = 2
√
2)
is obtained when p ≈ 0.40 and q ≈ 0.57. On the other
hand, for the same β, other models (they are not unique)
can be obtained for η < ηcrit(β) [39].
The setsMP ,MQ,MR cannot be experimentally dis-
criminated, as this would require performing the four
measurements on a single pair or particles (photons);
nonetheless, they are a valid hypothetical construction
once assumed the existence of some vector of hidden vari-
ables λ, to which the occurrence of one or other result
is conditioned. This point is important as from here on
we may play with quantities such as P (A1|A2) which are
clearly inaccessible from the physical point of view, but
yet perfectly defined from the purely mathematical.
Finally, we note that M violates “fair-sampling”, as
defined for instance by Clauser et al themselves [31]: it is
enough to see that even with the model satisfying (2)–(3),
we come across with that, in general, P (Ai|Bj = b) 6= η,
P (Bj |Ai = a) 6= η. Indeed, from the model, for instance
P (A1|B2 = +1) = 13η2 + 23η 6= η. (11)
In other words: restricted to the subset of pairs for which
one of the particles has a particular polarization (Bj = b
for particle B or Ai = a for particle A), the probability
of detection of the other particle is variable on the choice
of observable, clearly contradicting [31].
B. Detection probabilities without polarizers and
the no-enhancement hypothesis
We will now simply add two last instructions to each
“state” of M (see Sec.II A), obtaining a new model M′;
each state s ∈ M′ is now defined by a list of six (and not
only four) values:
s ≡ (A1, A2;B1, B2;A,B). (12)
The last two instructions A,B ∈ {0, 1} simply tell if the
corresponding particle would be detected (’1’) or not (’0’)
if no polarizer was placed on its way. The LHV so defined
should now also abide to the following set of (experimen-
tally testable) restrictions:
P (A) = P (B) = η, (13)
P (A|B) = P (B|A) = η, (14)
P (Ai|B) = P (B|Ai) = η, (15)
P (Bj |A) = P (A|Bj) = η, (16)
and of course we would also have, this time redundantly,
P (A,B) = η2 and P (Ai, B) = P (A,Bj) = η
2, all ∀i, j;
all (13)–(16) are conditions on the whole ensemble of
states s ∈ M′. Indeed, let us consider, amongst them,
P (Ai|B) = η, which, let Ps(·) be a probability condi-
tioned to a state s, really means
∫
Λ
Ps(Ai|B) · P (s|λ) · ρ(λ) dλ; (17)
i.e., we do not need to satisfy Ps(Ai|B) = η, ∀s ∈ M′,
but simply do it “on average”. On the other hand, the
room for variability in Ps(Ai|B), Ps(Bj |A) is obviously
also there for Ps(Ai|A), Ps(Bj |B) (these last are of course
not experimentally accessible, but are indeed perfectly
defined from the mathematical point of view), which in
addition are not even constrained by an “average con-
dition” such as (17). Therefore, in general we will have
Ps1(Ai|A) 6= Ps2 (Ai|A) and Ps1(Bj |B) 6= Ps2(Bj |B), for
6s1 6= s2 and s1, s2 ∈M′. Following [21], we will call this
a “variable detection probability” (VDP).
Now, the no-enhancement assumption in [3] stands for
a restriction on that VDP; in particular it stands simply
for
Ps(Ai) ≤ Ps(A), Ps(Bj) ≤ Ps(B), ∀s ∈M′. (18)
The requirement on every state is already present in
Clauser and Horne’s original formulation [32]: “for ev-
ery emission λ...”; here each state s corresponds to a
particular λ. Whenever a breach of (18) takes place, we
will refer to it as “enhancement” (ENH).
III. ENH IN EXPERIMENTAL TESTS
From here on, PM(·) will stand for a probability de-
fined on (any) LHV model (or subset of states) M, and
we will also assume that M defines all required proba-
bilities, with and without polarizers; in absence of sub-
script, we will assume that by defect probabilities are
defined over the full model. The following two quantities
correspond to what one would be able to observe in the
respective tests of the CH inequality and its operational
(non-genuine) expression, on any modelM, what we will
respectively call, following Santos’ classification [24], the
“genuine” (GEN) and “non-genuine” (NG) tests:
βCHgen (M) =
PM(A1 = B1 = 1) + PM(A1 = B2 = 1)
+PM(A2 = B1 = 1)− PM(A2 = B2 = 1)
−PM(A1 = 1)− PM(B1 = 1), (19)
βCHng (M) = 1η2 × [
PM(A1 = B1 = 1) + PM(A1 = B2 = 1)
+PM(A2 = B1 = 1)− PM(A2 = B2 = 1)
−PM(A1 = 1, B)− PM(A,B1 = 1) ].
(20)
Further details on the derivation of these two expres-
sions, can be found in App. 2; in particular we refer to
expressions (96) and (103), respectively. Right now we
will see how ENH, while unable to alter the behavior of
the first of them, βCHgen (M), it definitely conditions that
of βCHng (M).
A. An example of “enhancement”
There are many different models M′ consistent with
restrictions (13)–(16); a particularly simple one is ob-
tained from the following assignations:
(i) A = B = 1 for states in MP , obtaining an extended
subset M′P ,
(ii) A = 0 where some Ai = 0 (for instance, when A2 = 0,
but not when A1 = 0), and B = 0 where some Bj = 0
(for instance, when B2 = 0, but not when B1 = 0), for
states in MQ, obtaining M′Q,
(iii) A = B = 0 for states in MR, obtaining M′R.
With (i)–(iii), M′ already satisfies (13)–(16), from the
fact that M already did the same with (2)–(3), and all
provided that P (M′P ) = p and P (M′Q) = q, with p and
q retaining, for a given η, their former values in (10a)–
(10b). Actually we have:
M′Q ≡ {(±1,±1;±1, 0; 1, 0), (±1,∓1; 0,±1; 1, 1),
(±1, 0;±1,±1; 0, 1), (0,±1;±1,∓1; 1, 1)},
(21)
where we note that some of the states now clearly defy
(18); that is indeed the case of, for instance, the third pair
(fifth and sixth states) in M′Q, where A = 0 but A1 =
±1. These quantities will be of interest in a moment:
A ≡ PM′(A1 = +1, B1 = +1) = 38p+ 14q, (22)
B ≡ PM′(A1 = +1, B2 = +1) = 38p+ 14q, (23)
C ≡ PM′(A2 = +1, B1 = +1) = 38p+ 14q, (24)
D ≡ PM′(A2 = +1, B2 = +1) = 18p, (25)
E ≡ PM′(A1 = +1) = 12p+ 38q, (26)
F ≡ PM′(B1 = +1) = 12p+ 38q, (27)
E′ ≡ PM′(A1 = +1, B) = 12p+ 14q, (28)
F ′ ≡ PM′(A,B1 = +1) = 12p+ 14q. (29)
Once here we can rewrite (19)–(20) as
βCHgen (M′) = A+B + C −D − E − F, (30)
βCHng (M′) =
1
η2
[A+B + C −D − E′ − F ′] . (31)
As seen in Fig.2, the introduction of ENH in M (ob-
taining M′) has been enough to qualify it to violate the
non-genuine version of the CH inequality.
B. A second example
It has been very convenient, for simplicity, to “lock”,
in each particular state s ∈ MQ, the fate of a detection
with the polarizer removed, Ps(A) and Ps(B), to that of a
detection when one of the observables is measured, in this
case A2 and B2, respectively. Aside from looking rather
unnatural, this feature is easy to disprove experimentally
[34]; however, we will show now that such a choice is not
at all necessary. We do not need much sophistication,
just a slight redefinition of our states, now given by
s ≡ (A1, A2;B1, B2; pA, pB), (32)
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FIG. 2: Results in the genuine (βCHgen ) and non-genuine (β
CH
ng )
experiments for the Clauser-Horne inequality, upon the LHV
model M′,M′′, for a “detection efficiency” η. As advanced,
βCHgen (M′,M′′) ≤ 0 (i.e, below local bound) for all values of
η, while βCHng (M′,M′′) > 0 for η < 1; for η = 1 no VDP
can take place (and therefore no ENH either) so we have,
necessarily, βCHng (M′,M′′) = 0.
with pA = Ps(A = 1) and pB = Ps(B = 1) (i.e., s is in
general indeterministic in A and B; a fully determinis-
tic description can always be recovered by re-expressing
s as a union of sub-states si with pA, pB ∈ {0, 1} and
such that
∑
i P (si) = P (s)). We also redefine our former
subset M′Q, in a way also consistent with (13)–(16), as
M′′Q ≡ {(±1,±1;±1, 0; 1, 12 ), (±1,∓1; 0,±1; 1, 12 ),
(±1, 0;±1,±1; 12 , 1), (0,±1;±1,∓1; 12 , 1)},
(33)
and, finally, consider a new modelM′′ containing subsets
M′′P ≡ M′P , M′′Q and M′′R ≡ M′R with exactly
the same frequencies p, q, r as in M′. It is easy to see
that β(M′′) = β(M′) for all η’s in Fig.2, both for the
genuine and non-genuine version, but now we also have
what looks as a more reasonable behavior,
PM′′(A1|A) = PM′′ (A2|A), (34)
PM′′(B1|B) = PM′′(B2|B). (35)
Anyway, from our point of view and as a difference with
[20] (which we will discuss in Sec.V), (34)–(35), or simi-
lar, are demands that shall be introduced exclusively as a
property of the state under probe, an element that we have
not even considered yet at this stage of our treatment:
all we wanted to show is that they are compatible with
ENH. Besides, we note (34)–(35) are, again, not experi-
mentally accessible but as an average estimation; they are
“average” conditions, of the type we have already seen in
(17): particular states (in this case particular sub-states
si within each s ∈ M′′Q) will in general defy it.
C. A mathematical interpretation
Any LHVM defines a probabilistic space (Λ, ρ) where
ρ(λ) : λ ∈ Λ → [0, 1]; let us now consider the subsets of
events (or in LHV terminology, states) ΛA,ΛB ⊂ Λ as
the ones where always A = 1 and B = 1, respectively.
Then, (20) can be rewritten as
βCHng (M) = 1η2 × [
PM(A1 = B1 = 1|Λ) + PM(A1 = B2 = 1|Λ)
+PM(A2 = B1 = 1|Λ)− PM(A2 = B2 = 1|Λ)
−ηPM(A1 = 1|ΛB)− ηPM(B1 = 1|ΛA) ],
(36)
which clearly shows that βCHng (M) ≤ 0, is not in general
a legitimate Bell inequality (which means the bound can
be violated), because in general ΛA 6= ΛB 6= Λ, i.e., in
general the corresponding estimates are done on different
subsamples, which means that in general they do not
keep statistical significance with respect to Λ.
It is important to advance that ENH (basically, as we
will later see in Sec.V, a process that is statistically in-
dependent between the two arms) cannot produce, by
itself, the sort of correlations leading to unfair sampling
(at least as needed for a violation of a Bell inequality);
however, expression (36) clearly shows how ENH can act
as an “enabler” of an unfair sampling that should be ul-
timately occasioned, as we will also argue later, by the
correlation between intensities arriving from the source.
In other words, unfair sampling is a direct manifestation
of the properties of the state under probe, while ENH
arises as a consequence of new vacuum noise inserted at
the polarizers. This said, the no-enhancement assump-
tion [32] does not assure the statistical significance of the
“marginal” terms either, but only that βCHng ≤ 0 remains
a legitimate inequality: see either [3] or our App. 3.
Finally, the divergence of the (non-genuine) curves in
the region of low η (Fig.2) shall not cause concern: in-
deed, the divergence would disappear if the models were
forced to satisfy restrictions on all probabilities involved,
such as (37) in App.IV: see [42]. Anyway, divergent or
not,M′,M′′ are well defined LHV models and violate an
inhomogeneous inequality; this was so far thought im-
possible, as genuine and non-genuine expressions were
wrongly regarded, resting on the alleged validity of no-
enhancement, as equivalent at all effects. Also symp-
tomatic is the fact that a violation β > 0 can still be
attained for values of η very close to unity.
IV. LHV MODELS IN FULL COMPLIANCE
WITH QM
Once seen the role of ENH in inequalities, the natural
question to ask is if it has so much effect when the full
set of quantum predictions are considered. The models
M′,M′′ simulated just the CHSH correlations as well as
8marginal probabilities of detection (with and without po-
larizers), in consistency with all experimentally testable
restrictions; however, they do not necessarily correspond
to any legitimate quantum state and set of observables.
For any model M to do so, we would have to demand:
PM(Ai = a,Bj = b) =
η2PQM (Ai = a,Bj = b), (37)
as well as, depending on the test, either
PM(Ai = a) = ηPQM (Ai = a), (38)
PM(Bj = b) = ηPQM (Bj = b), (39)
or, instead,
PM(Ai = a | B) = ηPQM (Ai = a), (40)
PM(Bj = b | A) = ηPQM (Bj = b), (41)
all of them ∀i, j and for all ∀a, b ∈ {±1}, and where
PQM ’s refer to a particular quantum mechanical state.
We will call (38)–(39) the “genuine” (GEN) conditions,
and (40)–(41) the “non-genuine” (NG) ones; we will also
define, in consistency, two different critical parameters
ηcrit(all; gen), ηcrit(all;ng), (42)
as higher bounds on the values of η for which a proper
model can be obtained in the GEN and NG problems, re-
spectively. Actually, our former models M′,M′′ already
satisfy
PM(Ai = a) = PM(Bj = b) = 12η, (43)
something not surprising because M in Sec.II A already
did, and
PM(Ai = a | B) = PM(Bj = b | A) = 12η, (44)
which would coincide with (38)–(41) for the case of max-
imal entanglement (in that case, QM predicts an equally
probable mix of ±1’s): see (4).
Beyond particular cases, in App. 4 a proof is given that
such an LHV exists for any state and set of observables,
under the hypothesis of balanced (symmetrical) detection
rates, for 0 ≤ η ≤ 12 . The condition there is sufficient,
as it does not exclude other possible models for η > 12 .
Moreover, App. 5 provides a recipe for calculating models
for higher (in many cases optimal) η’s, therefore at least
a lower bound on the critical value. I have applied it to
the (maximally entangled) states
|ψ1,2〉 = 1√2 ( | ↑A,z↓B,z 〉 ∓ | ↓A,z↑B,z 〉 ) , (45)
and the set of four observables
A1 = σz , (46)
A2 = sin(2θ) · σx + cos(2θ) · σz , (47)
B1 = sin(θ) · σx + cos(θ) · σz , (48)
B2 = sin(3θ) · σx + cos(3θ) · σz , (49)
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FIG. 3: Estimation of the critical values of η guaranteeing
the existence of ENH-based LHV models for all quantum pre-
dictions for the states |ψ1〉 (left) and |ψ2〉 (right), defined in
(45), and the four observables given in (46)–(49). Numerical
calculation according to our layout in App. 5. Genuine and
non-genuine conditions (or combination of both) produce the
same curves: however, this should not be presumed for a sin-
gle inequality alone (see Fig2), neither for other choices of
state and observables. Clearly, critical values for any test on
|ψ1,2〉 involving just a subset of the quantum predictions con-
sidered here (for instance the test of a particular CH or CHSH
inequality) would necessarily be higher than these ones.
each one defined of course so as to act on the degrees
of freedom of the appropriate particle A or B (as rota-
tions of the corresponding polarizer or PBS in ordinary
space, the former angles should be halved). This choice
of observables produces, for some values of θ, maximal
violations of both the CHSH and CH inequalities, though
we would need to write them with a different convention:
see Figs.4 and 5 below.
Up to our numerical resolution (which is not much, see
the outliers), the curves in Fig.3 seem to be exactly the
same whether we choose to impose NG or GEN condi-
tions, i.e., (40)–(41) or (38)–(39), or both sets of restric-
tions at the same time. Anyway, we cannot presume such
an equivalence for models on just the subset of the quan-
tum predictions involved in a particular inequality (see
Fig.2). Besides, both |ψ1〉 and |ψ2〉 are maximally entan-
gled, with a symmetric distribution of ±1 that may play
a role in relation to this behavior. Of particular interest
is the case of the quasi-product states used in [12]; this
seems to present some numerical difficulties and will be
examined elsewhere.
V. DISCUSSION: PLAUSIBILITY OF ENH
In this section we provide physical support for what
we have so far just sketched mathematically; we explore
as well the possibility of an experimental test, and also
9analyze in some detail the relation with other alternative
theoretical frameworks.
A. ENH as a background effect
A phenomenon such as ENH arises as a rather nat-
ural consequence of a wave-like description of light, for
instance of the kind of the one developed in [22]. The
same is also true for any other alternative one acknowl-
edging the presence of a background of random fluctua-
tions of the electromagnetic field, either with or without
the properties of that predicted by Quantum ElectroDy-
namics (QED).
Let us consider a Bell experiment based on the tech-
nique of (Spontaneous) Parametric Down Conversion: as
modeled in [22], the intensities arriving at detector x
(x = o, e: “ordinary” and “extraordinary”, or alterna-
tively simply +1 and −1) placed after the corresponding
polarizer or polarizing beam splitter (PBS) can be ex-
pressed as
I
(det)
A,x = I
(sc)
A − I(ref)A,x + I(pol)A,x , (50)
I
(det)
B,x = I
(sc)
B − I(ref)B,x + I(pol)B,x , (51)
where I(sc), I(ref) and I(pol) are the intensities emitted by
the source, reflected by the polarizer (or diverted by the
PBS) and, finally, inserted (as a result of the existence of
a background) at the exit channel of the polarizer/PBS,
respectively.
Now, the crucial point to grasp is that I
(pol)
A,x , I
(pol)
B,x de-
pend on a particular realization of the background am-
plitudes, and such a realization will in general have com-
ponents at both polarizations (whatever the choice of ba-
sis): as a result and as opposed to what it is generally
assumed, each of the detectors will receive intensity at
both polarizations. Then, the overall intensities arriving
at the detectors determine [43] the corresponding proba-
bilities of detection,
PA,x ∝ I(det)A,x + C, PB,x ∝ I(det)B,x + C, (52)
where C is a constant arising from the normal order
of field operators in Glauber’s expression [22]; indeed,
C = −I0 with I0 the expectation value of the background
intensity for each particular frequency mode ω (realistic
detection expressions involve an integral over the band-
width of the incoming wavepacket, as well as spatial and
temporal integration).
Actually, that subtraction introduces an apparent
problem due to a possible negativity of the former ex-
pressions, which we will not address here and on which
we have already argued anyway [58]; in any case, all we
really need to support the phenomenon of ENH as de-
scribed in former sections is an expression for the prob-
ability of detection that shows some dependence on the
incoming intensity.
Leaving details aside, expressions (50)–(51) clearly
show two sources of variability:
(i) the terms I
(ref)
A,B , clearly dependent on the polarization
state of the incoming wave (the analogue of the quantum
mechanical state);
(ii) the terms I
(pol)
A,B , introducing additional random com-
ponents, which can now compensate the loss in (i), and
even increase the overall intensity producing ENH.
The usual models, where photons are regarded at all ef-
fects as particles whose polarization state is governed by
the algebra of half-integer spin (though carrying integer
units of angular momentum), can accommodate (in a cer-
tain way) the variability in (i), but ignore that of (ii).
Though not indispensable for our purposes here, it may
be interesting to comment just some more details in (52).
On one side, C ≡ −I0 does not compensate with I(pol) in
(50)–(51), as these last refers to a particular realization
of the random background; on the other, I0 allows for the
vacuum contribution to the energy to be “subtracted” on
average. To see this last we must consider that, accord-
ing to [22] at least,
(a) oversimplifying again for the case of a perfect
monochromatic signal of frequency ω,
〈I(pol)A,x (ω)〉 = 〈I(pol)B,x (ω)〉 = I0(ω); (53)
(b) the intensities I
(sc)
A,B (which also contain other back-
ground components inserted at the crystal [22]) are al-
ready satisfying energy conservation with respect to the
intensity of the “pump” (laser).
According to (a)–(b), from the point of view of the
experimenter the net effect of the background should be
to add a zero-mean variability to the observable rates.
On the other hand, the components in (ii) depend only
on the properties of the background, not on the angle of
the polarizer or the PBS; therefore and as we had already
advanced, (ii) cannot introduce unfair sampling, in the
sense of a variability of the following rates
P (Ai|Bj = b), P (Bj |Ai = a), (54)
where a, b ∈ {±1}, and in respect to a range of angles in
setups A and B. However, the variability of (54) is a nec-
essary condition for LHV models able to reproduce the
observed violations of homogeneous inequalities (such as
the CHSH inequality), and their associate set of quantum
mechanical correlations: see (11).
Such variability must therefore be due to (i) alone:
rather than being a source of unfair sampling, the role
of ENH is that of “creating room” for it to manifest (in
the non-genuine version of the inequality, under the no-
enhancement assumption); in a model such as that of
[22], that unfairness of the sampling is generated as re-
sult of source-induced correlations of the field intensities
arriving at the detectors (i.e., correlation between the
fluctuations of the intensities that each detector “sees”).
An experimental test of the variability of (54) does not
seem so difficult and could settle a lot of questions.
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Additionally, in what regards our treatment of LHV
models in previous sections, a formal analogy can be es-
tablished between my approach here and that of [20], and
in consistency part of our results and interpretations are
also convergent. The analogy is not complete, though: in
Sec.III, [20], all restrictions involving powers of η higher
than two go beyond the mere “average” independence of
errors (see App. 2) that we are demanding here.
However, according to [22] and as just mentioned, de-
tection probabilities are not just determined by some ef-
ficiency parameter, but also depend (through Glauber’s
expression) on the intensities arriving at the detectors,
intensities which are correlated between “signal” and
“idler” arms. More specifically, in [22] part of the vector
of hidden variables λ can be identified with the set of vac-
uum amplitudes {α} entering in the crystal, as well as an
additional set of (uncorrelated) amplitudes per polarizer
or PBS, in this case {αA,B}, respectively. This allows to
rewrite (50)–(51) as
I
(det)
A,x = I
(sc)
A ({α})− I(ref)A,x ({α}) + I(pol)A,x ({αA}), (55)
I
(det)
B,x = I
(sc)
B ({α})− I(ref)B,x ({α}) + I(pol)B,x ({αB}), (56)
for x = o, e (again, subindexes refer exclusively to how
the label of the associated detector, not to a determined
polarization of the signal received at the detector x), and
taking now into account also (52),
Pdet(A) = PA({α}), Pdet(B) = PB({α}), (57)
but, however,
Pdet(Ai = a) = PAi(a, {α}, {αA}), (58)
Pdet(Bj = b) = PBj (b, {α}, {αB}), (59)
where now a, b (±1 or o, e) play the role of the former
label x. Those expressions clearly show that, in the most
general case, none of the probabilities (of course some of
them unobservable, but well defined mathematically)
P (Ai 6= 0, A), P (Bj 6= 0, B), P (A,B), (60)
needs be factorisable, neither for a particular event nor
as an average over the whole model, or any sub-ensemble
of it. Therefore, from [22] full error independence is not
only unjustified (because of its unobservability) but an
implausible condition. Anyway, the insertion of {αA}
and {αB} at the polarizers is, due to its statistical inde-
pendence between polarizers (between {αA} and {αB}),
still captured by the attack in [20]. In lack of an ex-
haustive study, my view is that results in [20] should be
considered as a restricted case of ours here; further ex-
amination will be desirable, too.
I must add that so far to my knowledge all experimen-
tal refutations of the work in [22] are confined to former
attempts to interpret the detection probability expres-
sions in consistency with local-realism (LR). For instance
I am aware of [50] disproving the model of detection pro-
posed in [51]. Neither such attempts, nor other exten-
sions of the formalism, such as the one proposed in [52]
(apparently disproved by [53], too, only to regain credit
again following some recent reports from two different ex-
perimental groups [54]) have any implication on the core
of the model (the interaction of the vacuum amplitudes
with a quadratic Hamiltonian, hence one that preserves
the positivity of the Wigner function); neither on the fact
that QED itself predicts ENH.
Finally and as an advance of Sec.VIC, neither Kot et
al’s result [4] can be considered conclusive evidence of
the existence of physical states with a negative Wigner
function, in a direct conflict with the principle of real-
ism. Yet, of course, the framework developed in [22] is
no less in need of experimental validation than are those
quantum mechanical predictions out of the LR frontier,
conclusive evidence of which has proven so elusive. Nei-
ther is [22] something that cannot be refined or modified
at all, for instance by including new “inputs” of vacuum
modes. Actually, it is my understanding that the prop-
erties of the QED-background, some of them as puzzling
as an isotropic, homogeneous and also divergent density
of energy, are not an indispensable element either: such
background can be perhaps substituted by a more real-
istic source of noise.
B. Other possible sources of ENH
A recent model [44] for the famous experiment by
Weihs et al [46] also makes use of a field-like formulation
but does not require the intervention of any background.
Interestingly, it can also easily be extended so as to ex-
hibit “enhancement”, choosing an intermediate value for
the corresponding detector threshold (see [44]) when the
polarizer/PBS is removed. Assuming we could somehow
extrapolate results (Weihs et al address a CHSH-type
inequality, which does not require measurements with-
out polarizers), such threshold-induced ENH could po-
tentially explain violations of the non-genuine expression
of the Clauser-Horne inequality, this time without the
need to resort to background effects beyond a mere sec-
ond order correction. It is obviously a point well deserv-
ing of attention; besides, threshold calibration for the
detectors has already been considered in [45] as well.
VI. ON RECENT TESTS
A. General comments
Recently, efforts [29, 30] seem to have been focused
on inequalities that would in principle not suffer the de-
tection loophole: this is the Eberhard inequality [10], or
equivalently, a genuine Clauser-Horne inequality which
can be obtained directly from the former and allows to
evaluate it on a single channel setup. None of these two
inequalities can be violated by the occurrence of unfair
sampling alone (which does not mean that their viola-
tion excludes unfair sampling, this is another issue that
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should also deserve some comments). However, they are
still conditioned to other loopholes, in particular the lo-
cality one. Besides, both [29, 30] both show similar hints
of inconsistency, as detailed in Appendix 8. In the case of
[29], such inconsistency was first pointed out by E.Santos
in [60], whose calculations I presume convergent with
mine.
A recent post in [61] offers a possible explanation for
the anomalies of [29], based on an alleged corruption of
the prepared state which must be hence described by a
mixed state (which means more degrees of freedom to
adjust the results). Another recent report in [30] also
showed, at least in its first version, similar hints of in-
consistency (see App. 8); apparently a similar strategy as
in [29] can be applied to solve these difficulties (private
communication from nightlight, and probably new post
in arXiv or publication by Kwiat’s group themselves).
Models as [61] prove the capacity of QM to fit (approxi-
mately) the observations, but in terms of the non-locality
issue they are not, at least in my view, necessarily con-
vincing, mainly because the violations obtained are of
a very small magnitude in regard to what QM could in
principle achieve, even in the absence of loopholes (sig-
nificant violations of Bell inequalities have indeed been
achieved upon homogeneous inequalities, but these ad-
mit a local-realistic interpretation through the detection
loophole). The usual number of standard deviations is ir-
relevant a criteria, as it refers to mere random errors, not
to possible systematic effects such as the aforementioned
“local coincidences” in Sec.VI B, a possible loophole that
has not been yet properly explored.
The fact that both the observed violations and the so-
called detection efficiencies (which I would call detection
rates) remain in the critical region cannot be considered,
in particular after several decades of attempts, just mere
coincidence.
There have been other recent tests aimed at prov-
ing non-classicality not in terms of a Bell inequality but
through perhaps (this is also my opinion) more direct
criteria: for instance negativity of the Wigner function
has been probed upon a photonic state [4], and some
related “quadrature quasi-probability upon the state of
an ensemble of massive particles [59], in this last case
by means of allegedly “non-destructive” measurements.
In absence of more detailed examination, such criteria
use, as usual, a non-commuting set of observables, and in
both cases a measurement procedure that I believe could
open room for a “detection-loophole”, in the particular
form that I will just sketch here for the first; attending
at the indirect nature of the measurements in the second
(which includes some alleged “inefficiency” of detection),
I would also presume it might be possible to approach a
local-realistic interpretation in a similar fashion, but this
will be left for elsewhere.
B. Local coincidence counts
So far, all our previous models assume that a measure-
ment Ai or Bj produces either a count on one of the
detectors after the polarizing beam splitter (PBS) or no
detection at all; however, it is a well known experimen-
tal fact that some events produce counts at both the ±1
detectors (alternatively, both the o - ordinary - and e -
extraordinary - exit channels of the PBS).
The usual approach is to regard such events as mere
“accidental coincidences” due to the presence of a noisy
background [10] (a “conventional” one, mere noise that
does not need any of the properties of the QED vacuum
state); this again ignores that models such as [22] do
predict those counts as the result of the PDC-generated
states not being the alleged “2-photon” states, but a mix-
ture of multi-photon states produced by overlap of the
emission times (this overlap becomes particularly rele-
vant if we consider wave-packets with a certain time du-
ration). Such prediction has been found to be consistent
with the observed statistics of PDC-pairs, characteriz-
ing the corresponding states as a Poissonian mixture of
2-photon states: see [47].
In any case, any quantum electrodynamical model
making use of the Glauber expression [43] predicts a non-
negligible local coincidence rate as the result of a non-
negligible intensity arriving at the detectors from both
exit channels of the PBS.
1. Inclusion in our models
Now, for the purpose of analysis let us suppose such
“local coincidences” are included in our former models by
means of a new hidden instruction that we will denote γ.
Clearly, there are two basic types of events we have to be
aware of:
(i) a local coincidence in one of the arms: {A = γ;B =
±1, 0} or {A = ±1, 0;B = γ};
(ii) double local coincidences: {A = γ;B = γ}.
A double channel setup (monitoring both channels at
the exit of the PBS, with their respective detector) would
easily allow to discard events of the type (i) and (ii); this
is however very difficult in a single channel test such as
the recent ones in [29, 30]. Let us first abbreviate
Pi,j(a, b) ≡ P (Ai = a,Bj = b), (61)
Pi,B(a) ≡ P (Ai = a,B), (62)
PA,j(b) ≡ P (A,Bj = b), (63)
PAi (a) ≡ P (Ai = a), (64)
PBj (b) ≡ P (Bj = b), (65)
PA,B ≡ P (A,B), (66)
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as well as
Qi,j(a, b) ≡ PQM (Ai = a,Bj = b), (67)
QAi (a) ≡ PQM (Ai = a), (68)
QBj (b) ≡ PQM (Bj = b), (69)
these last denoting quantum predictions.
2. Local coincidences in the CH inequality
Now, in order to keep the legitimacy of (19) the fol-
lowing substitutions are in order,
Pi,j(a, b) → η2 ·Qi,j(a, b)−∆i,j(a, b), (70)
Pi(a) → η ·QAi (a)−∆Ai (a), (71)
Pj(b) → η ·QBj (b)−∆Bj (b), (72)
all defined for a, b ∈ {±1} (i.e., a, b 6= 0, γ), with
∆i,j(a, b) ≡ Pi,j(γ, b) + Pi,j(a, γ) + Pi,j(γ, γ), (73)
∆Ai (a) ≡ ∆i,j(a, b) + Pi,j(γ, b¯) + Pi,j(γ, 0), (74)
∆Bj (b) ≡ ∆i,j(a, b) + Pi,j(a¯, γ) + Pi,j(0, γ), (75)
defining x¯ = ±1 for x = ∓1. In the former expressions,
none of the γ events are accomodable by the usual (12 spin
algebra)-based quantum description of the state, i.e., the
Q’s (as already said, this would not at all be the case if
we adopted a quantum electrodynamical one). Defining
now the quantity
M ≡ +∆1,1(1, 1) + ∆1,2(1, 1) + ∆2,1(1, 1)
−∆2,2(1, 1)−∆A1 (1)−∆B1 (1),
(76)
the “selection” (≡ SEL, NS ≡ “no-selection”) of events
leads, for βCHgen as in (19), to an expression such as
βCHgen (NS) = β
CH
gen (SEL) +M ≤M, (77)
by using, at the last step, βCHgen (SEL) ≤ 0 (which was
the true legitimate inequality).
Though each term in (76) depends on the state under
probe and the choice of observables, from some general
considerations (for instance imagine the angular depen-
dence is equal for all terms, so similar ones can annihi-
late each other) the likelihood of M < 0 becomes more
or less clear; in particular in view that ∆Ai (a),∆
B
j (b) ≥
∆i,j(a, b). Therefore, the positive bound of the inequality
(β ≤ 0) is very unlikely to be compromised as a conse-
quence of the γ-events alone; a different thing may occur
for the negative (β ≥ −1).
On the other hand, for the non-genuine expression (20)
similar substitutions are due:
Pi,B(a) → η2 ·QAi (a)−∆i,B(a), (78)
PA,j(b) → η2 ·QBj (b)−∆A,j(b). (79)
Assuming again ∆i,B(a),∆A,j(b) ≥ ∆i,j(a, b), we arrive
to results analogous to those of the genuine case. In any
case, local coincidences should not be ignored in a test
of either the genuine or non-genuine Clauser-Horne in-
equality, something particularly sensitive when such test
is focused on the lower bound (i.e., when we evaluate if
β ≥ −1). Usually this issue is (allegedly) taken care of
by correcting ηcrit (critical detection rate) based on some
“background” estimation; again, not enough as argued
at the beginning of the section.
3. Local coincidences in the Eberhard inequality
As a difference with other proposed inequalities, Eber-
hard’s inequality [10] does not “select” events with re-
gard to detection, neither it assumes an additional hy-
pothesis such as no-enhancement. Nevertheless, Eber-
hard’s inequality requires space-like separation, which is
not guaranteed in the recent test by Giustina et al [29];
but beyond that “locality loophole”, the same consid-
erations can also be applied here. In [10] and [29] the
Eberhard inequality is written as:
J = −noo(α1, β1) + noe(α1, β2) + nou(α1, β2)
+neo(α2, β1) + nuo(α2, β1) + noo(α2, β2) ≥ 0,
(80)
with nab(αi, βj) the number of counts registered as corre-
sponds to results a, b ∈ {o, e, ∅} in the associated side and
detector (o, e are labels at all effects equivalent to ±1).
To subtract the double coincidences, we would have to
perform, on the former expression, the substitutions
nab(αi, βj)→ nab(αi, βj)− n¯ab(αi, βj), (81)
which lead in this case to
βEb.(NS) = βEb.(SEL) +M ≥M, (82)
and where
M = −n¯oo(α1, β1) + n¯oe(α1, β2) + n¯ou(α1, β2)
+n¯eo(α2, β1) + n¯uo(α2, β1) + n¯oo(α2, β2),
(83)
is with great probability positive this time. Therefore,
in principle local coincidences are unlikely to produce a
violation in (80), though once again such a possibility
cannot really be discarded “a priori” (once more, please
notice that all terms in the former expression depend on
the choice of state and observables) either.
On the other hand, the operational expression used in
[29] (eq.4) is actually equivalent to a (sign-reversed) gen-
uine Clauser-Horne inequality (19), which reduces to the
case already examined in Sec.VIB. The likelihood of lo-
cal coincidences compromising the 0-bound is dependent
on the choice of state and observables, however low it
may be we cannot discard this possibility either.
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C. Kot et al : time-biased sampling?
The recent test in [4], apparently disproving the exis-
tence of a well defined probability density function for
a set of local observables, could be perhaps interpreted
under a formal equivalence with an homogeneous Bell in-
equality: only one observable is measured at each “run”
of the test (a measurement upon one pair of emitted pho-
tons). However, two differences are clear:
(i) it does not require remote observers;
(ii) it makes use of analogical measurements in one of the
arms of the PDC scheme, in a way that would seem to
exclude the detection loophole, at least as we think of it
regarding the usual tests.
Basically, Kot et al’s proposal in [4] rests on the prob-
ing of some “test function”
F ≡ F (Q1, Q2, . . . QN ), (84)
where Qm is an outcome obtained when an observable
Qˆm is measured, and where {Qˆm} is a set of mutu-
ally exclusive observables (more precisely, according to
eq.8 in [4], F involves a set of powers {(Qm)2n, m, n =
1, . . .N}), as well as the test of an inequality
β = 〈F 〉 ≥ 0, (85)
that local realism (LR) could not in principle violate.
However, each Qˆm may be then sampled on a different
subset Λm ⊂ Λ... which would be no problem as long as
all {Λm} are statistically faithful to Λ.
To show that such a thing may happen even in view
of (ii), we must go to Glauber’s expression [43]. The
key is that, for a given time-stamp, in general P (t) < 1:
the hypothetical 0-instructions in a hypothetical LHV
model would no longer have anything to do with some
“detection inefficiency”, but simply express the fact that
for some given time-stamp and observable, P (t) 6= 1.
Once here, the physical connection with the test in [4]
can be established by assigning to each time stamp t a
different set M(t) of hidden instructions,
t1 →M1 =M(t1), t2 →M2 =M(t2), . . . (86)
i.e., a different LHV model for each t. In particular, fol-
lowing [55], a detection on the “signal” arm, at a time-
stamp t, prompts the analysis of the signal (coming from
the homodyne setup and entering a high frequency os-
cilloscope) at the “idler” one, over a fixed time window.
Yet, a correlation between the detection time-stamp at
the signal arm and the choice of observable at the idler
would seem to require communication or “signaling” be-
tween the two measurement setups: the conditions of the
test do not exclude such cross-talk.
Anyway, there are reasons to presume that such sig-
naling is not necessary either: again in consistency with
[22], the set of relevant vacuum electromagnetic modes
inserted at the source are still contained in the fields ar-
riving at each detector, and may make such correlation
possible. As the simplest possible mathematical exam-
ple, let us again consider an observable Qˆ that (always)
produces two possible results Q = {q1, q2}, and let us
denote PQ(q|λ) the probability of an outcome q when Q
is measured on the state λ (according to [22], λ includes
the vacuum amplitudes inserted at the source). Then,
〈Q〉Λ = q1 · PQ(q1|Λ) + q2 · PQ(q2|Λ)
PQ(det|Λ) ; (87)
however, if each result is associated to a detection at
a different set of time-stamps {ti,1}, {ti,2} (realistically,
this correspondence would be only in terms of unbalanced
probability), then the experimentally accessible quantity
is
〈Q〉ob = q1 · PQ(q1|Λ
(Q)
1 ) + q2 · PQ(q2|Λ(Q)2 )
PQ(det|Λ) . (88)
In this last expression, Λ
(Q)
1 ,Λ
(Q)
2 ⊂ Λ are again two dif-
ferent sets selected by the correlation between the time-
stamp at one arm and the result of the measurement at
the other when Qˆ is measured.
The normalization factor PQ(det|Λ) simply generalizes
to the case where some attempts to measure an observ-
able may fail, which may or may not be the case: my
argument works anyway (of course as a mere formal de-
vice, further examination is needed to see whether it can
really be applied to the results of [4]).
VII. A BASIC TEST OF UNFAIR SAMPLING
As already said, the problem of finding scenarios with
the minimum possible ηcrit, has attracted a lot of atten-
tion, but the converse question, i.e., what physics the
structure of the LHV models able to account for quan-
tum predictions may have been giving us hints about, has
on the contrary enjoyed almost none. Let us once more
look at the family of LHV models given in Sec.II A; for
the case N = 2 (two observers) and the set of observables
that maximizes the value of the Clauser-Horne-Shimony-
Holt inequality, we come across with the fact that in gen-
eral
P (Ai|Bj = b) = f(b), (89)
P (Bj |Ai = a) = f(a), (90)
for some particular choice of a, b ∈ {−1,+1}, an instance
of which we can find in
P (A1|B2 = +1) = 13η2 + 23η 6= η, (91)
and where η is a function of the overall value of the in-
equality β (i.e., η = f(β)) as indicated in [17].
In other words: restricted to the subset of pairs for
which one of the particles has a particular polarization
(Bj = b for particle B or Ai = a for particle A), the
probability of detection of the other particle is variable
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on the choice of observable, something that contradicts
Clauser and Horne’s own definition of unfair sampling
[2]: “given a pair of photons emerges from the polarizers,
the probability of their joint detection is independent of
the polarizer orientations”.
In view of the former, it might be a good idea to dispose
a double channel setup (instead of mere polarizers, we use
polarizing beam splitters or PBSs and we monitor both
their output o ≡ +1 and e ≡ −1 channels) and quantify
(90), for a battery of different angles (additionally, a full
set of angles could be probed for each instance of the
prepared quantum state). Adopting the notation in [29],
with nab(αi, βj) is the number of counts registered for the
angles αi, βj and where the sub-indexes admit the values
o, e but also u ≡ undetected, we would write
P (Ai|Bj = b) =
∑
a=o,e
nab(αi, βj)
∑
a=o,e,u
nab(αi, βj)
, (92)
as well as the analogous expression for P (Bj |Ai = a),
for a, b ∈ {o, e} and i, j ∈ {1, 2}. Unfair sampling would
then manifest as a non-negligible, statistically significant
variability of (92) and other similar expressions, as we
rotate one of the PBSs. Notice that this variability can-
not be explained with an “external” efficiency factor η
due to the dependence on the polarization state mani-
fested at the other side: this dependence shall not be at-
tributed to some signaling between the parties (or even
some “non-locality”) but merely to the fact that detec-
tion rates are at least partially determined by the set of
hidden variables λ that characterizes the state generated
at the PDC-source.
Of course, additional factors may cause variability of
(92), for instance non-stationarity of the prepared state.
Besides, our condition is not even necessary: the absence
of variability in (92) does not exclude unfair sampling
either. But nevertheless, it seems a necessary step: how
are we suppose to believe a sophisticated criteria such as a
Bell inequality has been fairly evaluated without knowing
for clear what is happening at more basic levels?
The question retains interest even if a conclusive test of
non-locality is achieved: contrary to what it seems to be
taken for granted in [29], even in the event of a “loophole-
free” violation of local-realism, unfair sampling may still
remain an important feature of the behavior of PDC-
generated states.
VIII. FURTHER DISCUSSION:
CONSIDERATIONS ON THE NATURE OF THE
BACKGROUND
So far we have been invoking the (statistically) ho-
mogeneous, isotropic, Lorentz invariant background pre-
dicted by QED as the “input” to a hypothetical local-
realistic theory that could provide a more detailed, cred-
ible account of the optical tests based on PDC, a theory
that would share its basic features with that of [22]; any-
way, we must admit the idea of a background with such
“supernatural” properties (and the problems it carries,
one of them an infinite energy density, which is not to be
ignored) looks at least as unrealistic as quantum entan-
glement between space-like isolated parties (nothing to
object on entanglement as an expression of local correla-
tion or “cross-talk”, as I would assume is taking place in
Bell experiments with massive particles).
A possible solution is to regard the QED-background
as a mere “intermediate step”, nothing but an abstrac-
tion resultant from the mathematical structure of the
quantum formalism, structure that may be a consequence
of some very simple hypothesis.
A discussion on this is nothing more than mere spec-
ulation, but anyway I will say that it is my view that
QM is simply the simplest mathematical formalism im-
posing angular momentum quantization (AMQ) over all
its states. Of course here I am depriving quantum states
of any ontological implications but for its suitability to
represent, at least approximately, information about the
observable properties of the physical systems.
Since the beginning of what is known as Stochastic
ElectroDynamics (SED), it has been recognized that any
stable dynamics of a system of charger implies an equi-
librium between radiated and absorbed power which, as
a consequence, quantizes the value of the average angular
momentum (QM must imply, then, some sort of spatio-
temporal average). Out of bound states this AMQ is of
course not justified, but is my conjecture that then, there,
such assumption is quantitatively irrelevant at least at
the observational level.
So far, enthusiasts of Stochastic Electrodynamics
(SED) seem to accept the properties of the QED-
background as the necessary element making possible
(the stability of) that equilibrium; for the reasons above,
my view is that it might not be a false step at all to try to
look for such element somewhere else: the most obvious
case, the dynamical properties of elementary particles as
complex, sub-structured entities, capable of storing and
releasing, therefore exchanging energy with a “realistic”
background, and doing this in a way that it induces such
stability. Such micro-dynamics would have been com-
pletely “traced out” by QM as a mere effective theory ex-
pressing the probability distribution of observables that
are nothing but time-averages (therefore abiding to the
former equilibrium); only the average features caused by
the dynamics of such substructure remain in the theory,
for instance the appearance of “spin”.
This last route does not need more than a much more
“modest” background, without a divergent or even con-
siderable energy density, and perhaps also highly inho-
mogeneous and dependent on the distribution of matter,
this last a particularly plausible conjecture if the ultimate
origin of this vacuum noise is to be tracked down (as sug-
gested by some authors, Puthoff for instance) to the very
same micro-dynamics of the substructure of charges that
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QM may be averaging. Yet again, a pure field ontology
for the photon also carries many other difficulties, as is
how and in which conditions a wave-packet is able to
travel long distances with almost no spread, and why ob-
servable energy exchanges between matter and the elec-
tromagnetic field are constrained to a “quanta” hω.
None of those problems seem, however, unsolvable
from a the framework of classical electromagnetism: for
instance we know that systems with a rich spatial struc-
ture can give rise both to highly directional radiation pat-
terns and, again, the appearance of “dynamical attrac-
tors” in their phase space, with an associated discrete
spectrum of observable energies as well as of apparent
state transitions. The geometrical symmetry of quantum
energy eigenstate wave-functions would appear to render
impossible that directionality; however, neither a partic-
ular realization of those densities, nor some hypothetical
underlying substructure micro-dynamics (averaged both
in time and space by QM) would be bound to that sym-
metry.
There is plenty of work on the local-realist, stochas-
tic electrodynamical side which is extraordinary (Casado
and co-workers, previously that of Marshall and San-
tos on their own, related works by Boyer, Puthoff or
D.C.Cole, just to name a few), ignored over decades
now and to which we may eventually have to go back
to. More recently, [56] proposes a unified view departing
from a background, too, though this time its nature is
not necessarily known: in particular and amongst many
other results, an explanation of those striking “double
slit” phenomena which looks rather satisfying.
IX. CONCLUSIONS, AND LAST COMMENTS
The results of this paper suggest that the role of ad-
ditional assumptions in Bell tests, however implicit or
explicit these were, has been grossly overlooked. For in-
stance, so far tests of inhomogeneous inequalities mak-
ing use of the no-enhancement hypothesis were perceived
as solid evidence of quantum non-locality; here we have
shown that this can be challenged.
At the purely mathematical level, we have provided
models allowing for what we have called “enhancement”
(ENH), a breach of the no-enhancement assumption;
these show a compelling consistency with existing mod-
els of local hidden variables (LHV) for the case of ho-
mogeneous inequalities, where the need for fair-sampling
as an additional assumption is, in contrast with what
happens for no-enhancement, widely acknowledged. But
beyond that, there are also physical arguments to sup-
port such models: for instance the existence of a ran-
dom background, whether we choose to take the QED-
predicted Zero Point Field of vacuum fluctuations [22] or
some other background of even an uncertain origin [56].
Remarkably, in a model such as [22] (and other possi-
ble ones based on Glauber’s expression) the expectation
value of the vacuum field intensity is subtracted at the
detector, which gives rise to a variability of the detection
probability; interestingly, it does not require a net aver-
age energy contribution from the background (clearly a
desirable property). Besides, ENH can be generated from
other sources, too: following recent developments, from
a (quantum electrodynamical) model based on choices of
the detectors’ thresholds, either involving also the back-
ground [45], or not [44]. Threshold variability is a re-
finement that could also be applied to [22], relegating (or
not) background effects to a secondary level.
Conveniently, there is a unifying property of all LHV-
based models for Bell tests, and also related ones such
as that of [4]: whatever the situation, their existence is
only possible for values of the detection rates below a
threshold known as “critical detection efficiency”. This
tern is in my opinion misleading: it implies a loss of gen-
erality by implicitly assuming that the values of the rates
have nothing to do with the physical state under probe,
something that can be challenged again from [22], but
possibly also from a careful examination of exhaustive
sets of data. I therefore propose a substitution in favor
or “critical detection rate”.
Actually, in a bipartite test (two observers A,B) only
the following detection rates can be defined without nor-
malization factors or additional hypothesis (such as fair
sampling), in plain words, only these detection rates
make sense as a quantitative element or comparison:
η(Ai|Bj) = P (Ai 6= 0|Bj 6= 0), (93)
η(Bj |Ai) = P (Bj 6= 0|Ai 6= 0), (94)
as well as, when non-genuine expressions are consid-
ered, P (Ai|B), P (Bj |A) and P (A|B) too. Whenever
η(Ai|Bj), η(Bj |Ai) < 1, fair-sampling is not guaranteed and
any expression other than the genuine inequality requires
a cautious interpretation.
According to our work here such critical values should
be revised to account for the possibility of ENH, when-
ever the corresponding test has made use of the no-
enhancement hypothesis. The phenomenon of ENH pro-
vides additional room for the LHV models to adapt to the
quantum predictions, so we would expect those critical
“detection efficiencies” to be increased.
In particular, in App. 4 we provide proof that such
ηcrit ≥ 12 always, for any bipartite test based on
observer-symmetric efficiencies. Interestingly, our (non-
exhaustive) simulations also seem to suggest that experi-
mental tests could perhaps be validated, without the need
to assume any other hypothesis (i.e., with or without
ENH, with or without fair sampling, etc), by demanding
not only the violation of a particular inequality, but also
compliance with the full set of quantum predictions for
the choice of state and observables involved in it, plus
the condition η > ηcrit(all;ng) (see Sec.IV); actually, our
simulations suggest the equivalence
ηcrit(all;ng) ≡ ηcrit(all; gen), (95)
i.e., the equivalence of genuine and non-genuine critical
detection rates when the full set of quantum predictions
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involved in the inequality is tested as well. This suggests
that, the consequences of ENH can be therefore bypassed
by the demand of all quantum predictions at once.
To complete the picture, in Sec.VI we proposed a re-
examination of some recent tests, which does not intend
to be exhaustive but just be able to convey a realistic
view of the subtlety of things,a view that the current
hype regarding non-locality has completely obscured.
Of course, this work can also be understood just as yet
another “loophole” (as is the absence of strict space-like
separation in tests with massive particles, for instance),
or collection of loopholes. Yet, let me then insist once
more on the hints that a framework such as [22] pro-
vides about the possible relation between the observed
low detection rates and the real properties of the state
under probe. Finally, let me also insist on the fact that
evidence of ENH would clearly point toward the need to
depart from the usual particle-like models of the photon,
merely based on the correspondence between the 12 -spin
algebra for massive particles and the polarization states
of a plane wave, in favor perhaps of a fully quantum-
electrodynamical description.
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Appendix
1. The CH and CHSH inequalities
Let again A1, A2 and B1, B2 be, respectively, pairs of
dichotomic observables (Ai, Bj ∈ {±1}) at two distant
sides, a possible formulation of the Clauser-Horne (CH)
inequality [3] (there are equivalent ones, see below, and
also be aware of [33]) would read as
P (A1 = B1 = 1) + P (A1 = B2 = 1) + P (A2 = B1 = 1)
−P (A2 = B2 = 1)− P (A1 = 1)− P (B1 = 1) ≤ 0.
(96)
On the other hand, the Clauser-Horne-Shimony-Holt
(CHSH) [2] inequality can be written as
|〈A1B1〉+ 〈A1B2〉+ 〈A2B1〉 − 〈A2B2〉| ≤ 2, (97)
or simply, for any four values A1, A2, B1, B2 ∈ {±1}, as
A1B1 +A1B2 +A2B1 −A2B2 ≤ 2. (98)
However, with some slight changes in relation to (96) and
(97), the CHSH and CH inequalities can be written in the
following form, consistent for instance with that of [26],
−1 ≤ P (A1 = B1 = 1)− P (A1 = B2 = 1)
+P (A2 = B1 = 1) + P (A2 = B2 = 1)
−P (A2 = 1)− P (B1 = 1) ≤ 0,
(99)
and
|〈A1B1〉 − 〈A1B2〉+ 〈A2B1〉+ 〈A2B2〉| ≤ 2. (100)
Such choices do not compromise the consistency of any
of the results of the paper. Both the CH and CHSH
inequalities are applicable either for deterministic or in-
deterministic theories.
Different conventions for the inequalities yield different
violations for the choice of state and observables we are
working with; take into account all angles are defined as
rotations in spin space and therefore must be halved to
make the correspondence with polarizer orientations.
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FIG. 4: Ideal (η = 1) quantum mechanical predictions for
the CHSH and CH inequalities, as written in (97) and (96),
respectively for the states ψ1 (x) ψ2 (o) and the set of observ-
ables defined in (46)–(49); solid lines are the upper and lower
local bounds for each inequality. Our convention in this paper
is not the optimal in terms of maximizing violations for this
set of observables (see next figure); angles must be halved to
obtain rotations in ordinary space.
Figs.4 and 5 suggest that Bell inequalities are useful
but just partial tools to investigate the incompatibility of
QM and LR; the full set of quantum predictions clearly
provides a more accurate characterization of such incom-
patibility.
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FIG. 5: Same as in Fig.4, but now we adopt the alterna-
tive conventions in (100) and (99), consistent with those of
[26]. While for this case the “singlet” state |ψ1〉 produces
the maximum violations for the inequalities, βCHSH = 2
√
2
and βCH = (
√
2− 1)/2 respectively, the state |ψ2〉), which is
also maximally entangled, does not even violate the inequali-
ties (the same happened for |ψ1〉 in the former figure); angles
must be halved to obtain rotations in ordinary space.
2. Clauser-Horne inequality and the need for
additional assumptions
Suppose now we want to test (96): in contrast to what
happened with the CHSH inequality (97), we do not need
reject the events with non-coincident detections, but sim-
ply treat non-detections as a proper result (assigning a
numerical value, for instance −1), and compute directly
the probabilities involved as number of counts in each
corresponding device. That would clearly prevent unfair
sampling, but is no solution in practice: again in contrast
with homogeneous inequalities, which operate on coinci-
dence events alone and whose β is therefore unaffected
by the value η of the detection rate (β depends on the
state and observables, but not in η), for inhomogeneous
inequalities β = β(η), and the equation
η2PQM (A1 = B1 = 1) + η
2PQM (A1 = B2 = 1)
+η2PQM (A2 = B1 = 1)− η2PQM (A2 = B2 = 1)
−ηPQM (A1 = 1)− ηPQM (B1 = 1) > 0,
(101)
defines, for each pair (state, set of observables), yet an-
other parameter ηcrit, one that is, again, prohibitively
high: from [12], ηcrit = 0.66 for some very particular
quasi-product states.
We need, therefore, some strategy to extract a viola-
tion (if this is indeed the case) even for η < ηcrit. Look-
ing at (101), one might be tempted to try to alienate
the effect of the alleged “detection efficiency” by simply
normalizing bipartite and marginal probabilities by the
corresponding factor (we take η as a data, estimated for
instance from a quotient of rates), writing
βCHnorm =
1
η2
· [ P (A1 = B1 = 1) + P (A1 = B2 = 1)
+P (A2 = B1 = 1)− P (A2 = B2 = 1)
−ηP (A1 = 1)− ηP (B1 = 1) ];
(102)
however, the inequality βCHnorm < 0 is not legitimate unless
we explicitly acknowledge an implicit assumption, that of
independent errors (or, equivalently, fair-sampling): had
we worked with perfect detectors, the probabilities would
have not changed but for the former “apparent” factors
(either in η for marginal or η2 for bipartite).
Independent errors may be true on average detection
probabilities such as P (Ai, Bj), P (Ai) and P (Bj), or also
P (A,B), P (A) and P (B); indeed this “average” sense is
the one in which the term “independent errors” is usually
invoked. However, it definitely cannot be assumed, for
some particular a, b ∈ {±1}, about P (Ai = a,Bj = b),
P (Ai = a) or P (Bj = b), as has been argued throughout
this paper: see for instance (11).
The rejection of full independent errors (full ≡ on every
event) as a reliable (or at least testable) supplementary
hypothesis could in principle be bypassed by the follow-
ing expression [3], dealing directly with the number of
“counts” registered at each detector, and which is now
assuming no-enhancement instead: see (18). We adopt
for clarity the same notation as in [3], but with the nec-
essary changes on the sub-indexes to make it fully con-
sistent with ours:
βCHop =
1
N(∞,∞) × [
N(a1, b1) +N(a1, b2) +N(a2, b1)
−N(a2, b2)−N(a1,∞)−N(∞, b1)],
(103)
where ai (bj) is the orientation of the measuring device
when the observable Ai (Bj) is measured, and N(ai, bj)
the number of coincidence detections (outcome +1) for
orientations ai, bj; ∞ stands for the case where the po-
larizer is removed. App. 3 can actually be considered a
(reversed) re-derivation of (103).
Finally, writing probability estimates in terms of the
number of registered counts, with
P (Ai = 1, Bj = 1) ≈ N(ai, bj)/N(∞,∞), (104)
P (Ai = 1) ≈ N(ai,∞)/N(∞,∞) (105)
P (Bj = 1) ≈ N(∞, bj)/N(∞,∞), (106)
we can go from (103) to our former (20). Complemen-
tarily, the former discussions should have made evident
why we cannot write, for a double channel experiment,
simply something like:
βCH2−ch. =
N(A1=B1=1)
N(A,B) +
N(A1=B2=1)
N(A,B)
+N(A2=B1=1)
N(A,B) − N(A2=B2=1)N(A,B)
−N(A1=1)
N(A) − N(B1=1)N(B) ;
(107)
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with N(·) meaning again number of counts for the cor-
responding observable/s and result/s, and where now,
taking advantage of the double channel setup, we do not
observe counts in absence of polarizers, but rather use
N(A) ≡ N(A1 = +1) + N(A1 = −1), N(B) ≡ N(B1 =
+1)+N(B1 = −1). The quantities involved in (107) are
not real probabilities, but mere estimations under the as-
sumption of independent errors, and therefore βCH2−ch. ≤ 0
is, yet again, not a genuine inequality.
3. Test under the no-enhancement assumption
Under the no-enhancement (NEN) assumption (18) the
non-genuine version of the CH inequality, i.e.,
βCHng (M) ≤ 0, (108)
is still a legitimate inequality. Our derivation goes along
different lines to those of [3]; Clauser and Horne’s original
derivation relies on the so-called “factorability condition”
[48], which in our notation translates (we omit model
subscripts for simplicity) to
P (Ai, B|λ) = P (Ai|λ) · P (B|λ), (109)
P (A,Bj |λ) = P (A|λ) · P (Bj |λ), (110)
which we can use to arrive to
P (Ai|B) = P (Ai, B)/P (B)
=
1
P (A)
∫
Λ
P (Ai|λ) · P (B|λ) ρ(λ) dλ,
(111)
with P (A) = P (B). From here, assuming a reasonable
condition such as P (A|λ) = P (B|λ) (for instance justified
by the rotational symmetry of each of the detector setups
in the absence of polarizers), we can get to (we recall our
definition, in Sec. IV.C of the paper, of ΛA,ΛB as the
subsets of states where A = 1 and B = 1, respectively):
P (Ai|ΛB) = P (Ai|ΛA), (112)
P (Bj |ΛA) = P (Bj |ΛB), (113)
or, equivalently, simply P (Ai|B) = P (Ai|A) and
P (Bj |A) = P (Bj |B), the “subset” notation being con-
venient for convergence with Sec.III.
Finally, (112)–(113) lead (see intermediate calculations
in [49]), together with no-enhancement (18), to:
ηPM(A1 = 1|ΛA) ≥ PM(A1 = 1|Λ), (114)
ηPM(B1 = 1|ΛB) ≥ PM(B1 = 1|Λ), (115)
which, taking into account that marginal probabilities en-
ter in the inequality with negative sign, turn βCHng (M) ≤
0 into legitimate again; indeed, looking at (19) and (114)–
(115) we see that βCHgen ≥ η2βCHng , and therefore the le-
gitimacy of βCHgen ≤ 0 assures the one of η2βCHng ≤ 0, and
hence that of βCHng ≤ 0.
4. A model for all (genuine and non-genuine)
quantum predictions when η ≤ 2
For i, j = 1, 2, a, b ∈ {; ,−} and Θ = A,B, let us now
consider the following classes of states:
(i) s ∈ SABi,j;a,b iff
Ai = a,Bj = b, A
′
i = B
′
j = 0 for i
′ 6= i, j′ 6= j, and
Ps(A) = Ps(B) =
1
2 always, which we will denote, fol-
lowing our convention in (32), as
SAB1,1;+,− = (+ 0 ; − 0 ; 12 12 ), (116)
SAB1,2;+,− = (+ 0 ; 0 − ; 12 12 ), (117)
SAB2,1;+,− = (0 + ; − 0 ; 12 12 ), (118)
SAB2,2;−,− = (0 − ; 0 − ; 12 12 ). (119)
(ii) s ∈ SAi;a (SBj;b) iff
Ai = a (Bj = b), all rest of instructions equal to zero,
and again Ps(A) =
1
2 (Ps(B) =
1
2 ). For instance:
SA1;+ = (+ 0 ; 0 0 ;
1
2 0), (120)
SA2;− = (0 − ; 0 0 ; 12 0), (121)
SB1;− = (0 0 ; − 0 ; 0 12 ), (122)
SB2;+ = (0 0 ; 0 + ; 0
1
2 ). (123)
(iii) s ∈ S(0) iff all Ai = Bj = A = B = 0, i.e.,
S(0) = ( 0 0 ; 0 0 ; 0 0). (124)
Now, defining the shorthands
QABi,j;a,b = PQM (Ai = a,Bj = b), (125)
QAi;a = PQM (Ai = a), (126)
QBj;b = PQM (Bj = b), (127)
and assigning probabilistic weights ρ to each of the for-
mer possible states, we can write the (complete) set of
equations for the model as:
ρ(0) +
∑
i,a
ρAi,a +
∑
j,b
ρBj,b +
∑
i,j,a,b
ρABi,j;a,b = 1; (128)
ρAi,a +
∑
j,b
ρABi,j;a,b = ηQ
A
i;a, ∀i, a (129)
ρBj,b +
∑
i,a
ρABi,j;a,b = ηQ
B
j;b, ∀j, b (130)
ρABi,j;a,b = η
2QABi,j;a,b, ∀i, j, a, b (131)
that we constrain with the additional axiomatic restric-
tions (the upper bound for all rho’s is already imple-
mented in eq.128 above):
ρ(0) ≥ 0, ρAi,a ≥ 0, ρBj,j ≥ 0, ρABi,j;a,b ≥ 0,
∀i, j, b, a. (132)
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It can be seen (though it requires patience) that given
(128)–(131), any other restriction on the model, for in-
stance (2)–(3) and (13)–(16), is also satisfied provided
that ∑
a
QAi;a = η, ∀i (133)
∑
b
QBj;b = η, ∀j (134)
∑
a,b
QABi,j;a,b = η
2, ∀i, j. (135)
So far we have 1+4+4+16 = 25 restrictions for exactly
4 × 4 + 4 × 2 + 1 = 25 states, which means the corre-
sponding linear system is not over or under-determined:
the solution, if existent, is unique for each η.
Besides, (128)–(131) already express such system in
diagonal form, that can be then straightforwardly solved
by direct Gauss substitution: the set of equations (131)
can be substituted into the (sets of) equations (129)–
(130),
ρ(0) +
∑
i,a
ρAi,a +
∑
j,b
ρBj,b +
∑
i,j,a,b
ρABi,j;a,b = 1; (136)
ρAi,a = ηQ
A
i;a −
∑
j,b
η2QABi,j;a,b ∀i, a (137)
ρBj,b = ηQ
B
j;b −
∑
i,a
η2QABi,j;a,b ∀j, b (138)
and this in turn into (128), yielding, finally,
ρ(0) = 1−
∑
i,a

ηQAi;a −
∑
j,b
η2QABi,j;a,b


−
∑
j,b

ηQBj;b −
∑
i,a
η2QABi,j;a,b

− ∑
i,j,a,b
η2QABi,j;a,b;
(139)
which develops to
ρ(0) = 1−
∑
i,a
ηQAi;a −
∑
j,b
ηQBj;b +
∑
i,j,a,b
η2QABi,j;a,b.
(140)
Finally, by use of (133)–(135) we obtain
ρ(0) = 1− 4η + 4η2. (141)
Yet, (132) has not been enforced so far, and can be used
to obtain the condition:
ρ(0) ≥ 0⇒ η ≤ 12 , (142)
far from surprising given that no subset composed of the
proposed states can produce P (Ai), P (Bj) over
1
2 .
We can now go back and check that (142) also assures
ρAi,a ≥ 0 ∀i, a in (129), and ρBj,b ≥ 0 ∀j, b in (130): a family
of models {M(η), η} can be then obtained, adapting to
all predictions on any given state and set of observables,
under the sufficient condition η ∈ [0, 12 ].
Yet, for the non-genuine model, which is the experi-
mentally accessible one, restrictions (129)–(130) should
be substituted by our equivalent here for (40) and (41).
The operation is unnecessary though, thanks to the fact
that all former states are designed so as to guarantee
that Ps(Ai = a|B) = Ps(Ai = a) and Ps(Bj = b|B) =
Ps(Bj = b) for all a, b, i, j; hence, so is the case for the
overall model, too.
5. An approach to models maximizing η
Values of η beyond 12 do not forbid the existence ofM(η), though. Determining the true “critical value”
ηcrit(all) beyond which no LHV can exist (for either the
genuine or non-genuine conditions) requires to solve a
high-dimensional problem; however, by using some smart
choice (≡ maximal in η) of a subset of the overall space of
states we can, at least, determine a lower bound for such
critical value. For instance, for obvious reasons a good
point of departure may be a model built from a combina-
tion of three subsets of statesMP ,MQ,MR, containing
states with no 0’s, one 0 and all 0’s, respectively, there-
fore obeying the set of equations:
P (MR) +
∑
s∈MQ
ρs +
∑
s∈MP
ρs = 1; (143)
plus
∑
s∈MQ
Ps(Θ) · ρs +
∑
s∈MP
Ps(Θ) · ρs = fΘ(η) · PQM (Θ);
(144)
in the genuine case with Θ ∈ {Ai = a,Bj = b, Ai =
a ∩ Bj = b, }, and in the non-genuine with Θ ∈ {Ai =
a ∩ B = 1, A = 1 ∩ Bj = b, Ai = a ∩ Bj = b}, all
for a, b ∈ {±1}, i, j ∈ {1, 2}, and where fΘ(η) ∈ η, η2
(depending on the case).
As said, all (2)–(3) and (13)–(16) are already taken
care of as long as PQM (Θ) are consistent with (133)–
(135). Whether we choose any of the last two options
(genuine or non-genuine conditions), we have 24 + 2 ×
4 × 23 + 1 = 81 states (hence independent variables)
for only 25 (non-redundant) restrictions. This procedure
provides a good lower bound for either ηcrit(all; gen) or
ηcrit(all;ng) (see Sec.IV), with which we can later cali-
brate the problem for the full space of states (see Ap-
pendix for further details).
6. On numerical calculations
Data in Fig.2 is easy to generate; for Fig.3, we use
a search algorithm based on quadratic programming
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(MATLAB function quadprog) which minimizes the error
||A · x− b||2: A is a coefficient matrix, x is the vector of
absolute frequencies for all states (the independent vari-
ables), and b is a vector of terms which depend solely on
the corresponding quantum predictions and either η or
η2. We note that the presence of η2 in restrictions involv-
ing coincidences P (Ai, Bj), P (Ai, B), P (A,Bj) disrupts
the possibility of using linear programming to maximize
in η. The algorithm then descends from η = 1 down to
some ηcrit where the error is under a chosen tolerance
parameter. The appropriateness of such choice is condi-
tioned to the numerical sensibilities of the problem, which
do not seem to be important for states with rotational
(|ψ1〉) or some smooth (along θ) inversion symmetries
(|ψ2〉).
In order to control such numerical issues, we used a re-
duced subset of states such as the one described in App. 5;
as mentioned there, the optimal η in that set is at least a
lower bound for the critical η in the full space of states.
Anyway, results for |ψ1,2〉 in Fig.3 are further confirmed
by the decrease, at the critical point, of the error in re-
lation to the preceding values, in one or two orders of
magnitude. Specifically, we define a relative error crite-
ria as
µ =
|A · x− b|
|A · x| , (145)
which is always well defined as the denominator is at least
|A ·x| ≥ 1 for η ≥ 0. Once these preliminary results were
obtained, we could tune appropriately the tolerance pa-
rameter for the full problem, confirming that the former
curves are actually optimal; my simulations also confirm
the existence, for |ψ1,2〉, of LHV models for η = 12 and all
values of θ built upon the reduced set of states proposed
in App.3.
7. GEN and NG equivalence, when all quantum
predictions are considered
As already detailed before, we consider the states |ψ1,2〉
defined in (45), and the set of four observables already
given in (46)–(49), and we find LHV models demanding
(37), together with either (38)–(39), or (40)–(41), We
call the first option the “genuine” (GEN) case, and the
second the “non-genuine” (NG) case. Our simulations
seem to suggest that once all quantum predictions are
considered, both the GEN and NG cases are equivalent,
in the sense that they do not require a different degree
of freedom on the model to be implemented: critical de-
tection rates seem to be equivalent in both cases (this
does not happen, as said in the paper, with LHV models
for just the subset of quantum predictions involved in a
particular inequality).
The treatment of non-maximally entangled states is
not so numerically friendly, because of the lack of sym-
metry; in particular, that of asymptotically untangled
states such as the ones proposed in [12], eq.10, which we
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FIG. 6: Numerical simulation: evolution of the error (see
App. 6) vs. η, in a model simulating all quantum predic-
tions for the GEN (stars, red) and NG (circles, blue) cases,
for the states |ψ1〉 (up) and |ψ2〉 (down) and θ = pi/4. As
we would expect, once surpassed a critical threshold the er-
ror begins to grow, monotonically, as η is increased. Again,
in absence of more exhaustive results the equivalence be-
tween GEN and NG conditions when the full set of quan-
tum predictions involved in the inequality is tested as well
(ηcrit(all; gen) ≡ ηcrit(all;ng)) should not be presumed as a
general property.
would write, following our conventions (see note [33]),
|δ〉 = C{(1− 2 cos(ξ)) · |0A′
2
0B′
2
〉+
sin(ξ) · (|1A′
2
0B′
2
〉+ |0A′
2
1B′
2
〉)}, (146)
where C is just a normalization constant and where the
observables {A′i.B′j} (we use primes to distinguish them
from our previous set of observables, unprimed) are de-
fined such that A′1, B
′
1 can be obtained from A
′
2, B
′
2 by a
rotation by exactly the angle ξ (see [12], eq.11, again be
aware of note [33]).
Now, the case of interest is ξ close to zero: while this
seems to minimize ηcrit, it also introduces some numer-
ical bad conditioning because, whether there is an LHV
model or not, the error for such a state will always be
low. To see this clearly we simulate with ξ = 0.1, with
the state |δ〉 built such that B′2 is chosen as rotated pi/2
with respect to A′2 (this is consistent with [12], eq.11,
once more be aware of note [33]), and we observe the
evolution of the error versus η for a model attempting to
reproduce the set of quantum prediction on two choices
of the set of observables:
(i) the first (left below), our “symmetrical” choice:
{Ai, Bj} as defined in (46)–(49), with θ = pi/4;
(ii) the second (right below), {A′i, B′j} as defined in [12]
(this is the choice that according to [12] is supposed to
yield ηcrit ≈ 0.67).
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FIG. 7: Error vs. η for a model reproducing the full set of
quantum predictions for |δ〉 (ξ = 0.1) in cases (i), left, and (ii),
right, respectively. Stars (red) are GEN conditions; circles
(blue) are NG conditions. Simulation on the left suggests a
clear critical parameter; the absence of a clear inflection point
on the error curve at the right suggests that the problem is
numerically ill-defined: even when an LHV model ceases to
exist, the numerical error between QM and the model still
remains very low, as corresponds to an asymptotically untan-
gled state. The simulation does not consider however the full
space of states, but just a subset biased towards the higher
η’s: consideration of all the 324 possible different states does
not alter much the results and adds more outliers. Anyway,
playing with reduced subset of states, it can be seen that, nec-
essarily, when ξ → 0 then ηcrit → 0.67, just as proven in [12]:
we shall not include detailed arguments on this, for the sake
of brevity, bu merely insist on the fact that the error between
QM and the (hypothetical) LHV model is very low in these
cases, which is impractical for experimental purposes.
8. Detailed analysis on recent related tests
We include out initial analysis of two recent tests; re-
cently new models based on a mix state (instead of the
initial pure ones) have been proposed that can “absorb”
(I would not say “solve”) these initial inconsistencies, but
at the expense of having now equal number of parameters
and restrictions, a situation that is clearly unsatisfying
for such an important issue.
First, in the case of Giustina’s test the inconsistencies
where already pointed out in [60] and probably other sub-
sequent communications (perhaps just private), but it is
the point of view of the author that it may be very con-
venient to include the following calculations, not only to
facilitate and encourage further research (there is more
information here and from a more general approach),
but also and more importantly because they help put
into context the objective magnitude of the violations (of
local-realism) that have been allegedly obtained: they
are rather weak, or very weak, in terms of what QM
could allegedly produce. Of course, we are referring to
the loophole-free case: once a loophole is allowed the
frontier that local-realism imposes is displaced opening
room for farther excursions into the quantum realm.
Again, we consider two sets {Ai}, {Bj} of remotely
measured observables, each of them accepting three pos-
sible outcomes ±1 and 0 (this last standing for a “non-
detection”). We can denote then the probabilities of
one or other result as P (Ai = a), P (Bj = b) and
P (ai = a,Bj = b), for a, b ∈ {±1, 0}; for overall de-
tections (results either ±1) we will also use the short-
hands P (Ai) ≡ P (Ai 6= 0), P (Bj) ≡ P (Bj 6= 0 and
P (Ai|Bj) ≡ P (Ai 6= 0|Bj 6= 0).
(A) Test by Giustina et al [29]: Abbreviating with
P (Ai = a,Bj = b) ≡ Pi,j(a, b), the Eberhard’s inequality
can be written as
βEb. ∝ −P1,1(o, o) + P1,2(o, e) + P1,2(o, ∅) +
P2,1(e, o) + P2,1(∅, o) + P2,2(o, o) ≥ 0,(147)
where o ≡ +1, e ≡ −1 are labels for the two detectors
at the exit of the PBSs, and ∅’s denote, as usual, the
absence of detection.
In order to estimate a quantum mechanical prediction
for the results of a test upon the inequality, we now also
abbreviate PQM (·) ≡ Q(·) and accommodate imperfect
detection (or what I would merely call “realistic detection
rates”) as it is usual through the hypothesis of indepen-
dent errors, with
βEb. ≡ N
4
·
(
− η2 ·Q1,1(o, o) + η2 ·Q1,2(o, e)
+ η(1− η) ·Q1,2(o, ∅) + η2 ·Q2,1(e, o)
+ η(1− η) ·Q2,1(∅, o) + η2 ·Q2,2(o, o)
)
,
(148)
where N is the overall number of emitted pairs, a quan-
tity we cannot in principle have access to.
Now we associate, as usual, horizontal and vertical po-
larizations to the eingenvectors of σz with eigenvalue +1
and −1, respectively, and define
Ai ≡ sin(2αi) · σAx + cos(2αi) · σAz , (149)
Bj ≡ sin(2βj) · σBx + cos(2βj) · σBz . (150)
The 2-factor is included to consider the angles directly
as rotations of the polarizer in real space; the report pro-
vides the values α1 = +85.6
◦, α2 = +118.0◦, β1 = −5.4◦,
and β2 = +25.9
◦, so as to produce measures upon the
(family of) states [29]:
|ψr〉 = C ·
(
|HV 〉+ r|V H〉
)
. (151)
Numerical simulations are provided in Figs. 8(a) and
8(b), the “critical value” ηcrit can be defined as that
where β crosses the local bound; with the present choice
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(c)QM pred. convention 2
FIG. 8: Quantum prediction, under the hypothesis of inde-
pendent errors, of the value of the inequality (148) for |ψr〉
in (151), with the two complementary choices of conventions.
Subfigure 8(c) can be obtained from (a) by: (i) eigenvalue
(“label”) permutation: o ↔ e; (ii) direction permutation:
H ↔ V ; both (i)–(ii) at the same time leave (a) invariant.
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(b)Bounds Γ2,2 vs. bounds for Γ1,1, Γ1,2, Γ2,1
FIG. 9: Analysis of Giustina et al [29]: lower (red) and
upper (blue) bounds on βEb as defined below. All but one
Γ-confidence intervals seem to agree (though there is some
minor discrepancy) with the value Γreport, as defined on the
reported observations (also pointing at r ≈ 0.3 as reported in
[29]; however, Γ2,2 (playing a crucial role in the inequality as it
enters with negative sign) does not fit well: QM and context-
independent (symmetric or asymmetric) efficiency factors are
not enough to explain the inconsistency.
of conventions, lower values of r yield lower violations
(less negative β’s), but, very conveniently, such violations
are reachable at lower ηcrit’s. This makes the family of
states {|ψr〉} particularly appropriate for a Bell test; in
Fig.8(c), however, a low r does not decreases ηcrit.
Given the data available the only direct estimations
of the detection rates at both arms, ηA, ηB , would come
23
from the expressions
η1 ≡ Coo(α1, β1)
SAo (α1)
· (1/PQM (B1 = o |A1 = o)), (152)
η2 ≡ Coo(α2, β1)
SBo (β1)
· (1/PQM (A2 = o |B1 = o)), (153)
where Cab(αi, βj) and S
A
o (α), S
B
o (β) is notation inherited
directly from [29]. Those expressions that let us establish
a “confidence interval”, for instance 0.68 ≤ ηA, ηB ≤
0.73, at least for r ≤ 4 (r = 3 according to the original
report); the lower bound bound is actually artificially
decreased to consider possible accidental counts produced
by a noisy background.
For now, for higher values of r we could still recon-
cile the estimations of η1, η2 by considering unbalance of
losses between the two arms. These two preliminary val-
ues can be now used to perform a further analysis. Now,
their N corresponding to N/4 in our framework: we use
the total number of events in (148), which already con-
tains the factor 4 as well, i.e., Nours < 4×25×106 = 108.
Adding that J ≈ −127× 103 [29] we can then write
Γreport ≡ |(βEb./N)|(report) = J/Nours < 0.0013.(154)
Now we can also write expressions like, for instance,
Nours ≈ 4SAo (α1)/(ηAPQM (A1 = o)), (155)
which together with βEb. = J/Nours allow us to define
ΓA ≡ ηA ·Q
A
1 (o)
4SAo (α1)
· J, ΓB ≡ ηB ·Q
B
1 (o)
4SBo (β1)
· J, (156)
where QΛi (o) ≡ PQM (Λi = o), and similarly,
Γi,j ≡ ηAηB ·Qi,j(o, o)
4Co,o(αi, βj)
· J, (157)
with Qi,j(o, o) ≡ PQM (Ai = Bj = o). Using the former
0.68 < ηA, ηB < 0.73, the Γ’s provide bounds on the
violation that we would theoretically expect, by means
of Γ(ηA = ηB = 0.68) ≤ βEb ≤ Γ(ηA = ηB = 0.73).
The inconsistency in Fig.9 cannot be bypassed by in-
troducing any additional “efficiency” factor, unless such
factors are allowed to show a dependence on the choice
of settings. There are two possibilities, (i): assuming
ηA ≡ ηA(αi) and ηB ≡ ηB(βj), or (ii): a “full contextu-
ality” ηA ≡ ηA(αi, βj), ηB ≡ ηB(αi, βj).
While (i) does not invalidate the basic assumption in
Eberhard’s derivation (the fate of one photon is inde-
pendent of the choice of angle in the remote setup), ex-
pressions (ii) would do it. Attending to the fact that a
major discrepancy between QM and the observations is
only present for one of the four coincidence rates, specif-
ically for noo(α2, β2), we have to give credit to (ii). A
convergent analysis can be found in [60].
(B) Test by Christensen et al [30]: This very recent test
also gives hints of a similar context-dependence upon the
detection rates, as seen in the following simple calcula-
tion (again we use the same notation as in the paper we
comment upon, in this case that of [30]):
p2(b)|1 ≡ S2(b)
C(a, b)
= 0.001696, (158)
p2(b)|2 ≡ S2(b)
C(a′, b)
= 0.005157, (159)
two alternative possible estimations of the same quantity
that give rise, respectively, to a violation (p2(b)|1, by very
little margin) or no violation (p2(b)|2, very far from the
bound) of the tested inequality. Once more we seem to
encounter a context-dependence of the detection rates,
one that cannot be reduced to a mere dependence on the
local observable; again, full details can be obtained from
the author.
Again, both (A) and (B) can be accounted by models of
the style of [61] (the same strategy can also be applied to
the test by Christensen et al), something not surprising
as these models increase the number of degrees of freedom
to be fitted by experimental data, to the point that the
inconsistency is not really solved but just diluted. I do
not think it is unreasonable to find such state of affairs
not good enough: all quantum predictions that can be
reliably tested at once should be tested, in order to make
possible systematic errors (such as the local coincidences
we will describe right now) manifest, or on the contrary
to discard them definitely.
9. Explicit examples of LHV models
The following models correspond to the GEN + NG
case, i.e., they satisfy both (38)–(39) and (40)–(41).
For the models below, each choice of sign corresponds
to one state, i.e., for instance (±1,±1,±1,±1; 1, 1) ac-
tually means the two states (+1,+1,+1,+1; 1, 1) and
(−1,−1,−1,−1; 1, 1), both with equal probability given
in the respective column (a given θ and η). For a given
event Θ we can calculate (recall the last row is all 0’s,
therefore there is not choice of sign)
P (Θ) =
N∑
i=1
Γi(Θ) · ρi; (160)
where the coefficient Γi(Θ) = 0, 1, 2, depending on
whether Θ occurs for 0, 1 or 2 of the possible choices
of sign for that i-th row (always two possible choices,
except, again, for the last row). Models are of course
not exact, and they are calculated on a reduced set of
states under symmetry restrictions (the error is, as to be
expected, considerably higher in the case of |ψ2〉); addi-
tional simulations on the full space of states (no symme-
try restrictions) confirm these results.
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A1 A2 B1 B2 A B θ = 0.1 θ = 0.2 θ = 0.3 θ = 0.4 θ = 0.5 θ = 0.6 θ = 0.7 θ = 0.8 θ = 0.9 θ = 1 θ = 1.1
η = 0.99 η = 0.97 η = 0.94 η = 0.9 η = 0.87 η = 0.84 η = 0.83 η = 0.82 η = 0.83 η = 0.86 η = 0.91
±1 ±1 ±1 ±1 1 1 5.68e-05 5.2e-05 5.53e-05 0.000162 0.000149 0.000186 6.8e-05 0.000145 0.000141 0.000136 0.000127
±1 ±1 ±1 ∓1 1 1 5.16e-05 4.48e-05 4.76e-05 0.000137 9.3e-05 0.000178 6.48e-05 0.000145 0.000148 0.000108 0.000133
±1 ±1 ∓1 ±1 1 1 0.000511 0.00407 0.00916 0.0136 0.0213 0.028 0.0395 0.0487 0.0629 0.0829 0.11
±1 ±1 ∓1 ∓1 1 1 0.478 0.429 0.358 0.274 0.201 0.134 0.0843 0.0419 0.0142 0.000314 0.000427
±1 ∓1 ±1 ±1 1 1 0.000511 0.00407 0.00916 0.0136 0.0213 0.028 0.0395 0.0487 0.0629 0.0829 0.11
±1 ∓1 ±1 ∓1 1 1 5.15e-05 4.48e-05 4.76e-05 0.000137 9.65e-05 0.000179 6.49e-05 0.000145 0.000148 0.000108 0.000133
±1 ∓1 ∓1 ±1 1 1 0.000513 0.00406 0.00917 0.0136 0.0212 0.028 0.0395 0.0487 0.0629 0.0828 0.11
±1 ∓1 ∓1 ∓1 1 1 5.16e-05 4.48e-05 4.76e-05 0.000137 9.3e-05 0.000178 6.48e-05 0.000145 0.000148 0.000108 0.000133
+0 ±1 ±1 ±1 0 1 6.48e-05 5.81e-05 6.35e-05 0.000202 0.000163 0.000212 8.32e-05 0.000188 0.000191 0.000181 0.000282
+0 ±1 ±1 ±1 1 1 5.91e-05 5.27e-05 5.54e-05 0.000162 0.000124 0.000186 6.88e-05 0.000151 0.000152 0.000148 0.00019
+0 ±1 ±1 ∓1 0 1 0.000117 0.000105 0.000112 0.000338 0.000316 0.000384 0.000144 0.000322 0.000328 0.000315 0.000447
+0 ±1 ±1 ∓1 1 1 0.000103 9.01e-05 9.51e-05 0.000277 0.000212 0.000342 0.000124 0.000256 0.000267 0.000272 0.000315
+0 ±1 ∓1 ±1 0 1 0.000117 0.000104 0.000111 0.000339 0.00028 0.000384 0.000144 0.000322 0.000323 0.000312 0.000447
+0 ±1 ∓1 ±1 1 1 0.000103 9.02e-05 9.51e-05 0.000277 0.00017 0.000342 0.000124 0.000255 0.000265 0.00027 0.000316
+0 ±1 ∓1 ∓1 0 1 0.00217 0.0072 0.0141 0.0217 0.0223 0.0306 0.0352 0.0358 0.0358 0.0311 0.0197
+0 ±1 ∓1 ∓1 1 1 0.00222 0.00692 0.0136 0.0217 0.033 0.0347 0.0348 0.0365 0.0332 0.0276 0.0193
±1 +0 ±1 ±1 0 1 0.000114 0.000101 0.000113 0.000335 0.000324 0.000376 0.000147 0.00032 0.000325 0.000316 0.000448
±1 +0 ±1 ±1 1 1 0.000107 9.23e-05 0.000102 0.000287 0.000235 0.000339 0.000128 0.000255 0.000262 0.000271 0.000275
±1 +0 ±1 ∓1 0 1 6.75e-05 5.77e-05 6.21e-05 0.000196 0.000161 0.000211 8.24e-05 0.000188 0.000192 0.000136 0.00023
±1 +0 ±1 ∓1 1 1 5.77e-05 4.84e-05 5.15e-05 0.000149 0.000125 0.000182 6.7e-05 0.000152 0.000155 0.000112 0.000159
±1 +0 ∓1 ±1 0 1 0.00218 0.00687 0.0136 0.0215 0.0327 0.0346 0.0347 0.0364 0.0331 0.0277 0.0191
±1 +0 ∓1 ±1 1 1 0.00221 0.00727 0.0142 0.0219 0.0226 0.0307 0.0352 0.0359 0.036 0.0313 0.0202
±1 +0 ∓1 ∓1 0 1 0.000124 0.000103 0.000108 0.000324 0.000234 0.000383 0.000143 0.000325 0.000333 0.000198 0.000319
±1 +0 ∓1 ∓1 1 1 9.91e-05 7.72e-05 7.9e-05 0.000248 0.000124 0.000333 0.000117 0.000259 0.000277 0.000167 0.000222
±1 ±1 +0 ±1 1 0 0.000114 0.000101 0.000113 0.000335 0.000324 0.000376 0.000147 0.00032 0.000325 0.000316 0.000448
±1 ±1 +0 ±1 1 1 0.000107 9.23e-05 0.000102 0.000287 0.000235 0.000339 0.000128 0.000255 0.000262 0.000271 0.000275
±1 ±1 +0 ∓1 1 0 0.000124 0.000103 0.000108 0.000324 0.000234 0.000383 0.000143 0.000325 0.000333 0.000198 0.000319
±1 ±1 +0 ∓1 1 1 9.91e-05 7.72e-05 7.9e-05 0.000248 0.000124 0.000333 0.000117 0.000259 0.000277 0.000167 0.000222
±1 ∓1 +0 ±1 1 0 0.00218 0.00687 0.0136 0.0215 0.0327 0.0346 0.0347 0.0364 0.0331 0.0277 0.0191
±1 ∓1 +0 ±1 1 1 0.00221 0.00727 0.0142 0.0219 0.0226 0.0307 0.0352 0.0359 0.036 0.0313 0.0202
±1 ∓1 +0 ∓1 1 0 6.75e-05 5.77e-05 6.21e-05 0.000196 0.000161 0.000211 8.24e-05 0.000188 0.000192 0.000136 0.00023
±1 ∓1 +0 ∓1 1 1 5.77e-05 4.84e-05 5.15e-05 0.000149 0.000125 0.000182 6.7e-05 0.000152 0.000155 0.000112 0.000159
±1 ±1 ±1 +0 1 0 6.48e-05 5.81e-05 6.35e-05 0.000202 0.000163 0.000212 8.32e-05 0.000188 0.000191 0.000181 0.000282
±1 ±1 ±1 +0 1 1 5.91e-05 5.27e-05 5.54e-05 0.000162 0.000124 0.000186 6.88e-05 0.000151 0.000152 0.000148 0.00019
±1 ±1 ∓1 +0 1 0 0.00217 0.0072 0.0141 0.0217 0.0223 0.0306 0.0352 0.0358 0.0358 0.0311 0.0197
±1 ±1 ∓1 +0 1 1 0.00222 0.00692 0.0136 0.0217 0.033 0.0347 0.0348 0.0365 0.0332 0.0276 0.0193
±1 ∓1 ±1 +0 1 0 0.000117 0.000104 0.000111 0.000339 0.00028 0.000384 0.000144 0.000322 0.000323 0.000312 0.000447
±1 ∓1 ±1 +0 1 1 0.000103 9.02e-05 9.51e-05 0.000277 0.00017 0.000342 0.000124 0.000255 0.000265 0.00027 0.000316
±1 ∓1 ∓1 +0 1 0 0.000117 0.000105 0.000112 0.000338 0.000316 0.000384 0.000144 0.000322 0.000328 0.000315 0.000447
±1 ∓1 ∓1 +0 1 1 0.000103 9.01e-05 9.51e-05 0.000277 0.000212 0.000342 0.000124 0.000256 0.000267 0.000272 0.000315
+0 +0 +0 +0 0 0 0.000213 0.000696 0.00344 0.01 0.0168 0.0256 0.0288 0.0324 0.0289 0.0196 0.00804
TABLE I: Approximate models for |ψ1〉 (calculated on a re-
duced set of states), given as a list of absolute frequencies
ρs = PM(s) for state s, for a pair of values (θ(rads), η),
simulating all quantum predictions regarding the observables
defined in (46)–(49). The problem is solved in its GEN +
NG version, a sufficient condition for either the GEN or NG
cases alone. Models obtained for µ < 0.00005.
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A1 A2 B1 B2 A B θ = 0.1 θ = 0.2 θ = 0.3 θ = 0.4 θ = 0.5 θ = 0.6 θ = 0.7 θ = 0.8 θ = 0.9 θ = 1 θ = 1.1
η = 0.99 η = 0.97 η = 0.96 η = 0.98 η = 1 η = 0.93 η = 0.84 η = 0.82 η = 0.86 η = 0.94 η = 0.94
±1 ±1 ±1 ±1 1 1 6.77e-05 0.000137 0.000173 7.51e-05 0.00522 0.0358 0.0391 0.0486 0.0694 0.1 0.0628
±1 ±1 ±1 ∓1 1 1 5.8e-05 0.000132 0.000143 7.43e-05 0.00477 0.000109 0.000156 0.00015 4.62e-05 7.6e-05 0.00126
±1 ±1 ∓1 ±1 1 1 0.0101 0.039 0.0847 0.152 0.215 0.165 0.085 0.0418 0.0172 0.00108 9.96e-05
±1 ±1 ∓1 ∓1 1 1 0.459 0.36 0.245 0.139 0.0325 8.82e-05 0.000149 0.000152 4.61e-05 7.15e-05 9.36e-05
±1 ∓1 ±1 ±1 1 1 5.8e-05 0.000132 0.000143 7.43e-05 0.00477 0.000109 0.000156 0.00015 4.62e-05 7.6e-05 0.00126
±1 ∓1 ±1 ∓1 1 1 0.000461 0.00262 0.00792 0.0176 0.0154 0.000103 0.000147 0.000152 4.65e-05 8.23e-05 0.000103
±1 ∓1 ∓1 ±1 1 1 5.94e-05 0.000128 0.000144 5.89e-05 0.00725 0.000515 0.00878 0.0559 0.145 0.282 0.32
±1 ∓1 ∓1 ∓1 1 1 0.0101 0.039 0.0847 0.152 0.215 0.165 0.085 0.0418 0.0172 0.00108 9.96e-05
+0 ±1 ±1 ±1 0 1 0.000135 0.000304 0.000352 0.000189 2.7e-05 0.0149 0.0313 0.0355 0.031 0.0127 0.000241
+0 ±1 ±1 ±1 1 1 0.000134 0.000272 0.000333 0.000145 4.58e-05 0.0165 0.0343 0.0367 0.0288 0.0147 0.000211
+0 ±1 ±1 ∓1 0 1 8.03e-05 0.000161 0.000189 0.000112 2.86e-05 0.000234 0.000339 0.00033 9.71e-05 0.000166 0.0137
+0 ±1 ±1 ∓1 1 1 6.79e-05 0.000143 0.000153 8.34e-05 5.44e-05 0.00019 0.000289 0.000267 9.54e-05 0.000146 0.0135
+0 ±1 ∓1 ±1 0 1 0.00222 0.00669 0.00874 0.00425 2.69e-05 0.00028 0.000335 0.00034 9.59e-05 0.000169 0.000124
+0 ±1 ∓1 ±1 1 1 0.00208 0.00647 0.00889 0.00469 4.54e-05 0.000202 0.000276 0.000277 8.87e-05 0.000158 0.00011
+0 ±1 ∓1 ∓1 0 1 0.000131 0.000279 0.000303 0.000189 2.85e-05 0.000142 0.000197 0.000195 5.28e-05 9.32e-05 0.000216
+0 ±1 ∓1 ∓1 1 1 0.000108 0.000243 0.000237 0.000144 5.37e-05 0.000113 0.000159 0.000158 4.59e-05 7.96e-05 0.000191
±1 +0 ±1 ±1 0 1 7.55e-05 0.00016 0.000194 0.000114 2.85e-05 0.000297 0.000324 0.000337 9.5e-05 0.000176 0.0134
±1 +0 ±1 ±1 1 1 6.86e-05 0.000145 0.000165 8.97e-05 5.43e-05 0.000238 0.00029 0.000269 9.27e-05 0.000171 0.0138
±1 +0 ±1 ∓1 0 1 0.000121 0.000279 0.000321 0.000193 2.86e-05 0.000164 0.000196 0.000197 5.3e-05 9.62e-05 0.000226
±1 +0 ±1 ∓1 1 1 0.00011 0.000258 0.000278 0.000157 5.44e-05 0.000131 0.00016 0.000158 4.62e-05 8.55e-05 0.000203
±1 +0 ∓1 ±1 0 1 0.00014 0.000301 0.000346 0.000186 2.7e-05 0.0163 0.0341 0.0366 0.0287 0.0146 0.000225
±1 +0 ∓1 ±1 1 1 0.000126 0.000261 0.000313 0.00013 4.64e-05 0.015 0.0315 0.0357 0.0311 0.0128 0.000194
±1 +0 ∓1 ∓1 0 1 0.00205 0.00638 0.00876 0.00457 2.67e-05 0.000274 0.000334 0.000336 9.58e-05 0.00016 0.000121
±1 +0 ∓1 ∓1 1 1 0.00226 0.00677 0.00883 0.00437 4.42e-05 0.000201 0.00028 0.000275 8.89e-05 0.000145 0.000104
±1 ±1 +0 ±1 1 0 0.000135 0.000304 0.000352 0.000189 2.7e-05 0.0149 0.0313 0.0355 0.031 0.0127 0.000241
±1 ±1 +0 ±1 1 1 0.000134 0.000272 0.000333 0.000145 4.58e-05 0.0165 0.0343 0.0367 0.0288 0.0147 0.000211
±1 ±1 +0 ∓1 1 0 0.000131 0.000279 0.000303 0.000189 2.85e-05 0.000142 0.000197 0.000195 5.28e-05 9.32e-05 0.000216
±1 ±1 +0 ∓1 1 1 0.000108 0.000243 0.000237 0.000144 5.37e-05 0.000113 0.000159 0.000158 4.59e-05 7.96e-05 0.000191
±1 ∓1 +0 ±1 1 0 8.03e-05 0.000161 0.000189 0.000112 2.86e-05 0.000234 0.000339 0.00033 9.71e-05 0.000166 0.0137
±1 ∓1 +0 ±1 1 1 6.79e-05 0.000143 0.000153 8.34e-05 5.44e-05 0.00019 0.000289 0.000267 9.54e-05 0.000146 0.0135
±1 ∓1 +0 ∓1 1 0 0.00222 0.00669 0.00874 0.00425 2.69e-05 0.00028 0.000335 0.00034 9.59e-05 0.000169 0.000124
±1 ∓1 +0 ∓1 1 1 0.00208 0.00647 0.00889 0.00469 4.54e-05 0.000202 0.000276 0.000277 8.87e-05 0.000158 0.00011
±1 ±1 ±1 +0 1 0 7.55e-05 0.00016 0.000194 0.000114 2.85e-05 0.000297 0.000324 0.000337 9.5e-05 0.000176 0.0134
±1 ±1 ±1 +0 1 1 6.86e-05 0.000145 0.000165 8.97e-05 5.43e-05 0.000238 0.00029 0.000269 9.27e-05 0.000171 0.0138
±1 ±1 ∓1 +0 1 0 0.00205 0.00638 0.00876 0.00457 2.67e-05 0.000274 0.000334 0.000336 9.58e-05 0.00016 0.000121
±1 ±1 ∓1 +0 1 1 0.00226 0.00677 0.00883 0.00437 4.42e-05 0.000201 0.00028 0.000275 8.89e-05 0.000145 0.000104
±1 ∓1 ±1 +0 1 0 0.000121 0.000279 0.000321 0.000193 2.86e-05 0.000164 0.000196 0.000197 5.3e-05 9.62e-05 0.000226
±1 ∓1 ±1 +0 1 1 0.00011 0.000258 0.000278 0.000157 5.44e-05 0.000131 0.00016 0.000158 4.62e-05 8.55e-05 0.000203
±1 ∓1 ∓1 +0 1 0 0.00014 0.000301 0.000346 0.000186 2.7e-05 0.0163 0.0341 0.0366 0.0287 0.0146 0.000225
±1 ∓1 ∓1 +0 1 1 0.000126 0.000261 0.000313 0.00013 4.64e-05 0.015 0.0315 0.0357 0.0311 0.0128 0.000194
+0 +0 +0 +0 0 0 0.000235 0.000881 0.00159 0.000397 4.37e-05 0.00488 0.0256 0.0324 0.0194 0.00346 0.00347
TABLE II: Approximate models for |ψ2〉 (calculated on a
reduced set of states), given as a list of absolute frequencies
ρs = PM(s) for state s, for a pair of values (θ(rads), η),
simulating all quantum predictions regarding the observables
defined in (46)–(49). The problem is solved in its GEN +
NG version, a sufficient condition for either the GEN or NG
cases alone. Models obtained for µ < 0.00005.
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FIG. 10: Preliminary analysis on Christensen et al, arXiv.
