Energy Decomposition Analysis | Chemical Bonding U nderstanding the chemical bond is central to both synthetic and theoretical chemists. The approach of the synthetic chemists is based on qualitative, empirical features (electronegativity, polarizability, etc.) gleaned over the past 150 years of research and investigation. These features are notably absent from the toolbox of the theoretical chemist, who relies on a quantum mechanical wavefunction to holistically describe the electronic structure of a molecule; in essence, a numerical experiment. Bridging this gap is the purview of bonding analysis and energy decomposition analysis (EDA), which seeks to separate the quantum mechanical energy into physically meaningful terms. Bonding analysis and EDA approaches are necessarily non-unique, but different well-designed approaches provide complementary perspectives on the nature of the chemical bond. This task is not yet complete, despite intensive effort and substantial progress(1-5).
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The chemical bond was originally viewed(6) as being electrostatic in origin, based on the virial theorem, and supported by an accumulation of electron density in the bonding region relative to superposition of free atom densities. The chemical bond is still often taught this way in introductory classes. However, the quantum mechanical origin of the chemical bond in H + 2 and H2 (classical mechanics does not explain bonding) lies in lowering the kinetic energy by delocalization, that is, via constructive wavefunction interference. This was first established(1) 55 years ago by Ruedenberg for H + 2 . A secondary effect, in some cases, such as in H 2 , is orbital contraction, which is most easily seen by optimizing the form of a spherical 1s function as a function of bond-length (7) . Polarization and charge-transfer contribute to further stabilization.
Analyzing chemical bonds in more complex molecules has also attracted great attention. Ruedenberg and co-workers have been developing generalizations of their classic analysis procedures with this objective (8, 9) . Valence bond theory, while uncompetitive for routine computational purposes, involves conceptually simple wave functions that are suitable for extracting qualitative chemical bonding concepts (10) . The emergence of the "charge-shift bond" paradigm, exemplified by the F 2 molecule, is a specific example of its value (11) . The widely used Natural Bond Orbital (NBO) approach (12) , provides localized orbitals, predominant Lewis structures, and information on hybridization and chemical bonds. The quantum theory of atoms-in-molecules (QTAIM) (13) , describes the presence of bonds by so-called bond critical points in the electron density, as well as partitioning an energy into intraatomic and inter-atomic terms. Another topological approach is the electron localization function (ELF), which is a function of the density and the kinetic energy density. Many other methods also exist for partitioning a bond energy into sums of terms that are physically interpretable (4).
EDA schemes have been very successful at elucidating the nature of non-covalent interactions (2, 14, 15) . These methods typically separate the interaction energy by either perturbative approaches or constrained variational optimization. Perturbative methods include the popular Symmetry Adapted Perturbation Theory (SAPT) (16, 17) method and the Natural Energy Decomposition Analysis (NEDA) (18) , based on NBOs. Variational methods include Kitaura and Morokuma (KM) EDA (19) , the Ziegler-Rauk method (20) , the Block-Localized Wavefunction (BLW-EDA) (14) and the Absolutely Localized Molecular Orbital (ALMO-EDA) of Head-Gordon et al (21) (22) (23) (24) . A number of non-covalent EDA methods have been applied to
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bonds (2, 20, 25) , although the single-determinant nature of these methods leads to spin-symmetry broken wavefunctions, which contaminates the EDA terms with effects from the other terms.
To address this challenge, we recently reported a spin-pure extension of the ALMO-EDA scheme to the variational analysis of single covalent bonds (26) . The method, which reduces to the ALMO-EDA scheme for non-covalent interactions (24) , includes modified versions of the usual non-bonded frozen orbital (FRZ), polarization (POL) and charge transfer (CT) terms, as well as a new spin-coupling (SC) term describing the energy lowering due to electron pairing. The final energy corresponds to the CAS(2,2) (equivalently, 1-pair perfect-pairing or TCSCF) wavefunction. While this is a fully ab initio model, it lacks the dynamic correlation necessary for reasonable accuracy.
By far the most widely used treatment of dynamic correlation in quantum chemistry today is Kohn-Sham density functional theory (DFT) (27) . DFT methods yield RMS errors in chemical bond strengths on the order of a few kcal/mol, which approaches chemical accuracy at vastly lower computational effort than wavefunction methods. The purpose of this paper is to recast our bonded ALMO-EDA method into a single-determinant formalism that allows the computation of a dynamically-correlated bonded EDA with any existing density functional. After outlining our approach, we turn to the characterization of a variety of chemical bonds, ranging from familiar systems, to less familiar dispersion stabilized bonds, and several single metal-metal bonds.
Variational energy decomposition analysis
The single bond of interest is by definition the difference between the DFT calculation on the molecule, and the sum of DFT calculations on the separately optimized, isolated fragments. This interaction will be separated into five terms:
Each term is described in a corresponding subsection below.
Preparation energy. We begin from two doublet radical fragments, each of which is described by a restricted open shell (RO) HF or Kohn-Sham DFT single determinant whose orbitals are obtained in isolation from the other. ∆E PREP includes the energy required to distort each radical fragment to the geometry it adopts in the bonded state, ∆E GEOM . This "geometric distortion" arises in most EDAs.
There is a further distortion energy that may also be incorporated into ∆E PREP . Many radicals have a different hybridization than in the corresponding bond. For example, an F atom has an unpaired electron in a p-orbital while an F atom in a bond will be sp-hybridized. Or, the amine radical, NH 2 , is sp 2 -hybridized with an unpaired electron in a p-orbital, while an amine group is often sp 3 -hybridized or sp 2 -hybridized with a lone pair in the p-orbital in a molecule. Rearranging the odd electron of each radical fragment to be in the hybrid orbital that is appropriate for spin-coupling will incur an energy cost, ∆E HYBRID , that completes the preparation energy:
We define ∆E HYBRID as the energy change due to rotations of the β hole in the span of the α occupied space from the isolated radical fragment to the correct arrangement in the bond. This is accomplished by variational optimization of the fragments' RO orbitals (in the spin-coupled state) only allowing doubly occupied-singly occupied mixings. Afterwards the modified fragment orbitals are used to evaluate ∆E HYBRID . As limited orbital relaxation is involved, ∆E HYBRID may also be viewed as a kind of polarization and indeed it was previously placed in the POL term. (26) However, ∆E HYBRID is also partially present here in that the geometry of the radical fragment is fixed to be that of the interacting fragment. For instance, free methyl radical is an sp 2 -hybridized planar molecule while a methyl group in a bond is a pyramidalized sp 3 fragment, and it is the latter that is employed in this EDA scheme. We have moved ∆E HYBRID here for that reason, and because it can be much larger than the other contributions to POL and therefore its presence in POL can obscure trends in POL and SC across rows as the hybridization of the radical fragment changes. * Nevertheless, regarding orbital rehybridization as part of preparation (as we do in this paper) or as part of polarization (as was done previously (26) ) are both defensible choices. And in cases where ∆E HYBRID is large, the consequences of where it is placed can be considerable, as ∆E PREP , ∆E FRZ , ∆E SC , and ∆E POL all change as a result. So the reader can compare, and decide whether they agree with our present choice, corresponding data tables with rehybridization as part of polarization (and ∆E PREP = ∆E GEOM ) are included in the Supporting Information.
Frozen energy. The second term in Eq. (1), ∆E FRZ , is the energy change associated with the two radical fragments interacting without permitting spin-coupling, polarization or charge-transfer. For simplicity (but without loss of generality) let us assume both radicals have S = . In the frozen (FRZ) energy, the fragment wavefunctions are combined to form a spin-pure triplet single determinant wavefunction (S = 1; MS = +1) without allowing the orbitals to relax. This term is entirely a non-bonded interaction and will typically be repulsive for a chemical bond due to Pauli repulsion. It includes contributions from inter-fragment electrostatics, Pauli repulsion, exchange-correlation, and dispersion. The addition of dispersive effects, a dynamic correlation property, using DFT should result in smaller frozen energy terms than what is calculated in the original CAS(2,2) ALMO-EDA method.
A set of orbitals is said to be "absolutely localized" if the MO coefficient matrix is block-diagonal in the fragments. Since the atoms partition into fragments, so do their corresponding
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AOs, and hence, the isolated fragment MOs, T, automatically satisfy the ALMO constraint. The "frozen" occupied ALMOs constructed by block diagonally concatenating isolated restricted open-shell fragments need not be orthogonal (ALMOs are generally nonorthogonal) so they have an overlap matrix, σ. Therefore, as a function of interfragment separation, the frozen density matrix, P FRZ = Tσ −1 T † , undergoes Pauli deformation, even though T is constant.
The energy associated with this density (E FRZ ) may then be computed by HF or DFT. The frozen interaction energy is the difference relative to non-interacting, prepared fragments:
This ALMO-EDA FRZ term may be further separated into contributions corresponding to permanent electrostatic interactions, Pauli repulsion, and dispersion(23).
Spin-coupling.
The third term in Eq. (1), ∆E SC , is the energy difference due to electron pairing: that is, changing the spin coupling (SC) of the two radical electrons from high-spin triplet to low-spin singlet. The spin-coupling energy accounts for the difference between destructive wavefunction interference (in the high-spin case) and constructive wavefunction interference (in the low-spin case). It is worth pointing out that delocalization does not require two spins and is present even in H + 2 . Like FRZ, SC will be evaluated with frozen orbitals, but while FRZ is typically strongly repulsive (dominated by Pauli repulsion), SC is typically strongly attractive in the overlapping regime associated with covalent bond formation. For this reason, and because we are primarily interested in the singlet surface (as opposed to the triplet surface of the initial supersystem), FRZ and SC may be grouped together into a frozen orbitals term (FRZ+SC).
From the high-spin frozen determinant (S = 1; MS = +1), flipping the spin (α → β) of one of the two half-occupied orbitals reduces the MS value by one (i.e. MS = +1 −→ MS = 0). The objective is to change the spin coupling from (not bonding) triplet to (bonding) singlet. But in the single determinant formalism, the result of the spin-flip is a broken symmetry (BS) ALMO determinant. Its energy, E BS , contains the desired spin-coupled low-spin (LS) energy, E LS , but also a single contaminant, which is high spin (HS): E HS = E FRZ , and S HS = S LS + 1. We may write:
To obtain c, we examine the value of S 2 BS which is contaminated in exactly the same way as the energy:
Using the calculated S 2 BS value (a derivation of the S 2 value for a broken symmetry single determinant with nonorthogonal orbitals is given in the Supporting Information), we solve for c via Eq. (5):
In turn, this permits us to solve Eq. (4) for the spin-pure energy,
This result corresponds to Yamaguchi's spin-projection scheme (28, 29) . Finally, with ELS in hand, the spin-coupling term is given by
where the orbitals are still the frozen fragment ones.
The above derivation is exact because a spin-pure E LS is obtained if S 2 BS and E BS are evaluated consistently from the same 1-and 2-particle density matrices (PDMs). An example is the case of HF wavefunctions. Unfortunately, this condition is not strictly satisfied for Kohn-Sham DFT, because the interacting 2PDM is not available, (30) and thus the value of S 2 BS corresponding to E BS is not available. This dilemma arises because the fundamental theorems of DFT allow construction of the exact ground state energy without knowledge of the 2PDM. The best that can be straightforwardly accomplished is to employ the non-interacting 2PDM (i.e. from the Kohn-Sham determinant) to evaluate S 2 BS in DFT. For any functional but HF, this choice leads to a small inconsistency in the final energy whose remedy is described in the subsection on charge transfer below.
Regarding comparison of this approach with other EDAs, this SC term is only partly contained in the frozen orbital term in EDA schemes such as the Ziegler-Rauk approach (20) used extensively for bonding analysis (2) . Such EDAs form only one frozen supersystem on the low-spin surface, rather than separate FRZ and SC terms. The resulting low-spin frozen energy is exactly E BS above. From the analysis above, due to spin contamination, ∆E FRZ(BS) > ∆E FRZ + ∆E SC .
Polarization. The fourth term in Eq. (1), ∆E POL , arises partly from the orbitals (with low spin coupling) relaxing due to the presence of the field of the other fragment. ∆E POL is the term that includes contributions from polarization in the bond, but the ALMO constraint prevents charge-transfer contributions. To provide a well-defined basis set limit, fragment electric response functions (FERFs) are used as the ALMO virtual basis (22, 24) . The FERFs are the subset of virtual orbitals that exactly describe the linear response of each fragment to an applied electric field. Following previous work (22, 24) , the dipole and quadrupole (DQ) FERFs will be used to define the fragment virtual spaces for electrical polarization. For a hydrogen atom, the 3 dipole functions are p-like, and the 5 quadrupole functions are d-like.
In addition to electrical polarization, there is another contribution to polarization that we have discussed in detail elsewhere (31) . The frozen orbitals may contract towards the nucleus to lower their energy without any induced electrical moments. This contraction effect was first identified by Ruedenberg(1) as part of his classic analysis of the one-electron chemical bond in H + 2 . We have shown(31) that orbital contraction can be accurately modeled by adding a so-called monopole (M) function to the FERF virtual space for each occupied orbital. On the H atom, the monopole FERF is a 2s type function.
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The overall FERF basis is thus of MDQ type, and thus:
where(31), ∆E
Our results showed that orbital contraction was very important in bonds to hydrogen but rather insignificant in bonds only involving heavier elements (31) . This decreased energy lowering in heavy element bonds can be viewed as arising from diminished violation of the virial theorem upon spin-coupling with frozen orbitals, relative to bonds to hydrogen.
The additional mathematics necessary to implement polarization in conjunction with the approximate DFT spin-projection method is described in the Supporting Information.
Charge-transfer. The final term, ∆E CT , contains chargetransfer (CT) contributions, allowing electrons to move between the fragments. It is the dominant term in ionic bonds, and an important part of charge-shift bonds (11) . Mathematically, we will release the ALMO constraint and reoptimize the orbitals to obtain an unconstrained spin-projected energy. Implemented with HF determinants, this gives the CAS(2,2)/1-pair perfect pairing energy. With DFT, we obtain the approximately spin-projected DFT analog, E SP−DFT .
However, as already mentioned, in DFT, the S 2 value used in the optimization is only approximate. Moreover, the approximate exchange-correlation functional accounts for some amount of static correlation. Hence, E SP−DFT obtained at this final step is generally lower than the DFT energy of a single determinant, E DFT . Since DFT functionals are typically developed (or fitted) to produce accurate results only as a single determinant, this overcounting of correlation leads to molecules being slightly overbound (on the order of 1-15 kcal/mol). To address this issue, we simply rescale the terms calculated on the approximately spin-projected low-spin surface by a factor, cR, such that ∆E SC ← cR∆E SC , ∆E POL ← cR∆E POL , and ∆E CT ← cR∆E CT . cR is defined as: [9] so that the final interaction energy exactly satisfies Eq. (1). These cR are tabulated in the Supporting Information.
For DFT, this rescaling scheme will be inadequate for analyzing bonds whenever a single DFT determinant is itself inadequate to describe the bond, such as in strongly diradicaloid molecules.
In such cases, it may be preferable to use the approximately spin-projected result directly, as is quite often done in broken symmetry DFT calculations (32, 33) . In contrast, no rescaling would be needed for MP2 or coupled-cluster theory because the spin-projection would be exact, and such methods could additionally describe strongly diradicaloid systems.
Especially for symmetrical systems, one may inquire about the nature of the CT term. The spin-coupling term includes some amount of ionic-like contribution due to the non-orthogonality of the orbitals. In the limiting cases, when the singly-occupied spaces do not overlap at all, the spin-coupled state is purely covalent, and when they overlap fully, for symmetrical systems, the HF result is obtained. The CT term then measures the fraction of ionic contribution that was unavailable to the fragments with the FERF and ALMO Hilbert space constraints.
Computational Details
A development version of Q-Chem 4.4 was used for all calculations (34). All calculations were performed using the ωB97M-V density functional(35) (a range-separated hybrid (RSH) meta generalized gradient approximation (GGA)) and the aug-cc-pVTZ basis(36) unless otherwise specified. Numerical tests suggest that ωB97M-V is amongst the most accurate available for chemical bond energies (35) . For decomposition of the frozen term(23), the dispersion-free functional employed with ωB97M-V was Hartree-Fock (HF). Decomposition of the frozen term was carried out using unrestricted fragments forming an unrestricted supersystem. While the preparation energy, Eq. (2), has two components, we report only their sum here (see supplementary material for the breakdown). Likewise, since the contraction energy has been discussed elsewhere(31), here we report only the total polarization energy, as defined in Eq. (8) . Finally, when HF is used, identical EDA results (apart from the reclassification of the hybridization energy) are obtained as with the previously described multi-determinant (CAS(2,2) or 1PP) method, which is hereafter referred to as HF-EDA(26).
Results and Discussion
Representative Bonds. We first verify the behavior of the terms of the EDA by investigating some representative bonds with the ωB97M-V functional: the C−C bond in ethane (a nonpolar covalent bond), the H−Cl bond in HCl (a polar covalent bond), the F−Si bond in SiF 4 (a polar bond with ionic character), the F−F bond in F 2 (a non-polar, charge-shift bond), and the Li−F bond in LiF (an ionic bond) (see Figure  1 and Table 1 ). The EDA gives a "fingerprint" for different classes of bonds: covalent and charge-shift bonds have relatively high spin-coupling energies, polar bonds have relatively high polarization energies, charge-shift and ionic bonds have relatively high charge-transfer energies. The EDA thus recovers classical bonding concepts from quantum mechanical methods. (5) 
First-Row Element-H Bonds.
This method allows us to investigate trends across periods and down groups of the periodic table. To illustrate, first-row element-H bonds were investigated (see Figure 2 and Table 2 ). Moving right across the first row, the elements become more electronegative and the E−H bonds switch from being non-polar covalent bonds to polar covalent bonds with increasing charge-transfer. This change is most obvious when the FRZ and SC terms are summed into a total frozen orbital term (Figure 2(b) ). For the non-polar covalent bonds, total frozen orbital interactions (FRZ+SC) account for most of the bond energy. By contrast, in the moderately polar covalent bond in ammonia, POL becomes significant, and with increasing ionic character in water and HF, CT is a large source of binding. A variety of density functionals were investigated to determine how the HF-EDA terms are altered by the inclusion of dynamic correlation as well as to check that this method is not too sensitive to choice of functional. Full data tables comparing HF, BLYP-D3 (a dispersion-corrected GGA), PBE0-D3 (a dispersion-corrected hybrid GGA (37)), ωB97X-D (a dispersioncorrected RSH GGA(38)), B97M-V (a meta-GGA(39) with VV10 non-local correlation), and ωB97M-V (a RSH meta-GGA(35) with VV10) for all of the bonds described above are available in the Supporting Information. Generally speaking, addition of dynamic correlation decreases the frozen energy (owing to the inclusion of dispersion), and increases chargetransfer and polarization stabilization relative to Hartree-Fock. Figure 3 demonstrates these trends for the C−C bond in ethane and the F−F bond in fluorine. Some differences between functionals are inevitable, as none are exact. Overall the small discrepancies evident in Figure 3 and in the Supporting Information appear acceptable.
Bonding in Halogens.
Dynamic correlation effects in bonds are most pronounced when the local electron density is high, such as in molecules with many lone-pairs near each other (40) . Hence, dynamic correlation is necessary for studying bonds such as those in halogens (see Figure 4) . Comparing the HF-EDA and ωB97M-V-EDA of the homoatomic halogens F 2 , Cl 2 , and Br 2 , we see that dynamic correlation is indeed very important to obtain correct bond energies. Moreover, in these molecules, inclusion of dynamic correlation mostly increases the CT term, and so it is dynamic correlation associated with greater electron delocalization that contributes most strongly to the stability of bonds between halogen atoms, as might be expected from a charge-shift bond. Dispersion plays only a modest role (≈9 kcal/mol) in these molecules. This chargeshift bonding, in which ionic structure contribute significantly to the ground state, is manifest in the chemistry of halogens, for example, in the stabilization of charge-separated species
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• C), which has been attributed to many stabilizing dispersive interactions between the interfacial C−H bonds (45) . Comparison of the EDA for this bond vs ethane (at the ωB97M-V/6-31+G** level) allows quantification of the forces that stabilize it, as shown in Table 4 .
As seen in Table 4 , while the POL and CT terms are fairly similar for ethane and bis(diamantane), the SC term is 82 kcal/mol less for bis(diamantane) following expectations based on bond length. However, the bis(diamantane) bond is not too much weaker than ethane because it also has a less destabilizing FRZ energy. Applying the ALMO frozen decomposition, it was found that dispersion accounts for this large increase in bond strength (60.4 kcal/mol vs. 8.3 kcal/mol of stabilization for bis(diamantane) and ethane, respectively). Enhanced dispersion is the key factor in accounting for the unusual stability of bis(diamantane), even as the bond-elongation is a result of partially relieving the close contacts. Metal-Metal Bonds. We next consider some single bonds which are less well studied: main-group and transition metal metalmetal bonds. We investigated a slightly truncated version of the Mg−Mg dimer of Jones and Stasch(46) , the Zn−Zn bond in dizincocene from Carmona (47) , and the classic Mn−Mn bond (48, 49) in the dimanganese decacarbonyl complex (see Figure 5 ). The relatively new Mg−Mg and Zn−Zn bonds are interesting for their novelty, and have proven to be important chemical synthons (50, 51) . However, the nature of these symmetrically-bonded complexes is difficult to guess on first inspection because of our unfamiliarity with the chemistry of Mg and Zn in the formal +1 oxidation state. Will these be conventional covalent bonds, or will they have charge-shift character? These systems are therefore good candidates for use of the EDA, because we can compare their EDA results against the well-understood systems presented earlier. The EDA results are given in Table 5 . The Mg−Mg bond turn out to be a classic non-polar covalent bond analogous to H 2 : the bond strength is mainly due to spin coupling (i.e. electron pairing) between the unpaired electrons on Mg(I) centers. There is almost no charge transfer: consistent with the high reduction potential of Mg(0), Mg(0)-Mg(II)/Mg(II)-Mg(0) contributions are not important in this bond. This is consistent with NBO calculations carried out in the initial disclosure of this molecule, which found the bond to be a covalent single-bond dominated by s-orbital contributions. (46) On the other hand, the less reducing Zn in the Zn−Zn bond, which is principally covalent does exhibit some ionic Zn(0)-Zn(II)/Zn(II)-Zn(0) resonance contributions, much like in ethane. These ionic contributions account for most of why the Zn−Zn bond is stronger than the Mg−Mg bond. Our method provides an accurate dissection of the metal-metal bond in multimetallocenes, which was not possible before (58, 59) . It also gives new insight into the origins of the relative bond strengths in metal-metal bonds: although both Mg−Mg and Zn−Zn bonds have strong covalent stabilization, the more easily oxidized Zn is further stabilized by ionic resonances, making it a much stronger bond. This was hinted at in a recent QTAIM study which showed that main-group-maingroup bonds in M 2 Cp 2 had more "covalent characteristics", while transition-metal-transition-metal bonds had "closed shell ionic characteristics". (60) By contrast, the bond in dimanganese decacarbonyl is a chargeshift bond much like in F 2 with CT playing a major role in stabilizing the bond. Previous studies using QTAIM have also implicated "closed-shell interactions" and indicated that the bond is intermediate to a covalent and ionic bond (61) while other studies favor a more covalent picture (62) . This hybrid covalent-CT stabilization is quantified here and appears analogous to the charge-shift bonding picture.(11) † . The degree of spin-contamination changes during the stepwise variational optimization of the wavefunction (e.g. the final state is typically a spin-pure and closedshell), and hence the effect of the contamination is inconsistently distributed amongst the energy terms for a molecule. The spin-coupling energy of the method presented here is distributed between the Elec, Pauli, and Orb terms in a systemspecific manner in these broken-symmetry based methods.
Another advantage of our EDA is that it can resolve different classes of chemical bonds. For comparison, the ZR-EDA/ETS-NOCV energy terms for H−H, H 3 C−CH 3 , F−F, and Li−F are given in Table 6 . Note that no chemical fingerprint is evident from these data which significantly decreases the utility of broken-symmetry methods for understanding bonded interactions. It is unclear how much of the unphysical negative value of the H 2 Pauli repulsion is due to spin contamination versus self-interaction error of the functional. The ionic picture of LiF can be recovered with the Ziegler-Rauk method by first ionizing the fragments and noting a relatively small Orb term. However, this requires knowing how the fragments should be prepared, whereas in our method, the result falls out naturally. 
Conclusions
1. An energy decomposition analysis (EDA) method for single bonds has been developed in a single-determinant formalism. This EDA allows use of DFT with approximate spin-projection, thereby allowing for the efficient inclusion of dynamic correlation effects, such as dispersion.
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4. Analysis of single metal-metal bonds with this method has permitted characterization of Mg(I)-Mg(I), Zn(I)-Zn(I), and Mn(0)-Mn(0) bonds that have been synthesized, and suggests physical reasons for the range of bond strengths seen in main group metal and transition metal bonds.
5. The main limitation of this EDA is its restriction to single chemical bonds. Only technical challenges inhibit the extension of this single bond EDA approach to correlated ab initio methods -we are currently working on addressing those issues.
