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1 Introduction
In numerous statistical and probabilistic models various quantities of interest are defined in terms of product of
random variables (or risks). For instance, given X1, X2 two positive risks, the product Z = X1X2 can be used to
model a random deflation/inflation effect, if say X1 is the deflator/inflator and X2 is some base risk related to some
financial loss. Since often the distribution functions of the risks are not known, the main interest is on the asymptotic
analysis of the tail of Z. When X1 is a bounded random variable, then Z can be seen as a random contraction
of X2, see e.g., Berman (1992), Cline and Samorodnitsky (1994), Pakes and Navarro (2007), Hashorva and Pakes
(2010), Hashorva et al. (2010,2012), Hashorva (2011,2012), Yang and Wang (2012). Interesting models where X1 is
unbounded have been studied in Cline and Samorodnitsky (1994), Maulik and Resnick (2004), Nadarajah (2005),
Nadarajah and Kotz (2005), Zwart et al. (2005), Jessen and Mikosch (2006), Tang (2006a,b,2008), Liu and Tang
(2010), Arendarczyk and De¸bicki (2011,2012), Balakrishnan and Hashorva (2011), Chen (2011), Constantinescu et
al. (2011), Jiang and Tang (2011), Yang et al. (2011), Schlueter and Fischer (2012) among several others.
With motivation from Arendarczyk and De¸bicki (2011), in this paper we are concerned with the investigation of the
tail asymptotics of the product Z = X1X2 of risks with Weibull tail behaviour i.e., for X1 and X2 such that
P {Xi > x} ∼ gi(x) exp(−Lixpi), (1.1)
with gi(·) some regularly varying function at infinity and Li, pi, i = 1, 2 positive constants. In our notation a(x) ∼
b(x), for two functions a(·) and b(·), means that limx→∞ a(x)/b(x) = 1.
A large class of such risks satisfy (1.1) with gi(·) a polynomial function i.e.,
P {Xi > x} ∼ Cixαi exp(−Lixpi), (1.2)
with Ci, pi, Li, i = 1, 2 positive constants, α1, α2 ∈ IR. A remarkable result of Arendarczyk and De¸bicki (2011),
which is crucial for the analysis of the extremes of Gaussian processes over random intervals, shows that when (1.2)
2holds, then
P {Z > x} ∼
(2pip2L2
p1 + p2
) 1
2
C1C2A
p2
2 +α2−α1x
2p2α1+2p1α2+p1p2
2(p1+p2) exp
(
−Bx
p1p2
p1+p2
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, (1.3)
with
A = [(p1L1)/(p2L2)]
1/(p1+p2) and B = L1A
−p1 + L2Ap2 . (1.4)
Clearly, also Z is Weibull-type risk, and thus (1.3) shows the closure property for the product of such risks.
The main goal of this paper is to investigate the tail asymptotics of Z for Weibull-type risks allowing further
for the risks to be dependent. In various theoretical problems and applications independence assumption is not
tenable. Particular examples of the dependence structure assumed in this paper are risks with bivariate Fairly-
Gumbel-Morgenstern (FGM) distribution. We also show by considering the special case that X1 and X2 are jointly
Gaussian, that the dependence structure is crucial for the tail asymptotic of Z.
Our findings are of interest in various probabilistic models, for instance our Corollary 2.2 subsumes Theorem 1 in
Bose et al. (2012) which is crucial for dealing with the spectral radius of random k-circulants; in particular that
result implies the closure property of independent Weibull-type risks with respect to product. Our first application
deals with the supremum of Brownian motion over random time interval. In the second application we extend the
findings of Schlueter and Fischer (2012) which concern the calculation of the weak tail dependence coefficient of
elliptical generalized hyperbolic distribution.
Outline of the rest of the paper: Section 2 presents the main findings of this contribution. In Section 3 we give two
applications, followed by Section 4 where all the proofs are displayed.
2 Main Results
In this section both risks X1 ∼ F1 and X2 ∼ F2 are positive and satisfy (1.1) with pi, Li positive constants,
and gi regularly varying at infinity with index αi, i = 1, 2. Their dependence structure is modeled by a tractable
conditions, namely we shall assume that for some positive measurable function c(·, ·) and some constants K1 > 0,
K2 > 0, β1, β2 ∈IR
P {X1 > x/y|X2 = y} = P {X1 > x/y} c(x, y) and K1xβ1 ≤ c(x, y) ≤ K2xβ2 (2.1)
are satisfied for all x large and any y > 0 and further
lim
x→∞ supy∈[a1wx,a2wx]
∣∣∣c(x, y)−Dxq1yq2−q1∣∣∣ = 0 (2.2)
holds for some constants D > 0, 0 < a1 < a2, q1, q2 ∈IR and wx = x
p1
p1+p2 .
Theorem 2.1. Let X1 and X2 be two dependent risks as above such that both g1, g2 are ultimately monotone. If
condition (2.1) and (2.2) hold, then
P {Z > x} ∼ D
(2pip2L2
p1 + p2
) 1
2
A
p2
2 +q2−q1x
2p2q1+2p1q2+p1p2
2(p1+p2) g1(z
−1
x x)g2(zx) exp
(
−Bx
p1p2
p1+p2
)
,
with zx = Ax
p1/(p1+p2) and A and B given by (1.4).
3Corollary 2.2. Under the conditions of Theorem 2.1, and X1, X2 are independence, then
P {Z > x} ∼
(
2pip2L2
p1 + p2
) 1
2
A
p2
2 x
p1p2
2(p1+p2) g1(z
−1
x x)g2(zx) exp
(
−Bx
p1p2
p1+p2
)
. (2.3)
If additionally X1 possess a positive pdf h1 which is bounded and ultimately decreasing, then the pdf h of Z satisfies
h(x) ∼ L1p1A−p1x
p1p2
p1+p2
−1P {Z > x} , (2.4)
provided that h1(x) = (1 + o(1))L1p1x
p1−1P {X1 > x}.
Bose et al. (2012) derived in their Theorem 1 the tail asymptotics of the product of n independent unit exponential
random variables. The above corollary extends Theorem 1 of the aforementioned paper to the product of independent
Weibull-type risks with common parameters L and p and g being ultimately monotone. In fact, if Xi ∼ F, i =
1, · · · ,m are independent positive random variables such that (1.2) holds with C, p, L positive constants, α ∈ IR,
then Theorem 1 of the aforementioned paper can be generalised to the following statement
P
{
m∏
i=1
Xi > x
}
∼ m− 12 (2piL)m−12 Cmx 2mα+(m−1)p2m exp
(
−mLx pm
)
, (2.5)
which is a direct implication of the result of (1.3) derived in Arendarczyk and De¸bicki (2011).
Remarks: a) Liu and Tang (2010) considers more general Weibull-type risks and establishes under weaker conditions
than ours the subexponentiality of Z.
b) If K1 = 0 in condition (2.1), the lower bound of P {Z > x} can be substituted by
P {X1 > x,X2 > y} ≥ Kxγ1yγ2P {X1 > x}P {X2 > y} (2.6)
for all x, y large and some constants K > 0, γ1, γ2 ∈IR.
c) As can be seen from the proof of Theorem 2.1 (check in particular (4.1)), the assumption that gi, i = 1, 2 is
regularly varying can be slightly weakened to
lim
ε→0
lim
u→∞
gi((1 + ε)u)
gi(u)
= 1, and ciu
ri ≤ gi(u) ≤ c∗i ur
∗
i , (2.7)
where the inequalities holds for all large u with constants ci > 0, ri, r
∗
i ∈IR, i = 1, 2.
d) The constants appearing in the conditions (2.1) and (2.2) do not explicitly show in the tail asymptotics of Z.
Our dependence model implied by the aforementioned conditions is quite restrictive. As shown below in Example
3, complete different results are obtained if we drop some restrictions on the joint dependence of X1 and X2.
We present next three examples.
Example 1. Let Xi, i = 1, 2, · · ·,m be Gamma distributed with scale λ and shape α i.e.,
P {Xi > x} ∼ x
α−1
λα−1Γ(α)
exp(−x/λ)
as x→∞. In view of (2.5), we have
P
{
m∏
i=1
Xi > x
}
∼
(
2m−1pim−1
mλm−1
) 1
2 1
λmα−m(Γ(α))m
x
2mα−m−1
2m exp
(
−m
λ
x
1
m
)
.
Furthermore, by (2.4), we get for the pdf h of
∏m
i=1Xi
h(x) ∼ x
1
m−1
λ
P
{
m∏
i=1
Xi > x
}
.
4Example 2. Let Xi ∼ Fi, i = 1, 2 be two positive random variables such that (1.1) holds and g1, g2 are ultimately
monotone and regularly varying at infinity. We suppose that the joint distribution of X1 and X2 is FGM i.e., for
τ ∈ [−1, 1],
P {X1 ≤ z1, X2 ≤ z2} = F1(z1)F2(z2)(1− τ(1− F1(z1))(1− F2(z2))).
Consequently,
P {X1 > x/y|X2 = y} = F 1(x/y)(1 + τF1(x/y)(1− 2F2(y)))
where
1− |τ | ≤ 1 + τF1(x/y)(1− 2F2(y)) < 1 + |τ |,
and
P {X1 > z1, X2 > z2} = F 1(z1)F 2(z2)(1− τF1(z1)F2(z2)) ≥ (1− |τ |)F 1(z1)F 2(z2).
Hence both assumptions (2.1) and (2.6) are satisfied for FGM dependence. Further,
lim
x→∞ supy∈[awx,a−1wx]
∣∣∣(1 + τF1(x/y)(1− 2F2(y)))− (1− τ)∣∣∣ = 0,
hence the condition (2.2) holds with D = 1− τ . A direct application of Theorem 2.1 yields
P {Z > x} ∼ (1− τ)A p22
(2pip2L2
p1 + p2
) 1
2
x
p1p2
2(p1+p2) g1(z
−1
x x)g2(zx) exp
(
−Bx
p1p2
p1+p2
)
. (2.8)
Example 3. Let Xi, i = 1, 2 be two standard Gaussian random variables with correlation coefficient ρ ∈ (−1, 1).
For this example the dependence function is different from that of FGM treated above. In particular condition (2.1)
is not satisfied since the conditional distributions are Gaussian. After some straightforward calculations we obtain
P {Z > x} ∼ 1 + ρ√
2pix
exp
(
− x
1 + ρ
)
. (2.9)
Note that when ρ = 0, then (2.9) follows directly by (1.3). The asymptotics in (2.9) shows that instead of B
appearing in (2.8), the term 1/(1 + ρ) which depends on the correlation coefficient ρ appears. Our dependence
structure does not imply restrictions for B, hence the Gaussian case is clearly not covered by the dependence model
assumed in Theorem 2.1.
3 Applications
Our first application deals with the supremum of Brownian motion on some random interval [0, T ]. It can be easily
seen that our result can be extended for several Gaussian processes using the key findings of Arendarczyk and
De¸bicki (2011).
Assume that T is almost surely positive with asymptotic tail behaviour given by (1.1) with some function g(·) and
positive constants L, p. If B(t), t ≥ 0 is a standard Brownian motion (mean 0, variance function t, and continuous
sample paths), then for any x > 0, by the self-similarity property of Brownian motion we have
P
{
sup
t∈[0,T ]
B(t) > x
}
= P
{
T 1/2 sup
t∈[0,1]
B(t) > x
}
≥ P
{
B(T ) > x
}
.
5Since supt∈[0,1]B(t) has the same distribution as |B(1)|, if further g(·) is ultimately monotone, applying Corollary
2.2 we obtain
P
{
sup
t∈[0,T ]
B(t) > x
}
∼
(
2
1 + p
) 1
2
g
(
Ax
2
1+p
)
exp
(
−
(
1
2A
+ LAp
)
x
2p
1+p
)
, (3.1)
where A = (2Lp)−1/(1+p). For the special simple case g(x) = Cxα with C some positive constant the above claim is
stated in Theorem 4.1 of Arendarczyk and De¸bicki (2011).
Our second application is motivated by the recent paper Schlueter and Fischer (2012) which derives a formula for
the weak tail dependence coefficient of elliptical generalized hyperbolic distribution (EGHD).
We shall consider below a bivariate elliptical random vector (X1, X2) with stochastic representation
(X1, X2)
d
= R(U1, ρU1 +
√
1− ρ2U2), ρ ∈ (−1, 1), (3.2)
where the positive random radius R is independent of (U1, U2) which is uniformly distributed on the unit circle of
IR2. The basic properties of elliptical random vectors are well-known, see e.g., Cambanis et al. (1981). Assume that
the random radius R has distribution function G in the Gumbel max-domain of attraction (see e.g., Resnick (1987))
i.e.,
lim
x→∞
1−G(x+ s/w(x))
1−G(x) = exp (−s) , ∀s ∈IR
holds with some positive scaling function w, Hashorva (2007) obtained the exact asymptotic of tail probability of
the bivariate elliptical vector
P {X1 > x,X2 > x} ∼
√
cρ
2pi
(1− ρ2) 32
(1− ρ)2
1
xw(
√
cρx)
P
{
R >
√
cρx
}
, (3.3)
where cρ = 2/(1 + ρ).
For statistical modelling, calculation of the weak tail dependence coefficient is of particular interest. Hashorva (2010)
derived the weak tail dependence coefficient of the elliptical distribution as
χ = 2
(
1 + ρ
2
)θ/2
− 1,
if
lim
x→∞
w(cx)
w(x)
= cθ−1, ∀c > 0,
holds for some θ ∈ [0,∞). We extend the above results to bivariate scaled elliptical random vectors under the condi-
tion that the joint distribution of the random radius R and the scaling random variable S is the FGM distribution.
Theorem 3.1. Let (X1, X2) be a bivariate elliptical random vector with representation (3.2) and define Y1 =
SX1, Y2 = SX2 with S some positive scaling random variable. Assume that both R and S satisfy (1.1) with g1, g2
ultimately monotone, and have FGM distribution. If SR is independent of (U1, U2), then we have
P {Y1 > x, Y2 > x} ∼ (1− τ) (1− ρ
2)
3
2
(1− ρ)2
( p2L2
2pi(p1 + p2)
) 1
2
c
1− p1p2
4(p1+p2)
ρ (p1L1)
−1A
p2
2 +p1x
− p1p2
2(p1+p2)
×g1
(
c
p2
2(p1+p2)
ρ z
−1
x x
)
g2
(
c
p1
2(p1+p2)
ρ zx
)
exp
(
−Bc
p1p2
2(p1+p2)
ρ x
p1p2
p1+p2
)
,
6and the weak tail dependence coefficient of the random pair (Y1, Y2) is given by
χ = 2 ·
(
1 + ρ
2
) p1p2
2(p1+p2) − 1.
Example 4. A canonical example of a bivariate scaled elliptical distribution is the EGHD, which is now widely
used in finance (see e.g., Eberlein and Keller (1995) and McNeil et al. (2005)).
Let (Y1, Y2) be elliptical generalized hyperbolic random vector with stochastic representation
(Y1, Y2)
d
= (SX1, SX2),
where (X1, X2) is a bivariate Gaussian random vector with correlation coefficient ρ and N(0, 1) components being
independent of S2 which has the generalized inverse Gaussian distribution i.e.,
P {S > x} ∼
(
α2
δ2
)λ
2
2 ·Kλ(
√
δ2α2)
2
α2
x2λ−2 exp(−α2x2/2)
= c(λ, δ2, α2)
2
α2
x2λ−2 exp(−α2x2/2),
where Kλ denotes the modified Bessel function of the third kind (see Abramowitz and Stegun (1965), p. 355-494),
α > 0, δ > 0 and λ ∈IR.
Schlueter and Fischer (2012) derived the weak tail dependence coefficient of EGHD by complex calculations. Now
using Theorem 3.1, we immediately obtain the tail asymptotic behaviour and weak tail dependence coefficient for
EGHD risks. Indeed, if (Y1, Y2) is an EGHD bivariate random vector defined as above, then Theorem 3.1 yields
P {Y1 > x, Y2 > x} ∼ c(λ, δ
2, α2)√
2pi
(1 + ρ)3/2
(1− ρ)1/2α
−λ− 32 c
2λ+1
4
ρ x
2λ−3
2 exp
(−α√cρx) (3.4)
and the weak tail dependence coefficient is
χ = 2
(
1 + ρ
2
) 1
2
− 1.
Note that (3.4) is claimed (but the formula there is not correct) in Theorem 3 of the aforementioned paper.
4 Proofs
Proof of Theorem 2.1 First by (2.1) we have (recall wx = x
p1
p1+p2 )
P {Z > x} = H(x) =
∫ ∞
0
c(x, y)F 1
(
x
y
)
dF2(y)
≥
∫ ∞
wx
c(x, y)F 1
(
x
y
)
dF2(y)
≥ K1
∫ ∞
wx
xβ1F 1
(
x
y
)
dF2(y)
≥ K1xβ1F 1
(
xw−1x
)
F 2(wx).
By the assumptions for some small a1 > 0 we obtain∫ a1wx
0
F 1
(
x
y
)
c(x, y) dF2(y) ≤ K2xβ2
∫ a1wx
0
F 1
(
x
y
)
dF2(y)
7≤ K2xβ2F 1
(
a−11 xw
−1
x
)
= o(H(x)).
Similarly, for some large a2 > 0 we obtain∫ ∞
a2wx
F 1
(
x
y
)
c(x, y) dF2(y) ≤ K2xβ2F 2 (a2wx) = o(H(x)).
Next, by Lemma A.5 in Tang and Tsitsiashvili (2004) we can assume that without loss of generality that F2
is absolutely continuous and therefore we take simply F2(x) = 1 − g2(x) exp(−L2xp2), x > 0. Further, in view of
Theorem 1.3.3 of Bingham et al. (1987) we can assume that g2 is a normalised slowly varying function with derivative
g′2. Consequently, for all large x
P {Z > x} ∼
∫ a2wx
a1wx
F 1(x/y)c(x, y) dF2(y)
∼ −Dxq1
∫ a2wx
a1wx
yq2−q1F 1(x/y) d
(
g2(y) exp(−L2yp2)
)
= Dxq1L2p2
∫ a2wx
a1wx
yq2−q1+p2−1F 1(x/y)g2(y) exp(−L2yp2)
[
1− g
′
2(y)
g2(y)L2p2
y1−p2
]
dy
∼ DL2p2xq1
∫ a2wx
a1wx
yq2−q1+p2−1g1(x/y)g2(y) exp(−L1(x/y)p1 − L2yp2) dy.
We write further
I1(x)+I2(x)+I3(x) =
(∫ (1+ε)− 1p2 zx
a1wx
+
∫ (1+ε) 1p2 zx
(1+ε)
− 1
p2 zx
+
∫ a2wx
(1+ε)
1
p2 zx
)
yq2−q1+p2−1g1(x/y)g2(y) exp(−L1(x/y)p1−L2yp2) dy,
where ε > 0, zx = Awx and A is given by (1.4). Note that the function ψ(y) = L1 (x/y)
p1 + L2y
p2 decreases when
0 < y ≤ zx and increases when y ≥ zx. As in Liu and Tang (2010), we obtain
I1(x) ≤ exp
(
−
(
(1 + ε)
p1
p2 L1A
−p1 + (1 + ε)−1L2Ap2
)
x
p1p2
p1+p2
)∫ (1+ε)− 1p2 zx
a1wx
g1
(
x
y
)
g2(y)y
q2−q1+p2−1 dy
and
I3(x) ≤ exp
(
−
(
(1 + ε)−
p1
p2 L1A
−p1 + (1 + ε)L2Ap2
)
x
p1p2
p1+p2
)∫ a2wx
(1+ε)
1
p2 zx
g1
(
x
y
)
g2(y)y
q2−q1+p2−1 dy.
Next, we have
I2(x)
≥
∫ zx
(1+ε/2)
− 1
p2 zx
+
∫ (1+ε/2) 1p2 zx
zx
 yq2−q1+p2−1g1(x
y
)
g2(y) exp
(
−
(
L1
(
x
y
)p1
+L2y
p2
))
dy
≥ exp
(
−
(
(1 + ε/2)
p1
p2 L1A
−p1 + (1 + ε/2)−1 L2Ap2
)
x
p1p2
p1+p2
)∫ zx
(1+ε/2)
− 1
p2 zx
yq2−q1+p2−1g1
(
x
y
)
g2(y) dy
+ exp
(
−
(
(1 + ε/2)
− p1p2 L1A−p1 + (1 + ε/2)L2Ap2
)
x
p1p2
p1+p2
)∫ (1+ε/2) 1p2 zx
zx
yq2−q1+p2−1g1
(
x
y
)
g2(y) dy.
Consequently, as in Liu and Tang (2010), using Taylor’s expansion we obtain I1(x) = o(I2(x)) and I3(x) = o(I2(x)),
implying thus for all ε > 0
H(x) ∼ DL2p2xq1I2(x) = DL2p2xq1
∫ (1+ε) 1p2 zx
(1+ε)
− 1
p2 zx
g1
(
x
y
)
g2(y)y
q2−q1+p2−1 exp
(
−L1
(
x
y
)p1
−L2yp2
)
dy.
8Since g1(·), g2(·) are ultimately monotone, assume without loss of generality that they are both ultimately increasing.
Hence for y ∈
[
(1 + ε)−
1
p2 zx, (1 + ε)
1
p2 zx
]
we have
g1
(
(1 + ε)−
1
p2 z−1x x
)
g2
(
(1 + ε)−
1
p2 zx
)
≤ g1
(
x
y
)
g2(y) ≤ g1
(
(1 + ε)
1
p2 z−1x x
)
g2
(
(1 + ε)
1
p2 zx
)
. (4.1)
By letting ε→ 0 and using the Laplace approximation we obtain
H(x) ∼ DL2p2xq1I2(x) ∼ D
√
2pip2L2
p1 + p2
A
p2
2 +q2−q1x
2p1q2+2p2q1+p1p2
2(p1+p2) g1(z
−1
x x)g2(zx) exp
(−(L1A−p1 + L2Ap2)wp2x ) ,
and thus the proof is complete. 2
Proof of Corollary 2.2 The tail asymptotic of the distribution of Z follows easily, therefore we show next the
tail asymptotic of the pdf h of Z. For all x large and  ∈ (0, 1), since h1 is ultimately decreasing
h(x) =
∫ ∞
0
h1
(
x
y
)
1
y
dF2(y)
≥
∫ 2wx
wx
h1
(
x
y
)
1
y
dF2(y)
≥ 2−1w−1x h1(xw−1x )[F 2(wx)− F 2(2wx)]
≥ (1− )2−1L1p1xp1−
p21
p1+p2
−1g1(xw−1x )g2(wx) exp (−(L1 + L2)wp2x )
×
(
1− g2(2wx)
g2(wx)
exp (−L2(2p2 − 1)wp2x )
)
.
Let X∗ be a positive random variable with distribution function F ∗ which satisfies
F
∗
(x) ∼ xp1g1(x) exp(−L1xp1).
For some a1 > 0 small enough we have∫ a1wx
0
h1
(
x
y
)
1
y
dF2(y) ≤ (1 + )L1p1x−1
∫ a1wx
0
F
∗
(
x
y
)
dF2(y)
≤ (1 + )L1p1x−1F ∗
(
a−11 w
−1
x x
)
= o(h(x)).
Similarly, for some large a2 > 0, since h1 is bounded, there exists a positive constant M such that∫ ∞
a2wx
h1
(
x
y
)
1
y
dF2(y) ≤Ma−12 w−1x g2(a2wx) exp (−L2ap22 wp2x ) = o(h(x)).
Consequently, with the same arguments as in the proof of Theorem 2.1 we obtain
h(x) ∼
∫ a2wx
a1wx
h1
(
x
y
)
1
y
dF2(y)
∼ L1L2p1p2xp1−1
∫ a2wx
a1wx
yp2−p1−1g1
(
x
y
)
g2(y) exp
(
−L1
(
x
y
)p1
− L2yp2
)
dy,
hence the proof follows easily. 2
Proof of Theorem 3.1 In view of (3.3)
P {SX1 > x, SX2 > x} ∼ 1
2pi
(1− ρ2) 32
(1− ρ)2
p1 + p2
p1p2
(L1A
−p1 + L2Ap2)−1
×
(
2
1 + ρ
)− p1p2
2(p1+p2)
+1
x−
p1p2
p1+p2 P
{
SR >
√
2
1 + ρ
x
}
9and thus by (2.8) the first claim follows. Since Z is in the Gumbel max-domain of attraction with scaling function
w(·) given by
w(x) = (L1A
−p1 + L2Ap2)
p1p2
p1 + p2
x
p1p2
p1+p2
−1,
then by Theorem 2.1 of Hashorva (2010) for any c > 0 we have
lim
x→∞
w(cx)
w(x)
= c
p1p2
p1+p2
−1,
hence the weak tail dependence coefficient is
χ = 2 ·
(
1 + ρ
2
) p1p2
2(p1+p2) − 1
establishing thus the proof. 2
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