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Abstract
Multiple Quickselect is an algorithm that uses the idea of Quicksort to search for several
order statistics simultaneously. In order to improve the e1ciency of Quicksort, one can use the
median of 2t + 1 randomly chosen elements as pivot element in the partitioning stage. Such a
median of 2t + 1 partition can also be applied to Multiple Quickselect to reduce the number of
comparisons. Here we give an analysis of such Multiple Quickselect variants that use median
of 2t + 1 partition and describe for these algorithms the asymptotic behaviour of the expected
number of required comparisons to 6nd p-order statistics in a data set of size n for n→∞ and
6xed p.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
In statistical inference, it is often required to construct statistics based on a few
order statistics from a given data set X1; : : : ; Xn. For numerous such applications a
versatile algorithm is required, which is capable of 6nding di<erent collections of order
statistics X( j1); X( j2); : : : ; X( jp) with 16j1¡j2¡ · · ·¡jp6n, where X(k) denotes the kth
order statistic in the data set. In statistical applications, p is here typically ranging
between two and 6ve, as e.g., in the following 6ve-statistic summary, that gives the
smallest, the 6rst quartile, the median, the third quartile and the largest in the data
set, and which is commonly used in business applications as a pro6le of the data. To
6nd any predesignated set of order statistics simultaneously, one can use an extension
of Hoare’s Find algorithm [5] (also known as Quickselect). Quickselect 6nds arbitrary
one-order statistics in a data set by using the idea of the widespread sorting algorithm
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Quicksort [6,7]. The adaption of Quickselect to 6nd several order statistics is called
Multiple Quickselect.
The principle of Quicksort is very well known. To sort n items X1; : : : ; Xn residing
in the array A[1 : : : n], Quicksort chooses a pivot element (often A[1]) and moves it
to the correct position by comparing the pivot with all the remaining n − 1 items. In
this partitioning stage, the original array is partitioned into two subarrays, A¡ and A¿,
formed by elements that are, respectively, smaller and larger than the pivot element,
and after that, the algorithm is recursively applied to A¡ and A¿. In Quickselect, the
one-sided version of Quicksort, only X( j), the jth ranked element in the 6le, should be
selected, and it su1ces to e<ect one recursive descent in one of the two sub6les A¡
or A¿, created after the partitioning step.
Now we can describe the algorithm Multiple Quickselect to select a speci6ed
p-order statistic X( j1); X( j2); : : : ; X( jp) with 16j1¡j2¡ · · ·¡jp6n (for convenience, we
set j0 := 0 and jp+1 := n+ 1). Multiple Quickselect goes through the partitioning stage
like in Quicksort and Quickselect and compares afterwards the pivot’s 6nal position
to the indices j1; : : : ; jp. If the pivot’s 6nal position coincides with one of the in-
dices, let us say ji, Multiple Quickselect returns the pivot as the jith order statistic
and continues to operate recursively on A¡ to 6nd X( j1); : : : ; X( ji−1), and on A¿ to 6nd
X( ji+1); : : : ; X(p). If instead, the pivot’s 6nal position is between ji and ji+1, for 06i6p,
Multiple Quickselect operates recursively on A¡ to 6nd X( j1); : : : ; X( ji), and on A¿ to
6nd X( ji+1); : : : ; X( jp). If the size of the index set is zero for a segment of A, which
means that within the considered segment no order statistic is searched, the algorithm
terminates its recursion.
A method to improve the e1ciency of Quicksort is the so-called median of 2t + 1
partitioning. The only di<erence to common Quicksort is a di<erent selection method
of the pivot element. Whereas in the common Quicksort algorithm the pivot element is
chosen at random (e.g., by selecting the 6rst element A[1] of the array), in median of
2t + 1 Quicksort variants, one chooses 2t + 1 elements of the 6le at random (t 6xed)
and takes the median of them as pivot element for the partitioning procedure. Van
Emden [16] proved 6rst that with median of 2t + 1 partitioning, the expected number
of comparisons between data elements can be reduced from ∼ 2n log n in common
Quicksort to ∼ n log n=(H2t+2 − Ht+1), where Ht denotes the tth harmonic number.
This di<erent selection of the pivot element can, of course, also be applied for the
Multiple Quickselect algorithm and we denote such variants as median of 2t+1 Multiple
Quickselect.
When analysing these algorithms, the standard probability model on the data X1; : : : ;
Xn is to assume the data to be n real numbers sampled from a common continuous
probability distribution, which is equivalent to assume that their ranks form a ran-
dom permutation of {1; : : : ; n}. This implies that after the partitioning step, the relative
ranks of the data in the above-de6ned subarrays A¡ and A¿ form a random permu-
tation of {1; : : : ; |A¡|} resp. {1; : : : ; |A¿|}, where |A| denotes the size of an array A.
Under this random permutation model, the expected number of comparisons (as well
as the expected number of recursive calls) in Multiple Quickselect for a given order
statistic 16j1¡ · · ·¡jp6n is given explicitly in [14]. In [8] the expected number of
comparisons in Multiple Quickselect when 6nding p-order statistics is analysed, where
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it was assumed that all ( np) sets of p-order statistics are equally likely, or in other
words, it was averaged over all possible sets of p order statistics. It turns out that
this grand average (an average of averages) behaves asymptotically for 6xed p and
n→∞ like (2Hp + 1)n, a result that is also given in [14]. In [11] it is shown that
for 6xed p the limiting distribution exists. In [12] the grand average of the number of
comparisons as well as the grand average of the number of recursive calls is obtained
also for Multiple Quickselect with median of 3 partition.
In this paper, we want to analyse the expected number of data comparisons Et; n;p
required in Multiple Quickselect with median of 2t + 1 partition, where we assume
the random permutation model of the n input data and also that all possible sets of
p-order statistics are equally likely. As our main result we give for 6xed p and n→∞
an asymptotic equivalent of Et; n;p. In this analysis we only consider the data compar-
isons in the partitioning stage which come from comparisons of the pivot with the
remaining elements to bring this pivot to its correct position. We do not take into
account the comparisons coming from selecting the median out of the 2t + 1 data.
But it can be shown by analysing the expected number of recursive calls (which is
omitted here) that the number of comparisons coming from the median selection are
asymptotically of order O(log n) for 6xed p and t and give therefore no contribution
to the main term.
With this remarks we can state the main result of this paper, which is proven in the
following sections, as follows:
Theorem 1. The expectations Et; n;p of the number of comparisons, which are done in
Multiple Quickselect with median of 2t+1 partition to 5nd a random order statistic
of p elements out of a data 5le of n elements are asymptotically for 5xed p¿1 and
n→∞ given by
Et;n;p ∼


Hp
H2t+2 − Ht+1 +
1
2
+
H (2)2t+2 − H (2)t+1
2(H2t+2 − Ht+1)2
− 1
p+ 1
t∑
i=1
1
(Ht;i+t − Ht;i−1)
(
t + 2 + p− t;i
p+ 1
)

 n;
where the t; i are the t +1 di7erent roots of the polynomial pt()= t+1 − (t +2)t+1
with t;0 := t + 2 and t+1 := (+ 1) · · · (+ t) for  ∈ C.
The asymptotic equivalents of Et; n;p for 06t63 are given in Table 1. The result for
the case t=0, which is common Multiple Quickselect, was given already in [8,14].
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Table 1
Asymptotics for the expected number of comparisons in Multiple Quickselect with median of
2t + 1 partition for t=0; 1; 2; 3
E0; n;p∼ (2Hp + 1)n
E1; n;p∼ ( 127 Hp + 3749 + 86407(p+1) I7 )n
E2; n;p∼

 6037 Hp + 9191369 +
30
37−
450
2627
√
71 i
(p+1)
(
15
2 −
1
2
√
71 i+p
p+1
) + 3037 + 4502627 √71 i
(p+1)
(
15
2 +
1
2
√
71 i+p
p+1
)

 n
E3; n;p∼

840533 Hp + 178669284089 + 8406929(p+1313 ) + 280
√
159 i
2173(p+1)

 1( 13
2 +
1
2
√
159 i+p
p+1
) − 1(
13
2 −
1
2
√
159 i+p
p+1
)



 n
t=20
t=10
t=2
t=1
t=0
t,pc
p
1
2
3
4
5
6
7
0 1 2 3 4 5 6 7 8 9 10
Fig. 1. The factors ct;p (with Et; n;p∼ ct;pn) for 16p610 and t=0; 1; 2; 10; 20.
The case t=1, Multiple Quickselect with median of 3 partition, was treated earlier
in [12].
Numerical values of the factors ct;p (de6ned by Et; n;p∼ ct;pn) for 16p610 and
t=0; 1; 2; 10; 20 are plotted in Fig. 1. This illustrates that the savings of the expected
number of data comparisons in the Multiple Quickselect algorithm, when changing the
pivot selection strategy, are notable for small t, in particular when choosing median of
3 partitioning instead of random pivot selection, whereas the savings for higher t, e.g.,
when changing from t=10 to 20 are little, compared to the additional e<ort to select
the median of a larger amount of elements in the partitioning phase.
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2. A recurrence for the number of comparisons
The recursive structure of the Multiple Quickselect algorithm can be translated easily
into a recurrence for the analysed parameter, which can be transformed afterwards to
an ordinary di<erential equation by using generating functions. This di<erential equa-
tion, which will be obtained in the following, is given at the end of this section as
Proposition 2. For an overview and a discussion of general techniques treating such
problems, we refer to [2,10,15].
We denote by ’t; n;p;m the probability that exactly m comparisons are done, in order
to 6nd a random set of p-order statistics in a data 6le of length n with median of
2t + 1 Multiple Quickselect. By t; n; k we denote the probability that the median is k,
when choosing 2t+1 random elements from a random permutation of {1; : : : ; n}. These
probabilities t; n; k are often called splitting probabilities.
When we distinguish the cases, where the pivot element is one of the elements that
we search or not, respectively, and take the n−1 comparisons in the partitioning stage
into consideration, we get the following recursive relation for ’t; n;p;m:
’t;n;p;m =
n∑
k=1
t;n;k

 p∑
i=0
m−n+1∑
l=0

 k−1
i



 n−k
p−i



 n
p

 ’t;k−1;i;l ’t;n−k;p−i;m−n+1−l
+
p−1∑
i=0
m−n+1∑
l=0

 k−1
i



 n−k
p−1−i



 n
p

 ’t;k−1;i;l ’t;n−k;p−1−i;m−n+1−l


for n¿ 2t + 1;
’t;n;0;m =
{
1; m = 0;
0; m 
= 0; (1)
where the initial values ’t; n;p;m for 16p6n62t depend on the selected search method
for such small 6les. The splitting probabilities t; n; k are given by
t;n;k =

 k−1
t



 n−k
t



 n
2t+1

 :
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To attack this kind of recurrences we use trivariate generating functions t(z; u; v),
which are de6ned by
t(z; u; v) :=
∑
n¿0
∑
p¿0
∑
m¿0
(
n
p
)
’t;n;p;m znupvm:
Multiplying the above recurrence (1) by ( np)(
n
2t+1)z
n−(2t+1)upvm and summing over
all n¿2t + 1, p¿1 and m¿0, the recurrence can be transformed into a di<erence-
di<erential equation for t(z; u; v). This equation is given by
1
(2t + 1)!
@2t+1
@z2t+1
t(z; u; v) =
1 + u
(t!)2
(
@t
@zt
t(zv; u; v)
)2
+
1
(1− z)2t+2 −
v2t
(1− zv)2t+2 ; (2)
where the initial conditions depend upon the searching method for 6les with length
62t.
This equation can be simpli6ed slightly using the substitution t(z; u; v) :=
(@t=@zt)t(z; u; v) and we obtain
1
(2t+1)!
@t+1
@zt+1
t(z; u; v)=
(1+u)v2t
(t!)2
t(zv; u; v)2+
1
(1−z)2t+2−
v2t
(1−zv)2t+2 : (3)
In order to get results for the expectations we can di<erentiate Eq. (3) with respect
to v and evaluate at v := 1. With the substitution t(z; u) := (@=@v)t(z; u; v)|v=1, this
leads to a linear di<erential equation of order t + 1 for t(z; u), which is the starting
point of our further considerations.
Proposition 2. t(z; u), as de5ned above, satis5es the following linear di7erential
equation:
1
(2t + 1)!
@t+1
@zt+1
t(z; u) =
2(1 + u)t+1
t!(1− z(1 + u))t+1 t(z; u)
+
2(t + z(1 + u))(1 + u)2t+1
(1− z(1 + u))2t+3 −
2(z + t)
(1− z)2t+3 : (4)
3. Solving the dierential equation
In this section we will solve Eq. (4), where in particular we have to take into account
and describe the inKuence of the initial conditions.
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3.1. The homogeneous di7erential equation
We consider 6rst the homogeneous di<erential equation corresponding to (4):
1
(2t + 1)!
@t+1
@zt+1
[h]t (z; u) =
2(1 + u)t+1
t!(1− z(1 + u))t+1 
[h]
t (z; u); (5)
which is a di<erential equation of Euler-type. In the sequel we will prove the following
lemma.
Lemma 3. The general solution of the homogeneous di7erential equation (5) is given
by
[h]t (z; u) =
t∑
i=0
t;i(u)
(1− z(1 + u))t;i ;
where t; i with 06i6t, are the t + 1 di7erent solutions of the indicial equation
(+ 1) · · · (+ t) = (2t + 2)!
(t + 1)!
with t;0 := t + 2.
To obtain this result, we can use the method of undetermined coe1cients and set
[h]t (z; u) =
1
(1− z(1 + u)) ;
which leads to the indicial equation
(+ 1) · · · (+ t) = (2t + 2)!
(t + 1)!
: (6)
A study of the solutions of this Eq. (6) by considering the zeros of the indicial poly-
nomial
pt() := (+ 1) · · · (+ t)− (t + 2)(t + 3) · · · (2t + 2) (7)
leads to the following lemma, which is proven in the appendix.
Lemma 4. pt(), as de5ned in (7), satis5es the following conditions:
(i) The only real zeros of pt() are at = t + 2 and, if t is odd, additionally at
= − 2t − 2.
(ii) All (complex and real) zeros of pt() are simple.
(iii) All complex zeros ∈C\R of pt() satisfy R()¡t + 2.
With Lemma 2, we can thus, for each t, denote by t;0; t;1; : : : ; t; t the t+1 di<erent
solutions of Eq. (6), where we set t;0 := t + 2, and obtain therefore Lemma 3.
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Later on we will also use a simpli6cation of the products
∏t
l=0
l=i
(t; i − t;l), which
follows from the indicial polynomial pt() given by (7). Di<erentiating pt() with
respect to  gives
p′t() = (+ 1) · · · (+ t)
t∑
k=0
1
+ k
=
t∑
i=0
t∏
l=0
l=i
(− t;l):
Evaluating at  = t; i when using pt(t; i) = 0 leads directly to
t;i(t;i + 1) · · · (t;i + t)
t∑
k=0
1
t;i + k
=
(2t + 2)!
(t + 1)!
(Ht;i+t − Ht;i−1)
=
t∏
l=0
l=i
(t;i − t;l): (8)
3.2. The inhomogeneous di7erential equation: part I
We consider 6rst the inhomogeneous part of Eq. (4), which can be treated directly:
1
(2t + 1)!
@t+1
@zt+1
[1]t (z; u) =
2(1 + u)t+1
t!(1− z(1 + u))t+1 
[1]
t (z; u) + R
[1]
t (z; u) (9)
with
R[1]t (z; u) =
2(t + z(1 + u))(1 + u)2t+1
(1− z(1 + u))2t+3
=
2(t + 1)(1 + u)2t+1
(1− z(1 + u))2t+3 −
2(1 + u)2t+1
(1− z(1 + u))2t+2 :
The result of this subsection is stated in the following lemma.
Lemma 5. A particular solution of Eq. (9) is given by
[1]t (z; u) =
(t + 1)!(1 + u)t
H2t+2 − Ht+1
1
(1− z(1 + u))t+2 log
(
1
1− z(1 + u)
)
+
2t!(1 + u)t
(1− z(1 + u))t+1 :
To present a method to obtain this result (not only to check, which is easy), we
de6ne the operator  by
 :=
1
(2t + 1)!
Dt+1z −
2(1 + u)t+1
t!(1− z(1 + u))t+1 ;
where as usual Dz denotes the di<erential operator w.r.t. z.
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Applying this operator  to functions f(z; u) := 1=(1− z(1 + u)) gives
(f(z; u)) =
1
(2t + 1)!
(
t+1 − (2t + 2)!
(t + 1)!
)
(1 + u)t+1
(1− z(1 + u))+t+1 ;
where (f(z; u)) 
≡ 0 whenever  
= t; i for i∈{0; : : : ; t}. We also use throughout
this paper the notations Ik := ( + 1) · · · ( + k − 1) for the rising factorials and
k := (− 1) · · · (− k + 1) for the falling factorials.
Setting  := t + 1 leads to (ft+1(z; u)) = −(1=t!)(1 + u)t+1=(1− z(1 + u))2t+2 and
thus to

(
2t!(1 + u)t
(1− z(1 + u))t+1
)
= − 2(1 + u)
2t+1
(1− z(1 + u))2t+2 : (10)
For the case where  = t; i and thus (f(z; u)) ≡ 0, we introduce the functions
g(z; u) := (1=(1− z(1+u))) log(1=(1− z(1+u))). Applying the operator  leads then
with  = t; i due to (6) to
(g(z; u)) =
(1 + u)t+1
(2t + 1)!(1− z(1 + u))+t+1
t∑
k=0
(
t + 1
k
)
 Ik(t − k)!
+
1
(2t + 1)!
(
t+1 − (2t + 2)!
(t + 1)!
)
(1 + u)t+1
(1− z(1 + u))+t+1
× log
(
1
1− z(1 + u)
)
=
(1 + u)t+1
(2t + 1)!(1− z(1 + u))+t+1
t∑
k=0
(
t + 1
k
)
 Ik(t − k)! (11)
To simplify this expression, we use the relation
[zn]
1
(1− z)x+1 log
(
1
1− z
)
= (Hn+x − Hx)
(
n+ x
n
)
; (12)
which can be found, e.g., in [4]. Here Hn :=
∑n
k=1 1=k denotes, for n ∈ N, the nth
harmonic number, with the natural extension Hn+x − Hx :=
∑n
k=1 1=(x + k), for
x∈C\{−1; : : : ;−n}. This gives
t∑
k=0
(
t + 1
k
)
 Ik(t − k)! = (t + 1)!
t∑
k=0
(
− 1 + k
k
)
1
t + 1− k
= (t + 1)![zt+1]
1
(1− z) log
(
1
1− z
)
= (t + 1)!(H+t − H−1)
(
t + 
t + 1
)
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and we obtain then from (11)
(g(z; u)) =
(t + 1)!
(2t + 1)!
(1 + u)t+1
(1− z(1 + u))+t+1 (H+t − H−1)
(
t + 
t + 1
)
:
Setting  := t;0 = t + 2 leads then to
(gt+2(z; u)) =
2
t!
(H2t+2 − Ht+1) (1 + u)
t+1
(1− z(1 + u))2t+3 ;
from which we 6nd

(
(t + 1)!(1 + u)t
H2t+2 − Ht+1
1
(1− z(1 + u))t+2 log
(
1
1− z(1 + u)
))
=
2(t + 1)(1 + u)2t+1
(1− z(1 + u))2t+3 : (13)
Combining Eqs. (10) and (13), we get now immediately the partial solution of the
di<erential equation (9), given as Lemma 5.
3.3. The inhomogeneous di7erential equation: part II
Now we want to treat the remaining inhomogeneous part of Eq. (4) that was not
considered in Section 3.2, which means we have to solve
@t+1
@zt+1
[2]t (z; u)−
2(2t + 1)!(1 + u)t+1
t!(1− z(1 + u))t+1 
[2]
t (z; u) = R
[2]
t (z; u) (14)
with
R[2]t (z; u) = −
2(2t + 1)!(z + t)
(1− z)2t+3 =
2(2t + 1)!
(1− z)2t+2 −
2(t + 1)(2t + 1)!
(1− z)2t+3 :
We will get here:
Lemma 6. A particular solution of Eq. (14) is given by
[2]t (z; u) =
t∑
i=0
1
(1− z(1 + u))t;i
×
∫ z
x=0
(
2(2t + 1)!
(1− x)2t+2 −
2(t + 1)(2t + 1)!
(1− x)2t+3
)
(1− x(1 + u))t;i+t
(1 + u)t
× 1∏t
l=0
l=i
(t;i − t;l)
dx:
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To show this result, we will apply the method of variation of parameters and start
with
[2]t (z; u) :=
t∑
i=0
ht;i(z; u)mt;i(z; u); (15)
where we use the abbreviation mt; i(z; u) := 1=(1− z(1 + u))t; i .
The conditions for h′t; i(z; u) :=Dzht; i(z; u) lead then to the following system of linear
equations:

mt;0(z; u) mt;1(z; u) : : : mt;t(z; u)
Dzmt;0(z; u) Dzmt;1(z; u) : : : Dzmt;t(z; u)
...
...
. . .
...
Dt−1z mt;0(z; u) D
t−1
z mt;1(z; u) : : : D
t−1
z mt;t(z; u)
Dtzmt;0(z; u) D
t
zmt;1(z; u) : : : D
t
zmt;t(z; u)


︸ ︷︷ ︸
M


h′t;0(z; u)
h′t;1(z; u)
...
h′t;t−1(z; u)
h′t;t(z; u)


=


0
0
...
0
R[2]t (z; u)


︸ ︷︷ ︸
v
: (16)
Therefore, the solution for h′t; i(z; u) is given by
h′t;i(z; u) =
|Mi|
|M| ; (17)
where the matrix Mi is obtained by replacing the column i in M by v. (|M| denotes
throughout this paper the determinant of a matrix M.)
With
M =


1
(1−z(1+u))t;0
1
(1−z(1+u))t;1 : : :
1
(1−z(1+u))t;t
t;0(1+u)
(1−z(1+u))t;0+1
t;1(1+u)
(1−z(1+u))t;1+1 : : :
t;t(1+u)
(1−z(1+u))t;t+1

I2
t;0(1+u)
2
(1−z(1+u))t;0+2

I2
t;1(1+u)
2
(1−z(1+u))t;1+2 : : :

I2
t;t(1+u)
2
(1−z(1+u))t;t+2
...
...
. . .
...
 Itt;0(1+u)
t
(1−z(1+u))t;0+t
 Itt;1(1+u)
t
(1−z(1+u))t;1+t : : :
 Itt;t(1+u)
t
(1−z(1+u))t;t+t


;
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we get
|M| = (1 + u)
t(t+1)=2
(1− z(1 + u))t;0+···+t;t (1− z(1 + u))t(t+1)=2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 : : : 1
t;0 t;1 : : : t;t
 I2t;0 
I2
t;1 : : : 
I2
t;t
...
...
. . .
...
 Itt;0 
It
t;1 : : : 
It
t;t
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
:
The appearing determinant can be reduced to the Vandermonde determinant and we
have
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 : : : 1
t;0 t;1 : : : t;t
 I2t;0 
I2
t;1 : : : 
I2
t;t
...
...
. . .
...
 Itt;0 
It
t;1 : : : 
It
t;t
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 : : : 1
t;0 t;1 : : : t;t
2t;0 
2
t;1 : : : 
2
t;t
...
...
. . .
...
tt;0 
t
t;1 : : : 
t
t;t
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∏
06m¡l6t
(t;l − t;m)
and further
|M| = (1 + u)
t(t+1)=2
(1− z(1 + u))t;0+···+t;t (1− z(1 + u))t(t+1)=2
∏
06m¡l6t
(t;l − t;m): (18)
Now we want to treat |Mi|: Expanding the column i leads to
|Mi| = (−1)t+iR[2]t (z; u)
×
∣∣∣∣∣∣∣∣∣∣∣∣
1
(1−z(1+u))t;0 : : :
1
(1−z(1+u))t;i−1
1
(1−z(1+u))t;i+1 : : :
1
(1−z(1+u))t;t
...
. . .
...
...
. . .
...
t−1t;0 (1+u)
t−1
(1−z(1+u))t;0+t−1 : : :
t−1t;i−1(1+u)
t−1
(1−z(1+u))t;i−1+t−1
t−1t;i+1(1+u)
t−1
(1−z(1+u))t;i+1+t−1 : : :
t−1t;t (1+u)
t−1
(1−z(1+u))t;t+t−1
∣∣∣∣∣∣∣∣∣∣∣∣
;
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which gives
|Mi|= (−1)t+iR[2]t (z; u)
(1 + u)t(t−1)=2
(1− z(1 + u))t;0+···+t;i−1+t;i+1+···+t;t (1− z(1 + u))t(t−1)=2
×
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 : : : 1 1 : : : 1
t;0 : : : t;i−1 t;i+1 : : : t;t
...
. . .
...
...
. . .
...
t−1t;0 : : : 
t−1
t;i−1 
t−1
t;i+1 : : : 
t−1
t;t
∣∣∣∣∣∣∣∣∣∣∣∣∣
;
where again a Vandermonde determinant appears. Thus we obtain
|Mi|= (−1)t+iR[2]t (z; u)
(1 + u)t(t−1)=2
(1− z(1 + u))t;0+···+t;i−1+t;i+1+···+t;t (1− z(1 + u))t(t−1)=2
× ∏
06m¡l6t
l;m =i
(t;l − t;m): (19)
With (17) resp. (18) and (19) we get then after some simpli6cations
h′t;i(z; u) = R
[2]
t (z; u)
(1− z(1 + u))t;i+t
(1 + u)t
1∏t
l=0
l=i
(t;i − t;l)
; (20)
which gives via (15) the solution of Eq. (14), presented by Lemma 6.
3.4. The complete solution of the di7erential equation
We show next the following result.
Lemma 7. The solution of the di7erential equation (4) is given by
t(z; u) =
(t + 1)!(1 + u)t
H2t+2 − Ht+1
1
(1− z(1 + u))t+2 log
(
1
1− z(1 + u)
)
+
2t!(1 + u)t
(1− z(1 + u))t+1
+
t∑
i=0
1
(Ht;i+t − Ht;i−1)(1− z(1 + u))t;i
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×
∫ z
x=0
(
t!
(1− x)2t+2 −
(t + 1)!
(1− x)2t+3
)
(1− x(1 + u))t;i+t
(1 + u)t
dx
+
t∑
i=0
˜t;i(u)
(1 + u)t(1− z(1 + u))t;i ; (21)
where the ˜t; i(u) are polynomials with degu ˜t; i(u)62t, and the ˜t; i(u) are determined
by the initial values via Eq. (26).
When using (26), one could describe ˜t; i(u) in more detail, but we refrain from
doing this, since we will see that for our asymptotic expansions, we only have to
consider ˜t;0(0), which is done later. It should be mentioned further that apart from
the propositions concerning the description of ˜t; i(u) this lemma can be proven by
simply checking that it satis6es the di<erential equation (4) and the degree of freedom
equals the order of the di<erential equation. However, it is important to present the
proof in that way, since the asymptotic analysis relies heavily on the detailed description
of the unknown ˜t;0(0), and to obtain this, some elements of the method of variation
of parameters are used. Furthermore, the full proof presents a method how to obtain
explicit solutions for di<erential equations of that kind and could be useful also for
other problems.
To prove Lemma 7, we start by combining the results of the preceding subsections,
and obtain 6rst that the general solution of the di<erential equation (4) is given by
[g]t (z; u)
=
(t + 1)!(1 + u)t
H2t+2 − Ht+1
1
(1− z(1 + u))t+2 log
(
1
1− z(1 + u)
)
+
2t!(1 + u)t
(1− z(1 + u))t+1 +
t∑
i=0
1
(1− z(1 + u))t;i
×
∫ z
x=0
(
2(2t + 1)!
(1− x)2t+2 −
2(t + 1)(2t + 1)!
(1− x)2t+3
)
(1− x(1 + u))t;i+t
(1 + u)t
× 1∏t
l=0
l=i
(t;i − t;l)
dx +
t∑
i=0
t;i(u)
(1− z(1 + u))t;i : (22)
Next, we want to describe the structure of the coe1cients t; i(u) in more detail, when
we also consider the initial values ’t; n;p;m for 06n62t. To do this, we will extract
the coe1cients [zn][g]t (z; u) for 06n6t and compare it to the initial values. We will
use the abbreviations
 [h]t;n (u) := [z
n][h]t (z; u);  
[1]
t;n (u) := [z
n][1]t (z; u);  
[2]
t;n (u) := [z
n][2]t (z; u);
 [s]t;n (u) := [z
n][s]t (z; u);
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where [s]t (z; u) describes the initial values and is given by
[s]t (z; u) =
@
@v
@t
@zt
[s]t (z; u; v)
∣∣∣∣
v=1
with [s]t (z; u; v) =
2t∑
n=0
∑
p¿0
∑
m¿0
(
n
p
)
’t;n;p;mznupvm:
The coe1cients  t; n(u) are given in the following:
•  [h]t; n (u) for 06n6t:
 [h]t;n (u) = [z
n]
t∑
i=0
t;i(u)
(1− z(1 + u))t;i =
t∑
i=0
(
t;i − 1 + n
n
)
(1 + u)nt;i(u):
•  [s]t; n (u) for 06n6t:
 [s]t;n (u) = [z
n][s]t (z; u) =
n+t∑
p=0
t!
(
n+ t
p
)(
n+ t
t
)
up
∑
m¿0
m’t;n+t;p;m:
•  [1]t; n (u) for 06n6t:
 [1]t;n (u) = [z
n]
(t + 1)!(1 + u)t
H2t+2 − Ht+1
1
(1− z(1 + u))t+2 log
(
1
1− z(1 + u)
)
+
2t!(1 + u)t
(1− z(1 + u))t+1
=
(t + 1)!(Hn+t+1 − Ht+1)
H2t+2 − Ht+1
(
n+ t + 1
n
)
(1 + u)n+t
+2t!
(
n+ t
n
)
(1 + u)n+t : (23)
•  [2]t; n (u) for 06n6t:
We want to show here that  [2]t; n (u)= 0 for 06n6t. With the abbreviations used in
Eq. (15), we have
 [2]t;n (u) = [z
n]
t∑
i=0
mt;i(z; u)ht;i(z; u) = n!Dnz
t∑
i=0
mt;i(z; u)ht;i(z; u)
∣∣∣∣
z=0
= n!
t∑
i=0
n−1∑
l=0
(
n
l
)
Dlzmt;i(z; u)D
n−l−1
z h
′
t;i(z; u)
∣∣∣∣
z=0
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+ n!
t∑
i=0
Dnzmt;i(z; u)
∣∣∣∣
z=0
ht;i(0; u)
= n!
t∑
i=0
n−1∑
l=0
(
n
l
)
Dlzmt;i(z; u)D
n−l−1
z h
′
t;i(z; u)
∣∣∣∣
z=0
; (24)
since ht; i(0; u)= 0, due to ht; i(z; u)=
∫ z
x=0 h
′
t; i(x; u) dx.
We get further
t∑
i=0
n−1∑
l=0
(
n
l
)
Dlzmt;i(z; u)D
n−l−1
z h
′
t;i(z; u)
=
t∑
i=0
n−1∑
l=0
(
n− 1
l
)
Dlzmt;i(z; u)D
n−1−l
z h
′
t;i(z; u)
+
t∑
i=0
n−1∑
l=0
(
n− 1
l− 1
)
Dlzmt;i(z; u)D
n−1−l
z h
′
t;i(z; u)
= Dn−1z
(
t∑
i=0
mt;i(z; u)h′t;i(z; u)
)
+
t∑
i=0
n−2∑
l=0
(
n− 1
l
)
Dlz(Dzmt;i(z; u))D
n−2−l
z h
′
t;i(z; u);
and this equation can be iterated to obtain
t∑
i=0
n−1∑
l=0
(
n
l
)
Dlzmt;i(z; u) · Dn−l−1z h′t;i(z; u)
=
n−1∑
k=0
Dn−1−kz
(
t∑
i=0
Dkzmt;i(z; u)h
′
t;i(z; u)
)
:
But due to the conditions for h′t; i(z; u) in the method of variation of parameters, we
have for 06k6t − 1
t∑
i=0
Dkzmt;i(z; u)h
′
t;i(z; u) = 0
and hence it holds
t∑
i=0
n−1∑
l=0
(
n
l
)
Dlzmt;i(z; u)D
n−l−1
z h
′
t;i(z; u) = 0:
With Eq. (24), we get therefore  [2]t; n (u)= 0 for 06n6t, which we wanted to show.
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Extracting coe1cients from (22) and comparing to the initial values leads thus to
the following system of linear equations for the unknown t; i(u):[(
t;i − 1 + n
n
)
(1 + u)n
]
06n6t;
06i6t︸ ︷︷ ︸
M˜
(t;i(u))06i6t
= ( [s]t;n (u)−  [1]t;n (u))06n6t︸ ︷︷ ︸
v˜
: (25)
We get
|M˜| = (1 + u)t(t+1)=2
∣∣∣∣
(
t;i − 1 + n
n
)∣∣∣∣
n;i
and by expanding the column j
|M˜j|=
t∑
k=0
( [s]t;k (u)−  [1]t;k (u))(−1)k+j(1 + u)t(t+1)=2−k
×
∣∣∣∣
(
t;i − 1 + n
n
)∣∣∣∣ n;i
i =j;n =k
;
where the matrix M˜j is obtained from M˜, when replacing the column j by v˜. We get
then
t;j(u) =
|M˜j|
|M˜| =
1
(1 + u)t
×
t∑
k=0
(−1)k+j( [s]t;k (u)− [1]t;k (u))(1+u)t−k
∣∣∣∣
(
t;i−1+n
n
)∣∣∣∣ n;i
i =j;n =k∣∣∣∣
(
t;i−1+n
n
)∣∣∣∣
n;i︸ ︷︷ ︸
˜t;j(u)
: (26)
Since  [s]t; n (u), resp.,  
[1]
t; n (u) are both polynomials in u with degree 6n+ t, we obtain
that every polynomial ˜t; i(u) has a degree 62t.
Together with Eq. (8), this 6nally shows Lemma 7.
4. Extracting coe&cients from the solution
Our goal is to obtain for 6xed p and n→∞ an asymptotic equivalent of the ex-
pectation Et; n;p of the number of comparisons, which are done in Multiple Quickselect
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with median of 2t + 1 partition to 6nd a random order statistic of p elements out of
a data 6le of n elements. Of course, the expectations Et; n;p :=
∑
m¿0 m’t; n;p;m can be
obtained from t(z; u) by extracting coe1cients via
Et;n;p =
1(
n
p
)(
n
t
)
t!
[zn−tup]t(z; u): (27)
To obtain the main term in the asymptotic expansion of Et; n;p, one has to consider the
parts of t(z; u), which give main contributions, but it turns out that the dominant terms
in the expansion of the inhomogeneous part will cancel out, and thus the homogeneous
part gives also a contribution to the main term.
4.1. The homogeneous part
We study here the contribution of the homogeneous part [h]t (z; u) to the asymptotic
expansion of Et; n;p and will get the following lemma.
Lemma 8. For 5xed p and n→∞ we get the following asymptotic expansion of the
homogeneous part [h]t (z; u):
1(
n
p
)(
n
t
)
t!
[zn−tup][h]t (z; u)
∼
(
− 1
(t + 1)(H2t+2 − Ht+1) −
1
2
+
H (2)2t+2 − H (2)t+1
2(H2t+2 − Ht+1)2
)
n: (28)
To obtain this result, we have to evaluate
1(
n
p
)(
n
t
)
t!
[zn−tup]
˜t;i(u)
(1 + u)t(1− z(1 + u))t;i
for 6xed p and n→∞, where we will heavily use Eq. (26). Stirling’s asymptotic
expansion of the factorials gives for 6xed k and n→∞ the expansion ( nk )∼ nk=k! and
we get that
1(
n
p
)(
n
t
)
t!
[zn−tup]
˜t;i(u)
(1 + u)t(1− z(1 + u))t;i
=
1(
n
p
)(
n
t
)
t!
[up]˜t;i(u)(1 + u)n−2t[zn−t](1− z)−t;i
∼ p!
np+t
[up]˜t;i(u)(1 + u)n−2t[zn−t](1− z)−t;i
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and also that
[up]˜t;i(u)(1 + u)n−2t =
2t∑
k=0
[uk ]˜t;i(u)[up−k ](1 + u)n−2t
=
2t∑
k=0
[uk ]˜t;i(u)
(
n− 2t
p− k
)
∼ ˜t;i(0)n
p
p!
:
Using for a complex & =∈{0; 1; 2; : : :} the asymptotic expansion
[zn](1− z)& ∼ n
−R(&)−1
'(−&) e
−i((&) log n);
which can be obtained, e.g., by singularity analysis (see [1]), we can proceed to obtain
for nonnegative t; i
1(
n
p
)(
n
t
)
t!
[zn−tup]
˜t;i(u)
(1 + u)t(1− z(1 + u))t;i
∼ ˜t;i(0)
'(t;i)
nR(t;i)−1−tei((t;i) log n):
Of course, for negative t; i, which are here always integer values, the expression is
identically 0 for n su1ciently large.
Therefore, the main term in the asymptotic expansion of the homogeneous part will
be obtained for t; i with the largest real part and thus for t;0 = t + 2. We get
1(
n
p
)(
n
t
)
t!
[zn−tup]
t∑
i=0
˜t;i(u)
(1 + u)t(1− z(1 + u))t;i
∼ 1(
n
p
)(
n
t
)
t!
[zn−tup]
˜t;0(u)
(1 + u)t(1− z(1 + u))t+2 ∼
˜t;0(0)
(t + 1)!
n:
(29)
In the following we want to determine ˜t;0(0)= t;0(0). From (25) we know that
˜t; i(0) are given by the following system of linear equations:[(
t;i − 1 + n
n
)]
06n6t;
06i6t
(˜t;i(0))06i6t = ( 
[s]
t;n (0)−  [1]t;n (0))06n6t︸ ︷︷ ︸
=: at;n
: (30)
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The recurrence condition
’t;n;0;m =
{
1; m = 0;
0; m 
= 0
leads directly to  [s]t; n (0)= 0, whereas (23) gives
 [1]t;n (0) = 2t!
(
n+ t
n
)
+
(t + 1)!(Hn+t+1 − Ht+1)
H2t+2 − Ht+1
(
n+ t + 1
n
)
:
Thus
at;n = − [1]t;n (0) = −2t!
(
n+ t
n
)
− (t + 1)!(Hn+t+1 − Ht+1)
H2t+2 − Ht+1
(
n+ t + 1
n
)
and we get
˜t;0(0) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
at;0 1 : : : 1
at;1

I1
t;1
1! : : :

I1
t;t
1!
at;2

I2
t;1
2! : : :

I2
t;t
2!
...
...
. . .
...
at;t
 Itt;1
t! : : :
 Itt;t
t!
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 : : : 1

I1
t;0
1!

I1
t;1
1! : : :

I1
t;t
1!

I2
t;0
2!

I2
t;1
2! : : :

I2
t;t
2!
...
...
. . .
...
 Itt; 0
t!
 Itt;1
t! : : :
 Itt;t
t!
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
at;0 1 : : : 1
1! · at;1  I1t;1 : : :  I1t;t
2! · at;2  I2t;1 : : :  I2t;t
...
...
. . .
...
t! · at;t  Itt;1 : : :  Itt;t
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 : : : 1
 I1t;0 
I1
t;1 : : : 
I1
t;t
 I2t;0 
I2
t;1 : : : 
I2
t;t
...
...
. . .
...
 Itt;0 
It
t;1 : : : 
It
t;t
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
:
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Due to xn =
∑n
k=0{ nk }(−1)n−kx
Ik , where { nk } denotes the Stirling numbers of second
kind, we can convert the above determinant to
˜t;0(0) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ct;0 1 : : : 1
ct;1 1t;1 : : : 
1
t;t
ct;2 2t;1 : : : 
2
t;t
...
...
. . .
...
ct;t tt;1 : : : 
t
t;t
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 : : : 1
1t;0 
1
t;1 : : : 
1
t;t
2t;0 
2
t;1 : : : 
2
t;t
...
...
. . .
...
tt;0 
t
t;1 : : : 
t
t;t
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 : : : 1
1t;1 : : : 
1
t;t
2t;1 : : : 
2
t;t
...
. . .
...
t−1t;1 : : : 
t−1
t;t
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 : : : 1
1t;0 
1
t;1 : : : 
1
t;t
2t;0 
2
t;1 : : : 
2
t;t
...
...
. . .
...
tt;0 
t
t;1 : : : 
t
t;t
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ct;0 1 : : : 1
ct;1 1t;1 : : : 
1
t;t
ct;2 2t;1 : : : 
2
t;t
...
...
. . .
...
ct;t tt;1 : : : 
t
t;t
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 : : : 1
1t;1 : : : 
1
t;t
2t;1 : : : 
2
t;t
...
. . .
...
t−1t;1 : : : 
t−1
t;t
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∏
16j¡i6t (t;i − t;j)∏
06j¡i6t (t;i − t;j)
t∑
l=0
ct;l · (−1)l · qt;l
=
1∏
16j6t (t;0 − t;j)
t∑
l=0
ct;l(−1)t−lqt;l (31)
with
ct;l =
l∑
k=0
{
l
k
}
(−1)l−kk!at;k and qt;l =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0t;1 : : : 
0
t;t
...
. . .
...
l−1t;1 : : : 
l−1
t;t
l+1t;1 : : : 
l+1
t;t
...
. . .
...
tt;1 : : : 
t
t;t
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
·
∣∣∣∣∣∣∣∣∣∣∣∣∣
0t;1 : : : 
0
t;t
1t;1 : : : 
1
t;t
...
. . .
...
t−1t;1 : : : 
t−1
t;t
∣∣∣∣∣∣∣∣∣∣∣∣∣
−1
:
With Eq. (8) we can simplify 6rst
1∏
16j6t (t;0 − t;j)
=
1∏
16j6t (t + 2− t;j)
=
t!
2(2t + 1)!(H2t+2 − Ht+1) : (32)
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Next, we want to simplify the sums ct;l:
ct;l =
l∑
k=0
{
l
k
}
(−1)l−kk!at;k
=−2t!
l∑
k=0
{
l
k
}
(−1)l−kk!
(
t + k
k
)
− (t + 1)!
H2t+2 − Ht+1
×
l∑
k=0
{
l
k
}
(−1)l−kk!(Ht+1+k − Ht+1)
(
t + 1 + k
k
)
: (33)
First, we get
l∑
k=0
{
l
k
}
(−1)l−kk!
(
t + k
k
)
=
l∑
k=0
{
l
k
}
(−1)l−k(t + 1) Ik = (t + 1)l;
whereas to simplify the second sum, we will use Eq. (12) and the generating function
of the { nk }:
ew(e
z−1) =
∑
n;k¿0
{
n
k
}
wk
zn
n!
and thus
(ez − 1)k
k!
=
∑
n¿0
{
n
k
}
zn
n!
; (34)
which can be found, e.g., in [3]. We obtain then
∑
n;k¿0
{
n
k
}
zn
n!
(−1)n−kk!(Hx+k − Hx)
(
x + k
k
)
=
∑
k¿0
(Hx+k − Hx)
(
x + k
k
)
(1− e−z)k
=
1
(1− (1− e−z))x+1 log
(
1
1− (1− e−z)
)
= zez(x+1): (35)
Comparing the coe1cients of zn in (35) leads then to
∑
k¿0
{
n
k
}
(−1)n−kk!(Hx+k − Hx)
(
x + k
k
)
= n(x + 1)n−1: (36)
Setting x := t + 1 and n := l in (36), Eq. (33) and thus ct;l simpli6es to
ct;l = −2t!(t + 1)l − (t + 1)!H2t+2 − Ht+1 l(t + 2)
l−1: (37)
Eventually, to evaluate the appearing quotients of determinants qt; l, we will write
them as Schur functions. Given an integer partition +=(+1; : : : ; +n) with |+|=
∑
i +i6n
and +1¿+2¿ · · ·¿+n¿0, then the Schur function s+(x1; : : : ; xn) in the variables x1; : : : ;
xn corresponding to the partition + is de6ned as
s+(x1; : : : ; xn) =
|x+j+n−ji |16i;j6n
|xn−ji |16i;j6n
:
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We obtain then that
qt;l = s+[l] (t;1; : : : ; t;t) with the t-tuple +[l] = (1; 1; : : : ; 1︸ ︷︷ ︸
t−l times
; 0; 0; : : : ; 0): (38)
To simplify qt;l, we will apply the Jacobi–Trudi identity for Schur functions (see,
e.g., [9])
s+(x1; : : : ; xn) = |e+′i−i+j|16i;j6n; (39)
where er is the rth elementary symmetric function and +′=(+′1; : : : ; +
′
n) is the conju-
gated partition of +. As common, for variables x1; : : : ; xn, the elementary symmetric
function er = er(x1; : : : ; xn) is de6ned by e0 = 1 and er =
∑
i1¡i2¡···¡ir xi1xi2 · · · xir for
16r6n. Also er =0 for r¡0 or r¿n. The conjugate of a partition + is the partition
+′, whose diagram is the transpose of the diagram +, where the diagram of a partition
+ (often called a Ferrer’s diagram) is de6ned as the set of points (i; j)∈Z2 such that
16j6+i.
Since the conjugate of +[l] is +′[l] = (t − l; 0; 0; : : : ; 0), we obtain
s+[l] (t;1; : : : ; t;t) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
et−l et−l+1 et−l+2 : : : e2t−1−l
e−1 e0 e1 : : : et−1
e−2 e−1 e0 : : : et−2
...
...
...
. . .
...
e−t+1 e−t+2 e−t+3 : : : e0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
et−l
1
1
0
. . .
1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
;
where the last determinant is the determinant of a triangular matrix, and hence
qt;l = s+[l] (t;1; : : : ; t;t) = et−l(t;1; : : : ; t;t): (40)
To simplify the polynomials et−l(t;1; : : : ; t; t), we consider again the polynomial
pt(). We have
(− t;0)(− t;1) · · · (− t;t) = pt() = (+ 1) · · · (+ t)− (2t + 2)!(t + 1)!
and thus
(− (t + 2))
t∑
l=0
(−1)t−let−l(t;1; : : : ; t;t) · l = t+1 − (t + 2)t+1: (41)
With x In =
∑n
k=0[
n
k ]x
k , where [ nk ] denotes the signless Stirling numbers of the 6rst kind,
we obtain
t+1 − (t + 2)t+1
=
t+1∑
k=0
[
t + 1
k
]
(k − (t + 2)k) = (− (t + 2))
t+1∑
k=1
[
t + 1
k
]
k−1∑
l=0
l(t + 2)k−1−l
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= (− (t + 2))
t∑
l=0
l
t+1∑
k=l+1
(t + 2)k−1−l
[
t + 1
k
]
= (− (t + 2))
t∑
l=0
l
t−l∑
k=0
(t + 2)t−l−k
[
t + 1
t + 1− k
]
:
Comparing coe1cients of l in (41) leads now to
(−1)t−let−l(t;1; : : : ; t;t) =
t−l∑
k=0
(t + 2)t−l−k
[
t + 1
t + 1− k
]
: (42)
Combining the previous results (32), (37), (40) and (42), we get from (31)
˜t;0(0) =
t!
2(2t + 1)!(H2t+2 − Ht+1)
t∑
l=0
ct;l
t−l∑
k=0
(t + 2)t−l−k
[
t + 1
t + 1− k
]
=
t!
2(2t + 1)!(H2t+2 − Ht+1)
t∑
k=0
(t + 2)t−k
[
t + 1
t + 1− k
]
t−k∑
l=0
ct;l(t + 2)−l
=− t! · t!
(2t + 1)!(H2t+2 − Ht+1)
t∑
k=0
(t + 2)t−k
[
t + 1
t + 1− k
]
t−k∑
l=0
(
t + 1
t + 2
)l
− t! · (t + 1)!
2(2t + 1)!(H2t+2 − Ht+1)2
t∑
k=0
(t + 2)t−k
[
t + 1
t + 1− k
]
t−k∑
l=0
l
t + 2
:
(43)
Since it holds for q 
=1
t∑
k=0
(t + 2)t−k
[
t + 1
t + 1− k
]
t−k∑
l=0
ql
=
t∑
k=0
(t + 2)t−k
[
t + 1
t + 1− k
]
1− qt+1−k
1− q
=
1
(1− q)(t + 2)
t+1∑
k=0
(t + 2)k
[
t + 1
k
]
− 1
(1− q)(t + 2)
t+1∑
k=0
((t + 2)q)k
[
t + 1
k
]
=
(t + 2)t+1
(1− q)(t + 2) −
((t + 2)q)t+1
(1− q)(t + 2) ;
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we obtain for the 6rst sum in (43)
t∑
k=0
(t + 2)t−k
[
t + 1
t + 1− k
]
t−k∑
l=0
(
t + 1
t + 2
)l
=
(t + 2)t+1
(1− (t + 1)=(t + 2))(t + 2) −
(t + 1)t+1
(1− (t + 1)=(t + 2))(t + 2)
= (t + 2)t+1 − (t + 1)t+1 = (2t + 1)!
t!
: (44)
The second sum in (43) can be treated in the following way: 6rst, we get
t∑
k=0
(t + 2)t−k
[
t + 1
t + 1− k
]
t−k∑
l=0
l
t + 2
=
t∑
k=0
(t + 2)t−1−k
[
t + 1
t + 1− k
]
(t − k + 1)(t − k)
2
=
1
2
t+1∑
k=0
k(k − 1)(t + 2)k−2
[
t + 1
k
]
:
To simplify the remaining sum, we di<erentiate the relation x In =
∑n
k=0[
n
k ]x
k twice
with respect to x and compare coe1cients. This gives
n∑
k=0
k(k − 1)
[
n
k
]
xk−2 =D2xx
In = Dx
(
x In
n−1∑
k=0
1
x + k
)
= x In
(
n−1∑
k=0
1
x + k
)2
+ x InDx
(
n−1∑
k=0
1
x + k
)
= x In(Hx+n−1 − Hx−1)2 − x In
n−1∑
k=0
1
(x + k)2
= x In((Hx+n−1 − Hx−1)2 − (H (2)x+n−1 − H (2)x−1));
where H (2)n :=
∑n
k=1 1=k
2 denotes, for n∈N, the nth second-order harmonic number,
with the natural extension H (2)n+x − H (2)x :=
∑n
k=1 1=(x + k)
2 for x∈C\{−1; : : : ;−n}.
Thus, we 6nd with x := t + 2 and n := t + 1
t∑
k=0
(t + 2)t−k
[
t + 1
t + 1− k
]
t−k∑
l=0
l
t + 2
=
(t + 2)t+1
2
((H2t+2 − Ht+1)2 − (H (2)2t+2 − H (2)t+1))
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=
(2t + 1)!
t!
((H2t+2 − Ht+1)2 − (H (2)2t+2 − H (2)t+1)): (45)
With Eqs. (44) and (45), (43) simpli6es therefore to
˜t;0(0) =− (t!)
2(2t + 1)!
t!(2t + 1)!(H2t+2 − Ht+1)
− t!(t + 1)!(2t + 1)!
2t!(2t + 1)!(H2t+2 − Ht+1)2 ((H2t+2 − Ht+1)
2 − (H (2)2t+2 − H (2)t+1))
=− t!
H2t+2 − Ht+1 −
(t + 1)!
2
+
(t + 1)!
2
H (2)2t+2 − H (2)t+1
(H2t+2 − Ht+1)2 (46)
and with (29) we get 6nally Lemma 8.
4.2. The inhomogeneous part I
By extracting coe1cients from [1]t (z; u), we obtain
Lemma 9. For 5xed p and n→∞ we get the following asymptotic expansion of the
5rst inhomogeneous part [1]t (z; u):
1(
n
p
)(
n
t
)
t!
[zn−tup][1]t (z; u) =
(n+ 1)Hn+1
H2t+2 − Ht+1 −
Ht+1
H2t+2 − Ht+1 n+ o(n): (47)
We will see later that the 6rst summand of (47), which is of order O(n log n), cancels
out with the main term of the portion coming from [2]t (z; u), and it will remain as
contribution the second summand of order O(n).
This lemma is obtained easily by
1(
n
p
)(
n
t
)
t!
[zn−tup]
(t + 1)!(1 + u)t
H2t+2 − Ht+1
1
(1− z(1 + u))t+2 log
(
1
1− z(1 + u)
)
=
t + 1(
n
p
)(
n
t
)
(H2t+2 − Ht+1)
[up](1 + u)t
(
n+ 1
t + 1
)
(Hn+1 − Ht+1)(1 + u)n−t
=
t + 1(
n
p
)(
n
t
)
(H2t+2 − Ht+1)
(
n+ 1
t + 1
)
(Hn+1 − Ht+1)
(
n
p
)
=
(n+ 1)(Hn+1 − Ht+1)
H2t+2 − Ht+1 =
(n+ 1)Hn+1
H2t+2 − Ht+1 −
Ht+1
H2t+2 − Ht+1 n+ o(n);
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where we used (12) and
1(
n
p
)(
n
t
)
t!
[zn−tup]
2t!(1 + u)t
(1− z(1 + u))t+2
=
2(
n
p
)(
n
t
) [up]( n
t
)
(1 + u)n = 2 = o(n):
4.3. The inhomogeneous part IIA
When considering [2]t (z; u), it turns out that the asymptotic behaviour of the part
coming from t;0 = t + 2 di<ers from the behaviour of parts coming from t; i, with
i¿1. In this subsection, we consider the integral containing t;0 = t + 2, which can be
written as
[2]t;0 (z; u) =
1
(H2t+2 − Ht+1)(1− z(1 + u))t+2
∫ z
x=0
(
t!
(1− x)2t+2 −
(t + 1)!
(1− x)2t+3
)
× (1− x(1 + u))
2t+2
(1 + u)t
dx
=
1
H2t+2 − Ht+1
2t+2∑
k=0
(
2t + 2
k
)
(−1)kuk (1 + u)
t+2−k
(1− z(1 + u))t+2
×
∫ z
x=0
(
t!
(1− x)k −
(t + 1)!
(1− x)k+1
)
dx: (48)
Then the following lemma holds:
Lemma 10. For 5xed p and n→∞ we get the following asymptotic expansion of
the inhomogeneous part [2]t;0 (z; u) containing t;0 = t + 2:
1(
n
p
)(
n
t
)
t!
[zn−tup][2]t;0 (z; u)
= − (n+ 1)Hn+1
H2t+2 − Ht+1 +
n
(t + 1)(H2t+2 − Ht+1) +
H2t+2 + Hp
H2t+2 − Ht+1 n
− n(−1)
p
H2t+2 − Ht+1
t−p∑
k=0
(
p+ k
p
)
(p+ 1)
(
2t + 2− k
p+ 1
) + o(n): (49)
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The rest of this subsection is devoted to show Lemma 10. De6ning the operator Nsu
that evaluates at u=0: Nuf(z; u)=f(z; 0), we get from Eq. (48)
1(
n
p
)(
n
t
)
t!
[zn−tup][2]t;0 (z; u)
=
1(
n
p
)(
n
t
)
t!p!(H2t+2 − Ht+1)
[zn−t]
p∑
l=0
(
p
l
)
NuDlu
1
(1− z(1 + u))t+2
×
2t+2∑
k=0
(
2t+2
k
)
(−1)kNuDp−lu uk(1+u)t+2−k
∫ z
x=0
(
t!
(1−x)k−
(t+1)!
(1−x)k+1
)
dx
=
1(
n
p
)(
n
t
)
t!p!(H2t+2 − Ht+1)
[zn−t]
p∑
l=0
(
p
l
)
zl(t + 2)Il
(1− z)t+2+l
×
min(2t+2;p−l)∑
k=0
(
2t + 2
k
)
(−1)k
(
p− l
k
)
k!(t + 2− k)p−l−k
×
∫ z
x=0
(
t!
(1− x)k −
(t + 1)!
(1− x)k+1
)
dx
=
1(
n
p
)(
n
t
)
t!p!(H2t+2 − Ht+1)
[zn−t]
p∑
l=0
zl
(1− z)t+2+l
(
t + 1 + l
l
)
×
p−l∑
k=0
(−1)k
(
2t + 2
k
)(
t + 2− k
p− l− k
)
×
∫ z
x=0

 t!(1− x)k︸ ︷︷ ︸
A1
+
−(t + 1)!
(1− x)k+1︸ ︷︷ ︸
A2

 dx: (50)
Using singularity analysis (see [1]) here or also directly by applying expansion (12)
together with the asymptotic expansion of the harmonic numbers Hn = log n + / +
1=(2n)+O(1=n2), one sees that the main term in (50) is obtained for the second sum-
mand A2 in the integral for l=p and k =0, where the term (1=(1−z)t+2+p) log(1=(1−z))
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appears:
1(
n
p
)(
n
t
)
t!(H2t+2 − Ht+1)
[zn−t]
zp
(1− z)t+2+p
(
t + 1 + p
p
)
×
∫ z
x=0
−(t + 1)!(1− x)−1 dx
= − t + 1(
n
p
)(
n
t
)
(H2t+2 − Ht+1)
(
t + 1 + p
p
)
×[zn−t−p] 1
(1− z)t+2+p log
(
1
1− z
)
=− t+1(
n
p
)(
n
t
)
(H2t+2−Ht+1)
(
t+1+p
p
)(
n+1
t+1+p
)
(Hn+1−Ht+1+p)
= − (n+1)(Hn+1 − Ht+1+p)
H2t+2 − Ht+1
(
n− t
p
)
(
n
p
)
= − (n+ 1)Hn+1
H2t+2 − Ht+1 +
Ht+1+p
H2t+2 − Ht+1 n+ o(n): (51)
Considering in (50) the 6rst summand A1 in the integral for l=p and k =0, the
term 1=(1− z)t+2+p appears and we obtain
1(
n
p
)(
n
t
)
t!(H2t+2 − Ht+1)
[zn−t]
zp
(1− z)t+2+p
(
t + 1 + p
p
)∫ z
x=0
t! dx
=
(
t + 1 + p
p
)
(
n
p
)(
n
t
)
(H2t+2 − Ht+1)
[zn−t−p−1]
1
(1− z)t+2+p
=
(
t + 1 + p
p
)(
n
t + 1 + p
)
(
n
p
)(
n
t
)
(H2t+2 − Ht+1)
∼ n
(t + 1)(H2t+2 − Ht+1) : (52)
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A further inspection of A1 shows that for l=p − 1 the considered function in
(50) behaves near the singularity z=1 like O((1=(1− z)t+1+p) log(1=(1− z)) and for
l6p−2 like O(1=(1− z)t+1+p), which leads to contributions, which are o(n) and thus
negligible.
But for the second summand A2, for l¡p and k =p − l, the term 1=(1 − z)t+2+p
will also appear and we have to consider these terms, whereas all other terms, where
k¡p− l, give negligible contributions.
For l¡p and k =p− l, we obtain
1(
n
p
)(
n
t
)
t!(H2t+2 − Ht+1)
[zn−t]
p−1∑
l=0
zl
(1− z)t+2+l
(
t + 1 + l
l
)
×
(
2t + 2
p− l
)
(−1)p−l
∫ z
x=0
−(t + 1)!(1− x)−(p−l)−1 dx
= − (t + 1)!(
n
p
)(
n
t
)
t!(H2t+2 − Ht+1)
[zn−t]
p−1∑
l=0
zl
(1− z)t+2−l
(
t + 1 + l
l
)
×
(
2t + 2
p− l
)
(−1)p−l
p− l
(
1
(1− z)p−l − 1
)
∼ − (t + 1)!(
n
p
)(
n
t
)
t!(H2t+2 − Ht+1)
p−1∑
l=0
(
n+ 1 + p− l
t + 1 + p
)(
t + 1 + l
l
)
×
(
2t + 2
p− l
)
(−1)p−l
p− l
∼ − n(
t + 1 + p
p
)
(H2t+2 − Ht+1)
p−1∑
l=0
(
t + 1 + l
l
)(
2t + 2
p− l
)
(−1)p−l
p− l
= − n(
t + 1 + p
p
)
(H2t+2 − Ht+1)
p∑
l=1
(
t + 1 + p− l
p− l
)
×
(
2t + 2
l
)
(−1)l
l
: (53)
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Now we want to get rid of p as summation limit in the appearing sum. In order to
do this, one can use the following two equations, which are shown in the appendix:
p∑
l=1
(
t + 1 + p− l
p− l
)(
2t + 2
l
)
(−1)l
l
=
(
t + 1 + p
p
) p∑
l=1
(
2t + 2
l
)
(−1)l
l
+
(
t + 1 + p
p
)
(Ht+1+p − Hp)
+ (−1)p+1
(
t + 1 + p
p
)
t∑
k=0
(
t + 1 + k
p
)
(p+ 1)
(
t + 1 + p− k
p+ 1
) (54)
and
p∑
l=1
(
2t + 2
l
)
(−1)l
l
= −H2t+2 + (−1)p
2t+2∑
k=1
1
k
(
k − 1
p
)
: (55)
Eqs. (54) and (55) thus give
p∑
l=1
(
t + 1 + p− l
p− l
)(
2t + 2
l
)
(−1)l
l
=
(
t + 1 + p
p
)
(Ht+1+p − Hp − H2t+2) + (−1)p
(
t + 1 + p
p
)
×

2t+2∑
k=1
1
k
(
k − 1
p
)
−
t∑
k=0
(
t + 1 + k
p
)
(p+ 1)
(
t + 1 + p− k
p+ 1
)


︸ ︷︷ ︸
S
: (56)
But it turns out that S =0 is valid not only for p¿2t + 1, which is obvious, but
even for p¿t, which we are going to show next. By simple transformations we obtain
2t+2∑
k=1
1
k
(
k − 1
p
)
=
2t+2−p∑
k=1
1
p+ k
(
p− 1 + k
p
)
and
t∑
k=0
(
t + 1 + k
p
)
(p+ 1)
(
t + 1 + p− k
p+ 1
) = t∑
k=p−t−1
(
t + 1 + k
p
)
(p+ 1)
(
t + 1 + p− k
p+ 1
)
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−
−1∑
k=p−t−1
(
t + 1 + k
p
)
(p+ 1)
(
t + 1 + p− k
p+ 1
)
=
2t+2−p∑
k=1
(
p− 1 + k
p
)
(p+ 1)
(
2t + 3− k
p+ 1
) − t+1−p∑
k=1
(
p− 1 + k
p
)
(p+ 1)
(
2t + 3− k
p+ 1
)
and thus S can be written as
S =
t+1−p∑
k=1
(
p− 1 + k
p
)
(p+ 1)
(
2t + 3− k
p+ 1
)
+

2t+2−p∑
k=1
1
p+ k
(
p− 1 + k
p
)
−
2t+2−p∑
k=1
(
p− 1 + k
p
)
(p+ 1)
(
2t + 3− k
p+ 1
)


︸ ︷︷ ︸
S˜
: (57)
We will now prove that S˜ is identically zero for all p¿0 and t¿0, by showing that
the sums
S [1]p (t) :=
2t+2−p∑
k=1
1
p+ k
(
p− 1 + k
p
)
and
S [2]p (t) :=
2t+2−p∑
k=1
(
p− 1 + k
p
)
(p+ 1)
(
2t + 3− k
p+ 1
)
satisfy the same recurrences. Together with the matching initial values
S [1]p (0) = S
[2]
p (0) =


3
2 ; p = 0;
1
2 ; p = 1;
0; p¿ 2;
this is su1cient.
For the sum S [1]p (t), we get immediately the recurrence
S [1]p (t + 1)− S [1]p (t) =
1
2t + 4
(
2t + 3
p
)
+
1
2t + 3
(
2t + 2
p
)
;
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whereas for the second sum S [2]p (t) we apply Zeilberger’s algorithm (see, e.g., [13]) to
obtain a suitable recurrence.
With the abbreviation S [2]p (t; k) := (p−1+kp )=(p+1)=(
2t+3−k
p+1 ) for the summand and T
for the shift operator for the parameter t (thus Tf(t; k)=f(t + 1; k)), we obtain
(2(t + 2)(2t + 3)− 2(t + 2)(2t + 3)T )S [2]p (t; k) = Gp(t; k + 1)− Gp(t; k) (58)
with
Gp(t; k) =
(k − 1)(2t + 3− k − p)(32 + 32t − 2tp− 3p+ 8t2 − 7k − 4tk)
(2t + 5− k)(2t + 4− k)
S [2]p (t; k):
Summing over 16k62t+2−p in Eq. (58), the right side telescopes and we obtain
2(t + 2)(2t + 3)S [2]p (t)− 2(t + 2)(2t + 3)S [2]p (t + 1) + S [2]p (t + 1; 2t + 3− p)
+ S [2]p (t + 1; 2t + 4− p) = Gp(t; 2t + 3− p)− Gp(t; 1);
which gives by easy transformations
S [2]p (t + 1)− S [2]p (t) =
1
2t + 4
(
2t + 3
p
)
+
1
2t + 3
(
2t + 2
p
)
and hence it is shown that S˜ =0. Thus Eq. (57) simpli6es to
S =
t−p∑
k=0
(
p+ k
p
)
(p+ 1)
(
2t + 2− k
p+ 1
)
and (56) gives
p∑
l=1
(
t + 1 + p− l
p− l
)(
2t + 2
l
)
(−1)l
l
=
(
t + 1 + p
p
)
(Ht+1+p − Hp − H2t+2) + (−1)p
(
t + 1 + p
p
)
×
t−p∑
k=0
(
p+ k
p
)
(p+ 1)
(
2t + 2− k
p+ 1
) : (59)
We obtain thus from (53) the main contribution of the second summand A2 for l¡p:
1(
n
p
)(
n
t
)
t!(H2t+2 − Ht+1)
[zn−t]
p−1∑
l=0
zl
(1− z)t+2+l
(
t + 1 + l
l
)(
2t + 2
p− l
)
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× (−1)p−l
∫ z
x=0
−(t + 1)!(1− x)−(p−l)−1 dx
∼ H2t+2 + Hp − Ht+1+p
H2t+2 − Ht+1 n−
n(−1)p
H2t+2 − Ht+1
t−p∑
k=0
(
p+ k
p
)
(p+ 1)
(
2t + 2− k
p+ 1
) : (60)
Combining the results (51), (52) and (60), we get 6nally from Eq. (50), Lemma 10.
4.5. The inhomogeneous part IIB
Here we consider the remaining parts of [2]t (z; u), which means all parts that contain
t; i, with i¿1:
t∑
i=1
[2]t;i (z; u) =
t∑
i=1
1
(Ht;i+t − Ht;i−1)(1− z(1 + u))t;i
×
∫ z
x=0
(
t!
(1− x)2t+2 −
(t + 1)!
(1− x)2t+3
)
(1− x(1 + u))t;i+t
(1 + u)t
dx: (61)
We will get then
Lemma 11. For 5xed p and n → ∞ we get the following asymptotic expansion of
the inhomogeneous part
∑t
i=1 
[2]
t; i (z; u) containing all t; i with i¿1:
1(
n
p
)(
n
t
)
t!
[zn−tup]
t∑
i=1
[2]t;i (z; u)
∼ −n
t∑
i=1
(
t;i + t
t + 1
)
(p+ 1)(Ht;i+t − Ht;i−1)
(
2t + 2
t + 1
)(
t + 2 + p− t;i
p+ 1
)
− n
t∑
i=1
(
t;i + t − 1
t
)
(−1)p
(t + 1)(Ht;i+t − Ht;i−1)
(
2t + 2
t + 1
) t−p∑
k=0
(
2t + 2
k
)
(
t;i + t − 1
p+ k
) : (62)
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To prove Lemma 11, one considers such [2]t;i (z; u) and obtains 6rst:
1(
n
p
)(
n
t
)
t!
[zn−tup][2]t;i (z; u)
=
1(
n
p
)(
n
t
)
t!p!(Ht;i+t − Ht;i−1)
×[zn−t]
p∑
l=0
(
p
l
)
NuDp−lu (1− z(1 + u))−t;i
×
∫ z
x=0
NuDlu
(
t!
(1− x)2t+2 −
(t + 1)!
(1− x)2t+3
)
(1− x(1 + u))t;i+t(1 + u)−t dx
=
1(
n
p
)(
n
t
)
t!p!(Ht;i+t − Ht;i−1)
[zn−t]
p∑
l=0
(
p
l
)
zp−lp−lt;i
(1− z)t;i+p−l
×
∫ z
x=0
(
t!
(1− x)2t+2 −
(t + 1)!
(1− x)2t+3
)
l∑
k=0
(
l
k
)
NuDl−ku (1 + u)
−t
×NuDku(1− x(1 + u))t;i+t dx
=
1(
n
p
)(
n
t
)
t!p!(Ht;i+t − Ht;i−1)
[zn−t]
p∑
l=0
(
p
l
)
zp−lp−lt;i
(1− z)t;i+p−l
×
∫ z
x=0
(
t!
(1− x)2t+2 −
(t + 1)!
(1− x)2t+3
)
l∑
k=0
(
l
k
)
(−1)ltl−k(t;i + t)k
×xk(1− x)t;i+t−k dx
=
1(
n
p
)(
n
t
)
t!p!(Ht;i+t − Ht;i−1)
[zn−t]
p∑
l=0
(
p
l
)
zp−lp−lt;i
(1− z)t;i+p−l
×
∫ z
x=0
l∑
k=0
(
l
k
)
(−1)ltl−k(t;i + t)k
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×
(
t!
(1− x)t+2−t;i+k
k∑
r=0
(
k
r
)
(−1)r(1− x)r
− (t + 1)!
(1− x)t+3−t;i+k
k∑
r=0
(
k
r
)
(−1)r(1− x)r
)
dx
=
1(
n
p
)(
n
t
)
t!p!(Ht;i+t − Ht;i−1)
[zn−t]
p∑
l=0
l∑
k=0
k∑
r=0
(
p
l
)(
l
k
)(
k
r
)
×p−lt;i (t;i + t)k tl−k(−1)l+r
×
(
t!
t + 1− t;i + k − r
(
zp−l
(1− z)t+1+p+k−r−l −
zp−l
(1− z)t;i+p−l
)
− (t + 1)!
t + 2− t;i + k − r
(
zp−l
(1− z)t+2+p+k−r−l −
zp−l
(1− z)t;i+p−l
))
: (63)
Since [zn]1=(1 − z)t; i+p−l is largest, where (t; i + p − l) is largest, we get the
main contribution of such terms for l = 0, which leads to contributions of order
O(n(t; i)+p−1). [zn]1=(1 − z)t+1+p+k−r−l is largest for r=0 and k = l, which gives a
contribution of order O(nt+p). And 6nally [zn]1=(1−z)t+2+p+k−r−l gives also the largest
contribution for r=0 and k = l, which is of order O(nt+p+1). Hence, for the main
contribution we only have to consider the portion coming from 1=(1 − z)t+2+p+k−r−l
for r=0 and k = l, since (t; i)¡t + 2 for i¿1. We obtain therefore
1(
n
p
)(
n
t
)
t!
[zn−tup][2]t;i (z; u)
∼ 1(
n
p
)(
n
t
)
t!p!(Ht;i+t − Ht;i−1)
[zn−t]
p∑
l=0
(
p
l
)
p−lt;i (t;i + t)
l(−1)l+1
× (t + 1)!
t + 2− t;i + l
zp−l
(1− z)t+2+p
∼ − (t + 1)n
t+1+p
(t + 1 + p)!p!
(
n
p
)(
n
t
)
(Ht;i+t − Ht;i−1)
p∑
l=0
(
p
l
)
p−lt;i (t;i + t)
l
× (−1)
l
t + 2− t;i + l
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∼ − n(
t + 1 + p
p
)
(Ht;i+t − Ht;i−1)
×
p∑
l=0
(−1)l
(
t;i − 1 + p− l
p− l
)(
t;i + t
l
)
t + 2− t;i + l : (64)
As in the previous subsection we want to get rid of p in the summation limit of
the appearing sum. This can now be done via the following equation, which is also
shown in the appendix:
p∑
l=0
(−1)l
(
t;i − 1 + p− l
p− l
)(
t;i + t
l
)
t + 2− t;i + l
=
(
t;i + t
t + 1
)(
p+ t + 1
p
)
(p+ 1)
(
2t + 2
t + 1
)(
t + 2 + p− t;i
p+ 1
)
+
(
t;i + t − 1
t
)(
t + 1 + p
p
)
(t + 1)
(
2t + 2
t + 1
) t−p∑
k=0
(
2t + 2
k
)
(
t;i + t − 1
p+ k
) : (65)
Combining Eqs. (64) and (65) shows then Lemma 11.
5. The asymptotic behaviour of the number of comparisons
Now we 6nd by simply adding the 6ndings of Section 4, given as Lemmata 8–11,
a formula for the asymptotic equivalent (for 6xed p and n→∞) of the expectations
Et; n;p of the number of comparisons, which are done in Multiple Quickselect with
median of 2t+1 partition to 6nd a random order statistic of p elements out of a data
6le of length n:
Et;n;p ∼ n

 HpH2t+2 − Ht+1 + 12 + H
(2)
2t+2 − H (2)t+1
2(H2t+2 − Ht+1)2 −
1
(p+ 1)
(
2t + 2
t + 1
)
×
t∑
i=1
(
t;i + t
t + 1
)
(Ht;i+t − Ht;i−1)
(
t + 2 + p− t;i
p+ 1
) + Rt;p

 ; (66)
82 A. Panholzer / Theoretical Computer Science 302 (2003) 45–91
where the remainder term Rt;p is given by
Rt;p =
(−1)p+1
(p+ 1)(H2t+2 − Ht+1)
t−p∑
k=0
(
p+ k
p
)
(
2t + 2− k
p+ 1
) + (−1)p+1
(t + 1)
(
2t + 2
t + 1
)
×
t∑
i=1
(
t;i + t − 1
t
)
Ht;i+t − Ht;i−1
t−p∑
k=0
(
2t + 2
k
)
(
t;i + t − 1
p+ k
) : (67)
But we can considerably simplify this result by showing the following lemma, and
then the main result stated as Theorem 1 follows.
Lemma 12. The remainder term Rt;p from Eq. (67) satis5es for p; t¿0
Rt;p =
{
0 for p¿ 1;
−1 for p = 0:
Proof. First, we use once again that t; i are the solutions of the indicial polynomial
pt() and thus it holds for all 06i6t:(
t;i + t
t + 1
)
=
t+1t;i
(t + 1)!
=
(
2t + 2
t + 1
)
: (68)
With (68), we get the following simpli6cations in the second part of Rt;p:
(−1)p+1
(t + 1)
(
2t + 2
t + 1
) t∑
i=1
(
t;i + t − 1
t
)
Ht;i+t − Ht;i−1
t−p∑
k=0
(
2t + 2
k
)
(
t;i + t − 1
p+ k
)
= (−1)p+1
t∑
i=1
1
(Ht;i+t − Ht;i−1)(t;i + t)
t−p∑
k=0
(
2t + 2
k
)
(
t;i + t − 1
p+ k
) ;
whereas the 6rst part of (67) can be rearranged to
(−1)p+1
(p+ 1)(H2t+2 − Ht+1)
t−p∑
k=0
(
p+ k
p
)
(
2t + 2− k
p+ 1
)
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=
(−1)p+1
(H2t+2 − Ht+1)(2t + 2)
t−p∑
k=0
(
2t + 2
k
)
(
2t + 1
p+ k
)
=
(−1)p+1
(Ht;0+t − Ht;0−1)(t;0 + t)
t−p∑
k=0
(
2t + 2
k
)
(
t;0 + t − 1
p+ k
) :
Thus the two parts of (67) 6t together and the remainder term simpli6es to
Rt;p = (−1)p+1
t∑
i=0
1
(Ht;i+t − Ht;i−1)(t;i + t)
t−p∑
k=0
(
2t + 2
k
)
(
t;i + t − 1
p+ k
) : (69)
But by changing sums we get further
Rt;p = (−1)p+1
t−p∑
k=0
(
2t + 2
k
)
(p+ k)!
×
t∑
i=0
1
(Ht;i+t − Ht;i−1)(t;i + t)(t;i + t − 1)p+k
= (−1)p+1
t−p∑
k=0
(
2t + 2
k
)
(p+ k)!
t∑
i=0
t−p−kt;i
(Ht;i+t − Ht;i−1)t+1t;i
:
From (8) follows that (Ht; i+t − Ht; i−1)t+1t; i =
∏t
l=0
l=i
(t; i − t; l), and so we obtain
Rt;p = (−1)p+1
t−p∑
k=0
(
2t + 2
k
)
(p+ k)!
t∑
i=0
t−p−kt;i∏t
l=0
l=i
(t;i − t;l)
: (70)
The inner sum in (70) can now be written as
t∑
i=0
t−p−kt;i∏t
l=0
l=i
(t;i − t;l)
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=
t∑
i=0
t−p−kt;i (−1)t−i∏i−1
l=0 (t;i − t;l)
∏t
l=i+1(t;l − t;i)
=
1∏
06m¡l6t (t;l − t;m)
t∑
i=0
t−p−kt;i (−1)t−i
t∏
06m¡l6t
l;m =i
(t;l − t;m)
=
1∏
06m¡l6t(t;l − t;m)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 : : : 1
t;0 t;1 : : : t;t
...
...
. . .
...
t−1t;0 
t−1
t;1 : : : 
t−1
t;t
t−p−kt;0 
t−p−k
t;1 : : : 
t−p−k
t;t
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣︸ ︷︷ ︸
D
;
where the last equation is obtained by expanding the last row of the determinant D.
If p¿1 and 06k6t−p or also if p=0 and 16k6t−p, then deg t−p−k6t−1
and thus the last row in D is linearly dependent of the 6rst t rows and so the deter-
minant vanishes: D=0. This gives in particular that Rt;p =0 for all p¿1.
On the other hand, if p=0 and k =0, we get that deg 
t−p−k = t, and we have to
consider the determinant with the leading term of t−p−kt; i in the last row. This case
leads thus to
t∑
i=0
t−p−kt;i∏t
l=0
l=i
(t;i − t;l)
=
1∏
06m¡l6t (t;l − t;m)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 : : : 1
t;0 t;1 : : : t;t
...
...
. . .
...
t−1t;0 
t−1
t;1 : : : 
t−1
t;t
tt;0 
t
t;1 : : : 
t
t;t
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∏
06m¡l6t (t;l − t;m)∏
06m¡l6t (t;l − t;m)
= 1;
and we obtain Rt;0 =−1.
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Appendix
Here we collect the proofs, which are omitted from the main section to obtain a
better readability.
Proof of Lemma 4. (i) If ¿0, then all of the equidistant factors ; +1; : : : ; + t are
positive and (+1) · · · (+t)= (t+2)(t+3) · · · (2t+2) implies that = t+2 is the only
zero of pt() with ¿0. If ¡−t then all of the equidistant factors ; + 1; : : : ; + t
are negative, which implies that for such values  the only possible zero =−2t − 2
annihilates pt() only when t is odd. For the remaining case −t660, we get that
| + k|6max{k; t − k}¡t + 2 + k for all k ∈{0; : : : ; t} and thus |( + 1) · · · ( +
t)|¡(t + 2)(t + 3) · · · (2t + 2). This gives |pt()|¿0, and therefore pt() cannot have
a zero in this interval.
(ii) We denote by t;0; : : : ; t; t the t + 1 zeros of pt(). Now we are going to show
that the derivative p′t () satis6es p
′
t (t; i) 
=0, which proves the statement. We have
p′t() = (+ 1) · · · (+ t)
t∑
k=0
1
+ k
;
which gives due to pt(t; i)= 0
p′t(t;i) = (t + 2)(t + 3) · · · (2t + 2)
t∑
k=0
1
t;i + k
:
It remains to prove that the sum S :=
∑t
k=0 1=(t; i + k) satis6es S 
=0 for all t; i.
Obviously, we get S¿0 for t; i = t+2 and S¡0 for t; i = −2t−2. For complex roots
t; i = + 3i; ∈R; 3∈R\{0}, we have
S =
t∑
k=0
1
+ k + 3i
=
t∑
k=0
+ k − 3i
(+ k)2 + 32
=
t∑
k=0
+ k
(+ k)2 + 32
− 3i
t∑
k=0
1
(+ k)2 + 32
and this implies that (S) 
=0, since 3 
=0.
(iii) We have to prove that pt() 
=0 for ()¿t+2 or ()= t+2 and () 
=0.
To do this, we set  := t + 2+ 4 with 4 := + i3 and consider 6rst |1 + 4=(t + 2+ k)|
for k ∈{0; : : : ; t}. For ¿0 or =0 and 3 
=0 we have∣∣∣∣1 + 4t + 2 + k
∣∣∣∣ =
(
1 +

t + 2 + k
)√
1 +
32
(t + 2 + k + )2
¿ 1:
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This gives then
|pt()|¿ | |t + 2 + 4| |t + 3 + 4| · · · |2t + 2 + 4| − (t + 2) · · · (2t + 2)|
= (t + 2) · · · (2t + 2)
∣∣∣∣
∣∣∣∣1 + 4t + 2
∣∣∣∣ · · ·
∣∣∣∣1 + 42t + 2
∣∣∣∣− 1
∣∣∣∣¿ 0:
Proof of Eq. (54). We de6ne
Sp;q(t + 1) :=
p∑
l=1
(
t + 1 + p− l
t + 1
)(
q
l
)
(−1)l
l
and obtain the recurrence
Sp;q(t + 1) =
p∑
l=1
t + 1 + p− l
t + 1
(
t + p− l
t
)(
q
l
)
(−1)l
l
=
t + 1 + p
t + 1
Sp;q(t)− 1t + 1
p∑
l=1
(
t + p− l
t
)(
q
l
)
(−1)l
=
t + 1 + p
t + 1
Sp;q(t)− 1t + 1
p∑
l=1
(−t − 1
p− l
)(
q
l
)
(−1)p
=
t + 1 + p
t + 1
Sp;q(t) +
1
t + 1
(
t + p
t
)
− (−1)
p
t + 1
(
q− t − 1
p
)
; (A.1)
where we used the Vandermonde convolution formula
n∑
k=0
(
r
k
)(
s
n− k
)
=
(
r + s
n
)
: (A.2)
Iterating (A.1) gives
Sp;q(t + 1) =
(t + 1 + p)t+1
(t + 1)t+1
Sp;q(0) +
t∑
k=0
(t + 1 + p)k
(t + 1)k+1
(
t − k + p
t − k
)
+(−1)p+1
t∑
k=0
(t + 1 + p)k
(t + 1)k+1
(
q− 1− (t − k)
p
)
and the simpli6cations
t∑
k=0
(t + 1 + p)k
(t + 1)k+1
(
t − k + p
t − k
)
=
t∑
k=0
1
t + p+ 1− k
(t + 1 + p)!
(t + 1)!p!
=
(
t + 1 + p
p
)
(Ht+1+p − Hp)
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lead to
Sp;q(t + 1) =
(
t + 1 + p
p
) p∑
l=1
(
q
l
)
(−1)l
l
+
(
t + 1 + p
p
)
(Ht+1+p − Hp)
+ (−1)p+1
t∑
k=0
(t + 1 + p)k
(t + 1)k+1
(
q− 1− (t − k)
p
)
: (A.3)
Thus for the required sum Sp;2t+2(t + 1), we obtain from (A.3)
p∑
l=1
(
t + 1 + p− l
p− l
)(
2t + 2
l
)
(−1)l
l
=
(
t + 1 + p
p
) p∑
l=1
(
2t + 2
l
)
(−1)l
l
+
(
t + 1 + p
p
)
(Ht+1+p − Hp)
+ (−1)p+1
(
t + 1 + p
p
)
t∑
k=0
(
t + 1 + k
p
)
(p+ 1)
(
t + 1 + p− k
p+ 1
) ;
which proves (54).
Proof of Eq. (55). We de6ne
Qp(2t + 2) :=
p∑
l=1
(
2t + 2
l
)
(−1)l
l
and we write
Qp(2t + 2) =
p∑
l=1
(
l− 2t − 3
−2t − 3
)
1
l
=
p∑
l=1
(
l− 2t − 4
−2t − 4
)
1
l
+
1
−2t − 3
p∑
l=1
(
l− 2t − 4
−2t − 4
)
=
p∑
l=1
(
2t + 3
l
)
(−1)l
l
− 1
2t + 3
p∑
l=1
(
2t + 3
l
)
(−1)l
=Qp(2t + 3) +
1
2t + 3
− (−1)
p
2t + 3
(
2t + 2
p
)
;
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where we used
∑p
k=0(
n
k )(−1)k =(−1)p( n−1p ). This recurrence gives then
p∑
l=1
(
2t + 2
l
)
(−1)l
l
=Qp(2t + 2) = Qp(2t + 1)− 12t + 2 +
(−1)p
2t + 2
(
2t + 1
p
)
=Qp(0)−
2t+2∑
k=1
1
k
+ (−1)p
2t+2∑
k=1
1
k
(
k − 1
p
)
=−H2t+2 + (−1)p
2t+2∑
k=1
1
k
(
k − 1
p
)
;
which proves (55).
Proof of Eq. (65). De6ning
Sp;t;(k) :=
p∑
l=0
(−1)l
(
− k + p− l
− k
)(
+ t
l
)
t + 2− + l ;
one sees that this sum can be simpli6ed easily for k =p− t:
Sp;t;(p− t) =
p∑
l=0
(−1)l
(
+ t − l
p− l
)(
+ t
l
)
t + 2− + l =
(
+ t
p
) p∑
l=0
(−1)l
(
p
l
)
t + 2− + l
=
(
+ t
p
)
p!
(t + 2− )p+1 ; (A.4)
where we used the identity
n∑
k=0
(−1)k
x + k
(
n
k
)
=
n!
x(x + 1) · · · (x + n) : (A.5)
To simplify now the required sum Sp; t; t; i(1), we will establish a recursive relation
to reduce it to this special case.
We get for n∈Z the recurrence
Sp;t;(n) =
p∑
l=0
− n+ p− l
− n
(−1)l
(
− n− 1 + p− l
− n− 1
)(
+ t
l
)
t + 2− + l
=
p+ t + 2− n
− n
p∑
l=0
(−1)l
(
− n− 1 + p− l
− n− 1
)(
+ t
l
)
t + 2− + l
− 1
− n
p∑
l=0
(−1)l
(
− n− 1 + p− l
− n− 1
)(
+ t
l
)
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=
p+ t + 2− n
− n Sp;t;(n+ 1) +
(−1)p+1
− n
p∑
l=0
(−+ n
p− l
)(
+ t
l
)
=
p+ t + 2− n
− n Sp;t;(n+ 1) +
(−1)p+1
− n
(
n+ t
p
)
; (A.6)
where once again the Vandermonde convolution formula (A.2) strikes.
Now we will distinguish the cases p¿t+1 or p6t, respectively. If p¿t+1, then
iterating relation (A.6) leads to
Sp;t;(1) =
p−t−1∑
k=1
(p+ t + 1)k−1
(− 1)k
(
k + t
p
)
+
(p+ t + 1)p−t−1
(− 1)p−t−1 Sp;t;(p− t):
(A.7)
Since ( k+tp )= 0 for 16k6p − t − 1, the sum vanishes and it remains the part with
Sp; t; (p − t). With (A.4), we obtain thus for p¿t + 1 from (A.7) the following ex-
pression:
p∑
l=0
(−1)l
(
t;i − 1 + p− l
p− l
)(
t;i + t
l
)
t + 2− t;i + l
=
(p+ t + 1)p−t−1
(t;i − 1)p−t−1
Sp;t;t;i(p− t)
=
(
p+ t + 1
p− t − 1
)(
t;i + t
p
)
p!(
t;i − 1
p− t − 1
)
(t + 2− t;i)p+1
=
(
p+ t + 1
p− t − 1
)(
t;i + t
p
)
(p+ 1)
(
t;i − 1
p− t − 1
)(
t + 2 + p− t;i
p+ 1
)
=
(
t;i + t
t + 1
)(
p+ t + 1
p
)
(p+ 1)
(
2t + 2
t + 1
)(
t + 2 + p− t;i
p+ 1
) : (A.8)
If p6t, we start again with (A.6), but we need the reverse direction of the equation
Sp;t;(n) =
(−1)p
p+ t + 3− n
(
n− 1 + t
p
)
+
+ 1− n
p+ t + 3− n Sp;t;(n− 1): (A.9)
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Iterating (A.9) gives
Sp;t;(1) = (−1)p
t−p∑
k=0
 Ik
(p+ t + 2)k+1
(
t − k
p
)
+
t−p+1
(p+ t + 2)t−p+1
Sp;t;(−(t − p))
= (−1)p
t−p∑
k=0
 Ik
(p+ t + 2)k+1
(
t − k
p
)
+
(p+ t + 1)p−t−1
(− 1)p−t−1 Sp;t;(p− t); (A.10)
where we used x Im =1=(x − 1)−m.
With (A.8) we get thus for p6t via easy transformations the following expression:
p∑
l=0
(−1)l
(
t;i − 1 + p− l
p− l
)(
t;i + t
l
)
t + 2− t;i + l
=
(
t;i + t
t + 1
)(
p+ t + 1
p
)
(p+ 1)
(
2t + 2
t + 1
)(
t + 2 + p− t;i
p+ 1
)
+(−1)p
t−p∑
k=0
 Ikt;i
(t + 2 + p)k+1
(
t − k
p
)
=
(
t;i + t
t + 1
)(
p+ t + 1
p
)
(p+ 1)
(
2t + 2
t + 1
)(
t + 2 + p− t;i
p+ 1
)
+
(
t;i + t − 1
t
)(
t + 1 + p
p
)
(t + 1)
(
2t + 2
t + 1
) t−p∑
k=0
(
2t + 2
k
)
(
t;i + t − 1
p+ k
) : (A.11)
One sees immediately that this equation is true for all p (which means also for
p¿t+1, since for those cases the sum vanishes), and the proof of Eq. (65) is 6nished.
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