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In this paper, we describe the development of an omnidirectional camera and 3D Light Detection and 
Ranging(3D-LiDAR) based specified person searching component which is for one of the Tsukuba Challenge 
tasks. The employment of an omnidirectional camera and 3D Light Detection and Ranging(3D-LiDAR) enable 
wide and high viewing angles without dead angles compared with conventional cameras and LiDARs. In order 
to detect specified person to reduce computational cost for the image processing, we focus on color information. 
In addition, we focus on size of the object for high detection accuracy too. An omnidirectional camera and 
3D-LiDAR are used to detect the direction of person. The proposed component was implemented as ROS-based 
application that enables rapid verification as well as rapid prototyping. The validity of the proposed algorithm 
was confirmed by preliminary experiments that simulated Tsukuba Challenge environments. 
























































Fig.2 Mobile robot and sensors for this study 
 
















３． ROS(Robot Operating System) 
開発環境には ROS(Robot Operating System)[3]を用い
る．ROS はロボット用の開発ツールやライブラリが含ま
れたオープンソフトウェアである．ライブラリには，画
像処理用のライブラリである OpenCV や ，点群情報を処




今回使用する環境を Table 1 に示す． 
 





考慮し，以下 3 つの仮定を設ける． 































































・探索領域絞り込み(Pass through filter) 




象の身長が男性 1.8m，女性 1.72m，子供 1.13mである．
使用されている椅子の座面の高さがおおよそ 0.4m で
ある．3D-LiDAR の取り付け位置が 1.1m の高さである．
したがって，誤差も考え，x，y 軸は±6 m，ｚ軸は±
0.8 m の範囲に絞り込む． 
・ダウンサンプリング(Voxel grid filter) 


























ータで 1 つの x および y，z を表している．各データ
は 10 進数で 0～255 の値が入っているが，ロボットの
座標と対応させるため 4byteのデータから float32の
データに変換する．まず，そのデータをそれぞれ２進




   (1) 
  
s:1 ビット目を 10 進数に変換した値 
e:2～9 ビット目を 10 進数に変換した値 





 Fig.7 に色抽出の流れを示す． 
 
 




















Fig.8 Lightness histogram equalized images  
 



































識範囲が約 5 m なので，誤検出を避けるために探索対






:ロボットの yaw (global) 
・探索対象の座標 (local) 
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Fig.11 Condition diagram where search target exists 
 
1.5 m 以内に近づかなければならないため，特定し
た探索対象の 1.5 m 以内に他の探索対象はいないもの
とし，探索対象の外接円の直径は 0.7 m とする．そし
て，算出された座標をアプローチ済み座標と比較し，
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