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Al~tract--This article is concerned with the approximation problem of fitting n data points by a 
quasi-convex function using the least squares distance function. An algorithm of O(n) worst-case time 
complexity for computing a best fit is developed. This problem arises in the context of curve fitting or 
statistical estimation. 
1. INTRODUCTION 
This article is concerned with problem of approximating or fitting n data points by a quasi-convex 
function using the least squares distance function as a measure of goodness of fit. An algorithm 
of O(n) worst-case time complexity for computing a best fit is developed. The algorithm involves 
simultaneous computation of upper convex hulls of sets of points in a plane which are obtained 
from data. Problems of this type arise in analysis of functional relationship between dependent and 
independent variables where the existence of any definite parameteric form of relationship is not 
known. 
Let S = { 1, 2 , . . . ,  n } be a finite index set with n ~> 2. A real function f on S will be denoted by 
(fl ,f2 . . . . .  fn). A function g on S is quasi-convex if g /~ max {gp, gq}, holds for al l j  with p ~ j ~ q 
for all 1 ~< p ~ q ~ n [1]. We let d(f, g )= Z~'=1 wi(./~i- gi) 2 be a measure of the distance between f 
and g, where the weight function w = (Wl, w2 . . . . .  wn) > 0 takes into account the relative 
significance of points of S. Given a function f, the problem of quasi-convex approximation is to 
find a quasi-convex g so as to minimize d(f, g). The existence of such a minimizer g, called an 
optimal solution or a best approximation, which is not unique in general, can be easily established 
by usual compactness arguments applied to R ~. To simplify notation, we denote both an optimal 
solution and an arbitrary quasi-convex function by g; the former will, however, be preceded by 
the qualifier "an optimal solution" or "a best approximation". We observe that the set of all 
quasi-convex functions is a nonconvex cone. 
To describe the algorithm briefly, given an index 1 ~< r ~ n, consider the following problem P 
of finding a function g so as to minimize ~=1 wi(.l~-g~) 2 subject o gi~g~+l, 1 ~ i ,~ r, and also 
to minimize ZTffir+ I Wg(~,. -- gg)2 subject o gi ~ g~+ i, r + 1 ~ i ~ n -- 1. If g, dependent upon r, is the 
unique optimal solution to problem P, then let Ar = d(f,g). The algorithm computes g and A, for 
all 1 ~< r ~ n in O(n) time [2] in the following manner. The solution g to problem P for each r can 
be obtained from two least concave majorants (LCM) which are upper convex hulls of sets of 
certain points in a plane. The algorithm uses one forward and one backward pass on indexes 
to determine all 2n LCMs and A r for all 1 ~< r 6 n. It then determines an index s such that 
A, = min{Ar: 1 6 r ~ n} and computes the optimal solution g to problem P for this index in O(n) 
time. This g is the required best approximation. Thus, the worst-case complexity of the algorithm 
is O(n). The algorithm is given in Section 4. A brief review of isontonic regression is presented 
in Section 2; it motivates our analysis of the quasi-convex problem. In Section 3 are presented the 
main results which lead to the algorithm. In Section 4, we assume, without loss of generality that 
f~#f~+l, and show that the minimizing index s defined above is a relative minimum of f ,  i.e. 
f~_t >f~ <f~+t holds and that it satisfies g, =f~ < g,+l. 
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Approximation problems using least squares distance function are called regression problems in 
statistical estimation theory. However, other distance functions have been recently used [3]. In such 
problems, the relationship between dependent and independent variables is implicitly defined by 
constraints such as convexity, quasi-convexity and monotonicity. The initial data points f~, based 
on experimental observation are influenced by probabilistic variations and we letf  =/zi + hi, where 
#~ satisfies constraints such as convexity and ~/~ represents a random disturbance or noise. The actual 
values of/~i are unknown and we estimate #~ by gi. Regression problems involving concavity or 
convexity occur in economics in the analysis of utility, productivity, supply, demand, etc. [4-10] 
and those involving monotonicity and quasi-convexity, the latter called U-shapedness, occur, for 
example, in reliability [11-18]. In the references mentioned above are presented various aspects of 
such problems including mathematical analysis, statistical estimation and algorithms to find 
optimal solutions; distance functions other than least squares are sometimes considered. 
2. A BRIEF REVIEW OF ISOTONIC REGRESSION 
This section provides a motivation for analysis of the quasi-convex problem. A function g is 
isotonic if gi ~ g~+ 1, 1 ~ r ~ n - 1. Given a function f, the problem of isotonic regression is to find 
an isotonic g so as minimize d(f, g). This optimal g is unique. 
We present some well known facts about this problem, see, for example Ref. [11]. We define the 
cumulative sums Wj and Fj by 
W0 = F0 = 0, 
J J 
w,=Ew. F,=E w:,, l j n. 
i= l  i= l  
To obtain the optimal solution g, we plot the points Pj = (Wj, Fj), 0 ~<j ~ n, with P0 = (0, 0), in 
the Cartesian plane. These points constitute the cumulative sum diagram (CSD). The slope of the 
line segment joining Pj_, and Pj is fj. It is known that g is given by the greatest convex minorant 
(GCM) of the CSD [11, 19]. This GCM is the graph of the pointwise supremum of all convex 
functions on [0, Wn] whose graphs lie below the CSD. Graphically, the GCM is the path taken by 
a taut string which joins P0 and P~ and is constrained to lie below the CSD. Note the Po and Pn 
are on the GCM. Let Qj = (Wj, Gj), j = 0, 1 . . . . .  n with Q0 = P0 = (0, 0) and Q~ = P~ be the points 
on the GCM. Then, gj equals the slope of the GCM at Qj, i.e. (Gj- Gj_I)/(Wj-- Wj_I), 1 ~ j  ~n. 
Graham's Scan [20, 21, p. 100] can be applied to points Pj to determine in O(n) operations, points 
on the GCM and then gj. Indeed, the scan gives ordered indexes j such that P1 are endpoints of 
(maximal) linear segments of the GCM. If u < v are two such consecutive indexes then Qj, u ~ j  ~ v 
are collinear, Qu = Pu and Qo = Pv, (equivalently, Gu = F, and G~ = Fv). Then, gj for all u < j ~ v 
equal (F~- F~)/(W~- IV,). The algorithm is O(n) [21, p. 168]. This scan is also used in Ref. [9] 
to compute a GCM and then a best convex approximation. 
3. QUASI-CONVEX APPROXIMATION 
In this section, we analyze the quasi-convex problem and establish results which enable us to 
construct our algorithm to find a best approximation. We denote by [i,j] all k in S satisfying 
i ~ k ~j.  We make use of the following characterization f a quasi-convex function [14, 15]. 
Proposition 3. I 
A function g = (g,, g2 . . . .  gn) is quasi-convex if and only if there exists an index r, 1 ~ r ~ n, such 
that g~ >~ge~>" "" >~g•~gr+t ~""  ~gn- Thus, g,=min{gi:l ~ i  ~ n}. 
We let K,, 1 ~ r ~ n, denote the set of all quasi-convex functions which have the property stated 
in the above proposition. An optimal solution g to the quasi-convex problem satisfies 
d(f, g) = min min d(f,h). 
• beg ,  
To find a minimizing h in K,, we proceed as below. 
For a fixed index r, 1 ~ r ~< n, we denote by F/• the partition of the index set [1, n] into [1, r] 
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and [r + 1, n]. For each partition//r, we define the following two independent subproblems P1 and 
P2 with the disjoint constraint sets: 
PI. Find gi, 1 ~< i ~ r, and Air so that 
Alr = min ~ we (fi - gi) 2, 
i= l  
subject o gl//> g2 3""  • 11> g,- 
P2. Find g~, r + 1 ~<i ~n and A2, so that 
A2 r = min ~ wi(fii -- gi) 2, 
i~r+l  
subject o gr+l <~gr+2 <~''" ~gn" I f r  =n, then P2 is empty and we let A2~=0. 
If g~, 1 ~ i ~ r, and gi, r + 1 6 i ~< n, depenJdent upon/ / , ,  are the unique optimal solutions to 
P1 and P2, respectively, then g = (gt, g2 . . . .  gn) is in K, if g, 6 gr+l and in Kr+ ~ if gr 1/> g,+ l" In this 
case g minimizes d(f, h) for h in K, or K~+l. (Note that for any //r, the optimal solutions to P1 
and P2 are unique because the distance functions are strictly convex and optimal solutions are 
sought from closed convex cones. Hence, for any Hr, the corresponding g is unique, although, in 
general, the quasi-convex approximation problem has many optimal solutions.) 
The discussion of Section 2 enables us to obtain optimal solutions to subproblems P1 and P2. 
We define the left and right cumulative sums WLj, FLj and WRj, FRj, respectively, by 
WLo = FLo = O, 
J J 
WLj= ~, wi, FLj= ~ wifi, l ~ j  <~ r, 
i=1 i=1 
WRn+j = FR~+I = O, 
n 
i=j i=j 
To obtain the optimal solution to P1, we plot the points PLj=(WLj ,  FLj), O~j  <~r, with 
PL0 = (0, 0) in the Cartesian plane. These points constitute the left CSD. We determine the LCM 
of the CSD; this is the graph of the pointwise infimum of all concave functions on [0, WL,] whose 
graphs lie above the CSD. Since g~ are nonincreasing and not nondecreasing as in Section 2, we 
consider the LCM rather than the GCM. Note that PLo and PLr are on the LCM. Let 
QLy= (WLy, GLj), 0 <~j ~ r, with QLo = PLo = (0, 0) and QL, = PL~ be the points on the LCM. 
Then the optimal solution gj, 1 6 j  ~< r, to P1 is given by the slopes of the line segments of the LCM. 
Thus, 
gj = (GLj - GLj_,)/(WLj - WLj_t), 1 <~y <~ r, (1) 
which gives 
and of course, 
J 
GLj = ~ wig,, 1 <~j ~ r; 
i= l  
fj = (FLj - FLj_,)/(WLj -- WLj_t), 1 6 J  ~ r. (2) 
Now we consider P2. By writing the constraints of P2 as gn 1>I gn- t 3""  t/> g,+ I, we implement 
a reversal in indexes and consider g~ nonincreasing. This puts P2 in the same setting as P1. We 
plot the points PRj = (WRy, FRj), j = n + l, n . . . . .  r + 1 with PR,+t = (0, 0) and obtain the right 
CSD. As before, the points QRj = (WRj, GRj),j = n + 1, n . . . . .  r + 1, with QR,+~ = PR~+~ = (0, O) 
and QR,+ 1 = PR,+I on the LCM of the CSD, give the optimal solution 
gj = (GRj - GRj+~)/(WRj - WRj+,), r + 1 ~ j  6 n. 
Now we return to subproblem PI and make some observations regarding the left LCM for H,. 
They follow directly from the geometry of the LCM and will be used in proving our results. Let 
0 = 3", < J2 <""  < A = r be all indexes uch that {QLi:jk <~ i ~A+t}, for each k = 1, 2 , . . . ,  q - 1, 
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is a maximal set of collinear points on the LCM. We call the line comprising of {QLt:A < i ~A+m }, 
for each k, or equivalently, the indexes (A,A+t], a (linear) segment of the LCM. Note that A is 
not included in the segment, he reason for this will be apparent below. The slope of the segment 
(A, A+~] strictly decreases as k increases. Clearly, the segments are disjoint and a segment may 
consist of just one point. For any subset T = (u, v] of consecutive indexes, we denote by av(T), 
the average o f f  for i in T, viz., 
av(T) = ~ wi f  / ~ wj = (FL~ - FL,)/(WL~ - WL~). 
j~T jET 
Note that if T = (u, v] is a segment then PLu and PL~ lie on the left LCM or equivalently, GL, = FLu 
and GL~ = FL~. Furthermore, g~ is constant over T and equals av(T) for all i in T. This equality 
would not be valid if u were included in T. 
The next proposition gives a key result which enables us to compute AI, from A1,_ ~. For clarity, 
we denote by g '= (g~, g[ . . . . .  g;), the optimal solution to subproblem PI fo r / / , .  We need the 
following lemma to establish the proposition. 
Lemma 3.1 
Assume s<r.  If (u,v], v ~s,  is a segment for the left LCM for partition H,, then 
g~ = g~ = g~ = av ((u, v]), for all u < i ~< v, and, in particular, g~ = g~ = g~. If (s, r] is a segment for 
partition H, then g~ = g~ for all 1 ~ i 6 s. 
Proof. The hypothesis concerning (u, v] implies that it is also a segment for the left LCMs for 
partitions H, and//v.  Hence the assertions concerning (u, v] follow. If (s, r] is a segment for lI,, 
then for some p, (p, s] is a segment for H,. Hence (0, s] is a finite disjoint union of segments (u, v] 
for H, such that (u, v]c(0, s]. Thus, any i in (0, s] is in some (u, v] and g~ = g~ by the first part. 
The proof is complete. 
Theorem 3.1 
Let (t, r] be a segment of the left LCM for II, where 0 6 t < r. Then, 
Air = Air_ l + X (Wv - Wu) (gvv - g~)2 + Wr( f  r - -  g~)2, (3) 
where the summation is over all disjoint segments (u, v] of the left LCM for partition II,_~ such 
that (u, v]c(t ,  r - 1]. 
Proof. Suppose that (r - 1, r] is a segment for II,. Then g~= av((r - l, r ] )=f ,  By Lemma 3.1 
with s =r  - 1 we conclude that g~ =g~-t for l 6 i  ~r  - 1. Hence, 
_rx2 A1 
r - I  
Al ,= w,(J~-g~) 2= ~ w,( J~i-g;- t )2+w,(f~-g, J  = ,-t, 
i=1  i=l 
which is equation (3) since (t, r - 1] is empty in this case. 
If(t, r] with t < r - 1, is a segment for//~ then as before t . . . . .  = g -g i ,  l~ i6 t .  A l sog~-g ,  av((t,r]) 
for all t < i ~ r. Hence, 
AI,=AI,+,=,+,~ w,(f~-g,)2 = A l ,+~( i=,+,  ~ wi(f)'--grr)2) +wr(fr-grr)2' 
where the outer summation is as in the statement of the theorem. Now 
w,(~ -- g:)2 = ~. w,(fi -- g~)2 + (~ w,)(g~ -- g;)2 + 2(g~ -- gO ~, w,(fi -- g~), 
where the summation is over the index set (u, v]. Since g~ = av ((u, v]), we have Z w,(f - g[) = 0. 
Again Y. ws = Wv- W,. Consequently, 
Now by Lemma 3.1 with r replaced by r - l, we have g~-~ = g~ for all i in (u, v]. Again," g~*-- g,'-~, 
1 ~< i ~ t. Hence the sum of the first two terms on the r.h.s, of the above equation equals A1,_t 
and equation (3) follows. The proof is complete. 
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4. AN O(n) ALGORITHM FOR A BEST APPROXIMATION 
In this section we construct an O(n) algorithm for computing a best approximation to the 
quasi-convex problem. We use the notation introduced in Section 3. 
The algorithm is based on Theorem 3.1. For clarity, as in Section 3, we denote the unique 
solutions to subproblems P1 and P2 for partition H, by g~., l ~ i ~< r, and g~, r + 1 ~ i ~ n, 
respectively, and let g' = (g~, g~ . . . . .  g~). As stated there g~ is given by the slopes of line segments 
of the left and right LCM for H,. The algorithm computes g~, g~+l for all 1 ~r  ~n in O(n) 
time by using a generalized version of the Graham's can mentioned in Section 2 and simulta- 
neously computes A1, and A2, for all 1 ~ r ~n in O(n) time by using Theorem 3.1. It then 
determines in O(n)time an index 1 ~ s ~ n which minimizes A, = A1, + A2,. Finally, it computes 
gS, the corresponding optimal solution to P1 and P2 in O(n) time. This g" is a best approximation 
or an optimal solution to the quasi-convex problem. The worst-case complexity of the algorithm 
is O(n). 
We now describe the steps of the algorithm and present apseudo-code when necessary for clarity. 
Step 1, O(n) 
This step computes the cumulative sums WL~, FLi, WRi, FR~ recursively, by using, e.g. WL0 = 0, 
l'Vti = WZi_ 1 + wi. 
Step 2, O(n) 
Step 2(a) (for left LCMs), O(n). This step simultaneously computes g~ and A1, for all 1 ~ r ~ n 
in O(n) time. It also assigns labels to all indexes 0 ~ r ~ n in O(n) time. These labels have the 
property that, for each r, if u and v are consecutive indexes with label (u)> r and label (v)> r then 
(u, v] is a segment for/-/,. These labels are used in step 4(a) to compute a best approximation. Let 
LIST be a doubly linked list whose elements are - 1,0, 1 . . . . .  n and let label be an array with 
initialization label (r).--n + 1, 0 <. r <~ n. At any step LIST consists of indexes for which the labels 
have not been correctly defined. The element - 1 is introducted in LIST to simplify the pseudo-code 
for a boundary ease. The pseudo-code follows, it uses matrix notation. Let S(p, q) denote the slope 
(EL(q) -FL(p))/(WL(q)- WL(p)) O~p <.q <~n with S ( -  1, 0) = ~.  For eachp in LIST, prec 
(p) and next (p) denote the elements in LIST preceding and succeeding p. For convenience, let 
h(r) =g'~. Initially the stack STACK is empty. 
Line 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 
(lO) 
(11) 
(12) 
(13) 
(14) 
(15) 
(16) 
(17) 
(18) 
(19) 
p,~- -1 ;q  , -O ; r , -1 ;z , -q ;A l (O)~-O;  
while r ~ n do begin 
a*-S(p,  q); b*-S(q,  r); 
if a > b then begin 
h(q)4-a;  h ( r ) , -b ;  A1 (r),-A1 (z); u, -q ;  
while STACK not empty do begin 
pop v from top of STACK; 
A1 (r),-A1 (r) + (W(v) - W(u) ) , (h (v )  - h (r))2; 
U+--v  
endwhile 
A1 (r)*-A1 (r) + w (r)* ( f ( r )  - h (r))2; 
p* -q ;  q* - r ; r , -next  (r); z , -q  
end 
else {a ~ b } begin 
push q on STACK; 
delete q from LIST; 
label (q), -r ;  
q* -p ;p , -p rec  (p) 
endif 
(20) endwhile 
The pseudo-code compares S(p, q) and S(q, r) in lines 4 and 14. If S(p, q)> S(q, r) then 
(p, q] and (q, r] are segments of the left LCM for H,; in this case, clearly, h(q) : S(p, q) and 
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h(r) = S(q, r) (line 5). If S(p, q) ~ S(q, r) then the code deletes q from LIST (line 16) and computes 
S(p,r). It then compares S(p,r) with S(x,p), where x , -p rec(p)  (line 18), to check if 
S(x,p) > S(p, r) or otherwise, and repeats the above process. The deleted index q is pushed on 
STACK (line 15). The last two statements in line 5, and lines 6-11 compute AI, from A1,_t by 
using equation (3). Note, that z in lines 1, 5 and 12 corresponds to r - 1 in equation (3). Using 
the notation of Theorem 3.1, we observe that indexes q are pushed on STACK until an index t 
is found such that S(y, t) > S(t, r) where y, -prec (t). In this case (y, t], (t, r] are segments for / I ,  
and STACK consists of exactly those indexes v such that (u, v] is a segment for //,- i  with 
(u, v]c(t, r - 1]. Then computation of Alr is carried out using equation (3) by popping STACK 
successively. Note that computation of S(i - 1, i), 1 ~ i ~ n, is O(n). Once an index is deleted from 
LIST it is not inserted in it again. At any step, STACK consists of deleted indexes. Clearly, the 
work required in recomputing slopes and obtaining A1, from A 1,_ t is proportional to the number 
of deleted indexes, i.e. those in the STACK. Since at most (n - 1) indexes can be deleted, the step 
is O(n). 
Step 2(b) (for right LCMs), O(n). This step simultaneously computes g~+l and A2, for all 
1 6 r ~< n in O(n) time. It also assigns labels to all indexes 1 ~ r ~ n + 1 in O(n) time. These labels 
have the property that, for each r, if u and v are consecutive indexes with label (u )<r  and label 
(v )<r  then [u, v) is a segment for the fight LCM for Hr. This step is similar to step 2(a). 
Step 3, O(n) 
This step computes Ar = Air + A2r for 1 ~ r ~ n, and finds an index s such that As --- min{A,: 
l ~r  <~n}. 
Step 4, O(n) 
Step 4(a), O(n). This step computes the optimal solution gS(j), 1 <<.j <~ s, to subproblem P1 for 
/-/s. It uses labels and h(r)= g~ determined in step 2(a). 
p*-O; q*-l; 
while q ~ s do begin 
while label (q) 6s  do q , -q+l ;  
for /=p +1 to q do gS( j )* -h(q) ;  
p .--q; q~p + 1 
endwhile 
Step 4b, O(n). This step computes the optimal solution gS(j), s + 1 <~j ~ n, to subproblem P2 
for/-/s. It is similar to step 4(a). Then gS so computed is a best approximation. 
5. PROPERTIES OF A BEST APPROXIMATION 
In this section we show that a best approximation is constant over a run of f and that the 
minimizing index s of A,= A I ,+ A2, is a relative minimum of f  satisfying certain conditions. 
An interval [u,v] of indexes is called a run of f if f~-I #f~=f~+t . . . . .  f~f0 . t ,  where 
f0 =L+l = oo[221. 
Proposition 5.1 
An optimal solution g to the quasi-convex problem is constant over a run of f .  
Proof. Let [u, v] be a run of f .  If all gi for i in [u, v] are not equal, then we let, 
]2 -~- _ _  wig  i W i . 
Since f~ =f~ for all i in [u, v] we may easily show that the following holds: 
~ wi( f i -  gi)2 = ~ wi ( f / -  #)2 + ~ wt(g,-- #)2 > ~wi( f - -#)  2. (4) 
i fu  i :u  i :u  i~u  
Now let hi = # for all i in [u, v] and h~ = gl otherwise. Since g is quasi-convex, it is easy to verify 
that so is h. By expression (4), we conclude that d(f, h) < d(f, g). This is a contradiction since g 
is optimal. The proof is complete. 
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The above proposition shows that a run [u, v] may be replaced, for the purpose of analysis, by 
a single point with combined weight Y.{w~:i ~ [u, v]}. Thus, without loss of generality, we may 
assume that f,. #f~+ l for 1 ~ i ~ n - 1. 
Analogous to the concept of a segment introduced in Section 3, we now define a section of the 
left LCM for H,. Let 0 =j~ <.A < "" • <Jq = r be all indexes such that PLj lies on the left LCM. 
These are precisely the indexes j for which QLj = PLj or equivalently GLj = FLy. Then the points 
QL~ with jk < i ~Jk+l for each k = 1, 2 . . . . .  q - 1 are collinear. Such a line or equivalently, the set 
of indexes (Jk,Jk+,] is called a section of the LCM. As before, A is not included in this section. A 
section may contain just one point and that two adjacent sections may or may not have the same 
slope. A segment is a disjoint union of one or more sections. If T = (u, v] is a section, then g~ is 
identical for all i in T and equals av(T). We could have developed results of Sections 3 and 4 using 
sections instead of segments, but the latter are more natural in that context. 
Lemma 5.1 
Let g~, 1 ~ i ~ r, be an optimal solution to P1 for partition H, and T = (u, v] be a section of the 
left LCM. 
(a) If T contains more than one element hen fu+l <g~<f~ for all i in T. Thus, 
min{f / j  ~ T} <g~. 
(b) If T is a singleton, i.e. T = (v - 1, v] then f~ = g~. 
(c) If u > 0, then fu 11> g~ ~<f~ for all i in T. 
Proof. To show part (a), we observe that FLu = GL,,, FLy = GL~ and FL~_~ < GL~_I. Thus 
GL~ - GL v_ ~ < FL~ - FL~_ 1. Hence, by equations (1) and (2) we have g~ = g~ < f~. Similarly, the first 
inequality holds. Part (b) may be similarly established. To show part (c), let (t, u] be the section 
left adjacent o (u, v]. Clearly, such a one exists since u > 0. Then, by parts (a) and (b) applied to 
each of the two sections, we have, g, ~<f, and g~ ~f~. Since g, ~ g~ = g~ for all i in T, the assertion 
follows. The proof is complete. 
We now prove our main result. Assumef  ~f/+~ for 1 ~ i ~ n - 1. Let C be the set of all relative 
minimum indexes r of f ,  i.e., f,_ i >f ,  <fr+l holds where 1 ~< r ~< n and f0 =fn+l  = O0. Let D c C be 
defined as follows. An index r in C is in D if the respective unique optimal solutions g~, 1 ~ i ~ r, 
and g~,r + 1 ~ i  <n,  to P1 and P2 for partition l it satisfy f ,=gr<g,+l .  
Theorem 5.1 
Assume f, #f+~, 1 ~ i ~ n - 1. Let g be an optimal solution to the quasi-convex problem. Then 
the following holds. 
(a) There exists an r in C such that geK,  and gr_l~fr=gr<gr+l, where 
g0 = g,+~ = oo. 
(b) g~, i ~< i ~< r, and g~, r + 1 ~ i ~ n, are unique optimal solutions to P1 and P2 
respectively for part i t ion/ /r  for some r in D. 
Proof. To show part (a), let r be the largest index such that gr = min{gt}. Then g,_~/1> gr < gr+t, 
and since g is quasi-convex, by Proposition 3.1, g E Kr. Clearly, g~, 1 ~< i ~< r (g,., r + 1 ~< i ~ n), is 
the unique optimal solution to P1 (P2) for partition H r. Let (j, r] be the section of the left LCM 
to which r belongs. We assert hat (j, r] = (r - 1, r], i.e. the section has only one element r. If  not, 
then, by Lemma 5.1 (a), we have fk = min{f~: i ~ (j, r]} < gr, where j < k < r. Note that gi = gr for 
all i in (j, r] and, in particular, gk = gr >fk .  
NOW define h by h~ = g~ for i # k and hk =f~. Then h is nonincreasing on [1, k] and nondecreasing 
on [k,n]. Thus, h is quasi-convex by Proposition 3.1. Since IA--hkl =0<lA-g~l, we have 
d(f, h) < d(f, g). It follows that g is not optimal and this contradiction establishes the assertion 
that (j, r] = (r - 1, r]. By Lemma 5.1(b) we have f, = gr" I f r  > 1, then, by Lemma 5.1(c),f~_~ ti> gr-I- 
Similarly, if r < n, considering the section of the right LCM to which r + 1 belongs, by Lemma 
5.1 (a) or (b), we have f,+, t>t gr+ I. We then have f,_ ~ ~> gr-~ ~fr  = gr < gr+' ~f,+ l" Since f/#f~+ 1, we 
conclude that r ~ C. We have thus established part (a). Part (b) immediately follows from part (a) 
and the definition of D. The proof is complete. 
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