ABSTRACT Active learning is an important technique to alleviate the problem when there is abundant unlabeled data but scarce labeled data. It aims to choose the most valuable samples to label in order to build powerful predictive models with minimal supervision. However, under the setup of active learning, when the data are characterized by high-dimensional features, it will be difficult to get a reliable estimate on the model parameters, as the labeled data are limited. Most existing works tackle this problem by learning a low-dimensional representation of data before active learning, but it cannot guarantee to obtain promising results, as traditional feature extraction techniques and active learning algorithms are designed independently. In this paper, we propose an efficient hybrid active learning algorithm, called Recursive Maximum Margin Active Learning. We optimize the active learning and semi-supervised feature extraction under a unified framework to tackle the high-dimensional features' problems and select the most representative samples in the low-dimensional space. By introducing the semi-supervised maximum margin criterion into active learning, we can conduct sample selection and feature extraction recursively at each iteration of active learning to learn more accurate models. The extensive experimental results show that the proposed method outperforms several state-of-the-art active learning methods on publicly available datasets.
I. INTRODUCTION
In many real-world image/video/web classification problems, unlabeled data are often easily available whereas labeled data are scarce. To build powerful predictive models, one usually needs to collect a large set of labeled examples, which is a time-consuming and expensive procedure. In order to reduce the efforts in collecting labels, active learning is proposed. Active learning is a popular approach to solve the hard work of labeling the training data, it strategically selects the most valuable data to be labeled by the expert, which can minimize the total labeling cost and build an accurate supervised learning model with as few samples as possible.
To date, lots of active learning algorithms have been proposed and applied in many real-world scenarios, such as image/video categorization [1] - [3] , text/web classification [4] - [6] , relevance feedback [7] , etc. The key issue in active learning is how to decide whether a sample is ''valuable''. There are two main criteria which are widely used for active query selection. One is to measure the ability The associate editor coordinating the review of this manuscript and approving it for publication was Shunfeng Cheng. of a sample in reducing the uncertainty of a statistical model and select the most informative samples, such as uncertainty sampling [8] , [9] , query by committee [10] , and empirical risk minimization [11] , [12] . The other one measures if a sample well represents the overall input patterns of unlabeled data and select the most representative samples, such as clustering based active learning [13] and optimal experiment design [14] , [15] . Despite the substantial progress made in active learning, there are still several aspects to be improved.
One of the most common problems in active learning is that we usually have to confront data with high-dimensional features, some of features are often noisy or irrelevant. As we know, when the number of features is large and the training data is limited, it is difficult to get reliable estimates on the model parameters in high-dimensional feature space, which is referred as the curse of dimensionality [16] . Since limited supervision is not the exception but the norm in active learning, this is especially problematic. Also, high-dimensional features significantly increase the time and space requirements for model training. To solve this problem, the most direct way is to learn low-dimensional representations before active learning process by employing some state-of-the-art feature extraction techniques, such as PCA [17] , LDA [18] . To some extent, this is helpful for active learning. However, traditional feature extraction techniques and active learning algorithms are independent in designing, directly combining them usually cannot guarantee to obtain promising results. Only a few researches have been proposed to incorporate active learning and feature selection in a unified fashion [19] - [21] . Nevertheless, the performances of these approaches can also be improved since feature selection is more rigorous than feature extraction in real applications [22] .
In this paper, we propose an algorithm which optimizes active learning and semi-supervised feature extraction under a unified framework to deal with high-dimensional features problems, called Recursive Maximum Margin Active Learning (RMMAL). Maximum margin criterion is an efficient feature extraction method, we introduce the semi-supervised maximum margin criterion into active learning, so we can formulate and build the connection between active learning and semi-supervised feature extraction. At each iteration of active learning, we recursively conduct sample selection and transform the data into a fixed low-dimensional space. The experimental results show that when we reduce the dataset to a certain dimensions, we build more accurate, stable, and reliable models at each iteration of the querying process.
The rest of the paper is organized as follows. Section 2 provides related works about active learning and introduce a classical feature extraction method. Section 3 presents the proposed algorithm and its optimization. We have a discussion about the proposed method in Section 4. Section 5 provides comparison results on various kinds of datasets. Finally, we conclude this paper in Section 6.
II. RELATED WORK A. ACTIVE LEARNING
Active learning is first proposed by Simon in 1974, its basic function is to select the most valuable instances. In the past decades, various active learning algorithms have been proposed. As described in the above section, there are two main group active learning methods. The work most related to our proposed approach is the second group, which intends to select the most representative samples. In this subsection, we will give a brief review of the approaches in this group.
In representativeness sampling algorithms, clustering based active learning is a typical algorithm, it employs a certain clustering algorithm to exploit the data distribution and evaluate representativeness. But these unsupervised algorithms only converge to local optima, whose final generalization results may be poor [23] . Zhu et al. [24] combines active and semi-supervised learning under a Gaussian random field model, active learning is performed on top of the semi-supervised learning scheme by greedily selecting queries from the unlabeled data to minimize the estimated expected classification error (risk). Transductive Experimental Design(TED) is another well-known approach of representativeness sampling [14] . TED aims to find a representative sample subset from the unlabeled dataset, such that the dataset can be best approximated by linear combinations of the selected samples. Utilizing different Laplacian matrices, a variety of active learning algorithms based on TED have been proposed. Nie et al. [25] proposed a novel method to relax the objective of TED to an efficient convex formulation, and utilized the robust sparse representation loss function to reduce the effect of outliers. Cai and He [26] extended TED to choose samples by utilizing a nearest neighbor graph to capture intrinsic local manifold structure, where the graph Laplacian is incorporated into a manifold adaptive kernel space.
Recently, a few methods have been proposed to combine active learning with feature selection. Kong et al. [19] proposed a dual feature selection and sample query method in the context of graph classification. Bilgic [20] presented a dynamic feature selection algorithm that determined the appropriate number of dimensions for each active learning iteration. Raghavan et al. [21] intended to use human feedback on both features and samples for active learning.
B. BACKGROUND ON MMC
In this subsection, we review the classical feature extraction method maximum margin criterion (MMC) [27] .
Given a labeled set {(
belonging to c classes and an unlabeled set {x i } n i=l+1 . The k-th class have l k samples,
Supervised discriminative methods try to find a linear transformation that minimizes the within-class scatter and maximizes the between-class scatter simultaneously. The within-class scatter matrix S w and the between-class scatter matrix S b are defined as
where
x i is the total sample mean vector,
x i is the average vector of the k-th class, and x (k) i is the i-th sample in the k-th class. The supervised discriminant analysis methods finally find a linear transformation W ∈ R d×m :R d → R m . Then the original high-dimensional data point x is transformed into a low-dimensional vector:x = W T x.
For supervised MMC, the projection matrix W * is learned by optimization problem:
where tr(W T S w W) measures the sum of variances of individual classes, and tr(W T S w W) measures the variance of the class mean vectors. This criterion can be explained as maximizing the ''average margin'' between pairwise classes while preserving the within-class scatters [27] .
III. RECURSIVE MAXIMUM MARGIN ACTIVE LEARNING
In this section, we propose an efficient active learning algorithm combined with feature extraction. Our goal is to recursively select a subset samples for labeling and transform the data into a fixed low-dimensional space at each iteration. This is a challenge problem since determining the low-dimensional space of data is often an NP-hard problem.
A. PROBLEM STATEMENT
Assume we have a dataset X = {x 1 , . . . , x l , x l+1 , . . . , x n }, which consists l labeled examples and n − l unlabeled examples.
denote the labeled set, belonging to c classes, the k-th class have l k samples,
denote the unlabeled set. Typically, in active learning, the number of labeled data X l is much smaller than the number of unlabeled data X u .
B. RMMAL ALGORITHM
In this paper, we are aimed at optimizing active learning and feature extraction under a unified framework, so we have to study two issues, one is the proper way to conduct feature extraction, the other one is how to select the most valuable samples. First, as described in section 1, the reason to conduct feature extraction in active learning is that, in a low-dimensional representation of data, we may get more reliable estimates on the model parameters at each iteration and select more valuable example to query for its label, also, we can decrease the time and space requirements for model training. In this paper, We intend to use the classical method maximum margin criterion (MMC) to learn a low-dimensional representation of the data at each iteration. However, active learning aims to solve semi-supervised problem, i.e., we only have very few labeled examples in the beginning. When there is no sufficient training sample, using MMC may result to overfitting. A typical way to prevent overfitting is to impose a regularizer [28] . The optimization problem of the regularized version of MMC can be written as follows:
The regularizer term J (W) provides us the flexibility to incorporate our prior knowledge on some particular applications. When a set of unlabeled examples available, we aim to construct a J (W) incorporating the manifold structure. The key to semi-supervised learning algorithm is the prior assumption of consistency. For classification, it means nearby points are likely to have the same label [29] . For feature extraction, it can be interpreted as nearby points will have similar embeddings (low-dimensional representations). Given a set of examples
, we can use a p-nearest neighbor graph G to model the relationship between nearby data points. Specifically, we put an edge between nodes i and j if x i and x j are ''close'', i.e., x i and x j are among p nearest neighbors of each other. Let the corresponding weight matrix be S, defined by
where N p (x i ) denotes the set of p nearest neighbors of x i . In general, the mapping function should be as smooth as possible on the graph. Specifically, if two data points are linked by an edge, they are likely to be in the same class. Moreover, the data points lying on a densely linked subgraph are likely to have the same label. Thus, a natural regularizer can be defined as follows:
This formulation is motivated from spectral feature extraction [30] , [31] , which also plays a key role in various kinds of graph based semi-supervised learning algorithms [32] - [34] .
we have
where O is a diagonal matrix, its entries are column(or row, since S is symmetric) sum of S, O ii = j S ij . L = O − S is the Laplacian matrix [35] . By adding the regularization term (7) to MMC, we get the objective function of the semi-supervised maximum margin criterion:
Once getting the semi-supervised form of MMC, we can make use of both labeled and unlabeled examples to learn a low-dimensional representation of the data at each iteration. Second, as for the strategy of selecting the most valuable samples, we consider the algorithm proposed in [9] , called Dissimilarity-based Sparse Subset Selection algorithm (DS3) [36] , which finds representative points from a collection of n − l unlabeled data points X u = {x l+1 , x l+2 , . . . x n }.
Assume we are given a set of nonnegative pairwise dis-
between every pair of points. Each d ij indicates how well x i represents x j , i.e., the smaller the value of d ij is, the better x i represents x j . We assume that the dissimilarities are nonnegative and d jj ≤ d ij . We can arrange VOLUME 7, 2019 the dissimilarities into a matrix of the form
, the goal is to find a few points that well represent the unlabeled dataset X u . To do so, [36] proposes a convex optimization framework by introducing variables z ij associated to d ij
where q ∈ {2, ∞}. We denote all variables by a matrix of the form
where z i denotes the row of Z ∈ R (n−l)×(n−l) . We interpret z ij as the probability that data point i be a representative for data point j, hence z ij ∈ [0, 1]. A data point x j can have multiple representatives in which case z ij > 0 for all the indices i of the representatives. As a result, we must have n i=l+1 z ij = 1, which ensures that the total probability of data point x j choosing all its representatives is equal to one.
There are two terms in the objective function (10) . The first term corresponds to penalizing the number of selected representatives. Notice that if x i is a representative of some points in the dataset X u , then z i = 0 and if x i does not represent any point in the dataset, then z i = 0. Hence, the number of representatives corresponds to the number of nonzero rows of Z. And the second term corresponds to the total cost of encoding {x l+1 , x l+2 , . . . x n } via representatives. The encoding cost of j via i is set to d ij z ij ∈ [0, d ij ], hence the total encoding cost for all points is
Notice that λ > 0 balances the two costs of the encoding and the number of representatives in (10) . A smaller value of λ puts more emphasis on better encoding, hence results in obtaining more representatives, while a larger value of λ puts more emphasis on penalizing the number of representatives, hence results in obtaining less representatives.
The main contribution of this paper is to combine active learning with feature extraction, so how to formulate and build the connection between active learning and semi-supervised feature extraction is the key to our work. Inspired by (8) and (10), we propose the follow algorithm
In objective function (13), the first term tr(W T TW) indicates that we can effectively conduct active learning on the low-dimensional data W T x i and also reduce the requirements of running time and storage space by optimizing W. The second term αtr(D T Z) corresponds to the total cost of encoding unlabeled data via representatives. The last term β Z 1,q corresponds to penalizing the number of selected representatives. The last two terms indicate that we can determine which samples need to be labeled by optimizing Z and ensure that the process of active learning is performed on the low-dimensional representation of data since the construction of D is based on the projected data W T x i . Although objective function (13) is a combination of semi-supervised MMC and the algorithm in [36] , such combination has great significance. First, in this paper we combine active learning with feature extraction under a unified framework, to our knowledge, this is probably the first work to combine the two since traditional methods just combine active learning with feature selection. So our work is an novel and practical method since feature selection is more rigorous than feature extraction in real applications [22] . Second, we propose an efficient iterative optimization algorithm to solve objective function (13) and then rationally design the sample query process according to the solution, making this combination more efficient. Third, experimental results in Section V show that this combination outperforms several state-of-the-art active learning methods on publicly available datasets. All in all, from the above we can know that the proposed algorithm is a direct but effective method to deal with high-dimensional features problems in active learning.
C. OPTIMIZATION ALGORITHM
Note that problem (13) is convex, in this subsection, we propose an efficient method to solve problem (13) .
Fix Z Update W When Z is fixed, problem (13) becomes
Since
and Z = z ij
, we have
Here we set
So we can rewrite (14) as
By introducing the Lagrangian, we have
with the multiplier η k . This Lagrangian is maximized with respect to η k and w k . By taking the derivatives, and setting the derivative to zero, we find that the solution is
where η * k 's are the eigenvalues of T − Q and w * k 's are the corresponding eigenvectors.
Fix W Update Z When W is fixed, problem (13) becomes
We can rewrite the optimization program as (20) is equivalent to parameter λ in (10), i.e., a smaller value ofβ puts more emphasis on better encoding, hence results in obtaining more representatives, while a larger value ofβ puts more emphasis on penalizing the number of representatives, hence results in obtaining less representatives. Reference [36] gives a detailed description about how to determine the value of parameterβ.
The solution of the above proposed optimization is solved in [36] , using the ADMM approach. To do so, [36] introduce an auxiliary matrix C and consider the optimization program
where µ > 0 is a penalty parameter. Augmenting the last equality constraint to the objective function via the Lagrange multiplier matrix , the Lagrangian function can be written as
where i * denotes the i-th row of the matrix and the term h 1 (·) does not depend on Z. For more details of this solution, please refer to [36] .
Algorithm 1
The RMMAL Algorithm 1: Input: Labeled data X l , unlabeled data X u , parameters λ 1 , λ 2 , α, β, ε= 10 −7 . 2: Output: W and Z. 3: Initialization:
While not converged do 5: fix Z and update W (k+1) by (18) 6: fix W and update Z (k+1) according to [36] 7: k ← k + 1 8: check the convergence conditions
We propose an iterative algorithm in this paper to obtain the optimal solution of W and Z such that Eq. (13) is satisfied. The algorithm is described in Algorithm 1. 1 In each iteration, W is calculated with current Z, and then Z is updated based on the currently calculated W. The iteration procedure is repeated until the algorithm converges.
IV. ALGORITHM ANALYSIS A. CONVERGENCE ANALYSIS OF PROPOSED ALGORITHM
In subsection 3.2, we propose an iterative algorithm to obtain the optimal solution of W and Z. When fixing Z and updating W, we can get the analytic solution of problem (14) . When fixing W and updating Z, we use ADMM framework to deal with problem (20) . We can find that the solution of problem (20) is the direct application of the classical two-block ADMM. According to the base convergence condition, we can get global convergence of problem (20) . In the following we introduce a theorem: 
Therefore, the objective function of Eq. (13) is non-decreasing at each iteration.
tr(w i w T i w i w T i ) tr(TT T ). (24)
Note that w T i w i = 1, so tr(w i w T i w i w T i ) = 1, we have
tr(TT T ) = m tr(TT T ). (25)
That is
tr(TT T ). (26)
Therefore, the objective function of Eq. (13) is non-decreasing at each iteration and it will converge.
B. PARAMETER ANALYSIS
There are four parameters in the RMMAL algorithm, i.e., λ 1 , λ 2 , α, β. They control the tradeoffs of these terms. λ 1 balance the within-class scatter and between-class scatter. λ 2 is the regularization parameter which controls the importance of prior knowledge. Both α and β affect the number and the speed of sample selection. Note that as we change the value ofβ = β α in (20) , the number of representatives found by (20) changes. In [36] , the author has proved that there is a threshold valueβ max,q , forβ ≥β max,q , the solution of (20) corresponds to selecting only one representative. We can't use Cross-Validation to determine these parameters because there are only a few labeled samples at the beginning of active learning. For our method, what we need is better representation, so we setβ = β α to be relatively small in the experiment.
V. EXPERIMENTS
In this section, we compare our proposed active learning algorithm, RMMAL, with other six state-of-the-art active learning methods on six publicly available datasets. For all the experiments, unless stated otherwise, we typically set β α = β = δβ max,q with δ ∈ [0.001, 0.1], for which we obtain good results and have a fast running speed, and we set λ 1 = 0.5, λ 2 = 1. We only report the result for q = ∞, as for q = 2, we obtain similar performance. All the compared approaches are implemented in MATLAB R2015a, and experiments are conducted on a 1.8GHz Intel(R) Core(TM) i7-8550U PC with 8GB memory and Windows 10 system.
A. EXPERIMENT SETUP 1) DATASET
Six datasets are used in the experiments, including 1) an image dataset, UMIST, 2 which is widely used for face recognition, consisting of 575 images of 20 people; 2) three biological datasets, including LUNG [39] , SMK-CAN-187, 3 Carcinoma [39] . LUNG contains in total 203 samples, each sample has 12600 genes. The genes with standard deviations smaller than 50 expression units were removed and we obtained a data set with 203 samples and 3312 genes. SMK-CAN-187 is a microarray datasets in the ASU Feature Selection Repository 3 . Carcinoma composes of total 174 samples in eleven classes, prostate, bladder/ureter, breast, colorectal, gastroesophagus, kidney, liver, ovary, pancreas, lung adenocarcinomas, and lung squamous cell carcinoma; 3) two UCI datasets, 4 i.e. Msplice, ISOLET. For computational efficiency, we apply random sub-sampling on these two datasets to reduce the number of data points. A brief description of these datasets is summarized in TABLE 1. 
2) COMPARED METHODS
In this paper, we compare the proposed algorithm, RMMAL, with six baseline approaches, we give a brief introduction to the compared approaches as follows:
Random Sampling (RS): randomly selects samples from the candidate dataset, which is used as the baseline for active learning.
RRSS [25] : an active learning method taking advantage of robust representation and structure sparsity.
ASS [24] : a method that combines active and semisupervised learning under a Gaussian random field model. TED [14] : an active learning method developing experimental design in a transductive setting ALRL [40] : a recently proposed method which tackle the problem of human experts being unavailable during the active data selection process by introducing multiple pseudo annotators.
DS3 [36] : it selects representative samples by minimizing the dissimilarity between selected data and the remaining data.
For fairness, the above five active learning approaches, i.e., RRSS, ASS, TED, ALRL, DS3 combined with some feature extraction approaches are used to compare against our RMMAL, respectively. We use three kinds of feature extraction methods in the experiments, one of them is unsupervised feature extraction method, Isomap [41] , the rest is semi-supervised feature extraction methods, SELF [42] and SSDR [43] . The specific combination of the above five active learning approaches and three feature extraction methods will be described in subsection V-C.
3) EXPERIMENTS PROTOCOL
During the experiments, each dataset is randomly divided into two parts of equal and non-overlapping size, with one part as the test data and the other part as the training data which is used for active learning. Ten examples are randomly selected as labeled data at the beginning. At each iteration, we apply the compared active learning methods to select a subset of samples to solicit their labels and add them to the labeled dataset, then we learn a classification model using the labeled data and evaluate the representativeness of the selected samples in terms of classification accuracy on the test dataset. For the compared methods, the parameters we used are according to the original papers. In all experiments, for fairness, LibSVM 5 with default parameters is used to train a SVM classifier and to test the classification accuracy for all active learning approaches in comparison. For every dataset, we run the experiment for ten times, each with a random partition of the dataset, followed by a report of the average performance.
B. COMPARISON WITH ACTIVE LEARNING ALGORITHMS
To present the advantage of the proposed method RMMAL in selecting valuable samples, we compare our method with some state-of-the-art active learning algorithms. For our method, we vary the number of reduced dimensions from 10 to 100 with an incremental step of 10 on all the datasets, and then report the best results. Fig. 1 shows the classification accuracy of the proposed method and the compared methods with varied numbers of query samples.
As can be seen from Fig. 1 , the average classification accuracy results of the proposed RMMAL method are much better than all the other baseline classification methods on six datasets. It shows that combining active learning with feature extraction is effective to improve classification accuracy. On ISOLET datasets, when the number of the selected samples is set to 140, the proposed method RMMAL obtain 20.9% relative improvement over the second best result, i.e., DS3. Besides, we observe that the RS approach tends to yield decent performance, and for the other five compared state-of-the-art active learning methods, ASS, TED, DS3, ALRL, RRSS, the difference in classification performance between the five methods is not very obvious on most of the datasets, the accuracy curves of some of them are even close to coincident on some datasets. This is because all the datasets we use are characterized by high-dimensional features, as we know, for high-dimensional datasets, some features are often noisy or irrelevant. These noisy or irrelevant features will bring adverse influence on selecting valuable samples. So it results that the performance of RS is the same or even better than the other five compared methods. This phenomena greatly indicates that active learning can benefit from feature extraction. Relatively speaking, RRSS does not yield good performance on most datasets, since RRSS is proposed to handle the early stage experimental design problem via robust representation and structured sparsity, therefore, it needs a large amount of unlabeled data to evaluate the distribution. Since in this paper we consider dealing with high-dimensional features problems in active learning, so the datasets we use are not large. This may be the reasonable analysis that RRSS does not yield good performance on most datasets. The performance of ALRL is mixed. It works well on some data sets, but performs poorly on the others. Since ALRL considers a single shot setting of pool-based active learning, we attribute the inconsistency of ALRL to the setup of our experiment which is not single shot setting.
Finally, according to Figure 1 , we observe that for most cases our method performs better than the compared methods. We attribute the success of RMMAL to the recursively implementation of sample selection and feature extraction.
C. COMPARISON WITH FEATURE EXTRACTION + ACTIVE LEARNING
The experiments in subsection 5.2 shows the benefit of feature extraction for active learning. In this subsection, in order to demonstrate the advantages of optimizing active learning and feature extraction under a unified framework and recursively conducting sampling and feature extraction, we compare RMMAL with one unsupervised and two semi-supervised feature extraction methods combined with five active learning algorithms above, i.e., for semi-supervised methods, SELF, SSDR, at each iteration, based on new labeled and unlabeled datasets, we first use feature extraction methods to project samples into a low-dimensional space of fixed dimension, and then applying the active learning methods above to select samples based on the new low-dimensional representation, for unsupervised method, Isomap, we first learn a low-dimensional representation of the same fixed dimension before the query process, then we conduct active learning on the learned low-dimensional space.
We fix the number of the selected samples to the truncations as shown in Fig. 1 , and test the classification accuracy with different dimensions. For every dimension, we run the experiment for ten times, each with a random partition of the dataset. The average results are reported in TABLE 2-4. We can observe that in most cases our method outperforms those approaches which combine sample selection and feature extraction directly. Taking the Msplice dataset as an example, when the number of dimensions is set to 90, RMMAL achieves 8.8% relative improvement over ASS combined with Isomap, 7.1% relative improvement over TED with Isomap, 7.2% relative improvement over RRSS with Isomap,. 10.2% relative improvement over DS3 with SELF, and 8.5% relative improvement over ALRL with Isomap, respectively. It proves that optimize active learning and feature extraction under a unified framework and recursively conduct sampling and feature extraction is promising for achieving better performance. Also, it can be observed that if we combine active learning with feature extraction directly, it may lead to very poor results. But our RMMAL usually has steady and competitive results. It further verifies that it is meaningful to optimize active learning and feature extraction under a unified framework.
D. SENSITIVITY ANALYSIS
In this subsection, we study the sensitivity of our algorithm to the parameters on the Carcinoma and LUNG dataset. There are four parameters in RMMAL algorithm, i.e., λ 1 , λ 2 , α, β.
The parameter λ 1 , λ 2 , α, β in the experiment are searched from 10 −4 , 10 −3 , 10 −2 , 10 −1 , 10 0 , 10 1 , 10 2 , 10 3 . First We fix three parameters, set to 0.1, and vary the rest parameter. Then We fix the number of the reduced dimensions to 30, and set the number of the selected samples to 75 and 90 for Carcinoma and LUNG, respectively. At last we report the average accuracy of the proposed algorithm in Fig. 2 .
As can be seen from Fig. 2 , the proposed algorithm RMMAL is not very sensitive to parameter α and β in a wide range. But the value of parameter λ 1 and λ 2 have relatively significant influence on the experimental performance. Since λ 1 and λ 2 balance the degree of using labeled and unlabeled samples, the impact of them is usually large in semi-supervised learning.
E. COMPUTATIONAL EFFICIENCY COMPARISON
In this subsection, we compare the average CPU time of selecting one instance for compared seven active learning VOLUME 7, 2019 methods on six datasets. TABLE 5 shows the average time elapsed to select one instance for labeling.
As can be seen from TABLE 5, our proposed method, RMMAL, can efficiently reduce the time of selecting samples when compared with DS3, this further proves the necessity of combining active learning with feature extraction under a unified framework when dealing with high-dimensional features problems.
VI. CONCLUSIONS
In this paper, we propose a novel active learning method called RMMAL, which optimizes active learning and semi-supervised feature extraction under a unified framework so that we are able to alleviate high-dimensional features problems. Given a dataset with scarce labeled data, we first incorporate active learning and feature extraction into one formulation, and propose an efficient iterative optimization algorithm to solve it. Then we recursively conduct sample selection and feature extraction and obtain more accurate model with minimal supervision. The experimental results on six benchmark datasets show excellent performance of our method in comparison with six current state-of-the-art active learning methods, and we also compare our method against these same active learning methods combined with some feature extraction approaches, the superior performance of our method further verifies that it is meaningful to optimize active learning and feature extraction under a unified framework. In the future, we plan to extend this work to multi-label active learning. 
