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2 Introduction
Lung cancer is an aggressive disease resulting in more than one million deaths per
year worldwide. Lung cancer screening aims to ﬁnd individuals with lung cancer
in an early stage, when, treatment options and prognosis are better. However, the
implementation of screening would signiﬁcantly increase the workload of radiolo-
gists. In this thesis, an effort is made to develop machine learning algorithms that
may improve the efﬁciency of lung cancer screening. The purpose of this introduc-
tory chapter is to brieﬂy provide background information on lung cancer, computed
tomography (CT), CT screening, computer algorithms, and evaluation metrics. At
the end of this chapter, an outline of the thesis is provided.
1.1 Lung cancer
Lung cancer is the leading cause of cancer death worldwide1. Figure 1.1 shows
the estimated number of new cancer cases and deaths in 2017 in the United States.
Lung cancer is the second most common cancer in men, after prostate cancer, and in
women, after breast cancer. It is estimated that 222,500 new cases of lung cancer will
be diagnosed in 2017. With an approximated 155,870 deaths, lung cancer accounts
for 1 in 4 mortalities caused by cancer. The 5-year survival rate of subjects diagnosed
with lung cancer is only 18.1%.
The stage of the cancer at diagnosis determines treatment options, and is strongly
correlated to survival rate. Figure 1.2 shows the percentage of cases by stage at diag-
nosis and the corresponding 5-year relative survival rate. Most of the lung cancers
are diagnosed at a late stage (57%), by which they have already metastasized (5-year
survival rate is 4.5%). The diagnosis is usually only made at a late stage because
symptoms, such as a persistent cough, sputum with blood, chest pain, or recurrent
pneumonia, typically do not occur until the cancer is already several centimeters in
size2. Only when lung cancers are diagnosed at a localized stage, treatment options
are better, and the 5-year survival rate is 55%. Therefore, to reduce the high mortality
rate, there is a strong need to detect subjects with lung cancer early.
1.2 Computed tomography
Radiography is an imaging technique that uses x-rays to view the internal structure
of a subject. X-ray is electromagnetic radiation that can traverse through relatively
thick objects. It was discovered by Wilhelm Conrad Ro¨ntgen in 1895 when he was
studying the effect of various types of vacuum cathode-ray tubes3. A radiography
machine typically consists of an x-ray generator and sensors, between which the
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Figure 1.1: Estimates of new cancer cases and deaths in 2017 in United States. Image
courtesy of the American Cancer Society.
subjects are placed. The x-rays are absorbed by the tissues while they pass through
the subject. Soft tissue (e.g., muscle) absorbs fewer rays than hard tissue (e.g., bone).
The varying energy patterns which were not absorbed by the subject are detected by
the sensors and a projection image is obtained.
CT is a speciﬁc radiography imaging procedure that creates volumetric scans of
areas inside the body. In a modern CT scanner, the x-ray generator and sensors
continuously rotate around the subject while the subject slides through the scanner.
Thereafter, a series of 2D CT slices are reconstructed from the projection images. The
2D slices form a 3D scan and can be visualized in the three orthogonal planes. An
example of a CT scan is shown in Figure 1.3.
The value of a voxel in a CT scan represents the radiodensity of a tissue and is
measured on the Hounsﬁeld scale (HU). In a voxel with a mean attenuation coef-
ﬁcient μ, the corresponding HU value is HU = μ−μwater
μwater−μair , where μwater and μair are
the attenuation coefﬁcients of water and air. A radiodensity of distilled water at
standard pressure and temperature (STP) is deﬁned as 0 HU while the air at STP is
deﬁned as -1,000 HU.
The lungs are excellently suited to be imaged with CT, because they consist of air
with a density close to -1,000 HU and tissue with a density close to 0 HU. Because of
this large contrast, even with a low radiation dose, good quality scans can be made.
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(a) Percent of cases by stage (b) 5-year relative survival
Figure 1.2: Percent of cases and 5-year relative survival by stage at diagnosis. Image
courtesy of the National Cancer Institute.
Figure 1.3: An example of a chest CT scan in three orthogonal views: sagittal, coronal,
and axial.
A low radiation dose is relevant for screening applications, where asymptomatic
individuals are subjected to a potentially harmful medical procedure.
1.3 Pulmonary nodules
Early stage lung cancer generally manifests in the form of pulmonary nodules. A
pulmonary nodule is deﬁned as a rounded opacity, well or poorly deﬁned, measur-
ing up to 3 cm in diameter4. They can be grouped into three main categories: solid,
part-solid, and non-solid nodules. A solid nodule has homogeneous soft tissue atten-
uation. A non-solid nodule (also known as a ground-glass nodule) manifests as hazy
increased attenuation in the lung that does not obliterate the bronchial and vascular
margins. A part-solid nodule consists of both ground-glass regions and a solid core
with soft-tissue attenuation. Nodules can be further classiﬁed into other subtypes
based on certain characteristics; calciﬁed and periﬁssural nodules, for example, are
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Figure 1.4: Examples of nodules based on nodule types. Each column shows a nod-
ule in axial, sagittal, and coronal view. Nodules are located in the center of the box
(100×100 mm).
typically benign. Figure 1.4 shows examples of nodules.
The malignancy of nodules is often conﬁrmed by performing pathology examina-
tions. A sample of the tissue is biopsied and is examined under the microscope to see
if the cells have the characteristics of cancer. Only a small fraction of all pulmonary
nodules that are visible on CT are eventually diagnosed as lung cancer. To minimize
the number of biopsies, it would be helpful if the probability that a lung nodule is
malignant can be predicted from the CT scans. Predictors of cancer include larger
nodule size, part-solid nodule type, upper lobe location, spiculated morphology, and
presence of emphysema5,6.
1.4 Lung cancer screening
In the last four decades, early diagnosis has been investigated as an option to reduce
mortality from lung cancer7. In the early 2000s, it was shown that low-dose CT can
greatly improve the detection likelihood of small nodules, and thus of lung cancer
at an earlier and potentially more curable stage8. Figure 1.5 shows an example of
an axial slice of a chest CT scan with a lung nodule indicated by a computer-aided
detection (CAD) system. To evaluate whether screening using low-dose CT could re-
duce the lung cancer mortality, several randomized screening trials were conducted.
The National Lung Screening Trial (NLST) was the largest randomized multicen-
ter study for early detection of lung cancer using low-dose CT. The study included
26,722 participants screened using low-dose CT and 26,744 participants screened us-
ing radiography at 33 sites in the United States. Participants were required to have
a smoking history of at least 30 pack-years and were either current or former smok-
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6 Introduction
Figure 1.5: An example of an axial slice of a chest CT scan with a lung nodule indi-
cated by a CAD system. Marks are indicated using a blue box.
ers without signs, symptoms, or history of lung cancer. During the screening trial,
subjects underwent three screenings at 1-year intervals and were subsequently fol-
lowed for ﬁve years. Malignant nodules were conﬁrmed by pathology up to 7 years
follow-up after randomization. The NLST study showed that screening using low-
dose CT reduced lung cancer mortality by about 20% compared to standard chest
radiography. This was the ﬁrst screening trial with a conclusive, statistically signiﬁ-
cant outcome regarding mortality reduction9.
On the basis of the NLST ﬁndings, agencies and organizations contemplated the
establishment of lung-cancer screening recommendations9. In 2014, the U.S. Preven-
tive Services Task Force (USPSTF) recommended annual screening for lung cancer
with low-dose CT in adults aged 55 to 80 years with a 20 pack-year smoking his-
tory who currently smoke or have quit within the past 15 years (grade B recommen-
dation)10. The National Comprehensive Cancer Network (NCCN) recommended
screening for high-risk subjects and endorsed guidelines for the implementation of
screening. In 2015, the U.S. Centers for Medicare and Medicaid Services (CMS) ap-
proved screening for lung cancer, which means that lung cancer screening is fully
reimbursed by insurance companies.
The lung cancer screening workﬂow consists of two parts. The ﬁrst part involves
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Category Category?Descriptor Category Findings Management Probability?of?
Malignancy
Estimated?
Population?
Prevalence
prior?chest?CT?examination(s)?being?located?for?comparison
part?or?all?of?lungs?cannot?be?evaluated
no?lung?nodules
nodule(s)?with?specific?calcifications:?complete,?central,?popcorn,?concentric?
rings?and?fat?containing?nodules
solid?nodule(s):??
???????????<?6?mm?
??????????new?<?4?mm
part?solid?nodule(s):
??????????<?6?mm?total?diameter?on?baseline?screening
non?solid?nodule(s)?(GGN):
?????????<?20?mm?OR
???????????20?mm?and?unchanged?or?slowly?growing
category?3?or?4?nodules?unchanged?for???3?months
solid?nodule(s):?
???????????6?to?<?8?mm?at?baseline??OR
????????new?4?mm?to?<?6?mm??????????
part?solid?nodule(s)
???????????6?mm?total?diameter?with?solid?component?<?6?mm?OR
?????????new?<?6?mm?total?diameter
non?solid?nodule(s)?(GGN)???20?mm?on?baseline?CT?or?new
solid?nodule(s):?
????????????8?to?<?15?mm?at?baseline?OR
??????????growing?<?8?mm?OR??????????????????????????????????????????
??????????new?6?to?<?8?mm
part?solid?nodule(s:
???????????6?mm?with?solid?component???6?mm?to?<?8?mm?OR
?????????with?a?new?or?growing?<?4?mm?solid?component?
endobronchial?nodule
solid?nodule(s)
?????????????15?mm?OR
???????????new?or?growing,?and???8?mm
part?solid?nodule(s)?with:?
???????????a?solid?component???8?mm?OR
???????????a?new?or?growing???4?mm?solid?component?
4X
Category?3?or?4?nodules?with?additional?features?or?imaging?findings?that?
increases?the?suspicion?of?malignancy
Other?
Clinically?Significant?or?
Potentially?Clinically?
Significant?Findings????????
(non?lung?cancer)
S modifier???may?add?on?to?category?0?4?coding As?appropriate?to?the?specific?finding n/a 10%
Prior?Lung?
Cancer
Modifier?for?patients?with?
a?prior?diagnosis?of?lung?
cancer?who?return?to?
screening
C modifier???may?add?on?to?category?0?4?coding ? ? ?
IMPORTANT?NOTES?FOR?USE:
1)???Negative?screen:?does?not?mean?that?an?individual?does?not?have?lung?cancer
2)???Size:?nodules?should?be?measured?on?lung?windows?and?reported?as?the?average?diameter?rounded?to?the?nearest?whole?number;?for?round?nodules?only?a?single?diameter?measurement?is?necessary
3)???Size?Thresholds:?apply?to?nodules?at?first?detection,?and?that?grow?and?reach?a?higher?size?category
4)???Growth:?an?increase?in?size?of?>?1.5?mm
5)???Exam?Category:?each?exam?should?be?coded?0?4?based?on?the?nodule(s)?with?the?highest?degree?of?suspicion
6)???Exam?Modifiers:?S?and?C?modifiers?may?be?added?to?the?0?4?category
8)???Practice?audit?definitions:?a?negative?screen?is?defined?as?categories?1?and?2;?a?positive?screen?is?defined?as?categories?3?and?4
10)?Category?4X:?nodules?with?additional?imaging?findings?that?increase?the?suspicion?of?lung?cancer,?such?as?spiculation,?GGN?that?doubles?in?size?in?1?year,?enlarged?lymph?nodes?etc
11)?Nodules?with?features?of?an?intrapulmonary?lymph?node?should?be?managed?by?mean?diameter?and?the?0?4?numerical?category?classification
12)?Category?3?and?4A?nodules?that?are?unchanged?on?interval?CT?should?be?coded?as?category?2,?and?individuals?returned?to?screening?in?12?months
13)?LDCT:?low?dose?chest?CT
*Link?to?McWilliams?Lung?Cancer?Risk?Calculator
Upon?request?from?the?authors?at:?http://www.brocku.ca/lung?cancer?risk?calculator
At?UptoDate?http://www.uptodate.com/contents/calculator?solitary?pulmonary?nodule?malignancy?risk?brock?university?cancer?prediction?equation
9)???Category?4B?Management:?this?is?predicated?on?the?probability?of?malignancy?based?on?patient?evaluation,?patient?preference?and?risk?of?malignancy;?radiologists?are?encouraged?to?use?the?McWilliams?et?al?assessment?tool?when?
making?recommendations
7)???Lung?Cancer?Diagnosis:?Once?a?patient?is?diagnosed?with?lung?cancer,?further?management?(including?additional?imaging?such?as?PET/CT)?may?be?performed?for?purposes?of?lung?cancer?staging;?this?is?no?longer?screening
0
Findings?for?which?
additional?diagnostic?
testing?and/or?tissue?
sampling?is?
recommended
Suspicious
2%
1%Incomplete ? n/aAdditional?lung?cancer?screening?CT?images?and/or?comparison?to?prior?chest?CT?examinations?is?needed
4A 5?15%
3
Probably?
Benign
Probably?benign?
finding(s)???short?term?
follow?up?suggested;?
includes?nodules?with?a?
low?likelihood?of?
becoming?a?clinically?
active?cancer
6?month?LDCT
Benign?
Appearance?
or?Behavior
>?15% 2%
No?nodules?and?
definitely?benign?
nodules
1Negative
2
3?month?LDCT;?PET/CT?may?be?used?when?there?is?
a???8?mm?solid?component
chest?CT?with?or?without?contrast,?PET/CT?and/or?
tissue?sampling?depending?on?the?*probability?of?
malignancy?and?comorbidities.?PET/CT?may?be?
used?when?there?is?a???8?mm?solid?component.
4B
1?2% 5%
<?1%Continue?annual?screening?with???????????????????
LDCT?in?12?months 90%Nodules?with?a?very?low?
likelihood?of?becoming?a?
clinically?active?cancer?due?
to?size?or?lack?of?growth
Figure 1.6: Lung-RADS Version 1.0 Assessment Categories, Release date: April 28,
2014. Image courtesy of the American College of Radiology.
the identiﬁcation of all relevant nodules. This part typically covers most of the read-
ing efforts, as CT scans should be carefully evaluated so that no relevant nodules are
missed. Thereafter, the malignancy probability of the nodules should be assessed.
The Lung Imaging Reporting and Data System (Lung-RADS) is a management pro-
tocol and scoring system published by the American College of Radiology (ACR)
to standardize follow-up management of screening scans6. Lung-RADS put a nod-
ule into a category based on nodule type, size, and growth rate. Based on the most
suspicious nodule, the image-level category is determined, and this decides manage-
ment recommendations: a new CT scan after one year, after six months, after three
months, or direct additional imaging and//or biopsy. The Lung-RADS scheme is
shown in Figure 1.6.
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8 Introduction
1.5 Challenges of screening
Lung cancer screening has been approved and is being implemented in the United
States. However, discussions about the cost-effectiveness of lung cancer screening
remain. Three major challenges were identiﬁed. The ﬁrst challenge is the need to
screen many high-risk individuals. Using the recommended screening criteria, it
is estimated that 8.6 million Americans are potentially eligible for screening11. In
addition, the interpretation of lung CT screening scans is tedious, error-prone, and
can take up to 10 minutes per scan12. This would mean a substantial increase in
reading efforts for radiologists.
The second challenge is the high rate of false positives. In the NLST, the majority
of the nodules identiﬁed to be potentially cancerous were eventually benign9. A total
of 96.4% of positive examinations (24.2% of all examinations) did not result in a lung
cancer diagnosis. The management recommendations provided by the Lung-RADS
protocol already represent a step forward, because different types of follow-up are
now explicitly identiﬁed. But it is possible that a more effective and efﬁcient set of
guidelines can be constructed.
The third challenge is the observer variability among radiologists; readers of-
ten disagree with each other. In the Lung Image Database Consortium and Image
Database Resource Initiative (LIDC-IDRI) study, four radiologists reviewed 1,018 CT
scans and marked lesions, including any nodules larger than 3 mm13. It was shown
that complete agreement on what should be considered as a nodule between all four
radiologists was only reached on 928 out of 2,669 nodules. Substantial variability in
radiologists’ false positives rate due to difference in interpretations was also found in
a retrospective analysis of the NLST data14. A study from our group found that there
are only moderate inter- and intraobserver agreements for determining the type of
the nodules, which may lead to different management in the majority of cases15.
To enable the implementation of a cost-effective lung cancer screening program,
an accurate, fast, and consistent interpretation of the large volume of CT scans must
be accomplished.
1.6 Computers and algorithms
”The idea behind digital computers may be explained by saying that these machines are intended
to carry out any operations which could be done by a human computer. The human computer is
supposed to follow ﬁxed rules; he has no authority to deviate from them in any detail.”
—Alan Turing, Computing Machinery and Intelligence (1950)
The sentences above were taken from an article by Alan Turing16, describing the
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1.6 Computers and algorithms 9
potential of digital computers to replace humans in computing tedious and complex
mathematical formulas. Computers can perform repetitive and complex compu-
tations without ever getting tired. This enables the human to perform more chal-
lenging and innovative work. Since the 1970s, automated medical image analysis
has been explored for the same purposes: to analyze examinations faster, determine
the right treatment, and improve the diagnosis analysis17,18. The need for automat-
ing image analysis is also motivated by the increasing amount of data produced by
modern imaging techniques. All this data needs to be analyzed in a relatively short
period of time.
1.6.1 Medical image analysis and machine learning
Solving medical image analysis problems typically involves the combination of sig-
nal processing, pattern recognition, and machine learning algorithms17. Computer
algorithms require a numerical representation of objects to facilitate processing and
statistical analysis. As it is difﬁcult for a computer to understand the meaning of
raw voxel values, several pieces of discriminative information should be extracted.
For example, detecting nodules in a CT scan requires a computer to measure nodule
characteristics (e.g., intensity, blobness, or volume) to be able to differentiate voxels
belonging to nodules from those of other tissues. This set of characteristics is referred
as a feature vector and is computed using feature extraction algorithms. Thereafter,
a machine learning algorithm is trained to classify feature vectors into classes (e.g.,
positive/negative). The machine learning algorithm learns how to perform a clas-
siﬁcation task by iteratively optimizing the underlying mathematical operations to
map a feature vector to an output label. Data labeled by human experts guide this
optimization or training process.
1.6.2 Deep learning
While it may sound relatively straightforward to deﬁne ”the set of rules” for au-
tomating medical image diagnosis, designing optimal feature extraction algorithms
has in practice been far from trivial. Although different feature extraction algorithms
have been evaluated for decades, the performance of the complete CAD systems is
not yet optimal19. An alternative solution is to let machine learning algorithms inde-
pendently learn how to extract features from raw data, i.e. directly from the images,
and use this to perform classiﬁcation.
Deep learning is a type of machine learning that allows computer systems to learn
features directly from the data20. A deep learning model consists of consecutive fea-
ture extraction and classiﬁcation layers. Each layer extracts increasingly abstract fea-
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tures from the input data. For example, the ﬁrst layer typically only identiﬁes edges,
given the intensities of neighboring voxels. Thereafter, the second layer identiﬁes
corners or contours, given the set of edges identiﬁed by the previous layer. Subse-
quent layers encode even more abstract concepts. Finally, the last layer returns a
classiﬁcation output which indicates the probability of the input data belonging to a
certain class.
Convolutional neural networks (ConvNets) are a sub-class of deep learning ap-
proaches that use convolutional layers to compute feature maps. While the concept
of ConvNets was already introduced in the 1980s21, it was rarely used for computer
vision and medical image analysis. Large data sources and computing power were
not available in those days, and therefore, solutions using rule-based and descrip-
tive algorithms were more attractive. The CAD system developed in Chapter 2 was,
in fact, designed using traditional feature extraction and classiﬁcation algorithms.
During my Ph.D. period, ConvNets became popular, partially because of the suc-
cess of AlexNet in winning the ImageNet competition by a large margin in 201222.
Since then, deeper ConvNets architectures have been developed and have consis-
tently achieved remarkable performance23–27. In Chapter 3, one of the ﬁrst attempts
to adopt deep learning for medical image processing is described.
1.6.3 Computer aided diagnosis
In the context of lung cancer screening, computer-aided-diagnosis (CAD) systems
have been designed to reduce the workload of radiologists. In order to automate the
analysis of screening scans, CAD systems should be able to perform several tasks.
First, nodules should be accurately detected to make a comprehensive report on nod-
ules and their progression. Nodule detection should speciﬁcally indicate the pres-
ence of nodules and their corresponding location. The algorithm typically involves
several preprocessing steps, such as lung segmentation and candidate detection. Sec-
ond, the malignancy probability of detected nodules must be estimated in order to
decide on the next step in the process. This estimation may involve the classiﬁca-
tion of nodule types, the measurement of nodule size and growth, or identiﬁcation
of the nodule location within the lung. When the algorithms are successfully imple-
mented, screening accessibility and outcomes could be improved while reducing the
radiologists’ workload.
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1.7 Evaluation metrics
Evaluation metrics are important to measure the performance of CAD systems. They
determine whether the CAD systems are comparable to human experts and thus
whether they could be used in the clinical practice. In this section, the evaluation
metrics used in this thesis are described.
1.7.1 Sensitivity and speciﬁcity
A classiﬁer typically computes a continuous score between 0 and 1, which repre-
sents the probability of a sample belonging to a particular class. The score could be
thresholded to compute a binary output, e.g., positive (abnormal) or negative (nor-
mal). Thereafter, the binary output is compared against the reference standard. In
this setting, the following categories are deﬁned.
• True positive (TP): the number of correctly identiﬁed positive samples
• True negative (TN): the number of correctly identiﬁed negative samples
• False positive (FP): the number of incorrectly identiﬁed negative samples
• False negative (FN): the number of incorrectly identiﬁed positive samples.
Using these categories, the sensitivity and speciﬁcity of the classiﬁer can be com-
puted. Sensitivity is the proportion of positive samples that are correctly classiﬁed.
Speciﬁcity is the proportion of negative samples that are correctly classiﬁed.
1.7.2 ROC and FROC
Receiver operating characteristic (ROC) analysis plots the sensitivity against one mi-
nus the speciﬁcity at various threshold settings. From the ROC, the area under the
ROC curve (AUC) can be computed to summarize the performance of the classiﬁer.
An AUC of 1 is equivalent to a perfect classiﬁcation. Figure 1.7a shows examples of
ROC curves.
When it is possible to detect multiple abnormalities within one image, ROC anal-
ysis is not appropriate. In this setting, the free receiver operating characteristic
(FROC) analysis is often used. FROC plots the sensitivity against the number of
FPs instead of the one minus the speciﬁcity. In this thesis, the competition perfor-
mance metric (CPM) as introduced in28, which measures the average sensitivity at
seven operating points of the FROC curve: 1/8, 1/4, 1/2, 1, 2, 4, and 8 FP/scan, is
used to summarize the performance. Figure 1.7b shows examples of FROC curves.
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(a) ROC curves (b) FROC curves
Figure 1.7: Examples of ROC curves and FROC curves. Systems using different ar-
chitectures were evaluated and different curves were plotted. CPM measures the
average sensitivity at seven operating points of the FROC curve: 1/8, 1/4, 1/2, 1, 2,
4, and 8 FP/scan.
1.7.3 Statistical analysis
Statistical analysis was performed to test whether systems differed signiﬁcantly. Boot-
strapping was mostly used to determine statistical signiﬁcance29. We performed
bootstrapping by doing case resampling: we compute a large number of sets (n sets)
of samples from a given population using sampling with replacement, such that all
bootstraps have the same number of samples compared to the original set. For each
bootstrap set, the performance metrics are calculated.
Given the performance metrics from n sets of samples, several statistical tests
can be performed. The conﬁdence interval shows the range of performance values
calculated from all bootstraps. To evaluate whether a system is signiﬁcantly better
than other systems, a statistical signiﬁcance test needs to be computed. To do this,
the performance of two systems is compared for each bootstrap sample. The p-value
is deﬁned as the number of times that the performance of a system is higher than the
other system divided by the total number of bootstraps.
1.8 Thesis outline
Automatic detection and classiﬁcation of lung nodules have the potential to increase
the reading efﬁciency of radiologists. Although CAD systems have been developed
for more than ﬁfteen years, several drawbacks still prevent them from being used ac-
tively in clinical practice. First, rarer but highly suspicious nodules are not detected
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well by CAD systems. The data set is highly imbalanced and the high-risk dominant
nodules are often underrepresented. Second, a considerable number of nodules re-
main undetected at low false positive rates. While the deﬁnition of lung nodules is
relatively straightforward, nodules come with a wide variety in shapes, sizes, and
types. Other abnormalities that are visible in CT often mimic the appearance of nod-
ules and are detected as false positives. Therefore, deﬁning optimal features to solve
the problem is difﬁcult. Third, few algorithms are developed to perform malignancy
prediction of nodules. This is important because only a small proportion of nodules
are lung cancers. An accurate malignancy predictor is necessary for determining
the optimal management recommendations. This thesis presents novel methods for
nodule detection and classiﬁcation aimed towards optimizing lung cancer screening.
This thesis consists of two main parts: lung nodule detection and lung nodule
malignancy prediction. Chapter 2 describes a novel nodule detection system for
solid nodules larger than 10 mm. Large nodules are more likely to be cancerous
and, therefore, it is essential that CAD systems do not miss these nodules. The al-
gorithm was developed using the LIDC-IDRI data set. In Chapter 3, we propose a
novel nodule detection system using ConvNets. ConvNets have been shown to out-
perform state-of-the-art computer vision applications, for which optimal sets of fea-
tures are automatically learned during end-to-end training. The algorithm was de-
veloped and validated using the LIDC-IDRI data set. Chapter 4 presents a compar-
ative performance evaluation framework for different nodule detection algorithms.
The framework is introduced as the LUNA16 challenge. Algorithms from twelve
systems are discussed and the impact of combining the algorithms was investigated.
Chapter 5 investigates strategies to improve the performance of a CAD system for
detecting nodules with a high probability of being cancers. We combined multiple
nodule detection algorithms with a lung cancer risk prediction model. In Chap-
ter 6, we propose a novel nodule malignancy prediction system using ConvNets.
We trained the system using a large set of CT scans from the NLST and validated
the performance on a completely independent data set from Danish Lung Cancer
Screening Trial. Finally, Chapter 7 provides the summary and general discussion.
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Abstract
Purpose: Current computer-aided detection (CAD) systems for pulmonary nodules
in Computed Tomography (CT) scans have good performance for relatively small
nodules, but often fail to detect the much rarer larger nodules, which are more likely
to be cancerous. We present a novel CAD system speciﬁcally designed to detect solid
nodules larger than 10 mm.
Methods: The proposed detection pipeline is initiated by a three-dimensional lung
segmentation algorithm optimized to include large nodules attached to the pleural
wall via morphological processing. An additional preprocessing is used to mask out
structures outside the pleural space to ensure that pleural and parenchymal nod-
ules have a similar appearance. Next, nodule candidates are obtained via a multi-
stage process of thresholding and morphological operations, to detect both larger
and smaller candidates. After segmenting each candidate, a set of 24 features based
on intensity, shape, blobness and spatial context are computed. A radial basis Sup-
port Vector Machine (SVM) classiﬁer was used to classify nodule candidates, and
performance was evaluated using 10-fold cross-validation on the full publicly avail-
able LIDC/IDRI database.
Results: The proposed CAD system reaches a sensitivity of 98.3% (234/238) and
94.1% (224/238) large nodules at an average of 4.0 and 1.0 false positives per scan,
respectively.
Conclusions: We conclude that the proposed dedicated CAD system for large pul-
monary nodules can identify the vast majority of highly suspicious lesions in tho-
racic CT scans with a small number of false positives.
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2.1 Introduction
Lung cancer is the leading cause of death from cancers worldwide30. The majority
of patients are diagnosed with late stage cancer and as a result, 5-year survival rate
is only 16.8%. If cancer is diagnosed at an earlier stage, effective treatment options
are available and survival rate increases substantially. Early detection is therefore
considered as key to reduce the burden of lung cancer. The National Lung Screen-
ing Trial (NLST) showed that screening with low-dose Computed Tomography (CT)
signiﬁcantly reduces lung cancer and total mortality among high-risk individuals9.
Compared to X-ray, low-dose CT visualizes more lung cancers and has been pro-
posed to be used as primary modality for early lung cancer screening. However, for
human readers, the interpretation of lung CT screening scans, as well as regularly
obtained clinical thoracic CT scans, is tedious, error-prone, and can take up to ten
minutes per scan12. Therefore, optimization of thoracic CT screening workﬂow is
becoming an active ﬁeld of research5,31–37.
Implementation of computer-aided detection (CAD) systems31–34 has been pro-
posed as a step towards more efﬁcient screening. CAD systems are designed to
automatically detect pulmonary nodules, the early manifestation of lung cancers. In
practice, CAD has been used as a second reader32,33,38. In the second reader mode,
radiologists are required to diagnose CT scans unaided, and thereafter inspect the
result of CAD to improve the accuracy of detection. As compared to diagnosis with-
out CAD, this scenario clearly increases the reading time, which remains an issue to
be addressed for the implementation of large-scale lung cancer screening program.
Aiming to reduce the reading time for diagnosing CT scans, CAD should be used as
a ﬁrst reader. In the ﬁrst reading mode, radiologists only inspect locations ﬂagged
suspicious by CAD, accept or reject the CAD marks, and possibly perform a quick
inspection on the scan to identify any nodule completely missed by CAD.
To fully utilize CAD as a ﬁrst reader in lung CT screening, it is vital that CAD
reaches a high sensitivity for all screening relevant nodules. In the past decade, ef-
forts have been made to design generic CAD systems that detect all types of nodules.
Although existing CAD systems have shown promising detection performance39–48,
the ANODE09 study19 showed that the published CAD systems still often missed
important subgroups of suspicious nodules (e.g. subsolid nodules, large nodules).
For nodules larger than 5 mm, the participating CAD systems achieved an average
detection sensitivity of only 29% at 1 false positive per scan (FP/scan). The low sen-
sitivity can be explained by the fact that large nodules are much less common than
smaller nodules (see Table 1). As CAD systems have usually been trained with a
set of randomly selected cases from screening or clinical practice, large nodules are
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often undersampled in the training set and hence are put to lower priority by CAD.
Very large nodules may even be missed by the initial candidate detection stage that
most CAD systems employ34.
In a second reader scenario, the low sensitivity of CAD for large nodules is not
problematic since humans are typically able to detect larger nodules and thus com-
pensate the misses of CAD. However, if one would like to move towards using CAD
as a ﬁrst reader, which may be one of the key factors for efﬁcient implementation of
forthcoming lung cancer screening, the human will only look at the locations pointed
out by CAD. In consequence, the low sensitivity of CAD for large nodules becomes
a major impediment. Compared to other nodules, large nodules have a signiﬁcant
higher probability for being malignant5 and require additional clinical diagnostic
workup49–52.
In order to increase the reading efﬁciency of chest CT scans, we aim to develop
a CAD solution that combines multiple CAD systems. Each subsystem excels at
its own subtask and consequently, all different types of nodules can be detected.
In this paper, we address the problem of low detection sensitivity of CAD systems
on large nodules. A dedicated CAD system speciﬁcally designed for large nodules
is presented, aiming to further complete the performance gap of CAD systems in
lung nodule detection. The proposed CAD system could thus be combined with
published state-of-the-art CAD systems to improve their detection sensitivity. Im-
proving the overall detection performance is an important prerequisite to be able to
efﬁciently use CAD as a ﬁrst reader.
2.2 Materials and evaluation protocol
In this study, CT scans from the full Lung ImageDatabase Consortium (LIDC-IDRI)13
were used. LIDC-IDRI is a publicly available image database initiated by the Na-
tional Cancer Institute (NCI). The database contains heterogeneous set of 1,018 cases
from seven LIDC institutions. Each scan was annotated by four radiologists in two
reading rounds. In the ﬁrst blinded reading round, suspicious lesions were anno-
tated and each of them was categorized as non-nodule, nodule < 3 mm, or nodule
≥ 3 mm. Nodules ≥ 3 mm were characterized fully, for which 3-D segmentation,
diameter, and morphological characteristics were provided. In the second reading
round, each of the four readers reviewed both their annotations and all annotations
from other readers, and decided to either accept or reject each annotation. Finally,
the results of unblinded review from all readers was compiled and a ﬁnal set of an-
notations were acquired.
We included scans with section thickness below or equal to 2.5 mm. Thicker sec-
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tion data was excluded as we deemed this data not of sufﬁcient quality. Although
large nodules may still be detectable on scans with a slice thickness of 3 mm, re-
cent clinical guidelines53,54 recommend the use of thin-slice CT scans and hence, we
only included thin-slice CT scans. In addition, scans with inconsistent slice spac-
ing were discarded. This resulted in a set of 888 CT scans suitable for analysis (see
Appendix 2.6).
An overview of our dataset is provided in Table 2.1. From 888 scans, 36,378 an-
notations were made by the LIDC-IDRI readers. As nodules could be annotated
by multiple readers, annotations from different readers that were located in close
proximity (deﬁned as less than the sum of their radii) were merged. The merging
was only performed for the nodule >3 mm annotations since we used these to de-
ﬁne our reference standard. The diameters, volumes, and coordinates of merged
annotations were averaged. We selected nodules categorized as potentially malig-
nant nodules as our reference for determining the size threshold for large nodules.
Based on the criterion employed by the Dutch-Belgian NELSON lung cancer screen-
ing trial55, potentially malignant nodules are deﬁned as those with a volume larger
than 500 mm3, which corresponds to a diameter of approximately 10 mm, assuming
an ideal sphere. Thus, we applied 10 mm as the nodule size threshold. Furthermore,
we selected nodules that were accepted by the majority of readers (at least 3 read-
ers). This resulted in a set of 269 nodules. As we have recently developed a CAD
system designed to speciﬁcally detect subsolid nodules56, we decided to focus on a
CAD system that detects only solid nodules. Various morphological characteristics
scored by readers were used to deﬁne the nodule type. In this study, a nodule was
considered solid if the majority of readers gave the texture characteristic score higher
than 3 (1=ground-glass/non-solid, 3=part-solid, 5=solid). Eventually, we obtained
238 large solid nodules, which formed our ﬁnal set of nodules used for analysis.
During evaluation, a CAD mark was considered as hit if it was located within a
radius of annotation. CAD marks were categorized as true positives if they hit nod-
ules in our reference set. Marks on lesions that were not included in the reference set
(i.e. nodules ≥ 10 mm accepted by only 1 or 2 radiologists, nodules < 10 mm, sub-
solid nodules, and non-nodules) were considered irrelevant and were not counted
as false positive.
2.3 Methods
Figure 2.1 shows the main steps of the proposed algorithm. The algorithm is initiated
by performing lung segmentation. Lung segmentation reﬁnement is performed to
include nodules attached to lung border. Thereafter, a preprocessing step is applied
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Table 2.1: Statistics on the number of nodules in the selected set of scans from the
LIDC-IDRI dataset. Each row indicates nodules that was accepted by different agree-
ment levels among radiologists and the column shows the subset of nodules in dif-
ferent size or type.
Total number of CT scans: 888
Total number of annotations: 36,378
Agreement levels
Nodules
≥ 3 mm
Nodules
≥ 10 mm
Solid nodules
≥ 10 mm
At least 1 2,290 393 322
At least 2 1,602 325 277
At least 3 1,186 269 238
At least 4 777 199 172
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????????????
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Figure 2.1: Overview of proposed CAD system
to remove the background outside the lungs and to resample the image to isotropic
resolution. A candidate detection stage identiﬁes the location of large nodule candi-
dates and constructs a segmentation for each candidate. Discriminant characteristics
of candidates are obtained using feature extraction, which are used to classify candi-
dates into nodules and non-nodules in the classiﬁcation stage. All the main parts of
the proposed approach are explained in detail in the next sections.
2.3.1 Lung Segmentation
Lung segmentation is the ﬁrst step of the CAD system applied to localize the lung as
the region of interest. The majority of published algorithms rely on a conventional
threshold-based method. Due to similar intensity characteristic, nodules attached
to pleural wall often fail to be included inside lung segmentation. In consequence,
these nodules are excluded from further processing and remain undetected by the
CAD system. In order to include these nodules, the lung segmentation should be
corrected.
We applied the algorithm proposed by van Rikxoort et al. 57 as initial lung seg-
mentation. The method consists of: large airways extraction, lung segmentation, left
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and right lungs separation, and segmentation smoothing. When the lung segmen-
tation algorithm failed, we corrected the lung segmentation by manually measuring
input parameters, such as trachea’s seed point.
To include large pleural nodules inside lung segmentation, an additional lung
segmentation reﬁnement is employed. The areas where nodules are excluded, of-
ten appear as holes at the surface of the lung segmentation. We experimented with
two lung segmentation reﬁnement methods: 1) applying morphological rolling-ball
operation and 2) adding dilation after rolling-ball operation. All morphological
operations were performed using spherical structuring element. The diameter of
the structuring element dstruct is set to a percentage of the x-dimension size of the
input CT scan. We evaluated dstruct = {2%, 3%, 4%, 6%, 8%} for rolling-ball and
dstruct = {0%, 1%} for dilation.
2.3.2 Preprocessing
The lung segmentation is used as mask where the area outside the segmentation is
set to the average intensity of lung tissue (-900 Hounsﬁeld units (HU)). This avoids
that pleural lesions look very different from internal nodules, and thus would re-
quire different or additional features to accurately detect these nodules. The lung
image is resampled to an isotropic resolution of 1.0 mm using Gaussian ﬁlter.
2.3.3 Candidate Detection
The candidate detection step aims to localize all nodules within the lung. This is
a difﬁcult task, since nodules have a large variation in morphology, size, and den-
sity. Moreover, the computational complexity of the algorithm should also be low
as the entire lung volume is processed in a voxel-wise method. In this study, the
candidate detection consists of three modules: initial candidate detection, connected
component analysis, and nodule segmentation reﬁnement.
Initial Candidate Detection
As large nodules typically have a very different morphological characteristic com-
pared to other similarly dense structures (mainly vessels), a simple combination
of thresholding and morphological opening should be sufﬁcient to detect most of
the large nodules. However, due to their size, large nodules are prone to be inter-
connected to other pulmonary dense structures, mostly vasculature and the pleural
wall. This complicates the parameter selection of the detector, speciﬁcally the size of
the structuring element of morphological opening. Connected structures may have
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Figure 2.2: Examples of multi-stage candidate detection outputs. In each stage, a
speciﬁc thresholding and morphological opening is applied and the resulting mask
is added to the prior segmentation. Detected candidates are indicated by a green
contour while detected nodules are indicated by a red box. The ﬁrst row shows an
example of an large nodule detected in stage 1 and the second row shows an exam-
ple of smaller nodule detected in stage 4. Applying multi-stage candidate detection
prevents segmentation of the large nodule to be incorrectly interconnected to pleural
while ensuring the smaller nodule to be detected.
a wide size variability. As an example, a large structuring element is required to
remove attachment of large structure (e.g. large airways) on nodules, but leads to
failing detection of smaller nodules.
To detect candidates with different sizes, a multi-stage process of thresholding
and morphological opening is applied. An intensity threshold of -300 HU is used to
identify solid nodules. In each stage, dilation with different spherical structuring di-
ameters of 9, 7, 5, or 3 mm, is applied in order, and an intermediate candidate mask is
generated. The candidate detection starts from large structuring diameter and pro-
gressively continues with smaller diameter. To preserve prior candidates from being
merged with new candidates, a margin border of 3 mm around prior candidates is
applied before processing the next stage. After computing the candidate detection
in stage n, the new intermediate mask is merged with the prior output mask from
stage n− 1 using logical OR operation. Examples of progressing candidate detection
outputs are shown in Figure 2.2.
Connected Component Analysis
After applying initial candidate detection, all connected voxels are clustered as can-
didates using connected component analysis. To remove clusters with size outside
the target range, we discarded clusters with a volume smaller than 268 mm3 and
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larger than 33,524 mm3, which correspond to the volume of an ideal sphere with a
diameter of 8 mm and 40 mm, respectively.
Nodule Segmentation
Initial candidate detection indicates the coordinates of candidate clusters. As an
accurate volumetric and morphological assessment of candidates is important for
quantifying nodule characteristics, we applied a robust nodule segmentation pro-
posed by Kuhnigk et al. 58. Given a cubical input volume and seed points on the
cluster, the algorithm performs region growing and applies an efﬁcient morpholog-
ical operation to separate nodules from vasculature and chest wall. For each can-
didate cluster, seed points are obtained from the major axis of the cluster. The vol-
ume of interest is deﬁned as a cube around the cluster with an initial edge length of
60 mm. The size of the cube is automatically adapted, if necessary, to accommodate
larger nodules.
To further remove candidates smaller or larger than the deﬁned target, we ap-
plied the same size threshold used in section 2.3.3. To prevent duplicates in the set
of nodules, a new segmentation located less than 10 mm from any accepted segmen-
tation is discarded. The results of the nodule segmentation were further used for
feature extraction and classiﬁcation.
2.3.4 Feature Extraction
Feature extraction was applied to obtain characteristic of candidates that can be used
to differentiate nodules from false-positive candidates. We deﬁned four different
sets of features: intensity, cluster, blobness, and context features. Table 2.2 shows an
overview of all features.
Intensity Features
Intensity features are used to quantify intensity characteristics of regions inside and
outside the candidate segmentation. The feature set is directly computed from the
isotropically resampled CT scan. Three different regions are used: 1) region inside
the candidate segmentation, 2) region inside the bounding box of the candidate seg-
mentation, and 3) region surrounding the candidate segmentation within a distance
of 8 mm. For each region, mean, standard deviation, and entropy of voxels intensity
are measured.
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Table 2.2: Overview of features calculated on candidates for characterization and
classiﬁcation.
ID Description Notes
Intensity features
1-3 Density inside candidate segmentation (mean, stdev, entropy)
4-6 Density inside bounding box (mean, stdev, entropy)
7-9 Density around candidate segmentation (mean, stdev, entropy) within 8 mm outside segmentation
Cluster features
10 Volume of candidate segmentation Vcand
11 Diameter of candidate segmentation Dcand The longest diameter on axial plane
12
Sphericity: ratio of candidate’s volume inside sphere S to the
volume of sphere S
Sphere S is centered at the candidate
location with diameter Dcand
13 Compactness1: Vcand/(dimx.dimy .dimz) dimi is the width of bounding box in di-
mension i14 Compactness2: Vcand/((max(dimx,dimy ,dimz))3)
Blobness features
15 Maximum ﬁlter response Features are computed using the ﬁlter
response of Li blobness ﬁlter 59 (scale: 2,
5, and 8 mm)
16-17 Filter response inside candidate segmentation (mean, stdev)
18-19 Filter response inside bounding box (mean, stdev)
Context features
20 Distance to pleural wall
21-23 Distance to carina in X,Y, and Z
24 Distance to top of the lung in Z
Cluster Features
Cluster features are measured from candidate segmentation. These features set con-
sists of diameter, volume, sphericity, compactness1, and compactness2.
Diameter is measured by calculating the longest axis of the segmentation in ax-
ial plane. Volume is determined by calculating the cluster size in mm3. To measure
sphericity, a sphere S that has the same volume as the candidates is constructed at
the center of mass of the candidate. Sphericity is deﬁned as the ratio of candidate
volume inside sphere S to the volume of sphere S. Compactness is the ratio of can-
didate volume to the volume of bounding box around the candidate segmentation.
Two different bounding boxes are used. Compactness1 uses the bounding box de-
ﬁned as the smallest box which encloses the candidate segmentation in all x, y, and
z dimensions. Compactness2 uses the bounding box deﬁned as a cube with a size of
the largest dimension of candidate segmentation.
Blobness Features
Blobness features are widely used to enhance nodular structures and to improve sen-
sitivity for nodule detection. We applied the nodule enhancement ﬁlter developed
by Li et al. 59 and extracted blobness features from the ﬁltered image.
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The algorithm computes the Hessian matrix by convoluting the input image with
second order derivatives of the Gaussian kernel. Given the Hessian matrix, 3 eigen-
values, which are denoted by λ1 = fxx, λ2 = fyy, and λ3 = fxy, are measured, where
λ1 > λ2 > λ3. The ﬁnal output of the enhancement ﬁlter is obtained by calculating
z(λ1, λ2, λ3) = |λ3|2/|λ1|, if λ1 < 0, λ2 < 0, and λ3 < 0; otherwise 0. To accommodate
a wide range of nodule size, multiscale enhancement ﬁlters are applied. We deﬁned
three scales (2, 5, and, 8 mm) for the Gaussian kernel, which are empirically de-
termined based on the size of targeted nodules to be enhanced. This results in three
different output images, which are combined by selecting the maximum values from
all images.
The blobness features are extracted by measuring: 1) maximum output of the
ﬁlter; 2) mean and standard deviation of output inside the nodule segmentation;
and 3) mean and standard deviation of output inside the bounding box.
Context Features
Context features describe the position of the candidates relative to other pulmonary
structures, i.e. pleural wall, carina, and top of lung. Depending on their location,
both lung nodules and false positive candidates may have different morphological
characteristics and malignancy probability. Nodules are more likely to be elongated
when attached to more rigid structures, e.g. airways around hilum or pleural wall.
Horeweg et al. 60 showed that the majority of malignant nodules were found at outer
one-third of the costal-hilar diameter and at upper lobes, indicating that these re-
gions should gain more attention. Distance to carina and top of lung are expected to
give these suspicious lung regions more weight.
To calculate the distance relative to the pleural wall, we performed a distance
transform within the lung segmentation and extracted the value located at the center
of gravity of the candidate. The carina point is detected by identifying the axial
section where the trachea has split in two parts, selecting the trachea region around
the bifurcation, and extracting its center of gravity. The relative X, Y, and Z world
distance of candidates from the carina are used as features. The relative distance of
candidate to the top of the lung is measured by calculating the distance from the Z
world coordinate of the candidate to the Z world coordinate of the top slice of the
lung segmentation.
2.3.5 Classiﬁers
For the classiﬁcation of the feature vectors, Support Vector Machine with radial basis
function kernel (SVM-RBF)61 is used. The C and γ parameters are optimized in
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10-fold cross validation using a grid search on the training dataset. C deﬁnes the
regularization parameter and γ deﬁnes the width of the RBF kernel. The search
range of C = {21, 22, ..., 212} and γ = {2−12, 2−11, ...2−5} is applied. In this paper, SVM
is implemented using LIBSVM62. Prior to classiﬁcation, we perform normalization
to zero mean and unit standard deviation on all features. In pilot experiments with
various classiﬁers, we found that radial basis SVMs achieved the best result for this
application.
2.4 Results
In this section, the performance of the CAD system for detection of large nodules
is reported. The evaluation is performed in a patient-level 10-fold cross-validation
while the classiﬁer is optimized in a nested cross-validation. We pick nodules ac-
cepted by majority of radiologists (3 out of 4) as primary evaluation reference stan-
dard. For completeness, the performance of CAD system on nodules accepted by
other agreement levels is also included.
2.4.1 Lung Segmentation
Automatic lung segmentation was performed. In 12 of the 888 scans, lung segmen-
tation failed because the trachea seed point was not correctly detected. These cases
were ﬁxed by providing a manual seed point. Table 2.3 shows the impact of applying
lung segmentation reﬁnement on the CAD system. A lung nodule is categorized as
being included in the lung segmentation if the corresponding position is contained
within the segmentation. The algorithm is evaluated by measuring the number of
detected nodules and the number of candidates. When lung segmentation is com-
puted without the additional reﬁnement algorithm, only 84.9% (202/238) large nod-
ules were included. As shown in Table 2.3, applying the additional reﬁnement algo-
rithm decreases the number of excluded nodules, until eventually all nodules have
been included. This suggests that a more aggressive reﬁnement algorithm is desir-
able for nodule detection. However, as the reﬁnement algorithm globally enlarges
the lung segmentation, it may also include irrelevant regions (e.g. lung borders, hi-
lar), which deteriorates the performance of candidate detection. Therefore, a pilot
study was performed, for which the sensitivity of candidate detection using differ-
ent lung segmentation reﬁnement were evaluated. 287 scans containing all nodules
≥ 10 mm annotated by at least 3 radiologists were used as dataset. The experiment
showed that applying rolling-ball with dstruct = 6% and dilation with dstruct = 0% after
initial lung segmentation allows candidate detection to achieve the highest sensitiv-
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Table 2.3: The impact of reﬁning lung segmentation on including nodules inside lung
segmentation. The evaluation was performed on 287 scans containing all 238 large
nodules annotated by at least 3 out of 4 radiologists. Best performing conﬁguration of
each performance metric is shown in bold. It should be noted that candidate detection
can still detect nodules that are partially included inside the lung segmentation.
Kernel size
(% of image size)
Inside lung segmenta-
tion (%)
After candidate detec-
tion (%)
Candidates
per scan
Rolling ball Dilation
Without additional lung segmentation reﬁnement
- - 84.9 87.8 39.5
With additional lung segmentation reﬁnement
2 - 84.9 87.8 39.5
4 - 97.1 98.3 47.4
6 - 98.3 99.2 56.6
8 - 99.6 98.7 63.2
2 1 88.7 95.4 120.7
4 1 99.6 97.9 133.1
6 1 100.0 96.6 145.5
Table 2.4: Sensitivity of candidate detection in 888 scans containing nodules anno-
tated by at least 1 to 4 radiologists. Performance on datasets with different agreement
levels is reported.
Agreement levels
Solid nodules
> 10 mm
Detected nodules
(%)
Candidates per
scan
At least 1 322 97.2 48.3
At least 2 277 98.9 48.3
At least 3 238 99.2 48.3
At least 4 182 100.0 48.3
ity with a reasonable number of candidates per scan. This conﬁguration was used in
all remaining experiments.
2.4.2 Candidate Detection
On the full dataset with 888 CT scans, the candidate detection generated an average
of 48.3 candidates per scan, including 99.2% (236/238). of all large nodules. This set
was used for further classiﬁcation tasks. The performance of candidate detection on
sets of nodules with different agreement levels is shown in Table 2.4. The sensitiv-
ity of candidate detection increases for nodules with higher agreement level among
radiologists.
519506-L-bw-setio
Processed on: 17-5-2018 PDF page: 34
28 Automatic detection of large nodules
0.001 0.01 0.1 1 10 100
Average number of false positives per scan
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
S
e
n
s
it
iv
it
y
agreement ≥ 4 (N=182)
agreement ≥ 3 (N=238)
agreement ≥ 2 (N=277)
agreement ≥ 1 (N=322)
0.001 0.01 0.1 1 10 100
Average number of false positives per scan
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
S
e
n
s
it
iv
it
y
agreement ≥ 4 (N=182)
agreement ≥ 3 (N=238)
agreement ≥ 2 (N=277)
agreement ≥ 1 (N=322)
Figure 2.3: FROC curves of the CAD system on datasets containing large nodules
with different agreement levels. Number of false positives is shown on a logarithmic
scale. The left ﬁgure and the right ﬁgure show the FROC curves of the CAD sys-
tem on dataset without and with ’irrelevant’ ﬁndings considered as false positives,
respectively. The ’irrelevant’ ﬁndings are deﬁned as annotated non-nodule lesions,
sub-solid nodules, solid nodules < 10 mm, and solid nodules ≥ 10 mm that were
only detected by < N radiologists.
2.4.3 Feature Extraction and Classiﬁcation
Free-ResponseOperator Characteristic (FROC) curves of the CAD systems on datasets
containing large nodules with different agreement levels is depicted in Figure 2.3.
Figures on the left and the right side show the performance of the CAD systems
with and without ’irrelevant’ ﬁndings considered as false positives. The number of
false positives is shown on a logarithmic scale. For quantitative comparison, aver-
age sensitivities at different false positives rates is provided in Table 2.5. As shown in
Table 2.5, the proposed CAD system identiﬁes 94.1% (224/238) and 98.3% (234/238)
large nodules at 1 FP/scan and 4 FPs/scan, respectively. It is worth to note that the
maximum sensitivity of the classiﬁcation stage is bounded to the sensitivity of the
candidate detection, which is 99.2% (236/238) (see Table 2.4). This indicates that rel-
ative to the number of detected candidates, the classiﬁcation stage correctly classiﬁes
94.9% and 99.1% nodules at 1 FP/scan and 4 FPs/scan, respectively.
To evaluate the performance of feature sets, we repeated the experiments using
only individual sets of features. Figure 2.4 shows the FROC curves of the CAD sys-
tems when different features sets are individually applied. Intensity features, for
which density characteristic inside and outside the candidate segmentation is quan-
tiﬁed, were found to be the most discriminative set of features. Although the other
sets of features have much lower sensitivity at corresponding FPs/scan, the combi-
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Table 2.5: Quantitative results of CAD performance on datasets containing nodules
with different agreement levels. Sensitivities at seven average false positive rates of
1/8, 1/4, 1/2, 1, 2, 4, and 8 are reported and averaged to obtain an overall score, as
was done in the ANODE09 study19.
Agreement levels 1/8 1/4 1/2 1 2 4 8 average
At least 1 0.773 0.804 0.842 0.879 0.913 0.950 0.960 0.874
At least 2 0.841 0.866 0.895 0.924 0.949 0.978 0.982 0.920
At least 3 0.874 0.895 0.916 0.941 0.962 0.983 0.992 0.938
At least 4 0.929 0.940 0.956 0.978 0.995 1.000 1.000 0.971
nation of all features improves the classiﬁcation performance, which suggests that
these sets of features are complementary to each other.
2.4.4 Comparison with Existing CAD
To put the proposed system in context, we compared it with a previously published
CAD system. ISICAD39, which achieves the highest rank on ANODE0919, is used for
comparison. The FROC curves of both CAD systems are shown in Figure 2.5. The
candidate detection stage detects 99.2% (236/238) and 84.9% (202/238) large nodules
using the proposed CAD and ISICAD, respectively. At 1 FP/scan, 63.0% (150/238)
more large nodules are correctly classiﬁed by the proposed CAD. It is worth to note
that the two CADs are designed for different types of nodules.
2.5 Discussion
The proposed CAD system is designed to speciﬁcally detect nodules with a diameter
larger than 10 mm. These large nodules are more likely to be cancerous and therefore
their detection is critical. A major limitation of current CAD systems in the detec-
tion of large nodules is the fact that these systems have been usually trained with a
dataset containing a very small fraction of large nodules. Supervised classiﬁcation
may put large nodules to lower priority, leading to an average sensitivity of only
29% at 1 FP/scan, for CAD systems participating in ANODE0919. Lung segmen-
tation and candidate detection may even exclude large nodules, mostly due to the
attachment to other pulmonary structures and a large deviation on morphological
characteristics.
Using the largest publicly available CT nodule data set, the LIDC-IDRI database,
a CAD system aiming speciﬁcally at large nodules was designed. Our dataset con-
tained CT scans collected from different scanners and reconstruction kernels. For
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Figure 2.4: FROC curves of different features sets on datasets containing 238 nod-
ules accepted by at least 3 radiologists. Number of false positives is shown on a
logarithmic scale. Dashed curves show the 95% conﬁdence interval estimated using
bootstrapping.
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Figure 2.5: FROC comparison of proposed CAD with previously published ISI-
CAD39. ISICAD achieved the highest rank on ANODE09 study19. Dashed curves
show the 95% conﬁdence interval estimated using bootstrapping.
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Figure 2.6: Examples of lung segmentation reﬁnement outputs and its impact on nod-
ule inclusion. First row shows CT slices with initial lung segmentation, for which lung
nodules are excluded from the segmentation. Second row shows the corresponding
CT slices with lung segmentation after reﬁnement algorithm. All nodules are de-
tected by the majority of radiologists and are indicated by red box in ﬁgures. (a)
Example cases where nodules are included after reﬁnement algorithm. (b) Example
cases where nodules remain outside the lung segmentation, but are detected by the
candidate detection. (c) Remaining case where nodule is neither detected by the can-
didate detection nor is inside the lung segmentation, as it has a ﬂat morphology.
evaluation, we used 888 CT scans, for which 238 large solid nodules annotated by
the majority of radiologists were selected as reference standard.
Table 2.3 demonstrates that optimization of lung segmentation is an important
step for nodule detection application. Relatively low inclusion rate of nodules inside
the lung segmentation is likely to degrade the performance of remaining stages of
CAD system, as nodules completely excluded from lung segmentation could not be
processed. With only morphological based reﬁnement algorithm, the inclusion rate
of nodules increases from 84.9% to 98.3%. This improves the sensitivity of our candi-
date detection from 87.8% to 99.2%. Examples of CT slices where lung nodules were
previously excluded from conventional lung segmentation are shown in Figure 2.6.
It is worth to note that while the inclusion criterion depends on whether nodules
in reference standard are located in the lung segmentation, excluded nodules may
still be detected by CAD as long as a part of the nodules is inside the segmentation.
In our study, we found that 3 out of 4 excluded nodules (see Figure 2.6(b)) were
eventually detected by the candidate detection stage.
We have shown that the proposed CAD system successfully detects 94.1% (224/238)
large nodules at a relatively low 1 false positive per scan. Compared to the best
CAD system39 submitted on ANODE0919, the proposed CAD system detected sig-
niﬁcantly more large nodules (p-value < 0.0001), see Figure 2.5. Examples of de-
tected nodules are shown in Figure 2.7(a). To examine the results further, we per-
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Figure 2.7: Examples of lesions detected or missed by CAD system in tranverse view.
Each lesion is located at the center of the 128×128 patch and the result of the seg-
mentation is indicated by the green contour. Nodules without contour implies that
the nodule segmentation is not (successfully) computed. (a) Nodules detected at an
average 1 false positive per scan. (b) False positives detected at an average 0.125 false
positives per scan. (c) Nodules missed at an average 1 false positive per scan, mostly
due to variation in morphology or leaking segmentation. The 2 most right images
show nodules that are completely missed by CAD while the last nodule is the same
nodule shown in Figure 2.6(c).
formed a visual inspection of false positives, as well as of nodules missed by CAD.
Examples of false positives detected at 0.125 false positives per scan are shown in
Figure 2.7(b). Most of the false positives detected with high score are large vessels,
mediastinal structures, scarring, bone structures, or areas of interstitial lung disease.
These errors are mainly caused by the reﬁnement of the lung segmentation required
to include pleural nodules. Improvement of the lung segmentation reﬁnement step
is an interesting topic for further research.
We analyzed nodules that were missed by CAD. After the candidate detection
stage, 2 out of 238 nodules were not detected. These 2 nodules are shown in the most
right examples of Figure 2.7(c) and were missed because 1) one nodule is located
outside the lung segmentation due to its ﬂat morphology (see also Figure 2.6(c)) and
2) other nodule has a cavitation and was not picked up by the candidate detector as
its inner region is dark. After classiﬁcation, most of missed nodules at 0.125 FPs/scan
rate present with wider variation in morphology or with leaking segmentation.
One reason for the good performance, speciﬁcally at a very low FPs/scan rate, is
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the fact that other lesions (i.e. non-nodule lesions, subsolid nodules, solid nodules
< 10 mm, and solid nodules ≥ 10 mm that were only detected by 1 or 2 radiologists)
are not counted as false positives in the evaluation. These lesions are marked as ’ir-
relevant’, and are neither considered as true positive nor false positive when any of
these lesions are detected by CAD. The rationale for marking lesions as ’irrelevant’
is that they remain, in practical use, interesting ﬁndings for screening. Some dis-
carded lesions (e.g. subsolid nodules) may represent lung cancers. Although this is
less clear for the non-nodule category, these ﬁndings were also considered irregular
lesions. We compared the performance on our dataset with and without consider-
ing the ’irrelevant’ lesions as false positives. This is shown in Figure 2.3. At a very
low false positive rate (≤ 0.1 FPs/scan), we found that most of the false positives
are large nodules with a lower agreement level among radiologists. At an operat-
ing point of 0.5 FPs/scan, the detection sensitivity is higher than 90%, even when
’irrelevant’ lesions are included as false positives.
The performance of CAD on the irrelevant ﬁndings is shown in Figure 2.8. The
proposed CAD detects 6.7% of nodules < 10 mm at 1 FP/scan. The detected small
nodules are nodules with a size close to the threshold of 10 mm. Although the pro-
posed CAD is not designed to detect subsolid nodules, 38.7% of subsolid nodules
are detected at 1 FP/scan, as the solid core is large enough to be captured.
Table 2.6 summarizes statistics of the proposed CAD system and previously pub-
lished CAD systems that use LIDC-IDRI as dataset. For each CAD system, we listed
number of scans used in validation dataset, nodule inclusion criteria (e.g. nodule
type, nodule size, agreement levels), number of nodules, and reported CAD perfor-
mance. Although it is difﬁcult to straightforwardly compare CAD performance due
to variability in dataset and evaluation method (e.g. true positive and false positive
criteria), the table provides an impression of the existing CAD systems performance
in LIDC-IDRI. We have been one of the few groups, along with Torres et al. 48, that
use the complete LIDC-IDRI database and report results on a much larger number
of scans. To accommodate the comparison of different CAD systems on the same
set of scans, we provided the list of LIDC-IDRI scans that were used in this study in
Appendix A.
This study has a limitation. Although we used a cross-validation experiment
to validate the classiﬁer, we did use LIDC-IDRI cases to optimize the preprocessing
steps of the proposed CAD system, speciﬁcally lung segmentation reﬁnement, candi-
date detection, and features extraction. However, the data was only minimally used
to optimize the preprocessing steps and the classiﬁer is by far the most important
component of the proposed CAD system. The candidate detection was designed to
be as simple as possible; taking a coarse step in both thresholding and morphology
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Table 2.6: Summary of published CAD systems using LIDC-IDRI as dataset. Number
of scans, reference standard criteria, and number of nodules used for validation are
listed. The reported performance is provided.
Authors
Years
No.
of
Scans
CT slice
thick-
ness
(mm)
Ground-truth criteria No. of
Nod-
ules
Performance
Nodule
size
(mm)
Nodule
type
Agreement
levels
Sensitivity
(%)
FPs/scan
Proposed CAD - 888 ≤2.5 ≥10 Solid At least 4 182 100.0 97.8 4.0 1.0
888 ≤2.5 ≥10 Solid At least 3 238 98.3 94.1 4.0 1.0
888 ≤2.5 ≥10 Solid At least 2 277 97.8 92.4 4.0 1.0
888 ≤2.5 ≥10 Solid At least 1 322 95.0 87.9 4.0 1.0
Torres et al. 48 2015 949 NA ≥3 All At least 2 1,749 80.0 8.0
Brown et al. 63 2014 108 0.5-3 ≥8 All At least 3 68 79.3 1.0
108 0.5-3 ≥4 All At least 3 68 75.0 2.1
Choi and
Choi 47
2013 58 0.5-3 3-30 All At least 1 151 95.3 2.3
Choi and
Choi 64
2013 84 1.25-3 ≥3 All At least 1 148 97.5 6.8
Tan et al. 46 2013 360 NA ≥3 All At least 4 NA 83.0 4.0
Teramoto and
Fujita 45
2013 84 0.5-3 5-20 All At least 1 103 80.0 4.2
Cascio et al. 44 2012 84 1.25-3 ≥3 All At least 1 148 97.0 88.0 6.1 2.5
Guo and Li 43 2012 85 1.25-3 ≥3 All At least 3 111 80.0 75.0 7.4 2.8
Camarlinghi
et al. 65
2011 69 0.5-2 >3 All At least 2 114 80.0 3.0
Riccardi et al. 42 2011 154 0.5-3 ≥3 All At least 4 117 71.0 60.0 6.5 2.5
Tan et al. 41 2011 125 0.75-3 ≥3 All At least 4 80 87.5 4.0
Messay et al. 40 2010 84 1.3-3 ≥3 All At least 1 143 82.7 3.0
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Figure 2.8: FROC curves of the proposed CAD system on different lesion categories.
The FROC curves show the additionally detected subsolid nodules, small nodules,
and non-nodules corresponding to the operating points of the FROC curve of large
solid nodules. Small nodules are deﬁned as nodules ≥ 3 mm and < 10 mm and large
nodules are deﬁned as nodules ≥ 10 mm. The proposed CAD does not detect any
nodule < 3 mm. Dashed curves show the 95% conﬁdence interval estimated using
bootstrapping.
kernel size. The features were qualitatively pre-selected based on the characteristics
of the data and were not extensively optimized using the data of our study. The only
step where we used the LIDC-IDRI data was the selection of the best lung segmenta-
tion reﬁnement parameters. As Table III shows, the lung reﬁnement stage improves
the detection sensitivity from 87.8% to a reasonable range of 95.4%-99.2%. We intend
to perform validation studies on other datasets in the future.
Although the detection of large nodules may not seem to be a difﬁcult task, the
fact that only 177 out of 322 large nodules were accepted with complete agreement
among radiologists, indicates that there is substantial subjectivity in the decision
whether a large lesion is in fact considered to be a nodule. Although an efﬁcient
diagnosis of CT scans is the primary goal of developing the dedicated CAD system,
the proposed CAD can also be alternatively used as a second opinion in screening.
It would be an interesting option for further research to carry out an observer study
to assess the impact of our CAD scheme on the detection sensitivity of radiologists.
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2.6 Conclusion
In this study, a new automatic CAD systemdesigned speciﬁcally for large pulmonary
nodules was presented. We showed that the proposed dedicated CAD system can
identify the vast majority of highly suspicious lesions in thoracic CT scans at the
expense of only a small number of false positives.
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Appendix: LIDC-IDRI Cases
LIDC-IDRI cases were downloaded from https://public.cancerimagingarchive.
net/ncia/login.jsf. Due to thick slice thickness and inconsistent slice spacing, the
following cases were excluded: 0078, 0079, 0085, 0086, 0098, 0101, 0103, 0104, 0107,
0110, 0115, 0117, 0127, 0132, 0134, 0136, 0146, 0150, 0151, 0154, 0156, 0267, 0296, 0303,
0310, 0315, 0323, 0334, 0337, 0346, 0347, 0351, 0354, 0355, 0359, 0360, 0365, 0366, 0368,
0378, 0379, 0381, 0382, 0387, 0389, 0390, 0395, 0396, 0414, 0418, 0421, 0426, 0435, 0436,
0439, 0442, 0449, 0475, 0484, 0499, 0504, 0509, 0514, 0518, 0526, 0527, 0533, 0534, 0541,
0550, 0572, 0577, 0595, 0597, 0611, 0635, 0640, 0642, 0672, 0685, 0691, 0706, 0707, 0709,
0713, 0719, 0724, 0737, 0741, 0749, 0750, 0751, 0773, 0798, 0812, 0855, 0861, 0872, 0886,
0892, 0901, 0904, 0910, 0926, 0935, 0937, 0944, 0945, 0946, 0949, 0957, 0958, 0961, 0962,
0972, 0974, 0979, 0980, 0983, 0993, 0998, 1000, 1008.
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Abstract
We propose a novel Computer-Aided Detection (CAD) system for pulmonary nod-
ules using multi-view convolutional networks (ConvNets), for which discriminative
features are automatically learnt from the training data. The network is fed with
nodule candidates obtained by combining three candidate detectors speciﬁcally de-
signed for solid, subsolid, and large nodules. For each candidate, a set of 2-D patches
from differently oriented planes is extracted. The proposed architecture comprises
multiple streams of 2-D ConvNets, for which the outputs are combined using a ded-
icated fusion method to get the ﬁnal classiﬁcation. Data augmentation and dropout
are applied to avoid overﬁtting. On 888 scans of the publicly available LIDC-IDRI
dataset, our method reaches high detection sensitivities of 85.4% and 90.1% at 1 and
4 false positives per scan, respectively. An additional evaluation on independent
datasets from the ANODE09 challenge and DLCST is performed. We showed that
the proposed multi-view ConvNets is highly suited to be used for false positive re-
duction of a CAD system.
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3.1 Introduction
Lung cancer is the leading cause of cancer death worldwide30. The seminal National
Lung Screening Trial9 showed a reduction of 20% in lung cancer mortality in high-
risk subjects scanned with low-dose Computed Tomography (CT), compared to the
control group that received chest radiography. As a consequence of this result, lung
cancer screening programs with low-dose CT imaging are being implemented in the
US. Currently, only 15% of all diagnosed lung cancers are detected at an early stage,
which causes a ﬁve-year survival rate of only 16%. The aim of screening is to detect
cancers in an earlier stage when curative treatment options are better.
The implementation of screening would mean a signiﬁcant increase of reading
effort for radiologists. Computer-Aided Detection (CAD) systems have been devel-
oped to assist radiologists in the reading process and thereby potentially making
lung cancer screening more cost-effective39,40,56. The architecture of a CAD system
typically consists of two stages: 1) nodule candidates detection and 2) false posi-
tive reduction. The aim of the ﬁrst step is to detect nodule candidates at a very high
sensitivity, which typically implies the presence of many false positives. Simple tech-
niques such as double thresholding and morphological operations are often used to
detect a large set of candidates40,56. False positives are subsequently reduced in a sec-
ond stage, which determine most of the performance of CAD systems. Typically, a
large set of dedicated features set is extracted and a supervised classiﬁcation scheme
is used39,40,56.
Although it has been shown that CAD systems improve the reading efﬁciency
of radiologists, a considerable number of nodules remains undetected at low false
positive rates, prohibiting the use of CAD in clinical practice19,66. Figure 3.1 illus-
trates that nodules come with a wide variation in shapes, sizes, and types (e.g. solid,
subsolid, calciﬁed, pleural, etc.). In addition, the number of nodules from different
categories are highly imbalanced and many irregular lesions that are visible in CT are
not nodules. As a consequence, extracting underlying characteristics of nodules is
difﬁcult and requires many heuristic steps. Techniques to detect lesions with a broad
spectrum of appearances are needed to improve the performance of CAD systems.
In the last years, spurred by to the large amount of available data and compu-
tational power of modern-day computers, convolutional networks (ConvNets)67,68
have been shown to outperform the state-of-the-art in several computer vision ap-
plications22,23,69,70. ConvNets have also been introduced in the ﬁeld of medical image
analysis71–75. Because ConvNets can be trained end-to-end in a supervised fashion
while learning highly discriminative features, removing the need for handcrafting
nodule descriptors, they are well suited to be used for the false positive reduction
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Figure 3.1: Examples of lesions (nodules and non-nodules) in axial, sagittal, and coro-
nal view. Lesions are located in the center of the box (50×50 mm). The left set of
images are nodules with a wide range of morphological characteristic: (a) solid nod-
ule, (b) pleural nodule, (c-d) large nodules with irregular shape, (e-f) subsolid nod-
ules. The right set of images are irregular lesions that are not related with nodules or
cancers. These examples illustrate that designing features for accurate detection and
classiﬁcation of nodules may not be trivial.
step of a pulmonary nodule CAD system. To the best of our knowledge, the work of
Lo et al.76 is the only study which used ConvNets speciﬁcally trained for pulmonary
nodule detection, and was solely applied to chest radiography images.
Although ConvNets have been shown to outperform other supervised learn-
ing methods, only few studies extended the use of conventional 2-D ConvNets to
the analysis of volumetric 3-D images71,74,77. In all these studies, volumetric can-
didates are ﬁrstly decomposed into ﬁxed triplanar views (sagittal, coronal, and ax-
ial planes). Thereafter, each plane is processed using a multi-view architecture, for
which streams of 2-D ConvNets are applied to all patches and output units are com-
bined using data fusion technique, such as late-fusion71, committee-fusion69,77, or
the combination of both fusion methods74. Although all of these fusion methods
show promising performance gain, how different methods compare with each other
remains an open question.
The contributions of this paper are as follows: (1) We formulate a novel false pos-
itive reduction step using multi-view ConvNets for pulmonary nodule detection.
Candidates are computed by combining three existing detection algorithms, which
is also a contribution to boost the sensitivity of the candidate detection step. (2) We
evaluated different architectures of multi-view ConvNets and their inﬂuence to the
detection performance. The impact of adding more views and applying a certain
fusion method on the performance of each architecture is also assessed. (3) Perfor-
mance benchmark is presented and an external validation on completely indepen-
dent datasets from screening trials are included.
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Figure 3.2: An overview of the proposed CAD system. (a) An example of extracted
2-D patches from nine symmetrical planes of a cube. The candidate is located at the
center of the patch with a bounding box of 50 × 50 mm and 64 × 64 px. (b) Can-
didates are detected by merging the outputs of detectors speciﬁcally designed for
solid, subsolid and large nodules. The false positive reduction stage is implemented
as a combination of multiple ConvNets. Each of the ConvNets stream processes 2-D
patches extracted from a speciﬁc view. (c) Different methods for fusing the output of
each ConvNet stream. Grey and orange boxes represent concatenated neurons from
the ﬁrst fully connected layers and the nodule classiﬁcation output. Neurons are com-
bined using fully connected layers with softmax or a ﬁxed combiner (product-rule).
3.2 Materials
3.2.1 LIDC-IDRI
We trained and validated the proposed CAD system using the large publicly avail-
able dataset, Lung Image Database Consortium (LIDC-IDRI)13. LIDC-IDRI contains
a heterogeneous set of 1,018 cases from seven institutions. The slice thickness of CT
images varies from 0.6 mm to 5.0 mm with a median of 2.0 mm. The reference stan-
dard is set by manual annotations from four radiologists who reviewed each scan in
two reading rounds. In the ﬁrst blinded reading round, suspicious lesions were in-
dependently annotated and each of them was categorized as non-nodule, nodule <
3 mm, or nodule ≥ 3 mm. Manual 3-D segmentation was performed only for lesions
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categorized as nodules ≥ 3 mm. In the second reading round, annotations from all
four radiologists were reviewed in an unblinded fashion and each radiologist de-
cided to either accept or reject each annotation.
In our study, we excluded thick-slice scans (> 2.5 mm), as these are not recom-
mended anymore53,54, and scans with inconsistent slice spacing, obtaining 888 scans.
We made the list of selected scans available on a public website (http://luna.grand-
challenge.org/). We considered only annotations categorized as nodule ≥ 3 mm.
Nodules < 3 mm are not considered relevant according to current screening proto-
cols9,55. As nodules could be annotated by multiple readers, we merged annotations
that are distant less than the sum of their radii. For these merged annotations, the
diameters, and coordinates were averaged. We selected nodules ≥ 3 mm accepted
by the majority of radiologists (3 or 4 out of 4 radiologists) as reference standard.
This resulted in a set of 1,186 nodules. Any non-nodule, nodule < 3 mm, or nodules
≥ 3 mm accepted by the minority was not counted as false positive and is considered
as an irrelevant ﬁnding19, because marks by a CAD system on such locations are not
necessarily undesirable.
3.2.2 ANODE09
In order to further validate the performance of the proposed system on a dataset
completely independent from the training set, we used data from the ANODE09
challenge19. The ANODE09 dataset consists of 55 CT scans. Each scan was annotated
by two observers in a blinded fashion. Five scans were provided as training cases,
while the remaining 50 cases were provided as testing cases. The reference standard
for testing cases is not publicly available.
All cases were collected from the University Medical Center Utrecht and origi-
nated from a CT lung cancer screening trial in Europe55. The images were recon-
structed at 1.0 mm thickness. A web-based framework for objective evaluation of
nodule detection algorithms is available1, where the results of CAD systems can be
uploaded for benchmarking.
3.2.3 DLCST
To assess the performance of the proposed nodule detection algorithm on screen-
ing setting, an evaluation on cases from the Danish Lung Cancer Screening Trial51
was conducted. The evaluation was performed on the 612 baseline scans that were
included in a recently published clinical study78. Nodules were annotated by 2 expe-
1http://anode09.grand-challenge.org/
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rienced screening radiologists of DLCST, in which the diameter was manually mea-
sured. The diameters of the two observations were averaged and positive ﬁndings
were deﬁned as nodules ≥ 3 mm. This results in a set of 898 nodules, which was
used as the reference standard in this study.
3.3 Methods
The architecture of the proposed CAD system is schematized in Figure 3.2. Two
main stages are incorporated: 1) candidates detection and 2) false positive reduction.
We applied three candidates detectors speciﬁcally designed for solid, subsolid, and
large solid nodules. The combination of these detectors is applied to increase the
detection sensitivity of nodules. Note that nodules have a large variations in both
size and morphological characteristics. For each candidate, we extract multiple 2-D
views in ﬁxed planes. Each 2-D view is then processed by one ConvNets stream.
The ConvNets features are then fused to compute a ﬁnal score. In the next sections
we describe the CAD system in details.
3.3.1 Candidates detection
Candidate detection algorithms play an important role in the performance of any
CAD system, as it determines the maximum detection sensitivity of subsequent
stages. Candidate detection algorithms should ideally detect all suspicious lesions.
However, the morphological variation of nodules is often greater than what a single
candidate detection algorithm can detect.
To detect a wider spectrum of nodules, we applied a combination of multiple
algorithms used for candidate detection. Three existing CAD systems are used to
detect nodule candidates39,56,79. Each algorithm aims at a speciﬁc type of nodules,
namely solid nodules, subsolid nodules, and large solid nodules. For each candidate,
the position p = (x, y, z) and the nodule probability are given. Three sets of nodule
candidates are computed and are merged in order to maximize the sensitivity of the
detector. The candidates located closer than 5 mm to each others are merged. For
these combined candidates, the position p and nodule probability are averaged28.
The methods for candidate detection stage, for which the locations of volume of
interest (VOI) are obtained, are described in the following paragraphs.
For solid nodules, we implemented the technique proposed by Murphy et al.39.
For each voxel in the lungs, shape index and curvedness are computed, and thresh-
olding is applied on the two measures to deﬁne the seedpoints. An automatic seg-
mentation method is executed at the seedpoints to obtain clusters of interest. Subse-
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quently, clusters located close to each other are merged. Finally, we discard clusters
with a volume < 40 mm3.
For subsolid nodules, we implemented the technique proposed by Jacobs et al.56.
A double-threshold density mask (-750, -350 Houndsﬁeld Unit (HU)) is ﬁrst per-
formed to obtain a mask with voxels of interest. Morphological opening is applied
to remove connected clusters, followed by 3D connected component analysis. Clus-
ters for which the centers of mass are within 5 mm are merged. Finally, an accurate
segmentation of the candidates is obtained by using a previously published nodule
segmentation algorithm58.
Large solid nodules (≥ 10 mm) have surface/shape index values that are locally
different from smaller solid lesions and have a speciﬁc intensity range that is not
captured by both solid and subsolid nodules detection algorithms79. Therefore, the
two aforementioned algorithms do not perform well in detecting large solid nod-
ules. In addition, large solid nodules attached to the pleural wall may be excluded
by lung segmentation algorithms since the contrast with the pleura is low. For these
reasons, as in79, we implemented a third detector that consists of three steps: (1)
post-processing of lung segmentation by applying a rolling-ball algorithm to the
segmentation mask, which includes large nodules attached to the pleura in the lung
segmentation; (2) density thresholding (-300 HU), to obtain a mask with voxels of
interest; (3) morphological opening in a multi-stage fashion to get candidate clus-
ters, where we start with large structuring elements to extract larger nodules, and
progressively continue with smaller structuring elements to extract smaller nodules.
One issue with training an algorithm using highly unbalanced data is that the
learned parameters may be skewed toward characteristics of the most common can-
didates (e.g. vessels) while overlooking important characteristics of rarer nodules.
To prevent overﬁtting on highly prevalent false positives, we discarded candidates
with a low probability for being nodules. The probability was given by subsequent
classiﬁcation stages of existing algorithms39,56,79 and the threshold is empirically set
to reduce a large number of false positives while maintaining high detection sensi-
tivity.
3.3.2 Patches extraction
For each candidate, we extracted multiple 2-D patches of 50× 50 mm centered on p.
The size of the patch was chosen in order to have all nodules (≤ 30 mm) fully visible
on the 2-D views and include sufﬁcient context information to aid in the classiﬁcation
of the candidate. We resized each 50× 50 mm patch to a size of 64× 64 px, working
at the resolution of 0.78 mm, which corresponds to the typical resolution of thin slice
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CT data. The pixel intensity range is rescaled from (-1000,400 HU) to (0,1). Intensity
outside the given range is clipped.
In order to extract patches, we ﬁrst consider a cube of 50×50×50 mm, which
encloses the candidate. Nine patches are extracted on planes corresponding to the
plane of symmetry in a cube. Similar to71,74,77, three planes of symmetry that are
parallel to a pair of faces of the cube are used. These planes are commonly known as
sagittal, coronal, and axial planes. The other six planes are the planes of symmetry
that cut two opposite faces of cubes in diagonals. Such a plane contains two opposite
edges of the cube and four vertices. Examples of extracted patches are shown in
Figure 3.2a.
3.3.3 False positive reduction: 2-D ConvNets conﬁguration
The false positive reduction stage is constructed by combining various streams of
ConvNets, referred as a multi-view architecture. Each stream processes patches from
a speciﬁc view of the candidate.
The architecture of the 2-D ConvNets was determined based on a pilot study on
a smaller dataset. On this dataset, several hyper-parameters (i.e. number of lay-
ers, kernel size, learning rate, number of views, fusion method) were optimized.
Among these hyper-parameters, we identiﬁed two most critical parameters to tune,
namely (1) the number of views and (2) the fusion method. These two parameters
were further analyzed in experiments on the full selected LIDC-IDRI dataset. Other
parameters were set to the best conﬁguration found in the pilot study.
The used 2-D ConvNets consist of 3 consecutive convolutional layers and max-
pooling layers (see Fig. 3.2b). The input of the network is a 64 × 64 patch. The ﬁrst
convolutional layer consists of 24 kernels of size 5× 5× 1. The second convolutional
layer consists of 32 kernels of size 3×3×24. The third convolutional layer consists of
48 kernels of size 3×3×32. Each kernel produces a 2-D image output (e.g. 24 of 60×60
images after the ﬁrst convolutional layer, which is denoted as 24@60×60 in Fig. 3.2b).
Kernels may contain different matrix values that are initialized randomly and are
updated during training to optimize the classiﬁcation accuracy. The max-pooling
layer is given by the maximum values in non-overlapping windows of size 2 × 2
(stride of 2). This reduces the size of patches by half (e.g. from 24@60×60 to 24@30×
30 after the ﬁrst max-pooling layer). The last layer is a fully connected layer with
16 output units. Rectiﬁed linear units (ReLU)22 are used in the convolutional layers
and fully connected layers, where the activation a for a given input x is obtained as
a = max(0, x).
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3.3.4 False positive reduction: ConvNets fusion
Three approaches for fusing multiple 2-D ConvNets are investigated:
committee-fusion
One of the most commonly used fusion method is by applying a committee-based
combiner to the output predictions of several ConvNets69,77. The motivation is to
divide the detection task of 3-D object into several simpler 2-D detection tasks. We
connected the output of the fully connected layer of each stream to a classiﬁcation
layer that consists of an additional fully connected layer with softmax activation
function. The softmax function is a multinomial logistic regression that is given by
σ(x)j = exp(xj)/
∑K
k=1 exp xk for j = 1, ..., K where K is the number of classes. Each
stream of ConvNets is trained separately using patches from a speciﬁc view and the
output predictions are combined using a product-rule on the output probabilities77,
as shown in Figure 3.2c.
late-fusion
The late-fusion method71,80 concatenates the outputs of the ﬁrst fully connected lay-
ers and connects the concatenated outputs directly to the classiﬁcation layer (see
Figure 3.2c). With such method, the classiﬁcation layer can learn the 3-D charac-
teristics by comparing the outputs of multiple ConvNets. In this conﬁguration, the
parameters of the convolutional layers for different streams are shared.
mixed-fusion
Mixed-fusion is a combination of the previous two approaches. Similar to Roth et
al.74, multiple late-fused ConvNets are implemented using a ﬁxed number of or-
thogonal planes. Taking an advantage of having more views, the prediction of the
system is improved by combining multiple late-fused ConvNets in a committee. We
divide nine patches into three independent sets; each set contains three different
patches. Although other methods can be used to compose these sets of patches (e.g.
random sets of triplanar patches), we attempted to compare all fusion methods fairly
by keeping the same input information for each conﬁguration.
3.3.5 Training
We performed evaluation in 5-fold cross-validation across the selected 888 LIDC-
IDRI cases. We split 888 cases into 5 subsets and kept the number of candidates
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on each subset similar. For each fold, we used 3 subsets for training, 1 subset for
validation, and 1 subset for testing. One of the challenges of using ConvNets is to
efﬁciently optimize the weights of ConvNets given the training dataset. RMSProp81,
a learning algorithm that adaptively divide the learning rate by a running average
of the magnitudes of recent gradients, is used to optimize the model. The loss is
measured by using cross-entropy error and the weights are updated using mini-
batches of 128 examples. Dropout82 with a probability of 0.5 is implemented on the
output of the ﬁrst fully connected layer as regularization. Training is stopped when
the accuracy on the validation dataset does not improve after 3 epochs. We initialized
the weights using normalized initialization proposed by Glorot and Bengio83. The
biases were initialised with zero.
3.3.6 Data augmentation
Optimization of ConvNets using an imbalanced dataset can mislead the learning
algorithm to local optima, where the predictions are biased toward the most frequent
samples and overﬁtting occurs. Data augmentation is applied to prevent overﬁtting
by adding invariances to the existing dataset.
Training data augmentation
As the number of nodules is much smaller than the number of non-nodules, aug-
mentation is only performed on nodules. This process is applied for training and
validation purposes. We translated the position of the candidates by 1 mm in each
axis and scaled the patches to 40, 45, 50, and 55 mm. The translation is set to 1 mm in
order to keep the nodules (>3 mm) to be captured properly in the patch. We further
balanced the dataset by randomly upsampling the candidates from the nodule class.
Test-data augmentation
Data augmentation on the testing dataset has been shown to improve the perfor-
mance of ConvNets22,70. It may also improve the robustness of the system as candi-
dates are evaluated on many possible conditions, such as analyzing the input image
at several scales. Test-data augmentation (TDA) is performed on each candidate
(both nodule and non-nodule classes) by rescaling the patches to 40, 45, 50, and
55 mm, for which each of them is independently processed by ConvNets-CAD. We
obtained the ﬁnal prediction for each candidate by averaging predictions computed
from the augmented data. The ﬁnal prediction given by an ensemble of predictions
is expected to provide complementary information and therefore make the ﬁnal pre-
diction more accurate and robust to variations of nodule size.
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Table 3.1: Detection sensitivity of candidate detection algorithms
Total number of CT scans: 888
Total number of nodules: 1,186
Candidate
detection
Detected
nodules
Sensitivity
(%)
False
Positives
(FPs)
FPs per scan
Solid 1,016 85.7 292,413 329.3
Subsolid 428 36.1 255,027 287.2
Large solid 377 31.8 41,816 47.1
Combined set 1,120 94.4 543,160 611.7
Reduced set 1,106 93.3 239,041 269.2
Table 3.2: Statistics on the number of nodules and non-nodules in the training dataset.
To balance the dataset, augmentation (aug) and upsampling (up) are performed on
nodules.
Training
dataset
Fold 0 Fold 1 Fold 2 Fold 3 Fold 4
scans 428 522 574 629 511
nodule 528 669 713 773 635
- aug 57,552 72,921 77,717 84,257 69,215
- aug+up 143,838 143,796 143,739 142,823 142,927
non-nodule 143,838 143,796 143,739 142,823 142,927
3.3.7 Evaluation
Two performance metrics were measured: 1) area under the ROC curve (AUC) and
2) Competition Performance Metric (CPM)28, which measures the average sensitivity
at seven operating points of the FROC curve: 1/8, 1/4, 1/2, 1, 2, 4, and 8 FPs/scan.
AUC shows the performance of ConvNets on classifying candidates as nodules or
non-nodules while CPM shows the performance of CAD at operating points that
are likely used in practice. It has to be noted that a system with higher AUC score
may not necessarily result in higher CPM. We also computed the 95% conﬁdence
interval and the p-value using bootstrapping with 1,000 bootstraps, as detailed in29.
The p-value was deﬁned as the probability of one performance measure to be lower
than the other, where the performance measure was the detection sensitivity at 3.0
FPs/scan.
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3.4 Experimental results
3.4.1 Candidates detection
The performance of individual candidate detection algorithms, as well as the com-
bined algorithm is shown in Table 3.1. When considered separately, the three ap-
proaches for solid, subsolid and large candidate detection give sensitivity of 85.7%,
36.1% and 31.8%, respectively. After the three candidate detection algorithms are
combined, a sensitivity of 94.4% (1,120/1,186) is achieved. This shows that the three
approaches are complementary and that combination is a better baseline for the false
positive reduction. The reduced set indicates the set of candidates after removing
those given a low likelihood for being nodules. The threshold is empirically set to
2.48*10−7, which maintains 1,106 nodules (93.25%) with 239,041 FPs (269.2 FPs/s-
can).
3.4.2 False positive reduction
Given a set of candidates, we constructed training datasets, which are summarized
in Table 3.2. The performance benchmark of different ConvNets conﬁgurations tested
on the LIDC-IDRI dataset is summarized in Table 3.3. Given a set of candidates,
applying ConvNets for nodules/non-nodules classiﬁcation task yields an area un-
der the ROC (AUC) score up to 0.996. An average sensitivity of 0.828 at seven
operating points is achieved using a late-fusion approach. We found that adding
test-data augmentation does not signiﬁcantly improve the detection performance
(p-value = 0.46), as shown in Figure 3.3b. Combined with candidate detection algo-
rithm that detect 93.1% nodules at 269.2 FPs/scan, our proposed method achieves
a sensitivity of 85.4% and 90.1% at 1 and 4 FPs/scan, respectively. When irrele-
vant ﬁndings described in Section 3.2.1 are included as false positives, the proposed
method achieves a sensitivity of 78.2% and 87.9% at 1 and 4 FPs/scan, respectively
(CPM score of 0.722).
The impact of two important parameters was observed: 1) fusing model and 2)
number of views. Table 3.3 shows that fully optimized fusing models (late-fusion)
lead to a better detection performance with a CPM score of 0.828, in comparison with
committee-fusion (CPM score of 0.780, p-value < 0.001) andmixed-fusion (CPM score
of 0.823, p-value = 0.029).
To assess the robustness of the CAD algorithms in the presence of contrast, we
also evaluated the proposed CAD on different subsets of data that consist of: 1)
contrast scans (N=242) and 2) non-contrast scans (N=646). For this purpose, we
trained the system with two different datasets: 1) dataset with both contrast and
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Table 3.3: Performance benchmark of ConvNets conﬁgurations on LIDC-IDRI
dataset. The best score for each performance metric is marked in bold. For com-
parison purposes, the performance of the combined algorithms39,56,79 is included.
Conﬁguration
Number of
views
AUC CPM
combined algorithms - 0.969 0.573
single-view 1 0.969 0.481
committee-fusion 3 0.981 0.696
9 0.987 0.780
late-fusion 3 0.987 0.742
9 0.993 0.827
mixed-fusion 3*3 0.996 0.824
Table 3.4: Performance benchmark of ConvNets on contrast scans (N=242) vs non-
contrast scans (N=646). Two training datasets are considered: 1) both contrast and
non-contrast scans and 2) only non-contrast scans. CPM score is used as the perfor-
mance metric.
Training dataset test: contrast test: non-contrast
all 0.847 0.818
non-contrast 0.840 0.807
non-contrast scans (888 scans) and 2) dataset with only non-contrast (646 scans).
Table 3.4 shows that the system trained with both contrast and non-contrast scans
always achieves better performance, even on a dataset with only non-contrast scans.
The performance of the proposed ConvNets-CAD system in terms of Free-response
Receiver Operating Characteristic (FROC) curve is depicted in Figure 3.3a. We also
show a consistent improvement of the performance of ConvNets when more views
are considered in the architecture, as shown in Figure 3.3c.
3.4.3 Comparison with existing CAD
We applied the proposed CAD system on scans from completely independent AN-
ODE09 dataset. The predictions were submitted to the ANODE09 evaluation sys-
tem and performance were evaluated. Two sets of candidates were used. The ﬁrst
set (reduced set) contains candidates obtained by combining the candidate detection
approaches described in Section 3.3.1. The second set (solid set) contains candidates
only from ISICAD39, a subset of (solid) candidates that is used in the ﬁrst set of
candidates. The motivation is to evaluate if the ConvNets, which is the main con-
tribution of our work, can achieve better performance in comparison with conven-
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Figure 3.3: FROC curves of ConvNets architectures with different conﬁgurations.
Dashed curves show the 95% conﬁdence interval estimated using bootstrapping.
tional feature extraction method, given the same candidates. We used the ConvNets
with the late-fusion approach and the test-data augmentation to compute the nodule
probability. Although we have shown that the usage of TDA does not signiﬁcantly
improve the performance in LIDC-IDRI dataset, we found that it substantially im-
proves the detection performance when the ConvNets are applied to the indepen-
dent dataset, ANODE09.
Table 3.5 shows the scores of the proposed ConvNets-CAD in comparison with
other CAD systems in ANODE09. When only considering solid nodules candidates,
the proposed ConvNets-CAD achieves the CPM score of 0.637, which outperforms
other CAD systems. When TDA was not applied, a CPM of 0.492 was achieved using
the same set of candidates. The scores of the other CAD systems are obtained either
from ANODE09 website or from published articles if their scores are not available
519506-L-bw-setio
Processed on: 17-5-2018 PDF page: 58
52 Automatic detection of nodules using convolutional networks
Table 3.5: Performance benchmark of CAD systems on ANODE09 dataset. The per-
formance of ConvNets-CAD using two different sets of candidates are included.
Method Score (CPM)
ConvNets-CAD (solid set) 0.637
ISICAD39 0.632
M5L48 0.619
ConvNets-CAD (reduced set) 0.598
lungCAM48 0.564
FlyerScan40 0.552
Pisa team84 0.293
Philips 19 0.231
FujitaLab19 0.212
on the website48.
To put the proposed CAD in a broader context, we reported the performance of
existing CAD systems that use the LIDC-IDRI dataset for development in Table 3.6.
The evaluation on the independent DLCST dataset conﬁrms that the proposed
system achieves a good detection sensitivity of 76.5% at 6 FPs/scan, which is 94.0%
of nodules detected by the candidate detection algorithm (Figure 3.4), and outper-
forms the best performing CAD system in ANODE09.
3.5 Discussion
In this study, a novel pulmonary nodule detection CAD system using a multi-view
convolutional network is proposed. Compared to published CAD systems that are
evaluated on the publicly available LIDC-IDRI dataset, our proposed CAD system
achieves comparable or better performance, indicating the potential of using Con-
vNets instead of using engineered features and classiﬁcation as the false positive
reduction stage (see Table 3.6). We also show that the proposed system is better than
our previous CAD system that applies the off-the-shelf OverFeat network trained
on million natural images of ImageNet dataset77. It suggests that training ConvNets
speciﬁcally for the task at hand is crucial. The possibility of learning features from
training dataset allows the network to learn classifying objects with a high degree of
variation, which is suitable for the problem of pulmonary nodule detection.
We applied a combination of multiple candidate detection algorithms to localize
suspicious lesions. Table 3.1 shows that combining multiple candidate detection al-
gorithms boosts the detection sensitivity from 85.7% to 93.3% while maintaining a
similar number of false positives.A high detection sensitivity of the candidate de-
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Table 3.6: Summary of recently published CAD systems using LIDC-IDRI as dataset.
CAD systems evaluated on other dataset are also included for completeness. Num-
ber of scans, reference standard criteria, and number of nodules used for validation
are listed. Note that the LIDC-IDRI dataset has changed over-time, which partly ex-
plains why groups have used different subsets for their experiments. The reported
performance at one or two operating points is provided.
CAD systems Year
# scans
slice
thick-
ness
nodules
size (mm)
agree-
ment
levels
# nod-
ules
sensitivity (%) / FPs/scan
LIDC-IDRI dataset
Proposed system - 888 ≤2.5 ≥3 at least 3 1,186 90.1 / 4.0 85.4 / 1.0
Torres et al. 48 2015 949 - ≥3 at least 2 1,749 80.0 / 8.0 -
van Ginneken et al. 77 2015 865 ≤2.5 ≥3 at least 3 1,147 76.0 / 4.0 73.0 / 1.0
Brown et al. 63 2014 108 0.5-3 ≥4 at least 3 68 75.0 / 2.0 -
Choi and Choi 47 2013 58 0.5-3 3-30 at least 1 151 95.3 / 2.3 -
Tan et al. 46 2013 360 - ≥3 at least 4 - 83.0 / 4.0 -
Teramoto and Fujita 45 2013 84 0.5-3 5-20 at least 1 103 80.0 / 4.2 -
Cascio et al. 44 2012 84 1.25-3 ≥3 at least 1 148 97.0 / 6.1 88.0 / 2.5
Guo and Li 43 2012 85 1.25-3 ≥3 at least 3 111 80.0 / 7.4 75.0 / 2.8
Other datasets
Jacobs et al. 56 2014 109 1 ≥5 - 114 80.0 / 1.0 -
Zhao et al. 32 2012 400 1.0 ≥3 - 151 96.7 / 1.9 -
Golosio et al. 85 2009 23 1.25 ≥3 - 45 71.0 / 4.0 -
Murphy et al. 39 2009 813 1 ≥3 - 1,525 80.0 / 4.2 -
Enquobahrie et al. 86 2007 250 2.5 ≥4 - 395 94.0 / 7.1 -
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Figure 3.4: FROC of CAD systems on DLCST dataset. The dataset contains 612 base-
line scans with 898 annotated nodules.
tection algorithm is important as it determines the upper-bound quality of the CAD
system. It is worth noting that subsolid and large nodules represent a small group of
nodules. However, they both add important subsets of nodules that are more likely
to be cancerous.
Figure 3.3c shows that incorporating more views in the architecture allows the
network to achieve better performance. When all nine views are used, the FROC
curve approaches the plateau at above 4 FPs/scan. This suggests that combining
multiple views can be an effective approach for classifying 3-D objects, since simpler
ﬁlters and fewer voxels are used compared to the isotropic 3-D volume (64×64×64
voxels). Following this trend, we expect that adding more views may slightly im-
prove performance further. Experiments on different methods for fusing multiple
2-D ConvNets streams show that optimizing the combiner together with other parts
of the network gives the best performance. This strategy allows the network to bet-
ter learn the morphology of candidates from different perspectives, reducing errors
caused by ambiguous information. As an example, vessels may be classiﬁed as nod-
ules when the CAD system only processes one of its views. As a consequence,
committee-fusion, which is commonly used in other works69,77, is sub-optimal for
our architecture.
The evaluation on the ANODE09 dataset conﬁrms that the proposed CAD system
generalizes well on unseen data and performs accurately compared to other existing
systems. When ConvNets are applied to a similar set of candidates as detected by the
solid nodule detection algorithm ISICAD39, a CPM score of 0.637 is achieved and is
ranked ﬁrst in ANODE09, outperforming ISICAD with a CPM score of 0.632. How-
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Figure 3.5: Examples of lesions detected or missed by CAD system. Each column
shows one lesion represented in patches viewed from different angles. The left set of
lesions are nodules detected at 1 FP/scan. The middle set of lesions are false positives
detected at 1 FP/scan. The right set of lesions are nodules missed at 4 FPs/scan. Most
of the missed nodules are underrepresented in the current dataset.
ever, when candidates from the combined algorithm are used, the proposed system
only achieves a CPM score of 0.598, outperformed by two systems: ISICAD39 and
M5L48. The reason for the deteriorated performance is the fact that the population of
nodules on ANODE09 and that on LIDC-IDRI are different. ANODE09 dataset was
randomly selected from a screening trial program to represent a screening scenario19
while the LIDC-IDRI dataset was selected to capture the full spectrum of scans and
nodules13. As a consequence, ANODE09 contains very few subsolid nodules and
large nodules and additional candidates only contribute to more false positives. It is
also worth noting that ISICAD39, M5L48, and lungCAM48 were trained using a data
set containing scans from the same data source of the ANODE09 study.
Additional experiments on screening cases from DLCST shows that the majority
of nodules among candidates remains correctly detected even at low FPs/scan. This
shows that the proposed algorithm based on ConvNets performs consistently well
as the false positive reduction step of CAD system. Although combining algorithms
improves the sensitivity of the given candidate detectors, 18.7% of the annotated
nodules remain undetected. Improvement of the candidate detection algorithm can
substantially increase the overall performance of CAD systems, which is planned as
future work.
Examples of detected nodules, false positives, and false negatives are shown in
Figure 3.5. Note that the system is able to detect nodules with a large variety of
morphological characteristics. Figure 3.5b shows examples of false positives. We
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observed that a substantial number of false positives detected at 1 FP/scan are ac-
tually nodules (ﬁrst and second column) that were missed by all four radiologists.
This is a problem as all nodules are required to be detected for follow-up in screen-
ing scenario. Adding CAD systems in reading processes is expected to improve the
annotation of lung nodules. Osteophytes (third column), which are important for
quantiﬁcation of spinal abnormalities, are also found as false positives. Other typical
false positives include nodular-like structures, large vessels, mediastinal structures,
and scarring. At 4 FPs/scan, most of undetected nodules are subsolid nodules or
nodules with irregular shape, which are underrepresented in the training set. Fur-
ther data balancing on nodule categories is expected to signiﬁcantly improve the
performance.
The ConvNets framework is implemented using Theano87,88. The computation
time of ConvNets for a scan with on average 300 candidates per scan is 1 second on
a standard PC with a GPU GeForce GTX TITAN X. The average training time are
315 seconds, 980 seconds, and 3,465 seconds for ConvNets with 1 view, 3 views, and
9 views, respectively.
In the context of using the CAD system for lung cancer screening, the perfor-
mance in terms of sensitivity should be improved. Several suggestions are proposed
for future works. Information from 3-D input data could be exploited to train the
ConvNets, even though this would increase the network complexity. Another in-
teresting direction that might also improve performance is by adding features that
could not be extracted from patches (e.g. context features).
3.6 Conclusion
We have presented a CAD system for pulmonary nodule detection in CT scans
based on multi-view convolutional networks. We have shown that the proposed
ConvNets-CAD achieves good results for the nodule detection task. The promising
results and the low computation time make the ConvNets-CAD highly suited to be
used as a decision aid in a lung cancer screening scenario.
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Abstract
Automatic detection of pulmonary nodules in thoracic computed tomography (CT)
scans has been an active area of research for the last two decades. However, there
have only been few studies that provide a comparative performance evaluation of
different systems on a common database. We have therefore set up the LUNA16
challenge, an objective evaluation framework for automatic nodule detection algo-
rithms using the largest publicly available reference database of chest CT scans, the
LIDC-IDRI data set. In LUNA16, participants develop their algorithm and upload
their predictions on 888 CT scans in one of the two tracks: 1) the complete nod-
ule detection track where a complete CAD system should be developed, or 2) the
false positive reduction track where a provided set of nodule candidates should be
classiﬁed. This paper describes the setup of LUNA16 and presents the results of the
challenge so far. Moreover, the impact of combining individual systems on the detec-
tion performance was also investigated. It was observed that the leading solutions
employed convolutional networks and used the provided set of nodule candidates.
The combination of these solutions achieved an excellent sensitivity of over 95% at
fewer than 1.0 false positives per scan. This highlights the potential of combining
algorithms to improve the detection performance. Our observer study with four ex-
pert readers has shown that the best system detects nodules that were missed by
expert readers who originally annotated the LIDC-IDRI data. We released this set of
additional nodules for further development of CAD systems.
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4.1 Introduction
Lung cancer is the deadliest cancer worldwide, accounting for approximately 27% of
cancer-related deaths in the United States1. The NLST trial showed that three annual
screening rounds of high-risk subjects using low-dose computed tomography (CT)
reduced lung cancer mortality after 7 years by 20% in comparison to screening with
chest radiography9. As a result of this trial and subsequent modeling studies, lung
cancer screening programs using low-dose CT are currently being implemented in
the U.S. and other countries will likely follow soon. One of the major challenges aris-
ing from the implementation of these screening programs is the enormous amount
of CT images that must be analyzed by radiologists.
In the last two decades, researchers have been developing CAD systems for au-
tomatic detection of pulmonary nodules. CAD systems are intended to make the
interpretation of CT images faster and more accurate, hereby improving the cost-
effectiveness of the screening program. The typical setup of a CAD system consists
of: 1) preprocessing, 2) nodule candidate detection, and 3) false positive reduction.
Preprocessing is typically used to standardize the data, restrict the search space for
nodules to the lungs, and reduce noise and image artifacts. The candidate detection
stage aims to detect nodule candidates at a very high sensitivity, which typically
comes with many false positives. Subsequently, the false positive reduction stage
reduces the number of false positives among the candidates and generates the ﬁnal
set of CAD marks.
Although a large number of CAD systems have been proposed39–48,56,63,65,77,85,89,
there have only been few studies providing an objective comparative evaluation
framework using a common database. The reported performances of published
CAD systems can vary substantially because different data sets were used for train-
ing and evaluation66,90. Moreover, substantial variability among radiologists onwhat
constitutes a nodule has been reported91. Consequently, it is difﬁcult to directly and
objectively compare different CAD systems. The evaluation of different systems us-
ing the same framework provides unique information that can be leveraged to fur-
ther improve the existing systems and develop novel solutions.
ANODE09 was the ﬁrst comparative study aimed towards evaluating nodule de-
tection algorithms19. This challenge has allowed groups to evaluate their algorithms
on a shared set of scans obtained from a lung cancer screening trial. However, this
study only included 50 scans from a single center, all acquired using one type of scan-
ner and scan protocol. In addition, the ANODE09 set contained a limited number of
larger nodules, which generally have a higher suspicion of malignancy. Evaluation
on a larger and more diverse image database is therefore needed.
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In this paper, we introduce a novel evaluation framework for automatic detection
of nodules in CT images. A large data set, containing 888 CT scans with annotations
from the publicly available LIDC-IDRI database13, is provided for both training and
testing. A web framework has been developed to efﬁciently evaluate algorithms and
compare the result with the other algorithms. The impact of combining multiple can-
didate detection approaches and false positive reduction stages was also evaluated.
The key contributions of this paper are as follows. (1) We describe and provide
an objective web framework for evaluating nodule detection algorithms using the
largest publicly available data set; (2) We report the performance of algorithms sub-
mitted to the framework and investigate the impact of combining individual algo-
rithms on the detection performance. We show that the combination of classical can-
didate detectors and a combination of deep learning architectures processing these
candidates generates excellent results, better than any individual system; (3) We up-
date the LIDC-IDRI reference standard by identifying nodules that were missed in
the original LIDC-IDRI annotation process.
4.2 Data
The data set was collected from the largest publicly available reference database
for lung nodules: the LIDC-IDRI13,92,93. This database is available from NCI’s Can-
cer Imaging Archive1 under a Creative Commons Attribution 3.0 Unsupported Li-
cense. The LIDC-IDRI database contains a total of 1018 CT scans. CT images come
with associated XML ﬁles with annotations from four experienced radiologists. The
database is very heterogeneous: It consists of clinical dose and low-dose CT scans
collected from seven different participating academic institutions, and a wide range
of scanner models and acquisition parameters.
As recommended by Naidich et al. 53, Manos et al. 54 and the American College of
Radiology94, thin-slice CT scans should be used for the management of pulmonary
nodules. Therefore, we discarded scans with a slice thickness greater than 3 mm. On
top of that, scans with inconsistent slice spacing or missing slices were also excluded.
This led to the ﬁnal list of 888 scans. These scans were provided as MetaImage (.mhd)
images that can be accessed and downloaded from the LUNA16 website2. A more
extensive data set description is provided in our previous study90.
Each LIDC-IDRI scan was annotated by experienced thoracic radiologists in a
two-phase reading process. In the initial blinded reading phase, four radiologists in-
dependently annotated scans and marked all suspicious lesions as: nodule ≥ 3 mm;
1https://wiki.cancerimagingarchive.net/display/Public/LIDC-IDRI
2https://luna16.grand-challenge.org/
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nodule < 3 mm; non-nodule (any other pulmonary abnormality). For lesions anno-
tated as nodule ≥ 3 mm, diameter measurements were provided. In a subsequent
unblinded reading phase, the anonymized blinded results of all other radiologists
were revealed to each radiologist, who then independently reviewed all marks. No
consensus was forced.
In the 888 scans, a total of 36,378 annotations were made by the radiologists. We
only considered annotations categorized as nodules ≥ 3 mm as relevant lesions, as
nodules< 3 mm, and non-nodule lesions are not considered relevant for lung cancer
screening protocols9. Nodules could be annotated by multiple radiologists; annota-
tions from different readers that were located closer than the sum of their radii were
merged. In this case, position and diameters of these merged annotations were av-
eraged. This resulted in a set of 2,290, 1,602, 1,186, and 777 nodules annotated by at
least 1, 2, 3, or 4 radiologists, respectively. We considered the 1,186 nodules anno-
tated by the majority of the radiologists (at least 3 out of 4 radiologists) as the positive
examples in our reference standard. These are the lesions that the algorithms should
detect. Other ﬁndings (1,104 nodules annotated by less than 3 out of 4 radiologists,
11,509 “nodule < 3 mm” annotations, and 19,004 “non-nodule” annotations) were
considered “irrelevant ﬁndings” and marks on these locations were not counted as
false positives nor as true positives in the ﬁnal analysis; the same approach was used
by19,90. Irrelevant ﬁndings were excluded in the evaluation because they constitute
pulmonary abnormalities that could be important for different clinical diagnosis13.
As such, a CAD mark on such a lesion is not a true false positive mark. It also allevi-
ates the problem of disagreement as to what constitutes a nodule19,91.
4.3 LUNA16 challenge
The proposed evaluation framework was coined the LUng Nodule Analysis 2016
(LUNA16) challenge. LUNA16 invites participants to develop a CAD system that
automatically detects pulmonary nodules in CT scans. The challenge provides the
data set and the reference annotations described in Section 4.2. This data set can be
used for training of the systems and the evaluation of the algorithms is performed
on the same data set. This makes LUNA16 a completely open challenge. To prevent
biased results as a result of training and testing on the same data set, participants are
instructed to perform cross-validation in the manner described in the following sub-
sections. The LUNA16 website allows participants to submit the results. Submitted
results are automatically evaluated and presented on the website.
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4.3.1 Challenge tracks
The challenge consists of two separate tracks: (1) complete nodule detection and (2)
false positive reduction.
The complete nodule detection track requires the participants to develop a com-
plete CAD system, meaning that the only input into the system is a CT scan.
In the false positive reduction track, participants are only required to classify a
number of locations in each scan as being a nodule or not. This is equivalent to the
so-called false positive reduction step in many published CAD systems. For this
track, a list of nodule candidates computed using existing nodule candidates detec-
tion algorithms is supplied to the participants (see Section 4.4.1). This can be seen as
a typical machine learning task, where a two class classiﬁcation (nodule/not-nodule)
has to be performed. We included this track in the challenge to encourage the par-
ticipation of teams with experience in image classiﬁcation tasks but no particular
background on the analysis of medical images. As further support, we included a
tutorial on the LUNA16 website on how to extract cubes and patches around the
nodule candidate locations in CT scans.
4.3.2 Cross-validation
Participants are required to perform 10-fold cross-validation when they use the pro-
vided LIDC-IDRI data both as training and as test data. The data set has been ran-
domly split into ten subsets of equal size on a patient level. The subsets can be
directly downloaded from the LUNA16 website. The following steps describe how
to perform 10-fold cross-validation (for fold N):
1. Split the data set into a test set and a training set (Subset N is used as test set
and the remaining folds are used as the training set).
2. For the ’false positive reduction’ track, test and training candidates should be
extracted on the corresponding test and training set.
3. Train the algorithm on the training set.
4. Test the trained algorithm on the test set and generate the result ﬁle.
5. After iterating this process over all folds, merge the result ﬁles to get the result
for all cases.
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4.3.3 Evaluation
The results of the algorithms must be submitted online in the form of a comma sep-
arated value (csv) ﬁle. The csv ﬁle contains all marks produced by the CAD system.
For each CAD mark, a position (image identiﬁer, x, y, and z coordinates) and a score
should be provided. The higher the score, the more likely the location is a true nod-
ule.
A CAD mark is considered a true positive if it is located within a distance r from
the center of any nodule included in the reference standard, where r is set to the
radius of the reference nodule. When a nodule is detected by multiple CAD marks,
the CAD mark with the highest score is selected. CAD marks that detect irrelevant
ﬁndings are discarded from the analysis and are not considered as either false posi-
tive or true positive. CAD marks not falling into previous categories are marked as
false positives.
Results are evaluated using the Free-Response Receiver Operating Characteristic
(FROC) analysis95. The sensitivity is deﬁned as the fraction of detected true pos-
itives (TPs) divided by the number of nodules in our reference standard. In the
FROC curve, sensitivity is plotted as a function of the average number of false pos-
itives per scan (FPs/scan). For each scan, we take a maximum of 100 CAD marks
that were given the highest scores. The 95% conﬁdence interval of the FROC curve
are computed using bootstrapping with 1,000 bootstraps, as detailed in Efron and
Tibshirani 29. In order to evaluate and compare different systems easily, we deﬁned
one overall output score. The overall score is deﬁned as the average of the sensitivity
at seven predeﬁned false positive rates: 1/8, 1/4, 1/2, 1, 2, 4, and 8 FPs per scan. The
performance metric was introduced in the ANODE09 challenge and is referred to as
the Competition Performance Metric (CPM) in Niemeijer et al. 28.
The evaluation script is publicly available on the LUNA16 website and can thus
be viewed and used by all participants.
4.4 Methods
In this sectionwe provide a brief description of the algorithms applied in the LUNA16
challenge. As of 31 October 2016, seven systems have been applied to the complete
nodule detection track and ﬁve systems have been applied to the false positive re-
duction track. The candidate detection algorithms that were used to generate can-
didates for false positive reduction track are presented in Section 4.4.1; the systems
submitted to the complete detection system track are described in Section 4.4.2; sys-
tems submitted to the false positive reduction track are detailed in Section 4.4.3.
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4.4.1 Candidate detection
All candidate detection algorithms were developed as part of published CAD sys-
tems39,41,48,56,79, some of which are included in the complete nodule detection track.
As candidates from multiple algorithms are likely to be complementary, we merged
all candidates using the procedure described in Section 4.4.1. The list of merged can-
didates can be downloaded from the LUNA16 website and can be used by teams
that want to participate in the false positive reduction track.
ISICAD
The generic nodule candidate detection algorithmwas developed byMurphy et al. 39.
First, the image is downsampled from 512×512 to 256×256with the number of slices
reduced to form isotropic resolution. Thereafter, Shape Index (SI), and curvedness
(CV) are computed at every voxel in the lung volume as follows:
SI =
2
π
arctan(
k1 + k2
k1 − k2 )
CV = 2
√
k21 + k
2
2
where k1 and k2 are principal curvatures computed using ﬁrst and second order
derivatives of the image with a Gaussian blur of scale σ = 1 voxel. After SI and
CV are computed, thresholding on these values is applied to obtain seed points for
nodule candidates. These seed points represent voxels which may lie on a nodule
surface. Seeds are expanded using broader thresholds to form voxel clusters. To re-
duce the number of the clusters, clusters within 3 voxels are merged recursively. The
center of the mass of the cluster is considered to be the point of interest. The algo-
rithm was developed using a data set from a large European lung cancer screening
trial.
SubsolidCAD
The candidate detection algorithm was built to detect subsolid nodules, which are
less common but more likely to be cancerous96. The candidate detection algorithm
by Jacobs et al. 56 applies a double threshold density mask. The HU values commonly
observed in subsolid nodules are used, ranging between -750 HU and -300 HU. Since
partial volume effects may occur at the boundaries of the lungs, vessels, and air-
ways, a morphological opening using spherical structuring element (3 voxels diam-
eter) is applied to remove these structures. Next, connected component analysis is
performed. Components with a volume smaller than 34 mm3 are discarded from
the list of candidates as subsolid nodules with a diameter smaller than 5 mm do not
519506-L-bw-setio
Processed on: 17-5-2018 PDF page: 71
4.4 Methods 65
require follow-up CT. The centers of the candidate regions are used as nodule candi-
date locations. The algorithm was developed using a data set from a large European
lung cancer screening trial.
LargeCAD
The algorithm has the function of detecting large nodules79. Large solid nodules
(≥ 10 mm) have surface/shape index values or speciﬁc intensity range that is not
captured by the two previously described nodule detection algorithms. An intensity
threshold of -300 HU (usually corresponding to solid nodules) is applied in combi-
nation with multiple morphological operations. Thereafter, all connected voxels are
clustered using connected component analysis; clusters with an equivalent diameter
outside the range [8,40] mm are discarded. The algorithm was developed using the
data set used by LUNA16.
ETROCAD
The applied method uses the detector system proposed by Tan et al. 41. Isotropic re-
sampling of the image to a voxel dimension of 1 mm3 is applied in the preprocessing
step. The nodule candidate algorithm consists of a nodule segmentation method
based on nodule and vessel enhancement ﬁlters and a computed divergence feature
to locate the centers of the nodule clusters. Three different set of ﬁlters59,97 are ap-
plied to detect different types of nodules: isolated, juxtavascular, and juxtapleural
nodules. To better estimate the location of the nodule centers and reduce the FP
rate, the maxima of the divergence of the normalized gradient (DNG) of the image
k = ∇(−→w ) is used, where −→w = −→ΔL||−→ΔL|| and L is the image intensity. The enhancement
ﬁlters and DNG are calculated at different scales in order to detect the seed points
for different sizes of nodules.
Thresholding on the ﬁltered image and DNG is applied to obtain the list of can-
didates. Different thresholds on the ﬁltered image and the nodule-enhanced image
are applied for isolated nodules, juxtavascular nodules, and juxtapleural nodules to
get candidate locations. Finally, to ensure that a single nodule is represented by a
single mark, cluster merging is performed. The algorithm was developed using a set
of scans from LIDC-IDRI.
M5L
The candidate detection algorithm proposed by Torres et al. 48 consists of two differ-
ent algorithms: LungCAM and Voxel-Based Neural Approach (VBNA).
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LungCAM is inspired based on the life-cycle of ants colonies98. The lung internal
structures are segmented by iteratively deploying ant colonies in voxels with inten-
sity above a predeﬁned thresholds. The ant colony moves to a speciﬁc destination
and releases pheromones based on a set of rules99. Voxels visited by ant colonies
are removed and new ant colonies are deployed in not-yet-visited voxels. Iterative
thresholding of the pheromone maps is applied to obtain a list of candidates. The
probability Pij that a candidate destination is chosen is deﬁned as:
Pij(vi → vj) = W (σj)∑
n=1,26W (σn)
where W (σj) depends on the amount of pheromone in voxel vj . The algorithm ends
when all the ants in the colony have died.
VBNA uses two different procedures to detect nodules inside the lung paren-
chyma59,100 and nodules attached to the pleura101. The nodules inside the lung
parenchyma are detected using a dedicated dot-enhancement ﬁlter. Since nodules
can manifest with a different size range, a multi-scale approach is followed59. Nod-
ule candidate locations are deﬁned as the local maxima of the ﬁltered image. The
pleural nodules are detected by computing the surface normal at the lung wall. To
build the normal, a marching cube algorithm is used. For each voxel inside the lung,
the number of surface normals passing through are accumulated. Pleural candidates
are deﬁned as the local maxima of the accumulated scores. The algorithm was de-
veloped using a set of scans from LIDC-IDRI, ANODE09, and ITALUNG-CT.
Combining candidate detection algorithms
The combination of different CAD systems has been shown to improve the over-
all detection performance for nodule detection in chest CT19,28. The previously de-
scribed candidate detection algorithms used different approaches to detect nodules
and are therefore likely to detect different sets of nodules. Consequently, the combi-
nation of multiple algorithms may improve the detection sensitivity of nodules and
would therefore be a better baseline for the false positive reduction systems.
To combine the results of multiple candidate detection algorithms, we concate-
nated the lists of candidates, where candidates located closer than 5 mm to each
others were merged. The position of the merged candidates were averaged. Can-
didates located outside the lung region were discarded, as they were irrelevant for
nodule detection. The lung region is determined based on the lung segmentation
algorithm proposed by van Rikxoort et al. 57. As the algorithm may exclude nodules
attached to the lung wall, a slack border of 10 mm was applied.
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4.4.2 Complete nodule detection system
The seven methods that were submitted to the complete nodule detection track are
described in this section.
ZNET
ZNET uses ConvNets for both candidate detection and false positive reduction. As
a preprocessing step, CT images are resampled to isotropic resolution of 0.5 mm.
Candidate detection is extracted based on the probability map given by U-Net26.
U-net is applied on each axial slice. Before applying U-Net, the resampled input
slice is cropped to 512 × 512. The candidates are extracted based on the slice-based
probability map output of the U-net. A threholding is applied to obtain candidate
masks. The threshold was determined on the validation subset, maximizing the
number of detected nodules. Thereafter, a morphological erosion operation with
a 4-neighborhood kernel is used to remove partial volume effects. The candidates
are then grouped by performing connected component analysis. The center of mass
of the components represent the coordinates of the candidates. The false positive
reduction is described in Section 4.4.3. Both candidate detection and false positive
reduction stages were trained in a cross-validation using the provided folds from
LUNA16.
Aidence
Aidence is a company developing computer assisted diagnosis tools for radiologists
based on deep learning (http://aidence.com/). The LUNAAidence algorithm uses
end-to-end ConvNets trained on a subset of studies from the National Lung Screen-
ing Trial (NLST) with additional annotation provided by in-house radiologists. The
LUNA16 data set was used for validation purposes only and was not used as train-
ing data. A detailed description is not available because of commercial conﬁdential-
ity.
JianPeiCAD
JianPeiCAD is a system developed by Hangzhou Jianpei Technology Co. Ltd., a
company based on Hangzhou, China (http://www.jianpeicn.com). The algorithm
follows the common two stage work-ﬂow of nodule detection: Candidate detection
and false positive reduction. A multi-scale rule-based screening is applied to obtain
nodule candidates. The false positive reduction uses 3D ConvNets with wide chan-
nels, which are trained using data augmentation to prevent overﬁtting. The system
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was developed using in-house resources (Chinese patient CT images and CT devices
from local-vendors) and the LUNA16 data set was used as further validation for pa-
tients outside China. A detailed description is not available because of commercial
conﬁdentiality.
MOT M5Lv1
The Multi Opening and Threshold CAD is a fully automatic CAD developed to be
included into the M5L system48. The lung volume is obtained using 3D region grow-
ing, with trachea exclusion and lung separation procedures. The candidate detection
algorithm was developed based on the method proposed by40. Multiple gray level-
thresholding and morphological processing is used to detect and segment nodule
candidates. Several modiﬁcations to the sequence of threshold and opening radius
as well as the merging procedure are made. Subsequently, a dedicated nodule seg-
mentation method58 is applied to separate nodules from vascular structures during
the segmentation step. The false positive reduction computes 15 features, among
which geometrical (e.g. radius, sphericity, skewness of distance from center) and in-
tensity features (e.g. average, standard deviation, maximum, entropy). Classiﬁcation
is performed using feed-forward neural networks that consists of 1 input layer with
15 input units, 1 hidden layer with 31 units, and 1 output layer with 1 output unit.
The algorithm was developed using the LUNA16 data set.
VISIACTLung
This submission contains the results of the commercially available VisiaTM CT Lung
CAD system, version 5.3 (MeVis Medical Solutions AG, Bremen, Germany). This
is an FDA approved CAD system designed to assist radiologists in the detection of
solid pulmonary nodules during review of multidetector CT scans of the chest. It is
intended to be used as an adjunct, alerting the radiologist after his or her initial read-
ing of the scan to regions of interest (ROIs) that may have been initially overlooked.
A detailed description is not available because of commercial conﬁdentiality.
ETROCAD
ETROCAD is a CAD system adapted from Tan et al. 41. The candidate detection algo-
rithm is described in Section 4.4.1. The false positive reduction stage uses a dedicated
feature extraction and classiﬁcation algorithm. For each candidate, a set of features
is computed, including invariant features deﬁned on a 3D gauge coordinates sys-
tem102, shape features, and regional features. The classiﬁcation is performed using
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a SVM classiﬁer with a radial basis function. The algorithm was developed using a
set of scans from LIDC-IDRI.
M5LCAD
M5LCAD is a CAD system developed by Torres et al. 48, which consists of two al-
gorithms: LungCAM and VBNA. This CAD system uses the candidate detector al-
gorithms described in section 4.4.1. The false positive reduction stage of LungCAM
computes a set of 13 features for nodule candidate analysis, including spatial, inten-
sity, and shape features. The set of features is used to classify the candidates using
a feed-forward artiﬁcial neural network (FFNN). The FFNN architecture consists of
13 input neurons, 1 hidden layer with 25 neurons, and 1 neuron as output layer. The
false positive reduction of VBNA performs the classiﬁcation using a standard three-
layered FFNN using the raw voxels as the feature vector100,101. The algorithm was
developed using a set of scans from LIDC-IDRI, ANODE09, and ITALUNG-CT.
4.4.3 False positive reduction systems
The ﬁve methods that were applied to the false positive reduction track are described
in this section.
CUMedVis
CUMedVis uses multi-level contextual 3D ConvNets developed by103. To tackle chal-
lenges coming from variations of nodule sizes, types, and geometry characteristics,
a system that consists of three different 3D ConvNets architectures (Archi-a, Archi-b,
Archi-c) was presented. Each subsystem uses an input image with different receptive
ﬁeld so that multiple levels of contextual information surrounding the suspicious lo-
cation could be incorporated.
Archi-a has a receptive ﬁeld of 20 × 20 × 6. Three convolutional layers are used
with 64 kernels of 5 × 5 × 3, 5 × 5 × 3, 5 × 5 × 1, respectively. Thereafter, a fully-
connected layer with 150 output units and a softmax layer are applied. Archi-b has a
receptive ﬁeld of 30×30×10. The ﬁrst convolutional layer with 64 kernels of 5×5×3
is used followed by a max-pooling layer with kernel 2 × 2 × 1. Two convolutional
layers each with 64 kernels of 5×5×3 are then added, ﬁnalized by a fully-connected
layer with 250 output units and a softmax layer. Archi-c has the largest receptive
ﬁeld of 40× 40× 26. After the ﬁrst convolutional layer with 64 kernels of 5× 5× 3, a
max-pooling layer with kernel 2× 2× 2 is used. Thereafter, two convolutional layers
each with 64 kernels of 5 × 5 × 3 are added. Finally, a fully-connected layer with
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250 output units and a softmax layer are established. The prediction probabilities
from the three ConvNets architectures are fused with weighted linear combination
to produce the ﬁnal prediction for a given candidate.
For pre-processing, voxel intensities are clipped into the interval from -1000 to
400 HU and normalized into the range of 0 to 1. To deal with the class imbalance
between the false positives and nodules, translation (one voxel along each axis) and
rotation (900, 1800, 2700 within the transverse plane) augmentations are performed
on the nodules. The weights are initialized using a Gaussian distribution and are op-
timized using the standard back-propagation with momentum104. A dropout strat-
egy105 was applied during training. The system was implemented using Theano106
and a GPU of NVIDIA TITAN Z was used for acceleration. The algorithm was de-
veloped using the cerebral microbleeds data set and was further optimized using
LUNA16 data set.
JackFPR
The proposed method uses a similar multi-level contextual 3D ConvNet architecture
as presented by103. It uses the three architectures (Archi-a, Archi-b, Archi-c) described
in Section 4.4.3 with several modiﬁcations. Exponential activation units were used
as the activation functions. So instead of combining the predictions of three Con-
vNets using linear combination, the fully-connected layers from three architectures
were concatenated and connected to a fully-connected layer with 128 output units.
The last fully-connected layer was then followed by a softmax layer to obtain the
prediction.
The trainingwas performed for 240 epochswith 1,024 iterations per epoch. Xavier
initialization83 was used as theweight initialization andNesterov accelerated Stochas-
tic Gradient Descent (SGD) was used. Cross-entropy loss, L2 regularization loss, and
center loss were used as the cost function. Center loss penalizes the difference be-
tween a running average of learned features for each class and sample class features
seen during the particular batch107. The learning rate was set to 0.005 for the ﬁrst
5 epochs as a warming up. Thereafter, the learning rate was set to 0.01 and was
reduced by 1/10 every 80 epochs. Data augmentation was performed and dropout
was applied to combat over-ﬁtting. The algorithm was developed using LUNA16
data set.
DIAG CONVNET
This method uses multi-view ConvNets proposed by Setio et al. 108. For each candi-
date, nine 65 × 65 patches of 50 × 50 mm from different views are extracted. Each
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view corresponds to a different plane of symmetry in a cube and is processed using
a stream of 2D ConvNets. The ConvNets stream consists of 3 consecutive convo-
lutional layers and max-pooling layers: The ﬁrst is formed by 24 kernels of 5 × 5;
the second by 32 kernels of 3 × 3; and the third by 48 kernels of 3 × 3. Weights are
initialized randomly and updated during training. The max-pooling layer is used
to reduce the size of patches by half. The last layer is a fully connected layer with
16 output units. Rectiﬁed linear units (ReLU) are used as the activation functions.
The fusion of the different ConvNets is performed using the late fusion method71,80.
Fully-connected layers from all streams are concatenated and are connected directly
to a softmax layer. This approach allows the network to learn 3D characteristics by
comparing outputs from multiple ConvNets streams. In this approach, all the pa-
rameters of the convolutional layers from different streams are shared.
Data augmentation was applied on candidates in the training set to increase the
variance of presentable candidates. For each candidate, random zooming [0.9, 1.1]
and random rotation [−20◦,+20◦] were performed. To prevent over-ﬁtting during
training, random positive and negative candidates with equal distribution were sam-
pled in a batch of 64 samples. Validation was performed every 1,024 batches. Train-
ing was stopped when the area under the curve of the receiver operating characteris-
tic on the validation data set does not improve after 3 epochs. Xavier initialization83
was used as the weight initialization. The weights were optimized using RMSProp81,
and evaluation was performed in a 10-fold cross validation. Compared to the orig-
inal work108, the submitted system uses an ensemble of three multi-view ConvNets
trained using different random seed-points, averaging out biases from training using
random samples. The system was implemented using Theano106; a NVIDIA TITAN
X GPU was used for acceleration. Three different architectures were evaluated by108
using the same LUNA16 data set and the best performing architecture was selected.
The algorithm was further optimized using the same LUNA16 data set.
ZNET
ZNET used the recently published wide residual networks109. For each candidate,
64× 64 patches from the axial, sagittal and coronal views were extracted. Each patch
was processed separately by the wide residual networks. The predicted output val-
ues of the network for these three different patches were averaged to obtain the ﬁnal
prediction. The architecture used 4 sets of consecutive convolutional layers. The ﬁrst
set consisted of 1 convolutional layer with 16 kernels of 3 × 3. Sets two to four con-
sisted of 10 convolutional layers with a stride of two, each with 96 kernels of 3 × 3,
192 kernels of 3×3, and 384 kernels of 3×3, respectively. Each set also had a 1×1×N
projection convolution in their skip connection, where N is the number of kernels in
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the corresponding set. The fourth layer was additionally connected to a global aver-
age pooling layer, resulting in a 1 × 1 × 384 output image connected to the softmax
layer.
Xavier initialization was used for weight initialization (83) and ADAM was used
as the optimization method110. Leaky Rectiﬁed Linear Units were used as nonlinear-
ities throughout the network. Data augmentation (ﬂipping, rotation, zooming and
translation) was applied not only to the training data set but also the test data set in
order to improve the test set scores. The learning rate was reduced over time: Learn-
ing rate is decreased by 90% after epochs 80 and 125. All convolutional networks
were implemented using the Lasagne and Theano libraries106,111. The training was
performed on a computer cluster using large range of CUDA enabled graphics cards
including the Tesla K40M, Titan X, GTX 980, GTX 970, GTX 760 and the GTX 950M.
The algorithm was developed using the LUNA16 data set.
CADIMI
This method used multi-slice ConvNets. For each axial, sagittal, and coronal view,
three patches are extracted at three locations: The plane in the exact candidate lo-
cation and the planes 2 mm in both directions of the remaining free axes (x, y, and
z). The patches were concatenated as three-dimensional arrays, which resulted in
patches of 52× 52× 3 mm centered around the candidate location. The network con-
sisted of 2D ConvNets with three consecutive convolutional layers and max-pooling:
The ﬁrst convolutional layer used 24 kernels of 5 × 5; the second used 32 kernels of
3× 3; and the third 48 kernels of 3× 3. The output of the last max-pooling was con-
nected to fully-connected layer of 512 output units. ReLU was used as the activation
function, and the last fully-connected layer was connected to a softmax layer.
Trainingwas performed one time using patches from all three views for 80 epochs.
For each epoch, all positive patches and 20,000 random negative patches were used.
In order to tackle the problem of data imbalance, data augmentation (vertical/hor-
izontal ﬂip and random cropping) was applied. During testing, 5 patches (1 center
patch and 4 patches with [−4,+4] translation in two axes) were extracted from each
view. These patches were processed using a single trained network and the pre-
dictions were averaged. Batch normalization was applied after each max-pooling
layer to reduce over-ﬁtting. The weights were initialized using the uniform initial-
ization112. Nesterov accelerated SGD with a learning rate of 0.01, a decay of 0.001,
and a momentum of 0.9 is used. The system was implemented using the Lasagne
and Theano libraries106,111. The algorithm was developed using the LUNA16 data
set.
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4.4.4 Combining false positive reduction systems
The combination of multiple classiﬁcation methods, also known as an ensemble
method, has been used in many machine-learning problems to improve the predic-
tion performance113. As systems applied in the false positive reduction track use the
same set of candidates, the impact of combining multiple methods could be evalu-
ated. In this study, we combined CAD results from the systems in the false positive
reduction track. The combination is performed by simply averaging the probabilities
given by the systems. Such is a common approach in optimizing the performance of
deep learning architectures24,25.
4.4.5 Observer study
To evaluate the potential of CAD systems to detect nodules missed by human read-
ers, and to elucidate the nature of the false positives detected by the CAD systems,
an observer study was performed. In the observer study, CAD marks from the com-
bination of false positive reduction systems were assessed to identify if there were
additional nodules detected. The reading process was performed by four expert
readers independently.
We extracted all CAD marks at 0.25 FPs/scan that were categorized as false pos-
itives to be further analyzed by expert readers. To reduce the readers’ workload,
research scientists read and removed CAD marks that were obvious false positives
(e.g. vessels, ribs, diaphragm) beforehand. Thereafter, CAD marks that were close to
annotated lesions in LIDC-IDRI but were missed by our hit criteria (thus considered
as false positives) were discarded. Most of these lesions were non-nodular and there-
fore were not well captured by the deﬁned hit criteria (radius of the corresponding
lesion). This operation resulted in a set of 127 marks that were potentially nodules.
As a similar observer study was performed in our previous study (90), marks which
were already evaluated on this CT data by radiologists were not read again and the
scores of the four radiologists from the previous study were used. Last, we asked the
expert readers to review and annotate the remaining marks as: nodule≥ 3 mm, nod-
ule < 3 mm, or false positives. Measurement tools were made available to readers
during the process in order to enable size evaluation.
4.5 Results
In this section, we present the results achieved by all individual systems described
in Section 4.4. The results of combining multiple algorithms are provided.
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System name Combination Sensitivity
Best single
sensitivity
Difference
sensitivity
Total number
of candidates
Average number of
candidates / scan
ISICAD  0.856 298 256 335.9
SubsolidCAD  0.361 258 075 290.6
LargeCAD  0.318 42 281 47.6
M5L  0.768 19 687 22.2
ETROCAD  0.929 295 686 333.0
 0.918 0.857 0.062 520 319 585.9
 0.898 0.857 0.041 328 742 370.2
 0.917 0.857 0.061 308 047 346.9
 0.959 0.929 0.030 524 108 590.2
 0.523 0.361 0.162 295 476 332.7
 0.869 0.768 0.101 274 900 309.6
 0.954 0.929 0.024 518 058 583.4
 0.834 0.768 0.066 59 359 66.8
 0.945 0.929 0.016 319 405 359.7
 0.942 0.929 0.013 297 030 334.5
 0.944 0.857 0.088 551 065 620.6
 0.954 0.857 0.098 530 942 597.9
 0.977 0.929 0.048 728 162 820.0
 0.934 0.857 0.078 339 229 382.0
 0.964 0.929 0.035 548 523 617.7
 0.967 0.929 0.038 529 404 596.2
 0.900 0.768 0.132 310 323 349.5
 0.964 0.929 0.035 545 204 614.0
 0.965 0.929 0.035 524 726 590.9
 0.954 0.929 0.024 326 274 367.4
 0.980 0.929 0.051 750 838 845.5
 0.983 0.929 0.054 732 901 825.3
 0.970 0.929 0.040 553 327 623.1
 0.965 0.857 0.108 559 543 630.1
 0.970 0.929 0.040 551 227 620.8
 0.983 0.929 0.054 754 975 850.2
Table 4.1: The results of ﬁve candidate detection systems and all possible combina-
tions. The ﬁlled squares indicate which systems were included in the combination.
CPM: Competition Performance Metric.
4.5.1 Candidate detection
Table 4.1 summarizes the performance of individual candidate detection algorithms
and their top performing combinations. The best detection sensitivity of 92.9% was
achieved by ETROCAD. When multiple candidate detection algorithms were com-
bined, the sensitivity substantially improved up to 98.3% (1,166/1,186 nodules), higher
than the sensitivity of any individual system. This illustrates the potential of com-
bining multiple candidate detection algorithms to improve the sensitivity of CAD
systems.
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Figure 4.1: FROC curves of the systems in (a) the nodule detection track and (b) the
false positive reduction track. Dashed curves represent the 95% conﬁdence intervals
estimated using bootstrapping.
4.5.2 Complete nodule detection track
The FROC curves of the systems on the complete nodule detection track are shown in
Figure 4.1a. In this track, the best score was achieved by ZNET with a CPM of 0.811.
Other systems show comparable performance. It was observed that the relatively
large differences in terms of sensitivity at low FPs/scan substantially inﬂuences the
overall scores of the systems.
4.5.3 False positive reduction track
The FROC curves of the systems on the false positive reduction track are shown
in Figure 4.1b. The best average score was achieved by CuMedVis, with a CPM of
0.908. Table 4.2 shows all possible system combinations, where the sensitivities of
the combined systems were higher than the sensitivity achieved by the best system.
Although all false positive reduction systems are based on ConvNets, it is evident
that combining ConvNets with different conﬁgurations further improves the overall
sensitivity as shown in Table 4.2. The p-value was deﬁned as the probability that a
system’s CPM is higher or lower than the reference system’s CPM. A p-value below
0.002 is considered to be statistically signiﬁcant after Bonferroni correction (m = 30).
4.5.4 Performance based on nodule type
To assess the performance of the algorithms on different types of nodules (non-solid,
part-solid, and solid), additional analysis was performed. The nodule type was de-
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System name Combination 0.125 0.25 0.5 1 2 4 8 CPM P-value
Difference
CPM
Best single
CPM
CUMedVis  0.677 0.834 0.927 0.972 0.981 0.983 0.983 0.908 Reference
JackFPR  0.734 0.796 0.859 0.892 0.923 0.944 0.954 0.872 0.002
DIAG CONVNET  0.669 0.760 0.831 0.892 0.923 0.945 0.960 0.854 <0.001
CADIMI  0.583 0.677 0.743 0.815 0.857 0.893 0.916 0.783 <0.001
ZNET  0.511 0.630 0.720 0.793 0.850 0.884 0.915 0.758 <0.001
 0.809 0.901 0.962 0.976 0.981 0.981 0.982 0.942 <0.001 0.908 0.034
 0.831 0.917 0.965 0.979 0.981 0.981 0.981 0.948 <0.001 0.908 0.040
 0.802 0.903 0.948 0.976 0.979 0.979 0.980 0.938 <0.001 0.908 0.030
 0.831 0.927 0.968 0.976 0.979 0.981 0.981 0.949 <0.001 0.908 0.041
 0.745 0.826 0.864 0.906 0.948 0.958 0.969 0.888 0.042 0.872 0.016
 0.717 0.797 0.858 0.895 0.932 0.947 0.959 0.872 <0.001 0.872 0.000
 0.728 0.828 0.879 0.917 0.938 0.954 0.963 0.887 0.038 0.872 0.015
 0.550 0.680 0.796 0.869 0.912 0.938 0.959 0.815 <0.001 0.854 -0.040
 0.616 0.737 0.831 0.888 0.931 0.953 0.964 0.845 <0.001 0.854 -0.009
 0.602 0.732 0.812 0.852 0.884 0.913 0.946 0.820 <0.001 0.783 0.037
 0.821 0.898 0.954 0.975 0.981 0.982 0.982 0.942 <0.001 0.908 0.034
 0.816 0.897 0.945 0.970 0.980 0.980 0.980 0.938 <0.001 0.908 0.030
 0.843 0.911 0.957 0.978 0.981 0.981 0.981 0.947 <0.001 0.908 0.039
 0.817 0.912 0.954 0.968 0.975 0.979 0.982 0.941 <0.001 0.908 0.033
 0.859 0.937 0.958 0.969 0.976 0.982 0.982 0.952 <0.001 0.908 0.044
 0.820 0.907 0.946 0.968 0.976 0.981 0.981 0.940 <0.001 0.908 0.032
 0.720 0.802 0.864 0.916 0.941 0.960 0.970 0.882 0.010 0.872 0.010
 0.736 0.835 0.891 0.924 0.945 0.969 0.973 0.896 0.222 0.872 0.024
 0.741 0.815 0.874 0.918 0.938 0.954 0.965 0.887 0.024 0.872 0.015
 0.635 0.777 0.839 0.888 0.929 0.954 0.965 0.855 <0.001 0.854 0.001
 0.823 0.896 0.939 0.968 0.977 0.980 0.981 0.938 <0.001 0.908 0.030
 0.846 0.912 0.949 0.971 0.977 0.981 0.982 0.946 <0.001 0.908 0.037
 0.821 0.892 0.944 0.970 0.978 0.981 0.981 0.938 <0.001 0.908 0.030
 0.830 0.912 0.947 0.964 0.973 0.979 0.981 0.941 <0.001 0.908 0.033
 0.745 0.823 0.884 0.925 0.946 0.961 0.973 0.894 0.102 0.872 0.022
 0.836 0.896 0.940 0.965 0.976 0.981 0.982 0.939 <0.001 0.908 0.031
Table 4.2: The results of ﬁve false positive reduction systems and all possible combi-
nations. The ﬁlled squares indicate which systems were included in the combination.
CPM: Competition Performance Metric.
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rived based on the morphological characteristic scored by the LIDC-IDRI radiolo-
gists. The nodule was labeled ”non-solid” if the majority of the radiologists gave
a texture score of 1, ”solid” for a majority score of 5, and ”part-solid” if the two
previous criterion did not hold. Using this labelling strategy, the LUNA16 data set
consisted of 64 non-solid nodules, 189 part-solid nodules, and 933 solid nodules. The
performance of the algorithms on different set of nodules are tabulated in Table 4.3.
Table 4.3: Performance benchmark of algorithms on different sets of nodules. Nod-
ules are categorized based on the nodule type, which was derived based the mor-
phological characteristic scored by the LIDC-IDRI radiologists (5-point scale: 1=non-
solid, 3=part-solid, 5=solid). The nodule was labeled ”non-solid” if the majority of
the radiologists gave a texture score of 1, ”solid” for a majority score of 5, and ”part-
solid” if the two previous criterion did not hold. CPM score was used as the perfor-
mance metric
System name all (1,186) non-solid (64) part-solid (189) solid (933)
Nodule detection track
ZNET 0.811 0.663 0.735 0.836
Aidence 0.807 0.730 0.776 0.819
JianPeiCAD 0.776 0.248 0.725 0.825
MOT M5v1 0.742 0.217 0.696 0.787
VisiaCTLung 0.715 0.033 0.652 0.775
ETROCAD 0.676 0.290 0.547 0.728
M5LCAD 0.608 0.156 0.549 0.650
False positive reduction track
CUMedVis 0.908 0.908 0.912 0.907
JakFPR 0.872 0.636 0.845 0.893
DIAG CONVNET 0.854 0.688 0.819 0.873
CADIMI 0.783 0.496 0.751 0.810
ZNET 0.758 0.498 0.685 0.790
4.5.5 Analysis of false positives: observer study
Table 4.4: An overview of the observer study on 222 false positives at 0.25 FPs/s-
can. The table shows the number of false positives that were accepted by the expert
readers as nodule ≥3 mm at different agreement levels. The number of false positives
that were not accepted as nodule ≥3 mm but were accepted as nodule<3 mm is also
included.
Category Number
nodule ≥3 mm - at least 1 108
nodule ≥3 mm - at least 2 91
nodule ≥3 mm - at least 3 69
nodule ≥3 mm - at least 4 41
nodule <3 mm 6
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A summary of the observer study is shown in Table 4.4. Among 127 CAD marks,
108, 91, 69, and 41 CAD marks were accepted as nodules ≥ 3 mm by at least 1, 2,
3, or 4 readers, respectively; 6 out of 19 remaining CAD marks were considered as
nodule < 3 mm. Examples of nodules found in this observer study are shown in
Figure 4.2c. We shared the set of additional nodules on the LUNA16 website to be
used for further development of CAD systems.
4.6 Discussion
In this study, we presented LUNA16: A novel evaluation framework for automatic
nodule detection algorithms. The aim of the study was to supply the research com-
munity a framework to test and compare algorithms on a common large database
with a standardized evaluation protocol. This allows the community to objectively
evaluate different CAD systems and push forward the development of state of the
art nodule detection algorithms. The submitted systems were described and the per-
formance was evaluated. We showed that the combination of multiple false positive
reduction algorithms applied on a combined set of candidates outperformed any in-
dividual system. This highlights the potential of combining algorithms to improve
the detection performance.
Candidate detection plays an important role of determining the maximum attain-
able detection sensitivity of a CAD system. The algorithms should ideally detect all
nodules with an acceptable amount of false positives. Table 4.1 shows that the indi-
vidual candidate detection algorithms achieve a detection sensitivity between 31.8%
and 92.9%; combining different candidate detection algorithms improved the sensi-
tivity up to 98.3%. While a smaller set of candidates (a combined set of only ISICAD,
SubsolidCAD, and LargeCAD candidates) were also provided in the earlier phase of
LUNA16, we here only reported the results of the systems that use the latest set of
candidates that has a much higher sensitivity. The results of other systems that use
the smaller set of candidates, resulting in lower scores, are available on the LUNA16
website. It is worth noting that the candidate detection systems used in this study
do not employ deep learning, while systems in the complete nodule detection track,
e.g. ZNET, do employ ConvNets to detect nodule candidates.
In the complete nodule detection track, a total of seven systems were evaluated.
Diverse methods were applied and different sets of data were used for training.
When evaluated using the same data set, the detection sensitivity ranged between
69.1% and 91.5% at 1 and 8 FPs/scan, as shown in Figure 4.1a. Notably, the top three
systems make use of ConvNets for their detection algorithms. While the variability
of the performance is determined by the underlying methods, it is also affected by
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the training data used to develop the system (see also Table 4.5). This suggests the
need of a standardized training data set for appropriate comparison of algorithms.
In the false positive reduction track, different systems for false positive reduction
were evaluated given a common set of candidates and training data. A total of ﬁve
systems were evaluated. ConvNets were used as the prediction model for all sys-
tems, which is in line with the recent trend of adopting deep learning in the medical
image analysis domain. As shown in Figure 4.1b, all systems achieve detection sen-
sitivity between 79.3% and 98.3% at 1 and 8 FPs/scan. As the underlying method
is similar, one could hypothesize that there could be little to no beneﬁt when these
systems are combined. Nevertheless, combining multiple ConvNets systems did
substantially improve the detection performance (black line on Figure 4.1b); a de-
tection sensitivity of over 95.0% was achieved at fewer than 1 FP/scan. Despite all
methods being based on ConvNets, the differences in network parameters, such as
selected architectures, random initialization methods, and input patches, apparently
make these systems somewhat complementary for prediction, and this is leveraged
by the (simple averaging) combination.
To provide a broader context to the results reported in this paper, we listed the
performance of other published CAD systems that use LIDC-IDRI data in Table 4.5.
For each CAD system, we listed the number of scans used in the validation data
set, nodule inclusion criteria, the number of included nodules, and the reported
CAD performance. Note that different subsets of LIDC-IDRI database were used;
LUNA16 aims to make the CAD performance comparison more easy and more fair
by using exactly the same data and evaluation protocol for each system. The CAD
systems presented in90 are not listed in this table as these CAD systems also partici-
pated in the LUNA16 challenge and hence are already described in this paper.
The observer study showed that some false positives detected by the CAD sys-
tems are nodules that were missed during the manual annotations of LIDC-IDRI.
The majority of these nodules were overlooked because they were small or less vis-
ible (e.g. ground-glass/non-solid nodules). Other nodules may be missed because
there were multiple nodules in the corresponding scans, or because the nodules were
part of a complex abnormality (e.g. an area of consolidation). While these nodules
may be found during follow-up, detecting them early could provide essential clinical
information (e.g. growth rate).
Examples of lesions detected or missed by the combined CAD system are shown
in Figure 4.2. Nodules with a wide range of morphological characteristics are de-
tected at 1 FP/scan, showing that ConvNets are capable of capturing morphological
variation of nodules in the network. Larger nodules are unlikely to be missed, which
is just as well as there is a strong positive correlation between size and malignancy
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Table 4.5: The performance summary of published CAD systems evaluated using
LIDC-IDRI data sets. Note that different subsets of scans were used by different re-
search groups.
CAD systems Year # scans
slice
thick-
ness
nod-
ules
size
(mm)
agree-
ment
levels
# nod-
ules
sensitivity (%) / FPs/scan
Combined LUNA16 - 888 ≤2.5 ≥3 at least 3 1,186 98.2 / 4.0 96.9 / 1.0
Dou et al. 103 2016 888 ≤2.5 ≥3 at least 3 1,186 90.7 / 4.0 84.8 / 1.0
Setio et al. 108 2016 888 ≤2.5 ≥3 at least 3 1,186 90.1 / 4.0 85.4 / 1.0
Bergtholdt et al. 89 2016 243 - ≥3 at least 1 690 85.9 / 2.5 -
Torres et al. 48 2015 949 - ≥3 at least 2 1,749 80.0 / 8.0 -
van Ginneken et al. 77 2015 865 ≤2.5 ≥3 at least 3 1,147 76.0 / 4.0 73.0 / 1.0
Brown et al. 63 2014 108 0.5-3 ≥4 at least 3 68 75.0 / 2.0 -
Choi and Choi 47 2013 58 0.5-3 3-30 at least 1 151 95.3 / 2.3 -
Tan et al. 46 2013 360 - ≥3 at least 4 - 83.0 / 4.0 -
Teramoto and Fujita 45 2013 84 0.5-3 5-20 at least 1 103 80.0 / 4.2 -
Cascio et al. 44 2012 84 1.25-3 ≥3 at least 1 148 97.0 / 6.1 88.0 / 2.5
Guo and Li 43 2012 85 1.25-3 ≥3 at least 3 111 80.0 / 7.4 75.0 / 2.8
Camarlinghi et al. 65 2011 69 0.5-2 >3 at least 2 114 80.0 / 3.0 -
Riccardi et al. 42 2011 154 0.5-3 ≥3 at least 4 117 71.0 / 6.5 60.0 / 2.5
Tan et al. 41 2011 125 0.75-3 ≥3 at least 4 80 87.5 / 4.0 -
Messay et al. 40 2010 84 1.3-3 ≥3 at least 1 143 82.7 / 3.0 -
risk. Most false positives are large vessels, scar tissue, spinal abnormalities, and
other mediastinal structures. These false positives are a challenge. In scans from
subjects with interstitial lung disease, there are, even in mild cases, regions with ir-
regular opacities that can lead to a large number of erroneous nodule CAD marks.
Other false positives are caused by motion artifacts and extreme noise. The false
negatives were small and/or had irregular shapes. Improving the robustness of the
candidate detection algorithms to detect small nodules should further improve the
performance.
This study has several limitations. As the LIDC-IDRI is a web-accessible database
for development and evaluation of CAD systems, all nodule annotations are pub-
licly available. The usage of a completely open database is not a common setup
for challenges. Typically, an independent test set is provided, for which the refer-
ence annotations are not made public. As a consequence, in LUNA16 teams could
tune the parameters of their algorithm to show good performance on this partic-
ular data set, although the fact that LIDC-IDRI is a large set of scans from many
different sources somewhat mitigates this risk. In order to allow performance com-
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parison among different systems, we instructed participants that did not have their
own training data to train their system in a particular cross-validation approach. Al-
though this prevents some of the positive bias, positive bias may still remain if the
design and architecture of a system are selected or optimized based on the full chal-
lenge data set. Previously published algorithms have also used LIDC-IDRI data to
optimize the design of their systems. This may have inﬂuenced the design of algo-
rithms used in LUNA16 as well. Moreover, a cross-validation approach introduces
some risks as people may make a mistake that goes unnoticed while carrying out
a cross-validation experiment. In fact, one team that originally participated in the
challenge and reported excellent results had to withdraw because of a bug in the
re-initialization of the network weights when starting training for the next fold in
cross-validation. Unforeseen errors aside, allowing a cross-validation training proce-
dure means that the presented systems are evaluated on test data while having been
trained with data from the same sources (institutions, scanners, protocols). This may
incur a positive bias in the reported results. This potential for bias is however also
present in most, if not all, studies on the topic that have been previously published.
Ruling out any possible bias is still an open problem for many machine learning
competitions, even when the test data is not publicly available114. On this note, it is
important to further validate the performance and the generalizability of the systems
using a completely independent validation data set.
Possible approaches for system improvement are as follows. Most of the non-
nodular abnormalities, especially in lungs with many irregularities, were still de-
tected. Although they may be clinically relevant, the algorithm should be able to
differentiate these abnormalities. Classifying abnormalities into a subset of taxon-
omy, similar to Esteva et al. 115, may be more useful for clinical usage. A more direct
application would be to assign malignancy scores for all nodules detected by the
system. This would further optimize the lung cancer screening workﬂow, for which
less suspicious nodules would not have to undergo extensive screening protocol.
A future challenge could incorporate an even larger data set split into a training
data set with annotations and a dedicated test data set for evaluation in which the
reference standard is kept hidden. This still introduces a risk that teams can visually
inspect the test data and the output of their system, notice false positives and false
negatives and use that information to improve their performance. This could be
circumvented by letting teams upload their algorithms, e.g. as machine executables
or software containers, and evaluate these on test data that is not released publicly.
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4.7 Conclusions
We have presented a web-based framework for a fair and automated evaluation of
nodule detection algorithms, using the largest publicly available data set of chest
CT scans in which nodules were annotated by multiple exert human readers. We
have shown that combining classical candidate detection algorithms and analyzing
these candidates with convolutional networks yields excellent results. Additionally,
we have provided an update to the LIDC-IDRI reference standard which includes
additional nodules found by CAD. The LUNA16 challenge will remain open for new
submissions and can therefore be used as a benchmarking framework for future CT
nodule CAD development.
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Figure 4.2: Examples of true positives, false positives, and false negatives from the
combined system. Each lesion is located at the center of the 50×50mm patch in axial,
coronal, and sagittal views.
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Abstract
Computer-Aided Detection (CAD) has been shown to be a promising tool for au-
tomatic detection of pulmonary nodules from computed tomography (CT) images.
However, the vast majority of detected nodules are benign and do not require any
treatment. For effective implementation of lung cancer screening programs, accurate
identiﬁcation of malignant nodules is the key. We investigate strategies to improve
the performance of a CAD system in detecting nodules with a high probability of
being cancers. Two strategies were proposed: (1) combining CAD detections with a
recently published lung cancer risk prediction model and (2) the combination of mul-
tiple CAD systems. First, CAD systems were used to detect the nodules. Each CAD
system produces markers with a certain degree of suspicion. Next, the malignancy
probability was automatically computed for each marker, given nodule characteris-
tics measured by the CAD system. Last, CAD degree of suspicion and malignancy
probability were combined using the product rule. We evaluated the method using
62 nodules which were proven to be malignant cancers, from 180 scans of the Danish
Lung Cancer Screening Trial. The malignant nodules were considered as positive
samples, while all other ﬁndings were considered negative. Using a product rule,
the best proposed system achieved an improvement in sensitivity, compared to the
best individual CAD system, from 41.9% to 72.6% at 2 false positives (FPs)/scan and
from 56.5% to 88.7% at 8 FPs/scan. Our experiment shows that combining a nodule
malignancy probability with multiple CAD systems can increase the performance of
computerized detection of lung cancer.
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5.1 Introduction
Lung cancer is by far the most deadly cancer. The majority of patients are diagnosed
at a late stage with limited options for clinical intervention, resulting in a dismal
16.8% ﬁve year survival rate116. The National Lung Screening Trial (NLST) showed
that lung cancer screening with low-dose computed tomography (CT) can signiﬁ-
cantly reduce lung cancer mortality9. Although this ﬁnding has encouraged a range
of medical societies to make positive recommendations to implement low dose CT
lung cancer screening programs, hurdles remain for effective implementation. One
of the major issues is the fact that radiologists will be expected to accurately diagnose
and report large numbers of CT scans in a short amount of time.
To assists radiologists in diagnosing chest CT scans, a large number of Computer-
Aided Detection (CAD) systems have been developed39,56. CAD systems have been
proven to be an efﬁcient tool to increase the detection rate of nodules for radiolo-
gists66. However, most of the detected nodules are eventually benign, and one could
argue that it is not even necessary to ﬂag these nodules, especially when they are
very small. The real goal of CAD systems should be to detect lung nodules with
high risk of malignancy. Since most CAD systems do not differentiate malignant
nodules from benign nodules, there is a possibility that obvious, but benign nod-
ules are given a higher weight than more subtle but cancerous nodules. Therefore,
we investigated if it is possible to optimize existing CAD systems to detect poten-
tially malignant nodules, i.e. give them a higher degree of suspicion, so that it is
more likely that at a low false positive rates the system highlights truly cancerous
nodules.
5.2 Methods
Recent study proposes the use of lung cancer risk prediction model5 to guide clinical
decision making in determining nodules as positive ﬁndings. The model estimates
the probability that nodules detected at the ﬁrst CT screening are malignant. In order
to alter the CAD systems to be more focused on detecting lung cancers, an option
would be to consider the malignancy score given by model as an additional feature.
In this study, we pursue two strategies for CAD system optimization: (1) com-
bining CAD systems, and (2) modulating the CAD scores with the output of a lung
cancer risk prediction model proposed by McWilliams et al.5. As an initial step,
two complementary CAD systems, ISICAD39 and subsolidCAD56, were used to detect
nodules. The ﬁrst CAD system focuses on solid nodule detection. The second CAD
system focuses on non-solid and part-solid nodules, which are substantially rarer
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Figure 5.1: Pipeline of the proposed algorithm.
but are known to account for about half of cancers found with CT screening. The
detected nodules were indicated by markers, where location and degree of suspi-
ciousness for being a nodule were provided. The pipeline of the proposed algorithm
is shown in Figure 5.1.
5.2.1 Combining CAD systems
To combine multiple CAD systems, the CAD combination algorithm proposed by
Niemeijer et al.28 was applied. The algorithm consists of three steps: 1) calibrating
the degree of suspiciousness, 2) merging ﬁndings from different CAD systems, and
3) combining the degree of suspiciousness for merged ﬁndings.
As different CAD systems may report uncomparable degree of suspiciousness, it
is important to transform and calibrate the scores before combining them. In order
to calibrate the probability values of markers from each CAD system, a cumulative
scaling method is used. This scaling method uses a training set with reference stan-
dard. CAD systems are applied to the training set, and performances of the systems
at various degree of suspicion are obtained. Thereafter, the degree of suspicion pro-
vided by the CAD system is translated to the probability that any marker with at
least that degree of suspicion is a true nodule in the training set. In this study, we
used publicly available LIDC-IDRI dataset13 for training.
Although CAD systems can detect different set of candidates, there is a proba-
bility that certain lesions are detected by multiple CAD systems. For these lesions,
CAD markers should be matched and be combined. Markers from all CAD systems
were determined as matched if they pointed to locations in close proximity, which is
deﬁned, in this study, as less than the sum of their radii. Thereafter, matched markers
were merged and their coordinates, diameter, and volume were averaged.
For each of the matched marker, a vector of CAD probabilities is available. To
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combine CAD probabilities into a single CAD score, combination rules are applied.
Three static combination rules were evaluated: the sum rule (SR) fn =
∑N
i=1 fni, the
product rule (PR) fn =
∏N
i=1 fni, and the maximum rule (MR) fn = maxi(fni), where
i is the index of CAD system, n is the index of CAD marker, and fni is the probability
that a marker is a nodule. When a nodule was only detected by a single CAD system,
the probability of the other systems was set to 0.
5.2.2 Malignancy calculator
The prediction model developed by McWilliams et al.5 uses various patient and
nodule characteristics, such as patient age, family history of lung cancer, nodule
size, type, location, and the presence of emphysema, to compute the multivariable
logistic-regression model. For this preliminary study, we used nodule size, nodule
type (solid, subsolid, or nonsolid), and nodule location (low, middle, or upper lobe)
as input variables, which can be directly derived using our image processing tools.
Other variables were set to constant values for all markers. The input variables were
automatically computed using our CAD systems in the following procedure. First,
the reported diameter of markers was used as nodule size. Second, the nodule lo-
cation was determined according to the lung segment corresponding to the position
of the markers. The lung segments were extracted using the pulmonary segment
segmentation method proposed by Van Rikxoort et al.117. Third, the nodule type
is determined based on which CAD systems detect the relevant nodule. Since the
subsolidCAD system is designed speciﬁcally to detect subsolid nodules, this informa-
tion could be used to classify the marker into one out of three nodule types. When a
marker was detected by only ISICAD or subsolidCAD, nodules were classiﬁed as non-
solid or solid, respectively; in case a marker was detected by both CAD systems, it
was labeled as part-solid.
5.2.3 Combining Malignancy Probability with Nodule Probability
Given the nodule probability and the malignancy score, a new probability that a
marker is malignant should be estimated. Similar to the CAD combination method,
several basic approaches are possible for such combination. In this study we cal-
culated the straightforward PR, for which we multiplied the probability of marker
being nodule, fn, with the malignancy probability fm.
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Table 5.1: Performance comparison of different (combined) CAD systems with and
without modulation with the malignancy score. Competition Performance Metric
(CPM) is used as an evaluation metric. The CPM is computed by averaging the sen-
sitivities of CAD system at seven ﬁxed average false positive rates: 1/8, 1/4, 1/2, 1,
2, 4, and 8 false positives (FPs)/scan.
CAD systems
CAD
combination
method
without
malignancy
score
with
malignancy
score
change
ISICAD (A) None 0.276 0.548 0.272
subsolidCAD (B) None 0.376 0.304 -0.071
A, B Max Rule 0.369 0.574 0.205
A, B Product Rule 0.350 0.373 0.023
A, B Sum Rule 0.417 0.599 0.182
5.3 Results
The algorithm was evaluated using a dataset consisting of 180 CT scans from the
Danish Lung Cancer Screening Trial (DLCST)51. This dataset contained 62 malig-
nant nodules and 199 randomly sampled benign nodules. The malignant nodules
are deﬁned as nodules detected on the ﬁrst screening and are eventually proven to
be lung cancers. The benign nodules are deﬁned as baseline nodules that had not
developed into lung cancer in over 5-years of follow-up. For the classiﬁcation task at
hand, malignant nodules were considered positive samples, while all other ﬁndings
were considered negative samples. The performance of the systems were compared
using the average sensitivities at ﬁxed average false positive rates: 1/8, 1/4, 1/2, 1,
2, 4, and 8 false positives (FPs)/scan. This metric is called Competition Performance
Metric (CPM) and was introduced by Niemeijer et al.28. A marker was considered a
hit if it was located within the radius of cancer annotations.
Table 5.1 shows the CPM of (combined) CAD systems when they were used to
detect malignant nodules and their corresponding CPM when the malignancy score
was integrated. By multiplying the malignancy score with the score from individual
CAD system, an improvement up to 0.272 was achieved. It was also observed that
combining two CAD systems (ISICAD, subsolidCAD) using SR, improved the CPM.
Our experiments showed that the proposed method can achieve the highest CPM of
0.599. In order to better evaluate the results, the systems were compared using Free
Response Operating Characteristic (FROC), shown in Figure 5.2. The best system
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Figure 5.2: FROC curves of individual CAD systems, the best combined CAD sys-
tem, and the best overall method, based on the CPM. Two published CAD systems:
ISICAD39 (A) and subsolidCAD56 (B), were used in this study. The best performing
method was achieved by combining two CAD systems using sum rule (SR). Adding
the malignancy score further improves the performance of lung cancer detection.
achieved a sensitivity of 72.6% and 88.7% at 2 FPs/scan and 8 FPs/scan, respectively.
5.4 Discussion
From Table 1, it can be concluded that the malignancy score can be used to improve
the performance of CAD systems to detect lung cancers. The malignancy score as-
signed higher score for nodules that are more likely to be malignant, and therefore,
the amount of false positives detected with high suspicion degree is reduced. Com-
bining multiple CAD systems increases overall sensitivity, as lung nodules that are
previously missed by particular CAD system can be detected by other CAD system.
Adding the malignancy score to the combined CAD systems was shown to further
improve the performance.
The proposed strategies do not by deﬁnition improve the performance of the
CAD system, as shown in Table 5.1. Adding the malignancy score to a particu-
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lar system may results in a worse performance, e.g. in subsolidCAD. The majority
of subsolid malignant nodules were initially found to be small and therefore were
assigned low malignancy score. Combining two CAD systems may also lead to a
worse performance, compared to the best individual system. As an example, com-
bining multiple systems using PR may fail when many nodules were only detected
by one system. These nodules were eliminated since the probability were multiplied
by 0, which were assigned to a CAD system that didn’t detect the nodules.
For further study, it is important to qualitatively assess lesions that are detected
or undetected by the proposed method. Examples of detected malignant nodules,
missed malignant nodules, and false positives are shown in Figure 5.3. There are
7 out of 62 malignant nodules that remain undetected at 8 FPs/scan. It can be ex-
plained by the fact that all malignant nodules were from the ﬁrst screening, in which
most of the undetected ones were still small and subtle (see Fig. 5.3b). It is expected
that these nodules will be detected in the follow-up study, when the appearance of
the nodules is more pronounced. Most of the false positives with high score were
benign nodules.
It has to be noted that adding malignancy score in CAD systems, only changes
the suspiciousness of CAD markers. The aim of the study is to highlight detected
nodules that are more likely to be malignant, which are crucial to be followed-up in
clinical setting. Using this approach, the number of false positives that need to be
diagnosed in order to detect one cancer, can be reduced. Less suspicious nodules
can still be observed by setting the operating point of the CAD systems to a more
sensitive conﬁguration. We believe that the proposed CAD system can be used to
reduce the amount of time required for reading CT scans.
Combining multiple CAD systems or features can be performed using many dif-
ferent methods. One possibility is to apply supervised classiﬁcation, for which the
combination rules can be automatically learned using the given training data. For
future work, we intend to extend this study by applying more combination methods
and to validate it with more data.
5.5 Conclusions
In this study, we present the ﬁrst attempt to automatically combine lung nodule
Computer-Aided Detection systems with a lung cancer prediction model. We have
shown that combining CAD system and using a malignancy probability to modulate
the probability of (a combined) CAD system for markers to be nodules, improves the
detection performance for malignant nodules. Such an optimized CAD system could
be effectively used in the reading phase of a lung cancer screening reading scenario.
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(a) (b) (c)
Figure 5.3: (a) four examples of malignant nodules detected by the proposed system
operating at 2 FPs/scan. (b) malignant nodules which could not be detected at 8
FPs/scan, as they were attached to vessel (left) or too small (right). (c) false positives
at 0.5 FPs/scan. Most of the false positives are found to be benign nodules.
In future work, the study will be extended with more combination methods and a
validation that includes human observers.
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Abstract
Importance: Accurately estimating the malignancy risk of pulmonary nodules is
crucial for the performance and cost-effectiveness of lung cancer screening programs.
Objective: To develop and validate a deep learning algorithm based on convolu-
tional neural networks for pulmonary nodule malignancy prediction and to com-
pare its performance against expert readers and an established multivariate predic-
tion model.
Design and setting: The algorithm consisted of an ensemble of two-dimensional and
three-dimensional convolutional networks. The system was developed and trained
using a data set of low-dose computed tomography (CT) scans from The National
Lung Screening Trial (NLST). A data set from the Danish Lung Cancer Screening
Trial (DLCST) was used for external validation. Malignant nodules were collected
from participants with a biopsy proven lung cancer diagnosis; benign nodules were
collected from participants without a lung cancer diagnosis in the full follow-up pe-
riod of the screening trials.
Main outcomes and measures: The area under the receiver operating characteris-
tic curve (AUC) of the algorithms for classifying nodules as malignant or benign
was used as a performance metric. The AUC performance was compared to eleven
human expert readers and the clinically established PanCan model with statistical
hypothesis testing.
Results: The NLST data set consisted of 20,111 nodule annotations, of which 1,067
were malignant. The DLCST data set consisted of 182 nodules, of which 62 were
malignant. The algorithm achieved an AUC of 0.957 (95% CI, 0.926−0.981) on the
DLSCT data set. This was signiﬁcantly better than the eleven human readers who
obtained an average AUC of 0.892 (95% CI, 0.855−0.924; p < 0.001), range 0.831-
0.942, and the PanCan model with an AUC of 0.924 (95% CI, 0.880−0.961; p = 0.006).
Conclusions and relevance: The ensemble of convolutional neural networks trained
using a large data set achieved excellent performance for nodule malignancy predic-
tion. There is potential for integrating deep learning algorithms in a low-dose CT
lung cancer screening workﬂow.
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6.1 Introduction
The seminal NLST study has demonstrated that lung cancer screening of high-risk
individuals using three rounds of yearly low-dose computed tomography (CT) scans
reduced lung cancer mortality by 20%9 after a seven year follow-up period, com-
pared to screening with chest radiography. As a result of this study and subsequent
modeling efforts10,118, screening is currently being implemented in the United States
and several other countries. The aim of lung cancer screening is to detect lung can-
cer in an early stage when there are more treatment options and a better prognosis.
Early stage lung cancer manifests itself as focal abnormalities in the lung called pul-
monary nodules. The vast majority of nodules found in screening participants are
eventually benign. Estimating the malignancy risk of individual nodules is difﬁcult.
Follow-up of benign nodules can lead to unnecessary imaging or invasive follow-
up procedures. A data-driven model that can accurately predict nodule malignancy
from CT data may improve management decisions and increase the effectiveness of
lung cancer screening programs.
Previous work on computer algorithms for automatic nodule malignancy predic-
tion have not been yet evaluated on a large data set with proven malignant nodules.
Most studies that applied machine learning to predict malignancy119–123 used the
publicly available LIDC-IDRI data set13 to develop and evaluate their algorithms.
A fundamental limitation of these studies is that the nodules on LIDC-IDRI only
had subjective malignancy ratings from radiologists. One study developed a malig-
nancy model using classical 3D image features, and random forests classiﬁer using
data from the National Lung Screening Trial (NLST) scans124. While the malignancy
labels in this study were conﬁrmed by pathology, this model was trained using a
relatively small data set of only 498 subjects.
A large-scale training process using a massive data set has been shown to be the
key to improve the performance of many learning algorithms. In this study, we
therefore collected a large data set of nodules from the NLST. This trial was the basis
for the positive recommendation for screening in the US and the largest random-
ized control trial for lung cancer screening with low-dose CT to date. Using this set,
we developed a nodule malignancy prediction algorithm based on a combination
of two-dimensional and three-dimensional Convolutional Neural Networks (Con-
vNets). We compared the performance of the system against eleven expert read-
ers and a clinically established malignancy model, the PanCan model5, on a com-
pletely independent data set obtained from the Danish Lung Cancer Screening Trial
(DLCST)51.
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6.2 Methods
6.2.1 Data
The algorithm was developed using a data set from the largest lung cancer screening
trial to date, the NLST52. The NLST was a multi-center randomized control trial in
the US conducted to determine whether screening with low-dose CT would reduce
lung cancer mortality in a high-risk group compared to a control group which re-
ceived chest radiography. Study design and primary results of the NLST have been
reported elsewhere52,125. From August 2002 to April 2004, 26,722 participants were
enrolled at 33 US medical centers in the CT screening arm. These subjects under-
went three screening rounds at 1-year intervals, and were subsequently followed
for events that occurred through December 31, 2009. Lung cancer diagnosis was
recorded and for each lung cancer diagnosis, characteristics such as the lobe location
and stage of the cancer were recorded.
Our group requested a subset of the NLST CT scans consisting of NLST scans
from subjects with high-risk nodules (cancers, a nodule larger than 10mm, or sub-
solid nodules), all subjects who died during follow-up, and a group of random sub-
jects as a control group.
The NLST database lists the nodules found during screening with section num-
bers and lobar location; the exact nodule coordinates were not available. We there-
fore retrospectively located all nodules. An experienced radiologist inspected all
scans of subjects with lung cancer to locate the malignant nodules. If a malignant
nodule was already visible in scans prior to the year of diagnosis, the nodule was
also annotated in these scans and included in our data set. All nodules in scans of
subjects without a lung cancer diagnosis were located by medical students who re-
ceived training from an experienced radiologist. Nodule annotations that could not
be located were discarded. Additional nodules, not included in the NLST annota-
tions, that were found by the medical students who had access to computer-aided
nodule detection software108, were also included. We deﬁned all nodules from sub-
jects that did not develop lung cancer during the NLST follow-up as benign nodules.
Data ﬂow for the development data set is shown in Figure 6.1.
For external validation, we used a data set from the DLCST. The DLCST trial was
a randomized control trial in Copenhagen, Denmark, which compared screening us-
ing low-dose CT with no screening51. From October 2004 to April 2006, baseline CT
scans were obtained from 2,052 participants. These were invited for four rounds on
follow-up scans with a one year interval. For this study we used follow-up informa-
tion through July 4, 2015.
All scans were independently read by two experienced radiologists and all an-
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1148 NLST cancers
721 cancers
427 excluded (not 
found)
1067 cancer 
annotations
21642 nodule 
annotations
1972 excluded (not 
found)
19670 nodule 
annotations
17361 benign 
nodule annotations
2309 excluded (in 
subjects with cancer)
19044 benign 
nodule annotations
1683 included 
(additional annotations)
Figure 6.1: NLST development data set for nodule malignancy prediction
notated nodules were recorded. To obtain a validation data set, a case-cohort study
design was used. Two study-groups were selected from the complete screening data
set under the following conditions. The ﬁrst study group included all 62 participants
with at least one malignant nodule that had been found in the complete DLCST.
From each participant, the malignant nodule from the CT scan on which the nodule
had been annotated ﬁrst was used. In participants with multiple malignant lesions,
one malignant nodule was randomly selected. The second study group included 120
random participants with at least one benign nodule that did not develop into lung
cancer during the entire follow-up period. from the whole screening dataset. For
each participant, a random nodule from the baseline scan was used.
6.2.2 Malignancy Prediction Algorithm
ConvNets have recently become the methodology of choice for analyzing medical
images18. ConvNets are trained to perform prediction tasks directly from the raw
pixel intensities in an image. Given a large number of examples, ConvNets can
learn how to extract discriminative features from the images in order to make a
prediction. ConvNets perform feature extraction by transforming the input images
through multiple layers of computation that apply convolution ﬁlters, non-linear
operations and subsampling. In this study, we employ an ensemble of ConvNets
using two different architectures. One architecture used 2D image patches centered
on the nodule, using nine different orientations. The other architecture used a 3D
resampled volume centered on the nodule.
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Preprocessing
The input of the system is a CT scan and the coordinate of the nodule. To stan-
dardize the slice thickness of the CT scans, a preprocessing step resampled the input
image to 1×1×2 mm voxel resolution. The intensity was rescaled and clipped from
[-1000,400] HU to [0,1].
3D ConvNets
This architecture was based on a 3D extension of the VGG-net, where the image is
passed to a stack of convolutional layers with a small receptive ﬁeld23. The input of
the network was a resampled 64×64×64 patch of 70×70×70 mm.
The network used four consecutive sets of convolutional layers. The ﬁrst set con-
sisted of two convolutional layers with 32 kernels of 3×3×3. The second set con-
sisted of two convolutional layers with 48 kernels of 3×3×3. The third set consisted
of three convolutional layers with 64 kernels of 3×3×3. The fourth set consisted
of three convolutional layers with 128 kernels of 3×3×3. Each convolutional layer
was connected to Rectiﬁed linear unit (ReLU), followed by a max-pooling layer of
size 2×2×2. All sets are concatenated and the concatenated layer was connected to
two fully-connected layers with 256 output units, also followed by a ReLU. The last
fully-connected layer was connected to a softmax layer.
Multi-view 2-D ConvNets
The architecture of the multi-view ConvNets was based on the architecture used for
the nodule detection algorithm from our previous study108. The input of the network
were nine 64×64 patches of 70×70 mm obtained from different plane orientations,
as illustrated in Figure 3.2(a).
Each patch was passed to a network stream. The network used three convo-
lutional layers: the ﬁrst layer had 24 kernels of 5×5; the second layer had 32 ker-
nels of 3×3; the third layer had 48 kernels of 3×3. Each convolutional layer was
connected to Rectiﬁed linear unit (ReLU), followed by a max-pooling layer of size
2×2×2. Thereafter, the stream was connected to a fully connected layer with 16 out-
put units, followed by a ReLU. The fully connected layers from all streams were
concatenated and connected to a softmax layer. The weights of the network were
shared between streams.
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ConvNets Ensemble
Combining the predictions of several methods is a common technique to improve
performance and has been applied in many deep learning systems22,23,126. In this
study we combined the outputs of twenty ConvNets by averaging the scores of ten
3D and ten 2D architectures, each trained on ten different splits of the training data
(see Sect. 6.2.2).
Data Augmentation
Convolutional neural networks consist of a large set of parameters and are ideally
trained using a large data set. Given a limited amount of data, data augmentation
is crucial for improving the generalization and the performance of deep learning
models. Data augmentation was performed by applying image transformations on
the training data while maintaining its semantic information (benign or malignant).
During training, the following data augmentation steps were performed. Input im-
ages were augmented by resampling each image to 1.5 mm, 2.0 mm, and 2.5 mm
slice thickness. Thereafter, training patches were extracted with random rotation
[-20◦, 20◦] and random translation [-1.0 mm,1.0 mm] in each axis.
Training
The performance of the models was measured using the area under the receiver
operating characteristic curve (AUC). The AUC of the validation set was measured
after each epoch, which consisted of 200 mini-batches of 20 samples each. Training is
stopped when the validation AUC has not improved for 20 epochs. The model that
achieved the highest validation AUC was selected as the ﬁnal model to be used at
test time. The development set was randomly divided at a patient level into 90% for
training and 10% for validation. The training set was used to optimize the models,
and the validation set was used to determine when to stop the training and to tune
the hyper-parameters.
The hyper-parameters were set as follows. The multi-view 2D ConvNets weights
were optimized using RMSProp81 with β = 0.9, as applied in Setio et al. 108. The
3D ConvNets weights were optimized using the Adam optimizer110 with β1 = 0.9
and β2 = 0.999. The learning rate was set to 5 ×10−4 for multi-view 2D ConvNets
and 2 ×10−4 for 3D ConvNets. The learning rate was multiplied by 0.8 every 10
epochs. Weights were initialized using Glorot initialization83. The cross-entropy
error weighed by the nodule diameter is used as loss function to penalize errors on
larger nodules. To prevent overﬁtting, L2 regularization with λ = 5×10−4 was used.
Dropout82 was applied with a probability of p after the last fully connected layer
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and p/2 after max-pooling layers. The parameter p was set to 0.5 and 0.8 for multi-
view 2D ConvNets and 3D ConvNets, respectively. During training, images were
augmented by using rotation, translation, and slice thickness augmentation. In each
mini-batch, the number of positive and negative samples was balanced.
The systems were implemented using Python 2.7, Theano87,88, and Lasagne111.
6.2.3 Statistical Analysis
Statistical analysis was performed using bootstrapping29 with 1,000 bootstraps. The
95% conﬁdence intervals were computed based on the sensitivity at a given speci-
ﬁcity. The p-value was deﬁned as the probability that the AUC of an observer is
higher or lower than the AUC of the reference. A p-value below 0.05 was considered
statistically signiﬁcant. The 95% conﬁdence intervals and p-values were computed
using an in-house developed script in Python 2.7.
6.2.4 Performance Comparison
To compare the algorithmwith an existing and established nodulemalignancymodel,
we included the PanCan prediction model5 in the analysis. The PanCan model is
a predictive model based on the PanCan screening data. We used the full logis-
tic regression prediction model 2b to calculate the malignancy probability for each
nodule. The model includes the variables age, sex, family history of lung cancer,
emphysema, nodule size, nodule type, nodule location, nodule count per scan, and
spiculation.
To obtain the PanCan score, an experienced radiologist scored the nodule type,
presence of emphysema in the scan, and spiculation for all nodules. Family history
of lung cancer was not available, so this was set to negative for all computations.
Nodule size was measured using a semi-automatic nodule segmentation tool58. Ac-
cording to the requirements of the PanCan model, we set the malignancy score to 0
when the nodule type had been set to calciﬁed or periﬁssural nodules.
Furthermore, the performance of the algorithm was compared to an international
panel of expert readers. The observer group consisted of four board certiﬁed radiol-
ogists with over 10 years of experience in reading chest CTs, ﬁve radiology residents
and two pulmonologists from eight institutions in ﬁve countries. In the observer
study, nodules were shown in random order using an in-house developed work-
station (CIRRUS Observer, Diagnostic Image Analysis Group, RadboudUMC, Ni-
jmegen, The Netherlands). The workstation allowed interactive viewing of CT scans
in axial, coronal and sagittal view, and included tools such as zooming, slab averag-
ing, minimum and maximum intensity projections, and adjustment of window and
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level. When opened, a scan was centered on the nodule in question, however, ob-
servers could scroll and review the complete CT if warranted. They were instructed
to give a malignancy probability score to each nodule on a scale of 0 to 100. The ob-
servers assessed the malignancy score purely on the basis of visual analysis of nodule
morphology. No speciﬁc criteria were given being suggestive for malignancy.
6.2.5 Learning curve experiment
To validate the beneﬁt of using a large data set to train deep learning algorithms
for malignancy prediction, we evaluated the performance of the ConvNets when
smaller sets of training data set were used. The experiment was performed by ran-
domly subsampling the subjects in the training data set by 1%, 5%, and N×10%,
where N ranged from 1 to 10. For each subsampled training data set, the ConvNets
algorithms were trained and the performance on the validation data set was mea-
sured.
6.3 Results
Characteristics of the development and test data set are summarized in Table 6.1 and
Figure 6.1. The development data set consisted of 11,440 NLST scans from 5,882 sub-
jects. In this data set, 721 unique malignant nodules were identiﬁed. As mentioned
before, if the malignant nodules were visible at previous screening rounds, these
annotations were also included as malignant nodules; nodule annotations from sub-
jects that did not develop lung cancer were included as benign nodules. This resulted
in a total set of 19,044 benign nodule annotations and 1,067 malignant nodule anno-
tations. The external validation data set from DLCST consisted of 182 nodules, of
which 62 were malignant nodules from a CT scan on which the nodule was ﬁrstly
visible and 120 were benign nodules from baseline scans.
Figure 6.2 summarizes the performance of algorithm, the PanCan model, and the
expert readers on the external validation set from DLCST. The ConvNets ensemble
achieved an AUC of 0.957 (95% CI, 0.926-0.981). This was higher than all 11 ex-
pert readers, who achieved an average AUC of 0.892 (95% CI 0.855−0.924) with a
range from 0.831 to 0.942. The AUC difference between the ConvNets ensemble and
the average performance of expert readers was signiﬁcant (p < 0.001). The PanCan
model achieved an AUC of 0.924 (95% CI, 0.880−0.961), which was lower than the
ConvNets ensemble. The AUC difference was statistically signiﬁcant (p = 0.006).
Figure 6.2 shows the impact of the size of training data set on algorithm perfor-
mance. The performance of ConvNets steadily increased as more training data was
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Table 6.1: Statistics of the development data set (NLST) and test data set (DLCST).
Characteris-
tics
NLST annotations DLCST annotations
Benign
nodules
(N=19,044)
Malignant
nodules
(N=1,067)
Total
(N=20,111)
Benign
nodules
(N=120)
Malignant
nodules
(N=62)
Total
(N=182)
nodule size - mm
mean 6.8 14.4 7.2 6.0 15.0 10.0
std. dev. 4.3 9.5 5.0 2.2 12.6 9.4
median 5.5 12.2 5.6 5.0 12.0 7.0
range 1.0−69.2 1.0−83.0 1.0−83.0 3.0−16.0 3.0−93.0 3.0−93.0
nodule type - no. (%)
Solid 13,374 (70.2) 840 (78.7) 14,214 (70.7) 116 (96.7) 45 (73.0) 252 (84.0)
Part-solid 1,531 ( 8.0) 179 (16.8) 1,710 ( 8.5) 1 ( 0.8) 10 (16.0) 22 ( 7.3)
Non-solid 4,139 (21.7) 48 ( 4.5) 4,187 (20.8) 3 ( 2.5) 7 (11.0) 26 ( 8.7)
available. No performance plateau was observed for either the multi-view 2D or
3D ConvNets, which indicates that more training data might further improve the
malignancy prediction.
6.4 Discussion
In this study, we collected a large data set of CT scans from the NLST and DLCST
lung cancer screening trials for which the malignant nodules were based on biopsy
conﬁrmed lung cancer diagnoses. Our development data set consisted of scans from
5,882 subjects. This is an order of magnitude larger than any previous study that ap-
plied machine learning for malignancy prediction. An algorithm based on convolu-
tional neural networks was trained on the NLST data set, with the aim of predicting
the probability of malignancy of a pulmonary nodule based solely on information
from a single CT scan. On the independent DLCST data set, we showed that the
algorithm achieved a signiﬁcantly better performance compared to an existing and
widely established nodule malignancy models and each reader in a group of 11 ex-
pert readers. This shows the potential of using the algorithm as an aid in lung cancer
screening.
Our result compare favorably to several studies that have been performed to de-
velop nodule malignancy prediction models. Using a subset of 498 subjects from
the NLST, a classical machine learning algorithm achieved an AUC of 0.83124. Other
studies119–123 alternatively used radiologist malignancy rating from LIDC-IDRI data
set (1,018 subjects) to evaluate their algorithms and reported AUCs of 0.812 - 0.981.
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Figure 6.2: ROC curves of the malignancy classiﬁcation performance on the indepen-
dent DLCST data set (blue curve). The ROC curves of the 11 expert readers are shown
in gray and the ROC curve of the PanCan model is shown in green.
The performance of these algorithms on classifying actual proven malignant nodules
from benign nodules remains unclear.
The algorithm could be used to further optimize the lung cancer screening pro-
grams, e.g. to classify small nodules that are more challenging to be interpreted by
a human. As the algorithm does not require manual interpretation of nodule char-
acteristics, the proposed system could also be used to reduce the variance in CT
interpretation, as has been shown to be substantial by Pinsky et al. 14.
Figure 6.3 conﬁrms that using a smaller data set decreases the performance of
the ConvNets. The decrement in performance is more apparent in the 3D ConvNets
that have more parameters to be optimized. This could be explained by the fact that
differentiating malignant nodules from benign nodules requires an understanding
of complex morphology. The training data set should include a large number of
samples to cover the broad spectrum of nodule morphology. It is important to note
that the plateau of the performance is not yet observed. Therefore, using a larger
data set is likely to improve the performance of the algorithm further.
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Figure 6.3: The performance of the ConvNets on the NLST validation data set as a
function of the training data set size. In this experiment, the training data set was
randomly subsampled in subject-level by 1%, 5%, and N×10%, where N ranged from
1 to 10.
6.5 Conclusion
We presented a nodule malignancy prediction algorithm based on an ensemble of
2D and 3D convolutional neural networks. We showed that the algorithm achieves
signiﬁcantly better performance than human expert readers. The algorithm also out-
performs an established multivariate model based on subjectively assessed nodule
characteristics. The proposed nodule malignancy prediction model could potentially
be used to aid readers in determining the most appropriate follow-up in a lung can-
cer screening setting.
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In this thesis, we described and evaluated algorithms for lung nodule detection and
classiﬁcation. Lung cancer is the leading cause of cancer death worldwide. The
National Lung Screening Trial (NLST) showed that screening of high-risk subjects
using low-dose computed tomography (CT) signiﬁcantly reduced lung cancer mor-
tality compared to screening with only chest radiography. One of the major hurdles
in implementation of screening programs is the substantial reading effort for radiol-
ogists. They have to detect nodules, interpret the malignancy risk, and recommend
a suitable follow-up procedure. The algorithms presented in this thesis could assist
or maybe even replace radiologists in these tasks and that might make lung cancer
screening more efﬁcient and more effective. In this chapter, we discuss the major
contributions of the work, identify limitations, and propose directions for future re-
search.
Pulmonary nodule detection
In lung cancer screening, the detection of pulmonary nodules is arguably the most
time-consuming task when reading the screening CT scans. Therefore, automatic
detection of pulmonary nodules has been one of the most studied CAD applica-
tions17,127. Different algorithms have been proposed by many research groups and
large data sets have been collected to improve the performance of the algorithms.
While the performance of CAD systems has improved over time, a considerable
number of nodules remain undetected when an algorithm is set to operate at a low
false positive rate; this prohibits the use of CAD in clinical practice.
In this thesis, approaches to further improve the performance of automatic detec-
tion systems for pulmonary nodules were investigated. One of the main limitations
of existing CAD systems was that they often fail to detect rarer, but highly suspicious
nodules. These rarer nodules (e.g., subsolid or large nodules) appear with very dif-
ferent morphological characteristics compared to the majority of nodules. As CAD
systems are typically trained using a set of randomly sampled nodules, rarer nodules
are often underrepresented in the training data set. As a consequence, they are not
well detected by machine learning algorithms. Techniques to detect nodules with a
wide variation in morphology are required to improve the detection performance.
In Chapter 2, a dedicated CAD system for the detection of large nodules was
proposed. Large nodules are highly suspicious and should not be missed during
screening. The ANODE09 study showed that the detection sensitivity of CAD sys-
tems was only 29% at 1 FP/scan for nodules larger than 5 mm. We showed that a
dedicated CAD system could reach a sensitivity of 94.1% at 1 FP/scan for large nod-
ules (≥10 mm). The CAD system could be combined with other (dedicated) CAD
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systems to be used as an ensemble of CAD systems.
Another possible approach is to further improve the underlying algorithms of
the CAD system. In Chapter 3, the classical false positive reduction stage was sub-
stituted with convolutional neural networks (ConvNets). Deep learning is a speciﬁc
kind of machine learning where the algorithm not only learns the mapping of fea-
tures to output, but also the features itself20. This removes the need to handcraft
feature extraction algorithms, which is arguably a very hard task. Given the wide
variety of nodule characteristics, determining what would be the best possible fea-
ture set is not obvious. Learning the features directly from the data thus represents
a very attractive alternative. We showed that a CAD system that employs ConvNets
as a feature extraction algorithm outperforms existing CAD systems which use a
combination of classical feature extraction and classiﬁcation algorithms.
To further improve performance, it is important to increase the robustness of nod-
ule detection algorithms in detecting all type of nodules and in handling diverse
qualities of scans. This could be done by collecting a larger data set from different
screening sites. Such a set would include nodules with heterogeneous morphology
scanned with many different types of scanners. We also noticed that several lung
abnormalities (e.g., osteophytes or large vessels) are in some cases still detected as
nodules. While they have been labeled as ”negatives,” these abnormalities are often
under-sampled during training, and therefore the ConvNets does not learn how to
tell them apart from real nodules. A possible remedy is the use of, a dynamic train-
ing mechanism, such as selective sampling128. Such a selective sampling procedure
repeatedly selects, during training, errors of the current ConvNets, with the idea that
humans learn most from their mistakes. We have found that it is very important in
such a training regimen that all nodules have been correctly annotated, otherwise
the ConvNets keep being presented with actual nodules that was labeled as non-
nodules, and it will systematically confuse the ConvNets. Another possibility is to
manually annotate abnormalities to be used as additional classes. This approach has
been proven useful for ConvNets in dealing with ﬁne-grained variability in photos
of lesions for skin cancer classiﬁcation115.
A few nodules were repeatedly missed by the candidate detection algorithm. The
ConvNets nodule detection system described in this thesis still relied on nodule can-
didates detected by ’classical’ image processing algorithms. These candidate detec-
tion algorithms use techniques such as thresholding, morphological operations, and
shape features, to propose a set of candidates with high sensitivity. Consequently,
nodules that did not adhere to these criteria were unintentionally discarded and
could not be analyzed by the false positive reduction stage. The possibility of substi-
tuting the candidate detection algorithm with a deep learning algorithm should be
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investigated. In fact, several deep learning algorithms (e.g., RCNN, U-net) were al-
ready applied as candidate detectors in the Kaggle Data Science Bowl 2017 challenge
for lung cancer detection (described in the following section). These algorithms were
able to detect nodules with a higher sensitivity using fewer candidates. However,
further investigation and optimization on a larger data set is required.
Investigating a novel learning algorithm that requires fewer samples could also
be an interesting research direction. The current state-of-the-art algorithm, deep
learning, requires a large data set to be collected to make a CAD system work. Ide-
ally, the algorithm only requires few distinct samples, just like a human who is able
to master new concepts from only a handful of cases presented in a textbook. Fu-
ture research should also focus on clinical validation of CAD systems to identify the
beneﬁt for radiologists of applying CAD systems.
Evaluation of CAD algorithms
A comparative evaluation of CAD systems using a standard reference data set is a
necessary step to make collaborative scientiﬁc progress. For most relevant tasks, dif-
ferent algorithms have been developed by multiple research groups. However, it is
not always clear how well an algorithm performs compared to others, as they were
all trained and evaluated using different sets of data. Difﬁculties accessing public
data sets also prevent groups with experience in machine learning or computer vi-
sion — but no particular background in medical image analysis — to participate in
the efforts to solve the task. In order to fairly compare algorithms, our group ini-
tiated several image analysis challenges for which evaluation frameworks using a
common data set were offered.
In Chapter 4, one such effort, the LUNA16 challenge, is described. LUNA16 was
the ﬁrst evaluation framework for nodule detection algorithms that used a large data
set containing hundreds of CT scans from the public LIDC-IDRI data set13. Two
challenge tracks were offered: The nodule detection track allowed participants to
evaluate a complete CAD system while the false positive reduction track offered
all participant a pre-deﬁned set of nodule candidates to be scored. The LUNA16
challenge attracted more than 30 submissions. Most participating groups had not
been working on lung nodule detection before. This encouraged novel solutions to
be developed and increased the awareness within the research community for the
lung nodule detection problem. The top performing CAD systems were invariably
using deep learning, clearly demonstrating the superiority of this technology for
image analysis, also in the medical domain.
A major limitation of the LUNA16 challenge was the fact that the LIDC-IDRI data
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set was a publicly available, web-accessible database. Participants were required to
perform cross-validation procedures or to use independent data sets to train their al-
gorithms. This introduced the risk that participants made unintentional errors while
carrying out the cross-validation experiment. To reduce the risk of errors, future
challenges should include an independent data set with a hidden reference stan-
dard. Another option would be to request participants to upload their algorithms
and execute the algorithms on a central computation server. In this scenario, the test
data set would never be released to algorithm developers. A new concept using con-
tainerization solutions such as Docker, is a feasible direction for the near future. An
example of a challenge which used Docker containers is the digital mammography
DREAM challenge129.
The LUNA16 challenge attracted more research groups to contribute in the devel-
opment of lung nodule detection CAD systems. Easy access to data and the avail-
ability of standardized performance evaluations are considered paramount for in-
creasing participation. Challenges for the evaluation of CAD algorithms will remain
relevant.
In January 2017, Booz Allen Hamilton and Kaggle — one of the leading platforms
for predictive modeling and analytics competitions — hosted the third Data Science
Bowl. The Data Science Bowl 2017 was a competition aimed to tackle the lung can-
cer detection problem. Participants were required to develop an algorithm to predict
whether a person will be diagnosed with lung cancer within one year, given a single
CT scan. It was, by far, the biggest challenge in chest CT analysis ever executed,
with a grand total of $1 million in cash prizes. This was a logical step after LUNA16,
where the computer algorithms should directly identify high-risk subjects for fur-
ther treatment. Different solutions were proposed by 1,972 teams and, within three
months, the top-10 systems were able to outperform the current image assessment
tools used in screening. This highlighted the beneﬁt of crowd-sourcing for speeding-
up scientiﬁc progress. We also like to note that our LUNA16 challenge data was used
by many participants in the Data Science Bowl 2017. Over 3,200 users have regis-
tered for the LUNA16 challenge, making it one of the most successful medical image
analysis challenges to date.
Possible future challenges may include more in-depth clinical tasks, for exam-
ple identifying all lung abnormalities, classifying different nodule types, identifying
suspicious nodules, or automatically generating radiological reports. Future chal-
lenges should also be addressed as a collaboration between many institutions, as
this would allow to collect a large repository of chest CT images.
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Nodule malignancy prediction
The aim of lung cancer screening is to detect lung cancer early in asymptomatic
subjects. As only a small proportion of nodules are lung cancer, an accurate nodule
malignancy predictor is essential for an efﬁcient lung cancer screening workﬂow.
Despite its importance, only few studies have developed lung cancer malignancy
predictors using machine learning approaches. This could be partly explained by
the scarcity of a public data set that includes a large number of pathologically-proven
malignant nodules.
A large-scale development using a massive data set was shown to be the key to
improve the performance of many learning algorithms. It reduced the risk of bias;
when trained with small data sets, algorithms may learn some random characteristic
of the training data, and not perform well on unseen data. In order to evaluate
the algorithms’ performances in the screening scenario, CT scans from lung cancer
screening trials were actively collected by our group. In our studies, we have been
using two data sets from the Danish Lung Cancer Screening Trial (DLCST) and the
National Lung Screening Trial (NLST), two studies conducted in Denmark and the
United States, respectively.
In Chapter 5, we investigated the possibility to improve the detection sensitiv-
ity of the CAD system on cancerous nodules. As CAD systems were developed
using randomly sampled nodules, rarer malignant nodules may have been given
lower scores compared to benign nodules. Consequently, many nodules needed to
be evaluated to eventually identify malignant nodules. A better distinction between
malignant and benign nodules may optimize the reading process. We showed that
combining the nodule scores from CAD systems and the malignancy scores from
the PanCan model5 improved the detection sensitivity for malignant nodules in the
DLCST data set.
In Chapter 6, a malignancy prediction algorithm using ConvNets was developed.
We collected a large data set from the NLST to be used as a development data set. To
evaluate the algorithm’s performance, an independent data set from the DLCST was
used and the performance was compared to twelve expert readers and the PanCan
model. We showed that the ConvNets system could outperform expert readers and
the PanCan model on this data set. To the best of our knowledge, this is the ﬁrst work
showing that a malignancy prediction algorithm could achieve better performance
than expert readers; there is potential for using the algorithm as an aid for lung
cancer screening.
While the performance of our algorithm for nodule malignancy prediction is
promising, a more extensive evaluation of the algorithm should be performed. Sev-
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eral challenges were identiﬁed. Lung cancers exhibit a complex and wide variability
in size, shape, and morphology. We identiﬁed that the performance of the algorithm
is still not optimal yet, especially for rare malignant nodules (e.g., subsolid or large
nodules). The actual number of lung cancers identiﬁed in lung cancer screening
trials may be too small for deep learning to reliably extract all possible shape vari-
ations; several deep learning algorithms for medical image analysis were evaluated
on much larger data sets containing hundreds of thousands of cases115,126. Moreover,
multiple screening trials employed different screening protocols that may result in
data selection and scan quality bias. A fully comprehensive evaluation on a bigger
data set is essential to further evaluate the performance.
An interesting option would be to consider temporal information for malignancy
prediction; nodule growth is one of the most important malignancy predictors. As
the majority of scans in a screening workﬂow are follow-up scans, including tempo-
ral information should improve malignancy prediction.
Directions for future research
The development of deep learning algorithms has substantially advanced the ﬁeld
of medical image analysis in recent years. Starting in the 2010s, researchers found
that very large and deep neural networks could be trained to recognize and classify
diverse types of data with human-like accuracy. Since then, remarkable advances in
different applications have been reported.
The current performance of automatic nodule detection algorithms almost reaches
an acceptable level of maturity. In 2009, ANODE0919 showed that existing CAD
systems still suffer from many false positives and missed suspicious nodules. The
participating CAD systems achieved a sensitivity of 63.8% at 1 FP/scan. In 2017,
LUNA16 shows that top-performing CAD systems achieved a substantial improve-
ment in performance with a sensitivity of 97.2% at 1 FP/scan. The availability of a
larger data sets and the implementation of better learning algorithms are considered
to be the main factors for this improvement. As lung cancer screening is currently
being implemented in the United States, more data will be available in the future;
along with increasing computing power, these factors alone should further improve
algorithms’ performances.
The next research question should be how to further improve these algorithms to
support clinical decision-making in daily practice. One of the biggest challenges in
the development of algorithms for medical image analysis is to generate reliable ref-
erence standards from the exploding quantity of health-care data. Top-performing
algorithms rely on a high-quality reference annotations and may not scale well when
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larger data sets with new imaging protocols are given. Developing a robust unsu-
pervised or semi-supervised learning to ﬁnd irregularities could solve this problem.
It is also important to integrate all existing algorithms into a single comprehen-
sive CAD system. The current screening scenario requires radiologists to follow the
ACR Lung CT Screening Reporting and Data System (Lung-RADS™). The Lung-
RADS category determines the clinical workup of a subject. The nodule type, size,
and growth are the essential determinants. Beside the nodule detection and clas-
siﬁcation algorithms described in this thesis, algorithms for nodule type classiﬁca-
tion130 and nodule size measurement58 are already available. These algorithms could
be integrated to develop a fully automatic Lung-RADS classiﬁcation system. A fur-
ther outlook would be to develop algorithms that directly suggest optimal clinical
follow-up based on both medical images and clinical records.
In the past few years, more research has been devoted to developing computer al-
gorithms that can interpret medical images. Large companies (e.g., Philips, Siemens,
GE, or Google) progressively build computerized image diagnostic tools for their
health-care products. Research groups and medical imaging startups actively collab-
orate with hospitals to develop personalized software solutions. This should further
speed-up the research progress in health-care. The works described in this thesis are
our contributions to improve health-care; I believe that my ﬁndings are important
steps towards optimal lung cancer screening.
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Lung cancer is the leading cause of cancer death worldwide1. With an approximated
155,870 deaths, lung cancer accounts for 1 in 4 mortalities caused by cancer. The 5-
year survival rate of subjects diagnosed with lung cancer is only 18.1%. Only when
lung cancers are diagnosed in an early stage, treatment options are better and the
5-year survival is 55%. To reduce the high mortality rate, there is a strong need to
detect subjects with lung cancer early.
Lung cancer screening is designed to ﬁnd individuals with lung cancer early
when the disease can still be treated well. However, the implementation of screening
would signiﬁcantly increase the workload of radiologists. Efforts have been made to
develop machine learning algorithms that may improve the efﬁciency of lung cancer
screening. This thesis focuses on the development of algorithms for two tasks: lung
nodule detection and nodule malignancy prediction.
Chapter 2 describes a novel nodule detection system for solid nodules larger than
10 mm. Previously published CAD systems for pulmonary nodules have good per-
formance for relatively small nodules, but often fail to detect the much rarer larger
nodules, which are more likely to be cancerous. The proposed CAD system reaches
a sensitivity of 98.3% and 94.1% large nodules at an average of 4.0 and 1.0 false posi-
tives per scan, respectively. We conclude that it is possible to develop a CAD system
that can identify the majority of highly suspicious lesions in thoracic CT scans.
In Chapter 3, we proposed a novel nodule detection system using multi-view
ConvNets as the false positive reduction stage. The false positive reduction stage is
fed with nodule candidates obtained by combining three candidate detectors specif-
ically designed for solid, subsolid, and large nodules. For each candidate, a set of
2D patches from differently oriented planes is extracted. The proposed architecture
comprises multiple streams of 2D ConvNets, for which the outputs are combined
using a dedicated fusion method to get the ﬁnal classiﬁcation. On the LIDC-IDRI
dataset, our method reaches high detection sensitivities of 85.4% and 90.1% at 1 and
4 false positives per scan, respectively. We showed that the proposed algorithm us-
ing multi-view ConvNets is suited to be used for false positive reduction of a CAD
system.
Chapter 4 explains the challenge which we have organized for nodule detection;
the LUNA16 challenge. The challenge used a comparative performance evaluation
framework. Algorithms from twelve systems are discussed and the impact of com-
bining the algorithms was investigated. It was observed that the leading solutions
employed ConvNets and used the provided set of nodule candidates. The combi-
nation of these solutions achieved an excellent sensitivity of over 95% at less than
1.0 false positives per scan. This highlights the potential of combining algorithms
to improve the detection performance. Our observer study with four expert readers
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has shown that the best system detects nodules that were missed by expert readers
who originally annotated the LIDC-IDRI data.
Chapter 5 investigates strategies to improve the performance of a CAD system for
detecting nodules with a high probability of being cancers. We combined multiple
nodule detection algorithms with a lung cancer risk prediction model, which leads
to an improvement in detection sensitivity for suspicious nodules. We evaluated
the method using 180 CT scans from the Danish Lung Cancer Screening Trial that
includes 62 malignant nodules. Using a product rule, the proposed system achieved
an improvement in sensitivity, compared to the best individual CAD system, from
41.9% to 72.6% at 2 false positives (FPs)/scan and from 56.5% to 88.7% at 8 FPs/scan.
In Chapter 6, we proposed a novel nodule malignancy prediction system using
ConvNets. We trained the system using a large set of CT scans from NLST and
validated the performance on a completely independent data set from Danish Lung
Cancer Screening Trial. The ConvNets-based system achieved an area under the
AUC of 0.957. The proposed system is signiﬁcantly better than the eleven human
readers with an average AUC of 0.892 and the PanCan model with an AUC of 0.924.
We show that the ConvNets-based system is capable of achieving performance levels
comparable to expert readers.
The studies performed in this thesis shows that novel techniques for lung nod-
ule detection and nodule malignancy prediction increase the achievable sensitivity
and speciﬁcity of existing CAD systems. Implementation of proposed CAD systems
could potentially improve the effectiveness of lung cancer screening.
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Longkanker is wereldwijd de meest dodelijke vorm van kanker1. Met een geschat
aantal van 155,870 doden in de VS in 2017 is longkanker verantwoordelijk voor e´e´n
van de vier sterfgevallen door kanker. De vijfjaarsoverlevingskans van mensen die
gediagnosticeerd worden met longkanker is slechts 18.1%. Echter, als longkanker
in een vroeg stadium gediagnosticeerd wordt, zijn er meer behandelmogelijkheden
en is de vijfjaarsoverlevingskans 55%. Om longkankersterfte terug te dringen is het
daarom noodzakelijk om longkanker zo vroeg mogelijk op te sporen.
Longkankerscreening is erop gericht ommensenmet longkanker in een vroeg sta-
dium te vinden zodat ze tijdig behandeld kunnen worden. Als longkankerscreening
op landelijk niveau ingevoerd zou worden, zou dat de werkdruk van radiologen in
Nederland aanzienlijk verhogen. Beeldanalyse algoritmen zouden de interpretatie
van screening scans efﬁcie¨nter kunnen maken. In dit proefschrift zijn algoritmen on-
twikkeld en onderzocht die zich richten op twee taken: detectie van longnodulen en
het voorspellen van kwaadaardigheid van longnodulen.
Hoofdstuk 2 beschrijft een nieuw detectie systeem voor solide nodulen die een di-
ameter groter dan 10 mm hebben. Eerder beschreven detectie systemen voor longn-
odulen presteren goed voor kleinere nodules, maar zijn vaak minder geschikt om
de zeldzamere grotere nodulen op te kunnen sporen. Het beschreven CAD systeem
haalt een sensitiviteit van 98.3% en 94.1% voor grote nodules, met respectievelijk een
gemiddelde van 4.0 en 1.0 vals positieve markeringen per scan. Hieruit concluderen
wij dat het mogelijk is om een CAD systeem te ontwikkelen dat de meerderheid van
hoogverdachte nodulen in thorax CT beelden kan vinden.
In hoofdstuk 3 hebben wij een nieuw nodule detectie systeem beschreven dat
gebruik maakt van diepe neurale netwerken om het aantal vals positieve markerin-
gen te verminderen. De stap waarbij we de vals positieven verminderen met neurale
netwerken wordt uitgevoerd op de set van nodule candidaten die verkregen worden
door het combineren van drie candidaat detectoren die speciaal gemaakt voor solide,
subsolide, en grotere nodulen. Voor elke candidaat wordt een set van 2D patches met
verschillende orintaties uit de CT scans gehaald. De beschreven architectuur bevat
meerdere stromen 2D neurale netwerken voor de verschillende 2D patches, en de re-
sultaten voor de verschillende patches worden gecombineerd met gebruik van een
speciale fusiemethode om de uiteindelijke classiﬁcatie te verkrijgen. Op de LIDC-
IDRI dataset bereikte deze nieuwe methode hoge detectie sensitiviteiten van 85.4%
en 90.1% met respectievelijk 1 en 4 vals positieve markeringen per scan.
Hoofdstuk 4 beschrijft de LUNA16 competitie die wij georganiseerd hebben. In
deze competitie gebruikte wij publieke data, de LIDC-IDRI dataset, en een ges-
tandardiseerde evaluatiemethode om prestaties van verschillende algoritmen goed
te kunnen vergelijken. We bespreken twaalf algoritmen en hun resulaten, en we laten
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zien wat het combineren van algoritmes van deze systemen kan opleveren. De com-
petitie leerde ons dat de beste oplossingen allemaal diepe neurale netwerken en door
ons verstrekte nodule candidaten gebruikten. De combinatie van deze oplossingen
leidde tot een uitstekende sensitiviteit van meer dan 95% met minder dan 1.0 vals
positieve markeringen per scan. Dit laat zien dat er potentieel zit in het combineren
van algoritmen om de detectie prestaties te verbeteren. Een experiment waarbij we
vier experts de resultaten van de beste systemen hebben voorgeschoteld laat zien
dat de beste systemen nodulen kunnen vinden die gemist werden door de vier ex-
perts die als de oorspronkelijke referentie standaard van de LIDC-IDRI data hebben
bepaald.
Hoofdstuk 5 beschrijft het onderzoek waar we hebben gekeken naar strategien
om de prestaties van een CAD systeem te verbeteren voor het detecteren van nod-
ules die hoogwaarschijnlijk maligne zijn. Wij combineerden meerdere nodule de-
tectie algoritmen met een klinisch longkanker risico model wat leidde tot een ver-
betering van de detectie sensitiviteit voor verdachte nodulen. Wij evalueerden de
methode met 180 CT scans van het Deens bevolkingsonderzoek naar longkanker die
62 maligne nodulen bevatte. In vergelijking met het beste individuele CAD systeem
bereikte het nieuwe systeem een verbetering van sensitiviteit van 41.9% naar 72.6%
met 2 vals positieve markeringen per scan, en van 56.6% naar 88.7% met 8 vals posi-
tieve markeringen per scan.
In hoofdstuk 6 stelden wij een nieuw algoritme voor wat de kwaadaardigheid
van nodulen inschat door middel van het gebruik van diepe neurale netwerken.
Wij trainden het systeem met gebruik van een grote dataset CT scans van de NLST
studie, en valideerde de prestaties op een geheel onafhankelijke dataset van het
Deens bevolkingsonderzoek naar longkanker. Het systeem wat een combinatie van
2D en 3D neurale netwerken gebruikte bereikte een oppervlakte onder de ROC curve
(AUC) van 0.957. Dit was signiﬁcant beter dan de elf menselijke lezers die een
gemiddelde AUC van 0.892 hadden; ook het PanCan model haalde een lagere AUC
van 0.924.
Het onderzoek dat beschreven staat in dit proefschrift laat zien dat nieuwe tech-
nieken voor long nodule detectie en nodule maligniteitspredictie de sensitiviteit en
speciﬁciteit van huidige CAD systemen verhogen. Implementatie van de voorgestelde
CAD systemen kunnenmogelijk de effectiviteit van longkanker screening verbeteren.
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Years have passed since I set foot at DIAG for the ﬁrst time. I was nervously sitting
in a glass corridor, waiting for an interview for a Ph.D. position in automating CT
lung screening1. Little did I know that this project would lead to one of the most
exciting periods in my life. For that, I would like to thank all the people who I came
across and who walked together with me during the last ﬁve years.
I would like to thank Bram van Ginneken for teaching me how to manage and
perform research projects. Beste Bram, your systematic thinking, and attention to de-
tail have always impressed me, and I learned a lot from you. There were countless
moments when I stumbled over many research questions, and I will always appre-
ciate the fact that I could just go and discuss them with you. Taking a big leap in
research is somewhat daunting. Yet, you very early on coined the ’Deep Image Anal-
ysis Group’, and I think these changes beneﬁted DIAG a lot. Being part of your lung
cancer screening project gave me a new perspective on how computer algorithms
should be designed to improve society. I enjoyed all of our discussions and wish we
could work together again in the future.
Mathias Prokop, thank you very much for your invaluable feedback and clinical
insights for my research. You have been very supportive and never hesitated to help
me with the clinical questions. Not infrequently, you also provided constructive
feedback on the technical aspects of my work. I have never met a radiologist who
has as complete and comprehensive knowledge in multiple research subjects as you
have. It was a great pleasure for me to have you as one of my promotors.
Ernst Scholten and Cornelia Schaefer-Prokop, thank you very much for the inﬁ-
nite positivity and enthusiasm for the nodule projects. I learned a lot about radiology
every time we sat together in front of the demo PC to read nodules. You are always
eager to explain what you see in the CT scan, which helps me to understand how I
can improve my work. Finishing many projects on time wouldn’t have been possible
without your support.
Eva van Rikxoort, thank you very much for the support you gave, especially
on the segmentation projects. At the beginning of my Ph.D., you explained to me
the pipeline that is used by the group to process the images. Understanding the
pipeline early has proven to be very beneﬁcial for my projects. You also helped me
a lot with the many questions I had about the lung segmentation algorithms and the
COPDGene dataset. Building up Thirona is very inspiring to me, and I hope I could
contribute to Thirona in some way in the future.
Colin Jacobs, thanks for being the best nodule CAD fellow in the group, and
eventually the co-promotor of my Ph.D. thesis. I noticed that I have been bothering
you a lot with questions about MeVisLab, CIRRUS Lung Screening, and the chest CT
1http://www.diagnijmegen.nl/index.php/VacanciesLungScreening2013
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pipeline; somebody told me that you are the one and only MeVisLab guy at DIAG.
For sure, your knowledge of python and C++ have been helping me in to improve
the quality of my work. You have also been very supportive in providing feedback
on my papers. Lastly, I enjoyed our trips to ISBI and GTC. The tour around Silicon
Valley with you and Bram was incredible.
I would like to thank Prof. Ad Verhagen, Prof. Max Welling, Prof. Josien Pluim,
and Erik van der Heijden MD, Ph.D., for their willingness to read and assess my
manuscript. I hope you enjoy the work presented here.
Francesco Ciompi, thank you for showing me how to be a good researcher. We
started at DIAG at the same time in 2013, and since then, we discussed a lot of papers,
algorithms, scientiﬁc writing, etc. Your detailed feedback on the draft of the papers
helped me to improve my writing skills a lot. Special thanks for the hundreds of
hours spent together to prepare the ﬁrst ConvNet algorithm for the nodule detection
system. The efforts for MICCAI and TMI special issue on deep learning, especially
during SPIE, will always be memorable.
Jean-Paul Charbonnier, the one and only ’French guy’ at DIAG, thank you for be-
ing the nicest and funniest colleague in the chest CT team. I always enjoyed the cof-
fee breaks, the ping-pong games, and even the bouldering session we had through-
out the Ph.D. You will always be welcomed in Indonesia, and I am looking forward
to ’properly’ introduce Jakarta and West Java to you. Preparing the stukje for you
was fun and I am happy that you could also be my paranymph.
Gabriel Humpire-Mamani, you were the ﬁrst Ph.D. colleague in the body CT
team that was recruited speciﬁcally for extending our deep learning knowledge.
Thank you for the many chit-chats about programming, deep learning, traveling,
llama, Peruvian cuisine, Mr. Fujimori, and of course, for many games (e.g., poker,
ping-pong) we played after work. You have done great work thus far, and I wish
you good luck for your second Ph.D. in the future ;). It is an honor to have you as
my paranymph!
I would like to thank all members of chest/bodyCT team: Paul Konstantin Gerke,
Sarah van Riel, Kaman Chung, Anton Schreuder, Leticia Gallardo Estrella, Joris
Bukala, Max Argus, Alberto Traverso, and Zijian Bian. Having a large team working
on similar projects makes the journey more fun. Thank you, Anton Schreuder, for
helping to improve my English a lot, the ’samenvatting’, and for the exciting board
game nights. Thank you, Max Argus and Nadine Kraamwinkel for the reforesta-
tion of our rooms. Thank Usama Pervaiz, Valentin Kotov, and Jaap Gelderblom for
all discussions we had about the projects and life in general. Thank you for the new
members; Saurabh Jain, Ecem Lago, Joep Kamps, Xie Weiyi, and Tajwar Aleef. While
we knew each other for only a few days, I enjoyed the interactions we had, and I am
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convinced that you will do great in the group.
Adopting deep learning algorithms for the ﬁrst time as a group was fun, thanks to
the deep learning team: Clarisa Sa´nchez, Geert Litjens, Thijs Kooi, Babak Ehteshami
Bejnordi, Mohsen Ghafoorian, Sil van de Leemput, Mark van Grinsven, Freerk Ven-
huizen, Rick Philipsen, and Pragnya Maduskar. I would like to thank all of you for
the many interesting discussions and valuable inputs we had in ensembling these
networks together. We initially had no idea how to use deep learning; libraries were
limited, and we were not even sure if our dataset was large enough to train such
a network. But, of course, this was why the journey was exciting. Special thanks
to Thijs, Babak, Mohsen, and Freerk for many late-afternoon discussions about the
future of the world full of artiﬁcial intelligence.
I would like to thank all collaborators. Thank you for Asger Dirksen, Mathilde
Marie Winkler Wille, and Matiullah Naqibullah for their support with the Danish
Lung Cancer Screening Trial data. The data has proven to be very important for
the validation of our algorithms. I am glad that we could collaborate on these
nice projects. I would also like to thank all collaborators for the LUNA16 chal-
lenge, especially Jef Vandemeulebroucke, Hao Chen, Qi Dou, Guido Zuidhof, Luuk
Scholten, and Jack Yu-Hung Lin. Thank you for participating in the LUNA16, join-
ing the ISBI workshop session, and for many correspondences we had to improve
the manuscript. I would also like to thank Bram Geurts, Miranda M. Snoeren, Ernst
Scholten, Cornelia Schaefer-Prokop, and Bram van Ginneken for supporting us with
the observer study.
Finishing up the thesis would not be so fun without the accompaniment of crazy
and kind roommates. Thank you Suzan Vreemann for bringing up the warm atmo-
sphere in the room. I am still pretty sure that the phone should have been perma-
nently moved to your desk. Thank you, Thijs Kooi, for the deep and honest discus-
sions about the movement of AI all around the world. Let’s have another meetup
and go to other Asian restaurants next time. Thank you Carl Shneider for being the
most social guy ever at DIAG. I will always remember your laugh, and I wish you
success in your next endeavors. Thank you Wendelien Sanderink and Oscar Debats
for the coffee break sessions and for patiently listening to all our talks and rumbles.
I would like to thank all DIAG members for the pleasant interactions and social
activities. Thank you for welcoming me to the team, the fun DIAG weekends, the
coffee breaks, and the mental support. For this, I would like to thank Jonas Teuwen,
Albert Gubern-Me´rida, Jaime Melendez, Sjoerd Kerkstra, Sven Lafebre, Pe´ter Ba´ndi,
Mehmet Dalmis, Oscar Gessink, Thomas van den Heuvel, Bart Liefers, Midas Meijs,
Jan van Zelst, Marcel Oei, Ajay Patel, Ewoud Smit, David Tellez, Katharina Holland,
Tao Tan, Nadya Timofeeva, Christiana Balta, Dagmar Grob, Alejandro Rodrı´guez-
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Ruiz, Bart Bloemen, Mandana Moghaddam, Nikolas Lessmann, and Ines Bagulho.
Thanks to Laurens Hogeweg, Henk Roozen, Wendy van de Ven, Bram Platel, and
Jan-Jurre Mordang who helped me with integration into the group or who helped
me integrate with the group at the beginning of my Ph.D. Special thanks to Char-
lotte Neger, Solange Estourgie, Leonie Vos, and Rens Jongerius for supporting all
my administrative tasks and for helping me with the residence permit applications.
Embarking on a Ph.D. journey is a big decision that I made in my life. I would
like to thank Desiree Abdurrachim, Arya Adriansyah, Caecilia Vitasari, Maurice
Peemen, and Fons van der Sommen for inspiring me to follow your path in pursuing
an academic career. I would like to thank Muhammad Ghifary and Vanya Vabrina
Valindria for brainstorming potential machine learning applications in Indonesia. I
would also like to thank Adrienne Heinrich for the ﬁnal push toward my decision
on accepting this Ph.D. offer. I was worried that I would not make it, but as you had
believed, it worked out for me.
Having an ITB student orchestra (ISO) background will always make you think
about performing in an ensemble, even when you are abroad. It was a simple, but
challenging, dream. However, blessed with many talented ISO musicians who came
to the Netherlands for their studies, we, together, made this happen. For this, I
would like to thank Mahening Citravidya, Irsandi Kurniadi, Yosia Giovanni, Nes-
sia Fausta, Karinska Eunike, Rosalia Adisti, Karisa Kharis, Luna Mutiara, Kevin
Yonathan, Zaskya Mansur, Miranti Rahmani, Chrisantya Suhartanto, and Stephanie
Agnes. I am looking forward to playing in an even larger format with ’ISO cabang
Eropa’.
I would like to thank all members of Angklung Eindhoven. Being part of the
Angklung society was a fun experience for me. I am fortunate to have the ex-
perts: Dody Soesanto, Ida Soesanti, Ardelia Padma Sawitri, and Odi Purba, who
taught me many things about conducting, performing arts, and music. I would also
like to thank my friends who worked very hard to make Angklung Eindhoven the
best Angklung ensemble in Europe: Daniel Dimitri Denny Damara, Bhayu Prasetya
Turker, Brian Hutama Susilo, Fitria Andini, Maharani Meganti, Meilivia Angelieka,
Monica Suryaniputri, and Christiaan Sugiono. You are all awesome!
A good dose of fun is always needed. I would like to thank the ’NIJ Perjuangan’:
Brecia Nurastu Sasongko, Ahmad Falah, Kristovorus Ivan, and Kika Tri Hapsari for
the chit-chats, all-you-can-eat dinners, and movie nights. Life in Nijmegen would
be very boring without you all. I would also like to thank the ’EHV Perjuangan’:
Anggera Bayuwindra, Christian Stevandy, Rangga Priandono, Weny Syirmakhrib,
Geraldi Wahyulaksana, Wisnu Pramadi, Joelian Samuel, and Hugo Soegiri for the
fun ’arisan’ and ’makan-makan’.
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I would like to thank my family for the endless support that they have given me
throughout my life. Thank you, Papa and Mama, for teaching me to always strive for
the best, to stay one step ahead in life, and to eventually be a useful person in society.
Thank you Audra Paramita Setio for being the best and cheerful sister, reminding me
that life is fun.
Thank you, Agnes Sarita, for making me laugh every day. You have been very
kind to me, and I hope my stubbornness does not bother you too much ;). Your criti-
cal thinking and medical knowledge is a great asset, and I believe you will become a
successful doctor in Germany. A huge thanks for designing the coolest thesis cover
ever. You are the best!
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Arnaud Arindra Adiyoso Setio was
born in Lyon, France, on November
11th, 1988. He studied Electrical Engi-
neering for his bachelor study in Insti-
tut Teknologi Bandung, Indonesia. He
designed a Mini-ARM DSP Enhanced
Processor using FPGA for his bachelor’s
thesis under the supervision of Achmad
Fuad Mas’ud. In 2010, he worked at
Versatile Silicon Technologies, the ﬁrst
IC design house in Indonesia, where he
developed a system-on-chip platform
for LTE. In 2011, he started his mas-
ter degree in Electrical Engineering at
the Eindhoven University of Technol-
ogy. He worked on several video pro-
cessing projects for trafﬁc sign detection,
esophageal cancer detection, and video-based patient monitoring in intensive care
unit. In October 2013, he started working as a Ph.D. student at the Diagnostic Image
Analysis Group on the computer-aided diagnosis algorithms in thoracic CT scans
for lung cancer screening, supervised by Bram van Ginneken. The results of these
works are described in this thesis.
519506-L-os-setio Processed on: 14-5-2018
ISBN : 978-94-92896-36-0
C
o
m
p
uter-aid
ed
 d
iag
no
sis in tho
racic C
T
 scans fo
r lung
 cancer screening
Jean-Paul Charbonnier
Gabriel Humpire-Mamani
Paranimfen
arnaud.setio@gmail.com
Arnaud Arindra Adiyoso Setio
Na aﬂoop vindt de receptie 
plaats in de aula
Dinsdag 3 Juli 2018
om 14.30 uur
in de aula van de Radboud
Universiteit Nijmegen
Comeniuslaan 2, 6525HP,
Nijmegen
Computer-aided diagnosis
in thoracic CT scans
for lung cancer screening
voor het bijwonen van 
de openbare verdediging 
van het proefschrift
Uitnodiging
Arnaud Arindra Adiyoso Setio
Computer-aided diagnosis
in thoracic CT scans
for lung cancer screening
I  : - - - -
C
o
m
p
uter-aid
ed
 d
iag
no
sis in tho
racic C
T
 scans fo
r lung
 cancer screening
Jean-Paul harbonnier
abriel u pire- a ani
Parani fen
arnaud.setio g ail.co
rnaud rindra diyoso Setio
a aﬂoop vindt de receptie 
plaats in de aula
insdag  Juli 
o  .  uur
in de aula van de adboud
niversiteit ij egen
o eniuslaan , P,
ij egen
t r ai  ia sis
i  t racic  sca s
f r l  ca c r scr i
voor het bij onen van 
de openbare verdediging 
van het proefschrift
i i i
 i  i  i
