A holographic algorithm solves a problem in a domain of size n, by reducing it to counting perfect matchings in planar graphs. It may simulate a n-value variable by a bunch of t matchgate bits, which has 2 t values. The transformation in the simulation can be expressed as a n × 2 t matrix M , called the base of the holographic algorithm. We wonder whether more matchgate bits bring us more powerful holographic algorithms. In another word, whether we can solve the same original problem, with a collapsed base of size n × 2 r , where r < t.
INTRODUCTION
Holographic algorithm [24] is a method of designing polynomial time algorithms for counting problems. It usually solves counting problems in planar graphs by reducing them to counting perfect matchings in planar graphs, through holographic reductions.
A perfect matching of a graph, is a subset of edges such that each vertex appears exactly once, as an endpoint of the edges in the subset. The edges may have weights, and the weight of a perfect matching is the product of its edge weights. Given a planar graph, the summation of its perfect matchings' weights can be computed in polynomial time [20, 17, 18] . We denote this problem by #Pl-PerfMatch. The gadgets in #Pl-PerfMatch are called matchgates [21, 24] . A holographic algorithm is designed by finding proper matchgates, and then applying a proper local transformation, called holographic reduction.
Holographic reduction [24, 22, 23] gives a direct equivalence relation of counting problems. Hence, it transfers many properties between equivalent problems, including polynomial time algorithms [25] , exponential time algorithms, and #P-hardness [26] . In many complexity dichotomy theorems for counting problems in general graphs [15, 14, 16] , it is a very important method for both hardness and tractability. Its applications are not restricted to planar problems, for example, Fibonacci gates [12] and counting graph homomorphisms [25] . To avoid confusing, in this paper, holographic algorithms mean only the algorithms designed by being holographic reduced to #Pl-PerfMatch.
After getting the complexity of a set of counting problems in general graphs, sometimes the set of planar version problems is studied. It is interesting that usually the new presented tractable problems are all solved by holographic algorithms [13] , according to several pairs of dichotomy theorems. People may guess, that under holographic reduction, #Pl-PerfMatch is the canonical form of all counting problems which are hard in general graphs but tractable in planar graphs. However, recently a new counting algorithm for planar graph appears [5] .
The functions that can be realized by matchgates must satisfy a system of equations called matchgate identities [21, 1, 3, 6] . According to these identities, a matchgate function has only polynomial many free values, and all other exponential many values are decided by them. To get a holographic algorithm we need to transform both sides into matchgates. There are characterizations about what's kinds of functions can be realized by matchgates and transformed matchgates [2, 3, 11, 10, 9] .
We introduce holographic reductions and algorithms with a bit more intuitive details, starting from describing the problems. Strict definitions are given in next section.
The well known SAT problem is one of the problems in the CSP family (Constraint Satisfaction Problems). As other CSP problems, its instances can be drawn as bipartite graphs. The vertices representing variables are located at the left side, and the vertices representing constraints are located at the right side. A variable may appear in several constraints, connected by its edges. The constraints of Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org.
SAT are disjunction relations affected by possible negations of inputs. Let D denote the set composed of these available relations. SAT is CSP(D), the CSP problem defined by a parameter D.
In fact, we can look a variable vertex also as a constraint, which is an equality relation. At the same time, its edges are looked as variables, which must take the same value as required by this equality relation. Let E denote the set of all equality relations. SAT may be denoted as E|D. To define general problems, we may use any set as the available relation set for the vertices on the left side. In this paper, we always face the counting version of this kind of problems, with bipartite instances, described by two available function sets, denoted by the two sets following a # symbol.
Holographic reduction was born with this kind of bipartite instances. Suppose the original problem is #F|T where F = {F } and T = {T } and F, T are functions, in variables taking n discrete values. We use [n] to denote a finite domain of size n. An example of its instances is shown as the first graph in Figure 1 . Here, the arity of F and T are 3 and 2 respectively.
The base M of a holographic reduction is a matrix of size n × m. It can transform H into T , where H is a function in two variables from domain [m] . That is, as a gadget, a H connected by two M s simulates a T . Let H = {H}. We denote this transformation by M H = T. The gadget here is inherently similar to the gadgets used in reductions for proving NP-hardness. We replace each T by such a gadget to get the second graph in Figure 1 . If we separate this graph from the left dashed line, it is still #F|T, also #F|M H. If we sperate it from the right dashed line, it becomes #FM |H. (The set FM is composed of one function, which is a function F connected by 3 M s.) Holographic reduction says #F|M H and #FM |H are equal.
In an usual holographic algorithm, the original problem is in Boolean variables, so n = 2. #FM |H can be solved by #Pl-PerfMatch. That is, the functions on both sides can be realized by matchgates. The corresponding instance of #Pl-PerfMatch is the second graph, but each H is replaced its matchgate, and each F together with its 3 M neighbors, is replaced by its matchgate.
Usually m is equal to 2, which means H is realized by a matchgate of the same arity as H. However, there is no restriction that forbids us to use more matchgate bits to simulate one input variable of H. The graph in Figure 2 illustrates a local part of simulating one variable by a bunch of t matchgate bits, where H is realized by a matchgate of arity 2t. In this case, the base M has size 2 × 2 t . The base collapse theorem for Boolean domain, tells us that for n = 2, we do not need to try a bunch of t > 1 matchgate bits to simulate one variable, because all problems solved in this way can be solved by a holographic algorithm of t = 1 when the matchgate has rank 2, or can be computed trivially.
In this paper, we prove r ≤ log n bits are enough for a general domain of size n, under some conditions. If we look the base M as a signal channel, log n is the lower bound to transfer an arbitrary signal from the left side to the right side without any loss. The reason is that F is not an arbitrary function, but some function can be transformed into a matchgate.
When n = 2, base collapse is proved in [7, 8] . When n = 3, 4, base collapse is proved in [4] , under a condition about the existence of a full rank generator. These pioneer researches hint there may be a general base collapse.
In this paper we do not use the matchgate identities method as [8, 4] , but use the matchgate transformation method. The transformation method is firstly used in [19] , to prove the group property of nonsingular matchgate functions and that 2 bits matchgates are universal for matchcircuits. In this paper, it is applied to not only invertible matchgates but also general matchgates. We get a deeper insight of the transformations, also a byproduct about the rank of matchgates.
The matchgate transformations are introduced in Section 3. In Section 4, we use them to simplify an arbitrary matchgate into a canonical form. The main theorem about the base collapse is proved in Section 5.
PRELIMINARY

Counting Problem
Let [n] denote the set {0, 1, . . . , n − 1}. Suppose F and H are two sets of functions in variables of domain [n] . We define a counting problem #F|H. We call this kind of counting problems #BCSP (#Bi-restriction Constraint Satisfaction Problem). Intuitively, given a bipartite graph as an instance, we look each edge as a variable, and each vertex as a function in its incidental edges, whose arity is the the degree of the vertex. A vertex on the left (resp. right) side must pick functions from F (resp. H). The answer is the summation of the product of these vertex functions, over all assignments to the edge variables. In the strict definition, we use mapping φ to specify which function is associated to each vertex, and use mapping ψ to specify how a vertex function is applied to its edge variables.
An instance (G, φ l , φr) of #F|H is a bipartite graph G(U, V, E) and two mappings, φ l : U → F and φr : V → H. Let Fv denote the value of φ l or φr on v. φ l and φr satisfy that the arity of Fv is dv, the degree of v. The bipartite graph G is given as two one to one mappings, ψ l : (v, i) → e and ψr : (u, i) → e, where v ∈ V and u ∈ U respectively, i ∈ [dv] (resp. [du]), and e ∈ E is one of the edges incident to v (resp. u).
The value on this instance #F|H(G, φ l , φr) is defined as a summation over all assignments σ of edges,
v∈U ∪V Fv(σ(ev,1), σ(ev,2), . . . , σ(e v,dv )).
The two sets F and H tell the form of available functions that can be used as Fv in a #BSCP problem #F|H. Since they do not affect how the value of an instance is defined assuming the instance already tells us Fv and ev,i, sometimes we use notation #(G, φ l , φr) or #G instead of #F|H(G, φ l , φr).
Gadget
A gadget is a triple Γ = (G, φ, ψ), where G(V, E, D) is a graph with vertex set V , common edge set E and dangling edge set D = {x1, x2, . . . , x d }. A dangling edge is an edge containing only one endpoint. Formally, E ⊆ V × V and D ⊆ V . They are also called, internal edges and external edges. The mapping φ assigns each vertex v a function Fv of arity dv. The mapping ψ maps (v, i), v ∈ V, i ∈ [dv] to the internal and external edges incident to v, such that if i = j then ψ(v, i) = ψ(v, j). ψ(v, i) is denoted by ev,i. That is, ψ gives an ordering of v's edges, such that they can be fed to Fv without ambiguousness.
The function of a gadget Γ is FΓ :
, together with a σ : E → [n], we have an assignment σ ∪ τ to all edges.
If we omit the notations τ and σ, and abuse the names of the edges, it is just FΓ(x1, x2, . . . , x d ) = e v∈V Fv(ev,1, ev,2, . . . , e v,dv ).
An instance of #F|H is a gadget. It has arity d = 0, and only n d value is defined for it. We define gadgets in a general way by describing its function, without mentioning the requirements from the problem. A gadget of a #F|H problem, is a part of an instance of #F|H, so it respects the requirements of the problem, including that each vertex function is from F ∪ H, and that if two vertices are given functions from the same set F (or H respectively), then there is no edge between them.
If a gadget realizes a function F , we call it a F gadget. A special F gadget is given by G({v}, E = φ, D = {x1, x2, . . . , x d }), φ(v) = F and an obvious ψ, realizing F (x1, x2, . . . , x d ). We can substitute any F gadgets by any F gadgets in any instances or gadgets without changing the value or the gadget function. See Figure 3 . This basic property is used widely in reductions between counting problems.
Suppose a binary function F in x1, x2 is associated to a vertex of degree 2. The n 2 values of F can be expressed in many forms. Usually, we look the first gadget of Figure 2 . The second gadget shows a matrix form (Fx 1 ,x 2 ) indexed by row index x1 and column index x2. The third gadget shows another matrix form (Fx 2 ,x 1 ) which is the transpose of (Fx 1 ,x 2 ). To interpret gadget into some matrix operations, we use such a convention that if an edge is pointed to the left (resp. right) by its vertex, then it is part of the row (resp. column) index of the vertex function's matrix form.
This convention is convenient for us to translate the functions of some special gadgets into vector matrix multiplication forms. For example, in the first gadget of Figure 5 ,
An index of a matrix may be a bunch of edges, which ranges over the product of the domain of each edge variable. For example, in the second gadget of Figure 5 , We did not define the gadget composed of just one edge without any endpoints. It is neither common edge nor dangling edge. However, if we look it as a black box, then it does stretch out two dangling edges. It requires the two dangling edges have the same value, so it has the binary function which is the identity matrix I. It is totally equal to a vertex of degree 2 associated with I.
Tensor product is also a special matchgates. For example, in Figure 6 ,
To get the formulae for the second gadget, we need to apply these operations introduced. Firstly, we combine M and N and the empty on the edge x3 to get a matrix H = M ⊗ N ⊗ I. Secondly, we multiply F and H as a row vector multiplying with a matrix. Put together, 
Both tensor product and matrix multiplication obey associative law, which are the special cases of the basic property of gadget. In any gadget, we can compute any part firstly and reach the same final result.
Holographic Reduction
We say two problems #F|H and #P|Q are result equivalent, if there are two bijections σ l : F → P and σr : H → Q, such that for any instance (G, φ l , φr),
where RH denotes the arity of H. Similarly, let FM = {F M ⊗R F |F ∈ F}. Holant theorem gives a sufficient condition for result equivalence. We state it in the following form.
Theorem 1 ([24]). Suppose F is a function over [n]
s , and H is a function over [m] t , and M is an n × m matrix. Problems #{F }|{M ⊗t H} and #{F M ⊗s }|{H} are result equivalent. Generally, #F|M H and #FM |H are result equivalent, under the proper obvious bijections.
We illustrate Holant theorem by an instance G as shown in the first graph of Figure 1 . In this instance, F has arity 3 and H has arity 2. In the second picture, If cut through the left dash line, we get problem #{F }|{M ⊗2 H}, while if cut through the right dash line, we get problem #{F M ⊗3 }|{H}. By the basic property, both problems give the same value #G.
Planar Counting Problem
We can define planar #BCSP problem #Pl-F|H and its gadget similarly, with the following differences.
An instance or a gadget contains also a planar embedding of G, such that all external edges dangling on the outer face. Mapping φ must order the edges of v such that in the planar embedding when going around v anticlockwise, starting from ev,1, we meet them in the order ev,1, ev,2, . . . , e v,dv . In any gadget, the order of external edges x1, x2, . . . , x d satisfies that when going along the outer face of Γ anticlockwise, starting from x1, we meet dangling edges in the order x1, x2, . . . , x d . Definition 1. Call the following function C signed crossover. C(0000) = C(0101) = C(1010) = 1, C(1111) = −1, and C is 0 on other inputs. A matrix form
In a #Pl-F|H problem, the order of variables becomes important. For example, let C be a function in F. C (a2, a1, a3, a4) = C(a1, a2, a3, a4) is another function, which is possibly not available in the left side function set F at #Pl-F|H, although in the non-planar version #F|H problem, we can simulate C by C easily.
The Holant theorem also holds for planar #BCSP problems.
Matchgate
Matchgate is defined and used in two contexts, matchcircuits [21] and holographic algorithms [24] . It is gadget in #Pl-PerfMatch problem. The function of a matchgate is also called signature. Sometimes, we do not distinguish a matchgate Γ and its function FΓ, but do not forget that a function may be realized by different matchgates.
We , w]|w ∈ C} is the proper set of binary functions corresponding to complex number weighted edges. #Pl-PerfMatch problem is #Pl-W|FExtOne. We use M to denote the set of the functions that can be realized by matchgates. #Pl-M|M can be reduced to #Pl-PerfMatch , and it is the problem utilized in holographic algorithms.
The signed crossover C can be realized by matchgate [24, 6] . Figure 7 gives a matchgate whose function is C, where the default edge weights are 1. For simplicity, we do not draw the vertex standing for the edge weight function. When all dangling edges take value 1, among all 2 7 assignments to the seven internal edges, there is only one assignment such that all six FExtOne give value 1 and at the same time the weight function of the center edge gives −1. Hence, C(1111) = −1. The readers can check the values on other inputs.
A matchgate function can be written as a matrix. If an external edge is used as part of row (resp. column) index, we call it input (resp. output) edge. For example, x1 and x2 are input edges, and x3 and x4 are output edges, in the matrix form in Definition 1. 
Pfaffian
Pfaffian is a function defined for a skew-symmetric matrix which can be looked as a weighted graph G(V, E, W ). Suppose V = {1, 2, . . . , 2n}. The sign of a perfect matching { (i1, i2), (i3, i4) , . . . , (i2n−1, i2n)} in G is either 1 or −1 decided by the parity of permutation (i1, i2, · · · , i2n).
The FKT algorithm computes #Pl-PerfMatch by reducing it to Pfaffian.
Pfaffian can also be reduced to #Pl-PerfMatch through the signed crossover C. If we arrange the vertices of G on a circle, and draw the edges as lines with a tiny shake such that no 3 lines share a point, the parity of the number of crossings between lines in π is equal to the parity of π. Each vertex of G is associated with an Exactly One function. We change each crossing to a vertex of degree 4, and then replace each new vertex by one matchgate C to get a planar graph G (V , E , W ).
Pfaffian(G) = #Pl-PerfMatch(G ).
In G , we add an external edge to each vertex in V , to get a matchgate, and denote it by ΓG. Definition 2. We call the above ΓG the matchgate introduced by G, and call G the underlying graph of ΓG.
If the input Zi,j of ΓG has only two 0s and leaves only vertices i and j on the outer face unmatched by external edges, then ΓG(Zi,j) = W (i, j) by the definition and construction. In Section 3, we get the weights of a underlying graph through this equation. The weight matrix of an underlying graph is an intuitive way to express the core part of an introduced matchgate.
The Core of a Matchgate
Grassmann-Plücker identities are a set of polynomial identities about the Pfaffian of submatrices of G. GrassmannPlücker identities can be translated to identities about signature of matchgates, called matchgate identities [21, 1, 3, 6] .
Theorem 2 ([1, 3, 6] ). If F is the signature of some matchgate, then F satisfies all matchgate identities.
n , and dist(X, Y ) is the Hamming distance. Theorem 3 ([1, 3, 6] ). If a function F is not 0 on input X and it satisfies all matchgate identities, then F is uniquely decided by its values on the set U2(X).
We call such a set U2(X) the core of the matchgate. The proof is based on the observation that, for any Y ∈ U k+2 (X)− U k (X), there is a matchgate identity includes only one F (Y ) and the values of F on U k (X). In this way, U2 decides U4, and U4 decides U6, and so on until Un. Theorem 4 ([1, 3, 6] ). Given a nonzero value fX and n 2 arbitrary values fY , for each Y ∈ U2(X) − {X}, there is a matchgate F such that F (Y ) = fY for all Y ∈ U2(X).
We explain how to prove a special case that X = 1 and fX = 1. Let Zi,j denote the 0-1 string whose ith and jth bits are 1 and all other bits are 0. {Zi,j|i ∈ [n], j ∈ [n], i = j} = U2(1) − {1}. Define a weighted graph G(V = [n], E, W ). W (i, j) = fZ i,j . G introduces a matchgate ΓG. It is easy to check that ΓG(Zi,j) = W (i, j) = fZ i,j .
Theorem 5 ([1, 3, 6])
. If H satisfies all matchgate identities, then H is the signature of some matchgate.
When H is not zero function, we apply Theorem 4 with the values of H on a core, to get a matchgate F . By Theorem 3, F is the same as H.
MATCHGATE TRANSFORMATION
Given a matchgate Γ with external edges e1, e2, . . . , es+t. Assume vertex i is the endpoint of ei, and w.l.o.g. all endpoints are distinct. Its function F has domain [2] s+t . We also look F as a matrix (FI,J ) with row index I = e1e2 · · · es ∈ [2] s and column index J = es+tes+t−1 · · · es+1 ∈ [2] t . We define five kinds of elementary matchgate transformations called flip, global factor transformation, exchange, bar and slash. We illustrate them by row transformations. All of them adds a small new part ∆ connected to one or two of the dangling edges e1, e2, . . . , es, except the global factor transformation. The new matchgate Θ is a composition of two matchgates Γ and ∆.
All the transformations are invertible. Our purpose is to simplify the underlying graph to a canonical form. The first two transformations help to reach a matchgate admitting an underlying graph. For the last three transformations, we need to analyze their affections on underlying graphs.
Flip
The flip applied to an external edge ei for some i ∈ {1, 2, . . . , s}, connects a new vertex i together with its dangling edge e 1 to ei. For an example i = 1, see Figure 8 .
FΘ(e 1 = 1 − e1, e2, . . . , es+t) = FΓ(e1, e2, . . . , es+t).
Because 0 1 1 0 is the function of ∆, we have an equation in martix form
It is not hard to get the following property. 
Global Factor Transformation
In any matchgate we set an isolated common edge with weight g. The weight g is a constant factor of the matchgate function, because this edge appears in any perfect matching of the matchgate independent of the input and output. We call g global factor.
The method to realize a zero function by matchgate, is setting the global factor to 0. To simplify the description, we usually do not mention this isolated edge.
Global factor transformation transforms FΓ to cFΓ, by changing the global factor from g to cg. Constant c is always nonzero, when used as a global factor transformation.
Propoty 2. The inverse of a global factor transformation c is the global factor transformation 1/c. The global factor transformation keeps the rank of matchgate functions.
Get Underlying Graph
Flip and global factor are used in the proof of Theorem 4, to realize the transformations between the general matchgates and the special matchgates that admits a underlying graph.
Assume FΓ(I = e1e2 · · · es, J) = 0. For each ei = 0, we apply a flip on ei. We get a new matchgate Θ1, and FΘ 1 (1, J) = FΓ(I, J). We apply some proper flips to the external edges on the right side similarly, working as column transformations. We get a matchgate Θ2, and FΘ 2 (1, 1) = FΓ(I, J). Then, we apply a global factor 1/FΘ 2 (1, 1).
We get a matchgate Ω satisfying FΩ(1) = 1. By the proof sketch for the special case of Theorem 4, function FΩ admits an underlying graph.
Exchange
An exchange applied to ei and ei+1 of Γ, adds to Γ a sign crossover matchgate applied on e i , e (i+1) , ei+1, ei, where e (i+1) , e i are external edges of the new matchgate Θ. An example of i = 1 is shown in Figure 9 .
Recall the matrix form of signed crossover C. We have
FΘ(e 1 = e2, e 2 = e1, . . . , es+t) = C(e2, e1, e2, e1)FΓ(e1, e2, . . . , es+t).
Propoty 3. The inverse of a i, i + 1 exchange is itself. Exchange keeps the rank of matchgate functions.
Exchange and Underlying Graph
Assume an exchange on i, i+1 is applied to a matchgate Γ which admits an underlying graph, and we get a matchgate Θ. Because FΘ(1) = C(1)FΓ(1) = −FΓ(1), we go on to apply a global factor transformation −1 to Θ to get Ω. Then Ω admits an underlying graph.
Obviously, after a i, i + 1 vertex rename, all corresponding edges in the underlying graphs of Ω and Γ have the weights of the same absolute values. Formally, assuming π is the permutation (i, i + 1), then for any edge (s, t) in the underlying graphs, |WΩ(s, t)| = |WΓ(π(s), π(t))|.
Bar
Suppose we have a matchgate Γ and its underlying graph G. The edge (i, i+1) has weight w. A weight −w bar applied to ei and ei+1 of Γ connects a matchgate ∆ to ei and ei+1 as shown in Figure 10 .
By definition,
FΘ(e 1 , e 2 , e3, . . . , es+t)
F∆(e 2 , e 1 , e1, e2)FΓ(e1, e2, e3, . . . , es+t).
It is not hard to calculate the 4 × 4 matrix of ∆, and we get 
Propoty 4. The inverse of a weight −w bar applied to ei and ei+1 is a weight w bar applied to ei and ei+1. Bar keeps the rank of matchgate functions. 
Bar and Underlying Graph
Because ∆ forces e1 = e2 = 1 with value 1 when e 1 = e 2 = 1, FΘ(1) = 1 and Θ admits an underlying graph. We wonder the underlying graph G (V, E, W ) of Θ.
We observe that ∆ forces e1 = e 1 and e2 = e 2 in most cases, except that e 1 = e 2 = 0.
Hence, Check Figure 10 , and we find that when e 1 = e 2 = 0, either we use e 1 and e 2 to match the left two vertices in ∆ and e1 = e2 = 0, or we use −w to match them and e1 = e2 = 1. W (1, 2) = 1 · w + (−w) · 1 = 0.
Propoty 5. A weight −W (i, i + 1) bar applied to ei and ei+1 in a matchgate Γ introduced by the underlying graph G(V, E, W ), gives a new matchgate Θ with almost the same underlying graph, except that W (i, i + 1) becomes 0.
Slash
Suppose matchgate Γ has a bipartite underlying graph G ([s], [t] , E, W ). W.l.o.g., we show a slash applied to e1 and e2. Suppose W (1, s + t) = w1 = 0 and W (2, s + t) = w2. This weight −w2/w1 slash connects a matchgate ∆ as shown Figure 11 to Γ to construct a new matchgate Θ. The edge (2 , 1 ) has weight −w2/w1. The other two internal and four external edges have the default weight 1.
FΘ(e 1 , e 2 , . . . , es+t) = e 1 ,e 2 F∆(e 1 , e 2 , e2, e1)FΓ(e1, e2, . . . , es+t).
It is no hard to calculate the matrix of ∆ and get Propoty 6. The inverse of a weight −w slash applied to ei and ei+1 is a weight w slash applied to ei and ei+1. Slash keeps the rank of matchgate functions.
Slash and Underlying Graph
Slash can be analyzed similarly as bar, but more complicated, since it affects not only one edge weight in the underlying graph. We give a high level relationship about two connected bipartite underlying graphs and their multiplied matchgate functions. A bipartite underlying graph
in the standard way. Usually, the weight matrix has size (s + t) × (s + t), but for a bipartite underlying graph, we adopt the weight matrix of size s × t.
are two bipartite graphs with weight matrix W1 and W2 respectively. They introduce two matchgates Γ1 and Γ2, which define two functions FΓ 1 and FΓ 2 respectively, as matrices of size 2 s × 2 t and 2 t × 2 p . Then, the matchgate introduced by the bipartite graph with size s × p weight matrix W1W2, has function FΓ 1 FΓ 2 .
Proof. We connect the t output external edges of Γ1 with the t input external edges of Γ2 to get a new matchgate Θ, whose function is FΓ 1 FΓ 2 . When all external edges take value 1, Θ gives value 1, so Θ admits a underlying graph.
To calculating the values of FΘ on the core part, we try each input and output combined string which contains exactly two 0s. Since the underlying graphs G1 and G2 are bipartite, if input edges has q 0s, FΓ 1 and FΓ 2 force the output edges has also q 0s. It is not hard to see that this property also holds for Θ. If the both 0s are from input string (resp. output string), then FΘ is zero. Hence, the underlying graph of Θ is a also bipartite graph.
Assume the bipartite graph of Θ has weight matrix W . Let Zi denote a string, which is always 1 except the ith entry is 0. W (i, j) is FΘ(Zi, Zj). Recall Γ1 and Γ2 are bipartite and keep the output sting has as many 0s as the input string.
FΓ 1 (Zi, Zs)FΓ 2 (Zs, Zj).
Hence, W = W1W2. Of course Θ has the same function as the matchgate introduced by W .
There is another intuitive way to prove Theorem 6. We illustrate it with the example s = t = p = 3. FΓ 1 is a square matrix indexed by 000, 001, 010, 011, 100, 101, 110, 111. Because Γ1 has a bipartite underlying graph, FΓ 1 has the form 
where * stands for an edge weight of the underlying graph, and & stands for a function value not on the core. Some 0s are also weights of the underlying graph, which must be 0 because the underlying graph is bipartite. The submatrix composed of all * entries is the weight matrix of the underlying graph of Γ1.
FΓ 1 FΓ 2 is the product of two matrices in this form. It is block wise, with 3 isolated blocks. The product restricted to {111} tells us the new matchgate admits underlying graph. The 0s in last row and last column of FΓ 1 FΓ 2 tell us the underlying graph is bipartite. The product restricted to the block indexed by {011, 101, 110} is W1W2, giving us the weight matrix of the new underlying graph directly.
CANONICAL FORM
Theorem 7. Given a matchgate Γ of s input external edges and t output external edges. If FΓ is not zero function, the following holds.
1. We can apply elementary matchgate transformations to Γ, to get a new matchgate Θ, such that Θ has the same function as a matchgate Ω, where Ω is the matchgate defined by a weighted bipartite underlying graph
, E, W ) and E is a matching M = {(1, s + t), (2, s + t − 1), . . . , (r, s + t − r + 1)} of size r, where r is an integer from {0, 1, . . . , min{s, t}}, depending on Γ.
2. Starting from Ω, and applying the inverse of the above transformations, we get a matchgate construction for FΓ.
3. FΓ has rank 2 r .
Proof. We apply elementary matchgate transformations to FΓ .
1. Apply some flips to move a nonzero value FΓ(I, J). We get a new matchgate Θ1 such that FΘ 1 (1) = FΓ(I, J) = 0.
2. Apply global factor transformation 1/FΘ 1 (1) to get Θ2. Θ2 admits a underlying graph G2([s + t], E, W2).
Whenever there is an edge
with nonzero weight, apply exchange to move vertices i, j to positions 1, 2 respectively, followed by a possible global factor transformation −1 to keep the existence of an underlying graph. We get a new underlying graph G3([s + t], E, W3). Apply weight −W3(1, 2) bar to external edges e1 and e2.
Do the similar thing to the edges in [t] × [t]. We get a new bipartite underlying graph G4([s + t], E, W4).
5. Apply a series of row slashes and exchanges to ΓG 4 . Notice the weight matrices of the underlying graphs of slash and exchange, are the matrices corresponding to two kinds of elementary matrix row transformations, adding a multiple of one row to another row and exchanging two rows. We can transform W4 into a upper triangular form W5.
6. Apply a series of column slashes and exchanges to make the underlying graph into a matching of size r, where r is in fact the rank of W5.
Because all these transformations are invertible, we may apply the inverse to the resulting matchgate, to get a construction of Γ.
Because FG has rank 2 r , so is FΓ.
BASE COLLAPSE
Suppose M is a matrix of size n × 2 t used as base in a holographic algorithm for #F|M H. Of course the rank r of M is no more than min{n, 2 t }. Base collapse occurs when 2 t > r . The proof has two parts. One part shows how to get a new base matrix N with many zero columns, under some condition. The other part is the following lemma.
Lemma 1. Suppose the base M used in a holographic algorithm for #F|M H, satisfies that if M (x, y1y2 · · · yt) = 0 then yr+1 = yr+2 = · · · = yt = 1. Then the base N satisfying N (x, y1 · · · yr) = M (x, y1y2 · · · yr1 · · · 1) can be used to give a holographic algorithm for #F|M H too. For each F ∈ F or arity rF , F M ⊗r F is a matchgate (generator) of arity t · rF . Each H ∈ H is a matchgate (recognizer). Generators and recognizers are connected by bunches of edges. Each bunch contains t edges, for example e1, e2, . . . , et.
Given any instance of #FM |H, the value is a summation over all assignments of edges, including e1, . . . , et. By the condition, if one of edges er+1, . . . , et is assigned value 0, M contributes a value 0 as one factor. In this case, F M ⊗r F contributes 0 too.
Hence, we only need to sum over the assignments assigning 0 to er+1, . . . , et in each bunch. Then, the value is equal to the value of the second graph in Figure 12 , where we cut er+1, . . . , et and connect onto them the unary Exactly One function F1 = [0, 1]. F1 forces its input to be 1.
We look M connected by t − r F1 functions as the new base matrix N . Each H ∈ H becomes R, which is a function H connected by rH (t − r) many F1 functions. Function set H becomes R.
We already explained that we get the same value as the original instance. By the same reason, N R = M H. This means that #F|N R is #F|M H. Recall the two cutting ways in Figure 1 . If we cut the two graphs in Figure 12 from the left, they give #F|M H and #F|N R respectively, which are in fact the same. 1 The condition in this lemma can be relaxed to, that there exist constants cr+1, cr+2, . . . , c l ∈ [2] such that if M (x, y1y2 · · · y l ) = 0 then yr+1 = cr+1, yr+2 = cr+2, . . . y l = c l . Because we use only Exactly One function to modify the generators and recognizers, F N ⊗r F and R are still matchgate. Hence, we get a holographic algorithm #FN |R for #F|N R which is also #F|M H, using a collapsed base N .
The two holographic algorithms corresponds to cutting from the right in the two graphs of Figure 12 .
Given a base M of size n × 2 t , we want to get a new base N of the same size but with many zero columns. This can be achieved by common column transformation of matrix, but to keep F M ⊗s a matchgate, only matchgate transformations shall be used. Because the rows of AM and M have the same rank, there exists a general inverse A −1 of A such that A −1 AM = M . We apply elementary row transformations B and column transformations C to AM to get its canonical form BAM C by Theorem 7, which satisfies that if BAM C(x, y1y2 · · · yt) = 0 then yr+1 = yr+2 = · · · = yt = 1. Both B and C have their inverse B −1 and C −1 . M C = A −1 B −1 BAM C satisfies the same zero columns condition as BAM C, since the row transformation A −1 B −1 do not affect zero columns. We emphasize that A −1 B −1 is not necessary a matchgate transformation.
It is obvious that besides #FM |H, #F(M C)|C −1 H is also a holographic algorithm for #F|M H. We have proved the following lemma.
Lemma 2. Suppose the base M of a holographic algorithm has size n × 2 t and rank 2 r . Suppose M has a full rank matchgate realizer. Then there exists a series of elementary matchgate column transformations, which as a union can be expressed as a matrix C of size 2 t × 2 t , such that there is a holographic algorithm for the same problem using base M C. What's more, M C satisfies that if M C(x, y1y2 · · · yt) = 0 then yr+1 = yr+2 = · · · = yt = 1.
Put Lemma 2 and Lemma 1 together directly, we get a base collapse theorem.
Theorem 8. Suppose the base M of a holographic algorithm has size n × 2 t and rank 2 r . Suppose M has a full rank matchgate realizer. Then there is a holographic algorithm solving the same problem with a base of size n × 2 r .
Lemma 2 and Theorem 8 require the existence of a full rank matchgate realizer. In fact, what we need is slight weaker. We need a matchgate function P such that each row of M can be linearly expressed by the rows of P . That is, there exists Q such that QP = M . Then we simplify P to BP C, and use QB −1 BP C = M C as the new base. We call P a matchgate cover of M .
Theorem 9. Suppose the base M of a holographic algorithm has size n × 2 t . Suppose M has a matchgate cover of rank 2 r . Then there is a holographic algorithm solving the same problem with a base of size n × 2 r .
The ideal condition is nothing but that there is a holographic algorithm using base M . Then there is a matchgate F M ⊗s . If we write F into a size n s−1 × s matrix, 2 the matchgate also has expression M ⊗s−1 F M . We hope one of these candidates M ⊗s−1 F is a full rank matchgate realizer. If F M ⊗s gives a full rank matchgate realizer, it is called a generator of full rank in [4] . Unfortunately, the existence of a holographic algorithm does not obviously promise a generator of full rank, or a full rank matchgate realizer, or a matchgate cover of small rank.
We introduce another base collapse theorem using another condition.
Theorem 10. Suppose there is a holographic algorithm #{F M ⊗s }|H for #{F }|M H, where F is a symmetric function and M is a base of size n×2 t . Then there is a holographic algorithm solving a problem equivalent to #{F }|M H, using a base N of size n × 2 r , where r ≤ log n .
Proof. By Theorem 7, the rank of M ⊗s−1 F M is a power of 2. Obviously, the rank is no more than n. Suppose it is 2 r . Let A denote M ⊗s−1 F . To utilize Lemma 2, we hope A is a full rank matchgate realizer of M . Generally, this is not right. However, noticing M serves only one function F on the left side, we may get rid of the redundant rank in M to achieve this.
The matrix AM has 2 t(s−1) rows and rank 2 r . Suppose matrix S 2 r ,2 t(s−1) selects a maximum independent row vector set SAM of AM .
M denotes the space spanned by rows in M . SAM = AM ⊆ M .
There is a matrix T n−2 r ,2 t , such that the block matrix B = SAM T satisfying B = M and M = SAM ⊕ T .
There exists an invertible matrix Cn×n such that CB = M . Separate C into two blocks C1C2 of size n × 2 r and n × (n − 2 r ). Because M is the direct sum of SAM and T , AM = ACB = AC1SAM + AC2T = AC1SAM . Notice F is symmetric and A = M ⊗s−1 F , F M ⊗s = F (C1SAM ) ⊗s = F C From the proof of Theorem 10, we know the function F utilizes only a subspace of M . In a general problem #F|H, there are functions F1, F2 ∈ F. Assume F1 utilizes only a proper subspace of M . If we cut off the other part of M as in the proof, then maybe we lost the part useful for F2. This is the reason that Theorem 10 requires a singleton set F.
In this paper, we solve the most general base collapse of holographic algorithm under some conditions. We give an example satisfying neither of the two conditions in Theorem 8 and 10. Suppose #{F1, F2}|M H has a holographic algorithm using base M . Neither generator F1M ⊗r 1 nor generator F2M ⊗r 2 contains a full rank matchgate realizers for M . It is still possible to utilize a matchgate cover of M to get some base collapse. However, there is no characterization of matchgate cover, and we do not know to which size the base can be collapsed to.
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