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Abstract
Advanced research in Spark-ignition (SI) engines has been focused on dilute-combustion concepts. For example, exhaust-gas recirculation is used to lower 
both fuel consumption and pollutant emissions while main-
taining or enhancing engine performance, durability and 
reliability. These advancements achieve higher engine effi-
ciency but may deteriorate combustion stability. One symptom 
of instability is a large cycle-to-cycle variation (CCV) in the 
in-cylinder flow and combustion metrics. Large-eddy simula-
tion (LES) is a computational fluid dynamics (CFD) method 
that may be used to quantify CCV through numerical predic-
tion of the turbulent flow and combustion processes in the 
engine over many engine cycles.
In this study, we focus on evaluating the capability of LES 
to predict the in-cylinder flows and gas exchange processes 
in a motored SI engine installed with a transparent combus-
tion chamber (TCC), comparing with recently published data. 
Numerical simulations are performed using the commercial 
CFD software, ANSYS Forte, employing a classical 
Smagorinsky sub-grid-scale (SGS) model for the LES approach. 
Two important aspects of the model, namely the coefficient 
of sub-grid viscosity used in the Smagorinsky model, and the 
numerical scheme for discretizing the convection term in the 
momentum transport equation, are evaluated.
Simulations are performed for 20 consecutive 
engine cycles after the simulation setup is validated by the 
predicted in-cylinder pressure, trapped mass, and temperature 
data. LES-predicted phase-averaged-mean and root-mean-
square (RMS) velocity fields are compared with high-speed 
particle image velocimetry (PIV) data. The comparison and 
analysis are performed at two crank angles, representing 
intake and compression strokes, and on two different planes 
for measurement in the engine combustion chamber. 
A  proper  orthogonal decomposition (POD) technique is 
applied to quantify CCV in both the LES results and the PIV 
data, to provide a quantitative assessment of the predictions 
from  LES. The flow field statistics predicted by the 
LES-Smagorinsky model match well with experimental 
results. Based on these simulation results, optimal practices 
for the use of Smagorinsky model with respect to the numerical 
schemes are summarized.
Introduction
Due to extensive use of Spark-ignition (SI) engines in transportation, it is important to improve engine effi-ciency and to drastically reduce fuel consumption as 
well as emissions. To achieve this aim, research is being 
conducted on the “dilute combustion” techniques in SI 
engines [1]. The state of dilute combustion can be achieved by 
either lean burning of fuel or by using exhaust gas recircula-
tion. Even though results obtained with dilute combustion 
are encouraging, there are some drawbacks too. Dilute 
combustion enhances variations in key combustion charac-
teristics, such as ignition delay and combustion duration, in 
different engine cycles. Variations in flow and combustion 
events and outcomes between different engine cycles but 
under the same operating conditions is known as cycle-to-
cycle variation (CCV) or cyclic variability. To name a few 
undesirable outcomes of CCV, certain cycles burn faster, 
which results in higher peak pressure as compared to average 
and increases the risk of knocking; on the other extreme, 
certain cycles have slower combustion causing partial burning 
or even misfire. The existence of CCV in combustion has a 
negative impact on the overall engine performance charac-
teristics, leading to increases in pollutant emissions, engine 
noise and vibration, and a reduction in fuel economy.
In-depth analysis of the physical and chemical processes 
in SI engines concludes that one of the main causes of the 
CCV in combustion characteristics is cyclic variation in the 
in-cylinder flow field during gas exchange processes [2]. To 
address the challenges of CCV and to improve the dilute 
combustion techniques, it is critical for engineers to quantify 
the extent and degree of CCV and to predict how it responds 
to changes in engine design parameters.
Computational fluid dynamics (CFD) has been increas-
ingly used as a predictive tool to study the turbulent flow and 
combustion processes in engines. However, predicting CCV 
numerically remains a challenging task, due to the difficulty 
in resolving the unsteady and turbulent flows for many engine 
cycles within a reasonable turn-around time. The Large-eddy 
simulation (LES) approach is a useful modeling technique in 
simulating the instantaneous flows of each engine cycle and 
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predicting the temporally and spatially varying flow struc-
tures. Analyzing simulation results over many engine cycles 
allows CCV to be predicted and quantified.
To briefly review the use of LES in internal combustion 
(IC) engine research, Haworth [3] introduced LES in his simu-
lation of engine flows using an affordable CFD mesh size. He 
showed that LES offered more realistic representation of the 
complex in-cylinder flows as compared to the Reynolds-
Averaged-Navier-Stokes (RANS) approach, which represents 
the ensemble-averaged f low field. Rutland [4] reviewed 
different types of LES models and discussed their advantages 
and disadvantages when applied to engine simulations. 
Yang et al. [5] performed a comparative study between LES 
and RANS for a motored engine f low simulation. They 
concluded that although both LES and RANS captured the 
overall trend in mean f lows qualitatively, LES was more 
accurate in capturing instantaneous flow field than RANS. 
Also, they found that the in-cylinder flow patterns could be 
captured by the simulations when partial intake and exhaust 
port geometry with appropriate inflow and outflow conditions 
were used. In another study, Kuo et al. [6] presented a rigorous 
procedure to quantify and analyze the flow field results of a 
LES simulation. They also concluded that the simulation 
results from 10 consecutive engine cycles were sufficient in 
representing the full ensemble of cycles and for quantifying 
the predicted CCV and other statistical aspects of the flow 
field. Ameen et al. [7] presented a parallel methodology to 
conduct LES simulations in multiple non-consecutive engine 
cycles with statistically-varied initial conditions. They 
presented that by perturbing initial velocity flow field, overall 
mean and RMS flow filed of simulation can be captured 
reasonably well within less computational time. A number 
of  studies adopted this type of Parallel Perturbation 
Methodology (PPM) [8, 9, 10, 11] for LES simulation. Tsang 
et al. [12] evaluated and validated various LES models using 
several shear-intensive flow problems that are important to 
the engines, such as gas jets, sprays and diffusion flames. They 
also discussed the effects of CFD mesh size and different 
numerical schemes for momentum convection. Zhao et al. [13] 
studied CCV in a fired SI engine using LES and a G-equation 
combustion model. They demonstrated that the variations 
in flow velocity around the spark plug region during ignition 
are the main causes for the variations in the burn rates 
after ignition.
To gain confidence in LES for IC engine simulations, it 
is important to validate the simulation results against detailed 
measurement data of the turbulent flow field. In several studies 
that focused on simulations [5], [6], [7], [8], [9], [10], [11], the 
same experimental flow field data from a motored SI optical 
engine was used. This optical engine, which will be reviewed 
in the next section, has been continuously developed at the 
University of Michigan, and the flow field data was measured 
by the high-speed particle image velocimetry (PIV) technique. 
Schiffmann et al. [14] described efforts to benchmark the 
engine along with applying the experimental data for the veri-
fication and validation of LES simulations. Ruess [15] presented 
two-dimensional PIV data and measured cyclic variability by 
capturing velocity distributions for directed f low (using 
shrouded valve), and undirected flow (using a standard valve). 
Van Dam et al. [16] performed LES simulation at motored 
engine condition and the results were compared with the PIV 
data. They also presented circular standard deviation as a 
method to identify critical flow structures.
Proper orthogonal decomposition (POD) is an analytical 
tool to extract useful statistical information from the results 
of multiple engine cycles and compare the extracted data from 
both experiments and simulations. Chen et al. [17] presented 
the mathematical concept and properties of POD, and demon-
strated that the first “mode” from the POD analysis contained 
flow structures similar (but not identical) to those of the 
ensemble-average, with almost equal mass-specific kinetic 
energy. Liu and Haworth [18] presented POD analysis of a 
statistically non-stationary flow simulation in a well-defined 
and simple time-dependent domain. Chen et al. [19] demon-
strated that POD could explicitly separate the ensemble-
averaged kinetic energy from the turbulent fluctuation of 
kinetic energy on a cycle-to-cycle basis. Buhl et al. [20] applied 
POD along with conditional averaging to quantify CCV from 
the turbulent flow data. They identified fluctuations in large-
scale flow structures in IC engines and emphasized the differ-
ence between cyclic fluctuations of coherent motions and 
turbulent fluctuations in general.
In this work, we focus on simulating multiple cycles of 
turbulent flows in a motored SI optical engine, and systemati-
cally evaluating the LES predictions against the measured 
data. First, the experimental engine setup and operating 
conditions are described, followed by a discussion of turbu-
lence modelling approach using LES. Next, the statistical 
analysis method and POD technique are discussed. 
Information of simulation setup, which includes geometry, 
meshing, initial and boundary conditions, follows. Finally, 
simulation results and comparative analysis between LES and 
PIV data are presented, followed by the summary 
and conclusions.
Experimental Setup
The present study uses experimental data obtained from an 
optical engine, created to generate detailed and quantitative 
data for the in- cylinder and gas exchange flows in the engine 
and support the development and validation of turbulence 
modeling approaches. The engine, termed as “TCC-III” 
[21], [22], is installed with a transparent combustion chamber 
to allow high optical accessibility for flow field measurements.
The test setup consists of a single cylinder engine with 
pancake-shaped piston in a transparent combustion chamber. 
A spark plug is placed at the center of the cylinder head. The 
combustion chamber is installed with one intake and one 
exhaust valve, which are connected via runners to intake and 
exhaust plena, respectively. Figure 1 shows a sketch of all the 
components in the test arrangement.
The engine has been tested for a range of operating condi-
tions. For this study, we use results obtained with 1300 rpm 
speed and average intake plenum pressure of 40 kPa. The 
engine geometry parameters and valve timings are summa-
rized in Table 1. More TCC engine specifications are discussed 
in detail by Sick et al. [21] and are also available on the 
University of Michigan website [22].
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The PIV method has been employed to measure instan-
taneous and phase-averaged velocity components of the 
in-cylinder flow on several two-dimensional planes. Figure 2 
shows locations of the PIV measurement planes with respect 
to the engine cylinder geometry. PIV velocity data for all 
planes are available for consecutive cycles at every 5 crank 
angle degrees [22]. The approach of conducting PIV measure-
ments, post processing and its properties are explained 
broadly by Abraham et al. [23]. All the experimental data used 
in this paper is downloaded from [22].
Simulation Approach
This study uses the commercial CFD software ANSYS Forte 
[24] to simulate the motored engine flows in the TCC-III 
engine. Forte solves multi-dimensional, finite-volume-based 
compressible flow equations for reacting flows and sprays in 
the IC engine. The spatial accuracy in solving the governing 
equations is 2nd order, and the temporal accuracy is 1st order. 
The solver automatically generates strictly Cartesian mesh to 
discretize the simulation domain and adaptively refines the 
mesh based on evolving flow solutions. An immersed boundary 
method is employed to enforce boundary conditions on the 
physical surface geometry not aligned with the Cartesian 
mesh. In previous work [12], the software’s capability of simu-
lating turbulent flows was validated by several fundamental 
flow problems, such as backwards-step flow, gas jets, evapo-
rating sprays, reacting sprays and turbulent diffusion flames.
LES Sub-Grid Scale (SGS) 
Model
An LES model resolves large-scale flow structures (or “eddies”) 
by explicitly solving the governing equations of f luid 
mechanics on the CFD mesh, and predicting the flow struc-
tures smaller than the local mesh size by models. The mesh 
effectively works as an implicit “filter”, and any flow field quan-
tities discretized and defined on the mesh are regarded as 
filtered quantities. Mathematically, an “exact” f low field 
quantity (e.g. velocity) can be divided into two parts, a filtered 
component representing the resolved part and a residual 
component representing the “sub-grid” part. The governing 
equations under the LES context are obtained by applying the 
filter to the Navier-Stokes equations. The filtered momentum 
equation is written as:
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 FIGURE 1  Experimental Setup of TCC III engine [22]
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TABLE 1 TCC III engine geometry specification and valve 
timings [22]
bore 9.20 cm
Stroke 8.60 cm
Connecting rod length 23.10 cm
geometric Compression ratio 10.0
Effective Compression ratio 8.6
Combustion chamber 63.15 cm3
Clearance Volume at TDC 0.95 cm3
Exhaust Valve Closing 12.8 degrees ATDC
Intake Valve Closing 240.8 degrees ATDC
Exhaust Valve opening 484.8 degrees ATDC
Intake Valve opening 712.8 degrees ATDC© 
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 FIGURE 2  PIV measurement planes used to collect flow 
velocity data in the TCC-III motored engine flow 
experiment [10]
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in which r  is the filtered density, u  is the Favre-averaged 
filtered velocity (u u= r r/ ), p is the filtered pressure, and ν 
is the kinematic molecular viscosity. The filtered equations 
are arranged to achieve resemblance to an unfiltered Navier-
Stokes equation, but with an additional term of residual stress 
tensor representing sub-grid scale (SGS) effects. The SGS stress 
tensor τ is defined as:
 t ij i j i ju u u uº -( )    (2)
Modelling of the SGS stress tensor is necessary to close 
the momentum equation and thus to solve for the filtered 
velocity field. The present study uses the Smagorinsky model 
for this purpose.
Smagorinsky Model
The Smagorinsky model uses the mathematical version 
of Bossinesq hypothesis that turbulent fluctuations are dissi-
pative in nature and can be modeled by diffusion. The SGS 
stress is assumed to be directly proportional to the filtered 
rate of strain:
 tij sgs ij kk ij kk ijS S= - -
æ
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3
n d t d   (3)
where Sij  is the f i ltered strain rate tensor, 
  S u x u xij i j j i= ¶ ¶ + ¶ ¶( )1
2
/ / . τkk  =  2ksgs, in which ksgs is the 
sub-grid kinetic energy. The sub-grid viscosity, νsgs, acts as a 
modeled viscosity to account for the effects of momentum 
transfer due to turbulent motion:
 n sgs sC S= ( )D 2   (4)
in which ∆ is the filter width as well as the local CFD grid 
size,   S S Sij ij= ( )2 1 2/  is the magnitude of the strain rate, and Cs 
is a model constant with a default value of 0.17.
A familiar issue with the Smagorinsky model is that it is 
purely dissipative in modeling the effects of sub-grid turbulent 
motions. As a result, a fine mesh size is often required to resolve 
the small-scale flow structures adequately. However, because 
of its numerical stability in complex flows and geometries, the 
Smagorinsky model is still one of the most commonly used 
LES SGS models in solving engineering flow problems. 
Therefore, it is chosen as the baseline approach in the present 
work. Here, we have focused on presenting the SGS model used 
in the momentum equation. The Smagorinsky model employs 
viscosity-based SGS models in the mass and energy transport 
equations, with standard turbulent Schmidt and Prandtl 
numbers associating the SGS diffusivity and heat conductivity 
with the viscosity νsgs.
Another LES model called “implicit LES” is also adopted 
to compare with the standard Smagorinsky model. By setting 
the model constant Cs in Eq. (4) as zero, this model effectively 
removes the SGS stress term from the filtered momentum 
equation. The effects of sub-grid motions on large-scale 
momentum transfer are accounted for by the numerical 
effects  of discretization, rather than physics-based 
assumptions. Using this approach removes the concern 
about  the Smagorinsky model being overly dissipative in 
solving for the large-scale motions.
Numerical Schemes for 
Momentum Convection
In turbulent flows, convection is a dominating mechanism of 
momentum transport. Accurate calculation of the convection 
term in Eq. (1) is important since it affects the resolution of 
large-scale flow motions and the turbulent transport processes. 
In the finite-volume method, to calculate convection across 
neighboring cells, variables at the cell faces shared by neigh-
boring cells must be properly modeled. Taking a 1-D situation 
as an example, the flow quantity ϕ (i.e., velocity component) 
at a cell face a shared by two adjacent control volumes centered 
at xi and xi + 1 is calculated by a 1st-order Taylor series expan-
sion of the cell-centered solutions:
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where δVα is the flux volume, taken as positive if cell i is 
upwind. In the QSOU scheme, the gradient of solutions is 
calculated as:
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in which ∆ϕi = ϕi + 1 − ϕi. The scheme conditionally uses 
the interpolation to calculate ϕα based on the monotonicity 
of local variables. When the variation of ϕ is not monotone, 
it is reduced to an upwind scheme [25].
The central differencing scheme always computes the 
gradient by the neighboring quantities without upwind prefer-
ence, and is strictly 2nd order accurate:
 ¶
¶
= -
-
+ -
+ -
f f f
x x xi
i i
i i
1 1
1 1
 (7)
The central differencing scheme has higher order of 
accuracy than QSOU and is thought to be beneficial in 
predicting turbulent transport in certain shear-intensive flow 
problems [26], [12], but the QSOU scheme is more stable than 
CD, due to its monotonic nature.
Wall Boundary Conditions
Law-of-the-wall relations are used to model the momentum 
and heat transport in turbulent boundary layers and predict 
the shear stress and heat transfer at physical wall boundary. 
While the Law-of-the-wall relations represent ensemble-
average, they are useful in the current LES simulation where 
engineering mesh resolution is employed. The near-wall mesh 
size effectively filter away local flow structures of sub-grid 
size, which also fluctuate in time with related time scales. 
In this sense, the filtering in near-wall mesh is equivalent to 
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an ensemble average, and this justifies use of Law-of-the-wall 
as wall boundary conditions in LES. Details of the relations 
are summarized in [24].
Analysis of Turbulent 
Flow Field
Relevance Index
A Relevance index is used to quantify the degree of similarity 
between flow structures in two flow fields. It is calculated by 
projecting one flow field onto the other and then normalizing, 
as follows:
 Rp =
( )u v
u v
,
 (8)
in which u and v are two flow velocity fields that are 
supposed to be relevant to each other, e.g., one being the 
velocity field from simulation and the other from experiment. 
The (∙) operator in the numerator denotes inner product, and 
||∙|| in the denominator indicates L2 norms. The value of Rp 
varies between +1 to −1. “+1” indicates that two flow field have 
perfectly aligned flow structures everywhere, whereas “-1” 
indicates that the flow structures are in exactly opposite direc-
tions. If the flow structures are orthogonal, the value of rele-
vance index is 0. Relevance index is not affected by the 
kinetic energy contained in the flow. In other words, two 
velocity fields with Rp equal to 1 can have different magnitudes 
of velocity.
Proper Orthogonal 
Decomposition (POD)
To analyze the turbulent flow field from many engine cycles 
and to extract meaningful statistical information, the POD 
method is used. The main procedures of POD are outlined as 
follows, while more detailed information regarding its theo-
retical background is reported elsewhere [17], [18], [19].
At a specific crank angle degree during an engine cycle, 
we denote the two-dimensional velocity field on one of the 
measurement planes shown in Figure 2 as a “snapshot” of 
the  flow field. The velocity field taken on the same plane 
and at  the same crank angle from different engine cycles 
constitute a data set of snapshots, which serve as the basis of 
POD analysis. We denote V as one component of the 
velocity vector, and V(k) as the velocity field of the kth snapshot 
(k = 1 to K, where K is the number of snapshots or engine 
cycles studied). POD analysis decomposes V(k) into a linear 
combination of weighted spatial basic functions called 
“modes” ( fm), each of which has corresponding time-
dependent coefficient, Cmk :
 V k C f
m
M
m
k m( ) =
=å 1  (9)
For the current IC engine application, the “method of 
snapshots” introduced by Sirovich [27] is used. The method 
of snapshots is more efficient in cases where the number of 
instances in time at which velocity is measured are less than 
the number of spatial locations where measurement takes 
place. In this method, the number of snapshots (or engine 
cycles) (K) is equal to the number of modes (M). The modes 
are not specified a priori; instead, they are computed using 
the snapshots’ data such that the following function 
is minimized:
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Each mode represents a basic flow structure extracted 
from the snapshots. The ensemble of mutually orthogonal and 
normalized modes ( f1f2… …fM) is represented by a two-
dimensional matrix of M × J, where J is the number of loca-
tions on the measurement plane used to collect velocity data. 
The coefficients Cmk  forms a matrix of K  ×  M size, which 
are calculated by projecting the velocity vector V(k) onto 
mode fm. The square of the coefficient Ckm( )2 determines the 
contribution in mass-specific kinetic energy from the mth 
mode into kth snapshot. Values of coefficients can be positive 
or negative. As a result, the “energy” of a single snapshot can 
be calculated by:
 E Ck
m
M
m
k= ( )
=
å12
1
2
 (11)
The energy of a single mode is given by:
 E Cm
k
K
m
k= ( )
=
å12
1
2
 (12)
The energy fraction of each mode is:
 e E Em m
m
M
m=
=
å/
1
 (13)
POD modes are optimal such that the 1st mode contains 
the largest fraction of energy and most of the flow’s kinetic 
energy is represented by the first few modes.
The modes obtained from POD analysis of any two 
separate data sets at a specific crank angle can be compared 
by means of energy spectra (energy or cumulative energy 
fraction versus mode number) and relevance index. Energy 
spectra indicates how much energy is contained in each mode 
in the two data sets, respectively, whereas the relevance index 
quantifies the degree of structural similarity between the two. 
Like any statistical method, if the two data sets are to be 
compared unambiguously by POD, they must have the same 
number of snapshots and the flow field data must be collected 
from identical locations.
Another objective of using POD analysis for the CCV 
study is to quantify each cycle’s contribution to the ensemble-
averaged and Root-Mean-Squared (RMS) flows. Chen et al. [19] 
and Buhl et al. [20] discussed the separation of contributions 
from each cycle to the ensemble-averaged kinetic energy 
and  RMS kinetic energy due to turbulence f luctuation, 
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with respect to the total kinetic energy. The kinetic energy 
contained in the ensemble-averaged flow field is given as:
 KEavg = ( )
=
å12
1
1
2
K
C
k
K
k  (14)
Thus, the kinetic energy of the 1st mode from all the data 
snapshots can be used to estimate the contribution of each 
cycle k to the ensemble-averaged kinetic energy. Turbulence 
fluctuation energy is estimated as:
 KEturb = ( )
é
ë
ê
ê
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ú= =
å å
m
M
k
K
m
k
K
C
2 1
21
2
 (15)
Thus, coefficients of modes 2 → M can be used to calculate 
the contribution to the turbulent kinetic energy from 
each cycle.
In this study, to compare the LES flow field characteristics 
against the PIV measurements, snapshots of velocity flow field 
at two measurement planes, Y  =  0  mm and X  =  0  mm 
(Figure 2), are taken for each engine cycle, and these snapshots 
are used as input for the POD analysis.
Computational Setup
Instead of using the full experimental geometry containing 
the intake and exhaust plenums (Figure 3), our computational 
domain includes the full combustion chamber enclosed by 
the cylinder head, spark plug, liner, piston and valves, as well 
as part of the intake and exhaust ports (Figure 4). The intake 
and exhaust plenums are omitted, and the pressure inflow 
and outflow values at those locations are applied as boundary 
conditions on the cut-planes that separate the modeled partial 
ports from the omitted parts. Cycle-independent pressure and 
temperature boundary conditions at the inlet and outlet 
are  available from the engine’s system-level simulation 
results [22]. A similar partial simulation domain has been 
used in the works of Yang et al. [5], Kuo et al. [6] and 
Ameen et al. [7]. These studies showed that even though CFD 
simulation using partial geometry introduce simplification 
to the intake and exhaust flows, obtained results are qualita-
tively comparable to the experimental data, with all the major 
flow structures during an engine cycle resolved correctly.
ANSYS Forte automatically generates and updates the 
volume mesh with perfectly orthogonal Cartesian cells 
on-the-fly, during the simulation. Solution-adaptive meshing 
(SAM) [28] is used throughout the simulation. SAM refines 
the mesh in response to the local variation of a solution field 
or its gradient to resolve the meaningful flow structures as 
they evolve with time. The inputs for SAM include choice of 
solution variable to which the meshing adapts, refinement 
criteria, and the desired refinement level. Cells meeting the 
refinement criteria at a given time step will be refined to the 
desired mesh size specified as input. Previously refined cells 
that no longer meets the solution criteria will be coarsened 
up to the default mesh size, unless influenced by another mesh 
control. The main advantage of implementing SAM is that 
mesh refinement takes place only in the solution intensive 
regions where a finer mesh is required for better accuracy. 
Application of SAM helps to significantly reduce the total cell 
count and computational time while maintaining solution 
accuracy of turbulent flows [12].
Since this study concerns motored-engine flows, SAM 
has been imposed only for the gradient of flow velocity. A 
statistical refinement criterion is used such that cells with 
velocity gradient values greater than a low threshold value but 
less than a high threshold will undergo refinement. The 
threshold values are given by:
 x x c xlow threshold mean threshold high threshold_ _= + × = +¥s  (16)
 FIGURE 4  Modified computational domain with parts of 
the intake and exhaust ports omitted to save computational 
cost. Pressure and temperature boundary conditions are 
applied on the inflow and outflow boundary in the ports.
©
 S
A
E 
In
te
rn
at
io
na
l
 FIGURE 3  Full CFD computational domain including intake 
and exhaust plenums.
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in which xmean is the mean value of velocity gradient in 
the domain and σ is the standard deviation of x. cthreshold is an 
input parameter set to 0.25.
A base mesh size of 1 mm is used in the whole simulation 
domain. Additional mesh refinement is provided by applying 
four layers of 0.5 mm cells to the piston, liner and valve-seat 
walls. Velocity gradient is selected as the only adaptive refine-
ment control parameter for SAM. With a combined use of 
SAM and boundary surface refinement, the peak cell count 
during the simulation of an engine cycle is 3 million. Figure 5 
shows the status of meshing on the Y = 0 cut-plane that goes 
through the valve stems, at 100 degrees ATDC when the intake 
valve is completely open.
Flows during intake and compression strokes are of most 
interest, not only because of significant large-scale flow struc-
tures being present, but also due to their substantial impact on 
the flow conditions prior to spark ignition. During the intake 
stroke, cyclic variation in the intake jet structure causes subse-
quent variations in the flows within the combustion chamber. 
At 100 crank angle degrees after Top-Dead-Center (ATDC), 
the intake valve is completely open, and the whole intake jet 
structure can be characterized well. Also, the in-cylinder flow 
field at the end of the compression stroke affects the flame 
growth and propagation after spark ignition, thereby influ-
encing combustion properties and engine performance. This 
flow field can be characterized at 300 degrees ATDC. In the 
simulations, velocity data at these two crank angles on the 
measurement planes are acquired using a monitor probe utility 
in the software, which collects data at points corresponding to 
the exact PIV measurement locations in the experiment.
The minimum number of simulated engine cycles 
required to obtain statistically converged LES results have 
been previously studied in the literature. Kuo et al. [6] indi-
cated that 10 consecutive cycles (after neglecting the prior 
10 cycles to stabilize from the impact of initial and boundary 
conditions) are sufficient for qualitative comparison between 
PIV and LES data. Ameen et al. [7] suggested that data from 
20 consecutive cycles are sufficient to capture the cyclic vari-
ability during the gas exchange processes using their LES 
simulations. Considering these findings, 20 consecutive cycles 
of LES simulations are performed in the present work to form 
the statistical data base for analysis. Five prior cycles of data 
are neglected to exclude the impact from initialization, in view 
that the thermodynamic results after these excluded cycles 
become statistically stable. In order to examine the effects of 
LES SGS models and numerical schemes for momentum 
convection, four simulation sets are considered, and the test 
matrix is summarized in Table 2.
Results and Discussion
In each engine cycle, simulation starts at the onset of the 
intake stroke, when the piston is at TDC and the intake valve 
is opening. After completing the intake, compression, expan-
sion and exhaust strokes, the cycle ends and the next cycle 
starts. The first engine cycle is initiated with the measured 
in-cylinder pressure and temperature data and with the 
assumption of quiescent chamber flows prior to the opening 
of the intake valve. The subsequent engine cycles are simulated 
in a consecutive manner and without interruption, such that 
no numerical assumptions are introduced when a new cycle 
starts. A total of 25 cycles are simulated, and the first 5 cycles 
are not included in the analysis to remove any influence from 
the initialization. The remaining 20 consecutive cycles are 
considered as a statistical representation of the whole set 
of (256) cycles measured in the experiment. The statistical 
convergence using 20 cycles’ data in the simulation is verified 
in Appendix (A).
To validate the simulation setup, several global thermo-
dynamic properties, such as the maximum in-cylinder 
pressure, temperature and trapped mass are examined. 
Figure 6 shows variations of these properties from the 20 
consecutive engine cycles simulated. While there are cyclic 
variations observed in each set of simulations, the degrees of 
variations are very low in general. The very close amounts of 
trapped mass among different cycles indicate that the 
outcomes of gas exchange processes are predicted consistently. 
The consistent peak temperatures in the cylinder indicate that 
the settings of heat transfer boundary conditions and inflow/
outflow conditions result in consistent amounts of thermal 
energy predicted at the TDC of each cycle.
 FIGURE 5  CFD mesh shown on the cut-plane at Y = 0 mm, 
at 100 degrees ATDC when intake valve is completely open. 
Mesh refinement due to use of SAM along the intake jet and 
fixed layers of refined cells near wall surfaces are visualized.
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TABLE 2 Test Matrix used for LES simulation.
Simulation Set 1 2 3 4
LES model LES-
Smagorinsky
LES-
Smagorinsky
Implicit 
LES
Implicit 
LES
Cs 0.17 0.17 0 0
Numerical 
Scheme
QSou CD QSou CD
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The predicted cycle-averaged peak pressures in the 
four sets of simulations show some differences due to the 
different SGS models and numerical schemes used; however, 
the deviations from the measured cycle-averaged values are 
within 2.4%. The coefficient of variance (defined as the ratio 
of standard deviation over the mean) of cyclic peak pressure 
is around 0.5-0.6%, which is on the same order of magnitude 
but somewhat higher than the measured one. The deviations 
of cycle-averaged trapped mass from the measurement are 
within 1.2%, as summarized in Table 3.
The deviations with experiment are thought to be due to 
the uncertainties in setting the compression ratio and heat 
transfer boundary conditions. The geometric compression 
ratio of the TCC-III engine is 10.0, while its “effective” 
compression ratio is 8.0 [22]. Temperatures at the solid wall 
boundaries are not available from the experiment specifica-
tions. In the simulations, the geometric compression ratio is 
set as 9.9, and constant wall temperatures are specified at the 
liner, cylinder head (and spark plug), and piston to calculate 
heat-transfer correlations in the boundary layer. A combina-
tion of these settings ensures that the best overall agreement 
between the predicted in-cylinder pressure, trapped mass and 
temperature traces and the measurements is reached. The 
settings could be improved with better knowledge of the wall 
temperature distribution as well as its variation in time, from 
either experiment or a conjugate-heat-transfer simulation.
To examine the in-cylinder pressure trace throughout 
one engine cycle, the predicted pressure traces from the 20 
consecutive cycles are averaged, and compared to the experi-
mental pressure averaged over 256  cycles. As shown in 
Figure 7, the predicted averaged pressure traces in all the test 
cases are in good agreement with the experimental average 
during the compression and expansion strokes.
 FIGURE 6  Maximum in-cylinder pressure, trapped mass, 
and peak in-cylinder temperature predicts by four sets of 
simulations in 20 consecutive engine cycles.
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TABLE 3 Cycle-averaged in-cylinder peak pressure, 
coefficient of variance of cyclic peak pressure, cycle-averaged 
peak temperature and trapped mass from the measurement 
and the four sets of LES simulations.
Cycle-
averaged 
Peak 
Pressure 
(bar)
Coefficient 
of Variance 
of Cyclic 
Peak 
Pressure 
(%)
Cycle-
averaged 
Peak 
Temperature 
(K)
Cycle-
averaged 
Trapped 
Mass (g)
Experiment 8.118 0.23 714.12 0.2582
Set 1 8.241 0.58 703.49 0.2591
Set 2 8.176 0.57 702.71 0.2579
Set 3 8.251 0.63 703.07 0.2596
Set 4 8.133 0.51 701.47 0.2575 © 
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 FIGURE 7  In-cylinder averaged pressure trace in one 
engine cycle in simulation and experiment.
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Averaged in-cylinder trapped mass and temperature 
from all LES simulations and experimental measurements 
are shown in Figures 8 and Figure 9, respectively. All the test 
cases correctly predict the averaged in-cylinder trapped mass. 
Simulations somewhat under-predict the amount of mass 
flowing into the cylinder due to negative pressure difference 
when the exhaust valve is opening, but the end mass after 
the  whole exhaust stroke is predicted precisely. The 
overall  trend of in-cylinder averaged temperature is 
captured by all the simulation setups. Deviation in the values 
of average temperature can be explained as an effect of using 
constant and uniform wall temperatures throughout 
the simulation.
In addition, the averaged peak pressure occurred at 1.5 
crank angle degrees prior to TDC in the measurement [22], 
which is thought to be due to the heat transfer and 
blowby effects [29]. While the simulation models heat transfer, 
the blowby effects are not modeled due to omission of the ring 
pack and crevice regions.
Despite the uncertainties and simplifications in the simu-
lation setup, the averaged thermodynamic results agree well 
with the experimental data in general, which validates the 
simulation settings for detailed flow field analysis. Quantitative 
comparisons of spatially resolved velocity vector field between 
LES and PIV measurements were then conducted by the 
following methods:
 1. Statistical Method: 
Statistical quantities of ensemble average and RMS of velocity 
are compared at two different crank angles, which are 100 and 
300 degrees ATDC. The magnitude of mean and RMS velocity 
and the relevance index of the flow structures are examined.
 2. Proper Orthogonal Decomposition Analysis: 
Quantitative comparison between energy fractions and 
modes is done at the two crank angles. In this study, phase 
dependent 2D POD is carried out for LES results and PIV 
measurement data.
Results at Y = 0, 
100 Degrees ATDC
Figure 10 compares the ensemble-averaged velocity field 
for  all  four test cases on the Y  =  0 plane at 100 degrees 
ATDC, when the piston is moving downwards during the 
intake stroke and the intake valve is completely open. The 
measurement plane Y = 0 is positioned right at the center of 
the combustion chamber and cuts through both the intake 
and exhaust valves. As a result, an intake “jet” flow structure 
is revealed from the 2-D velocity field. Relevance index is 
calculated by correlating the prediction and measurement, 
using Eq. (8).
From the mean velocity flow field and the results of rele-
vance indices, all the simulations qualitatively capture the 
intake jet structures. Presence of the mean velocity region 
at 80 m/s (colored by the red contour level) can be seen in 
the  simulation results of all the settings as well as in the 
measurements, indicating that the mean velocity of the flow 
exiting the intake valve gap has been captured correctly by 
the simulations.
The relevance indices are in the range of 0.75 to 0.80, 
which shows room for improvement. The simulated jet 
penetrates into the cylinder in an almost uniform direction, 
unlike in the measurements where the end portion of 
the  jet  bends downward as it is entrained in a swirling 
structure. In the simulations, some swirling flow structures 
are observed but they are somewhat disconnected from the 
jet tip. As a result, the simulations under-predict the length 
of the jet.
Figure 11 shows the velocity vectors of mean flow field 
from the PIV data and Set 3 simulation results, as well as the 
relevance index between the two. Velocity vector arrows 
display flow structures, whereas lengths of the vector arrow 
represent the local velocity magnitude. Set 3 results, which 
 FIGURE 8  In-cylinder averaged trapped mass in one 
engine cycle in simulation and experiment.
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 FIGURE 9  In-cylinder averaged temperature trace in one 
engine cycle in simulation and experiment.
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have the highest value of relevance index in all simulations, 
fairly capture major flow structures such as the intake jet and 
the vortex behind it. The predicted flow structures show 
similarity with the measurement, resulting in high relevance 
index in the jet region. However, the magnitude of the vortex 
is under-predicted, and both the predictions of vortex center 
location and vortex radius show some discrepancy from the 
measurement, which degrades the local relevance index. 
Deeper mesh refinement adaptive to the velocity field and 
within the valve gap is expected to resolve the intake jet struc-
tures better and improve the relevance index results. However, 
the increase of computational cost for each engine cycle would 
also be expected.
Shown in Figure 12, values of relevance indices for 
the RMS velocity field at 100 degrees ATDC indicate qualita-
tively good agreement in the f luctuating f low structures 
between the simulations and measurements. Strong turbu-
lence intensity is observed in the diffusive regions surrounding 
the jet flow, which is consistently predicted by all the simula-
tion settings. Note that the relevance index reflects the simi-
larity of the local flow structure rather than the velocity 
magnitude. The magnitude of maximum RMS velocities 
predicted by Sets 2 and 4 agree well with the PIV data, while 
Sets 1 and 3 somewhat under-predict the peak RMS value. 
This is because the central differencing scheme has a 
higher order of accuracy than the QSOU scheme and lower 
numerical diffusion in solving the momentum transport 
processes [26], [12].
Figure 13 shows that the kinetic energy fractions of 
all  POD modes from the simulations agree well with 
those from the PIV data. Energy fraction of the most energetic 
mode (mode #1) predicted by simulation is very close 
to  the  experimental measurement, indicating that the 
energy contained in the mean flow field is predicted correctly. 
Energy contained in higher modes is an order-of-magnitude 
smaller than that in the 1st mode, and this trend is correctly 
captured in the simulations. Simulation setting #4 predicts 
the most similar energy fraction profile compared to the 
experiment data.
To examine the flow patterns of each POD mode obtained 
from the measured PIV data and the simulations, Appendix 
(B) includes a short discussion.
Results at X = 0, 
100 Degrees ATDC
Another examination of the f low field during intake is 
made at  the X = 0 plane, which passes through the spark 
plug and is stationed between the intake and exhaust valves. 
At 100 degrees ATDC, characteristics of the 2-D flow field 
reveal the impact of momentum from the intake jet. 
Figures 14 and 15 show the ensemble-averaged and RMS 
of  velocity field from the LES simulations and PIV 
measurements, respectively.
 FIGURE 10  Mean velocity field at Y = 0 and 100 degrees 
ATDC during the intake stroke. The simulation results from four 
sets of model settings are compared with the PIV 
measurements. relevance indices are summarized in the table.
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 FIGURE 11  Velocity vectors of mean velocity field at Y = 0 
and 100 degrees ATDC during the intake stroke, from PIV 
measurements and Set 3 simulation results. The distribution of 
relevance indices in the flow field is also shown. The overall 
relevance index between the two fields (which is an arithmetic 
average of the local relevance indices from all the data points) 
is 0.782.
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All test cases qualitatively capture the distributions of mean 
velocity as measured. This is evidenced by the good relevance 
indices in the mean velocity field. The momentum impact from 
the intake jet takes place in the region between Z = −5 mm and 
−30 mm, which is consistently observed in the simulations and 
measurements. From the measurement data, the momentum 
distribution is somewhat asymmetric about the Y = 0 plane, and 
this is captured better using the QSOU scheme than using the 
central differencing scheme. As a result, Sets 1 and 3 report 
higher relevance indices with respect to the PIV data. In addition, 
the distribution of velocity magnitude is better captured in Set 
3. The momentum in Sets 2 and 4 are more symmetrically 
distributed relative to the Y = 0 plane, and the peak mean 
velocity is somewhat over-predicted. Recall that the downward 
bending of the intake jet as shown in the PIV data in Figure 10 
is not very well predicted by all the simulation settings. As a 
result, the predicted momentum impact regions on the X = 0 
plane (which correspond to the local jet thickness) are narrower.
In view of the RMS velocity field (Figure 15), very good 
relevance indices are reported, indicating that the fluctuating 
f low structures induced by the intake jet are consistent 
between simulations and measurements. The central differ-
ence scheme predicts higher magnitude of velocity fluctuation 
than the QSOU does, while the predicted magnitude using 
 FIGURE 12  rMS velocity field at Y = 0 and 100 degrees 
ATDC during the intake stroke. The simulation results from four 
sets of model settings are compared with the PIV 
measurements. relevance indices are summarized in the table.
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 FIGURE 13  PoD analysis of the 2-D flow field at Y = 0 and 
100 degrees ATDC showing the energy fraction of each 
PoD mode.
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 FIGURE 14  Mean velocity field at X = 0 and 100 degrees 
ATDC during the intake stroke. The simulation results from four 
sets of model settings are compared with the PIV 
measurements. relevance indices are summarized in the table.
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the QSOU scheme is closer to that measured. As is seen in the 
mean flow field, the simulation results are more symmetric 
about the Y = 0 plane compared to the measured data.
Figure 16 (Left) compares the predicted kinetic energy 
fractions of all the POD modes against the measurement. The 
trend of decaying energy distributed in higher modes is 
captured well by all the simulation settings. Simulations using 
the central differencing scheme predict higher energy in the 
2nd mode, corresponding to the observation that they predict 
larger RMS velocity. Figure 16 (Right) shows the absolute value 
of relevance indices relating the predicted and measured flow 
field in each POD mode. Due to the resemblance between the 
1st POD mode and the mean flow, the relevance indices of the 
1st mode are close to those of the mean flow as discussed above. 
The relevance indices of higher modes are mostly within the 
range of 0.70~0.80, indicating reasonable predictions of the 
flow structures in these modes, too.
Overall, in predicting the intake flow characteristics, 
the  impacts from the numerical schemes of momentum 
convection are more obvious than those from the SGS model 
settings. The central difference scheme predicts larger turbu-
lent intensity in general, whereas the QSOU scheme captures 
the asymmetric intake jet impact region better. We do not see 
significant differences between Smagorinsky and the implicit 
LES models, except that the latter predicts better mean flow 
structure and velocity magnitude on the X = 0 plane.
Results at Y = 0, 
300 Degrees ATDC
Figures 17 and 18 present the ensemble-averaged and 
RMS velocity field on the Y = 0 plane at 300 degrees ATDC, 
 FIGURE 15  rMS velocity field at X = 0 and 100 degrees 
ATDC during the intake stroke. The simulation results from four 
sets of model settings are compared with the PIV 
measurements. relevance indices are summarized in the table.
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 FIGURE 16  PoD analysis of the 2-D flow field at X = 0 and 
100 degrees ATDC. Left: energy fraction of each PoD mode; 
right: relevance index between the predicted and measured 
PoD mode.
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 FIGURE 17  Mean velocity field at Y = 0 and 300 degrees 
ATDC during the compression stroke. The simulation results 
from four sets of model settings are compared with the PIV 
measurements. relevance indices are summarized in the table.
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which represents the compression stroke when both 
intake and exhaust valves are completely closed. In both mean 
and RMS results, high relevance indices correlating the 
predictions and the measurements are achieved, indicating 
that the predicted f low structures in the combustion 
chamber induced by piston compression are similar to the 
experimental data.
In both simulation and measurement results, the highest 
mean velocity magnitude is observed at the bottom of the 
measurement plane, which is close to the piston. The measured 
maximum mean velocity is on the order of 12 m/s and is much 
larger than the instantaneous piston moving speed (~4 m/s), 
indicating the presence of strong tumble and turbulent 
motions. The maximum mean velocity is somewhat under-
predicted in the simulations. Measurement also shows a fairly 
uniform distribution of mean velocity magnitude along the 
x direction (parallel to the piston surface). However, in simula-
tions, the distributions of mean velocity magnitude are non-
uniform. Similar results have been reported in the work of 
Ameen et al. [10] when a mesh size of 0.25 mm was employed 
near the piston walls. It is expected that an increase in the 
near-wall mesh resolution would be helpful for more precise 
prediction of mean velocity magnitude.
Simulation results in the RMS velocity field achieve high 
relevance indices with respect to the measurements. 
Magnitudes of the peak RMS velocities predicted by all the 
test cases are close to the values measured by PIV. In the 
measurement, larger RMS velocity is observed in the upper 
portion of the measurement plane where the mean flow speed 
is lower. This trend is not clearly observed in the simulation 
results, in which larger RMS velocity is more likely to appear 
in places where mean flow speed is also large. Finer mesh 
resolution and more engine cycles simulated might increase 
the accuracy of the RMS velocity flow field prediction.
Further examination of the mean f low structures is 
made in Figure 19, where the velocity vectors of the mean flow 
field are visualized, and the relevance index between the 
measured and simulated flow field is calculated. The measure-
ment shows a fairly uniform motion towards the -X direction, 
indicating presence of a clockwise tumble motion above the 
piston. The tumble is qualitatively captured by the simulation, 
resulting in a high overall relevance index (0.887) between 
the two fields.
Figure 20 (Left) presents the predicted kinetic energy 
fractions of all the POD modes compared against the measure-
ment. Simulations capture the correct trend in energy distri-
bution among different modes. The predicted 1st modes 
contain lower energy that that in the measurement, corre-
sponding to the larger mean flow magnitude observed in the 
PIV data as shown in Figure 17. As a result, the predicted 
results contain larger energy in higher modes. Figure 20 
(Right) shows the absolute values of relevance indices 
computed by correlating the predicted and measured 
flow velocities for each POD mode. In general, relevance 
indices fall within the range of 0.70~0.80, indicating fairly 
good resemblance between the predicted and measured 
flow structures.
 FIGURE 18  rMS velocity field at Y = 0 and 300 degrees 
ATDC during the compression stroke. The simulation results 
from four sets of model settings are compared with the PIV 
measurements. relevance indices are summarized in the table.
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 FIGURE 19  Velocity vectors of mean velocity field at Y = 0 
and 300 degrees ATDC during the compression stroke, from 
PIV measurements and Set 3 simulation results. The 
distribution of relevance indices in the flow field is also shown. 
The overall relevance index between the two fields is 0.887.
©
 S
A
E 
In
te
rn
at
io
na
l
Downloaded from SAE International by University of Michigan, Saturday, May 19, 2018
 14 LArgE-EDDY SIMuLATIoN AND ANALYSIS oF TurbuLENT FLoWS IN A MoTorED SPArK-IgNITIoN ENgINE
© 2018 SAE International; ANSYS Inc.
Summary and Conclusion
To summarize, this study evaluates the use of Large-eddy 
simulations of turbulent flows in a motored SI engine to 
predict cycle-to-cycle variation. LES results are compared 
with experimental measurements using a comprehensive set 
of statistical criteria. The simulations are set up to mimic the 
engine used in the experiment in terms of the engine geometry, 
inflow and outflow boundary conditions, and engine oper-
ating conditions. The simulation setup is validated by the 
averaged pressure trace as well as averaged peak pressure, 
temperature and trapped mass in the combustion chamber. 
A total of 20 consecutive engine cycles are simulated to repre-
sent a statistical ensemble of many more cycles in the measure-
ments. An engineering-level mesh resolution (0.5  mm 
minimum) is chosen for all the simulations in this study.
Detailed flow velocity data are collected at two planes 
(Y = 0 and X = 0, respectively) at the center of the combustion 
chamber, where various statistical metrics are employed to 
examine the predicted mean and variance of the flows in 
comparison to the measurements. The metrics include mean 
and RMS of the 2-D velocity magnitude, relevance index 
relating flow structures between simulation and measurement, 
and characteristics of POD modes extracted from the flow 
field. The comparisons are made at two crank angle degrees, 
highlighting intake flows and the flows during piston compres-
sion, respectively. The main findings are:
 1. Intake flows: simulations capture the intake flows 
exiting the valve gaps in terms of the mean velocity 
magnitude and the RMS flow structures. Energy 
fractions of the POD modes agree well with 
experimental data. The central difference scheme for 
momentum convection predicts larger turbulent 
intensity and RMS velocity magnitude, whereas the 
QSOU scheme offers better prediction of the 
asymmetric momentum impact projected on the 
X = 0 plane. The prediction by implicit LES method is 
slightly better than the Smagorinsky model, but the 
differences are small. Improvement is needed 
regardless of model settings in predicting the tip 
structure of the intake “jet” as seen in the mean 
flow field.
 2. Flows during piston compression: simulations capture 
the flow structures in mean and RMS velocity field as 
revealed by the high relevance indices between 
computational and experimental results. Influences 
from the numerical schemes as well as SGS 
models are not obvious. The magnitude of mean 
flow velocity is somewhat under-predicted, resulting 
in lower kinetic energy contained in the 
1st POD mode.
In both flow situations, increasing the dynamic mesh 
refinement depth and overall mesh resolution is expected to 
lead to better predictions, which will be the focus of our future 
work. On the other hand, the results obtained using the 
current mesh resolution indicate that good agreement with 
the measurements is achieved in many aspects, such as the 
energy fractions in each POD mode and the relevance indices 
in the RMS velocity field. Using the current simulation 
settings, the implicit LES model and the QSOU scheme for 
momentum convection is preferred, due to its better predic-
tion of the mean flow field during intake. Other areas for 
future studies include validation of the flow field results under 
different engine speed, and validations using data from a 
fired engine.
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Definitions/Abbreviations
ATDC - After Top Dead Center
CAD - Crank Angle Degree
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CCV - Cycle-to-Cycle Variation
CD - Central Difference
CFD - Computational Fluid Dynamics
COV - Coefficient Of Variance
LES - Large Eddy simulation
PIV - Particle Image Velocimetry
POD - Proper Orthogonal Decomposition
QSOU - Quasi Second Order Upwind
RMS - Root Mean Square
SAM - Solution Adaptive Meshing
SGS - Sub Grid Scale
SI - Spark Ignition
TCC - Transparent Combustion Chamber
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Appendix (A)
When analyzing the simulation results, data from 20 concecutive engine cycles are used to compute the ensemble-averaged 
and RMS velocity field and POD modes. To make sure that the 20 cycles’ data have reached statistical convergence in the 
averaged quantities, the averaged data from 10, 15, 18 cycles are examined, and summarized in Figures 21 and 22. Both the 
results averaged from 15 and 18 cycles are very close to those averaged from 20 cycles, as evidenced by very high relevance 
indices (0.998 and above). Therefore, it is decided that statistic convergence has been reached when 20 cycles of data are used.
 FIGURE 21  Mean velocity field at Y = 0 and 100 degrees 
ATDC during the intake stroke. The simulation results averaged 
from 10, 15, 18 and 20 cycles are compared. Model setting #3 
(see Table 2) is used. The relevance indices between the 
averaged velocity field using 10, 15, 18 cycles and that of 
20 cycles are 0.995, 0.998, 0.999, respectively.
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 FIGURE 22  rMS velocity field at Y = 0 and 100 degrees 
ATDC during the intake stroke. The simulation results averaged 
from 10, 15, 18 and 20 cycles are compared. Model setting #3 
(see Table 2) is used. The relevance indices between the 
averaged velocity field using 10, 15, 18 cycles and that of 
20 cycles are 0.993, 0.998, 0.999, respectively.
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Appendix (B)
To further examine the simulation results using POD analysis, it is of interest to look into the flow patterns in each POD mode, 
and compare the prediction against the measurement. Figure 23 compares the first five POD modes extracted from the flow 
field at Y = 0 plane and 100 degrees ATDC. The POD modes, which correspond to f m in Eq. (9) and (10), are unit vector field. 
The flow patterns contained in the 1st POD mode are analogous to those in the ensemble-averaged flow field. As discussed 
earlier, the intake jet structure is captured by the simulation, but the predictions of vortex radius and vortex center location on 
valve side need improvement. The predicted flow patterns in higher modes are qualitatively similar to the measured modes, 
although detailed flow structures vary locally.
 FIGURE 23  PoD modes extracted from the PIV-measured and simulated velocity field at Y = 0 and 100 degrees ATDC during 
the intake stroke. only the first five modes are presented. Simulation results are obtained by model setting #3 (see Table 2).
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