Least-square method to priority of the fuzzy preference relations with incomplete information  by Gong, Zai-Wu
Available online at www.sciencedirect.comInternational Journal of Approximate Reasoning
47 (2008) 258–264
www.elsevier.com/locate/ijarLeast-square method to priority of the fuzzy preference
relations with incomplete information
Zai-Wu Gong *
College of Economics and Management, China Institute for Manufacture Developing,
Nanjing University of Information Science and Technology, Nanjing 210044, China
Received 20 April 2006; received in revised form 9 March 2007; accepted 24 May 2007
Available online 2 June 2007Abstract
The priority problem of incomplete preference relations is investigated. Using the transformation relation between mul-
tiplicative preference relation and fuzzy preference relation, we develop a least-square model to obtain the collective pri-
ority vector of the incomplete preference relations presented by multiple decision makers, with the existence condition of
the solution being developed. Meanwhile, we extend this model to the cases of the fuzzy preference relations with complete
information presented by multiple decision makers and the fuzzy preference relation with complete information presented
by one decision maker. Finally, it is illustrated by a numerical example that the method proposed is feasible and eﬀective.
 2007 Elsevier Inc. All rights reserved.
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In the process of multiple attribute decision making, the pairwise comparison method [1–4] may be used to
rank a ﬁnite number of alternatives X = {x1,x2, . . . ,xn}, nP 2 from best to worst. In order to rank these
alternatives, decision makers (DMs) usually express their pairwise comparison information in two formats:
a multiplicative preference relation R = (rij)n·n [1], where rij is an estimate for the relative signiﬁcance of the
alternative xi and xj, and rij2[1/9,9], rijrji = 1, or a fuzzy preference relation A = (aij)n·n [10], where aij denotes
the preference degree of the alternative xi to xj, and aij 2 (0,1), aij + aji = 1. There are many methods to derive
the priority (rank) vector of the multiplicative preference relation, such as the eigenvector method presented
by Saaty [1], the logarithmic least-square method by Crawford and Williams [5], generalized chi square
method by Xu [6], etc. Xu also gives much research on the priority of the fuzzy preference relation: in
[7,10], he gets the weighted least-square method, the eigenvector method and the least deviation method for
the priority of the fuzzy preference relation.0888-613X/$ - see front matter  2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.ijar.2007.05.005
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human judgment, or high order of the preference relation [12], the DMs may obtain a preference relation with
entries being incomplete. Up to now, some related theory studies with incomplete preference relations have
been given. In [8,9], Kwiesielewicz develops a generalized pseudo-inverse approach to preference relation with
entries in the form of triangular numbers. In [11], Xu deﬁnes the concept of incomplete complementary pref-
erence relation, develops such properties as weak consistent, additive consistent, multiplicative consistent, etc.,
and presents a priority method for incomplete preference relation; proposes an interactive approach [12] and
two goal programming models [13] based on incomplete preference relations. He also presents a method [14]
for group decision making with various types of incomplete preference relations. In the previous paragraph we
have mentioned that a weighted least-square priority method of the fuzzy preference relation [10] has been
proposed by Xu. In this paper, we will extend this method for obtaining the priority vector of the collective
preference from incomplete fuzzy preference relations.
The paper is organized as follows. In Section 2, we will ﬁrst give the relationship between multiplicative
preference relations and fuzzy complementary preference relations, then we will review brieﬂy some related
concepts such as directed graph, strongly connected graph and irreducible matrix, etc. In Section 3, we will
propose a least-square priority model of the collective preference relations with incomplete information, with
the existence condition of the solution being developed. Meanwhile, we will also extend this model to the cases
of the collective preference relations and individual preference relation with complete information. At last, we
will give a numerical example and draw some conclusions.
2. Basic concepts
Consider a set of alternatives X = {X1,X2, . . . ,Xn}. For simplicity, let N = {1,2, . . . ,n}. The pairwise com-
parison of alternatives are given by the DMs. If a preference relation R = (rij)n · n satisﬁes rii = 1, rij = 1/rji,
rij > 0, i, j 2 N, then R is called a reciprocal preference relation. If a reciprocal preference relation satisﬁes rij =
rikrkj, i,k, j 2 N, then R is said to have multiplicative consistency. If a preference relation A = (aij)n·n satisﬁes
aii = 0.5, aij + aji = 1, aij > 0, i, j 2 N, i5 j, then A is called a fuzzy preference relation. If a fuzzy preference
relation A satisﬁes aikakjaji = aijajkaki, i, j,k 2 N, i5 j5 k, then A is said to have multiplicative consistency.
The priority method of the reciprocal preference relation with multiplicative consistency proposed by Saaty
[1] will be regarded as a lemma of this text.
Lemma 1 [1]. Given R = (rij)n·n a reciprocal preference relation with multiplicative consistency, there exists a
vector V = (v1, v2, . . . , vn)
T such that rij = vi/vj, for all i, j 2 N.
In order to derive the priority vector of the fuzzy preference relation, Xu has investigated the relationship
between the reciprocal preference relation and the fuzzy preference relation, which will also be considered as a
lemma of this text in the following.
Lemma 2 [10]. The multiplicative consistent reciprocal preference relation R = (rij)n·n and the multiplicative
consistent fuzzy preference relation A = (aij)n·n can be transformed each other by the following formulae:aij ¼ 1=ð1þ rjiÞ; i; j 2 N ; ð1Þ
rij ¼ aij=aji; i; j 2 N : ð2ÞGiven A ¼ ðaijÞnn a multiplicative consistent fuzzy preference relation, by Lemma 2, the relation
R = (rij)n·n deﬁned by rij = aij/aji is a multiplicative consistent reciprocal preference relation. The priority vec-
tor of R, V = (v1,v2, . . . ,vn)
T, will be also called the priority vector of the multiplicative consistent fuzzy pref-
erence relation A. Moreover, it is satisﬁed the following relationship: aij = vi/(vi + vj), i, j 2 N.
If some of the entries of a preference relation R cannot be given by the DM, then R is called an incomplete
preference relation. Only when there exist the direct or indirect comparisons of every two alternatives, can we
utilize this ﬁnite information to rank all the alternatives [2,15].
For any i, j 2 N, let sij be ijth entry of the preference relation S = (sij)n·n, dij ¼ 1 sij 6¼ 0 sij ¼ 

; and sij = 
denotes that the element sij cannot be given. D = (dij)n·n is called the indicator matrix of S. According to graph
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vertices v1, v2, . . . ,vn in G. Moreover, dij = 1 if and only if there exists a directed arc vivj
!
in the directed graph G
going from vi to vj. We say that a directed graph G is strongly connected if, for each pair of vertices vj, vk with
j5 k, j,k 2 N, there is a directed path vjvk1
!
; vk1vk2
!
; . . . ; vkr1vk
!
connecting vj to vk. Let D = (dij)n·n be the indica-
tor matrix of S = (sij)n·n, and G be the corresponding graph. If sij5 , obviously, sji5, then dij = dji = 1,
which denotes that there is comparison information between alternative Xi and Xj. That is, there exists an
arc in G going from vi to vj, and an arc going from vj to vi; If sij = , we have dij = 0, which denotes that there
is no comparison information between alternative Xi and Xj. For each pair of alternatives Xi, Xj with i5 j,
when there exists direct or indirect comparison information between Xi and Xj, there must be a path from
vi to vj. That is, the graph G is strongly connected. On the contrary, if the graph G is not strongly connected,
which denotes that there is no path from vi0 to vj0 for some i0, j0 2 N. In other way, we can say that there is no
direct or indirect comparison information between X i0 and X j0 , then X i0 and X j0 cannot be compared for loss
of information. If nP 2, the matrix B is said to be reducible if there is an n · n permutation matrix P such thatPBPT ¼ A11 0
A21 A22
 
;where A11 is of order l, 1 6 l 6 n  1. If no such P exists then B is irreducible. An irreducible matrix and its
directed graph have the following relationship [16]:
A square matrix is irreducible if and only if its directed graph is strongly connected.
In consequence, we get the following conclusion:
Let A be an incomplete preference relation, D be the indicator matrix of A, G be the directed graph of D,
then G is strongly connected () D is irreducible ) all the alternatives can be ranked by A utilizing some
approaches.
3. Least-square model of collective preference relations with incomplete information
Let X = {X1,X2, . . . ,Xn} be a set of alternatives, d = {d1,d2, . . . ,dm} be a set of DMs, respectively. For sim-
plicity, we denote N = {1,2, . . . ,n},M = {1,2, . . . ,m}. The DMs’ preferences on X are described by the fuzzy
preference relations as follows:As ¼
a11s a12s    a1ns
a21s a22s    a2ns
           
an1s an2s    anns
0
BBB@
1
CCCA;where aijs denotes the preference degree of alternative Xi over Xj presented by the sth DM, s 2M.
For some reasons, the DMs may present incomplete information. Therefore, for i0, j0 2 N, s0 2M, ai0j0s0 is
incomplete, and we denote ai0j0s0 ¼ . Suppose that there are dijDMs presenting the preference degree of alter-
natives Xi over Xj (which also denotes that there are dji DMs presenting the preference degree of alternatives Xj
over Xi because of aijs = 1  ajis, obviously, we have dij = dji), it is clear that dij satisﬁes 0 6 dij 6 m.
Let us suppose an ideal case, for a decision-making problem, all the judgment of DMs are unanimous. That
is, all DMs present the same fuzzy preference relations. As we have seen, if V = (v1,v2, . . . ,vn)
T is the priority
vector of multiplicative consistent fuzzy preference relation As = (aijs)n·n, then aijs = vi/(vi + vj), i, j 2 N, s 2M.
Moreover, for aijs + ajis = 1, we haveaijsvj ¼ ajisvi; ð3Þ
Then, for all i, j 2 N, s 2M, the equationaijsvj  ajisvi ¼ 0 ð4Þ
holds.
However, in the general case, DMs may disagrees with each other, then the above equation does not hold.
Let eijs = (aijsvj  ajisvi)2. For all i, j 2 N, s 2M, the smaller eijs, the higher the consensus of the judgments by
Z.-W. Gong / Internat. J. Approx. Reason. 47 (2008) 258–264 261all DMs. Our objective is to get an optimal priority vector V = {v1,v2, . . . ,vn}
T by minimizing the error of eijs
for all i, j 2 N, s 2M. Therefore, we constructed the following constrained optimization model (where we sup-
pose that all the DMs have the same weights):min gðvÞ ¼Pn
i¼1
Pn
j¼1
Pm
s¼1
ðajisvi  aijsvjÞ2
s:t:
Pn
i¼1
vi ¼ 1; vi > 0; i 2 N :
8><
>: ð5ÞHowever, when the DMs present incomplete information, that is, for some i0, j0 2 N, s0 2M, ai0j0s0 ¼ , by
deleting all the incomplete information, we get the following optimization model:min gðvÞ ¼Pn
i¼1
Pn
j¼1
Pdij
l¼1
ðajilvi  aijlvjÞ2
s:t:
Pn
i¼1
vi ¼ 1; vi > 0; i 2 N ;
8>><
>>:
ð6Þwhere aijl5  denotes that the lth DM presents the preference degree of alternative Xi over Xj, i, j 2 N,
l 2 {1, . . . ,dij}.
Consider a Lagrange functionLðv; kÞ ¼
Xn
i¼1
Xn
j¼1
Xdij
l¼1
ðajilvi  aijlvjÞ2 þ 4k
Xn
i¼1
vi  1
 !
ð7Þlet oLovj ¼ 0, we have
Xn
i¼1
Xdji
l¼1
a2ijlvj 
Xdji
l¼1
ajilaijlvi
 !
þ k ¼ 0; j 2 N : ð8ÞThe equivalent matrix form is as follows:QV þ ke ¼ 0; ð9Þ
whereQ ¼ ðqijÞnn ¼
Pn
i¼1;i6¼1
Pd1i
l¼1a
2
i1l 
Pd12
l¼1a12la21l    
Pd1n
l¼1
a1nlan1l
Pd21l¼1a12la21l Pni¼1;i6¼2Pd2il¼1a2i2l    Pd2n
l¼1
a2nlan2l
           
Pdn1l¼1a1nlan1l Pdn2l¼1an2la2nl    Pni¼1;i6¼nPdnil¼1a2inl
0
BBBBBBB@
1
CCCCCCCA
;V = (v1,v2, . . . ,vn)
T, e = (1,1, . . . ,1)T.
For any i5 j, qij5 0 if and only if dij5 0. For dij5 0 denotes that there is at least one DM presenting
comparison information between alternative xi and xj, so qij5 0 can also be explained that there is compar-
ison information between alternative xi and xj. Deﬁnitely speaking, if qij5 0, then there are dij5 0 DMs pre-
senting comparison information between xi and xj. Then, for all i, j 2 N, if there exists direct and indirect
comparison information between xi and xj, that is, the graph of Q is strongly connected or the indicator matrix
of Q is irreducible, then we can rank all the alternatives {x1,x2, . . . ,xn}.
Therefore, we get the following conclusion:
Lemma 3. The graph of Q is strongly connected () the indicator matrix of Q is irreducible ) all the
alternatives can be ranked by model (6).
Lemma 4. If the indicator matrix of Q is irreducible, then Q is a positive define matrix, and Q is invertible.
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Xn
i¼1
Xn
j¼1
Xdij
l¼1
ðajilvi  aijlvjÞ2 ¼
Xn
i¼1
Xn
j¼1
Xdij
l¼1
ðajilv2i  2ajilaijlvivj þ aijlv2j Þ
¼
Xn
i¼1
Xn
j¼1
Xdij
l¼1
a2jilv
2
i þ
Xn
i¼1
Xn
j¼1
Xdij
l¼1
a2ijlv
2
j 
Xn
i¼1
Xn
j¼1
Xdij
l¼1
2ajilaijlvivj
¼ 2
Xn
i¼1
Xn
j¼1
Xdij
l¼1
a2ijlv
2
j  2
Xn
i¼1
Xn
j¼1
Xdij
l¼1
ajilaijlvivj
¼ 2
Xn
j¼1
Xn
i¼1;i6¼j
Xdij
l¼1
a2ijl
 !
v2j  2
Xn
j¼1
Xn
i¼1;i6¼j
Xdij
l¼1
ajilaijlvivj ¼ 2V TQVand because the indicator of Q is irreducible, by Lemma 3, we can utilize As, s 2M and model (6) to rank all
the alternatives. That is to say, the priority vector V exists. For V > 0, there must be g(v) > 0. Because QT = Q,
then Q is a positive deﬁne matrix. Therefore, Q1 exists. h
By Eq. (9), we haveV ¼ kQ1e; ð10Þ
andeTV ¼ keTQ1e:
Since eTV = 1, then1 ¼ keTQ1e:
That isk ¼ 1=eTQ1e:
By Eq. (10), we haveV ¼ Q1e=eTQ1e:
Thus we get the following theorem:
Theorem 1. Let (As = (aijs)i,j2{1,. . .,n})s2{1,. . .,m} be a profile of incomplete fuzzy preference relations such that its
indicator matrix Q is irreducible. Then the optimal solution of model (6) is as follows:V ¼ Q1e=eTQ1e ð11Þ
In fact, Q = (qij)n·n can be regarded as a measurement of the incomplete degree of the preference relations.
That is to say, for any i,j 2 N,i5 j, dij = 0 denotes that no one presents the degree of alternative Xi over Xj,
then qij = 0; dij = m, mP 1 denotes that all the DMs present the degree of alternative Xi over Xj, then qij5 0.
We can extended the priority model of incomplete fuzzy preference relations mentioned above to collective
decisions and individual decision with complete information.
For any i, j 2 N, if we let dij = m, where dij is the number of the DMs presenting the preference degree of
alternatives Xi over Xj, then we can get a collective priority model of the fuzzy preference relations presented
by multiple decision makers with complete information:min gðvÞ ¼Pn
i¼1
Pn
j¼1
Pm
s¼1
ðajisvi  aijsvjÞ2
s:t:
Pn
i¼1
vi ¼ 1; vi > 0; i 2 N :
8><
>: ð12ÞThe priority vector of this model is Eq. (11).
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with complete information:min gðvÞ ¼Pn
i¼1
Pn
j¼1
ðajivi  aijvjÞ2
s:t:
Pn
i¼1
vi ¼ 1; vi > 0; i 2 N :
8><
>: ð13ÞThe priority vector of this model is also Eq. (11), which is the result of literature [10].
4. Numerical example
Suppose that three DMs provide the following incomplete preference relations {A1,A2,A3} on a set of four
alternatives X = {x1,x2,x3,x4}. We also assume that all the DMs have the same weights.A1 ¼
0:5 0:2  
0:8 0:5 0:4 
 0:6 0:5 0:7
  0:3 0:5
0
BBBB@
1
CCCCA; A2 ¼
0:5  0:7 
 0:5  0:9
0:3  0:5 
 0:1  0:5
0
BBBB@
1
CCCCA; A3 ¼
0:5 0:4  
0:6 0:5 0:3 
 0:7 0:5 
   0:5
0
BBBB@
1
CCCCA:Step 1: By the model (6), we get a positive deﬁne matrix Q as follows:Q ¼
1:09 0:4 0:21 0
0:4 1:06 0:45 0:09
0:21 0:45 0:83 0:21
0 0:09 0:21 1:3
0
BBBB@
1
CCCCA:Step 2: According to Eq. (11), the priority vector of group decision is (v1,v2,v3,v4)
T = (0.2360,0.3036,
0.3349,0.1255)T. Thus the ranking of group decision is X3  X2  X1  X4.5. Conclusions
In this paper, using the transformation relation between multiplicative preference relation and fuzzy pref-
erence relation, we have developed a least-square priority model of the collective preference relations with
incomplete information with the existence condition of the solution being developed. We also extended this
model to the cases of the collective preference relations and individual preference relation with complete infor-
mation. At last, we have given a numerical example. Because the priority model proposed is based on multi-
plicative consistency of fuzzy preference relation, we can also develop a least logarithmic square approach to
fuzzy preference relation based on additive consistency [13] using the same method.
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