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1.1.
The purity theorem. Let Q be a quiver with vertices Q 0 and arrows Q 1 . The quiver Q, which is the double of Q, is obtained by adding an arrow a * for every arrow of a, with the reverse orientation. Then the preprojective algebra is defined as
The primary purpose of this paper is to describe the mixed Hodge structure on the compactly supported cohomology of various stacks of representations of the preprojective algebra for Q. We define N := Z ≥0 . Let d ∈ N Q0 be a dimension vector for Q. Define This space is symplectic, via the natural isomorphism X(Q) d ∼ = T * (X(Q) d ). This symplectic manifold carries an action of the gauge group
with moment map
Here, and throughout, we identify gl di with the vector space dual gl is pure, of Tate type.
Here, purity means that Deligne's mixed Hodge structure on each cohomologically graded piece H given the usual weight 2 pure Hodge structure, concentrated in cohomological degree 2. Then purity amounts to the further statement that a m,n = 0 for n = 0. Note that equation (1) concerns compactly supported cohomology -since µ −1 Q,d (0) is a cone, and hence homotopic to a point, it follows that there is an isomorphism (2) H
and it is known that the right hand side of (2) is pure. On the other hand, compactly supported cohomology is not preserved by homotopy equivalence, and the highly singular nature of µ −1 Q,d (0)/ GL d means that its compactly supported cohomology is a great deal more complicated than its cohomology, and purity requires an essentially new type of argument, requiring the full force of cohomological DonaldsonThomas theory.
Given L, a cohomologically graded mixed Hodge structure with cohomology concentrated in bounded degrees, one defines its Hodge polynomial, E polynomial and weight polynomial respectively:
More generally, L will be concentrated in infinitely many cohomological degrees, so that the Hodge polynomial is a formal powers series, as are the E polynomial and weight polynomial, when they are defined. Accordingly, we will refer to them as series instead of polynomials. The weight series of the mixed Hodge structures (1) are already calculated in terms of the Kac polynomials [19] of Q, due to the results of [18] and [24] , and so Theorem A enables us to calculate the full Hodge series of (1) in Section 4.2. Theorem A is a singular stack-theoretic cousin of the result that the cohomology of Nakajima quiver varieties is pure, with Hodge polynomial expressible as a polynomial in xyz 2 (this can be obtained by combining the proof of [15, Thm.1] with [17, Thm.6.1.2(3)], for example). In fact we use our results to recover this result below (Corollary 6.7).
1.2.
From Donaldson-Thomas theory to symplectic geometry. The way we prove all of our main theorems is via cohomological noncommutative DonaldsonThomas theory, which is defined as the study of the underlying object 1 of the cohomological Hall algebra associated to a quiver with potential by Kontsevich and Soibelman in [21] . This object is the mixed Hodge structure on the cohomology of the vanishing cycle complex on the stack of representations for the Jacobi algebra associated to a quiver with potential (Q, W ) -these notions will be defined and explained in Sections 2 and 3. There are numerous features of the theory that will possibly be foreign to symplectic geometers, in this subsection we motivate their use in studying the stack M(Π Q ) d . 1 The multiplication on this Hall algebra will not play a role in this paper until the end, in Section 8. In particular, Theorems A, B and C do not involve the Hall algebra multiplication.
Firstly, consider the following general setup, of which our situation with X(Q) d being acted on by GL d is a special case. Let X be a complex symplectic manifold, with G acting on it via a Hamiltonian action, with (G-equivariant) moment map µ : X → g * . Then define the function
This function is G-equivariant, and so defines a function on the stack-theoretic quotient g : (X × g)/G → C. By an application of [5, Thm.A.1], there is a natural isomorphism in cohomology (4) H c (µ
where
provides a Tate twist, and φ g Q is the mixed Hodge module complex of vanishing cycles for g. This explains the appearance of vanishing cycles in what follows. Note that φ g Q is supported on the critical locus of g. A guiding principle for Donaldson-Thomas theory (e.g. as expressed in [37] ) is that a given moduli stack N of coherent sheaves on a Calabi-Yau 3-fold should be thought of locally as occurring as the critical locus of a function g on some smooth ambient stack M. Donaldson-Thomas invariants, in this idealised situation, are then recovered by taking invariants, factoring through the Grothendieck group of mixed Hodge structures, of H c (M, φ g Q) = H c (crit(g), φ g Q) = H c (N, φ g Q). The link between Donaldson-Thomas theory and symplectic geometry is completed, then, by the observation of [24] that associated to any quiver Q there is a quiver with potential (Q,W ) such that (X(Q) d × gl d )/ GL d is identified with the smooth stack of d-dimensional representations of CQ, and the critical locus of the function Tr(W ) (which is the function g from (3)) is exactly the substack of representations belonging to the category of representations of the Jacobi algebra Jac(Q,W ) associated to the pair (Q,W ); this module category is noncommutative Donaldson-Thomas theory's analogue of the category of coherent sheaves on a Calabi-Yau 3-fold. The definition of Jac(Q,W ) is recalled in Section 2.1.
Putting all of this together, the noncommutative Donaldson-Thomas theory of Jac(Q,W ) gives us a tool for understanding the compactly supported cohomology of M(Π Q ), i.e. there is an isomorphism of cohomologically graded mixed Hodge structures
Noncommutative Donaldson-Thomas theory enables us to prove powerful theorems regarding the right hand side of (5), and it is our strategy in this paper to deduce results regarding the left hand side.
1.3. Integrality and wall crossing results. The key result that enables us to get a good handle on the right hand side of (5) and prove Theorem A is the relative cohomological integrality theorem from [8, 9] , recalled as Theorem 3.10. In words, this theorem states that the direct image of the mixed Hodge module of vanishing cycles from the moduli stack to the coarse moduli space of representations ofQ is obtained by taking the free symmetric algebra generated by a more manageable mixed Hodge module (tensored with a shift of H C * (pt)), which we call the BPS sheaf in this paper.
Somewhat surprisingly, although the direct image of the mixed Hodge module of vanishing cycles is concentrated in infinitely many cohomological degrees, this BPS sheaf is a genuine mixed Hodge module, i.e. it is concentrated entirely in perverse cohomological degree zero. This is what we mean by "integrality". In particular, for any dimension vector d ∈ N Q0 , the hypercohomology of the BPS sheaf on the coarse moduli space of d-dimensional modules lives in bounded degrees; if the history of Donaldson-Thomas theory had been different, the word "integrality" could be substituted for "boundedness" throughout, and this would be a more logical name for the phenomenon, in this context.
Another vital ingredient of the proof of Theorem A is a support lemma, Lemma 4.1, which is a consequence of the relative cohomological integrality theorem [9, Thm.A] mentioned above. This lemma imposes strong restrictions on the support of the BPS sheaf. Understanding this sheaf, as opposed to just its total compactly supported hypercohomology, is what enables us to calculate the compactly supported cohomology of substacks of the stack M(Π Q ) corresponding to Serre subcategories. We next explain this a little.
By definition, a Serre subcategory S ⊂ CQ -mod is a full subcategory such that for every short exact sequence
of CQ-modules, M is in S if and only if M ′ and M ′′ are. Note that a module M is in S if and only if all of the subquotients in its Jordan-Holder filtration are in S, or equivalently if its semisimplification is in S. In other words, restricting attention to M(CQ) S , which is defined to be the substack of CQ-modules belonging to S, is the same as restricting attention to the preimage of a particular subspace under the semisimplification map from the stack of CQ-modules to the coarse moduli space. Because many of our results are stated in the category of mixed Hodge modules on the coarse moduli space M(Q) parameterising semisimpleQ representations 2 , we are able to prove results on the cohomology of M(Π Q ) S . We achieve this by calculating the cohomology of the restriction of the BPS sheaf to M(Q)S, the subspace of the coarse moduli space parameterising modules whose underlying CQmodule is in S.
One such example involves working with the quiver Q Jor , which has one vertex and two loops X, Y , and setting S to be the category of representations for which the two loops X and Y are sent to invertible morphisms. The resulting compactly supported cohomology is the cohomology of the character stack for the genus one Riemann surface, enabling us to calculate its compactly supported cohomology, even though it is not pure.
Putting all of these ideas together, we prove two general structural results regarding the compactly supported cohomology of stacks M(Π Q ) S for arbitrary finite Q and Serre subcategory S, stated below as Theorems B and C. These are the results that mirror the wall-crossing and integrality isomorphisms, respectively, from noncommutative Donaldson-Thomas theory.
Theorem B. Let Q be a finite quiver, let S ⊂ CQ -mod be a Serre subcategory, let ζ ∈ H Q0 + be a stability condition, and let ̺ be the slope function defined with respect to ζ. Then there is an isomorphism of N Q0 -graded mixed Hodge structures
Taking the Hodge series of both sides of (6), there is an equality between generating series
Stability conditions are defined and discussed in Section 2.2. For specific choices of S, the compactly supported cohomology of M(Π Q ) S,ζ -ss d can fail to be pure, and fail to be of Tate type, but the isomorphism (6) exists nonetheless, and hence, taking the Hodge series of both sides, equation (7) holds. We explain how a special case of equation (7) yields Hausel's formula for the Betti polynomials of Nakajima quiver varieties [15] in Section 7.2.
Our next result is an analogue of the cohomological integrality isomorphism from Donaldson-Thomas theory:
Theorem C. For S as above, defineS ⊂ CQ -mod to be the (Serre) subcategory of modules M such that the underlying CQ-module of M is in S, let ̺ be the slope function defined with respect to a stability condition ζ ∈ N Q0 , let θ ∈ (−∞, ∞) be a slope, and let M(Q)S
is as defined in (71), and the surrounding discussion in Section 7.1. In words, BPSS ,ζ Q,W ,θ is the restriction of the BPS sheaf on the coarse moduli space of ζ-semistable CQ representations of slope θ to the subspace of points representing modules ρ for which the underlying CQ-module is in S.
1.4.
Kac polynomials for Serre subcategories. In the case of the degenerate stability condition, for which all modules are semistable of the same slope, and so the superscript ζ and the subscript θ can be dropped, (8) simplifies to (9)
Taking weight series of both sides of (9) yields
is the "S-restricted Kac polynomial", and the right hand side of (10) is defined in terms of the plethystic exponential. Calculating the right hand side of (11) looks daunting, but the mere existence of isomorphism (9) can tell us something highly nontrivial about a S Q,d (q 1/2 ) without knowing how to do this calculation. Namely, if the left hand side of (9) is pure, then the cohomological BPS invariants BPSS Q,W ,d are also pure, and so a
) has positive coefficients (expressed as a polynomial in −q 1/2 ).
In particular, for the case S = CQ -mod, the S-restricted Kac polynomial is the same as Kac's original polynomial, counting isomorphism classes of absolutely indecomposable Q-representations over F q , and our purity theorem (Theorem A) provides a new proof of the Kac positivity conjecture, originally proved by Hausel, Letellier and Villegas in [16] . By the same method we furthermore prove the positivity conjecture for all of the variants of the Kac polynomial considered in the work of Bozec, Schiffmann and Vasserot [3, 34] in Section 7.2.
1.5. Structure of the paper. In Section 2 we establish basic definitions and notation for dealing with quivers. In Section 3 we collect together all of the definitions and background theorems from noncommutative Donaldson-Thomas theory that we will use in the rest of the paper. Then in Section 4 we prove Theorem A, regarding purity of the compactly supported cohomology of the stack M(Π Q ).
In Section 5 we focus our attention on the Jordan quiver. This is a somewhat special case, as the associated Jacobi algebra Jac( Q Jor ,W ) is isomorphic to the commutative algebra C[x, y, z], so that our work makes contact with objects studied in classical algebraic geometry. In particular, in this section we revisit one of the early successes of noncommutative DT theory -motivic degree zero DT theory [1] -and calculate the full Hodge series of the vanishing cycle cohomology of Hilb n (C 3 ), for example. For general Q, the proof of the support lemma rests heavily on the existence of an element ω i ∈ Jac(Q,W ) that is central; since the (commutative) algebra C[x, y, z] obviously has a large centre, it turns out we can push the ideas from the proof of Theorem A a lot further in the Jordan quiver case. Put briefly, three applications of the support lemma (one for each of x, y, z) imply that the support of the "BPS sheaf" on the coarse moduli space X n ( Q Jor )// GL n governing the DT theory of Jac(Q,W ) is the locus of semisimple modules given by
This observation is enough for us to work out precisely what the BPS sheaf is in this case, combining our purity result with the main result of [1] .
In Section 6 we turn back to the geometry of representations of Π Q for a general Q. It turns out that thanks to a second support lemma (Lemma 6.5), essentially all moduli spaces and stacks of representations of Π Q -representations have a (categorically) 3-dimensional analogue, by which we mean that their compactly supported cohomologies fit into isomorphisms of the same form as (5), and so are recovered from the noncommutative DT theory of Jac(Q,W ). This enables us to prove a generalisation of Theorem A incorporating stability conditions. In Section 7 we combine all of the previous ideas in the paper in order to prove Theorems B and C.
Finally in Section 8 we explore interactions between our purity result and the study of cohomological Hall algebras with extra equivariant parameters. The idea here is a familiar observation: purity of mixed Hodge structures implies degeneration of spectral sequences. The result sheds some further light on the relation between the cohomological Hall algebra associated by Kontsevich and Victor Ginzburg for illuminating conversations that contributed greatly to the paper. In particular, the idea for the proof of the "first support lemma" below came from seeing Victor Ginzburg talk about the results of [11] at the Warwick EP-SRC symposium "Derived Algebraic Geometry, with a focus on derived symplectic techniques".
Notations and conventions
2.1. Quivers and potentials. Throughout the paper, Q will be used to denote a finite quiver, i.e. a pair of finite sets Q 0 and Q 1 (the vertices and arrows, respectively), and a pair of maps s, t : Q 1 → Q 0 (the maps taking an arrow to its source and target, respectively). We denote by CQ the path algebra of Q, i.e. the algebra over C having as a basis the paths in Q, with structure constants for the multiplication, with respect to this basis, given by concatenation of paths. For each vertex i ∈ {1, . . . , n} = Q 0 , there is a "lazy" path of length 0 starting at i, and we denote by e i the resulting element of CQ.
A potential on a quiver Q is an element W ∈ CQ/[CQ, CQ] vect . A potential is given by a linear combination of cyclic words in Q, where two cyclic words are considered to be the same if one can be cyclically permuted to the other. If W is a single cyclic word, and a ∈ Q 1 , we define
and we extend this definition linearly to general W . We define Jac(Q, W ) := CQ/ ∂W/∂a|a ∈ Q 1 , the Jacobi algebra associated to the quiver with potential (Q, W ). We will often abbreviate "quiver with potential" to just "QP". Given a quiver Q, we denote by Q the quiver obtained by doubling Q. This is defined by setting Q 0 := Q 0 and Q 1 = {a, a * |a ∈ Q 1 }, and extending s and t to maps Q 1 → Q 0 by setting
We denote by Π Q the preprojectve algebra of Q, defined by
We denote byQ the quiver obtained from Q by setting
where each ω i is an arrow satisfying s(ω i ) = t(ω i ) = i. If a quiver Q is fixed, we define the potentialW as in [24] by setting
If A is an algebra, we denote by A -mod the category of finite-dimensional Amodules.
Proposition 2.1. Define C Q to be the category whose objects are pairs (M, f ), where M is a finite-dimensional Π Q -module, and f ∈ End ΠQ -mod (M ), and define
Then there is an isomorphism of categories
Proof. From the relations ∂W /∂ω i , for i ∈ Q 0 , we deduce that the natural embedding CQ ⊂ CQ induces an embedding Π Q ⊂ Jac(Q,W ). It follows that a Jac(Q,W )-module is given by a Π Q -module M , along with a set of linear maps
These are precisely the conditions for the elements {M (ω i )} i∈Q0 to define an endomorphism of M , considered as a Π Q -module.
Moduli spaces.
Given an algebra A, presented as a quotient
of a free path algebra by a two-sided ideal I ⊂ CQ ≥1 generated by paths of length at least one, and a dimension vector d ∈ N Q0 , we denote by M(A) d the stack of d-dimensional complex representations of A. This is a finite type Artin stack. In the case A = CQ we abbreviate M(CQ) d to M(Q) d , and this stack is naturally isomorphic to the quotient stack
and
We define gl d = i∈Q0 gl di , and define
Then as substacks of M(Q) d , there is an equality µ
As in the introduction, we define the function 
We define M(Q)
to be the reduced stack defined by the vanishing of the functions
The geometric points of M(Q)
A stability condition for Q is defined to be an element of H Q0 + , where
Definition 2.2. For a fixed stability condition ζ ∈ H Q0 + , we define the central charge
We define the slope of a dimension vector d ∈ N Q0 \ {0} by setting
In fact we will always fix ζ so that
, and ρ is called ζ-stable if the inequality is strict.
We will always assume that our stability conditions are King stability conditions, meaning that for each 1 i ∈ N Q0 in the natural generating set, ℑm(Z(1 i )) = 1 and
If ζ is a King stability condition, then for each d ∈ N Q0 there is a geometric invariant theory (GIT) coarse moduli space of ζ-semistable Q-representations of dimension d, constructed in [20] , which we denote M(Q)
is the subspace whose geometric points correspond to ζ-semistable Q-representations.
We denote by
the map from the stack to the coarse moduli space. At the level of points, this map takes a semistable representation ρ to the direct sum of the subquotients appearing in the Jordan-Hölder filtration of ρ, considered as an object in the category of ζ-semistable representations of slope ̺(d).
Convention 2.3. We will generally omit the subscript Q and write JH For θ ∈ (−∞, ∞) a slope, we denote by
recall that the slope function ̺ is defined by (13) in terms of ζ).
Definition 2.4. We say that ζ is θ-generic if for all d, e ∈ Λ ζ θ , d, e = 0, and we say that ζ is generic if it is θ-generic for all θ. Definition 2.5. We say that a quiver Q is a symmetric quiver if for any two vertices i, j ∈ Q 0 the number of arrows a with s(a) = i and t(a) = j is equal to the number of arrows with s(a) = j and t(a) = i. If Q is symmetric, then all stability conditions ζ ∈ H Q0 + are generic. The following stability condition is generic if and only if Q is symmetric. Definition 2.6. For Q a quiver, we define the degenerate stability condition
In particular, for all quivers Q, the degenerate stability condition is generic for Q andQ.
Convention 2.7.
In what follows, wherever a space of quiver representations appears with a subscript that is a Roman letter, that letter refers to a dimension vector, and • d should be taken to mean the subspace corresponding to that dimension vector. Similarly, if any such space appears with a Greek letter such as θ as a subscript, then θ will refer to a slope, and • θ will refer to the subspace corresponding to dimension vectors in Λ ζ θ . Finally, if an expected subscript is missing altogether, then the entire space of quiver representations is intended. Convention 2.8. We generally use capital Roman letters to refer to spaces of representations before taking any kind of quotient, calligraphic letters to refer to GIT moduli spaces, and fraktur letters to refer to moduli stacks. Convention 2.9. Where a space or object is defined with respect to a stability condition ζ, that stability condition will appear as a superscript. In the event that the superscript is missing, we assume that ζ is the degenerate King (14) .
3. Cohomological Donaldson-Thomas theory 3.1. Vanishing cycles and mixed Hodge modules. Let X be a smooth complex variety, and let f be a regular function on it. Denote by X 0 the preimage of zero under f , and by X <0 the preimage of R <0 . We define the nearby cycle functor as the following composition of (derived) functors
and we define
, and define the (underived) functor Γ X ≤0 by setting
Then we can define
All functors from now on will be assumed to be derived, unless stated otherwise. If X is a quasiprojective complex variety, and so there is a closed embedding X ⊂ Y inside a smooth complex variety, and f extends to a function f on Y , we define φ f = i * φ f i * , where i : X → Y is the embedding. For a complex variety X we define as in [31, 32] the category MHM(X) of mixed Hodge modules on X. See [30] for an overview of the theory. There is an exact functor rat : D(MHM(X)) → D(Perv(X)) which takes a complex of mixed Hodge modules F to its underlying complex of perverse sheaves, and commutes with f * , f ! , f * , f ! , D X and tensor product. In addition, the functors φ f and ψ f lift to the category of mixed Hodge modules. The functors ψ f and φ f are exact, i.e. they restrict to functors MHM(X) → MHM(X).
Remark 3.1. If X is smooth, and f is a regular function on X, then supp(φ f Q X ) = crit(f ).
In the general context of Donaldson-Thomas theory it is necessary to work in a larger category than MHM(X), called the category of monodromic mixed Hodge modules on X, denoted MMHM(X), which is equivalent to the full subcategory of mixed Hodge modules on X × C * such that along each fibre {x} × C * the total cohomology of the restriction is an admissible variation of mixed Hodge structure. See [21, Sec.7] or [9, Sec.2] for an introduction to this category, along with its slightly subtle monoidal product. Shifted pullback along the inclusion X × {1} → X × C * gives a faithful functor MMHM(X) → MHM(X) -one should think of this functor as "forgetting monodromy." There is an embedding of monoidal categories τ : MHM(X) → MMHM(X) defined by
One should think of this functor as turning a mixed Hodge module into a monodromic mixed Hodge module by stipulating that the monodromy is trivial, and of the essential image of this functor as being "monodromy-free" monodromic mixed Hodge modules. Since this functor preserves the monoidal product, the tensor product of monodromy-free monodromic mixed Hodge modules is the usual tensor product of the underlying mixed Hodge modules, equipped with trivial monodromy. The functor φ f : MHM(X) → MHM(X) lifts to a functor
as in [21, Def.27] . Here u is the coordinate on C * .
Remark 3.2. In general, for g a regular function on a complex variety Y , set
to be the canonical natural transformation. Let f be a regular function on X. Then the natural transformation
provides a natural transformation ν
, where τ is as in (16) . The natural transformation ν mon f is a lift of the natural transformation ν f to the category MMHM(X).
The reason for introducing monodromic mixed Hodge modules is that for a general pair (Q, W ), if one restates the cohomological integrality theorem (Theorem 3.10) purely in terms of the ordinary tensor category of mixed Hodge modules, with φ instead of φ mon , it is not true -the subtlety here is essentially the same subtlety mentioned above regarding tensor products of monodromic mixed Hodge modules. For our purposes though, this headache will not occur -see Remark 3.4. is, this paper can be read without loss, since the monodromic mixed Hodge modules that we will be concerned with have trivial monodromy, i.e. they lie in the essential image of the fully faithful embedding τ defined in (16) -see Remark 3.9. As a result, in the cases that will concern us the cohomological integrality theorem holds, even if stated in terms of ordinary mixed Hodge modules.
A monodromic mixed Hodge module F comes with a filtration
the weight filtration, which is equal to the usual weight filtration if F is a genuine mixed Hodge module. Definition 3.5. We say that F ∈ MMHM(X) is pure of weight n if W n−1 F = 0 and W n F = F . Given F ∈ D(MMHM(X)), we say that F is pure of weight n if H i (F ) is pure of weight i + n for all i, or we just call it "pure" if each H i (F ) is pure of weight i.
, considered as a cohomologically graded mixed Hodge structure, i.e. as a pure cohomologically graded mixed Hodge structure concentrated in cohomological degree two. Via the embedding (16) we may consider this object alternatively as a cohomologically graded monodromic mixed Hodge structure, or a cohomologically graded monodromic mixed Hodge module on a point. Working in the category MMHM(pt), we define
Warning 3.6. Using the Thom-Sebastiani isomorphism and Theorem 3.8 below, one can show that there are two equally natural choices for this isomorphism, depending on which "dimensional reduction" of x
Although it is not relevant for this paper, we issue the following word of warning: these isomorphisms are not the same! Convention 3.7. Let X be a complex variety, such that each connected component contains a connected dense smooth locus. In this paper we will shift the definition of the intersection complex mixed Hodge module for X so that it is pure of weight zero, while its underlying element in D(Perv(X)) is a perverse sheaf. This we achieve by setting
If X is a smooth connected variety, we set
Since the smooth stack pt /C * has complex dimension -1, we extend this notation in the natural way by setting
Finally, we set
3.2.
Pushforwards from stacks. Assume that X is a smooth complex variety, carrying the action of the algebraic group G, and let f be a G-invariant regular function on X, and let p : X/G → Y be a morphism from the global quotient stack to a scheme Y . Then we recall from [9, Sec.2] how to define the total cohomology
. We recall the definition for the case in which X is connected -the general definition is obtained by taking the direct sum over connected components. The definition is a minor modification of Totaro's wellknown construction [38] . Firstly, let
be an ascending chain of G-representations, and let
be an ascending sequence of closed inclusions of G-equivariant varieties, with each U i ⊂ X × V i an open dense subvariety. We assume furthermore that
that G acts freely on U i for all i, and that the principal bundle U i → U i /G exists in the category of complex varieties. Then we define
and denote by p i : X i → Y and f i : X i → C the induced maps. The closed embedding ι i,i+1 : X i → X i+1 induces maps
For fixed n and sufficiently large i, the maps
are isomorphisms (see e.g. [7, Sec.3.4]), stabilising to a monodromic mixed Hodge module that is independent of our choice of . . . ⊂ U i ⊂ U i+1 ⊂ . . ., and we define
Similarly, we define
This can be seen as a special case of the previous definition, setting f = 0. If Z ⊂ X is a subvariety, preserved by the G-action, we obtain inclusions
and we define the restricted pushforward of vanishing cycle cohomology
As a particular case, setting Y to be a point, we obtain
3.3. Dimensional reduction. Assume that we are given a decomposition
of varieties, and that C * acts on X via the product of the trivial action on X ′ , and the scaling action on A n . Assume furthermore that the function f is C * -equivariant, where C * acts on the target C via the scaling action also. Denote by π : X → X ′ the natural projection. Then we can write
where f i are functions on X ′ , and x i are the coordinates for A n . Define
to be the shared vanishing locus of all the functions f 1 , . . . , f n , and denote
Note that Z ⊂ X 0 := f −1 (0), and so we can postcompose the canonical natural transformation φ
* with the restriction map
to obtain a natural transformation
The following is the cohomological analogue of the dimensional reduction theorem of [1] . Cor.A.7] ) that if X is the total space of a G-equivariant affine fibration π : X → X ′ for G an algebraic group, and S ⊂ X ′ is a G-invariant subspace of the base, there is a natural isomorphism in compactly supported cohomology
Remark 3.9. The natural transformation π ! νπ * is considered as a natural transformation between two functors
2). However, the target functor is defined as such a functor via the embedding
. In other words, the theorem states that under suitable equivariance conditions, the monodromy on π ! φ mon f π * is trivial, and we can replace π ! φ mon f π * with the more standard functor π ! φ f π * , avoiding the larger category MMHM(X ′ ) altogether.
Cohomological Donaldson-Thomas invariants. Let Q be a finite quiver.
In what follows we consider N Q0 -graded monodromic mixed Hodge structures as monodromic mixed Hodge modules on the space N Q0 in the obvious way: a monodromic mixed Hodge module on a point is just a monodromic mixed Hodge structure, and N Q0 is a union of points d ∈ N Q0 , and so a monodromic mixed Hodge module on N Q0 is given by a formal direct sum
of monodromic mixed Hodge structures. Recall from Section 2.2 that we define M(Q) ζ -ss to be the coarse moduli space of finite-dimensional ζ-semistable Q-representations. The space M(Q) ζ -ss is a monoid with monoid map
taking a pair of polystable representations ρ, ρ ′ to their direct sum ρ ⊕ ρ ′ . This map is proper, and moreover finite [23, Lem.2.1]. A unit for the monoid map is provided by the inclusion M(Q)
ζ -ss , which at the level of complex points, corresponds to the inclusion of the zero module. Furthermore, the map dim ζ : M(Q) ζ -ss → N Q0 , taking a representation to its dimension vector, is a morphism of monoids, where the map
is the usual addition map. If W is a potential for Q, there is an induced function
The map T r(W ) ζ is also a monoid map, where C is given the monoid structure provided by addition of complex numbers. If X is a commutative monoid in the category of locally finite type complex schemes, with finite type monoid map τ : X × X → X, then by [22, Thm.1.9 ] the categories D ≥ (MMHM(X)), and D ≤ (MMHM(X)) of Definition 3.3 carry symmetric monoidal structures defined by
The following theorem allows for the definition of "cohomological BPS invariants". It is a cohomological lift of the property known in DT theory as integrality. 
. Then there are isomorphisms of cohomologically graded monodromic mixed Hodge modules
3.5. Framed moduli spaces and hidden properness. Recall that the left hand sides of (18) and (19) are defined with respect to a chain . . . ⊂ U i ⊂ U i+1 ⊂ . . . of GL d -equivariant varieties satisfying the conditions of Section 3.2. In this subsection we recall a natural choice of such a chain, for which the U i themselves have a representation theoretic definition. Via this choice of U i , we will see that JH behaves "like a proper map", although it is certainly not proper in the traditional sense. Let Q be a quiver. For the moment we do not assume that Q is symmetric. Let d, f ∈ N Q0 be a pair of dimension vectors. Following [9, Sec.3.3] we define Q f to be the quiver obtained from Q by setting
Given a King stability condition ζ for Q, and a slope θ ∈ ( − ∞, ∞), we extend ζ to a stability condition ζ (θ) for Q f by fixing the slope
-semistable if and only if it is ζ (θ) -stable, and this holds if and only if the underlying Q-representation of ρ is ζ-semistable, and for all proper Q fsubrepresentations ρ ′ ⊂ ρ, if dim(ρ ′ ) ∞ = 1 then the underlying Q-representation of ρ ′ has slope strictly less than θ.
given by the product of the GL di -actions on C di . Furthermore, there is an obvious decomposition
to be the subvariety of surjective homomorphisms. Then the subspace
is acted on freely by GL d , and there is a chain of GL d -equivariant inclusions of open dense subvarieties over the coarse moduli space M(Q)
The first of these inclusions exists because, considered as Q f -representations, the points of X(Q)
correspond to those representations ρ such that the underlying Q-representation is ζ-semistable, and is spanned as a vector space by
In the notation of the start of the section, we may set
) to obtain our promised chain of GL d -equivariant varieties.
the induced map from the quotient. Proof. This is standard, and follows from the valuative criterion of properness and the fact that in the following diagram over the common affinization of the domain and target of π
the unmarked arrows are GIT quotient maps, and hence proper.
We define
→ ∞, and so (21)
as per the definition in Section 3.2. Equation (21) states that the cohomology of JH
tained as a limit of direct images of related vanishing cycle complexes along proper maps from smooth complex varieties. It is in this sense that JH ζ is "approximated by proper maps", and the outcome is that many theorems regarding proper maps are true of JH ζ . For instance, it follows from the W = 0 case of equation (21) and the decomposition theorem of Beilinson, Bernstein, Deligne and Gabber, that
Lemma 3.13. Let Q be quiver, let ζ be a stability condition on Q, let W ∈ CQ/[CQ, CQ] be a potential, and let d, f ∈ N Q0 be a pair of dimension vectors. As above, we let π
be the forgetful map taking a stable framed ζ-semistable representation to its underlying ζ-polystable representation. Then there is an isomorphism
, i.e. the left hand side of (22) is isomorphic to its total cohomology.
Proof. This follows from the existence of the chain of isomorphisms
commutativity of vanishing cycles with proper maps
the BBDG decomposition theorem
exactness of vanishing cycles functor
commutativity of vanishing cycles with proper maps.
Lemma 3.13 can be thought of as saying that "one half" of the BBDG decomposition theorem is true, even with the introduction of the vanishing cycles functor (which may destroy purity, i.e. the other half of the theorem).
Proposition 3.14. Let ζ be a θ-generic stability condition, and assume that crit(Tr(W )) ⊂ Tr(W ) −1 (0). There is an isomorphism in the category
Proof. The proof is contained in the proof of [9, Thm.A], but we recall it anyway, since it is short, thanks to the results of [23] . By [23, Prop.4.3] there is an equality in the Grothendieck group of mixed Hodge modules on M(Q)
On the other hand, both terms in square brackets in (24) are pure; the left hand term is pure since π ζ f ,θ is proper, and purity is preserved by direct image along proper maps [31, p.324], while the right hand side is pure since it is generated by pure mixed Hodge modules, and the map ⊕ :
The proposition follows from applying φ mon T r(W ) ζ θ to both sides of (25) , and using the fact that the vanishing cycle functor commutes with taking direct image along proper maps [31, Thm.2.14], as well as commuting with the monoidal structure
ζ -ss θ )) by Saito's version of the Thom-Sebastiani theorem [29] , as well as the enhancement of this monoidal structure to a symmetric monoidal structure, by [9, Prop.3.8].
4. The purity theorem for the degenerate stability condition 4.1. Proof of Theorem A. We prove Theorem A under the assumption that Q is connected. The general case then follows from the Kunneth isomorphism of mixed Hodge structures, where
′′ is a disjoint union of quivers:
are the natural projections. So we fix a connected quiver Q. We define (Q,W ) as in Section 2.1. Define
the compactly supported cohomology, and the restricted compactly supported cohomology, respectively, of the BPS sheaf from Theorem 3.10. As in Definition 2.10, dim : M(Q) → N Q0 is the map taking a semisimple representation to its dimension vector. Note that no stability condition appears in (26) -we are utilising Convention 2.9. As explained at the beginning of Section 3.4, we consider a formal N Q0 -graded mixed Hodge structure as essentially the same thing as a mixed Hodge module on N Q0 , and so we consider both of the above objects equivalently as mixed Hodge modules on the discrete space N Q0 , or N Q0 -graded mixed Hodge structures.
We break the proof of Theorem A into several steps. First we prove the following three lemmas. on K-points, it is the map taking a KQ-module to its dimension vector. ⊗L is also pure, of Tate type. It follows from (27) and
are pure, of Tate type, and the theorem follows.
Both Lemmas 4.2 and 4.3 will use the dimensional reduction theorem, which is recalled as Theorem 3.8. Let Q + be obtained fromQ by deleting all of the arrows a * , and let Q op be obtained fromQ by deleting all the arrows a and all the loops ω i . We decompose
If we let C * act on X(Q) d via the trivial action on X(Q + ) d and the weight one action on X(Q op ) d , then Tr(W ) d is C * -equivariant in the manner required to apply Theorem 3.8. In the notation of Theorem 3.8, we have that Z ′ ⊂ X(Q + ) d is determined by the vanishing of the matrix valued functions, for a ∈ Q 1
Concretely, the stack Z ′ / GL d is isomorphic to the stack of pairs (ρ, f ), where ρ is a d-dimensional Q-representation, and f : ρ → ρ is an endomorphism in the category of Q-representations.
to be the subspace of representations such that each ρ(ω i ) is nilpotent. We deduce from Theorem 3.8 that there is a natural isomorphism in compactly supported cohomology
Lemma 4.3 is proved by analyzing the right hand side of (31). Note that there is no overall Tate twist in (31) -the Tate twist in the definition of the left hand side is cancelled by the Tate twist appearing in Theorem 3.8.
The first isomorphism in Lemma 4.2 is obtained in similar fashion. Let L ⊂Q be the quiver obtained by deleting all of the arrows a and a * , for a ∈ Q 1 . Then we can decompose
and let C * act on X(Q) d via the trivial action on X(Q) d and the scaling action on X(L) d . This time the role of Z ′ in Theorem 3.8 is played by µ
Proof of Lemma 4.3. Lemma 4.3 is [4, Thm.3.4]; we recall a sketch of the proof and refer the reader to [4] for more details. The space
, where a multipartition determines the Jordan normal form of each ρ(ω i ) in the obvious way. We label these strata M π . Each of these stacks can be described as a stack-theoretic quotient of an affine space by a unipotent extension of a product of general linear groups, from which it follows that each H c (M π , Q) is pure, of Tate type. It follows that the connecting maps in the long exact sequences of compactly supported cohomology associated to the stratification indexed by multipartitions are zero, and the resulting short exact sequences are split. It follows by induction that the whole of
Proof of Lemma 4.2. Since the map dim : M(Q) → N Q0 is a morphism of commutative monoids, with proper monoid maps ⊕ and + respectively, by [22, Sec.1.12] there is a natural equivalence of functors
Fix d, and let f ∈ N Q0 . Consider the Cartesian diagram:
Lemma 3.13 provides an isomorphism
Taking the direct sum over all d ∈ N Q0 and using the relative cohomological integrality theorem (Theorem 3.10):
giving the isomorphism (29) . Taking the direct sum of the isomorphisms (32) over d ∈ N Q0 gives the isomorphism (27) . Applying H dim ! to (19) we have the isomorphisms
To prove the existence of the isomorphism (28), then, it is sufficient to prove that
Then T r(W ) d is invariant with respect to the A 1 -action and it follows that the perverse sheaf BPSQ ,W ,d can be obtained from an and so we deduce that
We complete the proof of Theorem A by proving the support lemma.
Proof of Lemma 4.1. Let x ∈ M(Q) d be a point corresponding to a semisimple representation ρ, and assume that there are at least two distinct eigenvalues ǫ 1 , ǫ 2 for the set of operators {ρ(ω i )|i ∈ Q 0 }. Assume, for a contradiction, that x ∈ supp(BPSQ ,W ), so that in particular
and so by (12) and Remark 3.1, there exists a Jac(Q,W ) module with semisimplification given by ρ, and so ρ is a semisimple Jac(Q,W )-module.
Under our assumptions, there are disjoint (analytic) open sets U 1 , U 2 ⊂ C with ǫ 1 ∈ U 1 and ǫ 2 ∈ U 2 , and with all of the generalised eigenvalues of ρ contained in U 1 ∪ U 2 . Given an (analytic) open set U ⊂ C, we denote by M U (Q) d ⊂ M(Q) d the subspace consisting of those ρ such that all of the generalised eigenvalues of {ρ(ω i )|i ∈ Q 0 } belong to U , and we define M U (Q) similarly. Given a point x ∈ M U1∪U2 (Jac(Q,W )), the associated Jac(Q,W )-module M admits a canonical direct sum decomposition M = M 1 ⊕ M 2 where all of the eigenvalues of all of the ω i , restricted to M i , belong to U i . Note that this is not true of a general point in M U1∪U2 (Q) -the crucial fact is that the operation i∈Q0 ρ(ω i )· defines a module homomorphism for a Jac(Q,W )-module ρ, since i∈Q0 ω i is central in Jac(Q,W ).
Since we are working with the degenerate stability condition (equivalently, no stability condition), we define ζ (θ) ∞ = i − ǫ for 0 < ǫ ≪ 1, and ζ (θ) j = i for all j ∈ Q 0 , to define a stability condition on the framed quiverQ f . We define X U (Q f ) (1,d) as the subspace of X U (Q f ) (1,d) satisfying the condition that all of the ω j , for j ∈ Q 0 , have generalised eigenvalues contained in U . Note that
is the set of points satisfying the condition that for each i ∈ Q 0 , the image of the compositions C fi → C di → ρ i,Uc , for c = 1, 2, generate M i , where ρ i,Ui is the summand of C di with generalized eigenvalues contained in U i , under the action of ρ i . Then GL d acts freely on Y f , and there is an isomorphism of topological spaces
We deduce that
On the other hand, restricting the isomorphism of (18), we obtain the isomorphism
Comparing (34) and (35), we deduce that
and so since
the restriction of BPSQ ,W to x is zero, which is the required contradiction.
For the final statement of the lemma, it suffices to prove that if ρ is a simple Jac(Q,W )-module, then i∈Q0 ρ(ω i ) acts via scalar multiplication. From the decomposition of ρ into generalised eigenspaces for the action of the operator i∈Q0 ρ(ω i )· we deduce that there is only one generalised eigenvalue, which we denote λ. Then ρ is filtered by the nilpotence degree of the nilpotent operator
and so since ρ is simple, Ψ = 0 and we are done.
The Hodge series of M(Π
was calculated in [24] , where it was related to Donaldson-Thomas theory via the analogue, in the naive Grothendieck ring of varieties, of the dimensional reduction isomorphism proved in [1] . Before reproducing this series, we recall some definitions. Firstly, for a finite quiver Q, it was proven by Kac in [19] 
which is equal to the number of absolutely indecomposable d-dimensional representations of Q over the field of order q, whenever q is equal to a prime power.
Secondly we recall the definition of the plethystic exponential. For the purposes of this paper, it is best to think of the plethystic exponential, loosely, as the decategorification of the endofunctor of tensor categories taking an object to the underlying object of the free symmetric algebra generated by that object. 
to be the full subcategory satisfying the extra condition that the total cohomology H(V ) (e,0) is zero for all e ∈ Z m . Then χ induces an isomorphism
where m is the maximal ideal generated by Y 1 , . . . , Y n . We define plethystic exponentiation via the formula
Here x −1 and y −1 are the invertible commuting variables, and {t i } i∈Q0 are the other commuting variables. Each of the (xy) terms arises from the E polynomial
The purity theorem implies that the Hodge series of M(Π Q ) d can be recovered from the E series:
We obtain the following refinement of equation (36): (37)
where x −1 , y −1 and z −1 are considered as invertible variables.
5. The Jordan quiver 5.1. Degree zero cohomological DT invariants. For n ∈ N we define Q (n) to be a quiver with one vertex, which we denote 0, and n loops. We will be particularly interested in the quiver Q Jor := Q (1) , the Jordan quiver. We identify
We denote by x, y, z the three arrows of Q (3) . ThenW = x[y, z]. The ideas in the proof of Theorem A allow us to prove rather more for the QP ( Q Jor ,W ), essentially because this QP is invariant (up to sign) under permutation of the loops, so that we can apply the support lemma (Lemma 4.1) three times. 
as well as an inclusion
of the small diagonal. Taking disjoint unions of all these inclusions we define the inclusions
as well as the inclusion  :
We denote by M(C[x, y, z])
and hence an isomorphism of N-graded mixed Hodge structures
Proof. The isomorphism (39) is obtained by applying dim ! and base change along ι U to (38) , as in the construction of the isomorphism (33), so we just construct isomorphism (38) . In fact it is sufficient to construct the isomorphism in the case U = C 3 , since then the general case is given by restriction to ι U (Sym(U )). In this case, since supp(JH QJor,! φ mon Tr(W ) IC M( QJor) (Q)) = Sym(C 3 ), the proposed isomorphism becomes
and so by comparing with (19) , it is sufficient to prove that 
On the other hand, by [1, Prop.1.1] we have, after passing to classes in the Grothendieck ring of mixed Hodge structures
The monodromic mixed Hodge structure BPS QJor,W ,d is pure, since by the cohomological integrality theorem we have
and by Theorem A and Lemma 4.2 the left hand side of this isomorphism is pure. From (41) we deduce that
and so from (40) there is an isomorphism
and we finally deduce that L d ∼ = L ⊗−3/2 as required. 
We can describe M(A) d explicitly as the global quotient stack (
, and the action is the simultaneous conjugation action. The
is the projection of a vector bundle, and Tr(W ) is linear along the fibres. By Theorem 3.8, there is an isomorphism
is cancelled out by the shift appearing in the dimensional reduction theorem. The map µ QJor,d is the map taking a pair of d × d matrices to their commutator, and so we may identify
where the final term is the stack of representations of the fundamental group of a genus one Riemann surface. We deduce the following corollary.
Corollary 5.2. There is an isomorphism of N-graded mixed Hodge structures
Proof. We compose the chain of isomorphisms
by (42)
and we obtain the result.
Given g, d ∈ Z ≥1 , consider the stack theoretic quotient
where the action is the usual simultaneous conjugation action. 
is a smooth quasiprojective variety. It follows that there is an isomorphism
In 
In the general case, we have the following conjecture [6, Conj.1.1].
Conjecture 5.3. There is an isomorphism of N-graded mixed Hodge structures
From Corollary 5.2 and (45) we deduce the following.
Theorem 5.4. Conjecture 5.3 is true for g = 1.
The continued application of the cohomological integrality conjecture in nonabelian Hodge theory will be the subject of a subsequent paper.
6. Extending the purity theorem 6.1. The wall crossing isomorphism in DT theory. Fix a quiver Q, and a stability condition ζ ∈ H Q0 + . Let ρ be a finite-dimensional CQ-module, then ρ admits a unique Harder-Narasimhan filtration
such that each ρ t /ρ t−1 is semistable, and the slopes ̺(ρ 1 /ρ 0 ), . . . , ̺(ρ s /ρ s−1 ) are strictly descending. Given a dimension vector d ∈ N Q0 , we denote by 
for which the closed points correspond exactly to those CQ-modules ρ of HarderNarasimhan type α. For α ∈ HN d , define by
the subspace of linear maps preserving the Q 0 -graded flag
and such that each subquotient is ζ-semistable, and denote by P α ⊂ GL d the subgroup preserving this same flag. Then the natural map
is an isomorphism. We set
and denote by i α : M(Q) α → M(Q) d the locally closed inclusion of substacks. By [27, Prop.3.4] there is a decomposition into locally closed substacks
The following are the relative and absolute versions of the cohomological wall crossing isomorphism, respectively [9, Thm.D]. Since we state them in the general case, which may involve nontrivial monodromy, we first state them in terms of the functor φ mon Tr(W ) of Section 3; when we come to use the theorem, we will be back in the trivial monodromy situation, and we will be able to revert to using the functor φ Tr(W ) , as explained in Remark 3.9.
Theorem 6.1. For Q a quiver, and W ∈ CQ/[CQ, CQ] a potential, there is an
In addition, there is an isomorphism in
with Dim : M(Q) → N Q0 defined as in Definition 2.10.
In the case in which Q is symmetric, the function f in the above proposition is identically zero, and we may rewrite the right hand side of the equation (46) as
Similarly we can rewrite (47) as
We can use Theorem 6.1 to deduce many more purity results from Theorem A.
Corollary 6.2. For a stability condition ζ ∈ HQ 0 + , the cohomologically graded mixed Hodge structure
is pure of Tate type.
Proof. Firstly, strictly speaking, the left hand side of (48), as well as both sides of (47), are defined as monodromic mixed Hodge structures in the sense of [21, Sec.7] . By Lemma 4.2, for the case in which our QP is of the form (Q,W ) for some quiver Q, the left hand side of (47) in fact belongs to the full subcategory of mixed Hodge modules. For each d ∈ NQ 0 the Harder-Narasimhan type (d) contributes the summand
to the right hand side of (47), and so we deduce that as a sub monodromic mixed Hodge module of a monodromic mixed Hodge module that is both an ordinary mixed Hodge module, and pure of Tate type by Lemma 4.2 and Theorem A, the mixed Hodge module (49) 
We consider this construction in the case where Q ′ =Q, the tripled quiver associated to a quiver Q. As in Equation (20) we define
to be the map forgetting the framing and remembering the associated graded object of the Jordan-Hölder filtration of the underlying ζ-semistableQ-representation.
Theorem 6.3. Fix a finite quiver Q, a dimension vector f ∈ N Q0 , a King stability condition ζ ∈ H Q0 + , and a slope θ. Then the N Q0 -graded mixed Hodge structure on the total vanishing cycle cohomology
on the fine moduli space of ζ-semistable f -framed CQ-modules is pure, of Tate type.
Proof. Applying dim ζ θ,! to the isomorphism (23) we obtain the isomorphism
On the other hand, from the cohomological integrality theorem, specifically the existence of the isomorphism (19) , and Corollary 6.2, we deduce that
is pure, and hence so are each of the summands BPS
. The purity of the right hand side of (50) follows, and so does the theorem.
Example 6.4. We consider again the special case in which Q = Q Jor , and soQ is a quiver with one vertex and three loops, which we label X, Y, Z, andW = X[Y, Z]. Setting f = 1, there is a natural isomorphism of schemes
where the right hand side of (51) is the usual Hilbert scheme parameterising codimension n ideals I ⊂ C[x, y, z]. As a special case of Theorem 6.3 we deduce that the mixed Hodge structure
is pure of Tate type for all n. The calculation of the class of
in a suitable completion of the Grothendieck group of mixed Hodge modules is one of the main results of [1] , following on from the earlier paper [10] , where an in depth analysis of the n = 4 case was undertaken. It follows from our purity result that the Hodge polynomial h H c Hilb n (C 3 ), φ T r(W ) d Q M(Q)1,n , x, y, z is equal to the weight polynomial χ wt H c Hilb n (C 3 ), φ T r(W )n , q after the substitution q 2 = xyz 2 , and we deduce from [1, Thm.2.7] the following generating function equation for the Hodge polynomial of the vanishing cycle cohomology for Hilb n (C 3 ):
6.3. Nakajima quiver varieties. In Section 6.2 we considered the mixed Hodge structures on the vanishing cycle cohomology of framed representations of the quiver Q, where the framing results in a quiver that is not symmetric, i.e. we perform the operation of framing the quiver after the operation Q →Q. By reversing the order of these operations, we derive our results on Nakajima quiver varieties. Let Q be an arbitrary quiver, and let ζ ∈ H
Q0
+ be a stability condition for Q, or equivalently forQ, and let f ∈ N Q0 be a framing vector. Throughout this section we assume that f = 0. Consider the quiver Q f , where the tilde covers the f as well as the Q; in other words this is the quiver obtained by doubling the framed quiver Q f and then adding a loop ω i at every vertex (including the vertex ∞).
Fix a slope θ ∈ (−∞, ∞). We define the stability condition ζ (θ) as in Section 3.5.
-stable if and only if the underlyingQ-representation is ζ-semistable, and for every proper subrepresentation ρ ′ ⊂ ρ such that dim(ρ ′ ) ∞ = 1, the underlying Q-representation of ρ ′ has slope strictly less than θ. In addition,
There is a natural projection
induced by forgetting ρ(ω i ) for all i ∈ (Q f ) 0 . Note that the inclusion
is strict in general. This occurs because the underlying Q f -representation of a Q f -representation may have a nontrivial Harder-Narasimhan filtration that is not preserved by the action of the loops ω i . We nonetheless have the following useful fact.
Lemma 6.5 (Second support lemma). For Q an arbitrary finite quiver, ζ ∈ H Q0 + a stability condition, d ∈ N Q0 a dimension vector, and
is the identity. In particular the inclusion (52) is the identity.
Proof. Let ρ be a Jac(Q,W )-representation represented by a closed point of the complement of the inclusion (53). Then via Proposition 2.1, ρ corresponds to a pair (M, f ), where M is a Π Q -module, and f ∈ End ΠQ (M ). By assumption, the Harder-Narasimhan filtration of M , considered as a Π Q -module, is nontrivial, i.e. it takes the form 0
where s ≥ 2. Since each µ(M j /M j−1 ) for j ≥ 2 has slope strictly less than µ(M 1 ), it follows that each Hom ΠQ -mod (M 1 , M j /M j−1 ) = 0, and so the restriction
is a proper subobject of the pair (M, f ) in the category C Q of Proposition 2.1. But then by Proposition 2.1, ρ is not a ζ-semistableQ-representation, a contradiction.
It follows that for arbitrary Q, ζ, d, we have an isomorphism
) .
There is an obvious isomorphism
where L is the quiver with vertices Q 0 and arrows given by the loops ω i for i ∈ Q 0 . The following is then a direct application of Theorem 3.8, using that
Theorem 6.6. Let Q be a finite quiver, let ζ ∈ H Q0 + be a stability condition, and let d ∈ N Q0 be a dimension vector. There is a natural isomorphism in
and so by Theorem 6.3 the mixed Hodge structure
Returning to the quiver Q f , for each of the vertices i ∈ Q 0 , the condition µ (1,d) (ρ) = 0 imposes the conditions (54)
which are the usual Nakajima quiver variety relations [25] [26], while at the vertex ∞, the relation imposed is (55)
By cyclic invariance of the trace, we have
Tr(T i ) = 0 and so T ∞ = Tr(T ∞ ) = 0 follows already from the relations (54), and (55) is redundant. It follows that
is the usual Nakajima quiver variety, which we will denote M ζ (d, f ), and there is an isomorphism in cohomology (56)
Recall that we are assuming in this section that f = 0. It follows that each
is smooth, and so we have
, and we recover the following corollary.
Corollary 6.7. For an arbitrary quiver Q, nonzero dimension vectors f , d ∈ N Q0 , and a King stability condition ζ ∈ H Q0 + , the cohomology
Remark 6.8. In contrast to the case of Nakajima quiver varieties, it is not necessarily the case that M(Π Q ) ζ -ss is smooth, and it is not necessarily the case that there is an isomorphism
for X a variety. These two facts are most obviously true for the degenerate stability condition ζ = (i, . . . , i).
The implications of the cohomological integrality theorem for the cohomology of Nakajima quiver varieties and their associated geometric representation theory will be further developed in a subsequent paper.
The integrality and wall crossing isomorphisms
Using both the support lemmas (Lemmas 4.1 and 6.5), we can now construct the integrality and wall crossing isomorphisms for the compactly supported cohomology of stacks of representations of Π Q , for an arbitrary finite quiver Q.
7.1. Proof of Theorems B and C. Let S ⊂ CQ -mod be a Serre subcategory of the category of finite-dimensional CQ-modules, i.e. we choose a property P of CQ-modules such that for every short exact sequence
inside CQ -mod, M ′ and M ′′ have property P if and only if M does. Then S ⊂ CQ -mod is the full subcategory of modules having property P . We assume that there is an inclusion of algebraic stacks M(Q) S ⊂ M(Q) which induces the inclusion of the objects of S into the objects of CQ -mod after passing to C-points.
The standard construction for P , for which this assumption is obviously met, is as follows. For every cycle c in Q, we pick a constructible subset U c ⊂ C, and we say that a CQ-module ρ has property P if and only if the generalised eigenvalues of ρ(c) belong to U c , for each c.
Example 7.1. Setting all U c = {0}, S ⊂ CQ -mod is the subcategory of nilpotent modules, i.e. those modules M for which there exists some n ∈ N such that
we obtain the condition for the Lusztig nilpotent variety, in the case in which Q has no loops. In general, the Serre subcategory S ⊂ CQ -mod determined by this choice of U c is the subcategory of modules M for which there exists a filtration by Q 0 -graded
This second property is obviously of Serre type. Briefly, the equivalence of these two Serre properties is demonstrated as follows. Say M is a CQ-module in the Serre subcategory determined by the above U c . Then every p ∈ CQ ≥1 \ CQ ≥1 acts on M via a nilpotent operator. By Engel's theorem there is a filtration of vector spaces
s to obtain the required filtration by CQ-modules, observing that
This condition is introduced under the name of *-semi-nilpotency in [3] .
Example 7.3. For a final example we turn to [2] . Set Theorem 7.4. Let Q be a quiver, let ζ ∈ H
Q0
+ be a stability condition, and let S ⊂ CQ -mod be a Serre subcategory, as above. For d ∈ N Q0 we define the slope ̺(d) as in Definition 2.2. Then there is an isomorphism
giving rise to the equality of generating series
Proof. We denote byS the Serre subcategory of CQ -mod containing those modules ρ satisfying the condition that the underlying CQ-module of ρ is in S -since the forgetful functor CQ -mod → CQ -mod is exact, this is indeed a Serre subcategory. For X a variety carrying a GL d -action, we write
and for h : X → Y a morphism of GL d -equivariant varieties we define
to be the morphism induced by h. We let X(Q)S ,ζ -ss ⊂ X(Q) denote the space of representations ρ such that the underlying CQ-representation of ρ is ζ-semistable and belongs to S. Then the forgetful map X(Q)S
Proof of Theorem C. Consider again the isomorphism (67), i.e.
Via the isomorphism (19) , from the relative cohomological integrality theorem, we deduce that there is an isomophism (70)
and so defining
then applying H c to (70), and composing with (67), there is an isomorphism (72)
7.2. Applications of Theorems B and C. We first describe the special case of Theorem B which gives rise to Hausel's original formula for the Poincaré polynomials of Nakajima quiver varieties. In brief, we choose Π Q f to be the preprojective algebra for a framed quiver Q f , pick ζ to be the usual stability condition defining the Nakajima quiver variety, set S = CQ f -mod and specialise the Hodge series to the Poincaré series, to derive Hausel's result. For this set of choices, an analogue of equation (7) has recently been demonstrated by Dimitri Wyss [39] , more directly than we do so here, working in the naive Grothendieck ring of exponential motives. We next describe in a little more detail how our derivation runs.
Firstly, let Q be a quiver, and let S ⊂ CQ -mod be a Serre subcategory. Let f ∈ N Q0 be a framing vector, assumed nonzero, and let S f ⊂ Π Q f -mod be the Serre subcategory consisting of those modules for which the underlying CQ-module is in S. We let ζ = (i, . . . , i) be the degenerate stability condition on Q, and define ζ (0) as in Section 3.5. If X is an Artin stack, we define its Poincaré series via
Then equating coefficients in (58) for which d ∞ = 1, and specialising from the Hodge series to the Poincaré series, we obtain
where we have used the isomorphism (56) for the final equality, and M(f , d) S is the subvariety of the Nakajima quiver variety for the dimension vector d and framing vector f corresponding to those points for which the underlying Q-representation is in S. Putting S = CQ -mod (or, equivalently, removing S from the above formulae) and using Hua's formula [18] to rewrite (73) and the first term of (74) as rational functions in q defined in terms of Kac polynomials, we recover Theorem 5 of [14] .
We finish this section by explaining how Theorem C enables one to define the Kac polynomial a S Q,d (q 1/2 ) associated to a quiver Q, a Serre subcategory S ⊂ CQ, and a dimension vector d. Furthermore, we will introduce and apply a general mechanism for deducing positivity of such Kac polynomials from purity. This discussion makes contact with the more concrete work of Schiffmann [33] , Bozec [2] and Bozec, Schiffmann and Vasserot [3] , which was a large part of the inspiration for pursuing the versions of the results in this paper obtained by restriction to Serre subcategories.
Defining BPSS Q,W , as per our conventions, to be (71) for the degenerate stability condition ζ = (i, . . . , i) (equivalently, without any stability condition), isomorphism (72) becomes
Isomorphism (75) can be restated as saying that BPSS Q,W ,d categorifies the "restricted Kac polynomial" a S Q,d (q 1/2 ), defined by the plethystic logarithm
More specifically, we can define the polynomial
This is indeed a polynomial, as despite its rather high-tech definition, BPSS Q,W ,d is just the hypercohomology of a bounded complex of constructible sheaves on an algebraic variety. As a corollary of the existence of the isomorphism (75), we deduce that
is pure, then so is BPSS Q,W , and as a result, a This brings us to the special case of Theorem C that, along with Theorem A, implies the Kac positivity conjecture, first proved by Hausel, Letellier and Villegas in [16] via arithmetic Fourier analysis for smooth Nakajima quiver varieties. Namely, we set S = CQ -mod, and we set ζ = (i, . . . , i) to be the degenerate stability condition. Then Theorem C states that there is an isomorphism (76)
while Theorem 3.8 states that there is an isomorphism
On the other hand by [24, Thm.5.1] there is an equality
where a Q,d (q) is Kac's original polynomial, from which we deduce that
On the other hand, from the isomorphism (76) and Theorem A, we deduce that each BPSQ ,W ,d is pure, and so χ wt (BPSQ ,W ,d , q 1/2 ) is a polynomial in −q 1/2 with positive coefficients. In particular, since a Q,d (q) is a polynomial in q, we have reproved the following theorem Theorem 7.6. [16] For a finite quiver Q, and a dimension vector d ∈ N Q0 , the Kac polynomial a Q,d (q) has positive coefficients.
Example 7.7. We return to the examples of Serre subcategories appearing in the work of Bozec, Schiffmann and Vasserot -see Examples 7.1, 7.2 and 7.3 for the definitions. Setting N , SN , SSN ⊂ CQ to be the full subcategory of nilpotent, *-semi-nilpotent and *-strongly-semi-nilpotent CQ-representations, respectively, we define
In this way we obtain a new description of the nilpotent, semi-nilpotent and strongly-seminilpotent Kac polynomials of [3] . Via the results of [3] the polynomials a Proof. The proof proceeds exactly as in the above reproof of Theorem 7.6, using the results and proofs of [3] and [34] 
degenerates at the second sheet (here T is an extra complex torus acting on all relevant varieties, and is a special case of one of the tori T τ that we consider in Section 8.1). In particular, purity of
We finish with the following result relating a Q,d (q) with a N Q,d (q) -categorifying a Kac polynomial identity due to Bozec, Schiffmann and Vasserot [3, Thm.1.4], which in turn extended the main result of [33] from the case of a quiver without loops. This type of "Poincaré duality" phenomenon for Kac polynomials was first observed in [33] , and this phenomenon found further application in the work of Reineke and Meinhardt on the refined integrality conjecture for quivers without potential [23, Prop.6.4] . In [33] it was explained that, in the case of quivers without loops, this Kac polynomial identity is explained by Poincaré duality for smooth Nakajima quiver varieties. Here it is explained by self-Verdier duality of the vanishing cycle functor and the intersection complex of the constant local system. Proposition 7.9. For a quiver Q, and a dimension vector d ∈ N Q0 , there is an isomorphism
giving rise to an equality
Proof. The ordinary Kac polynomial a Q,d (q) is given by
where the second equality is due to self duality of BPSQ ,W under Verdier duality, and the second is a consequence of the support lemma (Lemma 4.1). The torus (C * ) 2 acts on M(Q) via the rescaling action
The restriction of this action to M(Q) d ⊂ M(Q) d contracts the space down to the point 0 ∈ M(Q) d . Also, this action preserves W , from which it follows that BPSQ ,W ,d lifts to a (C * ) 2 -equivariant perverse sheaf, and
is an isomorphism. We deduce that (81) to0 is constant, and so
, q
where the third equality is another application of the support lemma (Lemma 4.1), and the final equality follows since the space {0} is compact. Putting together equations (80), (81) and (82) yields the equation (79), and since each of the above equalities is induced by an isomorphism, we deduce the existence of the isomorphism (78).
Remark 7.10. Combining Theorems 7.6 and 7.8 with Proposition 7.9 we deduce that all of the Kac polynomials a Q,d (q), a 
Purity and cohomological Hall algebras
8.1. The Kontsevich-Soibelman CoHA. In [21] , a method was given for associating a cohomological Hall algebra (CoHA for short) to the data of a QP (Q, W ). The construction provides a mathematically rigorous approach to defining the algebra of BPS states -see [13] for the physical motivation. For the special class of quivers with potential considered in this paper (i.e. those obtained by forming the quiver with potential (Q,W ) from a given quiver Q), we will work with a slight generalisation of the original definition of Kontsevich and Soibelman, incorporating extra parameters depending on a weight function τ . We denote this algebra A τ,Q,W , and briefly recall the definition.
We will only consider the case in which our quiver with potential is (Q,W ) for some quiver Q. SinceQ is symmetric we avoid some troublesome Tate twists, and since the potentialW is linear in the ω i direction we also avoid the notion of monodromic mixed Hodge modules; in this section we deal only with monodromic mixed Hodge modules for which Theorem 3.8 applies, and so we use the usual mixed Hodge module φ Tr(W ) Q, as opposed to the monodromic mixed Hodge module φ mon Tr(W ) Q (see Remark 3.9).
Apart from the data of the quiver with potential (Q,W ), the cohomologicall Hall algebra will depend on some extra grading on the arrows of the quiver. Given a weight function τ :
we form the extended gauge group
the parabolic gauge group, acting on X(Q) d ′ ,d ′′ via the same formula as (83), and
For fixed υ ∈ T τ , the action of υ on the category of CQ-modules is functorial, and preserves dimension vectors. It follows that if ζ ∈ H Q0 + is a stability condition, the spaces X(Q) 
For the rest of the section we will only consider the degenerate stability condition ζ = (i, . . . , i) and so drop ζ from our notations, as per Convention 2.9. We denote by
the map taking aQ-representation to its dimension vector.
Assume that the weight function τ :Q 1 → Z isW -admissible. It follows that the function Tr(W ) induces a function τ Tr(W ) on τ M(Q). We define
defining the underlying cohomologically graded mixed Hodge module, equivalently, N Q0 -graded monodromic mixed Hodge structure, of A τ,Q,W . The superscript ∨ means, as ever, that we take the dual mixed Hodge module. Since the base is a disjoint union of points, we may alternatively define this mixed Hodge module as the Verdier dual:
Remark 8.4. The reason for the peculiar twist in the definition of A τ,Q,W is that we want to think of this algebra as being a version of the Kontsevich-Soibelman cohomological Hall algebra with extra parameters. So, given that the correct sheaf for the cohomological Hall algebra is perverse, the correct sheaf for this extended version should be a family of perverse sheaves on the fibres of the projection
as opposed to a perverse sheaf on τ M(Q) d itself.
and let GL τ d act on V τ,d,N via the product of the natural action of GL d on the first component, and the action of T τ on t τ given by the embedding (C * ) s ⊂ C s = t τ , and componentwise multiplication. We define U τ,d,N ⊂ V τ,d,N to be the subset consisting of those ({g i } i∈Q0 , f ) ∈ V τ,d,N such that each g i is surjective, and f is too.
We break the multiplication into two parts. Then τ ′ = υ • τ is aW -admissible weighting, which we call a specialisation of τ . We obtain an injection t τ ′ → t τ , and we can pick a splitting
where we define t χ := t τ /t 
as required.
In similar fashion, we obtain spectral sequences E The argument for all three statements is the same: fixing p and q, the limit E is an isomorphism of algebras. Since Ψ τ,Q,d is a morphism of H T (pt)-modules, we deduce the following corollary of Theorem 8.6. Corollary 8.7. For Q a finite quiver, A SV,Q is free as a H T (pt)-module, and the natural map of algebras Ξ :
is an isomorphism.
In the final statement m is the maximal homogeneous ideal, and the proof consists of noting that while the vertical dimension reduction isomorphisms in the following commutative diagram are not morphisms of algebras, the horizontal morphisms are, and the top one is an isomorphism since the bottom one is by Theorem 8.6: ∨ is torsion free, and so the natural map
from the cohomological Hall algebra to the shuffle algebra is an inclusion of algebras.
Proof. The passage from torsion freeness to all of the other statements of the theorem, as well as the description of the shuffle algebra and the above map of algebras, are all as in [35] . So we focus on torsion-freeness. From Theorem 8.6 with τ ′ as in Example 8.2 and τ as in Example 8.3, we deduce that H c,T ×GL d (µ
∨ is free as a k-module. The proof is then exactly the same as the proof of [34, Prop.4 .6], which we recall a brief outline of; we refer the reader to [34] for details.
Let m be the maximal graded ideal in H GL d (pt), let k = H T (pt), let I be the preimage of m under the projection H T ×GL d (pt) → H GL d (pt), and let K be the fraction field of k. Considering X(Q) d as a subvariety of µ is S-torsion-free for S = H T ×GL d (pt) \ I. This is proved in [34, Prop.4 .6] using Theorem 3.8 to rephrase the problem in terms of torsion-freeness for the stack of d-dimensional objects in the category C Q of Proposition 2.1, and then localization to reduce the problem to the same torsion-freeness problem for the category of pairs (M, f ) in C Q for which f is nilpotent, for which the problem is elementary due to the stratification considered also in e.g. Lemma 4.3.
