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Abstract
We study boundary value problems on compact graphs without circles (i.e. on trees) for second-order
ordinary differential equations with nonlinear dependence on the spectral parameter. We establish properties
of the spectral characteristics and investigate the inverse spectral problem of recovering the coefficients of
the differential equation from the so-called Weyl vector which is a generalization of the Weyl function
(m-function) for the classical Sturm–Liouville operator. For this inverse problem we prove the uniqueness
theorem and obtain a procedure for constructing the solution by the method of spectral mappings.
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1. Introduction
We study second-order pencils of ordinary differential operators on compact graphs with
boundary conditions in boundary vertices and with matching conditions in internal vertices.
Boundary value problems on graphs (networks, trees) often appear in natural sciences and en-
gineering (see [1–17] and the references therein). Most of the works in the spectral theory on
graphs are devoted to the so-called direct problems of studying properties of the spectrum and
the root functions. Inverse spectral problems (which consist in recovering operators from their
spectral characteristics) are more difficult for investigating, and nowadays there are only a num-
ber of papers devoted to inverse problems for differential operators on graphs (see [18–27]).
In this paper we study the inverse spectral problem for pencils of differential operators on
arbitrary order compact graphs. As the main spectral characteristic we introduce and study the
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Sturm–Liouville operator (see [28]). We show that the specification of the Weyl vector uniquely
determines the coefficients of the pencil, and we provide a constructive procedure for the solution
of the inverse problem from the given Weyl vector. For studying this inverse problem we develope
the ideas of the method of spectral mappings [29,30]. This method allows one to solve inverse
problems for a wide class of graphs. Since different classes of graphs require different techniques,
for definiteness we confine ourselves to equations on trees (i.e. on graphs without cycles). We
note that the obtained results are natural generalizations of the well-known results on inverse
problems for the classical Sturm–Liouville operators which were studied in [31–40] and other
works.
2. Main notions
Consider a compact, connected tree T in Rm with the root v0, the set of vertices
V = {v0, . . . , vr} and the set of edges E = {e1, . . . , er}. We suppose that the length of each
edge is equal to 1. A vertex is called a boundary vertex if it belongs to only one edge. Such an
edge is called a boundary edge. All other vertices and edges are called internal.
For two points a, b ∈ T we will write a  b if a lies on a unique simple path connecting
the root v0 with b; let |b| stand for the length of this path. We will write a < b if a  b and
a = b. The relation < defines a partial ordering on T . If a < b we denote [a, b] := {z ∈ T : a 
z  b}. In particular, if e = [v,w] is an edge, we call v its initial point, w its end point and say
that e emanates from v and terminates at w. For each internal vertex v we denote by R(v) :=
{e ∈ E : e = [v,w], w ∈ V } the set of edges emanating from v. For any v ∈ V the number |v|
is a non-negative integer, which is called the order of v. For e ∈ E its order is defined as the
order of its end point. The number σ := maxj=1,r |vj | is called the heigth of the tree T . Let
V (μ) := {v ∈ V : |v| = μ}, μ = 0, σ be the set of vertices of order μ, and let E (μ) := {e ∈ E : e =
[v,w], v ∈ V (μ−1), w ∈ V (μ)}, μ = 1, σ be the set of edges of order μ.
Each edge e ∈ E is parameterized by the parameter x ∈ [0,1]. It is convenient for us to choose
the following orientation on each edge e = [v,w] ∈ E : if z = z(x) ∈ e, then z(0) = w, z(1) = v,
i.e. x = 0 corresponds to the end point w, and x = 1 corresponds to the initial point v. For defi-
niteness we enumerate the vertices vj as follows: Γ := {v0, v1, . . . , vp} are the boundary vertices,
vp+1 ∈ V (1), and vj , j > p + 1, are enumerated in order of increasing |vj |. We enumerate the
edges similarly, namely: ej = [vjk , vj ], j = 1, r , jk < j . In particular, E := {e1, . . . , ep+1} is the
set of boundary edges, ep+1 = [v0, vp+1]. Clearly, ej ∈ E (μ) iff vj ∈ V (μ).
An integrable function Y on T may be represented as a vector Y(x) = [yj (x)]j∈J , x ∈ [0,1],
where J := {j : j = 1, r}, and the function yj (x) is defined on the edge ej .
Let q(x) = [qj (x)]j∈J and p(x) = [pj (x)]j∈J be real-valued functions on T such that
pj (x) ∈ AC[0,1], qj (x) ∈ L(0,1). Consider the differential equation on T :
y′′j (x)+
(
ρ2 + iρpj (x) + qj (x)
)
yj (x) = 0, x ∈ [0,1], (1)
where j ∈ J , ρ is the spectral parameter, the functions yj (x), y′j (x) are absolutely continuous
on [0,1] and satisfy the following matching conditions in each internal vertex vk , k = p + 1, r :
yk(0) = akj yj (1) for all ej ∈ R(vk),
y′k(0) =
∑
e ∈R(v )
(
a1kj y
′
j (1)+ a0kj yj (1)
) (generalized Kirchhoff’s condition),
⎫⎪⎬
⎪⎭ (2)j k
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1
kj are complex numbers, and akj a
1
kj = 0. Assume that
rk :=
∑
ej∈R(vk)
a1kj
akj
= −1, k = p + 1, r. (3)
Condition (3) is called the regularity condition for matching. Differential operators on T which
do not satisfy the regularity condition for matching (3), possess qualitatively different properties
for the formulation and the investigation of inverse problems, and are not considered in this
paper; they require a separate investigation. We note that if akj = a1kj = 1, a0kj = 0 for all k, j ,
then the conditions (2) are called the standard conditions. For standard matching conditions,
(3) is satisfied obviously. Note that in (2) we have 2r − p − 1 conditions. In order to define a
boundary value problem for (1) we need additionally p + 1 conditions at the boundary vertices
vj , j = 0,p. For this purpose we introduce the following linear forms in the boundary vertices
vj ∈ Γ :
Uj (Y ) :=
(
Y ′ + (iρhj1 + hj0)Y
)∣∣
vj
, j = 0,p,
where hjs are complex numbers such that hj1 = ±1. In other words,
Uj (Y ) = y′j (0) + (iρhj1 + hj0)yj (0), j = 1,p,
U0(Y ) = y′p+1(1) + (iρh01 + h00)yp+1(1).
Denote by L the boundary value problem for Eq. (1) with the matching conditions (2) and with
the boundary conditions
Uj (Y ) = 0, j = 0,p.
We also will consider the boundary value problems Lk , k = 0,p, for Eq. (1) with the matching
conditions (2) and with the boundary conditions Y |vk = 0, Uj (Y ) = 0, j = 0,p \ k.
Let Ψk(x,ρ) = [ψkj (x,ρ)]j∈J , k = 0,p, be solutions of Eq. (1) satisfying (2) and the bound-
ary conditions
Uj (Ψk) = δjk, j = 0,p, (4)
where δjk is the Kronecker symbol. The functions Ψk are called the Weyl solutions of (1) with
respect to the boundary vertex vk . Denote M(ρ) = [Mk(ρ)]k=1,p , where Mk(ρ) := (Ψk)|vk =
ψkk(0, ρ). The functions Mk(ρ) are called the Weyl functions, and M(ρ) is called the Weyl
vector for Eq. (1).
Take and fix arbitrary numbers hjs , j = p + 1, r , s = 0,1, such that hj1 = ±1 (for exam-
ple, one can take hjs = 0). Then the linear forms Uj (Y ) are defined also for j = p + 1, r . Let
ϕj (x,ρ), Sj (x,ρ), j ∈ J , x ∈ [0,1], be solutions of Eq. (1) on the edge ej under the initial
conditions ϕj (0, ρ) = S′j (0, ρ) = 1, ϕ′j (0, ρ) = −(iρhj1 + hj0), Sj (0, ρ) = 0. For each fixed x,
the functions ϕ(ν)(x, ρ) and S(ν)(x, ρ), ν = 0,1, are entire in ρ of exponential type. Moreover,j j
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j ∈ J , we denote
M1kj (ρ) = ψkj (0, ρ), M0kj (ρ) = ψ ′kj (0, ρ)+ (iρhj1 + hj0)ψkj (0, ρ).
It is easy to check that
ψkj (x,ρ) = M0kj (ρ)Sj (x,ρ) +M1kj (ρ)ϕj (x,ρ). (5)
In particular, for k = 1,p, we have M1kk(ρ) = Mk(ρ), M0kk(ρ) = 1, M0kj (ρ) = 0 for j = 1,p \ k,
and consequently,
ψkk(x,ρ) = Sk(x,ρ)+Mk(ρ)ϕk(x,ρ). (6)
Substituting (5) into (2) and (4) we obtain a linear algebraic system sk with respect to
M0kj (ρ),M
1
kj (ρ). By the well-known method (see, for example, [35,41]) one can show that the
determinant of this system Δ(ρ) is an entire function of exponential type, and Δ(ρ) is the char-
acteristic function of the boundary value problem L, i.e. the zeros of Δ(ρ) coincide with the
eigenvalues {ρl} of the boundary value problem L. Solving the system sk we get by Kramer’s
rule: Mskj (ρ) = Δskj (ρ)/Δ(ρ), s = 0,1, j = 1, r , where the determinant Δskj (ρ) is obtained from
Δ(ρ) by the replacement of the column which corresponds to Mskj (ρ) by the column of the free
terms. In particular,
Mk(ρ) = Δk(ρ)
Δ(ρ)
, k = 1,p, (7)
where Δk(ρ) := Δ0kk(ρ) is the characteristic function for the boundary value problem Lk . The
function Δk(ρ) is also entire in ρ of exponential type, and its zeros coincide with the eigenvalues
{ρlk} of the boundary value problem Lk . We note that similarly to the classical Sturm–Liouville
operators on an interval, it can be shown that ρl and ρlk lie in the strip {ρ: | Imρ|  c1} for
some c1. It follows from (7) that the Weyl functions Mk(ρ) are meromorphic in ρ with the
poles ρl and with the zeros ρlk .
In this paper we study the following inverse problem.
Inverse Problem 1. Given the Weyl vector M(ρ), construct q(x) = [qj (x)]j∈J , p(x) =
[pj (x)]j∈J , x ∈ [0,1], and h = [hjs]j=0,p, s=0,1.
For this inverse problem we provide a constructive procedure for the solution and prove its
uniqueness. We note that the notion of the Weyl vector M(ρ) is a generalization of the notion of
the Weyl function (m-function) for the classical Sturm–Liouville operator [28,35]. If r = 1 (i.e.
the tree T is the interval [0,1]) and p(x) = [pj (x)]j∈J = 0, then the Weyl vector M coincides
with the classical Weyl function. Thus, Inverse Problem 1 is a generalization of the classical
inverse problem for Sturm–Liouville operator on an interval from the Weyl function, and (which
is equivalent) from the spectral measure. Note that it is also possible to recover the coefficients of
the matching conditions but for simplicity we assume that these coefficients are known a priori
and fixed.
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Denote Λ± := {ρ: ± Imρ  0}. It is known (see [41]) that for each fixed j ∈ J on the edge ej ,
there exist fundamental systems of solutions of Eq. (1) {e±j1(x,ρ), e±j2(x,ρ)}, x ∈ [0,1], ρ ∈ Λ±,
|ρ| ρ∗, with the properties:
(1) the functions dν
dxν
e±js(x, ρ), ν = 0,1, are continuous for x ∈ [0,1], ρ ∈ Λ±, |ρ| ρ∗;
(2) for each x ∈ [0,1], the functions dν
dxν
e±js(x, ρ), ν = 0,1, are analytic with respect to ρ for± Imρ > 0, |ρ| > ρ∗;
(3) uniformly for x ∈ [0,1], the following asymptotical formulae hold
dν
dxν
e±j1(x,ρ) = (iρ)ν exp
(
iρx −Qj(x)
)[1],
dν
dxν
e±j2(x,ρ) = (−iρ)ν exp
(−iρx +Qj(x))[1], (8)
where ρ ∈ Λ±, |ρ| → ∞, [1] = 1 +O(ρ−1), ν = 0,1, Qj(x) = 12
∫ x
0 pj (t) dt .
Denote Λ+δ := {ρ: argρ ∈ [δ,π − δ]}, Λ−δ := {ρ: argρ ∈ [−π + δ,−δ]}, δ > 0.
Lemma 1. Let yj (x,ρ), ρ ∈ Λ+, be a solution of Eq. (1) on the edge ej , and let
y′j (0, ρ)
yj (0, ρ)
= (−iρ)rj [1], rj = −1, ρ ∈ Λ+δ , |ρ| → ∞. (9)
Then for ν = 0,1, ρ ∈ Λ+δ , |ρ| → ∞, uniformly in x ∈ [0,1],
y
(ν)
j (x, ρ) = D+j (ρ)
(
(−iρ)ν exp(−iρx +Qj(x))[1]
− (rj + 1)−1(rj − 1)(iρ)ν exp
(
iρx −Qj(x)
)[1]), (10)
where D+j (ρ) does not depend on x.
Proof. Using the fundamental system of solutions {e+j1(x,ρ), e+j2(x,ρ)}, one gets
yj (x,ρ) = A+j (ρ)e+j1(x,ρ) +D+j (ρ)e+j2(x,ρ), ρ ∈ Λ+, x ∈ [0,1]. (11)
It follows from (8) and (11) that
y′j (0, ρ)
yj (0, ρ)
= (iρ)A
+
j (ρ)[1] −D+j (ρ)[1]
A+j (ρ)[1] +D+j (ρ)[1]
, ρ ∈ Λ+δ , |ρ| → ∞.
Taking (9) into account we calculate A+j (ρ) = D+j (ρ)(rj + 1)−1(rj − 1)[1]. Substituting this
relation into (11) and using (8), we arrive at (10). 
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Lemma 2. Let yj (x,ρ), ρ ∈ Λ−, be a solution of Eq. (1) on the edge ej , and let
y′j (0, ρ)
yj (0, ρ)
= (iρ)rj [1], rj = −1, ρ ∈ Λ−δ , |ρ| → ∞.
Then for ν = 0,1, ρ ∈ Λ−δ , |ρ| → ∞, uniformly in x ∈ [0,1],
y
(ν)
j (x, ρ) = A−j (ρ)
(
(iρ)ν exp
(
iρx −Qj(x)
)[1]
− (rj + 1)−1(rj − 1)(−iρ)ν exp
(−iρx +Qj(x))[1]),
where A−j (ρ) does not depend on x.
Lemma 3. Let ej ∈ E (μ). Then for ν = 0,1, ρ ∈ Λ+δ , |ρ| → ∞, uniformly in x ∈ [0,1], one has
ψ
(ν)
0j (x, ρ) = B+j (ρ) exp(iρμ)
(
(−iρ)ν−1 exp(−iρx +Qj(x))[1]
− (iρ)ν−1d+j exp
(
iρx −Qj(x)
)[1]), (12)
where d+j = (1 + hj1)−1(1 − hj1) for j = 1,p, and d+j = (1 + rj )−1(1 − rj ) for j = p + 1, r .
Moreover, for ρ ∈ Λ+δ , |ρ| → ∞,
B+j (ρ) = b+j [1], b+j = 0, b+p+1 = (1 − h01)−1 exp
(−Qp+1(1)). (13)
In particular, for ρ ∈ Λ+δ , |ρ| → ∞,
ψ
(ν)
0j (x, ρ) = (−iρ)ν−1b+j exp
(
iρ(μ− x)+Qj(x)
)[1], ν = 0,1, x ∈ (0,1]. (14)
Proof. (1) Let j = 1,p. Then ψ ′0j (0, ρ)+ (iρhj1 + hj0)ψ0j (0, ρ) = 0, and in view of (5),
ψ0j (x, ρ) = M10j (ρ)ϕj (x,ρ). (15)
Using (15) and the asymptotics
ϕ
(ν)
j (x, ρ) = (iρ)ν
1 − hj1
2
exp
(
iρx −Qj(x)
)[1]
+ (−iρ)ν 1 + hj1
2
exp
(−iρx +Qj(x))[1], |ρ| → ∞, (16)
we arrive at (12) for j = 1,p.
(2) Let us prove (12) for all other edges by induction with respect to μ = σ,σ − 1, . . . ,1,
where σ is the height of the tree T . If μ = σ (i.e. ej ∈ E (σ )), then 1  j  p, and (12) holds
according to the previous arguments.
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Clearly, if ek ∈ R(vj ), then ek ∈ E (μ+1). Therefore, for each ek ∈ R(vj ), (12) holds by the induc-
tion assumption. In particular, for ρ ∈ Λ+δ , |ρ| → ∞, ek ∈ R(vj ),
ψ
(ν)
0k (1, ρ) = B+k (ρ)(−iρ)ν−1 exp
(
iρμ+Qk(1)
)[1]. (17)
Using the matching conditions (2) we calculate
ψ ′0j (0, ρ)
ψ0j (0, ρ)
=
∑
ek∈R(vj )
a1jkψ
′
0k(1, ρ)+ a0jkψ0k(1, ρ)
ajkψ0k(1, ρ)
.
Together with (17) this yields
ψ ′0j (0, ρ)
ψ0j (0, ρ)
= (−iρ)rj [1].
By the regularity condition for matching rj = −1. Applying Lemma 1, we arrive at (12) with
a certain coefficient B+j (ρ). Thus, (12) is proved for all edges ej ∈ E . Furthermore, it fol-
lows from (2) that ψ0j (0, ρ) = ajkψ0k(1, ρ) for all ek ∈ R(vj ), and consequently, ajkB+k (ρ) =
2(rj + 1)−1B+j (ρ) exp(−Qj(1))[1]. Since ψ ′0,p+1(1, ρ) + (iρh01 + h00)ψ0,p+1(1, ρ) = 1, we
obtain (13). Hence (14) is also valid. 
Similarly one can prove the following assertion.
Lemma 4. Let ej ∈ E (μ). Then for ν = 0,1, ρ ∈ Λ−δ , |ρ| → ∞, uniformly in x ∈ [0,1], one has
ψ
(ν)
0j (x, ρ) = B−j (ρ) exp(−iρμ)
(
(iρ)ν−1 exp
(
iρx −Qj(x)
)[1]
− (−iρ)ν−1d−j exp
(−iρx +Qj(x))[1]), (18)
where d−j = (1 + hj1)−1(1 − hj1) for j = 1,p, and d−j = (1 + rj )−1(1 − rj ) for j = p + 1, r .
Moreover, for ρ ∈ Λ−δ , |ρ| → ∞,
B−j (ρ) = b−j [1], b−j = 0, b−p+1 = (1 + h01)−1 exp
(−Qp+1(1)). (19)
In particular, for ρ ∈ Λ−δ , |ρ| → ∞,
ψ
(ν)
0j (x, ρ) = (iρ)ν−1b−j exp
(−iρ(μ− x)−Qj(x))[1], ν = 0,1, x ∈ (0,1]. (20)
Symmetrically to (12)–(14) and (18)–(20), one can get the asymptotics for all other Weyl
solutions Ψk , k = 1,p. In particular, the following assertion is a corollary of Lemmas 3, 4.
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ψ
(ν)
kk (x,ρ) = (±iρ)ν−1c±k exp
(±iρx ∓Qk(x))[1], Mk(ρ) = (±iρ)−1c±k [1],
ρ ∈ Λ±δ , |ρ| → ∞, x ∈ [0,1), (21)
where c±k = (1 ± hk1)−1.
Let δ > 0 be sufficiently small and fixed. Denote Gδ := {ρ: |ρ − ρl |  δ, ∀l}, where ρl are
eigenvalues of the boundary value problem L. Using the standard technique (see [41]) one can
show that
∣∣ψ(ν)kk (x,ρ)∣∣ C∣∣ρν−1 exp(±iρx)∣∣, ∣∣Mk(ρ)∣∣ C|ρ|−1,
ρ ∈ Gδ ∩Λ±, x ∈ [0,1]. (22)
Problem Z(T ,v0, a). Let Ψ = [ψj ]j∈J be the solution of Eq. (1) on T satisfying (2) and the
boundary conditions
Ψ |v0 = a, Uj (Ψ ) = 0, j = 1,p, (23)
where a is a complex number. Denote m1j (ρ) = ψj(0, ρ), m0j (ρ) = ψ ′j (0, ρ) + (iρhj1 +
hj0)ψj (0, ρ), j ∈ J . Then
ψj(x,ρ) = m0j (ρ)Sj (x,ρ) +m1j (ρ)ϕj (x,ρ). (24)
Substituting (24) into (2) and (23) we obtain a linear algebraic system with respect to
m0j (ρ),m
1
j (ρ), j ∈ J . The determinant of this system is Δ(ρ). Solving this system by Kramer’s
rule we find the transition matrix [m0j (ρ),m1j (ρ)]j∈J for T with respect to v0 and a. The
problem of calculating the transition matrix [m0j (ρ),m1j (ρ)]j∈J by Kramer’s rule is called Prob-
lem Z(T , v0, a). This problem will be used below for describing the procedure for the solution
of the inverse problems.
4. An inverse problem for boundary edges
Fix k = 1,p, and consider the following auxiliary inverse problem on the edge ek , which is
called IP(k).
IP(k). Given Mk(ρ), construct qk(x), pk(x), x ∈ [0,1], and hks , s = 0,1.
Let us prove the uniqueness of the solution of the inverse problem IP(k). For this purpose
together with L we consider a boundary value problem L˜ of the same form but with different
q˜(x), p˜(x) and h˜. Everywhere below if a symbol α denotes an object related to L, then α˜ will
denote the analogous object related to L˜, and αˆ := α − α˜.
Theorem 1. If Mk(ρ) = M˜k(ρ), then qk(x) = q˜k(x), pk(x) = p˜k(x) a.e. on [0,1], and hks = h˜ks ,
s = 0,1. Thus, the specification of the Weyl function Mk uniquely determines the functions qk and
pk on the edge ek and the coefficients hks .
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P k1s(x, ρ) = (−1)s−1
(
ϕk(x,ρ)ψ˜
(2−s)
kk (x, ρ)− ϕ˜(2−s)k (x, ρ)ψkk(x,ρ)
)
, s = 1,2. (25)
It follows from (6) that 〈ϕk(x,ρ),ψkk(x,ρ)〉 ≡ 1. Then, by direct calculations we get
ϕk(x,ρ) = P k11(x,ρ)ϕ˜k(x,ρ)+ P k12(x,ρ)ϕ˜′k(x,ρ). (26)
Denote
Ωk(x) := 12
(
exp
(
Qˆk(x)
)+ exp(−Qˆk(x))),
where Qˆk(x) = Qk(x)− Q˜k(x). Since Mk(ρ) = M˜k(ρ), it follows from (21) that
hk1 = h˜k1. (27)
Using (16) and (21), (22), (25) and (27) we obtain
P k1s(x, λ) = δ1sΩk(x) +O
(
ρ−1
)
, ρ ∈ Λ±δ , |ρ| → ∞, x ∈ (0,1), s = 1,2, (28)∣∣P k1s(x, λ)∣∣ C|ρ|1−s , ρ ∈ Gδ ∩Λ±, x ∈ [0,1], s = 1,2. (29)
According to (6) and (25),
P k1s(x, ρ) = (−1)s−1
((
ϕk(x,ρ)S˜
(2−s)
k (x, ρ)− Sk(x,ρ)ϕ˜(2−s)k (x, ρ)
)
+ (M˜k(ρ)−Mk(ρ))ϕk(x,ρ)ϕ˜(2−s)k (x, ρ)).
Since Mk(ρ) = M˜k(ρ), it follows that for each fixed x, the functions P k1s(x, ρ) are entire in ρ
of exponential type. Together with (28) and (29) this yields P k11(x,ρ) ≡ Ωk(x), P k12(x,ρ) ≡ 0.
Substituting these relations into (25) and (26) we get
(
ϕ˜k(x, ρ)
)−1
ϕk(x,ρ) =
(
ψ˜kk(x,ρ)
)−1
ψkk(x,ρ), (30)
ϕk(x,ρ) = Ωk(x)ϕ˜k(x,ρ) (31)
for all x and ρ. Using the asymptotical formulae (16) and (21) we obtain for |ρ| → ∞, ρ ∈ Λ±δ ,
(
ϕ˜k(x, ρ)
)−1
ϕk(x,ρ) = exp
(
Qˆk(x)
)[1], (ψ˜kk(x,ρ))−1ψkk(x,ρ) = exp(−Qˆk(x))[1].
From this and from (30) it follows that exp(Qˆk(x)) ≡ 1. This yields Ωk(x) ≡ 1, P11(x,ρ) ≡ 1,
ϕk(x,ρ) ≡ ϕ˜k(x, ρ), ψkk(x,ρ) ≡ ψ˜kk(x,ρ), and consequently, qk(x) = q˜k(x), pk(x) = p˜k(x)
a.e. on [0,1], and hks = h˜ks . 
Using the method of spectral mappings [29] for Eq. (1) on the edge ek one can get a con-
structive procedure for the solution of the local inverse problem IP(k). Here we only explain
ideas briefly; for details and proofs see [29]. Take a boundary value problem L˜ such that
440 V. Yurko / J. Differential Equations 244 (2008) 431–443Mˆk(ρ) = O(ρ−2), |ρ| → ∞, ρ ∈ Λ±δ . Take a fixed c1 > 0 such that | Imρl |, | Im ρ˜l | < c1. In
the ρ-plane we consider the contour γ (with counterclockwise circuit) of the form γ = γ+ ∪γ−,
where γ± = {ρ: ± Imρ = c1}. Denote
r˜k(x, ρ, θ) = 〈ϕ˜k(x, ρ), ϕ˜k(x, θ)〉
ρ − θ
(
Mk(θ) − M˜k(θ)
)
, zk(x,ρ) = ϕk(x,ρ)
Ωk(x)
.
For each fixed x ∈ [0,1], the function zk(x,ρ) is the unique solution of the following linear
integral equation
ϕ˜k(x, ρ) = zk(x,ρ)+ 12πi
∫
γ
r˜k(x, ρ, θ)zk(x, θ) dθ. (32)
Using the solution zk(x,ρ) of Eq. (32) one can easily construct the coefficients qk(x), pk(x) and
hks (for details see [29, Chapter 3]).
5. Solution of the inverse problem on the tree
5.1. Weyl solutions for internal vertices
Fix vk ∈ V . Denote T 0k := {z ∈ T : vk < z}, Tk := T \T 0k . Clearly, Tk is a tree with the root v0.
Let Γk be the set of boundary vertices of Tk , and let Ek be the set of boundary edges of Tk .
Denote Jk := {j : ej ∈ Tk}. If Y = [yj ]j∈J is a function on T , then {Y }k := [yj ]j∈Jk is a function
on Tk .
Fix vk /∈ Γ (i.e. k = p + 1, r). Let Ψk(x,ρ) = [ψkj (x,ρ)]j∈Jk be the solution of Eq. (1) on
Tk satisfying (2) and the boundary conditions Uj (Ψk) = δkj , vj ∈ Γk . The vector Ψk is the Weyl
solution of (1) on Tk with respect to the vertex vk . Denote by Mk(ρ) := ψkk(0, ρ), k = p + 1, r
the Weyl functions for Tk with respect to vk .
Lemma 6. Fix vm /∈ Γ . Let ek = [vm, vk] ∈ R(vm). Then
Ψm(x,ρ) =
{
1
Amk(ρ)
Ψk(x,ρ)
}
m
, i.e. ψmj (x,ρ) = 1
Amk(ρ)
ψkj (x,ρ), j ∈ Jm, (33)
Mm(ρ) = amk
Amk(ρ)
ψkk(1, ρ), (34)
where
Amk(ρ) =
∑
ej∈R(vm)
a1mjψ
′
kj (1, ρ)+ amk
(
(iρhm1 + hm0)+
∑
ej∈R(vm)
a0mj
amj
)
ψkk(1, ρ), (35)
and Ψm, Mm does not depend on k.
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condition Um(Ψm) = 1, we calculate Amk(ρ) = ψ ′km(0, ρ) + (iρhm1 + hm0)ψkm(0, ρ). Taking
(2) into account we arrive at (35). Furthermore,
Mm(ρ) = ψmm(0, ρ) = 1
Amk(ρ)
ψkm(0, ρ).
Using the matching conditions (2) again we obtain (34). 
Denote M1kj (ρ) = ψkj (0, ρ), M0kj (ρ) = ψ ′kj (0, ρ) + (iρhj1 + hj0)ψkj (0, ρ) for k = p + 1, r ,
j ∈ Jk . Then (5) and (6) are valid for k = 1, r , j ∈ Jk , where Jk = J for k = 1,p. In particular,
this yields
ψ
(ν)
kj (1, ρ) = M0kj (ρ)S(ν)j (1, ρ)+M1kj (ρ)ϕ(ν)j (1, ρ), ν = 0,1, k = 1, r, j ∈ Jk, (36)
ψ
(ν)
kk (1, ρ) = S(ν)k (1, ρ)+Mk(ρ)ϕ(ν)k (1, ρ), ν = 0,1, k = 1, r. (37)
5.2. Solution of Inverse Problem 1
Let the Weyl vector M(ρ) = [Mk(ρ)]k=1,p for the boundary value problem L be given.
The procedure for the solution of Inverse Problem 1 consists in the realization of the so-called
Aμ-procedures successively for μ = σ,σ − 1, . . . ,1, where σ is the height of the tree T . Let us
describe Aμ-procedures.
Aσ -procedure. (1) For each edge ek ∈ E (σ ), we solve the local inverse problem IP(k) and find
qk(x), pk(x), x ∈ [0,1], on the edge ek and hks , s = 0,1.
(2) For each ek ∈ E (σ ), we construct ϕk(x,ρ), Sk(x,ρ), x ∈ [0,1], and calculate ψ(ν)kk (1, ρ),
ν = 0,1, by (37).
(3) Returning procedure. For each fixed vm ∈ V (σ−1) \ Γ and for all ej , ek ∈ R(vm), j = k,
we construct Mskj (ρ), s = 0,1, by the formulae
M0kj (ρ) = 0, M1kj (λ) =
amk
amj
ψkk(1, ρ)
ϕj (1, ρ)
, ej , ek ∈ R(vm), j = k.
(4) For each fixed vm ∈ V (σ−1) \ Γ we calculate the Weyl function Mm(ρ) by (34), where
Amk(ρ) and ψ ′kj (1, ρ) are constructed via (35) and (36).
Now we carry out Aμ-procedures for μ = 1, σ − 1 by induction. Fix μ = 1, σ − 1, and
suppose that Aσ , . . . ,Aμ+1-procedures have been already carried out. Let us carry out Aμ-pro-
cedure.
Aμ-procedure. For each vk ∈ V (μ), the Weyl functions Mk(ρ) are given. Indeed, if vk ∈
V (μ) ∩ Γ , then Mk(ρ) are given a priori, and if vk ∈ V (μ) \ Γ , then Mk(ρ) were calculated
on the previous steps according to Aσ , . . . ,Aμ+1-procedures.
(1) For each edge ek ∈ E (μ), we solve the local inverse problem IP(k) and find qk(x), pk(x),
x ∈ [0,1], on the edge ek and hks , s = 0,1. If μ = 1, then Inverse Problem 1 is solved, and we
stop our calculations. If μ> 1, we go on to the next step.
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ν = 0,1, by (37).
(3) Returning procedure. For each fixed vm ∈ V (μ−1) \ Γ and for any fixed ek, ei ∈
R(vm), i = k, we consider the tree T 1i := T 0i ∪ {ei} with the root vm. Solving the problem
Z(T 1i , vm,ψkk(1, ρ)), we calculate the transition matrix [M0kj (ρ),M1kj (ρ)] for ej ∈ T 1i .
(4) For each fixed vm ∈ V (μ−1) \ Γ we calculate the Weyl function Mm(ρ) by (34), where
Amk(ρ) and ψ ′kj (1, ρ) are constructed via (35) and (36).
Thus, we have obtained the solution of Inverse Problem 1 and proved its uniqueness, i.e. the
following assertion holds.
Theorem 2. The specification of the Weyl vector M uniquely determines the boundary value
problem L on T . Solution of Inverse Problem 1 can be obtained by executing successively
Aσ ,Aσ−1, . . . ,A1-procedures.
Remark 1. It is also possible to formulate and solve an inverse problem from discrete spectral
characteristics, for example, from a system of spectra. Let Λ0 = {ρl} and Λk = {ρlk}, k = 1,p,
be the spectra of the boundary value problems L and Lk , respectively. The inverse problem is
formulated as follows: given the spectra Λk , k = 0,p, construct q = [qj ]j∈J , p = [pj ]j∈J and
h = [hjs]j=0,p, s=0,1. Using (7) one can reduce this inverse problem to Inverse Problem 1 from
the Weyl vector.
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