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ABSTRACT 
Power scaling is combined with CesLro summation, and necessary and sufficient 
local conditions are given for the resulting matrix sequence p,(T) to converge. It is 
shown that this convergence is closely related to path conditions on the one hand as 
well as suitable bilinear consistency conditions on the other hand. 0 1997 Elsevier 
Science Inc. 
1. INTRODUCTION 
Without a doubt, the most important concept in iterative matrix analysis is 
the convergence of the powers AN as N -+ m. It is also classical that when 
these powers fail to converge one introduces a convergence producing 
Toeplitz type of transformation, such as 
T,(A) = C,,I + C,,A + CN,A2 + ..a +&,,_,A=’ 
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for a suitable sequence CN1. In particular the CesLro sum 
is a special case of such a transformation, which is fundamental in the theory 
of Markov chains and a semiconvergence. 
Another avenue to “producing convergence” is to diagonally scale (pre- 
condition) a matrix and then power the product of the matrices or diagonally 
scale its powers (power scaling), i.e. to consider the sequences (DAjN or 
DNAN, for some suitable diagonal matrix D. In either case the purpose of the 
diagonal matrix is to cut down the spectral radius in question to manageable 
levels. More generally it is used to affect one or more desirable properties of 
the matrix, such as its column sums or its spectral properties. 
Needless to say one can expect the problem to be more tractable for more 
special classes of matrices and for a more restricted selection of diagonal 
matrices. In particular, for (upper) triangular matrices T the question of 
convergence of (DT) N is relatively straightforward and will be discussed in 
Section 3; that of DNT N with D-l = D,, the diagonal of T, was studied in 
[5]. The case of general D still remains open. 
When AN diverges, the natural question is whether one can combine 
either of the two types of diagonal scaling with Cesiro summability as in 
yN( A, D) = ; ;c; D-kAk, 
and obtain a convergent sequence of matrices. We shall address this problem 
for the case YN(T) = YN(T, D,), where A = T is upper triangular and 
invertible and D = 0;‘. The general case cannot be reduced to the triangu- 
lar case, since the pair DekAk is not similarity invariant. It should be further 
remarked that if T is nonnegative, then YN(T) deals with a superstochastic 
matrix. Indeed Tke > Dke implies that YN(T)e 2 e. 
Throughout this paper, all our matrices are complex, and we shall assume 
familiarity with the concepts of the Drazin inverse (*jD and the group inverse 
(*># of a matrix (*) [2]. For a matrix A we denote its index, spectral radius, 
minimal polynomial, and spectral idempotent associated with eigenvalue A, 
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respectively, by Ind( A), P(A), rbr~( A), and 
ZA( A) = Z - (A - hZ)( A - AZ)D. 
As always, the index of the eigenvalue A, equals Ind( A - A, I). The core of 
A is defined and denoted by C, = A2AD. A diagonahzable matrix will be 
called semisimple (s.s. for short), and we shall assume familiarity with the 
elementary theory of convergence. In particular we recall that AN converges 
iff 1 Al < 1, with 1 Al = 1 * A = 1 with Ind(I) = 1; and that kYN( A) con- 
verges iff IAl Q 1, with 1 Al = 1 + Ind( A) = 1. 
Needless to say, it is more convenient to handle questions of indices via 
the concept of a group inverse [2]. 
Since we shall be dealing with convergence questions of triangular 
matrices, and these in turn deal with existence questions for indices, it will be 
necessary to investigate the existence and representations of group inverses of 
triangular matrices. We shall derive equivalent scalar conditions which are 
more suitable in our inductive proof. The latter extend the conditions given in 
[7] for the existence of such inverses. 
If A is an n x n matrix, then a p X p matrix (1 < p Q n) obtained from 
A by striking out 12 - p rows and n - p columns is called a submatrix of A. 
If the rows and columns retained are given by subscripts Z = (ii, . . . , ip) and 
J = <ji>...,jJ respectively, then the corresponding p X p submatrix is . 
or simply A;. 
In Section 2 we’examine a new representation for the group inverse of a 
triangular matrix and relate it to the associated digraph of the matrix. In 
Section 3 we discuss the convergence of UN and C,(U) where U = DT. 
Several preliminary results are collected in Section 4, which are then used in 
Section 5 to establish ‘convergence conditions for YN(T). These include, 
besides a path condition, also a Schur complement condition and a spectral 
condition. 
2. THE GROUP INVERSE OF A TRIANGULAR MATRIX 
In this section, we first present some local conditions for a triangular 
matrix to have group inverse. These results will then be used to tackle the 
convergence of ( DT)N and gN( DT) in Section 3 as well as convergence 
results in Section 4. 
We shall start by generalizing the geometric summation C U’ to the case 
where Z - U only has a group inverse. 
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LEMMA 2.1. Zf Z - U has group inverse, then 
(i) lcIU’=(Z-U)#(Z-ui)+k[Z-(I-U)‘(Z-U)], 
k-2 
(ii) C (k - i - 1 pi = k( z - U)” - (I - U)#“( z - Uk) 
i=O 
+ y- l) [I - (I - U)#(I - U)], 
N-l k-2 
(iii) C C(k-i-l)U”= N(N-i(N-2) 
k=o i=O 
x[z-(I-u)x(z-u)] 
+ N(N- 1) 
2 
(I - U)” - N( z - uy2 + (I - U)#“(Z - UN). 
Proof. These are easily verified for the case where I - U is nonsingular. 
On the other hand, when (I - U)# exists, then U can be written as 
p c 0 p-l 
[ 1 oz ’ 
where Z - C are nonsingular, and thus the nonsingular case can be applied 
to c. n 
We recall from [8, lo] that 
LEMMA 2.2. Zf 
A E Crxr, C E Csxs, and M = t E , 
[ I 
then M" exists if and only if each of the following conditions holds: 
A#,C”exist and (I -AA#)B(Z - CC#) = 0. 
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In that case, M’ is given by 
M# = A’ X 
[ 1 0 c# ’ 
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(24 
where X = A"B(Z - CC#) + (I - AA#)BC”2 - A#BC”. 
An immediate consequence is the following 
THEOREM 2.1. Let 
Then U” exists if W” exists and 
A( Z - W#W) = 0, (I - W”W)C = 0, and B = AW#C. (2.2) 
Moreover, if W is triangular then 
AW#C = k+& (24 
where the circumflex refers to the deletion of all zero diagonal entries from W 
and the corresponding rows and columns from A, C, and W. 
Proof. From Lemma 2.2, U” exists iff both 
p= 0 A 
[ 1 
w c 
0 w and Q= o o [ I 
have group inverses and also 
(I - P#P)[E] = [; ,_“g*][;] = 0 
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and 
[A B](Z-Q#Q)=[A i?][*-r’ -:‘“I =o. 
It is not difficult to see that these are equivalent to the existence of W# and 
the validity of (2.2). 
Next, we turn to (2.3). It suffices to show that if we drop one zero 
diagonal entry and the corresponding row and column, then the result holds. 
Consider 
(2.4) 
where D is nonsingular. Since U# exists, Lemma 2 says that 
V# exists, A,W# = A,, and W#F = F. (2.5) 
Moreover 
(2.6) 
have group inverses which imply respectively that 
A, = A,V#F and C, = HD-lC,. (2.7) 
Now since V # 
follows that i g 
[ 1 
gxists and D is nonsingular, again from Lemma 2.2, it 
does exist and 
(I - W#)GD-’ - V#GD-’ 
[: :I”=[;” D-1 
I 
. 
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Thus from (2.5) 
[Al A31 ; ; # [ 1 
On the other hand 
Cl 
c3 1 
= A,V#C, - A,(V#GD-‘)C, + A,D-‘C,. 
where X = -(V#GD-’ + V#‘FHDP1) + (I - W#)GDP2 
Hence 
- V#FHD-2. 
AW’C = A,V#C, + A,VX2FC2 + A,XC, + A2HD-2C, + A,D-‘C,, 
(2.8) 
in which 
A,XC, = -A,V#GD-lC, - A,V”2FHD-‘C, - A,V#FHD-2C, 
as A,( I - W #) = 0. Recalling (2.71, we arrive at 
AWXC = A,V#C, + A,D-‘C, - A,V#GD-‘C, 
+ (A, - A,V#F)( HD-2C,) + ( A,v#~F)(c~ - HD-1~~) 
= A,V#C, + A,D-‘C, - A,V#GD-k,, 
which is equal to 
The theorem now follows by repeating the procedure. 
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Next consider the triangular matrix 
l-5 
0 
u= . I* 6 
f-J12 
P2 
. . . 
. . . 
0’ 
Ulfl 
: I. 
U*-1.73 
CL, 
(2.9) 
We shall first need the inverse of such a matrix. 
LEMMA 2.3. If U is o!&ned as in (2.9) and is nonsingular, then 
(U-‘)ii = l/pi and for i < j 
proof. Since U = D + N = (I + ND-‘ID with D = diag( PI,. . . , CL,), 
we have 
u-’ = D-‘( Z + ND-‘)-’ 
= D-‘[ Z - ND-’ + (ND-1)2 + a** +( -l)“-‘(ND-‘)n-l] 
n-l 
= rFo ( -l)r (D-‘ND-’ ... ND-‘), 
7 factors of N 
as ND-’ is nilpotent. Hence for i < j 
n-l 
(U-‘)ij = C ( -l)r( D-‘ND-’ *** ND-‘)ij 
r=O 
j-l 
since uij = 0 for i > j. 
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For convenience let us abbreviate U I: 1 ::I: z ii::::: 1 :i to qj and use 
r,: and cij to denote the row vector (zJ~,~+~, . . . , ui, j-1) an{ the column 
vector (ui+ 1 j, . . . , uj_ 1 j)T respectively. Furthermore, let U denote the 
submatrix of U obtained by deleting its zero eigenvalues together with 
corresponding rows and columns; likewise ‘,; and cij refer to the row and 
column vectors obtained by deleting the corresponding entries. 
Associated with T we may also introduce its induced digraph G = (V, S>, 
where V = (S,, S,, . . . , S, + 1) is the vertex set and 8 = {(S,, Sj> I Si E V) is 
the edge set. As usual, we say (Si, Sj> E 8 if and only if tji # 0. A path from 
Sj to S, in G is a sequence of vertices S. = Srl, SrZ, . . . , S,[ = Sk with 
( S,c, S,+ ,) E 8 for i = 1, . . . , I - 1, for some i. If there is a path from Sj to 
S,, we say that Sj has access to S, and that S, can be reached from Sj. We 
shall write 
si + sj if (Si, Sj) E 8, 
si --* sj if there is a path from Si to Sj. 
Also let T = (S,, S,, r) = (Sp,, . . . , Sp,} be the sandwich set of S, and 
S “+ r, i.e., IS,,, . . . , Sp,} is the set of all the nodes from {S,, . . . , S,} such that 
S, * S + S,, r, i.e., S can be reached from S, and has access to S, + r. 
We Q-e now ready fo;‘our local characterization. 
LEMMA 2.4. The following statements are equivalent: 
(i) U” exists. 
(ii) if pi = pj = 0 (i < j), then 
(iii) of pi = pj = 0 (i < j), then Sj” exists ad 
y.. = u.. + rTU.fc.. = 0 
‘I ‘I ‘f ‘I ‘I * 
(2.11) 
(iv) If pi = pj = 0 (i < j), then 
1, = uij + “;$‘i)ij = 0. (2.12) 
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Proof. (i) e (ii): This was shown in Theorem 2 of [7]. 
(ii) * (iv): Note that 
j-l 
xij = c ( -l)r c ui, k, i6,1”kl, k, pk,’ ‘** /-$)uk,,j = O, 
r=O i<k,< ... <k,<j 
where the sum runs through all r steps paths via nonsingular nodes with 
&, # 0. Needless to say, only the nonzero nodes contribute. Using the 
formula for (U-‘)ij in Lemma 3, the right hand side of the above equality 
can be expressed as 
uij + iijt?i;lecj. 
(i) e (iii): We shall prove this part by induction on the size n of matrix U. 
It is obviously true for 2 X 2 matrices. So let us assume it is true for matrices 
of size n + 1 or less. Consider 
A rT p 
u n+2 =o w c> 
[ 1 (2.13) 0 0 lJ 
and assume the vertex set is V = (S,, S,, . . . , S, + I). Then, from Lemma 2.2, 
Un”, s exists iff 
p= A r= 
[ 1 0 w 
has group fnverse and 
PP) f, (1 - A) = 0, 
[ 1 
or equivalently, iff Q = [r z] has group inverse and 
(1 - Q”Q) = 0. 
(2.14) 
(2.15) 
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Consequently if Uf+ a exists, then P’ and Q# exist. If our two nodes he 
in {S,, . . , , S,) or {S,, . . . , S, + i}, we are done by the induction hypothesis. So 
we only need to consider the two nodes S,, S,, I and the case where 
A = v = 0. In this case (2.14) is equivalent to 
p = rTW#c and (I - W#W)c = 0, (2.16) 
and this in turn implies (2,ll). Conversely, if (iii) holds for U,,, a, then (iii) 
holds for IJ,,, 1 and by the induction hypothesis, P# and Q# exist. We now 
have three cases: 
Case ((Y): A # 0, Y = 0 or A = 0, v # 0. From Lemma 2.2, it follows 
at once that U,,‘+,, exists. 
Case (p): Neither v nor A is zero. In this case either (2.14) or (2.15) 
holds automatically and the existence of Uz+ 2 follows by Lemma 2.2. 
Case (y): A = v = 0. By hypothesis, p = rTW#c and (I - W#W)c = 
0, since P# exists. This implies that (2.16) holds. Again by Lemma 2.2, U,“+z 
exists. n 
The following corollary is the direct consequence of the above lemma 
applied to the shifted matrix U - PI: 
COROLLARY 2.1. The f I1 0 owing statements are equivalent: 
6) If *i = pj = p, then ( ZJZ - Uij># exists and 
uij + r,:( pZ - qj)#cij = 0. 
(ii) If ~~ = CL, = Z.L, then 
uij + ;;( pz - Gj)_kij = 0. 
(iii) ( /,LZ - U)# exists. 
(2.17) 
(2.18) 
REMARK. We shall refer to (i) and (ii) as the consistency conditions for 
the matrix U and denote them by CC#( CL, U> and CC-‘( /.L, U), respectively. 
Hence Lemma 4 now ensures that given the existence of U#, conditions 
CC#(O, U), and CC-‘(0, U) are indeed equivalent. 
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COROLLARY 2.2. Suppose U is defined as in (2.9). Then the following 
statements are equivalent: 
(i) U is semisimple. 
(ii) Zf pi = pj, then (PI - qj># exists and (2.17) holds. 
Our first application will be the discussion of the convergence of (DT)N 
and gN( DT). 
3. THE CONVERGENCE OF (DT)N AND ‘&CDT) 
Suppose that T = [t,,] is upper triangular and D is diagonal. Our aim is 
to give necessary and sufficient conditions for the convergence of UN and 
eN(U), where U = DT. Needless to say, we want to see how big the entries 
in D can be relative to the diagonal entries of T. 
If T is nonsingular and D = D,‘, then U = DF’T is upper triangular 
with a diagonal of ones. Now UN can only converge when Ind(I) = 1, which 
means that +r = A - 1 and U = I. In other words, T = D,, which is a trivial 
case. 
Likewise for the Cesiro sums gN( DT), if U = DG’T, then gN(U) = 
C;:,‘(D;lT)k/N will converge iff I+& has the form A - 1, which again 
forces T to equal D,. 
Let us now turn to the case of general D. We start by considering ( DT)N. 
If U = DT then uij = ditij, and hence UN converges iff lditiil < 1 or 
dit,, = 1 with Ind,(I) = 1. Since Ind,(l) = 1 is equivalent to the existence 
of the group inverse of Z - U, Corollary 2.1 may be applied to give 
THEOREM 3.1. 
equivalent: 
Suppose U = [uij]. Then the following statements are 
(i) UN converges. 
(ii) luiil < 1 oruii = 1, and (I - U)# exists. 
(iii) luiil < 1 or uii = 1, and if uii = ujj = 1 then 
uij + r$(Z - Ujj)++cij = 0. 
(iv) luiil < 1 oruii = 1, and if uii = ujj = 1 then 
uij + q I - Ij,j)-lB’j =0. 
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This shows that if U = DT, and if some of the tii vanish, then the 
choice of the corresponding di is immaterial. Turning to gN(U), we have 
analogously 
THEOREM 3.2. 
equivalent: 
Suppose U = [ups]. Then the following statements are 
(i) gN (U > converges. 
(ii) [uppI < 1, and q luppl = 1 then (uPPZ - U># exist. 
(iii) luPPl < 1, and ifu,, = uqq = eie then 
upq + riq(e"Z - Up,)"cp, = 0. 
(iv) luPPl Q 1, and ifu,, = uqq = eie then 
Again if U = DT, this shows the freedom in the choice of dii relative 
to tii. 
4. PRIMARY RESULTS 
Before we can undertake an investigation of the convergence of 
5$,,(T, D,), we shall first need to derive some necessary preliminary results. 
In particular we shall develop conditions for the boundedness of the bilinear 
form aTUNc as N + QJ, when U is semisimple. 
First of all, we call (Lemma 2.2 of [5]) that 
LEMMA 4.1. Zf 
Tn+2 = [H] and T,k,z = [f tJJ 3]. (4.1) 
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then 
if A#v, 
h-kpk = (4.2) 
if h=v. 
We also need the following lemma, which analyzes the convergence of a 
linear combination of the powers of complex numbers on the unit circle. 
LEMMA 4.2. Let aN = CL=, ykeiekN, with yk # 0, 0 4 8, < .%T, and 
eP f t$ for p # q. Then 
(i) aN converges as N + 03 iff r = 1 and 8, = 0. In that case the limit 
is yl. 
(ii) aN cannot converge to zero. 
Proof. (i): If r = 1, then eielNyl converges which forces 8, = 0. Con- 
versely suppose aN converges and r > 1. Now if aN converges then so do 
aN+1~aN+2~...~aN+r-l. Writing these in column form we have 
aN 
aN+1 
A,= . I: 1 = V(eiel,. . . , eier) * D(eiel,. . . , e’er)N * g, (4.3) aN+r-l 
where 
V(a,b,...,z) = [ a;l ,:, ;. jj 
is the r x r Vandermonde matrix in the variables a, b, . . . , z; 
D(a, b,. . . , z) = diag(a, b, . . . , z); and g = [n, . . . , r,]r. NOW if AN con- 
verges, then so does V-lA, = D(e”l,. . . , eier)Ng, since V is fixed and 
invertible. This means that eiekNYk converge for all k = 1,. . . , r, and hence 
that all ok = 0. Since they were distinct by assumption, this cannot be. Hence 
r = 1, and we again have 8i = 0. 
(ii): This is obvious from (i). n 
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It is well known that if Z - U is nonsingular, then (I - U)-’ can be 
expressed as a polynomial p(U) of U such that p(h) = l/(1 - A) for 
A E a(U ). We shall now generalize this result to the case where Z - U only 
has a group inverse and obtain a similar result for nonzero eigenvalues. 
LEMMA 4.3. Zf the minimal polynomial of U is J/u = (A - 1)l-l; = a( A - 
AkP where hi z Ai for i z j, then there exists a polynomial g,(h) such that 
for any r = 1,2,. . . 
g,(U) = (I - uyr and gT(Ak) = (1 - Ak)-r, k = 2,3, . . . . 
Proof. Take g,(A) to be the Hermitian interpolating polynomial such 
that 
g,(l) = 0 and g;j’(A,) =-$(I - A)-’ 
h=Ak’ 
k = 2,3,... . n 
We now come to the essential part of this section, which addresses the 
question of when a* UNc is bounded. 
LEMMA 4.4. LA U be an upper triangular matrix with diagonal elements 
/_Q (k = 1,. . . , n), and p(x) be a polynomial such that p( /.Q) # 0. Zf C, is 
semisimple, then the following statements are equivalent: 
(i) a* UNc is bounded. 
(ii) aTp(U)UNc is bounded. 
(iii) If 1 p,.I > 1, then a*Z,I;(U)c = 0, for 1 I k I n. 
Proof. (i) - (ii): This is obvious. 
(ii> * (iii): Since C, is semisimple, all nonzero distinct eigenvalues 
A i,“‘, 
p(A)AN 
A, have index one, and hence by the spectral theorem applied to 
we have 
a*P(W No = k$I [aTzMkcp( p,)] 14 
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where each x = aTZPkcp( Z.Q). Ob viously the second term is bounded. We 
now claim that the first term must actually be absent when (ii) holds, i.e., if 
1 pkl > 1 then yk = 0. Assume it is not. Then there is Yk Z 0 such that 
l&l> 1. Let p= maxIPk,,r I &I, and suppose I pki = p for k = 1,. . . , T. 
Then, by assumption, 
r 
c ykpkN = pN c ykeiekN + c Yk d 
IPLkl>l k=l l<i/‘ki<p 
r 
= c ykedekN + c pk N 
k=l l<i/‘ki<p 
Yk 7 ( )I (4.4) 
is bounded. The fact that p is greater than one forces Xi= r ykeiekN + 
Cr <, p,, < p yk( pk/p>N to converge to zero. But because 
as N + 00, it follows that C;= 1 ykeiek N + 0, which is impossible from 
Lemma 2. Thus 
which, as p( &) # 0, says that 
(iii) * (i>: Now aT UNc = Ci= 1 aTZPkc&“, and as the zero eigenvalue 
does not contribute to this sum, the conclusion follows. n 
REMARK. Since we can write (I - U)#3 as a polynomial of U, as seen in 
Lemma 4.3, it follows that under the conditions of this lemma aT(Z - 
U )#3 U No is also bounded. 
LEMMA 4.5. Suppose U is defined as in (9) and a and c are two 
n-dimensional column vectors. Let 
S, = cr( N - 1) + c2 + $ + 5 a’( Z - U)#3UN~. 
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If C, is semisimple, then S, converges as N -+ * if 
6) cl = 0 and 
(ii) aTUNc is bounded. 
Proof. The sufficiency is obvious. Now suppose that S, converges and 
aTUNc is unbounded. Then by Lemma 4 aT(Z - U)“3UN~ is unbounded and 
there exist some eigenvalues ( pkJ > 1 of U such that aTZ $U)c # 0. From 
the proof of Lemma 4.4 it is not difficult to see that arUG must diverge to 
infinity exponentially. But this is impossible, since S, converges. Therefore 
(l/N)aT(Z - U)#3UN c converges to zero, and this forces ci to be zero. n 
We are now ready to address the main result of this paper, which deals 
with the convergence of pN(T). 
5. MAIN RESULT 
Suppose 
t12 
A2 
. . . t In 
tn-1,n 
0’ A, 
(5.1) 
and D = diag(T) = diag(Al, A,, . . . , A,,). It was shown [5] that the conver- 
gence of DeN T N is closely related to the paths conditions associated with 
the matrix T. We have indicated in Section 1 that a natural generalization is 
to consider the convergence of the power scaled Cesiro sum YN(T) associ- 
ated with T. One advantage of considering the power scaled Cesio sum is 
that if some eigenvalues Ai of T satisfy 1 Ai1 > 1, then the Cesiro sum will 
diverge, while the power scaled Cesaro sum YN(A, D) may still converge 
provided certain path and Schur complement conditions are satisfied. 
This is best illustrated by a simple example. If we choose 
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it is not difficult to verify that gN(T) diverges to infmity. On the other hand, 
%(T) = 
[ 
1 1 - (2/N)[l - (#I 
0 1 1. 
which converges to 
1 1 
[ 1 0 1’ 
Now we come to the main result of this paper. 
THEOREM 5.1. PN(T) converges zff 
(i) ifs, + Sj, then IAil > jhjl; 
(ii) if hi = 5, then (hiI - Tij)# exists and 
tij + r;( Ail - Tij)#Cij = 0; 
and 
(iii) if hi = hj (i <j>, then for i < k <j 
(5.2) 
Proof. We shall prove this theorem by induction on the size n of the 
matrix T. For n = 2, let 
and therefore 
hk - lJk 
hk t- 
[ 1 A-u if h#v, Vk 
I0 I 
hk kAk-h 
0 Vk 
if h=v. 
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It is easily seen that 
I 1 PN(T) = ( O 
S 1 0 
t 
- l- 
A-V 
i 
t(N - 1) 
2A 
1 1 
1 - (v/Ay 
1 - v/A 
1 
1 
77 )I 
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A # v, 
A= v. 
Suppose now that YN(T) converges. If S, + S,, i.e., t # 0, then we must 
have A z v, and (l/N)(~/h>~ converges, which implies that 1 Al 2 1 VI. This 
proves (i). On the other hand, if A = v, then the convergence of YN(T) 
forces t to be zero, and therefore (ii) holds. (iii) is automatically true in this 
case. 
Conversely, if t = 0, then YN(T) = I,. Now if t # 0, i.e. S, + S,, then 
(i) says that I Al > ) v I; while (ii) implies that A # v (since otherwise t = 0). 
So (l/N)( v/A)~ converges, and therefore S,(T) converges. 
Next, we assume that the theorem holds for all triangular matrices of size 
n + 1 or less. Let T,, 2 be (n + 2) X (n + 2) as in Lemma 4.1, and set 
D n+2 := diag(A, pi,. . . , pLn, v) = diag( A, A, v), which is nonsingular. Con- 
sider the vertex set V = (S,, . . . , S,, i> and the node assignment 
s0 s,,...,s, %+1 
YN(Tn+,) = ‘; 
S n+ I 
#q-g-p+] * 
(5.3) 
Assume first that YN(Tn+2) converges. Then by induction, 
obey the theorem, and therefore from Corollary 2.2 they are all diagonaliz- 
able. Suppose q + Sj in V. If Ii - jl < n + 1, we are done, since then both 
endpoints lie in {S,, . . . , S,) or IS,, . . . , S,, il. So we only need to consider 
the case where Si = S, and Sj = S,, i, i.e. S, + S,, i. 
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Subcase (a): There is an intermediate node from (S,, . . . , S,}, say SO + 
s, + S,+,(l <p <n). Then by the induction hypothesis 1 Al > 1 pp I >, 1~1, 
and we are done. 
Subcase (b): There is no intermediate node between S, and S, + 1. In this 
case S, -+ Sn+i; therefore jI # 0 and aTU"c = iiT ci6 = 0 for arbitrary i. 
Since the sandwich set r is empty, we see that (5.2) reduces to 
if h=v. 
Hence 
; Nc1 ,+pt = < 
k-0 
’ P 1 _ 1 1 - WV 
h--V N l-v/h 
if h#v, 
(5.5) 
N-l 
(@,, 
if A=v. 
Now because we are given that cfi,’ Kkpk/N converges and p # 0, we 
must have A # v and Iv/Al < 1. 
So in either case the path condition (i) holds. Next we shall show that (ii) 
holds. Again, by induction we only need to show that if h = v then 
(AI - UP exists and that 
/3 + aT(AI - U)#c= 0. 
From (4.2) and Lemma 2.l(iii), it follows that if A = V, then 
_$q := + N<’ h-kpk 
k-0 
P(N-1) 
= 
2h 
(5.6) 
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Now since P is semisimple, Ind(P - AZ) < 1. And thus from Lemma 2.2, 
we see that 
Z*( U)c = [I - (AZ - U)“( AZ - U)]c = 0. 
Consequently (5.7) collapses to 
N-l 
LBN = h[P+a*(AZ - U)#c] -a*(hZ- U)#' 
+$(AZ- U)#3 
N 
[ 01 z-; c. (5.8) 
As U is semisimple, it is easily seen from Lemma 4.5 applied to ~3’~ that 
and thus (Aar/NXAZ - U>#3(U/A) No is bounded. On account of Lemma 
4.4, the latter is equivalent to 
/3+ a*(AZ- U)#c= 0 
I I T >l * aTZp,(U)c = 0, lgk<7i. 
By induction, we prove the necessary part of the result. 
Let us now turn to the sufficient part of the proof. Again we shall prove 
this by induction. Assume that T, + 2 satisfies (i), (ii), and (iii>. Then so do P, 
Q, and U. By hypothesis, we immediately have that YN(P>, PN(Q), and 
YN(U) all converge. So we only need to show that aN converges. Again two 
cases arise 
Case (i): A = I_L. From Corollary 2.2, U is semisimple and therefore 
(5.5) holds. Since p + a*(AZ - U)#c = 0, it follows that 
SN = -aT(AZ - U)#'+ $(AZ - U)x3 
which converges once we recall from Lemma 4.4 that a*(AZ - U)#3[ Z- 
(U/A) N ]c is bounded. 
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Case (ii): h # CL. If there is no path from S, to S, + i, then /I = 0 and 
aTUic = 0 for all i, and therefore @,, = 0. So we only consider the case 
where there is a path. 
Again by induction, Corollary 2.1, and Corollary 2.2, it follows that P, Q, 
and U are all semisimple, so P - hZ and Q - VI have group inverses. Now 
applying Lemma 2.2 yields 
aTZA(U) = 0, Zv(U)c = 0, 
and thus 
‘% = 
aT + h(A - v)N k=(J i=o Nc1 kc2( a)‘[, _ (X)“” 
(5.9) 
1 
C. 
Lastly, let us calculate the second term. From Lemma 2.2, it follows that 
N-l 
+ kICl (k - l)aTW% 
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which, on account of (5.91, reduces to 
u# 
NaT I - 7 c 
i i 
tr’[(I- %)#- (I :)‘](I- fr[I- iy)“‘]c 
- l-(v/hylaT I_ u # 
1 - v/h ( I i-c- 
Substituting the above back into sN, we arrive at 
P 
gN = - 
i 
1 - (v/h)N 
A-v 1 - N(1 - v/n) ) + n(*: v) (aT(l- T)#c 
1 
+ 5 aT 
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[(I- y - (I- ;)“](I- ;i”(r- (a,“ic 
- 
l-(v/qN--laT I_ u # 
N(1 - v/h) 
( 11 
Y c * 
From Lemma 4.4 it quickly follows that 
aT(I- :)‘(I-- 4ix(pi”-‘c 
is bounded because it contains a polynomial in U/A. Also, since S, + Sn+l, 
it follows that 1 hJ > I v I. Consequently ~8’~ converges, completing the proof. 
n 
We wish to thank the referees for their constructive comments leading to 
an improvement of this manuscript. 
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