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The dynamics of many-body systems spanning condensed matter, cosmology, and beyond is hy-
pothesized to be universal when the systems cross continuous phase transitions. The universal dy-
namics is expected to satisfy a scaling symmetry of space and time with the crossing rate, inspired
by the Kibble-Zurek mechanism. We test this symmetry based on Bose condensates in a shaken
optical lattice. Shaking the lattice drives condensates across an effectively ferromagnetic quantum
phase transition. After crossing the critical point, the condensates manifest delayed growth of spin
fluctuations and develop anti-ferromagnetic spatial correlations resulting from sub-Poisson genera-
tion of topological defects. The characteristic times and lengths scale as power-laws of the crossing
rate, yielding the temporal exponent 0.50(2) and the spatial exponent 0.26(2), consistent with the-
ory. Furthermore, the fluctuations and correlations are invariant in scaled space-time coordinates,
in support of the scaling symmetry of quantum critical dynamics.
Critical phenomena near a continuous phase transi-
tion reveal fascinating connections between seemingly
disparate systems that can be described via the same uni-
versal principles. Examples exist in superfluid helium [1],
liquid crystals [2], biological cell membranes [3], the early
universe [4], and cold atoms [5, 6]. An important predic-
tion is the power-law scaling of the topological defect
density with the rate of crossing a critical point, as first
discussed by T. Kibble in cosmology [4] and extended by
W. Zurek in the context of condensed matter [1]. Their
theory, known as the Kibble-Zurek mechanism, has been
the subject of intense experimental study that has largely
supported the scaling laws [7]. Recent theoretical works
further propose the universality hypothesis that the col-
lective dynamics across a critical point should be invari-
ant in the space and time coordinates that scale with the
Kibble-Zurek power-law [8–10].
Atomic quantum gases provide a clean, well-
characterized, and controlled platform for studying criti-
cal dynamics [6, 11, 12]. They have enabled experiments
on the formation of topological defects across the Bose-
Einstein condensation transition [13–16] as well as crit-
ical dynamics across quantum phase transitions [17–23].
Recent experiments using cold atoms in shaken optical
lattices [24–26] have provided a new vehicle for exploring
phase transitions in spin models [27–29].
In this report we study the critical dynamics of Bose
condensates in a shaken optical lattice crossing an ef-
fectively ferromagnetic quantum phase transition. The
transition occurs when we ramp the shaking amplitude
across a critical value, causing the atomic population to
bifurcate into two pseudo-spinor ground states [28]. We
measure the growth of spin fluctuations and the spa-
tial spin correlations for ramping rates varied over two
orders of magnitude. Beyond the critical point we ob-
serve delayed development of spin domains with anti-
ferromagnetic correlations, a distinctive feature of the
non-equilibrium dynamics. The times and lengths char-
acterizing the critical dynamics agree excellently with the
scaling predicted by the Kibble-Zurek mechanism. We
further observe that the measured fluctuations and cor-
relations collapse onto single curves in scaled space and
time coordinates, supporting the universality hypothesis.
Our experiments utilize Bose-Einstein condensates
(BECs) of cesium atoms. We optically confine the con-
densates with trap frequencies of (ωx′ , ωy′ , ωz) = 2pi ×
(12, 30, 70) Hz, where the long (x′) and short (y′) axes
are oriented at 45o with respect to the x and y coor-
dinates (Fig. 1A). The tight confinement along the ver-
tical z-axis suppresses non-trivial dynamics in that di-
rection, which is also the optical axis of our imaging
system. We adiabatically load the condensates into a
one-dimensional (1D) optical lattice [11] along the x-axis
with a lattice spacing of 532 nm and a depth of 8.86 ER,
where ER = h × 1.33 kHz is the recoil energy and h is
Planck’s constant.
To induce the ferromagnetic quantum phase transition,
we modulate the phase of the lattice beam to periodically
translate the lattice potential by ∆x(t) = (s/2)sin(ωt),
where s is the shaking amplitude and the modulation
frequency ω is tuned to mix the ground and first ex-
cited lattice bands [28, 30]. The hybridized ground band
dispersion  can be modelled for small quasimomentum
q = (qx, qy, qz) by
(q; s) = α(s)q2x + β(s)q
4
x +
q2y + q
2
z
2m
, (1)
where m is the atomic mass, and the coefficients of
its quadratic (α) and quartic (β) terms depend on the
shaking amplitude (Fig. 1B). For shaking amplitudes be-
low the critical value the coefficient α is positive and
the BEC occupies the lone ground state at momentum
q = 0. The quantum phase transition occurs when the
quadratic term crosses zero at s = sc, where α = 0 and
β > 0. Stronger shaking converts the dispersion into a
ar
X
iv
:1
60
5.
01
02
3v
1 
 [c
on
d-
ma
t.q
ua
nt-
ga
s] 
 3 
M
ay
 20
16
2A
B
C
sx
z
y 10 µm
Ti
m
e 
|t 
|
s
Fast
M
edium
Slow
Relaxation
Time
Quantum Critical
Point sc
Frozen
Regime
D
is
pe
rs
io
n 
E
(q
x)
Shaking Amplitude s
PM
Momen-
tum qx
FM
+q*
-q*0
q4q2
sc
0 100-100
n+ - n- (µm-2)
0
0
FIG. 1. Ferromagnetic quantum phase transition of bosons in a shaken optical lattice. (A) A BEC of cesium atoms (spheres)
in a 1D optical lattice (pink surface) shaking with peak-to-peak amplitude s can form ferromagnetic domains (blue and red
regions). (B) The transition occurs when the dispersion evolves from quadratic for s < sc (paramagnetic (PM) phase), through
quartic at the quantum critical point s = sc, to a double-well for s > sc (ferromagnetic (FM) phase) with two minima at
qx = ±q∗ [28]. (C) Evolution of the condensate crossing the phase transition becomes diabatic in the frozen regime (cyan)
when the time t remaining to reach the critical point is less than the relaxation time. Faster ramps cause freezing farther from
the critical point, limiting the system to smaller domains. Sample domain images are shown for slow, medium, and fast ramps.
double-well with α < 0, yielding two degenerate ground
states with qx = ±q∗. Repulsively-interacting bosons
with this double-well dispersion are effectively ferromag-
netic, leaving two degenerate many-body ground states
with all atoms either pseudo-spin up (qx = q
∗) or down
(qx = −q∗). Notably, transitioning to one of these two
ground states requires the system to spontaneously break
the symmetry of its Hamiltonian. Describing the dynam-
ics across the critical point presents a major challenge due
to the divergence of the correlation length and relaxation
time (critical slowing).
The Kibble-Zurek mechanism provides a powerful in-
sight into quantum critical dynamics. According to this
theory, when the time remaining to reach the critical
point inevitably becomes shorter than the relaxation
time, the system becomes effectively frozen, see Fig. 1C.
The system only unfreezes at a delay time tKZ after pass-
ing the critical point, when relaxation becomes faster
than the ramp. At this time topological defects form,
and the typical distance dKZ between neighboring de-
fects is determined by the equilibrium correlation length.
The Kibble-Zurek mechanism predicts that tKZ and dKZ
depend on the quench rate s˙ as
tKZ ∝ s˙−a, a = zν
1 + zν
, (2)
dKZ ∝ s˙−b, b = ν
1 + zν
, (3)
where z and ν are the equilibrium dynamical and corre-
lation length exponents given by the universality class of
the phase transition.
For slow ramps tKZ and dKZ diverge and become sep-
arated from other scales in the system, making them the
dominant scales for characterizing the collective critical
dynamics [8–10]. This idea motivates the universality
hypothesis, which can be expressed as
f(x, t; s˙) ∝ F
(
x
dKZ
,
t
tKZ
)
, (4)
indicating that the critical dynamics of any collective ob-
servable f obeys the scaling symmetry and can be de-
scribed by a universal function F of the scaled coordi-
nates x/dKZ and t/tKZ. The only effect of the quench
rate is to modify the length and time scales.
We test the scaling symmetry of time by monitor-
ing the emergence of quasimomentum fluctuations at
different quench rates. After loading the condensates
into the lattice, we ramp the shaking amplitude linearly
from s = 0 to values well above the critical amplitude
sc = 13.1 nm [31] and interrupt the ramps at various
times to perform a brief time-of-flight (TOF) before de-
tection. After TOF the quasimomentum distribution of
the sample can be extracted from the deviation δn(r)
in the density difference between the +1 and −1 Bragg
diffraction peaks [31]. This detection method is particu-
larly sensitive when the quasimomentum just starts devi-
ating from zero, indicating the emergence of fluctuations
in the ferromagnetic phase where the ground states have
non-zero quasimomentum.
Over a wide range of quench rates the evolution of
quasimomentum fluctuation can be described in three
phases (Fig. 2A). First, below the critical point, quasi-
momentum fluctuation does not exceed its baseline level.
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FIG. 2. Growth of quasimomentum fluctuation in quantum critical dynamics. (A) Sample images show the emergence of
quasimomentum fluctuation throughout linear ramps across the ferromagnetic phase transition. Each ramp exhibits three
regimes: a subcritical regime before the transition, a frozen regime beyond the critical point where the fluctuation remains low,
and a growth regime in which fluctuation increases and saturates, indicating domain formation. Time t = 0 corresponds to
the moment when the system reaches the critical point. (B) Quasimomentum fluctuation for ramp rates s˙ = 3.6 (triangles),
0.91 (squares), 0.23 (diamonds), and 0.06 (circles) nm/ms arises at a delay time t = td over a formation time tf . Fluctuation
is normalized for each ramp rate to aid comparison [31]. The solid curves show fits based on Eq. 5. (C) The dependence of
td (circles) and tf (squares) on the quench rate is well fit by power-laws (solid curves) with scaling exponents of ad = 0.50(2)
and af = 0.50(6), respectively. The inset shows td on a linear scale. (D) Fluctuations measured for 16 ramp rates from 0.06 to
10.3 nm/ms collapse to a single curve when time is scaled by td based on the power-law fit. The solid curve shows the best fit
based on the empirical function (Eq. 5), and the gray shaded region covers one standard deviation. Error bars in panels B and
C indicate one standard error.
Second, just after passing the critical point, critical slow-
ing keeps the system “frozen”, and fluctuation remains
low. Finally, the system unfreezes and quasimomentum
fluctuation quickly increases and saturates, indicating
the emergence of ferromagnetic domains. We quantify
this progression by investigating the fluctuation of con-
trast ∆C = 〈δn2/n2〉 (Fig. 2B) that tracks quasimomen-
tum fluctuation in our condensates [31], where n is the to-
tal density and the angle brackets denote averaging over
space and over multiple images. We find empirically that
the growth of fluctuations is well fit by the function
∆C(t) =
1
2
+
1
2
tanh
(
t− td
tf
)
, (5)
where the time t is defined relative to when the system
crosses the critical point at t = 0, td characterizes the
4 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
B C
E
Scaled Distance x/d
0
Distance x (μm)
5 10 15
0.5
0
1
-0.5
-1
C
or
re
la
tio
n 
Fu
nc
tio
n 
g 0
C
or
re
la
tio
n 
Fu
nc
tio
n 
g 0
0.5
0
1
-0.5
-1
0
1 2
D
yn
am
ic
al
 E
xp
on
en
t  
z
Correlation Length Exponent ν
4
2
0
0.5 10
tim
e
sp
ac
e
Quench Rate s (nm/ms).
10.10.03 0.3
Correlation G0
0 1-1
10 µm
fast slow
d
ξ
A
10 µm
0 100-100
Spin Density jz (µm-2)
0.04
0.08
0.16
0.32
0.64
1.28
2.56
5.12
nm/ms
D
F
Quench Rate s (nm/ms).
Le
ng
th
 (μ
m
)
0.1
3
30
10
1
Sample Size
ξ
d
 d
, ξ
 
s.
0
5
10
0.7 1.4
x
y
FIG. 3. Anti-ferromagnetic spatial correlations from quantum critical dynamics. (A) Sample images show spin domains
measured near the time t = 1.4 td after crossing the phase transition. (B) Spin correlation functions G0(r) = G(r)/G(0) (Eq. 6)
are calculated from ensembles of 110-200 images. (C) Cuts across the density-weighted correlation functions g0(x) = g(x)/g(0)
are shown for quench rates s˙ = 1.28 (triangles), 0.45 (squares), 0.16 (diamonds), and 0.056 nm/ms (circles). Solid curves
interpolate the data to guide the eye. The typical domain size d and the correlation length ξ are illustrated for 0.056 nm/ms
by the arrow and dashed envelope, respectively. (D) The dependence of d (green) and ξ (black) on the quench rate is well
fit by power-laws (Eq. 3) with spatial scaling exponents of bd = 0.26(2) and bξ = 0.26(5), respectively. We use two ramping
protocols: linear ramps starting at s = 0 (squares) and at s = sc (circles). The inset shows the results on a linear scale. Error
bars indicate one standard error. (E) Correlation functions for s˙ = 0.04-1.28 nm/ms collapse to a single curve when distance
is scaled by the domain size extracted from the power-law fit. The solid curve shows the fit based on Eq. 7 while the gray
shaded area covers one standard deviation. (F) The temporal scaling exponents ad and af from Fig. 2C (magenta) and the
spatial scaling exponents bd and bξ from panel D (green) constrain the critical exponents ν and z according to Eqs. 2 and 3
with 68% (dark) and 95% (light) confidence intervals. The cross marks the best values with contours of 68% and 95% overall
confidence.
delay time when the system unfreezes, and tf is the for-
mation time over which the fluctuation grows.
The measurement of fluctuation over time provides a
critical test for both the Kibble-Zurek scaling and the
universality hypothesis. First, both td and tf exhibit
clear power-law scaling with the quench rate s˙ varied over
more than two orders of magnitude (Fig. 2C). Power-law
fits yield the exponents of ad = 0.50(2) and af = 0.50(6),
respectively. The nearly equal exponents are suggestive
of the universality hypothesis, which requires all times to
scale identically. Indeed, the growth of contrast fluctu-
ation ∆C follows a universal curve when time is scaled
by td (Fig. 2D), strongly supporting the universality hy-
pothesis (Eq. 4).
We next test the spatial scaling symmetry based on the
structures of pseudo-spin domains that emerge after the
system unfreezes. Here, we cross the critical point with
two different protocols: the first is a linear ramp starting
from s = 0, while the second begins with a jump to s =
sc, followed by a linear ramp. We detect domains near
the time t = 1.4 td in the spin density distribution jz(r) =
n+(r)− n−(r) based on the density n+/− of atoms with
spin up/down [31]. At this time the spin domains are
fully-formed and clearly separated by topological defects
(domain walls), shown in Fig. 3A. We characterize the
domain distribution with the spin correlation function
[17, 28],
G(r) =
〈∫
jz(R + r)jz(R)dR
〉
, (6)
5averaged over multiple images, see Fig. 3B. Both ramping
protocols lead to similar correlation functions, suggesting
that the formation of topological defects does not depend
on dynamics below the critical point.
The spin correlations reveal rich domain structure
that strongly depends on the quench rate. For slower
ramps s˙ < 1.3 nm/ms the structures are predomi-
nantly one-dimensional and the density of topological de-
fects increases with the quench rate. When the quench
rate exceeds 1.3 nm/ms, defects start appearing along
the y-axis, and the domain structures become multi-
dimensional. We attribute this dimensional crossover to
the unfreezing time becoming too short to establish cor-
relation in the non-lattice directions. For the remainder
of this work we focus on the slower quenches and inves-
tigate the spin correlations along the lattice direction.
We examine the one-dimensional correlations using
line cuts of the density-weighted correlation functions
g(r) = G(r)/ 〈∫ n(R + r)n(R)dR〉 [17, 28]. The results
exhibit prominent decaying oscillation, shown in Fig. 3C.
We extract two essential length scales from the correla-
tion functions: the average domain size d, or equivalently
the distance between neighboring topological defects, and
the correlation length ξ, indicating the width of the enve-
lope function. These two scales are determined from the
position and width of the peak in the Fourier transform
of g(x) [31].
These length scales enable us to test the spatial scal-
ing symmetry. The lengths d and ξ both display power-
law scaling consistent with the Kibble-Zurek mechanism,
see Fig. 3D, with fits yielding exponents bd = 0.26(2)
for the domain size and bξ = 0.26(5) for the correlation
length. Furthermore, the correlations, measured at the
same scaled time, collapse to a single curve in spatial co-
ordinates scaled by the domain size d, see Fig. 3E. This
result strongly supports the spatiotemporal scaling from
the universality hypothesis (Eq. 4). An empirical curve,
g0(x) = exp
(
− 1
2σ2
x2
d2
)
cos
(
pi
γ
x
d
)
, (7)
well fits the universal correlation function, yielding
σ = 1.01(1) and γ = 1.04(1), indicating that the width
of the envelope is close to the typical domain size. Fur-
thermore, the Gaussian envelope can be characterized
by a thermal length of λs = h/
√
2pimkBTs =
√
4piσd,
where kB is the Boltzmann constant and the effective spin
temperature Ts ∝ s˙2bd scales with the quench rate and
reaches 20 pK for our slowest ramps of s˙ = 0.04 nm/ms.
The most striking feature of the universal corre-
lation function is the emergence of oscillatory, anti-
ferromagnetic order in the ferromagnetic phase. In ther-
mal equilibrium, ferromagnets are expected to have a
finite correlation length but no anti-correlation. We at-
tribute the appearance of anti-ferromagnetic order in our
system to the preferential generation of domains with a
certain size during the quantum critical dynamics. A
statistical analysis of the topological defect distribution
reveals that the domain sizes are bunched with their stan-
dard deviation σd = 0.31(2)d well below their mean, in-
dicating that the topological defects are created by a sub-
Poisson process [31].
Finally, the combined scaling exponents of space and
time allow us to extract the equilibrium critical expo-
nents based on the Kibble-Zurek mechanism, see Fig. 3F.
Solving Eqs. 2 and 3, we obtain the dynamical exponent
z = 1.9(2) and correlation length exponent ν = 0.52(5),
which agree with the mean-field values z = 2 and ν = 1/2
within our experimental uncertainty. Note that the dy-
namical critical exponent z = 2 results from the unique
quartic dispersion  = βq4x of our system at the critical
point [31].
In summary, our experiment reveals a universal, spa-
tiotemporal scaling symmetry of the dynamics across a
quantum critical point. The observed scaling laws are in
excellent agreement with the prediction from the Kibble-
Zurek mechanism. Furthermore, the universal correla-
tions exhibit intriguing anti-ferromagnetic order which
would not be expected in equilibrium. Direct identifica-
tion of the domain walls enables us to show that the anti-
ferromagnetic correlations are connected to sub-Poisson
generation of topological defects. The scaling of the cor-
relation functions suggests that the anti-ferromagnetic
order may be a shared feature of quantum critical dynam-
ics for phase transitions in the same universality class,
meriting future experiments.
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SUPPLEMENTARY MATERIAL
Experiment Setup. Our condensates form in an opti-
cal dipole trap at the crossing of three lasers with wave-
length λ = 1064 nm. After evaporation the condensates
are nearly pure, consisting of 30 000 to 40 000 atoms with
temperatures less than 10 nK. We adiabatically load the
condensates into an optical lattice by retro-reflecting the
trapping beam along the x-axis. The apparatus which
enables us to shake the lattice is described in Ref. (28).
Our experiments rely on a careful choice of the pa-
rameters governing the shaking optical lattice. We set
the shaking frequency ω = 2pi × 8.00 kHz slightly above
the zero-momentum band gap h × 7.14 kHz, such that
shaking raises the energy near the center of the ground
band. During shaking we reduce the scattering length
to a = 2.1 nm using a Feshbach resonance to lower the
heating rate (32). Finally, immediately before time-of-
flight (TOF) we reduce the scattering length to a = 0 to
prevent collisions while the atoms separate into distinct
Bragg peaks.
Based on the lattice depth and shaking frequency, we
calculate the critical shaking amplitude sc = 13.1 nm
using Floquet theory (28), above which the system ac-
quires a double-well dispersion. We base our calculation
of ad = 0.50(2) on this theoretical critical point. To ver-
ify the critical value sc = 13.1 nm, we allow the critical
shaking amplitude to be a free parameter in a power law
fit of td while fixing the exponent to its theoretical value
of 0.5. The fit yields sc = 13.8(6) nm which is consistent
with the calculated critical amplitude.
Analysis of Quasimomentum Fluctuation
We use the density fluctuation in the Bragg peaks
to detect quasimomentum fluctuation in the gas. Non-
zero local quasimomentum q changes the local density
difference between Bragg peaks. To detect this change
we perform a brief TOF with duration tTOF = 5 ms,
which is long enough to separate the Bragg peaks but
short enough that spatial information is preserved. From
our images we calculate the density difference ∆n(r) =
n−1(r)−n1(r) where ni(r) is the density of the i’th Bragg
peak. To remove the small offset in ∆n which exists
at momentum q = 0, we calculate the density devia-
tion δn(r) = ∆n(r) − 〈∆n(r)〉, where the angle brack-
ets denote averaging over multiple images. The shift δn
is nearly proportional to the local quasimomentum re-
gardless of the shaking amplitude (Fig. 4). Finally, we
calculate the contrast fluctuation ∆C = 〈δn2/n2〉 which
closely tracks quasimomentum fluctuation in our conden-
sates, where n(r) is the total density. The angle brackets
denote averaging over many images and over the position
within each sample.
In order to remove spurious sources of fluctuation such
as photon and atom shot noise, we subtract the baseline
value of ∆C for each ramp rate, which is given by the
average of the three measurements at the earliest times
taken below the critical point. Furthermore, even though
quasimomentum fluctuation should continue to grow as
q∗2 with increasing shaking amplitude, where ±q∗ are the
quasimomenta of the ground states, we find that ∆C ap-
pears to saturate to a nearly constant value for times
well beyond td. We attribute saturation to the typi-
cal displacement q∗tTOF/m during TOF becoming larger
than the correlation length, such that fluctuation is dom-
inated by the motion rather than the quasimomentum.
We normalize ∆C to its saturated value at each ramp
rate for convenient comparison. We determine the satu-
rated value by the average of the latest three measured
values, which are taken well beyond the delay time td.
Reconstruction and Analysis of Pseudo-spin
Domains
Reconstructing spin density. Reconstruction en-
ables us to study the in-situ spin density distribution,
including the domain structure. After linearly ramping
the shaking amplitude at ramp rate s˙ until t = 1.4 td
when domains have fully formed, we rapidly increase
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FIG. 4. Detection of quasimomentum via density deviation. The contrast δn/n between the ±1 Bragg peaks can be used to
assess the quasimomentum q, according to a calculation of the Floquet eigenstates in the shaken lattice (28). The contrast
only weakly depends on shaking amplitude, shown for s = 0 (solid), s = sc (dotted), and s = 2sc (dot-dashed). The
illustrations represent the density in the three relevant Bragg peaks after time-of-flight. The lattice momentum is qL = h/λ
where λ = 1064 nm is the wavelength of the lattice laser.
the shaking amplitude by as much as a factor of 15 over
only 0.5 ms (Fig. 5A). The sudden increase in shaking
amplifies the signal by exciting the two spin states to
predominantly occupy different Bragg peaks. Depending
on the shaking amplitude at t = 1.4 td, we adjust the
timing and the shaking amplitude immediately before
release in order to maximize the distinguishability of
the two spin states. We use images of condensates with
uniform spin (Fig. 5B) to calibrate the projection of each
spin state onto Bragg peaks (Fig. 5C). In comparison
to the procedure without enhanced shaking used in
Ref. (28), the amplification stage improves the fraction
of atoms which distinguish the spin states from 23%
to about 71%, corresponding to an increase in signal
by more than a factor of three. After the enhanced
shaking period, we perform a 3 ms TOF and measure
the density in each Bragg peak (Fig. 5D), from which we
can reconstruct the spin density distribution (Fig. 5E)
using an algorithm similar to that described in Ref. (28).
Minimizing bias of the total polarization. The
effectively ferromagnetic quantum phase transition
can be biased by a nonzero initial velocity of the
condensate relative to the lattice (28). In order to
focus our study on the dynamics across an unbiased
quantum phase transition, we test the total spin
polarization P =
∫
jz(~R)d~R/
∫
n(~R)d~R of each recon-
structed image, which is expected to be close to zero
for unbiased samples. Indeed, under most conditions
(0.16 ≤ s˙ < 1.0 nm/ms) we find that more than 90%
of images have total polarization |P | < 0.3. The cor-
relation analysis excludes the remaining biased images
with |P | > 0.3. For very slow ramps (s˙ < 0.16 nm/ms)
starting from s = 0, we find that many samples are
biased, likely due to increased susceptibility to a small,
uncontrolled velocity between the condensate and the
lattice. We have excluded data from these conditions to
avoid poor statistics.
Removing systematic effects due to finite imag-
ing resolution. We study the one-dimensional domain
structures along the lattice direction (x) by taking cuts
gmeas(x) along the long-axis of the measured, normalized
correlation functions g(r). Since the domain walls are
predominantly oriented along the non-lattice direction
(y), long axis cuts maximize the range of the correla-
tion functions that we can evaluate but still reflect the
structure along the lattice direction.
To obtain the physical spin correlations we must
remove the systematic effects of our finite imaging
resolution. Since the correlation functions depend on the
spin density at both ends of the displacement vector, the
measured correlations gmeas(x) are the physical correla-
tions g(x) convolved with the point spread function P (x)
twice (33). We calculate the Fourier transform of the
deconvolved correlation function g˜(k) = g˜meas(k)/P˜
2(k)
from the Fourier transforms of the measured correlations
g˜meas(k) and of the point spread function P˜ (k). Inverting
the Fourier transform produces the correlation functions
g(x) shown in Fig. 3C. Furthermore, from the peak
position kp in g˜(k) we extract the typical domain size
d = pi/kp, and from the full width at half maximum ∆k
of the peak we extract the correlation length ξ = pi/∆k.
Sub-Poisson generation of domain walls To better
understand the process which generates domain walls we
calculate the domain size distribution from our images.
We identify domain walls by integrating the spin density
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FIG. 5. Detection and reconstruction of ferromagnetic domains. (A) We amplify the distinction between the pseudo-spin
states by rapidly increasing the shaking amplitude over 0.5 ms before time-of-flight (TOF). After 3 ms TOF we detect the
density distribution by absorption imaging. The examples shown in this figure correspond to s = 32 nm before amplification.
(B) Sample images used to calibrate the occupation of each Bragg peak are taken with all of the atoms in pseudo-spin up
(top) or down (bottom). Ellipses identify the Bragg peaks. For these images we use a longer TOF lasting 5 ms. Each spin
predominantly occupies a different Bragg peak. (C) The fraction of density ni/n in each Bragg peak distinguishes spin up (top)
and down (bottom). (D) A sample image shows the density distribution after 3 ms TOF for a condensate with five domains.
The ellipses mark the two most important Bragg peaks and are colored to indicate the spin state which dominates each peak.
(E) Reconstruction based on the fractions in panel C produces the spin density distribution corresponding to the TOF image
in panel D.
along the y-direction, filtering noise at the single pixel
scale (0.6 µm) which is below our resolution limit, and lo-
cating where the spin density changes sign. We calculate
the domain sizes from the distances between neighbor-
ing walls. Since the correlation functions in scaled space
are invariant with quench rate we focus on a single rate
s˙ = 0.08 nm/ms, for which the domains are relatively
large (d = 6.0 µm) and easy to resolve. The result-
ing domain size distribution (Fig. 6A) is tightly bunched
around its mean. This bunching would not be expected
for a Poisson process, which should exhibit an exponen-
tial distribution due to the constant probability of form-
ing a domain wall at any location. Similarly, Poisson
generation of domain walls would lead to exponentially
decaying correlations that are qualitatively distinct from
the oscillatory correlations observed in our experiments
(Fig. 6B).
Equilibrium critical exponents ν and z
The partition function Z of our system near the critical
point where α→ 0 and β > 0 can be written in the path
integral form as
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FIG. 6. Sub-Poisson generation of domain walls. (A) The distribution of domain sizes L for 110 samples with quench rate
s˙ = 0.08 nm/ms is bunched near the average domain size d. The solid curve shows a fit based on the function A(L/d)a−1e−aL/d,
where the coefficient A = aa/Γ(a), which interpolates between the exponential (a = 1) and delta (a → ∞) distributions. The
fit yields a = 10(1) for the measured distribution. For comparison, the dashed curve shows an exponential distribution (a = 1)
corresponding to Poisson generation of defects. (B) Poisson generation of defects would lead to exponential decay of spin
correlations as gP(x) = e
−2x/d (dashed curve), which does not exhibit the anti-correlation seen in the data from Fig. 3E (blue
points). The solid curve shows the fit to the measured correlations based on Eq. 7.
Z =
∫
DΨDΨ∗e−
∫
dxdτL
L = Ψ∗∂τΨ + α|∂xΨ|2 + β|∂2xΨ|2 − µΨ∗Ψ +
g
2
(Ψ∗Ψ)2,
where L is the mean field Lagrangian density, µ = gρ0
is the chemical potential, g is the interaction parameter
and τ = it/~.
Given a fluctuating order parameter Ψ =
√
ρeiθ around
the equilibrium value Ψ0 =
√
ρ0 and ρ = ρ0 + ρ˜, we have
Ψ∗∂τΨ =iρ∂τθ + ∂τρ/2
|∂xΨ|2 =ρ(∂xρ)2 + 1
4ρ
(∂xθ)
2
|∂2xΨ|2 =ρ−3
(
(∂xρ)
2
4
− ρ∂
2
xρ
2
+ ρ2(∂xθ)
2
)2
+ ρ−1(ρ∂2xθ − ∂xθ∂xρ)2
−µΨ∗Ψ + g
2
(Ψ∗Ψ)2 =
g
2
(ρ˜2 − ρ20).
Eliminating terms like ∂τρ and ρ0∂τθ that contribute
to constants after integration over τ , we have
L = iρ˜∂τθ +
α
ρ
(
ρ2(∂xρ)
2 +
(∂xθ)
2
4
)
+
β
ρ3
(
(∂xρ˜)
2
4
− ρ∂
2
xρ˜
2
+ ρ2(∂xθ)
2
)2
+
β
ρ
(ρ∂2xθ − ∂xθ∂xρ˜)2 +
g
2
ρ˜2.
Since the amplitude excitations are gapped and the
angular excitations are gapless, we can assume ∂xρ˜ = 0
in the long wavelength limit, which gives
L = iρ˜∂τθ + αρ
(∂xθ)
2
4
+ βρ(∂xθ
2)2 + βρ(∂2xθ)
2 +
g
2
ρ˜2
Completing the path integral over ρ˜, we obtain to lead-
ing order in θ
Lθ =
1
2g
(∂τθ)
2 +
α
4
ρ0(∂xθ)
2 + βρ0(∂
2
xθ)
2.
The mean field correlation length exponent ν = 1/2
can be derived from the spatial scaling symmetry with
∂τθ = 0:
α→ λ−1α, x→ λνx.
At the critical point α = 0, the dynamical critical ex-
ponent z = 2 is determined from the following scaling
symmetry:
x→ λx, t→ λzt.
Notably z = 2 results from the dominance of quartic
dispersion β|∂2xΨ|2 at the critical point.
Given z = 2 and ν = 1/2, the Kibble-Zurek temporal
and spatial exponents from Eqs. 2 and 3 are given by a =
1/2 and b = 1/4, respectively. The results are in excellent
agreement with our measured values of aex = 0.50(2) and
bex = 0.26(2) within our experimental uncertainty.
